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Individual electron spins have been observed using magnetic resonance in combination with a number of distinct detec-
tion approaches. The coordinates of an individual electron spin can then in principle be determined by introducing
a 10 to 100 nm diameter magnetic needle, scanning the needle, and collecting signal as a function of the needle’s
position. Although individual electrons have recently been localized with nanometer precision in this way using a
nitrogen-vacancy center in diamond as the spin detector, the experiment’s low signal-to-noise ratio limited acquisi-
tion to two-dimensional scanning, enabled the observation of just a few dozen data points, and was incompatible with
nitroxide spin labels widely used to label proteins and nucleic acids. To remedy these limitations, we introduce and
numerically simulate a protocol for detecting and imaging individual nitroxide electron spins with high spatial resolu-
tion. In our protocol, electron-spin magnetic resonance is detected mechanically: a scanned magnet-tipped cantilever
is brought near the sample, modulated microwaves are applied to resonantly excite electron spins, and changes in spin
magnetization are detected as a shift in the mechanical frequency of the cantilever. By carefully applying resonant
microwaves in short bursts in synchrony with the cantilever’s oscillation, we propose to retain high spatial resolution
even at large cantilever amplitude where sensitivity is highest. Numerical simulations reveal nanometer-diameter rings
of frequency-shift signal as the tip is scanned laterally and individual electrons come in and out of resonance. Our
primary finding is that it is possible — using a Bayesian, reverse Monte Carlo algorithm introduced here — to obtain
the full three-dimensional distribution of electron coordinates from the signal rings revealed in a two-dimensional
frequency-shift map. This reduction in dimensionality brings within reach, on a practical timescale, the angstrom-
resolution three-dimensional imaging of spin-labeled macromolecules.
I. INTRODUCTION
Detecting and imaging the spin state of electrons in indi-
vidual molecules or defects has been a long-sought goal of
the chemical physics community.1,2 Efforts to detect single
electron spins in specialized materials have been made using
light3–11 and current12–20 and, more generally, using quantum
interference devices,21–24 inductive detection,25–28 forces,29–32
and force gradients.33,34 Here we introduce a force-gradient
protocol for imaging individual nitroxide spin labels, numeri-
cally simulate signal expected from a doubly labeled protein,
and develop a reverse Monte Carlo algorithm that recovers
individual electron-spin coordinates. The protocol employs
force-gradient detection because of its generality, sensitivity,
depth of view, and compatibility with the spin relaxation times
of nitroxide spin labels.
Nearly twenty five years ago researchers first succeeded
in observing the electron-spin state of an individual pi-
conjugated molecule in a frozen glass using optically detected
magnetic resonance;3,4 the nuclear-spin state of individual
13C nuclei in the molecule were even detectable through
their hyperfine coupling to the electron spin.5,6 The nitrogen
vacancy in diamond has proven a fertile ground for optically
polarizing and detecting the spin state of single electronic
defects at room temperature.7 The nitrogen-vacancy center in
a)Electronic mail: jam99@cornell.edu
diamond has been harnessed as a magnetometer for detecting
and imaging nearby single electron spins8–10 and nuclear
spins.11 In parallel with these developments, numerous non-
optical methods for detecting single spins have been explored.
Individual paramagnetic electron spins at a surface have
been observed via scanning tunneling microscopy using
both unmagnetized tips12–14 and spin-polarized tips.15–17 The
spin state of individual electrons at dopants in silicon18,19
and individual nuclear spins in a molecular magnet20 have
been detected electrically. Superconducting quantum inter-
ference devices, if suitably miniaturized21–24 and carefully
fabricated,24 can achieve single electron-spin sensitivity.24
Inductively detected electron spin resonance, harnessing
advances in micrometer-sized resonators25 and cryogenic
amplifiers,25–28 has reached a sensitivity of a few tens
of electron spins. Magnetic resonance force microscopy
(MRFM)29–31,35 was used by Rugar and coworkers to detect
and image the electron-spin state of an individual dan-
gling bond in quartz32 and has enabled a number of groups
to observe proton nuclear magnetization with a sensitivity
of a few hundred spins and a spatial resolution of a few
nanometers.36–40
Nanometer-scale imaging of electron spin density was
achieved in MRFM32 and nitrogen-vacancy experiments8,9 by
employing a scanned submicrometer-diameter magnetic pillar
or needle to make the magnetic resonance condition depen-
dent on position. The spatial resolution in such a magnetic
resonance imaging experiment is determined not by the radius
of the scanned magnetic tip but by the tip’s field gradient and
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the sample’s magnetic resonance linewidth. In the Ref. 9
experiment, for example, the linewidth was ∆B = 0.3 mT
and the gradient was G = 1.2 mT nm−1. The calculated
linewidth-limited magnetic resonance imaging resolution was
∆B/G = 0.25 nm; the observed resolution, 0.8 to 1.5 nm,
was limited by the available signal-to-noise ratio. A number
of particularly intense magnetic field gradient sources have
been developed for MRFM experiments: off-tip magnetic pil-
lars made of FeCo36 and Dy,41 a switchable current flowing
through a 100 nm constriction,38,40,42 and a switchable com-
mercial read-write head.43 On-tip cobalt nanorods37,44 have
been developed that produce a magnetic field gradient as large
as 5 mT nm−1.
Moore, Marohn, and coworkers introduced the idea of
determining the tertiary structure of a single copy of a
frozen biomolecule or biomolecular complex by affixing
nitroxide labels to it and mapping the locations of the indi-
vidual nitroxide electron spins using MRFM.34 Detecting
a single nitroxide by MRFM is challenging, however. To
achieve single-spin sensitivity the experiment of Rugar et al.32
required spin-locking the sample magnetization for nearly a
second, clearly incompatible with the nitroxide’s short relax-
ation times (T1e = 1 ms and T2e = 450 ns at 4.2 K). Moore
and coworkers showed that electron-spin resonance could be
detected in a force-gradient MRFM experiment in which a
periodic spin flip in the sample modulated the mechanical
oscillation frequency of a nearby magnet-tipped cantilever.33
This approach opens up a new route for pushing MRFM
to single-electron sensitivity because, in contrast with the
Ref. 32 experiment, a force-gradient experiment is not lim-
ited to observing spin-force fluctuations (which have random
sign) but instead detects the sample’s average Curie-law mag-
netization (which has a well-defined sign).
Since Moore’s experiment,34 MRFM’s per-spin sensitivity
and achievable electron-spin polarization have improved sig-
nificantly. The Moore et al. experiment was carried out at
a temperature of 4.2 K, in a magnetic field of 0.6 T, and
employed a high-compliance cantilever having a sensitivity
of 7.5 aN/
√
Hz. The experiment’s cantilever had a radius
rtip = 2 µm nickel tip attached and read out the cantilever fre-
quency using a tip oscillation amplitude of xp−p = 330 nm.
The experiment achieved a sensitivity of 400 spins/
√
Hz. In
Ref. 37, Longenecker and coworkers prepared a cantilever
similar to Moore’s with a cobalt nanorod tip that was 225 nm
wide and 79 nm thick; the lateral gradient at a distance of
13 nm below the bottom of the tip was estimated to be 5.5
to 8.3 mT/nm. The sensitivity reported for this cantilever
was 500 proton magnetic moments in a 1 mHz bandwidth.
As the electron spin’s magnetic moment is 660 times larger
than that of a proton, this 500-proton sensitivity is essentially
equivalent to single electron sensitivity, motivating us to con-
sider an individual electron imaging experiment. Carrying out
the Moore experiment with the nanorod-tipped cantilever of
Ref. 37 would, we predict, yield single-electron-spin sensi-
tivity in just a few seconds of averaging. However, the large
cantilever amplitude required to precisely read out the single-
spin cantilever frequency shift would blur the image, severely
limiting the achievable spatial resolution.
The present study has two goals. Below we introduce
an enhanced spin-detection protocol that retains the advan-
tages of Moore et al.’s approach while enabling nanometer-
resolution imaging of single-electron magnetization in a
scanned-tip experiment. Maps of spin frequency-shift signal
versus tip position are numerically calculated for a doubly
spin-labeled individual protein observed with the new pro-
tocol and, for comparison, the Moore protocol. We then intro-
duce a rigorous and facile Bayesian, reverse Monte Carlo
algorithm for reconstructing the distribution of spin-label
coordinates from the simulated spin frequency-shift maps.
We finally introduce an approximate non-iterative reconstruc-
tion algorithm, employing Fourier deconvolution stabilized
by Tikhonov regularization, which provides a starting point
for the reverse Monte Carlo algorithm. The new approach
dramatically reduces the number of free parameters, signifi-
cantly improves the image-reconstruction convergence time,
and naturally outputs the desired three-dimensional distribu-
tion of electron coordinates.
The paper is organized as follows. In Sec. II we present
a new protocol for imaging individual electron spins using a
magnet-tipped cantilever, force-gradient detection, and inter-
mittently applied microwaves. In Sec. III we derive a
Bloch-like solution for the steady-state electron-spin magne-
tization in such an intermittent-irradiation experiment. We
then present the numerical simulation of a two-dimensional
(2D) scanned force-gradient signal from a doubly labeled
biomolecule acquired using the Sec. II protocol and assuming
modest improvements in existing MRFM technology. In
Section IV we present a reverse Monte Carlo reconstruction
scheme and use it to obtain the three-dimensional (3D) coor-
dinates of the sample’s two electron spins from the simulated
2D cantilever frequency-shift map. Finally, in Section V,
we introduce a second reconstruction scheme using Fourier
deconvolution with Tikhonov regularization that obtains an
approximate 3D spin density map non-iteratively. The spins’
coordinates extracted from this spin density map then serve as
the starting point for the reverse Monte Carlo reconstruction,
reducing the reconstruction time by an order of magnitude.
II. MAGNETIC RESONANCE MECHANICAL DETECTION
PROTOCOL
Here we numerically simulate the force-gradient magnetic
resonance experiment sketched in Fig. 1. The sample consists
of a single mutant T4 lysozyme protein with two nitroxide
electron-spin labels affixed to it (pdb 3K2R, spin-labeled T4
lysozyme mutant K65V1/R76V1); the spin labels are 20 Å
apart. An ultrasensitive silicon cantilever is prepared with a
radius rtip = 75 nm spherical cobalt tip. The cantilever is
brought to a tip-sample separation of h = 60 nm. A mag-
netic field is applied parallel to the long axis of the cantilever
to polarize the ferromagnetic tip and the electron spins in the
sample below. A transverse oscillating microwave magnetic
2
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FIG. 1. Electron-spin resonance experiment schematic showing the
relative orientation of the applied magnetic field Bext = Bext zˆ,
cantilever oscillating in the xˆ direction (gray rectangle), magnetic tip
(black sphere), and T4 lysozyme molecule (green ribbon diagram)
with two nitroxide spin probes attached (red spheres). A microwave
source (not shown) excites a resonant slice of electron spins in the
molecule (blue cutaway region). The lysozyme molecule is mag-
nified by 10× for clarity; see the expanded ribbon diagram in the
upper-left inset.
field (not shown) is applied to saturate or invert the sample’s
electron spins. Because of the tip’s large magnetic field gra-
dient, electron spins meet the magnetic resonance condition
only in a thin, hemispherical constant-field region of space
below the tip; we term this region the resonant slice (Fig. 1,
blue cutaway region).
The sample’s electron spin magnetization interacts with
the second derivative of the tip’s magnetic field to create a
spin-force gradient that shifts the spring constant (∆k) and
mechanical resonance frequency (∆fc) of the cantilever.33,34
To create a distinguishable spin-induced frequency shift and
to minimize heating, the resonant microwaves are modu-
lated in an on-off pattern synchronized with the cantilever
oscillation.34 This modulation pattern yields a spin-induced
∆fc oscillating faster than the slow 1/f fluctuations in can-
tilever frequency typically present near a sample surface.45–49
The resulting time-dependent ∆fc is observed with a fre-
quency demodulator and a lock-in amplifier. See Figure 2.
In the spin-modulation and detection protocol of Fig. 2
the microwave irradiation is applied in a saturating burst;
we show two possible burst patterns. In the Fig. 2b experi-
ment, employed by Moore in coworkers in Ref. 34, the res-
onant microwave irradiation is applied for a half cantilever
cycle (77 µs). During this half cycle the moving resonant slice
sweeps out an extended region of saturated electron-spin max-
imization in the sample, giving rise to a large total signal. In
the Fig. 2c experiment, in contrast, the microwave irradiation
is applied for only a short time (≤ 1 µs). While the resulting
per-spin signal is somewhat smaller, the resonant slice is now
essentially stationary relative to the sample spins and conse-
FIG. 2. Protocol for mechanically detecting and imaging the spin
magnetization of a single electron. (a) The Fig. 1 cantilever is oscil-
lated at its mechanical resonance frequency (fc = 6.5 kHz; can-
tilever period Tc = 154 µs). A saturating microwave burst is applied
every n = 4 cantilever cycles in synchrony with cantilever zero
crossings: (b) a long-duration burst (red, τp = Tc/2 = 77 µs,
adapted from Ref. 34) and (c) a short-duration burst (green, τp =
0.8 µs). (d) A microwave-induced change in electron spin magnetiza-
tion modifies the cantilever’s spring constant and shifts its resonance
frequency. (e) The microwave bursts are modulated in an on-off pat-
tern with the on and off periods each lasting tmod = 9.8 ms. (f) The
cantilever oscillation is observed with a photodetector whose output
is passed to a demodulator which returns the cantilever frequency
shift versus time. (g) As a result of the on-off microwave modula-
tion, the spin-induced cantilever frequency shift oscillates at a fre-
quency of fmod = 1/(2 tmod) = 51 Hz. (h) The time-dependent
cantilever frequency shift, shown in low-pass filtered form (band-
width = 250 Hz), is sent to a lock-in amplifier (not shown) to obtain
the spin-induced frequency shift ∆fc.
quently the spatial resolution in an imaging experiment is dra-
matically improved.
The expected dramatic improvement in spatial resolution
can be seen clearly in the imaging simulations of Fig. 3 (dis-
cussed in detail below). As a point of comparison, in Fig. 3a
we show the map of force-gradient signal vs. cantilever (x, y)
position expected when the cantilever zero-to-peak oscillation
amplitude has been set to zero, x0p = 0. Distinct signal
rings are seen as the resonant slice intersects each electron
spin in the sample. The associated experiment would have a
3
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FIG. 3. Simulated force-gradient signal maps. (a) Stationary can-
tilever and continuous microwave irradation. Moving cantilever with
a (b) long microwave burst, Fig. 2b, and (c) a short microwave
burst, Fig. 2c. Simulation parameters: rotating-frame microwave
field intensity B1 = 50 µT and (b,c) inter-burst delay n = 1 and
cantilever zero-to-peak amplitude x0p = 63.5 nm.
terrible signal-to-noise ratio, however, since the uncertainty in
the measured cantilever frequency is large when x0p = 0.45
Kuehn and coworkers showed that there is an optimal can-
tilever amplitude which maximizes the signal-to-noise ratio
in a single spin force-gradient experiment.50 This maximum
arises as a compromise between frequency noise decreasing
∝ 1/x0p and the spin signal falling off at large x0p; as x0p
increases, the spin spends an increasing fraction of the oscil-
lation period at a large lateral distance from the tip. Setting
the amplitude to the Kuehn optimum, x0p = 0.47(rtip +h) =
63.5 nm here, we simulated signal map for the Fig. 2b exper-
iment. In the resulting signal map, Fig. 3b, the individual-
electron signal rings of Fig. 3a have been blurred by the can-
tilever oscillation. This blurring effect renders the two elec-
tron spins unresolveable. The simulated signal map for the
Fig. 2c experiment with x0p = 63.5 nm, in contrast, shows a
sharp ring of signal from each electron in the sample. Each
spin’s (x, y) coordinate corresponds to the center of a signal
ring, and the spin’s z coordinate can be inferred from the
radius of the signal ring.
III. NUMERICAL SIMULATION OF SCANNED PROBE
MICROSCOPE SIGNAL
Equilibrium magnetization — In a magnetic field B0 =
B0 zˆ at temperature T0, the average electron spin polarization
is
pe = tanh
(
h¯γeB0
2kBT0
)
(1)
A. Sample parameters
spin-lattice relaxation time T1 = 1.3 ms
spin dephasing time T2 = 0.45 µs
gyromagnetic ratio γe = 2pi rad× 28.0 MHz mT−1
saturation field Bsat = 2pi
/
γe
√
T1T2 = 1.5 µT
homogeneous linewidth Bhom = 2pi
/
γeT2 = 80 µT
B. Operating conditions
temperature T0 = 2.1 K
static magnetic field Bext = 1200 mT
microwave magnetic fielda B1 = 10 µT
microwave frequency fMW = 39.4 GHz
resonance frequency Bres = 2pifMW
/
γe = 1400 mT
C. Cantilever parameters
resonance frequency fc = 6.5 kHz
spring constant kc = 1× 106 aN nm−1
ringdown time τc = 3 s
tip magnetization µ0Ms = 1800 mT
tip radius rtip = 75 nm
tip-spin distance h = 60 nm
zero-to-peak amplitude x0p = 63.5 nm
a unless otherwise stated
TABLE I. Simulation parameters.
with h¯ the reduced Planck’s constant, kB Boltzmann’s con-
stant, and γe = 2pi× 28.0 GHz T−1 the electron gyromagnetic
ratio. Here we assume T0 = 2.1 K and B0 = 1.4 T; under
these conditions the electron spin polarization is pe = 0.42.
In our experiment the sample spins experience a magnetic
field from both the external magnet and the cantilever’s mag-
netic tip, B0 = Bext + Btip. Because Bext = Bext zˆ and
Bext  Btip, to first order B0 ≈ Bext + Btipz . The equilib-
rium magnetization is µeqz = peµe with µe the electron mag-
netic moment.
Target molecule — We simulated the imaging of electron
spins in a derivative of the T4 lysozyme molecule: mutant
K65V1/R76V1 in which a nitroxide spin probe is attached
to each of two cysteine residues by a disulfide linkage51–54
(Fig. 1 inset). The crystal structure of this molecule was
obtained from the protein database (pdb 3K2R54). Coor-
dinates were extracted from the pdb file, converted from
units of Å to units of nm, and translated by the vector
(+2, 0,−5) nm. The coordinates of the nitroxides’ oxygen
atoms were extracted via Chimera55 and used as the electron-
spin coordinates. The protein was placed at a vertical dis-
tance of h = 60 nm below the surface of the spherical tip
to mimic an experiment with a 20 nm tip-sample separation,
a 10 nm metal coating, a 20 nm spin “dead layer”, with the
spin located an additional 10 nm below the dead layer. Exper-
imentally the tip-sample separation is chosen as a compromise
between large force-gradient signal and large surface-induced
frequency noise at close tip-sample separation.
Magnetic resonance parameters — The electron magnetic
resonance parameters are given in Table IA. These param-
eters are drawn from the experiments of Ref. 34 performed
at T0 = 4.2 K and B0 = 0.6 T. To saturate nitroxide elec-
tron spins requires a transverse field amplitude B1 larger than
4
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Bsat = 2pi/γe
√
T1T2 = 1.5 µT. We assume B1 = 10 µT,
except where noted (Fig. 3). The microwave frequency,
fMW = 39.4 GHz, was chosen to bring spins into resonance
at a distance h = 60 nm directly below the spherical tip.
In a scanned force-gradient signal map, the sharpness of
observed signal rings in our detection protocol is simply
related to the length of the pulse τp. While the pulse is active,
the cantilever sweeps a finite distance ∆x and thus drags the
sensitive slice along, blurring the signal map by ∆x. Hence,
the maximum length of the microwave burst τp depends on the
acceptable blurring ∆x of the resonant slice and the velocity
of the cantilever tip vc, and is given by
τp =
∆x
vmaxc
=
∆x
2pifcx0p
(2)
with fc the cantilever’s resonance frequency and x0p the
zero-to-peak amplitude of the cantilever oscillation. The
velocity vc of the cantilever is calculated by writing xc(t) =
x0p sin (2pifct) and taking the time derivative of xc. The
velocity reaches a maximum value vmaxc = 2pifcx0p at times
when xc = 0. For a typical cantilever resonance frequency of
fc = 6.5 kHz and oscillation amplitude of x0p = 63.5 nm, the
maximum velocity is vmaxc = 2.59 nm/µs. At this velocity, the
time required for the cantilever to sweep 1 nm at its maximum
velocity is 0.4 µs. Thus, to keep the blurring to ∆x ≤ 2 nm
we need to keep the pulse time τp <∼ 0.8 µs.
Magnetic resonance — Now consider the effect of the cyclic
microwave irradiation on the individual electron spins in the
sample. In the presence of an oscillating microwave mag-
netic field, only those spins inside the resonant slice satisfy the
magnetic resonance condition, have their magnetization mod-
ulated, and contribute to signal. The resonant slice is defined
as the set of points r in the sample where
Bext +B
tip
z (r) = 2pifMW/γe (3)
with fMW the frequency of the the applied microwave field. In
our coordinate system, location x = 0 and y = 0 are chosen
to be the center of the scanned signal map. The location of
z = 0 is at a vector (0, 0,+60) nm relative to the center of the
spherical magnetic tip. Thus r = (0, 0, 0) is defined to be the
nadir point of the sensitive slice when the tip is located at the
center of the scanned signal map. In the Moore experiment
of Ref. 34, the microwave-induced change in magnetization
was taken to be ∆µz = µssz − µeqz with µssz the magnetization
obtained from the steady-state solution to the Bloch equations:
∆µz = − peµeγ
2
eB
2
1T1T2
1 + T 22 ∆ω
2
0 + γ
2
eB
2
1T1T2
(4)
with B1 the amplitude of the applied microwave field, T1
the electron spin-lattice relaxation time, T2 the electron spin
dephasing time, and
∆ω0 = γeBext + γeB
tip
z (r)− 2pifMW (5)
the resonance offset. The result in Eq. 4 is not strictly appli-
cable in the Fig. 2b experiment since the microwave field is
applied intermittently. For simplicity we nevertheless use the
change in magnetization from Eq. 4 as an approximation to
simulate the signal map for the Fig. 2b experiment.
In the case of the Fig. 2c experiment, the microwave burst
is very short relative to the spin-lattice relaxation time T1. As
a result of the microwaves being applied in intermittent bursts,
the spins do not attain the steady state magnetization given by
Eq. 4; they instead converge to a different steady-state magne-
tization which we wish to calculate. Using Torrey’s result,56
the magnetization due to the short microwave irradiation for
on-resonance spins, in the limit T2  T1, is given by
µz(0
+) = µz(0
−)L(τp) + µeqz S(τp), (6)
with µz(0−) and µz(0+) the magnetization before and after
the microwave burst, respectively, and
L(τp) = E2 cos
(
τpκ
2T2
)
+
E2
κ
sin
(
τpκ
2T2
)
(7)
S(τp) = D[1− L(τp)] + 2T2
T1
E2
κ
sin
(
τpκ
2T2
)
. (8)
In Eqs. 7 and 8, κ =
√
4γ2eB
2
1T
2
2 − 1 is the unitless fre-
quency of oscillation during irradiation, E2 = e−τp/(2T2) is
a factor accounting for magnetization relaxation during irra-
diation, and D = 1/(1 + γ2e T1 T2) is the steady-state z-
magnetization for on-resonance irradiation from the Bloch
equations. In the Fig. 2c experiment the microwave burst is
followed by a period of microwave-free relaxation lasting a
duration τ = nTc, with Tc the cantilever period and n an
integer. During this relaxation period the electron-spin mag-
netization µz(0+) recovers towards its equilibrium value µeqz .
Using the Bloch equation and the initial condition — the mag-
netization at time t = 0 is µz(0+) — the magnetization during
the relaxation period is
µz(t) = µ
eq + [µz(0
+)− µeqz ] e−t/T1 . (9)
The z component of the electron-spin magnetization before
nutation and at the end of the relaxation period should be equal
at steady-state,
µz(τ) = µz(0
−). (10)
Inserting Eq. 10 into Eq. 6, inserting the resulting equation
into Eq. 9 evaluated at time t = τ , and solving for µz(0−)
gives
µz(0
−) = µeqz
1− E1 − E1 S(τp)
1− E1 L(τp) (11)
with
E1 = e
−τ/T1 (12)
a factor accounting for magnetization relaxation in between
microwave bursts. Inserting Eq. 11 into Eq. 9 and solving for
the change in magnetization ∆µz(t) = µz(t) − µeqz induced
by microwave irradiation gives
∆µz(t) = µ
eq L(τp) + S(τp)− 1
1− E1 L(τp) e
−t/T1 . (13)
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FIG. 4. The numerically calculated response of an electron spin
under the Fig. 2c modulation versus resonance offset. (top) The
negative change in magnetization ∆µz relative to the initial equi-
librium magnetization µeqz as a function of resonance offset ∆B0.
The numerical result (circle) is fitted to a Lorentzian lineshape (solid
line). (bottom) The residuals between the fitted Lorentzian lineshape
and the numerical result. Simulation parameters: τp = 0.8 µs and
τ = Tc = 154 µs.
To obtain the average magnetization observed by the lock-
in detector we average Eq. 13 over the observation period τ ,
giving
〈∆µz〉 = 1
τ
∫ τ
0
µz(t) dt
= µeqz
T1
τ
(1− E1)L(τp) + S(τp)− 1
1− E1 L(τp) . (14)
The change in magnetization expressed in Eq. 14 is only
valid for on-resonance spins. An analytic expression similar
to Eq. 14 for spins at a resonant offset ∆B0 = ∆ω0/γe is
hard to obtain. We instead numerically simulated the Bloch
equations and obtained the detected average magnetization for
the protocol in Fig. 2c as a function of the resonance offset
∆B0. The steady-state response of an electron spin is shown
in Fig. 4. The µz vs. ∆B0 lineshape is well described by a
Lorentzian of the form
∆µz(∆B0) = ∆µz(0)
b2
∆B20 + b
2
(15)
where ∆µ(0) is the on-resonance response given by Eq. 14
and b is the half-linewidth of the response function. We find
empirically that b is well approximated as
b =
Bhom
2
√
B21
BhomBsat
+
T2
τp
(16)
with τp the length of the microwave burst, Bhom =
2pi/(γeT2), and Bsat = 2pi/(γe
√
T1T2).
From Eq. 16 and the simulation parameters in Table I we
can estimate the full linewidth of the cyclic-saturation exper-
iment with intermittent irradiation to be ∆B = 2b = 94 µT.
Using a lateral gradient of Gx = 5.5 mT/nm from Ref. 37, we
can estimate the linewidth-limited resolution to be ∆B/Gx =
0.17 Å. Equation 15 is a Bloch-like equation that describes the
steady state achieved in the intermittent-pulse experiment of
Fig. 2c for spins at various resonance offsets. We therefore
use Eq. 15 to simulate the scanning signal following the pro-
tocol in Fig. 2c, as well as to reconstruct the image from the
measured signal.
Tip model — In this simulation we used a simplified
spherical-tip model. The tip radius, rtip = 75 nm, was chosen
to yield a field gradient similar to that of the nanorod magnet
prepared by Longenecker and coworkers.37 The z-component
of the magnetic field at the sample location s = (x, y, z) rel-
ative to the center of a spherical magnet located at (0, 0, 0) is
given by50,57
Btipz (x, y, z) =
µ0Ms
3
r3tip
2z2 − x2 − y2
(x2 + y2 + z2)5/2
(17)
where µ0Ms = 1.8 T is the tip magnetization of a cobalt
magnet. The tip field’s lateral gradient Gx was calculated by
taking the partial derivative of the z-component of the tip field
Btipz in Eq. 17. The result is
Gx(x, y, z) =
∂Btipz (x, y, z)
∂x
= µ0Msr
3
tip x
x2 + y2 − 4z2
(x2 + y2 + z2)7/2
. (18)
Cantilever amplitude — The cantilever zero-to-peak ampli-
tude was set to the optimal value for a single-spin frequency-
detected magnetic resonance experiment,50 x0p = 0.47(rtip+
h) ≈ 63.5 nm.
Scanning — To obtain a two-dimensional force-gradient
signal map, the cantilever is raster-scanned in the (x, y) plane
to collect a force-gradient map. Here we simulate a 2D scan-
ning grid of 128× 128 pixels covering an area of 50 nm× 50
nm.
Force-gradient signal — At every location of the cantilever
r = (x, y, z), we simulate the tip oscillating over the sample
around the cantilever location, sweeping from (x− x0p, y, z)
to (x + x0p, y, z). The lateral position of the magnetic tip at
time t relative to the zero crossing position of the cantilever is
given by
xc(t) = x0p sin(2pifct) = x0p sinϑ (19)
where x0p is the zero-to-peak amplitude of the cantilever
oscillation, fc is the cantilever’s resonance frequency, and
ϑ = 2pifct is the phase of the cantilever at time t. When the
microwave bursts are cyclically applied to selectively saturate
electron spins in the sample, the change in the z-component of
the spin magnetic moment ∆µz causes a shift in the cantilever
force constant ∆k through its interaction with the magnetic
tip. As shown by Lee et al.,58 the resulting shift in the spring
constant of the cantilever can be calculated as
∆k =
1
pix0p
Ns∑
j=1
∫ pi
−pi
∆µz(sj−r(ϑ))Gx(sj−r(ϑ)) cosϑdϑ
(20)
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where the index j implements a sum over the Ns spins in the
sample; ∆µz(sj − r(ϑ)) = ∆µz(∆B0(sj − r(ϑ)), Eq. 15,
is the change in the z-component of the magnetic moment of
the electron spin j at location sj = (xj , yj , zj) relative to
the tip location r(ϑ) = (x+ x0p sinϑ, y, z) corresponding to
the cantilever phase ϑ; and Gx, Eq. 18, is the lateral mag-
netic field gradient at location sj of spin j, relative to the
location r(ϑ) of the center of the spherical magnetic tip. The
spring constant shift signal ∆k was numerically calculated by
dividing the cantilever oscillation into Nt = 65 points, with
an associated time step of ∆t = 1/fc(Nt − 1), and calcu-
lating the phase integral in Eq. 20 as a sum using the trapezoid
rule. At each time point tq = q∆t corresponding to cantilever
phase ϑq = 2piq/(Nt − 1), with q = 0, 1, ...Nt − 1, the force
acting on the cantilever from all the spins in the sample was
the sum of the time-dependent force contributed by each indi-
vidual spin. Thus, we rewrite Eq. 20 as a discrete sum over
the cantilever period
∆k =
2pifc∆t
pix20p
Ns∑
j=1
Nt−1∑
q=0
∆µz(sj−r(tq))Gx(sj−r(tq))xc(tq)
(21)
where and r(tq) = (x+ xc(tq), y, z) is the location of the tip
at time tq . The change in the magnetic moment ∆µz of spin
j, relative to the equilibrium magnetization µe, is dependent
on the relative location of the spin and the tip, and calculated
by plugging into Eq. 15 the on-resonance response ∆µz(0) =
〈∆µz〉 from Eq. 14, the expected half linewidth b of Eq. 16,
and the resonance offset ∆B0(sj−r(tq)) = Bext−Btipz (sj−
r(tq))− 2pifMW/γe with Btipz (sj − r(tq)) given by Eq. 17.
Noise — We added Gaussian white noise to the simulated
force-gradient maps to demonstrate the reconstruction algo-
rithm’s ability to obtain individual electron coordinates from
realistic, noisy data. The cantilever’s force-gradient thermal
noise floor is given by45,59
P thermδk =
2kBT0 kc
pi2 f2c τc x
2
0p
(22)
with kB Boltzmann’s constant; kc, τc, fc, and x0p given in
Table IB; and T0 defined in Table IB. Using representative
values given in Table I(A,B) we estimate the thermal noise at
T0 = 2.1 K to be P thermδk = 5.75× 103 aN2/nm2 Hz. The
expected variance of the force-gradient noise is given by
σ2δk =
P thermδk
Tavg
(23)
with Tavg the per-data-point averaging time. For an averaging
time of Tavg = 3 s per data point, the expected root-mean-
square (rms) of the thermal force-gradient noise is σδk ≈
0.06 aN nm−1. This rms force-gradient noise is equivalent to
a force noise of δFrms = σδkx0p/
√
2 = 2.7 aN. Gaussian
random noise with a mean of zero and a variance of σδk,
N (0, σδk), was added to the calculated force-gradient signal
at (x, y) to obtain the simulated force-gradient signal map in
Fig. 5a. Additional noise caused by the random fluctuations
of the electron spins is neglected since we are working in the
FIG. 5. (a) Simulated 2D scanned force-gradient signal for the
doubly spin-labeled T4 lysozyme mutant pdb 3K2R. (b) Image
reconstructed from the simulated signal using the Bayesian Markov-
chain Monte-Carlo approach discussed in the text. (Upper) Recon-
structed three-dimensional spin density showing the location of two
individual electron spins separated by 21 Å. (Lower) The poste-
rior distribution of the x-position of one of the two electron spins,
showing a resolution of ∼ 2.1 Å. Simulation parameters: pe = 0.42
and τp = 0.8 µs. Reconstruction parameters: step size σδR = 1 nm
and number of iterations = 5× 104.
limit where detector noise is the dominant noise source. See
Appendix A for a justification of this assumption.
IV. REVERSE MONTE CARLO RECONSTRUCTION OF
SPIN COORDINATES
In order to obtain an image of the electron spins in the
sample, we fit the simulated signal of Fig. 5(a) to Eq. 21
with the electron spins’ coordinates as the fitting parameters.
This fitting is done using a reverse Markov-chain Monte Carlo
approach in which the electron-spin coordinates are randomly
varied and the variations accepted with a probability taken
from Bayesian analysis. Once the electron coordinates have
converged, the error bars of the spins’ coordinates are deter-
mined from the distribution of the spins’ coordinates around
their equilibrium positions.
In this section, for mnemonic simplicity, the measured
signal will be called S; the calculated signal, ∆k in Eq. 21,
will be written as Sˆ(R) to emphasize its dependence on the
spin coordinates R = (x1, y1, z1, x2, y2, z2); and the noise
variance, σ2δk in Eq. 23, will be referred to as simply σ
2. The
conditional probability P(R|S, σ2) for the two electron spins
to have a specific set of coordinates R is calculated as
P(R|S, σ2) = 1
(2piσ2)N/2
× exp
(
− 1
2σ2
N−1∑
i=0
∣∣∣Sˆi(R)− Si∣∣∣2) (24)
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where the sum implemented by the index i is over N grid
points in the signal map; and Si and Sˆi are the measured and
calculated signal, respectively, at location ri. For simplicity,
we further assume that the only source of noise in the mea-
sured signal is the thermal noise σ2 which we take to be the
same at every grid point. The probability P(R|S, σ2) is nor-
malized over all realizations of the error δSi = Sˆi(R)−Si at
all pixels i in the measured signal map.
At every iteration n, we generate a new set of coordinates
Rnew = Rn−1 + δR (25)
from the previous coordinates Rn−1, by applying a perturba-
tion δR ∼ N (0, σ2δR). By changing the distribution’s vari-
ance σ2δR, for example, we can adjust the burn-in time, the
period during which the fitting parameters R wander around
before reaching equilibrium. Although there is no set require-
ment for burn-in time, we would like to keep it less than
30% of the total calculation time. The optimal acceptance
rate is thought to be 23.4% for a Markov chain of infinite
dimension.60,61 Here the dimensionality of our spin coordi-
nate set R is only 6; we therefore aim for a more general
acceptance rate of less than 50% to balance the convergence
of R towards equilibrium and the burn-in time. The distribu-
tion from which we sample δR is another knob we can turn
to optimize the Markov chain. Since the noise in our signal
is Gaussian, let us use a normal distribution N (0, σ2δR) to
sample δR. With each set of coordinates generated Rnew,
we calculate the force-gradient signal Sˆ(Rnew) using Eq. 21.
The acceptance probability α of a step in the Markov chain
follows the Metropolis-Hastings algorithm:62,63
α = min
(
1,
P(Rnew|S, σ2)
P(Rn−1|S, σ2) ×
P(Rn−1|Rnew)
P(Rnew|Rn−1)
)
(26)
whereP(Rn−1|Rnew) is the probability to obtainRn−1 from
Rnew, which is the same distribution from which we sample
δR, i.e. P(Rn−1|Rnew) = N (0, σ2δR). For a normal dis-
tribution, the ratio of P(Rn−1|Rnew) to P(Rnew|Rn−1) in
Eq. 26 is equal to 1. We can therefore simplify the expression
of the acceptance probability α from Eq. 26 to the expression
in Metropolis’s algorithm,62
α = min
(
1,
P(Rnew|S, σ2)
P(Rn−1|S, σ2)
)
(27)
which expands to
α = min
(
1, exp
[
− 1
2σ2
N−1∑
i=0
(∣∣∣Sˆi(Rnew)− Si∣∣∣2
−
∣∣∣Sˆi(Rn−1)− Si∣∣∣2)]) . (28)
If α = 1, the move from Rn−1 to Rnew is always accepted
and the guessedRnew is recorded as a new link on the Markov
chain by settingRn = Rnew. However, if α < 1, we can only
acceptRnew with a probability of α. For example, if α = 0.7,
we accept Rnew only 70% of the time. If we reject Rnew,
then the previous position Rn−1 will instead be recorded as
the new link on the Markov chain, Rn = Rn−1.
The result of the reverse Monte Carlo reconstruction from a
simulated 2D scanned force-gradient signal with 0.06 aN-rms
noise (Fig. 5a) is shown in Fig. 5b. To demonstrate the reverse
Monte Carlo reconstruction, we started with both spins at the
origin (0, 0, 0). For the reconstruction in Fig. 5b, we used
a uniform standard deviation of σδR = 1 nm to step δR.
The value of σδR here was conservatively chosen based on
the microwave irradiation time τp = 0.8 µs, which blurs the
signal map by∼ 2 nm. With these parameters, the reconstruc-
tion time for 5×104 iterations was ca. 3 hours, with the burn-
in taking ∼ 30% of the total number of iterations. Since we
used a relatively large step size, the acceptance rate was quite
low — less than 1%. At each iteration, the probability was
calculated using Eq. 24. We concluded that equilibrium was
reached when the calculated probability settled near a max-
imum value. The observed equilibrium distribution of the x-
coordinate for one of the two spins is shown as the inset of
Fig. 5b. The apparent resolution in the x-direction is 2.1 Å .
The resolution observed in Fig. 5b is smaller than the width
of the stepping distribution σδR. Together with the fact that
the acceptance was on the low end (<1%) and a very sharp and
uneven probability distribution was observed, this resolution
indicates that the step size was indeed too large and that the
stepping process spent a lot of time creating rejected proposals
and was unable to fully sample the posterior distribution. One
method to fine-tune the reverse Monte Carlo reconstruction,
improve the resolution, and increase the acceptance rate is to
change the standard deviation σδR of the sampling distribu-
tion. Choosing too small a value for σδR will cause the recon-
struction to take a longer time to reach equilibrium, however.
On the other hand, picking a large value of σδR to quickly
reach equilibrium would make the reconstruction unable to
explore the full distribution of the spin coordinates at equilib-
rium. Assuming no prior knowledge of the tip-spin distance
besides the approximate center of the signal ring, we need a
relatively large step size so that R can reach the equilibrium
coordinates without spending too much time with incremental
stepping. We propose to use a one-step, fast, approximate
reconstruction protocol to bring the spins closer to their true
coordinates before starting the reverse Monte Carlo recon-
struction process with an appropriately small step size.
V. FAST RECONSTRUCTION WITH FOURIER
DECONVOLUTION
Here we present a fast reconstruction method based on
the fast Fourier transform (FFT) and Tikhonov regulariza-
tion which can quickly produce a three-dimensional spin-
density map. Using the coordinates extracted from this den-
sity map, we can significantly speed up Bayesian reconstruc-
tion by producing the initial guesses for the spins’ location
close to their ‘true’ coordinates. Similar to previous deconvo-
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lution methods,9,64 we need to discretize the sample grid for
this reconstruction.
A. Point-spread function
The signal S(r) obtained by scanning the cantilever in the
(x, y)-plane can be approximated as a convolution of a point-
spread function (psf) T (r − s) with the spin density ρ(s)
where r and s are location vector of the cantilever tip and
the spin, respectively:
S(r) = ∆V
N−1∑
j=0
T (r − sj) ρ(sj) (29)
where S(r) is a 1282-element vector of the measured force-
gradient signal; N is the number of grid points in the spin
density map; T (r − sj) is the point-spread function written
in matrix form; ρ(sj) is the spin density written as a vector;
and ∆V = ∆x ∆y ∆z is the volume of an individual pixel,
with ∆x and ∆y from the signal map S and ∆z the thick-
ness of the grid used to represent the spin-density map ρ.
The point-spread function (psf) T (r) can be viewed as the
response function due to one single spin located at the center
of the scanned map, transforming a single spin into a ring of
signal. As seen in Eq. 29, both the density ρ(s) and the psf
T (r−s) contain part of the spin information, with the density
ρ(s) carrying the number of spins and their locations while the
psf carries the spin’s resonance response. Comparing Eq. 29
and Eq. 21, we obtain the following expression for the 2D psf:
T (x, y, z − z0) = 2pifc∆t
pi2x20p
Nt−1∑
q=0
∆µz(tq)
×Gx(−x− xc(tq),−y, z0 − z) xc(tq), (30)
where ∆t = 1/fc(Nt−1) and the sum implements trapezoid-
rule integration over the cantilever oscillation; r(tq) = (x +
xc(tq), y, z) is the location of the spherical magnet tip at time
tq during the cantilever oscillation; and z0 is a plane of interest
in which we generate the psf. The psf in Eq. 30 is written, for
simplicity, for an electron located at the origin. By varying the
value of z0, we obtain 2D psf’s for spins located at different
vertical distances below the tip.
Figure 6a shows simulated 2D point-spread functions for a
nitroxide spin probe at distances |z0 − z| ranging from 55 to
60 nm. Similar to the simulation of the scanned signal, here
we kept the microwave irradiation duration to τp = 0.8 µs,
and assumed a 2D scanning grid of 128 × 128 covering an
area of 50 nm × 50 nm. The radius of each psf ring in Fig. 6a
increases with the distance |z0 − z| from the bottom of the
tip, i.e., is different for spins in distinct z0 planes. The further
the z0 plane is from the tip, the smaller the radius of the psf
ring. Once a z0 plane is further than the deepest point of the
resonant slice, where we set the z = 0 origin, we observe
no signal since a spin in that plane cannot intersect with the
resonant slice. The unique shape and size of these psf’s can be
used to reconstruct the spin density from the measured signal.
B. Fourier deconvolution with Tikhonov regularization
Consider using Eq. 29 to obtain the spin density ρ from the
measured signal S. For aN×N×N discretized sample gird,
ρ can be represented as a N3 vector. For Eq. 29 to be prima
facia invertible, the signal S should also be a N3 vector. In
this case the psf T is an N3 ×N3 circulant matrix. Applying
the Fourier convolution theorem to Eq. 29, we can write the
Fourier component ˜ˆS` of the calculated signal Sˆ as the product
of the Fourier components ˜ˆρ` and T˜` of the reconstructed spin
density ρˆ and the point-spread function T , respectively.
˜ˆ
S` = ∆V T˜` ˜ˆρ` (31)
To directly reconstruct a 3D spin density map ρˆ3D using
Eq. 31, we would need a 3D signal map S(r) with N3 data
points. Here we show that, remarkably, the sparse and local-
ized nature of the electron spin density gives us a way to use
Eq. 29 to obtain ρˆ3D for only N2 measurements of S(r).
We obtain a 3D approximation to ρˆ3D (in units of nm−3) by
aggregating multiple reconstructed 2D spin density arrays ρˆ2D
using an assumed thickness ∆z based on the distance between
the z0 planes: ρˆ3D = ρˆ2D(z0)/∆z. By fixing a value of the
spin depth z0 in Eq. 30, the spin density ρˆ in Eq. 31 is now an
N2 vector ρˆ2D in units of nm−2 and can be reconstructed from
a 2D signal S using a 2D psf T from Eq. 30. As one does in a
least-squares fitting problem, in this reconstruction method we
minimize the non-normalized χ2 squared difference between
the calculated signal Sˆ(r) and the measured signal S(r) in
order to obtain the 2D spin density ρˆ2D. We take χ2 to be
χ2(λ) =
N−1∑
i=0
|Si − Sˆi(ρˆ2D)|2 + λ
N−1∑
i=0
|ρˆi|2 (32)
with ρˆi = ρˆ2D(si) the value of the spin density at location sj
in the reconstructed image ρˆ2D. The second term in Eq. 32 is a
regularization factor that we add as a penalty term to keep the
spin density small. Adding this term is valid because we are
working with a signal known to arise from only a few spins.
The regularization parameter λ has units of aN2 nm2.
To minimize χ2(λ), we first apply the Fourier convolution
theorem from Eq. 31 to Sˆ in Eq. 29 and substitute the discrete
Fourier components of the reconstructed spin density ρˆ2D(si)
and the signal S(r), then solve the equation dχ2/d ˜ˆρi = 0 for
the spin density in the Fourier domain ˜ˆρ`
˜ˆρ` =
T˜ ∗` S˜`
T˜ ∗` T˜` + λ
(33)
where ˜ˆρ`, T˜` and S˜` are the discrete Fourier transforms of the
estimate spin density ρˆ2D(s), the psf T (r − s) and the mea-
sured signal S(r), respectively. Inverse Fourier transforming
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FIG. 6. (a) A collection of two-dimensional point-spread functions for electron spins located at different distances from the surface of the
magnet tip, from 55 nm (bottom plane) to 60 nm (top plane). This distance range corresponds to z0 planes between -5.0 and 0.0 nm. Simulation
parameters: pe = 0.32 and τp = 0.8 µs. The psf is simulated following the protocol of Fig. 2b using the steady state result. (b) Reconstructed
2D spin density maps at different assumed z0-coordinate using the corresponding psf from (a) and the Fourier deconvolution protocol with
Tikhonov regularization. (c) The psf’s at plane z0 = −1.80 nm (left) and z0 = −3.05 nm (right) from the tip. (d) The reconstructed 2D spin
density maps using the corresponding psf’s T from (c). The Tikhonov regularization parameter was λ = 0.026 aN2 nm2, and the assumed
thickness of the spin density map was ∆z = 0.08 nm
.
˜ˆρ` yields the reconstructed 2D spin density map ρˆ2D. Here
we used the Tikhonov parameter λ as a knob to minimize the
error for the reconstructed signal, and chose a value that yields
a compromise between obtaining the highest possible resolu-
tion for the spin density map and maximizing its signal-to-
noise ratio.
We now systematically vary z0 to obtain a different psf
T at each z0 value and reconstruct a 2D spin density map
ρˆ2D at the different |z0 − z| distances from the tip. Fig. 6b
shows multiple 2D spin density images calculated assuming
different values of the depth z0, reconstructed from the mea-
sured signal (Fig. 5a) using the 2D psf’s at corresponding z0-
plane in Fig. 6a and the Tikhonov regularization parameter
λ = 0.026 aN2 nm2. Noticeably, when the rings of the psf
T are of the correct radii, the distance between the tip and
the psf plane matches that of the tip-spin separation, and the
spin image is well-resolved into a red dot. However, when
the psf rings are not of the right radii, the reconstructed image
only consists of blurred rings (centered, we note, at the correct
locations of the two spins).
Figure 6c shows the 2D psf’s for specific distances |z0 −
z| = 58.20 nm and 56.95 nm from the end of the tip, and
Fig 6d shows the corresponding reconstructed spin density
map at those distances, with one electron well-resolved in
each spin density map. For each psf in Fig. 6c at approx-
imately correct distances, one of the two electrons are well
resolved as a dot in Fig. 6d, while the other remains out-of-
focus.
Aggregating the 2D reconstructed spin density maps from
Fig. 6b, we obtained an approximate 3D spin map, recon-
structed from a 2D signal scan. Figure 7a shows the
result of the Fourier deconvolution reconstruction – a three-
dimensional spin density map with resolution of 1.18 nm,
aggregated from 65 two-dimensional planes of spin density
ρˆ2D (Fig. 6b) with an assumed thickness of ∆z = 0.08
nm between the 2D planes. The reconstruction using a spe-
cific psf was very fast (∼ 4 s) and the scan of 65 dif-
ferent values of |z0 − z| took only 5 minutes. From this
3D spin density map, we extract the electron spins’ locations
as (0, 0.5,−1.9) and (−1.5, 1.5,−3) in units of nm, within a
few Å of their true locations of (0.150, 0.659,−1.814) and
(−1.505, 1.313,−3.013) in units of nm. By applying the
reverse Monte Carlo reconstruction with the Fourier decon-
volution result as the starting point, we now converged with
only 2 × 103 iterations, and the reconstruction time was only
∼ 13 minutes, an order of magnitude less than the pre-
vious case. The stepping distribution of δR for this sped-up
reverse Monte Carlo reconstruction was set to σδR = 0.004
nm to allow more detailed sampling of the distribution of the
the spins’ coordinates. The acceptance ratio was ∼ 26%.
The final distribution of the x-coordinate of one electron spin
in Fig. 7b shows a resolution of 0.2 Å. The final coordi-
nates of the two electron spins with the sped-up reconstruc-
tion are (0.179± 0.010, 0.666± 0.014,−1.811± 0.002) and
(−1.525± 0.009, 1.322± 0.010,−3.013± 0.002) in units of
nm. The measured distance between the two electron spins
from the reconstructed spin map is therefore 2.186 ± 0.012
nm, which is in quantitative agreement with the known dis-
tance of 2.146 nm. This result is reconstructed from a simu-
lated force-gradient map with an averaging time of Tavg = 3
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FIG. 7. Image reconstruction from simulated force-gradient signal
using Fourier deconvolution stabilized by Tikhonov regulariza-
tion followed by reverse Monte Carlo reconstruction. (a) Recon-
structed three-dimensional image from fast Fourier deconvolution
with Tikhonov regularization parameter λ = 0.026 aN2 nm2 and
an assumed thickness of the spin density map ∆z = 0.08 nm.
The spin density map shows the approximate location of two indi-
vidual electron spins separated by 21 Å. (inset) Line cut through
the reconstructed spin density showing a resolution of ∼ 1.18 nm.
(b) The reverse Monte Carlo reconstruction result, sped-up by using
the deconvolution result in (a) as an initial guess. The step size was
σδR = 0.004 nm and number of iterations was 2× 103. (inset) Pos-
terior distribution for one of the electron spins showing a resolution
of ∼ 0.2 Å.
s per data point, corresponding to an acquisition time of 13.6
hours for a 128 × 128 grid signal map, and a signal-to-noise
ratio SNR ≈ 2 per point. Thus, with the Fourier deconvolu-
tion result, we were able to bring the starting point for the
reverse Monte Carlo reconstruction R0 much closer to the
spins’ actual location, which both sped up the reconstruction
process and enhanced the obtained resolution of the spins’
coordinates. The total time required for both Fourier decon-
volution and the sped-up reverse Monte Carlo reconstruction
was∼ 18 minutes, a factor of 10 faster than the reconstruction
starting at a random location.
VI. CONCLUSION
In conclusion, we have proposed and simulated a
mechanical-detection protocol for acquiring magnetic reso-
nance images of individual nitroxide spin labels and have
introduced a reverse Monte Carlo method for reconstructing
electron coordinates from the expected signal.
The signal-acquisition protocol builds on the idea, demon-
strated by Garner et al.33 for nuclear spins and Moore et al.34
for electron spins, of observing spin magnetic resonance as a
change in the mechanical oscillation frequency of a magnet-
tipped microcantilever. Detecting this change requires oper-
ating at large cantilever amplitude which blurs the signal
from individual spins in a scanned-tip imaging experiment.
Here we propose that high spatial-resolution imaging can
be retained if the microwave irradiation used to flip sample
spins is applied in a short burst delivered in sync with the
oscillation of the driven cantilever. Simulated frequency-shift
maps show individual signal rings whose center and radius are
directly related to the coordinates of the individual nitroxide
spins in the sample. Using reasonable estimates for the can-
tilever frequency noise expected near a surface in a mag-
netic resonance force microscope experiment, we predict that
individual electron-spin signals can be detected on the few-
seconds timescale and spatially resolved with sub-angstrom
resolution on the few hours timescale. While our simulations
were carried out for two spin labels, the protocol should work
equally well on scores of spins.
To recover electron-spin coordinates from the expected
signal rings we introduced a reverse Monte Carlo algorithm.
The new algorithm has a number of distinct advantages over
previously implemented image-reconstruction protocols. The
algorithm’s main advantage is that it enables the reconstruc-
tion of the three-dimensional distribution of electron coordi-
nates from a two-dimensional signal map, achieving a coor-
dinate uncertainty smaller than the scanning step size and
reducing the acquisition time by one to two orders of magni-
tude. In contrast with iterative Landweber algorithms,36,65,66
the new approach is fast, converges, and has a well-defined
convergence criterion. Prior Bayesian Markov-chain Monte
Carlo methods introduced by Hero and coworkers assumed
a fixed grid of spin density, constrained the total number of
spins, but allowed the spin density at each grid point to vary
at random.67–71 Here we explicitly fix the number of spins and
let the spins’ coordinates vary stochastically to achieve a max-
imally probable agreement between observed and calculated
signals.
While the performance of our algorithm was demon-
strated using a simulated magnetic resonance force micro-
scope signal, the algorithm is applicable to essentially any
scanned-tip magnetic resonance experiment operating at the
single-spin limit. To achieve sub-angstrom precision, the
algorithm requires an input consisting of signal rings of a few-
nanometer width and only modest signal-to-noise ratio. The
ringed shape of the signal in Fig. 5(a) is primarily determined
by the near-spherical nature of the resonant slice. This spher-
ical shape reflects the geometry of the tip’s constant-field sur-
face, which would be the same in any scanned-tip experiment,
including those employing nitrogen-vacancy8,9 and SQUID
detectors.
The work described here was motivated by the exciting
possibility of determining the tertiary structure of an indi-
vidual biomolecular complex by imaging multiple nitroxide
spin labels affixed to it via uniform labeling.34 We believe that
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the reduction-of-dimensionality benefit of our algorithm can
be realized in a diverse range of single-spin experiments to
bring this goal within reach on a practical timescale.
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Appendix A: Spin noise
In the protocol of Fig. 2c we detect the Curie-law magneti-
zation Mz . Spin fluctuations are a potential source of noise in
the Fig. 2c experiment. In this Appendix we assess the size of
this noise by assuming that the longitudinal spin fluctuations
follow Poisson statistics38 and have a correlation time given
by T1, the spin-lattice relaxation time.
The signal in Fig. 2c is given by
Mz =
1
Na
Na−1∑
i=0
Ns∑
j=1
µ
(i)
j , (A1)
where Ns is the total number of spins in the sample; index j
implements a sum over sample spins; Na is the number of
averages in our experiment; and µ(i)j denotes the magnetic
moment of spin j at the ith measurement. The expectation
value of the sample magnetization is given by
〈Mz〉 = 1
Na
Na−1∑
i=1
Ns∑
j=1
〈µj〉 = Nsm0pe, (A2)
with 〈µj〉 = µeq = peµe the equilibrium magnetization of
the sample spins, pe the sample polarization, and m0 = µe
the magnitude of the electron spin magnetic moment. The
variance in the measurement of Mz is given by
var[Mz] =
〈
M2z
〉− 〈Mz〉2 . (A3)
Substituting the expression forMz from Eq. A1 and its expec-
tation value 〈Mz〉 from Eq. A2 into Eq.A3, we can expand the
expression for var[Mz] to
var[Mz] =
〈
1
Na
Na−1∑
i=0
Ns∑
j=1
µ
(i)
j
1
Na
Na−1∑
`=0
Ns∑
k=1
µ
(`)
k
〉
− (Nsm0pe)2
=
1
N2a
Na−1∑
i=0
Na−1∑
`=0
Ns∑
j=1[
δj,k
〈
µ
(i)
j µ
(`)
j
〉
+
Ns∑
k 6=j
〈
µ
(i)
j
〉〈
µ
(`)
k
〉]
− (Nsm0pe)2. (A4)
Here we assume that the random fluctuations of one spin
µj are independent of the fluctuations of another spin µk,
allowing us to separate the expectation value of their product
into a product of two expectation values. The expectation
value
〈
µ
(i)
j µ
(`)
j
〉
is given by m20(1− p2e)e−|i−`|τ/T1 +m20p2e ,
with pe the sample polarization of electron spins and τ the
relaxation time, following Poisson statistics. As a result,
Eq. A4 becomes
var[Mz] =
1
N2a
Na−1∑
i=0
Na−1∑
`=0[
Nsm
2
0(1− p2e)e−|i−`|τ/T1 +Nsm20p2e
+Ns(Ns − 1)m20p2e
]
− (Nsm0pe)2
=
Nsm
2
0
N2a
(1− p2e)
Na−1∑
i=0
Na−1∑
`=0
e−|i−`|τ/T1 (A5)
The double sum in the above equation may be computed ana-
lytically to give
var[Mz] =
[
Na(1− e−2τ/T1)− 2e−τ/T1(1− e−Naτ/T1)
]
× Nsm
2
0
N2a
(1− p2e)
(1− e−τ/T1)2 . (A6)
SinceNa  1, we drop the second term in the square bracket,
yielding
var[Mz] =
Nsm
2
0
N2a
(1− p2e)
Na(1− e−2τ/T1)
(1− e−τ/T1)2 (A7)
≈ Nsm
2
0
Na
(1− p2e)
2T1
τ
. (A8)
In writing Eq. A8 we invoke the approximation e−τ/T1 ≈
1− (τ/T1), valid since the relaxation time in Fig. 2c is much
less than the spin-lattice relaxation time, τ/T1  1. The
signal-to-noise ratio for detecting Curie-law magnetization in
the limit that the only source of noise is spin fluctuations is
obtained by dividing the Curie-law magnetization by the mag-
netization’s standard deviation:
SNR =
〈Mz〉√
var(Mz)
. (A9)
Substituting the expression for the expectation value 〈Mz〉
from Eq. A2 and the variance var[Mz] from Eq. A8 into
Eq. A9, we obtain the following analytic expression for the
signal-to-noise ratio
SNR =
Nsm0pe√
Nsm
2
0
Na
(1− p2e)
2T1
τ
=
√
Na
Ns
pe√
1− p2e
√
τ
2T1
.
(A10)
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FIG. 8. Numerically simulated longitudinal magnetization µz vs.
time in the Fig. 2c experiment. The magnetization is computed at
various resonance offsets (solid lines). The steady-state longitudinal
magnetization predicted by Eq. 15 is plotted for comparison (dashed
lines).
In the experiment discussed in the main text the number
of averages per data point is Na = Tavg/(nTc) ≈ 2 × 104.
This number is computed assuming an averaging time of
Tavg = 3 s per point, a typical cantilever oscillation period
of Tc = 154 µs, and n = 1. When n = 1, the relaxation
time is τ = Tc = 154 µs. The electron spin-lattice relax-
ation time is T1 = 1.3 ms and the number of electron spins in
the sample is Ns = 2. At a temperature T0 = 2.1 K and
field B0 = 1.4 T, the thermal polarization of the electron
spins is pe = ptherm = 0.42. Substituting these experimental
parameters into Eq. A10 we obtain a signal-to-noise ratio of
SNR ≈ 11. This SNR is much higher than the SNR ≈ 2
seen in the experiment considered in the main text in which
thermal detector fluctuations were the main source of noise.
We conclude that the experiment of Fig. 2c is operating in the
detector noise limit as was assumed.
Appendix B: Numerical Bloch simulation
The spin magnetization µz in the cyclic saturation exper-
iment of Fig. 2c was simulated by numerically inte-
grating the Bloch equations using the Python package
scipy.integrate.odeint. The electron-spin reso-
nance response function shown in Fig. 4, described by Eqs. 15
and 16, was obtained via numerical simulation as follows. At
each resonance offset the evolution of the vector magnetiza-
tion was computed for 100 cycles of evolution where each
cycle consisted of a microwave burst (duration τp = 0.8 µs,
represented by 101 time points) followed by a relaxation delay
(duration τ = 154 µs, represented by 192 time points). The
total number of time points in each simulation was Npts =
29,300 and each simulation took 3 seconds to execute. To
simplify the simulation, the x and y components of the mag-
netization were set to zero at the end of the relaxation delay;
this is a valid approximation because τ  T2. Representative
magnetization vs. time traces are shown in Fig. 8 for four dif-
ferent resonance offsets ranging from ∆B0 = 0 to 200 µT. We
can see that µz reaches a well-defined steady-state value when
subjected to intermittent irradiation that is well described by
Eqs. 15 and 16.
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