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ABSTRACT 
 
 
In order to measure the performance of manufacturing processes, several process capability 
indices have been proposed. A process capability index (PCI) is a unitless number used to 
measure the ability of a process to continuously produce products that meet customer 
specifications. These indices have since helped practitioners understand and improve their 
production systems, but no single index can fully measure the performance of any observed 
process. Each index has its own drawbacks which can be complemented by using others. 
Advantages of commonly used indices in assessing different aspects of process performance 
have been highlighted. Quality cost is also a function of shift in mean, shift in variance and 
shift in yield. A hybrid is developed that complements the strengths of these individual 
indices and provides the set containing the smallest number of indices that gives the 
practitioner detailed information on the shift in mean or variance, the location of mean, yield 
and potential capability. It is validated that while no single index can fully assess and 
measure the performance of a univariate normal process, the optimal set of indices selected 
by the proposed hybrid can simultaneously provide precise information on the shift in mean 
or variance, the location of mean, yield and potential capability. A simulation study increased 
the process variability by 100% and then reduced by 50%. The optimal set managed to pick 
such a shift. The asymmetric ratio was able to detect both the 10% decrease and 20% increase 
in µ but did not alter significantly with a 50% decrease or a 100% increase in σ, which meant 
it was not sensitive to any shift in σ. The implementation of the hybrid provides the quality 
practitioner, or computer-aided manufacturing system, with a guideline on prioritised tasks 
needed to improve the process capability and reduce the cost of poor quality. The author 
extended the proposed hybrids to fully measure the performance of a process with multiple 
quality characteristics, which follow normal distribution and are correlated. 
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Furthermore, for multivariate normal processes with correlated quality characteristics, 
process capability analysis is not complete without fault diagnostics. Fault diagnostics is the 
identification and ranking of quality characteristics responsible for multivariate process poor 
performance. Quality practitioners desire to identify and rank quality characteristics, 
responsible for poor performance, in order to prioritise resources for process quality 
improvement tasks thereby speeding up the process and minimising quality costs. To date, 
none of the existing commonly used source identification approaches can classify whether the 
process behaviour is caused by the shift in mean or change in variance. The author has 
proposed a source identification algorithm based on mean and variance impact factors to 
address this shortcoming. Furthermore, the author developed a novel fault diagnostic hybrid 
based on the proposed optimal set selection algorithm, principal component analysis, 
machine learning, and the proposed impact-factor. The novelty of this hybrid is that it can 
carry out a full multivariate process capability analysis and provides a robust tool to precisely 
identify and rank quality characteristics responsible for the shifts in mean, variance and yield. 
The fault diagnostic hybrid can guide the practitioners to identify and prioritise quality 
characteristics responsible for the poor process performance, thereby reducing the quality 
cost by effectively speeding up the multivariate process improvement tasks. Simulated 
scenarios have been generated to increase/decrease some components of the mean vector 
(µ2/µ4) and in increase/reduce the variability of some components (σ1 reduced to close to 
zero/σ6 multiplied by 100%). The hybrid ranked X2 and X6 as the most contributing variables 
to the process poor performance and X1 and X4 as the major contributors to process yield. 
There is a great challenge in carrying out process capability analysis and fault diagnostics on 
a high dimensional multivariate non-normal process, with multiple correlated quality 
characteristics, in a timely manner. The author has developed a multivariate non-normal fault 
diagnostic hybrid capable of assessing performance and perform fault diagnostics on 
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multivariate non-normal processes. The proposed hybrid first utilizes the Geometric Distance 
(GD) approach, to reduce dimensionality of the correlated data into fewer number of 
independent GD variables which can be assessed using univariate process capability indices. 
This is followed by fitting Burr XII distribution to independent GD variables. The 
independent fitted distributions are used to estimate both yield and multivariate process 
capability in a time efficient way. Finally, machine learning approach, is deployed to carry 
out the task of fault diagnostic by identifying and ranking the correlated quality 
characteristics responsible for the poor performance of the least performing GD variable. The 
results show that the proposed hybrid is robust in estimating both yield and multivariate 
process capability, carrying out fault diagnostics beyond GD variables, and identifying the 
original characteristic responsible for poor performance. The novelty of the proposed non-
normal fault diagnostic hybrid is that it considers quality characteristics related to the least 
performing GD variable, instead of investigating all the quality characteristics of the 
multivariate non-normal process. The efficacy of the proposed hybrid is assessed through a 
real manufacturing examples and simulated scenarios. Variables X1,, X2 and X3 shifted away 
from the target by 25%, 15% and 35%, respectively, and the hybrid was able to select 
variables X3 to be contributing the most to the corresponding geometric distance variable’s 
poor performance. 
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1.1  Introduction 
This chapter introduces process capability indices for both univariate and multivariate 
processes as well as fault diagnostics for both multivariate normal and non-normal processes. 
A short summary of each scenario is given in the following sections, with further details 
provided in their respective chapters. An outline of the objectives, structure and contributions 
of this thesis are also presented. 
1.2  Univariate Process Capability Indices for Symmetric Tolerance 
1. In this section, process capability indices (PCIs) for univariate processes with symmetric 
tolerances are discussed. It is noted that a production process is said to have a symmetric 
tolerance if the target value T is equal to the midpoint M between the upper specification limit 
(USL) and the lower specification limit (LSL). Traditionally, process capability analysis 
involves a quality characteristic of interest, the tolerance region and a target specified by the 
stakeholder (Anis and Tahir 2016, Chakraborty and Chatterjee 2016). Process capability 
analysis assists the practitioner by providing all the possible information needed to fully 
measure the performance of a system and the action required to address any causes of 
nonconformities. It should also help minimise the costs associated with reduced process 
capability (Taguchi 1985b). Furthermore, stakeholders may also be interested in receiving the 
same information in order to make an informed decision as to which suppliers to do business 
with.  
Several such PCIs have been proposed to date and more are expected as technology improves 
(de Felipe and Benedito 2017, Wu et al. 2009). This leaves practitioners with the challenge of 
choosing the appropriate PCI or PCIs in order to adequately monitor production systems. 
Some of these indices may give the impression that a process is capable (at least, in certain 
respects) whilst others may indicate that the same process is incapable. In light of this 
shortcoming, Nikzad et al. (2017) resorted to using multiple PCIs in assessing the capability 
of the second stage of a two-stage process. Anis and Tahir (2016) highlighted that the key 
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objectives of process capability analysis are (a) to compare process performance relative to 
its specifications; (b) to compare the capabilities of different processes; (c) to measure 
process performance based on any shift in the mean from the set target and changes in the 
variance or yield; and (d) to provide a guide for process-improvement tasks. In as much as 
PCIs are vital tools for performance analysis, they can be misleading if used incorrectly or in 
isolation. Anis and Tahir (2016) also demonstrated that it is impossible for a single index to 
capture all the dynamics of a process and went on to propose the use of data summary plots to 
address this limitation in PCIs. 
Philimon et al. ( 2011) introduced a guideline that established a set of process capability 
indices able to fully measure the performance of the process. The proposed set, however, 
omitted some significant process quality attributes and the sequence for deriving information 
from those indices – process quality attributes, in this case, referred to the information one 
can derive from an index, such as the location of the process mean or the size of the variation. 
Chapter 2 of this thesis details the development of a revolutionary hybrid able to fully assess 
the performance of a process with symmetric tolerances. The proposed model would 
complement the strengths of the most commonly used indices and select an optimal set of 
PCIs capable of fully assessing and measuring the shift in mean or variance, the location of 
the mean, the yield and the potential capabilities of processes with asymmetric tolerances. 
The efficacy of the proposed hybrid was demonstrated using both real manufacturing and 
simulated data; the results showed that the optimal set of indices selected by this model could 
effectively provide detailed information on process performance. Additionally, the 
implementation of the hybrid provided a guideline for the prioritised tasks required to 
improve process capability, thereby reducing the quality cost by efficiently speeding up 
process improvement tasks. 
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1.3  Univariate Process Capability for Asymmetric Tolerance 
2. In the previous section, univariate processes with symmetric tolerances were discussed. 
Nevertheless, in practice, some processes have asymmetric tolerances and not all PCIs can be 
used in both situations. It is noted that a production process is said to have an asymmetric 
tolerance if the target value T is not equal to the midpoint M between the upper specification 
limit (USL) and lower specification limit (LSL). Boyles (1991) developed the first PCI for 
univariate processes with asymmetric tolerances and, thereafter, several such PCIs were 
proposed; however, they continued to represent the same challenges as those highlighted 
above for symmetric tolerance. No single index can fully measure the performance of a 
manufacturing process in terms of the shift in mean or variance, the location of the mean, the 
yield and potential. Such information is vital to the quality practitioner in setting up short and 
long-term process improvement goals. Munjeri et al. (2016b) developed a decision rule for 
production processes with symmetric tolerances. In measuring the performance of a process, 
Chen and Chen (2004) further demonstrated the need to measure both the process yield and 
the deviation of the process mean.  
3. Chapter 3 of this thesis describes how the proposed hybrid was extended to univariate 
processes with asymmetric tolerances. Seven different scenarios were generated through 
simulation to assess the efficacy of the proposed model. It was demonstrated that the optimal 
set of indices selected by the proposed algorithm could provide precise information on any 
shifts in the mean or variance, the location of the mean, the yield and potential capability. 
Section 3.2 details the literature review that was conducted on those PCIs applicable to 
processes with asymmetric tolerances (𝑇 ≠M). Each individual PCI’s contribution to process 
performance measurement is also highlighted. An optimal-set-selection algorithm and 
process-performance-analysis hybrid are proposed thereafter. The implementation steps taken 
for the proposed hybrid, using real and simulated manufacturing data, are then presented and 
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the results discussed. It was evidenced that the hybrid could be extended to univariate normal 
processes with asymmetric tolerances. 
1.4  Multivariate Normal Process Capability 
With contemporary advanced manufacturing technology, total product quality is often 
assessed based on correlated multiple characteristics (Abbasi and Niaki (2010);Tanjong et al. 
(2014); Dharmasena and Zeephongsekul (2015), Dharmasena and Zeephongsekul (2016)). 
‘Quality’ can be defined from a societal perspective, meaning that any deviation of an 
individual quality characteristic from its respective target value will incur a loss for society 
once the product is out in the market (Taguchi (1985a)). 
Control charts can be deployed to monitor multivariate normal processes with correlated 
quality characteristics. Marchant et al. (2018) advocated for the use of multivariate control 
charts to monitor the performances of multivariate normal processes and proposed a 
methodology based on General Birnburn-Sunders (GBS) distributions and Hotelling statistic. 
Gunaratne et al. (2017) developed a novel algorithm to assess multivariate process variability 
for high-dimensional processes, using an approach based on the Parallelised Monte Carlo 
simulation to improve the effectiveness of multivariate exponential weighed mean squared 
deviation (MEWMS) and multivariate exponential weighed moving variance (MEWMV). 
Though the multivariate control chart was a reasonably useful approach, it required enormous 
computing space as well as time to simulate the algorithm to determine the chart’s 
parameters. 
Taam et al. (1993) developed the first multivariate normal process capability index (MPCI) 
and several MPCIs were subsequently developed in direct response to market expectations. 
Recently, Peruchi et al. (2018) used the MPCI based on weighted principal component 
analysis to assess the capability of an AISI 52100 hardened steel-turning process. Some 
MPCIs are based on principal component analysis (PCA) (Wang and Du (2000); Wang and 
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Chen (1998)), some on the ratio of volumes (Shahriari et al. (1995); Taam et al. (1993)) and 
some on the process yield (Chen (1994); Chen et al. (2003); Dharmasena and Zeephongsekul 
(2016)). However, an individual MPCI is incapable of fully assessing process performance 
with respect to shifts in the process’s mean vector, the covariance matrix and the yield 
(Nelson (1992)). In order to fully measure and improve performance, information on shifts in 
the target vector, the covariance matrix and the yield is vital. Subsequently, this should be 
followed by identifying and ranking the characteristics responsible for those shifts. Munjeri et 
al. (2016a) and Philimon et al. ( 2011) developed a procedure to select an optimal set of PCIs 
capable of fully assessing and improving the performance of a univariate process in terms of 
shifts in mean, variance and yield. This part of the thesis aims to extend the proposed 
procedure to select the optimal set of MPCIs capable of fully assessing, measuring and 
improving multivariate process performance. Recently, de-Felipe and Benedito (2017b) 
investigated the strengths and weaknesses of some of the commonly used MPCIs in terms of 
ease of calculation, globality, relationship to yield and robustness. A guide and ranking were 
then proposed to assist practitioners in determining favourable MPCIs for different contexts. 
Tanjong et al. (2014) developed a methodology for estimating the total expected quality cost 
based on shifts in mean, variance and yield for bivariate correlated quality characteristics. 
One of the challenges in monitoring multivariate processes with correlated quality 
characteristics is to identify those characteristics responsible for changes in process 
performance and then to rank them in terms of their contributions to process behaviour – that 
is, shifts in mean, variance and yield (Huda et al. (2014)). Other authors, including Tanjong 
et al. (2014), have developed methodologies to effectively identify and rank bivariate 
correlated quality characteristics with a higher variability relative to the tolerance range, but 
these have not extended to higher dimensional processes. Furthermore, several approaches 
have been proposed for source identification in multivariate normal processes when using 
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multivariate quality control charts (Huda et al. (2014)). Venkatasubramanian et al. (2003) 
and Huda et al. (2014) categorised source identification into ‘machine learning’ and 
‘statistical’ processes.  
Chapters 4 and 5 of this thesis present an algorithm that was developed to select the optimal 
set of MPCIs for identifying the presence of any shifts from the target mean, target variance 
or target yield. This is then followed by an outline of the development of an impact-factor 
fault diagnostic algorithm, which was designed to identify and rank the variables responsible 
for any process shifts in mean and variance. These two algorithms were then combined, 
together with machine learning (ML) and principal component analysis (PCA), to form a 
multivariate normal-fault diagnostic hybrid that could provide a full multivariate-process 
capability analysis and carry out the task of source identification and ranking of the 
responsible variables with respect to shift in process mean, spread and yield. The proposed 
hybrid effectively minimised the quality cost by prioritising the variables responsible for poor 
process performance, consequently reducing the time and cost of process improvement tasks. 
1.5  Multivariate Non-normal Process Capability 
Several MPCIs have been developed to measure multivariate process capability and are 
mainly applicable to multivariate normal processes (Shahriari et al. 1995, Taam et al. 1993). 
However, in practice, some multivariate quality characteristics do not follow normal 
distribution. Furthermore, to improve the performance of multivariate processes, fault 
diagnostics should be carried out in order to identify and rank those quality characteristics 
responsible for poor process performance. Ahmad et al. (2009b) developed a fault diagnostic 
approach to identify and rank GD variables using Burr XII Distribution; however, this 
approach proved inadequate as any identified GD variable may consist of multiple original 
variables. As such, the identification of a variable cluster may not greatly assist the quality 
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practitioner when it comes to prioritising individual quality characteristics for process 
performance improvement. 
Machine learning, using artificial neural net input gain measurement approximation 
(ANNIGMA), has also been used as a fault diagnostic tool (Gunaratne et al. 2017, Hsu et al. 
2002) to identify and rank responsible characteristics. Although this approach identifies and 
ranks responsible characteristics, it does not measure the capability or yield of the 
multivariate non-normal process – which is vital, as a reference, in guiding the practitioner to 
the desired process performance level. 
Chapter 6 of this thesis outlines proposals to address these challenges by developing a fault 
diagnostic hybrid for multivariate non-normal processes. Thus, multivariate process 
capability analysis (Munjeri et al. 2019) is discussed. The development of the proposed 
hybrid and its deployment using real and simulated data are then described along with the 
results which showed it to be both time and cost effective. 
1.6  Research Questions  
This study aimed to investigate the following research questions: 
1. How can one assist the quality control practitioner with a decision-making criterion?  
This was achieved through a proposed decision-making rule that measured process capability, 
addressing shift in variance first, before improving the process variance and setting process 
improvement goals. The outcomes were published in the proceedings of the 22nd ISSAT 
International Conference Reliability and Quality in Design, USA (2016) under the title ‘A 
Complementary Application of Univariate Process Capability Indices’. 
2. How can one assist the practitioner with a procedure to fully assess and measure the 
performances of univariate normal processes with symmetric tolerances?  
A hybrid, based on an optimal set of capability indices, was developed to fully measure the 
performance of a univariate process with symmetric tolerances. These outcomes were also 
included in the published conference paper referred to above.  
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3. How can one assist the practitioner with a procedure to fully assess and measure the 
performances of univariate normal processes with asymmetric tolerances? 
The proposed hybrid was extended to fully assess and measure process performances with 
asymmetric tolerances with respect to shifts in mean, variance and yield. The results were 
submitted to the ‘Journal of Manufacturing Systems’. The title of the paper was ‘A Hybrid 
for A Detailed Univariate Process Capability Assessment’. 
4. How can one develop algorithms that can assist the practitioner in extending the 
proposed procedure to multivariate normal processes? 
A hybrid was developed to select an optimal set of multivariate capability indices to fully 
assess and measure process performances with multiple correlated characteristics with respect 
to shifts in the mean vector, covariance matrix and yield. The results were submitted to the 
‘Journal of Quality Maintenance Engineering’ under the heading ‘Fault Diagnostic Hybrid 
for Multivariate Process Capability Analysis’. 
5. How to carry out fault diagnostics of multivariate normal processes with respect to shifts 
in mean, variance and yield. 
An impact-factor source identification algorithm was developed to identify, rank and classify 
sources of poor performance in terms of process shifts in the process mean or variance. These 
results were also included in the journal submission mentioned in part 4 above. 
1.7  Research Objectives 
1. To develop statistical and machine learning algorithms to identify and rank the variables 
responsible for process misbehaviour in multivariate normal processes. 
A hybrid was developed in order to perform a full multivariate process capability analysis 
and then to identify, rank and classify sources of poor performance in terms of process shifts 
in mean or variance. These results, too, were included in the journal submission mentioned in 
part 4 above.  
2. To develop statistical and machine learning algorithms to identify and rank the variables 
responsible for process misbehaviour in multivariate non-normal processes. 
In the course of this research, a fault diagnostic hybrid was developed based on Geometric 
Distance, Burr XII Distribution and machine learning so as to identify and rank those 
characteristics responsible for the poor performances of multivariate non-normal processes. 
The results of this chapter will be published as an IEEE conference paper in Springer, in the 
proceedings of the ITNG 2019: 16th International Conference on Information Technology: 
New Generations, Las Vegas, Nevada, USA. 
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1.8  Contributions to the field 
This study has identified the shortcomings of commonly used capability indices for both 
univariate and multivariate processes. Inadequacies in the current fault diagnostics approach 
for both multivariate normal and non-normal processes have also been identified. 
Consequently, this study has made the following contributions to the field of process 
capability analysis: 
i. A decision-rule and a hybrid were developed to guide quality practitioners in fully 
assessing and measuring the performance of a univariate normal process with 
symmetric tolerances, based on an optimal set of PCIs. The hybrid is able to 
measure shifts in mean, variance and yield. 
ii. The proposed hybrid uses an optimal set of PCIs to fully assess and measure the 
performance of a univariate normal process with asymmetric tolerances. 
iii. An algorithm was developed to select an optimal set of MPCIs capable of 
providing precise information on process performance. The optimal set was able to 
identify any shifts from the target mean, target variance or target yield. 
iv. Commonly used source identification approaches are not able to classify whether 
process behaviour is caused by a shift in mean or a change in variance. In this 
study, an impact factor source identification algorithm based on mean and variance 
impact was proposed to address this shortcoming. 
v. A novel fault diagnostic hybrid based on the proposed optimal set selection 
algorithm, principal component, machine learning, and the proposed source 
identification algorithm was developed. The novelty of this hybrid was that it 
would be able to carry out a full multivariate process capability analysis and 
provide a robust tool to precisely identify and rank the quality characteristics 
responsible for shifts in mean, variance and yield. 
vi. The fault diagnostic hybrid would also be able to guide practitioners in identifying 
and prioritising those quality characteristics responsible for poor process 
performance, thereby reducing the quality cost by effectively speeding up 
multivariate process improvement tasks. The performances of the proposed hybrid 
and algorithms were verified and validated using both real and simulated scenarios. 
vii. A fault diagnostic hybrid was developed, based on the Geometric Distance 
approach, Burr XII distribution and machine learning in order to reduce data 
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dimension, estimate yield, process capability and to carry out the task of 
identifying and ranking the original variables responsible for the poor performance 
of high dimensional multivariate non-normal processes. 
viii. The implementation of these hybrids provided a guideline on the prioritised quality 
improvement tasks necessary to improve process capability, thereby effectively 
reducing quality costs and speedily improving the quality of the process and its 
products. 
1.9  Organisation of Thesis 
In this thesis, process capability analysis, for both univariate and multivariate processes, and 
fault diagnostics, for both multivariate normal and non-normal process, are investigated. The 
focus is on existing approaches and how they can be further developed to assist quality 
practitioners in managing their processes better, improving product quality and reducing 
quality costs. Hence, the subsequent chapters are organised as follows: 
Chapter 2 reviews univariate process capability indices applicable to processes with 
symmetric tolerance. A decision-rule and hybrid are presented for a full univariate process 
capability analysis. 
Chapter 3 extends the findings in Chapter 2 to encompass univariate processes with 
asymmetric tolerances. 
Chapter 4 further develops the hybrid presented in Chapter 2 so as to fully assess and 
measure the performance of multivariate normal processes and to devise a means of 
effectively improving the process. 
Chapter 5 presents a new impact-factor fault diagnostic approach. A fault diagnostic hybrid, 
based on principal component analysis, machine learning and impact-factor approaches, is 
developed to perform source identification and ranking of the quality characteristics 
responsible for the poor performance of multivariate normal processes. 
Chapter 6 proposes a fault diagnostic hybrid, based on Geometric Distance approach, Burr 
XII distribution and machine learning, to perform source identification and ranking of the 
quality characteristics responsible for the poor performance of multivariate non-normal 
processes in a cost effective and timely manner. 
Chapter 7 discusses the conclusions and further research work. 
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1.10  Publications 
The results of this research have been submitted/published as follows: 
1.10.1 Submitted Referred Journal papers 
• Munjeri, D., Abdollahian, M., Dharmasena, L. S., & Gunaratne, N. G. T. (2019). ‘Fault 
Diagnostic Hybrid for Multivariate Process Capability Analysis’. Under review. 
• Munjeri, D., Abdollahian, M., Dharmasena, L. S. (2018). ‘Hybrid for A Detailed 
Univariate Process Capability Assessment’. Under review. 
1.10.2 Referred Conference Papers 
• Munjeri, D., Abdollahian, M., & Gunaratne, N. G. T. (2019). Fault Diagnostics for 
Multivariate Non-normal Processes. Paper presented at the ITNG 2019: 16th International 
Conference on Information Technology: New Generations, April 1-3, 2019, Las Vegas, 
Nevada, USA. 
• Munjeri, D., Zeephongsekul, P. and Dharmasena, L.S. (2016), 'A complementary 
application of univariate process capability indices', in Hoang, P (ed.), Proceedings of the 
22nd ISSAT International Conference Reliability and Quality in Design, L.A., California, 
2016, International Society of Science and Applied Technology, New Jersey, United 
States, pp. 294-298 
 
1.11 Summary 
Chapter 1 details the aims of the thesis. In addition, the background to the process capability 
analysis and fault diagnostics is discussed and the research questions and methodologies are 
summarised. The achievements of the study and the organisation of the rest of the thesis are 
subsequently presented. In Chapter 2, existing process capability indices applicable to 
processes with symmetric tolerances are investigated and the development of procedures for 
full process capability analysis 
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CHAPTER 2 
 
A Detailed Process Capability Assessment for 
Univariate Processes with Symmetric Tolerances 
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2.1  Introduction 
To measure the performance of manufacturing processes, several process capability indices 
for process with symmetric tolerances were developed. These indices have since helped 
practitioners understand and improve their production systems, but no single index can fully 
measure the performance of any observed process. Each index has its own drawbacks, which 
can be compensated for by combining with other indices. Some indices may give the 
impression that the process is capable in certain respects whilst another may indicate that the 
same process is not capable. It is well documented that quality cost also depends on a shift in 
the mean from the set target (Taguchi 1985b). This chapter describes how the study took 
advantage of the merits of commonly used indices in order to develop algorithms that would 
guide the practitioner in fully assessing and measuring the performance of the production 
process and to clearly identify elements that needed to be addressed so as to render the 
process more consistent and cost effective. Processes following normal distribution and with 
symmetric tolerances were considered. 
Furthermore, this chapter introduces quality attributes and a decision-making criterion to 
carry out a full process performance analysis. This decision-making criterion complements 
the strengths of commonly used indices to address quality attributes. In the first instance, 
commonly used PCIs applicable to processes with symmetric tolerances are discussed, 
followed by their strengths and weaknesses. 
2.2  Process Capability Indices for Symmetric Tolerances 
This section details a review carried out on some commonly used process capability indices 
with a target value, T, equal to the midpoint of the tolerance range, M; that is, T = M. These 
PCIs were based on the following assumptions: 
• that the process was statistically stable,  
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• the quality characteristic was normally distributed, and  
• the lower and upper specification limits were given. 
The major sources of process variability and poor performance are shifts in the process mean 
from the centre or set target and a change in the process variance, as shown in Figure 1. The 
yield tends to decrease when the process mean shifts towards either the specification limit or 
when the process variance continues to increase. The yield denotes the percentage of products 
that fall within the specification limited. 
 
(a) Shift in process variance 
 
(b) Shift in process mean 
Figure 1: Two major sources of poor process performance. 
The 𝐶𝑝 index introduced by Juran (1974) is defined by: 
   𝐶𝑝 =
𝑈𝑆𝐿−𝐿𝑆𝐿
6𝜎
        (1) 
where USL is the upper specification limit, LSL is the lower specification limit and σ is the 
process standard deviation. This formula measures the ratio of the natural spread against the 
specified tolerances.  
It may be noted, from Equation (1), that 𝐶𝑝 does not take the process mean, µ, into 
consideration. Consequently, this index is only able to measure the process potential but is 
unable to offer any insight as to whether or not the process is centred at its target mean. The 
latter is also a vital piece of information to every practitioner. As 𝐶𝑝 increases, the process 
capability increases, meaning more products will fall within the specification limits. The 
reason for 6𝜎 in the denominator is that, for a normally distributed process, a 6𝜎 spread 
16 
 
covers approximately 99.73% of the data while 0.27% lies outside the tolerance range. This 
implies that the value of Cp = 1.0 and the yield is 99.73% when 6𝜎 = USL-LSL. The value of 
𝐶𝑝 = 1.33 implies that the process is perfectly capable in terms of variation but that it may be 
off-target and lie outside the ±3𝜎 region. The departure of the process mean from the target is 
of great importance in process capability analysis (Taguchi 1985b). As such, Kane (1986a) 
proposed the index 𝐶𝑝𝑘 to address this issue. 
   𝐶𝑝𝑘 = 𝑚𝑖𝑛 (
𝑈𝑆𝐿−𝜇
3𝜎
,
𝜇−𝐿𝑆𝐿
3𝜎
) =
𝑑−|𝜇−𝑀|
3𝜎
     (2) 
where M= (USL+LSL)/2 and d=(USL-LSL)/2. The 𝐶𝑝𝑘 index is essentially a measure of 
process yield and cannot distinguish between off-target and on-target processes. The yield is 
bound by the following equation: 100[2Φ(3Cpk)-1] ≤ %yield ≤ 100Φ(3Cpk). The 𝐶𝑝𝑘 index 
was also recently used by Hussain et al. (2017) to develop a design methodology for a skip-
plot sampling plan (SkSP-R) and to determine the SkSP-R parameters. The SkSP-R plan based 
on Cpk proved more advantageous as it significantly reduced the costs of inspection when the 
quality history of products was good. Singh (2018) used the Cpk index to measure the process 
capability of cold chamber die casting for all key quality characteristics and the results 
obtained were consistent with observations made by other investigators. Herman (1989) 
suggested a different index, the process performance index, 𝑃𝑝 which was demonstrated to be 
of more value to stakeholders than 𝐶𝑝 because it incorporated the total variation, as defined 
by: 
    𝑃𝑝 =
𝑈𝑆𝐿−𝐿𝑆𝐿
6𝑠
        (3) 
where s is the total standard deviation of the process. Herman (1989) also introduced 𝑃𝑝𝑘 , 
which was analogous to 𝐶𝑝𝑘 and defined by: 
    𝑃𝑝𝑘 = 𝑚𝑖𝑛 (
𝑈𝑆𝐿−𝜇
3𝑠
,
𝜇−𝐿𝑆𝐿
3𝑠
) =
𝑑−|𝜇−𝑀|
3𝑠
    (4) 
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It is worth mentioning that 𝐶𝑝, 𝐶𝑝𝑘 𝑃𝑝 and 𝑃𝑝𝑘 are considered first-generation indices. Their 
advantages were analysed by Darestani and Nasiri (2016) who observed that Cp and Cpk were 
based on short-term variance whereas Pp and Ppk used long-term variance. In this thesis, 
‘short-term variance’ refers to the variance within subgroups whilst ‘long-term variance’ is 
the variance of the subgroup means; however, these PCIs do not take into consideration the 
target value, T. 
Up to this stage, the PCIs discussed focussed on the ability of processes to produce products 
that fall within the specification limits, regardless of how close they are to these limits. As 
long as products are within the specification limits, the process is considered capable.  
Hsiang and Taguchi ( 1985) and Chan (1988) addressed this concern by introducing a new 
index: 𝐶𝑝𝑚 – the ‘Taguchi Capability Index’. The 𝐶𝑝𝑚 is a second-generation index and takes 
into consideration the deviation of the process mean, µ, from the target value, T, defined by:  
   𝐶𝑝𝑚 =
𝑈𝑆𝐿−𝐿𝑆𝐿
6√𝜎2+(𝜇−𝑇)2
=
𝐶𝑝
√1+
(𝜇−𝑇)2
𝜎2
      (5) 
This equation implies that if 𝜎2 increases, the denominator increases and the value of 𝐶𝑝𝑚 
decreases. If there is a process deviation from the target value, the denominator will again 
increase forcing the value of 𝐶𝑝𝑚 to decrease. Singpurwala (1998) demonstrated that 𝐶𝑝𝑚 is 
more sensitive to departure from the target value, T, than 𝐶𝑝𝑘 and that the process mean, µ, is 
located in the middle 
1
3𝐶𝑝𝑚
 of the specification range. In the event of a change in both µ and 
𝜎2, the value of 𝐶𝑝𝑚 will always reflect these changes. Subbuniah and Taam (1993) noted 
that 𝐶𝑝𝑚 also provides a measure of the loss function and the ability of the process to cluster 
around T. Pearn et al. (1992) then unified the characteristics of 𝐶𝑝𝑘 and 𝐶𝑝𝑚 into a new 
index, 𝐶𝑝𝑚𝑘:  
   𝐶𝑝𝑚𝑘 = 𝑚𝑖𝑛 (
(𝑈𝑆𝐿−𝜇),(𝜇−𝐿𝑆𝐿)
6√𝜎2+(𝜇−𝑇)2
)      (6) 
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The 𝐶𝑝𝑚𝑘 index is a third-generation index. This value decreases as the process mean, µ, 
approaches any of the specification limits and can be used to locate the process mean relative 
to the specification range. Anis (2008) described a special relationship that they found to 
exist among the 𝐶𝑝𝑚𝑘, 𝐶𝑝, 𝐶𝑝𝑘 and 𝐶𝑝𝑚 indices:  
   𝐶𝑝𝑚𝑘 = (1 −
|𝜇−𝑀|
𝐷
)𝐶𝑝𝑚  
                                      =
1
√(1+(
𝜇−𝑇
𝜎
)
2
)
𝐶𝑝𝑘  
                                     =
(1−
|𝜇−𝑀|
𝐷
)
√(1+(
𝜇−𝑇
𝜎
)
2
)
𝐶𝑝       (7) 
𝐶𝑝𝑚𝑘= 𝐶𝑝 = 𝐶𝑝𝑘 = 𝐶𝑝𝑚when M=µ=T. These additional indices become special cases of 𝐶𝑝𝑚𝑘 
when M=µ=T. 𝐶𝑝𝑚𝑘 also measures how close the process mean is from the target, T, and 
obtains its maximum value at µ = T = M. A review by Wu et al. (2009) showed that the 
process mean is located within d/(3𝐶𝑝𝑚𝑘+1) from T and the yield is presented as 0 ≤ PNC ≤ 
2Φ(3𝐶𝑝𝑚𝑘) for 𝐶𝑝𝑚𝑘 ≥ √2 3⁄ . It has been proven by Eslamipoor and Nasab (2016) that 𝐶𝑝𝑚𝑘 
is the most sensitive to departure from the target T as compared to 𝐶𝑝, 𝐶𝑝𝑘 and 𝐶𝑝𝑚. They 
further concluded that PCIs should be applied appropriately to maximise the user’s 
information for the process performance analysis, otherwise the decision-making process will 
be misguided. 
 Lee, Hung, Pearm, and T.L. (2002) and Hsu et al. (2007) classified the process yield status 
as ‘Inadequate’, ‘Capable’, ‘Satisfactory’, ‘Excellent’ and ‘Super’, as shown in Table 1. 
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Table 1: Classification of process performance 
PCI Status 
PCI < 1.0 Inadequate 
1.0 ≤ PCI < 1.33 Capable 
1.33 ≤ PCI < 1.50 Satisfactory 
1.50 ≤ PCI < 2.0 Excellent 
PCI ≥ 2.0 Super 
 
Vannman (1995) came up with a superstructure, a new family of capability indices, with two 
non-negative parameters, u and v, defined as: 
   𝐶𝑝(𝑢, 𝑣) =
𝑑−𝑢|𝜇−𝑀|
3√𝜎2+𝑣(𝜇−𝑇)2
       (8) 
where d=(USL-LSL)/2 and T=M=(USL+LSL)/2. When u=0 or 1 and v=0 or 1, four basic 
indices are obtained: 𝐶𝑝(0,0)= 𝐶𝑝, 𝐶𝑝(1,0)= 𝐶𝑝𝑘, 𝐶𝑝(0,1)= 𝐶𝑝𝑚, 𝐶𝑝(1,1)= 𝐶𝑝𝑚𝑘. The 𝐶𝑝(𝑢, 𝑣) 
index reflects both a shift in mean and changes in variance. The closer the process is to T, the 
greater the value of 𝐶𝑝(𝑢, 𝑣) whilst the greater the process spread, 𝜎
2, the smaller the 
𝐶𝑝(𝑢, 𝑣) value. It can be observed that 𝐶𝑝(u, v) was introduced to achieve sensitivity for 
departures in the process mean from the target value T, especially in cases of when σ is small. 
In this instance, it is more difficult to detect that the process is not capable in the sense that it 
is not on the target. Hence, large values of v and u will render the 𝐶𝑝(𝑢, 𝑣) index more 
sensitive to departure from the target value. This unified approach can assist the practitioner 
in locating the process mean, µ, with respect to the specification tolerance as µ lies within the 
middle 1
(𝑢 + 3√(𝑣𝐶𝑝(𝑢, 𝑣)))
⁄
 of the tolerance range. The 𝐶𝑝(𝑢, 𝑣) index has an upper 
bound in the yield at 2(-3 𝐶𝑝(𝑢, 𝑣)). 
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Greenwich and Jahr-Schaffrath (1994) transformed the 𝐶𝑝𝑚 index and developed the 𝐶𝑝𝑝 
index, as given by: 
   𝐶𝑝𝑝 = (
𝜇−𝑇
𝐷
)
2
+ (
𝜎
𝐷
)
2
       (9) 
where D=min((USL-T)/3, (T-LSL)/3). 
   𝐶𝑝𝑝 = 𝐶𝑖𝑎 + 𝐶𝑖𝑝       (10) 
where 𝐶𝑖𝑎 = (
𝜇−𝑇
𝐷
)
2
 (inaccuracy index) and 𝐶𝑖𝑝 = (
𝜎
𝐷
)
2
(imprecision index). The ratios, 
100𝐶𝑖𝑎
𝐶𝑝𝑝
 
and 
100𝐶𝑖𝑝
𝐶𝑝𝑝
 represent the proportions of the process’s incapability contributed to by the 
departure of the process mean from the target and by the process variation, respectively. 
When the value of 𝐶𝑝𝑝 = 1, the process mean, µ, is located within one-third of the distance 
between T and the nearest specification limit. The process becomes more capable with an 
increase in the 𝐶𝑝𝑝 value. The 𝐶𝑝𝑝 index increases when the process spread, 𝜎
2, increases or 
when the process mean, µ, deviates from the target, T. The yield can also be obtained using 
the conforming output proportion (COP) by: 
   𝐶𝐶𝑂𝑃 =
3√𝐶𝑖𝑝
3−√𝐶𝑖𝑎
        (11) 
When 𝐶𝐶𝑂𝑃 ≤ 1.0, this indicates that the process has a COP of at least 99.73% and when 
𝐶𝐶𝑂𝑃 = 0.75, this indicates a more capable process, with COP much greater than 99.73%. 
However, Pan and Lee (2009) further improved the Cpp index and proposed a 𝐶𝑃𝑃
′′ (𝑠, 𝑡) 
incapability index, as defined by: 
   𝐶𝑃𝑃
′′ (𝑠, 𝑡) =
𝑚𝑑(𝑠,𝑡)
𝐷2
+ (
𝜎
𝐷
)
2
      (13) 
where 𝑚𝑑(𝑠, 𝑡) = ⟨
𝑑2 (
𝑇−𝜇
𝑇−𝐿𝑆𝐿
)
𝑠
, −∞ < 𝜇 ≤ 𝑇
𝑑2 (
𝜇−𝑇
𝑈𝑆𝐿−𝑇
)
𝑡
, 𝑇 < 𝜇 ≤ ∞
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where s and t are non-negative real numbers. The 𝐶𝑃𝑃
′′ (𝑠, 𝑡) index has a better measure of 
yield than Cpp since it is based on the desirability function. 
Kenyon et al. (2016) improved the Cpk index and developed a yield index, Cpy, which fully 
accounts for non-conformance on both tails of the distribution. The 𝐶𝑝𝑦 index is defined by: 
   𝐶𝑝𝑦 =
𝛷−1(𝑌)
3
        (14) 
where the yield = ∫ 𝑑𝐹(𝑥)
𝑈𝑆𝐿
𝐿𝑆𝐿
 and F(x) is the cumulative distribution function of the quality 
characteristic x. This 𝐶𝑝𝑦 index accurately measures the process performance of any 
distribution, hence overcoming the inaccuracies of the 𝐶𝑝𝑘 index arising from data that 
slightly deviates from the norm. 
Singpurwala (1998) claimed that the normative approach is both proactive and retroactive, 
providing a vehicle for accomplishing the retroactive functions of assessment and monitoring 
as well as the proactive functions of prediction and control. According to Singpurwala 
(1998), the normative approach was first used by Bernardo and Irony (1996a) when they 
introduced the Bayesian capability index, given by: 
   𝐶𝑏(𝐷) =
1
3
Ф−1(Pr (𝑦 ∈ 𝐴|𝐷))     (15) 
where A is the tolerance region, Ф is the distribution function of the standard normal 
distribution, and D is the available data. Bernardo and Irony (1996a) also concluded that this 
𝐶𝑏(𝐷) index assesses, predicts and controls the process whilst a decision is made over 
whether to continue production or intervene, at each instance of an observed deviation from 
T. According to the 𝐶𝑏(𝐷) index, the process is capable if and only if: 
   𝐶𝑏(𝐷) ≥ 𝐶0        (16) 
where 𝐶0 is the threshold value, which is generally set at 𝐶0 = 1.0. This Bayesian index is 
purported to evaluate process capability by directly assessing the proportion of future 
elements expected to lie outside the tolerance region. The 𝐶𝑏(𝐷) index factors into account 
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the probability of non-conforming products falling on either side of the interval more 
accurately than 𝐶𝑝𝑘, which can only assess a specification limit closer to µ. For this index, 
practitioners must perform a two-stage assessment – that is, establish 𝐶𝑝 first, then 𝐶𝑝𝑘, 
which is not necessary once 𝐶𝑏(𝐷) has been adopted. However, a comparison performed by 
Pearn et al. (2015) on the lower confidence bounds (LCBs) of the Cpk index using the 
classical and Bayesian methods showed that Cpk provides a much more acceptable criterion 
for determining the lower bound of the process yield. The results proved that LCBs obtained 
from the classical method were higher than those of the Bayesian. Other advantages of using 
the 𝐶𝑏(𝐷) index have been discussed in detail by Singpurwala (1998). 
Boyles (1994b) proposed the yield index 𝑆𝑝𝑘, which provides an exact measure of the 
production yield: 
    𝑆𝑝𝑘 =
1
3
Ф−1 (
1
2
Ф(
𝑈𝑆𝐿−𝜇
𝜎
) +
1
2
Ф(
𝜇−𝐿𝑆𝐿
𝜎
))    (17) 
and 
 𝑌𝑖𝑒𝑙𝑑 = 2Ф(3𝑆𝑝𝑘) − 1      (18) 
where Ф is the cumulative density function of the standard normal distribution N(0,1) and 
Ф−1is the inverse of Ф, µ is the process mean and σ is the process standard deviation. The 
𝑆𝑝𝑘 index has a direct relationship with the process yield, as shown by Boyles (1994b). This 
𝑆𝑝𝑘 index has recently been further developed into the 𝑇𝑆𝑝𝑘:𝑃𝐶:𝛽 index by Dharmasena and 
Zeephongsekul (2015) to cover multivariate processes. 
Battaglia and Maynard (1992b) developed the Mean Square Error (MSE) index defined by: 
   𝑀𝑆𝐸 = 𝜎𝑆𝑇
2 + 𝜎𝐿𝑇
2 + (𝜇 − 𝑇)2     (19) 
where 𝜎𝑆𝑇
2  estimates the variance within subgroups and is a measure of the variation over 
short periods of time, 𝜎𝐿𝑇
2  estimates the variance between subgroup averages and is a measure 
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of the variation over extended periods of time and (𝜇 − 𝑇)2 is the bias component of MSE, 
where 𝜇 is the process mean. The MSE index can also be presented as: 
   𝑀𝑆𝐸 =  𝑀𝑆 +𝑀𝐿 +𝑀𝐵      (20) 
where 𝑀𝑆 = 𝑉𝑐, which is the subgroup variance; 𝑀𝐿 = 𝑉𝑎 − 𝑉𝑐/𝑛 and 𝑀𝐵 = (?̿? − 𝑇)
2
− 𝑉𝑎/𝑘 
where n is the subgroup size, k is the number of subgroups, 𝑉𝑎 is the variance in the subgroup 
means and ?̿? = ∑𝑥. The MSE index can also be presented as a percentage of its components 
(Battaglia 1996): 
    𝑀𝑆𝐸 =  𝑀𝑆% +𝑀𝐿% +𝑀𝐵%      (21) 
where 𝑀𝑆% = 100 ∗ 𝑀𝑆/𝑀𝑆𝐸;𝑀𝐿% = 100 ∗  𝑀𝐿/𝑀𝑆𝐸 and 𝑀𝐵% = 100 ∗ 𝑀𝐵/𝑀𝑆𝐸. The 
MSE index reflects all direct variations in and departures from the target and is proportional 
to Taguchi’s quadratic loss function (QLF. It can help the practitioner know when the process 
runs for too long on one side of the target value (that is, under-control or over-control) and 
assist in setting targets for process improvement activities. However, the MSE does not make 
use of the specification limits but only deals with the target, T, and the process mean, µ, and 
can be used to set short-term and long-term process improvement goals. The MSE index uses 
its three components to measure variations within subgroups (short-term variation), variations 
between subgroups (long-term variation) and the bias (the Taguchi loss function). These 
functions enable the practitioner to determine the percentage contributions of each type of 
variation in comparison to the total variation and is, therefore, useful in prioritising process 
improvement tasks (Battaglia and Maynard (1992a)). The MSER index is the normalised 
MSE index capable of comparing the performance of different processes. The average of 
MSERs shows the overall quality of the processing plant. 
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Table 1: Summary of PCI for processes with symmetric tolerances 
Author(s) PCI Advantage Disadvantage 
Juran (1974) 
𝐶𝑝 =
𝑈𝑆𝐿 − 𝐿𝑆𝐿
6𝜎
 
Does measure potential Not sensitive to shift in mean. Does not measure yield or 
location of mean from target or specification limits 
Kane (1986a) 
𝐶𝑝𝑘 = 𝑚𝑖𝑛 (
𝑈𝑆𝐿 − 𝜇
3𝜎
,
𝜇 − 𝐿𝑆𝐿
3𝜎
) 
Does measure the location of mean with respect 
to specification limits 
Does not measure shift of mean with respect to target. 
Herman (1989) 
𝑃𝑝 =
𝑈𝑆𝐿 − 𝐿𝑆𝐿
6𝑠
 
Does measure potential Not sensitive to shift in mean. Does not measure yield or 
location of mean from target or specification limits 
Herman (1989) 
𝑃𝑝𝑘 = 𝑚𝑖𝑛 (
𝑈𝑆𝐿 − 𝜇
3𝑠
,
𝜇 − 𝐿𝑆𝐿
3𝑠
) 
Does measure the location of mean with respect 
to specification limits 
Does not measure yield or shift of mean with respect to 
target. 
Chan (1988) 
𝐶𝑝𝑚 =
𝑈𝑆𝐿 − 𝐿𝑆𝐿
6√𝜎2 + (𝜇 − 𝑇)2
 
Can locate mean within the tolerance range. 
Sensitive to mean’s departure from target. 
Does not measure potential or yield. 
Pearn et al. (1992) 𝐶𝑝𝑚𝑘
= 𝑚𝑖𝑛 (
(𝑈𝑆𝐿 − 𝜇), (𝜇 − 𝐿𝑆𝐿)
6√𝜎2 + (𝜇 − 𝑇)2
) 
Can locate mean within the tolerance range. 
Sensitive to mean’s departure from target. 
Does not measure potential or yield. 
Vannman (1995) 
𝐶𝑝(𝑢, 𝑣) =
𝑑 − 𝑢|𝜇 − 𝑀|
3√𝜎2 + 𝑣(𝜇 − 𝑇)2
 
Very sensitive to shift in mean from target. Does not measure potential or yield. 
Greenwich and 
Jahr-Schaffrath 
(1994) 
𝐶𝑝𝑝 = (
𝜇 − 𝑇
𝐷
)
2
+ (
𝜎
𝐷
)
2
 
Measures both inaccuracy and imprecision. Does not measure potential or yield. 
Kenyon et al. 
(2016) 𝐶𝑝𝑦 =
𝛷−1(𝑌)
3
 
Measure yield only. Does not measure potential or location of mean within 
the tolerance range. 
Bernardo and Irony 
(1996) 
𝐶𝑏(𝐷) =
1
3
Ф−1{Pr (𝑦 ∈ 𝐴|𝐷)} 
Measures univariate process capability.  Cannot locate process mean with in tolerance range. 
Cannot measure yield or potential. 
Chang (2009) 𝑆𝑝𝑘
=
1
3
Ф−1 (
1
2
Ф(
𝑈𝑆𝐿 − 𝜇
𝜎
)
+
1
2
Ф(
𝜇 − 𝐿𝑆𝐿
𝜎
)) 
Can measure process yield Cannot measure potential or shift in mean 
Battaglia and 
Meynard (1992) 
𝑀𝑆𝐸 = 𝜎𝑆𝑇
2 + 𝜎𝐿𝑇
2 + (𝜇 − 𝑇)2 Can measure short-term and long-term variance Cannot measure yield or potential 
 
A decision-rule, based on the PCIs reviewed above, will be proposed in the next section. 
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2.3  Proposed Decision Rule 
This section outlines the process of developing a new decision-making criterion with the aim 
of guiding the practitioner to carry out quality improvement tasks based on process capability 
analysis. The above review of the commonly used PCIs demonstrated that measures of 
process capability, changes in variance, shifts in the process mean from the set target and 
process improvement goals may be used in order to complete a quality improvement cycle. 
However, since resources are usually limited for these improvement tasks, it is prudent and 
cost effective to place them in order of priority.  
A full process capability analysis starts by measuring process capability itself. From the 
literature, (Juran (1974), Lee, Hung, Pearm, and Kueng (2002), Pearn and Chen (1997), Kotz 
and Johnson (2002), Spiring (1997), Mohammad et al. ( 2011)), it is evident that the 
determination of process capability motivated the development of PCIs, which have been 
prioritised over any other information that may also be derived from the process. This 
analysis was concluded by the setting of quality improvement goals (Battaglia 1996, 
Battaglia and Maynard 1992b).  
This said, quality improvement activities are mainly focused on reducing process variability 
and shifts in the process mean from the set target. Of these two activities, the latter is of 
greater importance as it leads to a large reduction in quality improvement costs. 
This order of preference, from both the literature and from the analysis conducted as part of 
this thesis and outlined above, led to the categorisation of process attributes into decision-
making levels, as shown in Figure 2. This was to be adopted in the formulation of algorithms 
that would guide the practitioner in performing quality improvement activities. As such, a 
decision-making rule was proposed, as summarised in the quality improvement cycle in 
Figure 2 below:  
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Figure 2: Quality Improvement Cycle 
Figure 2 illustrates the fact that the practitioner must determine whether the process is 
capable or not. All attributes that are used to determine capability are classified under Level 
1. In Level 2, the practitioner checks if the process is on target. If there is a deviation of µ 
from T, then steps are taken to move the process mean towards the centre to reduce any loss, 
as suggested by Taguchi (1985b). All process attributes that provide the measure of the 
process’s deviation from the target are classified under Level 2. In this thesis, quality 
attributes refer to those aspects of a process that are worth measuring in order to gain a full 
understanding of its state and performance; for example, the yield, potential or capability. 
When the process shifts towards the target, steps are taken to reduce its variation. Process 
attributes relating to variations (such as the yield) are classified under decision-making Level 
3. Thereafter, as part of continuous quality improvement, process capability goals are set or 
reviewed. Consequently, goal setting attributes fall under decision-making Level 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Measure Process 
Capability 
Measure  and Reduce 
Deviation of Mean 
from Target 
Set Process 
Improvement Goals 
Measure  and 
Reduce Process 
Variability 
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2.4  A New Algorithm 
This stage of the study aimed to obtain a comprehensive picture of process performance since 
it had been noted that no single PCI would be capably of fully assessing this. Accordingly, an 
algorithm was proposed for selecting an optimal set of indices that would be able to 
investigate the quality attributes listed under all four levels. 
Munjeri et al (2016), showed that the practitioner must first determine whether the process is 
capable or not. All attributes that are used to determine process capability are classified under 
Level 1. In Level 2, the practitioner verifies whether the process mean, µ, is on target. If there 
is a deviation of µ from T, then necessary steps must be taken to move the process mean 
towards the centre. This will reduce any loss owing to the shift, as proposed by Taguchi 
(1985b). All process attributes that measure its deviation from the target are classified under 
Level 2. When the process has been shifted towards the target, steps are then taken to reduce 
both short-term and long-term variations. Process attributes measuring process variations, 
such as the yield, are classified under decision-making Level 3. Thenceforth, as part of 
continuous quality improvement, process capability goals are set or reviewed. Consequently, 
goal-setting attributes are placed in decision-making Level 4. 
The above quality attributes were thus organised into these four decision-making levels, as 
shown in Table 2.  
Table 2: List of quality attributes to fully assess and measure process performance 
Level 1 Level 2 Level 3 Level 4 
Is the process 
capable? Is the process on Target? 
Is there process 
variation? 
What are capability 
improvement goals? 
*Process capability *Process Centering *Short-term variation *Short-term Goals 
  
*Location of the process 
mean, µ *Long-term variation *Long-term Goals 
  
*Sensitivity to departure from 
Target, T *Imprecision   
  *Inaccuracy *Process yield   
  *Loss Function *Potential capability   
  *Process stability     
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The first algorithm selects the set with the least number of indices able to monitor all the 
process control attributes. The binary scale in the algorithm is used to judge whether the 
corresponding PCI measures a particular attribute, regardless of the size of shift in mean, 
change in variance or yield. It is worth noting that the PCI rankings in Table 3 are based on 
the development and structure of each PCI, as discussed in Section 2.2. 
Algorithm 1: Optimal set selection algorithm 
Step 1: Consider PCIs and their strengths and advantages i.e. the quality attributes they 
can measure (e.g. potential, yield, etc.) 
Step 2:  Using a binary scale, rank PCIs against their quality attributes, where a 1 
represents a ‘Yes, PCI can measure’ and a 0 represents a ‘No, PCI cannot 
measure’, as depicted in Table 3. 
Step 3: Using Table 3, go to quality attributes on decision-making Level 1 and select a 
PCI or a combination of PCIs that exhibit a 1 on all the attributes. 
Step 4: Move to quality attributes on the next level of Table 3. Select a PCI with all 
quality attributes represented by a 1 or else select a PCI with the most attributes 
represented by a 1 and then complement that PCI with another PCI which 
represents most of the remaining attributes. Repeat this until all attributes are 
collectively represented through that set of PCIs. 
Step 5: Repeat Step 3 up to Level 4. 
Step 6: Combine the selected PCIs, from all levels, into a set. 
Step 7: Select the set(s) with the least number of PCIs as the optimal set(s).  
Step 8: STOP 
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Table 3. Rankings of PCIs with symmetric tolerances against quality attributes. 
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Cp 1 0 0 0 0 0 1 0 1 0 0 0 0 0 
Cpk 1 0 0 0 0 0 0 0 1 0 0 1 0 0 
Cpm 1 1 0 0 0 1 0 0 1 0 0 1 0 0 
Cpmk 1 1 1 1 0 1 0 0 1 0 0 1 0 0 
Pp 1 0 0 0 0 0 0 1 0 1 0 0 0 0 
Ppk 1 0 0 0 0 0 0 0 0 1 0 1 0 0 
Cpy 1 0 0 1 0 0 0 0 1 1 0 1 0 0 
Spk 1 0 0 1 0 0 0 0 1 1 0 1 0 0 
MSE 1 1 0 0 0 1 0 0 1 1 0 0 1 1 
Cpp 1 1 0 0 1 1 0 0 1 1 1 0 0 0 
Cp(u,v) 1 1 1 1 0 1 1 0 1 0 0 1 0 0 
Cb(D) 1 0 0 0 0 0 0 0 0 1 0 0 0 0 
 
2.5  Implementation of the new algorithm on indices 
In this section, the proposed algorithm was deployed on the PCIs reviewed in Section 2.2. 
As per the procedure outlined in Section 3.2 and Section 3.3: 
Step 1: Produce a summary as depicted in Table 3. 
Step 2: On Level 1, there are several options but 𝐶𝑏(𝐷) is selected because of its unique 
characteristic of predicting future nonconformity levels. 
Step 3: For level 2, 𝐶𝑏(𝐷) is the priority index for which there are two possible indices: 
𝐶𝑝(𝑢, 𝑣) and 𝐶𝑝𝑚𝑘, with the highest number of attributes represented by a 1. The 𝐶𝑝(𝑢, 𝑣) 
index is chosen because it has the advantage of being more sensitive to a departure in µ from 
T than 𝐶𝑝𝑚𝑘, as shown by Vannman (1995). 𝐶𝑝𝑝 is also chosen to represent the inaccuracy 
attribute whilst the MSE index represents the loss function in Level 2.  
Step 4: At this stage, the four priority indices of 𝐶𝑏(𝐷), 𝐶𝑝(𝑢, 𝑣), 𝐶𝑝𝑝 and MSE are chosen up 
to Stage 3. At Level 3, it can be observed that most attributes are already represented by the 
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priority indices. Indices that represent the remaining attributes are considered. 𝑆𝑝𝑘 is then 
chosen since it has a direct relationship with the process yield. The process potential is 
represented by 𝑃𝑝 because it incorporates the total process variation. 
Step 5: At this stage, six priority indices, 𝐶𝑏(𝐷), 𝐶𝑝(𝑢, 𝑣), 𝐶𝑝𝑝, MSE, 𝑆𝑝𝑘, 𝑃𝑝 are chosen up 
to Stage 4. The Level 4 attribute can only be covered by the MSE index which has been 
chosen already, hence a complete set is obtained. 
Step 6: The choice of indices is summarised in Table 4, ranked against corresponding 
attributes. Table 3 is reduced to Table 4 and all attributes are represented by at least a 1. 
In summary, the best possible set of indices is: 
[ 𝐶𝑏(𝐷) , 𝐶𝑝(𝑢, 𝑣), 𝐶𝑝𝑝 , MSE, 𝑃𝑝 , 𝑆𝑝𝑘]  
 
Table 4. The selected optimal set of PCIs with symmetric tolerances against quality attributes 
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Pp 1 0 0 0 0 0 0 1 0 1 0 0 0 0 
Spk 1 0 0 1 0 0 0 0 1 1 0 1 0 0 
MSE 1 1 0 0 0 1 0 0 1 1 0 0 1 1 
Cpp 1 1 0 0 1 1 0 0 1 1 1 0 0 0 
Cp(u,v) 1 1 1 1 0 1 1 0 1 0 0 1 0 0 
Cb(D) 1 0 0 0 0 0 0 0 0 1 0 0 0 0 
 
2.6  The Proposed Hybrid for Full Process Performance Assessment 
This section describes the introduction of a hybrid, which utilised the optimal set selection 
algorithm to fully measure process performance. It also determined process capability (with 
respect to shifts in the process mean from the target) and process spread (with respect to the 
specification limits) and would additionally set both short- and long-term goals in the event 
that the process performance required improvement, as shown in Figure 3.  
 
 
31 
 
Algorithm 2: - Proposed hybrid for a full process performance measurement 
Step 1:  Use Algorithm 1 to select an optimal set of PCIs. 
Step 2: Read the data  
Step 3:  Test for normality and transform data to normal distribution if it is not 
Step 4: Measure process capability using the 𝐶𝑏(𝐷) index. 
Step 5:  Measure shift in process mean with respect to target using 𝐶𝑝(𝑢, 𝑣), 𝐶𝑝𝑝, MSE. 
Step 6:  Measure process spread with respect to the specification limits using 𝐶𝑝𝑝 , MSE, 
𝑃𝑝 , 𝑆𝑝𝑘. 
Step 7:  Print a summary and decide whether to maintain or improve the performance of 
the process. 
Step 8: If there is a need to maintain the current process performance levels, go to Step 
10, otherwise set short-term and long-term improvement goals using the MSE 
index. 
Step 9:  Adjust process mean towards the target and/or reduce process spread to achieve 
the set goals and go to Step 4. 
Step 10. Stop 
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Figure 3: Hybrid for a full process capability analysis 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Measure process capability using 
the optimal set of PCIs 
Is data normally 
distributed? 
Print summary of results, i.e. process capability, shift 
in mean, shift in process variance and change in yield. 
Measure the performance of the process with 
respect to shift from the target, i.e. calculate 
asymmetri ratio, inaccuracy, off-target ratio, etc. 
the system 
Set short-term and long-term 
process improvement goals. 
Determine what needs to be 
addressed and adjust the process 
to achieve the set goals. 
Does process need 
improvement? 
NO 
YES 
NO 
YES 
STOP 
Algorithm 1 
Read data 
Measure the performance of the process with 
respect to process spread, i.e. calculate process 
yield, impression, potential, etc.  
Obtain the 
OPTIMAL set 
Test for normality of the quality 
characteristic 
Transform data to 
normal 
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2.7  Justification of the Decision Rule 
At this stage, the decision rule was justified using an example and three commonly 
implemented PCIs; namely, CP, Cpk, and Spk. To achieve this, an assessment of how these 
individually responded to shifts in mean and variance was carried out. In order to show these 
responses, the following real-world example is considered, concerning a manufacturer of 
high-end radio speaker drivers (Lee, Hung, Pearm, and Kueng 2002) including subwoofers 
(3-inch tweeters, 3-inch full-range and 5-inch mid-range drivers, 6.5-inch woofers and 8-
inch, 10-inch and 12-inch). One characteristic (which reflects the quality of the bass 
performance, musical image, clarity of the sound and transparency as well as the compliance 
(excursion movement) of the mid-range, full-range or subwoofer driver units) is 𝐹0: the free-
air resonance frequency.  
One particular model of the 3-inch full-range driver, designed particularly for the central and 
background channels of home-theatre applications, uses the specially designed Pulux edge, 
Pulux dust cap and PP-mica cone. This model requires the 𝐹0 value to be 80 Hz with ±10 Hz 
tolerance. A sample of 100 data were collected from the factory with production specification 
limits of (LSL, T, USL) = (70, 80, 90).  
It was observed, for this example, that the process mean, µ = 79.92 Hz and the standard 
deviation, 𝜎 = 2.589. Figure 4 shows plots of the PCIs and the yield against the standard 
deviation when the process mean was kept constant at µ = 79.92. The yield was calculated 
using Equation 18. 
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(a) 
 
(b) 
Figure 4: (a) Relationship between PCIs (Cp, Cpk, Spk) and variance and (b) Relationship 
between yield and variance, when process mean remains constant. 
Figure 4(a) shows that the three PCIs produced identical responses and decreased 
exponentially with an increase in process variability. Similarly, Figure 4(b) shows that an 
increase in variability meant a decrease in yield; in other words, reducing process variability 
increased both yield and process capability. 
Plots of the PCIs and the yield against shifts in the process mean, from below the LSL to 
above the USL when the standard deviation remained constant at 𝜎 = 2.589, are shown in 
Figure 3. 
 
(a) 
 
(b) 
Figure 5: (a) Relationship between PCIs (Cp, Cpk, Spk) and process mean and (b) Relationship 
between yield and process mean when process variance remains constant. 
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Figure 5(a) shows that the three PCIs responded differently to any shift in process mean when 
the process variance remained constant. The Cp index was not a function of µ, hence it 
remained constant even when there was a shift in the process mean. Cpk and Spk attained their 
maximum values at the middle of the tolerance range; that is, when µ = T = M. The value of 
Cpk = 0 at either specification limit and was negative outside the limits. Spk asymptotically 
approached 0 as the process mean moved away from either specification limit outside the 
tolerance range. Figure 5(b) shows that the yield was a function of µ, attaining its maximum 
at the centre of the tolerance range and asymptotically approaching 0 outside the specification 
limits. 
 
Figure 6: Yield as a function of both standard deviation and µ-T. 
Figure 6 shows that the yield decreased with both an increase in the variance and a deviation 
from the target. 
Figure 7 shows how the three PCIs and the yield responded to a shift in variance when the 
process mean lay close to the specification limits but inside the tolerance range, at µ = 85.  
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(a) 
 
(b) 
Figure 7: (a) Relationship between PCIs (Cp, Cpk, Spk) and variance and (b) Relationship 
between yield and variance when process mean remains inside the specification limits  
Figure 7(a) shows identical responses of Cp, Cpk and Spk to shifts in the process variance 
within the specification limits. All three PCIs exhibited a decrease in value as the process 
variance increased. Figure 7(b) also shows that the yield approached 100% when the 
variability approached 0 and decreased with an increase in the process variability. 
Figure 8 demonstrates how the three PCIs and the yield responded to a shift in variance when 
the process mean coincided with either specification limit, at µ = 90 (USL). 
 
(a) 
 
(b) 
Figure 8 (a) Relationship between PCIs (Cp, Cpk, Spk) and variance and (b) Relationship 
between yield and variance when process mean lies on the upper specification limit (µ = 90 = 
USL). 
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Figure 8(a) shows that only the Cp index decreased with an increase in the process variability 
because it was not a function of µ. Nonetheless, indices Cpk and Spk remained constant when 
the process mean coincided with the upper specification limit. Figure 8(b) shows that the 
yield remained at 50% when the process mean was at either specification limit, regardless of 
whether or not there was an increase or decrease in the process variability. 
Figure 9 shows how the three PCIs and the yield responded to shifts in variance when the 
process mean lay close to the specification limits but outside the tolerance range, at µ = 95. 
Figure 9: (a) Relationship between PCIs (Cp, Cpk, Spk) and variance and (b) Relationship 
between yield and variance when process mean falls outside the specification limits (µ = 95). 
Figure 9(a) shows that only the Cp index decreased with an increase in the process variability 
because it was not a function of µ. Both Cpk and Spk increased with an increase in the process 
variance, though the increase was fairly minimal for Spk, and Cpk asymptotically approached 0 
when the variance became very large. Figure 9(b) shows that the yield increased with an 
increase in variance when the process mean lay just above the USL, at µ = 95. 
A comparison of the three scenarios in which the process mean fell to within the specification 
limits and on either side is presented in Figure 10. 
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Figure 10: Comparison of yield when µ lies on either specification limit and on either side of 
any specification limit.  
It can be observed in Figure 10 that the yield remained constant at both specification limits 
when there was an increase or decrease in the process variance; however, it decreased within 
the specification limits and increased to an asymptotic value (less than 50%) outside these 
limits with an increase in process variability.  
This analysis proved that increasing the variability for a process with a mean that falls just 
outside the specification limits does, indeed, increase the yield. Any changes in variability for 
a process with a mean coinciding with either specification limit does not produce a change in 
the overall process yield. Simultaneously, considering the loss function proposed by Taguchi 
(1985b), the quality of products remains compromised as long as the process mean does not 
coincide with the target value. Taguchi (1985b) proposed a quadratic loss function (QLF), 
arguing that there is a cost associated with the process mean deviating from the target value, 
T, whether or not the product falls within the specification limits. In other words, the quality 
of the product deteriorates as the observed quality characteristic, x, moves away from the 
target value, T, as presented in Figure 11(a). The loss function L(x) is defined by: 
   𝐿(𝑥) = 𝑘(𝑥 − 𝑇)2       (23) 
where k is a constant.  
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(a) Taguchi Loss Function 
 
(b) Yield-based loss function 
Figure 11: Taguchi Loss Function and yield based loss function. 
The alternative approach is a yield-based loss function, as in Figure 11(b), where a product is 
either ‘good’ (that is, it conforms to the specification limits) or ‘not good’ (i.e. it does not). In 
this case, a loss is incurred only when the product is classified as ‘not good’. 
The Taguchi loss function does not only improve the quality of conforming products, but also 
increases process capability and yield. This was observed when a shift in the process mean 
towards the target value repeatedly resulted in an increase in both the PCI values and process 
yield, whether µ lay on, within or without the specification limits. 
The above analysis led to a conclusion that process variability should be addressed once the 
practitioner is satisfied that the process mean is as close to the set target value as is possible, 
in order to minimise the loss function, L(µ), and to increase the yield. 
2.8  Application of the proposed hybrid  
Next, the proposed hybrid was implemented using real data from Lee, Hung, Pearm, and 
Kueng (2002) and the results are discussed below.  
2.8.1 Example 1 – Assessment of the robustness of the proposed hybrid 
In the first instance, the aforementioned example (Lee, Hung, Pearm, and Kueng 2002) of the 
manufacturer of high-end radio speaker drivers was considered. This model of 3-inch driver 
required the 𝐹0 value to be 80 Hz with ±10 Hz tolerance. A sample of 100 data were 
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collected from the factory. The production specification limits were (LSL, T, USL) = (70, 80, 
90). The results from applying the proposed hybrid are shown in Table 5. 
Table 5: Results of applying the proposed algorithm on Example 1 data. 
PCIs Values Quality Attributes Measured 
Cb(D) 2.09 Measures univariate process capability. Process capable if 
Cb(D)≥1.0 
Cp(U,V) 0.0211 A greater Cp(U,V) value, the better the performance of the process. 
µ location 0.2423 This is the size of the middle interval, within the tolerance range, 
in which µ lies. The smaller this value, the more the process cluster 
around the target. 
Cpp 0.218 Incapability Cpp index is best at values close to zero. 𝐶𝑝𝑝 = 𝐶𝑖𝑎 + 𝐶𝑖𝑝 
Cia% 0 Percentage of Cpp caused by Impression. 
Cip% 100 Percentage of Cpp caused by Inaccuracy. 
MSE 2.49 MSE must be as close to zero as is possible for a good performing 
process. 
MS% 97 Percentage of MSE caused by variance within subgroups. 
ML% 3 Percentage of MSE caused by variance between subgroups. 
MB% 0 Percentage of MSE caused by the loss function, that is, the 
(𝑇 − 𝜇)2component. 
Pp 2.13 Process potential capability is good when Pp≥1.0. 
Spk 2.13 Spk≥1.0 for a capable process and acceptable yield. 
Yield(%) 100 Yield≥0.9973 is acceptable. 
 
Level 1: Is the process capable? The probability of 𝐹0 falling within the tolerance range is 
0.9998; therefore, 𝐶𝑏(𝐷) = 2.09 which is much greater than 𝐶0(𝐷) =  1.0. This means that 
the process is capable and classified as ‘Super’ and so should continue producing products.  
Level 2: Is the process on target? From Vannman (1995), v=4 and u=4 implying much greater 
sensitivity to any departure of µ from T. 𝐶𝑝(4,4) = 0.211 and the process mean µ is located 
within the middle 0.2423 of the tolerance region. The value of 𝐶𝑝𝑝 = 𝐶𝑖𝑎 + 𝐶𝑖𝑝 = 0.00017 +
0.218 = 0.21817, showing that 99.89% of the variation is caused by a combination of within 
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sub-group and between sub-group variations. The remaining percentage, 0.10%, is a result of 
the process mean’s deviation from the target.  
Level 3: Are there any variations in the process? MSE = MS + ML + MB = 2.415 + 0.0747 + 
0.0064 = 2.49. This implies that 97% of the variation is attributed to within sub-group 
variation, 3% to between sub-group variation and 0.0% to a bias. The bias represents 
Taguchi’s quadratic lost function (QLF) or the cost of being off-target. The value of 𝑆𝑝𝑘 = 
2.13; therefore, the process yield is much greater than 99.998%. The process potential is 
represented by 𝑃𝑝 = 2.132 and the performance is classified as ‘Super’. 
Level 4: What are the process improvement goals? In general, these are set as follows: The 
initial goal is the lowest value of MSE amongst subgroups and the long-term goal is the sum 
of the minimums of short-term and long-term variation and the bias amongst the subgroups. 
Therefore, in terms of quality improvement, an initial goal to strive for in this process would 
be MSE = 1.4757 + 0.3123 + 0.0247 = 1.813 and a long-term goal of MSE = 0.941 + 0.3123 
+ 0.0011 = 1.254. This shows that the initial goal is not very far from the long-term quality 
improvement goal. 
 
Figure 12.  Plot of Free-air Resonance (𝐹0 ) data for 3-inch drivers. 
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The plot in Figure 12 confirms that the process was within the tolerance range (i.e. capable) 
and that it was clustered around the target. However, there was significant short-term 
variation or natural spread. This would first need to be addressed by the practitioner and is all 
the information that can be deduced from the graph. In real life processes, where millions of 
products are made, it would be difficult to observe and monitor process performance using 
graphs. Applying the proposed procedure would give the practitioner more information than 
the graph could provide. The Level 1 results show that the process was capable (𝐶𝑏(𝐷) =
2.09) whilst Level 2 shows that the process mean was located very close to the target and 
produced very little variation. It also demonstrates that the variations in the process were 
mainly due to short-term than long-term variations (𝐶𝑖𝑎/𝐶𝑝𝑝 = 0.1% ). Level 3 also shows 
that there was significant natural spread, but that the process was still capable (𝐶𝑖𝑝/𝐶𝑝𝑝 =
99.89% ). The potential and yield of this process were reasonable, with 0.0064% non-
conformities, and the loss function minimal. Level 4 shows that the initial goal of capability 
improvement would be achieved by reducing the natural spread more than by process 
centring and this is also evident from the graph in Figure 12. Thereafter, it became a 
continuous process improvement cycle. 
 2.8.2 Simulation Study to assess the robustness of the proposed hybrid 
At this stage, the robustness of the proposed hybrid was tested, in the sense of how 
effectively and fully it could measure process performance, using the 3-inch driver 
manufacturing example. Eight different scenarios were created by generating eight sets of 
data, each with 600 samples of sample size = 1, using normal distribution.  
Scenario A: Original state of the process before interventions. µ = 79.92 and 𝜎2 = 2.589 
Scenario B: Increase variance by 100% to 𝜎2 = 5.178 and µ = 79.92. Process deteriorates. 
Scenario C: Reduce variance by 50% to 𝜎2 = 1.2945 and µ = 79.92. Process improves. 
Scenario D: Shift µ to µ = 80 = T and 𝜎2 = 2.589. 
Scenario E: Shift µ away from T to µ = 90 = USL and 𝜎2 = 2.589. Process deteriorates. 
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Scenario F: Shift µ to 85 (just below the USL) and 𝜎2 = 2.589. Process deteriorates. 
Scenario G: Shift µ to 95 (just above the USL) and 𝜎2 = 2.589. Process deteriorates. 
Scenario H: Shift µ to µ = 80 = T and reduce variance by 50% to 𝜎2 = 1.2945. The process 
improved. 
Table 6.  Results of the simulation study of the manufacturing of 3-inch drivers. 
PCIs A B C D E F G H 
Cb(D) 2.09 1.43 2.50 2.16 -0.02 1.01 -1.01 2.49 
Cp(u,v) 0.0211 0.0203 0.0202 0.0219 -0.0644 0.002 -0.1059 0.0221 
location of µ 0.206 0.205 0.206 0.215 - 0.500 - 0.201 
Cpp 0.218 0.455 0.123 0.215 9.385 2.530 20.385 0.156 
Cia% 0 0 1 0 98 90 99 0 
Cip% 100 100 99 100 2 10 1 100 
MSE 2.49 5.14 1.38 2.43 104.12 28.09 226.09 1.77 
MS% 97 98 97.7 99 2.3 9 1 98 
ML% 3 2 1.3 1 0.0 0 0 2 
MB% 0 0 1.0 0 97.7 90 99 0 
Pp 2.13 1.48 2.54 2.15 2.16 2.14 2.14 2.54 
Spk 2.13 1.48 2.53 2.18 0.21 1.08 0.00 2.56 
Yield 100 100 100 100 48 100 0 100 
 
 2.8.3 Discussion of the simulation scenario results 
The following are the detailed discussions of different scenarios used to assess the robustness 
of the proposed hybrid.  
Scenario A: Original state of the process before interventions. µ = 79.92 and 𝜎2 = 2.589. 
The results presented in Table 6 (Column A) represent the original state of the process 
discussed in Section 2.8.1 and are useful for comparison with other scenarios. 
Scenario B: Increase variance by 100% to 𝜎2 = 5.178 and µ = 79.92. This increase in 
variance would be picked up by the following indices Cb(D), MSE, MS%, ML%, Cpp, Cip%, Pp 
and Spk. The process remained capable, though there was a decrease in the value of Cb(D) 
from 2.09 to 1.43. MSE increased by 100%, where MS% = 98% (short-term variation) and 
ML% =2% (long-term variation). The value of the incapability index Cpp increased from 0.218 
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to 0.455 of which 100% was due to process inaccuracy (Cip%). Both Pp and Spk decreased 
from 2.13 to 1.48 and both the potential and yield remained acceptable. 
Scenario C: Reduce variance by 50% to 𝜎2 = 1.2945 and µ = 79.92. The process improved. 
This decrease in variance would also be picked up by the same indices Cb(D), MSE, MS%, 
ML%, Cpp, Cip%, Pp and Spk. The process capability increased as the value of Cb(D) increased 
from 2.09 to 2.50. MSE decreased by 50%, of which MS% = 97.7% (short-term variation) and 
ML% =1.3% (long-term variation). The value of the incapability index Cpp decreased from 
0.218 to 0.123 of which 99% was due to process inaccuracy (Cip%). Both Pp and Spk increased 
from 2.13 to 2.5 and both the potential and yield remained acceptable. 
Scenario D: Shift µ to µ = 80 = T and 𝜎2 = 2.589. The process was improved by shifting 
the process mean to coincide with the set target, though the shift was fairly minimal. This 
shift in process mean would be picked up by the following indices: Cb(D), MSE, MB%, 
Cp(u,v), Cpp, Cia% and Spk. The process capability increased as the value of Cb(D) increased 
from 2.09 to 2.16. The process mean was still located in the middle 21% of the tolerance 
range since the shift in process mean was very small. MSE decreased from 2.49 to 2.43, of 
which MB% = 0% (the bias) and MS% =99% (short-term variation). The process was fairly 
stable, as evidenced by very low long-term variation. The value of the incapability index Cpp 
decreased from 0.218 to 0.215 of which 99% was due to process inaccuracy (Cia%). Spk 
slightly increased from 2.13 to 2.18 and the yield remained acceptable. The process potential 
remained at 2.15. 
Scenario E: Shift µ away from T to µ = 90 = USL and 𝜎2 = 2.589. The process deteriorated 
by shifting the process mean to coincide with the USL. This shift in process mean would be 
picked up by the indices Cb(D), MSE, MB%, Cp(u,v), Cpp, Cia% and Spk. The process capability 
decreased as the value of Cb(D) decreased from 2.09 to below 0; therefore, the process was 
not capable. The process mean was still located on or outside the boundary of the tolerance 
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range. MSE increased from 2.49 to 104.12, of which MB% = 97.7% (the bias) and MS% =2% 
(short-term variation). The process was quite stable, as evidenced by very low long-term 
variation. The value of the incapability index Cpp also increased from 0.218 to 9.385 of which 
99% was due to process imprecision (Cip%). Spk decreased from 2.13 to 0.21 and the yield was 
unacceptable at 48%. The process potential remained at 2.16 because it was not affected by 
any change in the process mean. 
Scenario F: Shift µ away from T to µ = 85 (just below the USL) and 𝜎2 = 2.589. The 
process deteriorated by shifting the process mean to µ = 85. This shift in process mean would 
be picked up by the indices Cb(D), MSE, MB%, Cp(u,v), Cpp, Cia% and Spk. The process 
capability decreased as the value of Cb(D) decreased from 2.09 to 1.01; therefore, the process 
was capable. The process mean was located within the middle 50% of the tolerance range. 
MSE increased from 2.49 to 28.09, of which MB% = 90% (Bias) and MS% =9% (short-term 
variation). The process was reasonably stable, as evidenced by very low long-term variation. 
The value of the incapability index Cpp also increased from 0.218 to 2.530 of which 90% was 
due to process imprecision (Cip%) and 10% was inaccuracy (Cia%). Spk decreased from 2.13 to 
1.08 and the yield remained acceptable. The process potential remained at 2.14 because it 
was not affected by any change in the process mean. 
Scenario G: Shift µ to 95 (just above the USL) and 𝜎2 = 2.589. The process deteriorated. 
This shift in process mean would be picked up by the indices Cb(D), MSE, MB%, Cp(u,v), Cpp, 
Cia% and Spk). The process capability decreased as the value of Cb(D) decreased from 2.09 to -
1.01; therefore, the was not capable. The process mean was located outside the tolerance 
range. MSE increased from 2.49 to 226.09, of which MB% = 99% (the bias) and MS% =1% 
(short-term variation). The process was fairly stable, as evidenced by very low long-term 
variation. The value of the incapability index Cpp also increased from 0.218 to 20.385 of 
which 99% was due to process imprecision (Cip%) and 1% was inaccuracy (Cia%). Spk 
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increased from 2.13 to 0 and the yield was 0% (unacceptable). The process potential 
remained at 2.14 because it was not affected by any change in the process mean. 
Scenario H: Shift µ to µ = 80 = T and reduce the variance by 50% to 𝜎2 = 1.2945. The 
process improved by both a shift in the process mean toward the target and a 50% reduction 
in the variance. This improvement would be reflected in all the indices (Cb(D), MSE, Cp(u,v), 
Cpp, Pp and Spk. The process capability increased as the value of Cb(D) increased from 2.09 to 
2.49; therefore, the process was more capable. The process mean was located in the middle 
20% of the tolerance range. MSE decreased from 2.49 to 1.77, of which ML% = 2% (the bias) 
and MS% = 98% (short-term variation). The process was reasonably on target, as evidenced by 
the very low bias. The value of the incapability index Cpp also increased from 0.218 to 0.156 
of which 100% was due to process imprecision (Cip%). Spk increased from 2.13 to 2.56 and the 
yield was 100% (acceptable). The process potential also improved from 2.13 to 2.52. Figure 
13 displays the above results.  
 
Figure 13.  Simulation study for manufacturing of 3-inch drivers. 
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The results of using the set of selected indices on actual data prove that vital information can 
be derived from an optimal set of PCIs with the proposed hybrid. From the example, it can be 
seen that the process was capable and reasonably stable based on the selected set of indices. 
There is little deviation from the target, as measured through the location of µ from the 
middle of the tolerance range. There is fairly significant short-term relative to long-term 
variation, though the process was still capable. Details about the process yield and potential 
were also given to the practitioner together with the set goals for process improvement. This 
information is essential in statistical process control and continuous quality improvement.  
2.9  Example 2 – A full process performance analysis with interventions 
To further demonstrate the proposed procedure, data from a rubber-edge production line was 
obtained from Pearn and Chen (1997). For this type of rubber edge, the production 
specification limits LSL and USL were set at 8.46g and 8.94g, respectively. The target was 
the mid-point between the two specification limits, which was 8.70. A sample of 80 data were 
collected from the factory. 
The results of applying the proposed procedure are provided in Table 7. 
Level 1: Is the process capable? The value of 𝐶𝑏(𝐷) = 1.02, which was greater than 𝐶0(𝐷) =
1.0. This means that the process was capable and should continue producing parts.  
Level 2: Is the process on target? From Vannman (1995), v=4 and u=4, will mean greater 
sensitivity to any departure of µ from T. 𝐶𝑝(4,4) = 0.01 and the process mean µ was located 
within the middle 
1
4
 of the tolerance region. 𝐶𝑝𝑝 = 𝐶𝑖𝑎 + 𝐶𝑖𝑝 = 0.926 + 0.4274 = 1.349, 
which showed that 33% of the variation was caused by impression and 67% a result of 
inaccuracy.  
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Table 7: Results of applying the proposed hybrid on Example 2 data. 
PCIs Values Quality Attributes Measured 
Cb(D) 1.02 Measures univariate process capability. Process capable if 
Cb(D)≥1.0 
Cp(U,V) 0.001 A greater Cp(U,V) value, the better the performance of the process. 
µ location 0.250 This is the size of the middle interval, within the tolerance range, 
in which µ lies. The smaller this value, the more the process cluster 
around the target. 
Cpp 1.349 Incapability Cpp index is best at values close to zero and 𝐶𝑝𝑝 = 𝐶𝑖𝑎 +
𝐶𝑖𝑝 
Cia% 67 Percentage of Cpp caused by Impression. 
Cip% 33 Percentage of Cpp caused by Inaccuracy. 
MSE 0.0076 MSE must be as close to zero as is possible for a good performing 
process. MSE = MS + ML + MB. 
MS% 32 Percentage of MSE caused by variance within subgroups. 
ML% 1 Percentage of MSE caused by variance between subgroups. 
MB% 67 Percentage of MSE caused by the loss function, that is, the 
(𝑇 − 𝜇)2component. 
Pp 1.50 Process potential capability is good when Pp ≥ 1.0. 
Spk 1.09 Spk≥1.0 for a capable process and acceptable yield. 
Yield(%) 99.8933 Yield≥0.9973 is acceptable. 
 
Level 3: Are there any variations in the process? MSE = MS + ML + MB = 0.001486 + 
0.0001888 + 0.0059 = 0.0076. This implies that 32% of the variation was attributed to within 
sub-group variation, 1% to between sub-group variation and 67% to bias. The bias 
represented the QLF or the cost of being off-target. A value of 𝑆𝑝𝑘 = 1.09 produced a process 
yield greater than 99.73%, which demonstrated that less than approximately 0.0064% of parts 
produced lay outside the specification limits, meaning the yield was acceptable. The process 
potential was given by 𝑃𝑝 = 1.50 which, according to classifications by Lee, Hung, Pearm, 
and T.L. (2002) and Hsu et al. (2007), was ‘Excellent’. 
49 
 
Level 4: What are the process improvement goals? With regards to quality improvement, an 
initial goal to strive for in this process would be a short-term goal of MSE = 0.0072 and a 
long-term goal of MSE = 0.0068.  
 
 
Figure 14. A plot of rubber edge weight 
The plot in Figure 14 shows that the process was within the tolerance range; hence it was 
capable. However, there was significant departure from the target towards the LSL. This 
would be the first area to be addressed by the practitioner and was mostly all the information 
that could be derived from this graph. With modern high-speed computer-aided 
manufacturing systems, where many quality characteristics need to be monitored, graphical 
monitoring alone is inadequate. Applying the proposed hybrid would provide the same 
information as the graph and more. The Level 1 results shows that the process was capable. 
Level 2 shows that the process mean was located far from the target with very small long-
term variation, indicating that the process was statistically stable. The loss function was 
reasonably significant because of the departure from the target. Level 3 also shows that there 
was a small degree of natural spread and the potential of this process was fairly acceptable, 
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with 0.0064% non-conformities, at most. Meanwhile, Level 4 demonstrates that the initial 
goal set for the practitioner towards capability improvement was to shift the process mean 
towards the target first before reducing the natural spread. This can also be observed from the 
plot in Figure 14.  
 2.9.1 Proposed hybrid: Full Quality Improvement Cycle with Interventions 
Next, the author simulated the existing process and added three more intervention scenarios 
to assess the robustness of the proposed hybrid in terms of process performance. Four sets of 
data were generated to represent each of the scenarios, and each set had 600 samples of 
sample size =1 using normal distribution. The specifications were to remain the same; that is, 
LSL, T, and USL would be equal to 8.46, 8.70 and 8.94, respectively. The plot of this data is 
shown in Figure 15. 
 
Stage A: The current performance of the process (µ = 8.62; 𝜎 = 0.0525) 
Stage B: The process was improved by shifting the process mean to the target (µ = T = 8.7; 𝜎 
= 0.0525) 
Stage C: The process was further improved by reducing the current variability by 50% and at 
the new process mean: (µ = T = 8.7; 𝜎 = 0.02625) 
Stage D: The process was further improved by reducing the current variability by a further 
50% and adopting the new process mean: (µ = T = 8.7; 𝜎 = 0.0131) 
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Figure 15: Simulation study of process improvement activities. 
Table 8: Results of process improvement using the proposed hybrid 
PCIs A B C D 
Cb(D) 1.02 1.49 2.19 2.41 
Cp(u,v) 0.001 0.193 0.22 0.24 
location of µ 0.241 0.161 0.150 0.144 
Cpp 1.349 0.417 0.103 0.025 
Cia% 67 0 0 0 
Cip% 33 100 100 100 
MSE 0.008 0.007 0.006 0.006 
MS% 32 97 97.1 98 
ML% 1 3 2.8 2 
MB% 67 0 0.1 0 
Pp 1.50 1.54 2.23 2.44 
Spk 1.09 1.54 2.23 2.44 
Yield 99.8933 99.9996 100.0000 100.0000 
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2.9.2 Discussion of the results of deploying the proposed hybrid  
 
Stage A: The current performance of the process (µ = 8.62; 𝜎 = 0.0525) 
The results of Stage A represented the original state of the process, as discussed in the 
preceding section, and would be useful for comparison with the other stages of process 
improvement (Table 8). 
Stage B: The process was improved by shifting the process mean to the target (µ = 8.7; 𝜎 = 
0.0525). Interventions were made to Stage A and the process mean coincided with the target 
value, T. As presented in Table 8, the process was capable, and Cb(D) improved from 1.02 to 
1.49, making it an ‘Excellent’ process. The location of the process mean improved by a 
reduction in the tolerance range from the middle 24% to 16%, bringing it very close to the set 
target. The process incapability Cpp decreased from 1.349 to 0.417 of which almost 100% 
was due to inaccuracy. MSE = 0.01 of which 97% was caused by of short-term variation, 3% 
by long-term variation and the loss function was almost 0%. The process potential, Pp, 
improved slightly from 1.50 to 1.54 because no change was made to the process variance. 
The yield index, Spk, improved from 1.09 to 1.54 as the process mean was at the centre of the 
tolerance range and the yield subsequently improved from 99.8933% to 99.9996%. The 
short-term-goal of MSE = 0.0070 and the long-term goal of MSE = 0.0066.  
Stage C: The process in Stage B was further improved by reducing the existing variability by 
50% and the process mean coincided with the target value, T. As presented in Table 8 
(Column C), the process was capable and Cb(D) improved from 1.49 to 2.19, classifying it as 
‘Super’. The location of the process mean fell within the middle 15% of the tolerance range. 
The process incapability, Cpp, decreased from 0.417 to 0.103 of which almost all variability 
was due to inaccuracy. MSE was almost 0; however, 97.1% of the variation was caused by 
short-term and 2.9% from long-term variation. The loss function was almost 0.1%. The 
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process potential, Pp, improved from 1.54 to 2.23 because no change was made to the process 
variance. The yield index, Spk, improved from 1.54 to 2.23 as the process mean was at the 
centre of the tolerance range and the yield subsequently improved from 99.9996% to almost 
100%. Process improvement goals were: short-term – MSE = 0.0067 and long-term – MSE = 
0.006.  
Stage D: The process at Stage C was further improved by reducing the existing variability by 
50% and the process mean coincided with the target value, T. The results shown in Table 8 
(Column D), show that the process was capable. The value of Cb(D) improved from 2.19 to 
2.41 and was classified as ‘Super’. The location of the process mean was within the middle 
14% of the tolerance range. The process incapability, Cpp, further decreased from 0.103 to 
0.025 of which almost all variability was due to inaccuracy. MSE was almost 0; however, 
98% of the variation was caused by short-term and 2% by long-term variation. The loss 
function was almost 0%. The process potential, Pp, has improved from 2.23 to 2.44 because 
there was no change made to the process variance. The yield index, Spk, improved from 2.23 
to 2.44 as the process mean was at the centre of the tolerance range and subsequently the 
yield was almost 100%. The process improvement goals were: short-term – MSE = 0.006 and 
long-term – MSE = 0.005.  
 
2.10 Summary 
In this chapter, the advantages of several commonly used PCIs in assessing different aspects 
of process performance have been highlighted. A hybrid was developed that complemented 
the strengths of the individual PCIs and provided a set containing the smallest number of 
PCIs that would give the practitioner sufficient detailed information on shifts in mean or 
variance, the location of the mean, the yield and potential capability. The efficacy of the 
proposed hybrid was demonstrated using both real manufacturing and simulated data. 
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Different scenarios were generated through simulation to test the robustness of the proposed 
hybrid. It was demonstrated that no single PCI would be capably of fully assessing and 
measuring the performance of a univariate process. It was also shown that the optimal set of 
indices selected by the proposed hybrid could provide precise information on shifts in mean 
or variance, the location of the mean, the yield and potential capability. The implementation 
of the hybrid provided a guideline on which tasks to prioritise to improve process capability. 
This chapter also considered univariate processes following normal distribution and with 
symmetric tolerances; however, in practice, there are univariate processes that follow normal 
distribution but have asymmetric tolerances. This category of univariate normal processes 
with asymmetric tolerances will be discussed in the next chapter. 
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CHAPTER 3 
 
A Detailed Process Capability Assessment for 
Univariate Processes with Asymmetric Tolerances 
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3.1  Introduction 
This chapter will explore univariate processes following normal distribution and with 
asymmetric tolerances. Algorithm 1, which complemented the strengths of the commonly 
used individual process capability indices, was extended to select an optimal set of indices 
capable of fully measuring the performance of processes with asymmetric tolerances. 
Consequently, several commonly used PCIs were investigated in terms of their advantages in 
assessing different aspects of process performance. A hybrid was developed, based on these 
individual strengths, to select a set containing the smallest number of PCIs that would give 
the practitioner detailed information on shifts in mean or variance, the location of the mean, 
the yield and potential capability. Seven different scenarios were generated through 
simulation to assess the robustness of the proposed hybrid. It was shown that the optimal set 
of indices, selected by the proposed hybrid, could provide precise information on the shift in 
mean or variance, the location of mean, yield and potential capability of univariate normal 
processes with asymmetric tolerances. The implementation of the proposed hybrid provided 
the practitioner with the necessary information to prioritise those tasks necessary for 
improving process capability. The investigation of PCIs applicable to processes with 
asymmetric tolerances is outlined in the next section. 
3.2  Process Capability Indices for Asymmetric Tolerances 
A review was subsequently carried out on commonly used PCIs with asymmetric tolerances 
and their attributes will be highlighted here. Most PCIs for processes with asymmetric 
tolerances are generalisations of those PCIs applicable to processes with symmetric 
tolerances.  
Kane (1986b) introduced the first PCIs, 𝐶𝑝
∗ and 𝐶𝑝𝑘
∗ , which could measure the capability of 
processes with asymmetric tolerances. The 𝐶𝑃
∗ index is defined as: 
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    𝐶𝑝
∗ = 𝑚𝑖𝑛 (
𝑈𝑆𝐿−𝑇
3𝜎
,
𝑇−𝐿𝑆𝐿
3𝜎
)      (24) 
where σ is the process standard deviation. The 𝐶𝑃
∗ index measures short-term variations and 
the process’s potential capability but does not take into consideration possible shifts in the 
process mean, µ, from the set target value, T. The index 𝐶𝑝𝑘
∗  was a generalisation of 𝐶𝑃
∗ and 
was defined by:   
    𝐶𝑝𝑘
∗ = 𝑚𝑖𝑛 (
𝑈𝑆𝐿−µ
3𝜎
,
µ−𝐿𝑆𝐿
3𝜎
)      (25)  
The  𝐶𝑝𝑘
∗  index was the scaled distance between the process mean and the closest 
specification limit. Ratio 𝑘∗ was defined as 𝑘∗ =
2|𝑇−𝜇|
(𝑈𝑆𝐿−𝐿𝑆𝐿)
; that is, 𝑘∗ was the ratio of the 
shift in the process mean with respect to the set target mean, assuming µ to be between the 
specification limits. If 0 ≤ 𝑘∗ ≤ 1, then 
 𝐶𝑝𝑘
∗ = (1 − 𝑘∗)𝐶𝑝
∗       (26) 
Pearn and Chen (1998) proposed the 𝐶𝑝𝑘
′′  as: 
    𝐶𝑝𝑘
′′ =
𝑑∗−𝐴∗
3𝜎
        (27) 
where 𝐴∗=max((d(µ-T)/(USL-T),d(T-µ)/(T-LSL)), d=(USL-LSL)/2 and 𝑑∗ = min (𝑈𝑆𝐿 −
𝑇, 𝑇 − 𝐿𝑆𝐿). The 𝐶𝑝𝑘
′′  index decreased faster when µ shifted from T to a closer specification 
limit than to a further specification limit and 𝐶𝑝𝑘
′′ = 0 when µ = LSL or USL. This was an 
advantage since the index would respond faster to a shift towards ‘the wrong side’ of T rather 
than towards the middle of the specification interval. Pearm and Wu (2013) used the 𝐶𝑝𝑘
′′  
index to establish a formula for calculating parts-per-million non-conformities (PPM) for 
processes with asymmetric tolerances. Rakhmawati et al. (2016) then deployed the 
generalised confidence interval method to assess the process capability for processes with 
asymmetric tolerances by taking into consideration the gauge measurement error on the 𝐶𝑝𝑘
′′  
index. This approach provided a better and more accurate lower confidence interval. 
The 𝐶𝑝𝑚
′′  index was introduced by Chen et al. (1999) and is defined by: 
    𝐶𝑝𝑚
′′ =
𝑑∗
3√𝜎2+𝐴2
       (28) 
where 𝐴 = max (
𝑑(𝜇−𝑇)
𝑈𝑆𝐿−𝑇
,
𝑑(𝑇−𝜇)
𝑇−𝐿𝑆𝐿
). Taguchi (1985b) discussed the cost derived from moving 
away from the target. This cost is measured by a loss function, which is a square error loss; 
that is, (𝑇 − 𝜇)2. Therefore, the 𝐶𝑝𝑚
′′  has a loss function component. The 𝐶𝑝𝑚
′′  index 
decreases faster when µ shifts away from T to a closer specification limit than to a further 
specification limit. It also obtains its maximal value when the process is on target (µ=T). The 
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value of 𝐶𝑝𝑚
′′  is nonnegative when the mean, µ, falls inside the tolerance limits. Chen and 
Pearn (2001) proposed the 𝐶𝑝𝑚𝑘
′′  index to assess the performance of processes with 
asymmetric tolerances. This index considers the shift of µ from the target and calculates a 
departure ratio. The generalisation 𝐶𝑝𝑚𝑘
′′  index is defined as: 
    𝐶𝑝𝑚𝑘
′′ =
𝑑∗−𝐴∗
3√𝜎2+𝐴2
       (29) 
The value of 𝐶𝑝𝑚𝑘
′′ ≥ 0 for processes where µ falls within the specification limits. Chang 
(2009) developed an algorithm that efficiently estimates the lower bound of 𝐶𝑝𝑚𝑘
′′ , which 
represents the minimum process capability. 
The 𝐶𝑎
′′ index was developed by Wu et al. (2010) to measure the ability of the process to 
cluster around the set target and is defined by: 
    𝐶𝑎
′′ = 1 −
𝐴∗
𝑑∗
        (30) 
Boyles (1994b) introduced the 𝑆𝑝𝑘 index which is directly related to yield – see Equations 
(16) and (17). For processes that follow a normal distribution, the index 𝑆𝑝𝑘 has a one-to-one 
relationship with the process yield; that is, %yield = [2Ф(3𝑆𝑝𝑘)-1]*100% or equivalent 
percentage nonconformance (%NC ) = 2[1-Ф(3𝑆𝑝𝑘)]*100%. Chang and Wu (2008) showed 
that 𝐶𝑝𝑚𝑘
′′ ≤ 𝑆𝑝𝑘for all possible values of µ and σ and defined the asymmetric specification 
ratio as 𝑟 =
(𝑇−𝐿𝑆𝐿)
(𝑈𝑆𝐿−𝑇)
, producing a table that lists the 𝐶𝑝𝑚𝑘
′′  value in terms of r. Using this table, 
if a process has the value of 𝐶𝑝𝑚𝑘
′′ = 1.50 with an asymmetric specification ratio r=3/1, then 
the process non-conformities would be at most 3.4 parts-per-million. Vannman (1997) 
introduced the 𝐶𝑝𝑎(𝑢, 𝑣) index, with an asymmetric loss function and fairly sensitive to 
departure from the target. This is defined by: 
𝐶𝑝𝑎(𝑢, 𝑣) =
𝑑−|𝜇−𝑀|−𝑢|𝜇−𝑇|
3√𝜎2+𝑣(𝜇−𝑇)2
       (31) 
where u and v are non-negative parameters. If T<M, u=1 and v=4 then the value of 
𝐶𝑝𝑎(𝑢, 𝑣)= 1 indicates that the process mean µ lies between T-0.093d and T+0.125d. The 
𝐶𝑝𝑎(𝑢, 𝑣) index decreases when µ deviates away from T on either side and rapidly decreases 
even more when µ shifts away from T towards the closest specification limit than when it 
shifts towards the furthest. The 𝐶𝑝𝑎(𝑢, 𝑣) index considers a deviation in µ from both the set 
target and process variability, making it acceptable to modern quality improvement theories. 
Vannman (1997) defined the 𝐶′′𝑝(𝑢, 𝑣) index as follows: 
 𝐶𝑝
′′(𝑢, 𝑣) =
𝑑∗−𝑢𝐴∗
3√𝜎2+𝑣𝐴2
       (33)  
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This 𝐶𝑝
′′(𝑢, 𝑣) index is superior to several existing generalisations by being closely related to 
the actual process and more sensitive to process centring for given values of µ and 𝜎2.This 
index can evaluate the process yield and centring, taking into account asymmetric loss-
function. Shu and Chen (2005) devised exact cumulative distribution functions for the 
accuracy and imprecision of 𝐶𝑝
′′(𝑢, 𝑣) based on small samples of asymmetric tolerances. 
Chatterjee and Chakraborty (2017) generalised the 𝐶𝑝
′′(𝑢, 𝑣) index to the 𝐶𝑀(𝑢, 𝑣) index, 
which covers processes of multiple correlated quality characteristics with asymmetric 
tolerances. 
 Pearn, Lin, et al. (2006) introduced a similar index, 𝐿𝑒
′′, defined by: 
 𝐿𝑒
′′  = (
𝐴
𝑑∗
)
2
+ (
𝜎
𝑑∗
)
2
       (34) 
This index also considers the loss function and the location of the process mean. The 𝐿𝑒
′′ 
index has its maximum value at µ=T. The qualities of 𝐿𝑒
′′ were reviewed (Abdolshar et al. 
2011, Abdolshar et al. 2010) based on its reject base, asymmetry, lower boundedness, loss-
function and target base and a more appropriate loss-based index was thus recommended. 
Abdolshar (2015) used fuzzy numbers to prove that 𝐿𝑒
′′ was ideal for processes with 
asymmetric tolerances. 
Chen (1998) developed an incapability index, defined by: 
 𝐶𝑝𝑝
′′ = (
𝐴
𝐷
)
2
+ (
𝜎
𝐷
)
2
       (35) 
where D=𝑑∗/3. The index can be represented by: 
 𝐶𝑝𝑝
′′ = 𝐶𝑖𝑝
′′ + 𝐶𝑖𝑝
′′        (36) 
where 𝐶𝑖𝑝
′′  = 100% ∗ (
𝐴
𝐷
)2 is the imprecision component and 𝐶𝑖𝑎
′′  = 100% ∗ (
𝜎
𝐷
)2 is the 
inaccuracy component. The 𝐶′′𝑝𝑝 index obtains its minimum value at µ=T, has a 
corresponding loss function, which is also asymmetric with respect to T, and takes into 
consideration the location of the process mean for asymmetric tolerances. The index 𝐶𝑝𝑝
′′ =
𝐶𝑖𝑝
′′  when the process mean coincides with the set target. 
A Bayes index 𝐶𝑏(𝐷) was introduced by Bernardo and Irony (1996b) and has been discussed 
in detail in Chapter 2. The indices 𝐶𝑏(𝐷) and MSE (Battaglia and Maynard 1992a) are also 
applicable to univariate normal processes with asymmetric tolerances since they do not 
depend on T being equal to M. 
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Table 9: Summary of PCI for processes with Asymmetric tolerances 
Author(s) PCI Advantage Disadvantage 
Kane (1986) 
𝐶𝑝
∗ = 𝑚𝑖𝑛 {
𝑈𝑆𝐿 − 𝑇
3𝜎
,
𝑇 − 𝐿𝑆𝐿
3𝜎
} 
Can measure process potential. Cannot measure yield. 
Kane (1986) 
𝐶𝑝𝑘
∗ = 𝑚𝑖𝑛 {
𝑈𝑆𝐿 − µ
3𝜎
,
µ − 𝐿𝑆𝐿
3𝜎
} 
Measure process mean from the 
specification limits. 
Cannot locate process mean with in tolerance 
range. Cannot measure yield or potential. 
Battaglia and 
Meynard (1992) 
𝑀𝑆𝐸 = 𝜎𝑆𝑇
2 + 𝜎𝐿𝑇
2 + (𝜇 − 𝑇)2 
Can measure short-term and long-term 
variance 
Cannot measure yield or potential 
Bernardo and Irony 
(1996) 
𝐶𝑏(𝐷) =
1
3
Ф−1{Pr (𝑦 ∈ 𝐴|𝐷)} 
Measures univariate process capability.  Cannot locate process mean with in tolerance 
range. Cannot measure yield or potential. 
Vannman (1997) 
𝐶𝑝𝑎(𝑢, 𝑣) =
𝑑 − |𝜇 − 𝑀| − 𝑢|𝜇 − 𝑇|
3√𝜎2 + 𝑎(𝜇 − 𝑇)2
 
Very sensitive to departure from the 
target 
Cannot measure yield or potential 
Chen (1998) 
𝐶′′𝑝𝑝 = (
𝐴
𝐷
)
2
+ (
𝜎
𝐷
)
2
 
Give a measure of both imprecision and 
inaccuracy. 
Cannot measure yield or potential 
Pearn and Chen 
(1998) 𝐶𝑝𝑘
′′ =
𝑑∗ − 𝐴∗
3𝜎
 
Measure process capability. It measures 
distance of process mean from the 
specification limits. 
Does not measure process potential, short-term 
or long-term variability 
Chen et al (1999) 
𝐶𝑝𝑚
′′ =
𝑑∗
3√𝜎2 + 𝐴2
 
Measure process mean from the 
specification limits. 
Does not measure process potential, short-term 
or long-term variability 
Pearn et al (1999) 
𝐶𝑝𝑚𝑘
′′ =
𝑑∗ − 𝐴∗
3√𝜎2 + 𝐴2
 
Measures whether process mean lies 
within the tolerance range and its 
location within respect to the midpoint 
between the specification limits.  
Does not measure process potential, short-term 
or long-term variability. 
Chen and Pearn 
(2001) 
𝐶′′𝑝(𝑢, 𝑣) =
𝑑∗ − 𝑢𝐴∗
3√𝜎2 + 𝑣𝐴2
 
Sensitive to the process’ deviation from 
the target. 
Does not measure yield or short-term or long-
term variability 
Pearn et al (2006) 
𝐿′′𝑒 = (
𝐴
𝑑∗
)
2
+ (
𝜎
𝑑∗
)
2
 
Measures both imprecision and 
inaccuracy 
Does not measure process potential location of 
the process mean 
Chang (2009) 
𝑆𝑝𝑘 =
1
3
Ф−1 (
1
2
Ф(
𝑈𝑆𝐿 − 𝜇
𝜎
) +
1
2
Ф(
𝜇 − 𝐿𝑆𝐿
𝜎
)) 
Can measure process yield Cannot measure potential or shift in mean 
Wu et al. (2010) 
𝐶𝑎
′′ = 1 −
𝐴∗
𝑑∗
 
Measure process capability Does not measure process potential, short-term 
or long-term variability 
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3.3  Extension of the Proposed Hybrid to an Asymmetric Tolerance case 
In the next stage, the proposed hybrid was extended to fully measure the performance of 
univariate processes with asymmetric tolerances. As discussed in Chapter 2, the proposed 
hybrid measured univariate process capability with respect to shifts in process mean from the 
target, the process spread with respect to the specification limits, and would set both short- 
and long-term goals should the process performance measurements require improvement.  
The aim was to extend the approach used in Chapter 2 to identify the subset of PCIs capable 
of providing the required information on the quality attributes listed in Table 10, with the 
minimum number of PCIs. In the manufacturing environment, the values of the selected best 
set of indices are used to assess and improve process performance and reduce quality cost. 
The process quality attributes are fully classified, as shown in Table 10: 
 
Table 10: Quality attribute to fully assess process performance 
 
Level 1 Level 2 Level 3 Level 4 
Is the process 
capable? Is the process on Target? 
Is there process 
variation? 
What are capability 
improvement goals? 
*Process capability *Process Centering *Short-term variation *Short-term Goals 
  *Off-target ratio *Long-term variation   
  *Asymmetric ratio *Imprecision   
  
*Location of the process mean, 
µ *Process yield *Long-term Goals 
  
*Sensitivity to departure from 
Target, T *Potential capability   
  *Inaccuracy     
  *Loss Function    
 
As discussed in Section 2.3, a shift in the process mean is dealt with prior to addressing any 
shift in the process variance. The PCIs listed in Table 11 were also developed based on the 
strengths identified in the literature review (Nelson (1992), de Felipe and Benedito (2017)). 
The advantages of individual PCIs were discussed, in detail, under Section 3.2 and Table 11 
lists those commonly used PCIs together with their ability to address the quality attributes 
outlined in Table 10.  
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Table 11: Ranking of PCIs with asymmetric tolerances against cost attributes 
 
 
Algorithm 3 is an extension of Algorithm 2, providing a full performance analysis of 
univariate processes with asymmetric tolerances.  
Algorithm 3: Proposed hybrid for a full process performance analysis (asymmetric 
tolerances) 
Step 1: Use Algorithm 1 to rank PCIs using their individual strengths and produce Table 
11.  
Step 2: Then, based on these strengths, select the optimal set of PCIs that can collectively 
measure all identified quality attributes. In the case of a tie, select the set that 
measure and addresses the business priorities, that is, in terms of monitoring shift 
in mean, variability or yield. 
Step 3: Calculate the values of the PCIs in the optimal set to assess the relevant quality 
attributes. 
Step 4: Using Algorithm 2, carry out a full process performance analysis. 
Step 5: If process performance level is below expectation, set relevant goals and 
implement them. Then go to Step 3, otherwise go to Step 6. 
Step 6: Maintain process performance level.  
Step 7: Stop. 
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1 1 0 0 0 0 0 0 0 1 0 0 0 1 1 0
1 0 1 0 1 0 0 0 0 1 0 0 1 0 1 0
1 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0
1 1 0 0 0 0 0 1 0 1 0 0 0 0 1 0
1 1 0 1 1 1 0 1 0 1 0 0 0 0 1 0
1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0
1 1 0 0 1 1 0 1 0 0 1 0 0 0 1 0
Spk 1 0 0 0 0 1 0 0 0 1 1 0 1 0 0 0
MSE 1 0 0 0 0 0 0 1 1 1 1 0 0 0 1 1
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 1 1 0 1 0 1 0 0 0 0 1 0
1 1 0 0 0 0 1 1 0 1 0 1 0 0 1 0
Cb(D) 1 0 0 1 0 0 1 0 1 1 1 0 1 0 0 1
Level 2 Level 3 Level 4
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3.4  Application of Algorithm 1 to select PCIs with Asymmetric Tolerances 
Algorithm 3 was next deployed to select an optimal set of PCIs for processes with 
asymmetric tolerances and to examine its robustness in fully assessing the performance of 
processes with asymmetric tolerance using real and simulated scenarios.  
  3.4.1 Selection of the Optimal set of PCIs 
The algorithm was used to identify the possible sets of PCIs able to fully assess all aspects of 
process performance. From these sets, the optimal set was chosen and deployed to assess the 
performance of the process using the datasets. 
As per the procedure outlined in Section 2.4: 
Step 1: Produce a summary, as depicted in Table 11. 
Step 2: In Level 1, according to Table 11, there are several options, such as 𝐶𝑏(𝐷),𝐶
′′
𝑝(𝑢, 𝑣) 
and 𝐶𝑝𝑎(𝑢, 𝑣). The index 𝐶𝑏(𝐷) was selected since it had more attributes represented by a ‘1’ 
than other PCIs. 
Step 3: For Level 2, 𝐶𝑏(𝐷) is the priority index. Based on Table 11, the 𝐶𝑝𝑚𝑘
′′  index was 
chosen because it had the highest number of attributes represented by a 1. The 𝐶𝑝𝑘
∗  index 
would cover the off-target ratio and the 𝐶"𝑝𝑝 would measure the inaccuracy. The MSE index 
represented the loss function attribute in Level 2.  
Step 4: Five priority indices ( 𝐶𝑏(𝐷) , 𝐶𝑝𝑚𝑘
′′ , 𝐶"𝑝𝑝 , 𝐶𝑝𝑘
∗  , MSE) were chosen up to Stage 3. In 
Level 3, most of the attributes had already been represented by the priority indices; now, 
consideration needed to be taken for those remaining attributes. This led to the selection of 
𝑆𝑝𝑘 since it had a direct relationship with the process yield. The process potential was 
represented by 𝐶𝑝
∗ because it incorporated the total process variation.  
Step 5: Six priority indices ( 𝐶𝑏(𝐷), 𝐶𝑝𝑚𝑘
′′ , 𝐶"𝑝𝑝 , 𝐶𝑝𝑘
∗  , MSE, 𝑆𝑝𝑘, 𝐶𝑃
∗) were chosen up to 
Stage 4. The Level 4 attribute could only be covered by the MSE index, which had already 
been chosen. As such, a set of indices had already been obtained that would provide the 
quality practitioner with all the necessary information to fully assess and measure process 
performance. 
Step 6: The results of this procedure are summarised in Table 12, with all attributes 
represented. In summary, the best possible set of indices was: 
(𝐶𝑏(𝐷) , 𝐶𝑝𝑚𝑘
′′ , 𝐶𝑝𝑝
′′  , 𝐶𝑝𝑘
∗ , MSE, 𝐶𝑃
∗ , 𝑆𝑝𝑘) 
A summary of key attributes investigated by each PCI is presented in Figure 16. 
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Figure 16: PCIs and their roles according to the proposed decision-rule. 
 
Table 12: The Optimal set of PCIs for asymmetric tolerances 
 
 
The set of indices chosen above satisfied the research objective of fully assessing process 
performance using the minimum number of PCIs. Each PCI measured different aspects of 
process performance and, hence, complemented one another in giving the quality practitioner 
a comprehensive measure of performance. 
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3.5  Robustness of the proposed hybrid in fully assessing the performances of processes 
with asymmetric tolerances  
For this, real and simulated manufacturing data were applied to a process with asymmetric 
tolerances to assess the robustness of the proposed hybrid in fully measuring process 
performance.  
 3.5.1 Case study 
As an example, the hybrid was deployed using the data provided by a dynamic random-
access memory (DRAM) supplier in a study by Chang (2009). The manufacturer used atomic 
force microscopy to monitor DRAM devices at the shallow trench isolation and trench 
capacitor levels in production. DRAM is one of the most important components of the 
memory module and is the main system memory used in home and office personal 
computers. The recess depth is a critical characteristic and has a significant impact on product 
quality. Specification limits for the recess depth are USL = 36.0nm, LSL = 21.0 nm and T = 
30.0 nm. A sample of 100 observations was analysed and the data followed a normal 
distribution with a process mean of µ=30.152 and a standard deviation of σ=1.105. The 
results are shown in Table 13.  
Table 13: Process capability information provided by the optimal set of PCIs 
PCI Value Attributes 
Cb(D) 1.16 Measures univariate process capability. Process capable if Cb(D) ≥ 1.0. 
MSE 1.27 MSE must be as close to zero as is possible. 
MS% 90.00 Percentage of MSE caused by variance within subgroups. 
ML% 7.19 Percentage of MSE caused by variance between subgroups. 
MB% 2.81 Percentage of MSE caused by the loss function, that is, the (𝑇 − 𝜇)2component. 
𝐶𝑝𝑘
∗  1.70 Process mean is far from the closest specification limit when  𝐶𝑝𝑘
∗ ≥ 1.0. 
K* 0.03 Process mean is on target when K*= 0 and extremely off target when K*= 1.0. 
𝐶𝑝𝑝
′′  0.34 𝐶𝑝𝑝
′′  must be as close to zero as is possible. 
𝐶𝑖𝑝
′′   (%) 4.11 Percentage of 𝐶𝑝𝑝
′′   caused by Impression. 
𝐶𝑖𝑎
′′   (%) 95.89 Percentage of 𝐶𝑝𝑝
′′  caused by Inaccuracy. 
𝐶𝑝𝑚𝑘
′′  1.67 𝐶𝑝𝑚𝑘
′′  ≥ 1.0 for a capable process and shows that the process mean lies between the specification 
limits. 
𝐶𝑝
∗ 1.76 Process potential capability is good when Cp*≥1.0. 
Spk 1.21 Spk ≥ 1.0 for a capable process and acceptable yield. 
Yield 1.00 Yield ≥ 0.9973 is acceptable. 
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Level 1: Is the process mean capable? The process was capable since the probability of 
products falling within the tolerance range was 0.9998; therefore, 𝐶𝑏(𝐷) = 1.16, which was 
greater than 𝐶0(0.9973) =  1.0, where 0.9973 was the threshold process yield. Since 
𝐶𝑏(𝐷) > 1, it was concluded that the process should continue without interventions. 
Level 2: Is the process mean on target? The process was also reasonably stable, as evidenced 
by 𝑀𝐿% = 7%, which is the second component of the MSE index measuring the variance 
among subgroup means. A larger 𝑀𝐿% value would imply instability in the process. The 
value of 𝐶𝑝𝑚𝑘
′′ = 1.67 was greater than 1.0. This confirmed that the process was capable and 
that the process mean, µ, was located between the specification limits. The value of 𝐶𝑝𝑘
∗ =
1.70 was much greater than the threshold value of 1.0 and 𝐾∗ = 0.03, which was very close 
to 0. This showed that the process mean, µ, was located very near to the set target, T. The 
value of 𝐶𝑖𝑝
′′ = 4% which indicated very little variation in the process, was caused by a 
deviation of µ from T. The loss function; that is, the bias component of the MSE index, was 
𝑀𝐵% = 3% which was close to zero. This meant that the cost of shifting the process mean, 
µ, from the target would be quite minimal and the detail would be picked up and quantified 
by the 𝐾∗, 𝐶𝑝𝑘
∗ , 𝐶𝑝𝑚𝑘
′′ , 𝑀𝐿%, 𝑀𝐵% and 𝐶𝑖𝑝
′′  indices. 
Level 3: Is there a shift in the process variance? The value of 𝐶𝑖𝑎
′′ = 96% showed that most of 
the variation in the process was due to the process spread as compared to any shift in the 
process mean from the set target. Although there was spread in the process, the value of 𝐶𝑝
∗ =
1.76 meant that its potential to produce conforming products, when 𝜇 = 𝑇, was quite high. 
The 𝐶𝑝
∗ value was much greater than the threshold value of 1.0. The value of 𝑀𝑠% = 90% 
was fairly significant relative to both long-term variation and process bias. The value of 
𝑆𝑝𝑘 = 1.21 (above 1.0) indicated that the process yield was at least 0.9998. As such, the yield 
was quite reasonable (> 0.9973). The detail of any shift in the process variance would be 
picked up and quantified by the 𝐶𝑝
∗, 𝐶𝑝𝑚𝑘
′′ , 𝑆𝑝𝑘, 𝑀𝑠% and 𝐶𝑖𝑎
′′  indices. 
Level 4: What are the process improvement goals? Goals were set based on the values of 𝜎𝑆𝑇
2  
and (𝑇 − 𝜇)2. The initial goal needed to be to reduce the shift in the target mean, (𝑇 − 𝜇)2, 
from 0.04 to 0.00072. The long-term goal needed to be to reduce the short-term variation, 
𝜎𝑆𝑇
2 , from 1.14 to 0. The MSE index would set both initial and long-term goals for process 
improvement activities.  
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  3.5.2 Simulated Study 
The DRAM manufacturing process in Section 4.2.1 was simulated by taking its normal 
distribution N(µ=30.152, σ=1.105) as the original state. Seven sets of normally distributed 
data, 600 samples each of sample size = 1, were generated to simulate different scenarios. 
The simulated data possessed the following properties: 
A. Data were generated using µ=30.152 and σ=1.105 to represent the original state of the 
process. 
B. The standard deviation remained at σ=1.105 but the process mean decreased by 10% to 
µ=27.137 to create a large (negative) shift from the target value. 
C. The standard deviation remained at σ=1.105 but the process mean increased by 20% to 
µ=36.182 to create a large (positive) shift from the target value. 
D. The process mean remained at µ=30.152 but the standard deviation was reduced by 50% 
to σ=0.552 to improve the process capability by reducing its variability. 
E. The process mean remained at µ=30.152 but the standard deviation was increased by 
100% to σ=0.552 to decrease the process capability by increasing its variability. 
F. The process mean increased by 20% to µ=36.182 to create a large (positive) shift from 
the target value and the standard deviation was increased by 100%. 
G. The process mean shifted from 30.152 to 30 and the standard deviation was reduced by 
50%. 
3.6  Discussion of Results 
This section explores the results obtained from using the proposed hybrid on processes with 
asymmetric tolerance. 
  3.6.1 Case Study Results 
The results presented in Table 13 clearly show that an optimal set of PCIs provided more 
insight into the performance of a process than any single PCI. In addition to the process 
capability measurement, information on the position of the process mean relative to the target 
and/or specification limits, process variability, process yield, potential capability and process 
stability could also be derived from the optimal set of PCIs. This information could then be 
used to set up short- and long-term goals for process improvement. It was demonstrated that 
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the optimal set of indices selected by the proposed hybrid could provide detailed information 
on process performance. The implementation of the hybrid provided the practitioner with the 
necessary information to prioritise those tasks required to improve process capability, thereby 
reducing the quality cost by effectively speeding up process improvement tasks. It was 
confirmed, for example, that 𝐶𝑝
∗ and 𝑆𝑝𝑘 indices were not sensitive to any shift in µ from T as 
there was no significant change in these indices with either a 10% decrease or a 20% increase 
in µ. For a quality practitioner to rely solely on either of these indices would mean critical 
information on the process performance relative to the target would be overlooked. The 
asymmetric ratio 𝑘∗ was able to detect both the 10% decrease and 20% increase in µ but did 
not alter significantly with a 50% decrease or a 100% increase in σ, which meant it was not 
sensitive to any shift in σ.  
  3.6.2 Simulation Results 
The process performance was fully assessed for the seven scenarios using the proposed 
hybrid with the set of seven indices, as listed in Table 13: ( 𝒃(𝑫) ,     
′′ ,  "   ,    
∗ , MSE, 
 𝑷
∗  ,    ). Table 14 provides the numerical values of the PCIs for the simulated data sets.  
 
Figure 17: Simulation plot of the seven different scenarios. 
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Table 14: Simulation study results 
  
Original 
State 
Mean -
10% 
Mean 
+20% 
Var -
50% 
Var 
+100% 
Var +100%/ 
Mean+20% 
Var -50%/ 
Mean=30 
PCI A B C D E F G 
Cb(D) 1.16 1.04 0.03 1.21 1.02 0.01 1.43 
MSE 1.27 9.22 39.47 0.63 11.31 43.25 0.56 
MS% 90 12 3 87 87 64 71 
ML% 7 1 0 10 9 15 15 
MB% 3 87 97 3 4 21 14 
Cpk* 1.70 1.86 -0.06 3.56 0.95 -0.27 4.02 
K* 0.03 0.38 0.82 0.02 0.04 0.82 0.01 
C"pp 0.34 1.69 15.25 0.08 1.04 19.29 0.03 
Cip'' Impression (%) 4 82 98 9 3 54 30 
Cia'' Inaccuracy (%) 96 18 2 91 97 46 70 
Cpmk'' 1.67 0.53 -0.01 3.39 0.93 -0.31 4.11 
Cp* 1.76 1.81 1.84 3.64 1.00 0.78 3.92 
Spk 1.21 1.21 0.227 1.45 1.00 0.20 1.68 
Yield 0.9998 0.9998 0.5034 0.9998 0.9998 0.4511 0.9999 
 
The seven data sets, together with the specification limits, are presented in Figure 17. 
Set A: The original state 
This was the original state of the DRAM manufacturing process and would subsequently be 
used for comparison purposes, as illustrated in Figure 17. This state resembled that of the 
process described in Section 4.2.1; therefore, the results were the same as those discussed in 
that section. 
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Set B: The process mean, µ, was reduced by 10% 
It was expected that the indices 𝑀𝑆𝐸, 𝐾∗, 𝐶𝑝𝑘
∗ , 𝐶𝑝𝑚𝑘
′′  and 𝐶𝑖𝑝
′′  would pick up and quantify this 
shift. After a 10% shift in µ, the process remained capable since all products were within the 
specification limits, as shown in Figure 17, and Cb(D) = 1.04. 
 Level 2: The value of 𝑀𝐵% increased from 3% to 87%, which was a significant loss in 
function; that is, the cost of µ deviating from the set target T. The value 𝐾∗ = 0.38 also 
indicated a significant shift in the process mean from the target. A high imprecision value of 
𝐶𝑖𝑝
′′ = 82% meant that the variation in the process was mainly caused by a shift in the process 
mean, µ, from the set target T. The inaccuracy value 𝐶𝑖𝑎
′′  contributed 18% to the total process 
variation.  
Level 3: The value of those PCIs based on process variance remained relatively unchanged. 
Level 4: The goals changed. The initial goal was to reduce the bias – i.e. the loss function, 
(𝑇 − 𝜇)2, from 8.0185 to 0 whilst the long-term goal was to reduce the short-term variation, 
𝜎𝑆𝑇
2 , from 1.111 to 0.  
Set C: The process mean, µ, was increased by 20% 
The complete details of this 20% shift in process mean were detected and quantified by the 
indices 𝐶𝑏(𝐷), 𝑀𝑆𝐸, 𝐾
∗, 𝐶𝑝𝑘
∗ , 𝐶𝑝𝑚𝑘
′′  and 𝐶𝑖𝑝
′′ .  
Level 1: The value 𝐶𝑏(𝐷) =  0.03 was far below the threshold of 𝐶0(0.9973) =  1.0, which 
implied that the process was not capable and intervention would be required. Level 2: The 
value of 𝐶𝑝𝑚𝑘
′′ = −0.01 was negative, implying that µ lay just outside the specification limits. 
The value of 𝐶𝑝𝑘
∗ = −0.06 was less than 1.0, indicating that the process mean was 
dramatically off-target. The value of 𝐶𝑖𝑝
′′ = 98% demonstrated that most of the variation was 
due to deviation from the target and only 2% (𝐶𝑖𝑎
′′ = 2%) was from the process spread. The 
value 𝐾∗ = 0.82 was very close to 1.0 which showed a significant deviation in µ from T. The 
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loss function, 𝑀𝐵% , showed an increase from 3% to 97%, which meant a corresponding 
increase in the cost of µ deviating from T. Level 3: The yield dropped to 0.5034; however, 
the potential remained high (𝐶𝑝
∗ = 1.84) because it was independent from the process mean 
and target. The goals also changed with this shift in the process mean – 𝐶𝑝𝑚𝑘
′′  indicated that 
this now lay outside the specification limits. Level 4: The initial goal was to reduce the bias; 
that is, the loss function, 𝑀𝐵% , from 97% to 0 whilst the long-term goal was to reduce the 
short-term variation, 𝜎𝑆𝑇
2 , from 1.178 to 0. 
Set D: The process standard deviation,  , was reduced by 50% 
It was expected that the details of the shift in process variance would be picked up and 
quantified by the indices 𝐶𝑝
∗, 𝐶𝑝𝑚𝑘
′′ , 𝑆𝑝𝑘, MSE, and 𝐶𝑖𝑎
′′ .  
Level 1: The process was capable (𝐶𝑏(𝐷) =  1.21). 
Level 2: The PCIs remained unchanged, proving that the process was stable, as evidenced by 
the value of 𝑀𝐿% = 10%. The MSE index improved by 50% from 1.27 to 0.63. The value of 
𝑀𝐵% = 3% meant that there was very little deviation from the target. The value of 𝐶𝑖𝑝
′′ =
91% indicated that most of the variation was due to the deviation in µ from the target, though 
this was very small (𝐾∗ = 0.02 which was very close to 0). Level 3: The process potential 
increased by more than 100%, as indicated by the value of 𝐶𝑝
∗ = 3.64. The value of 𝑆𝑝𝑘 
increased from 1.16 to 1.45 as the process variance improved by 50%. Level 4: The initial 
goal was to reduce the bias, (𝑇 − 𝜇)2, from 0.2 to 0 whilst the long-term goal was to reduce 
the short-term variation, 𝜎𝑆𝑇
2 , from 0.55 to 0. 
Set E: The process standard deviation,  , was increased by 100% 
The details of the shift in process variance were detected and quantified by the 𝐶𝑝
∗, 𝐶𝑝𝑚𝑘
′′ , 
𝑆𝑝𝑘,MSE and 𝐶𝑖𝑎
′′  indices.  
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Level 1: The process was capable with 𝐶𝑏(𝐷) =  1.02. Level 2: The values of the PCIs 
decreased (e.g. 𝐶𝑏(𝐷) from 1.16 to 1.02). The value of 𝑀𝐿% was just 9% and the process 
mean was close to the target because 𝐾∗ = 0.04, which is very close to 0. Level 3: The PCIs 
that were sensitive to any shift in the process variance decreased significantly. This was 
evidenced by a decrease in the value of 𝐶𝑝
∗ from 1.76 to 1.0; i.e. almost a 45% decrease in the 
potential capability from the original state. A 100% increase in variance meant an almost 
100% increase in the MSE index from 1.27 to 11.31. The value of 𝐶𝑖𝑎
′′ = 97%, meaning most 
of the variation was due to process spread than a deviation from the target. The value of 
𝐶𝑝𝑝
′′ = 1.04 increased by 200% from the original state. The value of 𝑆𝑝𝑘 decreased from 1.16 
to 1.0 as a 100% increase in the variance led to a decrease in the yield. Level 4: The initial 
goal was to reduce the bias or loss function, (𝑇 − 𝜇)2, from 0.09 to 0 whilst the long-term 
goal was to reduce the short-term variation, 𝜎𝑆𝑇
2 , from 2.01 to 0. 
Set F: The standard deviation, 𝛔, was increased by 100% and the process mean, µ, 
shifted from 30.152 to 36 
The details of the shift in process variance were picked up and quantified by the 𝐶𝑝
∗, 𝐶𝑝𝑚𝑘
′′ , 
𝑆𝑝𝑘, MSE and 𝐶𝑖𝑎
′′  indices.  
Level 1: The values of the PCIs decreased (e.g. 𝐶𝑏(𝐷) from 1.16 to 0.01); therefore, the 
process was not capable. Level 2: The value of MSE increased from 1.27 to 43.25 and the 
process mean shifted away from the target because 𝐾∗ = 0.82, which was very far from 0. 
Level 3: The PCIs that were sensitive to any shift in the process variance decreased 
significantly. This was evidenced by a decrease in the value of 𝐶𝑝
∗ from 1.76 to 0.78. The 
value of 𝐶𝑝𝑝
′′  increased from 0.34 to 19.29. The value of 𝑆𝑝𝑘 decreased from 1.16 to 0.20 as a 
100% increase in the variance led to a decrease in the yield from 0.9998 to 0.4511. Level 4: 
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The initial goal was to reduce the bias or the loss function, (𝑇 − 𝜇)2, from 0.09 to 0 whilst 
the long-term goal was to reduce the short-term variation, 𝜎𝑆𝑇
2 , from 2.01 to 0. 
Set G: The standard deviation, 𝛔, was reduced by 50% and the process mean, µ, shifted 
from 30.152 to 30 
It was expected that the details of the shift in both the process mean and variance would be 
picked up and quantified by the entire optimal set.  
Level 1: The process as capable (𝐶𝑏(𝐷) =  1.43). Level 2: The MSE index improved from 
1.27 to 0.56. The PCIs remained unchanged, proving that the process was stable, as 
evidenced by the value of 𝑀𝐿% = 15%. The value of 𝑀𝐵% = 14% meant that there was 
very little deviation from the target. The value of 𝐶𝑖𝑝
′′ = 30% indicated that most of the 
variation was due to the deviation of µ from the target, though µ was very close to the target 
(𝐾∗ = 0.01 was very close to 0). Level 3: The process potential increased by more than 
100%, as indicated by the value of 𝐶𝑝
∗ = 4.11. The value of 𝑆𝑝𝑘 increased from 1.16 to 1.68 
as the process variance improved by 50% and the yield increased from 0.9998 to 0.0999. 
Level 4: The initial goal was to reduce the bias or loss function, (𝑇 − 𝜇)2, from 0.1 to 0.  
It was demonstrated that the proposed hybrid could provide detailed information about 
process stability, quality cost (from the loss function), yield, a shift in both mean and 
variance, potential capability, the location of the mean relative to the set target and short and 
long-term process goals. All this information is essential in process capability analysis and 
continuous quality improvement. 
3.7  Summary 
Commonly used process capability indices differ in their approach for measuring the 
capability of univariate normal processes with asymmetric tolerances; however, no single 
process capability index can fully measure the performance of a process. According to the 
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literature, quality costs are driven by shifts in the process mean and variance as well as 
changes in the yield. This study, for the first time, developed a hybrid that complemented the 
strengths of individual process capability indices and provided a set containing the smallest 
number of indices required to give the practitioner all the necessary information about the 
performance of univariate normal processes with asymmetric tolerances. Algorithms were 
also developed to implement in the proposed hybrid. Furthermore, seven different scenarios 
were generated through simulation to assess the efficacy of the proposed hybrid. It was 
demonstrated that the optimal set of indices selected by the model could provide precise 
information on shifts in mean or variance, the location of the mean, the yield and the potential 
capability of univariate normal processes with asymmetric tolerances. The implementation of 
the hybrid provided a guideline for prioritising tasks necessary to improve process capability, 
thereby reducing quality cost by effectively speeding up process improvement tasks. Chapters 
2 and 3 considered univariate normal processes even though, in the real world, overall 
product quality depends on multiple quality characteristics that are correlated and observed 
simultaneously. In the next chapter, the process of developing the proposed univariate 
hybrids to include multivariate normal processes is described. 
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CHAPTER 4 
 
A Detailed Process Capability Assessment for 
Multivariate Normal Processes 
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4.1  Introduction 
This chapter explores the extension of the proposed hybrids to fully measure the performance 
of normal distribution processes with multiple correlated quality characteristics. The quality 
cost also depends on the departure from the target mean, shifts in process spread and the 
yield. As with univariate processes, none of the existing multivariate process capability 
indices are individually capable of assessing all aspects of process performance that influence 
the quality cost (Nelson (1992)). The proposed hybrid was extended to fully assess the 
performance of a multivariate normal process and its efficacy had been demonstrated using 
both real and simulated data. The novelty of this model was that it could perform a full 
multivariate process capability analysis and provide a robust tool to precisely measure shifts 
in mean, variance and yield. Furthermore, it could guide the practitioner to gather more 
details on and fully measure the performance of a multivariate normal process, thereby 
reducing the quality cost by effectively speeding up multivariate process improvement tasks. 
As such, MPCIs applicable to multivariate normal processes were investigated.  
4.2  Multivariate Process Capability Indices 
In order to fully assess and improve process performance, information on shifts from the 
target mean, variance or yield is vital. Since the introduction of the first univariate capability 
index 𝐶𝑝 by Juran (1974), several more indices have been developed. A review paper by Kotz 
and Johnson (2002) provided a survey with interpretations and comments on some PCIs. A 
number of these univariate PCIs have since been generalised to cover multivariate normal 
processes and fall into different categories depending on the motivation of their development. 
As in the univariate case, a multivariate process is considered capable when the value of 
MPCI is at least 1.  
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At this stage, it was determined whether a multivariate normal process would perform well 
by using an optimal set of MPCIs able to identify any shift from the target mean, variance or 
yield. The MPCIs were categorised into four sections. 
4.3 Multivariate Process Capability Indices based on the Ratio of Volumes 
Taam et al. (1993) proposed a multivariate process capability index, 𝑀𝐶𝑝𝑚, which is the ratio 
of two volumes – termed the ‘modified tolerance region’, 𝑅1, and scaled 99.73% process 
region, 𝑅2. The 𝑀𝐶𝑝𝑚 index is defined as: 
   𝑀𝐶𝑝𝑚 =
𝑉𝑜𝑙.(𝑅1)
𝑉𝑜𝑙.(𝑅2)
.
1
𝐷
=
𝐶𝑝
𝐷
      (37) 
where 𝐶𝑝 =
𝑣𝑜𝑙.(𝑡𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒 𝑟𝑒𝑔𝑖𝑜𝑛)
𝑣𝑜𝑙.(99.73% 𝑝𝑟𝑜𝑐𝑒𝑠𝑠 𝑟𝑒𝑔𝑖𝑜𝑛)
 is the ratio of the allowed dispersion from the actual 
process dispersion. 𝐷 = (1 + (𝜇 − 𝑇)′∑  (𝜇 − 𝑇))
1/2
is a measure of the shift in the 
process mean vector, µ, from the target vector, T, and ∑ is the process covariance matrix. The 
value of 1/D indicates how far the process mean vector is from the set target vector. The 
numerical value of 1/D always lies between 0 and 1. A value of 1/D close to 1 means that the 
process mean vector is near to the set target mean vector. A value of 𝑀𝐶𝑝𝑚 greater than 1 
suggests that the process variation is smaller than the specified range. Hubele et al. (1989) 
introduced a multivariate process capability index in the form of a capability vector which 
was later improved by Shahriari et al. (1995). The proposed multivariate process capability 
vector (MPCV) was denoted by (𝐶𝑝𝑀, 𝑃𝑉, 𝐿𝐼). The vector components provide information 
on the ratio of regions, the locations of centres, and whether or not the modified region falls 
within the tolerance region. The first component in this process capability vector is the 
multivariate process capability index 𝐶𝑝𝑀, which compares the volume of the specification 
box to that of the process box and is defined thus: 
   𝐶𝑝𝑀 = (
∏ (𝑈𝑆𝐿𝑖−𝐿𝑆𝐿𝑖)
𝑝
𝑖=1
∏ (𝑈𝑃𝐿𝑖−𝐿𝑃𝐿𝑖)
𝑝
𝑖=1
)
1
𝑝
      (38) 
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where LSLi and USLi are the lower and upper specification limits and LPLi and UPLi are the 
lower and upper process limits for the ith variable. A 𝐶𝑝𝑀 value greater than 1 means the 
process exhibits a smaller variation relative to that permitted by the specification limits whilst 
a value of less than 1 indicates a greater process variation. The second component, 𝑃𝑉, gives 
a measure of the process deviation from the centre of the specification box and is defined as: 
   𝑃𝑉 = 𝑃 (𝑇2 >
𝑝(𝑛−1)
𝑛−𝑝
𝐹(𝑝, 𝑛 − 𝑝))     (39) 
where 𝑇2 is the Hotelling 𝑇2 statistic, defined by: 
𝑇2 = 𝑛(?̅? − 𝜇0)
𝑇𝑆−1(?̅? − 𝜇0), and ?̅? and 𝑆
−1, which are estimates of the mean and 
variance-covariance matrix based on a very large sample. The value of 𝑃𝑉 is close to 0 when 
the centre of the observed distribution is far from the centre of the specification box. The 
third component, 𝐿𝐼, is the location index defined as: 
   𝐿𝐼 = min
𝑖
(
𝑈𝑆𝐿𝑖−𝐿𝑆𝐿𝑖
|𝑈𝑃𝐿𝑖−𝐿𝑆𝐿𝑖|
,
𝑈𝑆𝐿𝑖−𝐿𝑆𝐿𝑖
|𝑈𝑃𝐿𝑖−𝑈𝑆𝐿𝑖|
, 𝑖 = 1,2, . . . , 𝑝)   (40) 
𝐿𝐼 ≥ 1 means the whole process box lies within or on the specification box. Braun (2001) 
introduced the 𝐸𝐶𝑝 index that compares the 99.73% concentration ellipsoid of the vector 
𝑋𝑇 = (𝑋1, … , 𝑋𝑣) of the quality characteristics with the tolerance ellipsoid. The 𝐸𝐶𝑝 index is 
defined as: 
   𝐸𝐶𝑝 = (
𝑉𝑜𝑙𝑢𝑚𝑒𝑡𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒
𝑉𝑜𝑙𝑢𝑚𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠
)
1
𝑚
= ∏ (𝐶𝑝,𝑗)
1
𝑚𝑣
𝑗=1     (41) 
where 𝐶𝑝,𝑗 corresponds to the PCIs of the jth quality characteristic. Braun (2001) proposed a 
correlation factor for the elliptical process capability, 𝐾𝐸, and a correlated elliptical process 
capability, 𝐸𝐶𝑝𝑘, defined as: 
   𝐾𝐸 = √
(µ−𝑇)𝑇(𝛴𝑥𝑥)−1(µ−𝑇)
𝑥𝑣,0.9973
2       (42) 
   𝐸𝐶𝑝𝑘 = 𝐸𝐶𝑝 ∗ (1 − 𝐾𝐸)      (43) 
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where the denominator of Equation 42 is the 0.9973 percentile of the 𝑥2 distribution with v 
degrees of freedom. As the vector of the expected values diverges from the vector of the 
target values, the counter increases in relation to the denominator. The value of 𝐾𝐸 is equal to 
1 when the vector of the expected values lies exactly on the limit (sphere) of the ellipsoid. 
The 𝐸𝐶𝑝𝑘 is negative when the vector of the expected values lies outside the tolerance region. 
Pan and Lee ( 2010 ) proposed 𝑁𝑀𝐶𝑝 and 𝑁𝑀𝐶𝑝𝑚, defined as:  
   𝑁𝑀𝐶𝑝𝑚 =
𝑁𝑀𝐶𝑝
𝐷
       (44) 
where 𝑁𝑀𝐶𝑝 = (|𝐴
∗|/|𝛴|)
1
2, 𝐷 = (1 + (𝜇 − 𝑇)′𝛴−1(𝜇 − 𝑇))1/2. The elements of the matrix 
𝐴∗are given by: 
   𝜌𝑖𝑗 (
𝑈𝑆𝐿𝑖−𝐿𝑆𝐿𝑖
2𝑑
) (
𝑈𝑆𝐿𝑗−𝐿𝑆𝐿𝑗
2𝑑
) , 𝑖. 𝑗 = 1,… , 𝑣    (45) 
The value of 𝜌𝑖𝑗 represents the correlation coefficient between the ith and jth quality 
characteristics. The 𝑁𝑀𝐶𝑝𝑚 is used to measure both process precision and process accuracy. 
4.4  Multivariate Process Capability Indices based on Principal Components 
Wang and Chen (1998) proposed a multivariate process capability index, 𝑀𝐶𝑝, based on 
principal component analysis (PCA). Under the assumption that multivariate data follow 
multivariate normal distribution, the PCA can be used to measure process capability. As such, 
the process capability for this data can be determined by:  
                     𝑀𝐶𝑝 = [∏ 𝐶𝑝;𝑃𝐶𝑖
𝑣
𝑖=1 ]
1
𝑣,       (46) 
where 𝐶𝑝;𝑃𝐶𝑖 is the univariate measure of process capability of the ith principal component 
and v is the number of principal components. Wang and Du (2000) also used principal 
component analysis to measure process performance for multivariate normal and non-normal 
data. The two MPCIs used in the proposed procedure are as follows: 
   𝑀𝐶𝑝 = (∏ 𝐶𝑝;𝑃𝐶(𝑖)
𝑣
𝑖=1 )
1
𝑣       (47)  
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and  
𝑀𝐶𝑝𝑐 = (∏ 𝐶𝑝𝑐;𝑃𝐶(𝑖)
𝑣
𝑖=1 )
1
𝑣       (48) 
for normal and non-normal data, respectively, where 𝐶𝑝𝑐;𝑃𝐶(𝑖) = (𝑈𝑆𝐿𝑃𝐶(𝑖) − 𝐿𝑆𝐿𝑃𝐶(𝑖))/
6√
𝜋
2𝑐̅
) represents the estimated univariate measure of non-normal data for the 𝑖th principal 
component. In the univariate case, Boyles (1994a) proposed a yield index 𝑆𝑝𝑘, which 
provides an exact measure of the univariate process yield – see Equations (16) and (17). 
Pearn, Wang, et al. (2006) further developed the 𝑆𝑝𝑘 index to cover multivariate normal 
processes and introduced the 𝑇𝑆𝑝𝑘;𝑃𝐶 index which has a one-to-one relationship with its 
process yield. 𝑇𝑆𝑝𝑘;𝑃𝐶  is defined by: 
   𝑇𝑆𝑝𝑘;𝑃𝐶 =
1
3
Ф−1 (
1
2
[∏ (2Ф(3𝑆𝑝𝑘;𝑃𝐶(𝑖)) − 1) + 1
𝑣
𝑖=1 ])  (49) 
where 
𝑆𝑝𝑘;𝑃𝐶(𝑖) =
1
3
Ф−1 [
1
2
Ф(
𝑈𝑆𝐿𝑃𝐶(𝑖)−𝜇𝑖
𝜎𝑖
) +
1
2
Ф(
𝜇𝑖−𝐿𝑆𝐿𝑃𝐶(𝑖)
𝜎𝑖
)] , 𝑆𝑝𝑘;𝑃𝐶(𝑖) is the 𝑆𝑝𝑘 of the ith 
principal component. The overall multivariate process yield is estimated by: 
   ?̂? = 2Ф(3𝑇𝑆𝑝𝑘;𝑃𝐶) − 1       (50) 
Wang (2010) also proposed 𝑇𝑆𝑝𝑘;𝑃𝐶 based on PCA and considered the fact that each principal 
component captures a different degree of variability in the process variables and defined as: 
   𝑇𝑆𝑝𝑘;𝑃𝐶 = ∑
𝜆𝑖
𝛬𝑣
𝑣
𝑖=1 (𝑆𝑝𝑘;𝑃𝐶(𝑖))      (51) 
This index utilises principal components with large eigenvalues and 𝛬𝑣 = ∑ 𝜆𝑗
𝑣
𝑗=1 . 
Dharmasena and Zeephongsekul (2016) also proposed 𝑇𝑆𝑝𝑘;𝑃𝐶;𝛽 ,which has a one-to-one 
relationship with the process yield. This MPCI makes use of the well-known Geometric 
Mean with exponential 𝛽 where 𝛽 is any real number. The 𝑇𝑆𝑝𝑘;𝑃𝐶;𝛽 of order 𝛽 is defined by: 
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   𝑇𝑆𝑝𝑘;𝑃𝐶;𝛽 = (∑
𝜆𝑖
𝛬𝑣
𝑣
𝑖=1 (𝑆𝑝𝑘;𝑃𝐶(𝑖))
𝛽
)
1
𝛽⁄
    (52) 
4.5  Multivariate Process Capability Indices based on Yield 
Chen (1994) proposed 𝑀𝐶𝑝 to give the proportion of non-conformance and is defined by: 
   𝑀𝐶𝑝 =
𝑟0
𝑟⁄         (53) 
where 𝑟 = 𝑚𝑖𝑛{𝑐: 𝑃(ℎ(𝑋 − 𝜇0) ≤ 𝑐) ≥ 1 − 𝛼} and 𝑟0 is the half-width of the tolerance 
interval centred at the target value, 𝜇0. The denominator, r, is the half-width of an interval 
centred on the target value such that the probability of conformances is 1-α. Chen et al. 
(2003) proposed the yield index 𝑆𝑝𝑘
𝑇  defined as: 
   𝑆𝑝𝑘
𝑇 =
1
3
Ф−1 (
1
2
[∏ (2Ф(3𝑆𝑝𝑘𝑗) − 1) + 1
𝑣
𝑗=1 ])   (54) 
where 𝑆𝑝𝑘𝑗denote the 𝑆𝑝𝑘 value of the 𝑗th characteristic for 𝑗=1, 2, . . . , 𝑣 and 𝑣 is the number 
of quality characteristics. The 𝑆𝑝𝑘
𝑇  index provides an exact measure of the production yield 
for multivariate normal processes. This assumes a one-to-one correspondence between the 
𝑆𝑝𝑘
𝑇  index and the overall production yield where 𝑌𝑖𝑒𝑙𝑑 = 2Ф(3𝑆𝑝𝑘
𝑇 ) − 1. Therefore, the 
value of 𝑆𝑝𝑘
𝑇 = 1.50 will imply a yield of approximately 99.9993% or a ratio of defectives of 
around seven parts per million (ppm). Shiau et al. (2013) extended the Bivariate index 
devised by Castagliola and Castellanos (2005) and introduced two MPCIs: 𝑀𝐶𝑝 and 𝑀𝐶𝑝𝑘, 
which are defined as: 
   𝑀𝐶𝑝 = −
1
3
Ф−1 (
𝑝
2
)        (55) 
and 
    𝑀𝐶𝑝𝑘 = −
1
3
Ф−1(2𝑘−1𝑝𝑚𝑎𝑥),     (56) 
respectively, where p is the total proportion of non-conforming products and pmax is the 
maximum proportion of non-conforming products. 𝑇ℎ𝑒 𝑀𝐶𝑝𝑘 gives the measure of the yield, 
while 𝑀𝐶𝑝 measures variations in the process. 
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4.6  Extension of the Proposed Hybrid to Multivariate Normal Processes 
In this section, the proposed hybrids were extended to fully assess the performance of 
multivariate normal processes. While the numerical value of MPCI would indicate whether 
the process was capable or not, it would not provide any information on or measure any shifts 
in process mean, spread or yield (Nelson (1992)). For univariate processes, Munjeri et al. 
(2016a) and Philimon et al. ( 2011) proposed the use of a set of PCIs, rather than a single 
PCI, to fully assess performance. The study described in this thesis proposed a hybrid to fully 
assess and measure the performance of multivariate processes with respect to shifts in the 
mean vector, variance matrix or yield. The quality attributes investigated to fully assess 
process capability are listed in Table 15. 
Table 15: Quality attributes that fully measure the performance of a multivariate process 
 PROCESS 
CAPABILITY 
Reducing Quality Cost by 
addressing µ 
Reducing Quality cost by 
addressing ∑ 
QUALITY  
ATTRIBUTES 
• Process 
Capability 
• Location of process center. 
• Location of modified region. 
• Accuracy. 
• Deviation from target. 
• Location of mean. 
• Loss function. 
• Potential Capability. 
• Overall yield. 
• Precision. 
• Ration of regions. 
• Ration of volumes. 
 
4.7  Selecting the Optimal Set of MPCIs using Algorithm 1 
The algorithm first listed the set of MPCIs, which were selected based on performance 
reviews carried out by Wang et al. (2000), Zahid and Sultana (2008), Dharmasena and 
Zeephongsekul (2016), Ahmad et al. (2018) and González and Sánchez (2009). The aim of 
this algorithm was to select a set consisting of the minimum number of commonly used 
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MPCIs necessary (an optimal set) that would be able to fully assess the performance of 
multivariate processes based on the quality attributes outlined in Table 15. The algorithm first 
ranked the MPCIs against the individual quality attributes that they measured. de Felipe and 
Benedito (2017) also reviewed MPCIs and classified them according to the type of data they 
could be applied to, the calculation method of each index and the information that could be 
derived from them. At this stage, a ‘1’ was used to indicate that the MPCI was capable of 
measuring its corresponding quality attribute and a ‘0’ to indicate it was not. The list in Table 
16 was developed based on the strength assessments of the MPCIs recommended in the 
reviewed literature (Nelson (1992), de Felipe and Benedito (2017)).  
The strengths are discussed in detail under Section 4.2; for example, the MPCV developed by 
Shahriari et al. (1995) has the capacity to measure process potential through the component, 
CpM, and process deviation from the centre through component PV. The component LI 
determines whether any quality characteristic falls outside the specification limits. Each of 
these components (CpM, PV, LI) of MPCV are represented by a ‘1’ in Table 16 against the 
MPCV. Similarly, MCpm proposed by Taam et al (1993) is able to measure process capability 
and has the component 1/D which measures any shift in the process mean from the set target. 
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Table 16: Ranking of the Commonly Used MPCIs against Quality Attributes.  
 
 
 Algorithm 4: Optimal MPCI set selection 
Step 1: Read the list of commonly recommended MPCIs and tabulate them against 
the quality attributes presented in Table 15. 
Step 2: Create subsets by selecting MPCIs that complement each other such that 
there is at least a ‘1’ under each quality attribute in Table 16. In the case of 
a tie, select the set that measure and addresses the business priorities, that 
is, in terms of monitoring shift in mean, variability or yield. 
Step 3: Using Table 16 to build a set of MPCIs, go to quality attributes on 
decision-making Level 1 and select a PCI or a combination of PCIs that 
exhibit a 1 on all the attributes. 
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Chen  (1994) 1 0 0 0 0 0 1 0 1 0 0 1
Hubele (1991) 1 0 0 0 0 0 0 0 0 0 0 0
Constagliola and Castellanos (2005) 1 0 0 0 0 0 0 0 1 0 0 0
Wang and Du (2000) 1 0 0 0 0 0 0 0 1 0 0 0
Pan and Lee (2010) 1 0 0 0 0 0 0 1 0 1 0 0
Pan and Lee (2010) 1 0 0 1 1 0 0 1 0 0 0 0
Pearn et al (1992) 1 0 0 0 0 0 1 0 0 0 0 0
Shahriari et al (1995) 1 1 1 0 0 0 0 1 0 0 1 1
Shiau et al (2013) 1 0 0 0 0 0 0 1 1 0 0 0
Shiau et al (2013) 1 0 0 0 1 0 0 1 1 0 0 0
Taam et al (1993) 1 0 0 0 0 0 0 1 0 0 0 1
Taam et al (1993) 1 0 0 0 1 1 0 1 0 0 0 1
Pearn et al (2006) 1 0 0 0 0 0 0 0 1 0 0 0
Wang (2005) 1 0 0 0 0 0 0 0 1 0 0 0
Wang (2005) 1 0 0 1 0 0 0 0 1 0 0 0
Wang (2005) 1 0 0 0 1 1 0 0 0 0 0 0
Wang (2005) 1 0 0 0 0 0 0 0 0 0 0 0
Wang (2010) 1 0 0 0 0 0 0 0 0 0 0 0
Wang and Chen (1998) 1 1 1 0 1 0 0 1 1 0 0 0
Wang and Chen (1998) 1 0 0 0 0 0 0 0 1 0 0 0
Wang and Chen (1998) 1 0 0 1 1 1 0 0 0 1 0 0
Wang and Chen (1998) 1 0 0 0 1 1 0 0 0 0 0 0
Xekalaki and Perakis (2002) 1 0 0 0 0 0 0 1 0 0 0 1
Xekalaki and Perakis (2002) 1 0 0 0 1 1 0 0 1 0 0 0
Xekalaki and Perakis (2002) 1 0 0 0 1 1 0 0 0 0 0 0
Xekalaki and Perakis (2002) 1 0 0 0 1 1 0 0 0 0 0 0
Braun (2001) 1 1 1 0 1 1 0 0 1 0 0 0
Dharmasena and Zeephongsekul (2016) 1 0 0 0 0 0 0 0 1 0 0 0
Quality Cost Reduction by targeting µ Quality Cost Reduction by targeting ∑ 
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Step 4: Move to quality attributes on the next level of Table 16. Select a PCI with 
all quality attributes represented by a 1 else select a PCI with the most 
attributes represented by a 1 and then complement that PCI with another 
PCI which represents most of the remaining attributes. Repeat this until all 
attributes are collectively represented through that set of PCIs at the 
decision level. 
Step 5: Repeat Step 4 up to Level 3. 
Step 6: Select the set with the least number of MPCIs to be the OPTIMAL set. 
 
 
Figure 18: Algorithm for selecting an optimal set of MPCIs 
 
4.8  Deploying Algorithm 4 to identify an Optimal Set of MPCIs  
Algorithm 4 was deployed on the MPCIs in Table 16 and the following MPCIs were 
identified as an optimal set:  
[MCpm (Taam et al. (1993)); MPVector (Shahriari et al. (1995)); MCpmk (Perakis and Xekalaki 
(2002)); MCp, MCpm (Wang and Chen (1998)); MCpk (Wang (2005b)); TSpk,pc (Pearn, Wang, 
et al. (2006)).]  
 
 
 
 
 
 
 
 
Read commonly used MPCIs 
Create subsets of MPCIs that collectively address 
all the listed quality attributes, (i.e. there is at 
least a ‘1’ under each quality attribute). 
The subset with the least number of MPCIs 
will be selected as the OPTIMAL set. 
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4.9   Example 1: Application of the Proposed Process Performance Assessment 
Hybrid 
Next, the proposed hybrid was deployed to fully assess the performance of a computer 
manufacturing process with seven correlated quality characteristics from the case study data 
set used by Ahmad et al. (2009a). This consisted of 100 samples of size = 1 with key quality 
characteristics: X1 (contact gap X), X2 (contact loop Tp), X3 (LLCR), X4 (contact x Tp), X5 
(contact loop diameter), X6 (LTGAPY) and X7 (RTGAPY). The specification limits were: 
0.10 ± 0.04, 0 ± 0.50, 11 ± 5, 0 ± 0.2, 0.55 ± 0.06, 0.07 ± 0.05, and 0.07 ± 0.05, respectively. 
Using correlation analysis, the variables were clustered into four groups of correlated and 
independent variables as follows: (X1, X2, X3), (X4), (X5) and (X6, X7). Variables X3, X4 and 
X7 were non-normal but had been converted to normal, using the Johnson transformation. 
The new specification limits after transformation were: 0.10±0.04, 0±0.5, -0.5687±2.19, -
2.290±6, 0.55±0.06, 0.07±0.05 and -0.95±1.55, respectively. 
Table 17: Variance-covariance matrix of the original and transformed data 
 
 
Table 18: Process mean for the original and transformed data 
 
The results of using the optimal set of MPCIs on the original data set are presented in Table 
19. 
  X1      X2      X3      X4     X5   X6      X7 
0.1126  0.0828 -0.0907  0.0501 0.5369  0.084 -0.0239
87 
 
Table 19: Results from Algorithm 4 and the optimal set of MPCIs on the original data set. 
Authors MPCI Value Attribute 
Taam MCpm 0.269 Measures multivariate process capability: Process capable if 
MCp ≥ 1.0 
Taam 1/D 0.356 Measures shift in the process mean vector: 0 ≤ 1/D ≤ 1.0, 
Process is on target when 1/D = 1.0; Off-target when 1/D < 1. 
Taam Cp 0.584 Measures ratio of regions: Acceptable when Cp ≥ 1.0, 
otherwise there is a large process variation. 
Shahriari CpM 0.9405 Measures ratio of volumes. Acceptable when CpM ≥ 1.0 
Shahriari PV 0 PV < 1.0 indicate that the mean has shifted towards one of the 
specification limits, PV = 1.0 when the process is on target. 
Shahriari LI 0 Process fallout: LI = 0 when there is one or more points falling 
outside the specification limits, otherwise LI = 1. 
Wang and Chen MCp 0.9035 Measures process potential. Acceptable when MCp ≥ 1.0. 
Wang and Chen MCpm(W) 0.5878 Measures process precision; acceptable when MCpm ≥ 1.0 
Wang (2005) MCpk 0.361 Measures process accuracy acceptable when MCpk ≥ 1.0 
Xekalaki & Perakis  MCpmk 0.4375 Process acceptable when MCpmk ≥ 1.0 
Pearn et al (2006) TSpk;pc 0.9515 Process capable, with respect to yield, when TSpk;pc ≥ 1.0 
Pearn et al (2006) Yield 0.9872 Yield is acceptable when it is above 0.9973. 
 
The selected optimal set of MPCIs was used to analyse the performance of the multivariate 
process. The results of the analysis are presented in Table 19. This shows that the process was 
not capable as the CpM value was 0.9405 which was less than 1.0. The value of 1/D = 0.356 
showed that the process mean was significantly away from the target mean. The value of PV 
= 0 indicated that the process mean was within the tolerance region but closer to one of the 
specification limits. The value of LI = 0 demonstrated that some of the quality characteristics 
were outside their respective specification limits. The value of MCp = 0.361 < 1.0 meant that 
the process was not capable. The value of MCpm(W) = 0.5878 indicated that the precision of the 
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process was poor. The value of MCpmk = 0.4375 < 1.0 meant that the process was not capable 
whilst the value of TSpk;pc = 0.9515 indicated that the overall process yield was 0.9872, which 
was below the threshold yield of 0.9973 (when TSpk;pc = 1.0). 
The summary above clearly shows that the optimal set could fully measure and assess the 
different aspects of multivariate process performance, with respect to shifts in mean, variance 
and process yield. These results helped the quality practitioner to fully understand the process 
performance and to prioritise multivariate process capability improvement tasks. 
4.10 Simulated Study 
To assess the robustness of the proposed hybrid in fully assessing the capability of 
multivariate processes, the original data (Ahmad et al. (2009a)) was used to simulate eight 
different scenarios representing a shift away from the target mean, an increase in variability, 
reducing shift towards the target mean and reducing variability. For each scenario, 600 
samples of size = 1 were generated using multivariate normal distribution.  
Scenario A: Data was generated using the mean vector and covariance matrix of the original 
data. 
Scenario B: There was a large shift in 𝜇2 away from the target value, 𝑇2.The mean vector 
changed by increasing 𝜇2 to 𝜇2 + 0.4,  
Scenario C: 𝜇4 shifted towards 𝑇4, (from 𝜇4 = 0.05 to 𝜇4 = −2.29.) i.e. improving the 
process capability.  
Scenario D: In this case, process capability deteriorated due to an increase in the variance 
(increasing 𝜎6
2 to 𝜎6
2 × 100 ).  
Scenario E: Process capability h improved by reducing 𝜎7
2 from 1.011 to 0.310.  
Scenario F: In this case, process capability was improved by reducing 𝜎1
2 from 0.0000887 to 
0.0000182 and 𝜎7
2 from 1.011 to 0.37481.  
Scenario G: In this case, the process mean vector took the target values; that is, 𝜇𝑖 = 𝑇𝑖 for i 
= 1, 2, …, 7. 
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Scenario H: In this case, 𝜎𝑖
2 took the minimum possible value (that is, 𝜎1
2 = 0.000182, 𝜎2
2 = 
0.000105, 𝜎3
2 = 0.01631, 𝜎4
2 = 0.2290, 𝜎5
2 = 0.000265, 𝜎6
2 = 0.000225 and 𝜎7
2 = 0.375). 
In Table 20, the third column values represent the numerical results of the performance 
indices, as listed in Table 19, for the original state of the process and were used for 
comparison purposes.  
 Table 20: Simulation results 
Author MPCI A B C D E F G H 
Taam 1/D 0.356 0.209 0.7066 0.2705 0.3763 0.3751 0.9999 0.4021 
Taam MCpm 0.269 0.0536 0.2756 0.0185 0.4110 0.4123 0.6231 1.5014 
Shahriari CpM 0.9498 0.9283 0.9634 0.6672 1.0030 1.022 0.9281 1.059 
Shahriari PV 0 0 0 0 0 0 0.9481 0 
Shahriari LI 0 0 0 0 0 1 0 1 
Wang & Chen MCp 0.9167 0.4915 0.9208 0.3195 0.9608 0.9536 0.4915 1.1453 
Wang & Chen MCpm(W) 0.5567 0.3202 0.8503 0.1834 0.5567 0.5491 0.4371 1.1331 
Wangw (2005) MCpk 0.3796 0.2842 0.7635 0.2836 0.5504 0.5135 0.5502 0.9519 
Xekalaki & Perakis  MCpmk 0.4052 0.4468 1.1375 0.3967 0.5303 0.5613 0.8421 0.9631 
Pearn Et Al (2006) TSpk;pc 0.9515 0.5325 0.9626 0.9441 0.9895 0.9913 0.9762 1.0631 
Pearn Et Al (2006) Yield 0.9872 0.8882 0.9961 0.9768 0.9971 0.9976 0.9964 0.9986 
 
4.11 Robustness of the Optimal Set of MPCIs in Fully Assessing Multivariate 
Process Performance 
In this stage, tests were carried out to assess the efficacy and robustness of using the optimal 
set of MPCIs (Algorithm 4) to identify shifts in the mean, variance and yield of the process 
using simulated scenarios (Table 20).  
Scenario A was used in the simulation study for reference and comparison. 
Scenario B: The optimal set managed to detect the shift in the process mean through the 1/D 
term of the 𝑀𝐶𝑝𝑚 introduced by Taam et al. (1993). The results listed in column B of Table 
20 shows that the value of 1/D, which measures the shift away from the target mean, 
significantly decreased from 0.356 to 0.209. The potential capability of the process presented 
by MCp and CpM also slightly decreased from 0.9498 to 0.9283 and for the MCpm from 0.269 
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to 0.0536. However, the changes in the values of MCpm(W), MCpk and MCpmk, measuring the 
shift in the process variance, were minimal. The value of TSpk;pc decreased from 0.9515 to 
0.5325 since most of the X2 values lay outside their respective specification limits. 
Scenario C: The process was not capable and the results were the opposite of those observed 
in Scenario B. The CpM value increased from 0.9498 to 0.9634 and 1/D from 0.356 to 0.7066, 
which was reasonably significant, but there were no noticeable changes in the values of MCpk 
and MCp. The process yield improved since the value of TSpk;pc increased from 0.9515 to 
0.9626 and the yield from 0.9872 to 0.9961. Most of the X4 values now lay inside the 
specification limits and closer to the target mean. 
Scenario D: The process was not capable and there was a decrease in the value of 1/D (from 
0.356 to 0.2705) but a significant decrease in the value of MCpm (from 0.269 to 0.0185). In 
addition, the value of CpM decreased from 0.9498 to 0.6672 whilst MCp decreased from 
0.9167 to 0.3195. Furthermore, the value of TSpk;pc decreased from 0.9515 to 0.9441, 
resulting in a corresponding decrease in the yield, from 0.9872 to 0.9768, because the process 
variability had increased. 
Scenario E: There was a slight improvement in the 1/D value (from 0.356 to 0.376) and a 
marked increase in MCpm (from 0.269 to 0.411). The CpM value also improved from 0.9498 to 
1.003 whilst MCp increased from 0.9167 to 0.9608. The value of TSpk;pc increased to 0.9895 
resulting in an improved process yield, as the process variability had decreased. 
Scenario F: The results showed a slight improvement in the process centring as 1/D 
increased to 0.375; however, there was significant increase in the MCp value from 0.9167 to 
0.9536, which represented a marked improvement in the process potential capability. The 
values of CpM, MCpk, MCpmk also increased, indicating that the process had become more 
capable. The value of LI changed from 0 to 1, which indicated that no quality characteristic 
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had fallen outside the specification limits because the process variability had further 
improved.  
Scenario G: The results showed that the process mean vector coincided with the target vector 
since 1/D = 0.9999. The value of PV improved from 0 to 0.9281, which was close to 1.0 and 
indicated that the process centre mean was very close to the target values. The value of MCpk 
improved from 0.3796 to 0.5502 whilst MCpm(W), MCpmk and CpM also increased as the shift in 
the process mean was almost zero. 
Scenario H: The results showed that the process could produce products within their 
respective specifications as most of the MPCI values were greater than or equal to 1.0 (CpM = 
1.059 and MCpm = 1.5014). The value of LI = 1 indicated that all values lay within the 
specification limits because the process variance was almost zero. 
4.12 Summary 
Multivariate normal process performance cannot be fully assessed using only one 
multivariate process capability index. To address this shortcoming, an algorithm was 
developed to provide the optimal set of commonly used MPCIs capable of fully assessing the 
performance of multivariate normal processes with correlated characteristics. The efficacy of 
the proposed hybrid was assessed by deploying it on real and simulated data. The numerical 
results show that the proposed hybrid could provide precise information on process 
performance; that is, with respect to shifts in mean, variance and yield. Once multivariate 
performance has been fully assessed and measured, it would be in the interests of every 
practitioner to identify the sources of poor performance in the observed multivariate process. 
The next chapter will discuss how responsible quality characteristics may be identified and 
sequentially ranked to speed up process improvement tasks and effectively reduce quality 
costs. 
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CHAPTER 5 
 
A Fault Diagnostics Hybrid for Multivariate Normal 
Processes 
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5.1  Introduction 
A hybrid was developed that could be used to fully assess the performance of a multivariate 
normal process. However, multivariate process capability analysis is not complete without 
fault diagnostics (Jianbo et al. 2009). One of the major challenges in monitoring multivariate 
processes with correlated quality characteristics is to identify the characteristics responsible 
for the changes in process performance and to rank them in terms of their respective 
contributions to process behaviour – that is, shifts in mean, variance and yield (Huda et al. 
(2014); Tanjong et al. (2014)). Commonly used source identification approaches cannot 
classify whether process behaviour is caused by a shift in mean or a change in variance. This 
chapter proposes an impact-factor algorithm, based on mean and variance impact factors, to 
address this deficiency. Furthermore, a novel fault diagnostic hybrid was developed, based on 
the proposed optimal set selection algorithm, principal component analysis, machine 
learning, and the proposed impact-factor algorithm. The efficacy of the proposed fault 
diagnostic hybrid was demonstrated using the same real and simulated scenarios as in 
Chapter 4, Section 4.10. The novelty of this proposed fault diagnostic hybrid is that it is able 
to carry out a full multivariate process capability analysis and provides a robust tool with 
which to precisely identify and rank quality characteristics responsible for shifts in process 
mean, variance and yield. The proposed fault diagnostic hybrid helped the practitioners to 
identify and prioritise quality characteristics responsible for poor process performance, 
thereby reducing the quality cost by effectively speeding up multivariate process 
improvement tasks.  
5.2  Multivariate Fault Diagnostics Approaches 
Several source identification approaches have been proposed for multivariate processes using 
multivariate quality control charts (Huda et al. (2014)). de-Felipe and Benedito (2017b) 
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developed a methodology to reduce the dimension of data in process capability analysis by 
restructuring multiple quality indicators obtained in quality tests and assists practitioners in 
identifying and ranking quality characteristics responsible for poor performance; this is to 
forecast the potential capability loss and to compare the performance of different processes. 
They argue that MPCIs are a more suitable tool for process monitoring and improvement than 
control charts. Venkatasubramanian et al. (2003) categorised source identification and 
ranking into two types of approach: machine learning and statistical. Meanwhile, Huda et al. 
(2014) grouped the existing approaches for source identification into three categories: the 
wrapper model with expert knowledge; filter models with wrapper evaluation; and statistical 
approaches. In this study, machine learning, principal component analysis and the proposed 
impact-factor algorithm were used to carry out the task of fault diagnosis in multivariate 
normal process capability analysis.  
5.2.1 Machine Learning 
Selecting features exclusively based on a weight-based metric may yield unreliable outcomes. 
Hsu et al. (2002) proposed an approach that incorporates a weight analysis-based heuristic 
called artificial neural net input gain measurement approximation (ANNIGMA) to direct the 
search in the wrapper model and allows effective feature selection for neural networks. 
ANNIGMA is feature ranking approach which is mathematically derived from the 
backpropagation training formulation of artificial neural network (ANN). This weight 
analysis-based approach can rank features of a data set during the training of ANN by 
relating the weight associated with each input feature. In general, irrelevant or redundant 
feature produces more error than relevant or significant features. ANNIGMA controls the 
weights of noisy features during training such that the noisy features contribute to the output 
of the network as least as possible. Consequently, the speed of the fault diagnostic task using 
ANNIGMA substantially increases (Hsu et al. (2002)). 
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For a two-layer neural network, if i, j and k represent the input, hidden and output layer node 
indexes, respectively; L is the second layer linear multiplier value; 𝐴𝑖 is the input node 
(feature); W is the weight between layers and F is a logistic activation linear function F(x) = 
1/ (1+ exp(-x)), then the output of the network 𝑂𝑘 is given by Equation (57). 
   𝑂𝑘 = 𝐿𝑘 × ∑ 𝐹 (∑ 𝐴𝑖𝑖 ×𝑊𝑖𝑗) ×𝑊𝑗𝑘𝑗     (57) 
where Wij and Wjk are the network weights. The local gain can be defined as: 
    𝐿𝐺𝑖𝑘 = |
∆ 𝑂𝑘
∆ 𝐴𝑖
|         (58) 
According to (Hsu et al. 2002), the local gain, 𝐿𝐺𝑖𝑘, can be defined in terms of network 
weights by:  
   𝐿𝐺𝑖𝑘  =  ∑  |𝑊𝑖𝑗 ×𝑊𝑗𝑘| 𝑗       (59) 
The ANNIGMA score for 𝑖th input and 𝑘th node is defined as (Hsu et al. 2002): 
   𝐴𝑁𝑁𝐼𝐺𝑀𝐴𝑖𝑘  =  
𝐿𝐺𝑖𝑘
max(𝐿𝐺𝑘)
      (60) 
The input for the ANNIGMA is the out-of-controls and in-controls samples from process 
capability analysis together with two extra columns. ‘Sample conforming to specification 
region’ is represented by a “1” and ‘sample not conforming to specification region’ is 
represented by a “0” in the first column. In the second column, ‘sample conforming to 
specification region’ is represented by a “0” and ‘sample not conforming to specification 
region’ is represented by a “1”. The significant group of variables that are responsible for the 
process performance is determined by the subset with highest accuracy or close to the highest 
accuracy with a fewer number of variables as an output. 
A large number of neural training takes place during each training cycle. It is important to 
adjust the neural net training parameters such that time is not wasted overtraining the nets 
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(Hsu et al. (2002)). They found that only a few (less than 10) epochs can generate usable 
ANNIGMA scores. After configuration is determined, we estimate the error rate of the neural 
net with no feature selection by applying 10-fold cross-validation to train 10 sets of the 
weights using the training set, and then testing them against the hold-out set and averaging 
the resulting error rates. Next, we estimate the feature selection performance of the 
ANNIGMA by applying each of the search strategies thirty times and report the average 
number of features selected and average the error rate. In each trial, the error rate is estimated 
after the final feature subset is selected by applying 10-fold cross-validation on the training 
set and then averaging hold-out set errors. The third column lists the results with no feature 
selection and the next two columns compare the results using the search strategies. The 
ANNIGMA training is based on a backward elimination process, starting with all variables 
and then removing the lowest ranking variable with each iteration. The ranking is carried out 
using the network weights (Equation 57). Additionally, in each iteration, ANNIGMA 
calculates the corresponding accuracy; that is, the percentage of the process explained by the 
respective set. The process continues until only one variable is left. From the ANNIGMA 
output, the highest accuracy corresponding to the smallest number of variables is selected 
(Hsu et al. (2002)). 
Artificial neural network weights give an estimate of the relative importance of input 
features. Several parameters have to be predetermined and these include initialising the entire 
set of attributes available, the number of wrapper cycles, the total number of cross-validation 
subsets used, the weights and biases of a trained neural net. In this simulation, a 10-fold 
cross-validation was used. The ANNIGMA values are weighted by their performance and 
this ensures that the better performing neural nets have proportionately greater influence on 
the final ranking of attributes. Many neural net training takes place during each cycle and the 
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neural net training parameters are adjusted such that time is not wasted over-training the nets. 
Less than 10 epochs can generate adequate ANNIGMA results.  
Since input and feature selection are based on whether the observation lies inside the 
tolerance range. Therefore, without the out-of-control signals the ANNIGMA will not be 
ideal for identification and ranking of the contributions of individual variables to the process’ 
poor performance. Consequently, the machine learning approach is an effective fault 
diagnostic tool when some products are outside their respective specification limits; however, 
when they are within the limits (a capable process), the machine learning approach is 
incapable of describing the process. Furthermore, machine learning cannot diagnose whether 
the behaviour has occurred due to a shift in the target mean or variance (Gunaratne et al. 
(2017)).  
5.2.2 Principal Component Analysis 
In the context of statistical approaches (Abdi and Williams (2010)), one can use source 
identification based on PCA where the ratio of each eigenvalue to the summation of the 
eigenvalues is proportional to the variability attributed to each principal component, 𝑃𝑉𝑖 , 
defined as:  
   𝑝𝑣𝑖 =
𝜆𝑖
∑ 𝜆𝑖
𝑣
𝑖=1
 for 𝑖=1 , 2 , 3 , . . . . , 𝑣     (61) 
Abdi and Williams (2010) stated that an interpretation of loading requires that the principal 
component and its variables closely correspond to each other; that is, the angle between the 
vectors representing them in 𝑅𝑣 is very small. The correlation between the 𝑖th variable and 
the 𝑗th principal component is given by: 
   𝜌𝑖𝑗 = 𝑢𝑖𝑗 [
𝜆𝑗
𝑆𝑖𝑗
]
1
2⁄
        (62) 
98 
 
where 𝑢𝑖𝑗 denotes the loading for the 𝑖th variable in the 𝑗th principal component, 𝜆𝑗 
represents the eigenvalue associated with the jth principal component and 𝑆𝑖𝑗 is the variance 
for the 𝑖th variable in the jth principal component. The value of 𝜌𝑖𝑗 is used to rank the 
contributions of the ith variable towards process performance. This can be estimated through 
the fviz_pca_contrib function in the R statistical package (Santos-Fenandez and Scagliarini 
(2012)). 
The PCA approach is an effective source identification tool only for capable processes. As 
with machine learning, PCA cannot classify whether the behaviour of a capable process is 
caused by shift in mean or a shift in variance. 
 
5.2.3 Proposed source identification algorithm based on mean and variance 
impact factors 
To overcome the shortcomings of the machine learning and PCA approaches in classifying 
whether the shift was in mean or in variance, a source identification algorithm was 
developed, based on mean and variance impact factors (hereinafter, referred to as the ‘impact 
factor’ approach). This impact factor algorithm is able to assist the quality practitioner in 
identifying major sources of variability in multivariate processes with respect to shifts in 
mean or process spread and in ranking them accordingly. To the best of the author’s 
knowledge, none of the existing approaches are able to classify whether process behaviour 
performance is caused by a shift in mean or a change in variance with respect to the 
responsible variables. In this research, it is assumed that (1-1/D) ≤ 0.001 (Equation 37) 
indicates no significant shift in the process mean from the set target and that MCp ≥ 1.0 
(Equation 46) denotes no significant shift in process spread.  
Algorithm 5: Impact Factor Approach 
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Step 1: Input a Read the data of the multiple quality process with p variables.  
Step 2: For a shift in mean, use Equation 37 to calculate 1/D0 for the original state of the 
multivariate process before interventions or simulations. 
Step 3:            If (1-1/D0) ≤ 0.001, then there is no significant shift in the process mean; go to Step 6. 
Step 4: If (1-1/D0) > 0.001, then replace the process mean, µi, for the ith variable with its 
corresponding target value, Ti, and calculate the corresponding 1/Di. Repeat this for 
each variable to obtain p values of 1/D. 
Step 5: Rank the (1/Di - 1/D0) values and plot them against the variables. This represents the 
percentage contribution of each individual variable towards the shift from its 
corresponding target mean; therefore, this prioritises the process improvement task by 
first targeting those variables that are most contributory, with respect to a shift in mean.  
Step 6: For a shift in process variance, use Equation 46 to calculate MCp(0) for the original state 
of the multivariate process before interventions or simulations. 
Step 7:            If MCp(0) ≥ 1.0, then there is no significant shift in process spread; go to Step 10. 
Step 8: If MCp(0) < 1.0, then reduce the variances 𝜎𝑖
2 of the ith variable to a value close to 0 but 
not 0, say 𝜎𝑖
2 < 0.0005, and then calculate the corresponding MCp(i) value. Repeat this 
for each variable to obtain p values of MCp. In this research, we assume 𝜎𝑖
2 < 0.0005 
indicates that there is no significant variation in variable i. 
Step 9: Rank the values of (MCp(i)- MCp(0)) and plot them against the variables. This represents 
the percentage contribution of each variable towards the process spread and therefore 
prioritises the process improvement task by first targeting those variables that are most 
contributory, with respect to a shift in process spread.  
           Step 10:  STOP 
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Figure 19: Proposed Impact Factor approach 
5.3  Proposed Multivariate Normal Fault Diagnostic Hybrid 
Subsequently, a hybrid approach was developed to fully assess the performance of a 
multivariate process and to identify and rank quality characteristics responsible for poor 
process performance, with respect to shifts in mean or variance. The proposed hybrid adopted 
the optimal set of MPCIs from Algorithm 4, PCA, machine learning and the impact factor 
approach (Algorithm 5). The hybrid overview is presented below in Figure 20.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
READ MULTIVARIATE NORMAL DATA 
For shift in process mean, calculate 
1/D0 for the original state. 
Is  
(1-1/D)≤0.001?? 
YES 
If (1-1/D)>0.001, then replace 
process mean µi, for each variable, 
with the target value, Ti, and 
calculate the corresponding 1/Di. 
Repeat for i=1…p.  
 
Calculate and rank (1/Di - 1/D0) 
values and plot them against the 
variables. Observe the impact each 
variable has made on the process 
1/D value. 
 
For shift in process spread, calculate 
MCp(0) of the original state. 
STOP 
Is MCp(0) ≥ 1.0? 
YES 
NO 
NO 
If MCp(0) <1.0, then reduce the 
variances 𝜎𝑖
2 to a value close to 0 
but not 0, say 𝜎𝑖
2 < 0.0005, and 
then calculate the corresponding 
MCp(i)  values. Repeat for i=1…p. 
Calculate and rank the (MCp(i)- MCp(0))  
values and then plot (MCp(i)- MCp(0))  
against the variables. This represents 
the percentage contribution of each 
variable towards the process spread. 
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Figure 20: An Overview of the Proposed Hybrid Approach 
Algorithm 6: Hybrid – Full Multivariate Performance Assessment and Fault Diagnostics 
Step 1: Input and read the data of the multiple quality process. 
Step 2: Test the data of individual quality characteristics for normality. If there is any quality 
characteristic that does not follow a normal distribution, convert it to a normal distribution.  
Step 3: Construct a correlation matrix for the data set and check for any dependence among the quality 
characteristics. 
Step 4: If the quality characteristics are correlated, then proceed to Step 5; otherwise, use PCIs for 
univariate process capability analysis.  
Step 5: Use the optimal set of MPCIs from Algorithm 4 to fully measure the performance of the 
multivariate process and identify whether the process is capable or not. 
Step 6: Identify sources of variation and rank them accordingly. For processes that are not capable, use 
the machine learning approach; for those that are, use the PCA approach.  
Step 7: Use the impact-factor algorithm (Algorithm 5) to identify and rank sources responsible for 
process behaviour with respect to the shifts in the process mean and spread. 
Step 8: If there is a need to improve the multivariate process capability, set short-term and long-term 
quality improvement goals by referring to the rank associated with individual responsible 
variables and go to Step 5. Otherwise, go to Step 9. 
Step 9: STOP. 
Measure 
multivariate 
process
capability
Calculate shift 
in covariance
Calculate shift in 
mean vector 
from target 
vector.
Identify and rank 
the sources of 
variation based on 
shifts in mean and  
covariance.
Set Process 
Improvement 
goals based on 
shifts in mean,  
covariance or yield
Calculate 
shift in yield
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The detailed steps of the proposed hybrid are shown in the flowchart in Figure 21.   
 
Figure 21: Proposed Hybrid Approach in detail 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Test for normality of the 
quality characteristics 
Use optimal set of MPCIs from 
Algorithm 4 and apply on data 
set 
Normally 
distributed? 
Use machine learning for source 
identification and rank variables 
(verify with PCA) 
Use PCA for source identification 
and rank the variables 
Fully measure performance of the 
multivariate process: calculate MPCI, shift 
in mean, process spread, yield, potential etc 
capability of the system 
Use Impact-factor Approach 
(Algorithm 5) for source 
identification with respect to shift in 
mean or variance 
Print Results of process performances: 
a) Shift from target;  
b) Process spread;  
c) Rank of variables; 
d) Interpretations 
Set short-term and 
long-term quality 
improvement goals 
Measure and Improve the 
performance of the top ranked 
quality characteristic using the 
proposed univariate hybrid 
(Algorithm 2)  
Is the process 
capable? 
NO 
YES 
NO 
YES 
Does the process 
require adjustment to 
the next quality level? 
level?? 
STOP 
YES 
NO 
Transform data to normal  
Read Multivariate data Algorithm 4 
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5.4  Application of the Proposed Multivariate Normal Fault Diagnostic Hybrid 
The proposed multivariate normal hybrid model was implemented, which was based on the 
optimal set of MPCIs from Algorithm 4, PCA, Machine Learning and the proposed impact-
factor algorithm (Algorithm 5), to identify and rank those variables responsible for process 
behaviour. Eight simulated scenarios, discussed in Section 4.10 of Chapter 4, were used to 
assess the robustness of the proposed fault diagnostic hybrid. In particular, the focus was on 
the fault diagnostic aspect of the hybrid, since the full assessment aspect had already been 
extensively explored (see Chapter 4). 
  5.4.1 Application of Principal component analysis and machine learning  
In this case, ANNIGMA was employed in the machine learning approach, utilising Equations 
(57) to (60), and the PCA approach was also used, utilising Equations (61) and (62) only. The 
principal components that might explain at least 80% of the process behaviour were explored.  
Scenario B: This scenario represented an incapable process (MPCI < 1.0). As such, machine 
learning was used to identify and rank those variables responsible for the changes in the 
process mean. The results are presented in Figure 22(a). Scenario D was also incapable and 
the variables responsible for the changes in variance are ranked in Figure 22(b).  
 
(a) 
 
(b) 
Figure 22: Source identification and ranking based on machine learning on (a) Scenario B 
with shift in mean of variables X2 and (b) Scenario D with shift in variance of variable X6. 
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Scenario C: In this case, process capability was improved by shifting the process mean 
towards the target mean. The source identification and the ranking of variables responsible 
for the changes in the process mean, based on the PCA approach, are presented in Figure 
23(a). Scenario F: This scenario represented process improvement due to reduced variability. 
The results for the source identification and the ranking of the variables responsible for the 
changes in the process variance, based on the PCA approach, are presented in Figure 23(b). 
Figure 23: Source identification and ranking, based on PCA, to identify and rank variables 
responsible for a capable process (a) Scenario C representing improvement in process mean 
and (b) Scenario F representing improvement in process variance.  
The first four principal components were considered because they captured 80% of the 
process variability. 
 5.4.2 Source identification using the proposed Impact-Factor algorithm to identify 
the shift in mean 
In this stage, the efficacy of the proposed Impact Factor algorithm was assessed by shifting 
the process mean towards the target mean. Firstly, process performance was improved by 
moving the mean of the individual variables to their respective nominal values, one at a time. 
In this case, (1/Di-1/D0) values were used to assess the contribution of each variable. The 
numerical values of (1/Di-1/D0) are presented in Figures 24. 
 
(a) 
 
(b) 
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(a) 
 
(b) 
Figure 24: (a) Ranking of the variables’ contributions to the shift in process mean, (b) 
cumulative impact of each variable to shift in mean. 
 5.4.3 Source identification using the proposed Impact-Factor algorithm to identify 
shifts in variance 
Following this, an assessment was carried out regarding the efficacy of the proposed impact-
factor algorithm in identifying and ranking variables responsible for the improvement in 
process performance based on a reduction in variability. The process was improved when the 
variance was close to 0. The MCp was selected to rank the variability impact of each variable 
on the multivariate process capability index MPCI. 600 samples were generated, using 
multivariate normal distribution, by reducing the variance of individual variables to a value 
close to zero (perfect variance), one at a time, and then the value of each corresponding MCP 
was calculated. The impact on the MPCI was measured and is presented in Figure 25. 
 
Figure 25: (a) Ranking of the variables’ contributions to the shift in process variance, (b) 
Cumulative Effect of each variable on the shift in process variance. Note, A is MCp(0) for the 
original state.  
 
 
(a) 
 
 
(b) 
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Figure 25(b) shows the improvement in the process capability when only the most significant 
variable, X3, had been improved to have a variance close to zero. It can be seen that the MCp 
value increased from 0.4823 to 1.065; thus, the multivariate normal process was capable. 
5.5  Assessing the efficacy and robustness of the proposed hybrid for fault diagnostics 
An assessment was carried out on the efficacy and robustness of the proposed hybrid in 
identifying and ranking those variables responsible for shifts in process mean and variance. 
The results presented in Section 5.4 show that machine learning, PCA and the proposed 
impact-factor algorithm could be effectively utilised to perform source identification in 
multivariate process capability analysis.  
Scenario B: (Incapable process) A shift in the mean of variable X2: Figure 22(a) shows that 
the machine learning approach identified three major sources of variation – X2, X7 and X4 – 
but could not identify whether the shift was due to mean or variance.  
Scenario D: (Incapable process) A shift in the variance of X6: Figure 22(b) shows that 
machine learning identified three major sources of variation – X6, X2 and X1 – but, yet again, 
was unable to identify whether the shift was due to mean or variance.  
Scenarios C, E and F: (Incapable processes) These represent an improvement in the process 
by eliminating products falling outside their respective specification limits; hence, machine 
learning could not be used. The PCA approach was used to identify and rank the responsible 
variables to describe process performance. 
Scenarios E & F: The PCA approach identified and ranked the most significant variables 
responsible for the behaviour of the capable process: X3, X7 and X6 (Figure 23(b)). As with 
machine learning, this approach could not identify whether any significant contribution was 
due to a shift in mean or variance. The results of the two scenarios (presented in Table 6) 
show that, for a capable process, variable X1 (Scenario F) had minimum impact on the overall 
behaviour of the process. Therefore, adjusting its variance to zero would not create any 
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significant change in the overall process performance. Consequently, the proposed impact-
factor algorithm was correctly identified and ranked X1 as the least contributing variable 
(Figure 25). Improving the variance of X7 had minimal effect on the overall behaviour of the 
process because its variability was due more to a shift in mean than in variance, as presented 
by the results from the proposed Impact-Factor Algorithm (Figure 24 and Figure 25). 
Scenario G: A cumulative improvement in the process mean vector: Results of the proposed 
Impact-Factor algorithm presented in Figure 24(b) identified the sources of variation with 
respect to the process mean improvement. It is evident that for this capable process, the most 
significant variable was X4 followed by X7 and X3. This confirms that the proposed Impact-
Factor algorithm could be used to assist practitioners in identifying those variables 
responsible for shifts in the multivariate process mean. 
Scenario H: A cumulative improvement in the process variance: The results of deploying the 
Impact-Factor algorithm presented in Figure 25 show that the significant source of variation, 
with respect to the process variance, was X3 followed by X2 and X4. It can be seen in Figure 8 
that addressing the variance in variable X3, alone, improved the MCp value from 0.4823 to 
1.065, which rendered the process capable. This confirmed that the proposed Impact-Factor 
algorithm could be used to assist the practitioner in identifying those variables responsible for 
any shift in the variance of multivariate processes. 
5.6  Summary 
For a complete multivariate process capability analysis, one needs to identify and rank 
variables contributing to the performance of the process. However, none of the existing 
approaches are capable of identifying whether responsible variables shift the process away 
from the target mean or variance. To overcome this challenge, an Impact-Factor algorithm 
was developed to identify and rank the sources of variation with respect to shifts in mean and 
variance. A novel hybrid approach was then proposed, based on principal component 
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analysis, machine learning and the developed Impact Factor algorithm to fully assess the 
performance of multivariate processes and carry out the task of source identification to 
identify and rank variables responsible for shifts in process mean, variance and yield. The 
numerical results displayed in Chapter 5 clearly demonstrate that the proposed multivariate 
normal fault diagnostic hybrid was robust in performing a comprehensive fault diagnostic 
assessment of a multivariate normal process with correlated quality characteristics. 
Furthermore, the proposed hybrid could rank responsible quality characteristics with respect 
to their contribution to multivariate process shifts in mean or in the covariance structure. The 
proposed hybrid not only measured multivariate process capability, but also provided details 
on process performance relative to the mean, yield, potential capability and variance. 
Consequently, the proposed hybrid may effectively guide quality practitioners to identify and 
prioritise quality characteristics responsible for poor process performance in order to improve 
processes and significantly reduce quality costs. 
During the phase described in this chapter, the focus was placed on multivariate normal 
processes but, in practice, there are multivariate processes with multiple correlated quality 
characteristics that do not follow normal distribution. The next chapter considers fault 
diagnostics for multivariate non-normal processes with correlated quality characteristics. 
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CHAPTER 6 
 
A Fault Diagnostics Hybrid for Multivariate 
Non-Normal Processes 
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6.1  Introduction 
There is a great challenge in carrying out multivariate process capability analysis and fault 
diagnostics on a high dimensional multivariate non-normal process with multiple correlated 
quality characteristics in a timely manner. This chapter details the proposal of a fault 
diagnostic hybrid capable of performing process capability analysis and fault diagnostics for 
multivariate non-normal processes. The proposed hybrid first utilised the Geometric Distance 
(GD) approach to reduce dimensionality and complexity in the correlated data and to a fewer 
number of independent GD variables, which could be assessed using univariate process 
capability indices. This was followed by fitting Burr XII distribution to independent GD 
variables. Simulated annealing was used to estimate the parameters for the fitted Burr XII 
distributions. These were then used to estimate both the yield and multivariate process 
capability in a time-efficient way. Finally, the machine learning approach was deployed to 
carry out the task of fault diagnostics by identifying and ranking the quality characteristics 
responsible for the poor performance of the GD variable with the lowest yield. The existing 
approaches can only identify and rank the independent GD variables responsible for poor 
process performance but are incapable of carrying out full fault diagnostics of original quality 
characteristics within the independent GD variables. The novelty of the proposed hybrid is 
that it reduces a complex data set to a lower dimension with GD variables that are 
independent; hence, univariate process capability indices become applicable. The proposed 
fault diagnostic hybrid also provides a measure of process performance in terms of yield and 
multivariate process capability and carries out fault diagnostics on GD variables, ultimately 
ranking the original variables within the least performing GD variable. The efficacy of the 
proposed hybrid was assessed through a real manufacturing example and seven simulated 
scenarios. The results show that the proposed hybrid was robust in estimating both yield and 
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multivariate process capability and in carrying out fault diagnostics beyond GD variables, as 
well as identifying and ranking the original characteristic responsible for poor performance. 
6.2  Fault Diagnostics for Multivariate Non-normal Processes 
Most MPCIs that are currently in use (Chan et al. 1991, Chen 1994, Dharmasena and 
Zeephongsekul 2016) are applicable only to multivariate processes with quality 
characteristics that are correlated and follow normal distribution. In practice, some 
multivariate characteristics do not follow normal distribution. Many procedures have been 
proposed to measure the capability of these processes including one developed by Ahmad et 
al. (2009b).  
To improve performance of multivariate processes (Malhotra 2014, Niaki and Abbasi 2005, 
Venkatasubramanian et al. 2003), fault diagnostics are carried out to identify and rank quality 
characteristics responsible for poor process performance. Ahmad et al. (2009b) and (Wang 
2005a) developed a fault diagnostic approach based on Geometric Distance variables and 
Burr XII Distribution. This approach could estimate the yield associated with each GD 
variable and rank them accordingly to the fault diagnostics; however, this approach was 
flawed as the identified GD variable might consist of multiple original variables. As such, 
identifying a cluster of variables may not help the quality practitioner when it comes to 
prioritising individual quality characteristics to improve process performance. 
Machine learning, with artificial neural net input gain measurement approximation 
(ANNIGMA), has also been used as a fault diagnostic tool (Gunaratne et al. 2017, Hsu et al. 
2002) to identify and rank responsible characteristics. Although this approach identifies and 
ranks responsible characteristics, it does not measure the capability or yield of multivariate 
non-normal processes, which are vital in process improvement tasks. If the identified variable 
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is improved, there is no reference (yield or process capability) to guide the practitioner to 
achieve the desired process performance level. 
The study aimed to address this challenge by developing a fault diagnostic hybrid to fully 
assess the performance of multivariate non-normal processes and perform the task of 
identifying and ranking responsible variables. The hybrid used Geometric Distance, Burr XII 
distribution and machine learning approaches to reduce data dimension, to estimate yield and 
process capability, and to carry out the task of identifying and ranking original variables 
responsible for poor performance of high dimensional, non-normal processes, respectively. 
6.3  Geometric Distance Approach 
A full multivariate capability analysis does include, among other things, a measure of 
multivariate process capability, yield or fault diagnostics (Dharmasena and Zeephongsekul 
2016, Gunaratne et al. 2017, Hsu et al. 2002, Wang 2005a, de-Felipe and Benedito 2017a). 
However, most of the current procedures are applicable to multivariate normal processes. 
Some approaches measuring the performance of multivariate non-normal processes have also 
been developed (Wang 2005a, Ahmad et al. 2009b).  
This chapter aims to integrate these two approaches (Gunaratne et al. 2017, Wang 2005a) 
with machine learning to perform multivariate non-normal process capability analysis.  
  6.3.1 Geometric Distance approach to reduce dimensionality 
Geometric Distance approach reduces the dimension of the multivariate process data and 
renders them more tractable for a statistical analysis (Wang and Hubele (1999)) . This 
approach utilises the Euclidean distance (or L2 norm), which is defined as follows: Let X 
represent the n quality characteristics (X1, X2, . . . , Xn) and T be the corresponding target 
113 
 
vector with (T1, T2, . . . , Tn). The variance-covariance matrix of X identifies and groups 
correlated variables into GD variables. Then the GD variables are defined as: 
   𝐺𝐷 = √(𝑋 − 𝑇)′(𝑥 − 𝑇) 
                                = √(𝑋1 − 𝑇1)2 + (𝑋2 − 𝑇2)2 +⋯+ (𝑋𝑛 − 𝑇𝑛)2   (63) 
When the underlying distribution is non-normal, Wang (2005a) combined correlated quality 
characteristics to form independent GD variables and determined the distribution that best fit 
GD by using Best-Fit statistical software. The maximum radial distance (MRD) is the upper 
limit of the GD variables and zero is the lower specification limit (Wang and Hubele 1999). 
MRD is defined by: 
  𝑀𝑅𝐷 = √(𝑇𝑜𝑙𝑋1)
2 + (𝑇𝑜𝑙𝑋2)
2 +⋯+ (𝑇𝑜𝑙𝑋𝑛)
2    (64)  
where (𝑇𝑜𝑙𝑋1)
2 is the specification tolerance of the ith quality characteristic. The GD 
variables are independent and often follow different distribution patterns. In this research, 
Burr XII distribution was used to model individual GD variables. 
6.4  Burr XII Distribution 
Burr XII distribution is part of twelve distributions yielding a variety of density shapes, 
introduced by (Burr 1942). Burr XII distribution has since been used to describe income 
distribution in an economic context. Guerra et al. (2017) generalised Burr XII distribution to 
cover more complex situations applicable to income distribution, finance and the modelling 
of lifetime data. Burr XII distribution has recently found its way into process capability 
estimation and reliability modelling. Zimmer et al. (1998) also proved that it could provide an 
alternative model for representing failure data and argued that it had two main advantages: 
functions of cumulative distribution and reliability that could be presented in closed form, as 
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well as algebraic tails vital for modelling failures that occasionally happen. Abbasi et al. 
(2010) presented a simpler way of estimating the two parameters of the Burr XII distribution; 
i.e. skewness and kurtosis, using a neural network. Yari and Tondpour (2018) proposed three 
discrete analogues of Burr XII-gamma distribution to model discrete lifetimes in reliability.  
Two-parameter Burr XII distribution can be used to describe data in the real world (Burr 
1942, Liu and Chen 2009). Nonetheless, in practice, it has been observed that the majority of 
quality characteristics produce positively skewed data; therefore, Burr XII distribution can be 
suitably employed to fit the underlying distribution of the data. The probability density 
function of Burr XII distribution is defined by: 
   𝑓(𝑥) =
𝑐𝑘𝑥𝑐
(1+𝑥𝑐)𝑘+1
       (65) 
The cumulative distribution function of the Burr XII distribution is defined by: 
   𝐹(𝑥) = 1 −
1
(1+𝑥𝑐)𝑘
       (66) 
where c, k≥1 and x≥0. Skewness and kurtosis are represented by the parameters c and k, 
respectively. In this study, Burr XII distribution was used to fit to individual GD variables. 
The parameters c and k, for these variables, were estimated using the simulated annealing 
search algorithm (Ahmad et al. 2009b). After fitting the appropriate Burr XII distributions, 
estimates of proportion of nonconformance (PNC) and yield could be obtained (Burr 1942, 
Liu and Chen 2009, Ahmad et al. 2009b). The PNC is defined by: 
   𝑃𝑁𝐶 = 1 − ∫ 𝑓(𝑥)𝑑𝑥
𝑀𝑅𝐷
0
      (67)  
where f(x) is the density function of the corresponding GD variable and ∫ 𝑓(𝑥)𝑑𝑥
𝑀𝑅𝐷
0
 is the 
probability of conforming. Since GD variables are independent, the total PNC for the process 
is estimated by: 
115 
 
   𝑃𝑁𝐶𝑇𝑜𝑡𝑎𝑙 = 1 −∏ ∫ 𝑓𝑖(𝑦)𝑑𝑦
𝑀𝑅𝐷𝑖
0
𝑘
𝑖=1     (68)  
where 𝑓𝑖(𝑦) is the density function of the i
th GD variable. Yield is the complement of PNC. 
Shiau et al. (2013) extended the bivariate index devised by Castagliola and Castellanos 
(2005) by introducing two MPCIs – 𝑀𝐶𝑝 and 𝑀𝐶𝑝𝑘, which are defined as: 
   𝑀𝐶𝑝 = −
1
3
Ф−1 (
𝑝
2
)        (69) 
And 
    𝑀𝐶𝑝𝑘 = −
1
3
Ф−1(2𝑛−1𝑝𝑚𝑎𝑥)     (70) 
respectively, where p is the total proportion of non-conforming products and pmax is the 
maximum proportion of non-conforming products. 
  6.4.1 Simulated Annealing 
Simulated annealing (SA) is used to determine parameters c and k of the Burr XII 
distribution. The term ‘simulated annealing’ was derived from its being analogous to the 
process of physical annealing with solids such as metals, whereby after heating a crystalline, 
it is allowed to cool very slowly until it attains its most regular possible crystal lattice 
configuration, thus eliminating all defects. If the cooling rate is slow enough, the final 
configuration results in a solid with exceptionally superior structural integrity. Simulated 
annealing determines the relationship between this type of thermodynamic behaviour and the 
search for global minima for a discrete optimisation problem. The likelihood function of any 
problem is the same as the energy function of the physical process whilst the parameters 
seeking optimisation are regarded as being the state of the metal in the physical process. 
Eglese (1990) devised the first pseudo-code for SA, like the one presented in Algorithm 7. 
Simulated annealing is used to estimate the maximum likelihood of the Burr XII distribution 
parameters c and k.  
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Algorithm 7: Simulated Annealing 
1: Input GD variable data 
2: Set SA control parameters i.e. M0, Mf, B, S 
3: Select the initial solution, x0 = (c0, k0) 
4: Determine the likelihood function L0 for the initial solution 
5: While M > M0 
             M = B . M 
6: For i = 1 to S 
Search values around x1 = (c1, k1) 
Calculate the likelihood function L1 at x1 
Evaluate control parameters 
If L1 > L0 
then c0 = c1, k0 = k1 and L0 = L1 
 else 
   generate a random value n between 0 and 1 
   if n < 𝑒(
𝐿1−𝐿0
𝑀
)
  
                                                           then c0 = c1, k0 = k1 
7: Print c and k. 
 
In this study, the initial solution was set at x0 = (0.5, 0.5) and executed 5,000 iterations. 
10,000 iteration did make much of a difference in terms of accuracy. 
6.5  The Machine Learning Approach 
As discussed, under Section 5.2.1, the neural network chosen for this study is called 
ANNIGMA (Hsu et al. (2002), (Huda et al. 2014)), which is an improved neural network 
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based on a feature ranking approach. ANNIGMA reduces the impact on output from noisy or 
irrelevant input features by reducing the weights associated with those irrelevant features. As 
it ranks features by relevance based on the weights associated with each quality 
characteristic, the training of m neural nodes for each branching point is not necessary. 
Consequently, the speed of a fault diagnostic task using ANNIGMA is substantially increased 
(Hsu et al. (2002), (Huda et al. 2014)).  
Artificial neural network weights give an estimate of the relative importance of input 
features. Several parameters have to be predetermined and these include initialising the entire 
set of attributes available, the number of wrapper cycles, the total number of cross-validation 
subsets used, the weights and biases of a trained neural net. In this simulation, a 10-fold 
cross-validation was used and this speed up the process. Less than 10 epochs can generate 
adequate ANNIGMA results. 
 
6.6  Proposed Multivariate Non-Normal Fault Diagnostic Hybrid 
In this study, a multivariate non-normal fault diagnostics hybrid was proposed to carry out a 
full multivariate process capability analysis and fault diagnostic task on a multivariate non-
normal process. The proposed hybrid could estimate both yield and multivariate process 
capability as well as identify and rank quality characteristics responsible for poor 
performance. 
The proposed hybrid was developed based on both statistical and machine learning 
algorithms in order to measure process performance and to identify and rank the responsible 
variables for poor process performance in multivariate non-normal processes. 
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Algorithm 8: Flowchart for the proposed methodology.  
Step 1: Read the multivariate data. 
Step 2: Construct the covariance matrix and cluster correlated variables. 
Step 3: Deploy the Geometric Distance approach to reduce the dimensionality of 
multivariate data by fitting GD variables to correlated clusters and use MRD to 
estimate the specification limits for the individual GD variables (Equations 63-
64). 
Step 4: Fit the appropriate Burr XII distribution to the GD variables using the simulated 
annealing algorithm (Ahmad et al. 2009b) to estimate the corresponding c and k 
parameters.  
Step 5: Use the fitted Burr XII distribution to estimate the yield. (Equations 67-68). If 
the yield is acceptable, go to Step 9. 
Step 6: Rank GD variables, in terms of yield, starting with the lowest. 
Step 7: Estimate the multivariate process capability index for the process yield 
(Equation 7). If the multivariate process capability index is acceptable, go to 
Step 9. 
Step 8: Use the machine learning fault diagnostic approach (ANNIGMA), to identify 
and rank characteristics responsible for poor performance within the GD 
variable with the lowest yield or MPCI value. Set short-term and long-term 
goals for process improvement, based on the yield. Go to Step 2. 
Step 9:  STOP. 
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Figure 26: Detailed Proposed fault diagnostic hybrid for multivariate non-normal processes. 
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6.7  Application of the Proposed Multivariate Non-Normal Diagnostic Hybrid 
The proposed hybrid was next deployed to perform a multivariate non-normal capability 
analysis and carry out fault diagnostics on a process that produced a computer component 
with seven correlated quality characteristics. The data (Ahmad et al. (2009a)) consisted of 
100 samples of size = 1 with key quality characteristics; X1, X2, X3, X4, X5, X6 and X7. The 
specification limits were: 0.10 ± 0.04, 0 ± 0.50, 11 ± 5, 0 ± 0.2, 0.55 ± 0.06, 0.07 ± 0.05, and 
0.07 ± 0.05, respectively.  
 
6.7.1 Numerical examples 
Using correlation analysis, the variables were clustered into four independent variables: GD1 
(X1, X2, X3), GD2(X4), GD3(X5) and GD4(X6, X7).  
 
Table 21: Process mean vector 
X1 X2 X3 X4 X5 X6 X7 
0.11 0.08 11.19 0.03 0.54 0.08 0.08 
 
Table 22: Covariance matrix of the data 
 
 
 
        [X1]      [X2]     [X3]      [X4]    [X5]      [X6]      [X7]
[X1]  8.9e-05  5.3e-05 -0.00047  0.00032   3.5e-05  4.3e-06  0.00109
[X2]  5.3e-05  1.1e-03  0.00124  0.01608   2.1e-04 -2.8e-05 -0.00119
[X3] -4.7e-04  1.2e-03  1.08129  0.03822  -9.8e-04  1.8e-03  0.08141
[X4]  3.5e-04  1.6e-02  0.03820  0.98081   7.1e-04 -6.9e-04  0.04113
[X5]  3.5e-05  2.1e-04 -0.00098  0.00071   2.7e-04  7.9e-06 -0.00042
[X6]  4.3e-06 -2.8e-05  0.00181 -0.00069   7.9e-06  2.3e-04  0.00808
[X7]  1.1e-03 -1.2e-03  0.08141  0.03644  -4.2e-04  8.1e-03  1.01143
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Table 23: Yield based on Burr XII parameter estimates and MRD 
GD 
Variables 
MRDi 
(Equation 2) 
Burr XII distribution parameter estimate Probability of product 
conforming c k 
GD1 5.025 1.887 1.487 0.9999 
GD2 0.200 1.203 67.57 0.9999 
GD3 0.060 1.201 122.1 0.9833 
GD4 0.071 1.582 236.5 0.9714 
 
Table 23 shows that the yields for GD3 and GD4 were below the acceptable threshold of 
0.9973. From the yield ranking, GD4 gave the lowest probability that the products would 
conform to the specifications (the yield).  
Machine learning was deployed to identify and rank those quality characteristics responsible 
for the poor performance of the variable GD4. The results are presented in Figure 27 and 
show that variable X7 gave the most significant contribution followed by X6. 
 
Figure 27: The ranking of the contributions of GD4 quality characteristics. 
 
6.7.2  Discussion of numerical example results  
In this section, results for both the numerical example and the simulation study will be 
analysed. From the results shown in Table 23, the estimated process yield was 0.9550 and the 
multivariate process capability was 0.9878. The poor performance was caused by variables 
GD3 and GD4 which gave yields below the 0.9973 threshold. GD4 gave the lowest yield of all 
0
50
100
X7 X6
%
 p
er
ce
n
ta
ge
 
co
n
tr
ib
u
ti
o
n
s
GD4 variables
Contributions of GD4 variables (X6, X7)
122 
 
at 0.09714. As such, it was the most significant GD variable responsible for poor 
performance. GD4 was formed by variables X6 and X7; the machine learning results showed 
that these contributed 36% and 64%, respectively, to its poor performance, making X7 the 
first variable to be targeted for process improvement. This demonstrated that, instead of 
investigating all the variables, the proposed hybrid could identify the most significant 
variable responsible for poor process performance by concentrating on the components of the 
GD with the minimum yield, consequently reducing the cost and time of the fault diagnostic 
task. 
Table 24: Comparison results of the four approaches discussed. 
Approaches Wang and Hubele 
(1999) 
Ahmad, S., et al 
(2009) 
Huda, S et al 
(2014) 
Proposed Hybrid 
Estimates Yield 0.9550 0.9550 - 0.9550 
Estimates Capability - 0.9878 - 0.9878 
Fault diagnostics: GD 
approach on GDi 
GD3; GD4 GD4 - GD4 
Fault diagnostics: ML 
approach on Xi 
- - X7 X7 
 
6.8 Simulation Study 
To assess the robustness of the proposed hybrid in identifying and ranking responsible 
variables, the original data were used to simulate seven different scenarios. Each scenario had 
600 samples of size = 1.  
Scenario A: This was the original data, from the numerical example in Section 6.7.1, for 
comparison. 
Scenario B: The variable X7 was identified in Scenario A and improved by shifting the 
process mean, µ7, from 0.08 to 0.07 (the target mean). 
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Scenario C: Variables X7 and X5 were both improved: µ7 from 0.08 to 0.07 and µ5 from 0.54 
to 0.55. 
Scenario D: Variables X5, X6 and X7 (that is, GD3 and GD4) all improved: µ5 from 0.54 to 
0.55, µ6 from 0.08 to 0.07 and µ7 from 0.08 to 0.07. 
Scenario E: Variable X2 shifted away from the target by 15%, increasing to µ2=0.092. 
Scenario F: Variables X1 and X2 shifted away from the target by 25% and 15%, increasing to 
µ1=0.138 and µ2=0.092, respectively. 
Scenario G: Variables X1,, X2 and X3 shifted away from the target by 25%, 15% and 35%, 
increasing to µ 1=0.138, µ2=0.092 and µ 3=15.11, respectively. 
 
Table 25: Performance analysis based on the proposed fault diagnostics hybrid. 
Attributes Scenario A Scenario B Scenario C Scenario D Scenario E Scenario F Scenario G 
Yield 
for 
GDi 
GD1 0.9999 0.9999 0.9999 0.9999 0.9684 0.9642 0.9601 
GD2 0.9999 0.9999 0.9999 0.9999 0.9999 0.9999 0.9999 
GD3 0.9833 0.9833 0.9998 0.9998 0.9833 0.9833 0.9833 
GD4 0.9714 0.9980 0.9995 0.9999 0.9714 0.9714 0.9714 
Process Yield 0.9550 0.9811 0.9976 0.9991 0.9249 0.9209 0.9170 
Process 
Capability 
0.9878 0.9912 1.02 1.1024 0.9835 0.9784 0.9717 
Ranked GD 
variables  
GD4, GD3, 
GD1, GD2 
GD3, 
GD4, GD1, 
GD2 
GD4, 
GD3, GD1, 
GD2 
GD4, GD3, 
GD1, GD2  
GD1, GD3, 
GD4, GD2 
GD1, 
GD3, GD4, 
GD2 
GD1, GD3, 
GD4, GD2 
Identified GDi GD4 GD3 GD4 GD2 GD1 GD1 GD1 
Ranked Xi 
variables  
X7, X6 X5 X6, X7 X4 X2, X1, X3 X1, X2, X3 X3, X1, 
X2, 
Identified Xi  X7 X5 X6 X4 X2 X1 X3 
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6.8.1 Simulated scenario results 
The results of the simulation study are presented in Table 25. 
Scenario A: This was the original data, from the example in Section 6.2.1 and the results 
discussed in Section 6.8.1, for comparison purposes. 
Scenario B: In this scenario, variable X7, as identified in Scenario A, was improved. 
Deploying the proposed algorithm resulted in GD3 being ranked the most significant with a 
yield of 0.9833. Subsequently, X5, (since it was the only variable in GD3) would be targeted 
for process performance improvement.  
Scenario C: Variables X7 and X5 were both improved. All GD variables produced acceptable 
yields of at least 0.9973, though GD4 was the lowest at 0.9995. The multivariate process was 
also capable, with a multivariate process capability index equal to 1.02; that is, above 1.0. 
Applying the machine learning source identification approach to GD4 results in X6 being 
ranked the most significant, since X7 had already been improved. As the original variables 
had improved, the simulation study demonstrated that the proposed hybrid could select the 
next significant variable. 
Scenario D: Variables X5, X6 and X7 (that is, GD3 and GD4) all improved. The yield 
improved significantly from 0.9550 to 0.9991 as did the process capability from 0.9878 to 
1.1024. All GD variables produced a yield above 0.9973, which was the acceptable yield 
level. In this scenario, process improvement tasks would be implemented with reference to 
the yield, ceasing when the multivariate process capability or process yield reach an agreed 
level – i.e. that desired by the quality practitioners or relevant stakeholders in charge. 
Nonetheless, the proposed hybrid could continue to identify and rank significant variables for 
process improvement, should the quality practitioner wish to increase the multivariate process 
yield. The graph shows that as the variables responsible for GD3 and GD4 improved, the next 
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variable responsible for poor process performance was GD2, as identified in the first column 
of Table 25. 
Scenario E: In this scenario, variable X2 was deliberately shifted away from the target to 
1.15 X2. The results show that X2 contributed most to poor process performance. This was 
also supported by the results shown in Table 25, where GD1, which contained variable X2, 
was ranked as the most significant contributor, with an overall yield of 0.9249 and 
multivariate process capability below 1.0. Among the GD1 variables, X2 was also ranked as 
the most significant and the proposed hybrid was able to identify the shift in the process mean 
of this variable. 
Scenario F: Variables X1 and X2 shifted away from the target to 1.25X1 and 1.15X2, 
respectively. The process yield dropped from 0.9550 to 0.9209 and the process capability 
from 0.9878 to 0.9784. In Table 25, it is evident that variable GD1, which contained the 
variables X1 and X2, produced the lowest yield. The results additionally show that variables 
X1 and X2 were the most significant among all the original variables within the GD1 variable. 
This confirmed that the proposed hybrid could effectively detect these simple changes in 
variable performance, which would eventually affect the overall process performance. 
Scenario G: Variables X1, X2 and X3 shifted away from the target to 1.25X1, 1.15X2 and 
1.35X3, respectively. The results in Table 25 show that these affected the yield of GD1, which 
was the lowest at 0.9170 and hence contributed most to poor process performance. The 
proposed hybrid ranked X3 as the most significant variable within the GD1 variable. This 
demonstrated that the proposed fault diagnostics hybrid could only deal with the original 
variables related to the GD variable with the lowest yield (GD1, in this case).  
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Table 26: Strengths of the discussed approaches 
Approaches Wang and Hubele 
(1999) 
Ahmad, S., et al 
(2009) 
Huda, S et al 
(2014) 
Proposed Hybrid 
Estimates Yield ✓ ✓  ✓ 
Estimates Capability  ✓  ✓ 
Fault diagnostics on GD 
variables (GDi) 
 ✓  ✓ 
Fault diagnostics on 
original variables (Xi) 
  ✓ ✓ 
Table 26 sums up the advantages of the proposed hybrid over the existing approaches. 
6.9  Summary 
This chapter identified the challenges of carrying out multivariate process capability analysis 
and fault diagnostics on a multivariate non-normal process with correlated quality 
characteristics. The existing approaches estimate yield or process capability and carry out 
fault diagnostics on GD variables only. A hybrid was proposed to address these shortcomings 
and was based on the Geometric Distance approach, fitting Burr XII distributions and 
applying the machine learning approach to carry out fault diagnostics, given that the 
responsible GD variable may represent multiple original variables. The novelty of the 
proposed hybrid is that it affords the practitioner an opportunity to measure process 
performance using either process yield or multivariate process capability, while improving 
the original quality characteristic responsible for poor performance. The efficacy of the 
proposed hybrid was assessed using a real manufacturing example and seven simulated 
scenarios. The following chapter concludes the thesis and gives recommendations on process 
capability analysis and fault diagnostics. 
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CHAPTER 7 
 
Conclusions and Further Research 
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7.1  Conclusion 
Commonly used process capability indices differ in their approaches to measuring the 
capability of univariate processes with symmetric tolerances; however, no single process 
capability index is able to fully measure process performance. This thesis has investigated the 
commonly used univariate process capability indices and identified their strengths and 
weaknesses. According to the literature, quality costs are driven by shifts in process mean, 
variance and yield. This study, for the first time, has developed a hybrid that complements the 
strengths of individual process capability indices and provided a set containing the smallest 
number of indices that give the practitioner all the necessary information regarding the 
performance of the univariate process. The chapter has also provided the algorithms 
necessary to implement the proposed hybrid and different scenarios were generated through 
simulation to assess its efficacy and robustness. The results of the study demonstrated that the 
optimal set of indices selected by the hybrid could provide precise information on shifts in 
mean or variance, the location of the mean, yield and potential capability. The 
implementation of the proposed hybrid has provided a guideline on prioritising tasks required 
for improving process capability, thereby reducing the quality cost by effectively speeding up 
process improvement tasks.  
In real life, some univariate normal processes have asymmetric tolerances; however, some of 
the capability indices used for processes with symmetric tolerances are not applicable to 
these. As such, this study extended the proposed hybrid to cover the asymmetric tolerance 
case. The results of the simulation demonstrated that the proposed hybrid is reasonably robust 
in fully assessing the performance of a univariate normal process with asymmetric tolerances. 
The proposed hybrid was further extended to include cases where the total quality of a 
product can be determined from multiple correlated quality characteristics that follow normal 
distribution. In this case, MPCIs were investigated and found to have the same inadequacies 
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as discussed under univariate processes. Traditional multivariate process capability indices 
measure multivariate process capability; however, no single multivariate process capability 
index can fully measure the performance of a multivariate process in terms of shifts in mean, 
process spread and yield. Similarly, the quality cost of multivariate processes depends on the 
measure of the departure of individual quality characteristics from their respective target 
means, increases in variabilities and decreases in yield. To address these shortcomings in 
multivariate process capability analysis, the proposed hybrid was extended by investigating 
the advantages of several commonly used multivariate process capability indices. An 
algorithm was then developed that complemented the strengths of these individual indices 
and selected an optimal set of multivariate process capability indices capable of fully 
assessing and measuring shifts in process mean or variance, the location of the mean, yield 
and potential capability. The numerical results clearly showed that the proposed algorithm 
could select an optimal set of MPCIs capable of providing precise information on process 
performance.  
Having identified this optimal set of multivariate process capability indices, the task 
remained of identifying and ranking quality characteristics responsible for poor process 
performance. Principal component analysis was deployed to identify and rank those variables 
that contribute to the performance of a capable process whilst the machine learning approach 
was used to identify and rank those variables that contribute to the performance of incapable 
processes. While principal component analysis and machine learning approaches can identify 
and rank variables responsible for process performance, both are incapable of identifying 
whether the responsible variables have shifted the process away from the target mean or the 
target variance. To overcome this challenge, an impact-factor algorithm was developed to 
identify and rank the sources of variation with respect to shifts in mean and variance. Finally, 
a novel fault diagnostic hybrid was proposed, based on principal component analysis, 
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machine learning and the developed impact-factor algorithm, in order to fully assess the 
performance of the multivariate process and carry out the task of source identification to 
identify and rank variables responsible for shifts in process mean, variance or yield. The 
numerical example and simulation study demonstrated that the proposed impact-factor 
algorithm was robust in identifying and ranking variables responsible for shifts in mean or 
variance, in contrast to existing approaches which cannot. Furthermore, the proposed hybrid 
not only measures multivariate process capability but also provides details on the process 
performance relative to the yield. Consequently, the proposed hybrid could effectively guide 
quality practitioners to identify and prioritise quality characteristics responsible for poor 
process performance in order to improve those processes and effectively reduce quality costs.  
Once the quality characteristic contributing the most to changes in the mean or covariance 
structure of the multivariate normal process has been identified, the proposed hybrid for full 
univariate process capability assessment can be deployed to give the practitioner a 
comprehensive picture of the performance of that particular characteristic for an informed 
process improvement decision. The results presented above are a testimony of achieving the 
first objective outlined in Section 1.6. 
The thesis also identified the challenges of performing multivariate process capability 
analysis and fault diagnostics on a multivariate non-normal process with correlated quality 
characteristics. A hybrid was proposed to address the shortcomings of the existing 
approaches and was based on the Geometric Distance approach, fitting Burr XII distributions 
and applying the machine learning approach to carry out fault diagnostics, given that the 
responsible GD variable may represent multiple original variables. The novelty of the 
proposed hybrid is that it affords the practitioner an opportunity to measure process 
performance, using either process yield or multivariate process capability, while identifying 
and ranking the quality characteristics responsible for poor performance. The results 
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confirmed that instead of investigating all the variables, the proposed hybrid could identify 
the most significant variable responsible for poor process performance by concentrating on 
the GD variable with the lowest yield, conseq6uently reducing the cost and time of the fault 
diagnostic task. The results presented above are evident of the achievement of the second 
objective outlined in Section 1.6. 
 
7.2  Further Research 
The research focused on univariate normal processes with both LSL and USL. As such, 
further studies could be carried out on univariate non-normal processes with both LSL and 
USL. In addition, it would be vital to extend these approaches to processes with single 
specification limits. 
In terms of the overall quality of a product, multivariate normal processes have been 
investigated in this thesis. In practice, however, there are multivariate non-normal processes 
that require a full performance analysis; therefore, similar approaches can be extended to 
multivariate non-normal discussed here. The research has considered only the quality 
characteristics with both upper and lower specification limits. It is recognised that some 
industries might be monitoring quality characteristics with single specification limits, and 
relevant approaches need to be developed. 
The proposed approaches for the multivariate processes are limited to processes with multiple 
quality characteristics with symmetric tolerances. The hybrids are not applicable to 
multivariate processes with a single specification limit or asymmetric tolerances. 
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