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Zakljucˇno delo obravnava uporabnost metode gradientnega spusta za optimizacijo kr-
milnih parametrov robotskega sledilca cˇrti. Za preizkusˇanje je bil potreben program,
nalozˇen na mikrokrmilnik robotskega sledilca, ki poleg krmiljenja robota z uporabo
gradientnega spusta iˇscˇe optimalne vrednosti krmilnih parametrov. Preizkusi so pote-
kali na testni progi, optimalne vrednosti krmilnih parametrov pa so izbrane tako, da je
cˇas prevoza proge cˇim krajˇsi. Izdelane so bile tri razlicˇice programa z manjˇsimi spre-
membani, z vsako od njih pa je bilo opravljenih vecˇ preizkusov. Z analizo rezultatov
je bilo ugotovljeno, da je gradientni spust primerna metoda za optimizacijo krmilnih
parametrov, saj je bil cˇas prevoza proge ob koncu preizkusov precej krajˇsi. Za cˇim
boljˇso izvedbo optimizacije je pomembna tudi pravilna izbira kriterijske funkcije ter





Optimisation of control parameters for a line follower robot
using gradient descent
Marko Krasnik





This thesis deals with using the gradient descent method for optimizing control parame-
ters of a line following robot. The robot’s microcontroller was programmed to operate
its control algorithm, as well as search for optimal values of the control parameters
using gradient descent. Testing was done on a test track, optimal control parameters
were chosen based on the fastest lap-times. Code for the microcontroller was witten
in three separate versions with slight variations. Multiple tests on the track were done
with each version. After analyzing our data, we can determine that gradient descent is
an effective method for optimizing control parameters of a line following robot, since
lap-times after optimisation have improved significantly. We have also concluded that
choosing good crteria (in this case lap-time) and knowing how control parameters affect
each other is very important for effective optimisation.
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k / koeficient ojacˇanja
T / cˇasovna konstanta
x mm pozicija v x smeri
y mm pozicija v y smeri
φ / rotacija
v / ali ms−1 hitrost
ω s−1 kotna hitrost
e mm napaka
R ali r mm radij
L mm dolzˇina
















Avtomatizacija transporta je tema, ki se jo dandanes vse pogosteje obravnava. Ob-
sega vse od transporta izdelkov in surovin v industriji do upravljanja samovozecˇih
osebnih avtomobilov. Ena najenostavnejˇsih in najcenejˇsih realizacij avtomatiziranega
transporta je uporaba avtonomnih robotskih sledilcev cˇrti.
Zaradi enostavnosti izvedbe in izdelave primernih sistemov so ti sledilci najpogosteje
krmiljeni s PID algoritmom. Uporaba PID s seboj vedno prinasˇa problem pravilne
izbire vrednosti koeficientov ojacˇenja. Ti dolocˇajo kvaliteto sledenja, posledicˇno tudi
ucˇinkovitost in zanesljivost sistema, v katerem so vpeljani. Metod za dolocˇanje opti-
malnih vrednosti koeficientov ojacˇenja je veliko (Ziegler-Nichols, Samal ...), vecˇinoma
pa zahtevajo veliko aktivnega preizkusˇanja. Z uporabo metod samooptimizacije je
proces iskanja optimalnih koeficientov mogocˇe avtomatizirati.
Vsebina zakljucˇne naloge obravnava problematiko uporabe optimizacijskega algoritma
gradientni spust za iskanje optimalnih vrednosti parametrov vozˇnje robotskega sledilca
cˇrti. Algoritem iˇscˇe minimum kriterijske funkcije v odvisnosti od spremenljivk, ki jih
optimiziramo. Treba je torej ustrezno izbrati kriterijsko funkcijo ter poskrbeti, da
spremenljivke konvergirajo k optimalni vrednosti. Med testiranjem je treba paziti na
vplive okolice, predvsem koeficient trenja med kolesi robotskega sledilca in podlago
testne proge.
Robotski sledilec je krmiljen z arduino mikrokrmilnikom, zato je pomemben cˇas izvedbe
osnovne krmilne zanke. Funkcija, ki izvaja PID, mora biti cˇim bolj enostavna, da je




Cilj naloge je raziskati uporabnost gradientnega spusta za optimizacijo parametrov
vozˇnje robotskega sledilca cˇrti, krmiljenega s PID krmilnikom. Obravnavani parametri
so koeficienti ojacˇenja PID krmilnika in hitrost vozˇnje robota. Glavni kriterij optimi-
zacije pa bo cˇas prevoza enega kroga po testni progi.
Za podrobno in natancˇno analizo rezultatov optimizacije koeficientov ojacˇenja PID
algoritma je treba najprej dobro poznati teoreticˇno ozadje. Prav to obravnava drugo
poglavje z naslovom Teoreticˇne osnove. Najprej je predstavljen PID krmilni algoritem,
nato gradientni spust, za tem pa sˇe sestava uporabljenega robotskega sledilca cˇrti ter
lastnosti in delovanje diferencialnega pogona. V zadnjem delu poglavja so na kratko
predstavljene nekatere raziskave, ki so se ukvarjale s povezavo PID krmiljenja in metodo
gradientnega spusta
Sledi prakticˇni del naloge. Najprej bo treba izdelati program, ki robota krmili s PID
krmilnikom ter izvaja optimizacijo z gradientnim spustom. Ta bo sestavljen iz zˇe ob-
stojecˇega programa, ki ga bo treba temeljito pregledati, modificirati in dopolniti. Nato
bo program nalozˇen na mikrokrmilnik robotskega sledilca ter z njim opravljenih vecˇ
preizkusov. Vsak preizkus je sestavljen iz dolocˇenega, enakega sˇtevila iteracij gradi-
entnega spusta. Ena iteracija obsega dolocˇeno sˇtevilo prevozˇenih krogov testne proge,
med katerimi se gradientni spust vrsˇi vsaj enkrat nad vsako od spremenljivk, katere
zˇelimo optimizirati. Zacˇetne vrednosti spremenljivk so v vsakem preizkusu enake. Po
potrebi bo izdelanih vecˇ razlicˇic programa z manjˇsimi spremembami v izvajanju ope-
racij.
Rezultate preizkusˇanja bomo v zadnjem delu naloge ovrednotili. Opazovali bomo spre-
minjanje koeficientov ojacˇenja in hitrosti tekom preizkusov ter njihove koncˇne, ustaljene
vrednosti. Ugotavljali bomo vpliv teh parametrov na cˇas prevoza testne proge in ustre-
znost izbrane kriterijske funkcije. Poskusˇali bomo ugotoviti tudi razloge za dolocˇeno
obnasˇanje parametrov. Pridobitev velikega sˇtevila izmerkov s taksˇnim preizkusˇanjem
bo najverjetneje zamudno. Z manjˇsim sˇtevilom izmerkov se bomo zato osredotocˇili bolj




Ime ≫PID≪ je okrajˇsava, ki predstavlja ≫proporcionalno, integrirni, diferencirni≪. PID
krmilnik je sestavljen iz elementov, ki vsebujejo te tri funkcije ter so poimenovani s
cˇrkami okrajˇsave: P – proporcionalni element, I – integrirni element in D – diferencirni
element. Prvicˇ so se pojavili v industriji zˇe leta 1939, v uporabi pa so vse do danes. PID
krmilniki v osnovni izvedbi ter tudi novejˇse, naprednejˇse razlicˇice, danes predstavljajo
vecˇ kot 90 % vseh krmilnikov v procesni industriji [1].
Slika 2.1: Shematski prikaz sistema s povratno zanko [2].
PID je metoda krmiljenja sistemov s povratno zanko. Tipicˇna sestava sistema s po-
vratno zanko je predstavljena v blokovni shemi na sliki 2.1. Proces, na shemi oznacˇen
s P , predstavlja krmiljen objekt. Procesno spremenljivko y zˇelimo cˇim bolje priblizˇati
referencˇni vrednosti r tako, da s krmilnikom spreminjamo upravno spremenljivko u [1].
Napaka e je definirana z enacˇbo (2.1), kot razlika med izmerjeno trenutno vrednostjo
procesne spremenljivke in referencˇno vrednostjo. Krmilnik, na shemi oznacˇen s C,
preko prenosne funkcije iz vhodnih spremenljivk r in e izracˇuna u. Na krmiljen objekt
poleg upravne spremenljivke u vplivajo tudi motnje d. Taksˇno strukturo imajo tudi
enostavni sistemi s PID krmiljenjem. Pri teh je prenosna funkcija krmilnika enaka
prenosni karakteristiki PID krmilnika.
e = r − y (2.1)
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Prenosna karakteristika PID krmilnika je definirana z enacˇbama [3]:












V enacˇbi (2.2) koeficienti predstavljajo posamezne elemente algoritma. kP je koefi-
cient proporcionalnega ojacˇenja, kI koeficient integrirnega ojacˇenja in kD koeficient
diferencirnega ojacˇenja [3].
Z enacˇbo (2.3) pa je definirana alternativna oblika prenosne karakteristike z uporabo
cˇasovnih konstant. TI predstavlja integrirno cˇasovno konstanto, TD pa diferencirno
cˇasovno konstanto [3].
Enacˇbi (2.2) in (2.3) predstavljata prenosni karakteristitki idealnega PID krmilnika, ki
se v praksi ne uporablja.
Prenosna karakteristika realnega PID krmilnika je prikazana z enacˇbo [3]:










kjer je parameter α obicˇajno enak α = 1/10.
Proporcionalni element predstavlja takojˇsnji odziv sistema na trenutno razliko med pro-
cesno spremenljivko in njeno zˇeljeno vrednostjo. Uposˇteva napako v danem trenutku t
(trenutno napako). Slabost elementa je v tem, da je korekcija vedno fiksno odvisna od
vrednosti napake. Do tezˇav pride pri nalogah, kjer je potrebna vecˇja vrednost vhodne
spremenljivke za doseg enakega rezultata. Dober primer tega je dvigovanje bremen. Cˇe
tezˇo bremena povecˇamo, je potrebna tudi vecˇja sila za dvig. Sestavljen je iz trenutne
izmerjene napake e, ki je pomnozˇena s proporcionalnim koeficientom ojacˇenja kP .
Integrirni element vsebuje integrirano funkcijo napake skozi celoten proces do trenutka
t. Sestavljen je iz sesˇtevka vseh preteklih napak, ki je pomnozˇen s koeficientom ojacˇenja
kI . Vrednost narasˇcˇa oz. pada, dokler napaka ne spremeni predznaka. Dalj cˇasa kot je
napaka prisotna, mocˇnejˇsi bo odziv. Problem nastopi, kadar procesna spremenljivka
dosezˇe vrednost r. Takrat je, cˇeprav smo zˇe dosegli zˇeljeno vrednost, sˇe vedno prisotna
korekcija v enaki smeri. Iznicˇi se sˇele z akumulacijo dovolj velike napake z nasprotnim
predznakom. Tako lahko pride do nihanja procesne spremenljivke okoli zˇeljene vre-
dnosti. Za boljˇse obvladovanje nihanja lahko sesˇtevek napak omejimo z maksimalno in
minimalno vrednostjo.
Diferencirni element predstavlja odvod funkcije napake v trenutku t. Sestavljen je
iz razlike trenutne in prejˇsnje napake, pomnozˇene s koeficientom ojacˇenja kD. Pove
nam, kako se obnasˇa napaka, se povecˇuje (razlika je pozitivna), zmanjˇsuje (razlika je
negativna) ali pa ostaja enaka (razlika je enaka 0). Predvideva nadaljnji potek funkcije




Gradientni spust je metoda za iterativno iskanje lokalnega minimuma funkcije. Algo-
ritem zacˇne z neko oceno koncˇnega rezultata in izracˇuna gradient funkcije v tej tocˇki.
Nato se premakne po funkciji s korakom, ki je sorazmeren negativni vrednosti tega
gradienta. Ta postopek se ponavlja, algoritem pa pocˇasi konvergira v tocˇko, kjer je
gradient enak 0 [4].
Tipicˇni primer iskanja minimuma z gradientnim spustom je predstavljen na sliki 2.2.




Gradientni spust lahko zapiˇsemo z iterativno enacˇbo [4]:
xn+1 = xn − λn · ∇F (xn) (2.5)
kjer je xn + 1 nova vrednost spremenljivke, xn njena trenutna vrednost in ▽F (xn)
gradient funkcije F pri vrednosti xn. Spremenljivka λn v enacˇbi pa predstavlja hitrost
optimizacije oziroma hitrost ucˇenja. Sluzˇi kot sorazmernostni koeficient, ki narekuje
velikost koraka v vsaki iteraciji. Hitrost optimizacije je lahko konstantna ali pa se
spremeni z vsako iteracijo algoritma.
Pri konstantni vrednosti λ je pomembna njena pravilna izbira. Cˇe je ta vrednost pre-
majhna ali prevelika, bo veliko iteracij, preden dosezˇemo minimum. Ob slabo izbrani
hitrosti optimizacije (cˇe je ta mnogo prevelika) se z algoritmom oddaljujemo od mini-
muma [4].
Spremenljivo hitrost optimizacije lahko v algoritmu definiramo na vecˇ nacˇinov. Naje-
nostavnejˇse to dosezˇemo s konstanto k, katere vrednost je med 0 in 1. Novo vrednost
λ za vsako iteracijo dobimo po enacˇbah [4]:
λn+1 = k · λn k ∈ (0,1) (2.6)
5
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k ∈ (0,1) (2.7)
Problem pri taksˇnem konstantnem zmanjˇsevanju λ je, da lahko korak postane pre-
majhen, preden algoritem dosezˇe minimum. Obstajajo tudi drugi bolj natancˇni, a
tudi kompleksnejˇsi nacˇini dolocˇanja spremenljivke λ, med bolj poznanimi sta ≫line
search≪ algoritem [5] in Barzilai – Borwein metoda [6].
2.3 Sestava robotskega sledilca cˇrti
Robotski sledilec cˇrti je avtonomni mobilni stroj s sposobnostjo sledenja cˇrti, ki je
narisana na tleh [7]. Cˇrta mora biti dobro vidna, delovanje sledilca je zato najbolj
ucˇinkovito po cˇrni cˇrti na beli podlagi ali beli cˇrti na cˇrni podlagi. Za uspesˇno sledenje
mora robot opazovati cˇrto preko fotosenzorjev in konstantno popravljati odstopanje.
Sestavo sledilnega robota lahko razdelimo na podsisteme [7]:
– podvozje,
– senzorji in pripadajocˇe vezje,
– mikrokrmilnik,
– pogon, gonilniki motorjev,
– aktuatorji.
Za dobro razumevanje kinematike robota je treba dobro poznati sistem, ki ga poganja.
Robotski sledilec, ki je uporabljen v tej nalogi, deluje na principu diferencialnega po-
gona. Zadnji kolesi, vpeti na isti osi, sta gnani vsako s svojim elektromotorjem. Tako
se lahko vrtita s poljubno hitrostjo, v poljubni smeri, neodvisno drugo od drugega [8].
Mehanizem, prikazan na sliki 2.3, je zelo preprost, gibanje robota pa lahko dolocˇimo
preko dimenzij pogona ter hitrosti posameznih koles. Poznati je treba: razdaljo med
kolesi L, njun radij r, obodno hitrost levega kolesa vL(t) in obodno hitrost desnega
kolesa vR(t) [8].
Na sliki 2.3 sta prikazana sˇe dva pomembna parametra. ICR je srediˇscˇna tocˇka
krozˇnice, po kateri se premika vozilo. Obe kolesi imata v vsakem cˇasovnem trenutku
enako krozˇno hitrost okoli te tocˇke. R(t) je razdalja med srediˇscˇem vozila (srediˇscˇna














Slika 2.3: Prikaz kinematike diferencialnega pogona [8].
tangencialno hitrost v(t) pa z enacˇbo [8]:




Cˇe poznamo dimenzije koles, lahko iz obodnih hitrosti izrazimo kotne, prikazano v
enacˇbah [8]:
vR(t) = rωR(t) (2.11)
vL(t) = rωL(t) (2.12)
S tem imamo vse potrebno za zapis kinematicˇnega modela, notranjo (inertno) kinema-




























kjer sta v(t) in ω(t) vhodni spremenljivki.
Cˇe zˇelimo dobiti lego vozila v trenutku t, je potrebno kinematicˇni model integrirati, to













Dolocˇanje lege robota iz znanih vhodnih velicˇin, cˇemur pravimo direktna kinematika,
torej ni povsem enostavno. Sˇe tezˇje pa je dolocˇanje vhodnih velicˇin ob poznani legi
vozila (inverzna kinematika), kar dejansko potrebujemo za vozˇnjo po tocˇno dolocˇeni
poti (trajektoriji).
V primeru sledenja cˇrti natancˇno izracˇunane in dolocˇene trajektorije ni treba poznati.
Potrebujemo le trenutno lego cˇrte, ki jo zaznajo senzorji. Robot s konstantnimi po-
pravki drzˇi cˇrto v zˇeljeni poziciji glede na senzorje. Potrebuje torej le premo gibanje za
pomik naprej po cˇrti in rotacijo za konstantne popravke. Shema delovanja krmilnika
in pogona je predstavljena na sliki 2.4.
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Slika 2.4: Blokovna shema delovanja robotskega sledilca cˇrti [9].
2.4 Povezava PID krmilnika in optimizacijskih al-
goritmov
Iskanje optimalnih vrednosti koeficientov ojacˇenja z uporabo optimizacijskih algorit-
mov ni nov koncept, ideja obstaja zˇe od pojava programabilnih krmilnikov. Sprva so
bili za to uporabni enostavnejˇsi algoritmi, med katere spada tudi gradientni spust. Z
razvojem mocˇnejˇsih in cenejˇsih krmilnikov pa se povecˇa tudi kompleksnost optimizacij-
skih algoritmov. Danes so poleg enostavnih metod za samooptimizacijo uporabne tudi
kompleksnejˇse (Q-learning, nevronske mrezˇe). Spodaj je predstavljenih nekaj raziskav
optimizacije koeficientov PID krmilnika z uporabo gradientnega spusta.
Prva obravnava parno destilacijo za pridobivanje etericˇnih olj [10]. PID krmiljenje je
tu uporabljeno za kontrolo temperature pare. Koeficienti ojacˇenja so najprej dolocˇeni
po Ziegler-Nichols metodi, nato sˇe z uporabo gradientnega spusta, na koncu pa je
z obema serijama parametrov narejen simulirani preizkus. Koeficienti, pridobljeni z
uporabo gradientnega spusta, dajo sistemu veliko hitrejˇsi cˇas odziva (cˇas od zacˇetka
ogrevanja do dosezˇene referencˇne temperature), manjˇsi delezˇ prenihanja ter krajˇsi cˇas
ustalitve.
Naslednja raziskava obravnava krmiljenje elektro-hidravlicˇnega servo sistema [11]. Za
razliko od prejˇsnje raziskave so tu koeficienti ojacˇenja sprva pridobljeni po Ziegler-
Nichols metodi, nato pa so ti sˇe dodatno optimizirani z metodo gradientnega spusta.
Preizkus je simuliran z uporabo koeficientov pred in po optimizaciji. Rezultati raziskave
nakazujejo na boljˇse delovanje sistema po dodatni optimizaciji z gradientnim spustom.
Prenihanje je skoraj popolnoma eliminirano, prav tako pa je opazno boljˇse sledenje –
pozicija je veliko blizˇje referencˇni vrednosti.
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3 Metodologija raziskave
Za testiranje je bil uporabljen robot, gnan z diferencialnim pogonom in krmiljen z ardu-
ino mikrokrmilnikom. Na spodnjem delu robota se nahajajo fotodetektorji, usmerjeni
v tla, ti so uporabljeni za sledenje cˇrti. Na zgornji strani se nahajajo tudi senzorji za
razdaljo, ki jih pri poskusih ne potrebujemo. Za brezzˇicˇno komunikacijo je opremljen
z bluetooth modulom. Za napajanje robot uporablja baterije napetosti 3.7 V. Celotna
sestava robota je vidna na slikah 3.1 in 3.2.
Slika 3.1: Prikaz robotskega sledilca cˇrti od zgoraj [12].
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Slika 3.2: Prikaz robotskega sledilca cˇrti od spodaj [12].
Testiranje je bilo opravljeno na progi, ki je vidna na sliki 3.3.
Slika 3.3: Prikaz oblike in dimenzij testne proge.
Pomemben dejavnik pri vozˇnji robota po progi je koeficient trenja med kolesi in pod-
lago. Vpliva predvsem na zmozˇnost hitrega speljevanja ovinkov. Koeficient trenja
se hitro zmanjˇsa, cˇe so na progi prisotni prasˇni delci, ki se tekom vozˇnje primejo na
robotova kolesa. Pred zacˇetkom testiranj je zato treba ocˇistiti preizkusˇevaliˇscˇe, med
testiranjem pa po potrebi tudi robotova kolesa. Prav tako je treba preveriti, cˇe se pod
progo v blizˇini cˇrt nahajajo vecˇji delci, ki motijo vozˇnjo robota. Program krmiljenja ter
samooptimizacije robota je napisan na osnovi zˇe obstojecˇega programa [12] v program-
skem jeziku Arduino. Uporabljeni so deli knjizˇnice robot [12]: nekaj funkcij razreda
line, ki se ukvarjajo z delovanjem svetlobnih senzorjev, funkcija drive, ki upravlja




3.1.1 Osnovna sestava programa
Pred zacˇetkom vozˇnje po progi se robot kalibrira. Kalibracijska funkcija je del knjizˇnice
robot. Med kalibracijo se robot nekajkrat zavrti okoli srediˇscˇne tocˇke med kolesi tako,
da svetlobni senzorji preletijo cˇrto in njeno okolico. Iz vrednosti signalov, dobljenih
pri kalibraciji, lahko robot razlocˇi, kdaj so senzorji na cˇrti. PID algoritem deluje preko
preracˇunanega odmika od cˇrte – napake e. Proporcionalni element eP je prikazan z
enacˇbo (3.1). Sestavljen je samo iz trenutne napake e in pomnozˇen s proporcionalnim
koeficientom ojacˇenja kP .
eP = e (3.1)
Integrirni element algoritma eI , prikazan z enacˇbama (3.2) in (3.3), je sestavljen iz
sesˇtevka vseh preteklih vrednosti e, katerega vrednost je omejena, ter pomnozˇen z





eI ∈ (−5,5) (3.3)
Zadnji, diferencirni element algoritma eD pa je definiran z enacˇbo (3.4) kot razlika
med trenutno in preteklo vrednostjo e, ki je pomnozˇena z diferencirnim koeficientom
ojacˇenja kD.
eD = en − en−1 (3.4)
Definirana je tudi zaviralna konstanta kb, ki skrbi za zmanjˇsanje hitrosti na ovinkih.
Hitrost robota je definirana z enacˇbo (3.5), kjer je vr dejanska hitrost robota, v hitrost
ki je definirana v programu, oziroma preko gradientnega spusta (maksimalna hitrost v
primeru, da je e = 0).
vr = v − kb · |e| (3.5)
Vrednosti elementov PID algoritma, pomnozˇene s pripadajocˇimi koeficienti ojacˇenja,
se zdruzˇijo v vrednost, ki predstavlja potrebno rotacijo robota φ v danem trenutku. Ta
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je definirana z enacˇbo(3.6). Rotacija φ ter hitrost vr sta vstavljeni v funkcijo drive,
ki vrednosti pretvori v potrebni napetosti na levem in desnem elektromotorju.
φ = −eP · kP − eI · kI − eD · kD (3.6)
Optimizacijski algoritem gradientni spust deluje s spreminjanjem koeficientov ojacˇenja
PID algoritma in hitrosti v. Isˇcˇemo parametre, pri katerih robot najhitreje prevozi
progo. Opazovana funkcija je torej cˇas prevoza proge t v odvisnosti od spremenjenega
parametra. Gradient te funkcije dobimo z enacˇbo:
∇k = kn − kn−1
tn − tn−1 (3.7)
∇k predstavlja gradient, kn in kn−1 trenutno in prejˇsnjo vrednost parametra, ki ga
spreminjamo (kP , kI , kD ali v), tn ter tn−1 pa trenutni in prejˇsnji cˇas prevoza proge.
Novo vrednost parametra dobimo z enacˇbo (3.8), kjer λ predstavlja hitrost optimizacije
(learning rate). Zmnozˇek negativne vrednosti gradienta in hitrosti optimizacije defini-
ramo kot korak ∆k z enacˇbo (3.9). Ta je omejen na maksimalno ∆kmax in minimalno
∆kmin vrednost. λ, ∆kmax in ∆kmin so definirani za vsak parameter posebej.
kn+1 = kn + λ · ∇k (3.8)
∆k = λ · ∇k (3.9)
Korak za prvo spremembo vsakega od parametrov je definiran vnaprej. To je potrebno,
da program dobi prve meritve cˇasa ter pripadajocˇe razlike parametrov za izracˇun prvih
gradientov.
Za boljˇso konvergenco v minimum funkcije se hitrost optimizacije ter tudi maksimalna
in minimalna vrednost koraka zmanjˇsajo ob vsaki spremembi predznaka gradienta. Po
nekaj zacˇetnih poskusih je bilo ugotovljeno, da so optimalne vrednosti koeficientov PID
krmiljenja odvisne od trenutne hitrosti robota. Vrednosti λ, ∆kmax in ∆kmin se zato
zacˇnejo zmanjˇsevati sˇele po tem, ko gradient hitrosti prvicˇ spremeni predznak.
Pomembna je tudi dobra izbira maksimalnega in minimalnega koraka parametra. Ki-
nematika diferencialnega pogona nam poda relacijo med hitrostima levega in desnega
kolesa ter radijem krozˇnice (ovinka), po kateri se premika vozilo. Preneseno na robota,
krmiljenega s PID algoritmom, dobimo minimalni radij ovinka, ki mu vozilo sˇe lahko
sledi. Ta je definiran s koeficientoma ojacˇenja kP in kI , maksimalnim odstopanjem,
ki ga senzorji sˇe lahko zaznajo, in trenutno hitrostjo. Z vecˇanjem koeficientov se radij
zmanjˇsuje, z vecˇanjem hitrosti pa raste. Maksimalni in minimalni korak parametrov
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sta torej izbrana tako, da med hitrostjo in koeficienti ne pride do prevelike razlike. Gra-
dientni spust se zato vrsˇi nad vsakim koeficientom trikrat in nato enkrat nad hitrostjo.
Skozi eno celotno iteracijo gradientnega spusta robot prevozi progo desetkrat.
Program robotu omogocˇa tudi nekaj nadzora nad kvaliteto sledenja. Funkcija sˇteje
iteracije krmilnega algoritma, med katerimi so senzorji popolnoma s cˇrte. Cˇe je teh
vsaj 12, se na zaslonu izpiˇse opozorilo, obenem pa se povecˇa zaviralna konstanta kb. Ta
se povecˇuje do dolocˇene meje kb,max. Funkcija prekine sˇtetje ter vrne vrednost nazaj
na 0, ko senzorji spet zaznajo cˇrto in na njej ostanejo vsaj 0.25 sekunde.
Robot ima zmozˇnost samodejnega popravka in iskanja cˇrte, cˇe popolnoma zapelje z
nje. Definirana je dovoljena meja sˇtevila iteracij izven cˇrte. Ko je ta dosezˇena, se
robot ustavi, na zaslonu se izpiˇse opozorilo, nato pa se zacˇne pomikati vzvratno. Cˇe v
dolocˇenem cˇasu najde cˇrto, nadaljuje z vozˇnjo, v nasprotnem primeru ponovno izpiˇse
opozorilo na zaslonu in pocˇaka, da ga rocˇno postavimo na progo. Ob izpadu s proge
pride tudi do popravka parametra, ki se je spremenil v tekocˇem krogu. Korak se
zmanjˇsa za polovico, novo vrednost parametra dobimo po enacˇbi (3.10). Cˇas pre-
voza proge v krogu, kjer je priˇslo do izpada, se izlocˇi, meritev pa se ponovi z novim,
popravljenim parametrom.




Programu je bila na koncu dodana sˇe omejitev hitrosti vmax. Ta sluzˇi zmanjˇsanju cˇasa
posameznih poskusov (hitrost se hitreje ustali) in odpravi tezˇav z ugasˇanjem robota
zaradi prevelikih sprememb toka pri visokih hitrostih. Omejen je tudi minimalni cˇas
prevoza kroga na 11 sekund.
Robotu je treba pogosto menjati baterije. Zaradi tega se robot po dveh iteracijah
gradientnega spusta ustavi in pocˇaka na menjavo baterije.
3.1.2 Spremembe programa
Osnovna verzija programa je prirejena sˇe v 2 dodatni verziji.
Druga verzija programa vsebuje le manjˇso spremembo pri zmanjˇsevanju hitrosti opti-
mizacije λ. Namesto po prvi spremembi predznaka gradienta hitrosti se hitrosti opti-
mizacije koeficientov λkp, λki in λkd, zacˇnejo zmanjˇsevati sˇele, ko λv pade pod dolocˇeno
vrednost. Namen te spremembe je, da hitrost manj niha, ko se zacˇnejo vzpostavljati
koncˇne vrednosti PID koeficientov. Do ustalitve hitrosti pa se PID koeficienti sˇe ve-
dno lahko premikajo z vecˇjimi koraki in ji tako lazˇje sledijo. Posledica taksˇne ureditve
programa so daljˇsi posamezni poskusi.
Tretja verzija programa spremeni opazovano funkcijo pri gradientnem spustu. Name-
sto minimuma cˇasa za optimizacijo PID koeficientov uporablja minimum povprecˇnega
odstopanja senzorjev od cˇrte na ovinkih. V PID krmilno zanko je dodana funkcija, ki
zazna in shrani vsa odstopanja od cˇrte e, ki so vecˇja od 15 mm in izracˇuna njihovo
povprecˇje e tekom enega prevoza proge. Shranjena odstopanja od cˇrte so pomnozˇena
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s 100 z namenom, da je velikostni razred razlik e primerljiv razlikam t. Gradient PID
koeficientov se nato izracˇuna po enacˇbi (3.11), kjer sta en in en−1 povprecˇni vrednosti
odstopanj trenutnega in prejˇsnjega prevozˇenega kroga. Predpostavka tukaj je, da ima
najvecˇji vpliv na zmanjˇsanje cˇasa prevoza proge sprememba hitrosti. Sprememba PID
koeficientov pa vpliva vecˇinoma na kvaliteto sledenja.
∇k = kn − kn−1
en − en−1 (3.11)
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4 Rezultati in diskusija
4.1 Prva serija
Prva serija je opravljena z uporabo prve (osnovne) verzije programa in obsega 4 poskuse
optimizacije. V vsakem poskusu robot prevozi vsaj 145 krogov oziroma 14 iteracij
gradientnega spusta. V prvih dveh poskusih je prisotna manjˇsa napaka na funkciji,
ki opazuje, cˇe je robot na cˇrti in ga ustavi, cˇe popolnoma zapelje z nje. Vrednost
spremenljivke, ki sˇteje sˇtevilo iteracij krmilne zanke, ko senzorji ne zaznajo cˇrte, se ob
vrnitvi robota na cˇrto ne vrne na 0. Namesto tega se povecˇuje, dokler ne dosezˇe meje
in se robot ustavi. Spodaj so predstavljeni rezultati v obliki diagramov.
Spreminjanje proporcionalnega koeficienta ojacˇenja je prikazano na sliki 4.1, ta se sprva
povecˇuje enakomerno z enakim korakom v vseh 4 poskusih. V 25. krogu se vrednosti
pocˇasi zacˇnejo razlikovati, po 45. krogu pa se krivulje popolnoma razcepijo. Do konca
poskusov nihajo in se pocˇasi ustalijo pri svojih koncˇnih vrednostih.
Slika 4.1: Prikaz spreminjanja vrednosti kP vseh poskusov prve serije.
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Spreminjanje vrednosti integrirnih in diferencirnih koeficientov je prikazano na slikah
4.2 in 4.3
Krivulje kI se zˇe pri 20. krogu popolnoma razcepijo. Njihov potek ne ustreza nobeni
funkciji, vrednosti narasˇcˇajo in padajo, dokler se ne ustalijo.
Diferencirni koeficient kD ima najbolj nepredvidljiv potek skozi vse 4 poskuse. Krivulje
se oddaljijo druga od druge zˇe v 13. krogu, razlike med njimi pa se z nadaljevanjem
poskusov mocˇno povecˇujejo. Vrednosti se nekajkrat spustijo tudi pod 0.
Slika 4.2: Prikaz spreminjanja vrednosti
kI vseh poskusov prve serije.
Slika 4.3: Prikaz spreminjanja vrednosti
kD vseh poskusov prve serije.
Na sliki 4.4 je razvidno, da hitrost enakomerno narasˇcˇa v vseh 4 poskusih, dokler ne
dosezˇe nastavljene omejitve vmax = 1.39. Za tem se krivulje minimalno razcepijo in
pocˇasi ustalijo.
Na sliki 4.5 so razvidne krivulje sprememb cˇasov prevoza proge. Te so skoraj popolnoma
enake. Sprva se cˇas zmanjˇsuje v stopnicˇasti obliki, nato pa se po 55. krogu ustali. Na
desnem delu grafa je opaziti 2 vecˇja odstopka. Robot je v teh primerih zapeljal s cˇrte
na ostrem ovinku in se nato ujel na napacˇno vzporedno cˇrto. Ko za tem dosezˇe ciljno
cˇrto, se meritev cˇasa ne uposˇteva, saj je izmerjeni cˇas krajˇsi od 11 sekund.
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Slika 4.4: Prikaz spreminjanja vrednosti hitrosti vseh poskusov prve serije.
Slika 4.5: Prikaz spreminjanja cˇasov prevoza proge vseh poskusov prve serije.
Strmi padci cˇasa, ki grafu dajo stopnicˇasto obliko, sovpadajo s spremembo hitrosti. Z
vecˇanjem hitrosti so ti padci cˇasa vedno bolj polozˇni in postanejo skoraj neopazni po
55. krogu oz 5. iteraciji gradientnega spusta. Ob podrobnejˇsem ogledu levega dela
grafa, ki je prikazan na sliki 4.6, je po strmih padcih opazen tudi polozˇen padec krivulje,
ki sovpada s spremembo proporcionalnega koeficienta kP . Tudi to ni vecˇ opazno po
25. krogu. Vodoravna oblika krivulje v desnem delu grafa je najverjetneje posledica
vecˇjega sˇuma meritev cˇasa. Spremembe cˇasa prevoza kroga, ki so posledica zunanjih
vplivov, so vecˇje od sprememb, ki jih povzrocˇijo koeficienti ojacˇenja in hitrost.
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Slika 4.6: Podrobnejˇsi prikaz spreminjanja cˇasov prevoza proge prve serije med 1. in
40. krogom.
Spodnja tabela 4.1 prikazuje vrednosti minimalnih dosezˇenih cˇasov prevoza tmin in
pripadajocˇih parametrov. Vrednosti tmin so si med seboj zelo podobne. Razlika med
najviˇsjo in najnizˇjo je samo 137 ms. Ozˇjega obmocˇja se drzˇijo tudi vrednosti kP ter
nekoliko vecˇjega vrednosti kI . Najvecˇje razlike nastopijo pri vrednostih koeficientov
kD, te se spustijo tudi do negativnih vrednosti.
Preglednica 4.1: Prikaz minimalnih cˇasov prevoza in pripadajocˇih parametrov prve
serije poskusov
Minimalni cˇas prevoza
Poskus Zap. sˇt. kroga kP kI kD v tmin [ms]
1. 143 0.623 0.0752 0.0312 1.38 11713
2. 65 0.604 0.0769 -0.019 1.39 11848
3. 70 0.548 0.0604 0.002 1.39 11850
4. 138 0.645 0.0568 -0.012 1.371 11836
Koncˇni ustaljeni parametri posameznih poskusov so prikazani v tabeli 4.2. V nobenem
od poskusov najkrajˇsi cˇas ni dosezˇen pri koncˇnih parametrih. Najbolje se temu priblizˇa
prvi poskus, ki najkrajˇsi cˇas dosezˇe v 143. krogu, v zadnji iteraciji gradientnega spusta.
19
Rezultati in diskusija
Preglednica 4.2: Prikaz koncˇnih ustaljenih parametrov poskusov prve serije
Koncˇni parametri
Poskus Zap. sˇt. kroga kp ki kd v t [ms]
1. 151 0.615 0.0767 0.0347 1.369 11887
2. 153 0.579 0.0927 -0.005 1.382 12110
3. 145 0.563 0.068 0.0506 1.33 11984
4. 145 0.645 0.0587 -0.0225 1.359 12024
4.2 Druga serija
Naslednja serija obsega 5 poskusov in se vrsˇi z uporabo druge verzije programa. Zaradi
spremembe v delovanju programa robot v vsakem prevozi progo 205-krat. V zadnjem,
sˇestem poskusu je umaknjena omejitev hitrosti.
Slika 4.7 prikazuje krivulje proporcionalnih konstant, ki se sprva povecˇujejo enakomerno
in zacˇnejo razlikovati po 25. krogu. V nadaljevanju se vrednosti sˇe povecˇujejo, prav
tako pa tudi razlike postanejo sˇe nekoliko vecˇje. Potek krivulj je podoben kot v prvi
seriji poskusov.
Slika 4.7: Prikaz spreminjanja vrednosti kP vseh poskusov druge serije.
Potek spreminjanja integrirnega koeficienta kI je dokaj podoben kot v prvi seriji. Z
grafa na sliki 4.8 je razvidno, da krivulje na videz nakljucˇno rastejo in padajo. Do
razcepa pride zˇe po 10. krogu, med prvo iteracijo gradientnega spusta, razlike med
krivuljami pa hitro mocˇno narastejo. Razlike vrednosti izmerkov med posameznimi
poskusi so opazno vecˇje.
Slika 4.9 prikazuje krivulje spreminjanja diferencirnega koeficienta kD. Te se razcepijo
zˇe po 12. krogu, oziroma med prvo iteracijo gradientnega spusta. Njihov potek sega
od mocˇnih narastkov do padcev v negativne vrednosti in nihanja okoli nicˇle. Raztros
meritev je tudi tukaj opazno vecˇji kot v prvi seriji.
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Slika 4.8: Prikaz spreminjanja vrednosti
kI vseh poskusov druge serije.
Slika 4.9: Prikaz spreminjanja vrednosti
kD vseh poskusov druge serije.
Graf spreminjanja hitrosti na sliki 4.10 prikazuje, da ta enakomerno narasˇcˇa do omejitve
vmax = 1.39 in se nato pocˇasi ustali. V 6. poskusu, kjer omejitev ni prisotna, hitrost
naraste nekoliko viˇsje in se tudi pocˇasneje ustali.
Slika 4.10: Prikaz spreminjanja vrednosti hitrosti vseh poskusov druge serije.
Krivulje cˇasa prevoza, prikazane na sliki 4.11, potekajo v skoraj popolnoma enakem
vzorcu kot v prvi seriji. Najvecˇja opazna razlika je odsotnost vecˇjih odstopkov. Robot
je torej bolj kvalitetno sledil cˇrti, ni priˇslo do vecˇjih izpadov.
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Slika 4.11: Prikaz spreminjanja cˇasov prevoza proge vseh poskusov druge serije.
Kot v prvi seriji poskusov so na krivulji cˇasa prevoza opazni padci, ki sovpadajo s
spremembami hitrosti in kP . Izstopajocˇ je 6. poskus, kjer ni omejitve hitrosti. Koncˇna
ustaljena hitrost tukaj je nekoliko viˇsja kot v prejˇsnjih poskusih. Skupaj s hitrostjo se
povecˇa tudi proporcionalna konstanta. Kljub viˇsjima vrednostima teh dveh parametrov
pa je izboljˇsanje cˇasa prevoza minimalno. Na sliki 4.12 vidimo, da je ta celo slabsˇi od
meritev iz ostalih poskusov med 110. in 180. krogom.




V tabeli 4.3 so prikazani najkrajˇsi dosezˇeni cˇasi prevoza testne proge s pripadajocˇimi
parametri. Razlika med najvecˇjo in najmanjˇso vrednostjo tmin je 115 ms. V vseh petih
poskusih je tmin manjˇsi kot v prvi seriji. Najnizˇji cˇas tmin je bil dosezˇen v 6. poskusu,
kjer je umaknjena omejitev hitrosti. V istem poskusu je dosezˇena tudi najviˇsja hitrost
in najvecˇja vrednost konstante kP .
Preglednica 4.3: Prikaz minimalnih cˇasov prevoza in pripadajocˇih parametrov druge
serije poskusov
Minimalni cˇas prevoza
Poskus Zap. sˇt. kroga kP kI kD v tmin [ms]
1. 202 0.613 0.0814 -0.0411 1.388 11580
2. 123 0.637 0.0402 0.0874 1.388 11523
3. 110 0.696 0.062 -0.002 1.375 11534
4. 171 0.712 0.0961 0.107 1.348 11548
5. 77 0.614 0.1128 0.0293 1.348 11638
6. 201 0.766 0.0333 0.1353 1.453 11324
Koncˇni ustaljeni cˇasi prevoza, prikazani v tabeli 4.4, so prav tako nizˇji kot v prvi seriji.
Najnizˇji cˇas je spet dosezˇen v 6. poskusu, drugi najnizˇji pa v prvem poskusu. Med
njima je le 43 ms razlike, med hitrostima in konstantama kP pa sta razliki precej vecˇji.
Tudi tokrat najkrajˇsi cˇas nikjer ni dosezˇen pri koncˇnih parametrih, spet pa se temu
najbolj priblizˇa prvi poskus.
Preglednica 4.4: Prikaz koncˇnih ustaljenih parametrov poskusov druge serije
Koncˇni parametri
Poskus Zap. sˇt. kroga kP kI kD v t [ms]
1. 205 0.613 0.0814 -0.0414 1.387 11669
2. 205 0.578 0.0675 0.0695 1.333 11956
3. 205 0.626 0.0876 0.0053 1.356 11774
4. 205 0.673 0.1029 0.1152 1.355 11731
5. 205 0.678 0.1177 0.0239 1.357 11927
6. 245 0.764 0.0417 0.1229 1.469 11626
V splosˇnem ta serija poskusov ne prinasˇa dodatnih ugotovitev. Parametra kI in kD se
tako kot v prvi seriji spreminjata nakljucˇno in nimata ocˇitnega vpliva na cˇas prevoza
proge. Tudi spremembe koeficienta kP imajo podoben potek kot v prejˇsnji seriji. Naj-
krajˇsi cˇasi prevoza ter cˇasi prevoza pri koncˇnih ustaljenih parametrih so v tej seriji za





Ta serija uporablja tretjo verzijo programa. Kriterij za spreminjanje PID konstant je
tokrat povprecˇje odstopkov od cˇrte na ovinkih v tekocˇem krogu. Vsak od poskusov
obsega 145 krogov. Testiranje te razlicˇice programa je bilo kmalu ustavljeno zaradi
ocˇitnih veliko slabsˇih rezultatov. Posledicˇno serija obsega le 2 preizkusa.
Krivulji spreminjanja koeficientov kP , prikazani na sliki 4.13, v tej seriji nimata vecˇ
ocˇitno podobne oblike krivuljam iz prejˇsnjih serij. Razcepita se v 16. krogu, njuno
narasˇcˇanje pa je veliko polozˇnejˇse in se koncˇa hitreje kot v prejˇsnjih serijah.
Slika 4.13: Prikaz spreminjanja vrednosti kP obeh poskusov tretje serije.
Spreminjanje integrirnega koeficienta je razvidno na sliki 4.14 in je zelo podobno ti-
stemu iz prve serije poskusov. Krivulji nakljucˇno narasˇcˇata in padata do ustalitve.
Na sliki 4.15 sta prikazani krivulji sprememb diferencirnih koeficientov. Ti imata tako
kot v preteklih serijah nepredvidljiv potek. Po razcepitvi se razlika med njima hi-
tro mocˇno povecˇa, ena od krivulj strmo naraste, druga pa zacˇne padati. Na koncu
poskusov, ob ustalitvi, se spet priblizˇata.
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Slika 4.14: Prikaz spreminjanja vrednosti
kI obeh poskusov tretje serije.
Slika 4.15: Prikaz spreminjanja vrednosti
kD obeh poskusov tretje serije.
S slike 4.16 je razviden potek spreminjanja hitrosti, ki je sprva popolnoma enak kot v
prejˇsnjih serijah. Do ustalitve pa tokrat pride, sˇe preden je dosezˇena meja vmax.
Slika 4.16: Prikaz spreminjanja vrednosti hitrosti obeh poskusov tretje serije.
Graf cˇasa prevoza ima enako stopnicˇasto obliko kot v prvih dveh serijah. Glavna razlika
je v koncˇnem, ustaljenem cˇasu, ki pa je tokrat vecˇji. Opazna je tudi vecˇja razlika med
ustaljenim cˇasom prvega in drugega poskusa. Na krivulji prvega poskusa sta vidna dva
vecˇja izpada s cˇrte. Potek sprememb je viden na sliki 4.17.
25
Rezultati in diskusija
Slika 4.17: Prikaz spreminjanja cˇasov prevoza proge obeh poskusov tretje serije.
Pri tej seriji poskusov je dodan sˇe parameter povprecˇnega odstopanja robota od cˇrte
na ovinkih e. Potek spreminjanja e skozi preizkusa prikazuje graf na sliki 4.18. Na
krivuljah tega parametra je opazen precejˇsen sˇum. Kljub temu lahko razlocˇimo sto-
pnicˇasto narasˇcˇanje na levem delu grafa ter nekoliko bolj linearno obliko krivulj po 70.
krogu.
Slika 4.18: Prikaz spreminjanja povprecˇnih odstopkov od cˇrte v ovinkih obeh
poskusov tretje serije.
Pri 3. seriji poskusov so najbolj opazne veliko manjˇse koncˇne vrednosti parametrov,
predvsem hitrosti proporcionalnega koeficienta ojacˇenja. Potek krivulje na grafu cˇasa
prevoza spet prikazuje strme padce, ki sovpadajo z zviˇsanjem hitrosti. Zanimiv je tudi
dodatni diagram, ki prikazuje potek spreminjanja povprecˇnega odstopanja robota od
26
Rezultati in diskusija
cˇrte e. Ta ima prav tako stopnicˇasto strukturo, ki pa z vecˇanjem hitrosti narasˇcˇa. Pri-
soten je precejˇsen sˇum, zaradi katerega je obliko krivulje veliko tezˇje razlocˇiti, obenem
pa podaja najbolj verjetno razlago za nizke vrednosti parametrov. Nakljucˇni padci in
narasˇcˇanja e so vecˇja od sprememb, ki jih povzrocˇi koeficient kP . Vrednost kP po-
sledicˇno niha znotraj polja sˇuma. Nizˇje hitrosti so posledica nizˇjih vrednosti kP , saj
je minimalni radij ovinka, ki ga robot sˇe lahko spelje, mocˇno odvisen od razlike med
hitrostjo in konstantami krmiljenja, predvsem kP .
Preglednica 4.5: Prikaz minimalnih cˇasov prevoza in pripadajocˇih parametrov tretje
serije poskusov
Minimalni cˇas prevoza
Poskus Zap. sˇt. kroga kP kI kD v tmin [ms] e [mm/100]
1. 38 0.432 0.0625 0.0362 1.2 12926 2828
2. 108 0.451 0.0601 0.0468 1.264 12476 2684
Preglednica 4.6: Prikaz koncˇnih ustaljenih parametrov poskusov tretje serije
Koncˇni parametri
Poskus Zap. sˇt. kroga kP kI kD v t [ms] e [mm/100]
1. 145 0.392 0.0608 0.0171 1.187 13306 2682
2. 145 0.443 0.0493 0.0427 1.261 12862 2809
Iz tabel 4.5 in 4.6 je razvidno, da sta tako minimalni cˇas prevoza, kot cˇas dosezˇem s
koncˇnimi vrednostmi parametrov v obeh poskusih veliko slabsˇa, kot pri kateremkoli od
poskusov iz prejˇsnjih serij.
Vse ugotovitve kazˇejo na to, da je izbrana kriterijska funkcija v tej razlicˇici programa
neustrezna.
4.4 Vpliv posameznega parametra
4.4.1 Hitrost
Kot predvideno ima hitrost robotskega sledilca cˇrti najvecˇji vpliv na cˇas prevoza proge.
Povecˇuje se v enakomernih oziroma vedno manjˇsih korakih, zato je njen vpliv na iz-
boljˇsavo cˇasa vedno manjˇsi. Vecˇanje hitrosti povecˇuje tudi minimalni radij ovinka, ki
mu robot sˇe lahko sledi. V vecˇini preizkusov je hitrost omejena z enako zgornjo mejo,
zato so med koncˇnimi, ustaljenimi vrednostmi majhne razlike. Meritev cˇasa prevoza
proge je primeren kriterij za iskanje optimalne hitrosti.
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4.4.2 Proporcionalni koeficient ojacˇenja
Neposredni vpliv kP na cˇas prevoza proge je precej majhen, vecˇji in bolj pomemben
pa je njegov vpliv na kvaliteto sledenja. Povecˇanje kP zmanjˇsa minimalni radij ovinka,
ki mu robot lahko sledi – parameter ima torej ravno nasproten vpliv na sledenje kot
hitrost. Za ohranjanje kvalitete sledenja se morata tako kP kot v povecˇevati. To je
predvsem opazno pri preizkusih iz 3. serije, kjer se kP ustali na nizkih vrednostih, rast
hitrosti pa se ustavi sˇe pred omejitvijo. Meritev cˇasa prevoza proge je ustrezen kriterij
za iskanje optimalne vrednosti kP , vendar manj natancˇen kot za iskanje optimalne
hitrosti. Kriterijska funkcija, sestavljena iz povprecˇnega odstopanja robota od cˇrte na
ovinkih pa je za to neprimerna.
4.4.3 Integrirni koeficient ojacˇenja
Vpliva integrirnega koeficienta ojacˇenja na cˇas prevoza proge iz rezultatov poskusov
ni mogocˇe natancˇno dolocˇiti. V vecˇini preizkusov je koncˇna, ustaljena vrednost tega
parametra sicer vsaj nekoliko viˇsja kot njegova zacˇetna vrednost, spreminjanje med
preizkusi pa je nepredvidljivo. O ustreznosti kriterija optimizacije ne moremo podajati
zanesljivih trditev, saj so razlike koncˇnih vrednosti velike, potek spreminjanja parame-
tra pa nepredvidljiv.
Majhen vpliv koeficienta kI je lahko posledica premajhnega obmocˇja, na katerega je
omejena akumulacija napake. Z uposˇtevanjem teoreticˇnega ozadja bi parameter lahko
imel vecˇji vpliv, cˇe bi med testiranjem na robota dodali razlicˇne obremenitve. Nazadnje
pa ostaja tudi mozˇnost, da ima integrirni element PID krmilnika zanemarljiv vpliv na
delovanje robotskega sledilca cˇrti.
4.4.4 Diferencirni koeficient ojacˇenja
Tudi vpliv koeficienta kD na cˇas prevoza je iz dobljenih rezultatov nemogocˇe dolocˇiti.
Potek spreminjanja tekom preizkusov je tudi tu nepredvidljiv. Koncˇne vrednosti pa-
rametra se gibljejo od mnogo viˇsjih kot zacˇetne do mnogo nizˇjih – celo negativnih,
nekajkrat pa konvergira k nicˇli. Tudi tu se ustreznosti kriterijev ne da oceniti.
Naloga diferencirnega elementa, pri vecˇini implementacij PID krmiljenja, je dusˇenje
nihanja, ki ga ustvari integrirni element. Sklepamo lahko, da je vpliv diferencirnega
elementa v veliki meri odvisen od vpliva integrirnega. Z uposˇtevanjem tega je kon-
vergiranje koeficienta kD k nicˇli pravzaprav smiselno, saj ta predstavlja manjˇso oviro
delovanju proporcionalnega elementa krmilnika.
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5 Zakljucˇki
Raziskali smo uporabnost optimizacijskega algoritma gradientni spust, pri optimizaciji
koeficientov ojacˇenja PID krmilnika ter hitrosti, na avtonomnem robotskem sledilcu
cˇrti. Po analizi rezultatov meritev smo priˇsli do naslednjih sklepov:
1. Najvecˇji neposredni vpliv na cˇas prevoza ima hitrost.
2. Hitrost lahko dosezˇe svojo optimalno vrednost, le cˇe se skupaj z njo povecˇuje tudi
parameter kP .
3. Kriterijska funkcija meritve cˇasa prevoza je primerna za iskanje optimalnih vre-
dnosti hitrosti v in proporcionalnega koeficienta ojacˇenja kP . Na podlagi rezulta-
tov tega ne moremo trditi za integrirni kI in diferencirni kD koeficient ojacˇenja.
4. Kriterijska funkcija povprecˇnega odstopanja robota od cˇrte je neprimerna za is-
kanje optimalnih vrednosti koeficientov ojacˇenja PID krmilnika. To velja vsaj za
izvedbo taksˇne kriterijske funkcije, kakrsˇna nastopa v tretji seriji poskusov.
5. Vpliva koeficientov ojacˇenja integrirnega kI in diferencirnega kD elementa PID
krmilnika glede na rezultate meritev ne moremo opredeliti.
6. Natancˇnost optimalnih vrednosti parametrov je odvisna od nakljucˇnih zunanjih
vplivov. Optimizacija se ustavi, ko je sprememba cˇasa prevoza s strani zunanjih
vplivov vecˇja od spremembe, ki je posledica spreminjanja parametrov.
7. Zelo velik vpliv na vozˇnjo ima koeficient trenja med robotovimi kolesi in pod-
lago. Ob preveliki hitrosti robot zacˇne drseti na ovinkih, kar povecˇa cˇas prevoza.
Posredno definira zgornjo hitrostno mejo.
8. Najkrajˇsi dosezˇeni cˇas prevoza testne proge je 11324 ms pri koeficientih: kP =
0.766, kI = 0.0333, kD = 0.1353 in hitrosti v = 1.469.
Na podlagi ugotovitev lahko sklepamo, da je metoda gradientnega spusta primerna za
optimizacijo parametrov vozˇnje robotskega sledilca cˇrti. Cˇas prevoza testne proge je po
preizkusˇanju mnogo krajˇsi. Pri izvedbi optimizacije je zelo pomembna izbira kriterijske




Glede na majhen vpliv koeficientov kI in kD bi bilo integrirni in diferencirni element
smiselno izlocˇiti ter napisati program na osnovi P – krmiljenja. Z zmanjˇsanjem sˇtevila
parametrov bi mocˇno zmanjˇsali cˇas posameznega preizkusa, poenostavili pa bi tudi
krmilno zanko in s tem robotu omogocˇili nekoliko hitrejˇsi odziv.
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3 float rot = 0;
4 float spd = 0;
5 float err = 0;
6 float integral = 0;
7 float dif = 0;
8 float err_old = 0;
9
10 float kp = 0.27;
11 float ki = 0.04;
12 float kd = 0.03;
13 float v = 0.7;
14 float kb = 0.01;
15 float v_max = 1.39;
16
17 float Dkp = 0;
18 float Dki = 0;
19 float Dkd = 0;
20 float Dv = 0;
21
22 float kp_prev = 0;
23 float ki_prev = 0;
24 float kd_prev = 0;
25 float v_prev = 0;
26
27 float delta_kp = 0;
28 float delta_ki = 0;
29 float delta_kd = 0;




32 float Dkp_prev = 0;
33 float Dki_prev = 0;
34 float Dkd_prev = 0;
35 float Dv_prev = 0;
36
37 float kp_min_step = 0.005;
38 float kp_max_step = 0.02;
39 float kp_lr = 0.002;
40 int kp_reduct = 10;
41
42 float ki_min_step = 0.001;
43 float ki_max_step = 0.006;
44 float ki_lr = 0.004;
45 int ki_reduct = 10;
46
47 float kd_min_step = 0.005;
48 float kd_max_step = 0.01;
49 float kd_lr = 0.001;
50 int kd_reduct = 10;
51
52 float v_min_step = 0.005;
53 float v_max_step = 0.1;
54 float v_lr = 0.5;
55 int v_reduct = 35;
56
57 float lap_time = 0;
58 float lap_time_prev = 0;
59 float lap_timestamp_new = 0;
60 float lap_timestamp_old = 0;
61 float off_track_timestamp;
62
63 int lap_number = 0;
64 int lap_id = 0;
65 int line_crossed = 0;
66 int off_track = 0;
67 int off_track_threshold = 300;








76 int gradient_descent = 0;
77 int j;
78 int GD_iterations = 0;
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79 int GD_current_set = 0;
80 int hold_iteration = 0;
81 int lr_opt = 0;
82 int next_set = 0;
83
84 //FUNCTIONS
85 float GradientDescent(float parameter_deriv, float
parameter_lr, float max_step, float min_step){
86 float delta_parameter;
87 delta_parameter = - parameter_lr*parameter_deriv;
88 if (abs(delta_parameter)<=min_step){










97 int SensorsRead (){
98 int sensors_readout;
99 for(int i=0; i<=7; i++){
100 sensors[i]=bitRead(robot.line.getOnLine(),i);
101 }
102 sensors_readout = sensors[0] + sensors[1] + sensors[2] +






107 Serial1.println(" __________Line_Crossed__________ ");
108 Serial1.print(" Lap number = ");Serial1.println(
lap_number);
109 Serial1.print(" Lap id = ");Serial1.println(lap_id);
110 if (lap_id == 0 && off_track == 0){
111 Serial1.print(" Gradient descent: ");Serial1.println("
Not active, predetermined laps");
112 }
113 else if (lap_id >= 1 && lap_id <= 3 && off_track == 0){
114 Serial1.print(" Gradient descent: ");Serial1.println("
adjusting parameter kp");




116 Serial1.print(" kp learning rate = ");Serial1.println(
kp_lr, 7);
117 }
118 else if (lap_id >= 4 && lap_id <= 6 && off_track == 0){
119 Serial1.print(" Gradient descent: ");Serial1.println("
adjusting parameter ki");
120 Serial1.print(" ki difference = ");Serial1.println(
delta_ki, 7);
121 Serial1.print(" ki learning rate = ");Serial1.println(
ki_lr, 7);
122 }
123 else if (lap_id >= 7 && lap_id <= 9 && off_track == 0){
124 Serial1.print(" Gradient descent: ");Serial1.println("
adjusting parameter kd");
125 Serial1.print(" kd difference = ");Serial1.println(
delta_kd, 7);
126 Serial1.print(" kd learning rate = ");Serial1.println(
kd_lr, 7);
127 }
128 else if (lap_id == 10 && off_track == 0){
129 Serial1.print(" Gradient descent: ");Serial1.println("
adjusting parameter v");
130 Serial1.print(" v difference = ");Serial1.println(
delta_v, 7);
131 Serial1.print(" v learning rate = ");Serial1.println(
v_lr, 7);
132 }
133 else if (off_track == 1){
134 Serial1.print(" Robot went off track: ");Serial1.println
("lap discarded");
135 }
136 Serial1.println(" current parameters: ");
137 Serial1.print(" kp = ");Serial1.println(kp, 7);
138 Serial1.print(" ki = ");Serial1.println(ki, 7);
139 Serial1.print(" kd = ");Serial1.println(kd, 7);
140 Serial1.print(" v = ");Serial1.println(v, 7);
141 }
142





















162 void loop() {
163
164 //TIME




169 sensors_sum = SensorsRead();
170
171 //PID
172 if (sensors_sum <= 7){
173 line_crossed = 0;
174 err = robot.line.getPosition()*1000;
175 integral = constrain(integral + err, - 5, 5);
176 dif = err - err_old;
177 rot = - kp*err - ki*integral - kd*dif;
178 spd = v - kb*abs(err);
179 robot.drive(spd, rot);
180 err_old = err;
181 }
182
183 else if (lap_number == 0){
184 robot.line.getPosition();
185 robot.drive(v,0);
186 lap_timestamp_old = track_time;




191 else if (sensors_sum >= 7) {








197 else if (line_crossed == 0 && off_track == 0 && next_set == 0
&& track_time - lap_timestamp_old > 11000){
198 robot.line.getPosition();
199 robot.drive(v,0);
200 lap_time_prev = lap_time;
201 lap_timestamp_new = track_time;
202 lap_time = lap_timestamp_new - lap_timestamp_old;
203 lap_timestamp_old = lap_timestamp_new;
204 lap_number += 1;
205 if (lap_time == lap_time_prev){
206 lap_time += 10;
207 }
208 Serial1.print(" Lap time = ");Serial1.println(lap_time);
209 Serial1.print(" Lap time difference = ");Serial1.println
(lap_time - lap_time_prev);
210 line_crossed = 1;
211 gradient_descent = 1;
212 }
213
214 else if (line_crossed == 0 && off_track >= 1 && next_set == 0
&& track_time - lap_timestamp_old > 11000){
215 robot.line.getPosition();
216 robot.drive(v,0);
217 lap_timestamp_old = track_time;
218 lap_number += 1;
219 line_crossed = 1;
220 PrintLapData();
221 off_track = 0;
222 }
223




227 lap_timestamp_old = track_time;
228 PrintLapData();
229 line_crossed = 1;












240 if (gradient_descent == 1){
241
242 if (lr_opt == 0){
243 kp_lr = 0.002;
244 kp_min_step = 0.005;
245 kp_max_step = 0.02;
246
247 ki_lr = 0.004;
248 ki_min_step = 0.001;
249 ki_max_step = 0.006;
250
251 kd_lr = 0.001;
252 kd_min_step = 0.005;
253 kd_max_step = 0.01;
254
255 lr_opt += 1;
256 }
257
258 if (lap_number > 5 && lap_id < 10){
259 lap_id += 1;
260
261 }
262 else if (lap_id >= 10){
263 lap_id = 1;
264 if (hold_iteration == 0){
265 GD_iterations += 1;
266 GD_current_set += 1;
267 }
268
269 Serial1.println(" ---------------------------------------- ")
;
270 Serial1.print(" GD iterations = ");Serial1.println(
GD_iterations);





275 if (lap_number == 2){
276 kp_prev = kp;
277 kp = 0.32;
278 delta_kp = kp - kp_prev;
279 }
280 else if (lap_number == 3){
281 ki_prev = ki;
282 ki = 0.05;
283 delta_ki = ki - ki_prev;
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284 Dkp = (lap_time-lap_time_prev)/(kp - kp_prev);
285 }
286 else if (lap_number == 4){
287 kd_prev = kd;
288 kd = 0.04;
289 delta_kd = kd - kd_prev;
290 Dki = (lap_time-lap_time_prev)/(ki - ki_prev);
291 }
292 else if (lap_number == 5){
293 v_prev = v;
294 v = 0.8;
295 delta_v = v - v_prev;




300 if (lap_id >= 1 && lap_id <= 3){
301
302 if (lap_id == 1){
303 Dv_prev = Dv;
304 Dv = (lap_time-lap_time_prev)/(v - v_prev);
305 }
306 else {
307 Dkp_prev = Dkp;
308 Dkp = (lap_time-lap_time_prev)/(kp - kp_prev);
309 }
310
311 if (Dkp_prev/Dkp < 0){
312 kp_lr = kp_lr*(1 - (float(kp_reduct)/100));
313 kp_min_step = kp_min_step*(1 - (float(kp_reduct)/100));
314 kp_max_step = kp_max_step*(1 - (float(kp_reduct)/100));
315 }
316
317 delta_kp = GradientDescent(Dkp, kp_lr, kp_max_step,
kp_min_step);
318 kp_prev = kp;
319 kp = kp + delta_kp;
320
321 }
322 else if (lap_id >= 4 && lap_id <= 6){
323
324 if (lap_id == 4){
325 Dkp_prev = Dkp;
326 Dkp = (lap_time-lap_time_prev)/(kp - kp_prev);
327 }
328 else {
329 Dki_prev = Dki;
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330 Dki = (lap_time-lap_time_prev)/(ki - ki_prev);
331 }
332
333 if (Dki_prev/Dki < 0){
334 ki_lr = ki_lr*(1 - (float(ki_reduct)/100));
335 ki_min_step = ki_min_step*(1 - (float(ki_reduct)/100));
336 ki_max_step = ki_max_step*(1 - (float(ki_reduct)/100));
337 }
338
339 delta_ki = GradientDescent(Dki, ki_lr, ki_max_step,
ki_min_step);
340 ki_prev = ki;
341 ki = ki + delta_ki;
342
343 }
344 else if (lap_id >= 7 && lap_id <= 9){
345
346 if (lap_id == 7){
347 Dki_prev = Dki;
348 Dki = (lap_time-lap_time_prev)/(ki - ki_prev);
349 }
350 else {
351 Dkd_prev = Dkd;
352 Dkd = (lap_time-lap_time_prev)/(kd - kd_prev);
353 }
354 if (Dkd_prev/Dkd < 0){
355 kd_lr = kd_lr*(1 - (float(kd_reduct)/100));
356 kd_min_step = kd_min_step*(1 - (float(kd_reduct)/100));
357 kd_max_step = kd_max_step*(1 - (float(kd_reduct)/100));
358 }
359 delta_kd = GradientDescent(Dkd, kd_lr, kd_max_step,
kd_min_step);
360 kd_prev = kd;
361 kd = kd + delta_kd;
362
363 }
364 else if (lap_id == 10){
365
366 Dkd_prev = Dkd;
367 Dkd = (lap_time-lap_time_prev)/(kd - kd_prev);
368 if (Dv_prev/Dv < 0 || v >= v_max){
369 v_lr = v_lr*(1 - (float(v_reduct)/100));
370 v_min_step = v_min_step*(1 - (float(v_reduct)/100));
371 v_max_step = v_max_step*(1 - (float(v_reduct)/100));
372 }
373 delta_v = GradientDescent(Dv, v_lr, v_max_step, v_min_step);
374 v_prev = v;
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375 v = v + delta_v;
376
377 if (v >= v_max && v_prev != v_max) {
378 v = v_max;
379 }
380 else if (v >= v_max && v_prev == v_max) {
381 delta_v = - v_max_step*(1 - (float(v_reduct)/100));
382 v = v_max + delta_v;
383 }
384
385 if (v_lr == 0.5) {









395 gradient_descent = 0;
396 hold_iteration = 0;
397 }
398
399 if (sensors_sum == 0){
400 j = j + 1;
401 if (j == 12){
402 kb = 1.05*kb;
403 if (kb >= 0.015){
404 kb = 0.015;
405 }
406 off_track_timestamp = millis();
407 off_track_monitoring = 1;
408 Serial1.println(" Nearly went off track ");
409 }
410 if (j > off_track_threshold){
411 Serial1.println(" Robot off track ");
412 robot.motor[LEFT].setVoltage(0);
413 robot.motor[RIGHT].setVoltage(0);
414 off_track += 1;
415 hold_iteration = 1;
416 j = 0;
417 off_track_threshold = off_track_threshold*3;
418 for (int k=0; k<=20; k++){
419
420 robot.line.getPosition();




423 if (sensors_sum >= 1){












436 if (k == 20){
437 robot.beep(1600,500);
438 Serial1.println(" Line could not be found ");
439 while (!robot.buttonPressed());
440 }
441 //if (off_track >= 2){
442 // v = v*0.95;
443 //}
444 }
445 if (lap_id >= 1 && lap_id <= 3){
446 kp = kp_prev + (kp - kp_prev)/2;
447 Serial1.print(" Adjusted kp kp = ");Serial1.println(
kp, 7);
448 }
449 else if (lap_id >= 4 && lap_id <= 6){
450 ki = ki_prev + (ki - ki_prev)/2;
451 Serial1.print(" Adjusted ki ki = ");Serial1.println(
ki, 7);
452 }
453 else if (lap_id >= 7 && lap_id <= 9){
454 kd = kd_prev + (kd - kd_prev)/2;
455 Serial1.print(" Adjusted kd kd = ");Serial1.println(
kd, 7);
456 }
457 else if (lap_id == 10){
458 v = v_prev + (v - v_prev)/2;
459 Serial1.print(" Adjusted v v = ");Serial1.println(v,
7);
460 }
461 if (off_track == 1){






466 if (millis() - off_track_timestamp >= 250 &&
off_track_monitoring == 1){
467 j = 0;
468 off_track_timestamp = 0;
469 off_track_monitoring = 0;
470 }
471




476 Serial1.println(" __________Set_finished__________ ");
477 Serial1.println(" Please change battery ");
478 GD_current_set = 0;









4 float rot = 0;
5 float spd = 0;
6 float err = 0;
7 float integral = 0;
8 float dif = 0;
9 float err_old = 0;
10
11 float kp = 0.27;
12 float ki = 0.04;
13 float kd = 0.03;
14 float v = 0.7;
15 float kb = 0.01;
16 float v_max = 1.39;
17
18 float Dkp = 0;
19 float Dki = 0;
20 float Dkd = 0;
21 float Dv = 0;
22
23 float kp_prev = 0;
24 float ki_prev = 0;
25 float kd_prev = 0;
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26 float v_prev = 0;
27
28 float delta_kp = 0;
29 float delta_ki = 0;
30 float delta_kd = 0;
31 float delta_v = 0;
32
33 float Dkp_prev = 0;
34 float Dki_prev = 0;
35 float Dkd_prev = 0;
36 float Dv_prev = 0;
37
38 float kp_min_step = 0.005;
39 float kp_max_step = 0.02;
40 float kp_lr = 0.002;
41 int kp_reduct = 10;
42
43 float ki_min_step = 0.001;
44 float ki_max_step = 0.006;
45 float ki_lr = 0.004;
46 int ki_reduct = 10;
47
48 float kd_min_step = 0.005;
49 float kd_max_step = 0.01;
50 float kd_lr = 0.001;
51 int kd_reduct = 10;
52
53 float v_min_step = 0.005;
54 float v_max_step = 0.1;
55 float v_lr = 0.5;
56 int v_reduct = 35;
57
58 float lap_time = 0;
59 float lap_time_prev = 0;
60 float lap_timestamp_new = 0;
61 float lap_timestamp_old = 0;
62 float off_track_timestamp;
63
64 int lap_number = 0;
65 int lap_id = 0;
66 int line_crossed = 0;
67 int off_track = 0;
68 int off_track_threshold = 300;










77 int gradient_descent = 0;
78 int j;
79 int GD_iterations = 0;
80 int GD_current_set = 0;
81 int hold_iteration = 0;
82 int lr_opt = 0;
83 int next_set = 0;
84
85 //FUNCTIONS
86 float GradientDescent(float parameter_deriv, float
parameter_lr, float max_step, float min_step){
87 float delta_parameter;
88 delta_parameter = - parameter_lr*parameter_deriv;
89 if (abs(delta_parameter)<=min_step){










98 int SensorsRead (){
99 int sensors_readout;
100 for(int i=0; i<=7; i++){
101 sensors[i]=bitRead(robot.line.getOnLine(),i);
102 }
103 sensors_readout = sensors[0] + sensors[1] + sensors[2] +






108 Serial1.println(" __________Line_Crossed__________ ");
109 Serial1.print(" Lap number = ");Serial1.println(
lap_number);
110 Serial1.print(" Lap id = ");Serial1.println(lap_id);
111 if (lap_id == 0 && off_track == 0){
112 Serial1.print(" Gradient descent: ");Serial1.println("




114 else if (lap_id >= 1 && lap_id <= 3 && off_track == 0){
115 Serial1.print(" Gradient descent: ");Serial1.println("
adjusting parameter kp");
116 Serial1.print(" kp difference = ");Serial1.println(
delta_kp, 7);
117 Serial1.print(" kp learning rate = ");Serial1.println(
kp_lr, 7);
118 }
119 else if (lap_id >= 4 && lap_id <= 6 && off_track == 0){
120 Serial1.print(" Gradient descent: ");Serial1.println("
adjusting parameter ki");
121 Serial1.print(" ki difference = ");Serial1.println(
delta_ki, 7);
122 Serial1.print(" ki learning rate = ");Serial1.println(
ki_lr, 7);
123 }
124 else if (lap_id >= 7 && lap_id <= 9 && off_track == 0){
125 Serial1.print(" Gradient descent: ");Serial1.println("
adjusting parameter kd");
126 Serial1.print(" kd difference = ");Serial1.println(
delta_kd, 7);
127 Serial1.print(" kd learning rate = ");Serial1.println(
kd_lr, 7);
128 }
129 else if (lap_id == 10 && off_track == 0){
130 Serial1.print(" Gradient descent: ");Serial1.println("
adjusting parameter v");
131 Serial1.print(" v difference = ");Serial1.println(
delta_v, 7);
132 Serial1.print(" v learning rate = ");Serial1.println(
v_lr, 7);
133 }
134 else if (off_track == 1){
135 Serial1.print(" Robot went off track: ");Serial1.println
("lap discarded");
136 }
137 Serial1.println(" current parameters: ");
138 Serial1.print(" kp = ");Serial1.println(kp, 7);
139 Serial1.print(" ki = ");Serial1.println(ki, 7);
140 Serial1.print(" kd = ");Serial1.println(kd, 7);
141 Serial1.print(" v = ");Serial1.println(v, 7);
142 }
143





















163 void loop() {
164
165 //TIME




170 sensors_sum = SensorsRead();
171
172 //PID
173 if (sensors_sum <= 7){
174 line_crossed = 0;
175 err = robot.line.getPosition()*1000;
176 integral = constrain(integral + err, - 5, 5);
177 dif = err - err_old;
178 rot = - kp*err - ki*integral - kd*dif;
179 spd = v - kb*abs(err);
180 robot.drive(spd, rot);
181 err_old = err;
182 }
183
184 else if (lap_number == 0){
185 robot.line.getPosition();
186 robot.drive(v,0);
187 lap_timestamp_old = track_time;




192 else if (sensors_sum >= 7) {








198 else if (line_crossed == 0 && off_track == 0 && next_set == 0
&& track_time - lap_timestamp_old > 11000){
199 robot.line.getPosition();
200 robot.drive(v,0);
201 lap_time_prev = lap_time;
202 lap_timestamp_new = track_time;
203 lap_time = lap_timestamp_new - lap_timestamp_old;
204 lap_timestamp_old = lap_timestamp_new;
205 lap_number += 1;
206 if (lap_time == lap_time_prev){
207 lap_time += 10;
208 }
209 Serial1.print(" Lap time = ");Serial1.println(lap_time);
210 Serial1.print(" Lap time difference = ");Serial1.println
(lap_time - lap_time_prev);
211 line_crossed = 1;
212 gradient_descent = 1;
213 }
214
215 else if (line_crossed == 0 && off_track >= 1 && next_set == 0
&& track_time - lap_timestamp_old > 11000){
216 robot.line.getPosition();
217 robot.drive(v,0);
218 lap_timestamp_old = track_time;
219 lap_number += 1;
220 line_crossed = 1;
221 PrintLapData();
222 off_track = 0;
223 }
224




228 lap_timestamp_old = track_time;
229 PrintLapData();
230 line_crossed = 1;












241 if (gradient_descent == 1){
242
243 if (lr_opt == 0){
244 kp_lr = 0.002;
245 kp_min_step = 0.005;
246 kp_max_step = 0.02;
247
248 ki_lr = 0.004;
249 ki_min_step = 0.001;
250 ki_max_step = 0.006;
251
252 kd_lr = 0.001;
253 kd_min_step = 0.005;
254 kd_max_step = 0.01;
255
256 lr_opt += 1;
257 }
258
259 if (lap_number > 5 && lap_id < 10){
260 lap_id += 1;
261
262 }
263 else if (lap_id >= 10){
264 lap_id = 1;
265 if (hold_iteration == 0){
266 GD_iterations += 1;
267 GD_current_set += 1;
268 }
269
270 Serial1.println(" ---------------------------------------- ")
;
271 Serial1.print(" GD iterations = ");Serial1.println(
GD_iterations);





276 if (lap_number == 2){
277 kp_prev = kp;
278 kp = 0.32;




281 else if (lap_number == 3){
282 ki_prev = ki;
283 ki = 0.05;
284 delta_ki = ki - ki_prev;
285 Dkp = (lap_time-lap_time_prev)/(kp - kp_prev);
286 }
287 else if (lap_number == 4){
288 kd_prev = kd;
289 kd = 0.04;
290 delta_kd = kd - kd_prev;
291 Dki = (lap_time-lap_time_prev)/(ki - ki_prev);
292 }
293 else if (lap_number == 5){
294 v_prev = v;
295 v = 0.8;
296 delta_v = v - v_prev;




301 if (lap_id >= 1 && lap_id <= 3){
302
303 if (lap_id == 1){
304 Dv_prev = Dv;
305 Dv = (lap_time-lap_time_prev)/(v - v_prev);
306 }
307 else {
308 Dkp_prev = Dkp;
309 Dkp = (lap_time-lap_time_prev)/(kp - kp_prev);
310 }
311
312 if (Dkp_prev/Dkp < 0){
313 kp_lr = kp_lr*(1 - (float(kp_reduct)/100));
314 kp_min_step = kp_min_step*(1 - (float(kp_reduct)/100));
315 kp_max_step = kp_max_step*(1 - (float(kp_reduct)/100));
316 }
317
318 delta_kp = GradientDescent(Dkp, kp_lr, kp_max_step,
kp_min_step);
319 kp_prev = kp;
320 kp = kp + delta_kp;
321
322 }
323 else if (lap_id >= 4 && lap_id <= 6){
324
325 if (lap_id == 4){
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326 Dkp_prev = Dkp;
327 Dkp = (lap_time-lap_time_prev)/(kp - kp_prev);
328 }
329 else {
330 Dki_prev = Dki;
331 Dki = (lap_time-lap_time_prev)/(ki - ki_prev);
332 }
333
334 if (Dki_prev/Dki < 0){
335 ki_lr = ki_lr*(1 - (float(ki_reduct)/100));
336 ki_min_step = ki_min_step*(1 - (float(ki_reduct)/100));
337 ki_max_step = ki_max_step*(1 - (float(ki_reduct)/100));
338 }
339
340 delta_ki = GradientDescent(Dki, ki_lr, ki_max_step,
ki_min_step);
341 ki_prev = ki;
342 ki = ki + delta_ki;
343
344 }
345 else if (lap_id >= 7 && lap_id <= 9){
346
347 if (lap_id == 7){
348 Dki_prev = Dki;
349 Dki = (lap_time-lap_time_prev)/(ki - ki_prev);
350 }
351 else {
352 Dkd_prev = Dkd;
353 Dkd = (lap_time-lap_time_prev)/(kd - kd_prev);
354 }
355 if (Dkd_prev/Dkd < 0){
356 kd_lr = kd_lr*(1 - (float(kd_reduct)/100));
357 kd_min_step = kd_min_step*(1 - (float(kd_reduct)/100));
358 kd_max_step = kd_max_step*(1 - (float(kd_reduct)/100));
359 }
360 delta_kd = GradientDescent(Dkd, kd_lr, kd_max_step,
kd_min_step);
361 kd_prev = kd;
362 kd = kd + delta_kd;
363
364 }
365 else if (lap_id == 10){
366
367 Dkd_prev = Dkd;
368 Dkd = (lap_time-lap_time_prev)/(kd - kd_prev);
369 if (Dv_prev/Dv < 0 || v >= v_max){
370 v_lr = v_lr*(1 - (float(v_reduct)/100));
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371 v_min_step = v_min_step*(1 - (float(v_reduct)/100));
372 v_max_step = v_max_step*(1 - (float(v_reduct)/100));
373 }
374 delta_v = GradientDescent(Dv, v_lr, v_max_step, v_min_step);
375 v_prev = v;
376 v = v + delta_v;
377
378 if (v >= v_max && v_prev != v_max) {
379 v = v_max;
380 }
381 else if (v >= v_max && v_prev == v_max) {
382 delta_v = - v_max_step*(1 - (float(v_reduct)/100));
383 v = v_max + delta_v;
384 }
385
386 if (v_lr > 0.1) {









396 gradient_descent = 0;
397 hold_iteration = 0;
398 }
399
400 if (sensors_sum == 0){
401 j = j + 1;
402 if (j == 12){
403 kb = 1.05*kb;
404 if (kb >= 0.015){
405 kb = 0.015;
406 }
407 off_track_timestamp = millis();
408 off_track_monitoring = 1;
409 Serial1.println(" Nearly went off track ");
410 }
411 if (j > off_track_threshold){
412 Serial1.println(" Robot off track ");
413 robot.motor[LEFT].setVoltage(0);
414 robot.motor[RIGHT].setVoltage(0);
415 off_track += 1;
416 hold_iteration = 1;
417 j = 0;
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418 off_track_threshold = off_track_threshold*3;
419 for (int k=0; k<=20; k++){
420
421 robot.line.getPosition();
422 sensors_sum = SensorsRead();
423
424 if (sensors_sum >= 1){












437 if (k == 20){
438 robot.beep(1600,500);
439 Serial1.println(" Line could not be found ");
440 while (!robot.buttonPressed());
441 }
442 //if (off_track >= 2){
443 // v = v*0.95;
444 //}
445 }
446 if (lap_id >= 1 && lap_id <= 3){
447 kp = kp_prev + (kp - kp_prev)/2;
448 Serial1.print(" Adjusted kp kp = ");Serial1.println(
kp, 7);
449 }
450 else if (lap_id >= 4 && lap_id <= 6){
451 ki = ki_prev + (ki - ki_prev)/2;
452 Serial1.print(" Adjusted ki ki = ");Serial1.println(
ki, 7);
453 }
454 else if (lap_id >= 7 && lap_id <= 9){
455 kd = kd_prev + (kd - kd_prev)/2;
456 Serial1.print(" Adjusted kd kd = ");Serial1.println(
kd, 7);
457 }
458 else if (lap_id == 10){
459 v = v_prev + (v - v_prev)/2;





462 if (off_track == 1){




467 if (millis() - off_track_timestamp >= 250 &&
off_track_monitoring == 1){
468 j = 0;
469 off_track_timestamp = 0;
470 off_track_monitoring = 0;
471 }
472




477 Serial1.println(" __________Set_finished__________ ");
478 Serial1.println(" Please change battery ");
479 GD_current_set = 0;









4 float rot = 0;
5 float spd = 0;
6 float err = 0;
7 float integral = 0;
8 float dif = 0;
9 float err_old = 0;
10
11 float kp = 0.27;
12 float ki = 0.04;
13 float kd = 0.03;
14 float v = 0.7;
15 //float vt = 0.7;
16 float kb = 0.01;
17 float v_max = 1.39;
18
19 float Dkp = 0;
20 float Dki = 0;
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21 float Dkd = 0;
22 float Dv = 0;
23
24 float kp_prev = 0;
25 float ki_prev = 0;
26 float kd_prev = 0;
27 float v_prev = 0;
28
29 float delta_kp = 0;
30 float delta_ki = 0;
31 float delta_kd = 0;
32 float delta_v = 0;
33
34 float Dkp_prev = 0;
35 float Dki_prev = 0;
36 float Dkd_prev = 0;
37 float Dv_prev = 0;
38
39 float kp_min_step = 0.005;
40 float kp_max_step = 0.02;
41 float kp_lr = 0.002;
42 int kp_reduct = 10;
43
44 float ki_min_step = 0.001;
45 float ki_max_step = 0.006;
46 float ki_lr = 0.004;
47 int ki_reduct = 10;
48
49 float kd_min_step = 0.005;
50 float kd_max_step = 0.01;
51 float kd_lr = 0.001;
52 int kd_reduct = 10;
53
54 float v_min_step = 0.005;
55 float v_max_step = 0.1;
56 float v_lr = 0.5;
57 int v_reduct = 35;
58
59 float lap_time = 0;
60 float lap_time_prev = 0;
61 float lap_timestamp_new = 0;
62 float lap_timestamp_old = 0;
63 float off_track_timestamp;
64
65 int lap_number = 0;
66 int lap_id = 0;
67 int line_crossed = 0;
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68 int off_track = 0;
69 int off_track_threshold = 300;








78 int gradient_descent = 0;
79 int j;
80 int GD_iterations = 0;
81 int GD_current_set = 0;
82 int hold_iteration = 0;
83 int lr_opt = 0;
84 int next_set = 0;
85
86 float t_err_sum = 0;
87 int turn_loop = 0;
88 float t_err_avg = 0;
89 float t_err_avg_prev = 0;
90
91 //FUNCTIONS
92 float GradientDescent(float parameter_deriv, float
parameter_lr, float max_step, float min_step){
93 float delta_parameter;
94 delta_parameter = - parameter_lr*parameter_deriv;
95 if (abs(delta_parameter)<=min_step){










104 int SensorsRead (){
105 int sensors_readout;
106 for(int i=0; i<=7; i++){
107 sensors[i]=bitRead(robot.line.getOnLine(),i);
108 }
109 sensors_readout = sensors[0] + sensors[1] + sensors[2] +








114 Serial1.println(" __________Line_Crossed__________ ");
115 Serial1.print(" Lap number = ");Serial1.println(
lap_number);
116 Serial1.print(" Lap id = ");Serial1.println(lap_id);
117 if (lap_id == 0 && off_track == 0){
118 Serial1.print(" Gradient descent: ");Serial1.println("
Not active, predetermined laps");
119 }
120 else if (lap_id >= 1 && lap_id <= 3 && off_track == 0){
121 Serial1.print(" Gradient descent: ");Serial1.println("
adjusting parameter kp");
122 Serial1.print(" kp difference = ");Serial1.println(
delta_kp, 7);
123 Serial1.print(" kp learning rate = ");Serial1.println(
kp_lr, 7);
124 }
125 else if (lap_id >= 4 && lap_id <= 6 && off_track == 0){
126 Serial1.print(" Gradient descent: ");Serial1.println("
adjusting parameter ki");
127 Serial1.print(" ki difference = ");Serial1.println(
delta_ki, 7);
128 Serial1.print(" ki learning rate = ");Serial1.println(
ki_lr, 7);
129 }
130 else if (lap_id >= 7 && lap_id <= 9 && off_track == 0){
131 Serial1.print(" Gradient descent: ");Serial1.println("
adjusting parameter kd");
132 Serial1.print(" kd difference = ");Serial1.println(
delta_kd, 7);
133 Serial1.print(" kd learning rate = ");Serial1.println(
kd_lr, 7);
134 }
135 else if (lap_id == 10 && off_track == 0){
136 Serial1.print(" Gradient descent: ");Serial1.println("
adjusting parameter v");
137 Serial1.print(" v difference = ");Serial1.println(
delta_v, 7);
138 Serial1.print(" v learning rate = ");Serial1.println(
v_lr, 7);
139 }
140 else if (off_track == 1){





143 Serial1.println(" current parameters: ");
144 Serial1.print(" kp = ");Serial1.println(kp, 7);
145 Serial1.print(" ki = ");Serial1.println(ki, 7);
146 Serial1.print(" kd = ");Serial1.println(kd, 7);
147 Serial1.print(" v = ");Serial1.println(v, 7);
148 }
149



















169 void loop() {
170
171 //TIME




176 sensors_sum = SensorsRead();
177
178 //PID
179 if (sensors_sum <= 7){
180 line_crossed = 0;
181 err = robot.line.getPosition()*1000;
182 integral = constrain(integral + err, - 5, 5);
183 dif = err - err_old;
184 rot = - kp*err - ki*integral - kd*dif;
185 //spd = v - (v - vt)*(abs(err)/35);
186 spd = v - kb*abs(err);
187 robot.drive(spd, rot);
188 if (err > 15){
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189 t_err_sum += abs(err)*100;
190 turn_loop += 1;
191 }
192 err_old = err;
193 }
194
195 else if (lap_number == 0){
196 robot.line.getPosition();
197 robot.drive(v,0);
198 lap_timestamp_old = track_time;




203 else if (sensors_sum >= 7) {






209 else if (line_crossed == 0 && off_track == 0 && next_set == 0
&& track_time - lap_timestamp_old > 11000){
210 robot.line.getPosition();
211 robot.drive(v,0);
212 lap_time_prev = lap_time;
213 lap_timestamp_new = track_time;
214 lap_time = lap_timestamp_new - lap_timestamp_old;
215 lap_timestamp_old = lap_timestamp_new;
216 lap_number += 1;
217 if (lap_time == lap_time_prev){
218 lap_time += 10;
219 }
220 Serial1.print(" Lap time = ");Serial1.println(lap_time);
221 Serial1.print(" Lap time difference = ");Serial1.println
(lap_time - lap_time_prev);
222 t_err_avg_prev = t_err_avg;
223 t_err_avg = t_err_sum/turn_loop;
224 if (t_err_avg == t_err_avg_prev){
225 t_err_avg = t_err_avg + 1;
226 }
227 t_err_sum = 0;
228 turn_loop = 0;
229 Serial1.print(" Avarege turning offset = ");Serial1.
println(t_err_avg,7);




231 line_crossed = 1;
232 gradient_descent = 1;
233 }
234
235 else if (line_crossed == 0 && off_track >= 1 && next_set == 0
&& track_time - lap_timestamp_old > 11000){
236 robot.line.getPosition();
237 robot.drive(v,0);
238 lap_timestamp_old = track_time;
239 lap_number += 1;
240 line_crossed = 1;
241 PrintLapData();
242 off_track = 0;
243 }
244




248 lap_timestamp_old = track_time;
249 PrintLapData();
250 line_crossed = 1;










261 if (gradient_descent == 1){
262
263 if (lr_opt == 0){
264 kp_lr = 0.002;
265 kp_min_step = 0.005;
266 kp_max_step = 0.02;
267
268 ki_lr = 0.004;
269 ki_min_step = 0.001;
270 ki_max_step = 0.006;
271
272 kd_lr = 0.001;
273 kd_min_step = 0.005;




276 lr_opt += 1;
277 }
278
279 if (lap_number > 5 && lap_id < 10){
280 lap_id += 1;
281
282 }
283 else if (lap_id >= 10){
284 lap_id = 1;
285 if (hold_iteration == 0){
286 GD_iterations += 1;
287 GD_current_set += 1;
288 }
289
290 Serial1.println(" ---------------------------------------- ")
;







296 if (lap_number == 2){
297 kp_prev = kp;
298 kp = 0.32;
299 delta_kp = kp - kp_prev;
300 }
301 else if (lap_number == 3){
302 ki_prev = ki;
303 ki = 0.05;
304 delta_ki = ki - ki_prev;
305 Dkp = (t_err_avg-t_err_avg_prev)/(kp - kp_prev);
306 }
307 else if (lap_number == 4){
308 kd_prev = kd;
309 kd = 0.04;
310 delta_kd = kd - kd_prev;
311 Dki = (t_err_avg-t_err_avg_prev)/(ki - ki_prev);
312 }
313 else if (lap_number == 5){
314 v_prev = v;
315 v = 0.8;
316 delta_v = v - v_prev;






321 if (lap_id >= 1 && lap_id <= 3){
322
323 if (lap_id == 1){
324 Dv_prev = Dv;
325 Dv = (lap_time-lap_time_prev)/(v - v_prev);
326 }
327 else {
328 Dkp_prev = Dkp;
329 Dkp = (t_err_avg-t_err_avg_prev)/(kp - kp_prev);
330 }
331
332 if (Dkp_prev/Dkp < 0){
333 kp_lr = kp_lr*(1 - (float(kp_reduct)/100));
334 kp_min_step = kp_min_step*(1 - (float(kp_reduct)/100));
335 kp_max_step = kp_max_step*(1 - (float(kp_reduct)/100));
336 }
337
338 delta_kp = GradientDescent(Dkp, kp_lr, kp_max_step,
kp_min_step);
339 kp_prev = kp;
340 kp = kp + delta_kp;
341
342 }
343 else if (lap_id >= 4 && lap_id <= 6){
344
345 if (lap_id == 4){
346 Dkp_prev = Dkp;
347 Dkp = (t_err_avg-t_err_avg_prev)/(kp - kp_prev);
348 }
349 else {
350 Dki_prev = Dki;
351 Dki = (t_err_avg-t_err_avg_prev)/(ki - ki_prev);
352 }
353
354 if (Dki_prev/Dki < 0){
355 ki_lr = ki_lr*(1 - (float(ki_reduct)/100));
356 ki_min_step = ki_min_step*(1 - (float(ki_reduct)/100));
357 ki_max_step = ki_max_step*(1 - (float(ki_reduct)/100));
358 }
359
360 delta_ki = GradientDescent(Dki, ki_lr, ki_max_step,
ki_min_step);
361 ki_prev = ki;





365 else if (lap_id >= 7 && lap_id <= 9){
366
367 if (lap_id == 7){
368 Dki_prev = Dki;
369 Dki = (t_err_avg-t_err_avg_prev)/(ki - ki_prev);
370 }
371 else {
372 Dkd_prev = Dkd;
373 Dkd = (t_err_avg-t_err_avg_prev)/(kd - kd_prev);
374 }
375 if (Dkd_prev/Dkd < 0){
376 kd_lr = kd_lr*(1 - (float(kd_reduct)/100));
377 kd_min_step = kd_min_step*(1 - (float(kd_reduct)/100));
378 kd_max_step = kd_max_step*(1 - (float(kd_reduct)/100));
379 }
380 delta_kd = GradientDescent(Dkd, kd_lr, kd_max_step,
kd_min_step);
381 kd_prev = kd;
382 kd = kd + delta_kd;
383
384 }
385 else if (lap_id == 10){
386
387 Dkd_prev = Dkd;
388 Dkd = (t_err_avg-t_err_avg_prev)/(kd - kd_prev);
389 if (Dv_prev/Dv < 0 || v >= v_max){
390 v_lr = v_lr*(1 - (float(v_reduct)/100));
391 v_min_step = v_min_step*(1 - (float(v_reduct)/100));
392 v_max_step = v_max_step*(1 - (float(v_reduct)/100));
393 }
394 delta_v = GradientDescent(Dv, v_lr, v_max_step, v_min_step);
395 v_prev = v;
396 v = v + delta_v;
397
398 if (v >= v_max && v_prev != v_max) {
399 v = v_max;
400 }
401 else if (v >= v_max && v_prev == v_max) {
402 v = v_max - v_max_step*(1 - (float(v_reduct)/100));
403 delta_v = - delta_v;
404 }
405
406 if (v_lr == 0.5) {











416 gradient_descent = 0;
417 hold_iteration = 0;
418 }
419
420 if (sensors_sum == 0){
421 j = j + 1;
422 if (j == 12){
423 kb = 1.05*kb;
424 if (kb > 0.015){
425 kb = 0.015;
426 }
427 off_track_timestamp = millis();
428 off_track_monitoring = 1;
429 Serial1.println(" Nearly went off track ");
430 }
431 if (j > off_track_threshold){
432 Serial1.println(" Robot off track ");
433 robot.motor[LEFT].setVoltage(0);
434 robot.motor[RIGHT].setVoltage(0);
435 off_track += 1;
436 hold_iteration = 1;
437 j = 0;
438 off_track_threshold = off_track_threshold*3;
439 for (int k=0; k<=20; k++){
440
441 robot.line.getPosition();
442 sensors_sum = SensorsRead();
443
444 if (sensors_sum >= 1){
















459 //Serial1.println(" Line could not be found ");
460 while (!robot.buttonPressed());
461 }
462 //if (off_track >= 2){
463 // v = v*0.95;
464 //}
465 }
466 if (lap_id >= 1 && lap_id <= 3){
467 kp = kp_prev + (kp - kp_prev)/2;
468 Serial1.print(" changed to previous kp kp = ");
Serial1.println(kp, 7);
469 }
470 else if (lap_id >= 4 && lap_id <= 6){
471 ki = ki_prev + (ki - ki_prev)/2;
472 Serial1.print(" changed to previous ki ki = ");
Serial1.println(ki, 7);
473 }
474 else if (lap_id >= 7 && lap_id <= 9){
475 kd = kd_prev + (kd - kd_prev)/2;
476 Serial1.print(" changed to previous kd kd = ");
Serial1.println(kd, 7);
477 }
478 else if (lap_id == 10){
479 v = v_prev + (v - v_prev)/2;
480 Serial1.print(" changed to previous v v = ");Serial1
.println(v, 7);
481 }
482 if (off_track == 1){




487 if (millis() - off_track_timestamp >= 250 &&
off_track_monitoring == 1){
488 j = 0;
489 off_track_timestamp = 0;
490 off_track_monitoring = 0;
491 }
492




497 Serial1.println(" __________Set_finished__________ ");
498 Serial1.println(" ___Please change battery___ ");
499 GD_current_set = 0;
66
Priloga A
500 next_set = 1;
501 while (!robot.buttonPressed());
502 delay(500);
503 }
504 }
67

