Abstract. Consider the n 2 (or O(n 2 )) min-cut problems on a graph with n nodes and nonnegative edge weights. Gomory and Hu [J. Soc. Indust. Appl. Math., 9 (1961), pp. 551-570] showed (essentially) that there are at most n − 1 different min-cuts. They also described a compact structure (the flow equivalent tree) of size O(n) with the following property: for any pair of nodes, the value of a min-cut can be obtained from this structure. Furthermore, they showed how this structure can be found by solving only n − 1 min-cut problems. This paper contains generalizations of these results. For example, consider a k-terminal cut problem on a graph: for a given set of k nodes, delete a minimum weight set of edges (called a k-cut) so that each of the k nodes is in a different component. (or O(n k−1 )) different min k-cuts. We describe a compact structure of size O(n k−1 ) with the following property: for any k nodes, the value of a min k-cut can be obtained from this structure. We also show how this structure can be found by solving only n−1 k−1 k-terminal cut problems. This work builds upon the results of
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Overview of results.
We consider two generalized cut problems in this paper. A notion common to both problems is the k-cut, which is a partition of a given set V into k nonempty sets. Each k-cut is given a real weight.
The first problem we consider is the k-terminal cut problem. The objective of a k-terminal cut problem is to find a minimum weight k-cut that separates k specified elements of V (i.e., such that each of the k elements is in a different set of the partition). The second problem is the k-pair cut problem. The objective of this problem is to find a 2-cut that simultaneously separates each of k specified pairs of elements of V .
These two cut problems generalized problems typically considered on graphs. For example, a 2-cut problem and a 1-pair cut problem, where the weights derive from the edges in a graph with node set V , are classical min-cut problems. (See section 1.2 for a more detailed discussion of related problems on graphs.) These generalizations lead to new and simple proof techniques and algorithms for several classical problems on graphs.
Observe that for a given set V there are a number of different problems of each type. For example, if we let n = |V |, then there are n 2 or O(n 2 ) different 2-terminal cut problems. Regarding when the weights on the 2-cuts derive from nonnegative weights on the edges of a graph on V , Gomory and Hu [10] showed the following, somewhat surprising, results.
1. There exists a set of at most n − 1 2-cuts that contains a min weight solution for each 2-terminal cut problem (and this bound is the best possible). 2. There exists a structure (the flow equivalent tree) of size O(n) from which the solution value of any 2-terminal cut problem can be found (in polynomial time). 3. There exists an algorithm that simultaneously constructs the set in 1 and the structure in 2; it requires solving only n − 1 2-terminal cut problems. Result 1 shows there are significantly fewer min weight solutions than problems. This is described by a best possible upper bound (n − 1 in this case). Result 2 shows that there exists a structure whose size is the same order as the best possible upper bound and that, nevertheless, contains all the information necessary to obtain the value of a min weight solution to any problem in polynomial time. We refer to such structures as compact representations of the cuts. Result 3 shows that it is sufficient to solve a number of problems equal to the best possible upper bound in order to find all the min weight 2-cut solutions and to construct the compact representation.
Note that result 2 assumes that cut values can be stored in space bounded by a constant. We make a similar assumption in general: values of k-cuts can be stored in space bounded by a constant.
Gomory and Hu [10] proved stronger results than results 2 and 3 above: There exists a special flow equivalent tree, the cut tree, from which the actual min 2-cut for each 2-terminal cut problem can be found in polynomial time; furthermore, this tree can be found by solving only n − 1 2-terminal cut problems.
In this paper we present generalizations of results 2 and 3 for the k-terminal cut and k-pair cut problems. Let us describe our results in the context of the work that has already been done.
Hassin [19] proved the best possible upper bounds for the k-terminal cut problems and the k-pair cut problems. In each case the bounds show there are significantly fewer min weight solutions than problems. For example, he showed there exists a set of at most
) k-cuts that contains a min weight solution for every k-terminal cut problem (of which there are O(n k )). Hassin [19] described a compact representation (of size O(n)) for the (general) 2-terminal cut problem and hence for the equivalent 1-pair cut problem. Cheng and Hu [3] described a different compact representation for this problem. Both representations derive from special tree structures in a graph.
We present in this paper compact representations for all values of k for both cut problems. For example, for the k-terminal cut problem we present a structure of size O(n k−1 ), for fixed k, from which the value of a min weight solution to any of the O(n k ) problems can be found. Furthermore, any such value can be found from this structure in polynomial time, for fixed k. We observe that for the 3-terminal cut and the 2-pair cut problems, the compact representations are closely related to the well-known notion of cycle bases in graphs.
Hassin [19] provided an algorithm for the (general) 2-terminal cut problem that finds all the min 2-cuts and a compact representation (as in result 3). However, it requires solving O(n log n) 2-terminal cut problems, which can be more than the best possible upper bound of n − 1. Cheng and Hu [3] found a different algorithm for this problem that finds all the min 2-cuts and a different compact representation. It requires solving only n − 1 2-terminal cut problems. Hassin [16] provided a general algorithm of the type described in result 3 that can be applied to both of the more general cut problems studied in this paper. However, the algorithm requires solving twice the number of problems in the best possible upper bound. For example, for the k-terminal cut problem Hassin's algorithm requires solving 2 n−1 k−1 k-terminal cut problems to find the set of at most n−1 k−1 min k-cuts. Also, the complexity of Hassin's algorithm, not including the work of solving the cut problems, is exponential (because the representation that it utilizes has exponential size).
We present a variant of Hassin's general algorithm in this paper. Our algorithm has the following properties: It finds a compact representation as well as all the min cuts for the k-terminal cut and k-pair cut problems (as well as a more general class of problems), it requires the solution of at most the best upper bound number of cut problems (hence the factor of 2 goes away), and the complexity is polynomial for both types of problems, for fixed k. For the special case of 2-cuts, the algorithm we present is considerably simpler both to describe and show valid than the 2-cut algorithm of Cheng and Hu. For the special case of 2-cuts in graphs, our algorithm is different from the algorithm of Gomory and Hu and appears to be new. Our algorithm is quite simple and requires no "shrinking."
The remainder of the paper is organized as follows. We end this section with a quick overview of the history of the cut problems we study. In section 2 we present our results for the k-terminal cut problem. In section 3 we review some useful techniques of Hassin, which we apply in our proofs. In section 4 we prove our results for the kterminal cut problem. In section 5 we present and prove our results for the k-pair cut problem. In section 6 we consider the algorithmic question of how to efficiently find the compact representations for the two types of problems discussed above. Section 7 contains some open problems.
History of the k-terminal and k-pair cut problems.
In the literature, a graphical k-terminal cut problem (where the cut weights derive from nonnegative edge weights) is sometimes called a multiterminal cut problem. Dahlhaus et al. [7] have proved the following. The graphical k-terminal cut problem is NP-hard for k ≥ 3, even if k is fixed and all the edge weights are equal to 1 (see also [8] ); if only planar graphs are considered, the problem is still NP-hard; however, if k is fixed and only planar graphs are considered, then there exists a polynomial time algorithm. The history of this problem and several applications are also briefly discussed in [7] . Additional work on the graphical problem using the techniques of polyhedral combinatorics appears in [4] , [6] , and [8] . Heuristics for this problem have been studied in [7] and [22] . Numerous applications of the 2-terminal cut problem appear in [2] and [27] .
An algorithm for finding all the minimum weight 2-cuts, as in result 3, can be used to find the overall minimum weight 2-cut in a graph. This problem has found application in algorithms for solving the traveling salesman problem (see [5] , [25] , and [26] ) and network reliability problems (see [13] ). Padberg and Rinaldi [26] presented a variant of the algorithm of Gomory and Hu that can be implemented more easily and empirically runs faster. Gusfield [12] showed how the algorithm of Gomory and Hu can be significantly simplified by eliminating the need for "shrinking" in the construction of the flow equivalent tree. (The algorithm presented in this paper, when it is specialized to the graphical 2-terminal cut case, appears to be different from Gusfield's algorithm. ) We note that, surprisingly, there is an algorithm presented in [9] that finds the overall min k-cut in a graph in polynomial time for fixed k, starting from scratch. Related work appears in [14] , [20] , and [21] . Hao and Orlin [13] presented an algorithm for finding the overall min 2-cut that effectively requires the solution of only one max flow problem. Related work appears in [24] and [29] .
Let us end this review of the k-terminal cut problem by mentioning some other related results. Granot and Hassin [11] proved variants of results 1-3 for the case of graphs with both edge and node weights. Hassin [17] proved variants of results 1-3 for the related "xcut problem." Hartvigsen [15] showed how the 2-terminal cut problem and the flow equivalent tree can be generalized to matroids. Finally, Trotter [30] showed how a different aspect of Gomory and Hu's work can be generalized to matroids and in so doing provided a generalization of the notion of cut tree.
In the literature, the k-pair cut problem (in graphs) is sometimes called the multicommodity cut problem. It is closely related to the multicommodity flow problem, which is commonly used to model communications, logistics, manufacturing, and transportation systems (see [2] for numerous examples and solution techniques). The relationship between these problems (in particular, when they have the same value for a given set of pairs of nodes) has been widely studied. For an excellent survey of these results, see [28] . A key result of this type is the 2-commodity flow theorem of Hu [23] . Note that a k-pair cut problem may have no feasible solution (since we only consider solutions that are 2-cuts; see section 5.1). A different problem arises, for example, if we consider solutions that are j-cuts for j ≤ k.
The k-terminal cut problem and our results.
Recall that a single k-cut is a partition of a set V into k nonempty subsets and that we give each such k-cut a real weight. A single k-terminal cut problem is the following: given V ⊆ V , with |V | = k, find a minimum weight k-cut of V such that each element of V is in a different set of the partition. Let us emphasize that even for the case k = 2, this is a generalization of the well-known min cut problem, where V denotes the node set of a graph and the weights of the 2-cuts derive from nonnegative weights on the edges of the graph on V .
Observe that for a given set V , with |V | = n, there are n k different k-terminal cut problems. Hassin showed, however, that there are significantly fewer min weight solutions to these problems. Next we state his result. Note that
Theorem 2.1 (see [19] ). There exists a set of at most As noted in the introduction, Gomory and Hu [10] first proved the special case of Theorem 2.1 when k = 2 and the weights on the 2-cuts derive from nonnegative weights on the edges of a graph with node set V .
Hassin [19] proved another interesting result for the (general) case k = 2. The idea is that the solution value to any of the original O(n 2 ) min-cut problems can be found by referring only to an object of size O(n). Note that such a result is a bit surprising since it requires O(n) space to write down any one 2-cut (e.g., by listing the corresponding node partition), and there can be n − 1 different min 2-cuts. After a quick definition, we can precisely state his result.
Let H = (V, E) be a complete graph on V . Set the weight of each edge uv ∈ E to be the weight of a min 2-cut for u and v (in the original problem). Let us call any maximum weight spanning tree of H a compact representation tree (or a CR tree). Observe that this tree requires O(n) space. Hassin's result is the following. Theorem 2.2 (see [19] ). The value of a min 2-cut for any pair u, v ∈ V can be obtained from a CR tree T as follows: add the edge uv to T and find the unique cycle that contains it; the minimum weight of an edge of T in this cycle is the value of a min 2-cut for u and v.
As noted in the introduction, Gomory and Hu [10] proved the special case of this theorem when the weights on the 2-cuts derive from nonnegative weights on the edges of a graph with node set V . They referred to the CR tree as a flow equivalent tree. One objective of this paper is to generalize, to all k, Hassin's notion of a CR tree. That is, we want to create a compact structure of size O(n k−1 ) from which we can obtain the solution value to any k-terminal cut problem. The trick is to use matrices instead of graphs, as follows.
Consider the k-terminal cut problems on a set V . Let M be a n k×( n k−1 ) matrix whose rows are indexed on the subsets of V of size k and whose columns are indexed on the subsets of V of size k − 1. Let M ij = 1 if j is a subset of i, and 0 otherwise. Thus each row of M corresponds to a k-terminal cut problem and each row contains k 1's. A base of M is a maximal independent (over GF (2)) set of rows of M .
Let the weight of each row of M be the solution value of the corresponding kterminal cut problem, and let the weight of a base be the sum of the weights of the rows in the base. A matrix consisting of the rows in a maximum weight base of M is called a compact representation matrix (or a CR matrix ) for the solutions to all the k-terminal cut problems.
To see how the notion of a CR matrix generalizes the notion of a CR tree, consider the following two examples.
Example 1. When k = 2, the matrix M is the edge-node incidence matrix for a complete graph constructed on V . It is well known that a set of rows of such a matrix is independent if and only if the corresponding edges in the complete graph are acyclic. Hence a CR matrix corresponds to Hassin's CR tree. This CR matrix has n − 1 rows each with only two nonzero entries.
Example 2. When k = 3, the matrix M is the triangle-edge incidence matrix for a complete graph constructed on V . In this case the rows are incidence vectors for cycles in the complete graph and hence are vectors in the well-known cycle space of this graph. A CR matrix corresponds to a maximum weight base for the cycle space that consists of triangles (although the weights on the triangles do not derive from weights on the edges of these triangles). This CR matrix has
(this is the dimension of the cycle space for a complete graph) rows each with only three nonzero entries.
Next we state our main results for k-cuts. The first result is that the solution value to any k-terminal cut problem can be found from the CR matrix. The second result is that the CR matrix is compact in the sense that it requires the same amount of space as the maximum number of different k-cut solutions, for fixed k. We prove these results in section 4.
Theorem 2.3. The value of a min k-cut for any set V ⊆ V , where |V | = k, can be obtained from a CR matrix as follows: add the incidence vector for V (as it occurs in M ) to the CR matrix and find the unique circuit (minimal dependent set of rows over GF (2)) that contains it; the minimum weight of a row of the CR matrix in this circuit is the value of a min
1 is a special case of Theorem 2.3 by Example 1. Observe that the circuit in Theorem 2.3 can be found with Gaussian elimination. Also observe that, for fixed k, a CR matrix has polynomial size. Thus, for fixed k, the work to find a min k-cut value from a CR matrix is polynomial. in linear algebra. All algebra done in this paper is over GF (2) .
Hassin [19] considered the following general setting. A finite set of problems is given together with a finite set of solutions. Each solution is given a distinct real weight. A matrix A is also given where there is a row of A corresponding to each problem, a column of A corresponding to each solution, entry a ij = 1 if solution j is feasible for problem i, and a ij = 0 otherwise. The weight of a problem equals the minimum weight of a solution that is feasible for that problem. The following is one of Hassin's key results.
Theorem 3.1 (see Corollary 2.2 in [19] ). There exists a set of at most rank(A) solutions that contains the minimum weight solution for every problem.
Hassin used this result to prove Theorem 2.1 of this paper and a version of Theorem 2.1 for the k-pair cut problem (see Theorem 5.2 in this paper). That is, he calculated the ranks of the matrices A for these two problems and constructed examples to show that these bounds are the best possible.
Hassin also introduced the notion of a maximum solution base for A, which is defined to be a maximum weight base of the rows of A (where each row has the same weight as the associated problem). He showed the following.
Theorem 3.2 (see Theorem 2.3 in [19]). The value of a minimum weight solution to any problem can be obtained from a maximum solution base for A as follows: add the row from A for this problem to the maximum solution base for A and find the unique circuit (minimal dependent set of rows over GF (2)) that contains it; the minimum weight of a row of the solution base in this circuit is the value of a minimum weight solution to this problem.
It is interesting to note that the matrices A for the two types of cut problems that we consider in this paper each have an exponential number of columns in n, although they have a polynomial rank in n, for fixed k. Hence the corresponding maximum solution bases of the matrices A are not "compact" representations of all the solution values. This leads us to make the following definition.
A matrix R is called a representation matrix for a matrix A if and only if 1. R and A have the same number of rows and 2. a set of rows of R is independent if and only if the corresponding set of rows of A is independent. Clearly a representation matrix R for A can be substituted for A in the statement of Theorem 3.2. Hence one of our objectives is to find representation matrices for our two cut problems whose maximum weight bases require a "small" amount of space. In particular, we construct representation matrices whose bases have a size that is not only polynomial in n, for fixed k, but which can be stored in at most as much space as the maximum number of different min weight solutions. The way we accomplish this is to choose representation matrices that have a "small" number of 1's in each row (that is, a number of 1's that is bounded by a constant in k). We will use the following simple proposition to help us identify representation matrices. For the collection of k-terminal cut problems on a set V , consider the following: the associated matrix A (as defined in section 3) and the associated CR matrix M (as defined in section 2). Assume that corresponding rows of A and M refer to the same k-terminal cut problem. The main result of this section is the following. We use Proposition 3.3 from the previous section to prove Theorem 4.1. Thus we must produce a matrix, say, D, such that MD = A, and we must show that rank(M ) = rank(A). We make use of the following result of Hassin. . . . , V k ) is defined to be the 0-1 incidence vector of the subsets V ⊂ V for which the following two conditions hold.
1.
Let us extend this notation to the matrix M . Recall that the columns of M are indexed on the subsets of V of size k − 1. Let us assume these subsets occur in the same order for M , from left to right, as they do for D, from top to bottom. Each row of M corresponds to a k-terminal cut problem, that is, a subset V ⊆ V , such that |V | = k. Let us denote each such row as p(V ). Thus p(V ) is a 0-1 incidence vector of the subsets of V of size k − 1. Let P denote the set of all k-terminal cut problems and, for P ⊆ P, let p (P ) = {p(V ) : V ∈ P }. 
The problem and our results.
As noted in the introduction, our second problem is related to the well-known multicommodity flow problem. Given a ground set V , a k-pair cut problem is a collection of (not necessarily distinct) pairs
of V , where s i = t i . (In the multicommodity flow problem there are k commodities, each of which must be sent between the corresponding pair of nodes in a network. Some commodities may have the same corresponding pair of nodes. However, in our more general setting, we do not assume a network structure exists.) For this problem, we consider only 2-cut solutions; that is, partitions (V 1 , V 2 ) of V into two nonempty sets. Each 2-cut solution is given a real weight. 
Theorem 5.2 (see [19]). There exists a set of at most s 2-cut solutions that contains a min weight 2-cut solution for every k-pair cut problem. (Furthermore, this result is the "best possible.")
Next we present a structure that compactly represents all the solutions to the k-pair cut problems. As for the k-terminal cut problem, the structure is a matrix. We call this matrix compact because (as we show) it can be stored in O(s) space, for fixed k. The matrix for the 1-pair cut problem is identical to the matrix we constructed for the 2-terminal cut problem. (These two problems are identical.)
Before defining these matrices, it will be convenient to use the following notion. Let the weight of each row of M be the solution value of the corresponding k-pair cut problem, and let the weight of a base of M be the sum of the weights of the rows in the base. A matrix consisting of the rows in a maximum weight base of M is called a CR matrix for the solutions to all the k-pair cut problems.
Example 3. When k = 1, the matrix M is the edge-node incidence matrix for a complete graph constructed on V . Hence (as in Example 1 for the 2-terminal cut problem) a CR matrix here corresponds to Hassin's CR tree and each row contains two nonzeros.
Example 4. For k = 2, consider again the complete graph constructed on V . The columns of M can be partitioned into two sets that correspond to the nodes and edges of the complete graph. The rows of M can also be partitioned into two sets that correspond to the individual edges and to the pairs of distinct edges of the complete graph. The submatrix of M whose rows correspond to the edges and whose columns correspond to the nodes is the edge-node incidence matrix for the complete graph. The submatrix of M whose rows correspond to the pairs of edges and whose columns correspond to the edges is the incidence matix of triangles and squares in the well-known cycle space. To see this consider the following: If a row corresponds to two adjacent edges of the form (s 1 , t 1 ), (s 1 , t 2 ), then it contains 1's in the columns that correspond to {s 1 }, {s 1 Next we state our main results for k-pair cuts. The first result is that the solution value to any k-pair cut problem can be found from the CR matrix. The second result is that the CR matrix is compact in the sense that it requires the same amount of space as the maximum number of different k-cut solutions, for fixed k. We prove these results in the next section.
Theorem 5. We use Proposition 3.3 to prove Theorem 5.5. Thus we must produce a matrix D such that M D = A, and we must show that rank(M ) = rank(A). We make use of the following result of Hassin.
The value of a min k-pair cut solution for any (feasible) k-pair cut problem can be obtained from a CR matrix as follows: add the incidence vector for the problem (as it occurs in M ) to the CR matrix and find the unique circuit that contains it; the minimum weight of a row of the CR matrix in this circuit is the value of a min k-pair
Theorem 5.7 (see Theorem 3.4 in [19] ). For the k-pair cut problem, rank(A) = s.
Next we show that the matrices M from section 5.1 are well defined.
) and the subsets S ⊆ V , defined in (5.1). Then, for each such S, |S| ≤ k.
Proof. Let G denote the graph defined in section 5.1 for
, and let C j = (V j = A j ∪ B j , E j ), for j = 1, . . . , r, denote the (nonsingleton) components of G. Observe that, by definition,
Also observe that, since each C j is connected,
Thus we have
r j=1 (|V j | − 1) ≤ r j=1 |E j |.
It follows that

|S| ≤
We define the matrix D as follows. Let D be a matrix whose rows are indexed on the subsets of V of size ≤ k (in the same order from top to bottom as the columns of M from left to right). Let the columns of D be indexed on the 2-cuts. In particular, for each 2-cut (
) be an arbitrary k-pair cut problem, and let (V 1 , V 2 ) be an arbitrary 2-cut. Then it suffices to show that (V 1 , V 2 ) is feasible for
To begin, let us assume r = 1. Recall that s (V 1 , V 2 ) is the incidence vector for all subsets of V 1 of size ≤ k and p {s i , t i } k i=1 is the incidence vector for all subsets of A 1 ∪ B 1 of size ≤ k that either contain A 1 but not all of B 1 or contain B 1 but not all of A 1 . We consider the following cases. Case 1. Suppose (V 1 , V 2 ) is feasible for (A 1 , B 1 ). Let us assume, without loss of generality, that A 1 ⊆ V 1 . Then there is only one common subset between those indexed by s (V 1 , V 2 ) and p {s i , t i } k i=1 , namely, the set A 1 . The result follows. Next we consider the case that r > 1. Let p (A j , B j ) denote the incidence vector associated with the problem defined by (A j , B j ) . Let S j denote the sets that are indexed by both the vectors s (V 1 , V 2 ) and p (A j , B j ) for j = 1, . . . , r. Then the sets that are indexed by both the vectors s (V 1 , V 2 ) and p {s i , t i } k i=1 are precisely those sets that can each be obtained as follows: take one set from each of S j for j = 1, . . . , r and then take the union of these sets. Hence the number of sets that are common to the vectors s (V 1 , V 2 ) and p {s i , t i } k i=1 is equal to r j=1 |S j |. From the r = 1 part of this proof, we know that |S j | equals 1 if (V 1 , V 2 ) separates (A j , B j ) and is even otherwise. Hence
and is even otherwise. The result follows.
As before, if S denotes the set of all 2-cut solutions, then for
Similarly, if P denotes the set of all k-pair cut problems,
We show that the vectors p (P v ) are independent, and then we show that they span all the vectors in P.
Consider an arbitrary subset, say, B, of V \v of size ≤ k. Observe that there is only one vector in p (P v ) that has a 1 in the entry indexed by B, namely, p (v, B) . Thus p (P v ) contains an identity matrix of size s. Hence the vectors in p (P v ) are independent.
Consider an arbitrary k-pair problem (A j , B j ) r j=1 . Case 1. To begin, let us assume r = 1 and v / ∈ A 1 ∪ B 1 . Let P v denote the k-pair problems (v, T ) in P v such that p (A 1 , B 1 ) has a 1 in position T . Let sum(p (P v )) denote the sum of the vectors in p (P v ). We show that sum(p (P v )) = p (A 1 , B 1 ) . Let (v, T ) denote an arbitrary problem in P v . As we noted above in constructing the identity matrix, p (v, T ) is the only vector in p (P v ) that has a 1 in position T . Thus sum(p (P v )) has a 1 in every position in which p (A 1 , B 1 ) has a 1. Also note that every vector in p (P v ) has a 1 in position {v}. We showed in the proof of Proposition 5.9 (Case 2) that p (A 1 , B 1 ) has an even number of 1's, hence |p (P v )| is even and sum(p ( n m columns to which we can assign names. Thus a CR matrix can be stored in s2 k space by replacing each row with a list of the names of the at most 2 k columns that contain 1's.
6. Construction of compact representations. Our objective in this section is to present an algorithm for constructing the compact representation matrices we have described for the two cut problems. This algorithm generalizes Gomory and Hu's result 3 (given in section 1.1).
Our algorithm takes as input a representation matrix. The weights of the rows are initially unknown but can be found by solving the corresponding cut problem. Hence an important component of the complexity of the algorithm is how many problems have to be solved. Our algorithm is closely based on the one presented by Hassin [16] , which constructs maximum solution bases (defined in section 2). However, our algorithm achieves a better complexity. In particular, our algorithm requires solving a smaller number of problems: the number of rows in a maximum solution base (or a CR matrix). Hassin's algorithm requires solving twice this number of problems. As we have seen, this number is polynomial for our examples, for fixed k.
With Hassin's algorithm, the complexity of the work in addition to solving the cut problems is exponential (since the algorithm utilizes the matrix A; see section 2). With our algorithm this additional work is polynomial (for fixed k) for our cut problems. This could be significant for an implementation of this algorithm. In particular, if a cut problem can be solved in polynomial time, then the entire compact representation can be constructed in polynomial time with our algorithm. An interesting example is the k-terminal cut problem on planar graphs for which there exists a polynomial time algorithm for fixed k (see [7] ).
Finally, Hassin's algorithm requires that all solutions have different weights. Our algorithm does not require this assumption.
As in section 2, let us assume we have a finite set of problems, say, P , and a finite set of solutions, say, S. Each solution has a distinct real weight and we have a problem-solution incidence matrix A. Let M be a representation matrix for A. The weight of a problem equals the minimum weight of a solution that is feasible for that problem; hence each row of A and M has a weight corresponding to the problem. (As we noted, however, these row weights are unknown at the start of the algorithm.)
A matrix consisting of the rows in a maximum weight base of M is called a CR matrix for the solutions S. (Note that, in general, this matrix can have any number of columns and hence may not actually be "compact." It is compact, however, for the two cut problems studied in this paper.)
Next we present our algorithm. This algorithm is based on Algorithms 3.3 and 3.4 in Hassin [16] . One difference between our algorithm and Hassin's is that we do not explicitly construct a minimal cover (i.e., a set of solutions that contains a feasible solution for every problem), which partly accounts for the extra factor of 2 in the complexity of Hassin's algorithm. Another difference between the algorithms is that we input a representation matrix for A, instead of A itself. This can improve the complexity when the representation matrix is smaller than A. We also express the complexity of our algorithm in terms of elementary operations rather than solely in terms of the number of problems that are solved (as Hassin did).
Algorithm. Compact representation. Input. A representation matrix M for problems P and solutions S; and weights w for the solutions. Output. A set of rows P ⊆ P of M that is a CR matrix and the set S ⊆ S of min weight solutions.
Step 0. Set S := ∅; P := ∅.
Step 1. Set P * := {p ∈ P : rows P ∪ {p} of M are independent}. If P * = ∅, output P and S ; done.
Step 2. 
End.
In order to prove the validity of the algorithm, we make use of the following procedure and two propositions. It seems most natural to prove these results by referring to some elementary results in matroid theory. For background the reader is referred to [1] and [31] .
Procedure. Generalized greedy. Input. A matrix M with row weights; an independent set B of rows of M .
Step 1. Set X := ∅ and put the set of rows of M \B into nonincreasing order by weight (break ties arbitrarily). Proof. Let N denote the matroid on the rows of M whose independent sets are the independent sets of rows of M . Consider the following collection of sets: {Y ⊆ {the rows of M \B } : B ∪ Y is independent}. This collection of sets is known to form a matroid, say, N , on M \B (i.e., the matroid obtained from N by "contracting" the elements of B ). Then the generalized greedy procedure is simply the well-known greedy algorithm on N and hence finds a maximum weight base X of the matroid N . The proposition claims that B ∪ X is a maximum weight base for N . Clearly B ∪ X is a base for N . To see that it has maximum weight, let B be a maximum weight base for N that contains B . Suppose the weight of B exceeds the weight of B ∪ X. Then the weight of B\B must exceed the weight of X. But B\B is an independent set in N and this contradicts our choice of X. Proof. Let us begin with an observation: If we change or perturb some of the weights of the solutions S by a very small amount and then find a maximum weight base of M , then this base will also have maximum weight under the original weights. Our first objective is to perturb these weights in a special way.
Let us partition the solutions S into equivalence classes so that two solutions are in the same class if and only if they have the same weight. Apply the algorithm. Whenever a solution s * is added to S in Step 4, do the following: Add a very small number ε to the weight of all solutions, except s * , in the equivalence class that contains s * . Thus this class is split into two classes, one of which contains only s * . Next consider a second application of the algorithm, but using the new solution weights. Note that in this application we can choose the same sequence of problems p * in Step 3 and, due to our choice of weights, the solutions s * that we find in Step 4 are unique; so let us assume that we do this. Now we show that the algorithm constructs a maximum weight base under the new weights, and hence, by our observation above, a maximum weight base under the original weights.
Let us assume, inductively, that we are entering Step 1 with a set of rows P that is contained in a maximum weight base of M . It suffices to show that in Step Observe that in all subsequent passes through Step 2, the value of w for any problem cannot increase. Thus p * must be a maximum weight row in M that can be added to P to form an independent set. Proposition 6.1 tells us that P ∪ p * is contained in a maximum weight base of M .
In order to analyze the complexity of the algorithm, let us assume we have an oracle C that tells us if a particular solution is feasible for a particular problem. Let us say its worst case complexity is C * . Let us also assume we have an oracle R that produces the minimum weight solution for any problem. Let R * denote the worst case complexity of R. Let d denote the number of columns of M . 7. Open problems. In this section we present the following two open problems for the k-terminal cut and k-pair cut problems considered in this paper.
1. What is the best complexity of actually finding a min-cut value from a compact representation? 2. Can Gomory and Hu's result on cut trees be generalized; that is, does there exist a compact structure from which not only a min-cut value but also the actual min-cut can be obtained in polynomial time?
