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A b s t r a c t .  
The Newton method of Madsen and Nielsen (1990) for computing Huber's robust M- 
estimate in linear regression is considered. The original method was proved to converge 
finitely for full rank problems under some additional restrictions on the choice of the 
search direction and the step length in some degenerate cases. It was later observed 
that these requirements can be relaxed in a practical implementation while preserving 
the effectiveness and even improving the efficiency of the method. In the present paper 
these enhancements to the original algorithm are studied and the finite termination 
property of the algorithm is proved without any assumptions on the M-estimation 
problems. 
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1 I n t r o d u c t i o n .  
In this paper  we s tudy  a Newton- type  method  for Huber ' s  robust  M-est imator  
in linear regression. This me thod  was proposed by Madsen and Nielsen in [7]. It  
was proved to converge finitely for full rank problems th rough  an elegant anal- 
ysis tha t  delineated some essential features of the algorithm. The  a lgor i thm is 
known to be quite efficient as reported in [7]. It  was later used successfully as a 
subroutine for linear 61 est imation [8] and for linear p rogramming  [9]. Interest- 
ingly, it was observed in [10, 11] tha t  those features of the algori thm essential for 
the finite convergence analysis could be removed in an implementat ion wi thout  
affecting effectiveness and efficiency of the algorithm. In  this regard, a question 
arose whether the algori thm retains its finite convergence under these modifica- 
tions. This discrepancy between theory and practice remained unexplained thus 
far, to  the best of our knowledge. On the other  hand, it seems difficult to  modify 
the analysis of  Madsen and Nielsen to cover these enhancements.  The purpose 
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of the present paper  is to bridge this gap between theory and practice for this 
important  algorithm. To this end, we give a modified version of the algorithm 
and provide a new finite convergence analysis. While it is possible in practice to 
reduce a rank deficient problem to a full rank one using a preprocessor prior to 
the execution of the algorithm, our analysis shows that  the full rank assumption 
is not necessary for the finite convergence property to hold. 
Robust  estimation is concerned with identifying "outliers" among data points 
and giving them less weight. Huber '  s M-estimator is essentially the least squares 
estimator, which uses the gl-norm for points that  are considered outliers with 
respect to a certain threshold. Hence, the Huber criterion is less sensitive to the 
presence of outliers [3]. 
Let A E ~m• b E ~m.  Denote A T = [a la2 . . .am] .  We are interested in 
minimizing a residual vector r(x)  = A x  - b with 
r i ( x  ) -~ a T x  -- b~, i = 1 , . . . ,  m,  
using the Huber function 
S ~ t2 i f l t l < ~ /  
(1.1) p(t) 
it I _ ~/1 if ItI _> -y 
with a tuning constant V > 0. Huber 's  M-estimate is a minimizer x* E ~n of 
the function 
m 
(1.2) F ( x )  = E p ( r i ( x ) ) .  
i = l  
To view this minimization problem in a different format, we introduce the fol- 
lowing index sets at a point x E ~n: 
I _ ( x )  = {iIri(x ) < -V} ,  :~_(x) = {iiri(x) <_ -~/}, 
Z(x) = {illr~(x)l _< ~}, t ( x )  = {illr~(x)l < ~}, 
Z+(x) = {iiri(x) > ~}, Z+(x) = {iIri(x ) > ~/}. 
We call Z(x) and :~(x) the active set and the strictly active set at x, respectively. 
In addition, we introduce the following "sign vector" s E ~m associated with 
the above index sets: 
with 
s ( x ) : [ s l ( z ) s : ( x ) . . . s , ( x ) ]  T 
- 1  i f i E I _ ( x )  
s i (x)  = 0 i f i E Z ( x )  
1 i f i  E Z+(x). 
A sign vector s is feasible if there exists an x E R n such that  s = s(x) .  We also 
define the following diagonal matrix W E ~m•  associated with s: 
(1.3) W ( x ) = d i a g [ w l ( x ) , w 2 ( x ) , . . . , w m ( x ) ] ,  
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where 
(1 .4 )  w (x) = 1 - 
Clearly, w~(x) = 1 for all i E Z(x) and wi(x) -- 0 otherwise. Similarly, ITd and 
can be defined based on index sets :~_, :~, and :~+. 
Using the above notation, Huber's M-estimation problem can be expressed as 
the following minimization problem: 
[P] 
(1.5) minimize F ( x ) =  ~---~rT(x)W(x)r(x)+ sT(z )[r (x)  -- 2s(x)]  . 
The following properties of F have been shown in [7]: 
LEMMA 1.1. The following properties hold for F defined in (1.5): 
1. F is piecewise quadratic, convex, and once differentiable at those x such 
that Iri(x)l = ~/ for some i = 1 , . . . ,  m. 
2. F is bounded below and therefore has a finite minimizer. 
The gradient of F is given by 
(1.6) F'(x) = AT [1W(x)r (x )  + s(x)] . 
Let X be the set of all solutions of P.  Clearly, x c X if and only if F'(x) = O. 
In addition, Madsen and Nielsen [8] have shown the following properties about 
the solution set X: 
LEMMA 1.2. Both ~(x) and ri(x), with i E ~.(x), are constant for all x E X .  
Let s be a feasible sign vector, I and W be the corresponding active set and 
diagonal matrix, respectively. Define Cs = cl{xis(x) = s} as a set of x induced 
by s. Clearly, F(x)  is identical to the following quadratic function Fs(x) on the 
set C~: 
2 T h e  N e w t o n  m e t h o d  o f  Madsen and Nie l sen .  
The Newton method of Madsen and Nielsen [7] is a modified Newton method 
with a'tine search procedure. We will refer to this algorithm as the MN algorithm 
for convenience. 
In light of the above discussion, the MN algorithm consists of inspecting the 
domains C~ to find the quadratic representation of F where the global minimizer 
is located. A search direction h is computed by minimizing the quadratic Fs(x) 
where s is the sign vector of the current iterate. More precisely, let x be the cur- 
rent iterate and s = s(x) and W = W(x),  the MN algorithm uses the following 
system of equations to generate a search direction: 
(2.1) F~'h = - F ' ( x ) .  
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This system can be expressed as 
(2.2) ( A T W A ) h  = - A T [ W r ( x )  + "),s]. 
Clearly, x + h minimizes the quadratic Fs for any h that  solves (2.2). If in 
addition x + h E gs, then F' (x  + h) = F~(x + h) = 0 and x + h is also a 
minimizer of F.  
We now present the MN algorithm as described in [7] for comparison purposes: 
stop = false 
r e p e a t  
s = s(x) 
i f  F~' is positive definite t h e n  
find h as the unique solution to (2.2) 
if  x + h E gs t h e n  
x + - - x + h  
stop = true 
else 
x +-- x + Ah (line search) 
e n d i f  
e lse i f  F~ ~ is positive semi-definite and (2.2) is consistent 
find h as the minimum norm solution of (2.2) 
i f x  + h  E Cs t h e n  
x + - - x + h  
stop = true 
else 
x e - - X + a l h  
e n d i f  
else (F~' is positive semi-definite and (2.2) is inconsistent) 
find h as the solution of Dh = -F~(x)  for some 
positive definite matr ix  D. 
x +-- x + )~h (line search) 
e n d i f  
un t i l  stop. 
REMARK 2.1. The case where F~ ~ is positive semi-definite and the system 
(2.2) is consistent is called the degenerate case in [7]. In this case, the MN 
algorithm requires the minimum norm solution h of (2.2), which is in general 
computationally expensive. Furthermore, if x + h is not a minimizer of F,  the 
algorithm then proceeds with a restrictive line search; the next iterate is found 
by moving to the first breakpoint c~1 along h, i.e., the smallest value of c~ where 
8(x + 5) 
REMARK 2.2. Regarding the choice of the positive definite matr ix  D in the 
algorithm, it is required that  the smallest eigenvalue of D be uniformly bounded 
below by a positive constant. For example, one can choose D as the identity 
matrix, or as A T W A  + eI with a positive number e. 
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Madsen and Nielsen [7] showed that  their algorithm converges finitely. 
THEOREM 2.1. I f  A has full rank, the above algorithm stops at a minimizer 
after a finite number of iterations. 
3 A mod i f i ed  N e w t o n  a l g o r i t h m .  
We consider the following enhancements to the MN algorithm. 
1. When the system (2.2) has multiple solutions, our modified algorithm does 
not restrict the search direction to be the minimum norm solution of (2.2). 
This allows us to use a basic solution as in the implementation by Nielsen 
[10, 11]. 
2. We carry out a line search regardless of whether the system (2.2) is con- 
sistent or not (this is used in the implementations of [8, 9]). However, 
the original MN algorithm restricts the step length when the system has 
multiple solutions. 
3. We establish the finite convergence without the assumption that  A has full 
rank. 
The modified algorithm can be stated as follows. 
stop = false 
r e p e a t  
s = s(x) 
if  (2.2) is consistent t h e n  
find h as any solution to (2.2) such that  Ilhll < a[Ihmll 
(cf. Remark 3.1) 
i f x  + h E C8 t h e n  
x + - - x + h  
stop -- true, x is a solution of P 
e n d i f  
else 
find h as the solution of Dh = -F~(x)  (cf. Remark 2.2) 
e n d i f  
x +-- x + ~h (line search, cf. Remarks 3.2 and 3.3) 
un t i l  stop. 
REMARK 3.1. In case the system (2.2) is consistent, hm is used to denote the 
minimum norm solution of (2.2), and a > 1 is a constant. It is well known that  
any basic solution hb to (2.2) computed from a Q R  decomposition with column 
pivoting of A T W A  satisfies Ilhbll ~ t~llhmll for some constant ~ > 1; see p. 244 
of [2] for details. 
REMARK 3.2. As indicated by one of the referees, the above modified Newton 
algorithm is closely related to a Newton algorithm by Li and Swetits [6] for 
solving strictly convex quadratic programs. The major conceptual difference 
lies in the choice of the step size in the line search phase. While the Li-Swetits 
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algorithm restricts the step size to be less than or equal to 1, our algorithm 
removes this restriction. 
REMARK 3.3. The step size ~ in the modified Newton algorithm is not 
uniquely determined in general. We choose ~ as the smallest minimizer of F 
in the direction h when there are multiple solutions to the exact line search. 
The following result states that h as determined by the above algorithm is a 
strictly descent direction of F at x. 
LEMMA 3.1. Let {x  k} be any sequence generated by the modified Newton 
method. Let h k be the search direction at x k with s k = s(x k) and W k -= W ( x k ) .  
Then 
(3.1) (hk)T F ' (xk )  <_-clIhkiI 2 
for  some constant c > O. Furthermore, ( h k ) T F '  ( x k) = 0 only if  F '  ( x k) = O. 
PROOF. The result clearly holds if h k is generated from Dkh  = - F ~ ( x  k) since 
the smallest eigenvalue of D k is uniformly bounded below by a positive constant 
by construction. 
We next show that  the result also holds if h k is a solution of (2.2). Since 
A T W k A  is a symmetric positive semidefinite matrix, it has a set of orthonormal 
k and e~ denote the eigenvalues and eigenvectors of A T W k A .  eigenvectors. Let c~j 
Assume, without loss of generality, that the first pk eigenvalues are positive and 
have been arranged in non-increasing order, and the remaining eigenvalues are 
equal to zero. Since equation (2.2) is consistent, the expansion of F ( x  k) with 
respect to the eigenvectors should have the following form: 
pk 
k k V'(x k) = Z ej, 
j = l  
for some/3~, j = 1, . . . ,  pk. As a result, a general solution of equation (2.2) is 
given by 
pk 
j=l  ~J j=pk+l 
for some ~ ,  j = pk + 1, . . . ,  n, while the minimum norm solution hkm can be 
expressed as 
pk 
j = l  t~j 
It follows that for all k we have 
pk pk 
_~ _ h k 2 < - p llh fl < -c ' l l  ol l  , 
j = l  O~j j--~l 
where the existence of the constant c' > 0 in the last inequality follows from the 
fact that there is only a finite number of matrices A T W  kA. Since II hk I[ <-- ~11 h k  I I, 
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we have 
k) < -clLhkll 2 vk. 
with c = e'/a 2. In addition, if (hk)TFr(x k) ---- 0, then Ilhkl[ = 0, which implies, 
by equation (2.2), that Fr(x k) = O. [] 
Let h be the descent direction generated at x by the algorithm. Unless the 
system (2.2) is consistent and x + h E C~, in which case the algorithm stops, the 
algorithm proceeds with a line search of F along direction h. More precisely, 
the line search procedure looks for the smallest step length that  minimizes the 
function 
0(~) = F(x + Ah). 
Clearly, 0 is a univariate, once differentiable, convex, and piecewise quadratic 
function. Moreover, it is bounded below since F is bounded below. Therefore, 
0 has a finite minimizer ~ such that  01(~) = 0. In addition, ~ > 0 since h is a 
descent direction and 0r(0) < 0. Let 
0~(~) = Fs(x + )~h). 
The following result is obvious since Fs is a convex quadratic function and x + h 
is a minimizer of Fs. We will need the result later for the finite convergence 
proof. 
LEMMA 3.2. Let x be any point such that F'(x)  ~ 0 and s = s(x). Suppose 
equation (2.2) is consistent and h is a solution of (2.2). Then 0rs(1) = 0 and 
O's(A ) < 0 for all O < ~ < 1. 
To locate ~, we search for a zero of the non-decreasing piecewise linear smooth 
function 0'. Let )~ = {)~k} be the set of positive kink points of 0'. Clearly, I)~1 _< 
2m. For simplicity, assume that  all kink points )~k E )~ are sorted in ascending 
order. Then the zero of 01 should be in the interval such that  0/(),j_1) < 0 and 
01()~y) > O. Once the interval is identified, the zero of 0 r can be efficiently and 
accurately calculated since 01 is a linear function over the interval. Furthermore, 
the quantity 01 ()~j) can be easily updated from O r ()U-1) since the move from Ay_ 1 
to Aj only affects one term in the defining equation of 0 r. Issues related to an 
efficient implementation of the line search is discussed in detail in [7, 11]. It was 
also pointed out by one of the referees that the line search can be performed in 
O(m) flops using an algorithm by Pardalos and Kovoor [12] for singly constrained 
quadratic programs. 
Since h generated by the modified algorithm is a strict descent direction of 
F by Lemma 3.1, the step length ~ is obtained by the exact line search, and 
F is bounded below, we have the following global convergence result for the 
algorithm: 
THEOREM 3.3. Let {x k} be a sequence generated by the above algorithm. Then 
either F ' (x  k) = 0 for some k or g ' ( x  k) --+ O. 
PROOF. Suppose F'(x  k) ~ 0 for all k. Let h k be the strictly descent direction 
generated at x k and ~k > 0 be the corresponding step length obtained by the 
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exact line search. Since F is bounded below, by the standard step length analysis 
(see for example the proof of Theorem 6.3.3 of [1]), we have 
(3.2) lim F'(xk)Thk -- O. 
IIh ll 
By Lemma 3.1, 
(hk)T F'(x k) < -ellhkll  2 
holds for all k and some constant c > O. This implies that I[hk[[ --+ O, and 
therefore, F ' ( x  k) ~ 0. [] 
By a slight abuse of notation, let F(X) denote the minimum value of F.  Since 
F is convex and the modified algorithm is descent, Theorem 3.3 together with 
Lemma 3.3 of Li and Swetits [6] imply that F(x k) converges from above to F(X).  
4 F in i te  t e r m i n a t i o n .  
In this section we will show that the modified Newton's algorithm terminates 
with a minimizer of F in a finite number of iterations. 
For any e > F(X),  define the following level set for F: 
L(e) = {x E ~n[F(x) <_ e}. 
Since F is a convex function, the level set L(e) is also convex. In addition, 
L(e) 2 X for all e > F(X)  and L(e) -+ X as e approaches F(X)  by Corollary 
2.8 of [4]. The next result shows that all points in a level set L(e) with e 
sufficiently close to F(X)  will have similar index sets, with the difference only 
in the active set. 
LEMMA 4.1. There exists an q > F(X)  such that iT_(Xl) AZ+(x2) = O for 
all xl, x2 E L(q) .  If  in addition •(x 1) = Z(X2) then S(Xl) = s(x2). 
PROOF. By Lemma 1.1, both ~(x*) and Iri(x*)l < 7, i E 2:(x*), are constant 
for all x* E X. Since r(x) is continuous in x, there exists a J > 0 such that for 
any x* E X and any x satisfying IIx - x*II < 5, we have 
Z_(x) C ~ _ ( x * ) = ~ _ ( X )  and Z+(x) e L ( x * ) = I + ( X ) .  
Since 5~_(X) M ~+(X) = 0, it follows that there exists an open neighborhood 
N D X such that Z-(x1) MI+(x2)  = ~ for all xl,x2 E N. The first result 
then follows from the fact that L(e) D X for all e > F(X) and L(e) -+ X as e 
approaches F(X).  The second result is an immediate consequence of the first 
result. [] 
Denote by )(8 the set of all minimizers of Fs, if it exists. The next result shows 
that the quadratic function F8 induced by any point x E L(e) with e sufficiently 
close to F(X)  will have a minimizer in X. As pointed out by a referee, a more 
general form of this result was given in Lemma 3.7 of [6]. 
LEMMA 4.2. There exists an e2 > F(X)  such that X M )28 ~ 0 for any 
x E L(e2) and s = s(x). 
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PROOF. Let  51 > F ( X )  be arbi t rary.  There  is only  a finite number  of sign ma-  
trices, say Wz, l -- 1 , . . . ,  12, such t ha t  the  corresponding Q-subset  C~ intersects 
with the level set L(51). Define 
el = min  F(x) ,  1 = 1 , . . . ,  12. 
xECsznL(51) 
Clearly, el _> F ( X )  for a l l l  = 1 , . . . , 12 .  If  el = F(x*) = F ( X )  for s o m e x *  E 
Csz n L(51), then  x* C X.  In addit ion,  x* C Xsz since x* E C8~ and F~z(x* ) = 
F~(x *) = 0. Therefore,  if ez = F ( X )  for all I = 1 , . . . ,12 ,  we m a y  choose 
e2 = 51 and the  result is proved. Otherwise,  let 52 be the smallest  el among  all 
1 = 1 . . . . .  12 such tha t  et > F(X) .  Clearly, 52 > F ( X ) .  The  result is proved by 
choosing any e2 such tha t  52 > e2 > F(X) .  [] 
Notice, however, t h a t  the above result  did not  c laim t h a t  X~ C X for s = s(x) 
and x E L(e2). Indeed, if F~ has mul t ip le  minimizers,  it could happen  tha t  some 
minimizers of F~ belong to X and others  not.  The  following result studies the 
properties of the  minimizers  of F~. 
LEMMA 4.3. Let x E ~n, s = s(x), and W = W(x) .  Then we have the 
following: 
1. If Xl E Xs and x2 C Xs,  then Xl - x2 E Af (WA) ,  where Af(C) represents 
the null space of matrix C. 
2. If there exists an xl  E Xs such that xl  9 Cs, then Z(x*) 2 Z(x) for all 
x* 9 Xs. 
PROOF. Since Xl and x2 9 X~, bo th  Xl - x and x2 - x axe solutions of (2.2). 
I t  follows tha t  (ATWA) (x l  - x2) = 0. Pa r t  1 then  follows f rom the fact t ha t  
Af(ATWA) = .hf(WA). For pa r t  2, it suffices to show tha t  Ir~(x*)l < 3' for all 
i 9 Z(x).  Indeed, by pa r t  1, we have (Xl - -x*)Tai  : 0 for all i 9 Z(x) .  Therefore,  
Iri(x*)I -= ]ri(xl)I  _< 7 for all i 9 2:(x). [] 
Now we are ready to  show the finite convergence for the  modified MN algo- 
r i thm. 
THEOREM 4.4. The modified Newton algorithm finds a minimizer of F in a 
finite number of iterations. 
PROOF. Let {x k } be a sequence genera ted by the modified Newton ' s  a lgor i thm 
such tha t  F'(x  k) ~ 0 for all k. Set e = min{el ,  e2}, where el and  e2 are defined 
in L e m m a  4.1 and  L e m m a  4.2, respectively. Since F(x  k) converges f rom above 
to F ( X ) ,  there exists an integer K > 0 such tha t  F(x  k) < e and x k 9 L(e) for 
a l l k  > K .  Let k > K ,  s k = s(xk),  and W k = W(xk) .  By L e m m a  4.2, F~ 
has a minimizer  in X and therefore, (2.2) is consistent.  Thus  the next  i terate  
generated by the  a lgor i thm is x k+l = x k + Akh k, where h k is a solution of (2.2) 
and X k is de termined by the exact  line search. We claim tha t  5, k < 1. Suppose 
on the cont rary  t ha t  X k > 1. Then  F(x  k + h a) < F(x  k) and 0'(1) < 0 since 
h k is a str ict ly descent direction of F a t  x k by L e m m a  3.1. By  L e m m a  4.3, 
J[(x k -4- h k) ~_ :T(xk). I t  follows tha t  
(4.1) Z(x  k + Ah k) _D Z(x  k) VA 9 [0, 11, 
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since 
Ir~(z k + ~hk)l = IAri(x k) + (1 - )~)ri(x k + hk)l 
< ~l~i(xk)l + (1 - A)lr,(~ ~ + hk)l 
for all i E Z (xk ) .  Define 
5(A) = O(A) - Osk(A) for A e [0, 1]. 
In view of the definition of the active set at x k, we have 
5(~) = ~ p(~(x  ~ + ~ h ~ ) ) -  ~ 4 [~,(x ~ + ~h ~) - ~ 1  
iCs(x k) ir k) 
Since the first summation in the expression of 5 is a convex function of A, and the 
second summation is a linear function of A, 5()~) is a continuously differentiable 
convex function for A E [0, 1]. Since 
~'(0) = 0'(0) - 0'~(0) = 0, 
we have 5'(1) > 0. Hence, O'sk(1) _< 8'(1) < 0. However, this contradicts the 
fact that  h k is a solution of (2.2) and thus 0'~(1) = 0. Therefore, ~k < 1. Using 
(4.1) again, we have 
:z-(xk+ ~) = Z(x k + ~khk) ~ Z(xk). 
In addition, x k+l E L(e) since F ( x  k+l) < F ( x k ) .  Suppose Z ( x  k+l) = Z(xk) .  
By Lemma 4.1, we have s (x  k+l) = s(xk) .  Thus, tg'k(~ k) = ~,(~k) = 0. By 
Lemma 3.2, ~k = 1. Therefore, x k+l = x k + h k a n r i x  k + h k E Csk. It  follows 
that  x k + 1 is a minimizer of F since F '  (x k + h k) = F'~k (x k + h k) = O. In summary, 
we have shown that  either x k+l is a minimizer of F and the algorithm stops, 
or Z ( x  k+l) D Z ( x  k) and the active set expands. Since x k+l E L(e), the above 
argument call be repeated with x k replaced by x k+l. However, the active set 
has only finite cardinality. Therefore, the algorithm must terminate in a finite 
number of iterations with a minimizer of F.  [] 
Finally, it was brought to our attention by a referee that  it is possible to find 
a Huber M-estimate in O ( m )  arithmetic operations when n is fixed; see [5] for 
details. This reference also describes other numerical algorithms for Huber 's  
M-estimate, including a Gauss-Seidel method, matr ix  splitting methods, and a 
conjugate gradient method. 
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