Abstract. Let X 1 , X 2 , . . . denote i.i.d. random bits, each taking the values 1 and 0 with respective probabilities p and 1 − p. A well-known theorem of Erdős and Rényi (1970) describes the length of the longest contiguous stretch, or "run," of ones in X 1 , . . . , X n for large values of n. Benjamini, Häggström, Peres, and Steif (2003, Theorem 1.4) demonstrated the existence of unusual times, provided that the bits undergo equilibrium dynamics in time. The first of the two main results of this paper describes what happens if we allow for a fixed and finite number of "impurities" [or zeros] in the longest run of ones. This resolves a recent conjecture of Révész (2005, p. 61). We also compute the Hausdorff dimension of the collection of all unusual times at which this long-run-with-impurities occur.
Introduction and the main results
The chief aim of this paper is to solve two problems in the dynamical theory of random bits. The first resolves a conjecture of Révész (2005, p. 61) . And the second completes a connection to potential theory, a part of which was made first in a paper by Benjamini, Häggström, Peres, and Steif (2003, Theorem 4. 3). Next we proceed to explain the details.
Let us choose and fix p ∈ (0 , 1), and define {X i } For all integers ℓ ≥ 0, let us define Z ℓ n to be the largest integer j ≥ ℓ + 1 such that X k = 1 for all but ℓ values of k ∈ {n , . . . , n + j − 1}. If such a j does not exist then Z ℓ n := 0. One can think of Z ℓ n as the size of the run at time n which accounts for exactly ℓ "impurities." The law of large numbers of Erdős and Rényi (1970) states that for all integers ℓ ≥ 1, (1.1) lim n→∞ Z ℓ n log 2 n = 1 a.s. Erdős and Révész (1977) found a corresponding summability test that is definitive: If a := {a n } ∞ n=1 is a sequence of nonrandom positive integers that tend to infinity, then In the case that p = q = 1/2, this particular formulation appears explicitly in Theorem 7.4 of Révész (2005, p. 60) .
To be more precise, Révész (loc. cit.) defines Z ℓ n as the longest run having at most ℓ defects, in the first n bits. But a direct real-variable comparison argument proves that our definition and that of Révész have the same asymptotic behavior (Erdős and Révész, 1977) .
Next we follow Benjamini, Häggström, Peres, and Steif (2003) , and introduce equilibrium dynamics as follows: To each X i we can assign an independent rate-one Poisson process ["clock"] with jump-times J i −) by replacing it with an independent copy-all copies of the X i 's are independent of all else. Then, we continue in this manner to obtain i.i.d. stationary Markov processes {t → X i (t)} ∞ i=1 whose common invariant distribution is the same as the P p -law of X 1 . See Benjamini, Häggström, Peres, and Steif (2003) for a fully rigorous construction.
Let Z ℓ n (t) denote the dynamical version of Z ℓ n ; i.e., Z ℓ n (t) is constructed from {X i (t)} ∞ i=1 in the same way that Z This motivated Révész (2005, p. 61) to make a conjecture-in the p = q = 1 2 case-which is equivalent to the following: For ℓ ≥ 1 fixed and a n increasing to infinity and nonrandom, (1.4) P 1/2 ∃ t ∈ [0 , 1] : Z ℓ n (t) ≥ a n i.o. =
The first portion of our work is concerned with verifying the conjecture of Révész. In fact, we will prove the following slightly stronger statement. Theorem 1.1. Choose and fix a real number p ∈ (0 , 1) and an integer ℓ ≥ 0, and suppose a := {a n } ∞ n=1 is nonrandom and lim n→∞ a n = ∞. Then, If a := {a n } ∞ n=1 is a sequence of nonrandom numbers and ℓ ≥ 0 is an integer, then let such that lim n→∞ a n = ∞. If
surely, and
In the case that ℓ = 1 and a n = log 1/p (n) + r log 1/p log 1/p (n) for some r ∈ (1 , 2], the preceding Hausdorff dimension is 2 − r. This particular case was first discovered by Benjamini et al. (2003, Theorem 1.5) , using a different argument.
Next we describe the second contribution of this paper. Let m : R + → R + be strictly increasing (for simplicity) function so that m(N) ⊆ N. Benjamini, Häggström, Peres, and Steif (2003) have proposed the following "bit process" as part of their parity test that is motivated by complexity theory: Define
where t ≥ 0 and k ∈ N + , where ⊕ denotes addition mod 2. Of course B k (t) can take only two possible values, namely zero and one. Benjamini et al. (2003, Lemma 4 .1) have proved that
provided that m satisfies the Hadamard gap condition. That is, if
Let us specialize to the case that
where α > 0 is fixed, and [ · · · ] denotes the greatest integer function. Evidently, (1.10) holds. We also suppose that 0 < α < 1, which is equivalent to the convergence of
Consider the random set,
(1.12)
Lemma 4.1 of Benjamini, Häggström, Peres, and Steif (2003) tells that P 1/2 {T mα = ∅} > 0. In this case, they have proved (loc. cit., Theorem 4.3) that for all nonrandom compact sets
Here, H α and Cap α respectively denote the α-dimensional Hausdorff measure and Riesz capacity (Khoshnevisan, 2002, Appendices C and D) . In their Remark 4.5, Benjamini et al. (loc. cit.) point out that there is a [small] gap between the condition of positive Hausdorff measure versus positive capacity. Our next theorem closes this gap by proving that the capacity condition is always the correct one.
We state and prove this theorem, together with a nontrivial generalization (Theorem 5.1), for two reasons: The first is to record the fact itself, which we find intrinsically interesting. The second reason we include this is that Theorem 1.3 is the only example that we know of in which potential-theoretic objects appear for reasons that appear to be not entirely Markovian. In fact, we understand Theorem 1.3 only because of the forthcoming Proposition 5.3, whose proof has a strong combinatorial flavor.
Proof of Theorem 1.1
Throughout, we appeal to the elementary fact that for all real numbers p ∈ (0 , 1), and all integers n ≥ 1 and ℓ ∈ {1 , . . . , a n },
First we state and prove a computational lemma about the probabilities of the events
Thus, G ℓ n (a; t) denotes the event that the random vector (X n (t), . . . , X n+a−1 (t)) contains exactly ℓ zeros.
Lemma 2.1. For all real numbers p ∈ (0 , 1) and t ≥ 0, and integers 0 ≤ ℓ ≤ a,
3)
where θ t := p(1 − e −t ) and κ t := p + e −t q.
Proof. The first identity follows easily since for fixed t,
For the second formula, we first find the transition probabilities for the process {X 1 (t)} t≥0 . Let {P t } t≥0 define the transition matrices defined by
are the jump times of the rate-one Poisson clock associated to X 1 . Then 5) and this quantity is manifestly equal to κ t . In fact, we can follow the same argument to conclude that (2.6)
For all α, β ∈ {0 , 1} define (2.7)
This denotes the number of integers j ∈ {n, . . . , n + a − 1} such that X j (0) = α and yet X j (t) = β. It follows from the strong Markov property and (2.6) that the following properties are valid under the conditional measure P p ( · · · | G ℓ n (a; 0)):
• N 0→1 has the binomial distribution with parameters ℓ and θ t ;
• N 1→1 has the binomial distribution with parameters a − ℓ and κ t ;
• N 0→1 and N 1→1 are independent.
Additionally,
The second part of the lemma follows from this.
The key step in our proof of Theorem 1.1 is the following sharp maximal inequality. In order to state it we need to establish some notation for the Kolmogorov ǫ-capacity, or the ǫ-packing number, of a set.
Choose and fix a closed set F ⊂ [0 , 1]. Then, for all ǫ > 0 we define K F (ǫ)-the Kolmogorov ǫ-capacity of F -to be the largest integer k ≥ 1 for which there exist t 1 < t 2 < · · · < t k -all points in F -with the property that t i+1 − t i ≥ ǫ. The points t 1 , . . . , t K F (ǫ) are called Kolmogorov points, although there are many ways of choosing them. Because of the maximality property of K F (ǫ) it is easy to see that t i+1 − t i is not more than 2ǫ. We will use this fact in the sequel. Theorem 2.2. For all integers ℓ ≥ 0 there exist constants A 1 , A 2 ∈ (0 , ∞) such that for all nonrandom compact F ⊆ [0 , 1], and all positive integers n that are sufficiently large,
The proof of Theorem 2.2 borrows several ideas liberally from Khoshnevisan, Levin, and Méndez-Hernández (2006) , and can be outlined as follows: First we prove that if F is a sufficiently small closed interval, then ∪ t∈F G ℓ n (a n ; t) has more or less the same chances as G ℓ n (a n ; 0). We will also demonstrate that "sufficiently small" means "of sharp order 1/a n ." Then we cover F with closed intervals of length 1/a n and apply a covering argument. In the language of physics, the work relies in establishing that the "correlation length" is of sharp order 1/a n . With this outline in mind, we begin with our first step. Recall that if a n , b n > 0 then a n = Θ(b n ) as n → ∞ means that (a n /b n ) is bounded away from zero and infinity, for all n sufficiently large.
That is, Proposition 2.3 shows that the probability of the event ∪ 0≤t≤a
is comparable to the probability of the event G ℓ n (a; 0). This means that the correlation length is at least of order 1/a n . Our proof of Theorem 2.2 will tacitly include the fact that the said estimate for correlation length is roughly asymptotically optimal.
Proof. In order to prove the lower bound we compare the union to G ℓ n (a n ; 0) and apply Lemma 2.1 to find that the P p -probability of the event ∪ 0≤t≤1/an G ℓ n (a n ; t) is at least an ℓ q ℓ p an−ℓ . For the upper bound we devise an optional stopping argument.
Let F := {F t } t≥0 denote the filtration generated by the t → (X n (t), . . . , X n+a−1 (t)); the latter is a strong Markov process. We can assume without loss of generality that F is augmented in the usual manner. Define
Then, by (2.1),
(2.12)
Next consider the F -stopping time (2.13) σ := inf t ∈ [0 , 1/a n ] : 1 G ℓ n (an;t) = 1 , where inf ∅ := ∞. By the strong Markov property, the following holds P p -almost surely on {σ < ∞}:
(2.14)
We can apply the second portion of Lemma 2.1 to evaluate this. If we retain only the i = 0 term then we find that P p -a.s. on {σ < ∞},
(2.15)
Thanks to the bounded convergence theorem, the integrand converges to e −u as n → ∞.
Consequently, there exists a constant c-not depending on n or ℓ-such that
That is, with probability one
We can take the P p -expectation of both sides, and appeal to Doob's optional stopping theorem, to find that P p {σ < ∞} ≤ c −1 a n E p (L n (t)). The proposition follows from this and (2.12).
We are ready to bootstrap Proposition 2.3 in order to prove Theorem 2.2.
Proof of Theorem 2.2. Let I n denote the collection of all closed subintervals I of [0 , 1] that have the form I = [i/a n , (i+1)/a n ] where i ∈ {0 , . . . , a n −1}. Because P p is finitely additive,
By Proposition 2.3 and stationarity, for all integers ℓ ≥ 0 there exists a constant C ∈ (0 , ∞)-independent of F -such that for all integers n ≥ 1,
Here and throughout, "Card" denotes cardinality. According to Proposition 2.7 of Khoshnevisan, Levin, and we can find a finite constantC-independent of (F, n)-such that Card{I ∈ I n : I ∩ F = ∅} ≤CK F (1/a n ). Thus follows the upper bound in Theorem 2.2. For the converse bound we find maximal Kolmogorov points
According to (2.1), there exists a constant C 0 ∈ (0 , ∞)-independent of (F, n)-such that
On the other hand, Lemma 2.1 insures that for all n sufficiently large,
where C 1 < ∞ does not depend on (F, n), and
We can recognize that
We can note also that
where α := max{p , q} and β := min{p , q}. Thus, it follows that there exists a positive and finite constant C 2 -independently of (F, n)-such that
Thanks to (2.20), if k > j are both integers in {1 , . . . , K F (1/a n )}, then t k − t j is between (k − j)/a n and 2(k − j)/a n . Thus,
(1/a n ), and this is clearly at most 2a n for all n large. Consequently, we can find C 3 < ∞-independent of (F, n)-such that for all large n,
We plan to show that Q 0 dominates the other Q i 's for large values of n. To this end we first observe that as n → ∞,
On the other hand, if i ∈ {1 , . . . , ℓ} then we can find C 4 , C 5 , C 6 < ∞-independent of (F, n)-such that
where ϕ(λ) := 2i ln λ + (a n − 2i) ln(1 − λ) for 0 < λ < 1. Because i ∈ {1 , . . . , ℓ}, we can check directly that ϕ is maximized at λ = 2i/a n , and exp[ϕ(2i/a n )] is at most (2ℓ) 2ℓ times
n . Therefore,
for all i ∈ {1 , . . . , ℓ} and n large.
This proves that Q i = O(Q 0 ) as n → ∞, whence it follows from (2.29) and (2.30) that Q(n) ≤ C 7 K F (1/a n ) where C 7 < ∞ does not depend on (F, n). According to (2.23),
According to the Paley-Zygmund inequality (Khoshnevisan, 2002, p. 72) 
). This and (2.22) together prove that (2.34)
The theorem follows because of the self-evident fact the event {N n > 0} is a subset of ∪ t∈F G ℓ n (a n ; t).
3. Proof of Theorems 1.1 and 1.2
We declare an interval [a , b]-also an interval (a , b)-to be rational if a and b are rational numbers. Let F be a closed set, and a = {a n } ∞ n=1 a nonrandom sequence such that lim n→∞ a n = ∞. Define
Definition 3.1. We write "Ψ(a ; F ) < ∞" if and only if we can find closed rational intervals F 1 , F 2 , . . . such that:
The following constitutes the main result of this paper.
Theorem 3.2. Choose and fix an integer ℓ ≥ 0, and a real p ∈ (0 , 1). Then, for all nonrandom compact sets F ⊆ [0 , 1], and all nonrandom positive a := {a n } ∞ n=1 such that lim n→∞ a n = ∞,
Before giving a proof, we first show that Theorem 3.2 implies Theorem 1.1.
Proof of Theorem 1.1. If I is a closed rational interval then lim ǫ→0 + ǫK I (ǫ) exists and is equal to the Lebesgue measure of I. Therefore,
Then by Theorem 3.2, with probability 1 there exists a t so that G ℓ (a n ; t) occurs infinitely often. From this, it immediately follows that with probability 1 there exists a t so that Z ℓ n (t) ≥ a n infinitely often. Now suppose that
Thus, with probability one, for each j ≤ ℓ, there exists a random integer N j so that for n > N j , for all t ∈ [0, 1], the event G j n (a n ; t) does not occur. Define N := max 0≤j≤ℓ N j , and observe that for all n > N j and t ∈ [0, 1], the event ∪ ℓ j=0 G j n (a m ; t) = {Z ℓ n ≥ a n } does not occur.
Before we prove Theorem 3.2 we derive a simpler result, which may be of independent interest. Proposition 3.3. Choose and fix an integer ℓ ≥ 0, and a real p ∈ (0 , 1). Then, for all nonrandom compact sets F ⊆ [0 , 1], and all nonrandom positive a = {a n } ∞ n=1 such that lim n→∞ a n = ∞,
Proof. According to Theorem 2.2,
n (a n ; t)) < ∞ if and only if ψ(a ; F ) < ∞. Consequently, when ψ(a ; F ) < ∞ the Borel-Cantelli lemma promptly implies half of the proposition. For the converse half suppose ψ(a ; F ) = ∞, and define the events (3.5)
F n := X n−k (t) = 0 for k = 1, 2, . . . , ℓ + 1 and t ∈ [0 , 1] .
Note that F n is independent of ∪ t∈F G ℓ n (a n ; t), and
Note that
Suppose that n < m. If m ≤ n + a n − 1, then the events G n and G m are disjoint. If m ≥ n+ a n + ℓ + 1, then the events G n and G m are independent. If n+ a n −1 < m < n+ a n + ℓ + 1, then we can use the elementary bound
Consequently, (3.9)
1≤m,n≤N
We conclude that
is bounded above by a constant-not depending on N-multiplied by the square of N n=1 P p (G n ). Consequently, the standard Borel-Cantelli lemma for dependent events (Chung and Erdős, 1947) implies that infinitely many of the G n 's, and hence infinitely many of the events ∪ t∈F G ℓ n (a n ; t), occur with P p -probability one. This completes our proof.
Proof of Theorem 3.2. Define, for a = {a n },
n (an;t) = 1 , and note that the probability in the statement of the theorem is precisely P p {G ℓ (a)∩F = ∅}.
First we suppose that Ψ(a ; F ) < ∞. This means that there exist closed rational intervals F 1 , F 2 , . . . such that F = ∪ ∞ n=1 F n and ψ(a ; F k ) < ∞ for all k ≥ 1. According to Proposition 3.3,
This proves half of the theorem. Conversely, suppose that Ψ(a ; F ) = ∞. First we claim that there exists a compact set Having proved the claim we complete the proof of the theorem as follows: Since Ψ(a ; F ) = ∞, the preceding claim shows that there exists a compact setF ⊆ F such that ψ(a ;F ∩I) = ∞ whenever I is a rational interval in [0 , 1] that intersects F . By Proposition 3.3, for all such rational intervals I,
Let R denote the collection of all open rational intervals in [0 , 1] to find that
The set G • is dense inF , where A • denotes the interior of A.
By the Baire category theorem,
• has a.s. the same density property. In particular, this proves that G ℓ (a) ∩ F = ∅ a.s., which is the assertion of the theorem.
We are now able to compute the Hausdorff dimension of the set of all times t ∈ [0 , 1] where Z ℓ n (t) ≥ a n infinitely often. From now on we may-and will-assume that
Proof of Theorem 1.2. Note that G ℓ (a) ⊆ E ℓ (a), and the density of G ℓ (a) follows from the Baire category portion of the proof of Theorem 3.2. Thus, we move on to compute the Hausdorff dimension of E ℓ (a).
Let Y α denote an independent symmetric stable Lévy process with index α ∈ (0 , 1), and define Y α to be its [closed] range. Thanks to Proposition 3.3, for all dyadic intervals I,
According to Proposition 2.13 of Khoshnevisan et al. (2006) there exists a constant A > 1-independent of I ⊂ [0 , 1] and n ≥ 1-such that for all ǫ ∈ (0 , 1) and k ∈ {1 , 2},
Moreover, we can apply (3.18) with k = 2 to find that the second moment of ψ(a ; Y α ∩ I) is at most a constant times the square of ∞ n=1 a ℓ+α n p an . This, and the Paley-Zygmund inequality (Khoshnevisan, 2002, p. 72) together prove that
Owing to (3.17) we can conclude that almost surely,
Therefore, by the Kolmogorov zero-one law,
Because there are only a countable number of dyadic intervals I, the Baire category argument in the proof of Theorem 3.2 can be recycled to deduce that
As in the proof of Theorem 3.2, this can be used to show that
A well-known theorem of McKean (1955) asserts that for all nonrandom Borel sets H,
where "Cap 1−α (H)" denotes the (1 − α)-dimensional [Bessel-] Riesz capacity of H. We first condition on H := E ℓ (a), and then take P p -expectations, to find that
Consequently, there exists one P p -null set outside which the following holds: For all rational numbers s ∈ (0 , 1),
Thanks to Frostman's theorem dim H E ℓ (a) is the critical rational number s ∈ (0 , 1) such that Cap s (E ℓ (a)) > 0, whence follows our formula for dim H E ℓ (a).
Log-Log Laws
In this section we illustrate Theorem 3.2 for a concrete sequence a. Let γ > 0 be fixed, and define (4.1) a n = a γ n := l p n + γl p l p n, where l p (x) := log 1/p (max(x , 100)). Let a γ := {a γ n } ∞ n=1 , and note that
1 otherwise.
see Theorem 1.1. Consequently,
The probability in (4.2) is precisely the chance that E ℓ (a γ ) = ∅. Next we argue how one can decide when E ℓ (a γ ) intersects a target set F ⊆ [0 , 1] based on purely geometric criteria on F . It is possible to check directly that
This uses only the following "doubling property" (Khoshnevisan et al., 2006, eq. (2.8) ):
as long as 0 < ǫ < 1.
We can combine (4.5) with a few lines of direct computation to deduce that
Proposition 2.9 of Khoshnevisan, Levin, and Méndez-Hernández (2006) then implies that
where "dim P " denotes the packing dimension. This and Theorem 3.2 together imply our next result.
Corollary 4.1. Choose and fix a nonrandom compact set
On the other hand, if dim P F > γ − ℓ − 1 then the latter probability is one.
Remark 1. When ℓ = 0 Corollary 4.1 was proved in Benjamini, Häggström, Peres, and Steif (2003) .
From it one can also read off that in the case that dim P F > γ − ℓ − 2,
We mention also the following ready consequence of Theorem 1.2: P p -a.s.,
where dim H A < 0 means that A is empty.
Let us conclude by unraveling the following iterated logarithm law from Corollary 4.1: If F ⊆ [0 , 1] is nonrandom and compact then P p -a.s., (4.10) sup
When F := {0} this is due to Erdős and Rényi (1970) , and when F := [0 , 1] and ℓ = 0, this is due to Benjamini, Häggström, Peres, and Steif (2003) . Hence, our main theorem [Theorem 3.2] can be viewed as an interpolation of the Erdős-Rényi theorem and the theorem of Benjamini et al.
Proof of Theorem 1.3
We will prove a more general result than Theorem 1.3. Throughout, let us choose and fix a function m : R → R + with the following properties:
(1) m(N) ⊆ N; (2) m and t → 2 −t m(t) are both [strictly] increasing.
Recall the random set T m from (1.12). We wish to characterize all compact sets E ⊆ [0 , 1] that can intersect T m with positive probability. With this in mind, we note two items: (a) m automatically satisfies the Hadamard gap condition (1.10); and (b) thanks to (1.9), our assumptions on m are nearly minimal.
Theorem 5.1. For all nonrandom compact sets E ⊆ [0 , 1], P 1/2 {T m ∩ E = ∅} > 0 if and only if there exists a probability measure ρ on E such that J(ρ) < ∞, where It is not hard to deduce that, in this case,
From this it follows easily that J(ρ) < ∞, for some probability measure ρ on E, if and only if |x − y| −α ρ(dx) ρ(dy) < ∞. Thus, Theorem 5.1 implies Theorem 1.3.
As a key step in their proofs, Benjamini, Häggström, Peres, and Steif (2003) mention the following elementary computation. They omit the proof, as it is standard.
Then,
We will need a less standard version of this lemma. Therefore, we give the standard proof next.
Proof of Lemma 5.2. This is an exercise in Markov chain theory, and uses only a first-passage decomposition. Indeed, by independence, it suffices to consider only the case that n = 1. Let τ k be the first jump-time of the Markov process s → (X m(k) (s) , . . . , X m(k+1)−1 (s)). Since the P 1/2 -law of τ k is exponential with mean 1/m(k), we obtain 5) and hence the proof.
In order to describe our improvement to Lemma 5.2 we define, for all t ≥ 0, F t as the σ-algebra generated by {(X 1 (r) , X 2 (r) , . . .)} 0≤r≤t . By a slight abuse of notation, we may assume that the filtration F := {F t } t≥0 is augmented in the usual way. Else, we can replace F by its augmentation.
Proposition 5.3. Let τ be a finite F -stopping time, and t > 0 a nonrandom time. Then, P 1/2 -almost surely on U n (τ ),
It is tempting to think that Proposition 5.3 stems from Lemma 5.2 and a direct appeal to the strong Markov property. However, we have not succeeded in carrying out this program. Instead we devise a different argument.
Proof. By independence, we can-and will-assume that n = 1.
Let (x 1 , . . . , x ℓ ) be an ℓ-vector of zeros and ones. Then, we say that (x 1 , . . . , x ℓ ) is even if x 1 ⊕ · · · ⊕ x ℓ = 0. Else we say that (x 1 , . . . , x ℓ ) is odd. The proposition follows once we prove the following: For all integers L ≥ 2,
2 , almost surely on the event that (X 1 (τ ), . . . , X L (τ )) is even. Because of the strong markov property of u → (X 1 (u) , . . . , X L (u)) we may-and will-assume that τ = 0. In fact, it suffices to prove that for all even nonrandom L-vectors
) for all L ≥ 2 and t ≥ 0.
We establish (5.8) by performing induction on L.
Step 1. First suppose L = 2. We may note that
(1 + exp(−t)) for all t ≥ 0, j ≥ 1, and a ∈ {0 , 1}. Therefore,
2 .
(5.11)
By symmetry, the same is true for the conditional probability that (X 1 (t) , X 2 (t)) is even given (X 1 (0) , X 2 (0)) = (1 , 1). This verifies (5.8) in the case that L = 2.
Henceforth, we will assume that (5.8) holds if we replace L by any positive integer ≤ L−1. We seek to derive (5.8) for L.
Step 2. Suppose L is odd. Consider an even L-vector x such that (x 1 , . . . , x L−1 ) is even. Then it must be that x L = 0, and
where
Thanks to (2.6), Q 2 = 1 2
(1 − exp(−t)). On the other hand, the induction hypothesis implies that Q 1 is equal to 1 2
(1 + exp(−(L − 1)t)). A direct computation reveals that (5.14)
1 + e
.
This verifies the induction step in the case that L is odd and x L = 0. To complete Step 2 we need to consider also the case that x L = 1, but this follows from what we just proved, together with symmetry considerations.
Step 3. It remains to consider the case that L is even. For then, Steps 1, and cyclic applications of Steps 2 and 3, together will imply the proposition. We may assume that A := (x 1 , . . . , x L/2 ) and B := (x (L/2)+1 , . . . , x L ) are both even (L/2)-vectors of zeros and ones. [The remaining case is where A and B are both odd, and that is handled by symmetry.] Then, we can write
where (5.16) By the induction hypothesis, P 1 = P 2 , and their common value is 1 2
(1 + exp(−Lt/2)).
Step 3 follows because This proves the proposition.
Now that we have established Proposition 5.3, we can proceed to prove Theorem 5.1.
Proof of Theorem 5.1. We begin by recalling the argument of Benjamini et al. (2003, Theorem 4. 3) for the necessity of the positive-capacity condition. Choose and fix a probability measure ρ on E, and define
where U n (t) is defined in (5.3). It is easy to see that P 1/2 (U n (0)) = 2 −n . Thanks to stationarity and Lemma 5.2 we can compute the second moment as well, viz.,
Hence, the Paley-Zygmund inequality implies that lim inf
From this it follows readily that
, where P(E) denotes the collection of all probability measures on E, and 1/∞ := 0. For the converse bound we deviate from the method of Benjamini, Häggström, Peres, and Steif (2003) , and define (5.22) τ (n ; ω) := inf {t ∈ E : ω ∈ U n (t)} , where inf ∅ := ∞.
Then, τ (n) is a stopping time [F ] . Define
Evidently, ρ n is a probability measure on E for all integers n ≥ 1. Define
It is manifest that {M n (t)} t≥0 is a martingale for every fixed n ≥ 1. By independence and Proposition 5.3,
But P 1/2 -a.s. on {τ (n) < ∞} we have τ (n) ∧ 1 = τ (n). Consequently, P 1/2 -a.s. on the event {τ (n) < ∞},
Therefore, the trivial estimate
together with the definition of ρ n , impose the following:
(5.28)
[The last inequality would be an equality if ρ n were atomless.] In accord with Doob's optional stopping theorem, the left-most term is equal to
Fix an integer ℓ ≥ 1, and note that if n > ℓ, then
Then gather a subsequence of the n's, together with a probability measure ρ on E, such that ρ n converges weakly to ρ along that subsequence [the Prohorov-Banach-Alaoglu theorem]. It follows from the preceding and a compactness argument that (5.31) P 1/2 ∃ t ∈ E : max Thus far, our derivation is valid for every increasing function m which satisfies m(N) ⊆ N. Now we concentrate on functions m that satisfy the monotonicity requirements of Theorem 5.1. In that case, we finish our derivation by showing that I(ρ) can be bounded from above and below by constant multiples of J(ρ), without changing the essence of (5.32). In order to do this we adapt a reduction idea of Benjamini, Häggström, Peres, and Steif (2003) that is used to find sharp estimates of the Riesz-type product ∞ j=1 (1 + exp(−m(k)λ)) for all small λ > 0.
We may observe that for all integers n ≥ 1, and all reals λ > 0, which is at most 1 + (L g)(λ). Because this implies that I(ρ) ≤ 1 + J(ρ), it suffices to prove that there exists a constant c ∈ (0 , ∞) such that (5.36) I(ρ) ≥ c(1 + J(ρ)) for all ρ ∈ P(E).
[In fact, c will have to be at most one, because of the upper bound on I(ρ) that we derived in the preceding.] This will complete our proof. We begin by expressing our Riesz product as follows: (5.37) Then we write m(t) := 2 t f (2 t ), where f is increasing, and deduce the following: (5.38)
We can compute the final sum in (5.38) by first adding over all j = 1, . . . , n, and then over all 2 j−1 subsets S whose maximum element is precisely j. This yields Since m(log 2 t) as tf (t), and f is increasing, This implies (5.36) with c := (4 + 4C) −1 , and whence our theorem.
