We study numerically the transition between organized and disorganized states of three non equilibrium systems in their respective scaling regimes. The first system is the Poisson/coalesce random walk (PCRW) where the particles describe independent random walks and when two particles meet they could coalesce with probability k, otherwise, they interchange their positions. The second system is a quasi one dimensional gas, where the particles interact only by volume exclusion in presence of an external field. The last system is a one dimensional spin lattice, where the particles interact by a coupling force J in presence of an external field. From our simulations we calculate the average spacing between particles/domain borders s(t) . We found that s(t) has a similar behavior in the PCRW and gas cases but it is different in the spin system. Additionally, we use the Berry-Robnik model, the Abul-Magd model and the independent interval approximation to find an analytical approximation to the spacing distribution functions p (n) (s) and the pair correlation function g(r) for these systems. In all cases the nearest neighbor distribution is well described by these models. Unfortunately this does not happen with higher spacing distribution functions and the pair correlation functions. The analytical models proposed allow us to quantify the degree of order/disorder of the system by means of a parameter q. This parameter sets the system in an organized or disorganized state.
Introduction
Many one dimensional non equilibrium systems exhibit a transition between disorganized and organized states. This transition usually depends on the value of one or more parameters which set the system in one of these states.
Most non equilibrium systems do not have analytical solutions for the spacing distribution and correlation functions. Because of that, we explore the possibility to use the Berry-Robnik model (B. R. model) and the AbulMagd model (A. model) introduced in Refs. [1] and [2] respectively. These models are used in quantum systems to find an analytical approximation for the nearest neighbor distribution of the eigenvalues in the transition regime. Both models depends on one parameter which controls the transition. In both models the transition is described through the nearest neighbor distribution p (0) (s), which gives us the probability that the distance between two consecutive levels is s. Additionally, we use the independent interval approximation (IIA) to find the next spacing distribution functions p (n) (s) with n > 0 and the pair correlation function g(r). Because of their importance, in the second section we explain in detail both models. Finally in the third, fourth and fifth sections, we test our analytical models with three non equilibrium systems: the Poisson/coalesce random walk, the quasi one dimensional gas and one dimensional spin lattice respectively. These systems are also explained in those sections.
Analytical model 2.1 Berry-Robnik model for the nearest neighbor distribution
A well-know model for transition between chaotic and non chaotic behavior in quantum systems is the Berry-Robnik model, see Ref. [1] . There the authors develop an analytical model to describe the behavior of energy level nearest neighbor distribution p (0) (s). This model is based in the superposition of N uncorrelated distribution functions p 
and ∞ 0 ds p
i (s) = 1.
Where ρ i is the density of the level corresponding to the ith sequence, i.e., the inverse of the average length between levels of this sequence. As is natural, the normalized densities satisfy
Let E (1) (s) be the probability to choose randomly an empty segment of length s. This probability is related with p (0) (s). In order to prove that, we consider the probability that there is no level in the interval q to q + r, given that there is a level at q. This probability is given by ∞ r p (0) (x)dx. In our case we have the uncorrelated superposition of N levels, then we can write
where ρ i is the probability that q belongs to the ith sequence,
i (x)dx and q j (r) are the probabilities that there are no levels of the sequence ith and jth in the interval, respectively. In order to find q j (r), we choose a level randomly, the probability that the chosen point q lies within a gap of length σ to σ + dσ is proportional to σ p (0) j (σ), to normalize this equation we use the fact that s j = 1/ρ j , obtaining the probability distribution ρ j dσ σ p (0) j (σ). Now, the probability that the distance to the next level is r, given that the point is in the gap of length σ, is zero if σ < r and 1/σ if 1 ≤ r ≤ σ. The probability of not having a level of the jth sequence in an interval of length r is (1 − r/σ)θ(σ − r) (θ is the unit step function).
Thus, the unconditional probability that the distance until the next level is r is given by
Thus Eq. (4) takes the form
The probability E (1) (s) is the probability that r > s, then, integrating Eq. (6) over r we find
with densities ρ i , we have
Where
is the average density of the Wigner distributions and erfc(z) is the complementary Gaussian error function. Note that the above equation reduces to the Poisson distribution for ρ 1 = 1 and it reduces to the Wigner distribution for ρ 1 = 0.
Berry-Robnik model for the superposition of two levels
In the particular case of the superposition of one Poisson and one Wigner distribution, Eq. (13) gives the following nearest neighbor distribution
where ρ 1 ≡ q is the density of Poisson sequence, ρ 2 = 1 − q is the one for the Wigner sequence. Note that Eq. (14) reduces to the Poisson distribution for q = 1 and for q = 0 it reduces to the Wigner distribution.
The Abul-Magd model
For low values of s the Wigner distribution can be written as
s, in the same regime, the Poisson distribution takes the form p (0) (s, 1) ≈ 1. By using these facts, in Ref. [2] the author proposed that in the transition the behavior of p (0) (s, q) can be written as
In this way, for s ≪ 1 with q = 1 we have the Poisson distribution and for q = 0 we have the Wigner distribution. A similar argument can be done for large values of s. Finally, in Ref. [2] it is found that
This equation leads to a value of the average length of domains slightly larger than unity, because of that we have to renormalize the average length. Note that Eq. (15) is simpler than the Berry-Robnik model and also allow to us to quantify the degree of the order/disorder of our system in terms of the q parameter.
2.4 Analytical model for n > 0
In Ref. [3, 5] the authors show that the nearest neighbor distribution is not enough to describe the complete statistical behavior of a non equilibrium system, because several different systems could share the same nearest neighbor distribution. Because of that, we propose to use the independent interval approximation (IIA) to calculate, in an approximate way, the spacing distribution function p (n) (s) for n > 0. We define p (n) (s) as the probability distribution that the distance between two levels is s under the condition that between these levels there are n additional levels. The IIA method is easy to use and can give us a first approximation to the spacing distribution functions in complex systems where we cannot calculate the exact ones, see Refs. [3, 9, 11, 12, 13, 14] .
Under this approximation, the Laplace transform p (n) (l) of the spacing distribution function p (n) (s) is simply
For example, the Laplace transform of (14) is
where
, for 0 < q ≤ 1 and for q = 0, we have
The Laplace transform of Eq. (15) is
where q < 1 and Erfi(x) is the imaginary error function. In the IIA approximation the Laplace transform g(l) of the pair correlation function g(r) is given by a geometric sum
The above equations are complicated in most cases but they can be inverted numerically. For more information see Ref. [3] .
A simply model of transition: The Poisson/coalesce random walk
Consider a one dimensional ring with L sites and n p particles, then, the particle density is given by ρ = n p /L. The particles describe independent random walks and when two particles meet they could coalesce with probability k, otherwise, they interchange their positions. The algorithm used in the simulation is the following:
1. n p particles are randomly inserted in a L sites lattice.
2. A particle is chosen at random.
3. The particle can move to the left or to the right with same probability. If the particle is moved to an occupied site, the particles coalesce with probability k or they interchange their positions with probability 1 − k.
4.
In a time unit all particles are moved.
For this system, P (n) (S, t) is the probability that the distance between two particles is S at time t under the condition that between these particles there are n additional particles. When the average distance between neighbor particles is much smaller than the size of the lattice, the system exhibits a dynamical scaling for all values of k. In this regime the spacing distributions can be scaled by using the variable change s = S(t)/ S(t) . In that way, we obtain the time independent spacing distributions p (n) (s). The scaling region is evident in figure 1 where we can see the behavior of the average length of domains S(t) . In the scaling regime S(t) takes the form S(t) ∝ t β .
Naturally, β depends on k, in fact β = 0 for k = 0 and β = 0.5 for k = 1. For later times the system reaches a non equilibrium steady state (NESS), where there is a only one particle which executes a simple random walk and S(t) = L. For k = 0 (pure independent random walk) p (0) (s) is described by the Poisson distribution, see figure 2-a. In the limit k = 1 (pure coalescence) the nearest neighbor distribution is given by the Wigner distribution, see figure 2-f.
We know the exact solution for this system in the limits k = 0 and k = 1. However, no analytical solution is known in the interval 0 < k < 1. However, in this interval, the nearest neighbor distribution p (0) (s) can be approximated by using the Berry-Robnik equation (14) or the Abul-Magd equation (15) . Both equations provide a good fit for the transition in this reaction-diffusion model as we can see in figure 2 . In both models the fit parameter is q, we found the appropriate value of q by using the numerical results for p (0) (s), equation (14) or equation (15) and the minimum square criteria. In order to verify the use of superposition of two levels in the BerryRobnik model, we did the fit by using equation (13) as well, finding in all cases N = 2. The higher spacing distributions have been calculated with equation (17) in the Berry-Robnik case and with equation (19) in the AbulMagd case. For the nearest neighbor distribution, in both models the fit is almost perfect for low and high s values, but for intermediate values we can see little differences in the interval 0.25 < s < 1. The fits are not so good for the next spacing distribution functions. In the simulation used in figure 2 , we took L = 2000 and 100 particles at t = 0. The data to build the histograms was taken at three different times for each system in order to verify the existence of a proper scaling regime, these times were t = 1000, t = 1500 and t = 2000 over 20000 realizations. We conclude that the nearest neighbor spacing distribution can be approximated from the uncorrelated superposition of a Poisson and a Wigner distribution functions. Additionally, the supposition of the mixed level repulsion used in the Abul-Magd model is valid for this system. Figure 3 , shows the relation between the variables k and q for both fits. For low values of k, q(k) changes fast but for k > 0.6 it changes slow, in fact, it is almost constant with zero value. In the spirit of the Berry-Robnik and Abul-Magd models, we can conclude that for k > 0.3 we have q < 0.1 in both models, then, the system is in an organized state because the measure for the disorganized state q is almost zero.
Transition in the quasi one dimensional gas system
This system was originally studied in [6] . There, the authors studied the biased diffusion of two species in a fully periodic 2 × L rectangular lattice half filled with two equal number of two types of particles (labeled by their charge + or −). An infinite external field drives the two species in opposite directions along the x axis (long axis). The only interaction between particles is an excluded volume constraint, i.e., each lattice site can be occupied at most by only one particle. The system evolves in time according to the following dynamical rules:
1. L particles are randomly inserted in a 2 × L rectangular lattice, 2. Two neighbor sites are chosen at random. The contents of the sites are exchanged with probability 1 if the neighbor sites are particle-hole, but if they are particle-particle the contents are exchanged with probability γ. The exchanges which result in +/− particles moving in the positive/negative x direction are forbidden due to the action of the external field.
3. A time unit (t), correspond to 2L attempts of exchange.
With these dynamical rules, this system evolve with formation of domains for low γ values, see figure 4 -(b) and 4-(c). In this regime, the average length of domains grow in time and when the size of the domains is much smaller than the total size L of the system the domain size distribution exhibits a dynamic scaling. For later times, the system reaches non equilibrium steady state (NESS) where there is a only one macroscopic domain. The length of the macroscopic domain depends on γ, for example for γ = 0.1 it has an approximate size of L/2. Additionally, for low γ values, this macroscopic domain has not a simple charge distribution and it almost contains no holes. The macroscopic domain is not in equilibrium because there are particles (travelers) which leak out from one end of this domain and travel along the lattice until they reach the other end of this domain, see figure 4 -(b). In the case of large values of γ the system remains homogeneous, i.e., disorganized without domain formation, as we can see in figure 4 -(e). For intermediate values of γ the macroscopic domain is not well formed, it has many holes and it is unstable. In this case there are many travelers and small length domains, see figure 4 -(d). In order to obtain quantitative results, we measure the length of a domain by using the coarse grained approximation (CG) defined in [6] . This approximation allow us map the quasi one-dimensional lattice into an onedimensional lattice. For any configuration on the 2 × L lattice, we construct an effective one-dimensional one, with occupation numbers zero or one on a L sites line, as follows. At each site i, we assign 0 if there are 5 or less particles in the 10 sites around it, including the i-th column of the original lattice. We assign 1 otherwise. In this simplified description a domain is a simple consecutive sequence of ones and its size is just the length of this string.
In figure 5 , we show the behavior of S(t) for six values of γ. It is evident the NESS behavior for later times when S(t) reaches its maximum value. For γ = 0.1, we found in the scaling regime S(t) ∝ t 0.6 , this result coincides with the one found in [6] . Naturally, for γ = 1 the systems remains homogeneous, i.e., β = 0. Note that S(t) is very different for γ = 0.1 and γ = 0.3 cases, because for γ = 0.3 there are more travelers than in γ = 0.1, see figure 4. In figure 6 , we show the spacing distribution and the pair correlation functions for the gas system for different values of γ. As it can be expected, the CG description is not appropriate to measure the length of small domains. However, this method allow us to measure of the length of big domains. For all values of γ, the nearest neighbor spacing distribution function is well fitted by Berry-Robnik and Abul-Magd models for high values of s. For small values of γ, p (0) (s) is well described by the Wigner distribution. In the case of γ = 1, the nearest neighbor distribution is described by the Poisson distribution. However, as it happen in the PCRW, our analytical models do not describe the next spacing distributions with enough precision. This also happen with the pair correlation function.
In figure 7 , we show the behavior of q as a function of γ. By using again the interpretation used in the PCRW system, we found that at least for γ > 0.4 the system is an disorganized state, i.e., it is well described by the Poisson distribution.
The numerical results shown in figure 6 and 7 were obtained using a 2 × 1000 lattice over 20000 realizations, the data was taken at three different times t = 2000, t = 3000 and t = 4000. The results shown in figure 5 were obtained by using the same lattice over 500 realizations.
Transition in the spin system
This system was originally introduced in Ref. [7] . There, the authors consider a lattice of length L with Lµ spins up ("+") and L(1 − µ) spins down ("−") with 0 < µ < 1. Periodic boundary conditions are imposed. The spin-flip events are: 
− + −− ↔ − − +− ∆ = −E.
The transition probability rate for a process from left to right is e − ∆ T for ∆ > 0 and 1 for ∆ ≤ 0. The constant J is the nearest neighbor coupling between spins, E is the energy associated to an external field which drives the up ("+") spins to the right and the down ("−") spins to the left, and T the thermal energy (temperature times Boltzmann constant).
In Ref. [7] the authors restrict their study to the regime T ≪ E ≪ J. In this regime the microscopic dynamics of the lattice of spins may be mapped onto one for an array domain dynamics, which provides a good approximation in this regime, for more information see [3, 4, 5, 7, 8] . With this macroscopic description in Ref. [3] the authors show that this system has a statistical behavior very similar to the one of the gas system. Additionally, 
(e) Figure 6 : Transition for the gas system. the system exhibits dynamical scaling behavior and for later times the system reaches the NESS, where there are two macroscopic domains which move in opposite directions. However, this domain model does not allow us study the transition of the system between organized and disorganized states because it is valid only in the regime T ≪ E ≪ J. To study the transition regime we must to use the microscopic dynamical rules listed above. The microscopic dynamics are more computationally intensive than the array domain dynamics. In all simulations, we took E = 1 and T = 1. In figure 8 -(b), we can see the asymptotic state for the spin system for large values of J where there are only two stable macroscopic domains. For J = 0.1, domain formation is not perceptible, see figure 8 -(e) which it is almost identically to figure 8-(a) . However as we will see soon, the average length of domains is different in both cases. In fact, for J = 0, S(t) =2 but for J > 0 we have S(t) > 2. In the NESS, for low values of J there is domain destruction and formation, in such way that S(t) is constant. That means that the domains are unstables for low J values. As we can see in figure 9 , for low values of J, the statistical behavior of the spin system in the NESS is well described by the Poisson distribution. That means that the systems reaches a disorganized state where the average length of domains is bigger than the initial one ( S(0) = 2). We can see slight differences near s = 0, this happen because we used in our simulation a discrete finite lattice. In figure 10 , we can see the average length of domains S(t) as a function of time t. In this case the behavior of S(t) is different from the one found in the PCRW and in the gas system. For large values of J, the spin system reaches metastable states where S(t) is almost constant. Note that in all cases, the metastable state starts when the domain density is 1/4, i.e., when the system, in the statistical average sense, is filled with domains of the form + + − − + + −−. For large enough values of J, these domains have a low probability of destruction setting the system into a metastable state. In figure 11 , we show the spacing distribution function in the metastable states, the level repulsion is present. After some time, S(t) starts to grow again in time. Whereas in the PCRW and in the gas systems the metastable states are not present. Once the metastable states finalize, the domain formation in the system continues in such way that the average size of domains increases fast in time. The length in time of these metastable states depends on the value of J (with E = T = 1). In fact for J = 1 this region is absent but for bigger values of J its size increases. Nevertheless, S(t) does not seem to depend on the length of the system in the scaling regime, it is the same for L = 100, 200, 500, the differences arises near to the NESS naturally 1 . In figure 10 , for J = 2, the system seems to reach another metastable state where S(t) ≈ 40 for N = 200 and S(t) ≈ 30 for N = 100. For J = 2, the scaling region has a considerable size but this region for lower values of J is smaller. In figure 12 , we show the statistical behavior of the system for different values of J. For J = 0, the system evolves in time remaining disorganized, as we expected. However, we cannot compare directly its spacing distributions with our analytical model because of the effects of the discrete finite lattice that we use in our simulations. In fact, as we can see in figure 12 , p (0) (1/2) = 1 instead of p (0) (0) = 1 as it is predicted by the continuous Poisson distribution. This result can be understood if we consider that in a lattice the lowest value for which the nearest spacing distribution is defined is s = ρ(t), with ρ(t) the density of particles. In our case, ρ(t) = 1/2 for J = 0 in each spin species. This technical problem is usually solved taking low density values as we did it in the PCRW, where we took ρ(0) = 1/10. However we cannot do that in the spin system. We have to take small lattices because the simulation is very intensive and low densities give us a poor statistic. This is only a technical problem and we can be sure that in the limit of low densities and small J values the system is well described by the continuous Poisson distribution. To corroborate this, we compare the results of our simulation for J = 0 with the discrete version of the Poisson distribution (
). For J = 2 the system sets into an organized state where there is domain formation. In this case, p (0) (s) is well fitted by the Wigner distribution. For J = 2, the results of our microscopic simulation coincides with the results of the macroscopic simulation in the regime T ≪ E ≪ J. For intermediate values, the system shows a mixed state. If we do not take into account the discrete finite lattice, for all values of J, p (0) (s) is well described by the Berry-Robnik and Abul-Magd models. For low densities and values of J near 1, we expect that both models are a good approximation for higher spacing distribution functions (n > 1) and for the pair correlation function. This does not happen for J near 2, because in this case, the nearest neighbor distribution is not enough to describe the entire statistical behavior of the system. 
Conclusion
In all systems considered in this paper, the Berry-Robnik and Abul-Magd models give us a good fit for the nearest neighbor distribution p (0) (s), however that does not happen with the next spacing distribution functions and the pair correlation function. Both models are simple and allow us to have a quantitative measure of the degree of organization/disorder of the systems through the parameter q. For q = 1 the system is completely disordered, that means that the system is homogeneous, in the statistical average sense. For q = 0 the system is organized. In the transition between regular and irregular behavior all systems lose their level repulsion properties. For PCRW and the gas systems, s(t) its does not show metastable states as occurs in the spin system. The Berry-Robnik and Abul-Magd model give to us almost the same results in all fits, that means, that in the systems studied here both models are equivalents. This result was expected because in the limits s → 0 and s → ∞ the Berry-Robnik model and the Abul-Magd model have the same functional form.
