As a variation of ranked set sampling (RSS); double ranked set sampling (DRSS) was introduced by Al-Saleh and Al-Kadiri (2000) , and it has been used only for estimating the mean of the population. In this paper DRSS will be used for estimating the distribution function (cdf). The efficiency of the proposed estimators will be obtained when ranking is perfect. Some inference on the distribution function will be drawn based on Kolomgrov-Smirnov statistic. It will be shown that using DRSS will increase the efficiency in this case.
Introduction
In some practical situations, collecting units from the population is not too costly comparing with quantification of the sampling units. A large number of those units may be identified to represent the population of interest and yet only a carefully selected subsample is to be quantified. This potential for observational economy was recognized for estimating the mean pasture and forge by McIntyre (1952) . He proposed a method, later called ranked set sampling (RSS) by Halls and Dell (1966) , currently under active investigation. RSS procedure can be described as follows: Identify a group of sampling units randomly from the target population. Then, randomly partition the group into disjoint subsets each having a pre-assigned sizer r, in the most practical situations, the size r will be 2, 3 or 4. Then, rank each subset by a suitable method of ranking such as prior information, visual inspection or by the experimenter himself.
In terms of sampling notation,
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where X j(i) denotes the i-th ordered statistic in the j-th set. Then the i-th ordered statistic from the i-th subset will be quantified, i = 1, …, r. Then X X X r r 1 1 2 2 ( ) ( ) ( ) , ,..., will be obtained. The whole process can be repeated k-times, to get a RSS of size n = kr. The resulting sample is called the balanced ranked set sample (RSS). Through all the paper, only balanced RSS will be used. Al-Saleh and Al-Kadiri (2000) extended RSS to double rank set sample (DRSS). DRSS can be described as follows:
1. Identify r 3 elements from the target population and divide these elements randomly into r subsets each of size r 2 elements. 2. Use usual RSS procedure to obtain r RSS each of size r. 3. Apply again the RSS procedure in Step 2, on the r RSS's. We may repeat steps 1, 2 and 3 k-times to obtain DRSS sample of size n = rk. In DRSS, ranking in the second stage is easier than ranking in the first stage, (see Al-Saleh and Al-Kadiri, 2000) .
Moreover, an up-to-date annotated bibliography for RSS can be found in Kaur et al., (1995) and Patil et al. (1999) . Stokes and Sager (1988) estimate the distribution functions, F(x) say, for a random variable X by the empirical cdf (F*) based on the RSS, which will be given in Section 2. They pointed out that, F*(t) is an unbiased for F(t) and is more efficient than the empirical distribution function of a SRS In this paper, we will consider the problem of estimating the distribution function F using DRSS. In Section 2, the empirical cdf estimator based on DRSS ) DR F ( will be considered. The efficiency between the DRSS estimator and those estimators based on SRS and RSS will be obtained when ranking is perfect. In Section 3 the Kolmogrov-Smirnov statistic will be studied based on a DRSS. Also, a confidence interval of F(t) will be constructed using the Kolmogrov-Smirnov statistic based on DRSS.
Estimating The Distribution Functions Using DRSS
In this Section the distribution function will be estimated using the DRSS, in the cases where ranking is perfect and when ranking is imperfect. The suggested estimator will be compared with the cdf estimators based on SRS and RSS via their variances.
Definition and Some Basic Results
For the l-th cycle, let } rl Y ,..., 2l Y , 1l {Y , l = 1, …, k, be a DRSS of size r, and assume that Y i has the probability density function (pdf) g i (y) and the cdf G i (y). Note that g i (y) is the density of the i-th ordered statistic of a RSS with densities 
respectively, where I(.) is the indicator function. Then, we have the following results. a) 
is the edf based on all k of the i-th judgment order statistic and hence it can be shown also that
converges in distribution to a standard normal random variable as ∞ → k when r and t are held fixed. (See the Appendix for the prove of the above results.) Therefore, when k is large for a specified value t, an approximate 100
Finally, as a special case when r = 2, it can be shown that
(See the Appendix Lemma 2 for the prove of this results.)
Efficiency of DR F
The edf is used for making pointwise estimates of F(t), as well as for making inference concerning the overall population distribution. In this section, we will examine the magnitude of the improvement in precision that results when estimating F(t) by ) t ( DR F rather than by ) t ( F or F*(t). Now, the relative precision (RP) of the double ranked set to the simple random sampling estimator and to ranked set sample estimator, are defined by: 
RP
are monotone increasing from p = 0 to p = 0.5, to achieve their maximum at p = 0.5. Also, they are symmetric about p = 0.5. Table 1 and Table 2 show that the gain in efficiency from DRSS for estimation of F(t) is substantial when the ranking can be done perfectly. Inference on the distribution function Because the distribution function F can be estimated more efficiently from a double ranked set sample than from a SRS and a RSS, it is suffices to note that the statistics based on an estimate of F(t), such as the Kolmogrov-Smirnov statistic, would be improved in some sense as well.
In 
Where 
The previous procedure will be repeated Gibbons and Chakraborti (1992) ). 
Proof: From the definition of a DRSS the proof will follow simply by using (1.3) and (2.1). 
