The aim of this paper is to determine a mathematical model which establishes the relationship between ozone levels together with other meteorological data and air quality. The model is valid for any season and for any area and is based on real-time data measured in Bucharest and its surroundings. This study is based on research using artificial neural networks to model nonlinear relationships between the concentration of immission of ozone and the meteorological factors: relative humidity (RH), global solar radiation (SR), air temperature (TEMP). The ozone concentration depends on following primary pollutants: nitrogen oxides (NO, NO 2 ), carbon monoxide (CO). To achieve this, the Levenberg-Marquardt algorithm was implemented in Scilab, a numerical computation software. Performed sensitivity tests proved the robustness of the model and its applicability in predicting the ozone on short-term.
Existing models use different statistical or mathematical methods [1] [2] [3] [4] [5] [6] [7] [8] and consider various parameters such as NO 2 , NOx [3] [4] . The newest models are based on neural network models [6] and Bayesian network models [9] [10] .
The applications of neural networks might vary a lot, but the prediction and process control is one of the most elaborate. This, together with genetic algorithms, can predict future states of a process, such as the estimation of ozone immission (O 3 ) depending on the primary pollutants: nitrogen oxides (NO, NO 2 ), carbon monoxide (CO) and meteorological factors, such as relative humidity (RH), the global solar radiation (SR), air temperature (TEMP).
Neural networks have several advantages, such as -They can learn from examples.
-They tolerate defects in the sense that they can treat incomplete datasets -They can solve nonlinearity problems and -Once trained, they can make predictions and generalizations at a high computing speed.
An important application for the neural networks is applied in modeling and system identification [11] .
They have been successfully used in several control applications of systems, robotics, pattern recognition, medicine, weather forecasting, energy systems, and optimization problems, signal processing, social sciences etc.
Artificial neural network models are connectionist models, which contain parallel processing units, called neurons. These are simplified models of the biological nervous system. Neural calculations are performed on a network composed of interconnected neurons, having two fundamental features: its architecture and behavior over time (dynamic behavior). Another important difference between neural models is represented by the type of the learning algorithm that determines when and in which manner the weights of synaptic connections are changing.
The Levenberg-Marquardt method, presented in [12] , is one of the currently mostly used methods and is considered one of the fastest and most effective way of training neural networks, which can also be easily implemented in the SPSS environment.
The paper [8] presents an exponential model that determines the relationship between ozone levels and other independent variables (meteorological and air quality data) using the algorithm Levenberg-Marquardt, applied for a certain period of the year and for certain areas of Bucharest.
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The purpose of this article is to determine a more general mathematical model which can be applied for every season and for every area of Bucharest. To achieve this goal we used real time measurements from various areas of the city and its surroundings, provided by the National Network of Air Quality Monitoring.
This paper is based on research using artificial neural networks to model nonlinear relationships between the concentration of the ozone immission and other pollutants and meteorological parameters. Our model might be used to predict O 3 concentrations in locations where there is no data recorded by the weather stations.
Experimental part Materials and methods
The model consists in a multilayer neural network with error propagation. It can be used for any multi-layer network with differentiable activation functions, as it is a supervised training method based on the gradient descending method, which adjusts the weights to reduce the error [11] .
The training algorithm with error propagation at the end can be implemented in various ways depending on the method of calculation error. At this moment the most effective is the Levenberg-Marquardt method. This method avoids the calculation of Hessiene matrix, approximating it as follows: H=J T . J (1) where J is the Jacobian matrix, containing the first order derivatives of the function representing the neural network error.
The description of the Levenberg-Marquardt training method is presented in [12] . It is currently the mostly used method and is considered one of the fastest and most efficient methods of training neural networks. Moreover, this method can be easily implemented in SPSS [13] or Scilab [14] environments.
The data used in this article are real time measurements provided by the National Network of Air Quality Monitoring for different areas of the city of Bucharest and its surroundings [15] .
The input parameters are: nitrogen oxides (NO, NO 2 ), carbon monoxide (CO), relative humidity (RH), global solar radiation (SR) and air temperature (TEMP) and the output parameter is the concentration of the ozone immission (O 3 ).
The average data for the hours of the day is presented in table 1. The data is normalized.
It can be observed in figure 1 that the concentrations for nitrogen dioxide have a 2-peak profile (one during the evening and one in the morning), which is a normal behavior for a city with the size of Bucharest. The diurnal variations for nitrogen and carbon monoxide are not so important.
Results and discussions
The data used were transformed to be normalized and after were introduced in SPSS to build an artificial neural network of the Radial Basis Function type ( fig. 2) . Analyzing the obtained neural network in SPSS can be observed that it suggests an optimal activation function represented by a hyperbolic tangent, not only for the hidden levels as well as for the output.
To determine this function, we developed a program in the free software Scilab, which uses the Levenberg-Marquardt algorithm, described in [8] .
Given the results obtained by analyzing the non-dimensional measured data presented in table 1, using artificial neural networks, we obtained a valid mathematical model for every season and every area, ( fig. 3) : (2) The model validation was done using other sets of inputoutput data, (table 2). The results confirm the possibility of using artificial neural networks in order to predict the concentration of ozone in locations where there is no meteorological data. It also proves the accuracy of such a model, (fig. 4) .
The main goal of the model is to maximize its ability to generalize and this feature is connected to the sensitivity of the model. This rule applies for most applications in general, and for air quality in particular. How the model sensitivity is influenced by input data changes is important and our numerically evaluation method is presented below.
We perturbed the input values ( The results obtained for the calculated indices are for the MNBE a 10% confidence threshold and for MNGE a 31% confidence threshold.
Our tests show that small differences of input data provide rather small changes in the output values. This is a feature for rather good ability to generalize. The robustness of our values and the good applicability of the model to predict ozone are presented in figure 5 .
Conclusions
The goal of this paper is to determine a mathematical model, which shows the relationship between ozone levels together with other meteorological data and air quality. The applicability is valid for any season and for any area. The model is based on real time data measured in Bucharest and its surroundings.
The European legislation imposes thresholds for pollutant concentrations. Unfortunately, these are systematically exceeded. Some of the main causes are the traffic and the industrial influence.
Using artificial neural networks, we mathematical modeled the air quality for predicting ozone concentrations in 24-hours. For this we used exogenous variables such as ozone precursors: NO, NO 2 , CO and other meteorological data, e.g. global solar radiation, relative humidity and temperature. Our model performed well for the tested period and it had a fair accuracy. We validate the model using independent data from different locations in Bucharest and its surroundings and for other periods of Table 2 Fig . 5 . The Robustness of the Model to Predict Ozone Concentration time. To verify the generalization ability of our mathematical model, we numerically evaluated its sensitivity to variations in input data and the tests obtained pretty good results.
