Soil moisture-temperature coupling in a set of land surface models by Gevaert, AI et al.
Soil Moisture-Temperature Coupling in a Set
of Land Surface Models
A. I. Gevaert1 , D. G. Miralles1,2 , R. A. M. de Jeu3 , J. Schellekens4, and A. J. Dolman1
1Department of Earth and Life Sciences, VU Amsterdam, Amsterdam, Netherlands, 2Laboratory of Hydrology and Water
Management, Ghent University, Ghent, Belgium, 3VanderSat B.V., Haarlem, Netherlands, 4Deltares, Delft, Netherlands
Abstract The land surface controls the partitioning of water and energy ﬂuxes and therefore plays a
crucial role in the climate system. The coupling between soil moisture and air temperature, in particular,
has been shown to affect the severity and occurrence of temperature extremes and heat waves. Here we
study soil moisture-temperature coupling in ﬁve land surface models, focusing on the terrestrial segment of
the coupling in the warm season. All models are run off-line over a common period with identical
atmospheric forcing data, in order to allow differences in the results to be attributed to the models’
partitioning of energy and water ﬂuxes. Coupling is calculated according to two semiempirical metrics, and
results are compared to observational ﬂux tower data. Results show that the locations of the global hot
spots of soil moisture-temperature coupling are similar across all models and for both metrics. In agreement
with previous studies, these areas are located in transitional climate regimes. The magnitude and local
patterns of model coupling, however, can vary considerably. Model coupling ﬁelds are compared to tower
data, bearing in mind the limitations in the geographical distribution of ﬂux towers and the differences in
representative area of models and in situ data. Nevertheless, model coupling correlates in space with the
tower-based results (r = 0.5–0.7), with the multimodel mean performing similarly to the best-performing
model. Intermodel differences are also found in the evaporative fractions and may relate to errors in model
parameterizations and ancillary data of soil and vegetation characteristics.
1. Introduction
The interaction between the land surface and atmosphere is an important driver of climate, since it involves
an exchange of energy, water, and chemical elements such as carbon. Soil moisture, in particular, links the
water and energy cycles through its control on evaporation and has been shown to inﬂuence precipitation
and temperature (e.g., Catalano et al., 2016; Koster et al., 2006; Seneviratne et al., 2010; Taylor et al., 2012).
The link from soil moisture to temperature occurs when limited soil moisture availability restricts the amount
of energy used for evaporation, leaving more energy available for heating. This effect has been related to the
occurrence and persistence of extreme temperatures and heat waves (Hirschi et al., 2011; Lorenz et al., 2010;
Miralles et al., 2014). Due to the severe socioeconomic impacts of heat waves (Easterling, 2000; García-Herrera
et al., 2010), and the expectation that their frequency and intensity may increase as we progress into the
future (Meehl & Tebaldi, 2004; Quesada et al., 2012; Tebaldi et al., 2006), it is important to understand the
strength of soil moisture-temperature coupling in models and whether this coupling strength appears realis-
tic in comparison to observations.
Recognition of the importance of the interaction between soil moisture and temperature has led to a number
of studies at regional and global scales, using model simulations (Dirmeyer, 2011; Koster et al., 2006;
Seneviratne et al., 2006), observational data sets (Hirschi et al., 2011, 2014; Miralles et al., 2014; Mueller &
Seneviratne, 2012), and combinations of these (Li et al., 2017; Zscheischler et al., 2015). These studies have
employed metrics of varying complexity, ranging from relatively simple correlation-based indices (Knist
et al., 2017; Li et al., 2017; Miralles et al., 2012; Seneviratne et al., 2006; Zscheischler et al., 2015) to more
complex statistical inferences based on wavelets theory (Casagrande et al., 2015) or more speciﬁc model
diagnostics (Fischer, Seneviratne, et al., 2007; Koster et al., 2006). These studies found that transitional regions
between wet and dry climates are typically hot spots of soil moisture-temperature coupling: in these regions,
evaporation is both controlled by soil moisture availability and variable and large enough to have an impact
on atmospheric dynamics. In wetter regions, soil moisture is not limiting and evaporation tends to be radia-
tion driven; in drier regions, the variability of soil moisture and evaporation becomes too low to have an
impact on the dynamics of air temperature. Despite this consistency in the location of global hot spots of
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soil moisture-temperature coupling found by previous studies, there are considerable differences in themag-
nitudes and regional patterns of coupling that have been reported (Dirmeyer, 2011; Koster et al., 2006).
Understanding model differences in the representation of soil moisture-temperature coupling is crucial, as
inaccurate representation of such land-atmosphere interactions may result in errors and biases in climate
projections (Davin et al., 2016; Fischer et al., 2012). At the same time, a better representation of surface soil
moisture in atmospheric models has shown to improve weather forecasts (e.g., Bisselink et al., 2011; Orth
et al., 2016; Quesada et al., 2012; van den Hurk et al., 2012) and constrain predictions of future climate varia-
bility (Sippel et al., 2016; van den Hurk et al., 2016; Vogel et al., 2017). This has further implications as land
surface models (LSMs) are increasingly used to assess drought conditions (Dai, 2013; Prudhomme et al.,
2014; Ukkola et al., 2016) and develop early-warning systems (McNally et al., 2017). However, intercomparing
results from past soil moisture-temperature coupling studies is not straightforward: they are not only
commonly based on a single land surface model and coupling metric, and rarely contrasted against observa-
tional data, but are also affected by the particular choice of atmospheric forcing. These methodological
inconsistencies imply that intermodel differences cannot be attributed to the skill of particular land surface
models and highlight the need for a thorough intercomparison and validation of different models and
coupling metrics based on common atmospheric forcing.
In this study, we focus on the terrestrial segment of the coupling. We apply two different metrics of soil
moisture-temperature coupling to a set of ﬁve land surface models and compare the results to observational
data. These ﬁve models have been run off-line with consistent forcing within the frame of the eartH2Observe
project (www.earth2observe.eu), and thus intermodel differences can be attributed to the way in which
particular models represent the link between atmospheric state and surface energy partitioning. In the next
section, we describe the metrics and data in more detail. In section 3, we present and discuss the global
coupling hot spots, an intermodel comparison of global coupling and a comparison of the model results
to observational data. Finally, we conclude with a summary in section 4.
2. Methods
2.1. Metrics
The metrics applied in this study do not explicitly take soil moisture into account, but infer soil moisture’s
control on evaporation. The ﬁrst metric is simply the correlation between latent heat ﬂux and temperature
(Seneviratne et al., 2006); to aid interpretability, this metric (here referred to as Χ) is presented as the negative
of this correlation:
Χ ¼ ρ λE; Tð Þ (1)
where ρ is the Pearson correlation coefﬁcient, λE the surface latent heat ﬂux, and T the near-surface air
temperature. The theoretical range of this metric is from 1 to 1. Negative values indicate areas where
evaporation is energy limited. Positive values, on the other hand, indicate areas where high (low) evaporation
corresponds to low (high) air temperature, thus where soil moisture is potentially limited and acting upon
evaporation and temperature dynamics. The more positive the value, the stronger the soil moisture-
temperature coupling. This metric has previously been used to study soil moisture-temperature coupling
in regional and global circulation models and how coupling may change in the future as climate changes
(Seneviratne et al., 2006).
The secondmetric is based on the surface radiation balance equation and was ﬁrst described by Miralles et al.
(2012). This metric focuses on the difference resulting from correlating air temperature to sensible heat,
depending on whether the sensible heat is computed using actual evaporation or potential evaporation.
In this way, the metric becomes less dependent on the potential confounding effects caused by radiation
variability (due to, e.g., clouds) on both evaporation and temperature. The metric (П) is deﬁned as
Π ¼ ρ Rn  λE; Tð Þ  ρ Rn  λEp; T
 
(2)
where Rn is surface net radiation, λE the surface latent heat ﬂux, λEp the potential latent heat ﬂux, and T the
near-surface air temperature. The ground heat ﬂux is not included in this equation, as this term tends to be
comparatively low at daily time scales and has been shown to have a limited effect on the metric (Miralles
et al., 2012). In this way, the metric is positive when taking the actual soil water availability into account
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and helps explain a larger fraction of the air temperature variability, compared to the case in which no
constraints due to water availability exist. Where water availability is not a limiting factor for evaporation,
the ﬁrst and second terms will become equal and the value of the metric will approach zero. The theoretical
range for the metric is from 2 to 2, although typical values range from 0 to 1, with higher values indicating
stronger coupling. The applicability of the metric, however, relies on the availability of λEp, which is not expli-
citly computed and reported by all land surface models (Schellekens et al., 2016). In addition, λEp is very
sensitive to the method used to calculate it (Fisher et al., 2011; Sperna Weiland et al., 2015). Therefore, assum-
ing that λEp variability is mostly dictated by the variability in Rn (Priestley & Taylor, 1972), here we simplify
equation (2) as follows:
Π ¼ ρ Rn  λE; Tð Þ  ρ Rn; Tð Þ (3)
Though the difference between the two terms is no longer only the availability of soil moisture, the basic
rationale of the metric is still applicable. In the case of deserts, for example, where evaporation is negligible,
the ﬁrst term will be equal to the second term and the ﬁnal result of the metric will be zero. On the other end
of the spectrum, where soil moisture is high and evaporation is primarily limited by radiation, λE will be a
close function of Rn, thus both correlations will have a similar magnitude and the metric will again approach
zero. Where soil moisture limits evaporation, and this limitation leads to impacts on the variability of sensible
heat ﬂux that show an imprint on the dynamics of air temperature, we expect positive values of П
in equation (3).
The Χ and Π metrics evaluate the strength of soil moisture-temperature coupling throughout the period of
interest, usually the summer season. In an additional analysis, we compare the global ensemble mean results
of these metrics to a metric that focuses on extremes, namely the Vegetation-Atmosphere-Coupling (VAC)
index. This metric was developed to evaluate the relationship between extremes in temperature and photo-
synthetic activity but has also been applied to evaporation (Zscheischler et al., 2015). Here we use the
evaporation formulation of the VAC index, which identiﬁes the concurrence of evaporation and temperature
extremes based on the 70th percentiles of the absolute values of these variables. We sum the relative occur-
rences of extremes with opposite sign (i.e., high temperature with low evaporation, and vice versa) as a
measure of soil moisture-temperature coupling, as these are more likely to occur in water-limited regimes
where soil moisture controls evaporation and temperature. For more details on this metric, see
Zscheischler et al. (2015).
Note that these semiempirical metrics are based on the assumption that coupling between surface ﬂuxes and
the atmosphere is dominated by soil moisture. While soil moisture is an important factor, in reality other
factors can play a role. Depending on the region and time scales of study, factors such as land cover and land
use change, vegetation variability, and variability in radiation (relevant for Χ, but largely accounted for in Π)
will also impact surface ﬂuxes.
2.2. Models and Data
Five models from the eartH2Observe project were included in this study. Four of them are LSMs, which are
designed to simulate the exchange of water and energy between soil, vegetation, and atmosphere: the
Hydrology Tiled ECMWF Scheme for Surface Exchanges over Land (HTESSEL) (Balsamo et al., 2009), the
Joint UK Land Environment Simulator (JULES) (Best et al., 2011; Clark et al., 2011), the ORganizing
Carbon and Hydrology in Dynamic EcosystEms (ORCHIDEE) (D’Orgeval et al., 2008), and the Interaction
between Soil Biosphere Atmosphere model in the SURFace EXternalized (SURFEX) modeling platform
(Decharme et al., 2013). The ﬁfth model, the Global Land Evaporation Amsterdam Model (GLEAM)
(Martens et al., 2016; Miralles et al., 2011), is not a traditional LSM in that its primary purpose is to derive
global evaporation from satellite observations, but it includes many of the same processes as traditional
LSMs. In the eartH2Observe project, all models (including several global hydrological models which are
not designed to simulate land-atmosphere interactions and which are therefore not included in this study)
are run with a consistent atmospheric forcing database. Therefore, these ﬁve models are not coupled to an
atmospheric model but they are run in off-line mode. There was no prescribed set of static ﬁelds, such as
land cover types and soil parameters, and each modeling group chose the most suitable data sets for their
modeling system (see Table 1). For GLEAM, satellite forcing data that were not part of the atmospheric
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forcing data set—such as the surface soil moisture and vegetation optical depth microwave retrievals—
were also retained. None of the studied models account for land cover or land use change throughout
the study period.
The common forcing database is the WATCH Forcing Data methodology applied to ERA-Interim reanalysis
data (WFDEI) (Weedon et al., 2014). The forcing and model outputs have a common 0.5° resolution and cover
the period 1979–2012. The T forcing and model-derived Rn and λE are used to calculate the coupling metrics
for each model using equations (1) and (3). Relevant to this study is that these models derive evaporation
based on different methods: two surface energy balance approaches, namely, the Penman-Monteith equa-
tion (HTESSEL, JULES, and SURFEX) and a modiﬁed Priestley and Taylor equation (GLEAM), and a turbulent
diffusion approach (ORCHIDEE). More information on the ensemble of models in the eartH2Observe project
can be found in Table 1 and Schellekens et al. (2016).
The fact that the models are run off-line has consequences for the results of the coupling metrics. Soil
moisture-temperature coupling, and indeed other land-atmosphere interactions, occur in two stages
(Dirmeyer, 2011; Guo et al., 2006). In the ﬁrst step, the land surface affects surface ﬂuxes such as evaporation
and sensible heat ﬂux. In the second step, the surface ﬂuxes affect atmospheric states and ﬂuxes, such as pre-
cipitation and temperature. In this study, the prescribed temperature forcing means that errors in the simula-
tion of evaporation do not propagate to the temperature; thus, the approach focuses on the terrestrial
segment of soil moisture-climate coupling (Dirmeyer, 2011). Nevertheless, previous work found that a large
part of differences in model land-atmosphere coupling occurs in this ﬁrst step between soil moisture and
evaporation (Guo et al., 2006). Thanks to this approach we are able to attribute any differences to the models’
partitioning of energy and water ﬂuxes—as opposed to differences in model forcing—while constraining the
models with realistic, observation-corrected, atmospheric dynamics.
Eddy covariance data from the FLUXNET2015 synthesis data set (http://ﬂuxnet.ﬂuxdata.org/) were used as a
benchmark in this study. Only sites with at least 100 observations in the modeled period and an energy bal-
ance mismatch of less than 20% were included. The energy balance mismatch is calculated as the difference
between Rn and the sum of latent, sensible, and ground heat ﬂuxes measured at each tower. These criteria
led to the selection of 59 sites spread over different continents and climates. The list of stations is presented
in Table S1 (Amos et al., 2005; Anthoni et al., 2004; Ardö et al., 2008; Aubinet et al., 2001; Baldocchi et al., 2016;
Beringer, Hacker, et al., 2011; Beringer, Hutley, et al., 2011; Bristow et al., 2016; Cleverly et al., 2013; Cook et al.,
2004; Fischer, Billesbach, et al., 2007; Goldstein et al., 2000; Imer et al., 2013; Knohl et al., 2003; Leuning et al.,
2005; López-Ballesteros et al., 2017; Ma et al., 2007; Merbold et al., 2014; Meyer et al., 2015; Milyukova et al.,
2002; Noormets et al., 2008; Scott et al., 2015; Serrano-Ortiz et al., 2009; Suni et al., 2003; Verma et al., 2005;
Zeeman et al., 2010). The metrics described in section 2.1 were calculated using both the measured λE as well
as the λE calculated based on the energy balance residual at each tower (i.e., the difference between
observed net radiation and the sum of the observed ground and sensible heat ﬂuxes), to give an indication
of the uncertainty in the eddy covariance data (i.e., Michel et al., 2016). For each of the tower sites, we
Table 1
Overview of Important Model Characteristics
Model Evaporation scheme Land cover source Vegetation classes Soil layers Soil depth (m)
HTESSEL Penman-Monteith Global land cover characteristic
(Loveland et al., 2000)
Tall and short vegetation 4 2.89
JULES Penman-Monteith Global land cover characteristic v2 5 classes: broadleaf forest, needleleaf
forest, C3 Grass, C4 grassland, shrubs
4 3
ORCHIDEE Bulk method
(Barella-Ortiz
et al., 2013)
IGBP map with Olson classiﬁcation
(de Rosnay & Polcher, 1998)
13 vegetation types for transpiration and
interception loss, grouped into 3
ensembles (tall/short vegetation and bare soil)
for throughfall and root uptake
11 2
SURFEX Penman-Monteith ECOCLIMAP (Faroux et al., 2013) 12 plant functional types including
broadleaf forest, needleleaf forest, C3
crops, C4 crops, grassland and bare soil
14 Variable,
up to 12 m
GLEAM Priestley-Taylor MODIS global vegetation continuous
ﬁelds (Hansen et al., 2005)
Tall and short vegetation 3 2.5
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calculated a representativeness measure based on the percentage of the 0.5° pixel covered by the same land
cover classiﬁcation as deﬁned for the tower site. In this study, we classiﬁed sites by a tree/nontree cover
classiﬁcation and used the MODIS44b 250 m Vegetation Continuous Fields product (Hansen et al., 2005) to
calculate the cover percentages at 0.5° resolution.
In this study, we focused on the 1979–2012 period covered by the eartH2Observe model simulations, and
only on the warm season, because we assume soil moisture-temperature coupling (and related hazards such
as high-temperature extremes) to be most relevant during summer. For each model pixel, the warm season is
deﬁned as the 3 month period centered on the month with the highest average temperature calculated over
all years. This implies that the results shown in maps do not correspond to the same timestamp in every pixel,
though the warm season is largely consistent with summertime outside the tropics (see Figure 1). The annual
variability in the hottest month is generally low, as the standard deviation of the difference between the
month used to deﬁne the warm season and the annual hottest months is smaller than 1 month in 92% of
pixels. Higher-standard deviations are found in tropical regions where soil moisture-temperature coupling
is not expected (Figure 1). Before calculating the metrics, all model and tower data were converted to anom-
aly time series by subtracting their climatological mean before applying equations (1) and (3). This climato-
logical mean was calculated for each day as the average of the data falling within a 31 day window
centered on that day of the year, over all available years of data. Finally, only days with no precipitation were
considered to avoid the confounding effects of interception loss: evaporation of water intercepted by vege-
tation is independent from soil moisture and can introduce artifacts when assessing coupling using simple
metrics (Guillod et al., 2014). Furthermore, eddy covariance data are unreliable under rainy conditions. In this
study, precipitation days are deﬁned as days with nonzero precipitation in either the model forcing data set
or the observational tower data, or both. The percentage of rainy days excluded from the model analysis is
shown in Figure S1.
Figure 1. (top) The month of maximum average air temperature (1979–2012) used to deﬁne the warm season and (bottom) the standard deviation of the difference
between that month and annual months of maximum air temperature.
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3. Results and Discussion
In this section, we ﬁrst assess the global patterns of soil moisture-temperature coupling according to the two
semiempirical metrics described in section 2.1 (section 3.1). Then, the variability in model coupling strength is
evaluated and the important regional differences are discussed (section 3.2). Finally, the model results are
compared to eddy covariance data to evaluate whether the coupling strength in models is consistent with
observational data (section 3.3).
3.1. Coupling Hot Spots
The global hot spots of soil moisture-temperature coupling are shown in Figure 2. In this ﬁgure, areas with no
coupling (i.e., values below zero in Χ and П) have been set to zero before calculating the multimodel mean to
focus only on the areas where coupling is relevant. The location of these hot spots is consistent with previous
studies (Dirmeyer, 2011; Koster et al., 2006; Miralles et al., 2012; Seneviratne et al., 2010) and highlights the
strong coupling in transitional climate zones, such as northern Australia, India, southern Africa, the Great
Plains in the United States, and, to a lesser extent, the Sahel.
The global patterns of soil moisture-temperature coupling according to the Χ and П metrics are remarkably
similar (spatial Pearson correlation of 0.94), though there are small regional differences. For example, cou-
pling strength in subequatorial Africa is more concentrated in the south according to П, while it is more
evenly distributed in Χ. It is important to note that, although both metrics are shown on the same scale,
we cannot directly compare their magnitudes, as their theoretical basis and potential range are different.
Speciﬁcally, the main difference between both metrics relates to their treatment of radiation, and the extent
to which they manage to isolate the effect of soil moisture on temperature. Differences between the metrics
are more apparent when we look at intermodel variability (spatial Pearson correlation of 0.76). The variability
in Χ is highest in areas where coupling is relatively weak, such as the Sahel and Southeast Asia; this suggests
that model variability is related to the spatial extent of the coupling hot spots rather than their magnitude.
The variability in П, on the other hand, is also found in areas with strong coupling, such as in northern
Australia and India.
To evaluate whether overall seasonal coupling strength is comparable to coupling strength focusing on
extremes, we compare the results of Χ and П to the VAC index (Figure 2). Global patterns of coupling are simi-
lar to those of Χ and П, though the VAC index identiﬁes strong coupling in Southeast Asia and along the
northern coast of South America that is not observed in the other metrics. The agreement between the
VAC index and Χ (spatial Pearson correlation of 0.89) is somewhat better than the agreement with П (spatial
Pearson correlation of 0.78), which may be because the VAC index and Χ are both based on evaporation and
Figure 2. The (top row) multimodel mean and (bottom row) standard deviation of soil moisture–temperature coupling according to (a) Χ, (b) П, and (c) the VAC index
for the period 1979–2012.
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temperature anomalies alone, while П also accounts for variability in net radiation. These results show that
the global patterns of soil moisture-temperature coupling strength are consistent whether the metrics focus
on all available data or only on data extremes. In the rest of the manuscript, we focus on soil moisture-
temperature coupling strength using the analogous Χ and П metrics.
The hot spots illustrated here are similar to the regions highlighted by previous studies. Hot spots in the
central United States, the Sahel, and India were also identiﬁed in studies investigating coupling in boreal
summer (Koster et al., 2006; Miralles et al., 2012; Seneviratne et al., 2010), while hot spots in southern
Africa and Australia are found in studies that explore the austral summer (Dirmeyer, 2011; Dirmeyer et al.,
2013; Miralles et al., 2012). The hot spots of coupling are different from those presented in Zscheischler
et al. (2015), mainly because the hot spots in the Northern Hemisphere are usually weaker or missing alto-
gether in that study. The differences are likely because the VAC index was based on photosynthetic activity
in the before-mentioned study and the results were not limited to the dry days of the warm season. Overall,
the coupling hot spots found in this study are most similar to Miralles et al. (2012) and Seneviratne et al.
(2010), mainly due to the absence of strong coupling in eastern China (observed by Koster et al., 2006) and
Argentina (observed by Dirmeyer, 2011). The greater similarity to Miralles et al. (2012) and Seneviratne
et al. (2010) is not surprising considering that the metrics applied here were also used in those studies.
Even so, there are differences in the extent of many of the hot spots and coupling in the Mediterranean
region, for example, is notably weaker in this study. These differences can be attributed to differences in
the study periods and the data sets analyzed in this study, as well as the modiﬁcation of the П metric, and
the distinction between online and fully coupled models.
Finally, one interesting feature in Figure 2 is the horizontal pattern visible in all metrics in the Sahel region.
This pattern is caused by changes in the month of the highest temperature we used to deﬁne the warm sea-
son, which shifts from March in the southern Sahel to July in the Sahara (Figure 1). The fact that there is a
north-south gradient in coupling strength within each hottest month region suggests that the period of
strongest coupling in the Sahel does not coincide with the warm season we deﬁned by the month of max-
imum temperature, but is slightly lagged. This lag could be caused by the onset of the rainy season in the
Sahel, which follows the month of maximum temperature by a month or two. The increase in soil moisture
variability at the onset of the wet season increases soil moisture-temperature coupling strength compared
to hottest months where soil moisture and its variability are low. Thus, the coupling strength is lower when
evaluating the dry season than when the study period includes the (onset of) the wet season. Previous stu-
dies have described a similar latitudinal shift in rainfall, temperature (Domínguez et al., 2010), and soil wet-
ness (Taylor, 2008), as well as in the sensitivity of the latent heat ﬂux to surface soil moisture (Dirmeyer,
2011) in the Sahel region. Note that there are likely more locations where the season with the highest soil
moisture-temperature coupling strength does not coincide with the warm season, but that we focus on this
period because we assume it is the period that the related hazards such as temperature extremes are
most relevant.
3.2. Intermodel Comparison
There are considerable intermodel differences in the magnitude and regional patterns of soil moisture-
temperature coupling. In Figure 3, we show global coupling based on Χ for each of the individual models,
as well as the anomalies from the model mean. The latitudinal proﬁles show the mean coupling strength
over the land pixels in each row, corresponding to 0.5° latitude. Figure 4 shows analogous results for П.
Coupling strength in JULES according to both metrics is relatively high compared to the other models.
Indeed, it is the only model in which part of the Amazon region is considered to be a coupling hot spot.
The magnitudes of the coupling metrics for GLEAM, on the other hand, are relatively low. GLEAM points to
the same global hot spots shown in Figure 2, but some areas with low to intermediate magnitudes of
coupling are not shown, such as Argentina and southeastern United States. Overall, the patterns of
positive and negative anomalies in Figures 3 and 4 indicate many intermetric similarities: an
overestimation/underestimation of coupling (relative to the multimodel mean) according to one metric
often corresponds to an overestimation/underestimation in the other metric. The most notable exception
is HTESSEL, which showed relatively weak coupling globally based on Χ, but shows a patchwork of both
positive and negative anomalies from the model mean according to П, which may relate to differences
in sensitivity to radiation.
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Explaining the observed differences in coupling strength betweenmodels is not straightforward. Since atmo-
spheric forcing is the same for all models, the differences in coupling strength can be attributed to differ-
ences in the dynamics of the latent heat ﬂux and their correspondence to the air temperature. In models,
soil moisture is linked to transpiration and air temperature by the vegetation stress curve and/or through
the parameterization of surface conductance. These are inﬂuenced by many factors in models, including
ancillary data and choice of algorithms and parameterizations (Medlyn et al., 2015); in particular, the shape
of the vegetation stress curve (Combe et al., 2016; Powell et al., 2013), simulated plant water use strategies
(Kala et al., 2016), and soil and vegetation characteristics (e.g., soil texture, root depth, and land cover classi-
ﬁcation). The current experiment with consistent forcing is not sufﬁcient to disentangle all these factors. A
comprehensive set of experiments with different model parameterizations and/or structures would be
required to understand which factors are at the root of the intermodel differences, such as done for ecosys-
tem response to CO2 by Medlyn et al. (2015).
As an example, one factor that could be expected to play an important role is the type of evaporation algo-
rithm used in each model. For instance, the low coupling strength in GLEAM in the humid temperate regions
of southeastern United States and northern Argentina coincides with areas where potential evaporation rates
are higher according to the Priestley-Taylor than to Penman-Monteith formulation (Fisher et al., 2011; Sperna
Weiland et al., 2015). However, the differences between the two evaporation schemes are expected to be
larger in dry regions where the vapor pressure deﬁcit can be critical as a driver of evaporation, including
the coupling hot spot regions of northern Australia and southwestern United States (Fisher et al., 2011;
Sperna Weiland et al., 2015). In addition, the three models that are based on a Penman-Monteith
Figure 3. Patterns and latitudinal proﬁles of soil moisture-temperature coupling based on (a) Χ for each model, and the same for (b) the deviation from the
multimodel mean.
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evaporation scheme (HTESSEL, JULES, and SURFEX) also show a large intermodel variability. JULES, for
example, shows especially strong soil moisture-temperature coupling for both metrics in tropical areas
such as the Amazon, south-east Asia and tropical Africa. This is in line with previous studies reporting an
underestimation of evaporation rates in the Amazon in JULES (Blyth et al., 2011; Zulkaﬂi et al., 2013), which
was later attributed to an overestimation of soil water stress (Zulkaﬂi et al., 2013). Alternatively, the fact that
the overestimation of coupling is concentrated in the arc of deforestation in the Amazon may indicate that
land cover parameterizations play an important role there. In contrast, SURFEX has relatively weak coupling
in the Amazon, but exceptionally strong coupling in the colder climates of central Asia, where HTESSEL shows
weak coupling. Finally, the ORCHIDEE model uses the bulk method to estimate evaporation, which uses a
diffusive equation based on the air density, the humidity gradient, and the aerodynamic resistance
(Barella-Ortiz et al., 2013). Coupling strength in ORCHIDEE, falls mostly within the already described model
variability, with weaker coupling in tropical climates and stronger coupling in parts of eastern Asia and the
arctic regions. Thus, under the current experimental setup, it is not possible to identify a systematic difference
in soil moisture-temperature coupling strength depending on the model’s choice of evaporation scheme.
In order to gain more insight into the differences in soil moisture-temperature coupling, we compare the
relation between coupling strength and evaporative fraction (EF), here deﬁned as the ratio of latent heat over
net radiation. Density plots of Χ and П against EF in Figure 5a show an asymmetrical, positively skewed rela-
tionship for all models, with the maximum coupling strength occurring at evaporative fractions ranging
0.1–0.2. The shape of the distribution near the maximum is rounder for Χ and sharper for Π. Though there
appears to be a good relation between maximum coupling strength and EF for both metrics, there is consid-
erable scatter toward lower Χ and П, as a result of both wet and arid regions presenting low coupling
Figure 4. Same as Figure 3 but for П.
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strength. Of the studied models, the distribution is most skewed for SURFEX and least skewed for GLEAM. For
the latter, the ranges of the evaporative fraction and coupling strength are noticeably narrower than for
the LSMs.
The shape of the relationship between coupling strength and EF in Figure 5a is consistent with what is
expected based on the current state of knowledge, that is, that coupling is strongest in transitional cli-
mates. Furthermore, it means that wet and dry regions respond differently to errors in model EF. For
example, an overestimation of EF in a dry region is an indication of lower evaporative stress, and thereby
signiﬁes a shift in model behavior toward a less dry and more transitional climate, which in turn corre-
sponds to an increase in soil moisture-temperature coupling in the absence of confounding factors. In a
wet region, on the other hand, an overestimation of EF signiﬁes a shift away from a transitional climate,
Figure 5. Density plots of coupling strength against evaporative fraction (a) using the actual values and (b) the difference from the multimodel mean. In Figure 5b,
pixels are ﬁrst selected by the criterion that the coupling strength should be larger than zero for at least three of ﬁve models. Then, the 5% driest pixels (red)
and the 5% wettest pixels (blue) are illustrated separately; this classiﬁcation is based on the mean climatology of precipitation at each pixel. Color shades are a
measure of point density plotted on a natural log scale.
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and therefore a shift toward weaker soil moisture-temperature coupling. Note that in these off-line model
simulations there is no actual shift in climate, but differences in EF indicate that model behavior in a
certain region is more (or less) similar to a transitional climate. Figure 5b quantiﬁes the strength of this
relationship between EF and coupling strength in dry and wet climates for all models. First, based on
the average precipitation in the warm season, we selected the 5% driest and wettest pixels where at least
three out of ﬁve models identiﬁed positive values of soil moisture-temperature coupling. Then, EF and the
coupling strength of these pixels were plotted as anomalies relative to the multimodel mean EF and
coupling strength, respectively. In drier regions, models with higher (lower) EF tend to present a higher
(lower) soil moisture-temperature coupling; the opposite occurs for wet regions. This relationship is
stronger for the “wet” pixels than for the “dry” pixels, which could be a result of the relatively narrow
range in evaporative fraction represented by the dry pixels.
The strength of the relationship between EF and Χ or П also varies from model to model. JULES and SURFEX,
which generally show stronger coupling (Figures 3 and 4), present higher correlations between EF and the
couplingmetrics for dry (positive) and wet (negative) regions. On the other hand, GLEAM and HTESSEL, which
generally show weaker coupling (Figures 3 and 4), present weaker correlations between EF and the coupling
metrics. For ORCHIDEE, the negative relationship in wet climates is strong for both metrics, but the relation-
ship between EF and coupling strength in dry climates is very weak for Χ, but strong for Π. It is important to
note that only the tails of the distribution in rainfall are shown in Figure 5b; additional testing indicates that
(weak) positive correlations persist only until the 10th rainfall percentile, then there is an abrupt transition to
negative correlations above the 15th percentile (not shown). This is consistent with what would be expected
based on the distributions in Figure 5a.
3.3. Tower Benchmarking
The model soil moisture-temperature coupling is evaluated against coupling at 59 FLUXNET sites that have
been sampled based on their availability of data (see section 2.2). At each pixel in which tower data are avail-
able, the coupling metrics for each model were recalculated for those days with in situ data. In other words,
tower data were compared to model data from the 0.5° pixel containing the tower location. While thus far we
focused on areas where soil moisture-temperature coupling is relevant (i.e., positive values for the metrics),
here we extend the analysis to include sites with negative values of the metrics; after all, these values can still
indicate whether the dynamics of the model and tower data are similar. In addition, we study two character-
istic sites in more detail, one with high coupling strength and one with low coupling strength (see below).
Note that the level of agreement between model and tower data does not reﬂect the ability of the metrics
to identify regions of soil moisture-temperature coupling, but rather reﬂects whether the dynamics of the
underlying variables are similar for models and measurements.
In Figure 6, model and tower soil moisture-temperature coupling strength are compared. First, the coupling
at the tower sites is compared to the multimodel mean coupling strength for the period 1979–2012 and illu-
strated in a global map, and second, each of the models is compared to the tower inferences separately.
Performance metrics for this comparison are reported in Table 2. Model and tower Χ are consistent overall,
with Pearson correlations ranging between 0.55 (ORCHIDEE) and 0.69 (HTESSEL), though there can be sub-
stantial differences at speciﬁc sites as shown in Figure 6a. The multimodel mean performs similarly well to
the best-performing model, HTESSEL, with a correlation of 0.69 and a root-mean-square error of 0.21 and a
bias close to zero. Overall, the coupling strength is slightly overestimated in JULES and SURFEX when com-
pared to the in situ data (bias of 0.11 and 0.12, respectively) and underestimated in GLEAM (bias of 0.11).
The intermodel range at each respective site is generally larger than the estimate of the tower uncertainty
represented by the shaded gray area in the ﬁgure.
For П, the agreement between models and towers is similar to Χ (Figure 6b): Pearson correlations vary
between 0.50 (ORCHIDEE) and 0.68 (HTESSEL) and the root-mean-square error varies between 0.24
(HTESSEL) and 0.32 (ORCHIDEE). With the highest Pearson correlation, lowest RMSE, and lowest absolute bias,
HTESSEL is the best-performing model for this metric. The performance of the model mean is slightly lower
than the best-performing model for this metric (r = 0.63, RMSE = 0.25, bias = 0.03), but still higher than the
other four models. The model bias with respect to tower results is similar to Χ: overestimation by JULES
(0.11) and SURFEX (0.10), and underestimation by GLEAM (0.08). It is important to bear in mind that the
order of sites in Figure 6a (bottom) is not exactly the same as the order in Figure 6b (bottom).
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Even though it is encouraging that the models show reasonably good agreement with tower data, this
comparison can only be considered to be a ﬁrst and very general step toward validation of soil moisture-
temperature coupling in models. First, the model and tower footprints differ by several orders of magnitude;
this means that the dominant climate controls at the tower site may not represent the most dominant
controls at the scale of themodel pixel, thus the two data sets would not show perfect agreement even under
ideal circumstances. Second, the tower sites are not evenly distributed over land and climate types, with few
sites located in coupling hot spots. Third, the off-line simulations may not capture the full feedback loops
occurring in nature and measured at the sites. Finally, as already mentioned above, the identiﬁed skill of each
model in regard to its representation of soil moisture-temperature coupling is conditioned on the suitability
of the metrics to capture this interaction.
To address the issue of representativeness of the tower sites, together with the uncertainty in reanalysis
forcing and in situ measurements, we calculated Pearson correlation coefﬁcients between model and tower
anomaly time series of air temperature, net radiation, and latent heat ﬂux. The results are presented in
Figure 7, where sites are sorted by descending soil moisture-temperature coupling strength based on П,
therefore, in the same order as Figure 6b. The propagation of errors through the models is evident from
Figure 7. The level of agreement between model and tower temperature anomalies is generally quite high,
with an average correlation of 0.89, but correlations decrease to approximately 0.47 and 0.32 for the anoma-
lies in net radiation and the latent heat ﬂux, respectively. The model
spread also increases along this progression from forcing to simu-
lated time series. Ideally, soil moisture would also be evaluated
here. However, only a few sites provide root zone soil moisture
data, and these are located in radiation-limited climates where soil
moisture-temperature coupling is not relevant.
One would expect the level of agreement between model and
tower Rn and λE to be linked to the agreement between the model
and tower estimates of soil moisture-temperature coupling (Χ, Π).
This is supported by the results of HTESSEL, which showed the best
agreement between model and tower coupling, and also shows
high correlations between model and tower Rn and λE; it also
Table 2
Pearson Correlation, Bias, and Root-Mean-Square Error Between Model and
Tower Coupling
Model
r Χ RMSE r Π RMSE
Bias Bias
HTESSEL 0.69 0.01 0.21 0.67 0.01 0.24
JULES 0.62 0.11 0.27 0.61 0.11 0.27
ORCHIDEE 0.55 0.04 0.28 0.50 0.02 0.32
SURFEX 0.62 0.12 0.26 0.59 0.10 0.30
GLEAM 0.58 0.11 0.32 0.55 0.08 0.30
Ensemble Mean 0.69 0.03 0.21 0.63 0.03 0.25
Figure 6. Results of the comparison between model and tower (a) Χ and (b) Π. (top) Tower-based coupling results as circles, with the multimodel mean for the
1979–2012 period in the background. (bottom) The magnitude of model- and tower-based coupling at all sites, with sites ordered by decreasing coupling
strength. The shaded gray area shows coupling results based on the measured tower latent heat ﬂux and the latent heat ﬂux calculated as the energy balance
residual (see section 2.2). The darker circles (top) and the dashed line (bottom indicate the AU-DaP (high coupling) and CH-Fru (low coupling) sites that are further
investigated in Figures 8 and 9.
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holds true for ORCHIDEE, which shows relatively low correlations between model and tower Rn, λE, and
coupling. Interestingly, however, GLEAM shows the best overall agreement with tower data in terms of λE in
Figure 7, but had relatively poor performance in the soil moisture-temperature coupling ﬁelds (Table 2). This
shows that a realistic representation of the dynamics of latent heat ﬂux and air temperature is not always
accompanied by a realistic sensitivity of energy partitioning to air temperature and vice versa.
Figures 7d and 7e show the absolute difference between model and tower coupling. Per model, the errors
tend to be higher at sites with lower agreement between tower and model Rn and/or λE. For Χ, errors in λE
and Rn are approximately equally important, while errors in Π are more closely related to errors in Rn than
to errors in λE. Two unusual sites are ES-Amo (site 27) and IT-Noe (site 30), where correlations betweenmodel
and tower temperature anomalies are substantially lower than average, and the error in model coupling is
especially low; these towers are located in coastal areas and their results should be interpreted with caution.
Also note the high similarity between the patterns of model coupling errors for both metrics (r = 0.6–0.8,
depending on the model), which implies that the choice of one metric over the other does not alter the
conclusions of the analysis.
We further examine errors in coupling by climate, land cover, and tower representativeness. The errors in
coupling tend to be lower at towers located in arid/semiarid climates and higher in temperate and continen-
tal climates, respectively. Similarly, errors tend to be higher at forested sites than at sites covered by shorter
vegetation types. However, these differences between climates and land cover types are generally not
Figure 7. Correlations between model and tower anomaly time series of (a) air temperature, (b) net radiation, and (c) latent heat ﬂux, as well as the absolute differ-
ence between model and tower coupling according to (d) Χ and (e) П at each of the tower sites. The sites have been sorted by increasing evaporative fraction.
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statistically signiﬁcant. Finally, we evaluate the role tower representativeness here based on the portion of
the 0.5° pixel that is represented by the tower land cover. Tower representativeness varies between 3 and
78% over the study sites, with a mean of 43%. Perhaps somewhat surprisingly, however, there is no clear
relationship between tower representativeness and coupling error.
Finally, to further understand the behavior of models and coupling metrics over different climatic regimes,
we analyzed daily time series of Rn, λE, and T at two characteristic sites: (1) CH-Fru, a grassland site in
Switzerland (47.12°N, 8.54°E) where the values of the coupling metrics are low (Χ = 0.47, Π = 0.48, based
on tower measurements) and (2) AU-DaP, a cleared savanna site in Australia (14.06°S, 131.32°E) where
coupling is strong (Χ = 0.45, Π = 0.64). The exact location of these towers is shown in Figure 6. At CH-Fru,
the latent heat ﬂux accounts for a relatively large part of net radiation throughout the warm season
Figure 8. (a) Tower and (b) intermodel mean daily time series of net radiation, latent heat ﬂux, and temperature at CH-Fru (grassland, Switzerland). Only the warm
season used to calculate the coupling metrics are shown. Top subpanels show actual values, bottom subpanels show anomaly time series.
Figure 9. Same as Figure 8 but for AU-DaP (cleared savanna, Australia).
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(Figure 8). The anomaly time series show that the dynamics of both energy ﬂuxes and temperature are very
similar, as days with high/low net radiation correspond with high/low latent heat ﬂux and temperatures. The
energy available for heating (here Rn – λE) can be inferred from Figure 8 and tends to increase with increasing
net radiation. In terms of П, this means that Rn and Rn – λE are highly correlated, and therefore, the ﬁrst and
second terms of П will be of a similar magnitude (thereby the low values of this metric).
The time series at the site with strong soil moisture-temperature coupling show a different pattern (Figure 9).
At the beginning of the warm season, λE accounts for a small portion of Rn, but this increases toward the end
of the season. The direction of the anomalies in λE and T tend to be opposite at the beginning of the warm
season or in dry years, though this effect diminishes by the end of the season or in wetter years when λE
accounts for a larger portion of Rn. This suggests that soil moisture availability plays an important role at this
location. Since in the majority of the time series the direction of T anomalies is opposite to that of λE
anomalies, coupling according to Χ is positive. Though Rn anomalies are positively correlated to T anomalies,
the Rn – λE anomalies are more correlated to T, leading to a positive value for Π as well.
4. Summary and Conclusions
The soil moisture-temperature coupling strength in a set of land surface models was calculated based on two
different correlation-based metrics, focusing on the terrestrial segment of the coupling. The advantage of the
metrics used in this study is that they are simple and can easily be applied to both observational and model
data sets. The disadvantage is that they are simpliﬁcations of the actual physics and as such they cannot be
used to infer actual causality. After a global evaluation of the hot spots of soil moisture-temperature coupling,
the model results were compared and discussed and evaluated against the eddy-covariance tower data.
In agreement with previous studies, hot spots of soil moisture-temperature coupling are found in transitional
climates such as the Great Plains, southern Africa, India, and northern Australia. The location of these hot
spots is similar across models and for both metrics, but at a regional scale the strength of the coupling can
be highly variable. Of the models included in this study, soil moisture-temperature coupling is comparatively
stronger in JULES and SURFEX, and comparatively weaker in GLEAM. Despite the differences in representative
area of the model and eddy-covariance tower data, the errors in tower data and gridded forcing, and the
limited number of sites available, there is relatively good agreement between models and observations
(r = 0.5–0.7). The ensemble mean performs similar to the best-performing model, suggesting that for studies
of land-atmospheric coupling an ensemble of models is recommended.
Since the models were run off-line and based on common forcing, discrepancies between models, and
between model and tower results, can be attributed to differences in the partitioning of incoming radiation
and precipitation. Determining the cause of these differences is not straightforward, as they are a result of
multiple factors, including model parameterizations and soil and vegetation characteristics. A set of addi-
tional experiments which isolate the effects of model structure and parameterization is necessary to quantify
the importance of these factors and improve the representation of soil moisture-temperature coupling in
these models. Nevertheless, our results show that a realistic portrayal of the partitioning of incoming radia-
tion does not always coincide with a realistic portrayal of the sensitivity of air temperature to this partitioning.
This distinction is important, because accurate representation of soil moisture-temperature coupling strength
is crucial to predict future climate variability. In turn, accurate portrayal of climate variability is necessary to
gain insight into how the occurrence and intensity of temperature extremes and droughts will change in
the future, especially since the transitional climates where soil moisture-temperature coupling occurs also
tend to be regions that have been experiencing negative trends in water availability over the last decades
(Mekonnen & Hoekstra, 2016; Wada et al., 2011).
References
Amos, B., Arkebauer, T. J., & Doran, J. W. (2005). Soil surface ﬂuxes of greenhouse gases in an irrigated maize-based agroecosystem. Soil
Science Society of America Journal, 69(2), 387.
Anthoni, P. M., Knohl, A., Rebmann, C., Freibauer, A., Mund, M., Ziegler, W., … Schulze, E. D. (2004). Forest and agricultural land-use-
dependent CO2 exchange in Thuringia, Germany. Global Change Biology, 10(12), 2005–2019. https://doi.org/10.1111/j.1365-
2486.2004.00863.x
Ardö, J., Mölder, M., El-Tahir, B. A., Abdalla, H., & Elkhidir, M. (2008). Carbon balance and management seasonal variation of carbon ﬂuxes in a
sparse savanna in semi arid Sudan. Carbon Balance and Management, 3(3). https://doi.org/10.1186/1750-0680-3-7
Journal of Geophysical Research: Atmospheres 10.1002/2017JD027346
GEVAERT ET AL. 1495
Acknowledgments
This research received funding from the
European Union Seventh Framework
Programme (FP7/2007–2013) under
grant agreement 603608, “Global Earth
Observation for integrated water
resource assessment”: eartH2Observe.
We gratefully acknowledge the
eartH2Observe modeling groups, which
provided the model data. The model
data are available from the project data
portal “http://wci.earth2observe.eu/
portal/”. This work also used eddy cov-
ariance data acquired and shared by the
FLUXNET community, including these
networks: AmeriFlux, AfriFlux, AsiaFlux,
CarboAfrica, CarboEuropeIP, CarboItaly,
CarboMont, ChinaFlux, Fluxnet-Canada,
GreenGrass, ICOS, KoFlux, LBA, NECC,
OzFlux-TERN, TCOS-Siberia, and USCCC.
The ERA-Interim reanalysis data are
provided by ECMWF and processed by
LSCE. The FLUXNET eddy covariance
data processing and harmonization was
carried out by the European Fluxes
Database Cluster, AmeriFlux
Management Project, and Fluxdata
project of FLUXNET, with the support of
CDIAC and ICOS Ecosystem Thematic
Center, and the OzFlux, ChinaFlux and
AsiaFlux ofﬁces. The data can be down-
loaded from the website “http://ﬂuxnet.
ﬂuxdata.org/data/ﬂuxnet2015-dataset/
.” We thank the PIs of the sites listed in
Table S1, in particular, for their contri-
butions to FLUXNET, as well as the
funding agencies that support these
sites, such as the DOE Ameriﬂux
Network Management Project, the
Australian Research Council
(DP130101566), and many more. D. G.
Miralles acknowledges support from the
European Research Council (ERC) under
grant agreement 715254 (DRY–2–DRY).
A. J. Dolman acknowledges support
from the program of the Netherlands
Earth System Science Centre (NESSC),
ﬁnancially supported by the Ministry of
Education, Culture and Science (OCW)
(grant 024.002.001). We thank Brecht
Martens and Dave van Wees for sharing
land cover data used in the tower
representativeness analysis.
Aubinet, M., Chermanne, B., Vandenhaute, M., Longdoz, B., Yernaux, M., & Laitat, E. (2001). Long term carbon dioxide exchange above a
mixed forest in the Belgian Ardennes. Agricultural and Forest Meteorology, 108, 293–315.
Baldocchi, D., Knox, S., Dronova, I., Verfaillie, J., Oikawa, P., Sturtevant, C., … Detto, M. (2016). The impact of expanding ﬂooded land area on
the annual evaporation of rice. Agricultural and Forest Meteorology, 223, 181–193. https://doi.org/10.1016/j.agrformet.2016.04.001
Balsamo, G., Beljaars, A., Scipal, K., Viterbo, P., van den Hurk, B. J. J. M., Hirschi, M., & Betts, A. K. (2009). A revised hydrology for the ECMWF
model: Veriﬁcation from ﬁeld site to terrestrial water storage and impact in the integrated forecast system. Journal of Hydrometeorology,
10(3), 623–643. https://doi.org/10.1175/2008JHM1068.1
Barella-Ortiz, A., Polcher, J., Tuzet, A., & Laval, K. (2013). Potential evaporation estimation through an unstressed surface-energy
balance and its sensitivity to climate change. Hydrology and Earth System Sciences, 17(11), 4625–4639. https://doi.org/10.5194/hess-
17-4625-2013
Beringer, J., Hacker, J., Hutley, L. B., Leuning, R., Arndt, S. K., Amiri, R., … Zegelin, S. (2011). Special - Savanna patterns of energy and carbon
integrated across the landscape. Bulletin of the American Meteorological Society. https://doi.org/10.1175/2011BAMS2948.1
Beringer, J., Hutley, L. B., Hacker, J. M., Neininger, B., & Paw U, K. T. (2011). Patterns and processes of carbon, water and energy cycles across
northern Australian landscapes: From point to region. Agricultural and Forest Meteorology. https://doi.org/10.1016/j.
agrformet.2011.05.003
Best, M. J., Pryor, M., Clark, D. B., Rooney, G. G., Essery, R. L. H., Menard, C., … Harding, R. J. (2011). The Joint UK Land Environment Simulator
(JULES), model description. Part 1: Energy and water ﬂuxes. Geoscientiﬁc Model Development, 4(3), 677–699. https://doi.org/10.5194/gmd-
4-677-2011
Bisselink, B., Van Meijgaard, E., Dolman, A. J., & De Jeu, R. A. M. (2011). Initializing a regional climate model with satellite-derived soil moisture.
Journal of Geophysical Research, 116, D02121. https://doi.org/10.1029/2010JD014534
Blyth, E., Clark, D. B., Ellis, R., Huntingford, C., Los, S., Pryor, M., … Sitch, S. (2011). A comprehensive set of benchmark tests for a land surface
model of simultaneous ﬂuxes of water and carbon at both the global and seasonal scale. Geoscientiﬁc Model Development, 4(2), 255–269.
https://doi.org/10.5194/gmd-4-255-2011
Bristow, M., Hutley, L. B., Beringer, J., Livesley, S. J., Edwards, A. C., & Arndt, S. K. (2016). Quantifying the relative importance of greenhouse gas
emissions from current and future savanna land use change across northern Australia. Biogeosciences. https://doi.org/10.5194/bg-13-
6285-2016
Casagrande, E., Mueller, B., Miralles, D. G., Entekhabi, D., & Molini, A. (2015). Wavelet correlations to reveal multiscale coupling in geophysical
systems. Journal of Geophysical Research: Atmospheres, 120, 7555–7572. https://doi.org/10.1002/2015JD023265
Catalano, F., Alessandri, A., De Felice, M., Zhu, Z., & Myneni, R. B. (2016). Observationally based analysis of land-atmosphere coupling. Earth
System Dynamics, 7(1), 251–266. https://doi.org/10.5194/esd-7-251-2016
Clark, D. B., Mercado, L. M., Sitch, S., Jones, C. D., Gedney, N., Best, M. J.,… Cox, P. M. (2011). The Joint UK Land Environment Simulator (JULES),
model description—Part 2: Carbon ﬂuxes and vegetation dynamics. Geoscientiﬁc Model Development, 4(3), 701–722. https://doi.org/
10.5194/gmd-4-701-2011
Cleverly, J., Boulain, N., Villalobos-Vega, R., Grant, N., Faux, R., Wood, C.,… Eamus, D. (2013). Dynamics of component carbon ﬂuxes in a semi-
arid Acacia woodland, central Australia. Journal of Geophysical Research: Biogeosciences, 118, 1168–1185. https://doi.org/10.1002/
jgrg.20101
Combe, M., de Arellano, J. V. G., Ouwersloot, H. G., & Peters, W. (2016). Plant water-stress parameterization determines the strength of land-
atmosphere coupling. Agricultural and Forest Meteorology, 217, 61–73. https://doi.org/10.1016/j.agrformet.2015.11.006
Cook, B. D., Davis, K. J., Wang, W., Desai, A., Berger, B. W., Teclaw, R. M.,… Heilman, W. (2004). Carbon exchange and venting anomalies in an
upland deciduous forest in northern Wisconsin, USA. Agricultural and Forest Meteorology, 126(3–4), 271–295. https://doi.org/10.1016/j.
agrformet.2004.06.008
Dai, A. G. (2013). Increasing drought under global warming in observations and models. Nature Climate Change. https://doi.org/10.1038/
nclimate1633
Davin, E. L., Maisonnave, E., & Seneviratne, S. I. (2016). Is land surface processes representation a possible weak link in current regional climate
models? Environmental Research Letters, 11(74027). https://doi.org/10.1088/1748-9326/11/7/074027
de Rosnay, P., & Polcher, J. (1998). Modeling root water uptake in a complex land surface scheme coupled to a GCM. Hydrology and Earth
System Sciences. https://doi.org/10.5194/hess-2-239-1998
Decharme, B., Martin, E., & Faroux, S. (2013). Reconciling soil thermal and hydrological lower boundary conditions in land surface models.
Journal of Geophysical Research: Atmospheres, 118, 7819–7834. https://doi.org/10.1002/jgrd.50631
Dirmeyer, P. A. (2011). The terrestrial segment of soil moisture-climate coupling. Geophysical Research Letters, 38, L16702. https://doi.org/
10.1029/2011GL048268
Dirmeyer, P. A., Jin, Y., Singh, B., & Yan, X. (2013). Trends in land–atmosphere interactions from CMIP5 simulations. Journal of
Hydrometeorology, 14(3), 829–849. https://doi.org/10.1175/JHM-D-12-0107.1
Domínguez, M., Gaertner, M. A., De Rosnay, P., & Losada, T. (2010). A regional climate model simulation over West Africa: Parameterization
tests and analysis of land-surface ﬁelds. Climate Dynamics, 35(1), 249–265. https://doi.org/10.1007/s00382-010-0769-3
D’Orgeval, T., Polcher, J., & de Rosnay, P. (2008). Sensitivity of the West African hydrological cycle in ORCHIDEE to inﬁltration processes.
Hydrology and Earth System Sciences, 12(6), 1387–1401. https://doi.org/10.5194/hess-12-1387-%20489%202008
Easterling, D. R. (2000). Climate extremes: Observations, modeling, and impacts. Science, 289(5487), 2068–2074. https://doi.org/10.1126/
science.289.5487.2068
Faroux, S., Kaptué Tchuenté, A. T., Roujean, J.-L., Masson, V., Martin, E., & Le Moigne, P. (2013). ECOCLIMAP-II/Europe: A twofold database of
ecosystems and surface parameters at 1 km resolution based on satellite information for use in land surface, meteorological and climate
models. Geoscientiﬁc Model Development. https://doi.org/10.5194/gmd-6-563-2013
Fischer, M. L., Billesbach, D. P., Berry, J. A., Riley, W. J., & Torn, M. S. (2007). Spatiotemporal variations in growing season exchanges of CO2,
H2O, and sensible heat in agricultural ﬁelds of the Southern Great Plains. Earth Interactions, 11(17), 1–21.
Fischer, E. M., Rajczak, J., & Schär, C. (2012). Changes in European summer temperature variability revisited. Geophysical Research Letters, 39,
L19702. https://doi.org/10.1029/2012GL052730
Fischer, E. M., Seneviratne, S. I., Lüthi, D., & Schär, C. (2007). Contribution of land-atmosphere coupling to recent European summer heat
waves. Geophysical Research Letters, 34, L06707. https://doi.org/10.1029/2006GL029068
Fisher, J. B., Whittaker, R. J., & Malhi, Y. (2011). ET come home: Potential evapotranspiration in geographical ecology. Global Ecology and
Biogeography, 20(1), 1–18. https://doi.org/10.1111/j.1466-8238.2010.00578.x
García-Herrera, R., Díaz, J., Trigo, R. M., Luterbacher, J., & Fischer, E. M. (2010). A review of the European summer heat wave of 2003. Critical
Reviews in Environmental Science and Technology, 40(4), 267–306. https://doi.org/10.1080/10643380802238137
Journal of Geophysical Research: Atmospheres 10.1002/2017JD027346
GEVAERT ET AL. 1496
Goldstein, A. H., Hultman, N. E., Fracheboud, J. M., Bauer, M. R., Panek, J. A., Xu, M., … Baugh, W. (2000). Effects of climate variability on the
carbon dioxide, water, and sensible heat ﬂuxes above a ponderosa pine plantation in the Sierra Nevada (CA). Agricultural and Forest
Meteorology, 101(2–3), 113–129. https://doi.org/10.1016/S0168-1923(99)00168-9
Guillod, B. P., Orlowsky, B., Miralles, D., Teuling, A. J., Blanken, P. D., Buchmann, N., … Seneviratne, S. I. (2014). Land-surface controls on
afternoon precipitation diagnosed from observational data: Uncertainties and confounding factors. Atmospheric Chemistry and Physics,
14(16), 8343–8367. https://doi.org/10.5194/acp-14-8343-2014
Guo, Z., Dirmeyer, P. A., Koster, R. D., Bonan, G., Chan, E., Cox, P., … Yamada, T. (2006). GLACE: The global land–atmosphere coupling
experiment. Part II: Analysis. Journal of Hydrometeorology, 7(4), 611–625. https://doi.org/10.1175/JHM510.1
Hansen, M. C., Townshend, J. R. G., DeFries, R. S., & Carroll, M. (2005). Estimation of tree cover using MODIS data at global, continental and
regional/local scales. International Journal of Remote Sensing. https://doi.org/10.1080/01431160500113435
Hirschi, M., Mueller, B., Dorigo, W., & Seneviratne, S. I. (2014). Using remotely sensed soil moisture for land-atmosphere coupling diagnostics: The
role of surface vs. root-zone soil moisture variability. Remote Sensing of Environment, 154, 246–252. https://doi.org/10.1016/j.rse.2014.08.030
Hirschi, M., Seneviratne, S. I., Alexandrov, V., Boberg, F., Boroneant, C., Christensen, O. B., … Stepanek, P. (2011). Observational evidence for
soil-moisture impact on hot extremes in southeastern Europe. Nature Geoscience, 4(1), 17–21. https://doi.org/10.1038/ngeo1032
Imer, D., Merbold, L., Eugster, W., & Buchmann, N. (2013). Temporal and spatial variations of soil CO2, CH4 and N2O ﬂuxes at three differently
managed grasslands. Biogeosciences. https://doi.org/10.5194/bg-10-5931-2013
Kala, J., De Kauwe, M. G., Pitman, A. J., Medlyn, B. E., Wang, Y.-P., Lorenz, R., & Perkins-Kirkpatrick, S. E. (2016). Impact of the representation of
stomatal conductance on model projections of heatwave intensity. Scientiﬁc Reports, 6, 23,418. https://doi.org/10.1038/srep23418
Knist, S., Goergen, K., Buonomo, E., Christensen, O. B., Colette, A., Cardoso, R. M., … Simmer, C. (2017). Land-atmosphere coupling in EURO-
CORDEX evaluation experiments. Journal of Geophysical Research: Atmospheres, 122, 79–103. https://doi.org/10.1002/2016JD025476
Knohl, A., Schulze, E. D., Kolle, O., & Buchmann, N. (2003). Large carbon uptake by an unmanaged 250-year-old deciduous forest in Central
Germany. Agricultural and Forest Meteorology, 118(3–4), 151–167. https://doi.org/10.1016/S0168-1923(03)00115-1
Koster, R. D., Guo, Z., Dirmeyer, P. A., Bonan, G. B., Chan, E., Cox, P. M., … Yamada, T. (2006). GLACE: The global land–atmosphere coupling
experiment. Part I: Overview. Journal of Hydrometeorology, 7, 611–625. https://doi.org/10.1175/JHM511.1
Leuning, R., Cleugh, H. A., Zegelin, S. J., & Hughes, D. (2005). Carbon and water ﬂuxes over a temperate Eucalyptus forest and a tropical
wet/dry savanna in Australia: Measurements and comparison with MODIS remote sensing estimates. Agricultural and Forest Meteorology.
https://doi.org/10.1016/j.agrformet.2004.12.004
Li, M., Ma, Z., Gu, H., Yang, Q., & Zheng, Z. (2017). Production of a combined land surface data set and its use to assess land-atmosphere
coupling in China. Journal of Geophysical Research: Atmospheres, 122, 948–965. https://doi.org/10.1002/2016JD025511
López-Ballesteros, A., Serrano-Ortiz, P., Kowalski, A. S., Sánchez-Cañete, E. P., Scott, R. L., & Domingo, F. (2017). Subterranean ventilation of
allochthonous CO2 governs net CO2 exchange in a semiarid Mediterranean grassland. Agricultural and Forest Meteorology, 234–235,
115–126. https://doi.org/10.1016/j.agrformet.2016.12.021
Lorenz, R., Jaeger, E. B., & Seneviratne, S. I. (2010). Persistence of heat waves and its link to soil moisture memory. Geophysical Research Letters,
37, L09703. https://doi.org/10.1029/2010GL042764
Loveland, T. R., Reed, B. C., Ohlen, D. O., Brown, J. F., Zhu, Z., Yang, L., & Merchant, J. W. (2000). Development of a global land cover char-
acteristics database and IGBP DISCover from 1 km AVHRR data. International Journal of Remote Sensing. https://doi.org/10.1080/
014311600210191
Ma, S., Baldocchi, D. D., Xu, L., & Hehn, T. (2007). Inter-annual variability in carbon dioxide exchange of an oak/grass savanna and open
grassland in California. Agricultural and Forest Meteorology, 147(3–4), 157–171.
Martens, B., Miralles, D. G., Lievens, H., van der Schalie, R., de Jeu, R. A. M., Férnandez-Prieto, D., … Verhoest, N. E. C. (2016). GLEAM v3:
Satellite-based land evaporation and root-zone soil moisture. Geoscientiﬁc Model Development Discussion, 1–36. https://doi.org/10.5194/
gmd-2016-162
McNally, A., Arsenault, K., Kumar, S., Shukla, S., Peterson, P., Wang, S., … Verdin, J. P. (2017). A land data assimilation system for sub-Saharan
Africa food and water security applications. Scientiﬁc Data, 4(170012). https://doi.org/10.1038/sdata.2017.12
Medlyn, B. E., Zaehle, S., De Kauwe, M. G., Walker, A. P., Dietze, M. C., Hanson, P. J., … Norby, R. J. (2015). Using ecosystem experiments to
improve vegetation models. Nature Climate Change, 5(6), 528–534. https://doi.org/10.1038/nclimate2621
Meehl, G. A., & Tebaldi, C. (2004). More intense, more frequent, and longer lasting heat waves in the 21st century. Science, 305(5686),
994–997. https://doi.org/10.1126/science.1098704
Mekonnen, M. M., & Hoekstra, A. Y. (2016). Four billion people experience water scarcity. Science Advances, 2(2). https://doi.org/10.1126/
sciadv.1500323
Merbold, L., Eugster, W., Stieger, J., Zahniser, M., Nelson, D., & Buchmann, N. (2014). Greenhouse gas budget (CO2, CH4 and N2O) of intensively
managed grassland following restoration. Global Change Biology, 20, 1913–1928. https://doi.org/10.1111/gcb.12518
Meyer, W. S., Kondriova, E., & Koerber, G. R. (2015). Evaporation of perennial semi-arid woodland in southeastern Australia is adapted for
irregular but common dry periods. Hydrological Processes, 29(17), 3714–3726. https://doi.org/10.1002/hyp.10467
Michel, D., Jiménez, C., Miralles, D. G., Jung, M., Hirschi, M., Ershadi, A.,… Fernández-Prieto, D. (2016). The WACMOS-ET project - Part 1: Tower-
scale evaluation of four remote-sensing-based evapotranspiration algorithms. Hydrology and Earth System Sciences, 20(2), 803–822.
https://doi.org/10.5194/hess-20-803-2016
Milyukova, I. M., Kolle, O., Varlagin, A. V., Vygodskaya, N. N., Schulze, E. D. F., & Lloyd, J. (2002). Carbon balance of a southern taiga spruce stand
in European Russia. Tellus Series B, 54, 429–442.
Miralles, D. G., Holmes, T. R. H., De Jeu, R. A. M., Gash, J. H., Meesters, A. G. C. A., & Dolman, A. J. (2011). Global land-surface evaporation
estimated from satellite-based observations. Hydrology and Earth System Sciences, 15(2), 453–469. https://doi.org/10.5194/hess-15-
453-2011
Miralles, D. G., Teuling, A. J., & Van Heerwaarden, C. C. (2014). Mega-heatwave temperatures due to combined soil desiccation and atmo-
spheric heat accumulation. Nature Geoscience, 7(5), 345–349. https://doi.org/10.1038/ngeo2141
Miralles, D. G., Van Den Berg, M. J., Teuling, A. J., & De Jeu, R. A. M. (2012). Soil moisture-temperature coupling: A multiscale observational
analysis. Geophysical Research Letters, 39, L21707. https://doi.org/10.1029/2012GL053703
Mueller, B., & Seneviratne, S. I. (2012). Hot days induced by precipitation deﬁcits at the global scale. Proceedings of the National Academy of
Sciences of the United States of America, 109(31), 12,398–12,403. https://doi.org/10.1073/pnas.1204330109
Noormets, A., McNulty, S. G., DeForest, J. L., Sun, G., Li, Q., & Chen, J. (2008). Drought during canopy development has lasting effect on annual
carbon balance in a deciduous temperate forest. The New Phytologist, 179(3), 818–828.
Orth, R., Dutra, E., & Pappenberger, F. (2016). Improving weather predictability by including land surface model parameter uncertainty.
Monthly Weather Review. https://doi.org/10.1175/MWR-D-15-0283.1
Journal of Geophysical Research: Atmospheres 10.1002/2017JD027346
GEVAERT ET AL. 1497
Powell, T. L., Galbraith, D. R., Christoffersen, B. O., Harper, A., Imbuzeiro, H. M. A., Rowland, L., … Moorcroft, P. R. (2013). Confronting model
predictions of carbon ﬂuxes with measurements of Amazon forests subjected to experimental drought. The New Phytologist, 200(2),
350–365. https://doi.org/10.1111/nph.12390
Priestley, C. H. B., & Taylor, R. J. (1972). On the assessment of surface heat ﬂux and evaporation using large-scale parameters.Monthly Weather
Review, 100(2), 81–92. https://doi.org/10.1175/1520-0493(1972)100%20%3C%200081:OTAOSH%20%3E%202.3.CO;2
Prudhomme, C., Giuntoli, I., Robinson, E. L., Clark, D. B., Arnell, N. W., Dankers, R., … Wisser, D. (2014). Hydrological droughts in the 21st
century, hotspots and uncertainties from a global multimodel ensemble experiment. Proceedings of the National Academy of Sciences of
the United States of America, 111(9), 3262–3267. https://doi.org/10.1073/pnas.1222473110
Quesada, B., Vautard, R., Yiou, P., Hirschi, M., & Seneviratne, S. I. (2012). Asymmetric European summer heat predictability from wet and dry
southern winters and springs. Nature Climate Change, 2(10), 736–741. https://doi.org/10.1038/nclimate1536
Schellekens, J., Dutra, E., Martínez-de la Torre, A., Balsamo, G., van Dijk, A., Sperna Weiland, F., … Weedon, G. P. (2016). A global water
resources ensemble of hydrological models: the eartH2Observe Tier-1 dataset. Earth System Science Data Discussions, 1–35. https://doi.
org/10.5194/essd-2016-55
Scott, R. L., Biederman, J. A., Hamerlynck, E. P., & Barron-Gafford, G. A. (2015). The carbon balance pivot point of southwestern U.S. semiarid
ecosystems: Insights from the 21st century drought. Journal of Geophysical Research: Biogeosciences, 120, 2612–2624. https://doi.org/
10.1002/2015JG003181
Seneviratne, S. I., Corti, T., Davin, E. L., Hirschi, M., Jaeger, E. B., Lehner, I., … Teuling, A. J. (2010). Investigating soil moisture-climate inter-
actions in a changing climate: A review. Earth-Science Reviews, 99(3–4), 125–161. https://doi.org/10.1016/j.earscirev.2010.02.004
Seneviratne, S. I., Lüthi, D., Litschi, M., & Schär, C. (2006). Land-atmosphere coupling and climate change in Europe. Nature, 443(7108),
205–209. https://doi.org/10.1038/nature05095
Serrano-Ortiz, P., Domingo, F., Cazorla, A., Were, A., Cuezva, S., Villagarcìa, L., … Kowalski, A. S. (2009). Interannual CO2 exchange of a sparse
Mediterranean shrubland on a carbonaceous substrate. Journal of Geophysical Research, 114, G04015. https://doi.org/10.1029/
2009JG000983
Sippel, S., Zscheischler, J., Mahecha, M. D., Orth, R., Reichstein, M., Vogel, M., & Seneviratne, S. I. (2016). Reﬁning multi-model projections of
temperature extremes by evaluation against land-atmosphere coupling diagnostics. Earth System Dynamics Discussions. https://doi.org/
10.5194/esd-2016-48
Sperna Weiland, F. C., Lopez, P., van Dijk, A. I. J. M., & Schellekens, J. (2015). Global high-resolution reference potential evaporation. In
T. Weber, M. J. McPhee, & R. S. Anderssen (Eds.), 21st International Congress on Modeling and Simulation (pp. 490–496). Gold Coast,
Australia: Modeling and Simulation Society of Australia and New Zealand.
Suni, T., Rinne, J., Reissel, A., Altimir, N., Keronen, P., Rannik, Ü., … Vesala, T. (2003). Long-term measurements of surface ﬂuxes above a Scots
pine forest in Hyytiälä, southern Finland. Boreal Environment Research, 4, 287–301.
Taylor, C. M. (2008). Intraseasonal land-atmosphere coupling in the West African monsoon. Journal of Climate, 21(24), 6636–6648. https://doi.
org/10.1175/2008JCLI2475.1
Taylor, C. M., de Jeu, R. A. M., Guichard, F., Harris, P. P., & Dorigo, W. A. (2012). Afternoon rain more likely over drier soils. Nature, 489(7416),
423–426. https://doi.org/10.1038/nature11377
Tebaldi, C., Hayhoe, K., Arblaster, J. M., & Meehl, G. A. (2006). Going to the extremes. Climatic Change, 79(3–4), 185–211. https://doi.org/
10.1007/s10584-006-9051-4
Ukkola, A. M., De Kauwe, M. G., Pitman, A. J., Best, M. J., Abramowitz, G., Haverd, V., … Haughton, N. (2016). Land surface models systema-
tically overestimate the intensity, duration and magnitude of seasonal-scale evaporative droughts. Environmental Research Letters, 11(10),
104012. https://doi.org/10.1088/1748-9326/11/10/104012
van den Hurk, B., Doblas-Reyes, F., Balsamo, G., Koster, R. D., Seneviratne, S. I., & Camargo, H. (2012). Soil moisture effects on seasonal tem-
perature and precipitation forecast scores in Europe. Climate Dynamics, 38(1–2), 349–362. https://doi.org/10.1007/s00382-010-0956-2
van den Hurk, B., Kim, H., Krinner, G., Seneviratne, S. I., Derksen, C., Oki, T., … Shefﬁeld, J. (2016). The Land Surface, Snow and Soil moisture
Model Intercomparison Program (LS3MIP): Aims, set-up and expected outcome. Geoscientiﬁc Model Development Discussion, 1–41.
https://doi.org/10.5194/gmd-2016-72
Verma, S. B., Dobermann, A., Cassman, K. G., Walters, D. T., Knops, J. M., Arkebauer, T. J., … Walter-Shea, E. A. (2005). Annual carbon dioxide
exchange in irrigated and rainfed maize-based agroecosystems. Agricultural and Forest Meteorology, 131(1–2), 77–96.
Vogel, M. M., Orth, R., Cheruy, F., Hagemann, S., Lorenz, R., van den Hurk, B. J. J. M., & Seneviratne, S. I. (2017). Regional ampliﬁcation of
projected changes in extreme temperatures strongly controlled by soil moisture-temperature feedbacks. Geophysical Research Letters, 44,
1511–1519. https://doi.org/10.1002/2016GL071235
Wada, Y., Van Beek, L. P. H., & Bierkens, M. F. P. (2011). Modeling global water stress of the recent past: On the relative importance of
trends in water demand and climate variability. Hydrology and Earth System Sciences, 15(12), 3785–3808. https://doi.org/10.5194/hess-
15-3785-2011
Weedon, G. P., Balsamo, G., Bellouin, N., Gomes, S., Best, M. J., & Viterbo, P. (2014). The WFDEI meteorological forcing data set: WATCH forcing
data methodology applied to ERA-Interim reanalysis data. Water Resources Research, 50, 7505–7514. https://doi.org/10.1002/
2014WR015638
Zeeman, M. J., Hiller, R., Gilgen, A. K., Michna, P., Plüss, P., Buchmann, N., & Eugster, W. (2010). Management and climate impacts on net CO2
ﬂuxes and carbon budgets of three grasslands along an elevational gradient in Switzerland. Agricultural and Forest Meteorology. https://
doi.org/10.1016/j.agrformet.2010.01.011
Zscheischler, J., Orth, R., & Seneviratne, S. I. (2015). A submonthly database for detecting changes in vegetation-atmosphere coupling.
Geophysical Research Letters, 42, 9816–9824. https://doi.org/10.1002/2015GL066563
Zulkaﬂi, Z., Buytaert, W., Onof, C., Lavado, W., & Guyot, J. L. (2013). A critical assessment of the JULES land surface model hydrology for humid
tropical environments. Hydrology and Earth System Sciences, 17(3), 1113–1132. https://doi.org/10.5194/hess-17-1113-2013
Journal of Geophysical Research: Atmospheres 10.1002/2017JD027346
GEVAERT ET AL. 1498
