We present a novel approach to measure concentration that works through a deeper investigation of the semigroup method. In particular, we show how couplings and rates of convergence of Markov chains can be used to obtain concentration bounds. As an application, we obtain a measure concentration result for random unitary matrices and other kinds of Haar-distributed random variables, which allows us to directly establish the concentration of the empirical distribution of eigenvalues of sums of random hermitian matrices. This also gives an example of concentration for discontinuous functions, which can be a significant area of application of the new technique.
• Any hermitian matrix which has the same spectrum as M can be uniquely written as UMU * for some unitary matrix U. Thus, the Haar measure on the group of unitary matrices of order n naturally induces a "uniform distribution" on the set of all hermitian matrices which have the same spectrum as M. This probability measure will be denoted by ρ M .
Our main example in this paper is the following result about the concentration of the empirical distribution function of sums of independent random hermitian matrices. Theorem 1.1 Let M and N be two hermitian matrices of order n. Suppose A ∼ ρ M and B ∼ ρ N are two independent random hermitian matrices. Let H = A + B. Then, for every x ∈ R, Var(F H (x)) ≤ κn −1 log n, where κ is a universal constant not depending on n, M, N or x. Moreover, we also have the concentration inequality P{|F H (x) − E(F H (x))| ≥ t} ≤ 2 exp − nt 2 2κ log n for every t ≥ 0, where κ is the same constant as in the variance bound.
A remarkable aspect of Theorem 1.1 is that the constant κ is just a numerical constant independent of everything else. Note also that H → F H (x) is a highly discontinuous function.
We believe that such a result cannot be established via the usual route through gaussian type concentration of measure for orthogonal and unitary matrices (Gromov & Milman [5] and Szarek [13] ).
To tackle the problem of non-Lipschitzness of H → F H (x) with respect to the Euclidean metric, we will consider instead the concentration of random matrix spectra with respect to a different measure of distance -the rank metric, defined as d(M, N) := rank(M − N) where M and N are square matrices of the same order. It is known that H → F H (x) is well-behaved with respect to this metric. We will investigate a random walk which takes "small steps" with respect to the rank distance, and obtain Theorem 1.1 using the properties of this random walk in our method.
Incidentally, Voiculescu used the results of Gromov-Milman and Szarek in his celebrated work [15] that connected free probability theory with random matrices. That is an example of an area where concentration results such as Theorem 1.1 may be relevant.
Concentration of Haar measures. Theorem 1.1 will be obtained as an application of the result that we are going to state now: a general theorem about the concentration of Haar measures on compact groups that works by inspecting the behavior of associated random walks. The technique of the proof, however, is not restricted to this particular setting. Many other applications were investigated by the author in his Ph.D. thesis [2] .
Let G be a compact topological group. Then there exists a G-valued random variable X with the properties that for any x ∈ G, the random variables xX, Xx and X −1 all have the same distribution as X. The distribution of X is called the (normalized) Haar measure on G.
The existence and uniqueness of the Haar measure is a classical result (see e.g. Rudin [11] , Theorem 5.14). Let Y be another G-valued random variable having the following properties:
1. The random variable Y −1 has the same distribution as Y ; that is, the law of Y is symmetric.
2. For any x ∈ G, xY x −1 has the same distribution as Y . In other words, the distribution of Y is "constant on the conjugacy classes of G".
Then we have the following result:
Suppose a and b are two positive constants such that
2 ) ≤ C/2, and for any t ≥ 0,
The expression is not as scary as it looks, because the "main term" in the bound is B 2 /b; the term within the brackets will always contribute just a "factor of log n" in applications.
Recall that if ae −bt expresses the correct rate of decay of the total variation distance, τ := b −1 log a is the "mixing time" of the Markov chain, that is, the number of steps required for the chain to get close to the stationary distribution irrespective of the initial configuration (otherwise, it's an upper bound on the mixing time). Thus, the theorem roughly says the following: the deviation of f (X) from its mean is bounded by something like B √ τ , where B is a bound on the size of f (x) − f (Y x), and τ is the mixing time of the Markov chain induced by Y .
The proof of Theorem 1.2, to be presented in section 2, contains the crux of our technique. It is based on a modification of Stein's method of exchangeable pairs, as developed by the author in his Ph.D. thesis [2] . The original method of exchangeable pairs for distributional approximation, due to Charles Stein (see, e.g. [12] ), is not relevant to our problem; so the reader need not have any background in that area.
From a different point of view, our method can be called a refined version of the semigroup method for measure concentration (see Ledoux [6] , section on "semigroup tools").
Discussion of literature.
There is not much literature on the concentration of Haar measures. One early result is due to Maurey [7] , who investigated the Haar measure on the group S n of all permutations of n elements. The setting in Maurey's theorem is a particular case of ours, with Y being a random transposition of two elements.
Maurey's result was generalized in the lecture notes of Milman and Schechtman ( [8] , Theorem 7.12) using a martingale argument. Talagrand, in his famous treatment [14] , made a substantial improvement on Maurey's result that allows one to go beyond "bounded differences". All in all, it is apparent that the concentration of the Haar measure on S n has been well-studied.
The other group that has been studied for concentration of measure is the "special orthogonal group" SO n -the group of n × n orthgonal matrices with determinant 1. The chief result about the concentration of Haar measure on this group is due to Gromov & Milman [5] . As mentioned before, this result was used by Voiculescu [15] is his work connecting random matrix theory with free probability.
However, as mentioned before, the Gromov-Milman result gives concentration with respect to the Hilbert-Schmidt distance, and is thus unsuitable for functions which are not Lipschitz with respect to that metric.
Overall, it seems that other than the results about S n and SO n mentioned above, there is very little of general theory about the concentration of Haar measures. Theorem 1.2 is possibly the first result of its kind, and also the first result which connects rates of convergence to stationarity of random walks on groups with concentration of the invariant measures. Random walks on groups have received extensive attention following the pioneering work of Diaconis and Shahshahani [3] . Theorem 1.2 allows us to translate results about the rate of convergence to stationarity of random walks on groups which are "constant on conjugacy classes" to concentration inequalities under the Haar measure. Indeed, we will use one such available result [10] to obtain the concentration of the Haar measure on the group of unitary matrices of order n with respect to the rank distance for n × n matrices.
Finally, let us clarify that the "concentration property of groups" as defined by Gromov & Milman [5] and investigated by Pestov (see, e.g. [9] ) is not related to the kind of things we are investigating.
Proof of Theorem 1.2
We begin with the observation that Y defines a reversible Markov kernel P is a natural way: For any f : G → R such that E|f (X)| < ∞, let
The reversibility of this kernel can be proved as follows: Since yX has the same distribution as X for any y ∈ G, therefore Y and Y X are independent. Also, Y −1 has the same distribution as Y . Hence, the pair (X, Y ) has the same distribution as (Y X, Y −1 ). Consequently, the pairs (X, Y X) and (Y X, Y −1 Y X) = (Y X, X) also have the same distribution. In other words, (X, Y X) is an exchangeable pair of random variables. This is equivalent to saying that P is a reversible Markov kernel. The following lemma gives the most important information about this kernel that we require.
Lemma 2.1 Under the hypothesis of Theorem 1.2, and with P defined as above, we have the inequality
Proof. Note that for any x ∈ G,
This shows, in particular, that for any x ∈ G, we have
More importantly, it gives the bound
Now recall the assumption 2 that for any y ∈ G, y −1 Y y has the same distribution as Y . Thus, for any x, y ∈ G,
So, if we let Y ′ be an independent copy of Y , then
Using (3) and (4), we get
We shall now compute a bound on the above sum. For ease of notation let β = 4aAB −1 , and let γ = b −1 log β. If β < 1, the sum is just a geometric series which is easy to evaluate. Now assume β ≥ 1. Then γ is nonnegative. Now, an easy verification shows that βe −bγ = 1, and 1 ≥ βe −bk if and only if k ≥ γ. Hence,
This completes the proof of the lemma. Now define the function F : G 2 → R as
where f is the function under consideration in Theorem 1.2. By (2), the sum converges everywhere. The following lemma establishes the relevant properties of F .
Proof. The first property is obvious. Now,
. Thus, for any N, we have
Now, by (2), we have lim N →∞ P N +1 f (x) = 0. The uniform bound in (2) also allows us to use the dominated convergence theorem. This completes the proof of the lemma.
We are now ready to finish the proof of Theorem 1.2. First, let us define the function
By Lemma 2.2, we get
Since X) ). Now, as proved in the beginning of this section, (X, Y X) is an exchangeable pair of random variables. Thus,
Combining (5) and (6), we get
By Lemma 2.1, |v(x)| ≤ C for each x, where C is as defined in the statement of Theorem 1.2. This proves the second moment bound. For the exponential inequality, let us define ϕ(θ) := E(e θf (X) ) for each θ ∈ R. Since f is a bounded function, therefore ϕ is differentiable and
Proceeding exactly as before, we get
Now, for any u, v ∈ R, we have
Using this, we get
This gives ϕ(θ) ≤ Cθ 2 /4 for all θ. The proof can now be easily completed using usual arguments.
Throughout this section, U n will denote the group of unitary matrices of order n. To prove Theorem 1.1, we first need to establish a theorem about the concentration of the Haar measure on U n . Existing results of the type discussed in section 1 cannot give concentration bounds for F H , since they are based on the Hilber-Schmidt distance, which is not suitable for this purpose. Instead, we shall work with the rank distance, defined as d(M, N) := rank(M − N). The empirical distribution function is well-behaved with respect to this metric, as shown by the following lemma of Bai [1] :
Let M and N be two n × n hermitian matrices, with empirical distribution functions F M and F N . Then
This lemma is an easy consequence of the interlacing inequalities for eigenvalues of hermitian matrices. (It seems possible that this already existed in the literature before [1] , but we could not find any reference.) To find the concentration of the Haar measure on U n with respect to the rank distance, we need a random walk which takes "small steps" with respect to this metric.
Let G = U n and X be a Haar-distributed random variable on U n . We define the Y required for generating the random walk for Theorem 1.2 as follows: Let Y = I −(1−e iϕ )uu * , where u is drawn uniformly from the unit sphere in C n , and ϕ is drawn independently from the distribution on [0, 2π) with density proportional to (sin(ϕ/2)) n−1 . Multiplication by Y represents a random reflection across a randomly chosen subspace. It is easy to verify that Y ∈ U n . Now, Y −1 = Y * = I −(1−e −iϕ )uu * = I −(1−e i(2π−ϕ) )uu * has the same distribution as Y , since 2π − ϕ has the same distribution as ϕ. Also, for any U ∈ U n , UY U * = I − (1 − e iϕ )(Uu)(Uu) * ,
and Uu is again uniformly distributed over the unit sphere in C n . Hence Y satisfies all the properties required for Theorem 1.2.
Following a sketch of Diaconis & Shahshahani [4] , Ursula Porod [10] proved the following result about the rate of convergence to stationarity of the random walk induced by Y : n log n + c 0 n, we have
where d T V denotes the total variation distance.
Thus, f Y ≤ 3/n. Also, f ∞ ≤ 1. Thus, in Proposition 3.3, we get C ≤ κ log n + c for some universal constants κ and c. By choosing κ large enough, we can drop the assumption that n ≥ 16 and also put c = 0. This completes the proof.
