I
had the pleasure of reviewing the article by Tse et al., entitled "Crowdsourcing as a Novel Method for Evaluating Aesthetic Outcomes of Treatment for Unilateral Cleft Lip," with great interest. More recently, the outsourcing of labor has taken on a new venue: online labor outsourcing. Crowdsourcing is an online method that uses a large group of individuals to complete a task to collect a significant numerical sample size within a relatively short timeframe; these "crowdworkers" are compensated with a relatively small monetary fee, depending on the task. Using this technique, a significant numerical volume of individual completed tasks from the general public may be quickly collected. Tse et al. used crowdsourcing to assess the aesthetic outcomes of children who had undergone treatment of the unilateral cleft lip. They specifically aimed to (1) determine the reliability of outcome assessment by means of crowdsourcing, (2) compare outcome assessments to assessments made by cleft surgeons, and (3) determine factors that correlate with postoperative nasal appearance. Postoperative photographs of patients were included; 50 subjects were analyzed. Anonymous crowdworkers were recruited and data were collected using the Amazon Mechanical Turk platform. A total of 250 individuals participated in each of four surveys, and surveys were posted online at least 1 week apart. Notably, crowd participants were not required to participate in multiple surveys and involvement in more than one survey was not excluded. In addition, four cleft surgeons and two craniofacial fellows from the institution were recruited to participate as expert evaluators. For the expert surgeon evaluator panel, a subset of 13 images (11 cases and two controls) were selected and evaluated by six cleft surgeons. Photographs were assessed in two ways: the rank order (Elo rank) and rating The authors have introduced a new method to plastic surgery outcomes evaluation regarding the completion of repetitive tasks by Amazon Mechanical Turk, which has been used in other industries previously. [1] [2] [3] These tasks that crowdsourcing accomplishes may range from complicated scientific questions to simple repetitive tasks that are required to be completed. 2 Nonetheless, authors have cautioned that data quality has been inherently a concern with the use of large-scale Web sites to recruit participants from the general public. 1 Regarding the evaluation of images (e.g., pictographs), authors have previously observed differences in the results between those found by crowdsource workers and those found by in-person participants. Crowdsourcing, or crowdworking, has played a role in the evaluation of surgical skills and also in the simulation laboratory regarding the evaluation of proficiency. [4] [5] [6] [7] Interestingly, authors have also found crowdworkers' assessments to be correlated with "expert" evaluators as with Tse et al.'s findings. [4] [5] [6] [7] As with most large database methods, there is the limitation of the database itself. For instance, to what degree does Plastic and Reconstructive Surgery • October 2016 bias play a role in the evaluation of these patients? In large part, these crowdworkers are completing tasks for monetary compensation, and so there may be a double-edge sword present, with responders either not responding consistently for various reasons/lack of motivation, or inconsistent answers being simply averaged out over a large number of responses. Indeed, there have been authors who have analyzed the quality of the data being generated as related to the monetary compensation being provided to crowdworkers on Amazon Mechanical Turk. 8 These authors have attempted to identify those areas of the world with higher and lower quality crowdworkers, and have suggested methods of improving the quality of the average crowdworker.
Perhaps one of the most important features of a survey-type of study is its internal validation. From what I could see in the study, there was a built-in control of four age-matched patients without craniofacial findings; however, there was no additional built-in internal validation method that the authors described, which would serve to further ensure that respondents understood the directions and were suitable for answering the survey. Other studies have used attention check questions to ensure data quality. 1 The development of internal "checks" may aid in minimizing the degree of observer bias. In addition, in this study, crowdworkers could also take other surveys given during the collection period; it is not clear whether the same crowdworker could take the same survey more than once. The authors demonstrate interparticipant concordance among Amazon Mechanical Turk crowdworkers and their six-person expert panel with the evaluation of results. What is unique about this crowdsourcing study that differs from previously published studies is what is being evaluated. In prior studies, generally, active surgical skills were evaluated for proficiency. This current study has demonstrated similarity of results between a large group of layperson crowdworkers and expert reviewers.
Indeed, the outcomes of the care a cleft patient receives involve a significant amount of metrics in addition to appearance. As always, care of the cleft patient involves a multifaceted team, and functional assessment of these patients was not emphasized in this study. Perhaps there would be a future study involving functional assessment (e.g., speech) that could be crowdsourced, as a suggestion?
Overall, I believe Tse et al. have demonstrated a timely article on a form of big data collection, and I would imagine that there may be other topics of interest in plastic surgery that could be evaluated by Amazon Mechanical Turk's crowdsourcing capabilities. Social media, for instance, are another source of crowdsourcing opinion, and I anticipate the continued dissemination and collection of plastic surgical knowledge using all platforms of communication.
