We present an efficient and reliable algorithm for determining the orientations of noisy images obtained from projections of a three-dimensional object. Based on the linear relationship among the common line vectors in one image plane, we construct a sparse matrix, and show that the coordinates of the common line vectors are the eigenvectors of the matrix with respect to the eigenvalue 1. The projection directions and in-plane rotation angles can be determined from these coordinates. A robust computation method of common lines in the real space using a weighted cross-correlation function is proposed to increase the robustness of the algorithm against the noise. A small number of good leading images, which have the maximal dissimilarity, are used to increase the reliability of orientations and improve the efficiency for determining the orientations of all the images. Numerical experiments show that the proposed algorithm is effective and efficient.
Introduction
In the recent decades, cryo-electron microscopy (cryo-EM) single-particle reconstruction (SPR) has become an indispensable tool in three-dimensional (3D) electron microscopy [6, 20] in order to obtain the 3D structures of macromolecular complexes. Starting from a set of two-dimensional (2D) images taken by an electron microscope from identical macromolecular particles, SPR utilizes several image-processing techniques, mainly including image classification, orientation and 3D reconstruction. The reconstruction result is further refined using projection matching methods [15, 17, 26] to improve the resolutions.
Our objective is to solve the problems of image classification, orientation and 3D reconstruction separately and reliably. We have already developed some methods, including classification [27] and 3D reconstruction [2, 9, 11, 28] . The goal of this paper is to target the orientation problem. Orientation problem. In the cryo-EM SPR, every 2D image I approximately represents a 2D projection of the 3D object, which can be described mathematically using
Xf
(α,β, ) (x, y) :=
where f is the 3D object, and (α, β, ) are the three Euler angles which define the orientation of the projection. The vector d ∈ S 2 is the projection direction and S 2 the unit sphere in R 3 . The two vectorsẽ 1 ,ẽ 2 determine the in-plane rotation.ẽ 1 ,ẽ 2 and d are defined in the subsection 2.2. The orientation problem of the image I is to find the three Euler angles or equivalently the projection direction and the in-plane rotation. The orientation problem is critical, since we need the orientations of the images to recover the 3D structure of the object.
However, since the cryo-EM SPR images have a very low signal-to-noise ratio (SNR), exactly recovering the orientations is impossible. Hence, we seek to recover the orientations of these images approximately. Previous Work. Several methods for solving the orientation problem have been proposed. One is the randomconical data collection method [18] in which the data were collected by tilting and untilting the specimen grid. The orientations of the tilting series were determined easily from the tilt geometry and untilted series. Another is the common line-based method (see section 2.1 for the definition of common line) which determines the orientations mathematically by using of the central slice theorem which states that the 2D Fourier transform of the projections in the d-direction of a 3D function f is the same as the central slice of the 3D Fourier transform of f at the plane d ⊥ . The first common line based orientation method was proposed in [3, 4] for highly symmetrical particles by searching in a complete asymmetric unit of the orientation space. An improved common line technique named angular reconstruction was proposed in [10] for asymmetric object in which a minimum of three projections was required to calculate the orientations of the projections of the asymmetric object. In [5] , the self-common lines and cross-common lines were used to calculate the orientations and determine the hand of the icosahedral particles.
Recently, a series of common line based orientation methods were proposed in [22] [23] [24] [25] . In [22] the orientations of all the discrete radial Fourier lines of projections were calculated from first three eigenvectors of a sparse adjacency matrix. [24] proposed two algorithms which both used the computed common lines to determine the orientations, one computing the three largest eigenvectors of a symmetric matrix and another solving a semidefinite programming. The method was improved in [25] using least unsquared deviations via semidefinite relaxation. Different from algorithms in [22, 24, 25] which were based on common lines between pairs of projections, the method in [23] used triplets of projections to construct a synchronization matrix using triplets of projections which improved the noise robustness. Orientation algorithms have been implemented in the softwares. In AUTO3DEM, a polar Fourier transform method is adopted (see [1] ) that facilitates determination and refinement of orientations of individual biological macromolecules imaged with cryoelectron microscopy techniques. In the software EMAN (see [12] ) and Frealign (see [19] ), a project matching method is used for orientation. In RELION (see [21] , a Bayesian approach to cryo-EM structure determination is implemented. Our Contributions. In this paper, we present a method that significantly improves the efficiency of the method presented in [22] . Different from the method in [22] which uses all the radial Fourier lines of the projections, we only use the common lines to determine the orientations. Our algorithm also differs from [10, [23] [24] [25] in that instead of determining the Euler angles or the rotation matrices, our orientation method calculates the coordinates of the common line vectors, then determines the projection directions and the inplane rotation angles from these coordinates. In addition, in order to increase the noise robustness, we use the weighted cross-correlation to compute the common lines in the real space. The computational complexity of the algorithm is linear with respect to the number of images.
The organization of this paper is as follows. In section 2, we set up the related mathematical background. Section 3 is devoted to the robust computation of common lines and the recovery algorithm of the projection orientations, together with a few technical implementation details. Examples of the application of this algorithm to a phantom are given in section 4. We conclude this paper in section 5.
Preliminaries
In this section, we introduce the background materials related to the proposed method, including the definitions of the common line, Radon transform, Euler angles and image coordinate systems.
Radon Transform and Common Line
The 2D projection transform is equivalent to the following 2D Radon transform. Radon Transform (see [13] ). Let f (x) ∈ L 2 (R 2 ). Then for any θ ∈ S 1 , the 2D Radon transform is defined by
where θ ⊥ = {x ∈ R 2 : x T θ = 0} is the subspace orthogonal to θ and d is a unit vector in θ
where the 1D Fourier transform on the left-hand side is applied to the second variable of R 2 f with θ fixed.
The theorem above is named as central slice theorem for Radon transform. From Theorem 2.1, we have the following corollary.
For the 2D Radon transform, the following result is useful in the computation of common lines.
The common line in the Fourier space is defined as follows. 
and in-plane rotation angles
, there exists a common line between any two Fourier transforms of the images I i and I j with i ≠ j. Denote all the common lines vectors in the image I i by the set P i = {p i1 , p i2 , . . . , p i,M−1 }. Our goal is to determine the coordinates of the points P i , for i = 1, · · · , M. Then, we can derive the projection directions
In the real space, the common lines mean that the 2D Radon transforms of the two images coincide along certain lines θ 12 and θ 21 . In this paper, we compute the common lines in the Radon transform.
Image Coordinate System and In-plane Rotation
The orientation of a 3D object can be described by three Euler angles α, β and . In this paper, we use the following convention to define these angles. Denote by (x, y, z) the original right-hand coordinate system. Then α, β and are the angles of three successive axial rotations. (1) Note thatẽ 1ẽ2 d-coordinate system is also of right-handed. Assume that we have determine the projection direction d for image I, we need to find the Euler angles
, the angles α and β are uniquely defined by the equation (2.3). In fact, we do not need explicitly to calculate α and β. What we need are:
, β is uniquely defined. We can set α = 0. Therefore,
The measured 2D image I in the projection direction d can be regarded as a function defined on the plane
The two orthonormal vectorsẽ 1ẽ2 are the coordinate system of d ⊥ for the measured image I. The common lines are computed using the coordinate system. However, From the projection direction d, we can get
for = 0 from (2.1) and (2.2). The difference of the e 1 e 2 coordinate system from theẽ 1ẽ2 coordinate system is an in-plane rotation with rotation angle . The Algorithm 3.4 utilizes the difference to solve the in-plane rotation angle.
B-spline Radial Basis Functions and their Radon Transform
In order to compute the common lines in the real space based on 2D Radon transform efficiently, we represent the 2D image I with cubic B-spline radial basis functions ϕ i .
Given an even integer m ≥ 4, suppose the domain Ω =
is uniformly partitioned with grid points
where h = n+2 m , The image I is represented as
where
The cubic B-spline basis function N(s) (see [16] ) is defined on the uniform knots −2, −1, 0, 1, 2, i.e.,
The support of N(s/h) is the interval (−2h, 2h).
be a given direction. Then the 2D Radon transform of the cubic B-spline radial function
where ϕ(t) = (t 2 + a 2 ) 1 2 . Using the expression (2.10) and the integral formulas for
dt and
The Radon transform R 2 I of the image I is given by ) , where M denotes the total number of projections. Compared with using FFT, the cost of this approach is one order higher. However, its performance is quite satisfactory. The computation could be accelerated by removing small coefficients. 12) where ϵ > 0 is a given small number.
Common Line-Based Orientation Algorithm
In this section, we propose the common line-based orientation algorithm. Given a set of cryo-EM images
, and assuming that these centers of the images have been aligned before orientation. Our goal is to determine projection directions
of these images. We first determine the coordinates of the common line vectors of a subset of the projection images, named as leading images. Then the information is used to determine the coordinates of the common line vectors of the remaining images. After that, we calculate the projection directions and the in-plane rotation angles of these images so as to do 3D reconstruction in the real space. The leading images are critical for obtaining reliable common lines and orientations. In the following subsection, we present a algorithm to compute the leading images which have maximal dissimilarity.
Compute the leading images
be a set of cryo-EM images. The algorithm in the following computes the leading images.
Algorithm 3.1. Compute the leading images

Classify all the input images into
using the FTTR (Fourier-transform-based translation and rotation-invariant) method (see [27] for the classification method), where K is a userspecified number. Denote byC i the set consisting of the FTTR invariants of all the elements in C i . 
Robust Common Line Computation in the Real Space
Owing to the extremely high noise presented in the cryo-EM images, direct computation of the common lines between two images will result in large errors. Hence, denoising should be used before common line computation. We propose the following robust common line computation algorithm. Let I i and I j (i ≠ j) be two 2D projection images, with size h × h, and R 2 be the 2D Radon transform. According to Corollary 2.1, there exists directions θ ij and θ ji such that . The robust computation of the common line between I i and I j , using (3.15) directly, is difficult because of the low SNR of the images. Our strategy is to smooth the images I i and I j using Gaussian filters, obtaining two sets smoothed images at different levels. The common line is computed using the smoothed versions of the images. The Radon transforms of the smoothed images are computed using Theorem 2.2.
Given a set of cryo-EM images {I} M i=1 , we propose the following algorithm to compute the common lines. 
Determine the coordinates of the common line vectors
Assume I j , j = 1, . . . , J (J ≪ M), be the leading images with maximal dissimilarity. Denote the set of all the common line vectors in the Fourier transform̂︀ I j by P j = {p j1 , p j2 , . . . , p jk j }. We assume that p j1 , p j2 , . . ., p jk j are arranged in increasing order with respect to their polar angles. Fig. 3 .2 is used to illustrate the definition of the points p jk . Let P = {p i } N i=1 = ∪ j P j be the set of all the distinct common line vectors among these images. Denote the index set of points of P j in P as Z j = {z j1 , z j2 , . . . , z jk j }. Namely, z jk = i if p jk = p i ∈ P. Let p ∈ P i . If p = pα ∈ P, we denote the index of p as Z(p) which is α.
Although P is a set in R 3 , the points in P j locate in a 2D plane. Let (u, v) be the local coordinate of the plane and then each point p jk in P j has a uv-coordinate. Let q jk ∈ R 2 be the uv-coordinate representation of p jk and Q j = {q j1 , . . . , q jk j }. We assign an integer to q jk as Z(q jk ) = Z(p jk ), which is the index of p jk .
Suppose we have obtained Q j (using Algorithm 3.2) and Z j , j = 1, . . . , J. For the adjacent three points qz i,k−1 , qz ik and qz i,k+1 in the image I i , a linear equation is constructed as follows.
where 
is unknown. Now we normalize the system as
That is to say, P is the eigen-vector of B with respect to eigenvalue 1. By solving the linear system (3.19) for the unknown matrix P, we determine the coordinates of the points. Finally, the orientations and the in-plane rotations of all the leading images are determined. However, as a homogeneous system, P = BP cannot be solved uniquely. From a geometry point of view, this fact can be observed by noting that the orientation problem has a rotational degree of freedom of around the origin. In order to solve the system (3.19), fix the domain of̂︀ I 1 as XY-plane, then all the points in P 1 are known. Substituting these points into system (3.19) and moving the known terms to the right-handed side, we obtain a system in the following form CX = R, (3.20) where C ∈ R
N×(N−k1)
, X ∈ R (N−k1)×3 consists of the unknowns from P except the points on XY-plane and R ∈ R
N×3
. Note that since the known points are on the XY-plane, the third column of R consists of zeros. Solving system (3.20) by solving the following normal equation
using the singular value decomposition of C T C. Let C T C = UΣV T be the singular value decomposition (SVD) of C T C (see [8] ) and Y = V T X. Then we have
Theoretically, the rank of the matrix C T C is N − k 1 − 1 in general. We therefore set σ N−k1 = 0, and then have
where y
T i is the i-th row of Y and [U
is a free vector parameter, we have 21) where V N−k1−1 consists of the first N − k 1 − 1 columns of V and v N−k1 is the last column of V. From (3.21), we know that the last column of X is v N−k1 ξ 3 .
1. For d = dω, compute firstly sin α, cos α, sin β and cos β using (2.4)-(2.6). Then compute e 1 and e 2 using (2.7) and (2.8).
Setq
Since q ω,k are computed using theẽ 1ẽ2 coordinate system (2.1) and (2.2), then the in-plane rotation angle θω is determined by minimizing the following energy function 25) where R(θω) is the rotation matrix defined by θω: In this section, we use the simulated cryo-EM images to validate our algorithm. In order to produce the simulated cryo-EM images, a 3D density map (a volume data) with size 140 3 is synthesized using the crystal structure file 1FFK.pdb¹, which is the largest ribosomal subunit. Then, a dataset containing 10000 images is produced by projecting the 3D map using 10000 randomly distributed orientations. In order to explore the robustness of the proposed algorithm, we then add white Gaussian noise to the dataset with different SNRs to produce another five noisy datasets. We take SNR = 10.0, 5.0, 1.0, 0.5, 0.25, respectively. Fig. 4.3 shows six images of the original dataset and their noisy versions at different noise levels.
In the experiment, we apply the proposed orientation algorithm to the 6 datasets. We take K = 256 and J = 6. For the image sets with higher SNR (SNR=10.0, 5.0), the average-based denoising is not applied in the step 4 of Algorithm 3.1.
In the following, we first show the orientation results of the 256 representatives. Table 4 .1 gives the percentages of the orientation angular error less than 5 and 10 degrees in all directions. Fig. 4.4 shows the computed directions (the points labeled with a cross) and the exact projection directions (labeled with a circle) on the unit sphere. From Fig. 4.4(a) -(e), we can see that, as the SNR decreases, the orientation results become less and less accurate. For SNR = 10.0 and SNR = 5.0, the errors between the computed and the exact projection directions are very small. The orientation results of 10000 projections without noise and with noise for SNR = 10, 5, 1, 0.5, 0.25 are then presented. Fig. 4 .5 shows the histogram of the errors between the computed directions and the exact directions of the projection images. From this figure, we can see that the orientation results are reasonably good even if the noise level is high. Furthermore, the orientation algorithm is robust since the average-based denoising algorithm is used. The algorithm is also very efficient. It takes about 40 minutes to compute the projection directions of 10000 projections using a computer with an Intel Xeon 2.40 GHz CPU.
Finally, two sets of volume data are reconstructed using the weighted back-projection (WBP) method in the software xmipp (xmipp_reconstruct_wbp (see [7] )) for the following two cases:
1. Using 10000 projection images with noises at different SNRs and using the exact projection directions. 2. Using 10000 projection images with noise at different SNRs and using the projection directions computed from the noised data.
To show the similarity of these volume data, iso-surfaces, as shown in Fig. 4 .6, are extracted from them, taking the iso-values as the middle values of the volume data. It can be seen that the reconstructed results using the computed projection directions are similar to the reconstructed results using the exact projection directions. Hence, the orientation algorithm yields reliable results. show the iso-surfaces of the reconstructed volume data using 10000 projections with noise at different SNRs and using the projection directions computed from the noised data.
In Table 4 .2, we list the resolutions for each of the reconstructed volumes. The resolution is computed as the point at where the Fourier Shell Correlation (FSC) value is 0.5. The Fourier shell is computed between the reconstructed volume and the exact volume data. It can be seen that when SNR is lower (SNR ≤ 1), the resolutions of the reconstructed volume using the computed projection directions are even better then that of the reconstructed volumes using the exact projection directions. This amazing fact is owing to that when the adding noise to the projected images is high, the exact project directions are possibly no longer good to the exact volume. Hence, the reconstructed volumes may further away from the exact volume data.
Conclusions
An efficient and reliable orientation algorithm based on common lines has been presented. The algorithm is not sensitive to the noise, since the leading images, the weighted cross-correlation function and averagebased denoising are used. The computational complexity of the algorithm is linear with respect to the number of projection images. The experiments show that the proposed orientation algorithm gives reasonably good results for projection images with different noise levels.
