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We propose a design for a quantum interface exploiting the electron spins in crystals to swap the
quantum states between the optical and microwave. Using sideband driving of a superconducting
flux qubit and a combined cavity/solid-state spin ensemble Raman transition, we demonstrate how a
stimulated Raman adiabatic passage (STIRAP)-type operation can swap the quantum state between
a superconducting flux qubit and an optical cavity mode with a fidelity higher than 90%. We further
consider two distant superconducting qubits with their respective interfaces joined by an optical fiber
and show a quantum transfer fidelity exceeding 90% between the two distant qubits.
PACS numbers: 42.50.Ct, 85.25.Am, 03.67.Hk, 03.67.Lx
Superconducting qubits (SQs) are one of the most
promising technologies for delivering a quantum com-
puter which will operate within a single superconducting
chip [1]. Linking remotely distant superconducting chips
via an optical data bus thus opens the door for a quan-
tum internet [2–6]. To permit the optical networking of
superconducting quantum chips [1], a coherent quantum
interconnect between microwave and optical quantum in-
formation as a building block has been developed theoret-
ically and experimentally [7–13]. One way to achieve this
interlinking is to find a method to convert quantum infor-
mation held within superconducting circuits into quan-
tum information held in optical photons within one node
(or interface), then transmit the photons over an opti-
cal fibre, and finally reconvert the photonic quantum in-
formation back into the target distant superconducting
chip.
Researchers have recently focused much effort towards
devising such a quantum interface, interconverting elec-
tromagnetic radiation at different frequencies using ei-
ther optomechanical quantum systems [7–11, 13], or en-
semble of ultracold atoms [12]. Although solid-state elec-
tronic ensembles have been experimentally demonstrated
to be capable of coherent exchange with superconducting
circuits [14–17], only two proposals for a solid-state hy-
brid quantum interface have been proposed very recently
[18, 19], and one more abstract scheme for quantum state
transfer between two remote NV centers [7]. Experi-
mental progress in magneto-optic frequency conversion
exploiting optomechanical resonators has been demon-
strated for classical signals [20, 21]. We have recently de-
scribed a design for a magneto-optomechanical quantum
interface for and detailed how it can achieve high trans-
fer fidelities between distant flux qubits [13]. All of the
published proposals so far are technically challenging, us-
ing either optomechanical/magneto-optomechanical sys-
tems, or ensembles of trapped atoms in proximity to cryo-
genic superconducting circuits except [19].
In this Letter we show how such an interconversion be-
tween microwave and optical quantum information and a
quantum internet can be achieved through a solid-state
FIG. 1. (Color online) Schematic design and operation of
the quantum network. (a) Schematic of quantum network
between two superconducting flux qubits. Node A and B are
identical and connected by an one-way optical fiber. Each
node consists of a four-junction flux qubit and an ensemble of
electronic spins. The flux qubit is tuned by flux biases Φb and
Φα(t). In each node, the spins interact magnetically with a
flux qubit and optically with a cavity mode aˆc and a coherent
optical driving field Ωc. (b) Level diagram describing the
interactions between the jth spin and the flux qubit and the
optical cavity mode. Each spin is modeled as a Λ-type three-
level system, while the gap tunable flux qubit is modeled as
a two-level system. The coherent (cavity) optical field drives
the transition |rj〉 → |ej〉(|gj〉). The flux qubit magnetically
drives the transition |ej〉 → |gj〉.
electronic spin ensemble which catalyses the coupling be-
tween the flux qubit and photonic cavity mode.
We begin by describing the schematic configuration for
our quantum interface/node and later how to use two dis-
tant nodes to achieve quantum state transfer i.e. a quan-
tum network (Fig. 1). Each node works as a quantum in-
terface and composes of a Fabry-Pe´rot cavity, an ensem-
ble of spins and a gap tunable four-Josephson-junction
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2(4JJ) flux qubit. This 4JJ flux qubit is fabricated on
top of a suitable substrate (dark plane) Fig. 1. In or-
der to optically couple the ensemble of spins in a crystal
chip, a round hole is cut in the main loop of the flux
qubit such that the light in the Fabry-Pe´rot cavity can
pass through it without significant absorption and scat-
tering. The crystal chip covers the hole. The crystal
chip is cut so that the [001] direction is along the z−axis,
perpendicular to the plane of the flux qubit and parallel
with the axis of the optical cavity. In this arrangement,
the spin ensemble can effectively couple to both of the
cavity mode and the magnetic field created by the flux
qubit (see Supplementary Material for more details). We
consider that an optical coherent control field irradiates
the crystal chip at almost normal incidence to the chip.
We first discuss the swapping of quantum information
between the flux qubit and the optical cavity mode in
a single node/interface but later will consider the quan-
tum transfer between two nodes A (the source), and B
(the target), which are optically connected via a unidirec-
tional optical fiber. The latter only allows optical prop-
agation along one direction, from node A to node B and
can be realized using optical circulators [22].
We now describe the optical subsystem of each
node and the unidirectional optical fibre couplings.
We assume that the optical cavity mode aˆc,l in the
lth node (l ∈ {A,B}) has a resonance frequency ωc,l
and an intrinsic decay rate κ
(l)
i . It couples to an
output optical fiber with a coupling rate κ
(l)
ex and
connects to the other node via this fiber. Thus the
total decay rate becomes κl = κ
(l)
i + κ
(l)
ex , and we
assume κ
(l)
ex = ξlκl with 0 6 ξl 6 1. ξl < 1 represents
the photon loss in the transfer. The κ
(l)
ex denote the
couplings into the waveguide connecting the two dis-
tant nodes. In this two node network, the Lindblad
superoperator describing the one-way quantum connec-
tion breaking the time symmetry is given by
ˆˆ
LNet =
−√κex,Aκex,B
(
aˆ†B aˆAρ− aˆAρaˆ†B + ρaˆ†AaˆB − aˆBρaˆ†A
)
, where aˆ†A (aˆ
†
B) and aˆA (aˆB) are the creation and
annihilation operators of the cavity mode in node A (B).
We next describe the crystal chip spin ensemble. We
model the collection of electron spins as ensemble of
three-level systems, as shown in Fig. 1(b). These
could be either a collection of NV− centers in dia-
mond [23] or rare earth ion crystal such as Er3+ ions
in Y2SiO5 [24, 25]. Each spin system consists of three
levels: the optical excited state |rj〉, and two elec-
tronic ground states |gj〉 and |ej〉. In the case of the
NV− we have {|rj〉, |gj〉, |ej〉} = {|3E, Sz〉j , |3A,ms =
0〉j , (|3A,ms = +1〉j + |3A,ms = −1〉j)/
√
2}, while
for the Er3+ system we have {|rj〉, |gj〉, |ej〉} =
{|4I13/2, Y1〉j , |4I15/2, Z1,ms = −1/2〉j , |4I15/2, Z1,ms =
+1/2〉j}. The excited state |rj〉 decays to the state |gj〉
(|ej〉) with a rate γ0,j (γ1,j). Due to the coupling to
the magnetic environment, the state |ej〉 also decays
to |gj〉 with the rate Γ1,j and suffers pure dephasing
of a rate Γφ,j . We can describe the ensemble of spins
within each each node with the Hamiltonian (h = 1)
HSpin =
∑
j
Dj
2 Sz,j+geµBBz,j ·Sz,j+ωr,j |r〉j〈rj |, where
Sz,j is the z-component of the usual spin-1/2 Pauli op-
erators Sj for the jth spin, Dj is the zero-field splitting
with Dj ≈ 2.8 GHz[4 GHz ] for the NV−[Er3+] centers,
ωr,j is the energy of the optical excited state |rj〉. The
second term in the above Hamiltonian describes the mag-
netic interaction with the spins with ge being the Lande´ g
factor of the spin. Note that the g-factor of the electronic
spin in Er3+ can be up to ge ∼ 15 [26], which is much
larger than in NV− centers where ge ∼ 2 and µB = 14
MHz ·mT−1 is the Bohr magneton. Here we neglect the
terms related to the strain-induced splitting because they
are very small and only shift the energy of state |ej〉.
The 4JJ flux qubit can be modeled as a two-level sys-
tem with the excite state |ef 〉 and the ground state |gf 〉,
and can be tuned by the flux biases Φb and Φα. The
flux Φα threading through the α loop is used to tune the
gap T (Φα). We apply a time-dependent magnetic field
Φµ(t) = Aµ(t) cos(ωµt) to the α loop and thus tune the
gap of qubit. Thus the free Hamiltonian of the gap tun-
able flux qubit becomes HQ = ωq/2σz + Ωµ cos(ωµt)σz,
where ωq =
√
T 2+ ∈2 with ∈ (Φb) = 2Ip(Φb − Φ0/2),
(Φb is the external flux threading the qubit loop, Φ0 the
flux quantum and Ip the persistent current), is the en-
ergy bias and T is the tunnel splitting dependent on the
bias Φα, and Ωµ ∝ Aµ. In the vicinity of Φb ≈ Φ0/2 we
have T (Φα) ∈. The flux qubit associated Pauli spin-
half operators are defined as σz = |ef 〉〈ef | − |gf 〉〈gf | and
σx = |ef 〉〈gf | + |gf 〉〈ef |. The decay and pure dephas-
ing rates of the excited state of the flux qubit |ef 〉 are
denoted as γ1,qb and γ
∗
2,qb, respectively.
We now describe the tripartite interaction between the
ensemble of spins, the cavity mode and the flux qubit
within an individual node and which are graphically sum-
marized in Fig 1(b). We consider an optical Raman
transition between the two spin ground states |gj〉 and
|ej〉 formed through a combination of the external driv-
ing classical optical field and the quantum optical cavity
field. This optical driving of an individual spin at po-
sition Rj together with the cavity mode aˆc,j drives the
transition of |gj〉 ↔ |rj〉 with a rate gc,j and a phase
θj = k ·Rj , where the latter is dependent on the posi-
tion Rj and the wave vector k of aˆc,j . The the coherent
laser field Ωc,j , with the frequency ωL and chirped phase
φ(t), drives the transition of |ej〉 ↔ |rj〉. The fluctuation
in the coherent driving is taken into account by θj and
gc,j . In the dispersive regime, these optical transitions
form a Raman transition between the two ground states
|gj〉 and |ej〉, which is also arranged to dispersively couple
to the flux qubit. Such optical Λ−type configuration has
been demonstrated in both ensemble of NV− centers [23],
and Er3+ host crystals [24, 27, 28]. The diamond crystal
3chip is synthesized with (001) surface orientation such
that the magnetic field generated by the flux qubit has
a component orthogonal to the principal (z) axes of the
NV centers [17]. The total Hamiltonian of the coupled
system within one node is H =
ωq
2 σz + Ωµ cos(ωµt)σz +∑N
j gf,jσxSx,j +
∑N
j
Dj
2 Sz,j + ωr,j |rj〉〈rj | + ωcaˆ†aˆ +∑N
j
(
gc,je
ikRj aˆ†|gj〉〈rj |+ ΩceiωLt+iφ(t)|ej〉〈rj |+H.c.
)
.
We consider the first-order sideband transition and adi-
abatically eliminate the optical excited state |rj〉, then
the Hamiltonian in the one-excitation space (OES) be-
comes (see supplementary information)
H = (φ˙+ ∆˜q)σ+σ− −
N∑
j
∆jS¯+,jS¯−,j − δenaˆ†aˆ
−
N∑
j
[
gf,jJ1
(
Ωµ
ωµ
)
S¯+,jσ− + Λjξjeiθj aˆ†S¯−,j +H.c.
]
,
where φ˙ is the chirp of the coherent driving. Here we
define the detuning ∆j = ωr,j − ωr with ωr = 〈ωr,j〉,
δ = ωL−ωc, ∆0 = ωr−ωc and ∆1 = (ωr−ωL)− D¯ with
D¯ = 〈Dj〉, ∆q = ωq− δ. 〈 · 〉 means the statistical ensem-
ble average. We have the identity ∆1 − ∆0 = δ − D¯.
Under the two-photon resonance condition, δ = D¯,
and we also have, ∆˜q = ∆q − ωµ, δen =
∑N
j
g2c,j
∆0+∆j
,
∆Spin,j =
[
∆1 −∆0 − δj − φ˙+ Ω
2
c
∆1+∆j−δj
]
, and we de-
fine the operators S¯+,j = |ej〉〈gj | and S¯−,j = S¯†+,j , while
J1(x) is the Bessel function of the first kind. Here we
assume that |∆0|, |∆0|  γj with γj = γ0,j + γ1,j , and
set Λj =
Ωc
2 g¯c
(
1
∆0+∆j
+ 1∆1+∆j−δj
)
, and ξj =
gc,j
g¯c
, with
g¯c = 〈gc,j〉. Note that the detuning δen and the param-
eters gf,j , ξj , θj are fixed once the setup is fabricated. A
major advantage of our sideband transition configuration
is that it allows one to modulate the coupling rate within
the triparite configuration of flux-spin ensemble-optical
mode. This flexibility will later permit us to use Stimu-
lated Raman Adiabatic Passage (STIRAP) for quantum
transfer and this has tremendous advantage as regards
robustness to noise and parameter imprecision over fixed
on-resonance coupling schemes for transfer [17, 29].
We can now consider the swap of quantum informa-
tion between the flux qubit and the optical cavity mode
via the spin ensemble in one interface. We first deter-
mine a good model for the spin ensemble with inhomoge-
neous broadening in the transition frequencies and cou-
pling rates. We divide the spins into Ng = 20 groups
and consider small inhomogeneities between the groups
for the coupling rates gc,j , and transitions frequencies Dj ,
and ωr,j . This model reproduces quite precisely the Rabi
oscillations observed in the experimental observation [17]
(see Supplementary Material), and we use this model for
our numerical investigations below. Correspondingly, the
Jaynes Cummings coupling rates gf,j , and gc,j , are the
cooperative coupling rates of the jth group which is in-
creased by a factor
√
Nj with respect to the single-spin
coupling rate. Unlike the quantum memory by Zhu et al.
[17], the strength of the overall magnetic coupling rate
between the spin ensemble and the flux qubit is limited
by the applicable thickness of the crystal chip hosting
the spins. We will find that crystal chip must be quite
thin to avoid degradation of the transfer fidelity due to
phase mismatching and this reduced thickness restricts
the degree of achievable magnetic coupling.
To swap quantum information from the flux qubit to
the cavity mode we perform a two-photon resonant STI-
RAP transfer of the population from the flux qubit to
the optical cavity, shown in Fig. 2. The system is ini-
tially populated in the excited state of the flux qubit,
〈σee(t = 0)〉 = 1. We modulate the coherent optical driv-
ing Ωc and the flux bias Ωµ such that two Rabi frequen-
cies are Gaussian functions given by J1 (Ωµ(t)/ωµ) =
0.58e−(t−τd,f )
2/2τ2f and Ωc(t) = Ωc,0e
−(t−τd,c)2/2τ2c with
the amplitude Ωc,0, of the coherent classical optical con-
trol field. To minimize the operation time, the three
subsystems interact on-resonance such that φ˙ = ∆1 −
∆0 + Ω
2
c/∆1 − δen and φ˙ + ∆˜q = −δen yielding ωµ =
∆q + (∆1 − ∆0) + Ω2c/∆1. For Ωc,0/κ, 〈gf,j〉/κ  1,
we can finish the swap operation before the loss of the
excitation due to any decay within the system. Here
0.58
√
N〈gf,j〉 ≈ Λj ≈ 105 MHz. An advantage of this
STIRAP transfer is that the excitation of the spins is
greatly suppressed. As a result, the detrimental effect of
the inhomogeneous broadening of the spins is very small.
Figure 2 shows how well our STIRAP-based SWAP
scheme works for γ1,qb = 0.4 MHz, κ = 3 MHz. Such
high quality flux qubits [30, 31] and Fabry-Pe´rot cavities
[32] are available using existing experimental technology.
To perform the STIRAP control the pulse J1 (Ωµ(t)/ωµ)
follows the pulse Ωc(t) with a delay τd,f − τd,c = 1.25τf
and τf = τc = 3 ns (0.008γ
−1
1,qb, see supplementary mate-
rial). At γ1,qbt = 0.036, the fidelity of the photonic state
|n = 1〉 reaches its maximum, F = √〈Ψ|ρ|Ψ〉 = 0.904
corresponding to a population of P|n〉=|1〉 = 0.817. For
γ1,qb = 0.4 MHz, we can achieve a SWAP fidelity larger
than 0.81 if κ 6 5γ1,qb and g > 40 MHz. A simpler
implementation of the STIRAP technology using a con-
stant chip corresponding to the maximal ac Stark shift
Ω2c,0/∆1 can still reaches F = 0.897 at γ1,qbt = 0.035.
We can finally now seek to use our microwave-optical
quantum interface to transfer quantum information be-
tween two remote superconducting qubits by exploiting
the scheme proposed by Cirac et al. [22], to construct
a quantum internet. To perform the quantum remote
transfer we create a tripartite Raman transition where
the spin ensemble dispersively couples to the flux qubits
and the cavity modes with detuning 20
√
Ngf . Accord-
ing to the CZKM scheme [22, 33], we need only tune
the coupling Λj by modulating the control field Ωc and
4FIG. 2. (Color online) Swap of quantum information from the
flux qubit to the cavity mode via the STIRAP protocol.Grey
lines are the time modulated STIRAP couplings via a driving
classical optical field Ωc(t) (solid line) and modulated cavity-
QED coupling strength gfJ1[Ωµ(t)/ωµ] (dashed line). Blue
line shows the population of the excited state of the source
flux qubit, red line is the population of the target photonic
state |n = 1〉, while green line shows collective excitation of
the spins. Insert is the Wigner function of the cavity mode at
γ1,qbt = 0.036. Other parameters are γ1,qb = 0.4 MHz, κ = 3
MHz and g = 105 MHz.
can set Ωµ = 0. In the simulation, we eliminate the
small time delay in the control field Ωc of the node B
related to the retardation in the propagation between
two nodes [22]. As an example, Fig. 3 shows the dis-
tant transfer of the quantum state from node A to node
B. We assume that two nodes are identical. The flux
qubit-spin ensemble coupling rates
√
Ngf,j = 10κ with
κ = 10 MHz is constant in time, while we modulate
the optical Raman coupling via the classical laser driv-
ing field Ωc = Ωc,0 sech[−(t− τd,c)/τc], with Ωc,0 = 200κ
and ∆0 = 20Ωc,0. As a result, the excitation in the flux
qubit in node A is transferred to the flux qubit in node
B with a fidelity in excess of 90%. For NV− centers,
we use the collective decay rate of the ensemble of spins
Γ1,en = 12 MHz for fitting the experimental data (see
supplementary material). The quantum state of the flux
qubit A can be transferred to qubit B with a fidelity of
F = 93.3% corresponding to a Node B population of
0.87 at κt = 9.55. While for the ensemble of Er3+, the
spin magnetic excited state decay can be neglected as
T1 = 4 s[26], and the inhomogeneous broadening is 13.8
MHz. This negligible decay increases the fidelity slightly
to 95.1% (Population of 0.904).
Next we compare the available magnetic coupling rates
in two implementations using NV− centers or rare earth
ions. A more detailed discussion can be found in section
V of the supplementary material. Both the swapping
and remote transfer of the quantum information require
a strong coupling between the flux qubit and the spins.
FIG. 3. (Color online) Transfer of quantum information be-
tween two distant flux qubits (a) using an ensemble of NV−
centers with Γ1,en = 12 MHz; while (b) using an ensemble of
Er3+ with Γ1,en ∼ 0. Solid (dashed) blue line graphs the ex-
citation of the source qubit A (target qubit B), red line is the
excitation of the antisymmetric state of the combined cavity
modes of nodes A and B while the grey line shows the con-
trol pulses (identical and simultaneous in both nodes). The
inset shows the density matrix of the superconducting qubit
at node B at κt ∼ 10. Other parameters are γ1,qb = 20 kHz,
γ∗2,qb = 0, Γ
∗
2,en = 0.9 MHz, σ∆ = 14.4 MHz, σθ = 0.1pi.
However the physical size of the spin ensemble is con-
strained by the area of the flux qubit and also the crystal
chip must be quite thin to reduce the detrimental effects
of optical phase mis-match on the transfer fidelity. Due to
their large electron g−factors, rare earth ions like Er3+,
can provide a coupling rate of about 400 MHz which is
large enough for our task. However, the largest usable
magnetic coupling strength between the flux qubit and
the ensemble of NV− centers is only about 19 MHz. This
coupling rate is low to achieve a high fidelity swap of the
flux qubit quantum state. To increase the coupling rate,
we can focus the magnetic flux on the small diamond chip
using superconducting flux focusing techniques. Flux fo-
cusing can greatly increase the magnetic field strength
over the focusing region [34–36], and utilising this our
scheme can be usefully applied to an ensemble of NV−
centers to achieve good transfer fidelities.
In summary, we have proposed a theoretical scheme for
an all-solid-state quantum interface between microwave
and optical quantum information with sufficient tunabil-
ity to permit local and long-distance high fidelity quan-
tum transfer. We show that by coupling a superconduct-
ing circuit magnetically to an ensemble of three level
color centers or rare-earth ions, where the latter also
couples to an optical cavity mode, we are able to use
the STIRAP technique to swap the quantum state be-
tween the superconducting qubit and the optical cav-
ity. Using this quantum interface, we have demonstrated
the proof-in-principle quantum network transferring the
quantum information with a fidelity larger than 90% be-
tween two remote superconducting qubits. This is an es-
sential progress towards the realization of a quantum in-
ternet, in particular in the optical telecom C-band around
1550 µm using the rare earth Er3+.
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