Abstract-Computer-aided process planning (CAPP) is an important and complex in the computer integrated manufacturing system(CIMS). The expression methods of process knowledge based on manufacturing feature is established based on the analysis of characteristic of process knowledge. According to the constraints mong process knowledge, decision space of process planning based on process constraints is constructed which improved search efficiency of GA. In allusion to the uncertainty of decision of process planning, the multi-objective optimization function is established, and a GA is applied to optimization of process planning. Process planning is optimized using the reasonable coding strategy, fitness function, selection, crossover and mutation algorithm, etc. An case is offered to illustrate the process of optimization of process planing based on GA.
I. INTRODUCTION
Process planning determines how a product is to be manufactured from semi-finished products to parts using all of the manufacturing resources, which is an essential component for linking design and downstream manufacturing processes. Usually, two major tasks are involved within the process planning which are operation selection and operation sequencing. The operation selection is based on the geometric features and technological requirements, including selecting machine, cutting tool and calculating machining data, etc. Operation sequencing is concerned with selection of machining operations in steps that can produce each feature of the part by satisfying relevant technological constraints specified in part drawing. Generally, the operation sequencing in the process planning should realize the some objective, for example, minimizing the sum of machine, cutting tool, and change fixture costs, Which has combinatorial characteristics and complex precedence relations, and the characteristics and relations make the operation sequencing problem difficult to solve. An excellent process plan is set up based on two elements: (1) the optimized sequence of the operations of the part and (2) the optimized selection of machine, cutting tool, and fixture for each operation. The purposes of optimization of process planning is to get the optimal process plans .
CAPP means to plan the process route by using computers to simulate the experienced process-planning engineers, and is a typical problem of multi-objective optimization. Although many CAPP systems have been reported in literature, only few of them have considered the optimization of the sequence of operations, and suggested alternative sequence of operations or process plans. As the operations sequencing problem involves various interdependent constraints, it is very difficult to formulate and solve this problem using integer programming and dynamic programming methods alone. The traditional CAPP mainly solves operations sequencing problem by linearization methods, namely determines the next task based on the end of the last task, which leads some of scheme to be abandoned at the early immature stage. In result, the final scheme is not the optimal scheme, even is totally different from the optimal scheme. With the development of AI technology, algorithms such as GA and Ant Colony Optimization(ACO) are applied to research on optimization of process plans [1] [2] . In the past two decades, GA has been widely applied for solving complex manufacturing problems, e.g. job shop scheduling and process planning, etc. Based on the previous research, this paper presents the application of a GA in CAPP to optimization of process planning, proposes the representation methods of process knowledge based on feature, establishes the multi-objective optimization function, and uses GA to optimize process plans.
Section Ⅱ reviews the literature on relevant research work. Section Ⅲ introduces the problem formulation, and Section Ⅳ describes the expression of process knowledge based on manufacturing feature and the key knowledge based on process constraints. Section Ⅴ provides examples that illustrate the modifed genetic algorithm for optimization of process planning. Conclusions are summarized in Section Ⅵ.
II. RELEVANT RESEARCH WORK
As a part of manufacturing automation solutions, CAPP has received much attention in both academia and industry during the last three decades. CAPP systems can be categorized into variant or generative types or their combinations. In a variant system, a set of standard plans is established and maintained for each part family. The plans are then retrieved using a classification and coding scheme as used for group technology. In a generative system, a process plan for a new part is automatically created. For this purpose, the decision logic is built into the computer system as decision tree, decision table and knowledge-based expert system. Feature sequencing and operation sequencing are two different levels of process sequencing in the literature. Feature sequencing is concerned with high-level process planning activities. As a part may contain many features, a proper sequence for machining these features is vital in achieving efficient and high-quality manufacture of the part. Here, a setup refers to a group of features that can be machined in a certain fixturing configuration. Feature sequencing is also relevant to minimization of the number of setup and tool changes. On the other hand, operation sequencing deals with the problem of determining in what order to perform a set of selected operations such that the resulting sequence satisfies the precedence constraints established by both parts and operations [3] . The nature of operation sequence generation is to develop a feasible and optimal sequence of operations for a part based upon the technical requirements, including part specifications in the design, the given manufacturing resources, and certain goals, such as cost or time target. The operation sequence generation problem can usually be modeled as large-scale and combinational optimization problems [4] . GA, Particle Swarm Optimization(PSO) and Simulated Annealing(SA) approaches have been applied to operation sequencing [5] [6] .
A genetic algorithm was applied for a quick identification of optimal or near-optimal operation sequences as a global search technique. Since sequences can be obtained quickly, this algorithm can actually be used by the process planner to generate alternative feasible sequences for the prevailing operating environment [7] . Lin and Wang proposed a two-phase solving structure. In phase I, selection of process plans for a group of parts were emphasized for the next planning cycle. It was formulated and solved as a dynamic programming problem. In phase II, two 0-1 integer coding models are formulated and solved for selecting and sequencing operations and tools for those process plans [8] . But regarding a single sequence of operations may not be the best for all the situations in a changing production environment with multiple objectives, such as minimizing number of setups and tool changes, maximizing machine utilization [8] .
Lee et al. developed local search heuristics based on SA and Tabu Search (TS), which improved local search capability of the algorithm, avoid obtain local optimal results and could obtain good operation sequences within a reasonable amount of computational time. The results randomly generated problems showed that the algorithms based on TS are better than the algorithms based on SA on overall average. In particular, one of the TS algorithms suggested optimal solutions for most small-sized test problems within very short computation times [3] .
Ding et al. presented an optimization scheme for process sequencing based on multi-objective fitness function: minimum manufacturing cost, shortest manufacturing time and best satisfaction of manufacturing sequence rules. A hybrid approach was proposed which incorporates a GA, neural network and analytical hierarchical process (AHP) for process sequencing. A globally optimized fitness function was defined including the evaluation of manufacturing rules using AHP, calculation of cost and time and determination of relative weights by neural network techniques. The implementation and test results of process sequencing based on GA, neural network and AHP were discussed [9] .
Li et al. modeled the process planning as a combinatorial optimization problem with process constraints, and a hybrid alogrithm combining GA with SA algorithm was developed to solve it. The evaluation criterion was the combined costs of machine, cutting tool, machine change, tool change and setup. The GA was excuted to generate some initially excellent process plans. Based on a few selective plans with Hamming distances between each other, the SA algorithm was excuted to search for alternative optimal or near-optimal process plans. In the GA and SA algorithms, some preliminarily defined precedence process constraints between features and operations were manipulated. A case study and comparisons with single GA and SA approaches showed that this hybrid algorithm could achieve highly satisfactory results [10] [11] .
Mojtaba and Reza proposed two levels of planning in the process planning, namely, preliminary and secondary and detailed planning. For the preliminary stage, the feasible sequences of operations are generated based on using a genetic algorithm (GA) and the analysis of constraints. In the detailed planning stage, using a genetic algorithm again which improves the initial feasible sequences, the optimized operations sequence and the optimized selection of the machine, cutting tool, and TAD are obtained [12] .
PSO and ACO were also used to implemente optimization of process plans [5] [2].
.
Ⅲ PROBLEM FORMULATION
Selecting machines, cutting tools, fixtures and operations sequence reasonably is an important part of process planning. Process plan is initially decided based on the corresponding process knowledge, however, the process plan is often not optimal in the current production environment. In fact, decision of process planning is a constrained nonlinear optimization, namely:
In (1) x is n dimensional vector. h i (x) and g j (x) are the constraint function. The optimal process plan means to achieve minimum objective function on the premise of constraint function. The optimization objective of process planning is making the process to be minimum cost, or maximum efficiency. In the traditional processing methods, quality, efficiency and cost often restrain each other. Engineering practice shows that the frequent replacement of machine, cutting tool and fixture will lead to lower efficiency, higher cost. Therefore, minimizing the number of fixture changes, maximizing the machines utilization and minimizing the number of cutting tool changes are the optimal objective, the key process knowledge is constraint function in this paper. According to the concrete production environment, the above 3 optimization objectives are to set the weight coefficients respectively, and then are summed up. The result of summing is the optimization objective. The multiobjective optimization problem is transformed into single-objective optimization problem.
Ⅳ EXPRESSION OF PROCESS KNOWLEDGE
After arranging and regulating the process data, the relatively fixed process knowledge is obtained. In CAPP, expression of process knowledge means that process knowledge is applied to the process of computer programming through some kind of data structure, is modeling and formalization of process knowledge. Practice has showed that the particle size of process knowledge affects the expression of process knowledge. The smaller the particle size of process knowledge is, the richer the amount of knowledge is. Thereafter, process knowledge is described as 8 aspects of process plan, machining operation, manufacturing feature, manufacturing stage, machine, cutting tool, fixture and machining data. To clarify the process planning, parts are represented by manufacturing feature. In general, elements of the part is made of the essential manufacturing feature processing, such as holes, grooves and planes etc [13] . Fig. 1 shows a part composed of m features, in which each feature can be manufactured by one or more machining operations (n operations in total for the part). Each operation can be executed by several alternative plans if different machines, cutting tools, or fixtures are chosen for this operation. A process plan for a part consists of all operations needed to process the part and their relevant machines, cutting tools, fixtures, machining data, and operation sequences, etc.
In CAPP characteristic vectors can describe every kind of process knowledge. Process plan of the part can be 
In (2) i is the amount of machining operation of the part, OP i is the ith machining operation of the part which can be expressed as a 7 dimensional characteristic vector:
In (3) P is manufacturing feature, S is manufacturing stage including roughing, semi-finishing, finishing, D is the locating datum, Y is machining data, E is machine, C is cutting tool and J is fixture. Each characteristic vector among OP i can also be expressed by the corresponding characteristic vector. For example, the characteristic vector of manufacturing feature can be expressed as follows:
In (4) ID is serial number of manufacturing feature, which unites number to unique the manufacturing feature. F is the type of feature, such as holes, grooves and planes, etc. A is machining accuracy. The characteristic vector of machining data can be expressed as follows:
In (5) ID is serial number, each machining data of process plan of the part unites number to unique the machining data. v is cutting speed and unit is m/s, f is feedrate and unit is mm. a p is cutting depth and unit:mm.
The other process knowledge can also be described the corresponding characteristic vector. The above 8 process knowledge can express the process plan of complex parts accurately. Manufacturing feature is the basis of optimization of process planning. According to the features of the machining surface, such as size, location and shape accuracy, the machining, cutting tool, fixture, and locating datum are determined, the manufacturing stage is divided. In order to achieve technological requirements, deciding the reasonable process plan must follow the precedence relations among manufacturing features, namely, process constraints [3] [14] . In CAPP process constraints are called the key process knowledge. The key process knowledge usually include the following:
• Giving priority to manufacture major feature. When there is geometric tolerance in the feature, the feature is the major feature manufactured prior to other feature. The major feature is manufactured prior to the the auxiliary feature.
• Giving priority to manufacture plane. The plane is manufactured prior to the hole. This way not only can ensure the stable and reliable locating datum while manufacturing the hole, but ensure the position accuracy between the plane and the hole.
• First roughing, then finishing. Generally the part feature is manufacturing in phases, Roughing should be arranged prior to finishing.
• Other process constraints, such as process constraints based on the maximum efficiency. .
Ⅴ APPLICATION OF A MODIFIED GENETIC ALGORITHM IN PROCESS PLANNING
GA is an optimization algorithm based on global probability search which applys theory of natural selection and survival of the fittest to the optimization process. In the optimization process it repeatedly applys the genetic operators to the population which maybe include the optimal solution, and can evolve the solution continually to achive to the optimal or near optimal solution. Generally, the overall structure of the GA can be described as follows:
• Chromosome representation: The genes of the chromosomes describe the machining operations of the part. Each chromosome represents a solution for the problem.
• Initializing population: The initial chromosomes are obtained randomly.
• Fitness evaluation: The number of machine, cutting tool, fixture changes are computed for each chromosome in the current generation.
• Selection:At each iteration, the best chromosomes are chosen for reproduction.
• Daughter generation: The new generation is obtained by changing the sequencing of machining operation. The rules of the key process knowledge preserve feasibility of new individuals. New individuals are generated until a fixed maximum number of individuals is reached.
• Stop criterion: If the stop criterion is satisfied, the algorithm ends and the best chromosome, together with the corresponding process plan, is given as output. Otherwise, the algorithm iterates again the steps above. The following takes the part of Fig.2 as an example to illustrate the optimization of process planning based on GA.
A. Coding strategy
To optimization of process planning, the chromosome corresponds to process plan of the part, and gene corresponds to every machining operation of process Figure 2 . Chart of an example of a part plan. The order of the gene in the chromosome represents the sequence to be followed. As a result, a process plan is represented by a random combination of genes. If the part process planning consists of n machining operations, accordingly every chromosome has n genes which is expressed as follows:
In (6) gene G i represents the ith machining operation. According to the content of section Ⅳ , gene must include the information of manufacturing feature, machine, cutting tool and fixture, etc. Therefore, this paper determines that gene consists of 5 decimal codes which respectively represents manufacturing feature, machine, cutting tool, the location datum and machining stage. The valus range of the front 4 code is 1~n which represents ID of the corresponding characteristic vector. The valus range of machinig stage code is 1~3 which respectively represents roughing, semi-finishing and finishing. Genes of the part in Fig.2 are shown in TABLE І.
B. Initializing population
Generally, population is randomly initialized as decision space of process planning according to coding strategy and chromosome length. However, population is initialized in accordance with the rules of the key process knowledge because of process constraints. According to the rules of the key process knowledge, precedence relationships among the feature of the part in Fig. 2 are shown in TABLEⅡ.
The algorithm of checking chromosome circularly iterates through every chromosome of initial population in CAPP. From the beginning of the last gene the total chromosome is traversed. The Algorithm checks in turn whether each gene of the corresponding chromosome meets the rules of the key process knowledge. If the gene does not meet rules, algorithm of checking the total chromosome is stopped, otherwise, starts from the penultimate gene and traverses all the genes before the gene. And so on, the algorithm does not stop until every gene in the chromosome is traversed. The algorithm of checking chromosome is shown in Fig. 3 . For the part in Fig. 2 chromosomes space R include n chromosomes consisting of 14 genes, which constitute decision space of process planning. Decision space consisting of the chromosome which meets the rules of the key process knowledge can reduce the search space of genetic algorithms and avoid the defective chromosome as far as possible. Algorithm of initializing population is shown in Fig. 4 . Two valid chromosomes are shown in Fig. 5 .
C. Fitness evaluation
According to section Ш, the multi -objective function is transformed into a single objective function by weighted. The objective function is shown as follows: Figure 3 . Algorithm of checking chromosome
In (7) x is chromosomes, S J (x) is the number of fixture changes of the chromosome x, S C (x) is the number of cutting tool changes of chromosome x, S E (x) is the number of machine changes of chromosome x, α J is the weight of S J (x), α C is the weight of S C (x),α E is the weight of S E (x). G i (3) is the cutting tool serial number of the ith gene, G i (2) is the machine serial number of the ith gene, G i (4) is the locating datum serial number of the ith
is a judging function and is shown as follows:
The fitness function is used to connect the problem and the algorithm. The adaptability of the chromosome is expressed by the fitness value. The larger the fitness value is, the more outstanding individual is. The fitness function is constructed based on the objective function which should remain positive value and have the same extreme point as the objective function. The fitness function F(x) is shown as follows:
In (9) S max takes the maximum of S(x). Each process plan of the part in Fig.2 consists of 14 machining operations. The maximum of S E (x), S C (x) and S J (x) all are 13, then, S max is 13 according to (7) . According to (9) , the smaller the S(x) is, the larger the F(x) is, the closer the optimal chromosome is. 
D. Selection,crossover,mutation
Selection is the basic operators of GA. In order to guarantee the astringency of GA, the optimal chromosome in one population is retained to the next population directly, namely, the elite chromosomes must be retained. The basis of whether the individual is selected is the fitness value. The chromosome with the big fitness value is selectd, otherwise, the chromosome is eliminated. In order to avoid local optima, The probability of selection is setted for the elite chromosomes which have the same or close to the fitness value, usually is 10%-20%.
The crossover operator used for optimization of process planning is double point crossover in this paper. A random number between zero and one is generated. If this number is less than or equal to the pre-determined probability of crossover which is setted 50%-90% usually, then the crossover is done for the two chromosomes according to the following crossover rule:
(1) Two parent chromosomes are selected randomly from population, for example, A and B. (2) While the length of chromosome A is n, two crossover points are generated randomly in the interval [2, n -1]. (3) The genes between the two crossover points are removed and the genes outside of the two crossover points remain unchanged. Then the genes missing outside of the two crossover points is searched in B chromosome, which are inserted into the two crossover points in accordance with the original order. As result, the new daughter chromosome is generated. (4) Algorithm of checking chromosome is called to determine the validity of the new daughter chromosome. If valid, the chromosome enters the daughter population, otherwise, returns (2). The two chromosomes in Fig.5 are taken as an example to show crossover operator. The two crossover points in chromosome A is X = 6 and Y = 11, then the new daughter chromosome C is generated by crossover in Fig.  6 . The two crossover points in chromosome B is X = 6 and Y = 11, then the new daughter chromosome D is generated by crossover in Fig. 6 .
A mutation operator makes random changes in one or more genes of the choromosomes. Mutation is done with a small probability, called mutation probability, Ususally mutation probability is 1%-10%. This is done not only to protect loss of some potentially useful chromosomes, but also avoid premature convergence of the entire feasible space caused by some elite chromosomes. The mutation is done for the chromosome according to the following mutation rule:
(1) Some chromsomes of the daughter generation, which are obtained through the two abovementioned operators, are selected. (2) While the length of chromosomes is n, the positions of two genes in each chromsome are generated randomly in the interval [1, n] . (3) The two genes are exchanged. The new daughter chromosome is generated by mutation. (4) Algorithm of checking chromosome is called to determine the validity of the new daughter chromosome. If valid, the chromosome enters the daughter population, otherwise, return3 step (2). The chromosomes C in Fig. 6 are taken as an example to show mutation operator. The third gene and 7th gene in chromosome C are exchanged, then the new daughter chromosome is generated by mutation in Fig. 7 .
E. Stop criterion
Generally there is two stop criterions. First, while the specified number of iterations is achieved, caculation is stopped. Second, the fitness value of the individual does not change or changes little after several iterations, then caculation is stopped. This paper adoptes the first criterion.
Ⅵ RESULTS
According to the part in Fig.2 , 20 chromosomes are setted. Selection probability is setted to be 10%, crossover probability is setted to be 80%, mutation probability is setted to be 5%,α J is settted to be 0.2, α C is setted to be 0.2, α E is setted to be 0.6, iterations are 100. Finally, the optimal chromosome is shown in Fig. 8 , the correspongding process planning is shown in TABLE Ⅲ. 1,1,2,1 2,1,1,3,1 4,2,2,3,1 1,1,1,3,1 1,1,1,3,2 2,1,1,3,2 8 3,1,1,2,1 3,1,1,2,2 4,2,2,3,1 2,1,1,3,1 1,1,1,3,1 8,4,7,3,1 1,1,1,3,2   2,1,1,3,2 8,4,8,3,2 4,2,3,3,2 7,2,5,4,1 7,2,6,4,2 5,3,4,3,1 9,5,9,3,1 A B Figure 6 . Two daughter chromosome generated by chromosome crossover C: chromosome1 D: chromosome2 Figure 7 . A daughter chromosome generated by chromosome mutation II. CONCLUSION Optimization of process planning is every important in CAPP. In this paper a GA is adopted in optimization of process planning. In this method the natural number is adopted in coding strategy, and the operators of selection, crossover and mutation are executed on the population repeatedly to search the optimal process planning. At last the optimal or near-optimal process planning can be obtained. The process of applying GA to determine and optimize process planning is illustrated by a concrete example.
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