As a generalization of the Fourier transform, the fractional Fourier transform was introduced and has been further investigated both in theory and in applications of signal processing. We obtain a sampling theorem on shift-invariant spaces associated with the fractional Fourier transform domain. The resulting sampling theorem extends not only the classical Whittaker-Shannon-Kotelnikov sampling theorem associated with the fractional Fourier transform domain, but also extends the prior sampling theorems on shift-invariant spaces.
Introduction
Let P W π := {f ∈ L 2 (R) 
R). Then the
Whittaker-Shannon-Kotelnikov (WSK) sampling theorem [16, 20, 25] says that any f (t) in P W π is determined by its samples {f (n) : n ∈ Z}, and can be reconstructed via
where sinc(t) := sin πt πt . As a generalization of FT, the fractional Fourier transform (FrFT) was introduced in 1980s [17, 18] . For any f ∈ L 2 (R) and θ ∈ R we let
be the FrFT of f (t) with respect to θ where
if θ + π = 2πn, n ∈ Z c(θ)e ia(θ)(t 2 +ξ 2 )−ib(θ)tξ otherwise is the transformation kernel with c(θ) =
1−i cot θ 2π
, a(θ) = cot θ 2 , and b(θ) = csc θ. The inverse FrFT with respect to θ is defined by the FrFT with respect to −θ, that is,
For notational ease we write a(θ) and b(θ) as a and b, respectively, whereas we keep c(θ) to avoid a confusion over c(n) of a sequence c = {c(n)} n . Note that the FrFT is a unitary operator from L 2 (R) onto L 2 (R) and corresponds to the FT when θ = 
denotes a domain independent modulation function [3] . We call f (t) the chirpmodulated version of f (t). Then it follows, by definition, that [5, 22, 23, 27] . For instance, assume that f (t) is band-limited to [ 
On the other hand, Hardy [11] pointed out that the WSK sampling theorem can be proved by so-called Fourier duality between P W π and L 2 [0, 2π]. To describe it we first define the Zak transform. For any φ(t) ∈ L 2 (R) let Z φ (t, ξ) := n∈Z φ(t−n)e inξ be the Zak transform [13] of φ(t). Then Z φ (t, ξ) is well-defined a.e. on R 2 and quasi-periodic in the sense that Z φ (t + 1, ξ) = Z φ (t, ξ)e iξ and Z φ (t, ξ + 2π) = Z φ (t, ξ).
Here ·, · denotes the inner product in
which is the WSK sampling expansion on P W π . Motivated by Hardy's approach, Garcia et al. [10] define an integral operator J from L 2 [0, 2π] onto its range, say V (φ), by
for some φ(t) ∈ L 2 (R). They prove that under a suitable condition on φ(t), J is a bounded invertible operator from L 2 [0, 2π] onto V (φ) and {Z φ (n, ξ) : n ∈ Z} forms a stable basis (or a frame) of V (φ). Thus, by the same token, it follows via J that
where
Note that V (φ) = span{φ(t − n) : n ∈ Z} and f (t) ∈ V (φ) implies f (t − n) ∈ V (φ) for n ∈ Z. We call V (φ) the shift-invariant space generated by φ(t). Obviously, this approach reduces to Hardy's when φ(t) = sinc(t).
V (φ), as a generalization of P W π (=V(sinc)), has been widely studied from the beginning of 1990s. The structure of V (φ) is addressed by so-called fiber analysis in [4, 8, 19] . A sampling theorem on V (φ) has been investigated in various directions. See [1, 6, 9, 14, 15, 21, 24] and references therein.
Recently, Bhandari and Zayed [3] extend V (φ) into a chirp-modulated shiftinvariant space
Here * θ is the fractional semi-discrete convolution to be specified later in (6) .
, and is no longer (integer) shift-invariant. Using (3), they obtain a sampling expansion on V θ (φ). However there is a gap in determining the structure of V θ (φ) (Remark 3.4) and their sampling expansion is formally presented: no condition is given for such sampling expansion to hold in V θ (φ).
In this paper, motivated by [10] , we define a bounded invertible operator
, and use it to derive a sampling expansion on V θ (φ). We call this isomorphic relationship the fractional Fourier duality. The structure of V θ (φ) is also addressed. Our results extend those of [10, 15] and improve the previous sampling theory on V θ (φ) by filling the gap in [3] . This paper is organized as follows. In Section 2 we define the notation and terminology needed throughout the paper and provide useful properties of them. In Section 3 a condition for V θ (φ) to be a reproducing kernel Hilbert space is presented. In Section 4 the fractional Fourier duality is defined. We discuss conditions under which a certain sequence of functions forms a frame or a Riesz basis of L 2 [0,
2π |b| ]. Using this together with the Fourier duality, we derive a sampling expansion on V θ (φ). As an illustrating example the sampling theorem of band-limited signals in the FrFT domain is given.
Preliminary
A sequence {φ n : n ∈ Z} of vectors in a separable Hilbert space H is
• a Bessel sequence with a bound B if there is constant B > 0 such that
• a frame of H with bounds (A, B) if there are constants
• a Riesz basis of H with bounds (A, B) if it is complete in H and there are constants B ≥ A > 0 such that
We introduce some useful properties of the FrFT [2, 28] :
We have defined the FrFT F θ in the previous section as a generalization of the FT F . Analogously, we define useful notations associated with θ, most of which are borrowed from [3] . For any φ(t) ∈ L 2 (R) let
be the discrete FrFT of c with respect to θ. The inverse discrete FrFT is
We remark that, as a consequence of Lemma 4.3,
A Hilbert space H consisting of complex valued functions on a set E is called a reproducing kernel Hilbert space(RKHS) if there is a function q(s, t) on E ×E, called the reproducing kernel of H, satisfying
In an RKHS H any norm converging sequence also converges uniformly on any subset of E, on which q(·, t) 2 H = q(t, t) is bounded. The reproducing kernel of H is unique and obtained by q(s, t) = n∈Z e n (s)e n (t) where {e n : n ∈ Z} is an orthonormal basis of H [12] .
be the fractional semi-discrete convolution of c and φ(t) with respect to θ. Here * denotes the conventional semi-discrete convolution, i.e. (c * φ)(t) = n∈Z c(n)φ(t − n). It should be noticed that (6) may or may not converge in
Proof. We refer to Lemma 7.1.6 of [7] and Lemma 1 of [3] .
Remark 2.2. To make sure (c * θ φ)(t) to be well-defined in L 2 (R), we assume in Lemma 2.1 that { φ(t − n) : n ∈ Z} is a Bessel sequence, while the authors of [3] assumed φ to have a compact support (Lemma 1 of [3] ).
as the chirp-modulated shift-invariant space generated by φ(t). As already mentioned V θ (φ) may or may not be well-defined in L 2 (R). For notational ease we let
so that
be the fractional Zak transform of φ(t) with respect to θ. As a consequence of
. By Lebesgue's dominated convergence theorem we have
and, therefore,
and
inξ denotes the conventional Zak transform [13] of φ(t). We close this section with the following useful observations:
The aim of Section 3 is to determine V θ (φ) as an RKHS. In [15] , Kim and Kwon show that V (φ) becomes an RKHS depending on behavior of C φ (t). Their result, however, can not be directly applied to V θ (φ) since it is no longer a shift-invariant space.
Consider the linear operator
. It is easy to see that for V θ (φ) to be an RKHS, it is necessary that φ(t) is well-defined everywhere on R and C φ,θ (t) < ∞ for t ∈ R.
Conversely, following Proposition 2.3. of [15] , we have:
R) be well-defined everywhere on R, and let C φ,θ (t) and η θ (t) be given by (4) and (7), respectively. Assume C φ,θ (t) < ∞ for t ∈ R.
⊥ } is an RKHS in which any f (t) = (c * θ φ)(t) is the pointwise limit of η θ (t) n∈Z c(n) φ(t − n), which converges also in L 2 (R). Here
is an RKHS in which any f (t) = (c * θ φ)(t) is the pointwise limit of η θ (t) n∈Z c(n) φ(t − n), which converges also in L 2 (R) and uniformly on R to a continuous function on
Proof. Thanks to U θ , {η θ (t) φ(t − n) : n ∈ Z} is a Bessel sequence, a frame, a Riesz basis, or an orthonormal basis of V θ (φ) if and only if { φ(t − n) : n ∈ Z} is a Bessel sequence, a frame, a Riesz basis, or an orthonormal basis of V ( φ), respectively. We refer to the proof of Proposition 2.3. of [15] . Then it is sufficient to show that (i) the point evaluation operator l t (·) : V θ (φ) → R, defined by l t (f ) := f (t) for t ∈ R, is bounded, and (ii) Ker(T θ ) = Ker(T ) where
we have (ii).
We have actually proved that V ( φ) is an RKHS if and only if V θ (φ), as an isomorphic image of V ( φ) through U θ , is an RKHS. This is not true with an arbitrary isomorphic image of V ( φ). Note here that q θ (s, t) = η θ (s)η θ (t)q(s, t) where q θ (s, t) and q(s, t) denote the reproducing kernels of V θ (φ) and V ( φ), respectively.
We are now interested in the following question: When does {η θ (t) φ(t − n) : n ∈ Z} form a frame or a Riesz basis of V θ (φ)? If θ = π 2 the behavior of a sequence of the form {η θ (t) φ(t−n) : n ∈ Z} in V θ (φ), can be characterized by socalled fiber analysis. We refer to [4, 7, 8, 15] for details. We adapt Theorem 7.1.7 of [7] and translate it into the following two propositions. The proofs are omitted since they are essentially the same as the proof Theorem 7.1.7 of [7] , provided that one notices
, B ≥ A > 0 and let η θ (t) be given by (7). Then {η θ (t) φ(t − n) : n ∈ Z} is Or equivalently, we have:
2 (R) and B ≥ A > 0, and let T θ and η θ (t) be given by (6) and (7), respectively. Then {η θ (t) φ(t − n) : n ∈ Z} is (a) a Bessel sequence with bound B if and only if T θ is a bounded linear operator from
(b) a frame of V θ (φ) with bound (A, B) if and only if T θ is a bounded linear operator from ℓ 2 (Z) onto V θ (φ) and
(c) a Riesz basis of V θ (φ) with bound (A, B) if and only if T θ is an isomorphism from ℓ 2 (Z) onto V θ (φ) and
Remark 3.4. In [3] , the authors claim that the formula (26) of [3] is the necessary and sufficient condition for { φ(t − n) : n ∈ Z} to be a Riesz basis of V θ (φ). However it is the one for { φ(t − n) : n ∈ Z} to be a Riesz basis of V ( φ), but not of V θ (φ). Or equivalently, it is the necessary and sufficient condition for {η θ (t) φ(t−n) : n ∈ Z} to be a Riesz basis of
For { φ(t − n) : n ∈ Z} to be complete in V θ (φ), there should be some constant M such that c(θ)χ [0,1) (t) = M e iat 2 χ [0,1) (t) for t ∈ R, which is true only if a = 0, or equivalently θ = π 2 + nπ for n ∈ Z.
The fractional Fourier duality
In what follows we always let Assumption 4.1 below hold so that by Proposition 3.1 and 3.2, V θ (φ) becomes an RKHS and {c(θ)λ θ (t) φ(t − n) : n ∈ Z} is a Riesz basis of V θ (φ).
Assumption 4.1. Let ∆ := 2π |b| = 2π| sin θ| and φ(t) ∈ L 2 (R).
• φ(t) is well-defined everywhere on R;
• there exist constants
We consider the bounded linear operator
Proposition 4.2 (cf. Theorem 1 of [10] ).
Proof. J θ maps the orthonormal basis {K θ (n, ξ) : n ∈ Z} of L 2 [0, ∆] into the Riesz basis {c(θ)λ θ (t) φ(t − n) : n ∈ Z} of V θ (φ), so it is bijective. For (a) it suffices to show that J θ is bounded. This follows since (
: n ∈ Z} and B denotes the upper bound of the Riesz basis {c(θ)λ θ (t) φ(t − n) : n ∈ R} of V θ (φ).
Since {c(θ)λ θ (t) φ(t−n) : n ∈ R} is the Riesz basis of V θ (φ), { φ(t−n) : n ∈ Z} is a Bessel sequence. Thus (b) follows by Lemma 2.1. Finally (c) is obtained by (9) .
We are to derive a sampling expansion on V θ (φ) of the following form:
where 0 ≤ σ < 1 and {S n (t) : n ∈ Z} is a Riesz basis or a frame of V θ (φ). Since V θ (φ) is an RKHS, f (t) is well-defined for any t ∈ R. Thus for any F (ξ) ∈ L 2 [0, ∆] we have from (9) and (13) that
where f (t) := (J θ F )(t).
(a) {g(ξ)ρ(n)e −ibnξ : n ∈ Z} is a Bessel sequence with bound B > 0 if and
(b) The following are equivalent.
Proof. Note that {g(ξ)ρ(n)e −ibnξ : n ∈ Z} is a Bessel sequence, a frame, a Riesz basis, or an orthonormal basis of L 2 [0, ∆] if and only if {g(ξ)e −ibnξ : n ∈ Z} is a Bessel sequence, a frame, a Riesz basis, or an orthonormal basis of
We then refer to the proof of Theorem 2 of [10] for (a) and (b). (c) can be deduced by essentially the same way as in proofs of (a) and (b).
For later use we note that, as an consequence (c) of Lemma 4.3 with g(ξ) = c(θ)λ θ (ξ) and ρ(n) = λ θ (n), {K θ (n, ξ) : n ∈ Z} is an orthonormal basis of
Theorem 4.4. Let Assumption 4.1 hold. Let 0 ≤ σ < 1, and let λ θ (·) and C φ,θ (t) be given by (2) and (4), respectively. The following are equivalent.
(a) There is a frame {S n (t) : n ∈ Z} of V θ (φ) such that
(b) There is a Riesz basis {S n (t) : n ∈ Z} of V θ (φ) such that
(c) There are constants β ≥ α > 0 such that
where Z φ,θ (·, ·) is the fractional Zak transform of φ, defined by (8) .
In this case (16) and (17) converge in L 2 (R) and uniformly on a subset of R, on which C φ,θ (t) is bounded, and
where S(t) is in V θ (φ) such that
and S n (σ + k) = δ n,k for n, k ∈ Z.
Proof. We remind from (15) that for any 
Thus we obtain a frame (or equivalently, a Riesz basis) expansion of
−ibnξ ](t). In this case, by (c) of Proposition 4.2, setting S(t) := J θ [h θ ](t) ∈ V θ (φ), we obtain (19) . Now assume (a). Applying J 
Here, q θ (·, ·) denotes the reproducing kernel of V θ (φ). Finally we have (20) by substituting φ(t) into f (t) on (16), followed by taking F θ on both sides. Z φ,θ (t, ξ), as a function of ξ, is not ∆-periodic. So α and β in (18) vary depending on an interval of length ∆. For instance, one can take an interval as [−∆/2, ∆/2] while we take as [0, ∆] in (13) . However it is interesting to note that the synthesis function S n (t), given by (19) , is independent of the interval. Based on this observation, we have: 
where E is an interval of length ∆ in R, and Z φ,θ (·, ·) is the fractional Zak transform of φ, defined by (8).
Proof. We need to show that S n (t) (or equivalently, S(t)) is given independently of the choice of an interval of length ∆. Since the denominator λ θ (ξ)Z φ,θ (σ, ξ) = n∈Z φ(t − n)e ibnξ of (20) is ∆-periodic, the conclusion follows.
Using an orthonormal basis expansion of V θ (φ), we also have:
Theorem 4.6. Let Assumption 4.1 hold. Let 0 ≤ σ < 1, and C φ,θ (t) be given by (4). The following are equivalent.
(a) There is an orthonormal basis {S n (t) : n ∈ Z} of V θ (φ) such that
which converges in L 2 (R) and uniformly on a subset of R, on which C φ,θ (t) is bounded.
(b) |Z φ,θ (σ, ξ)| 2 = 1 a.e. on E, where E is an interval of length ∆ in R and Z φ,θ (·, ·) is the fractional Zak transform of φ, defined by (8) .
In this case, S n (t) is given by (19) and S n (σ + k) = δ n,k for n, k ∈ Z.
Proof. We borrow the notation from the proof of Theorem 4.4. Then it is enough to show that {c(θ)Z φ,θ (σ, ξ)λ θ (σ + n)e −ibnξ : n ∈ Z} is an orthonormal basis of [15] , combined with Proposition 3.1. of [15] , since V θ (φ) is an isomorphic image of V ( φ). Statements and formulas in Theorem 3.2. of [15] can be translated into the corresponding ones by means of (3) and (10)- (12) . For instance, the equation (3.12) of [15] agrees with (20) .
From Remark 4.7, it is not difficult to see that the following are also equivalent to the statements of Theorem 4.4 and 4.5.
(e) There are constants β ≥ α > 0 such that
(f) {q θ (·, σ + n) : n ∈ Z} is a Riesz basis of V θ (φ) where q θ (·, ·) is the reproducing kernel of V θ (φ).
Example 4.8. Let φ(t) = λ θ (t)sinc(t) and σ = 0. Then sup R C φ,θ (t) < ∞, and Z φ,θ (0, ξ) = n∈Z sinc(−n)λ θ (n)K θ (n, ξ) = K θ (0, ξ) = c(θ)e −iaξ 2 so that ∆|Z φ,θ (0, ξ)| 2 = 1 on [0, ∆]. By Theorem 4.6 we have an orthonormal basis expansion:
f (t) = e −iat 2 n∈Z f (n)e ian 2 sinc(t − n), f ∈ V θ (φ) (22) which converges in L 2 (R) and uniformly on R. (22) is known as the WSK sampling expansion for the FrFT domain, first derived in [26, 27] .
