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i , ..., x
(L)












????c (i) ≡ argmink dL (xi, θk) ? xi ????
????????DP-means????????? Al-





Input: xn = {x1, ..., xn} , λ









c (i) = 1 (i = 1, ..., n)
repeat
for i = 1 to n do
dik = dL (xi, θk) (k = 1, ..., K)
if min
k
dik > λ then
K = K + 1
c (i) = K
θK = xi
else
c (i) = argmink dik
end if
end for
for j = 1 to K do

















































































































































q (θ|x) p (x) dx?
???????Θ????????????????









???????? d????Dmax? infθ EX [d (X , θ)]
????? [12]?????????????????
?????? argminθ EX [dφ (X , θ)] = EX [X ] ??
??Dmax = EX [dφ (X ,EX [X ])]??? [3]?
????????????????? p1?p2 ??
???????????????
p(x) = αp1(x) + (1− α)p2(x) (5)
(0 < α < 1) ?????????????????
????????? R1(D)?R2(D) ???????
????????????????????????
??????? [9, ?? 5.10]?






λ ?????? DP-means ???????????
????????????????????????
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??? 1? ?? 1 ?????????? K ????




Dm(K) > Dm(K + 1) (7)






K ????????????? λ ???? λ(K) ?
??????? K ???? (8)??????
λ(K) = Dm(K) (8)




λ(1) = Dm(1) = max
1≤i≤n
dL (xi, x¯)
??????k ≤ K − 1 (K ≥ 2) ???? λ(k) =
Dm(k)???????λ = Dm(K)???DP-means
?????? i ? dL
(
xi, θc(i)
) ≤ λ ???????
??????? K ?????????(7)??
λ = Dm(K) < Dm(K − 1) = λ(K − 1)
?????????????? K ??????
?????????? K ?????????λ =
Dm(K) − ε(ε > 0 ?????????) ?????









= Dm(K) > λ
??????????K +1???????????
???????Dm(K) − ε ≤ λ(K) ≤ Dm(K) ??







?????????? 1??? 2 ????????
????
??? 3? i.i.d.?????????? X ?????
????????????????????????















r(K) = R(λ) (9)





?? 1 ????????????? λ(K)?????
???????????????K ????????
????? λ????????????
λ(K) ≤ λ < λ(K − 1) (10)
?????????? p(x)???????? L??
??????X ??????????? K????

























??1??{x : p(x) = 0} ???? p(x) ??????
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? γ > 0????
Pr







X , θc∗(X )






































(12) ???L → ∞ ??????dL
(













???????? [3]?n → ∞ ?? L → ∞ ???
???????????????????????











m(K) = D(r) (15)
????????r = r(K)????

















 r − 1
LK
???L →∞??????r(K−1)? r??????
????Dm(K − 1) = λ(K − 1)?Dm(K) = λ(K)
?????(10)?????? 0??????????







??? 3? i.i.d. ????????????????
(5)????n →∞?? L →∞?????????







r(K) = max{R1(λ), R2(λ)} (16)
??? 3? ???????????????????















? n →∞?L →∞?????
max{R1(λ), R2(λ)},
????(16)???????????????
?? 2??? 3 ?????? i.i.d.???????















dφ(x, θ) = x ln
x
θ
+ (N − x) ln N − x
N − θ (17)
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?????? φ? (18)???????
φ(θ) = θ ln
θ
N








?? μ = 0.3, N = 100??????????????








































????????????? 1????? (20, ..., 25)












0 (i = 1)
0.01 (i = 2)


















? 3 ???????? 1?? 3 ??????????
?????




????? 4 ??????????? 16 ?????
????????????????????????
???????????L????????????












? 1 ???????????????????? (a) ??????? (b) ??????
Fig. 1 Rate against the penalty parameters.
? 2 ????????????????????? (a) ??????? (b) ????
??
Fig. 2 Rate against the average distortion for training data.
? 3 ?????????????????????? (a) ??????? (b) ????
??
Fig. 3 Rate against the average distortion for test data.
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? 4 ???????????????? Dmax ??? (a) ????????????
?????? 0 ??????????? (b) ?????????????????
ln 2/L ???????????
Fig. 4 The difference between maximum distortion and Dmax against the dimen-
sionality of data.






??????? ln 2/L ?????????????
????????????????????????
Dmax ???????????????? (? 2 (b)?
? 3 (b))?


















Dmax ?????????????????? 220 ?
?????4. 1?????????????????






















?????????????? μ = 0.01? μ = 0.5?
?????????? μ ∈ {0.01, 0.5} ??????
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? 5 ????? μ ∈ {0.01, 0.5} ??????????
???????????????????? Dmax
Fig. 5 Maximum distortion against the dimensional-
ity of data and Dmax for the mixed binomial





? ln 2/L ???????????????????























Algorithm 2 modified DP-means for
maximum distortion
Input: xn = {x1, ..., xn} , λ









c (i) = 1 (i = 1, ..., n)
repeat
once = true
for i = 1 to n do
dik = dL (xi, θk) (k = 1, ..., K)
if min
k
dik > λ && once then
K = K + 1




c (i) = argmink dik
end if
for j = 1 to K do
















???? Algorithm 2 ?????? Algorithm 2 ?
??? 4. 1???????????????????
????????????????????????
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? 6 ?????????????????????????????????????
??? (a) 1 ?????????? (b) 1 ????????? (c) 8 ??????
???? (d) 8 ?????????
Fig. 6 Comparison of the penalty parameter of the modified DP-means to the












































































???????? n ??? lnn ?????????
?????????????????????

























??????????” ????vol.93, no.1, pp.73–79,
Jan. 2010.
[2] B. Kulis and M.I. Jordan, “Revisiting k-means:
New algorithms via Bayesian nonparametrics,” Proc.
International Conference on Machine Learning,
pp.513–520, 2012.
[3] A. Banerjee, S. Merugu, I.S. Dhillon, and J. Ghosh,
“Clustering with Bregman divergences,” J. Machine
Learning Research, pp.1705–1749, 2005.
[4] K. Jiang, B. Kulis, and M.I. Jordan, “Small-variance
asymptotics for exponential family Dirichlet process
mixture models,” Advances in Neural Information
Processing Systems, pp.3158–3166, 2012.
[5] X. Pan, J. Gonzalez, S. Jegelka, T. Broderick, and
M.I. Jordan, “Optimistic concurrency control for dis-
tributed unsupervised learning,” Advances in Neural
Information Processing Systems, pp.1403–1411,
2013.
[6] O. Bachem, M. Lucic, and A. Krause, “Coresets for
nonparametric estimation – the case of DP-means,”
Proc. International Conference on Machine Learning,
pp.209–217, 2015.
[7] D. Bruno, S. Calinon, and D.G. Caldwell, “Learn-
ing autonomous behaviours for the body of a flexible
surgical robot,” Autonomous Robots, vol.41, no.2,
pp.333–347, 2017. 10.1007/s10514-016-9544-6
[8] M. Comiter, M. Cha, H.T. Kung, and S.
Teerapittayanon, “Lambda means clustering: auto-
matic parameter search and distributed computing




[10] T. Linder, “On the training distortion of vector
485
??????????? 2017/12 Vol. J100–A No. 12
quantizers,” IEEE Trans. Inf. Theory, vol.46, no.4,
pp.1617–1623, 2000.
[11] R.M. Gray and D.L. Neuhoff, “Quantization,” IEEE
Trans. Inf. Theory, vol.44, no.6, pp.2325–2383, 1998.
[12] T. Berger, Rate Distortion Theory: A Mathemati-
cal Basis for Data Compression, Prentice-Hall, En-
glewood Cliffs, NJ, 1971.
[13] Ya.G. ???????????????????2016.
[14] A. Banerjee, I. Dhillon, J. Ghosh, and S. Merugu,
“An information theoretic analysis of maximum like-
lihood mixture estimation for exponential families,”
Proc. International Conference on Machine Learning,
pp.57–64, 2004.
[15] M.R. Leadbetter, G. Lindgren, and H. Rootze´n, Ex-
tremes and Related Properties of Random Sequences




[17] V. Kostina and S. Verdu´, “Fixed-length lossy com-
pression in the finite blocklength regime,” IEEE
Trans. Inf. Theory, vol.58, no.6, pp.3309–3338, 2012.
??? 29 ? 6 ? 19 ????
????? ?????
? 28????????????????
???????????????????
????????????????????
?? ?? ????
? 18 ???????????????
???????????????????
???????????????????
???????????????????
???????????????????
???????????????????
486
