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Abstract
We introduce an elementary method to study the border rank of polynomials
and tensors, analogous to the apolarity lemma. This can be used to describe the
border rank of all cases uniformly, including those very special ones that resisted a
systematic approach. We also define a border rank version of the variety of sums
of powers and analyse how it is useful in studying tensors and polynomials with
large symmetries. In particular, it can also be applied to provide lower bounds for
the border rank of some very interesting tensors, such as the matrix multiplication
tensor. We work in a general setting, where the base variety is not necessarily a
Segre or Veronese variety, but an arbitrary smooth toric projective variety. A critical
ingredient of our work is an irreducible component of a multigraded Hilbert scheme
related to the toric variety in question.
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1 Introduction
Tensor rank, Waring rank or their common generalisation called partially symmetric rank
are among the principal interests of mathematicians due to their many applications to
computational complexity, quantum physics, and algebraic statistics, but also due to
their geometric and algebraic interpretations. Explicitly, we consider one of the classical
projective varieties X ⊂ PN : Segre variety (for tensor rank) consisting of simple tensors,
or Veronese variety (for Waring rank) consisting of powers of linear forms, or Segre-
Veronese variety (for partially symmetric rank), which is a combination of both of the
above. In all cases, abstractly, X ≃ Pa × Pb × Pc × · · · , that is X is a finite product of
projective spaces. The embedding X ⊂ PN depends on the symmetries of the tensor and
determines a sequence of degrees L = (l1, l2, l3, . . . ) of the same length as the number of
factors of X. Then the rank of a tensor, or a homogeneous polynomial, or a partially
symmetric tensor (in all cases denoted by F ), is defined as the minimal integer r such
that F is in the linear span of r distinct points of X.
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One of the methods to obtain values of rank for specific tensors or polynomials that
has been shown to be very useful is the method of apolarity. It exploits a multigraded
polynomial ring
S[X ] = C[α0, α1, . . . , αa, β0, . . . , βb, γ0, . . . , γc, . . . ],
which is graded by as many copies of Z as there are factors of the projective space in X:
all αi’s have multidegree (1, 0, 0, . . . ), all βj ’s have multidegree (0, 1, 0, . . . ), and so on.
(In the Veronese case, that is X ≃ Pa, S[X ] is just the standard homogeneous coordinate
ring of Pa.) The ring S[X ] has two dual interpretations that are illustrated in diagram
(1.1). The first interpretation is more geometric. It represents “functions” on X, and
makes S[X ] into a kind of a coordinate ring of X. Strictly speaking, those functions are
sections of line bundles on X, and
S[X ] =
⊕
D∈Pic(X)
H0(X,D)
=
⊕
(d1,d2,d3,... )
H0
(
Pa × Pb × Pc × . . . ,OPa×Pb×Pc×...(d1, d2, d3, . . . )
)
.
The second, more algebraic, interpretation of S[X ] is in terms of derivations. In this inter-
pretations the variables of S[X ] can be seen as derivations of F ∈ PN = P
(
S[X ](l1,l2,l3,... )
)∗
.
Then F determines a multihomogeneous ideal Ann (F ) ⊂ S[X ], which is responsible
for many algebraic properties of F and other objects constructed from F , see for in-
stance [IK99]. Explicitly, Ann (F ) is the set of all polynomial differential operators with
constant coefficients that annihilate F . See Section 3.1 for a more formal definition and
its reinterpretations.
Apolarity theory is the following duality between geometry and algebra.
Geometry Algebra
{p1, . . . , pr}⊂ X ⊂ P (H
0(L)∗) = P(S[X ]L)
∗ ∋F
I({p1, . . . , pr})⊂
⊕
D∈Pic(X)H
0(D) = S[X ] ⊃Ann (F )
‖ ‖(
Θ | Θ ∈ H0(D),∀i Θ(pi) = 0
) (
Θ |Θ ∈ S[X ]D,ΘyF = 0
)
F ∈ 〈{p1 . . . , pr}〉 ⇐⇒ I({p1, . . . , pr})⊂ Ann (F ) . (1.1)
The left hand side of the diagram (particularly, the brown coloured bits) represents geo-
metric objects such as the Segre-Veronese variety, projective space, points, line bundles
and its sections, and linear span. The right hand side (especially, the stuff in green) con-
tains algebraic objects: polynomial ring S[X ], the apolar ideal of differentials annihilating
F . The equivalence in the bottom line is called the Apolarity Lemma, see Proposition 3.6.
Despite the equivalence of Apolarity Lemma, it is in general very difficult to obtain
the exact value of rank for many explicit tensors, or to describe explicitly the stratification
of the projective space PN by rank. One of the reasons behind this difficulty is the fact
that the rank is not semicontinuous, as many standard examples show. Thus often more
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natural for calculations and also applications are the notions of secant variety and border
rank:
• the r-th secant variety of X ⊂ PN is σr(X) =
⋃
{〈p1, p2, . . . , pr〉 | pi ∈ X} ⊂ P
N ,
• the border rank of F is brX (F ) = min {r ∈ Z | F ∈ σr(X)}.
The border rank is lower semicontinuous and the secant varieties are algebraic subsets
of PN . One of the major problems in mathematics is to estimate the growth of border
rank of tensors representing matrix multiplication of large matrices, see §5.5 for a brief
summary and references.
One of the missing pieces in this subject was the analogue of apolarity theory for
border rank, and it is the topic of this article.
Theorem 1.2 (Weak border apolarity). Suppose a tensor or polynomial F has border
rank at most r. Then there exists a (multi)homogeneous ideal I ⊂ S[X ] such that:
• I ⊂ Ann (F )
• for each multidegree D the D-th graded piece ID of I has codimension (in S[X ]D)
equal to min(r, dimS[X ]D).
In addition, if G is a group acting on X and preserving F , then we can pick I which is
invariant under the Borel subgroup of G.
A stronger version of the first part of the theorem is presented in Theorem 3.14. It
states more conditions on the ideal I, and then the claim is an “if and only if” statement.
The second part is explained in Fixed Ideal Theorem, see Theorem 4.3.
More explicitly, in Sections 2 and 3 we construct a projective algebraic variety, called
a slip (Scheme of Limits of Ideals of Points), parameterising all multigraded ideals in
S[X ] that are relevant to the construction of secant variety. Moreover slip contains a
dense subset of ideals representing r distinct points of X.
The definition of secant variety involves the closure. It would be good to “get rid” of
this closure in order to have a uniform description of points in the secant variety. Such
uniform description is classical for r = 2 (the first non-trivial secant variety), where every
point is either of rank 1 or 2 (that is, it is either on X or on an honest secant line joining
two distinct points of X), or it is on a tangent line to X. For tensors of border rank 3 the
situation starts to be more complicated, see [BL14]. Describing the fourth secant variety
in general seemed hopeless so far, except in the case of Veronese variety [LT10], [BGI11],
[BB13a]. Initial attempts involved spans of finite smoothable schemes, see [BJ17] for an
overview. That is,
σr(X) =
⋃
{〈R〉 | R ⊂ X,R is a finite smoothable scheme of length 6 r}.
Roughly, a set of r distinct points {p1, . . . , pr} is a smooth scheme of length r, and a
smoothable scheme is a limit (in the sense of algebraic geometry) of such a collection
of r points. This approach helps significantly to get rid of the closure in several cases,
however, it does not work in general, as discussed in [BBM14] and [BB15]. We briefly
review two relevant examples in §5.2 and §5.3.
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The method we propose works in all cases. Our naturally constructed slip (scheme
of limits of ideals of points) is a parameter space for all possible limits that appear
when considering the closure in the definition of secant variety. Also, given a tensor
or polynomial F one can define a projective variety of all solutions to the border rank
problem, by analogy to VSP, or Varieties of Sums of Powers (see Section 4 for discussion
and references). Then, again, with our approach the closure is not needed to define the
border version of VSP, denoted VSP. This makes it possible to heavily exploit the group
actions on VSP and in cases of tensors with large groups of symmetries, one can often
reduce the problem of determining the border rank to a problem of checking a finite
collection of ideals.
In Sections 5–6 we review applications of our method. After an initial discussion of
three previously known results from the perspective of border apolarity, we present two
new applications and announce further results.
The first application is about tensors of minimal border rank. It is a necessary criterion
for such tensors that seems to be different from existing criteria.
Theorem 1.3. Suppose F ∈ Cn ⊗ Cn ⊗ Cn is a concise tensor of border rank n. Then
the multigraded ideal Ann (F ) ⊂ S[X ] has at least n − 1 linearly independent minimal
generators in degree (1, 1, 1).
This statement in a more general setting (for partially symmetric tensors) is shown
as Theorem 5.4 and a related result in a similar direction is presented as Theorem 5.5.
As the second application we calculate the border rank of monomials in Sd1C3 ⊗
Sd2C2 ⊗ Sd3C2 ⊗ · · · ⊗ SdkC2.
Theorem 1.4. Suppose
F = xa00 x
a1
1 x
a2
2 ⊗ y
b0
0 y
b1
1 ⊗ · · · ⊗ z
c0
0 z
c1
1 ∈ S
d1C3 ⊗ Sd2C2 ⊗ · · · ⊗ SdkC2,
for a0 > a1 > a2, and b0 > b1, . . . , c0 > c1. Then
brP2×P1×P1×... (F ) = (a1 + 1)(a2 + 1)(b1 + 1) · · · (c1 + 1).
This theorem is shown as Example 6.21, which is a consequence of a more general
Theorem 6.18. We also calculate or provide new lower bounds for many other monomials
(Examples 6.4–6.8), focusing on the Veronese case. Note that there is overlap between
our results, and the claims of [Oedi19] and [CGO19], but these two articles have gaps as
explained in §6.1.
In §5.5 we review work of Conner, Harper and Landsberg, where they apply The-
orem 1.2 to calculate border ranks of matrix multiplication tensors, and other tensors
with large symmetry groups.
1.1 Overview
Throughout the remainder of the article we work in the more general setting of a (smooth
projective) toric variety X embedded equivariantly into a projective space via a complete
linear system. This approach includes all Segre-Veronese varieties. In Section 2 we review
the main language of this article including the Cox ring S[X ], multigraded ideals and
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corresponding subschemes (or subvarieties), families of ideals, and multigraded Hilbert
schemes.
In Section 3 we first recall multigraded apolarity and explain in detail the objects
appearing in (1.1). Then for each r we distinguish a single irreducible component of the
multigraded Hilbert scheme and call it slip (Scheme of Limits of Ideals of Points). We
show its relation to the secant varieties and prove the central result of this article, that
is the border apolarity, Theorem 3.14. In Section 4 we turn our attention to the set of
solutions to the border rank problem and we show that it forms a nice projective variety
VSP, allowing one to exploit invariant theory to simplify the search for such solutions. In
Sections 5–6 we discuss examples and applications, including a follow up work by different
authors.
Several statements in this article can be strengthened and generalised at the cost of
becoming more technical. Section 7 adumbrates these claims, while the details will be
explained in a separate paper in preparation. Moreover, introducing the theory of border
apolarity opens a path to series of new problems also summarised in Section 7.
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2 Multihomogeneous coordinates
In this article we will assume for clarity that the base field k is the field of complex
numbers C. In §7.5 we briefly discuss the generalisations to other base fields.
2.1 Toric varieties and multihomogeneous ideals
LetX be a smooth toric projective variety of dimension n with Picard group Pic(X) ≃ Zw.
By S = S[X ] =
⊕
D∈Pic(X)H
0(OX(D)) we denote its Cox ring, which is naturally a
Pic(X)-graded polynomial ring k[α1, . . . , αn+w], see [CLS11, Prop. 5.3.7a]. This grading
is positive in the sense that there is only one monomial of degree zero, namely 1. Fix a
very ample line bundle L and from now on we consider X ⊂ P(H0(L)∗) as an embedded
projective variety. By IrrelX =
√
(H0(L)) we denote the irrelevant ideal of S[X ].
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Example 2.1. Consider X ≃ Pn and L = OPn(d). Thus Pic(X) = Z and X is embedded
via the degree d Veronese map in PN = P(H0(OPn(d))
∗) = P
(
SdCn+1
)
. The Cox ring
of X is the Z-graded polynomial ring S[Pn] = C[α0, . . . , αn] with deg(αi) = 1. Here
IrrelX = (α0, . . . , αn) is the unique homogeneous maximal ideal.
Example 2.2. Consider X ≃ Pa×Pb×Pc and L = OX(1, 1, 1) := OPa(1)⊠OPb(1)⊠OPc(1).
Thus Pic(X) = Z3 and X is embedded via the Segre map in PN = P(H0(OX(1, 1, 1))
∗) =
P
(
Ca+1 ⊗ Cb+1 ⊗ Cc+1
)
. The Cox ring of X is the Z3-graded polynomial ring
S[Pa × Pb × Pc] = C[α0, . . . , αa, β0, . . . , βb, γ0, . . . , γc]
with deg(αi) = (1, 0, 0), deg(βi) = (0, 1, 0), deg(γi) = (0, 0, 1). Here
IrrelX = (α0, . . . , αa) ∩ (β0, . . . , βb) ∩ (γ0, . . . , γc)
= (αiβjγk | i ∈ {0, . . . , a} , j ∈ {0, . . . , b} , k ∈ {0, . . . , c}).
Note that IrrelX is a homogeneous ideal and it does not depend on the choice of L. A
classical quotient interpretation of the Cox ring is that
X =
(
An+w \ Spec(S/ IrrelX)
)/
(C∗)w
(see [CLS11, Thm 5.1.11]). Here An+w = SpecS, Spec(S/ IrrelX) is the zero locus of IrrelX
in An+w, and (C∗)w = Hom(Pic(X),C∗) is the torus acting diagonally on An+w = SpecS
with weights corresponding to the degrees of the variables. This quotient construction
gives rise to the toric ideal-subscheme correspondence, which we briefly describe now.
Any homogeneous ideal I ⊂ S defines its zero scheme Z(I) ⊂ X, see [Cox95, paragraph
before Thm 3.7]. In particular, we have Z(IrrelX) = ∅. We say that a homogeneous
ideal I is saturated if and only if I = (I : IrrelX) or equivalently for any line bundle
D ∈ Pic(X) there is an equality ID =
{
s ∈ H0(D) | s|Z(I) = 0
}
. There is a one-to-one
correspondence of saturated homogeneous ideals in S and subschemes of X. In particular,
the saturated ideal corresponding to the subscheme R ⊂ X we denote I(R). We denote
by Isat the saturation of I, that is the smallest saturated ideal containing I, also obtained
by successively replacing I with (I : IrrelX), until it stabilises. See [BB13b, §2.1] for a
more general situation and more details (note that since here we assume X is smooth
and projective, we have in particular Pic(X) is equal to the divisor class group used in
[BB13b], and there is no torsion in the class group).
Similarly, in the relative setting, if B is another variety (or scheme) over C, then we
have a correspondence (not bijective) between subschemes Z ⊂ X×B and homogeneous
ideal sheaves I ⊂ S ⊗OB: to a subscheme Z in grading D ∈ Pic(X) we assign the sheaf
I(Z)D =
{
s ∈ H0(D)⊗OB | s|Z = 0
}
, and then I(Z) =
⊕
D∈Pic(X) I(Z)D ⊂ S ⊗ OB. In
the other direction, to a sheaf of ideals I we assign the scheme Z(I) which is defined as
Z(I) =
(
Spec(S ⊗OB/I) \
(
Spec(S/ IrrelX)×B
))/
Hom(Pic(X),C∗).
Again, as above, we say that the family of ideals I is saturated if I =
(
I : (IrrelX ⊗OB)
)
.
For a closed point b ∈ B we set Ib ⊂ S to be the fibre ideal, that is Ib = I ⊗OB Ob.
Proposition 2.3. Let Z ⊂ X ×B and I ⊂ S ⊗OB be as above. Pick any D ∈ Pic(X).
Then
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(i) I(Z) is saturated.
(ii) If B is a variety, then dim(S/Ib)D is an upper semicontinuous function of b, that
is, for each integer r the set {b ∈ B| dim(S/Ib)D > r} is a closed subset of B.
(iii) If B is a variety and Z is flat over B, then dim
(
S/ (I(Z)b)
sat)
D
, which is equal to
dim
(
S/ I(Zb)
)
D
, is a lower semicontinuous function of b, that is, for each integer r
the set
{
b ∈ B| dim
(
S/ (I(Z)b)
sat)
D
6 r
}
is a closed subset of B.
Proof. The first item is straightforward. The second item is [Hart77, Exercise II.5.8(a)].
The third item follows from part (b) of the same exercise, which shows that the dimension
of (S/ (I(Z)b))D is constant (independent of b). Then use I(Z)b ⊂ (I(Z)b)
sat to conclude.
Example 2.4. A classical case of the dichotomy of semicontinuity as in Proposition 2.3(ii)
and (iii) is the case of four points moving on a projective plane. So let B = A2 =
SpecC[s, t], X = P2, D = OP2(2). Consider four disjoint points of X parameterised by
B:
χ1 = [1, 0, 0], χ2 = [0, 1, 0], χ3 = [1, 1, s], χ4 = [1,−1, t].
Here χ1 and χ2 are independent of s and t, for any s, t the four points are disjoint,
and for s = t = 0, they are collinear, while for all other parameters, they are linearly
nondegenerate. Let Z = {χ1, χ2, χ3, χ4}. Then Z → B is flat, and
dim
(
S/(I
(
Z)s,t
))
2
=
{
4 for (s, t) 6= (0, 0),
5 for (s, t) = (0, 0),
and
dim
(
S/
(
I(Zs,t)
))
2
= dim
(
S/
(
I(Z)s,t
)sat)
2
=
{
4 for (s, t) 6= (0, 0),
3 for (s, t) = (0, 0).
We also mention a flatness condition for families of homogeneous ideals, which is easy
to apply: essentially the flatness is equivalent to a constant Hilbert function. This is
analogous to [Hart77, Thm III.9.9], where for families of projective schemes the flatness
is equivalent to constant Hilbert polynomial.
Lemma 2.5. Let B be a variety, and I ⊂ S⊗OB a family of homogeneous ideals. Then
the following conditions are equivalent:
• I is flat over B,
• S ⊗B/I is flat over B,
• for each degree D ∈ Pic(X), dim(Ib)D does not depend on the choice of the point
b ∈ B,
• for each degree D ∈ Pic(X), dim((S ⊗ B/I)b)D does not depend on the choice of
the point b ∈ B.
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2.2 Multigraded Hilbert scheme
Consider an integer valued function h : Pic(X) → N, where N is the set of non-negative
integers. We assume h is non-zero only on effective divisors, that is on those degrees
D ∈ Pic(X) for which SD 6= 0. Let Hilb
h
S be the multigraded Hilbert scheme, that
parameterises all the homogeneous ideals I ⊂ S such that the Hilbert function of S/I
is h. We stress that in general HilbhS contains points that represent both saturated and
non-saturated ideals, hence it is not necessarily equal to any (standard) Hilbert scheme,
even in the standard case, when X = Pn is a projective space. See [HS04] for more on
the definition and properties of multigraded Hilbert scheme. In particular, by [HS04,
Thm 1.1 and Cor. 1.2] the scheme HilbhS is projective, since the grading is positive in our
setting.
Remark 2.6. Note that the name multigraded Hilbert scheme proposed by Haiman and
Sturmfels might be a little confusing, as you could expect that if you specialise the mul-
tigraded case to single grading, then you obtain the standard Hilbert scheme, while this
is not the case. The main difference coming from the adjective “multigraded” is that the
multigraded Hilbert scheme parameterises ideals with a fixed Hilbert function, as opposed
to the standard Hilbert scheme, which parameterises subschemes with a fixed Hilbert poly-
nomial.
Note that depending on the grading of S and on the Hilbert function h, the multi-
graded Hilbert scheme HilbhS might be (non)-empty, (ir)reducible, (dis)connected, (non)-
reduced. In this article we only consider the reduced structure of HilbhS, that is we think
of HilbhS as a finite union of projective varieties (sometimes also called a reducible vari-
ety). We will denote this (possibly reducible) variety by (HilbhS)red. Thus each closed
point of HilbhS or (Hilb
h
S)red represents a homogeneous ideal I ⊂ S and in such a situation
we simply write I ∈ HilbhS.
We consider the subset Hilbh,satS ⊂ Hilb
h
S, consisting of the closed points representing
saturated ideals. This set can be empty, dense, or neither. It can be shown that this
is (the set of closed points of) a Zariski open subscheme, see §7.4 for a brief discussion.
Here we prove a weaker statement which is sufficient for the results of the article: that
in each irreducible component of HilbhS the subset of saturated ideals is either empty or
dense. For this purpose we need the following definition.
Definition 2.7. For an irreducible variety Y , we say that a property P is satisfied for
a very general point of Y if it is satisfied for every point outside of a countable union of
proper Zariski closed subsets of Y .
Since we work over C, by the Baire category theorem, if P holds for a very general
point of Y , then the set of points in Y that satisfy P is dense in Y in the analytic topology
of Y , and therefore also in the Zariski topology of Y .
Proposition 2.8. Let H ⊂ (HilbhS)red be an irreducible component. Then H∩Hilb
h,sat
S is
either empty or contains a very general point of H (in particular, in the latter case, the
intersection is dense in H).
Proof. Suppose the intersection H∩Hilbh,satS is non-empty and take a saturated ideal
J ∈ H. Pick D ∈ Pic(X) and denote:
HD :=
{
I ∈ H | dim(S/Isat)D < h(D)
}
.
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This is a Zariski closed subset of H by Proposition 2.3(iii). Since dim(S/J sat)D =
dim(S/J)D = h(D), HD 6= H, and thus this is a strict subset. We have:
H ∩ Hilbh,satS = H \
⋃
D∈Pic(X)
HD
and thus H ∩ Hilbh,satS is a complement of countably many Zariski closed strict subsets.
3 Apolarity theory on toric varieties
3.1 Rank, border rank and multigraded apolarity
Following Gałązka, see [Gałą14], we recall the setting for multigraded apolarity on X.
Recall that the Cox ring S = k[α1, . . . , αn+w], where αi are homogeneous generators of S
which correspond to primitive torus invariant divisors of X. We let S˜ := k[x1, . . . , xn+w]
be the dual graded polynomial ring, which we consider as a divided power algebra (with
x
(d)
i =
1
d!
xdi ). It is also a graded S-module with the following action:
αiy
(
x
(a1)
1 · x
(a2)
2 · · ·x
(an+w)
n+w
)
=
{
x
(a1)
1 · · ·x
(ai−1)
i · · ·x
(an+w)
n+w if ai > 0
0 otherwise.
(3.1)
The grading in S˜ is given by writing
S˜ =
⊕
D∈Pic(X)
H0(D)∗
where the duality is given by (3.1). Thus the coordinate free expression of the apolarity
action y is the following: let F ∈ H0(D1)
∗ = S˜D1 and Θ ∈ H
0(D2) = SD2 for some
D1, D2 ∈ Pic(X). Then ΘyF ∈ S˜D1−D2 is defined as the functional H
0(D1 −D2)→ C:
(ΘyF )(Ψ) = F (Θ ·Ψ),
where Ψ ∈ H0(D1 − D2) is arbitrary, Θ · Ψ ∈ SD1 is the product in the ring S, and
F (. . . ) is the evaluation of the functional F . In particular, we have the following natural
property of y:
Proposition 3.2 (Apolarity fixes X). Suppose D1 and D2 are two effective divisors. By
ϕ|Di| : X 99K P (H
0(Di)
∗) we denote the rational map determined by the complete linear
system of Di. Let Xˆi ⊂ H
0(Di)
∗ be the affine cone of the closure of the image of X under
ϕ|Di|. The apolarity action
y : SD1−D2 ⊗ S˜D1 → S˜D2
preserves X, that is for all Θ ∈ SD1−D2 and p ∈ Xˆ1 we have Θyp ∈ Xˆ2. Moreover, if
χ ∈ X is such that [p] = ϕ|D1|(χ), χ is outside of the base locus of both divisors D1 and
D2 and Θy(ϕ|D1|(χ)) 6= 0 we have ϕ|D2|(χ) = [Θyp].
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Perhaps it is easier to understand the above statement in the case when both D1
and D2 are very ample, so that both ϕ|Di| are embeddings of X into different projective
spaces and Θ is non-zero. Then the rational (linear) map P (H0(D1)
∗) 99K P (H0(D2)
∗) of
projective spaces determined by Θy· restricts to the identity map on X 99K X (wherever
defined).
Proof. If Θ = 0, there is nothing to prove, thus we assume Θ 6= 0. Since the map Θy·
is linear, it is continuous in Zariski topology, and so is its restriction to Xˆ1. Thus it is
enough to prove the claim for general p ∈ Xˆ1. More precisely, we will assume
(i) there exists a point χ ∈ X such that [p] ∈ P (H0(D1)
∗) is the image of χ, and
(ii) the section Θ ∈ H0(OX(D1 −D2)) does not vanish at χ, and
(iii) χ is not in the base locus of D2.
Each of (i)–(iii) is a non-empty and Zariski open condition on χ ∈ X, and thus the image
of the intersection of these conditions is dense in Xˆ1. Equivalently to (i), the hyperplane
p⊥ ⊂ H0(D1) consists of sections vanishing at χ. Thus
{
Ψ ∈ H0(OX(D2)) | ΘΨ ∈ p
⊥
}
is
a linear preimage of a hyperplane, hence either a hyperplane or the whole H0(OX(D2)).
That is, it is equal to (p′)⊥ for some p′ ∈ S˜D2 (well defined up to a rescaling). Moreover,
(ii) guarantees that all sections in (p′)⊥ vanish at χ. If p′ = 0, then all sections of D2
vanish at χ, a contradiction with (iii). Thus p′ 6= 0 and the image of χ in P (H0(D2)
∗) is
equal to [p′]. In particular, p′ ∈ Xˆ2. It remains to observe that by the construction of p
′,
and the coordinate free description of y, p′ = Θyp up to a choice of non-zero rescaling of
p′.
Definition 3.3. We recall the following notions.
(i) For a scheme R in a projective space PV its projective linear span is denoted 〈R〉 and
it is equal to the smallest projective linear subspace of PV containing the scheme
R.
(ii) The X-rank of F is the minimal integer r = rX(F ), such that [F ] ∈ 〈p1, . . . , pr〉,
where pi are points in X ⊂ P(S˜L).
(iii) Let F ∈ S˜L = H
0(L)∗ and denote [F ] ∈ P(S˜L) the corresponding point in the
projective space. The apolar ideal of F is the homogeneous ideal Ann (F ) of S
annihilating F . Explicitly,
Ann (F ) = {Θ ∈ S | ΘyF = 0} .
(iv) For a linear subspace W ⊂ V we denote by W⊥ ⊂ V ∗ the perpendicular space.
Remark 3.4. Typically, we will use Definition 3.3(iv) for a specific degree L of a homo-
geneous ideal I ⊂ S. Then I⊥L ⊂ H
0(L)∗ = S˜L is the perpendicular space with respect to
the duality action (3.1). We note the following interactions between items (i), (iii), (iv)
of Definition 3.3:
• For a subscheme R ⊂ X ⊂ P (H0(L)∗) we have 〈R〉 = P
(
I(R)⊥L
)
.
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• Let L,D ∈ Pic(X) and F ∈ SL. Then Ann (F )
⊥
D = SL−DyF ⊂ H
0(D)∗. In
particular, Ann (F )⊥L is the linear span of F .
The following property of apolarity is well known in the single graded setting.
Proposition 3.5. Suppose F ∈ S˜L and I ⊂ S is a homogeneous ideal. Then
I ⊂ Ann (F ) ⇐⇒ IL ⊂ Ann (F )L .
The single graded proof [BB14, Prop. 3.4(iii)] works also for the multigraded case.
See also the proof of Theorem 1.1 in [Gałą14] or [GRV18, Lemma 1.3]. The multigraded
apolarity is the following proposition.
Proposition 3.6 (multigraded apolarity). Consider a smooth toric projective variety X
embedded in P(H0(L)∗) = P
(
S˜L
)
. Suppose F ∈ S˜L is a homogeneous polynomial of
degree L ∈ Pic(X) and S is the Cox ring of X. Pick any subscheme R ⊂ X. Then
[F ] ∈ 〈R〉 if and only if I(R) ⊂ Ann (F ). In particular,
• the X-rank rX(F ) is at most r if and only if there exists a radical saturated ideal
I ⊂ S, such that I ⊂ Ann (F ) and I is an ideal of r points.
Remark 3.7. The statement of multigraded apolarity coincides with the standard apolar-
ity [IK99, Thm 5.3.B] in the case X is projective space in its Veronese embedding (Ex-
ample 2.1). For X isomorphic to a product of projective spaces (Segre-Veronese varieties)
it appeared in [Teit14, Thm 4.10]. Then it was shown in the Master Thesis of Gałązka
[Gałą14, Thm 1.1] for any Q-factorial toric projective variety, and later in [GRV18,
Lem. 1.3] it was proved and used again for smooth projective toric varieties. It seems
plausible that the analogous statement can be proven also for any projective Mori Dream
Space (that is, projective variety with a sensible analogue of the Cox ring, or total co-
ordinate ring).
We now define the secant varieties and the border variant of rank. Our goal in
Section 3.2 is to generalise apolarity (Proposition 3.6) to the border rank.
Definition 3.8. The rth secant variety of X ⊂ P(H0(L)∗) is the following subvariety of
P(H0(L)∗):
σr(X) = {[F ] ∈ P(H0(L)∗) | rX(F ) ≤ r}.
The X-border rank of F ∈ P(H0(L)∗), denoted brX (F ), is the smallest r such that
[F ] ∈ σr(X).
3.2 Apolarity for border rank
For a non-negative integer r define hr,X : Pic(X)→ N as
hr,X(D) := min
(
r, dimH0(D)
)
.
Lemma 3.9. For any tuple χ¯ = (χ1, . . . , χr) ∈ X
×r = X ×X × · · · ×X︸ ︷︷ ︸
r times
let Rχ¯ be the
corresponding finite collection of points {χ1, . . . , χr} ⊂ X (ignoring the possible repeti-
tions). Then dim(S/ I(Rχ¯))D 6 hr,X(D) for any D ∈ Pic(X). Moreover, for a very
general tuple χ¯ ∈ X×r and for all D we have equality: dim(S/ I(Rχ¯))D = hr,X(D).
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It is also true that a general configuration of points also has Hilbert function hr,X , not
only a very general one, see §7.4.
Proof. The first claim of the lemma (the inequality) is clear.
Similarly to the proof of Proposition 2.8, for each D ∈ Pic(X), we can find a config-
uration of r points R ⊂ X with dim(S/ I(R))D = hr,X(D) and this is an open condition
on X×r by Proposition 2.3(iii). Intersecting (countably many) of these open conditions
(for all D) we obtain the statement of the second claim (the equality).
Example 3.10. When X = Pn = P (V ) and i ∈ N ⊂ Pic(X) we get:
hr,Pn(i) = min
(
r,
(
n+ i
n
))
= min
(
r, dimSiV
)
.
In this case it is well known that (in the proof of Lemma 3.9) it suffices to intersect finitely
many open conditions (for i = 1, . . . , r − 2)) to obtain hr,Pn as the Hilbert function, thus
the condition is not only dense, but also open.
Example 3.11. If X = Pa × Pb × Pc = P (A)× P (B)× P (C) and (i, j, k) ∈ N3 ⊂ Pic(X)
then the generic Hilbert function of r points is
hr,Pa×Pb×Pc(i, j, k) = min
(
r,
(
a+ i
a
)(
b+ j
b
)(
c+ k
c
))
= min
(
r, dim
(
SiA⊗ SjB ⊗ SkC
))
.
Let Sipr,X ⊂ (Hilb
hr,X
S )red be the subset consisting of saturated ideals of r distinct
points in X.
Proposition 3.12. There is a unique component of the multigraded Hilbert scheme
(Hilb
hr,X
S )red, that contains Sipr,X as a dense subset.
Proof. We must show that:
• Sipr,X is contained in a single irreducible component of the multigraded Hilbert
scheme, and
• Sipr,X is dense in that component.
To prove the first item, pick two points I, I ′ ∈ Sipr,X , that is two saturated ideals of
r-tuples of points I = I({χ1, . . . , χr}), I
′ = I({χ′1, . . . , χ
′
r}) having the Hilbert function
hr,X . Pick a smooth integral curve B which can be used to connect χi to χ
′
i for any i.
That is, pick morphisms ψi : B → X and two points b, b
′ ∈ B such that ψi(b) = χi and
ψi(b
′) = χ′i. (Since X is a toric variety, it is rationally connected, so it is enough to take
B = A1 = SpecC[t].)
Consider the sheaves of homogeneous ideals Ji ⊂ S ⊗ OB defining (ψi × idB)(B) ⊂
X × B. Each S ⊗OB/Ji is flat and has Hilbert function h1,X . The affine zero-set of Ji
in SpecS × B, is reduced and irreducible. Let
J =
⋂r
i=1 Ji = I
(⋃r
i=1(ψi × idB)(B)
)
.
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In particular, Spec(S ⊗ OB/J ) is flat over B by [Hart77, Prop. III.9.7]. Therefore, the
algebra of each fibre of Spec(S ⊗ A/J ) → B has a constant Hilbert function h (see
Lemma 2.5). By construction (J is an intersection of r ideals, each has codimension at
most 1 in each degree) we must have h 6 hr,X (for each argument D ∈ Pic(X)) and on
the other hand there are fibres (over b and b′) that have the Hilbert function at least
hr,X (their saturations have Hilbert function hr,X). Thus h = hr,X , and the flat family of
ideals determines a morphism B → (Hilb
hr,X
S )red connecting I and I
′, and exhibiting that
they are in the same irreducible component. Since the choice of I and I ′ was arbitrary,
it follows that all of Sipr,X is contained in a single irreducible component H.
The proof of the second item is again similar to the proof of Proposition 2.8: Sipr,X
is non-empty by Lemma 3.9. Moreover, the condition defining Sipr,X in the component
constructed above is the intersection of countably many open conditions on the Hilbert
function of the saturation and an additional one on the reducedness of Z(I).
Notation 3.13. Throughout the article we will use the following notation motivated by
Lemma 3.9 and Proposition 3.12:
• The function hr,X is the generic Hilbert function of r points on X.
• Any ideal I ∈ Hilb
hr,X
S that belongs to Sipr,X from Proposition 3.12 (that is, I is
saturated and defines r points of X) is called an “ip” (which stands for an ideal of
points, implicitly, with a generic Hilbert function).
• The abbreviation “sip” in Sipr,X stands for set of ip’s.
• Any ideal in the (unique) irreducible component of the multigraded Hilbert scheme
Hilb
hr,X
S containing Sipr,X is a lip (limit of ip’s).
• the component containing Sipr,X is called the slip (scheme of lip’s) and denoted
Slipr,X .
Thus Slipr,X = Sipr,X and it is an irreducible component of the multigraded Hilbert
scheme. Very roughly, this component parameterises ideals of r-tuples of points in X (ip)
together with the limits of such ideals (lip).
The following is the analogue of the multigraded apolarity (Proposition 3.6) for border
rank.
Theorem 3.14 (Border apolarity). Consider a smooth toric projective variety X embed-
ded in P(H0(L)∗) = P(S˜L). Suppose F ∈ S˜L is a homogeneous polynomial of degree L.
Then the border rank brX (F ) is at most r if and only if there exists a lip I ∈ Slipr,X such
that I ⊂ Ann (F ).
The theorem is a corollary from the following statement.
Lemma 3.15. Fix a positive integer r and a line bundle L ∈ Pic(X) and set r′ :=
hr,X(L). Let Slipr,X be the irreducible component of the multigraded Hilbert scheme as
above. Let σr := σr(X) ⊂ P(H
0(L)∗) be the secant variety of X embedded via L. Denote
by Gr := Gr
(
Pr
′−1,P(H0(L)∗)
)
the Grassmannian of projective linear subspaces Pr
′−1 in
P(H0(L)∗). Then:
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• The natural map ρ : Slipr,X → Gr taking a homogeneous ideal I to I
⊥
L ⊂ H
0(L)∗ is
regular.
• Define U ⊂ Slipr,X ×P(H
0(L)∗) to be the pullback via ρ of the universal subbundle:
U =
{
(I, [F ]) | I ∈ Slipr,X , [F ] ∈ P(H
0(L)∗), [F ] ∈ ρ(I)
}
.
Then the secant variety σr(X) is equal to the image of U under the projection
U → P(H0(L)∗) on the second factor:
σr(X) =
{
[F ] ∈ P(H0(L)∗) | ∃I ∈ Slipr,X such that [F ] ∈ ρ(I)
}
.
We stress that there is no closure in the final equation of Lemma 3.15.
Proof. The natural map in the first item exists and is regular by the universal properties
of the Grassmannian Gr and of multigraded Hilbert scheme. To prove the second item
note that Slipr,X is projective by [HS04, Cor. 1.2], thus U is projective and therefore the
image of U under the projection is also closed in P(H0(L)∗). Moreover, by Proposition 3.12
a very general lip I ∈ Slipr,X is the saturated ideal of r distinct points {p1, . . . , pr} ⊂ X.
The fibre Pr
′−1 = UI ⊂ {I} × P (H
0(L)∗) is the linear span 〈p1, . . . , pr〉 = P
(
I⊥L
)
. That
is, Pr
′−1 ⊂ σr, and the image of U → P (H
0(L)∗) is contained in σr. On the other hand,
reversing the above argument, we pick a very general point of [F ] ∈ σr. It is contained
in a span of r points {p1, . . . , pr} ⊂ X in very general position, and I = I({p1, . . . , pr})
is a saturated ideal with Hilbert function hr,X (Lemma 3.9). Thus I ∈ Slipr,X and
[F ] ∈ P
(
I⊥L
)
by the usual apolarity (Proposition 3.6) and therefore [F ] is in the image of
U → P (H0(L)∗). Therefore the image of U → P (H0(L)∗) is dense in σr.
Lemma 3.15 generalises analogous statements that relate Hilbert scheme and secant
varieties (or cactus varieties) to high degree Veronese varieties, see [BGI11, Prop. 11] or
[BB14, Prop. 2.5]. Here we replace the Hilbert scheme by Slipr,X and we avoid restrictions
on r and the embedding X ⊂ P(H0(L)∗). The map ρ is the analogue of linear span of the
zero locus 〈Z(I)〉 (see Remark 3.4), and it agrees with the (scheme-theoretic) linear span
for saturated ideals I. In general, the span 〈Z(I)〉 is contained in the linear space ρ(I).
The main advantage of this approach is the lack of “closure” in the expression for secant
variety. To some extent this is illusory, as we use a closure to define the component Slipr,X .
Nevertheless, an analogous approach turned out to be highly efficient in the setting of
the Hilbert scheme and X a projective space embedded via the Veronese map of degree
d with r 6 d − 1. Subsequent research shows this is also a useful method to estimate
the border rank of points with large groups of symmetries, such as matrix multiplication
tensors, see §5.5.
Remark 3.16. In all the interesting situations one can assume r′ = r in the statement of
Lemma 3.15. Otherwise, if r′ 6= r, then r′ = dimH0(L), so Gr = {P(H0(L)∗)} is a single
point and the secant variety σr = P(H
0(L)∗). Moreover, any point [F ] ∈ P(H0(L)∗) is in
the span of any sufficiently generic configuration of r points in X. In other words, any
general enough r points span P(H0(L)∗). Thus the situation r′ 6= r occurs only in very
boring cases.
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Proof of Theorem 3.14. First suppose that brX (F ) 6 r. In the setting of Lemma 3.15,
pick u ∈ U such that u = (I, [F ]) with I ∈ Slipr,X . Let E = ρ(I), so that [F ] ∈ E ≃
Pr
′−1 ⊂ P (H0(L)∗). Then E = P
(
(IL)
⊥
)
, and
[F ] ∈ P
(
(IL)
⊥
)
⊂ P
(
H0(L)∗
)
.
Equivalently, IL ⊂ (Ann (F ))L ⊂ H
0(L). By Proposition 3.5 we must have I ⊂ Ann (F )
as claimed.
Now suppose I ∈ Slipr,X is such that I ⊂ Ann (F ). Since Sipr,X is dense in Slipr,X in
the analytic topology, there exists a sequence Ik ∈ Sipr,X , such that I
k k→∞→ I. Suppose
that Z(Ik) =
{
pk1, . . . , p
k
r
}
⊂ X ⊂ P (H0(L)∗) (we view pki as the elements of P (H
0(L)∗)).
By the assumption [F ] ∈ P(I⊥L ) = ρ(I), and limk→∞ ρ(I
k) = ρ(I). Thus:
[F ] ∈ ρ(I) = lim
k→∞
ρ
(
Ik
)
= lim
k→∞
〈
Z
(
Ik
)〉
= lim
k→∞
〈
pk1, . . . , p
k
r
〉
.
Thus F can be obtained as a limit of polynomials of rank at most r as claimed.
4 Ideals calculating border rank
Suppose for a while that X = Pn and L = OPn(d) so that ϕ|L| is the d-th Veronese
embedding. For a homogeneous polynomial F ∈ S˜L = H
0(L)∗ ≃ SdCn+1 and an integer
r, the variety of sums of powers V SP (F, r) is defined as the closure in the standard
Hilbert scheme1 HilbrX of the set of r-tuples {[ℓ1] , . . . , [ℓr]} of points in P
n such that
[F ] ∈
〈[
ϕ|L|(ℓ1)
]
, . . . ,
[
ϕ|L|(ℓr)
]〉
. In other words, V SP (F, r) is responsible for all the
solutions to the decomposition problem for F into r simple summands and V SP (F, r) 6= ∅
if and only if r(F ) > r. V SP is intensively studied by (for instance) [RS00], [IR01],
[RV17], see also [BBT13]. More generally, for any smooth projective toric variety X, an
analogue of V SP is considered in [GRV18].
In this section we introduce a border version of V SP , which is responsible for the set
of solutions to the border rank decompositions.
4.1 Border VSP
Back to the general situation, let X be a smooth toric projective variety, L a very ample
line bundle, r ∈ Z, and F ∈ H0(L)∗. As recalled above, the V SP is traditionally
considered as a subset of the standard Hilbert scheme, which is working fine for rank
decompositions, but not so well when considering solutions to the border rank problem.
Instead, we propose to look at the analogue of V SP inside the multigraded Hilbert
scheme, and more specifically, inside Slipr,X . We define the border VSP :
VSP(F, r) :=
{
I ∈ Slipr,X | I ⊂ Ann (F )
}
.
Proposition 4.1. In the notation and assumptions above we have:
1For readers not familiar with the notion of standard Hilbert scheme, we mention that here it is enough
to think of the standard Hilbert scheme as a sufficiently nice compactification of the set of unordered
tuples of r distinct points of X .
16
• VSP(F, r) ⊂ Slipr,X is a Zariski closed subset, in particular, it has a structure of a
projective (possibly reducible) variety.
• VSP(F, r) 6= ∅ ⇐⇒ brX (F ) 6 r,
• VSP(F, r) ∩ Sipr,X 6= ∅ =⇒ rX(F ) 6 r.
Proof. The closedness follows from Lemma 3.15, because VSP(F, r) is equal to the image
under the (projective) map U → Slipr,V of the preimage of the point [F ] under the map
U → P(H0(L)∗). The border VSP is nonempty if and only if r(F ) 6 r by Theorem 3.14,
and the final item is clear.
The converse implication in the last item of Proposition 4.1 is false as indicated in
Example 4.2. However, it is possible to reformulate the left hand side of this implication
to make it into a necessary and sufficient condition.
In other words, we find the border VSP a convenient expression for the set of solutions
to the approximate decomposition problem. It would be very hard to write all possible
ways in which a given polynomial F ∈ S˜L can be approximated using r simple terms,
as such a space would be infinite dimensional. Instead, the border VSP expresses all
possible limiting ideals without bothering to write each ideal as a limit, and thus it gets
rid of this infinite dimensional part of the problem. Nevertheless the border VSP has
more information than, for instance, just the limiting linear span (which can be recovered
from VSP using the map ρ from Lemma 3.15).
Example 4.2. Suppose X = P2, L = O(d) for d > 4 and F = x
(d)
1 +x
(d)
2 +(x1+x2)
(d). That
is, F depends only on 2 out of 3 variables, rX(F ) = brX (F ) = 3, and the above expression
is the unique (up to order) decomposition of F into 3 simple summands. In this case,
VSP(F, 3) = {I}, where I ⊂ C[α0, α1, α2] is I = (α
2
0, α0α1, α0α2, α
2
1α2−α1α
2
2). Note that
I /∈ Sip3,X as its saturation is equal to I
sat = (α0, α
2
1α2 − α1α
2
2), which has the Hilbert
function h(i) =

0 if i < 0,
i+ 1 if − 1 6 i 6 2,
3 if i > 2,
which we briefly write as h = (1, 2, 3, 3, . . . ),
whereas h3,P2 = (1, 3, 3, . . . ).
4.2 Automorphism group action
The action of the automorphism group Aut(X) onX induces the natural action of Aut(X)
on Slipr,X . Below we exploit an advantage of VSP over the usual V SP : to define it we do
not need to use the closure and still we get a projective (in particular compact) variety.
Thus the group action is largely determined by projective orbits, and in some cases fixed
ideals are sufficient to study the solutions to border rank decompositions.
Theorem 4.3 (Fixed Ideal Theorem). Suppose F ∈ H0(L)∗ is a homogeneous polynomial
and G ⊂ Aut(X) is a subgroup that preserves [F ] ∈ P (H0(L∗)). Then VSP(F, r) is G-
invariant subset of Slipr,V . In particular,
• br(F ) 6 r if and only if there exists a projective orbit of G contained in VSP(F, r).
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• if B ⊂ G is a connected solvable subgroup (for example, an algebraic torus, or
a Borel subgroup), then br(F ) 6 r if and only if there exists a B-fixed point in
VSP(F, r).
A weaker version of this theorem appears as the Normal Form Lemma in [LM17,
Lem. 3.1].
Proof. The G-invariance follows from the definition of VSP(F, r), since Ann (F ) is
G-invariant. Alternatively, one can use that the maps ρ : U → P (H0(L∗)) and U →
Slipr,X from Lemma 3.15 are Aut(X)-equivariant (in particular, G-equivariant, and thus
VSP(F, r) is G-invariant).
The first item follows from Proposition 4.1, as in particular VSP(F, r) is non-empty
if and only if it admits a closed (hence projective) orbit. The second item follows
from the Borel Fixed Point Theorem (or Lie-Kolchin Theorem) [Bore91, Thm III.10.4,
Cor. III.10.5].
Remark 4.4. Note that one cannot hope for similar statements for rank (or even cactus
or smoothable ranks), as the set of solutions to such decompositions is not necessarily com-
pact in any sense. In contrast, [DT15] obtained lower bounds for rank, smoothable rank
and cactus rank (but not border rank) of invariant polynomials using different methods
that also use apolarity.
Due to significance of the Fixed Ideal Theorem (or fit) (Theorem 4.3), we decrypt it
to get rid of most of the notation.
Corollary 4.5. Suppose [F ] ∈ P (H0(L)∗) is B-invariant for a connected solvable group
B ⊂ Aut(X). Then the border rank of F is at most r if and only if there exists a
homogeneous ideal I ⊂ S such that
(i) dim(S/I)D = min(dimSD, r) for all D ∈ Pic(X),
(ii) I is B-invariant, in particular each graded piece ID is a B-invariant linear subspace
of SD = H
0(D),
(iii) I ⊂ Ann (F ), and
(iv) I is a flat limit of saturated ideals of r distinct points in X which are in very general
position.
Already conditions (i)–(iii) are often very restrictive: if the group of automorphisms
of F is large enough, then at least for small degrees D there might be only finitely many
subspaces fixed by B, and thus verifying these conditions boils down to checking those
finitely many cases. Condition (iv) is more demanding to check. See §7.3 for a brief
discussion.
5 Examples and applications
In this section we discuss three previously known examples and express them in terms
of the border apolarity presented in this article. Next we explain an application to
characterise tensors of minimal border rank. Finally, we briefly discuss applications that
also go beyond the state of art, whose details will be presented in a separate article by
different authors.
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5.1 Polynomials in the tangent space
Suppose X = Pn, L = OPn(d) for d > 3, so that X ⊂ P
(
S˜L
)
is the n-dimensional
d-th Veronese variety. Let F = x
(d−1)
0 x1. Then it is well known that brX (F ) = 2, while
rX(F ) = d > 2, and this is among the first examples of this phenomenon discussed in the
textbooks. In our language, the lip (limit of ideals of points) I ∈ Slipr,X that arises from
Theorem 3.14, that is, I ⊂ Ann (F ) is:
I = (α21, α2, . . . , αn),
and moreover, it is the unique such ideal, that is VSP(x
(d−1)
0 x1, 2) = {I}. In particular,
I is saturated, and it also calculates the cactus and smoothable ranks (see for instance
[BB15] or [BBM14]).
The reader will easily generalise this example to border rank 2 polynomials over other
toric varieties. However, the uniqueness of I does not hold in general. For instance, if
X = P1 and L = OP1(2), or if X = P
1×P1 and L = OP1×P1(1, 1), then the lip calculating
the border rank is not unique.
5.2 A tensor of border rank 3
This example is based on case (iv) from [BL14, Thm 1.2]. Suppose X = P2 × P2 × P2,
and L = OP2×P2×P2(1, 1, 1). So we use the notation of Example 2.2. Let
F = x0 ⊗ y0 ⊗ z0 + x1 ⊗ y0 ⊗ z1 + x1 ⊗ y1 ⊗ z0 + x2 ⊗ y0 ⊗ z2 + x2 ⊗ y2 ⊗ z0
=lim
t→0
1
t
(
(tx0−x1−x2)⊗ y0 ⊗ z0 + x1 ⊗ (y0+ty1)⊗ (z0+tz1) + x2 ⊗ (y0+ty2)⊗ (z0+tz2)
)
.
This tensor has border rank 3. The expression of F as a limit serves for an explicit
calculation of the ideal I ∈ Slipr,X such that I ⊂ Ann (F ):
I =

{α0αi}i=0,1,2 ,
α1α2(α1 − α2),
{α0β0 − αiβi}i=1,2 ,
{α0βi}i=1,2 ,
α1β2,
α2β1,
{α0γ0 − αiγi}i=1,2 ,
{α1γi}i=1,2 ,
α1γ2,
α2γ1,
{βiβj}i,j=1,2 ,
{β0γi − βiγ0}i=1,2 ,
{βiγj}i,j=1,2 ,
{γiγj}i,j=1,2

.
Thus I has 28 minimal generators, of which 3 are in each of the multidegrees (2, 0, 0),
(0, 2, 0) and (0, 0, 2), 1 is in multidegree (3, 0, 0), and 6 are in each of the multidegrees
(1, 1, 0), (1, 0, 1), and (0, 1, 1). This ideal is not saturated: for example, α0 /∈ I, but
α0 ·A
∗ ⊂ I, hence α0 is in the saturation of I. The zero set of I in P
2 × P2 × P2 is equal
to three distinct points {[a1], [a2], [a1 + a2]} × [b0]× [c0].
In this case the VSP(F, 3) 6= {I}. This can be recovered from the proof of [BL14,
Thm 1.11], where it is shown that the same F can be obtained by converging all three
points to a single point, and thus the limiting ideal could also be an ideal that has only
one point of support. It would be an interesting follow up project to determine if there
is any interesting geometry in the variety (or scheme) VSP(F, 3), analogously to other
V SP ’s studied for instance in [GRV18].
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5.3 Wild cubic in five variables
Let X = P4 and L = OP4(3). In [BB15] we studied the following cubic polynomial:
F = x
(2)
0 x2 − (x0 + x1)
(2)x3 + x
(2)
1 x4
= lim
t→0
1
t
(
(x0 + tx2)
(3) − (x0 + x1 + tx3)
(3) − 1
4
(2x1 − tx4)
(3)
− 1
3
(x0 − x1)
(3) + 1
3
(x0 + 2x1)
(3)
)
.
The results of [BB15] show that this is an example of a “wild” polynomial in the language
of [BB15, §1], and this implies that its border rank is more difficult to analyse. In fact,
the example discussed in Subsection 5.2 is also “wild” in this sense, see [BB15, §2.3]. In
the context of the present article, “wildness” of F can be phrased as the fact that there
is no saturated ideal in VSP(F, brX (F )).
Remark 5.1. The cubic polynomial F is concise (strictly depends on all variables), but
has vanishing hessian, see [Russ16, Example 7.1.5]. Thus it would be interesting to in-
vestigate further the relation between such special polynomials (or hypersurfaces) and wild
examples of polynomials. We thank Giorgio Ottaviani for this remark.
Here we present the explicit expression for the lip I ∈ VSP(F, 5), arising from the
presentation of F as a limit:
I :=
(
α0α2 + α1α3 + α1α4, α0α3 − α1α3, α0α4, α1α2, α
2
2, α2α3, α2α4, α
2
3, α3α4, α
2
4,
α40α1 −
1
2
α30α
2
1 − α
2
0α
3
1 +
1
2
α0α
4
1
)
.
This ideal is thus generated by 10 quadrics coinciding with the 10 quadrics in Ann (F ),
and also a quintic. Moreover I is not saturated:
Isat =
(
α2, α3, α4, α
4
0α1 −
1
2
α30α
2
1 − α
2
0α
3
1 +
1
2
α0α
4
1
)
.
The ideal I is not a unique member of VSP(F, 5) and it would be interesting to under-
stand the geometry of VSP(F, 5).
5.4 Tensors of minimal border rank
We commence with recalling the definition of conciseness.
Definition 5.2. Suppose S = C[α1, . . . , αn+w] is the Cox ring of X and F ∈ S˜ =
C[x1, . . . , xn+w] is a homogeneous polynomial. We say F is concise if Ann (F )deg αi = 0
for all i.
This definition coincides with the standard notion of conciseness for tensors and poly-
nomials:
• if F is concise, then F strictly depends on all variables xi, even after any auto-
morphism of X, and
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• if X = Pa1 × Pa2 × · · · × Paw , then the converse of the above item also holds: if
F strictly depends on all the variables, after any automorphism of X then F is
concise.
In particular, the following property is standard. Suppose X = Pa1 × Pa2 × · · · × Paw
and F ∈ S˜OX(d1,d2,...,dw) is concise. Then brX (F ) > max {a1 + 1, a2 + 1, . . . , aw + 1}.
More generally:
Proposition 5.3. For any smooth toric projective variety, in the setting of Definition 5.2,
if F is concise, then brX (F ) > max {dimH
0(deg(αi)) | i ∈ {1, . . . , n+ w}}.
This statement is a special case of the catalecticant bound [Gałą14, Cor. 5.5] for
border rank.
In the setting of the proposition we say that F has minimal border rank if F is concise
and the border rank is equal to the minimal value from the proposition:
brX (F ) = max
{
dimH0(deg(αi)) | i ∈ {1, . . . , n+ w}
}
.
A consequence of [BBKT15, Thm 4.8] is that for X = Pn, if F ∈ S˜O(d) has minimal
border rank, then the apolar ideal Ann (F ) ⊂ S has at least n = brX (F ) − 1 minimal
generators in degree d. Still in the case of X = Pn this is equivalent to the following
claim:
dim
(
Sd
/(
Ann (F )d−1 · S1
))
> n+ 1 = brX (F ) .
Here we show a generalisation of these claims to toric varieties. First we present a version
for the product of projective spaces, where the dimensions of factors are equal.
Theorem 5.4. Suppose X = (Pa)×w for an integer a, and F ∈ S˜L is a homogeneous
polynomial of minimal border rank. Then the apolar ideal Ann (F ) ⊂ S has at least
brX (F )− 1 minimal generators in degree L.
This statement applies, for instance, to the case X = P3×P3×P3 and its 4-th secant
variety. It was a part of the famous Salmon Problem posed by Allman and partially
solved by Friedland [Frie13] to find the criteria for a tensor in C4 ⊗ C4 ⊗ C4 to have
border rank 4. Theorem 5.4 (with a = 4, w = 3) provides some necessary conditions for
such tensors. It is an interesting problem to determine if (in higher dimensions) they are
covered by previous research and if they are sufficient for a = 4, and w = 3.
More generally, for any toric variety we have a slightly weaker version of this statement.
Theorem 5.5. Suppose X is a smooth toric projective variety and F ∈ S˜L is a homogen-
eous polynomial of minimal border rank. Let i ∈ {1, . . . , n+ w} be an integer such that
brX (F ) = dimH
0(deg(αi)). Then
dim
(
SL
/(
Ann (F )L−deg(αi) · Sdegαi
))
> brX (F ) .
The proofs of both theorems follow the same idea, which we phrase as the following
lemma.
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Lemma 5.6. Suppose F is a concise homogeneous polynomial of minimal border rank,
let I ∈ VSP(F, brX (F )) and let i be such that brX (F ) = dimH
0(deg(αi)). Then
Ann (F )L−deg(αi) · Sdegαi ⊂ IL.
Proof. By the symmetry of Hilbert function [Gałą14, Prop. 4.5] we have
brX (F ) = dimSdeg(αi) = dim (S/Ann (F ))deg(αi)
= dim(S/Ann (F ))L−deg(αi) = dim(S/I)L−deg(αi).
Since Ann (F )L−deg(αi) ⊂ IL−deg(αi) by the definition of VSP(F, brX (F )), and their di-
mensions agree by the above calculation, we must have Ann (F )L−deg(αi) = IL−deg(αi).
Thus Ann (F )L−deg(αi) · Sdeg αi ⊂ IL as claimed in the lemma.
Proof of Theorem 5.4. Since every i ∈ {1, 2, . . . , (a+ 1)w} is such that brX (F ) =
dimH0(deg(αi)), by Lemma 5.6 we have∑
i
Ann (F )L−deg(αi) · Sdeg αi ⊂ IL.
Therefore, the codimension of
∑
iAnn (F )L−deg(αi) · Sdeg αi is at least brX (F ), and since
the codimension of Ann (F )L is 1, we must have at least brX (F )− 1 minimal generators
of Ann (F ) in degree L.
Proof of Theorem 5.5. By Lemma 5.6 the codimension of Ann (F )L−deg(αi) · Sdegαi is
at least codim IL = brX (F ), and the claim follows.
5.5 Matrix multiplication tensors and determinant
A follow up research by Conner, Harper and Landsberg [CHL19] exploits more of the
Fixed Ideal Theorem (Theorem 4.3), particularly, Corollary 4.5(i)–(iii). They apply it in
detail in two cases, which we briefly discuss below.
First suppose F is equal to the tensor corresponding to the matrix multiplication map
µa×b×c : C
a×b ⊗ Cb×c → Ca×c
(see [Land17, §1.1.9]). In the case F = µ2×2×2, it was previously shown in [Land06] that
brP3×P3×P3 (µ2×2×2) = 7. In [CHL19] a much simpler proof of that statement is provided.
Next, if F = µ3×3×3, then they show brP8×P8×P8 (µ3×3×3) > 17, whereas the previously
known lower bound was brX (µ3×3×3) > 16. More generally, they provide new lower
bounds for brX (µa×b×b) for infinitely many values of a and b.
As another example, consider the 3 × 3 determinant polynomial, see [BT19] for an
overview. That is, let X = P8, L = OP8(3), and F = det3 ∈ C[x1, . . . , x9], with det3 =
det
(
x1 x2 x3
x4 x5 x6
x7 x8 x9
)
. In [CHL19] it is shown that brX (det3) = 17.
Moreover, the authors of [CHL19] provide a down to earth explanation of the Corol-
lary 4.5(i)–(iii) and present a step-by-step algorithm to use it for an automated search
for lower bounds of tensors with large groups of symmetries. They restrict their present-
ation to the case of 3-way tensors (as in Example 2.2), which makes their notation more
explicit.
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6 Concerning monomials
Throughout this section we suppose F = x
(a1)
1 x
(a2)
2 · · ·x
(an+w)
n+w ∈ S˜L is a monomial. The
main interest is in the case of X = Pn, and our main goal in this section is to prove
Theorem 1.4 which includes the calculation of the border rank of monomials in three
variables, that is, for X = P2. Along the way we prove some other statements of interest
and show examples of applications of the border apolarity. We commence with discussion
of related articles.
6.1 Other approaches to border rank of monomials, their results
and gaps
For monomials, the main case under consideration is X = Pn. Both rank rPn(F ) and
the variety of sums of powers V SP (F, rX(F )) are calculated in [CCG12] and in [BBT13].
Moreover, the border rank brPn (F ) is discussed in [Oedi19] and [CGO19], however both
methods have gaps at the time of submission of this article. For some other low di-
mensional toric varieties X, the rank of some monomials is calculated and estimated in
[Gałą14].
We now briefly review the gaps that appear in unpublished preprints, and that are
relevant to the problem of determining the border rank of monomials when X = Pn. It
is generally expected, that in this case the border rank is equal to the well known upper
bound [LT10, Thm 11.2]:
brPn
(
x
(a0)
0 x
(a1)
1 · · ·x
(an)
n
)
6 (a1 + 1)(a2 + 1) · · · (an + 1) where a0 > a1 ≥ · · · > an. (6.1)
If n = 1, then the equality in (6.1) is standard and well known, for instance, see [LT10,
Thm 11.2] again.
Oeding’s approach via equations. The original arxiv submission of [Oedi19] claimed
to prove the equality always holds in (6.1), then the equality was downgraded to a conjec-
ture. Still many cases of the conjecture, including the case n = 2 are claimed in [Oedi19,
Thm 1.8]. However, the proofs rely on [Oedi19, Sect. 5], which describes equivariant
theory with respect to GL(V0) (here V0 = 〈x1, . . . , xn〉), and applies it to a setting which
is not equivariant in any visible way. For instance, in the neighbourhood of the displayed
equations [Oedi19, (6) and (7)] the maps X0i , X
i
0, X
0
γ , X
γ
0 are supposed to be gl(V0)-
equivariant, but they are defined using a chosen basis x1, . . . , xn of V0. The equivariance
is exploited for instance in the proofs of [Oedi19, Lem. 5.5, 5.7], and consequently in the
argument of the main results.
Teitler’s generalisation of Ranestad–Schreyer bound. Another gap was pointed
out by Gałązka and concerns [Teit14, Thm 5.13]. This statement is supposed to generalise
the Ranestad–Schreyer bound on rank (or cactus rank) to the multigraded situation. In
the notation of the proof of [Teit14, Thm 5.13], in its last line the equality between l(B∩Zˆ)
(length of a proper intersection) and deg(B) deg(Zˆ) (product of degrees) is claimed. This
is not true in general, as shown for instance in [Hart77, App. A, Ex. 1.1.1].
23
The approach of Christandl, Gesmundo, and Oneto via asymptotic rank. The
gap described in the previous paragraph affects the first version of [CGO19] 2. There the
authors claim to prove that the equality holds in (6.1) for all monomials. However,
the staring point of their argument is [CGO19, Thm 2.4], which is a quote of [Teit14,
Thm 5.13]. Then it is a critical ingredient in their proof of [CGO19, Cor. 2.6], and
consequently, it is also needed to prove Theorem 2.9 and 1.1, the latter one being the
main result.
Follow up. The authors of all three aforementioned articles are aware of the gaps and
work on fixing them.
Upper bound for other toric varieties. Note that the upper bound (6.1) that is
valid in the case of X = Pn generalises to any smooth toric projective variety. For
X = Pa × Pb × Pc × . . . this can be seen directly from the submultiplicativity of rank
and border rank: if X and Y are toric varieties with Cox rings S[X ] and S[Y ], and
F ∈ S˜[X ], G ∈ S˜[Y ] are homogeneous polynomials, then S[X × Y ] = S[X ]⊗ S[Y ], and
brX×Y (F ·G) 6 brX (F ) brY (G). In general, the proof is a straightforward generalisation
of the argument for Pn, as in [RS11].
Lemma 6.2. Let F = x
(a1)
1 · · ·x
(an+w)
n+w be a monomial in the Cox ring S. Suppose
An ≃ U ⊂ X is an open affine torus invariant subset given as the complement of
Z(αi1αi2 · · ·αiw) for some choice of pairwise different indices i1, . . . , iw. Denote
J := {1, . . . , n+ w} \ {i1, . . . , iw} ,
the complement of those indices. Then
brX (F ) 6
∏
j∈J
(aj + 1).
Proof. Consider the scheme R = Z
(
α
aj+1
j | j ∈ J
)
. Note that its support is the torus
fixed point of U , and its length is
∏
j∈J(aj + 1). Moreover, the ideal used to define R
is saturated and thus I(R) ⊂ Ann (F ). Also R is smoothable by [CEVV09, Prop. 4.15].
Therefore R shows that the smoothable rank of F is at most
∏
j∈J(aj + 1), and the
smoothable rank is an upper bound for the border rank. See for instance [BB15, Sect. 1
and §2.1] for the definition and basic properties of the smoothable rank, including the
above inequality comparing it with the border rank. The cases of X = Pn are also
discussed in [RS11] and [BBM14].
6.2 Move-fit
The following is an immediate consequence of Fixed Ideal Theorem, compare with Co-
rollary 4.5.
2At the time of writing of these word, the only first version is publically available. Just before the
submission of the present article Christandl, Gesmundo, and Oneto shared with us a new version of their
article.
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Corollary 6.3 (Monomial Version of Fixed Ideal Theorem, or move-fit). For any smooth
toric projective variety X, the border rank of a monomial F is at most r if and only if
there exists a homogeneous ideal I ⊂ S = C[α1, . . . , αn+w] such that
(i) I is a monomial ideal,
(ii) I ⊂
〈
αa1+11 , . . . , α
an+w+1
n+w
〉
,
(iii) dim(S/I)D = min(dimSD, r), and
(iv) I is a flat limit of saturated ideals of r distinct points in X which are in a very
general position.
We expect the last item (iv) is redundant and it is implied by (i) and (iii), but we
have little evidence for that, except the analogy to smoothability of monomial ideals,
[CEVV09, Prop. 4.15].
Example 6.4. Suppose X = P2 and F = (x0x1x2)
(2). Then brX (F ) 6 9 by (6.1). If
brX (F ) 6 8, then bymove-fit there exists a monomial ideal I ⊂ (α
3
0, α
3
1, α
3
2) with dim I3 =
2, dim I4 = 7 and dim I5 = 13. The first condition means that I3 (up to reordering
the variables) contains α30 and α
3
1. The condition on I4 means that we need one more
monomial in I4 other than those generated by I3, say α
3
2 · αi ∈ I4. But then dim I5 > 15,
a contradiction, thus brX (F ) = 9.
Example 6.5. Suppose X = P3 and F = x
(2)
0 x
(2)
1 x2x3. We claim brX (F ) = 12, which is
equal to the upper bound of (6.1). Suppose by contradiction that brX (F ) 6 11, and let
I ⊂ Ann (F ) = (α30, α
3
1, α
2
2, α
2
3) be the monomial ideal obtained by move-fit. Note that
dimAnn (F )3 = 10 and dim I3 = 9, thus all but one monomials from Ann (F )3 are in I3.
We have dim I4 = 24 and dim I5 = 45.
• If α23αi /∈ I for some i 6= 3, then I contains powers of all variables, hence its Hilbert
polynomial is 0, a contradiction.
• If α33 /∈ I, then
I3 = (α
3
0, α
3
1, α
2
2, α
2
3α0, α
2
3α1, α
2
3α2)3
and dim I4 > 26, a contradiction.
• If α30 /∈ I, that is,
I3 = (α
3
1, α
2
2, α
2
3)3,
then dim(I3 ·S1) = 23, and in degree 4 we need one more generator of I of the form
α30αi. Independent of i, we have dim I4 · S1 > 47, a contradiction.
The above items cover all the possible choices of one monomial in Ann (F ), up to swapping
α0 with α1 or α2 with α3. Thus the claim about border rank of F is proved.
Example 6.6. The methods illustrated in Examples 6.4 and 6.5 can be automated, also
for other low dimensional toric varieties. With a naive implementation, which among all
monomial subideals of Ann (F ) just searches for those with correct Hilbert function, we
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were able to check that the following monomials in four or five variables have the border
rank predicted by the upper bound of (6.1).
x
(3)
0 x
(3)
1 x2x3x4, x
(2)
0 x
(2)
1 x2x3x4, x0x1x2x3x4, and
x
(a1)
0 x
(a1)
1 x
(a2)
2 x
(a3)
3 , for 3 > a1 and 2 > a2 > a3
The verification of the first example took approximately 1 hour and 30 minutes, while
the smaller examples took up to a couple of minutes. The larger cases we tried exhausted
the memory of the machine we worked with, but we did not try to make the algorithm
efficient in any way.
Example 6.7. The border rank of monomials is monotonic in the exponents. That is (for
any smooth toric variety X), if F = x
(a1)
1 · · ·x
(an+w)
n+w and G = x
(b1)
1 · · ·x
(bn+w)
n+w with ai 6 bi
for all i, then brX (F ) 6 brX (G). Indeed, Ann (G) ⊂ Ann (F ), and thus any ideal I
coming from move-fit for G, works for F as well. In particular, it is enough to verify if
we have the equality in (6.1) for monomials with a0 = a1.
If X = Pn, Landsberg and Teitler in [LT10, Thm 11.3] show that the border rank is
equal to the upper bound of (6.1) for unbalanced monomials, that is for F = x
(a0)
0 · · ·x
(an)
n
with a0 > a1 + · · ·+ an. We treat the next case (a slightly less unbalanced monomial) in
the following example.
Example 6.8. Suppose X = Pn, F = x
(a0)
0 · · ·x
(an)
n , and a0+1 = a1+ · · ·+an with ai > 0.
Then the border rank of F is equal to r = (a1 + 1) · · · (an + 1). Indeed, in this case
codim(Ann (F )a0+1 ⊂ Sa0+1) = r− 1, thus if brX (F ) 6 r− 1, then the monomial ideal I
from the move-fit satisfies Ia0+1 = Ann (F )a0+1. But Ann (F )a0+1 contains powers of all
variables, thus the Hilbert polynomial of I is equal to 0, a contradiction.
6.3 Macaulay ideal growth
We will use monomial ideals contained in the apolar ideal of a monomial. In sufficiently
low degrees the apolar ideal of a monomial has a disjointness property, that is the parts
coming from different generators are linearly independent, and the monomial subideal
will split accordingly. Therefore, we are going to be interested in minimising the growth
of monomial submodules of a graded free module. In the case of a free module with one
generator over the standard graded polynomial ring, the answer is provided by a classical
theorem of Macaulay. We need to recall the following definition.
Definition 6.9. Suppose X = Pn, S = C[α0, . . . , αn], and d is a positive integer. Then
by lex-segment in degree d of colength r we mean the linear subspace Lexrd ⊂ Sd of
codimension r spanned by the last dimSd − r monomials of Sd in the grevlex (reverse
degree-lexicographical) order.
For a fixed positive integer d, any non-negative integer r can be uniquely written as
r =
(
ad
d
)
+
(
ad−1
d−1
)
+ · · ·+
(
a1
1
)
,
where ai are integers such that ad > ad−1 > · · · > a1 > 0, see [BH93, Lem. 4.2.6]. The
Macaulay exponent is:
r〈d〉 :=
(
ad+1
d+1
)
+
(
ad−1+1
d
)
+ · · ·+
(
a1+1
2
)
.
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Lemma 6.10 (Macaulay, [BH93, Prop. 4.2.8, Cor. 4.2.9] or [Gree98, Thm 3.3, Prop. 3.7]).
Suppose X = Pn, and S = C[α0, . . . , αn], and for some positive integer d, a linear subspace
I ⊂ Sd has codimension r. Then
codim (I · S1 ⊂ Sd+1) 6 codim (Lex
r
d ·S1 ⊂ Sd+1) = r
〈d〉.
Remark 6.11. Macaulay Lemma is referred to as the maximal possible growth of stand-
ard graded algebra S/(I). Note that this upper bound does not depend on the number
of generators (variables) of the algebra, but it strongly depends on the degree. From a
complementary point of view, we can reinterpret this statement as a minimal growth of
homogeneous ideals in the polynomial ring. With this approach, one can easily notice that
the growth of an ideal strictly depends on the number of variables, but it does not really
depend on the degree we look at, only on the shape of the ideal inside the polynomial ring.
For instance, the growth of I ⊂ Se from degree e to e + 1 is the same as the growth of
αd−e0 · I ⊂ Sd from degree d to d+1. Moreover I is a lex-segment if and only if α
d−e
0 · I is.
We mention two properties of the Macaulay exponent r〈d〉 that we will use.
Lemma 6.12. Suppose d, e, q, r are non-negative integers, and d > e > 0. Then
q〈d〉 + r〈e〉 6 (q + r)〈e〉.
Proof. We first prove the lemma for d = e. Consider two independent polynomial
rings C[α1, . . . , αk] and C[β1, . . . , βl], both having sufficiently many variables. Choose
two subspaces Iα = Lex
q
e ⊂ C[α1, . . . , αk] and Iβ = Lex
r
e ⊂ C[β1, . . . , βl]. Finally, let
I = (Iα) + (Iβ) + (αiβj | 1 6 i 6 k, 1 6 j 6 l) ⊂ C[α1, . . . , αk, β1, . . . , βl].
Setting Aα, Aβ and A to be the quotient algebras by (Iα), (Iβ) and I respectively, we
have:
dim(Aα)e = q, dim(Aβ)e = r, dim(A)e = q + r,
dim(Aα)e+1 = q
〈e〉, dim(Aβ)e+1 = r
〈e〉, dim(A)e+1 = q
〈e〉 + r〈e〉.
The last column follows from the observation that A = Aα⊕Aβ , while bottom row in the
first two columns is a consequence of Lemma 6.10. Since dim(A)e+1 6 (q+ r)
〈e〉 again by
Lemma 6.10, we obtain:
q〈e〉 + r〈e〉 6 (q + r)〈e〉. (6.13)
Next we show another special case of the claim with q =
(
a
d
)
for some a, r = 0, and
e = d− 1. Then
q =
(
a
d
)
=
(
a−1
d−1
)
+
(
a−2
d−1
)
+ · · ·+
(
d
d−1
)
+
(
d−1
d−1
)
, and
q〈d〉 =
(
a+1
d+1
)
=
(
a
d
)
+
(
a−1
d
)
+ · · ·+
(
d+1
d
)
+
(
d
d
)
=
(
a−1
d−1
)〈d−1〉
+
(
a−2
d−1
)〈d−1〉
+ · · ·+
(
d
d−1
)〈d−1〉
+
(
d−1
d−1
)〈d−1〉
(6.13)
≤ q〈d−1〉.
Thus
(
a
d
)〈d〉
6
(
a
d
)〈d−1〉
.
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If q is arbitrary, then express it using the Macaulay coefficients:
q =
(
ad
d
)
+
(
ad−1
d−1
)
+ · · ·+
(
a1
1
)︸ ︷︷ ︸
=:q′
with ad > ad−1 > · · · > a1 > 0. Then
q〈d〉 =
(
ad
d
)〈d〉
+ (q′)〈d−1〉 6
(
ad
d
)〈d−1〉
+ (q′)〈d−1〉
(6.13)
≤
((
ad
d
)
+ q′
)〈d−1〉
= q〈d−1〉. (6.14)
The final claim of the lemma follows by successively applying (6.14) to show q〈d〉 6 q〈e〉
for any e 6 d and then combining it with (6.13).
Lemma 6.15. Suppose d, e, q, r, n are non-negative integers such that d > e > 0,
0 6 q 6
(
n+d
d
)
, 0 6 r 6
(
n+e
e
)
, and q + r >
(
n+e
e
)
. Then
q〈d〉 + r〈e〉 6
(
q + r −
(
n+e
e
))〈d〉
+
(
n+e
e
)〈e〉
.
Proof. We reinterpret the statement of the lemma in terms of growth of ideals. Let
S = C[α0, α1, . . . , αn], and consider four ideals in S: I = (Lex
q
d), J = (Lex
r
e), I
′ =(
Lex
q+r−(n+ee )
d
)
, J ′ = 0. The inequalities guarantee that the lengths of the above seg-
ments make sense (are non-negative and less or equal to the dimensions of Sd or Se
accordingly). The claim of the lemma is the that:
dim(S/I)d+1 + dim(S/J)e+1 6 dim(S/I
′)d+1 + dim(S/J
′)e+1.
In terms of minimising the growth of ideals instead of maximising the growth of algebras,
this is equivalent to ask:
dim Id+1 + dim Je+1 > dim I
′
d+1 + dim J
′
e+1 = dim I
′
d+1.
This last claim follows from Lemma 6.10 applied to αe+10 · Id + α
d+1
1 · Je. Its growth from
degree d + e + 1 to d + e + 2 is equal to the left hand side of the inequality and it is at
least the minimal growth obtained by the lex-segment of the same dimension αe+10 · I
′
d.
6.4 Border rank of monomials in three variables and generalisa-
tions
We need a generalisation of Lemma 6.10 to monomial ideals that are spread across a
couple of disjoint Sdj .
Definition 6.16. Suppose X = Pn and S = C[α0, . . . , αn]. Let d¯ = (d1, . . . , dj) be a
sequence of j positive integers with d1 6 · · · 6 dj. Consider S d¯ = Sd1 ⊕· · ·⊕Sdj . By S d¯,i
we mean the i-th factor of Sd¯, isomorphic to Sdi (note that there might be many factors
isomorphic to Sdi). For an integer 0 6 r 6 dimS d¯, define Lex
r
d¯ to be the linear subspace
of codimension r such that there exists i0 ∈ {1, . . . , j} and:
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• Lex
r
d¯ is a direct sum of subspaces Lex
r
d¯,i ⊂ S d¯,i,
• for all i < i0 Lex
r
d¯,i = 0,
• for all i > i0, Lex
r
d¯,i = S d¯,i,
• Lex
r
d¯,i0
= Lexr
′
di
for some r′.
Informally, Lex
0
d¯ = S d¯, and to get Lex
r
d¯ from Lex
r−1
d¯ we remove the lowest monomial from
the first nonzero summand.
Proposition 6.17. With the notation as in Definition 6.16, suppose I ⊂ S d¯ is a direct
sum of subspaces I =
⊕j
i=1 Ii with Ii ⊂ S d¯,i. Let r = codim(I ⊂ S d¯) and define 1¯ =
(1, 1, . . . , 1) (j entries of 1’s). Then
codim
(
I · S1 ⊂ S d¯+1¯
)
6 codim
(
Lex
r
d¯ · S1 ⊂ S d¯+1¯
)
.
Proof. If there is only one summand, that is j = 1, then the claim is Lemma 6.10. If
there are two summands, j = 2, then the claim follows from Lemmas 6.12 and 6.15.
Finally, suppose the number of summands j is arbitrary. Pick the first summand i
such that Ii 6= Sd¯,i. If for all i
′ > i we have Ii′ = 0, then we are done by Lemma 6.10. So
suppose there is i′ > i, such that Ii′ 6= 0. We use the “two summands step” to move the
dimension from Ii′ to Ii, eventually arriving either at the case Ii′ = 0 or Ii = S d¯,i. Repeat
the argument until there is at most one i, such that Ii 6= S d¯,i and Ii 6= 0 and conclude
the proof.
Theorem 6.18. Suppose X = P2 × Y with a smooth toric projective variety Y , and
S[X ] = C[x0, x1, x2, y1, . . . , yn+w−3] with the first three variables corresponding to P
2 and
the remaining variables corresponding to Y . Fix two monomials: F = x
(a0)
0 x
(a1)
1 x
(a2)
2 with
a0 > a1 > a2 and G ∈ S[Y ] = C[y1, · · · , yn+w−3]. Fix also a degree D ∈ PicY such that
Ann (G)D = 0. Then
brX (F ·G) > (a1 + 1) · (a2 + 1) · dimH
0(Y,D).
Proof. Suppose by contradiction that
brX (F ·G) 6 r := (a1 + 1) · (a2 + 1) · dimH
0(Y,D)− 1.
We will be considering the degree (a1 + a2, D) ∈ Pic(X) = Pic(P
2 × Y ) = Z ⊕ Pic(Y ).
By Corollary 6.3, there exists a linear subspace I ⊂ Ann (F ·G)(a1+a2,D) spanned by
monomials such that:
codim
(
I ⊂ S[X ](a1+a2,D)
)
= r and codim
(
I · S[P2]1 ⊂ S[X ](a1+a2+1,D)
)
> r. (6.19)
We will show this is impossible. Note that
Ann (F ·G)(a1+a2,D) = α
a0+1
0 · S[P
2]a1+a2−a0−1 ⊗H
0(Y,D)
⊕ αa1+11 · S[P
2]a2−1 ⊗H
0(Y,D)
⊕ αa2+12 · S[P
2]a1−1 ⊗H
0(Y,D)
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and an analogous equality holds for Ann (F ·G)(a1+a2+1,D). (If a1 + a2 − a0 − 1 < 0, then
we skip it in the above formula and also we skip the corresponding parts in the proof
below.) Thus we are in the situation of Proposition 6.17 for n = 2 and
d¯ = (a1 + a2 − a0 − 1, . . . , a1 + a2 − a0 − 1︸ ︷︷ ︸
dimH0(Y,D) times
, a2 − 1, . . . , a2 − 1︸ ︷︷ ︸
dimH0(Y,D) times
, a1 − 1, . . . , a1 − 1︸ ︷︷ ︸
dimH0(Y,D) times
).
Thus codim
(
I · S[P2]1 ⊂ S[X ](a1+a2+1,D)
)
6 codim
(
Lex
r
d¯ · S1 ⊂ S d¯+1¯
)
. Now an explicit
value of r is such that Lex
r
d¯ contains all of S[P
2]a1−1 summands, all of S[P
2]a2−1 summands,
and in addition one more monomial from one of the S[P2]a1+a2−a0−1 summands. Thus
codim
(
Lex
r
d¯ · S1 ⊂ S d¯+1¯
)
= r − 2 contradicting (6.19).
In the following examples we keep the notation of Theorem 6.18.
Example 6.20. If Y = {∗}, then Theorem 6.18 proves the border rank of monomials in
three variables is equal to the upper bound of (6.1).
Example 6.21. Suppose Y = P1 × P1 × · · · is a finite product of projective lines. Take
the monomial F = x
(a0)
0 x
(a1)
1 x
(a2)
2 · y
(b0)
0 y
(b1)
1 · z
(c0)
0 z
(c1)
1 · · · such that a0 > a1 > a2, b0 > b1,
c0 > c1,. . . Then
brP2×P1×P1×... (F ) = (a1 + 1)(a2 + 1)(b1 + 1)(c1 + 1) · · · .
7 Further research
In this section we briefly discuss further research plans related to border apolarity.
7.1 Efficiency
The method of border apolarity has already shown its potential for new lower bounds for
border rank. However, it needs to be determined how much further we can work with
this method. Originally, it was intended to uniformly describe “wild” cases, where the
border rank is less than the smoothable rank, as briefly discussed in Sections 5.2 and 5.3,
and in more details in [BB15].
Many (or all) classical and modern criteria for the border rank are cursed with the
“cactus barriers”, that is they cannot provide bounds for border rank beyond the border
cactus rank, which (for large dimension of X) is much lower than the border rank. Thus
the natural question is, whether the present method is also subject to these cactus barriers.
Seemingly, the immediate answer is negative, as the statement of Theorem 3.14 is “if
and only if”. However, there is a catch, as at this moment we do not have enough
criteria to determine if an ideal I ∈ HilbhrS is contained in Slipr,X or not. Analogously,
in the applications discussed in Sections 5 and 6 we are only using one implication of
Theorem 3.14: if there is no ideal I ∈ HilbhrS such that I ⊂ Ann (F ), then brX (F ) > r.
With this simplified approach, the cactus curse is still (partially) valid, as we discuss
in §7.2. However, in §7.3 we also briefly report on research in progress that studies
the conditions for ideals to be in Slipr,X or not. It is a subject of a joint work with
Landsberg and his research group to determine if the methods combined with the study
of smoothability of finite schemes can beat the curse of cactus barriers.
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7.2 Other variants of rank
In the standard notation (as in Section 2) for X and L, if W ⊂ H0(X,L)∗ is a linear
subspace, then the rank of W is the minimal integer r, such that PW ⊂ 〈p1, . . . , pr〉 for
some pi ∈ X ⊂ P (H
0(X,L)∗). This is sometimes referred to as simultaneous rank of W .
It also has its border analogue: W is of border rank at most r if and only if it is a limit
of linear subspaces (of the same dimension) which have rank r. See for instance [BL13],
[BPR19] for more details about these notions.
It is straightforward to generalise apolarity (Proposition 3.6) and border apolarity
(Theorem 3.14) to the simultaneous case, and we discuss it in detail in a follow up paper.
Other variants of rank are the cactus rank and cactus border rank, see [RS11], [BB14],
[BB15], [BBM14], [Gałą17], and other related work. In short the cactus rank arises from
linear spans of finite subschemes of X, that are not necessarily smooth (that is, not
necessarily equal to the disjoint union of reduced points). It is known (see the references
above), that most determinantal lower bounds for border rank are in fact lower bounds
for border cactus rank, and the latter tends to be much lower than the former. Thus it
is desirable to construct bounds for border rank, that do not apply for cactus rank.
Our bound arising from border apolarity, also can be modified to similar statements
about border cactus rank (and also simultaneous border cactus rank). As a consequence,
without taking into account the discussion of the membership in Slipr,X , it might be hard
to use border apolarity to distinguish between border rank and border cactus rank. Yet
the arguments leading to the generalisation and even the formulation of the border-cactus-
apolarity are not so straightforward and they require using the techniques announced in
§7.4. Again, the details will be provided in subsequent work.
7.3 Limit ideals of points
We will show that there are four types of irreducible components in the multigraded
Hilbert scheme HilbhrS . Two of the types as a general member have a saturated ideal,
while the remaining two types consist of only non-saturated ideals. In the other direction,
we ask if the scheme defined by the general ideal is reduced or not. Combining these two
properties we get our four types, including one type, where general ideal is saturated and
defines a reduced subscheme. This type consists of a unique component, namely Slipr,X .
Given the discussion in §7.1 and §7.2 and the relations of the four types with border
apolarity and border-cactus-apolarity, it seems critical to learn how to distinguish the
four types. That is, for I ∈ HilbhrS we have to decide:
• Is I a limit of ideals, whose saturation is radical?
• Is I is a limit of saturated ideals?
The first item is an intensively studied topic of smoothability of finite schemes, see for
instance [CEVV09], [CJN15], [Jeli17], [BJ17], and [DJNT17]. The second question is new
and the research work in this direction is being conducted by Mańdziuk.
7.4 Open locus of points in general position
In Propositions 2.8, 3.12, and also in Lemma 3.9 we show that appropriate subsets are
dense or empty. A stronger claim is in fact true: these subsets (for instance Sipr,X ⊂
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Slipr,X) are all Zariski open. This is fairly standard in the case when X = P
n, but in order
to show it in general (for any smooth projective toric variety X), we need an algebraic
statement, that the set of saturated fibres in a flat family of ideals is Zariski open. A
proof of this claim was communicated to us by Jelisiejew and it is both a very interesting
observation on its own, and also relevant to the proofs of claims about border cactus rank
and the corresponding apolarity theory.
Again, this will be detailed in the subsequent work.
7.5 Other base fields
We also claim that the results of our article can be extended to any other algebraically
closed base field k. There are two issues that should be resolved.
The first problem is the lack of solid reference for Cox rings of toric varieties over
base fields k 6= C. The general consensus among experts is that “everything works fine”
and “toric varieties are defined and can be studied without any problem over SpecZ”.
However, this claim is not properly documented and some delicacies may appear. For
instance, whenever the class group has torsion of the same order as the characteristic
of the base field, quotients by non-reduced group schemes are necessary to consider the
quotient construction [CLS11, §5.1]. But this will never happen in the setting of smooth
projective toric varieties, and in the special cases of interest, namely Segre–Veronese
varieties, the ideal–subscheme correspondence is straightforward and clear.
Another issue that we have with the simplified approach presented in this article is
the “very general” property. Over the complex numbers this is a dense property, but over
countable fields k this may very well mean just an empty set. This is dealt again with
by the Zariski openness of the set of saturated fibres (mentioned in §7.4).
Details of this approach will be provided in our subsequent work.
7.6 Varieties of Sums of Powers
In the notation of Section 4, looking at VSP(F, r) might help to (partially) resolve
the singularities appearing in V SP (F, r). Since VSP(F, r) is defined in a natural way,
it may be easier to study in cases of interest. In fact, in the course of proofs about
V SP (F, r) existing so far, one of the key technical steps implies the claim (secretly, as
the terminology was not present at that time) that V SP (F, r) is equal to VSP(F, r), see
for instance [RV17, Prop. 3.1].
It is an interesting open problem to investigate the details of the interaction between
the two varieties V SP (F, r) and VSP(F, r). In particular, this question includes under-
standing the conditions on F , and also on X and L, where F ∈ P (H0(X,L)∗), that force
the two varieties to be isomorphic.
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