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第 3 章では第 2 章で得られた風の空間的連続性を予測シミュレーションに活かす方法としてモジュラ
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ーネットワーク自己組織化マップ（Modular Network Self-Organization: 以下、mnSOM）とい
う手法を適用して時間的、空間的な予測を同時に行うことを試みている。mnSOM は、一般的な SOM
の構造において規則的に配置された参照ベクトルユニットをニューラルネットワークなどのモジュールに置き
換えたものであり、似た特徴を示すモジュールが SOM によって近くに配置される特徴がある。第 3 章では
この mnSOM を応用して、気象観測地点ごとにモジュールを割り当て地理的な位置関係を予め学習さ
せてから、マップ全体の学習を行う Projection 型 mnSOM（以下、P-mnSOM）という手法を提言
し、その有効性を検証している。 

























With the installation of wind power generation in various countries around the world, the installation 
of off-shore wind power generation is increasing in each country. Japan is an island country, which is 
surrounded by the sea, so it is expected to increase the installation of off-shore wind power generation 
in the future. 
Wind condition observation is an essential process in advance at the installation of wind power 
generation. However, in the case of off-shore wind power, there is a significant risk such as an increase 
in costs and cancellation of install due to the result of observation. However, while there are annual 
wind condition data on the off-shore, there are few time series data. 
 In this study, to solve this problem some prediction method is presented. With this method, the 
wind condition around the sea area including the candidate spot is predicted in time-series from the 
existing and surrounding weather observation data. It is expected to reduce the risk in the selection of 
installation point by this method. It seems that there is no existing software for the prediction that can 
satisfy the purpose of this study, the original software is developed by programming. 
The simulation is mainly performed using Modular Network Self-Organization Map (mnSOM) as 
a prediction method and its effectiveness is verified by prediction error. 
Assuming the situation of considering the installation of off-shore wind power generation, the 
prediction is performed with weather data on the land. And the error is measured with the weather data 
observed at the marine buoy. 
Besides these, the points on land and the ocean tend to be in a biased positional relationship, the 
new prediction method with mnSOM is presented that can expect a certain prediction accuracy even 
in the positional relationship. 
Furthermore, the version-upped prediction method with mnSOM is presented that can predict 
multiple points for selection of introduction candidate spots. 
By considering a plurality of candidate sites before the wind condition observation in advance, it is 
expected to become able to identify the optimum points taking into account other circumstances and 
the reduction of the risk of prior wind observation. 
This dissertation consists of 7 chapters. Chapter 1 is an introduction and chapters 2 to 6 describe the 
validation of prediction methods that satisfy the objectives of the study. 
In chapter 2, wind speed is predicted using the data of the prediction target spot and other weather 
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observation points based on the deterministic chaos confirming that it is effective for the short-term 
prediction of the wind speed, and the prediction target confirm the effect of observation data other 
than the point on prediction by simulation. Specifically, using the Jacobian matrix estimation method 
based on deterministic chaos, data of Aomori observatory to be predicted and data of the surrounding 
weather points are used for Aomori prefecture including areas with good wind conditions to predict 
accuracy in order to investigate the influence on the environment. 
In chapter 3, we apply the method called Modular Network Self-Organization (Modular Network 
Self-Organization, mnSOM) as a method to make use of the spatial continuity of the wind obtained in 
chapter 2 for prediction simulation to calculate temporal and spatial, we are trying to make predictions 
at the same time. mnSOM is obtained by replacing the unit regularly arranged in the general SOM 
structure with a module such as a neural network and modules having similar functions are arranged 
close by the SOM. In chapter 3, applying the mnSOM, we propose the method called Projection-
mnSOM (P-mnSOM) that learns geographical positional relationships beforehand and learns the entire 
map after module assignment for each observatory and verify its effectiveness. 
In chapter 4, we used the P-mnSOM to verify the prediction accuracy when the prediction target is 
in a geographically biased position. The simulation is carried out for the surrounding area targeted for 
Choshi as the prediction target area. When predicting the unknown (offshore) wind speed / wind 
direction from the existing (onshore) weather data, it is considered that the prediction target is located 
in the direction from the coastline to the sea side. so the propose of the simulation with P-mnSOM in 
this chapter is to confirm that it is effective to predict in a geographically biased position. 
In chapter 5, the function of P-mnSOM that we assigned modules for each observatory is further 
expanded, we propose the method called Grid-Style P-mnSOM that is possible to predict the place 
other than the observatory and the prediction target place as a module group in which the entire target 
area is arranged like a square. the simulation of regional subdivision based on Grid-Style P-mnSOM 
is performed to verify that it can predict with spatial prediction more than a certain accuracy. 
In chapter 6, we focused on observation data by mooring ocean buoys in the United States. We 
confirmed the effectiveness of prediction with the Grid-Style P-mnSOM using existing offshore 
observation data. With weather data of the ocean buoy and other weather observation data of the 
surrounding area observed by the National Oceanic and Atmospheric Administration (NOAA) in the 
United States, the simulation is performed in the area around Monterey in California State. By 
comparing the prediction results of different buoys, we confirm the characteristics of offshore wind 
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speed prediction and confirm that is possible to predict wind speed in plural points at once by using 
Grid-Style P-mnSOM. 
Finally, in chapter 7, we considered with the confirmation results from chapter 2 to chapter 6, show 
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緒   論 
 
1.1. 研究の背景 








国連気象変動に関する政府間パネル（Intergovernmental Panel on Climate Change: 以下、


























図 1-2 風力発電導入量の推移（年別・地域別）[1] 
 






























































いる。日本においても 2004 年に北海道で導入されており、既に 2017 年末時点で日本周辺に 29 の発
電機、64.6MWの容量が導入されている。 
世界的にみると 2017 年の洋上風力発電は 4334MW新規に導入されており、累計した容量は風力
発電全体に対してまだ約 3.5%である。しかし、2017 年は過去最大の導入量となっており（2016 年度


































































す領域であると考える。前述の通り、既に 2017 年末時点で 29 機が導入され、政府による導入推進策


































































































第 3 章では第 2 章で得られた風の空間的連続性を予測シミュレーションに生かす方法としてモジュラーネ
ットワーク SOM（以下、mnSOM）という手法を適用して時間的、空間的な予測を同時に行うことを試み
ている。mnSOM は、一般的な SOM の構造において規則的に配置された参照ベクトルユニットをニューラル
ネットワークなどのモジュールに置き換えたものであり、似た特徴を示すモジュールが SOMによって近くに配置さ
れるものである。第 3章ではこのmnSOM を応用して、気象観測地点ごとにモジュールを割り当て地理的な
位置関係を予め学習させてから、マップ全体の学習を行う Projection 型 mnSOM（以下、P-mnSOM）
という手法を提言し、その有効性を検証している。 





第 5 章では、気象観測地点ごとにモジュールを割り当てていた P-mnSOM の機能をさらに拡張し、対象
地域全体を升目状に配置したモジュール群として気象観測地点、予測対象地点以外の場所も予測可能





らグリッド型 P-mnSOM の有効性の確認を行うこととした。アメリカの国立海洋大気庁（National 






















































































下記の式(2-1)で示される 𝑚  次元ベクトルは 𝑚  次元標標系へ変換された時系列データであり、 𝜏  は
状態空間の再構成における時間遅延の大きさである。 






信号系列の可変次元が 𝑑  である場合、それは 𝑚 > 2𝑑  の時系列信号を保証する状態空間に埋め込
まれる。これは、再構成空間が埋め込まれていることを保証するのに十分な条件であり、𝑚 > 2𝑑  であって
もそれが埋め込まれる可能性がある。 
時間遅延の 𝜏  の値は、特別な場合のみを除いて任意である。ただし、実際に解析を行う場合には、デー
タ精度のデータ数が有限であるため、適切に値を設定することが必要である。 適切な判定方法としては、
アトラクタの空間的分布を再構成するか考慮し決定するか、時系列信号の時間相関を考慮して決定する
という、大きく 2 つの方法が存在する。 
2.3.3. 予測と制御 
決定論的カオスを予測に用いる基本的な手法として、局所線形近似手法というものがある。 
図 2-2 は局所線形近似手法の概念を示している。 
 











𝒗(𝑡 + 1) + ∆𝒗(𝑡 + 1) = 𝒇(𝒗(𝑡) + 𝒗(𝑡 + 1)) (2-2) 
 
式(2-2)をテーラ展開して線形近似することで、𝒗(𝑡) における微小変位 ∆𝒗(𝑡) に関する写像が式(2-3)
の通り得ることができる。 
 
∆𝒗(𝑡 + 1) = 𝑱(𝑡) ∙ ∆𝒗(𝑡) (2-3) 
 
このヤコビ行列 𝑱(𝑡)  は、再構築された各点 𝒗(𝑡)  の近傍の小さな変位ベクトルがどのようにマッピングされ
ているかという情報を示すものである。 したがって、新しいベクトル 𝒗(𝑇) が与えられたとき、𝒗(𝑇) に最も近い
再構成空間上の点 𝒗(𝑡′) を探し出し、この点からの変位ベクトル 𝒗(𝑇) − 𝒗(𝑡′) が 、𝒗(𝑡′)  でのヤコビ行列
 𝑱(𝑡′) によって写像されると考えることによって任意の時間経過後の予測をすることができる。 





式(2-1)により再構成されたアトラクタの軌道上の 1 点 𝒗(𝑡) を中心として、微小半径 𝜖 の 𝑚 次元空間
内の超球（以下、𝜖  球とする）を考え、これに入るアトラクタ上の他の点 𝒗(𝑘𝑖)  を 𝑀   (𝑖 = 1,2, … , 𝑀) 
選び出す。このとき 𝒗(𝑡)  から見た 𝜖  球内の𝑀  の点𝒗(𝑘𝑖)  に対する変位ベクトル 𝒚𝑖   は、式(2-4)のように
表すことが出来る。この 𝒚𝑖  が微小変位ベクトル ∆𝒗(𝑡) の代わりとなる。 
 
𝒚𝑖 = 𝒗(𝑘𝑖) − 𝒗(𝑡) (2-4) 
 
次に時間が 𝑠  だけ経過した後を考えると、𝜖  球の中心 𝒗(𝑡)  は 𝒗(𝑡 + 𝑠)  に、𝜖  球内の各点 𝒗(𝑘𝑖)  は
 𝒗(𝑘𝑖 + 𝑠) に、各々変化する。したがって、時間 𝑡 + 𝑠 での変位ベクトル 𝒛𝑖  は、式(2-5)のようになる。 
 
𝒛𝑖 = 𝒗(𝑘𝑖 + 𝑠) − 𝒗(𝑡 + 𝑠) (2-5) 
 
局所線形近似手法の基本的な考えに則り、𝜖 球の半径と時間 𝑠 が十分に小さいとすると、式(2-4)、式




𝒛𝑖 = 𝑮(𝒕) ∙ 𝒚𝑖 (2-6) 
 
式(2-6)の 𝑮(𝑡)  は式(2-3)におけるヤコビ行列の近似と考えることが出来るため、 𝑮(𝑡)  を求め、ヤコビ
行列として用いることで予測が可能となる。 
𝑮(𝑡)  の決定方法の一つとして、式(2-7)で表される距離 𝑆𝑑  を最小にすること（即ち、最小二乗法）に
より 𝑮(𝑡) を求める。 
 











= 0 (2-8) 
















𝑦𝑖𝑘 、𝑧𝑖𝑘  は、それぞれベクトル 𝒚𝑖   、 𝒛𝑖   の第 𝑘  成分を表している。また 𝑾 、𝑪  は 𝑚 × 𝑚  の行列で、分散・
共分散行列である。𝑀 ≥ 𝑚  であれば縮退がないため、式(2-10)、式(2-11)により 𝑮(𝑡)  を一意に決定
することが出来る。 
ヤコビ行列が推定出来れば、予測の起点となる点を 𝒗(𝑇)  とすると、その 𝒗(𝑇)  に最も近い点 𝒗(𝑡′)  との
変位ベクトルを 𝒚′  とすると式(2-12)のように表され、𝒗(𝑡′)  におけるヤコビ行列 𝑮(𝑡′)  によりその変化が支
配されると考えられる。したがって、予測対象ベクトルを 𝒛′ とすると式(2-13)が成り立つ。 
 
𝒚′ = 𝒗(𝑇) − 𝒗(𝑡′) (2-12) 




予測対象ベクトル 𝒛′  は、予測ステップを 𝑝  とすると式(2-14)が成り立つため、式(2-12)、式(2-13)、
式(2-14)を基に式(2-15)のような式で 𝒗(𝑇 + 𝑝) を求めることが出来る。 
 
𝐳′ = 𝒗(𝑇 + 𝑝) − 𝒗(𝑡′ + 𝑝) (2-14) 












り開発した（図 2-3）。開発にはMicrosoft 社が提供している Visual Studio Express の C#を用
いている。 
 






表 2-1 使用したデータの観測地点 





a) 青森 40.822 140.768 - - 
b) 黒石 40.667 140.585 24.355 221.872 
c) 蟹田 41.045 140.633 27.297 335.467 
d) 六ケ所 40.885 141.272 43.013 80.451 
e) むつ 41.283 141.210 63.327 35.723 
f) 市浦 41.057 140.347 44.019 306.600 
g) 深浦 40.645 139.932 73.219 254.662 
h) 休屋 40.427 140.898 45.322 165.932 
i) 八戸 40.527 141.522 71.629 117.042 
j) 三沢 40.675 141.375 53.742 107.529 
k) 小田野沢 41.235 141.397 70.027 48.758 
(*) 北：0度、東：90度、南：180度、西：270度とする 




⚫ 再構成次元 𝑚 = 2  
⚫ 時間遅れ 𝜏 = 1  
⚫ 近傍点の数 𝑀 = 12 
⚫ 予測ステップ 𝑝 = 1 




2.4.2. 2 地点データに基づく風速予測 
青森気象台と、加えて 1 か所の気象台のデータを用いて風速予測を行い、その予測精度の変化を測定
した。 
予測結果を表 2-2 に示す。また予測精度が良好であった上位 3つの予測結果を図 2-4 にグラフで示
す（比較のため、青森気象台のみのデータで予測した結果も記す）。 
また、予測精度は平均平方二乗誤差（Root Mean Square: 以下、RMS）および平均絶対誤差
に基づいて算出しており、下式(2-16)(2-17)に基づいて算出している。 












青森のみ 0.146 0.525 0.009 1.776 
青森＋黒石 0.194 0.775 0.015 1.900 
青森＋蟹田 0.704 2.436 0.019 11.754 
青森＋六ケ所 0.555 2.066 0.090 7.060 
青森＋むつ 0.611 2.050 0.214 9.676 
青森＋市浦 4.027 9.805 0.623 86.979 
青森＋深浦 11.641 36.342 0.711 214.402 
青森＋休屋 7.705 21.394 0.254 116.065 
青森＋八戸 0.223 0.866 0.056 3.233 
青森＋三沢 1.131 2.694 0.020 20.722 



























使用した気象データの観測地点は表 2-3 の通りであり、青森気象台から近い順に設定した。 
表 2-3 データを使用した観測地点 
  観測地点 
1 地点 青森のみ 
2 地点 青森、黒石 
3 地点 青森、黒石、蟹田 
4 地点 青森、黒石、蟹田、六ケ所 
5 地点 青森、黒石、蟹田、六ケ所、休屋 
 




































1 地点 0.15 0.53 0.01 1.78 
2 地点 0.19 0.78 0.02 1.90 
3 地点 3.12 10.09 0.54 43.69 
4 地点 263.65 445.74 1.73 5409.35 







いては Enercon 社製の風力発電機、Enercon E-40 の出力特性に順じている。出力特性曲線を図 
2-5 に示すとともに、主な仕様は以下の通りである。 
 
⚫ 定格出力：500 kW 
⚫ 定格風速：14 m/s 
⚫ カットイン風速：2.4 m/s 
⚫ カットアウト風速：25 m/s 




図 2-5 Enercon E-40 出力特性曲線 
 
算定に当たっては、予測した風速に対して高度が変化することの補正を式(2-18)のとおり実施している。
風力発電機のハブ高である 40m に補正した。 
 






𝑉 ：高さ 𝑍 における風速 




表 2-5 に上記「2.4.2 2 地点データに基づく風速予測」で予測した風速データを用いて算定した場合の






































青森のみ 1.080 2.710 0.000 17.663 
青森＋黒石 2.146 4.277 0.000 45.606 
青森＋蟹田 13.155 20.770 0.000 296.201 
青森＋六ケ所 5.711 9.912 0.000 112.636 
青森＋むつ 1.086 2.705 0.000 20.358 
青森＋市浦 28.370 79.221 0.000 500.000 
青森＋深浦 12.442 18.741 0.000 283.834 
青森＋休屋 13.927 28.630 0.000 291.485 
青森＋八戸 1.500 3.513 0.000 26.474 
青森＋三沢 1.527 3.615 0.000 28.600 
青森＋小田野沢 1.215 3.075 0.000 21.677 
 
 




























































































































3.3.1. ニューラルネットワーク（Artificial Neural Network: ANN） 


























ここで 𝑥𝑗   はニューロン 𝑗  からの信号を、 𝑤𝑖𝑗   はニューロン 𝑗  からニューロン 𝑖  へのシナプス結合強度（重み）
を、 𝜃𝑖 はニューロン 𝑖 の閾値を、さらに 1[𝑥] は図 3-4 のように 𝑥 ≥ 0 のとき 1、 𝑥 < 0 のとき 0 となる単
位ステップ関数をあらわしている(1は興奮状態、0は静止状態を示す)。式(3-1)はニューロン 𝑗 から伝わ
った信号 𝑥𝑗(𝑡)  が重み付けられて加算され、ニューロン 𝑖  に達し、それがある閾値を超えるとニューロン 𝑖  が
興奮することを意味している。 










図 3-4 単位ステップ関数 
 














図 3-6 ニューラルネットワークのモデル 









主たる学習法である誤差逆伝搬法（Backpropergation 法、以下 BP 法）は誤差が小さくなるよ
うにネットワーク全体の重みを調整するものであり、出力層から得られた出力と教師信号との誤差 𝑬  と現
時点での重み 𝒘𝟎 における更新量を傾きから決定し、新たな重み 𝒘1 を得る。 
つまり、重みの更新量を ∆𝒘 とすると式(3-3)のようになる[25]。 
 
 ∆𝒘 = −𝜂
𝜕𝑬
𝜕𝒘
  (3-3) 
 




3.3.1.3. Self-Organization Map: SOM 
SOM は、T. Kohonen により提案された教師なしの ANN アルゴリズムで、高次元データを 2次元平
面上へ非線形写像するデータ解析方法である[26][27][28]。 
SOM は、入力層と出力層により構成された 2 層の ANN であり、入力層には分析対象となる 体の
特徴ベクトル 𝒙 = (𝑥1, … , 𝑥𝑁) が入力される。出力層には１つのユニットごとに、入力層における特徴ベク



























mnSOM による処理のイメージを図 3-7 に示す。 
 
図 3-7 モジュラーネットワーク SOM（mnSOM） 
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今、𝒙, 𝒚 を入出力ベクトルとする𝑀 のシステム群があり、それぞれの入出力関係を𝒚 = 𝒇𝑖(𝒙) とモデル化
する。各システムの入出力データの集合𝐷を式(3-4)とする。 
 
𝐷𝑖 = {(𝒙𝑖𝑗 , 𝒚𝑖𝑗)} (𝑖 = 1, … , 𝑀) (3-4) 
3.3.2.1. データの入力と誤差の算出 
まず、データ群𝐷1, … , 𝐷𝑀 からランムムに１つの集合𝐷𝑖 を選び、さらに𝐷𝑖 に属する入出力データ


















































(𝑡) = 𝜀 ∙ 𝑒𝑖𝑗
(𝑘)
(𝑡) + (1 − 𝜀) ∙ ?̅?𝑖
(𝑘)















𝜙(𝑡, 𝑙) は勝者モジュールと学習対象となるモジュールのマップ上での距離 𝑙  と学習回数 𝑡  に基づく関数










𝜎(𝑡)は学習回数 𝑡 についての単調減少関数であり、回数が増えるにつれて近傍関数は狭くなる。 
3.3.3. Projection 型 mnSOM: P-mnSOM 
本論文の目的は、洋上の任意の 1 点または複数地点の風速を他の地点で観測された気象データから
予測することである。 












図 3-8 mnSOM の学習による予測対象モジュールの喪失イメージ 
 














mnSOM による学習を始める場合、最初の段階で全モジュールの MLP の重みが乱数により初期化さ
れる。つまり地理的情報に基づいて配置されたモジュールは、その地点の入出力特性をもつとは限らず、
他の地点用のモジュールがよりその特性を強く示す場合も十分に考えられる。 
その状態で、ランムムにデータ群 𝐷𝑖  から入出力データを選び SOM に基づく学習をすると勝者モジュール
35 
 








なわち式(3-11)の通り、 𝑖 目目のモジュールを勝者モジュールとする。 
 







図 3-9 Projection 型mnSOM（P-mnSOM） 
 



















ンでは空間の要素も考慮するために風向情報も含めて P-mnSOM への入出力データとした。 
風速を𝑣(𝑡) とし、風向を𝜃 とした場合、入出力データを風速のみで扱えるよう𝑣(𝑡) を南北方向と東西方
向の 2 つの要素に分割した。風向𝜃 は北風方向を０とすると、南北方向𝑣𝑁𝑆(𝑡) と東西方向𝑣𝐸𝑊(𝑡) の風
速は、図 3-11 のようにした。 
 
図 3-11 風速・風向の構成 
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入力データ 𝒙  と教師信号 𝒚  は、決定論的カオスのモデリング式(2-1)に基づいて下式(3-12)(3-13)
のように構成した（𝑠 は予測ステップ）。 
 
𝒙 = (𝒗𝑁𝑆(𝑡), 𝒗𝐸𝑊(𝑡)), … , (𝒗𝑁𝑆(𝑡 + (𝑚 − 1)𝜏), 𝒗𝐸𝑊(𝑡 + (𝑚 − 1)𝜏)) (3-12) 
𝒚 = (𝒗𝑁𝑆(𝑡 + 𝑠), 𝒗𝐸𝑊(𝑡 + 𝑠)), … , (𝒗𝑁𝑆(𝑡 + (𝑚 − 1)𝜏 + 𝑠), 𝒗𝐸𝑊(𝑡 + (𝑚 − 1)𝜏 + 𝑠)) (3-13) 
 
3.4. シミュレーションと結果 
























⚫ 1 モジュールを形成する MLP の入力層、隠れ層、出力層のニューロン数 
⚫ 総モジュール数 
⚫ データパターン数（＝地点数） 
⚫ 学習用データの 1地点当たりの総数 
⚫ モジュール配置形式（mnSOM用の”XY“、P-mnSOM用の”GEO“） 




⚫ 誤差平均係数 𝜀 










⚫ 再構成次元 𝑚＝2 
⚫ 時間遅れ 𝜏＝1 
⚫ 予測ステップ 𝑠＝1 
⚫ 1 モジュールの構成 入力層4－隠れ層 8－出力層4 
⚫ 総モジュール数 11（青森＋周辺気象観測点10 か所） 
⚫ 学習率 𝜂＝0.3 
⚫ 誤差平均係数 𝜀＝0.01 
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3.4.2. mnSOM・P-mnSOM を用いた風速予測の比較 
同条件の下、mnSOM と P-mnSOM の両方の手法を用いて風速を予測し、予測精度の違いを比較






図 3-13 予測アプローチ 
 
シミュレーションの結果、得られた予測誤差を表 3-1 に示す。また予測結果を図 3-14 に示す。 
 
表 3-1 mnSOM と P-mnSOM の比較 
 









mnSOM 0.668 0.522 3.764 3.036 





図 3-14 mnSOM と P-mnSOM による予測結果 
 
i.周辺の場合は、mnSOM と P-mnSOM の予測誤差に大きな差はなかったが、ii.東偏りの場合、P-
mnSOMの方が予測精度が良いことが分かる。 
 
3.4.3. 1 地点のデータに基づく風速予測 
 P-mnSOMを用いて、青森周辺10か所のうち、それぞれ 1 つを用いて青森の風速予測を行った。シ
ミュレーションの結果得られた予測誤差を、使用したデータの観測地点と青森との距離を併せて表 3-2 に








































黒石 1.682 1.531 24.355 
蟹田 1.465 1.070 27.297 
六ケ所 1.728 1.359 43.013 
むつ 3.484 2.826 63.327 
市浦 3.150 2.647 44.019 
深浦 2.835 2.083 73.219 
休屋 1.492 1.136 45.322 
八戸 1.474 1.094 71.629 
三沢 3.303 2.714 53.742 
小田野沢 3.112 2.397 70.027 
 
 


























シミュレーションの結果得られた予測誤差を、表 3-3 に示す。また予測結果のうち主要な 3 パターンの
予測結果を図 3-16 に示す。 
 








1 地点 3.241 1.531 むつ 
2 地点 1.659 1.070 上記 + 三沢 
3 地点 1.674 1.359 上記 + 市浦 
4 地点 1.689 2.826 上記 + 小田野沢 
5 地点 1.268 2.647 上記 + 深浦 
6 地点 1.178 2.083 上記 + 六ケ所 
7 地点 0.709 1.136 上記 + 黒石 
8 地点 0.937 1.094 上記 + 休屋 
9 地点 1.590 2.714 上記 + 八戸 














また、1 地点のデータでも P-mnSOM によるシミュレーションを行うことにより予測が可能であり、かつ単純に
予測対象地点までの距離と予測精度は関係しないことが分かる。更に複数地点のデータを用いることにより、










































































⚫ MLP の隠れ層の複数化対応 
⚫ 導関数の選択対応（シグモイド関数、tanh 関数） 
 
  




予測する対象地点は銚子気象台とし、シミュレーションには表 4-1、図 4-2 に示す銚子気象台の周
辺気象観測地点のデータを用いることにした。 
 
表 4-1 使用したデータの観測地点 





銚子 35.738 140.857 - - 
横芝光 35.657 140.480 35.255 255.291 
我孫子 35.863 140.110 68.864 281.876 
香取 35.858 140.502 34.725 292.728 
佐倉 35.728 140.212 58.295 269.094 
鹿島 35.963 140.622 32.817 319.818 
成田 35.763 140.385 42.733 273.872 
龍ヶ崎 35.890 140.212 60.634 286.393 
鉾田 36.168 140.527 56.352 328.246 
土浦 36.103 140.220 70.346 305.468 
つくば 36.057 140.125 74.954 298.493 





図 4-2 使用したデータの観測地点 
 




⚫ 再構成次元 𝑚＝2 
⚫ 時間遅れ 𝜏＝1 
⚫ 予測ステップ 𝑠＝1 
⚫ 1 モジュールの構成 入力層4－隠れ層 8－出力層4 
⚫ 総モジュール数 11（銚子＋周辺気象観測点11 か所） 
⚫ 学習率 𝜂＝0.3 





4.3.2. 1 地点のデータに基づく風速予測 
前章の 3.4.3 と同じく、P-mnSOMを用いて、銚子周辺11か所のうち、それぞれ1 つを用いて銚子の
風速予測を行った。シミュレーションの結果得られた予測誤差を、使用したデータの観測地点と銚子との距
離を併せて表 4-2 に示す。また予測結果が良好であった上位 3地点の予測結果を図 4-3 に示す。 
 







横芝光 1.306 2.341 35.255 
我孫子 4.652 5.375 68.864 
香取 0.769 4.182 34.725 
佐倉 3.149 0.606 58.295 
鹿島 1.209 2.352 32.817 
成田 4.259 2.710 42.733 
龍ヶ崎 3.468 0.641 60.634 
鉾田 2.674 1.407 56.352 
土浦 3.482 1.757 70.346 
つくば 3.999 3.929 74.954 













シミュレーションの結果得られた予測誤差を、表 4-3 に示す。また予測結果のうち主要な 3 パターンの


































1 地点 5.310 4.361 茂原 
2 地点 5.073 0.776 上記 + 我孫子 
3 地点 4.161 1.903 上記 + つくば 
4 地点 1.252 4.403 上記 + 土浦 
5 地点 1.404 2.666 上記 + 龍ヶ崎 
6 地点 1.158 2.579 上記 + 佐倉 
7 地点 1.155 2.581 上記 + 成田 
8 地点 0.502 2.775 上記 + 鉾田 
9 地点 0.589 2.278 上記 + 横芝光 
10 地点 1.216 2.456 上記 + 鹿島 
11 地点 5.310 4.361 上記 + 香取 
 
 
























シミュレーション用に用意した 11 地点のうち、3 地点ごとの少数グループに分け、複数地点を用いた風
速予測の予測精度への影響を確認した。 
まず、予測対象地点である銚子からの距離ごとにグループを分け、予測精度の違いを検証した。 
観測地点のグループ分けは表 4-4、図 4-5 の通り、近距離、中距離、遠距離の 3 パターンに分けて
それぞれシミュレーションを実施した。 
 







図 4-5 距離別のグループ分け 
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シミュレーションの結果、得られた予測誤差を表 4-5 に、予測結果を図 4-6 に示す。 
 





近距離 0.736 0.620 
中距離 0.953 0.825 
遠距離 1.571 1.526 
 
 














































グリッド型 P-mnSOM による対象地点を選択した風速予測 
 
5.1. 背景と目的 









































































⚫ 再構成次元 𝑚＝2 
⚫ 時間遅れ 𝜏＝1 
⚫ 予測ステップ 𝑠＝1 
⚫ 1 モジュールの構成 入力層4－隠れ層 8－出力層4 
⚫ 使用データパターン数 4（銚子＋周辺気象観測点3か所） 
⚫ 学習率 𝜂＝0.3 
⚫ 誤差平均係数 𝜀＝0.01 
5.3.2. P-mnSOM とグリッド型 P-mnSOM を用いた場合の予測精度の比較 
まず、P-mnSOMとグリッド型P-mnSOMの予測精度にどの程度の違いが出るか、ほぼ同条件でシミュ
レーションを行い検証した。 
P-mnSOM のシミュレーションは第 4 章で行ったものと同じく、11 の観測地点に対応させたモジュールを
配置して実行し、グリッド型 P-mnSOMは可能な限りモジュール数を近い数にすべく、16 モジュール（4 マ
ス×4 マス）のマップを用いることとした。 
予測の誤差を表 5-1、予測結果を図 5-4 に示す。 
 






P-mnSOM 1.932 1.434 





図 5-4 P-mnSOM・グリッド型 P-mnSOMの予測結果 
 
グリッド型 P-mnSOM は P-mnSOM とほぼ同じ予測精度であることが確認できた。 
5.3.3. グリッドサイズを変化させた風速予測 









































16 モジュール 1.622 1.142 
25 モジュール 1.700 1.216 
36 モジュール 1.711 1.247 
49 モジュール 1.970 1.494 
64 モジュール 1.813 1.408 
81 モジュール 2.061 1.558 
100 モジュール 2.151 1.648 
 
 












































16 モジュール 10000 1.622 1.142 
25 モジュール 15625 1.630 1.191 
36 モジュール 22500 1.432 1.033 
49 モジュール 30625 1.373 0.963 
64 モジュール 40000 1.500 1.117 
81 モジュール 50625 1.315 0.918 
100 モジュール 62500 1.934 1.524 
 
 































まず、グリッド型 P-mnSOM が P-mnSOM と同等の予測ができることを確認するため、ほぼ同条件の下
で学習を行いその予測誤差を比較した。結果、その予測精度に大きな違いは見られなかった。これは学習ア
ルゴリズムが変わらないことが大きな理由であると考える。予測精度に大きな差がないため、予測対象地点を





















た だ し 国外 に範囲 を広げ る と 例 え ば NOAA （ National Oceanic and Atmospheric 
Administration: アメリカ国立海洋大気庁）による図 6-1 のような係留式の浮き（ブイ）での観測デー





























予測する対象地点はアメリカ合衆国 カリフォルニア州のモントレーにある海洋ブイ 3 地点とし、シミュレ
ーションには表 6-1、図 6-3 に示すモントレー湾周辺の気象観測地点のデータを用いることにした。 
観測地点のうち、Moored Buoy 46091、Moored Buoy 46092、27nm West of Monterey 
Bay が海洋ブイであり本章の予測対象地点である。 
 
表 6-1 使用した観測地点 
 観測地点名 緯度［度］ 経度［度］ 
Moored Buoy 46091 36.83 -121.90 
Moored Buoy 46092 36.75 -122.02 
27nm West of Monterey Bay 36.75 -122.42 
Watsonville Municipal Airport 36.94 -121.79 
Monterey Peninsula Airport 36.59 -121.85 
Salinas Municipal Airport 36.66 -121.61 
Elkhorn Slough Reserve 36.82 -121.73 
 
 














⚫ 再構成次元 𝑚＝2 
⚫ 時間遅れ 𝜏＝1 
⚫ 予測ステップ 𝑠＝1 
⚫ 1 モジュールの構成 入力層4－隠れ層 8－出力層4 
⚫ 使用データパターン数 7（予測対象のブイ 3 か所＋周辺気象観測点4 か所） 
⚫ 学習率 𝜂＝0.9 




モジュール数を 25（5×5）から 100（10×10）まで変化させて、予測対象地点の 3 か所の予測精
度を検証した（16モジュールの場合、グリッドの細かさが足りず同じモジュールに2つの気象観測地点が割
り当てられる状況となったため、25 モジュール以上で検証した）。 

































25 15,625 1.810 1.412 3.902 3.268 6.553 5.669 
36 22,500 1.384 1.125 2.131 1.558 6.441 5.550 
49 30,625 1.405 1.091 2.210 1.635 6.495 5.614 
64 40,000 1.090 0.784 1.185 0.862 6.213 5.409 
81 50,625 1.608 1.268 1.368 1.032 6.462 5.610 
100 62,500 1.285 0.956 1.604 1.363 5.796 5.037 
 
予測対象の地点はMoored Buoy 46091、Moored Buoy 46092、27nm West of Monterey 
Bay の順により陸から遠くなっている。最も遠い位置にある 27nm West of Monterey Bay の予測誤
差は大きいものとなり、ほとんど予測として成り立っていない。この主たる要因として考えられるのは、学習用






そこで表 6-1 に示した気象観測地点に加えて、もう 1 か所のデータセットを用いることとした。しかしなが
ら前述の通り、予測対象の海洋ブイの気象観測期間の、かつ 1 時間あたりのデータを持つ場所は近くにな
い。そこで距離としては遠めではあるが、27nm West of Monterey Bay を囲む方向にある San 
Francisco International Airport の観測データを用いることとした。 
San Francisco International Airport の位置は以下の通りである。 





また、他の気象観測地点との位置関係は図 6-4 の通りである。 
 
 
図 6-4 San Francisco International Airport の位置 
 
San Francisco International Airport を加えた 5地点の気象観測データを用いて、前述と同じ条



































49 30,625 0.859 0.613 0.715 0.535 0.930 0.703 
64 40,000 0.900 0.727 0.887 0.647 1.016 0.792 
81 50,625 0.765 0.565 0.873 0.606 1.125 0.764 
100 62,500 1.200 0.965 1.031 0.872 0.947 0.611 
 
 
























図 6-6 Moored Buoy 46092 の予測結果 
 
 















































また、これまでは予測対象地点＋学習用データの気象観測地点を含む地域一帯を 𝑛 × 𝑛 の升目状に
分けてモジュールのマップを形成していた。これは学習を均等に簡易に行うための施策であったが、その結果






そこで表 6-1 に示した 4地点＋予測対象3地点、および San Francisco International Airport
を加えた 5 地点+予測対象 3 地点における学習を 10km メッシュ、5km メッシュ、1km メッシュのモジュ
ール配置で実施し予測精度、予測結果を検証した。 
それぞれのモジュール数・配置は表 6-4 のように設定した。 
 
表 6-4 モジュール数と配置 
  




















東西方向 72.155 7 14 72 72.155 7 14 72 
南北方向 38.841 4 8 39 114.309 11 23 114 
全体 ー 28 112 2,808 ー 77 322 8,208 
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予測精度を表 6-5 に、予測結果を図 6-8～図 6-13 に示す。 
なお、モジュール総数がこれでと比べて多く、それに比例して学習回数も増大している。そのためシミュレー
ションを完了するまでの時間も場合によっては大変長くかかったため、学習に要した時間も表 6-5 に示すこ
ととした。また、参考までに本シミュレーションに用いた PC の主なスペックを以下に示す。 
⚫ CPU: AMD Ryzen 7 X1700 3.40GHz (8 コア, 16 スレッド) 
⚫ メモリ: 16GB（DDR4 DIMM 8GB×2） 
⚫ OS: Windows 10 Home 64bit 
 















モジュール数 28 112 2,808 77 322 8,208 
学習回数 17,500 70,000 1,755,000 48,125 201,250 5,130,000 



































図 6-8 4 地点データを学習した場合の予測結果（Moored Buoy 46091） 
 
 













































図 6-10 4 地点データを学習した場合の予測結果（Moored Buoy 46092） 
 
 










































図 6-12 4 地点データを学習した場合の予測結果（27nm West of Monterey Bay） 
 
 









































まず、図 6-8、図 6-10、図 6-12 の結果から見ると、モジュール数を増やすことによって予測精度が
向上する傾向があることが分かる。ただし、それと共に学習回数、学習に要する時間も大幅に増えるといる
デメリットが存在する。 
次に図 6-8 と図 6-9、図 6-10 と図 6-11、図 6-12 と図 6-13 を比較する。4地点データによる

















ュール数を増やすことで対象地域をより細分化し勝者モジュールの偏りを減らす、という 2 つの方法を考えた。 
①については、予測対象地点の近隣ではシミュレーションに使える観測地点が少なかったため、遠く離れた
















































































⚫ Monterey 以外の海洋ブイの観測データ等を用いて、地域が異なってもグリッド型 P-mnSOM が有効
であることを確認する必要がある。アメリカ西海岸側だけでなく、東海岸側にも海洋ブイは存在するため
検証は可能であると考える。 
⚫ より実用的に洋上の風速予測を実施するには 500m メッシュ以下のサイズでグリッドを形成し、本研究
と同程度の予測が可能であることを確認する必要がある。ただし、学習量が膨大になるためシミュレータ







⚫ 本研究ではモジュールを MLP にしたが、モジュールを深層学習のネットワークとすることでより精度の高い
予測が可能になることが期待される。また、学習率や導関数などの最適化の余地もあると考える
[48][49][50]。 
⚫ mnSOM の代わりに、自らモジュールを新規に作成していく自己進化型モジュラーネットワーク（SElf 




















付  録 
 
A. MLP の学習アルゴリズム 
MLP の一般的な学習方法である最急降下法について下記の通り説明する。 
対象とするニューラルネットの第 𝑝 入力パターンに対する第 𝑠 − 1 層第 𝑗 ニューロンの出力を y𝑗𝑝、第 𝑠 層
第 𝑖 ニューロンの出力を 𝑥𝑖𝑝 とし、ニューロンの入出力関係が次の式(1)および式(2)で与えられているものと
する。 
 
𝑥𝑖𝑝 = 𝑓𝑖(𝑧𝑖𝑝) (1) 




なお、𝑓𝑖   は微分可能な非減少関数であり、 𝑤𝑖𝑗  は、第𝑠 − 1 層第 𝑗  ニューロンと第 𝑠  層第 𝑖  ニューロンを
結ぶ結合の重み、結合強度を意味する。つまり、式(1)と式(2)は、第𝑠 − 1 層の各ユニットからの出力が
重みをつけられて第 𝑠  層に達し、総和されてシグモイド関数などを用いることで変形され、第 𝑠  層からの出
力となることを示している。 
いま、第 𝑝 目目の入力パターンに対する出力層の 𝑖 目目のユニットからの出力値を ?̅?𝑖𝑝 とし、教師信号を
 𝑑𝑖𝑝  とする。また𝒘 はニューラルネットの各結合強度𝑤𝑖𝑗 を成分として持つ結合強度ベクトルを表す。このとき、














式(3)は第 𝑝  目目の入力パターンに対するニューラルネットからの出力?̅?𝑖𝑝 をこうであってほしいと願う出力
















  は、𝑤𝑖𝑗 が微少量変化した場合、𝑬𝑝(𝒘) がどれだけ変化するかという割























∙ 𝑦𝑗𝑝 (6) 
 
第 𝑠  層第 𝑖  ニューロンへの入力の総量𝑧𝑖𝑝 が変化すれば、それにしたがって第 𝑠  層第 𝑖  ニューロンからの出



































第 𝑠 層第 𝑖 ニューロンが出力層に属している場合、出力 𝑥𝑖𝑝 は、式(3)における?̅?𝑖𝑝に相当する。それゆえ、
𝜕𝑬𝒑(𝒘)
𝜕𝑥𝑖𝑝
 は ?̅?𝑖𝑝 − 𝑑𝑖𝑝 となる。したがって式(9)より、𝛿𝑖𝑝 は式(11)のようになる。 
 
𝛿𝑖𝑝 = −(?̅?𝑖𝑝 − 𝑑𝑖𝑝) ∙ 𝑓′𝑖(𝑧𝑖𝑝) (11) 
 
次に、第 𝑠 層第 𝑖 ニューロンが出力層に属していない場合、出力 𝑥𝑖𝑝 が変化をすることによって(𝑠 + 1)層
のニューロンへの入力の総量 𝑧𝑘𝑝 (ここで 𝑘  は(𝑠 + 1) 層のニューロンの添え字を意味する)が変化し、(𝑠 +





































































次の𝑘 + 1ステップにおける結合強度ベクトル𝒘(𝑘+1)へと変更される。 
 

















B. SOM の学習アルゴリズム 
SOM が 𝑚 × 𝑛 の格子状のマップを有し、重み 𝒘 = (𝑤1, … , 𝑤𝑁)を持ったユニットがあるとした場合の、学
習アルゴリズムを以下に説明する。 
 
Step.1：ユニットの重みベクトル 𝒘 を初期化する。 
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