Adaptive detection threshold selection for vision-based sense and avoid by Molloy, Timothy et al.
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Molloy, Timothy L., Ford, Jason J., & Mejias, Luis
(2017)
Adaptive Detection Threshold Selection for Vision-based Sense And
Avoid. In
2017 International Conference on Unmanned Aircraft Systems (ICUAS
2017), 13-16 Jun 2017, Miami, Florida. (In Press)
This file was downloaded from: http://eprints.qut.edu.au/106275/
c© The author
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
Adaptive Detection Threshold Selection for
Vision-based Sense And Avoid
Timothy L. Molloy, Jason J. Ford, and Luis Mejias
Abstract— Current state-of-the-art vision-based sense and
avoid systems based on morphological and hidden Markov
model filtering require the manual selection of static (time-
invariant) detection thresholds. Manually selecting suitable
static detection thresholds is challenging (and currently requires
highly trained operators) because it involves balancing trade-
offs between detection and false alarm performance in different
image sensing conditions. In this paper, we exploit recent
work on the characterisation of vision-based aircraft detection
problems in the sky-region to propose an adaptive threshold
selection approach. Using data sets captured during flight
experiments, we show that our proposed adaptive threshold
approach can enable improved detection range performance
compared to manually selected static thresholds.
I. INTRODUCTION
Automated sense and avoid (SAA) systems are important
for mitigating the risk of mid-air collision posed by un-
manned aircraft systems (UAS) in unsegregated civil airspace
[2]. Machine vision has recently been identified as a promis-
ing sensing technology for detecting potential collision tar-
gets in SAA systems [3], [4]. In contrast to systems based
on other sensing technologies such as radar, vision-based
SAA systems are likely to be smaller, lighter, and more
power efficient [3]. A number of vision-based approaches
for detecting aircraft in the sky-region have therefore been
investigated [1], [5]–[18]. The vision-based detection system
described in [1] is of particular importance since it has been
demonstrated on several commercial UAS platforms (see
[19], [20] and references therein for details). The detection
approach described in [1] involves cascaded morphological
and hidden Markov model (HMM) filtering stages followed
by a decision stage that declares a target detection when
a test statistic exceeds a given threshold. In this paper,
we investigate detection thresholds in morphological HMM
systems that adapt to prevailing image sensing conditions.
Selecting a detection threshold for morphological HMM
systems involves making a trade-off between detection range,
missed detection rate, and false alarm rate. In previous work,
the trade-off between false alarm rate and detection range
has been examined [1]. A sizeable body of work has also
highlighted that detection and false alarm performance (and
hence suitable threshold choice) varies significantly with
prevailing image sensing conditions including: image jitter
due to camera egomotion [9]; cloud cover and haze [1]; the
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relative location of the sun [15]; and lens focal length [10].
Clouds in particular are known to be a major source of false
alarms, and require higher detection thresholds compared to
clear sky conditions. In practice, highly skilled personnel
are currently required to identify the prevailing sensing
conditions in order to manually select suitable detection
thresholds.
Recently, Lai et al. [1] used gray-level difference (GLD)
statistics to quantify the difficulty of detecting a target
aircraft in blue-sky and cloudy conditions. Essentially, GLD
statistics provide a quantitative measure of the amount of
background cloud and clutter in the observed sky. In this
paper, we aim to exploit GLD statistics to propose a novel
algorithm for selecting thresholds that adapt to the prevailing
sensing conditions.
The main contribution of this paper is the proposal of
an algorithm for selecting adaptive detection thresholds
in the morphological HMM vision-based aircraft detection
system of [1]. We design our proposed algorithm to avoid
false alarms on a data set of over 39 non-target sequences
(totalling more than 20 hours) captured with a surrogate
UAS (i.e., a camera-equipped manned aircraft). We provide
an extensive study of our proposed algorithm using data
collected during flight experiments reported in [1]. Finally,
we investigate the sensitivity of our proposed algorithm to
camera lens choice and camera egomotion by testing it on a
data set captured from a ground camera in [10].
The remainder of this paper is structured as follows. In
Section II, we revise the morphological HMM detection
approach of [1], and state our adaptive threshold selection
problem. In Section III, we present our proposed adaptive
threshold algorithm, and describe its design on a non-target
data set. In Section IV, we illustrate the performance of our
proposed algorithm on two data sets of target encounters
(one captured from a camera-equipped aircraft, and the other
from a ground-based camera). We offer a brief discussion in
Section in V, and conclusions in Section VI.
II. PROBLEM FORMULATION
In this section, we first review the morphological HMM
vision-based aircraft detection system presented in [1]. We
then describe the adaptive threshold selection problem we
consider in this paper.
A. Morphological HMM Vision-based Detection
As shown in Figure 1, the vision-based aircraft detection
system of [1] searches for targets in a sequence of grayscale
camera frames gk for k ≥ 1 using a two-stage filtering
Fig. 1. Block diagram of two-stage morphological HMM filtering paradigm described in [1].
paradigm consisting of: (i) morphological spatial filtering;
and (ii) HMM temporal filtering. Target detections are de-
clared on the basis of outputs of the HMM temporal filtering
stage.
1) Morphological Spatial Filtering: In the first filtering
stage, the frames gk are processed with a morphological spa-
tial filter that removes structured image clutter and highlights
locally dim pixels. Lai et al. [1] consider the bottom-hat
morphological filter
BH(gk, s) , [(gk ⊕ s)	 s]− gk
where s is a given binary structuring element, ⊕ denotes
morphological dilation, and 	 denotes morphological ero-
sion (see [1] and references therein for further details). A pair
of bottom-hat filters is then used to produce the processed
images [1]
yk , min [BH(gk, sh),BH(gk, sv)]
where sh , [1, 1, 1, 1, 1] and sv , [1, 1, 1, 1, 1]′ are structur-
ing elements.
The choice of structuring elements sh and sv determines
the size of targets that are visible in the morphologically
processed images yk. Given the small 5 × 1 and 1 × 5
dimensional structuring elements used here and in [1], targets
that appear large in the frames gk will be mostly removed
in the morphologically processed images yk. This design
is natural for detecting targets that pose a risk of mid-air
collision since studies in manned aviation have established
that mid-air collision threats subtend small visual angles until
collision is imminent [21].
2) Hidden Markov Model Temporal Filtering: In the
second filtering stage, the outputs of the morphologically
filter, yk, are processed with a bank of HMM temporal filters
that track slow moving bright pixels over multiple frames.
Following [1], we introduce HMM temporal filters by first
describing an HMM representation of aircraft image motion.
We assign each pixel (m,n) in the Nh ×Nv pixel image
to a unique state of the HMM representation (i.e., there are
N = NvNh states in the HMM representation). We assume
that the aircraft occupies a single pixel Xk in yk at time k ≥
1 where Xk takes values in the set X , {1, 2, . . . , N}. The
motion of targets is observed as transitions between pixels,
and the key parameters of the HMM representation are:
• Transition Probabilities denoted by Aij ,
P (Xk+1 = i|Xk = j) that describe the probability
of the aircraft transitioning from pixel j to pixel i
between frame k and the next frame k + 1; and
• Measurement Probabilities denoted by Bii (yk) ,
P (yk|Xk = i) that describe the likelihood of observing
the morphological frame yk given that the aircraft is
located in the ith pixel
where 1 ≤ i, j ≤ N , and k ≥ 1.
We collect the transition probabilities in the N×N matrix
A where
∑N
i=1A
ij = 1 for all j. Similarly, we collect
the measurement likelihoods in the N ×N diagonal matrix
B (yk). The intensities of the morphologically filtered frames
yk approximate the measurement likelihoods in the sense that
[1]
Bii (yk) = y
i
k + 1
for all 1 ≤ i ≤ N (the off-diagonal elements of B (yk) are
zero).
The conditional mean estimate Xˆk of the aircraft pixel
location Xk in yk is given by the HMM filter recursion [22]
Xˆk = NkB (yk)AXˆk−1
for k ≥ 1 where Xˆi0 , 1/N for all 1 ≤ i ≤ N . Here, Nk
are scalar normalisation factors given by
Nk =
〈
B (yk)AXˆk−1, 1
〉−1
where 〈·, ·〉 denotes the inner-product, and 1 ∈ RN denotes
a vector with all elements equal to 1.
In order to model aircraft with different motions, a bank
of 4 HMM filters is used. Each of the 4 HMM filters in
the filter bank has a different transition matrix A. Aircraft
are assumed to be moving slowing, hence possible (non-
zero probability) transitions in the transition matrices are
limited to a neighbourhood surrounding each pixel. The 4
neighbourhoods of possible transitions used in the HMM
filter bank are shown in Figure 2. The resulting transition
matrices A are therefore sparse with non-zero transition
probabilities corresponding to the shaded neighbourhoods
in Figure 2 (see [1] and [23] for more details). Transitions
that would describe the aircraft as leaving the image are
(artificially) considered to describe transitions to the opposite
side of the image.
3) Target Detection: The scalar normalisation factors N ik
from the ith filter (1 ≤ i ≤ 4) in the filter bank provide
information about the likelihood of a target being present in
an image sequence. The moving-average of the normalisation
Fig. 2. The neighbourhoods (shaded) of permitted transitions from each pixel in the image under the 4 transition matrices A in the HMM filter bank.
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Fig. 3. Example of test statistic η∗k and threshold h on a cloudy image
sequence (D4 in Table I) with an aircraft present. The large test statistic
around k = 1000 is due to a cloud feature (and will trigger false alarms
for lower thresholds). The peak test statistic around k = 9500 is due to
the presence of an aircraft. The threshold shown enables the aircraft to be
detected with no false alarms.
factors N ik from the ith filter (1 ≤ i ≤ 4) in the filter bank
is
ηik = (1− α)ηik−1 − α logN ik
for k ≥ 1 where ηi0 , 0 and 0 < α < 1 is a constant (we
selected α = 0.1). A target detection is declared when the
maximum moving-average from the filter bank,
η∗k , max
1≤i≤4
ηik,
exceeds a given static (i.e. time-invariant) detection threshold
h > 0. In the following, we shall call η∗k the detection test
statistic. Figure 3 illustrates the evolution of the test statistic
and threshold on an image sequence we describe later.
B. Problem Statement
In previous work, selection of the detection threshold h
has largely been ignored (with the implicit assumption that
selection can be performed manually). However, the problem
of selecting the detection threshold h involves understanding
the prevailing sensing conditions and making delicate trade-
offs between false alarm, and detection performance (as mea-
sured by missed detection rates and detection ranges). In this
paper, we propose an algorithm for adapting the detection
threshold to the prevailing sensing conditions so that suitable
detection and false alarm performance is achieved without
manual intervention.
III. ADAPTIVE THRESHOLD SELECTION
In this section, we develop our proposed adaptive threshold
algorithm. We first review the concept of gray-level differ-
ence (GLD) statistics, and describe the data set that we use to
design our proposed algorithm. We then present our proposed
adaptive threshold algorithm.
A. Gray-Level Difference Statistics
GLD statistics offer a quantitative measure of the cloud
clutter present in images captured from visible-light camera
sensors [1]. The GLD at pixel (i, j) of the grayscale frame
gk in the direction (∆i,∆j) is defined as [1, p. 185]
GLDk (i, j,∆i,∆j)
,

|gk(i, j)− gk(i+ ∆i, j + ∆j)|
if 1 ≤ i+ ∆i ≤ Nv, 1 ≤ j + ∆j ≤ Nh,
0 otherwise.
The GLD of gk in the direction (∆i,∆j) is then defined as
[1, p. 185]
GLDk (∆i,∆j) ,
1
L
Nv∑
i=1
Nh∑
j=1
GLDk (i, j,∆i,∆j)
where L ≤ NvNh is the total number of pixel pairs
in gk separated by ∆i rows and ∆j columns. Finally,
the GLD of gk in the four standard directions S ,
{(0, 1), (1, 1), (1, 0), (−1, 1)} is defined as [1, p. 185]
GLD
∗
k =
1
4
∑
(∆i,∆j)∈S
GLDk (∆i,∆j) .
The GLD in the four standard directions, GLD
∗
k, pro-
vides a quantitative measure of the amount of texture in
the grayscale frame gk [1], [24]. Cloud features typically
introduce more texture than clear blue-sky. Frames with
cloud features therefore typically have higher values of the
GLD statistic GLD
∗
k than frames showing clear blue-sky [1].
The GLD statistic GLD
∗
k therefore provides an indication of
the prevailing cloud conditions, and will form an important
part of our proposed adaptive threshold algorithm.
Fig. 4. Example frame from a clear blue-sky sequence in the non-target
data set. The mean GLD statistic GLD∗k of the frames in this sequence is
0.83.
Although higher order GLD statistics and GLD statistics
biased in other directions S could also be used to assess
the prevailing cloud conditions in a sequence of grayscale
frames [24], here we follow [1] and exploit the GLD statistic
GLD
∗
k with equal weights in all directions since it is arguably
the most natural and least-crafted of these alternative GLD
statistics. The GLD statistic GLD
∗
k has also been shown to
be sufficient for classifying the prevailing cloud conditions of
a sequence of grayscale frames for the purpose of SAA [1].
We shall now investigate the relationship between the GLD
statistics GLD
∗
k and the test statistics η
∗
k of the morphological
HMM detection system of [1]. By establishing a relationship
between the statistics GLD
∗
k and η
∗
k, we will gain insight into
suitable threshold values in different imaging conditions.
B. Relationship Between Gray-Level Difference and Mor-
phological HMM Test Statistics
In [1], a surrogate UAS platform (i.e., a camera-equipped
manned aircraft) was used to collect a data set of 39 image
sequences without other aircraft. This non-target data set
was captured at a frame rate of 15Hz using a Basler Scout
series camera (scA1300-32f) fitted with a 5mm lens and
2x extender. The instantaneous field-of-view (IFOV) of the
camera was approximately 20◦× 15◦ on a 1024× 768 pixel
image sensor. This non-target data set contains sequences
captured under different imaging conditions ranging from
clear blue-sky (see Figure 4) to cloudy and overcast (see
Figure 5). The details of this non-target data are summarised
in Table I (see [1] for further data collection details).
For the purpose of characterising the impact of different
imaging conditions on the (non-target) test statistics η∗k, we
processed the non-target data set with the morphological
HMM detection system of [1]. We then calculated the GLD
statistics GLD
∗
k for every frame gk in the data set. We have
summarised this information in Figure 6 by plotting the test
statistic η∗k against the gray-level statistic GLD
∗
k for every
200th frame of the data set.
Fig. 5. Example frame from a cloudy sequence in the non-target data set.
The mean GLD statistic GLD∗k of the frames in this sequence is 1.35.
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Fig. 6. Test statistic η∗k versus gray-level difference GLD
∗
k for every frame
in the non-target data set of 39 (no aircraft) cases. The loose bounding line
shown is given by (2).
Figure 6 shows that large test statistics η∗k are more
frequently observed on non-target frames with large GLD
statistics GLD
∗
k > 1.1. The test statistics η
∗
k on this non-
target data set satisfy the trivial bound η∗k < 1.91 and the
linear relationship
η∗k < 1.17×GLD
∗
k + 0.38. (1)
More concisely, the test statistics η∗k satisfy the loose bound,
η∗k < min
{
1.17×GLD∗k + 0.38, 1.91
}
. (2)
False alarms can therefore be avoided on this non-target data
set by selecting detection thresholds h that are greater than
the right hand side of (2). We next exploit the relationship
between GLD
∗
k, η
∗
k, and the thresholds h to propose our
adaptive threshold algorithm.
Fig. 7. Block diagram of two-stage filtering paradigm with proposed adaptive threshold algorithm. The threshold is set using an empirical function of
the gray-level difference.
TABLE I
SUMMARY OF AIRBORNE CAMERA DATA SET OF [1]. DATA CAPTURED AT USING A BASLER SCOUT
SERIES CAMERA (SCA1300-32F) WITH A 5MM LENS AND 2X EXTENDER @ 15HZ. THE INSTANTANEOUS
FIELD-OF-VIEW (IFOV) WAS APPROXIMATELY 20◦ × 15◦ ON A 1024× 768 PIXEL IMAGE SENSOR.
Conditions Target Cases Non-Target Cases
No. Cases No. Frames No. Cases No. Frames
Blue-Sky 3 4397 28 763629
Cloudy 4 2654 11 357969
Total 7 7051 (0.13 hours) 39 1121598 (20.77 hours)
C. Proposed Adaptive Threshold Algorithm
Our proposed adaptive threshold algorithm selects a time-
varying HMM detection threshold hk > 0 for k ≥ 1 (instead
of a static detection threshold h). Our algorithm for selecting
hk > 0 at time-step k ≥ 1 involves first calculating the gray-
level difference statistic GLD
∗
k for frame gk. The threshold
hk is then selected by evaluating
hk = min
{
βGLD
∗
k + δ, h¯
}
where h¯ ∈ R is a parameter controlling the maximum
threshold value, and β ∈ R and δ ∈ R are constants that
control the threshold’s dependence on GLD
∗
k. In this paper,
we recall (2) and set β = 1.17, δ = 0.38, and h¯ = 1.91
so that there are no false alarms on our non-target data
set. The other stages of the morphological HMM filtering
approach are kept as we described previously in Section
II, and our combined morphological HMM and adaptive
threshold system is illustrated in Figure 7. We next study the
detection performance of the morphological HMM system
with our proposed algorithm.
IV. EXPERIMENTAL RESULTS
In this section, we present the results of two studies
examining the performance of our proposed algorithm. In the
first study, we investigate the performance of our proposed
algorithm on 7 video sequences of a target aircraft captured
with a camera on-board another aircraft. In the second study,
we investigate the performance of our proposed algorithm on
9 video sequences of a target aircraft captured with a camera
on the ground. The airborne camera study is conducted on
the basis of data captured in [1], and the ground camera
study is conducted on the basis of data captured in [10].
A. Airborne Camera Study
In addition to the non-target data set described in Section
III-B, we also examined our algorithm on 7 video sequences
of encounters between a camera-equipped manned aircraft (a
Cessna 172) and a target aircraft (a Cessna 182) collected in
[1]. These target sequences were captured in blue-sky and
cloudy conditions summarised in Tables I and II, and with
the same camera and lens settings as the non-target data set
described in Section III-B (more details are reported in [1]).
An example frame from one of the cloudy sequences (D4)
is show in Figure 8.
We processed all 7 airborne camera target cases with
our proposed algorithm and morphological HMM system.
The detection ranges achieved are reported in Table II, and
Figure 9 illustrates the adaptive threshold hk selected by our
proposed algorithm. Here, we define detection range as the
line of sight distance between the camera-equipped aircraft
and the target aircraft at the frame k where the test statistic
η∗k first exceeds the corresponding detection threshold (either
hk in our adaptive threshold approach or h for the system
of [1]). We also introduce an “oracle” detection range as the
range at which an alerted human can first see the target in the
TABLE II
AIRBORNE CAMERA TARGET CASES OF [1].
Label Conditions Average GLD
∗
k
Detection Range (m) Improvement (m)
Oracle Lai [1] Proposed Over Oracle Over Lai [1]
D1 (hazy) Blue-Sky 0.97 3932 1671 1510 -2422 -160
D2 (hazy) Blue-Sky 0.83 3574 1548 2305 -1269 757
D3 (hazy) Blue-Sky 0.82 2957 1770 2552 -405 782
D4 Cloudy 1.85 1806 1229 1276 -530 47
D6 Cloudy 1.55 2791 1178 1768 -1023 590
D9 Cloudy 1.25 4377 2187 2842 -1535 654
D10 Cloudy 1.58 3922 1476 2228 -1694 752
Fig. 8. Grayscale frame gk with k = 9500 from the airborne camera
targer case D4. The target aircraft (a Cessna 182) is located in the centre
of the rectangle and is approximately 1200 meters away from the camera.
sequence. This oracle human performance is not reflective
of true human pilot performance since the oracle has prior
knowledge of where the aircraft appears in the image and
the expected size of the aircraft.
From Table II, we see that our proposed algorithm enables
detection of all 7 targets in the airborne camera data set
with no false alarm events. Figure 10 shows the maximum
test statistic on each case and illustrates why “perfect” de-
tection performance is possible using the proposed adaptive
threshold algorithm. Essentially, the target and non-target test
statistics can be separated by the piece-wise linear line (2)
we used to create our proposed algorithm. Importantly, we
highlight that we that we designed the line (2) using only
non-target data.
The detection ranges achieved (with zero false alarms)
by our proposed algorithm and the system in [1] (with a
static threshold) are reported in Table II. Significantly, our
proposed algorithm enables earlier aircraft detections than [1]
in 6 of the 7 cases. Table II highlights that an “oracle” can
still outperform our proposed algorithm. However, we again
note that this oracle human performance is not reflective
of true human pilot performance since the oracle has prior
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Fig. 9. Example of test statistic η∗k and our proposed adaptive threshold hk
on the blue-sky airborne case D1. The test statistic grows after k = 10000
due to the presence of an aircraft. There are no false alarms on this sequence.
0 0.5 1 1.5 2 2.5 3
0
0.5
1
1.5
2
2.5
Frame Gray−Level Difference
M
ax
im
um
 T
es
t S
ta
tis
tic
 
 
  D1
D2  
  D3
  D4
  D6  D9
  D10
Non−Target Data Sets
Automatic Threshold Rule
Target Data Sets
Fig. 10. Maximum detection statistic η∗k on both target and non-target
airborne camera data sets summarised in Tables I and II.
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Fig. 11. Detection range versus axis intercept parameter δ > 0.38. No false
alarms occur on the non-target data sets. As δ increases, detection range
decreases and eventually targets are not detected (i.e. missed detections
occur).
knowledge of where the aircraft appears in the image and
the expected size of the aircraft.
1) Parametric Study of Axis Intercept: In order to examine
the trade-off between false alarms and detection ranges with
our proposed algorithm, we repeated our airborne study for
different values of the intercept parameter δ. As shown in
Figure 11, when δ is increased above its zero false alarm
setting of δ = 0.38, no additional false alarms are observed
but detection ranges are reduced (and eventually the aircraft
are no longer detected). The decrease in detection range as δ
increases is intuitive since the adaptive threshold algorithm
selects larger thresholds hk that inhibit target detection
(eventually leading to missed detections).
In contrast, Figure 12 shows the detection range versus
false alarm rate for the 7 target cases as the intercept
parameter δ is decreased from its zero false alarm value of
0.38 (the non-target data was used to calculate the false alarm
rates). As shown in Figure 12, decreasing δ leads to increased
false alarms with minimal change in detection range (with
the exception of the large changes observed in case D1).
Again, the increase in detection range and false alarm rate
as δ is reduced is intuitive since decreasing δ leads to the
adaptive threshold algorithm selecting smaller thresholds hk.
B. Ground Camera Study
In our second study, we examine the impact of lens focal
length (and field of view) on the performance of our pro-
posed algorithm. We study the performance of our proposed
algorithm on a data set of 9 video sequences captured from
a ground-based camera in (a Basler Scout series camera,
scA1300-32f) with three different lenses (lens focal lengths
of 5mm, 16mm, and 50mm). This ground camera data was
originally collected in [10] and is summarised in Table III.
For the purpose of our study, we processed the data set with
our proposed adaptive threshold algorithm, and recorded the
0 10 20 30 40 50 60 70 80 90 100
1000
1500
2000
2500
3000
3500
False Alarm Rate (per hour)
D
et
ec
tio
n 
R
an
ge
 (m
)
 
 
D1 D2 D3 D4 D6 D9 D10
Fig. 12. Detection range versus false alarm rate for adaptive threshold
approach with axis intercept parameters δ < 0.38.
detection ranges achieved in the last column of Table III.
There were no false alarms on this data set. We also recorded
the detection ranges of an “oracle” human observer.
From Table III, we see that our proposed adaptive thresh-
old algorithm enables aircraft detections across the full range
of 5mm and 16mm lens cases (with scattered cloud and
blue-sky conditions). However, since the detection ranges
achieved are still less than those of the human observer,
the thresholds selected by our adaptive threshold algorithm
are too high (i.e., they avoid false alarms but inhibit aircraft
detection). Similarly, the results in Table III illustrate that
the adaptive threshold algorithm sets thresholds that are too
high for the 50mm lens since 1 of 3 aircraft is undetected.
The 50mm lens cases are problematic because they con-
tain significant atmospheric haze (but no cloud features).
The haze leads to large calculated GLD statistics GLD
∗
k
which results in the adaptive threshold algorithm believing
that there are significant cloud features in the frames (and
hence sources of false alarms). The automatically selected
thresholds in these hazy conditions are therefore larger than
required. Nevertheless, the small field of view of 50mm
lenses is likely to limit their use in vision-based aircraft
detection, and we expect our proposed adaptive threshold
algorithm to perform well for wider field of view lens choices
(e.g., 5mm and 16mm).
V. DISCUSSION
Our airborne and ground-based studies have both shown
that our proposed adaptive threshold approach performs
well under a variety of environmental lighting conditions.
In particular, our studies have shown that our algorithm
performs well in cloudy and blue-sky conditions. However,
our algorithm is overly conservative in avoiding false alarms
in hazy conditions. As a consequence, the detection ranges
achieved with our proposed algorithm in hazy conditions are
often less than those of an “oracle” (that has unrealistic prior
knowledge of where the aircraft appears in the image and its
TABLE III
GROUND CAMERA TARGET CASES OF [10].
Label Focal Length Instantaneous Conditions Average GLD
∗
k
Detection Range (m)
Field of View (IFOV) Oracle Proposed
G1 50mm 5.5◦ × 4.1◦ (hazy) Blue-Sky 1.47 9266 3230
G2 50mm 5.5◦ × 4.1◦ (hazy) Blue-Sky 0.90 11480 5422
G3 50mm 5.5◦ × 4.1◦ (hazy) Blue-Sky 1.38 12500 N/A (Missed)
G4 5mm 51.4◦ × 39.5◦ Scattered Cloud 1.28 1711 1316
G5 5mm 51.4◦ × 39.5◦ Scattered Cloud 1.28 1981 1319
G6 16mm 16.9◦ × 12.7◦ (hazy) Blue-Sky 1.11 5099 4142
G7 16mm 16.9◦ × 12.7◦ (hazy) Blue-Sky 1.09 5082 3004
G8 16mm 16.9◦ × 12.7◦ (hazy) Blue-Sky 1.20 4532 2511
G9 16mm 16.9◦ × 12.7◦ (hazy) Blue-Sky 1.19 4815 2659
expected size). A key reason for the conservativeness of our
algorithm is that it is based on the GLD statistics GLD
∗
k
which have difficulty capturing the impact of homogenous
image features such as haze, smoke, or fog [23].
In addition to the environmental lighting conditions, our
ground camera study examined the performance of our
proposed algorithm with different lens focal lengths and
limited camera egomotion (since the camera was fixed and
not moving). Our algorithm performs well for both 5mm
and 16mm focal length lenses, however the haze present in
images from the (narrow field of view) 50mm focal length
lens results in poor detection performance (as evident by the
missed detection in our ground camera study). Although we
have investigated the impact of lens focal length (and field
of view) when there is no camera egomotion, more experi-
mental data is required to characterise the performance of our
algorithm with different lenses when there is egomotion. The
relationship between algorithm performance and lens choice
may be different when there is significant camera egomotion.
Finally, the parameters of our adaptive threshold approach
(i.e., β, δ, and h¯) have been designed based on a single non-
target data set for a specific morphological filter and HMM
filter bank. Although our non-target data set is amongst the
most extensive currently available for characterising vision-
based SAA systems, the parameters of our adaptive threshold
approach may need to be revised if new data becomes avail-
able that suggests higher thresholds are necessary to avoid
incurring false alarms. Similarly, the parameters may need
to be modified for different morphological and HMM filter
configurations. Nevertheless, it is still likely that the GLD
statistics will reflect problem difficultly (and therefore guide
the choice of the threshold values and adaptive threshold
parameters), and the lack of false alarms in our ground-
based study provides some evidence that the parameters of
our adaptive threshold approach identified on our non-target
data set are capable of generalising to other camera, lens, and
imaging conditions. The collection of additional non-target
and target data sets therefore remains a priority to support
our vision-based SAA developments.
VI. CONCLUSION
In this paper, we propose a novel algorithm for adapting
the detection threshold in a morphological HMM vision-
based aircraft detection system. Our proposed adaptive
threshold algorithm exploits gray-level difference statistics
to characterise the prevailing imaging conditions and select
detection thresholds that avoid false alarms. Significantly, our
proposed adaptive threshold algorithm avoids false alarms
on over 20 hours of non-target data, and detects 15 targets
with no false alarms in 16 encounters (7 encounters between
a target aircraft and a camera-equipped aircraft, and 9
encounters between a target and a ground-based camera).
Furthermore, compared to the static threshold approach of
[1], our proposed adaptive threshold algorithm enables earlier
aircraft detections in 6 of the 7 camera-equipped aircraft
encounters.
Future work will be focused on further assessing the
generality of our proposed adaptive thresholding approach by
applying it to new data sets and using alternative morphoo-
logical processing stages. We also plan to investigate robust
thresholding approaches derived from recent developments
in the theory of robust quickest change detection [25] to
reduce the sensitivity of our proposed adaptive thresholding
approach to non-target training data. Finally, alternative
adaptive thresholding approaches will be required for setting
detection thresholds in systems that are designed to visually
detect potential collision threats that emerge from below the
horizon [26].
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