Using a slight modification of the framework in Bramson [7] and Williams [52], we prove heavy traffic limit theorems for six families of multiclass queueing networks. The first three families are single station systems operating under first-in first-out (FIFO), generalized headof-the-line proportional processor sharing (GHLPPS) and static buffer priority (SBP) service disciplines. The next two families are re-entrant lines operating under first-buffer-first-serve (FBFS) and last-buffer-first-serve (LBFS) service disciplines; the last family consists of certain 2-station, 5-class networks operating under an SBP service discipline. Some of these heavy traffic limits have appeared earlier in the literature; our new proofs demonstrate the significant simplifications that can be achieved in the present setting.
Introduction
Queueing networks have been extensively used to model computer systems, telecommunications networks, and manufacturing systems (see, e.g., Bertsekas and Gallager [2] , and Yao [54] ). Classical queueing network theory imposes restrictive assumptions on the distributions of the interarrival and service times, and on the service disciplines employed in a queueing network (Jackson [35] , Baskett et. al. [1] and Kelly [37] ). These restrictions exclude the use of such theory for many practical systems. Brownian model approximations have been employed as an alternative tool for more general queueing networks (see, e.g., Harrison and Nguyen [27] ). They share two distinctive features: (a) the analysis of a Brownian model is mathematically more tractable than that of the corresponding queueing network, since a complicated Markov chain is replaced by a diffusion process and (b) the Brownian model uses just the first two moments of the interarrival and service times, and of the routing vectors associated with the queueing network.
In formulating the Brownian model for a queueing network, one replaces the workload process of the queueing network by a multi-dimensional semimartingale reflecting Brownian (SRBM). Many quantities for the SRBM, including the stationary distribution, can be computed either exactly or numerically (Harrison and Williams [30] , Dai and Harrison [16] ). Ideally, these should provide estimates for the corresponding queueing networks. Unfortunately, this is not always the case (Dai and Wang [21] ); it is thus essential to determine when a Brownian model can be used for the analysis of a queueing network. This task is often carried out by establishing a heavy traffic limit for a sequence of related queueing networks, which justifies the comparison with a Brownian model when each server is heavily utilized. Such an assumption is reasonable in many systems, including semiconductor wafer production lines, where extremely high capital cost of equipment demands high utilization of machines.
The order in which jobs at a station are executed is an important component in heavy traffic limits. When each station has a single class of jobs, a queueing network is referred to as a singleclass network; when at least one station has more than one job class, it is a multiclass network. In the latter setting, a policy dictating the order in which jobs at each station are served is called a service discipline. Examples of service disciplines include first-in first-out (FIFO), generalized headof-the-line proportional processor sharing (GHLPPS) and static buffer priority (SBP) disciplines, each of which will be defined in Section 2. When the routing is deterministic and only one class has external arrivals, the network is called a re-entrant line.
In a typical setup for heavy traffic limits, one considers a sequence of queueing networks, indexed by r. The basic network topology remains fixed across the entire sequence, with, however, the arrival and service rates, and the corresponding distributions varying over r. As r → ∞, the traffic intensity at each station is assumed to converge to 1, i.e., each service station is critically loaded in the limit. In this setting, one expects the queue length and workload processes to typically grow without bound as r → ∞. For standard heavy traffic limits, under diffusive scaling, the workload processes converge to a limit which is an SRBM, with dimension equal to the number of stations in each network. The corresponding limit of the queue lengths, with dimension equal to the number of classes in each network, will be a constant multiple of the workload limit. This last property is an example of state space collapse, a term first used in Reiman [44] , although such phenomena were observed earlier in Whitt [48] and Foschini and Salz [26] . The nature of the queue length limit will be strongly influenced by the service discipline for the networks in the sequence.
The study of heavy traffic limits of queueing systems has a long history, which dates back to Kingman [38, 39] , Prohorov [42] , Borovkov [3, 4] and Iglehart [32] . Heavy traffic limits, in the form of functional central limit theorems, were first studied by Iglehart and Whitt [33, 34] ; a survey can be found in Whitt [49] . Reiman [43] proved a heavy traffic limit theorem for single-class networks; his proof was simplified by Johnson [36] by studying the corresponding fluid models. (Readers are referred to Chen and Mandelbaum [8] for a survey on single-class networks.) There have been a number of heavy traffic limits for multiclass queueing networks in Whitt [48] , Peterson [41] , Reiman [45] , Dai and Kurtz [17] , Chen and Zhang [11, 12, 10] , Bramson [7] and Williams [52] ; Williams [51] provides a survey. Examples of non-existence of heavy traffic limits were given in Whitt [50] , and Dai and Nguyen [18] . Unconventional heavy traffic limits were obtained in Harrison and Williams [31] , and Coffman et. al. [14] .
In this paper, we establish heavy traffic limits for six families of multiclass queueing networks. The first three families are single station systems operating under FIFO, GHLPPS and SBP service disciplines. The next two families are re-entrant lines operating under first-buffer-first-serve (FBFS) and last-buffer-first-serve (LBFS) service disciplines. Last, we prove that, under an additional, unconventional heavy traffic condition, the heavy traffic limit holds for a given family of 2-station, 5-class networks operating under an SBP service discipline. Our proofs of the heavy traffic limit theorems are based on a slight modification of the framework given in Bramson [7] and Williams [52] , in which state space collapse and fluid limits play a central role. Our criteria will consist of showing that (a) the reflecting matrix R, corresponding to the sequence of queueing networks, is completely-S and (b) the critically loaded fluid model, corresponding to the queueing networks, is uniformly convergent.
Some of our heavy traffic results are not new. Heavy traffic limits for sequences of FIFO single station systems were established in Reiman [43] and in Dai and Kurtz [17] . Chen and Zhang [11] proved a heavy traffic limit for a family of FBFS re-entrant lines. These known results are included here to show how one may significantly simplify their proofs by using the framework of Bramson [7] and Williams [52] . Presumably, this framework can be employed for further heavy traffic limit theorems. It has been reported to us that, in a contemporaneous independent work, Chen and Ye [9] have shown a heavy traffic limit theorem for LBFS re-entrant lines by using a related framework from Chen and Zhang [13] .
The paper is organized as follows. Multiclass networks are introduced in Section 2. In Section 3, we present the background for and state our main results on heavy traffic limits; the remainder of the paper is devoted to demonstrating these results. The equations of the queueing networks we consider and the corresponding fluid model equations are given in Section 4. The framework of Bramson [7] and Williams [52] is applied to our setting in Section 5. The proofs of our heavy traffic limit theorems are given in Sections 6-8. Such limits are demonstrated for single station systems (Theorems 3.1-3.3) in Section 6, and for FBFS and LBFS re-entrant lines in Section 7 (Theorems 3.4-3.5). In Section 8, heavy traffic limits are demonstrated for a particular family of 2-station, 5-class re-entrant lines (Theorem 3.6).
Open multiclass queueing networks
Multiclass queueing networks were introduced in Section 1; in this section, we give a more detailed description of these networks. Each station is assumed to have a single server, with unlimited waiting space. When a job arrives from outside the network, it receives service at a finite number of stations, after which it leaves the network. At any given time during its lifetime in the network, the job belongs to one of the job classes. The job changes classes as it moves through the network, changing classes each time a service is completed; all jobs within a class are served at a unique station. Since the network is multiclass, more than one class might be served at a station. Each job is assumed to eventually leave the network. The ordered sequence of classes that a job visits in the network is called its route; if all jobs follow the same route, the network is called a re-entrant line.
We use J to denote the number of service stations and K to denote the number of job classes in the network. Stations are labelled j = 1, . . . , J, and classes by k = 1, . . . , K. We use C(j) to denote the set of classes belonging to station j, and s(k) to denote the station to which class k belongs; when j and k appear together, we implicitly set j = s(k). Associated with each class k of a queueing network, there are two i.i.d. sequences of random variables,
, and two real numbers, α k ≥ 0 and m k > 0. We assume that 3K sequences
are mutually independent. We refer to them as the primitive increments of the network. We set a k = var(u k (1)) and b k = var(v k (1)), and assume that a k < ∞ and b k < ∞, and that u k and v k are unitized, i.e., E[u k (1)] = 1 and E[v k (1)] = 1. For each i, u k (i)/α k will denote the interarrival time between the (i − 1)th and the ith externally arriving job at class k, m k v k (i) will denote the service time for the ith class k job, and φ k (i) will denote the routing vector of the ith class k job.
It follows that, for each class k, m k is the mean service time for class k jobs, α k is the external arrival rate to class k, and a k and b k are the squared coefficients of variation for interarrival and service times. (The squared coefficient of variation of a positive random variable is defined to be the variance divided by the squared mean.) We allow α k = 0 for some classes k, and we set E = {k : α k = 0}. We assume that the routing vector φ k (i) takes values in {e 0 , e 1 , . . . , e K }, where e 0 is the K-dimensional vector of all 0's and, for = 1, . . . , K, e is the K-dimensional vector with th component 1 and other components 0. When φ k (i) = e , the ith job departing class k becomes a class job. We let P k = P{φ k (i) = e } be the probability that a job departing class k becomes a class job. The K × K matrix P = (P k ) is the routing matrix of the network. We assume our networks are open, that is, the matrix
is finite, which is equivalent to (I − P ) being invertible, with Q = (I − P ) −1 . (The symbol on a vector or a matrix denotes the transpose.) We define the cumulative arrival, cumulative service and cumulative routing processes by the sums
where n = 1, 2, . . . and k = 1, . . . , K. For each class k, m k V k (n) is the total amount of service required for the first n class k jobs. Also, for each k and t ≥ 0, let E k = {E k (t), t ≥ 0} denote the renewal process associated with the i.i.d. sequence {u k (i), i ≥ 1}, i.e.,
For t ≥ 0, E k (α k t) counts the number of external arrivals to class k in (0, t]. We also write
are referred to as the primitive processes. They contain the same information as the primitive increments in (2.1). A service discipline dictates the order in which jobs are served at each station. A service discipline is said to be non-idling if a server is always active when there are jobs waiting to be served at its station. In this paper, we restrict our disciplines to three families of disciplines, first-in first-out (FIFO), generalized head-of-the-line proportional processor sharing (GHLPPS) and static buffer priority (SBP), which are defined below.
Under the FIFO discipline, jobs at each station are served on a first-in first-out basis, regardless of their class designations. Under a GHLPPS service discipline with weight vector β = (β 1 , . . . , β K ), with β k > 0 for all k, the server at each station simultaneously serves the leading job of each (nonempty) class. The server allocates effort to each class k in proportion to the number of jobs in that class, weighted by β k . Such disciplines are mathematical idealizations of certain round-robin processor sharing disciplines, which are common in telecommunication networks. When the weight vector β = (1, . . . , 1), the GHLPPS discipline becomes the head-of-the-line proportional processor sharing (HLPPS) service discipline in Bramson [5, 7] and Williams [52] .
Under an SBP discipline, the classes at each station are assigned a fixed ranking. When the server switches from one job to another, the new job will be taken from the leading (or longest waiting) job at the highest ranking non-empty class at the server's station. We assume that the ranking is strict, i.e., there is no tie in the ranking. We also assume that the service discipline is preemptive-resume. That is, when a job, with a higher rank than the one currently being served, arrives at the server's station, the service of the current job is interrupted. When service of all jobs with higher ranks is completed, the interrupted service continues from where it left off. Two SBP disciplines for re-entrant lines that have been studied in the literature are first-buffer first-served (FBFS) and last-buffer first-served (LBFS). Under the FBFS discipline, earlier classes along the route are assigned higher priorities. Under the LBFS discipline, later classes along the route are assigned higher priorities.
All of these disciplines are examples of head-of-the-line (HL) disciplines, that is, only the leading job from each class may receive service at any given time. It is assumed that the discipline is nonidling, and that service within each class is on a FIFO basis; each class receives a proportion (possibly zero) of the associated server's time, where this proportion may be random, but it is kept constant between changes in the arrival or departure processes. Furthermore, these proportions should depend, in a measurable way, on the "state" of the queueing network, and they should not anticipate (external) interarrival times, service times or routing vectors for future arrivals. Readers are referred to Bramson [5] for precise definition of such disciplines. (Williams [52] gives a slightly more general definition.)
In this paper, we focus our study on six network models. The first three consist of the multiclass single server stations (i.e., J = 1) under the FIFO, GHLPPS and SBP service disciplines. The other three models are the family of re-entrant lines under FBFS and LBFS disciplines, and the 2-station, 5-class re-entrant line pictured in Figure 1 , in Section 3.
Heavy traffic limit results
In order to state our heavy traffic results, we require additional terminology. This is provided in Sections 3.1-3.5, where performance processes, traffic equations, initial conditions, scaling and heavy traffic conditions, and the definition of reflecting Brownian motion are discussed. Our heavy traffic results are then presented in Section 3.6.
Performance processes
The following processes Z, D, W , and Y will be used to measure the performance of our queueing network. The processes Z = {Z(t), t ≥ 0} and D = {D(t), t ≥ 0} are both K-dimensional, with Z k (t) denoting the number of class k jobs at time t, and D k (t) denoting the cumulative number of departures from class k over [0, t] . They are called the queue length process and departure process, respectively. The other two processes, W = {W (t), t ≥ 0} and Y = {Y (t), t ≥ 0}, are both J-dimensional. For each station j, W j (t) denotes the amount of work for server j (measured in units of remaining service time) embodied in those jobs who are at station j at time t. If no more arrivals (either external and internal) are allowed at station j after time t, server j needs to work W j (t) additional units of time before the station is empty. The process W is called the (immediate) workload process. For each station j, Y j (t) denotes the total amount of time that the server at station j has been idle over [0, t] . Y is called the (cumulative) idletime process. The queue length and workload processes measure congestion and delay in the network; the idletime process measures utilization of the resources (servers) in the network.
Traffic equations
To investigate open multiclass queueing networks, one employs the solution λ , = 1, . . . , K, of the traffic equations 1) or equivalently, in vector form, of λ = α + P λ. (All vectors in this paper are to be interpreted as column vectors unless explicitly stated otherwise.) Since the network corresponding to P is open, the unique solution in (3.1) of λ is λ = Qα. The term λ k is referred to as the nominal total arrival rate at class k; it depends on both external and internal arrivals. If, for each class k, there is a long-run average rate of flow into the class which is equal to the long-run average rate out of that class, this rate will equal λ k . Employing m and λ, one defines the traffic intensity ρ j for the jth server as
In vector form, ρ is given by ρ = CM λ, where M = diag(m) and C is the constituency matrix
(For a d-dimensional vector x, diag(x) denotes the d × d matrix whose diagonal entries are given by the components of x and all other entries are 0.) When ρ j ≤ 1, ρ j is also referred to as the nominal fraction of time that server j is busy. In this paper, we are interested in networks in which ρ j is close to one for each station j. Such networks are said to be "heavily loaded."
Initial conditions
Heavy traffic limit theorems have frequently required the corresponding networks to be empty initially [10, 17, 41, 45] . Here, we allow each class to have a positive number of jobs at time 0; we assume that the probabilistic behavior of these jobs is the same as for jobs arriving at the class after time 0 (in terms of service requirement and routing). This assumption is less general than those in [7, 52] , where the initial jobs are allowed to have different service time distributions. We restrict ourselves to the current framework to keep the exposition simple. Depending on the discipline used, the amount of information encoded in the initial state can differ. The initial state should have enough information so that, under the service discipline, the evolution of the queueing network is completely determined by the initial state and the primitive processes in (2.2). For a GHLPPS or an SBP discipline, we take Z(0) to be the initial state. (Recall that the kth component Z k (0) is the number of jobs initially in class k.) For a FIFO service discipline, however, one needs to specify the order of the initial jobs at each station or, equivalently, the order in which the initial jobs depart after their service completions. The initial state for a network with the FIFO discipline is given by {D k (s), for 0 ≤ s ≤ W j (0)} for each k ∈ C(j).
Scaling and heavy traffic conditions
We will use α r and m r to denote the vectors of the external arrival rates and mean service times for a family of networks indexed by r, where r tends to infinity through a strictly increasing family of values in (0, ∞). (With some abuse of notation, we refer to such networks as a sequence of networks.) Let λ r = Qα r and ρ r = CM r λ r , with M r = diag(m r ). We assume that the set E = {k : α r k = 0} and the routing matrix P do not depend on r. We assume further that α r and m r are so chosen that, as r → ∞, 4) and that ρ r → e at the rate
where e is the J-dimensional vector of all 1's and γ is some J-dimensional vector. Note that (3.4)-(3.5) imply that 6) namely, each station is critically loaded in the limit. The interarrival times at class k are given by {u k (i)/α r k , i = 1, . . . } and the service times by {m r k v k (i) : i = 1, . . . }. Therefore, the squared coefficients of variation of the interarrival times and service times for class k, a k and b k , and do not depend on the index r.
Conditions (3.4)-(3.5) are referred to as heavy traffic conditions; they will be employed in Section 3.6. Readers who are not familiar with this setting may be puzzled by our reason for introducing a sequence of networks. As motivation, one can consider the following situation. In a production system, it is up to the manager to decide how quickly jobs are to be released into the system. In particular, one needs to decide how heavily the system should be loaded in order to effectively use its resources. Ideally, one would like to choose each ρ j close to 1. A sequence corresponding to such a network arises by varying the load condition imposed by the manager; one envisions the network as a member of the sequence, with r chosen large since ρ is close to e. The heavy traffic limit corresponding to this sequence of networks should then provide insight on the behavior of the original network. For the re-entrant line pictured in Figure 1 When ρ r → e as r → ∞, we expect the queue length, workload and idletime processes to grow. With functional central limit theorems in mind, we define the scaled queue length process
For 0 ≤ t ≤ 1, the scaled processZ r (t) records the queue lengths over [0, r 2 ] at resolution 1/r (each job is assigned weight 1/r). As r increases, the scaled process employs longer and longer time intervals at coarser and coarser resolutions. We similarly defineW r (t) andỸ r (t) bỹ
Reflecting Brownian motion
In this section, we recall the definition of semimartingale reflecting Brownian motion (SRBM). Such processes will be the limits for our heavy traffic limit theorems. Throughout this section, B denotes the σ-algebra of Borel subsets of R J + , θ is a vector in R J , Γ is a J × J symmetric and strictly positive definite matrix, R is a J × J matrix, and ν is a probability measure on (R J + , B). The following definition of an SRBM is taken from Williams [53, Section 6].
Definition 3.1 (SRBM). An SRBM associated with the data (R J + , θ, Γ, R, ν) is an {F t }-adapted, J-dimensional process W , defined on some filtered probability space (Ω, F, {F t }, P), such that Pa.s.:
(i) W has continuous paths with W (t) ∈ R J + for t ≥ 0, and
The processes X and Y satisfy the following properties. Under P, (iii) X is a Brownian motion with drift vector θ and covariance matrix Γ, such that X(0) has distribution ν, and
The process Y is an {F t }-adapted, J-dimensional process such that P-a.s., for each j = 1, . . . , J,
(vi) Y j is continuous and nondecreasing, (vii) Y j can increase only at times t where W j (t) = 0.
In (vii), we mean that, for each t > 0,
Loosely speaking, an SRBM behaves like a Brownian motion with drift vector θ and covariance matrix Γ in the interior of the orthant R J + , with the processes being confined to the orthant by instantaneous "reflection" (or "pushing") at the boundary, where the direction of "reflection" on the jth face, F j ≡ {x ∈ R J + : x j = 0}, is given by the jth column of R. The parameters θ, Γ and R are called the drift vector, covariance matrix and reflection matrix of the SRBM, respectively. Results of Reiman and Williams [46] and Taylor and Williams [47] show that a necessary and sufficient condition for the existence and uniqueness (in distribution) of the SRBM associated with (R J + , θ, Γ, R, ν), for each initial distribution ν on (R J + , B), is that the reflection matrix R be completely-S, which is defined as follows. For a J × J matrix R and a subset J ⊂ {1, . . . , J}, the principal submatrix associated with J is the |J | × |J | matrix obtained from R by deleting the rows and columns that are not in J , where |J | is the cardinality of J . A J × J matrix R is an S matrix if there exists u ≥ 0 such that Ru > 0. (Vector inequalities are to be interpreted componentwise.) The matrix R is completely-S if each principal submatrix of R is an S matrix.
In Definition 3.1, the SRBM W has the semimartingale decomposition (ii) with respect to a Brownian motion X defined on some probability space. In the stochastic differential equation literature, such a W is called a weak solution of (i)-(vii). If, for a Brownian motion X defined on a given probability space, one can find W and Y that are defined on the same probability space, are adapted to X, and satisfy conditions (i)-(vii) of Definition 3.1 with {F t } being the filtration generated by X, then W is called a strong solution of (i)-(vii). Note that, in the strong solution setting, condition (iv) is redundant because Brownian motion minus the drift is always a martingale with respect to its own filtration. If the reflection matrix R satisfies an appropriate spectral radius condition, such as in Harrison and Reiman [29] , the strong solution always exists and is unique.
Heavy traffic limit theorems
We state here the heavy traffic limit theorems 3.1-3.6, which are the main results of the paper. For these results, we will need some general assumptions. Recall that α and m are the limits in (3.4) and that λ = Qα. We will henceforth assume that (3.4) holds, and that λ k > 0 for all k.
Let H k be the K × K matrix given by
with , = 1, . . . , K. One can check that H k is the covariance matrix of the routing vector φ k (1). Thus, it is symmetric and nonnegative definite. Set
λ k H k and the two diagonal matrices in (3.8) are each symmetric and nonnegative definite, Σ is symmetric and nonnegative definite. The role of the diagonal matrices diag(α
is to quantify the randomness of the interarrival and service times. Similarly, the matrix K k=1 λ k H k quantifies the randomness of the routing vectors. Thus, the matrix Σ can be thought of as measuring the randomness in the queueing network due to the above three quantities. We will always assume that Σ is positive definite. Since Σ is always nonnegative definite, this is equivalent to the determinant of Σ being positive. This condition is needed for the uniqueness of the SRBM discussed after Definition 3.1.
To properly talk about the convergence of the stochastic processes under discussion, we employ the path spaces
, and has left limits on (0, ∞). We endow the path space with the usual Skorohod J 1 -topology (see, e.g., Ethier and Kurtz [25] ). We note that when a limit point is a continuous path, convergence in the Skorohod topology is equivalent to uniform convergence on compact intervals. For a sequence of stochastic processes {ξ r , r > 0} taking values in D d [0, ∞) for some d ∈ Z + , we use ξ r ⇒ ξ * to denote the convergence of ξ r to ξ * in distribution.
In the following definition, we assume that (3.4) and (3.5) hold, and employ the following notation. Let ∆ denote a K × J nonnegative matrix. Also, set
In defining R in (3.10), one implicitly assumes that I + G is invertible.
Definition 3.2. Let ∆ denote a K × J nonnegative matrix. For a sequence of networks indexed by r that satisfy (3.4) and (3.5), setX r =W r − RỸ r . Assume that
for some W * , X * , Y * and Z * , where
Then, (3.13) is said to be a heavy traffic limit with lifting matrix ∆.
The condition (3.14) is an example of state space collapse. It says that the K-dimensional process Z * , corresponding to the classes of the networks, is deterministically given by the J-dimensional process W * , corresponding to the stations. Note that by the discussion following Definition 3.1, for a heavy traffic limit theorem to hold, the reflection matrix R needs to be completely-S.
In order for (3.13) to hold, the initial data must satisfỹ
for some nonnegative random vector W * (0). State space collapse in (3.14) implies that Z * (0) = ∆W * (0), and hence
In general (3.15) is not needed for (3.16), since it is possible forZ r (0) andW r (0) to be in a fixed proportion, but for both to diverge as r → ∞.
We note that the matrix ∆ will typically depend on the discipline and other features of the networks in the above sequence. When the service discipline is FIFO, we will set
One then needs the following stronger condition on the initial data in order to show (3.13):
for k ∈ C(j), j = 1, . . . , J. One can check that (3.16) follows from (3.17) . Note that wheñ
(3.16) and (3.17) are both automatically satisfied. In order to understand the following theorems, the reader may find it useful to substitute (3.18) for (3.16) and (3.17) . We now state the main results of the paper, which consist of the following six heavy traffic limit theorems. The first three theorems are for multiclass single station systems. The last three theorems are for re-entrant lines.
Theorem 3.1 (FIFO single station).
Assume that the service discipline is FIFO, and that J = 1. Assume (3.4), and let the K × 1 matrix ∆ = (∆ 1 , . . . , ∆ K ) be given by ∆ k = λ k . Assume further that (3.5), (3.15) and (3.17) all hold. Then, the heavy traffic limit (3.13) holds with lifting matrix ∆.
A heavy traffic limit for FIFO single station systems was first proved by Reiman [45] , for W * (0) = 0, under the additional assumption that jobs can make at most a pre-specified number of visits to each class before leaving the station. This assumption does not allow the feedback to be Markovian. Dai and Kurtz [17] provided a simpler proof in the more general Markov setting. They, too, considered zero initial data.
It is known that the network version of Theorem 3.1, with more than one station, does not hold; see Dai and Wang [21] , Whitt [50] and Dai and Nguyen [18] . A sequence of networks satisfying (3.4) is said to be asymptotically of Kelly type if m k = m whenever s(k) = s( ). Bramson [7] and Williams [52] showed that the heavy traffic limit theorem holds for FIFO networks which are asymptotically of Kelly type.
Theorem 3.2 (GHLPPS single station).
Assume that the service discipline is GHLPPS with weight vector β = (β 1 , . . . , β K ), and that J = 1. Assume (3.4), and let the K × 1 matrix ∆ = (∆ 1 , . . . , ∆ K ) be given by
Assume further that (3.5), (3.15) and (3.16) all hold. Then, the heavy traffic limit (3.13) holds with lifting matrix ∆.
When the weight vector β = (1, . . . , 1), the GHLPPS discipline reduces to the HLPPS discipline. Bramson [7] and Williams [52] showed that the heavy traffic limit holds for HLPPS networks. For a general weight vector β, it is not difficult to show that the network version of Theorem 3.2 does not hold.
Theorem 3.3 (Static buffer priority single station).
Assume that the service discipline is SBP, and that J = 1. Assume (3.4), and let the K ×1 matrix ∆ = (∆ 1 , . . . , ∆ K ) be given by ∆ k = 1/m k if k is the lowest priority class at the station and 0 otherwise. Assume further that (3.5), (3.15) and (3.16) all hold. Then, the heavy traffic limit (3.13) holds with lifting matrix ∆.
Whitt [48] showed the limit theorem when the station has no feedback, i.e., every job visits the station exactly once before leaving the system. Our next two theorems are for FBFS and LBFS re-entrant lines.
Theorem 3.4 (FBFS re-entrant line)
. Consider a re-entrant line with the FBFS service discipline. Assume (3.4), and let the K × J matrix ∆ be given by ∆ kj = 1/m k if k is the lowest priority class at station j and 0 otherwise. Assume further that (3.5), (3.15) and (3.16) all hold. Then, the heavy traffic limit (3.13) holds with lifting matrix ∆.
Theorem 3.5 (LBFS re-entrant line). Consider a re-entrant line with the LBFS service discipline. Assume (3.4), and let the K × J matrix ∆ be given by ∆ kj = 1/m k if k is the lowest priority class at station j and 0 otherwise. Assume further that (3.5), (3.15) and (3.16) all hold. Then, the heavy traffic limit (3.13) holds with lifting matrix ∆.
When the service discipline is FBFS, Chen and Zhang [11] proved the heavy traffic limit theorem under (3.18). Therefore, Theorem 3.4 is not new (except for the more general initial data). Nevertheless, it is a good illustration of the framework developed in Bramson [7] and Williams [52] for proving heavy traffic limit theorems; it is, in particular, much shorter than a proof "from scratch."
Finally, consider the 2-station, 5-class re-entrant line pictured in Figure 1 . We assume that the service discipline there is the SBP discipline {(5, 3, 1), (2, 4)}, (3.19) that gives the highest priority to class 5, the next priority to class 3 and the lowest priority to class 1 at station 1; and the highest priority to class 2, and the lowest priority to class 4 at station 2. Figure 1 , with priority ranking given in (3.19). Assume (3.4), and let the 5 × 2 matrix ∆ be given by
Assume further that (3.5), (3.15) and (3.16) all hold, and that
Then, the heavy traffic limit (3.13) holds with lifting matrix ∆.
The above network has certain interesting properties which will be discussed in Section 8. In addition to the proof of Theorem 3.6, a partial converse, Theorem 8.1, will be given there.
A number of assumptions in the preceding theorems can be relaxed. The i.i.d. assumptions on the primitive increments u, v, and φ in (2.1), that were used in Theorems 3.1-3.6, can be replaced, in Theorems 3.1-3.4 and 3.6, by the assumption that the functional central limit theorem holds for each of the primitive processes E, V , and Φ. The i.i.d. assumption employed in our theorems allows us to quote results from Williams [52] . In proving heavy traffic convergence, Williams employed this assumption to show that each limit process is an SRBM having the martingale property given in (iv) of Definition 3.1, and hence that the process is unique in distribution. When the uniqueness is guaranteed through other means, e.g., the reflection matrix R in Definition 3.1 is of the type given in Harrison and Reiman [29] , the i.i.d. assumption can be relaxed to a functional central limit theorem assumption for E, V and Φ. When J = 1, R is of the type given in Harrison and Reiman [29] . For a FBFS re-entrant line, R is of upper triangular form, and so is also of Harrison and Reiman type. For a LBFS re-entrant line, R is not of Harrison and Reiman type, and the i.i.d. assumption is needed for the proof in this case. (For the last observation, see the appendix of Dai, Yeh and Zhou [23] .)
Bramson [6] and Williams [53] considered more general initial data than that assumed in Section 3.3. They allowed the service times and routing vectors for the initial jobs to have distributions that are different from those for the jobs arriving at the network after time 0. They also allowed the residual external interarrival time for the first job arriving at each class k after time 0 and the residual service time for the first job in class k to depend on each other, and on the other parts of the initial data. To keep the exposition simple, we employ our more restrictive assumptions.
For our sequence of queueing networks in (3.13), we employed the same primitive increments u, v and φ, for each r, to construct the interarrival times, service times and routing vectors. In a more general setting, these three variables are given by triangular arrays of random variables, where the underlying u, v and φ may vary. Heavy traffic limit theorems under this more general setup show that the approximations given by (3.13) are robust under perturbations of the interarrival, service and routing vectors. The purpose of the present setup is to keep the notation simple. Since Bramson [6] and Williams [53] use the framework of triangular arrays, all of the theorems in this paper can be generalized straightforwardly to that setting.
Queueing network and fluid model equations
In this section, we write down systems of equations for the queueing networks of interest to us. We also introduce fluid models, which are the continuous, deterministic analogs of queueing networks; their fluid model equations are the analogs of the queueing network equations.
Queueing network equations
We consider a sequence of queueing networks indexed by r, with performance processes Z r , D r , W r , Y r defined as in Section 3.1. To describe the dynamics of the queueing network, we introduce two additional K-dimensional processes, A r = {A r (t), t ≥ 0} and T r = {T r (t), t ≥ 0}, where A r k (t) denotes the total number of arrivals, over [0, t], at class k (including both external and internal arrivals), and T r k (t) denotes the amount of time that server s(k) has spent serving class k jobs over [0, t]. One can check that A r , D r , T r , W r , Y r , and Z r satisfy the queueing network equations
3) for all t ≥ 0. Here, C is the constituency matrix defined in (3.3), e denotes the J-vector of all 1's,
In (4.5), we mean that Y r j (t 2 ) > Y r j (t 1 ) implies W r j (t) = 0 for some t ∈ [t 1 , t 2 ], which reflects the non-idling property. Since Y r is continuous, this can also be written as All queueing networks that we will be working with are HL networks, which were introduced in Section 2. For such networks, one has
in addition to (4.1)-(4.5), where the inequalities are componentwise and e denotes the K-vector of all 1's. From our perspective, the 6-tuple 9) will contain all of the essential information on the evolution of the system. As in Bramson [7] , we refer to X r as the queueing network process for the queueing network, or, in the HL setting, as the HL queueing network process. The above equations do not specify the discipline of the queueing network. Below, we give the appropriate equations for the FIFO, GHLPPS and SBP disciplines.
FIFO queueing networks
We recall that for FIFO queueing networks, jobs are served in the order of their arrival at each station. This property can be written as
for all t ≥ 0. Together, (4.1)-(4.5), (4.8) and (4.10) form the FIFO queueing network equations; the corresponding 6-tuple X r will be referred to as a FIFO queueing network process. One can check that these equations, together with the values taken by (E, V, Φ, α r , m r ) and
determine X r (t), for all t ≥ 0. (One also needs to specify an ordering among classes to take care of possible ties among arrivals of customers at different classes.) Thus, the quantity in (4.11) serves the role of the initial data for these equations.
GHLPPS networks
Under a GHLPPS discipline with weight vector β = (β ), all nonempty classes present at a station are served simultaneously, with the fraction of time spent serving a class, say k, being proportional to β k times the number of jobs in the class. All service goes into the first job of each class to arrive at the station, with the job departing from the station when the service requirement is attained. The GHLPPS property can be written as
for all t ≥ 0, where
The term Z r,β k (s) is the proportion of effort devoted by the server s(k) to the class k at time s. Together, (4.1)-(4.5), (4.8) and (4.12) form the GHLPPS queueing network equations; the corresponding 6-tuple X r will be referred to as a GHLPPS queueing network process. The equations, together with the values taken by (E, V, Φ, α r , m r ) and Z r (0), determine X r (t) for all t ≥ 0; Z r (0) serves the role of the initial data for these equations.
SBP networks
Under an SBP discipline, classes at each station are assigned a fixed ranking, with jobs from higher ranking classes being served first. For each class k, we denote by Z r,+ k (t) the total number of jobs present in classes whose priorities are at least as great as k, and by T r,+ k (t) the cumulative time that server s(k) has spent on classes whose priorities are at least as great as k. Since the discipline is assumed to be preemptive resume, the SBP property is given by t − T r,+ k (t) can increase only at times t where Z r,+ k (t) = 0, k = 1, . . . , K, (4.14)
for all t ≥ 0. (In this setting, (4.5) is redundant, since it is equivalent to (4.14) when k is the lowest ranked class at its station.) As in (4.7), one can instead write this as
Together, (4.1)-(4.5), (4.8) and (4.15) form the SBP queueing network equations; the corresponding 6-tuple X r will be referred to as an SBP queueing network process. These equations, together with the values taken by (E, V, Φ, α r , m r ) and Z r (0), determine X r (t) for all t ≥ 0; Z r (0) therefore serves the role of the initial data for these equations.
Fluid model equations
The formal deterministic analog of a queueing network process has components which satisfy the equations , it is easy to show that each component of X is Lipschitz continuous. That is, for some N > 0 (depending on (α, m, P )),
if f is any of the above functions. (When dealing with vectors, we always employ the max norm, although this is a matter of convenience.) In particular, each component of X is absolutely continuous, and hence differentiable almost everywhere with respect to Lebesgue measure on [0, ∞). A time t > 0 is said to be a regular point for the fluid model solution X if X is differentiable at this time. Whenever we employ the derivative of a component of X at a time t, we will implicitly assume that t is a regular point. We useḟ (t) to denote the derivative of a function f at t. For each service discipline, there are additional equations for X to satisfy. Such equations will be similar to those specifying the discipline of the corresponding queueing network process. Fluid model solutions need not be unique, even though their queueing network counterparts determine the evolution of the corresponding queueing network uniquely. This is, for example, the case for the fluid model that corresponds to the well known Lu-Kumar network in [40] . 
for all t ≥ 0. The initial data are given by
These last two conditions are the analogs of (4.10) and (4.11). By (4.19)-(4.21),
which serves as a consistency condition on the initial data. The GHLPPS fluid model equations consist of (4.16)-(4.21), together witḣ
where
The equality (4.25) states that when a station j is nonempty, the server allocation ratesṪ k (t) exist and are proportional to the weighted fluid level of each class k. (When a station is empty,Ṫ k (t) may still be positive, and so (4.12) need not hold for the fluid model.) Here, Z(0) serves the role of the initial data for the GHLPPS fluid model equations. The SBP fluid model equations consist of (4.16)-(4.21), together witḣ
for all regular values of t. (In this setting, (4.20) is redundant, since it is equivalent to (4.26) when k is the lowest ranked class at its station.) The corresponding 6-tuples X are the SBP fluid model solutions. Here, Z(0) serves the role of the initial data for these equations.
Heavy traffic limits and uniform convergence of fluid models
Consider a sequence of queueing networks that satisfies (3.4) and (3. , and additional equations that are specific to the service discipline.
In this section, we provide criteria under which heavy traffic limits hold for such sequences of networks, based on the behavior of the corresponding fluid models and their reflection matrices. These results are modifications of results in Bramson [7] and Williams [52] . To state the conditions on the fluid models succinctly, we introduce the following terminology. (Recall that fluid model solutions need not be unique.) The next two lemmas state that for critical FIFO, GHLPPS and SBP networks, two additional properties automatically follow. These results will be used for Theorems 5.1-5.3. They may be skipped by readers not concerned with the proofs of the theorems. As in Section 3.6, the following K × J lifting matrices ∆ are assigned to each of the disciplines: for FIFO,
for GHLPPS, In this paper, we will use the following heavy traffic limit results for sequences of networks with the FIFO, GHLPPS and SBP disciplines. In each case, the two main conditions are that the fluid model corresponding to sequences of queueing networks, with the limits (3.4), be uniformly convergent, and that the reflection matrix R given in (3.10) exist and be completely-S.
Theorem 5.1 (FIFO networks).
Assume that the service discipline of a sequence of queueing networks is FIFO, and that ∆ is given by (5.3). Assume that (3.4), (3.5), (3.15) and (3.17) hold. If (i) the corresponding FIFO fluid model is uniformly convergent with lifting matrix ∆ and (ii) the matrix R in (3.10) is completely-S, then the heavy traffic limit holds with lifting matrix ∆.
Theorem 5.2 (GHLPPS networks).
Assume that the service discipline of a sequence of queueing networks is GHLPPS with weight vector β = (β 1 , . . . , β K ), and that ∆ is given by (5.4). Assume that (3.4), (3.5), (3.15) and (3.16) hold. If (i) the corresponding GHLPPS fluid model is uniformly convergent with lifting matrix ∆ and (ii) the matrix R in (3.10) is completely-S, then the heavy traffic limit holds with lifting matrix ∆.
Theorem 5.3 (SBP networks).
Assume that the service discipline of a sequence of queueing networks is SBP, and that ∆ is given by (5.5). Assume that (3.4), (3.5), (3.15) and (3.16) all hold. If (i) the corresponding SBP fluid model is uniformly convergent with lifting matrix ∆ and (ii) the matrix R in (3.10) is completely-S, then the heavy traffic limit holds with lifting matrix ∆.
The proofs of Theorems 5.1-5.3 are similar, and all follow from the reasoning employed in Bramson [7] and Williams [52] for related networks. We provide a brief summary here.
Since the FIFO, GHLPPS and SBP disciplines are all HL, it suffices to check that the conditions of Theorem 7.1 in Williams [52] are satisfied in each case. Most of the assumptions in Theorem 7.1 are automatically satisfied, because our construction of each sequence of networks is in terms of the same primitive increments u and v, which have finite second moments, and because of the initial conditions given in the first paragraph of Section 3.3 and the assumptions (3.4), (3.5) and (3.15) on α r , m r andŴ r (0). Two further conditions in Theorem 7.1 remain to be verified for each discipline, namely that (a) the matrix R in (3.10) exists and is completely-S, and that (b) multiplicative state space collapse (MSSC) occurs for the sequence X r . The latter condition means that, for each t ≥ 0, [7] , where the results are phrased slightly differently. There, uniform convergence of the fluid model and the resulting properties in Lemmas 5.1 and 5.2 are all assumed. The current approach is more efficient, since the properties given in the lemmas follow automatically because of the discipline.
In order to demonstrate MSSC for the FIFO and GHLPPS networks given in Theorems 5.1 and 5.2, one needs to modify slightly the proofs of Theorems 1 and 1 of Bramson [7] . In Theorem 1, the FIFO networks are assumed to satisfy the additional condition that m k = m for s(k) = s( ) (that is, the sequence X r is asymptotically of Kelly type), in place of uniform convergence. For these networks, the conclusion of Proposition 6.3, in Bramson [7] , contains a stronger version of uniform convergence and the conclusions of Lemmas 5.1 and 5.2. As mentioned on page 134 of Bramson [7] , Proposition 6.3 is the only place in the proof of Theorem 1 where this condition is used. Assuming uniform convergence instead, one can show MSSC by closely following the same steps. The only other difference, in the two arguments, is that multiplicative strong state space collapse, in addition to MSSC, is demonstrated in Theorem 1. In order to demonstrate this stronger variant of MSSC, one employs a suitable norm on X r rather than working directly with Z r . As a result, the proof simplifies slightly, when instead demonstrating MSSC for Theorem 5.1.
MSSC for HLPPS networks is demonstrated in Theorem 1 . The analog of Proposition 6.3, Proposition 7.2, holds for such networks, and is applied in the same manner. Upon replacing the proposition with the assumption of uniform convergence, the same proof shows that MSSC holds for the sequences of GHLPPS networks given in Theorem 5.2. Since the proof of Theorem 1 already deals with Z r rather than X r , the changes required in the preceding paragraph, for replacing X r by Z r for FIFO networks, are not needed here. The summary provided at the beginning of Section 7 of Bramson [7] , for adapting the proof of Theorem 1 to that of Theorem 1 , can be used as a guide for demonstrating MSSC for GHLPPS networks.
Checking the uniform convergence of a fluid model may involve entropy arguments (for FIFO networks of Kelly type and HLPPS networks), comparisons with Markov chains (for single station FIFO and GHLPPS networks) and piecewise linear Lyapunov functions (for SBP networks). The completely-S property can always be checked, at least numerically, because of the linear algebra involved. For single station networks, the completely-S property becomes trivial, since R reduces to a positive scalar.
We now return to the proofs of Lemmas 5.1 and 5.2. Instead of demonstrating Lemma 5.1, it is natural to work in a more general setting. For a given fluid model solution X(·) and c > 0, we set
for t ≥ 0; X c (·) corresponds to restarting X(·) at time c. 
as desired.
The demonstration of Lemma 5.2 also employs the shift invariance of the FIFO, GHLPPS and SBP disciplines. 
|Z(t) −Z(∞)| = |Z(t + c) −Z(∞)| ≤ h(c)
for appropriateZ(∞) and any t ≥ 0, where h(c) → 0 as c → ∞, and h(·) does not depend onZ(·). Consequently, Z(t) is constant.
We constructX(·) by shifting X(·) by −c, and definingX(·) over [0, c] to beX(·), the invariant fluid model solution withẐ(t) = Z(0) andD(t) = λt for all t. Over t ≥ c, this means that In this section, we prove Theorems 3.1-3.3, which are the heavy traffic limits for single station systems operating under the FIFO, GHLPPS and SBP disciplines. Since J = 1, the matrix R defined in (3.10) reduces to a scalar. One can check that it is always positive, and hence that R is completely-S. Therefore, by Theorems 5.1-5.3, to prove Theorems 3.1-3.3, it is enough to show that each fluid model is uniformly convergent with the corresponding lifting matrix ∆, which is specified, in (5.3)-(5.5), for each discipline. In our proofs, we drop the station index j, since there is only one station in the system.
Before proceeding with the proofs of the theorems, we point out, in Lemma 6.1, that for all critically loaded one-station fluid models, the total workload CM QZ(t) is invariant. This observation will be needed in the proofs of Theorems 3.1 and 3.3.
Lemma 6.1. For a one-station, critically loaded fluid model,
holds for all solutions and all t.
Proof. By (4.16), (4.17) and the definition of Q,
On account of (4.21) and the equalities, λ = Qα and CM λ = 1, this equals t − CT (t). By (4.19), t ≥ CT (t) always holds, and so CM QZ(t) is nondecreasing. Suppose now that CM QZ(t 1 ) > 0 for some t 1 . Then, by the preceding paragraph, CM QZ(t) > 0 for all t ≥ t 1 . Since Z(t) = 0 implies that W (t) > 0, it follows from (4.19) and (4.20) , that t−CT (t) remains constant on [t 1 , ∞). So, CM QZ(t) is constant on [t 1 , ∞). Since CM QZ(t) is continuous in t and is always nonnegative, (6.1) follows from this.
The following corollary of Lemma 6.1 will be used in the proofs of Theorems 3.1 and 3.2. It follows immediately from (6.1) and the inequalities
where | · | denotes the max norm for both vectors and matrices.
Corollary 6.1. For a one-station, critically loaded fluid model,
for appropriate a > 0, depending only on M and P .
Proof of Theorem 3.1
In order to show that a critical one-station FIFO fluid model is uniformly convergent, we need to show that for |Z(0)| = 1, Z(t) converges uniformly to a scalar multiple of λ. The reasoning consists of four main steps. Let τ (s) = s + W (s),Z(t) = Λ −1 Z(t) and B = Λ −1 (αCM + P )Λ, where Λ = diag(λ). We first show, in Step 1, that
In
Step 2, we show that B is the transition matrix of an irreducible aperiodic K-state Markov chain. Letting τ n (s) denote the n-fold iterate of τ (s), it will then follow, as in Step 3, that Z(τ n (s)) converges to a multiple of λ as n → ∞, where the convergence is uniform in s. In Step 4, we conclude from this, that Z(t) converges to a multiple of λ as t → ∞. This is the desired result.
Step 1. (6.3) holds.
Proof. Combining (4.16) and (4.17), we have
Thus, for s ≥ 0,
where we have used the FIFO equation (4.23) in getting (6.5), (4.16) in getting (6.6), and (4.17) and (4.22) in getting (6.7). Substitution ofZ = Λ −1 Z and B = Λ −1 (αCM + P )Λ above implies (6.3).
Step 2. B is the transition matrix of an irreducible aperiodic K-state Markov chain.
Proof. Observe that each entry of B is nonnegative, and that the kth row of B is given by
. Therefore, the sum of the entries of the kth row of B is
where we have used equations (3.1) and (3.6). It follows that B is a stochastic matrix. We claim that B is irreducible. Note that for any n ≥ 1, B n = Λ −1 (αCM + P ) n Λ. Fix k. Since λ k > 0, it follows from λ = Qα that the kth component of (P ) n−1 α, which we denote by c k , is positive for some n ≥ 1. Also,
with the kth row of (P ) n−1 αCM being given by c k (m 1 , . . . , m K ), each component of which is strictly positive. It follows that B n k > 0 for appropriate n and all . Consequently, B is irreducible. We still need to show that B is aperiodic. This is a simple consequence of the observation that α k > 0 for some k, and that the kth diagonal entry of αCM is given by α k m k , which is therefore positive for this k.
By
Step 2 and discrete time Markov chain theory,
for some matrix Π, where all rows of Π are identical, and the entries π 1 , . . . , π K are positive and sum to 1. Set π(z) = k π k z k .
Step 3. Z(τ n (s)) → λπ(Z(0)) as n → ∞, where convergence is uniform over all s and initial data |Z(0)| = 1.
Proof. By
Step 1 and (6.8),
To see the uniformity of the convergence in (6.9) over all s and initial data satisfying |Z(0)| = 1, note that
By Corollary 6.1, the right side of (6.10) is at most aK|Λ| |Λ −1 | |B n − Π|, which does not depend on s or on Z(0), since |Z(0)| = 1 is assumed. One can write ΛΠZ(s), on the right side of (6.9), as λπ(Z(s)), which is a scalar multiple of λ. By Lemma 6.1, CM QZ(τ n (s)) is constant, and so the limit, as n → ∞, does not depend on s. It follows that π(Z(s)) = π(Z(0)) must always hold. This implies the claim.
Step 4. Z(t) → λπ(Z(0)) as t → ∞, where convergence is uniform over initial data satisfying |Z(0)| = 1.
Proof. By the upper bound in (6.2), |Z(s)|, and hence τ (s) − s = W (s), remains bounded for all s. It follows that
for appropriate c, and all n ≥ 1 and s ∈ [0, τ (0)). Also, note that since W (s) is continuous in s, so is τ (s). Hence, for every t ∈ [τ n (0), τ n +1 (0)), there exists an s ∈ [0, τ (0)) with t = τ n (s). Setting τ ∞ (0) = lim n→∞ τ n (0), one has, in particular, that for t ∈ [cn, τ ∞ (0)), t = τ n (s) for some s ∈ [0, τ (0)) and n ≥ n. This concludes the proof of Theorem 3.1.
Proof of Theorem 3.2
The proof of Theorem 3.2 is similar to that of Theorem 3.1, but simpler, since one can useŻ(t), rather than iterate Z(s + W (s)). In order to show that a critical one-station GHLPPS fluid model is uniformly convergent, we need to show that for |Z(0)| = 1, Z(t) converges uniformly to a scalar multiple of (λm 1 
By the lower bound in (6.2), Z(t) = 0 for all t. Applying (4.16) and (4.17), and then (4.21) and (4.25), one obtainṡ
. Substituting into (6.13), one can check thatŻ
The matrix B was employed in the proof of Theorem 3.1. In Step 2, it was shown that B is the transition matrix of an irreducible Markov chain. Consequently, G is the infinitesimal generator of a continuous time Markov chain. On the other hand, by the lower bound in (6. 
where all rows of Π are identical, and convergence is uniform over |Z(0)| = 1. Let π be a row of Π, and π(z) = k π k z k for z ∈ R K . From (6.16) and (6.17), we havē
where e the K-vector of all 1's. Therefore,
with convergence being uniform over all fluid model solutions X satisfying |Z(0)| = 1. This demonstrates Theorem 3.2.
Proof of Theorem 3.3
In order to show that a critical one-station priority fluid model is uniformly convergent, we need to show that for |Z(0)| = 1, Z(t) converges uniformly to a scalar multiple of ∆, with ∆ k = 1/m k if k is the lowest priority class at the station and ∆ k = 0 otherwise. The argument differs from those of Theorems 3.1 and 3.2. We will show that fluid levels in non-lowest priority classes reach zero in a finite time. We will then use Lemma 6.1 to conclude that the fluid level in the lowest priority class remains constant after that time.
To show that the fluid levels of non-lowest priority classes reach zero, we construct a Lyapunov function of the fluid levels for such classes. We introduce the following notation. Denote by K the class with lowest priority and by H = {1, . . . , K − 1} the set of higher priority classes. Set M H equal to the (K − 1) × (K − 1) diagonal matrix, with diagonal entries m k , k = 1, . . . , K − 1. Partition the transition matrix P according to
where P HH is the (K − 1) × (K − 1) submatrix of P , with (k, )th entry P k , P HK is the (K − 1) column vector, with kth component P kK , and P KH is the (K − 1) row vector with kth component P Kk . For a vector y, (y H , y K ) denotes the corresponding partition. Also, set Q H = (I − P HH ) −1 and e the (K − 1)-vector of all 1's, and define 18) which is the total workload for the modified network, which is obtained by removing fluid upon arrival at K. We wish to show that f (t) = 0 for t ≥ δ and appropriate δ ≥ 0. Using (4.16) and (4.17), one has
Substitution of (6.19) into (6.18) implies thaṫ
By the traffic equation (3.1), λ H = α H + P H,H λ H + P KH λ K , and so
When f (t) > 0, then k∈H Z k (t) > 0, and henceḊ K (t) = 0 and k∈HṪ k (t) = 1. Substitution of this and the bound in (6.21) into (6.20) implies thatḟ (t) ≤ −λ K m K whenever f (t) > 0. It follows without difficulty, since f (·) is absolutely continuous, that f (t) = 0, and hence Z k (t) = 0, for k ∈ H and t ≥ δ ≡ f (0)/(λ K m K ). By Lemma 6.1, the total workload for the entire network is constant, and so
By (6.18) , with t = 0, δ ≡ sup |Z(0)|=1 δ is finite. This demonstrates Theorem 3.3.
7 Proofs of Theorems 3.4 and 3.5
In this section, we prove Theorems 3.4 and 3.5, which are the heavy traffic limits for re-entrant lines with FBFS and LBFS static buffer priorities. By Theorems 3.1 and 3.2 of Dai, Yeh and Zhou [23] , under either discipline, the matrix R given by (3.10) is completely-S. Using Theorem 5.3, it therefore suffices to prove that the corresponding fluid models, in each case, are uniformly convergent, with the lifting matrices given in Theorems 3.4 and 3.5. The proof of this for FBFS is quite quick; the proof for LBFS is more involved.
By (3.6), ρ = e automatically holds in both settings. We can assume without loss of generality that α 1 = 1; it then follows that k∈C(j) m k = 1 for each j. In the proofs, we enumerate the classes according to the order of their appearance along the route of the re-entrant line. For a fluid model solution X, we will find it convenient to set d k (t) =Ḋ k (t), for the departure rate from a class k. As mentioned in Section 4.2, because of the absolute continuity of X, we need only consider d k (t) at t which are regular points of X.
Proof of Theorem 3.4. We use induction to prove that, for each k = 1, . . . , K, there exists a t k ≥ 0 such that, for any fluid model solution X with |Z(0)| = 1, Z (t) is constant on [t k , ∞), for = 1, . . . , k. Furthermore, this value is zero if is not a lowest priority class, i.e., the last class to be visited at some station. For the induction step, we assume that Z (t) is constant on [t k−1 , ∞), for = 1, . . . , k − 1. We break the argument into two cases, depending on whether or not the class k has lowest priority.
We note that for
Case (i). Class k is not a lowest priority class. In this case, ∈H k m < 1, and sȯ
whenever Z k (t) > 0 and t ≥ t k−1 . Setting
it follows that Z k (t) = 0 for t ≥ t k . Since |Z(0)| = 1 and α 1 = 1, one has Z k (t) ≤ |Z(t)| ≤ t + 1 for all t. So, we can choose t k ≥ t k−1 independently of the fluid solution X, with Z k (t) = 0 for t ≥ t k .
Case (ii). Class k is a lowest priority class. Since
. So, we simply choose t k = t k−1 in this case.
Proof of Theorem 3.5. We use induction to prove that, for each k = 1, . . . , K, there exists a t k ≥ 0 such that, for any fluid model solution X with |Z(0)| = 1, Z (t) is constant on [t k , ∞) for = k, k + 1, . . . , K. Furthermore, this value is zero if is not a lowest priority class, i.e., the first class to be visited at some station. For the induction step, we assume that Z (t) is constant on [t k+1 , ∞), for = k + 1, k + 2, . . . , K. As before, we break the argument into two cases, depending on whether or not the class k has lowest priority.
We first present some preliminaries. It will be convenient, for bookkeeping purposes, to append an extra one-class station, denoted by k = 0, to the beginning of the network, with m 0 = 1 and Z 0 (0) = 1. Then, Z 0 (t) = 1 will always hold, and the evolution of X proceeds as before in the remainder of the network. (For the new network, |Z(0)| = 2.) Set G k = { ≥ k : s( ) = s(k)} and
. By the fluid model equations (4.19) and (4.21) , ∈C(j) m d (t) ≤ 1 always holds for each j. Consequently, 2) and by the LBFS discipline,
We will employ the functions f k (·) and g h,k (·), where
One can check that
The meaning of f k (·) is clear. The functions g h,k (·) are more difficult to motivate; the main point is that, by (7.6),ġ h,k (·) will have a fixed sign over the intervals of interest to us, in Cases (i) and (ii) of the proof.
Lemma 7.1. Let X be a solution of the fluid model equations (4.16)-(4.21) and (4.26) for a reentrant line whose discipline is LBFS, with ρ = e. Assume that for given classes h and k, with h < k, Z (t) is constant on (u, v), for = k + 1, . . . , K, and
Proof. By (7.5),ġ
Since Z (t), ≥ k + 1, is constant on (u, v), this equals We first consider the case where k is not a lowest priority class at a station. One then has m k < 1.
and hence

Case (i).
Class k is not a lowest priority class. We wish to show that for appropriate t k , not depending on X, Z k (t) = 0 on [t k , ∞). We do this in two steps. In Step 1, we show that for appropriate t k satisfying (7.7), Z k (t k ) = 0. In Step 2, we show that Z k (t) = 0 on [t k , ∞). Since the bound in (7.7) is uniform over all X, t k can be chosen not to depend on X.
Step 1. For each fluid model solution X, there is a t k satisfying Z k (t k ) = 0 and
Proof. By (7.5),ḟ k (t) = 1 − d k (t) for t ≥ 0. So, by (7.3), whenever t ≥ t k+1 and Z k (t) > 0, f k (t) = 1 − 1/m k < 0. Consequently, there exists a t k satisfying f k (t k ) = 0, and hence Z k (t k ) = 0, with
Since |Z(0)| = 2 and α 1 = 1, f k (t) ≤ |Z(t)| ≤ t + 2 for all t. Together with (7.8), this implies (7.7).
Step 2. Choose t k as in Step 1. Then, Z k (t) = 0 for t ∈ [t k , ∞).
Proof. We assume the claim is not true, and that there exists an interval
. We will show that, depending on the sign ofġ h,k (t) close to a, this will result in a contradiction for either t < a or t > a. Let h be the first class before k that is nonempty at time a, that is,
(The class k = 0 ensures that the set is not empty.) By the continuity of Z(·), there is an interval
. This contradicts the last sentence of the previous paragraph. Suppose instead thatm k >m h . By (7.2), d k (t) ≤ 1/m k , and so by Lemma 7.1,
This contradicts g h,k (a) = 0 and the nonnegativity of g h,k (·). So, there exists no point a as specified at the beginning of the proof. This implies that Z k (t) = 0 for t ∈ [t k , ∞).
We now consider the case where k is the lowest priority class at a station. One then hasm k = 1.
Case (ii). Class k is a lowest priority class. We wish to show that for appropriate t k , not depending on X, Z k (t) is constant on [t k , ∞). This requires three steps. In Step 1, we show that Z k (t) is nondecreasing on [t k+1 , ∞). Set = min{1 −m : is not a lowest priority class}; then, > 0. In Step 2, we show that for appropriate t k satisfying (7.11),Ż k (t k ) < . Then, in
Step 3, we show that Z k (t) is constant on [t k , ∞). Since the bound in (7.11) is uniform over all X, t k can be chosen not to depend on X. Steps 2 and 3 are the analogs of Steps 1 and 2 in Case (i). The reasoning here is similar, except that there are more alternatives to be considered in Step 3.
Step 1. For each fluid model solution X, Z k (t) is nondecreasing on [t k+1 , ∞).
Also, since Z (t) = 0, and henceŻ (t) = 0, for h < < k, one has d (t) = d k−1 (t) for h ≤ ≤ k − 1. It therefore follows from (4.21) and the LBFS property, that
Also, ∈G h m ≤ 1, and, by (7.2), d k (t) ≤ 1. So, by (7.10), d k−1 (t) ≥ 1, and henceŻ
is arbitrary, this implies that Z k (t) is nondecreasing on the set.
Together, Cases (i) and and (ii) imply that Z k (t) is constant on [t k , ∞), for appropriate t k , with Z k (t) = 0 if k is not a lowest priority class. This completes the proof of Theorem 3.5.
The 2-station, 5-class priority network
In this section, we analyze the behavior of the family of 2-station, 5-class SBP networks that was introduced in Section 3. We first demonstrate a heavy traffic result, Theorem 3.6, for these networks. In addition to the standard assumptions (3.4) and (3.5) on α r , m r and ρ r , this result requires (3.21), i.e., that α 1 (m 2 + m 5 ) < 1. At the end of the section, we show that this condition is, in fact, needed.
This example shows that it is sometimes possible to apply standard heavy traffic limit results, such as Theorem 5.3, in unconventional situations. One can also show analogous results for the more elementary Lu-Kumar network in Lu and Kumar [40] . (There, a heavy traffic limit holds exactly when α 1 (m 2 + m 4 ) < 1.) We prefer to investigate the networks given in Theorem 3.6 since they are without immediate feedback; the somewhat more sophisticated arguments used here also give a better idea of the type of reasoning that is often needed to verify the conditions of Theorem 5.3. (The networks in Theorem 3.6 were first examined in Dai and Vande Vate [19] .)
Throughout the section, we assume that α 1 = 1, except when specified otherwise. Also, as in the previous section, we set d k (t) =Ḋ k (t) for the departure rate from a class k.
Proof of Theorem 3.6. Since the discipline is an SBP re-entrant line, we can use Theorem 5.3 to demonstrate the theorem. We first show that (a) the matrix R in (3.10) is well-defined and is completely-S. We then show that (b) the corresponding fluid model is uniformly convergent with the lifting matrix ∆ in (3.20) . Checking (a) is quite straightforward. We use a piecewise linear Lyapunov function to check (b).
To show (a), recall the definition of the matrix G in (3.9). One can check that for this network,
It follows from (3.6), that
Thus,
By (8.1) and (3.21), m 5 < m 4 . The determinant of I + G is therefore positive; the inverse R is given by
To check that R is completely-S, note that its diagonal elements are positive. Also, choose a > 1 so that am 5 < m 4 and u = (1, a) ; then, Ru > 0. This shows that R is completely-S, and completes the proof of (a).
To prove (b), we show that there exists a δ > 0 such that for any fluid model solution X with |Z(0)| = 1, Z k (t) is constant on [δ, ∞), for k = 1, . . . , 5, and is zero, for k = 2, 3 and 5. We separate the proof into two steps. Let f (t) = Z 2 (t) + Z 3 (t) + Z 5 (t).
Step 1, we show that there exists a δ > 0, depending only on m, such that f (t) = 0 for t ≥ δ. In
Step 2, we show that Z k (t) is constant on [δ, ∞) for k = 1 and 4.
Step 1. There exists a δ > 0, such that for each fluid model solution X with |Z(0)| = 1, f (t) = 0 for t ≥ δ.
Proof. We claim that there exists an > 0 such thatḟ (t) ≤ − whenever f (t) > 0. It then follows that f (t) = 0 for t ≥ f (0)/ . Since f (0) ≤ |Z(0)| = 1, setting δ = 1/ implies that f (t) = 0 for t ≥ δ.
To prove the claim, we consider different cases, depending on whether or not the individual components Z k (t) are positive. For this, we recall the priority structure of the re-entrant line, which, in descending order, is given by (5, 3, 1) at station 1 and (2, 4) at station 2. We will also repeatedly use the observation that Z k (t) = 0 impliesŻ k (t) = 0 at regular points, and so
We first assume that Z 5 (t) > 0. This implies d 1 (t) = d 3 (t) = 0. If, in addition, either Z 2 (t) > 0 or Z 4 (t) = 0, then d 4 (t) = 0. It follows thatḟ (t) = −µ 5 . If, on the other hand, Z 2 (t) = 0 and Z 4 (t) > 0, then d 4 (t) = µ 4 , and soḟ (t) = µ 4 − µ 5 , which is also negative, since µ 5 > µ 4 .
For the other cases, we assume that Z 5 (t) = 0. If, in addition, both Z 2 (t) > 0 and Z 3 (t) > 0, then d 1 (t) = d 4 (t) = d 5 (t) = 0. It follows thatḟ (t) = −µ 3 . Assume instead, then, that Z 2 (t) > 0 but Z 3 (t) = 0. Then,ḟ (t) =Ż 2 (t) = d 1 (t) − d 2 (t) = d 1 (t) − µ 2 .
Two subcases arise, depending on whether or not Z 1 (t) = 0. Under Z 1 (t) = 0, one has d 1 (t) = 1, and soḟ (t) = 1 − µ 2 < 0. Under Z 1 (t) > 0 one has m 1 d 1 (t) + m 3 d 3 (t) = 1. Since Z 3 (t) = 0 implies that d 3 (t) = d 2 (t) = µ 2 , solving the above equation produces d 1 (t) = µ 1 (1 − µ 2 m 3 ). Consequently, f (t) = µ 1 (1 − µ 2 m 3 ) − µ 2 , which we wish to show is < 0. This is equivalent to m 2 < m 1 + m 3 , which is implied by (3.21) and the first equation in (8.1).
We still need to consider the case where Z 2 (t) = Z 5 (t) = 0 and Z 3 (t) > 0. Then, Together, the values ofḟ (t) that are computed above show that, for appropriate > 0,ḟ (t) ≤ − whenever f (t) > 0. This completes the argument for Step 1.
Step 2. Let δ be chosen as in Step 1. Then, Z 1 (t) and Z 4 (t) are constant on [δ, ∞).
Proof. By Step 1, Z k (t) is constant on [δ, ∞), for k = 2, 3 and 5, and so This completes the proof of Theorem 3.6.
We conclude this section by providing a partial converse to Theorem 3.6, where the assumption (3.21) is replaced by (8.5) . Some motivation for this is provided by Lemma 8.1 and the following discussion.
Theorem 8.1. Consider a sequence of 2-station, 5-class SBP networks in Figure 1 , with priority ranking given by (3.19) . Assume (3.4), (3.5) , and that Z r (0) = 0 for each r > 0. If 5) then, with probability one, |Z r (t)| → ∞ for each t > 0, as r → ∞.
As before, one can, without loss of generality, assume that α 1 = 1. We also note that |W r (t)| → ∞ as r → ∞ follows from the above assumptions, with the argument being the same as that for |Z r (t)| → ∞.
A key ingredient in the proof of the theorem is the following elementary lemma.
Lemma 8.1. Consider a sequence of 2-station, 5-class SBP networks as in Figure 1 , with priority ranking given by (3.19) , and with Z r (0) = 0 for each r > 0. Then, The first part of Lemma 8.1 states that at any given time, either class 2 or class 5 must be empty. This condition holds at t = 0; it persists at later times because a job cannot move from class 1 to class 2 as long as class 5 is occupied, and cannot move from class 4 to class 5 as long as class 2 is occupied. The second part of the lemma is an immediate consequence of the inability of classes 2 and 5 to simultaneously receive service. Because of this behavior, classes 2 and 5 are said to form a virtual station; (3.21) is thus a virtual station condition. This type of behavior was first observed in Harrison and Nguyen [28] , and in Dumas [24] for certain networks; it has been systematically employed in Dai and Vande Vate [19, 20] .
We provide an abbreviated argument for Theorem 8.1. This is the only proof in the paper where we need to work with random quantities; on account of Theorems 5.1-5.3, it sufficed to work with fluid models for the proofs in Sections 6 and 7. We therefore provide only a quick account of the machinery, referring the reader elsewhere for more detail.
Proof of Theorem 8.1. By the strong law of large numbers,
with probability 1. Choose a sample path ω such that (8.8) holds and consider the sequenceX r (·, ω), r > 0, whereX r (t, ω) = r −2 X r (r 2 t, ω).
Since |T r (t, ω) − T r (s, ω)| ≤ t − s for any 0 ≤ s ≤ t and r > 0, by the Azela-Ascoli lemma, {T r (·, ω), r > 0} is precompact in the topology of uniform convergence on compact intervals. It follows from queueing network equations (4.1)-(4.5) and (4.8), and the strong law of large numbers in (8.8) , that {X r (·, ω)} is precompact, as r → ∞, in D 4K+2J [0, ∞), under the topology of uniform convergence on compact intervals. One can show that each limit pointX, of {X r (·, ω)}, is a fluid model solution to (4.16)-(4.21). (The reasoning is now quite standard, see, for example, Dai [15] for an analogous argument.) We claim that the queue length |Z(t)| grows linearly in t. For this, we observe that The equalities follow from (4.16)-(4.21); they rephrase the total workload at the virtual station, at a given time, in terms of the arrival and departure of fluid. On account of (8.7),T 2 (t)+T 5 (t) ≤ t for t > 0. Together with (8.5), this implies that (8.9) is at least ct, for some c > 0. So, for appropriate c > 0, |Z(t)| ≥ c t for t > 0. It follows that lim inf r→∞ |Z r (t, ω)| ≥ c t.
SinceZ r (t, ω) = rZ r (t, ω), this implies that . Therefore, the fluid model is not uniformly convergent. Moreover,Z r is not tight as r → ∞; we omit the rather long argument.
