In nonlinear multimode optical systems, stochastic fluctuations of the intensities of the competing modes have signatures (characteristic moments, cumulants, and cross correlations) that depend on the number of modes and on any constraints on the total intensity. For the cases of maximum entropy fluctuations within a constant total intensity and within a fluctuating total intensity, we derive the intensity probability distribution functions and calculate the moments, cumulants, and cross correlation. The latter two are shown to be sensitive indicators of the number of interacting modes. When the modes are statistically equivalent, particular relations between the variance of one mode and the cross correlation of any two modes can indicate the type of mode coupling independent of their number. The predictions of these models are compared to recent experimental measurements on a multimode source of amplified spontaneous emission. Statistical results for a system that randomly jumps among single-mode states while maintaining constant total intensity are also calculated and are compared with the statistics of a (deterministic) two-mode bidirectional ring-laser simulation. The results are widely applicable to other coupled-mode systems including multimode lasers.
I. INTRODUCTION 
Intensity fluctuations
in optical systems are often characterized by statistical quantities such as moments, cumulants, and correlation functions. ' More recently, with the recognition that such fluctuations may be the result of dynamical rather than stochastic processes, time series of single-mode and total intensity fluctuations have been used to calculate entropies and dimensions to test for and distinguish between dynamical and stochastic origins.
However, entropies and dimensions are global averages which often have the same values for fluctuating signals that differ in many other characteristics. One way to distinguish among systems with similar dimensions and entropies is to calculate generalized entropies and dimensions. ' Another way to specify more accurately a fluctuating system is to measure its statistical properties (moments, cumulants, cross correlations, multitime correlation functions). However, in general, not all dynamical and stochastic measures can be accurately determined from experimental signals of limited duration and limited precision. Since a signal is fully specified only by a complete set of higher-order measures, the limited information from both dynamical and stochastic measures may be necessary to infer the underlying properties or constraints of the system. In addition, it is useful to measure the statistical properties of dynamically fluctuating systems in order to discern similarities to or deviations from the behavior of purely stochastic sys- tems.
In ' ' '' lead to the same intensity fluctuations as models using coupled modal field amplitudes ' '' when where N is a normalization constant. Repeated integration yields the normalization constant,
By integrating this joint IPDF over (n -k) modal intensities, we obtain p"(r, ,rz, . . . , Ik ), the joint distribution for k out of n coupled variables. Geometrically this is equivalent to projecting the hyperplane onto k dimensions and calculating the fractional area of the hyperplane that is projected onto each point. The general result for the k-variable joint probability distribution of a system of n coupled variables is given by p"(I,, . . . , Ik ) = f dI"+, f dI"p"(I".. . , I"),
For the case k =1 and arbitrary n, we obtain Eq. (1), and for k =2,
Some of these results, notably Eqs. (10c), (10f), and (10g), have been reported earlier by others who have considered stationary solutions for n-mode systems in the limit of heavily saturated gain. The distributions p"(I; ) are plotted for n=2, 3, 4, 8, and ac As this cannot be written in closed form, the cumulant generating function, Fig. 2(c) , the values of Koz and c', z That these numbers differ from the results using k3 and k4, however, indicates that the model is not fully applicable. This distribution has the following characteristics: which is satisfied by Eqs. (18) and (19) . The special result of Eq. (20) [satisfied by the maximum entropy cases of constant C and fluctuating C, and by all solutions of Eq.
(21), as described above] appears to result from the radial symmetry of the multivariable probability distribution in the space of the complex modal amplitudes. This radial symmetry in the "amplitude variable space" is equivalent to the uniform probability density on planes of constant total intensity in the variable space of modal intensities. 
shown by the plot of I, versus I2 in Fig. 3(b) ]. The probability distribution in Fig. 3(c) shows two sharp peaks, as given in Eq. (23) . Note that the intensities are not periodic "square" waves. The variable duration of the "on"
Note that Eqs. (25c) and (25f) Figure 3 shows the time-dependent behavior for this deterministic system (for the detuning parameter b, =0. 1). It approximately fulfills the "mode-hopping" conditions of Eqs. (23) and (25f) [as shown in Fig. 3(a For purposes of comparison, we also present the general results when the total intensity is given by the sum of n randomly phased independent modes all having Gaussian amplitude statistics (negative exponential intensity statistics) with the same mean. In this case each individual mode's distribution has normalized qth-order moments (normalized to (I, )~) given by q! and similarly normalized qth-order cumulants given by (q -1)!. The total intensity fluctuates with cumulants given to all orders by the sum of the cumulants of the contributing modes. The result is that the normalized qth-order cumulants of the total intensity are (q -I)!/nq ' and the IPDF for the total intensity is a gamma distribution.
When n is large, the fluctuations in the total intensity will be small as in the case of coupled modes. However, for all n, there will be no modal cross correlations and no de- viations of individual mode fluctuations from those satisfying a negative exponential distribution. Kovalenko' has derived expressions for the correlation functions for coupled modes. Assuming that systems such as ours have diffusive motion with two diffusion rates, one for motion on the hyperplane of fixed C and the other for variation of C, then it is natural to write an expression of the same form as Kovalenko's 
VII. CORRELATION FUNCTIONS

