Let Xx, X2, ■ ■ . be mutually independent random variables such that E(Xn) = 0 and E(Xf) = aj = 1 for all n = 1,2,.... For each n = 1, 2,..., let S" = 2/= i Xj; then, by the Kolmogorov criterion for mutually independent random variables, Sjnx'1+a -» 0 almost surely as n -» oo for any positive constant a. A deeper understanding of this theorem will be facilitated if we know the order of magnitude of E{Nx(a,e)} as e -* 0+, where Nx(a,e) is the integer-valued random variable defined by Nx(a,e) = 2£Li XVe"i/2+o oojd^nl)-Tne present note does the work for a wide class of random variables by using Esseen's theorem and Katz-Petrov's theorem.
= 0 and E(X2) = o2 = 1 for all n = 1, 2,.... For each rt = 1, 2,..., let S" = 2?=i Xi> then, by the Kolmogorov criterion for mutually independent random variables, Sjn' a -» 0 almost surely as « -> oo for any positive constant a. For any positive constants a and e, let /l"(a,e) = Xjm\/i+a "f\(\Sn\) for all n = 1, 2,... and let Nao(a,e) = 2^°=i ^"(a,e). Then, for a deeper understanding of the theorem above, we will study the order of magnitude of E{Nx(a, e)} as e -> 0+, and this is just the main purpose of this note. We start with the following useful lemmas. Lemma 1. Suppose that Xx, X2 . . . are mutually independent, standard normal random variables, and a, e are two positive constants. Then, we have (1) Cae-X/a-l <E{Nja,e)}<Cae-X/a, where Ca = tr-X/22x/2aT(l/2 + l/2a).
Proof. For any positive integer m, let Nm(a,e) = *2d""=x An(a,e); then 1 + E{Nm(a,e)} = 2 2^=0 $(-£«'*), where $(x) is the distribution function of the standard normal random variable. By the Euler-Maclaurin sum formula (see [1, pp. 124-125] Therefore,
For Lemmas 2 and 3, let Xx, X2,... be mutually independent random variables such that E(Xn) = 0, E(Xn ) -on < oo (not all of an's are zero), Sn = 2/-i A;, A"2 = 2"-i o?, *"(*) = P{SJB" < *} for all h = 1, 2,..., and let G be the class of nonnegative functions g(x) satisfying the following conditions: (i) g(x) is nondecreasing on the interval (0, 00), is even on (-00, 00) and g(x) -* 00 as x -* 00; (ii) the function x/g(x) does not decrease on (0, 00).
Lemma 2 (Petrov) . // there exists a function g in G such that E{X2g(Xn)} < 00 for all n = 1,2,..., then there exists an absolute constant C* such that Proof. The proof will be given by the following two steps.
Step 1. Assume that Xx, X2, ... are i.i.d. normal random variables with mean 0 and variance 1. Then, by Lemma 1, Cae~x/a -1 < E{Nao(a,e)} < C^'* and Hm tx'aE{Nx(a,e)} = C".
Step 2. Assume that Aj, X2,... and g satisfy the conditions in Theorem 1.
E{Nx(a,e)}= 2 P{\Sn\ > mX'2+a) Therefore, we get (7). Similarly, we can prove that (8) holds and the proof of Theorem 1, now, is complete. Corollary 1. Suppose that Xx, X2...are mutually independent random variables such that E(Xn) = 0, E(X2) = a2 = 1, and E(\X"\ ) < M < oo for some positive constants 8 and M, and for all n = 1,2, .... Then we have (9) eHme,/a£{A00(«,e)} = Ca, where 2r-8/4<a<2-if0<8<l,\<a<2-if8> 1.
A sharper result is Corollary 2. Suppose that A,, X2,... are mutually independent random variables such that E(Xn) = 0, E(X2) = o2 = 1, and £{A"2(log+|A"|)2+6} < M <C oo for some positive constants 8 and M, and for all n = 1,2,.... Then we have (10) lime2E{N00(x2,e)}= Cx/2 = 1.
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