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ABSTRACT
This paper explores the task of automatic strategy detec-
tion from event-stream data collected from professional soc-
cer matches. Concretely, we focus on discovering interest-
ing event sequences that lead to an attempt on goal. We
describe a data-driven approach for identifying patterns of
movement that account for both spatial and temporal infor-
mation which represent potential strategies.
1. INTRODUCTION
Recent technological advances have enabled the collection
of large amounts of data about soccer teams and players.
Companies such as ChyronHego [2] and Prozone [11] record
the locations of the players and the ball at a high frequency
using optical tracking systems during matches. Soccer clubs
aim to leverage the collected data to gain a competitive ad-
vantage over their opponents. However, soccer clubs lack
computational methods that can handle the size and com-
plexity as well as the spatial and temporal aspects of the
data. As a result, there has been an explosion of interest
in applying automated techniques to analyze data collected
about sports matches (e.g., [8, 9, 13, 10, 1]).
This paper focuses on the task of detecting strategies from
professional soccer matches based on spatio-temporal data.
This problem poses a number of significant challenges from
a data mining perspective. First, important patterns will in-
volve both spatial and temporal components. Second, there
will rarely be exact matches in terms of the same set of
players performing the same actions in the same order in the
same locations. Third, there is rich domain knowledge about
soccer that can be exploited to guide the discovery process.
Fourth, frequency is not necessarily the most important cri-
teria for interestingness in strategy detection. Certain events
such as goals and shots are rare, and sequences involving
them are correspondingly more valuable and interesting.
We propose an approach to address the specific task of dis-
covering event sequences that frequently lead to an attempt
on goal in soccer matches. On a high level, our approach
performs the following four steps. First, the algorithm au-
tomatically extracts phases leading to an attempt on goal
for the team of interest. Second, we employ a data-driven
approach to determine a number of spatial features about
the areas occupied during the phase. We use these features
to cluster together similar phases. Third, we search for fre-
quently occurring sequences of events within each cluster.
Fourth, based on domain knowledge, we developed a ranking
function that orders the discovered patterns in each cluster
according to their expected relevance to the user.
We evaluate our approach on data from 69 matches played
by a Belgian professional soccer club, where we have access
to event-stream data for all matches and detailed camera-
tracking data for 13 matches. We find that our approach is
capable of identifying interesting strategies related to goal-
chance creation from open play as well as set pieces.
2. RELATEDWORK
This paper falls within the area of work that looks at an-
alyzing spatio-temporal sports data. Knauf et al. [8, 9] pro-
posed a novel spatio-temporal kernel for clustering player
trajectories. Another trajectory-based approach focuses on
scoring opportunities [3], which cluster together different
scoring chances based on hand-crafted features and trajec-
tory data. Inductive logic programming, which allows repre-
senting rich, relational structure in a domain, has been used
to characterize scoring chances [13].
Another way to analyze strategy is to build occupancy
maps based on ball movements [10]. Characterizing playing
style and strategy by looking at passing patterns has also
received attention [6, 5]. Beyond these, other strategy anal-
yses include recognizing team formations in soccer (e.g., [1])
or identifying specific plays in American football (e.g., [12]).
3. DATASET
The dataset consists of match data for 69 matches from
a professional Belgian soccer club collected by Prozone [11].
The dataset comprises 58 Belgian league matches, 2 Belgian
cup matches, and 9 Europa League matches. For 13 matches
both event and tracking data are available, while for the
remaining 56 matches only event data are available.
Our dataset contains 180,981 events of 44 different types,
corresponding to an average of 2,623 events per match. The
most frequent event types in our dataset are passes (61,220),
receptions (47,533), and runs with the ball (46,914). Our
dataset also contains 18,119,283 player and ball locations in
total, or 1,294,235 locations per match on average.
4. APPROACH
Our approach addresses the following task:
Given: A set of matches where each match is represented
as an event sequence, possibly with player and ball
tracking.
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(a) A match is split into phases, which are sequences of related
events. The dark-shaded cells indicate possession by the team of
interest, while the light-shaded cells indicate possession by their
opponent. Each time a team gains possession, a new phase starts.
We discard phases that do not lead to a goal attempt as well as
events in a phase that happen after a goal attempt.
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(b) Each phase is mapped onto a possession map, which is a virtual
grid over the pitch. A possession map essentially shows how often
each area (i.e., cell in the grid) was occupied by the players and
the ball during a phase. The green arrows represent the events
(e.g., a pass or a cross) that happened during the phase. The
direction of play is from bottom to top.
Defense
Left
Def. Midfield
Left
Midfield
Left
Off. Midfield
Left
Offense
Left
Defense
Center Left
Def. Midfield
Center Left
Midfield
Center Left
Off. Midfield
Center Left
Offense
Center Left
Defense
Center
Def. Midfield
Center
Midfield
Center
Off. Midfield
Center
Offense
Center
Defense
Center Right
Def. Midfield
Center Right
Midfield
Center Right
Off. Midfield
Center Right
Offense
Center Right
Defense
Right
Def. Midfield
Right
Midfield
Right
Off. Midfield
Right
Offense
Right
(c) The pitch is mapped onto a 5 × 5 grid to represent the start
and end locations of the events. The direction of play is always
from left to right for the team of interest.
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(d) Each phase is represented as a sequence, which is a list of
itemsets. Each itemset describes one event that happened during
the phase. For each event, we store the origin, destination, direc-
tion, and distance. The blue arrows represent the events that are
described at the right. The direction of play is from bottom to
top.
Figure 1: Visualization of our approach explaining each of the performed steps.
Find: Relevant spatio-temporal patterns that characterize
attacking strategies.
This is a challenging task as soccer is a highly dynamic
game with many movements and interactions among players
across time and space.
To tackle these challenges, we perform the following four
steps. First, we divide the event stream of each match into
phases and identify those phases that involve a shot. Second,
we convert each phase into a possession map and then clus-
ter the phases according to these possession maps. Third,
we mine each of the obtained clusters to identify frequent se-
quential patterns. Fourth, we rerank the discovered patterns
within each cluster according to a hand-crafted domain-
specific criteria that weighs the elements in a pattern by
interestingness.
4.1 Discovering relevant phases
In the first stage, our approach discovers the relevant
phases in a match, where a match is an almost continu-
ous stream of events (e.g., a pass or a run with the ball) and
phases are sequences of related events (e.g., a cross followed
by a shot). Formally, we represent a match as a sequence
S = {e1, e2, ..., en}, where each event snapshot ei has a cor-
responding label l (e.g., a pass or a shot), a timestamp t,
a (x, y) position, and a set P of involved players pi. If the
tracking data are available, then there is also a list contain-
ing the (x, y) positions of the players and the ball.
Since we are interested in the offensive strategy of a partic-
ular team, we consider a phase relevant if it leads to a goal
attempt for that team. In general, a phase starts when a
team gains possession and ends when the team loses the ball
again. While many events can lead to possession changes,
they typically happen when a foul is committed, a pass is
intercepted, the ball crosses the sideline or goal line, or after
a duel with an opponent.
As shown in Figure 1a, our approach to discovering rele-
vant phases proceeds in two steps. In the first step, we split
the match into phases with a new phase starting each time
a team gains possession. In the example in Figure 1a, the
event stream is split into two phases with the second phase
starting with a throw-in. In the second step, we discard all
phases that do not lead to a goal attempt (e.g., phase 1 in
Figure 1a) or where the opponent touched the ball more than
two consecutive times. Furthermore, we discard the events
from a phase that happened after a goal attempt (e.g., the
save by the goalkeeper in phase 2 in Figure 1a).
4.2 Clustering relevant phases
The goal of the second stage is to identify spatially sim-
ilar phases via clustering. We do this for several reasons.
One, this helps reduce the space of possible patterns that
we need to search in the following step. Two, a team is
likely to employ multiple different attacking strategies, such
as corners, attacking through the middle, down the flank,
each of which will be characterized by different spatial char-
acteristics. Clustering gives us a natural way to divide the
data along these lines. Three, the spatial features provide a
convenient manner to generalize from an event’s or player’s
specific (x, y) location on the pitch to a more general zone.
We employ a data-driven approach to describe each phase
by a number of spatial characteristics. We convert each
phase into a possession map M , which is a virtual w × h
grid over the pitch, where each cell represents a particular
area of the pitch. Figure 1b shows an example map. When
building M , we consider the locations of the events as well as
the locations of the players and the ball if they are available
in the dataset (see Section 3).
We initialize the value of each cell in M to zero. Then,
we iterate over each event snapshot ei in the phase under
consideration. For each player and the ball whose precise
location falls within the grid location (x, y) at time i, we in-
crement the value M [x, y] by a user-defined value v, which
depends on the entity type. We assign a higher value for
the ball than the players. After incrementing a grid loca-
tion’s value, we also slightly increase the value of each of its
neighbors to create a smoothing effect which helps overcome
the rigidness imposed by the grid. Finally, we normalize the
cell values to lie within 0 and 1 to account for the fact that
phases can consist of an arbitrary number of events. In-
tuitively, a possession map shows how often each area was
occupied by the players and the ball during a phase.
Next, we build a feature vector describing the possession
map, where we have one feature for each cell in the map,
whose value is the corresponding value from the possession
map. The feature vector also contains two additional fea-
tures: one whose value is the number of events in the phase,
and another whose value is the number of players involved
in the phase. Then, we use the Expectation-Maximization
algorithm [7] to cluster the feature vectors. The algorithm
assigns a probability distribution to each phase’s feature vec-
tor indicating the probability that the phase belongs to each
of the clusters. Finally, we convert this to a hard clustering
by using a MAP assignment of the phases to the clusters.
4.3 Mining patterns
In the third stage, we search for frequent sequential pat-
terns (i.e., sets of events) within each identified cluster. We
process each cluster in turn. We represent each phase as-
signed to the cluster as a sequence. A sequence D is a list of
itemsets {(d11, ..., d1m), ..., (dn1, ..., dnm)}, where each item-
set (di1, ..., dim) describes an event that happened during a
phase. For each event, we store the origin (i.e., area where
the event started), the destination (i.e., area where the event
ended), the direction (i.e., backward or forward and left or
right), and the distance (i.e., short or long) as an item djk.
To represent the origin and destination of each event, we
map their precise locations to a cell fij in a 5 × 5-grid F ,
as is illustrated in Figure 1c. Distances over 20 meters (i.e.,
21.9 yards) are defined as long, while all other distances are
defined as short.
By applying this transformation to each phase in a clus-
ter, we end up with a sequence database DB. Then we run
the VPSM algorithm [4] to discover frequent maximal se-
quential patterns in each database DB. Figure 1d shows
the representation of a shot (1), a cross (2), and a run with
the ball (3) that happened during a phase consisting of six
events in total. The direction of play is from bottom to top.
4.4 Ranking patterns
Finally, we rank the discovered frequent sequential pat-
terns with respect to their expected relevance to a user.
Typically, frequent patterns are ranked according to their
support in the data. However, this evaluation function is
less relevant to soccer coaches. Given that most of the ac-
tion during a soccer match typically happens in the middle
of the pitch, the top of the ranking is likely to be dominated
by patterns describing passing sequences in that area.
We propose an alternative evaluation function that con-
siders the types of the events appearing in a pattern to deter-
mine its relevance. More specifically, we first assign a weight
to each event type and then compute the relevance of a pat-
tern by summing the weights of the events appearing in the
pattern. Higher weights indicate higher relevance. This ap-
proach allows the user to define a bias towards a particular
type of patterns. Given that we are mostly interested in goal
attempts, we assign high weights to shots and crosses and
low weights to the other types of events in our experiments.
5. EXPERIMENTAL STUDY
The goal of our empirical evaluation is to investigate whether
our approach discovers interesting patterns. We implemented
the approach as discussed in Section 4. The maximum num-
ber of events per phase was set to ten. The dimension of the
possession map was set to 16 cells wide and 21 cells high.
The values for the location of the ball and players were set
to three and one, respectively. For the VPSM algorithm, the
maximum pattern length was set to ten, the maximum gap
was set to one, and the minimum support was set to 0.02.
Figure 2 shows four concrete instances of patterns that
our approach discovered. These patterns appear 3, 2, 3, and
10 times in the dataset, respectively. Figure 2a shows an
attack down the right flank resulting in a cross from the right
offensive midfield area to the center offense area followed by
a close-range shot going wide. Figure 2b shows an attack
through the middle resulting in a long-range shot on target
from the right center offensive midfield area. Figure 2c shows
an attack down the left flank resulting in a short-range shot
off target from the center offense area. Figure 2d shows a
corner kick from the right side of the pitch leading to a shot
off target from the center offense area.
The patterns shown in Figures 2a and Figure 2c suggest
a strategy where the team prefers early crosses (i.e., crosses
originating further away from the goal line) to late crosses
(i.e., crosses originating close to the goal line). This obser-
vation could imply a more direct style of play. The pattern
shown in Figure 2b suggests a strategy where the team first
tries to move the ball to their playmaker in the center of the
pitch who then attempts a long-distance shot.
6. CONCLUSIONS
Automatically analyzing playing strategy from rich, com-
plex spatio-temporal data is an interesting and challenging
problem. This paper tackled one aspect of this task by try-
ing to automatically discover interesting attacking strategies
from event data collected from professional soccer matches.
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(a) This phase represents an attack down the right flank. (b) This phase represents an attack through the middle.
(c) This phase represents an attack down the left flank. (d) This phase represents a corner kick from the right side.
Figure 2: Visualizations of four concrete instances of discovered patterns. During each phase, the ball follows the trajectory
shown by the green arrow. The direction of play is from left to right in each visualization.
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