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SUBCONVEXITY BOUND FOR GLp2q L-FUNCTIONS: t–ASPECT
KESHAV AGGARWAL AND SAURABH KUMAR SINGH
Abstract. Let f be a holomorphic Hecke eigenforms or a Hecke-Maass cusp form for the full modular group
SLp2,Zq. In this paper we shall use circle method to prove the Weyl exponent for GLp2q L-functions. We shall
prove that
L
ˆ
1
2
` it
˙
! f ,ǫ p1` |t|q
1{3`ǫ
,
for any ǫ ą 0.
1. Introduction
Estimating the central values of L-functions is one of the most important problems in modern number
theory. In this paper we shall deal with the t-aspect of subconvexity bound for GLp2q L-functions. Let f be
a holomorphic Hecke eigenform, or a Maass cusp form for the full modular group SLp2,Zqwith normalised
Fourier coefficients λ f pnq. The L-series associated to f is given by
Lps, f q “
8ÿ
n“1
λ f pnq
ns
“
ź
p
`
1´ λ f ppqp´s ` p´2s
˘´1 pRes ą 1q.
It is well known that the series Lps, f q extends to an entire function and satisfies a functional equation relating
Lps, f q to Lp1 ´ s, f q. The convexity problem in t-aspects deals with the size of Lps, f q on the central line
Res “ 1{2. The functional equation together with the Phragme´n-Lindelo¨f principle and an asymptotic
formula for the gamma functions gives us the convexity bound, or the trivial bound, Lp1{2` it, f q ! t1{2`ǫ .
The subconvexity bound problem is to obtain a bound of the form Lp1{2 ` it, f q ! t1{2´δ for some δ ą 0.
In this paper we shall prove the following theorem:
Theorem 1.1. Let f be either a holomorphic Hecke eigenform or a Maass cusp form for the full modular
group SLp2,Zq. On Res “ 1{2, we have the bound
L
ˆ
1
2
` it, f
˙
! p|t| ` 2q1{3`ǫ ,
for any ǫ ą 0.
This bound was first established by Anton Good [4] for holomorphic forms, and later extended by M.
Jutila [19] in the case of Maass forms. In this paper, we shall prove this bound by yet another way. We
briefly recall the history of the t-aspect subconvexity bound for L-functions. The convexity bound for the
Riemann zeta function is given by
ζ p1{2` itq ! t1{4`ǫ , for ǫ ą 0. (1.1)
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Lindelo¨f hypothesis asserts that the exponent 1{4 ` ǫ can be replace by ǫ. Subconvexity bound for ζpsq
was first proved by Hardy and Littlewood, and by Weyl independently. Establishing a bound for certain
exponential sums, Weyl (see [27] and also [26, page 99, Theorem 5.5]) proved that
ζp1{2` itq ! t1{6 log3{2 t. (1.2)
It was first written down by Landau in a slightly refined form, and has been generalized to all Dirichlet
L-functions. Since then it has been improved by several authors. The best known result for the exponent is
13{84 « 0.15476 due to J. Bourgain [2]. Let χ be a Dirichlet character of conductor q. Using cancellations
in character sums over short intervals, Burgess [3] proved that for square-free q, L p1{2, χq !ǫ q3{16`ǫ .
Heath-Brown [13] proved a hybrid bound (uniformly in both the parameters, q and t) of the same strength.
Saving the log-factors, the bound in Theorem 1.1 is of the same strength as the bound (1.2) in the GLp2q
setting. Therefore it is also known as the Weyl bound. For holomorphic forms, this was first proved by Good
[4] using the spectral theory of automorphic functions. Jutila [18] gave an alternate proof based only on the
functional properties of Lp f , sq and Lp f bψ, sq, where ψ is an additive character. The arguments used in his
proof were flexible enough to be adopted for the the Maass cusp forms, as shown by Meruman [25], who
proved the result for Maass cusp forms. Good’s mean value estimate itself was extended by Jutila [19] to
prove the Weyl bound for Maass cusp forms in yet another way.
However, very little is known about the t-aspect subconvexity bound for L-functions of higher rank
groups. Subconvexity bounds for the symmetric square lifts of SLp2,Zq forms or a self-dual Maass form for
SLp3,Zq is known due to the fundamental work of X. Li [22]. Assuming f to be a self-dual Hecke-Maass
cusp form for SLp3,Zq, she proved (see [22, page 3, Corollary 1.2])
L p1{2` it, f q !ǫ, f p1` |t|q
3
4
´ 1
16
`ǫ
, (1.3)
for any ǫ ą 0. Later, using a different approach based on a conductor lowering mechanism (see equation
(1.6)), Munshi [7] obtained the same exponent for general Hecke-Maass cusp forms for SLp3,Zq. The aim
of this paper is to adopt the method of [7] in the context of GLp2q L-functions. We aim to obtain the Weyl
exponent, which has previously obtained in the same context by A. Good [4] and M. Jutila [18] via the
more traditional route. However, we note that the method of [7] does not easily extend to our context, and
one needs to use a more refined stationary phase analysis (Lemma 3.3), and establish more refined bounds
for some exponential integrals (subsection 7.3). Without these refinements, one obtains the bound t3{8`ǫ in
place of t1{3`ǫ .
To prove our theorem, we first use the following general result for an approximate functional equation of
Lp f , sq (see [16, page 98 Theorem 5.3]).
Theorem 1.2. Let Gpuq be any function which is holomorhpic and bounded in the strip ´4 ă Reu ă 4,
even, and normalised by Gp0q “ 1. Then for s in the strip 0 ď Res ď 1, we have
Lp f , sq “
ÿ
n
λpnq
ns
Vs
´
n
X
¯
` εps, f q
ÿ
n
λpnq
n1´s
V1´spnXq, (1.4)
where Vspyq is a smooth function defined by
Vspyq “ 1
2πi
ż
p3q
y´uGpuqγp f , s` uq
γp f , sq
du
u
,
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εp f q is the root number and
εp f , sq “ εp f qγp f , 1 ´ sq
γp f , sq .
Using this approximate functional equation at Res “ 1{2 and properties of Vspyq (see [16, Proposition
5.4]), we have
L p1{2` it, f q ! tǫ sup
Nďt1`ǫ
|S pNq|
N1{2
`OA
`
t´A
˘
. (1.5)
Here S pNq is a dyadic sum given by
S pNq :“
8ÿ
n“1
λ f pnqn´itV
´
n
N
¯
,
where Vpxq is a smooth bump function supported on the interval r1, 2s and satisfies x jVp jqpxq ! j 1. We
normalize Vpxq so that ş
R
Vpyqdy “ 1. We shall use the conductor lowering mechanism introduced by
Munshi [7] to estimate the sum S pNq. To that end, we introduce an extra integral with a parameter K, with
tǫ ! K ! t1´ǫ to be chosen later and arrive at
S pNq “ 1
K
ż
R
V
´
u
K
¯ 8ÿÿ
m,n“1
m“n
λ f pnq
´
n
m
¯iv
m´itV
´
n
N
¯
U
´
m
N
¯
du. (1.6)
Here U is a smooth bump function supported in the interval r3{4, 9{4s, with Upxq ” 1 for x P r1, 2s and
satisfies x jUp jqpxq ! j 1. We now use Kloosterman’s version of the circle method (equation (1.8)) to detect
equation n´ m “ 0. For n P Z, let
δpnq “
$&
%1 if n “ 0,0 otherwise. (1.7)
For a real number Q ą 0, we have (see [16, page 470, Proposition 20.7])
δpnq “ 2Re
ż 1
0
ÿ ÿ‹
1ďqďQăqďq`Q
1
aq
e
ˆ
na
q
´ nx
aq
˙
. (1.8)
We choose Q “ pN{Kq1{2. Substituting the expression for δpnq from (1.8) into (1.6), we obtain
S pNq “ S`pNq ` S´pNq,
with
S˘pNq “ 1
K
ż 1
0
ż
R
V
´
u
K
¯ ÿ ÿ‹
1ďqďQăqďq`Q
1
aq
8ÿÿ
m,n“1
λ f pnqnivm´ipt`vq
ˆ e
ˆ
˘pn´ mqa
q
¯ pn´ mqx
aq
˙
V
´
n
N
¯
U
´
m
N
¯
dv dx. (1.9)
In the rest of the paper we shall estimate the sum S`pNq since estimates on the sum S´pNq are similar. We
shall establish the following bound to prove Theorem 1.1.
Proposition 1.3. Let S˘pNq be given by equation (1.9). We have
S˘pNq !
$&
%N
1`ǫ if N ! t2{3`ǫ
N1{2t1{2`ǫ
´
N1{2
K
` 1
N1{8K1{8
` K1{2
t1{2
¯
if t2{3`ǫ ! N ! t1`ǫ , N3{5 ă K ă N1´ǫ .
4 KESHAV AGGARWAL AND SAURABH KUMAR SINGH
Substituting the above bound into equation (1.5) and choosing K “ t2{3, we obtain
L p1{2` it, f q ! tǫ sup
Nďt1`ǫ
|S pNq|
N1{2
` t´A ! t 13`ǫ .
We observe that the trivial estimate is S˘pNq ! N2`ǫ . To obtain the subconvexity bound as stated in the
Theorem 1.1, we are require to save N7{6 from the sum S˘pNq. We shall briefly explain the method of the
proof in the following steps. For simplicity, we assume that t — N and q — Q (where α — A means there
exist constants 0 ă c1 ă c2 such that c1A ă |α| ă c2A).
Step 1- Poisson summation formula: We start by applying Poisson summation formula to the m-sum.
The initial length of them-sum is of size N. The ‘analytic conductor’ for mipt`vq has size t and the ‘arithmetic
conductor’ has size q. Therefore roughly, the conductor for the m-sum has size tQ. After the application
of Poisson summation formula, we observe that up to an arbitrarily small error, the dual sum is of length
! tq{N. The dual side also yields a congruence condition which determines a mod q uniquely. The total
saving after the first step is d
N
Qt{N ˆ Q
1{2 “ N?
t
.
We have used the stationary phase method for the resulting exponential integral to get this saving. After the
first step, we have a sum of the formż
R
Vpvq
ÿ
q—Q
ÿ
m—Qt{N
pm,qq“1
ˆ pt ` vqaq
2πeNpx ´ maq
˙´ipt`vq ÿ
n—N
λ f pnqnive
ˆ
nm
q
˙
e
ˆ
´nx
aq
˙
dv.
Step 2- Voronoi summation formula: Next, we apply the Voronoi summation formula to the n-sum.
The ‘analytic conductor’ for niv is of size K and the ‘arithmetic conductor’ for epnm{qq is of the size Q,
which gives us a total conductor of size KQ. The dual sum has size pQKq2{N. So the saving in second step
is N{QK “
a
N{K. To get this saving, we use the second derivative bound for certain exponential integrals
(see subsection 6.1). A trivial estimate after the second step give us S`pNq ! ?NKt.
Step 3- Integration over v: We first simplify some integral transforms (see Section 6) by the stationary
phase analysis. Trivially, the integration over v has size K. Stationary phase analysis on the integration over
v gives a saving of size
?
K. We are left with a sum of the form
ÿ
n—K
λ f pnq
ÿÿ
q—Q,pm,qq“1
|m|—qt{N
e
ˆ
´mn
q
˙ż K
´K
n´iτJpq,m, τqdτ,
where Jpq,m, τq is a highly oscillatory function of size Op1q. Trivial estimate gives S`pNq ! ?Nt — t
(as N — t) which would give the convexity bound. To obtain an additional saving, we apply the Cauchy–
Schwarz inequality and Poisson summation formula to the n-sum. This is where the introduction of K helps
us beat the convexity bound.
Step 4-Cauchy inequality and Poisson summation: We first apply the Cauchy–Schwarz inequality to
the n-sum to get rid of the Fourier coefficients λ f pnq. We the open the absolute value squared and interchange
the order of summation. We then apply the Poisson summation formula to the n-sum. This saves
?
K from
the diagonal term and t{K from the off-diagonal term. The total saving is mint?K, t{Ku. By setting?
K “ t{K, the optimal choice for K turns out to be K “ t2{3. Since the Cauchy–Schwarz inequality
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squares the amount we need to save, we observe that the saving in this step is of the size K1{4 — t1{6. Hence
we obtain
S`pNq ! tǫ
?
Nt
t1{6
!
?
Nt1{3`ǫ .
2. Preliminaries
In this section we recall some basic facts about SLp2,Zq automorphic forms (for details, see [14] and
[16]). Our requirement is minimal, in fact Voronoi summation formula and Rankin-Selberg bound (see
Lemma 3.2) is all that we use.
2.1. Holomorphic cusp forms. Let f be a holomorphic Hecke eigenform of weight k for the full modular
group SLp2,Zq. The Fourier expansion of f at8 is
f pzq “
8ÿ
n“1
λ f pnqnpk´1q{2epnzq,
where epzq “ e2πiz and λ f pnq are the normalized Fourier coefficients. Deligne proved that |λ f pnq| ď dpnq,
where dpnq is the divisor function. The L-function associated with a form f is given by
Lps, f q “
8ÿ
n“1
λ f pnq
ns
“
ź
p prime
`
1´ λ f ppqp´s ` p´2s
˘´1 pRes ą 1q.
Hecke proved that Lps, f q admits an analytic continuation to the whole complex plane, given by
Λps, f q :“ p2πq´sΓ
ˆ
s` k ´ 1
2
˙
Lp f , sq “ π´sΓ
ˆ
s` pk ` 1q{2
2
˙
Γ
ˆ
s` pk ´ 1q{2
2
˙
Lp f , sq,
and satisfies the functional equation
Λps, f q “ εp f q Λp1´ s, f q,
εp f q is a root number and f is the dual cusp form. We now state the Voronoi summation formula for
holomorphic cusp forms (see [24]).
Lemma 2.1. Let λ f pnq be as above. Let g be a smooth function with compact support on the positive real
numbers. Mellin transform of g is defined by g˜psq “ ş8
o
gpxqxs´1dx. Let a, q P Z with pa, qq “ 1. We haveÿ
ně1
λ f pnqe
ˆ
an
q
˙
gpnq “ q
ÿ
ně1
λ f pnq
n
e
ˆ
´an
q
˙
G
ˆ
n
q2
˙
, (2.1)
where aa ” 1 mod q and for σ ą ´1´ pk ` 1q{2, Gpxq is given by
Gpxq “ ik´1 1
2π2
ż
pσq
pπ2xq´sγps, kqg˜p´sq ds,
where γps, kq is given by
γps, kq “
Γ
´
1`s`pk`1q{2
2
¯
Γ
´
1`s`pk´1q{2
2
¯
Γ
´
´s`pk`1q{2
2
¯
Γ
´
´s`pk`1q{2
2
¯ . (2.2)
Proof. See [8, Equations 1.12 and 1.15]. At first glance, the function γps, kq above seems to be different
from what is given in [8]. We apply the identity ΓpsqΓp1´ sq “ π cscpπsq to arrive at the formula as written
above. 
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2.2. Maass cusp forms. Let f be a weight zero Hecke-Maass cusp form with Laplace eigenvalue 1{4` ν2.
The Fourier series expansion of f at8 is given by
f pzq “ ?y
ÿ
n‰0
λ f pnqKiνp2π|n|yqepnxq,
where Kiνpyq is a Bessel function of second kind. Ramanujan-Petersson conjecture predicts that |λ f pnq| !
nǫ . Kim and Sarnak [21] proved |λ f pnq| ! n7{64`ǫ . L-function associated to the form f is similarly defined
by Lps, f q :“ ř8n“1 λ f pnqn´s ( Re s ą 1). It also extends to an entire function and satisfies the functional
equation Λps, f q “ ǫp f qΛp1 ´ s, f q, where |ǫp f q| “ 1. The completed L-function Λps, f q is given by
Λp f , sq “ π´sΓ
ˆ
s` iν
2
˙
Γ
ˆ
s´ iν
2
˙
Lp f , sq.
We need the following Voronoi summation formula for the Maass forms. This was first established by
Meurman [24] for full level.
Lemma 2.2. Voronoi summation formula: Let λ f pnq be as above. Let h be a compactly supported smooth
function in the interval p0,8q. Let a, q P Z be such that pa, qq “ 1. We have
8ÿ
n“1
λ f pnqeqpanqhpnq “ q
ÿ
˘
8ÿ
n“1
λ f p¯nqeqp˘anqH˘
ˆ
n
q2
˙
, (2.3)
where aa ” 1 mod q, and
H˘pyq “ ´i
4π2
ż
pσq
pπ2xq´sC`p´sq ˘ C´p´sqg˜p´sq ds,
with
C`psq “ Γ
`
1´s`iν
2
˘
Γ
`
1´s´iν
2
˘
Γ
`
s`iν
2
˘
Γ
`
s´iν
2
˘ , C´psq “ Γ
`
2´s`iν
2
˘
Γ
`
2´s´iν
2
˘
Γ
`
1`s`iν
2
˘
Γ
`
1`s´iν
2
˘ .
Proof. See [6, Page 44 equation (A.14)]. We have substituted the change of variable 1´ s{2 “ ´u to arrive
at the formula in above form. 
3. Some Useful Lemmas
In this section, we state some results that we will use. We start by recalling the following version of
Stirling’s formula.
Lemma 3.1. Let q ă δ ă π be a fixed positive number. Then in the sector | arg s| ă π´ δ, |s| ě 1, we have
Γpsq “
?
2π exptps´ 1{2q log s´ su `1` Op|s|´1q˘ .
Also in any vertical strip A1 ď σ ď A2, |t| ě 1, s “ σ` it we have
Γpsq “
?
2πts´1{2 expt´1
2
πt ´ it ` 1
2
πpσ´ 1{2qiu `1`Op|t|´1q˘ , (3.1)
and
|Γpsq| “
?
2πtσ´1{2e´
π
2
|t|
`
1` O `|t|´1˘˘ .
We now recall the Rankin-Selberg bound for Fourier coefficients of Hecke-Maass cusp forms in the
following lemma.
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Lemma 3.2. Let λ f pnq be Fourier coefficients of a holomorphic or Hecke-Maass cusp form. For any real
number x ě 1, we have ÿ
1ďnďx
ˇˇ
λ f pnq
ˇˇ2 ! f ,ǫ x1`ǫ .
We also require to estimate the exponential integral of the form:
I “
ż b
a
gpxqep f pxqqdx, (3.2)
where f and g are real valued smooth functions on the interval ra, bs. Suppose on the interval ra, bs we have
| f 1pxq| ě B, | f p jqpxq| ď B1`ǫ for j ě 2 and |gp jqpxq| ! j 1. Then by a change of variables
f pxq “ u, f 1pxq dx “ du,
we obtain
I “
ż f pbq
f paq
gpxq
f 1pxqepuq du.
Applying integration by parts, differentiating gpxq{ f 1pxq j-times and integrating epuq, we have
I ! j,ǫ B´ j`ǫ . (3.3)
We use this bound at several place to show that in absence of stationary phase point certain integrals are
negligibly small. Next we consider the case when stationary phase exists i.e., when f 1pxq “ 0 for some x in
the interval pa, bq.
Lemma 3.3. Let f and g be smooth real valued functions on the interval ra, bs that satisfy
f piq ! Θ f
Ωi
f
, gp jq ! 1
Ω
j
g
and f p2q " Θ f
Ω2
f
, (3.4)
for i “ 1, 2 and j “ 0, 1, 2. Suppose that gpaq “ gpbq “ 0.
(a) Suppose f 1 and f 2 do not vanish on the interval ra, bs. Let Λ “ minxPra,bs | f 1pxq|. Then we have
I ! Θ f
Ω2
f
Λ3
˜
1` Ω f
Ωg
`
Ω2
f
Ω2g
Λ
Θ f {Ω f
¸
.
(b) Suppose x0 P ra, bs is the unique point where f 1px0q “ 0. Moreover, let f 1 change sign from negative
to positive at x “ x0. Let κ “ mintb ´ x0, x0 ´ au. Further suppose that bound in equation (3.4)
holds for i “ 4. Then we have the following asymptotic expansion of I
I “ gpx0qep f px0q ` 1{8qa
f 2px0q
`
¨
˝ Ω4f
Θ2
f
κ3
` Ω f
Θ
3{2
f
`
Ω3
f
Θ
3{2
f
Ω2g
˛
‚.
(c) Let x0 be as above and f , g be smooth functions with bounds on derivatives as above. We will also
need the expansion of I up to the the second main term,
I “ep f px0q ` 1{8qa
f 2px0q
ˆ
gpx0q ` ig
2px0q
4π f 2px0q ´
ipgpx0q f p4qpx0q ` g1px0q f p3qpx0qq
16π f 2px0q2
` 5igpx0q f
p3qpx0q2
48π f 2px0q3
˙
` O
¨
˝ Ω5f
Ω4gΘ
5{2
f
` Ω f
Θ
5{2
f
3ÿ
j“0
Ω
j
f
Ω
j
g
`
Ω7
f
Θ
7{2
f
Ω6g
` Ω f
Θ
7{2
f
5ÿ
j“0
Ω
j
f
Ω
j
g
˛
‚.
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Proof. For p1q and p2q, see Theorem 1 and Theorem 2 of [5]. For p3q, we use Proposition 8.2 of [1] and
expand the expression up to n “ 4. The n “ 0, 1, 2, 3 terms contribute to the main term and the terms
n “ 3, 4, 5 give the error term. 
We shall also require the following estimates on oscillatory integrals in two variables. Let f px, yq and
gpx, yq be two real valued smooth functions on the rectangle ra, bs ˆ rc, ds. Consider the following expo-
nential integral in two variables,
Ip2q :“
ż b
a
ż d
c
gpx, yqep f px, yqqdx dy. (3.5)
Suppose there exist two positive parameters r1 and r2 such that
B2 f
B2x " r
2
1,
B2 f
B2y " r
2
2,
B2 f px, yq
B2x
B2 f
B2y ´
„ B2 f
BxBy

" r1r2, (3.6)
for all x, y P ra, bs ˆ rc, ds. Then we have (See [9, Lemma 4])ż b
a
ż d
c
ep f px, yqqdxdy ! 1
r1r2
.
Further suppose that Supppgq Ă pa, bq ˆ pc, dq. The total variation of g equals
varpgq :“
ż b
a
ż d
c
ˇˇˇ
ˇB2gpx, yqBxBy
ˇˇˇ
ˇ dx dy. (3.7)
We have the following result (see [10, Lemma 5]).
Lemma 3.4. Let f and g be as above and let f satisfy the conditions given in (3.6). Thenż b
a
ż d
c
gpx, yqep f px, yqqdxdy ! varpgq
r1r2
,
with an absolute implied constant.
3.1. A Fourier-Mellin transform. Let U be a smooth real valued function supported on the interval
ra, bs Ă p0,8q and satisfying Up jq !a,b, j 1. Let r P R and s “ σ ` iβ P C. We consider the follow-
ing integral transform
U6pr, sq “
ż 8
0
Upxqep´rxqxs´1dx. (3.8)
We are interested in the behaviour of this integral in terms of parameters β and r (assuming that a, b and σ
are fixed). The integral U6pr, sq is of the form given in equation (3.2) with
gpxq “ Upxqxσ´1 and f pxq “ 1
2π
β log x´ rx.
Derivatives of f pxq are given by
f 1pxq “ ´r ` β
2πx
, f p jqpxq “ p´1q j´1p j´ 1q! β
2πx j
for j ą 1.
The unique stationary point is given by
f 1px0q “ 0 i.e. x0 “ β
2πr
.
We can write f 1pxq in terms of β and r as
f 1pxq “ β
2π
ˆ
1
x
´ 1
x0
˙
“ r
´
x0
x
´ 1
¯
.
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Let us first assume that x0 R ra{2, 2bs. In this case we observe that | f 1pxq| "a,b,σ maxt|r|, |β|u and
f p jqpxq !a,b,σ, j |β| for x P ra, bs. Using equation (3.3), U6pr, sq ! j mint|r|´ j, |β|´ ju. Let us now con-
sider the case when x0 P ra{2, 2bs. In this case we observe that |r| —a,b |β|. We use Lemma 3.3 with
Θ f “ |β| and Ω f “ Ωg “ 1 to conclude
U6pr, sq “ep f px0q ` 1{8qa
f 2px0q
ˆ
gpx0q ` ig
2px0q
4π f 2px0q ´
ipgpx0q f p4qpx0q ` g1px0q f p3qpx0qq
16π f 2px0q2
` 5igpx0q f
p3qpx0q2
48π f 2px0q3
˙
` Oa,b,σ
´
mint|β|´5{2, |r|´5{2u
¯
.
We record the above results in the following lemma.
Lemma 3.5. Let U be a smooth real valued function with supppUq Ă ra, bs Ă p0,8q that satisfies
Up jqpxq !a,b, j 1. Let r P R and s “ σ` iβ P C. We have
U6pr, sq “
?
2πep1{8q?´β
ˆ
β
2πer
˙iβ„
U0
ˆ
σ,
β
2πr
˙
´ i
12β
U1
ˆ
σ,
β
2πr
˙
` Oa,b,σ
´
mint|β|´5{2, |r|´5{2u
¯
,
(3.9)
where
U0pσ, xq “ xσUpxq and
U1pσ, xq “ U0pσ, xq ` 3x2 d
dx
ˆ
U0pσ, xq
x
˙
` 6x3 d
2
dx2
ˆ
U0pσ, xq
x
˙
.
(3.10)
Integrating equation (3.8) by parts, we also have
U6pr, sq “ Oa,b,σ, j
˜
min
#ˆ
1` |β|
|r|
˙ j
,
ˆ
1` |r|
|β|
˙ j+¸
.
In the following sections we outline the details of the proof. We give details when f is a holomorphic
form. The case for Maass forms is similar, the only difference being the arguments of the gamma function.
4. Applying Poisson summation Formula (Step 1:)
We apply Poisson summation formula to the m-sum in equation (1.9). Writing m “ α ` lq and then
applying the Poisson summation formula to sum over l, we have
8ÿ
m“1
m´ipt`vqe
ˆ
´ma
q
˙
e
ˆ
´mx
aq
˙
U
´
m
N
¯
“
ÿ
α mod q
e
ˆ
´αa
q
˙ÿ
lPZ
pα` lqq´ipt`vqe
ˆ pα` lqqx
aq
˙
U
ˆ
α` lq
N
˙
“
ÿ
α mod q
e
ˆ
´αa
q
˙ ÿ
mPZ
ż
R
pα` yqq´ipt`vqe
ˆpα` yqqx
aq
˙
U
ˆ
α` yq
N
˙
ep´myqdy
“N1´ipt`vq
ÿ
mPZ
m”a mod q
ż
R
Upuqu´ipt`vqe
ˆ
Npx´ maq
aq
u
˙
du. (4.1)
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We observe that a mod q is uniquely determined by the above congruence relation. We first examine
the contribution of m “ 0. We have |Npaqq´1x| ! q´1pNKq1{2 (since a — Q and we will choose Q “
pN{Kq1{2). From the congruence relation given in equation (4.1) we have pm, qq “ 1, hence for the case
m “ 0, only q “ 1 can occur. Applying the second statement of the Lemma 3.5 with β “ t ` v — t
and r “ pNKq1{2, we observe that the contribution of m “ 0 is negligibly small if pNKq1{2{t ! 1. This
follows since we choose tǫ ! K ! t1´ǫ . Let us now consider the case where m ‰ 0. In this case we have
|Npaqq´1pam ´ xq| — Nq´1|m|. Applying the second statement of Lemma 3.5 with β “ t ` v — t and
r “ Nq´1|m|, we see that the contribution is negligibly small if t{pq´1N|m|q ă 1, that is if |m| " qt1`ǫ{N.
Therefore, it suffices to consider m in the range 1 ď |m| ! qt1`ǫ{N. We split the sum over q into dyadic
subintervals of the form rC, 2Cs, with 1 ! C ď Q. We record the above result in the following lemma.
Lemma 4.1. Let N and K be as above. We have
S` “ N
K
ÿ
1!CďQ
dyadic
S`pN,Cq ` OApt´Aq, (4.2)
where
S`pN,Cq “
ż 1
0
ż
R
N´ipt`vqV
´
v
K
¯ ÿ
Căqď2C
ÿ
pm,qq“1
1ď|m|!qt1`ǫ{N
1
aq
U6
ˆ
Npma´ xq
aq
, 1´ ipt ` vq
˙
ˆ
8ÿ
n“1
λ f pnqe
ˆ
nm
q
˙
nive
ˆ
´nx
aq
˙
V
´
n
N
¯
dv dx. (4.3)
Here a P pQ, q` Qs is uniquely determined by the congruence relation given in equation (4.1).
5. Applying Voronoi summation formula (Step 2:)
We next apply the Voronoi summation formula to the sum over n. Using gpnq “ nivep´nx{aqqVpn{Nq
in Lemma 2.1, we obtain
8ÿ
n“1
λ f pnqe
ˆ
nm
q
˙
nive
ˆ
´nx
aq
˙
V
´
n
N
¯
“ qNiv
ÿ
ně1
λ f pnq
n
e
ˆ
´mn
q
˙
G
ˆ
n
q2
,
x
aq
˙
, (5.1)
where
Gpr, r1q “ ik´1 1
2π2
ż
pσq
pπ2rq´sγps, kq
ż 8
0
yive p´r1NyqVpyqy´s´1N´sdy ds
“ c
ż
pσq
pNrq´sγps, kqV6pNr1,´s` ivqds.
Here s “ σ` iτ, γps, kq is defined in Lemma 2.1 and V6 is given by equation (3.8). By Lemma 3.1,
γps, kq ! f ,σ 1` |τ|2σ`1.
Using the second statement of Lemma 3.5 with r “ Nx{aq — pNKq1{2{q and β “ |τ´ v|, we have
V6
ˆ
Nx
aq
,´s` iv
˙
! j,σ min
#
1,
˜
pNKq1{2
q|τ´ v|
¸+
.
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Shifting the line of integration to σ “ M and choosing j “ 2M ` 3, we have
G
ˆ
n
q2
,
x
aq
˙
!
ż
pMq
ˆ
nN
q2
˙´M
|τ|2M`1
˜
pNKq1{2
q|τ|
¸2M`3
dτ ! pNKq3{2
ˆ
K
n
˙M
.
Letting M Ñ 8, we observe that the dual sum is negligibly small if n " K. For n ! K, we move the line of
integration to σ “ ´1{2 to obtain
G
ˆ
n
q2
,
x
aq
˙
“ c
ˆ
nN
q2
˙1{2 ÿ
jPF
ż
R
ˆ
nN
q2
˙´iτ
γps, kqV6
ˆ
Nx
aq
,
1
2
´ iτ` iv
˙
W jpτq dτ,
where c is an absolute constant and F is collection of Oplog tq many real numbers in the interval
rpNKq1{2tǫ{C, pNKq1{2tǫ{Cs containing 0. For each j, W j is a smooth partition of unity satisfying
ykW
pkq
j
pyq !k 1 and
ÿ
jPF
W jpxq “ 1 for x P
”
pNKq1{2tǫ{C, pNKq1{2tǫ{C
ı
.
Further, W0pxq is supported on r´1, 1s and satisfies the bound Wpkq0 !k 1. For each j ą 0 (respectively
j ă 0),W jpxq is supported on r j, 4 j{3s (respectively r4 j{3, js). Here we do not require the precise definition
of the functions W j. After applying Poisson and Voronoi summation formulae followed by a change of
variable v ÞÑ Kv, we have the following expression for S`pN,Cq.
Lemma 5.1. Let N, K and C be as above. Then,
S`pN,Cq “ cN1{2´itK
ÿ
jPF
ÿ
n!K
λ f pnq
n1{2
ÿÿ
Căqď2C, pm,qq“1
1ď|m|!qt1`ǫ{N
e
´
´ an
q
¯
aq
Gpq,m, nq ` OA
`
t´A
˘
,
where c is an absolute constant and
Gpq,m, nq “
ż
R
ˆ
nN
q2
˙´iτ
γps, kqG1pq,m, τqW jpτq dτ,
with
G1pq,m, τq “
ż 1
0
ż
R
VpvqU6
ˆ
Npma´ xq
aq
, 1´ ipt ` Kvq
˙
V6
ˆ
Nx
aq
,
1
2
´ iτ` iKv
˙
dv dx. (5.2)
In the next section we use Lemma 3.5 to analyse the integral G1pq,m, τq.
6. Analysis of G1pq,m, τq
6.1. Stationary phase analysis for U6 and V6. We apply Lemma 3.5 with r “ Npma ´ xq{aq and s “
1´ ipt ` Kvq to get
U6 “
?
2πep1{8q
pt ` Kvq1{2
ˆ pt ` Kvqaq
2πeNpx´ maq
˙´ipt`Kvq „
U0
ˆ
1,
pt ` Kvqaq
2πNpx´ maq
˙
´ i
12pt ` KvqU1
ˆ
1,
pt ` Kvqaq
2πNpx´ maq
˙
` Opt´5{2q.
(6.1)
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With r “ Nx{aq and s “ 1{2´ iτ` iKv we also have
V6 “
?
2πep1{8q
pτ´ Kvq1{2
ˆpKv´ τqaq
2πeNx
˙ipKv´τq „
V0
ˆ
1
2
,
pKv´ τqaq
2πNx
˙
´ i
12pτ ´ KvqV1
ˆ
1
2
,
pKv´ τqaq
2πNx
˙
` O
ˆ
min
"´
aq
Nx
¯5{2
,
1
|τ´ Kv|5{2
*˙
.
(6.2)
We note that in (6.1), pt`Kvq — t, therefore the main term is bigger than the error term. However, in (6.2),
the main term will be smaller than the error term if |τ ´ Kv| ă 1. Support of V forces Kv ´ τ — Nx{aq.
Therefore we bound V6 by Op1q when Nx{aq ă 1, that is, x ă aq{N. Support of V restricts the length
of the integral over v to ! Nx{Kaq ď 1{K (as |Kv ´ τ|aq{2πNx ď 2 ñ ´4πNx{aqK ` τ{K ă v ă
4πNx{aqK ` τ{K). In the range x P r0, aq{Ns, using the facts urUpuq !r 1, vrVpvq !r 1 and estimating
integral over v trivially, we haveż aq{N
0
ż
R
VpvqU6
ˆ
Npx´ maq
aq
, 1´ ipt ` Kvq
˙
V6
ˆ
Nx
aq
,
1
2
´ iτ` iKv
˙
dv dx ! aq
NK
?
t
.
When x P raq{N, 1s, we substitute the expressions of U6 and V6 from (6.1) and (6.2) into equation (5.2).
Then G1pq,m, τq is given by
G1pq,m, τq “2πi
ˆ
aq
Nt
˙1{2 ż 1
aq{N
1
x1{2
ż
R
t1{2pt ` Kvq´1{2pNxq1{2
pτ´ Kvq1{2paqq1{2
ˆ pt ` Kvqaq
2πeNpx´ maq
˙´ipt`Kvq
ˆ
ˆpKv´ τqaq
2πeNx
˙ipKv´τq
Vpvq
ˆ
U0V0 ´ i
12pt ` KvqU1V0 ´
i
12pτ ´ KvqU0V1
´ 1
144pt ` Kvqpτ ´ KvqU1V1
˙
dv dx` O
ˆ
Epτq ` t´5{2`ǫ ` aq
NK
?
t
˙
,
(6.3)
where the arguments of Ui,V j are as in (6.1), (6.2) and Epτq is given by
Epτq “ 1
t1{2
ż 1
aq{N
ż 2
1
min
"´
aq
Nx
¯5{2
,
1
|τ´ Kv|5{2
*
dvdx. (6.4)
To estimate error term Epτq, we first perform the v-integral by splitting into two cases. In first case, the
first term of integrand in equation (6.4) is smaller than second,´
aq
Nx
¯
ă 1|τ´ Kv| ô
τ
K
´ Nx
aqK
ă v ă τ
K
` Nx
aqK
. (6.5)
We observe that the range of integration over v is bounded by Nx{aqK. We split the range of v in two
parts, |τ| ď 100K and |τ| ě 100K. When |τ| ď 100K, we bound the length of v-integral by Nx{aqk. When
|τ| ě 100K, we bound the length of v-integral by Op1q. Hence in the first case, Epτq bounded by
1?
t
ż 1
aq{N
´
aq
Nx
¯5{2 Nx
aqK
1τď100Kdx ` 1?
t
ż 1
aq{N
´
aq
Nx
¯3{2 ´ aq
Nx
¯
1τě100Kdx
! 1?
t
ˆ
aq
N
˙3{2ˆ
1
K
ż 1
aq{N
1
x3{2
1τď100K dx` 1|τ|
ż 1
aq{N
1
x3{2
1τě100K dx
˙
! aqt
ǫ
NK
?
t
min
"
1,
100K
|τ|
*
.
Here we use the fact that for |τ| ě 100K, in the range of v this interval does not intersect r1, 2s unless
Nx{aq — |τ|. Here 1z denotes the indicator function of the statement. The bound for Epτq in the second
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case, when the second term of the integrand in equation (6.4) dominates, is given by
1?
t
ż 1
aq{N
ż 2
1
|τ´Kv|ąNx{aq
1
|τ´ Kv|5{2 dv dx !
1?
t
ż 1
aq{N
´
aq
Nx
¯3{2`ǫ ˆż 2
1
1
|τ´ Kv|1´ǫ dv
˙
dx
! 1?
t
ˆ
aq
N
˙3{2 ż 1
aq{N
1
x3{2
dx
ż 2
1
ˆ
1τď100K
1
|τ´ Kv|1´ǫ ` 1τě100K
1
|τ´ Kv|1´ǫ
˙
dv
! aqt
ǫ
NK
?
t
min
"
1,
100K
|τ|
*
.
Since we choose K ! t1´ǫ ,
Epτq ` aq
NK
?
t
` t
ǫ
t5{2
! aq
NK
?
t
` t
ǫ
K2
?
t
min
"
1,
100K
|τ|
*
.
Substituting this bound for Epτq into equation (6.3), we have
G1pq,m, τq “2πi
ˆ
aq
Nt
˙1{2 ż 1
aq{N
1
x1{2
ż
R
t1{2pt ` Kvq´1{2pNxq1{2
pτ´ Kvq1{2paqq1{2
ˆ pt ` Kvqaq
2πeNpx´ maq
˙´ipt`Kvq
ˆ
ˆpKv´ τqaq
2πeNx
˙ipKv´τq
Vpvq
ˆ
U0V0 ´ i
12pt ` KvqU1V0 ´
i
12pτ ´ KvqU0V1
´ 1
144pt ` Kvqpτ ´ KvqU1V1
˙
dv dx` O
ˆ
tǫ
K2
?
t
min
"
1,
100K
|τ|
*˙
.
(6.6)
6.2. Step 3: Integration over v. The integral over v is a stationary phase integral of the formş
R
GpvqepFpvqq dv with
Gpvq “ t
1{2pt ` Kvq´1{2pNxq1{2
pτ´ Kvq1{2paqq1{2 Vpvq
ˆ
U0V0 ´ i
12pt ` KvqU1V0 ´
i
12pτ´ KvqU0V1
´ pt ` Kvq
´1
144pτ ´ KvqU1V1
˙
,
(6.7)
and
Fpvq “ ´ t ` Kv
2π
log
ˆ pt ` Kvqaq
2πeNpx´ maq
˙
` Kv´ τ
2π
log
ˆpKv´ τqaq
2πeNx
˙
. (6.8)
The argument of Vi,U j are the same as in (6.1) and (6.2). Our goal is to apply Lemma 3.3 to the above
integral. We have
F1pvq “ ´ K
2π
log
ˆ pt ` Kvqaq
px´ maqpKv´ τq
˙
,
Fp jqpvq “ ´p j´ 1q!p´Kq
j
2π
ˆ
1
pt ` Kvq j´1 ´
1
pKv´ τq j´1
˙
p j ě 2q. (6.9)
The stationary phase point is given by F1pv0q “ 0, i.e.,
v0 “ ´pt ` τqx´ τma
Kma
.
For later calculations, it helps to note that
pKv0 ´ τqaq
2πNx
“ pt ` Kv0qaq
2πNpx´ maq “
´pt ` τqq
2πNm
.
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Since Vpvq is supported on r1, 2s, we observe that the weight functions VippKv ´ τqaq{2πNxq vanish
unless pKv´ τq — Nx{aq. Using this in equation (6.9), in support of the integral we have
Fp jqpvq — Nx
aq
ˆ
Kaq
Nx
˙ j
p j ě 2q,
and
Gp jqpvq !
ˆ
1` Kaq
Nx
˙ j ´
as Up jqpxq ! j 1 and Vp jqpxq ! j 1
¯
.
Using the expression of v0, we can write the derivative of F as
F1pvq “ K
2π
log
ˆ
1` Kpv0 ´ vqpt ` Kvq
˙
´ K
2π
log
ˆ
1` Kpv0 ´ vqpKv´ τq
˙
. (6.10)
Using the fact that N ! t1`ǫ and pKv´ τq — Nx{aq, we have 0 ă Kv´ τ ď N{aq ! K1{2t1`ǫ{N1{2. Since
V is supported on r1, 2s, there is no stationary phase if v0 R r3{4, 9{4s. Using the inequality logp1` xq ě x{2
for 0 ď x ď 1 in equation (6.10) in the support of integral, we obtain
|F1pvq| " K1´ǫ min
"
1,
Kaq
Nx
*
,
When v0 R r3{4, 9{4s, we apply Lemma (3.3) with
ΘF “ Nx
aq
, ΩF “ Nx
Kaq
, ΩG “ min
"
1,
Nx
Kaq
*
, and Λ “ K1´ǫ min
"
1,
Kaq
Nx
*
. (6.11)
When x ă Kaq{N, ΩG “ Nx{Kaq and Λ “ K1´ǫ . Using the second statement of Lemma 3.3, we obtainż
R
GpvqepFpvqq dv ! aq
Knx
.
Then ˆ
aq
Nt
˙1{2 ż Kaq{N
aq{N
aq
Knx3{2
dx ! aq
NKt1{2
. (6.12)
On the other hand, if x ą Kaq{N, then ΩG “ 1 and Λ “ K2´ǫaq{Nx, so thatż
R
GpvqepFpvqq dv ! 1
K2
ˆ
Nx
Kaq
˙3
.
Integrating over x, ˆ
aq
Nt
˙1{2 ż 1
Kaq{N
1
K2
ˆ
Nx
Kaq
˙3
dx ! t
ǫ
t1{2
ˆ
N
K2aq
˙5{2
. (6.13)
If v0 P r3{4, 9{4s there still may not be a stationary phase. When there is no stationary phase, by similar
calculations as above, the error contribution is bounded by (6.12) and (6.13). When there is a stationary
phase, we use the second statement of Lemma 3.3 and estimate the integral over x trivially. As earlier, if
aq{N ď x ď Kaq{N, then from equation (6.11), we have ΩF “ ΩG and Λ “ K1´ǫ . In this case, the error
term in the second part of Lemma 3.3 is bounded by Oppaqq1{2{pNxq1{2Kq. Then,ˆ
aq
Nt
˙1{2 ż Kaq{N
aq{N
paqq1{2
N1{2xK
dx ! tǫ aq
NKt1{2
. (6.14)
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On the other hand, if x ą Kaq{N, then ΩG “ 1 and Λ “ K2´ǫaq{Nx. If we choose K ą N1{3, the
corresponding error term in the second part of Lemma 3.3 is bounded by OppNx{K2aqq3{2q. Then,ˆ
aq
Nt
˙1{2 ż 1
Kaq{N
N3{2x
pK2aqq3{2 dx !
N
aqK3t1{2
tǫ . (6.15)
If we choose K ą N3{5, then the bound in (6.15) is bigger than the bound in (6.13). Considering the error
term in (6.6) and the bounds (6.12) and (6.15), we conclude that´
aq
tN
¯1{2 ż 1
aq{N
1?
x
ż
R
GpvqepFpvqqdvdx “
´
aq
tN
¯1{2 ż 1
aq{N
1?
x
Gpv0qepFpv0q ` 1{8qa
F2pv0q
dx
` O
ˆ
tǫ
1
K2t1{2
min
"
1,
100K
|τ|
*
` tǫ QC
NKt1{2
` tǫ N
aqK3t1{2
˙
.
(6.16)
By substituting the value of v0 we have
Fpv0q “ ´t ` τ
2π
log
ˆ´pt ` τqq
2πeNm
˙
, F2pv0q “ pKmaq
2
2πpt ` τqpx´ maqx ,
and
Gpv0q “ aq
N
ˆ ´tpt ` τq
mapx´ maq
˙1{2
V
ˆ
τ
K
´ pt ` τqx
Kma
˙
U
ˆ´pt ` τqq
2πNm
˙
V
ˆ´pt ` τqq
2πNm
˙
` O
ˆ
aq
Nx
˙
δ
ˆ
m — qt
N
˙
.
Substituting the above and using the identity UpzqVpzq “ Vpzq, the main term of (6.16) can be written as
c1
t ` τ
K
ˆ
q
´mN
˙3{2
V
ˆ´pt ` τqq
2πNm
˙ˆ´pt ` τqq
2πeNm
˙´ipt`τq ż 1
aq{N
V
ˆ
τ
K
´ pt ` τqx
Kma
˙
dx,
with some absolute constant c1 (note that m ă 0 and |m| — qt{N). Since this stationary phase occurs when
aq{N ă x ă 1, we can replace the error term of Gpv0q by Opaqtǫ{Nx1´ǫq. The contribution of this error
term is bounded by ˆ
aq
Nt
˙1{2 ż 1
0
1
x1{2
aqtǫ
Nx1´ǫ
pt ` τq1{2px´ maq1{2x1{2
Kma
dx ! aqt
ǫ
NKt1{2
.
We now extend the range of x-integral in the main term to r0, 1s. This contributes an error term bounded by
! 1
K
1?
t ` τ
#ˆpt ` τqq
´mN
˙3{2
V
ˆ´pt ` τqq
2πNm
˙+ż aq{N
0
V
ˆ
τ
K
´ pt ` τqx
Kma
˙
dx
! aqt
ǫ
NKt1{2
.
This is dominated by the error term given in equation (6.6). Collecting the error terms given in equations
(6.6) and (6.16), and recalling that a — pN{Kq1{2 and q — C, we define
EpC, τq :“ tǫ 1
t1{2K2
min
"
1,
100K
|τ|
*
` tǫ QC
NKt1{2
` tǫ N
QCK3t1{2
. (6.17)
We observe that ż pNKq1{2
C
tǫ
´
pNKq1{2
C
tǫ
EpC, τqdτ ! t
ǫ
Kt1{2
ˆ
1` N
C2K
˙
! N
C2K2t1{2
tǫ . (6.18)
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We summarize this section in the following lemmas.
Lemma 6.1. Let C, N and K be as above. We have
G1pq,m, τq “ G2pq,m, τq `G3pq,m, τq,
with
G2pq,m, τq “ c2pt ` τq1{2K
ˆ´pt ` τqq
2πeNm
˙3{2´ipt`τq
V
ˆ´pt ` τqq
2πNm
˙ż 1
0
V
ˆ
τ
K
´ pt ` τqx
Kma
˙
dx
for some absolute constant c2 and
G3pq,m, τq “ G1pq,m, τq ´G2pq,m, τq “ O pEpC, τqtǫq ,
where EpC, τq is given in equation (6.17).
Substituting the decomposition of G1pq,m, τq in Lemma (5.1), we get the following result.
Lemma 6.2. We have
S`pN,Cq “
ÿ
jPF
tS`
1, j
pN,Cq ` S`
2, j
pN,Cqu ` OApt´Aq,
where
S`
ℓ, j
pN,Cq “ N1{2´itK
ÿ
n!K
λ f pnq
n1{2
ÿÿ
Căqď2C, pm,qq“1
1ď|m|!qt1`ǫ{N
1
aq
e
ˆ
´an
q
˙
Gℓ, jpq,m, nq ` OA
`
t´A
˘
,
where for ℓ “ 2, 3 we have
Gℓ, jpq,m, nq “
ż
R
ˆ
nN
q2
˙´iτ
γps, kqGℓpq,m, τqW jpτq dτ,
with Gℓpq,m, τq is as defined in the above lemma.
7. Cauchy inequality and Poisson summation formula (Step 4:)
7.1. First application of Cauchy inequality and Poisson summation formula. In this subsection we shall
estimate
S`
2
pN,Cq :“
ÿ
jPF
S`
2, j
pN,Cq,
where S`
2, j
pN,Cq is given in Lemma 6.2. Taking the dyadic divison of summation over n and using the
trivial bound for the gamma function, we have
S`
2
pN,Cq ď tǫN1{2K
ż pNKq1{2
C
tǫ
´
pNKq1{2
C
tǫ
ÿ
1ďL!K
Ldyadic
ÿ
n
|λ f pnq|
n1{2
U
´
n
L
¯ ˇˇˇˇ ÿÿ
Căqď2C, pm,qq“1
1ď|m|!qt1`ǫ{N
eqp´anq
aq1´2iτ
G2, jpq,m, τq
ˇˇˇ
ˇdτ.
Here and afterwards, eqpαq “ epα{qq. We now apply Cauchy inequality to the n-sum to get
S`
2
pN,Cq ď tǫN1{2K
ż pNKq1{2
C
tǫ
´
pNKq1{2
C
tǫ
ÿ
1ďL!K
Ldyadic
L1{2
“
S`
2
pN,C, L, τq‰1{2 dτ, (7.1)
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where
S`
2
pN,C, L, τq “
ÿ
nPZ
U
´
n
L
¯ ˇˇˇˇ ÿÿ
Căqď2C, pm,qq“1
1ď|m|!qt1`ǫ{N
eqp´anq
aq1´2iτ
G2, jpq,m, τq
ˇˇˇ
ˇ
2
.
Expanding the absolute value squared and interchanging the summation, we obtain
S`
2
pN,C, L, τq “
ÿÿ
Căqď2C, pm,qq“1
1ď|m|!qt1`ǫ{N
ÿÿ
Căq1ď2C, pm1 ,q1q“1
1ď|m1|!q1t
1`ǫ{N
1
aa1q1´2iτq1`2iτ
G2, jpq,m, τqG2, jpq1,m1, τqD,
where
D “
ÿ
n
1
n
U
´ n
L
¯
e
ˆ
´an
q
˙
e
ˆ
a1n
q1
˙
. (7.2)
Writing n “ α` lqq1 and applying Poisson summation to the l-sum,
D “ 1
qq1
ÿ
nPZ
ÿ
α mod qq1
e
ˆ
´aα
q
` a1α
q1
` nα
qq1
˙ż
R
1
z
U pzq e
ˆ
´nLz
qq1
˙
dz.
Integrating by parts, we observe that the integral is negligibly small if
qq1
nL
ă 1 i.e. if n " C2tǫ
L
. Evaluating
the exponential sum, we have
D “
ÿ
n!C2tǫ{L
a1q´aq1`n”0 mod qq1
ż
R
1
z
U pzq e
ˆ
´nLz
qq1
˙
dz ` OApt´Aq.
Substituting the bound for D, we get that up to a negligible error, the sum S`
2
pN,C, L, τq is dominated by
K
NC2
EpC, τq2
ÿÿ
Căqď2C, pm,qq“1
1ď|m|!qt1`ǫ{N
ÿÿ
Căq1ď2C, pm1 ,q1q“1
1ď|m1|!q1t
1`ǫ{N
ÿ
n!C2tǫ{L
a1q´aq1`n”0 mod qq1
1 (7.3)
We have to analyze the cases n “ 0 and n ‰ 0 separately. When n “ 0, the congruence condition above
gives q “ q1 and a “ a1. For a given m, this fixes m1 up to a factor of t1`ǫ{N. Moreover, in the case
Q2 ă K, that is, K ą N1{2, we’ll have only n “ 0 for L ą C2. Therefore for n ‰ 0, we will let L go up
to mintC2,Ku. We note that the congruence condition implies q|pn ´ aq1q and q1|pn ` a1qq. Since a and
a1 lie in an interval of length q, fixing n, q and q1 fixes both a and a1. That saves q, q1 in the m,m1-sums
respectively. Moreover, since q1|pn` aqq, there are only tǫ-many q1 for a fixed q. Then,
S 2pN,C, L, τq ! tǫ Kt
2EpC, τq2
N3
„
1` C
L

Therefore,
S 2pN,Cq ! tǫN1{2K
ż pNKq1{2 tǫ
C
´
pNKq1{2tǫ
C
„ ÿ
1ďL!Ktǫ
dyadic
L1{2.
K1{2tEpC, τq
N3{2
`
ÿ
1ďL!mintC2 ,Kutǫ
dyadic
K1{2tC1{2EpC, τq
N3{2

dτ
If K ě N1{3, then the contribution of the second term is smaller than that of the first. So we neglect
the second term. Summing over L, and using (6.18), S 2pN,Cq ! t1{2`ǫ{C2. Multiplying by N1{2{K and
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summing over C dyadically,
S 2pNq
N1{2
! t1{2`ǫ N
1{2
K
. (7.4)
7.2. Second application of Cauchy inequality and Poisson summation formula. We shall estimate
S`
1
pN,Cq :“
ÿ
jPF
S`
1, j
pN,Cq.
As in the previous case, we split the summation over n into dyadic segments. This time we keep the τ
integral inside the absolute value to get
S`
1, j
pN,Cq ď tǫN1{2K
ÿ
1ďL!K
dyadic
ÿ
n
|λ f pnq|
n1{2
U
´
n
L
¯ ˇˇˇˇ
ż
R
pnNq´iτγp´1{2` iτ, kq
ˆ
ÿÿ
Căqď2C, pm,qq“1
1ď|m|!qt1`ǫ{N
eqp´anq
aq1´2iτ
G2pq,m, τqW jpτqdτ
ˇˇˇ
ˇ.
We apply the Cauchy-Schwarz inequality to get
S`
1, j
pN,Cq ď tǫN1{2K
ÿ
1ďL!K
dyadic
L1{2
”
S`
1, j
pN,C, Lq
ı1{2
, (7.5)
where S`
1, j
pN,C, Lq is given by
ÿ
nPZ
1
n
U
´
n
L
¯ ˇˇˇˇ
ż
R
pnNq´iτγp´1{2 ` iτ, kq
ÿÿ
Căqď2C, pm,qq“1
1ď|m|!qt1`ǫ{N
eqp´anq
aq1´2iτ
G2pq,m, τqW jpτqdτ
ˇˇˇ
ˇ
2
.
Expanding the absolute value squared and interchanging the summation over n, S`
1, j
pN,C, Lq becomesĳ
R2
N´ipτ´τ
1qγp´1
2
` iτ, kqγp´1
2
` iτ1, kqW jpτqW jpτ1q
ÿÿ
Căqď2C, pm,qq“1
1ď|m|!qt1`ǫ{Nÿÿ
Căq1ď2C, pm1,q1q“1
1ď|m1|!q1t
1`ǫ{N
1
aa1q1´2iτq
1´2iτ1
1
G2pq,m, τqG2pq1,m1, τ1q D dτ dτ1,
where
D “
ÿ
n
1
n1´ipτ´τ
1q
U
´ n
L
¯
e
ˆ
´an
q
˙
e
ˆ
a1n
q1
˙
.
As in the previous case, breaking the summation modulo qq1, applying Poisson summation formula, and
making a change of variable pα` yqq1q{L “ w, we get
D “
ÿ
nPZ
a1q´aq1`n”0 mod qq1
L´ipτ´τ
1qU6
ˆ
nL
qq1
,´ipτ´ τ1q
˙
.
where U6 is defined by equation (3.8). Recall that |τ´ τ1| ! pNKq1{2tǫ{C and q, q1 — C. Applying Lemma
3.5 we observe that the integral is negligibly small if n " CpNKq1{2tǫ{L. Substituting value of D we have
the following lemma.
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Lemma 7.1. We have
S`
1, j
pN,C, Lq “ K
NC2
ÿÿ
Căqď2C, pm,qq“1
1ď|m|!qt1`ǫ{N
ÿÿ
Căq1ď2C, pm1,q1q“1
1ď|m1|!q1t
1`ǫ{N
"
Ip0q `
ÿ
0‰n!CpNKq1{2 tǫ{L
a1q´aq1`n”0 mod qq1
Ipnq
*
` OA
`
t´A
˘
:“ S`
1, j
pN,C, L, 0q ` S`
1, j
pN,C, L, 1q ` OA
`
t´A
˘
, (7.6)
where S`
1, j
pN,C, L, 0q corresponds to contribution of Ip0q, S`
1, j
pN,C, L, 1q corresponds to contribution of
Ipnq for n ‰ 0, and
Ipnq “
ĳ
R2
γp´1
2
` iτ, kqγp´1
2
` iτ1, kqW jpτqW jpτ1qpLNq
´ipτ´τ1q
q´2iτq2iτ
1
1
G2pq,m, τqG2pq1,m1, τ1qU6
ˆ
nL
qq1
,´ipτ´ τ1q
˙
dτ dτ1.
By using the value of G2pq,m, τq as given in Lemma 6.1, we have
Ipnq “ |c1|
2
K2
ĳ
R2
γp´1
2
` iτ, kq γp´1
2
` iτ1, kqW jpq,m, τqW jpq1,m1, τ1q pLNq
´ipτ´τ1q
q´2iτq2iτ
1
1
ˆ
ˆ
´pt ` τqq
2πeNm
˙´ipt`τq ˆ
´pt ` τ
1qq1
2πeNm1
˙´ipt`τ1q
U6
ˆ
nL
qq1
,´ipτ´ τ1q
˙
dτ dτ1, (7.7)
where
W jpq,m, τq “ c1pt ` τq1{2K
ˆ´pt ` τqq
2πeNm
˙3{2
V
ˆ´pt ` τqq
2πNm
˙ż 1
0
V
ˆ
τ
K
´ pt ` τqx
Kma
˙
dx. (7.8)
We have B
BτW jpq,m, τq !
1
t1{2|τ| .
We shall first evaluate the integral transform U6. For n “ 0, using Lemma 3.5 with r “ 0 and β “ |τ ´ τ1|
we observe that integral U6 is negligibly small if |τ´ τ1| " tǫ . We denote
τ
K
´ pt ` τqx
Kma
“ P
The integrand is non-vanishing only when P P r1, 2s. Hence the range of the x-integral is of size
Kma
t ` τ —
Kma
t
— CK
1{2
N1{2
, as a —
c
N
K
and m ! qt
N
.
Substituting the above bound and using u3{2Vpuq ! 1, we obtain
W jpq,m, τq ! t
ǫ
?
t
CK1{2
N1{2
.
Now, using above bound for W jpq,m, τq, trivial bound for Gamma function γps, kq ! 1, u3{2Vpuq ! 1,
along with the fact that τ P r´pNKq1{2tǫ{C, pNKq1{2tǫ{Cs, we obtain that the contribution of the term n “ 0
is bounded above by
Ip0q ! 1
K2
pNKq1{2tǫ
Ct
CK1{2
N1{2
— t
ǫ
Kt
. (7.9)
We need to save little more, as we do in the following subsection.
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7.3. Analysis of Ip0q. Ip0q is negligibly small if |τ´ τ1| " tǫ . Writing τ1 “ τ` h, with |h| ! tǫ and using
Stirling’s approximation for Gamma function (Lemma 3.1), we have
Ip0q “ c
K2
ż
|h|!tǫ
ż
|τ|!pNKq1{2{C
Gpτ, hqepFpτ, hqqdτ dh, (7.10)
where
Gpτ, hq “ Φ`pτqΦ`pτ` hqW jpq,m, τqW jpq1,m1, τ` hq
and
Fpτ, hq “ 2τ log
´
τ
eπ
¯
´ 2pτ` hq log
ˆ
τ` h
eπ
˙
´ h log LN ` 2τ log q´ 2pτ` hq log q1
ˆ´pt ` τq log
ˆ´pt ` τqq
2πeNm
˙
` pt ` τ` hq log
ˆ´pt ` τ` hqq1
2πeNm1
˙
“ 2τ log
´
τ
eπ
¯
´ 2pτ` hq
"
log
´
τ
eπ
¯
` log
ˆ
1` h
τ
˙*
` h log LN ` 2τ log
ˆ
q
q1
˙
´ 2h log q1
´ pt ` τq
"
log
ˆ
qm1
q1m
˙
` log
ˆ pt ` τq
t ` τ` h
˙*
` h log
ˆ´pt ` τ` hqq1
2πeNm1
˙
“ τ log
ˆ
qm
q1m1
˙
´ 2h log
ˆ
1` h
τ
˙
` h log LN ´ 2h log q1 ´ 2h log τ` Hphq.
Hphq is a function of h defined appropriately. Substituting the above expression into equation (7.10), we
have that the integral over τ is given by
ż
|τ|!pNKq1{2{C
Gpτ, hqτ´2ih
ˆ
qm
q1m1
˙2πiτ
dτ ! j
¨
˝ h
pNKq1{2
C
log
´
qm
q1m1
¯
˛
‚
j
.
This bound is obtained using repeated integration by parts. We observe that integration over τ is negligibly
small if
pNKq1{2
C
ˇˇˇ
ˇlog
ˆ
qm
q1m1
˙ˇˇˇ
ˇ ! tǫ ñ
ˇˇˇ
ˇlog
ˆ
qm
q1m1
˙ˇˇˇ
ˇ ! tǫCpNKq1{2
ñ q1m1e
´A0 t
ǫC
pNKq1{2 ! qm ! q1m1e
A0 t
ǫC
pNKq1{2 ñ |qm ´ q1m1| ! t
ǫC2m
pNKq1{2 ,
As in equation (7.9), integrating over τ and h, we obtain Ip0q ! tǫpKtq´1. We record this result in the
following lemma.
Lemma 7.2. Let Ipnq be as given in equation (7.7). Then Ip0q is negligibly small except for
|qm´ q1m1| ! t
ǫC2m
pNKq1{2 .
In the above range we have
Ip0q ! t
ǫ
Kt
:“ E1pC, 0q. (7.11)
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Substituting this into equation (7.6) we obtain that the contribution of Ip0q in Lemma 7.1 is given by
S`
1, j
pN,C, L, 0q “ K
NC2
ÿÿÿÿ
Căq,q1ď2C, pm,qq“1pm1 ,q1q“1
1ď|m|,|m1|!qt
1`ǫ{N
a1q´aq1”0 mod qq1
|qm´q1m1|!
tǫC2m
pNKq1{2
|Ip0q| ` OA
`
t´A
˘
,
Since pa, qq “ pa1, q1q “ 1, the congruence condition modulo qq1 implies q “ q1 and a “ a1. Therefore
m ” m1 mod q. The condition |qm ´ q1m1| ! tǫC2m{pNKq1{2 becomes |m ´ m1| ă Cm{pNKq1{2. Given
the condition
t ă NK (7.12)
we see that Cm{pNKq1{2 ă C. Therefore choosing m fixes m1. The above sum is therefore bounded by
K
NC2
ÿ
Căqď2C
ÿ
1ďm!qt{N
ÿ
1ďm1!qt{N
a“a1
|Ip0q| ! K
NC2
¨C ¨ Ct
N
¨ t
ǫ
Kt
! t
ǫ
N2
. (7.13)
We record this result in the following lemma.
Lemma 7.3. Let S`
1, j
pN,C, L, 0q be as given in equation (7.6). We have
S`
1, j
pN,C, L, 0q ! t
ǫ
N2
,
for any ǫ ą 0.
In the following subsection we consider the case when n ‰ 0.
7.4. Analysis of Ipnq for n ‰ 0. We apply Lemma 3.5 and use
β´3{2U1pσ, β{2πrq ! Oa,b,σpmint|β|´3{2, |r|´3{2uq
to get
U6
ˆ
nL
qq1
,´ipτ´ τ1q
˙
“ c3pτ1 ´ τq1{2U
ˆpτ1 ´ τqqq1
2πnL
˙ˆpτ1 ´ τqqq1
2πenL
˙´ipτ´τ1q
`O
ˆ
min
"
1
|τ´ τ1|3{2 ,
C3
p|n|Lq3{2
*˙
, (7.14)
where c3 is an absolute constant which depends on the sign of n. We shall first estimate the contribution
of the error term towards Ipnq. Using γps, kq ! 1, u3{2Vpuq ! 1, W jpq,m, τq ! t´1{2 and that τ range is
bounded by J :“ pNKq1{2tǫ{C , we have the error contribution bounded by
! 1
K2t
ĳ
rJ,2Js2
min
"
1
|τ´ τ1|3{2 ,
C3
p|n|Lq3{2
*
dτdτ1.
In the first case, where the first term is smaller that the second, the contribution is bounded by
! 1
K2t
ĳ
rJ,2Js2
|τ´τ1|ą|n|L{C2
1
|τ´ τ1|3{2 dτ dτ
1 ! t
ǫ
K2t
C
p|n|Lq1{2
ĳ
rJ,2Js2
1
|τ´ τ1|1´ǫ dτdτ
1
! t
ǫ
K2t
C
p|n|Lq1{2 J !
tǫ
K3{2t
N1{2
p|n|Lq1{2 .
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In the second case, when the second term is smaller, we have the bound on error term
! 1
K2t
ĳ
rJ,2Js2
|τ´τ1|ď|n|L{C2
C3
p|n|Lq3{2 dτdτ
1 ! 1
K2t
C
p|n|Lq1{2 J !
tǫ
K3{2t
N1{2
p|n|Lq1{2 .
For n ‰ 0 we set the error term
E1pC, nq “ t
ǫ
K3{2t
N1{2
p|n|Lq1{2 . (7.15)
Next we consider the contribution of the main term of equation (7.14). By Stirling’s approximation
(Lemma 3.1) we have
γp´1
2
` iτ, kq “
ˆ |τ|
eπ
˙2iτ
Φ˘pτq with Φ1˘pτq !
1
|τ| .
By Fourier inversion formula, we haveˆ
2πnL
pτ´ τ1qqq1
˙1{2
U
ˆpτ´ τ1qqq1
2πnL
˙
“
ż
R
U6
ˆ
z,
1
2
˙
e
ˆpτ´ τ1qqq1
2πnL
z
˙
dz. (7.16)
From equations (7.7), (7.14), (7.15), and (7.16), we have
Ipnq “ c4
K2
ˆ
qq1
|n|L
˙1{2 ż
R
U6
ˆ
z,
1
2
˙ĳ
R2
Gpτ, τ1qepFpτ, τ1qqdτdτ1dz ` OpE1pC, nqq (7.17)
with some absloute constant c4,
2πFpτ, τ1q “2τ log
´
τ
eπ
¯
´ 2τ1 log
ˆ
τ1
eπ
˙
´ pτ´ τ1q log LN ` 2τ log´2τ1 log q1
´ pt ` τq log
ˆ
´pt ` τqq
2πeNm
˙
` pt ` τ1q log
ˆ
´pt ` τ
1qq1
2πeNm1
˙
´ pτ´ τ1q log
ˆpτ1 ´ τqqq1
2πenL
˙
` pτ
1 ´ τqqq1
2πnL
z,
and
Gpτ, τ1q “ Φ`pτqΦ`pτ1qW jpq,m, τqW jpq1,m1, τ1q.
Differentiating with respect to τ and τ1,
2π
B2
Bτ2 Fpτ, τ
1q “ 2
τ
´ 1
t ` τ `
1
τ1 ´ τ , 2π
B2
Bτ12 Fpτ, τ
1q “ ´ 2
τ1
` 1
t ` τ1 `
1
τ1 ´ τ
and
2π
B2
BτBτ1 Fpτ, τ
1q “ ´ 1
τ1 ´ τ .
Now using the fact that Supp W j Ă r j, 4 j{3s and j ! t1´ǫ , by an explicit computation we have
4π2
«
B2
Bτ2
B2
Bτ12 ´
ˆ B2
BτBτ1
˙2ff
Fpτ, τ1q “ ´4
ττ1
` O
ˆ
1
t j
˙
.
Our goal is to apply Lemma 3.4. For this, we first compute the total variation of function Gpτ, τ1q defined
as in equation (3.7). Using Φ1pτq ! |τ|´1 and BBτW jpq,m, τq ! t´1{2|τ|´1, we have varpGq ! t´1`ǫ . We
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apply Lemma 3.4 with r1 “ τ´1{2 — j´1{2 and r2 “ τ1´1{2 — j´1{2, we observe that the double integral is
bounded by
t´1`ǫ
j´1{2 j´1{2
! t´1`ǫ j.
Substituting this bound for the double integral, estimating the integral over z trivially and using j !
pNKq1{2{C, we have that the total contribution of leading term is bounded by
tǫ
K2
C
p|n|Lq1{2
pNKq1{2
C
1
t
! E1pC, nq.
We summarize the contribution of the leading term and the error term in the following lemma.
Lemma 7.4. Let n ‰ 0. For any ǫ ą 0, we have
Ipnq ! t
ǫ
K3{2t
N1{2
p|n|Lq1{2 .
Substituting the bound for Ipnq (for n ‰ 0) in Lemma 7.1 and reasoning exactly as we did to bound (7.3),
we obtain that S`
1, j
pN,C, L, 1q is bounded above by
! K
NC2
ÿÿ
Căqď2C, pm,qq“1
1ď|m|!qt1`ǫ{N
ÿÿ
Căq1ď2C, pm1 ,q1q“1
1ď|m1|!q1t
1`ǫ{N
ÿ
n!CpNKq1{2 tǫ{L
a1q´aq1`n”0 mod qq1
tǫ
K3{2t
N1{2
p|n|Lq1{2
! K
NC2
Cqt
N
q1t
N
1
qq1
tǫ
K3{2t
N1{2
L1{2
ÿ
n!CpNKq1{2 tǫ{L
1
n1{2
! t
1`ǫ
LN9{4K1{4C1{2
.
We record this bound for S`
1, j
pN,C, Lq in the following lemma.
Lemma 7.5. Let S`
1, j
pN,C, L, 1q be as given in equation (7.6). We have
S`
1, j
pN,C, L, 1q ! t
1`ǫ
LN9{4K1{4C1{2
.
Substituting the bounds of Lemma 7.3 and Lemma 7.5 into Lemma 7.1, we obtain the following lemma
Lemma 7.6. Let S`
1, j
pN,C, Lq be as given in equation (7.5). We have
S`
1, j
pN,C, Lq ! t
1`ǫ
LN9{4K1{4C1{2
` t
ǫ
N2
.
Substituting the bound for S`
1, j
pN,C, Lq in the equation (7.5),
S`
1, j
pN,Cq ! N1{2K
ÿ
L!K
dyadic
L1{2
ˆ
tǫ t1{2
L1{2N9{8K1{8C1{4
` t
ǫ
N
˙
! tǫN1{2K
ˆ
t1{2
N9{8K1{8C1{4
` K
1{2
N
˙
. (7.18)
Substituting the bound for S`
1, j
pN,Cq from equation (7.18),
S`
1
pN,Cq ! tǫN1{2K
ˆ
t1{2
N9{8K1{8C1{4
` K
1{2
N
˙
.
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Substituting the bound for S`
1
pN,Cq and using C ! N1{2{K1{2, we have
S`
1
pNq
N1{2
! N
1{2
K
ÿ
1ďCďQ
dyadic
S`
1
pN,Cq ! t1{2`ǫ
ˆ
1
N1{8K1{8
` K
1{2
t1{2
˙
. (7.19)
Combining the bounds (7.4) and (7.19), we get Proposition 1.3.
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