An extended version of the flexible job shop problem is tackled in this work. The investigated extension of the classical flexible job shop problem allows the precedences between the operations to be given by an arbitrary directed acyclic graph instead of a linear order. The problem consists of designating the operations to the machines and sequencing them in compliance with the supplied precedences. The goal in the present work is the minimization of the makespan. In order to produce reasonable outcomes in acceptable time, a hybrid imperialist competitive algorithm and tabu search is proposed to solve the problem. Numerical experiments assess the efficiency of the proposed method and compare it with well-known scheduling algorithms.
INTRODUCTION
The traditional job shop (JS) problem consists of scheduling n jobs on an environment with m machines. Each job is composed of several operations with a linear precedence structure and has a predetermined route through the machines. The flexible job shop scheduling (FJS) problem is a generalization of the JS problem in which there may be several machines, not necessarily identical, capable of processing each operation. The processing time of each operation on each machine is known and no preemption is allowed. The objective is to decide on which machine each operation will be processed, and in what order the operations will be processed on each machine so that a certain criterion is optimized [5] .
This paper studies the extended version of the FJS problem that admits precedences between the operations to be given by an arbitrary directed acyclic graph instead of a linear order. Therefore, the problem consists of allocating the operations to the machines and sequencing them in compliance with all given precedences. An example of a type of job with this general type of precedences is presented in Figure 1 . This problem appears in practical and industrial environments (e.g. printing industry, glass industry, commercial aviation, project management, etc.), where assembling and disassembling operations are part of the production process. For example, in an actual problem from the printing industry [25] some jobs consist of two independent sequences of operations followed by an assembling operation that joins the previously processed components.
In terms of computational complexity, the extended FJS problem is NP-hard, considering it is known that the JS problem is NP-hard [10] , and recognized as one of the most difficult combinatorial optimization problems [14] .
Several methods have been presented to solve the FJS problem. Exact methods can be used to solve small instance [4, 8, 20] . Though, once the number of jobs rises, it is difficult to find an optimal solution in a short time. Many researchers proposed heuristic methods to solve the FJS problem, such as genetic algorithm (GA) [12, 13, 16, 23, 26] , particle swarm optimization (PSO) [19, 27] , and tabu search (TS) [17, 22] .
A few scientific works, inspired in practical applications, deal with the extension of the FJS in which precedences are given by an arbitrary directed acyclic graph. Birgin et al. [4] introduced a mixed integer linear programming (MILP) formulation and compared with the usual MILP formulations for the classical FJS problem. Moreover, a considerable set of problem instances composed of G-job and Y-job types are presented. Alvarez-Valdés et al. [1] describe an environment coming from a glass factory, that requires an even more general variant of the FJS problem including, for example, nowait constraints. Vilcot and Billaut [21] tackle a class of instances that includes arbitrary precedence relations among operations (with the constraint of having an ending assembling operation in each job) of a problem from the printing and boarding industry. Considering the makespan and the maximum lateness criteria, TS and GA are applied with the aim of building an approximation of the Pareto frontier. Due to the limited amount of works that address the extended version of the FJS problem and its practical applicability, the purpose of this paper is to contribute to the development of metaheuristics techniques able to produce reasonable results in acceptable time. A novel representation scheme is proposed in order to improve the searching capabilities of the algorithm. In order to explore the order in which parallel operations of a job are processed, a modified graph transversal algorithm together with a string that denotes cost weights for operations in the job route are proposed. A hybrid imperialist competitive algorithm and tabu search, so-called ICA+TS, is proposed to find "good enough" solutions in an acceptable time for large-sized problem instances. In order to conduct numerical experiments concerning the proposed method, we further implemented our representation scheme with a genetic algorithm (GA), and a grey wolf optimizer (GWO). Using 50 extended FJS problem instances the proposed method is examined and compared with other exact and heuristic methods, commonly employed for scheduling problems.
EXTENDED FLEXIBLE JOB SHOP PROBLEM
An accurate description of the considered problem can be provided by the MILP formulation introduced in [4] , that we reproduce in this section for completeness and to introduce the notation that will be used in the present work.
Let n, o, and m be the number of jobs, operations, and machines, respectively. Let V be the set of all operations. For each operation i(i = 1, ..., o), let F i ⊆ (1, 2, ..., m), where F i ∅, be the subset of machines that can process operation i and let p ik (i = 1, ..., o, k ∈ F i ) be the corresponding processing times. Furthermore, let A be a set of pairs (i, j) with i, j ∈ {1, ..., o} such that, if (i, j) belongs to A, this means that operation i precedes operation j, i.e. operation j cannot start to be processed until operation i ends to be processed (s i + p ik ≤ s j ). This set of precedences A is the place where jobs are implicitly defined. The problem consists in assigning each operation i to a machine k ∈ F i and to determine a starting processing time s i such that precedences are satisfied. A machine can not process more than an operation at a time and preemption is not allowed. The objective is to minimize the makespan, i.e. the completion time of the last operation.
The model uses binary variables x ik (i = 1, ..., o, k ∈ F i ) to indicate whether operation i is allocated to be processed by machine k (in this case x ik = 1) or not (in this case x ik = 0). It also considers binary variables y i j (i, j = 1, ..., o, F i ∩ F j ∅) to indicate, whenever two operations are allocated to the same machine, which one is processed first. Finally, the model uses variables s i (i = 1, ..., o), to denote the starting time of operation i (on the machine to which it was allocated) and a variable C max to represent the makespan.
With these variables, the MILP model of the extended flexible job shop problem presented in [4] can be written as:
subject to
Constraint (2) states that each operation i must be specified to exactly one machine k ∈ F i . Constraint (3) determines the actual processing time p ′ i of each operation i (on the machine it was assigned). Constraint (4), together with the minimization of the objective function in (1) represents C max as the makespan. Constraint (5) denotes the precedence constraints. For every pair of operations assigned to the same machine, constraints (6, 7) state that both operations cannot be processed at the same time and determine which one is processed first. If two operations i and j that could have been both assigned to a machine k (i.e. k ∈ F i ∩ F j ∅) are not then we have that at most one between x ik and x jk is equal to 1. In this case, constraints (6, 7) are trivially satisfied with y i j = y ji = 0. In (7), L represents a sufficiently large positive constant (see [2] for a suggested value that may be used in practice). Finally, constraint (8) states that the starting times of the operations must be not smaller than the beginning of the considered planning horizon that, without loss of generality, was set to 0.
Model (1-8) was introduced in [4] , where a comparison with a simple extension of the model presented in [20] was given. Up to the authors acknowledge these two models are the only published ones that include the possibility of the precedence between the operations to be given by an arbitrary directed acyclic graph.
REAL-VALUED REPRESENTATION SCHEME
According to Gao et al. [9] , a discrete-valued representation scheme can be used to code the FJS problem solution. The scheme is composed of two strings, one for the machine assignment problem and the other for the sequencing problem. The strings are called machine assignment string (MS) and operation sequence string (OS) and respectively referred to as ϑ 1 and ϑ 2 in this paper.
Many of the well-known metaheuristics originally work on continuous spaces because these can be formulated naturally in a real domain, e.g., PSO, GWO, ICA, magnetic optimization algorithm (MOA), cuckoo search (CS), firefly algorithm (FA), galaxy-based search (GS), earthworm optimization (EW), lightning search (LS), moth-flame optimization (MF), sine cosine (SC), dragonfly algorithm (DA), whale optimization algorithm (WOA), and black hole (BH). Consequently, in order to use these techniques to solve the extended FJS problem, it is necessary to define a real-valued representation scheme. Let ϑ 1 = {ϑ 11 , ϑ 12 , ..., ϑ 1T } represent the discrete MS string where T = n i=1 S i is the problem dimension (i.e., total number of operations), and S i is the number of operations of job i. The ith element ϑ 1i denotes the assigned machine for the ith operation, ϑ 1i ∈ F i . The index does not vary throughout the whole searching process. Letθ 1 = {θ 11 ,θ 12 , ...,θ 1T }, similar to ϑ 1 in discrete structure, represents the continuous MS string whereθ 1i ∈ [0, 1). The assigned machine for the ith operations given byθ 1i can be calculated as
where ⌊x⌋ indicates the greatest integer number smaller than x. Equation (9) can be seen represented by the arrows between every node ofθ 1 and ϑ 1 on Figure 2 . 
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end while 13: end for Let ϑ 2 = {ϑ 21 , ϑ 22 , ..., ϑ 2T } represent the OS string where T is the problem dimension. The string ϑ 2 denotes the order in which the operations of jobs are sequenced in their designated machines. To avoid repair mechanisms, this representation uses an unpartitioned permutation with S i repetitions of the job numbers, i.e., every job J i appear S i times in ϑ 2 . Letθ 2 = {θ 21 ,θ 22 , ...,θ 2T } represent the continuous OS string, whereθ 2i ∈ [0, 1]. In order to define a sequence of jobs as ϑ 2 , the elements ofθ 2 are sorted (ascending or descending) intoθ 2 . In this way, the operations sequence can be defined as
where h is a function that searches for the first appearance of the valueθ 2i inθ 2 and gives the job number of the operation represented by the found position. Equation (10) can be seen denoted by the colored arrows between nodes ofθ 2 ,θ 2 and ϑ 2 in Figure 2 . At the time that ϑ 1 and ϑ 2 are defined, commonly a translation mechanism is used to replace the job numbers by its respective operations (based on topological order of the operations), e.g., based on job 3 shown in Figure 2 , and a linear sequence of operations precedence, the first appearance of number 3 in ϑ 2 would be replaced by operation 7, the second appearance by the operation 8, and so on.
Extended Representation Scheme
Due to the arrangement of the operations in the job routes found in the extended FJS problem, a topological sorting algorithm can be used to define the topological order of operations of a job. The topological order is an essential feature for the translation of the OS string into a feasible sequence that respects the precedence relationship of all operations of a job. There exist well-known linear time algorithms for determining the topological order of a directed graph (digraph), e.g., Cormen [7] applies a depth-first search (DFS) algorithm. Nevertheless, with such method, the order in which parallel operations of a job appear in the generated sequence is strictly related to the policy of the method used to define it.
We extend the traditional representation scheme attaching a string to defines weights for parallel operations. The topological order of the operations of each job is defined based on the weights and a modified Breadth-First search (BFS) graph traversing algorithm. Letθ 3 = {ϑ 31 , ϑ 32 , ..., ϑ 3T } be the continuous operation cost In this way, for any two parallel operations in the job route, the one with less cost comes before in the topological order. A modified cost-based version of the BFS algorithm is used to define the topological order of each job. In our modified traversing graph algorithm (MBFS), a set V of vertices to be visited is defined. The vertices included in V are those where all its predecessors were already added to the topological sequence. Every vertex in V is visited in an ascending order based on the cost defined by ϑ 3 and added to ϑ 3 . The pseudocode presented in Algorithm 1 illustrates the essential steps of the MBFS algorithm. Figure 3 shows a random CS string ϑ 3 , where ϑ 3 denotes the topological order of each job given by the MBFS algorithm.
Calculation of the Makespan
Given an admissible selection and the sequencing of operations on machines, the makespan of a solution can be calculated using directed acyclic graph (DAG) G = (V ∪ {s, e}, A ∪ Y ) with s and e being the source and sink node respectively, and Y being a set of pairs (i, j) with i, j ∈ {1, ..., o} such that, if (i, j) ∈ Y , operation i precedes operation j in the resource sequence, i.e.,
• There is a routing arc (s, i) of length 0 if i is a starting operation; a routing arc (i, j) of length p ik for all (i, j) ∈ A; a routing arc (i, e) of length p ik if i is an ending operation; • There is a resource arc (i, j) of length p vk for all (i, j) ∈ Y .
For any (directed) path P in G ending at i, the length of P is at most s i . Therefore, s i = s * i , where s * i is the maximum of the lengths of all paths in G ending at i. Not surprisingly, the makespan of the tight schedule is determined by the longest path C max = s * e .
THE PROPOSED HYBRID ALGORITHM
In this paper, the proposed hybrid combines the global search and local search (LS) by using ICA to perform exploration and a guided LS algorithm to perform exploitation. Tabu search (TS) has been adopted as LS strategy. The ICA has powerful global searching ability and TS has valuable local searching ability. This method combines the advantages of ICA and TS together, being able to balance the intensification and diversification. The workflow of proposed ICA+TS is shown in Figure 5 . All the details of the proposed method will be given separately in the following subsections. The overall procedure of the proposed approach is described as follows:
Step 1: Initialize the population randomly and evaluate;
Step 2: Generate initial empires;
Step 3: Is the termination criteria satisfied? If yes, go step 10; Else, go step 4; Step 4: Assimilate, revolve and evaluate colonies;
Step 5: Exchange best colonies with their imperialist;
Step 6: For each imperialist, has it been exchanged in this iteration?
If yes, perform LS at imperialist solution; Else, pick one of its colony at random and perform LS. Exchange the colony with the imperialist if it became better; Step 7: Compute total cost of empires;
Step 8: Perform imperialist competition;
Step 9: Eliminate powerless empires and go step 3;
Step 10: Output the best solution.
Imperialist Competitive Algorithm
Encouraged by the human socio-political evolution process, a recently developed evolutionary algorithm denominated Imperialist competitive algorithm (ICA) is proposed by Atashpaz-Gargari and Lucas [3] . Similar to other evolutionary algorithms, the ICA begins with an initial population (countries). The best countries are selected to be the imperialists. Every imperialist has its personal set of colonies and the amount of colonies of each empire is equivalent to its relative power to other imperialists. The colonies of an empire evolve through operators as assimilation and revolution using the imperialist as an evolution target. Empires try to possess colonies of other empires through the imperialistic competition strategy. The main ICA concepts are illustrated in detail below.
4.1.1 Initial Countries. δ solutions (i.e. country) are generated randomly, where each country can be defined in form of an array
where ζ i represents the ith country, p i the variables, and η the total number of variables, i.e. η-dimensions of the problem to be optimized.
Initial
Empires. α best countries are elected to be imperialist. The remaining δ − α countries are used to create the colony set of each imperialist. The number of colonies that each imperialist possesses is proportional to its relative power to other imperialists defined as
where P k is the power of the imperialist k, Y i = max k {c k } − c i indicates the normalized cost, and c k is the cost of the kth imperialist. The number of initial colonies possessed by imperialist k is calculated as round(P k × (δ − α)), where round is a function that gives the nearest integer of a fractional number.
Assimilation and Revolution. Assimilation leads colonies to
have similar features with their corresponding imperialist. During the assimilation strategy, colonies move
units towards their relevant imperialist, where x is a random value generated using uniform distribution, β is the assimilation factor and d is the distance between the colony and the imperialist. Figure  4a shows the movement of a colony towards its imperialist.
Comparable to the mutation operator in GA, the revolution operator is added to ICA to improve the exploration property of the algorithm. In order to search nearby the imperialist, a random amount of deviation
is incorporated in the movement, where θ is a random value generated using uniform distribution, y is a parameter that adjusts the deviation from the original direction. Figure 4b shows the movement of a colony towards its imperialist in a randomly deviated direction.
Imperialist Exchange.
If a colony is better than its imperialist due to assimilation and revolution operations, the position of the imperialist and the colony are changed, i.e., the colony becomes the imperialist and vice-versa.
Imperialist Competition.
In this step, the weakest colony of the weakest imperialist is possessed by other stronger imperialists. This is carried out in a stochastic way. The possession probability for each imperialist is related to its total cost. The better the imperialist is, the more likely it will possess the weakest colony of the weakest empire. The total cost, which is used as a comparison criterion in this step, is defined by
where C i and TC i are respectively the cost and total cost values for imperialist i, n δ i is the number of colonies of the ith empire, C i j is the cost related to jth colony of empire i, and ξ < 1 is the colonies consideration rate. In the imperialist competition step, if the weakest imperialist loses all of its colonies, then this imperialist is collapsed. A collapsed imperialist is possessed by other imperialists as a colony.
Tabu Search
A local search algorithm starts with some initial solution and moves from neighbor to neighbor in order to find better solutions. LS method comprises tabu search (TS), simulated annealing (SA), variable neighborhood search (VNS) and so on. Its effectiveness mainly depends on the design of neighborhood structures. The main problem with this strategy is to escape from local minima where the search cannot find any further neighborhood solution that decreases the objective function value.
Tabu search [11] has been successfully applied in various combinatorial optimization problems including several scheduling problems. TS allows the search to examine solutions that do not decrease the objective function value, only in those cases where these solutions are not forbidden. This is usually obtained by keeping track of the last solutions in terms of the action used to transform one solution to the next. When an action is performed it is considered tabu for the next T iterations, where T is the tabu status length. A solution is forbidden if it is obtained by applying a tabu action to the current solution. The neighborhood structure adopted in this work is proposed in [17] and it was proved to be optimum connected.
In our proposed hybrid, we apply LS on every imperialist after every time it is exchanged with another colony. In order to apply LS on an imperialist, it should be converted to a feasible schedule 
Parameters
Number of iterations 300 Population size, δ 500 Number of imperialist, α 10 Assimilation factor, β 2 Colonies consideration rate, ξ 0.02 TS iteration size 500 x (cur. iter. / max. iter.) Length of tabu list see [17] for more information Table 2 : Experiment with the YFJS instances.
solution at first. This solution is used as the initial solution of the TS. After the LS, the output solution of the TS should be encoded to a feasible representation scheme for the ICA's operators.
NUMERICAL RESULTS
This section presents the results of computational experiments involving the proposed ICA+TS algorithm. The ICA+TS performance is analyzed with other algorithms using 50 extended FJS problem instances [4] . Instances YFJS01-YFJS20 correspond to instances composed by Y-jobs; while instances DAFJS01-DAFJS30 correspond to instances composed by jobs whose precedences are given by arbitrary directed acyclic graphs (G-job).
Due to the distinctive computing hardware, programming platforms, and coding skills used to implement the proposed algorithms in the FJS problem literature, comparisons of efficiency are notoriously problematic [24] . In order to impartially analyze the effectiveness and mainly efficiency of the proposed ICA+TS, we implemented a GA, which is the most applied method for the FJS problem (see Chaudhry and Khan [6] , Amjad et al. [2] ), and a new meta-heuristic called Grey Wolf Optimizer (GWO) [18] . Moreover, analyzes with the ICA without LS are also presented. The implementation of our GA is based on its classical structure (see [15] ), and the operators are a random crossover and a random mutation applied to the continuous strings. Based on experiments, tournament selection produced better results than fitness proportionate selection, due to the fact that is better in maintaining the diversity of the population. Regarding the implemented GWO algorithm, it mimics the leadership hierarchy and hunting mechanism of grey wolves (Canis lupus) in nature. Four types of grey wolves such as alpha, beta, delta, and omega are employed for simulating the leadership hierarchy. The main steps of the algorithm are hunting, searching for prey, encircling prey, and attacking prey. To sum up, the search process starts with creating a random population of grey wolves (candidate solutions). Over the course of iterations, alpha, beta, and delta wolves estimate the probable position of the prey. Each candidate solution renews its distance from the prey. Some parameters are adjusted during the searching process in order to emphasize exploration and exploitation, respectively. In this way, during the first half iterations, the candidate solutions tend to diverge from the prey at first and then converge towards the prey.
The parameters of the algorithms were defined based on numerical experiments. The GA parameters defined for the experiments are 1000 generations, 500 individuals per generation, 0.9 crossover rate, and 0.3 mutation rate. The GWO has fewer parameters to be adjusted. The parameters of the implemented GWO were kept the identical as the proposed in [18] with 1000 iterations and 500 wolves per iteration.
The stated ICA+TS, GA, and GWO were implemented in C++ and run by a 2*Intel Xeon E5-2680 v3 @ 2.5 GHz with 24 CPUs on a Linux HPC cluster at the University of Luxembourg. Each experiment was performed 25 times for each algorithm. Based on investigations we find out that the best parameters for the ICA applied for the extended FJS problem are [100, 2000] iterations, δ = [200, 500], and α = [5, 15] . The ICA+TS parameters used in the experiments are shown in Table 1 . Supplemental numerical results, charts, and the instances are provided at https://anonymousresearchgroup.com. Tables 2 and 3 show the results for the two sets of extended FJS instances. The Instance column records the names of the instances. Details a number of jobs, number of operation per job and number of machines of each instances instance can be seen in [4] . Column CPLEX shows the results obtained with the model (1) (2) (3) (4) (5) (6) (7) (8) and the exact solver IBM ILOG CPLEX 12.1 with CPU time limit was set to 10 hours [5] . In the cases in which the exact solver achieved the CPU time limit without finding an optimal solution, it is reported the obtained lower and upper bounds. In the tables, "CPU(s)" stands for the elapsed CPU time in seconds. Column C max shows the bestobtained value for each algorithm. The highlighted values (bold) denote the best-obtained values between the compared methods.
In the first set of experiments shown in Table 2 , we evaluate the numerical performance of the proposed ICA+TS for instances composed of Y-jobs. The proposed algorithm obtained all the optimal values achieved by the CPLEX with CPU time smaller than 60 seconds and closed instances YFJS15 and YFJS16. For most of the Y-job instances, the ICA is more effective than the GWO and GA. The ICA+TS is more (or equal) effective than all other methods for all Y-job instances with a small loss of efficiency when compared with the ICA.
In the second set of experiments shown in Table 3 , we evaluate the numerical performance of the proposed method for instances composed of G-jobs. The proposed algorithm obtained all the optimal values achieved by the exact method with CPU time smaller than 20 seconds and closed instance DAFJS08. The ICA+TS is more (or equal) effective than all other methods for all G-job instances with a small loss of efficiency when compared with the ICA. Figures 6 and 7 gives the makespan distribution and variance for the collected numerical results over the 10 largest YFJS and DAFJS instances. It is possible to see that the proposed algorithm achieved better results with a more dense distribution and smaller makespan variance when compared to the other methods.
Here is a summary of our results. The ICA is more effective than the GWO and GA for the extended FJS problem. The proposed ICA+TS is a consistent and steady algorithm, obtained better values and lower variance in all experiments. Based on the bounds given by the CPLEX, we can see that the ICA+TS decreased the gap (i.e. the distance between lower and upper bounds) for several instances and closed instances YFJS15, YFJS16, and DAFJS08.
CONCLUSION
In the present paper, we extended the definition of the extended FJS problem where operations precedences of jobs are given by arbitrary directed acyclic graphs. A novel representation scheme is proposed. In this way, a string is applied to define weights for operations in the job routes and a modified graph transversal algorithm is employed to explore the order in which parallel operations are processed. We put forward a hybrid imperialist competitive algorithm and tabu search to solve the extended FJS problem. In order to evaluate the performance of the solution methods, 50 extended FJS problem instances were used. The experiments among the proposed method and others famous algorithms show that it is a feasible effective approach for the considered problem.
