Spin image is a good point feature descriptor of the 3D surface and has been used in model registration for many applications from medical image processing to cooperation of multiple robots. However, researches show that current Spin-Image based Registration (SIR) algorithms present disadvantages in computational efficiency and robustness. Thus in this paper, aiming at 3D model acquired from LiDAR sensor, a new SIR algorithm is proposed to solve these problems. The new algorithm is on the basis of a new-constructed three-dimensional feature space, which, composed of the curvature, the Tsallis entropy of spin image, and the reflection intensity of laser sensor, is combined with the concept of KD-tree to firstly realize the primary key point matching, i.e., to find the Corresponding Point Candidate Set (CPCS). After that, spin-image based corresponding point searching is conducted with respect to each CPCS to precisely obtain the final corresponding points. The most absorbing advantages of the proposed method are as the following two aspects: on one hand, due to the introduction of the extra features, the fault corresponding relation introduced by spin image based method can be effectively reduced and thus the registration precision and robustness can be improved greatly; on the other hand, the CPCS obtained using low-dimensional feature space and KD-tree reduces extraordinarily the computational burden due to spin-image based correspondence searching. This greatly improves the computational efficiency of the proposed algorithm. Finally, in order to verify the feasibility and validity of the proposed algorithm, experiments are conducted and the results are analyzed.
Introduction
Registration of 3D model is of great importance in many applications in which the final information is gained from the combination of various data sources, such as, medical image processing [1] , remote sensing [2] , environment mapping in autonomous robotics [3, 4] , and so on.
In general, 3D model registration can be implemented through solving two sub-problems 1 : one is feature description and detection, the other is feature matching. The feature often refers to the distinctive and easily detectable local descriptor of 3D models, and it is usually used to denote a piece of information which is relevant for solving the computational task related to a certain applications. Typical feature description and detection methods include "Point Signature" [5] , "Principle Curvature" [6] and "Point Feature Histogram" [7] , etc. Actually, the feature often determines the basic performance which the whole registration algorithm can finally achieve. While during the procedure of feature matching, the correspondences between the detected features in different models are established, and then transformation map is constructed based on the correspondences if necessary. In order to implementing feature matching, there should be some methods or operators to quantitatively evaluate the difference and similarity of any two features, based on which, searching or optimization algorithms, such as "Iterative closest point" [8] , "Chen" [9] and "GA algorithm" [10] , are used to find the best "correspondence".
Most recently, the rapid development of the 3D model registration technique results in its more extensive applications. Nevertheless, applications of the existing 3D model registration algorithms have also encountered some problems, such as algorithm robustness. Here the robustness means that the performance of registration algorithms should be ensured in different conditions (e.g., observing point of view and scale) and insensitive to the uncertain factors (e.g., measurement noises).
Contents lists available at ScienceDirect journal homepage: www.elsevier.com/locate/neucom As far as the robustness is concerned, spin-image based registration (SIR) algorithms have shown great priority compared to the other existing registration algorithms since it is robust with respect to the data noise, as well as the observing point of view and scale [11] . For example, in reference [12] , SIR is used in unstructured 3D point clouds acquired from photos to recognize objects. The experimental results show that it is robust with respect to the scene Gaussian noise. In reference [13] , the authors use SIR to register different 3D CT images with large pose differences. Also, the experimental results show the acceptable performance in the aspect of accuracy and robustness. While in reference [14] , SIR algorithm is used to test the geometric tolerances in manufacturing processes. Most recently, in reference [15] , it is utilized in heavily vegetated environments to realize the relative localization between an air robot and a ground robot.
Spin-image is actually a feature descriptor denoted as a grid based image. Its main idea is to map a 3D model into a 2D plane to describe the local shape of the 3D objects. In order to ensure the robustness, the dimension of the spin image (i.e., the number of the grid) should generally be selected large enough. This, unfortunately, will make the process of constructing a spinimage and similarity evaluating of two spin-images very time consuming (the time complexity linearly relates to the dimension of spin image). Aiming at this problem, there also appear some researches recently. For example, in reference [16] , PCA method is used to reduce the dimension of the spin-image feature, so that the total computation requirement can be cut down. In reference [17] , Dinh and Kropac propose to use multiple resolution method to reduce the computational burden of spin image based registration algorithm. While in reference [18] , SIFT operator is used to reduce the key-point that needs to be considered, and thus the computational burden of the registration can be decreased greatly. Generally, the computational burden of SIR algorithm highly relates to its robustness and the accuracy, and most of the preceding algorithms improve the time efficiency at the cost of robustness and accuracy. That means, problem on how to design new efficient spin-image based registration with ensured robustness and accuracy is still an important and open problem in the related fields.
Thus, in this paper, a new efficient SIR algorithm is proposed. The main ideas of this paper are as follows: Firstly, multiple different feature descriptors (including a simplified spin-image descriptor) are utilized to construct a low-dimensional feature space. In this paper, the curvature, the Tsallis entropy of the spin image feature, and reflection of the LiDAR sensor are considered. Then, the 3D model is resampled and reconstructed using KD-tree structure in the low dimension space. Subsequently, coarse matching is conducted in the low-dimensional space through searching the KD-tree to obtain a so-called candidate correspondence key point set (CCKS). Finally, in the obtained CCKS, fine matching searching is done based on the spin-image feature descriptor. Since the candidate corresponding point set after the coarse matching can be reduced, the computational burden due to spin-image searching can be decreased greatly and the time efficiency of the proposed algorithm can be improved. What's more, due to the introduction of the extra features, the fault corresponding relation introduced by spin image based method can also be effectively avoided and thus the registration robustness and precision can be improved obviously.
Related work
In this section, the basic concept of "spin image" and the SIR algorithm are introduced.
Spin image
Spin image is first proposed by Johnson and Hebert in 1997 for 3D surface registration and object recognition applications [11] . It is actually a special kind of local point descriptor of a 3D model as shown in Fig. 1 . The dragon in Fig. 1 left/bottom denotes a 3D model; the grid plot in Fig. 1 left/up is a local expansion near the point p on the surface of the 3D model, wherein P is the tangent plane of the surface in point p, n is the corresponding normal vector, β and α are the distance from another point x on the surface to p along with the direction of n and P, respectively, thus, there exists a map from the 3D model to (α, β), i.e.,
By using the map S p , the 3D model can be reduced to a 2D point cloud model, which, subsequently, can be transformed into a 2D grid data model by the following procedure.
(1) Rasterize the 2D point cloud model through the following operator,
where b is some parameter denoting the resolution of the revised grid model; W is the width of the image; n b c is the rounding up operator; and (i, j) denotes the coordination of the new grid model. By doing this, an integral coordinate of each point (α, β) in the grid model can be obtained.
(2) Sum up the total number of the point for each grid (i, j) and take it as the value of the grid, and a new 2D grid model can be obtained as shown in Fig. 1 right (gray image).
The new grid model is the so-called spin-image of the 3D model at point p, and it is obvious that the spin-image is actually a special 2D projection of a 3D model.
It has been shown that [11] , spin-image is a rigid transformation invariant feature descriptor, and it is linear correlative. Thus the normalized linear correlation coefficient method can be used to evaluate the similarity of different spin-images. For two spinimage with N pixels, the linear correlation coefficient R(P, Q) can be computed as following equation,
where P and Q denote two spin images; x i and y i are the ith feature of P and Q, respectively. It can be easily shown that -1 oR(P, Q) o1. Based on Eq. (3), the following operator is used to evaluate the similarity between two spin-images,
where λ is the weight of the variance against the expected value of the correlation coefficient. The reason not directly using (3) as an evaluating operator is because the introduction of hyperbolic tangent function as in Eq. (4) may bring better statistics property to the linear correlative operator (3) [19] .
Spin image based registration algorithm
As a feature descriptor of 3D model, spin image has been shown to be suitable for models with obvious geometric shape.
The typical registration algorithm based on spin-image can be described as Fig. 2 .
Algorithm as Fig.2 can be divided into the following several steps, Algorithm I.
Typical Spin-Image based Registration algorithm (TSIR)
Step I (Preprocessing & Keypoint selection):
Pre-process the two 3D models and delete "bad" point data using some rules.
Step II (Spin image based feature description):
Compute and obtain spin-image feature of each key point obtained in Step I for two models.
Step III (Feature matching):
For each key point p of one of the two models, find the similar key point in the other model in the sense of similarity evaluating operator of Eq. (4) to obtain a candidate corresponding key point set C p .
Step IV (Correspondences filtering):
Check each key point in the corresponding key point set C p obtained in Step III, and wipe off the bad correspondences that contribute little to the registration process using some measuring operator. Complete the feature matching.
It has been shown that TSIR algorithm is extraordinarily timeconsuming. This is mainly because in many real applications, the number of the key points is required to be large enough in order to ensure the robustness of the whole registration algorithm, and this brings large computational burden during comparing the similarity of two possible similar spin images (Step IV in Algorithm I). Thus in the following section, in order to obtain an efficient registration algorithm, a new scheme is proposed to reduce the computational time of similarity comparisons.
The new proposed registration algorithm
In order to reduce the huge computational burden of the TSIR algorithm, a new method, called Low dimensional Feature Space enhanced Spin-Image Registration (LFS-SIR) algorithm, is proposed in this section. The main idea here can be explained as the following three points: 1) some easy-to-be-computed features are used to form a low-dimensional feature space; 2) coarse feature matching is firstly conducted in the new space firstly to obtain a corresponding key point set candidate set; 3) spin-image based fine feature matching is subsequently conducted in the obtained corresponding key point set candidate set. By doing this, the complicated computations due to the spin-image can be reduced greatly, and the real time application is possible.
A.Low-dimensional feature space
Feature matching step is the most time consuming steps during the Algorithm I, thus in this paper, we propose several easy-to-becomputed features, including curvature, Tsallis entropy of spinimage and reflection intensity of laser, to constitute a 3D feature Step I
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Step IV space, which is then used to re-organize the key points so that the spin image based corresponding procedure can be simplified greatly. The reason that we choose the above three features to establish the low-dimensional feature space is that they are all invariant to rigid transformation and contain completely different information. In the following content of this sub-section, the three features are introduced.
Preprocessing & Keypoint selection
(1) Curvature In mathematics, curvature is useful to describe the surface characteristics of a geometric surface near some points of it. In this paper, the principal component analysis (PCA) algorithm is used to approach the curvature of a geometric surface [20] . Firstly, for each point p in the interested 3D surface, estimate and compute its normal vector. This can be conducted by selecting several neighboring points p i (i¼1,2,…,k) in the surface near p and compute the covariance matrix of them as follows,
Secondly, compute eigenvalue of the matrix Cov as following,
where λ j is the jth eigenvalue of matrix Cov, v j ! is the corresponding eigenvector. Here we suppose that the three eigenvalue of matrix Cov is ordered as follows,
Thus, v ! 2 is actually the required normal vector of the 3D surface at point p. Finally, the curvature δ of the 3D surface at point p can be estimated using the following equation,
The curvature is a rotation and translation invariant feature, thus the corresponding points from two models with different viewpoints should certainly have similar curvature. (2) The Tsallis entropy of spin-image Entropy is an important concept in information theory and firstly proposed by Shannon. It is a kind of metric of the disorder or randomness of a system. In 1988, Tsallis generalized the concept of entropy to the so-called Tsallis entropy [28] . In this paper, we use Tsallis entropy to quantitatively evaluate the disorder of the spin image feature and then use it as an element of the lowdimensional feature space. As a kind of abstraction of the spin image feature, Tsallis entropy retains significant information of the spin image while reducing the computational burden greatly. The Tsallis entropy of a discrete stochastic variable X¼ {x 1 ,x 2 ,…,x n } can be obtained using the following equation,
where {p(x 1 ), p(x 2 ),…,p(x n )} are the probability density distribution of X; m is given parameters with mZ0 and ma1.
In statistics, spin-image of p is the probability that every neighboring point of p in the 2D point cloud model is in some dimension of the spin image, i.e.,
where x i denotes the ith feature of the spin image. Thus, through using Eq. (10), the spin-image can be abstracted as a Tsallis entropy, and the entropy value describes the randomness of the spin image feature. The larger the Tsallis entropy is, the more disordered the spin image is, and the more information the spin image contains.
Since spin image is invariant to rigid transformation, the Tsallis entropy, abstraction of the spin image, can also be thought to have the same characteristic. (3) The reflection intensity of the laser sensor Most of the current LiDAR system is able to measure the laser impulse reflection intensity of the object. The reflection intensity relates directly to the surface material properties of the objects and has been used by many researchers in target segmentation [21] , identification [22] , and tracking [23] , etc. Reflection intensity of laser mainly reflects the physical properties of the objects, as well as several other factors, such as distance and incident angle. Generally, it can be computed by the following equation,
where I original denotes the reflection intensity of the laser sensor; I corrected is the revised reflection intensity; R i is the distance from the target to the laser sensor; α is the incident angle of the laser and R ref is the distance revised coefficient; T is transmittance of laser in air; E Tj is impulse strength of the laser, and E Tref is its revision coefficient. T, E Tref and E Tj are usual constants, and Eq. (12) can be rewritten as,
where k 9 1
Based on Eq. (13), the reflection intensity of the laser can be easily corrected, and make it relate only to the material property and thus invariant to rigid transformation. Remark: The feature of reflection intensity of the laser here is useful for complicated environment, especially those composed of objects with different optics property. Furthermore, it should be noted that the idea of feature space in our method can be easily generalized. That is, some other feature descriptors, even those from different sensors, can be used to construct the low-dimensional feature space. This scheme is absorbing in the aspect of improving the robustness and accuracy of the registration algorithm (see results in section IV).
B. KD tree based pre-matching in low-dimensional feature space
In the last sub-section, three new feature descriptors are introduced and used to construct a 3D feature space. It has been stated at the beginning of this section that our main idea to reduce the computational burden is through conducting coarse feature matching in the low-dimensional feature space. Thus in this subsection, we will introduce the coarse feature matching scheme. Here in order to improve the searching efficiency, KD-tree method is utilized.
In computer science, a KD-tree is a kind of space-partitioning data structure for organizing points in a k-dimensional space.
Essentially, the KD-tree is a binary space partitioning tree and very efficient for nearest neighbor searches. Each level of a KD tree splits all its children on a specific dimension. Here in this paper, KD-tree based pre-matching can be implemented as the following two steps:
Firstly, construct a KD-tree of 3D model in the 3D feature space. Select one of the two models and compute the three features for each key point of it. Then, based on the distribution of all the key points in the 3D feature space, construct a plane, which is perpendicular to the coordination axis with the largest distribution variance, to divide all the key points into two groups. After that, aiming at the two groups of key points, repeat the preceding two steps until no data can be divided. The KD-tree can be depicted as Fig. 3 .
Secondly, search the KD-tree to obtain the corresponding key point sets. Select one key point p from the other model. Then, search the KD-tree to find all those end nodes such that the distance between them and the point p is no more than a predefined positive number r. These new points constitute a Corresponding Point Candidate Set (CPCS) of key point p. Repeat the preceding procedure with respect to all the other key points, and we can finally obtain a series of CPCS which including all the possible correspondences.
C. Spin image based fine matching
Combine the coarse matching procedure described as in last sub-section to the original TSIR Algorithm I, we can obtain the new proposed spin-image based registration algorithm, the detailed procedure of the new algorithm can be explained as in Fig. 4 and the following steps.
Step I, step II, and step VI of the new algorithm are the same as step I, step II, and step IV of Algorithm I, thus here we only introduced the other steps:
Algorithm II.
Low dimensional feature space enhanced spin-image registration algorithm (LFS-SIR)
Step III (Construct KD-tree in low dimensional feature space):
Select one of the two 3D models; compute the curvature, the Tsallis entropy of spin-image, and the reflection intensity of the laser for each key point to construct the 3D feature space; based on these data, construct the KD-tree.
Step IV (Coarse matching in the low-dimensional feature space):
For each key point p in the other model, define a sphere whose center is p and radius is a pre-defined constant r; search and find all the KD-tree's nodes which lie in the sphere to obtain the corresponding set candidate of p.
Step V (Spin image based fine matching):
Using the spin-image similarity measure Eq. (4), obtain the corresponding points of each key point p in its corresponding set candidate.
D. Time complexity analysis
In the following content of this section, time complexity of the proposed new algorithm and Algorithm I are analyzed and compared to theoretically explain the improvement of the new proposed algorithm in the aspect of computational efficiency.
If two 3D models have N and M key points, respectively, the time complexity of the similarity measure procedure for the Algorithm I is
where O(MN) means the computational complexity which is required to compare the similarity between the keypoints of the two 3D models; O(C) is the time complexity to realize a complete comparison computation. Usually, M and N are desired to be large enough so that the whole registration algorithm presents good robustness. This, unfortunately, will certainly bring extraordinarily huge computational burden from Eq. (14) . Comparatively, for the same two 3D models, the time complexity of the new proposed registration algorithm can be computed using the following equation,
where l is the average element number of all the corresponding set candidate, thus O(Ml) denotes the computational complexity which is required to compare the similarity between the keypoints of the two 3D models; O(log 2 N) and O(N 2/3 þ l ) are the time complexity of constructing the KD tree and searching the KD tree, respectively; O(M þN) denotes the time complexity of constructing the 3D feature space, including the procedure of obtaining the three features for each key point. In general, M and N are much larger than l, and O(C) is large due to the complexity of the spin image (these can be obtained by the experimental results in section IV). Thus Eq. (15) can be approached by the following equation, Construct KD-tree in low dimensional feature space
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Experiments and results analysis
In order to verify the feasibility and performance improvement of the new proposed registration algorithm, surrounding map registration experiments are conducted and the test bed is shown as Fig. 5 . The test bed is composed of a HOKUYO LiDAR, a PTU-D47 rotating stage which can rotate from 01 to 1801, and a movable holder, which can be moved freely on the ground and the LiDAR pose can be regulated along (so that we can obtain the surrounding map from different position and different point of view). All the data are dealt with using a personal computer system (Intel-Core2 2.9 GHz).
We have conducted two groups of experiments to test the improvement of the proposed LFS-SIR algorithm in the aspect of time efficiency, robustness, and registration accuracy.
A. Experiment I
The scene in this experiment is shown as in Fig. 6 . In order to test the time efficiency improvement in different cases, three groups of experiments are conducted. In each experiment, two groups of point cloud data are obtained with different conditions: In experiment I, the data are obtained from different viewpoints but with the similar sensor-scene distance, i.e., with the similar data scale; in experiment II, the data are obtained from different distance but with the similar viewpoint; while in experiment III, the data are obtained from different distance/scale and different viewpoint. Furthermore, in order to show the performance improvement of the proposed algorithm, in each experiment, three different registration algorithms, including Algorithm I (called TSPR) as shown in section II, Multi-Resolution Spin-Image algorithm (MRSP) as shown in reference [17] , which is a good extension of Algorithm I with reduced computational burden, and the new proposed algorithm, are used and the results are compared. Experimental results are shown in Fig. 7 and Fig. 8 . Fig. 7 presents the results of pre-processing (experiment I). Fig. 7  (a) is the yaw 3D point cloud data obtained directly from the sensor. Then we use the stochastic filter [25] , voxel grid filter [26] , and random sample consensus (RANSAC) [27] pre-processing algorithms to obtain a clean 3D model and the result is given in Fig. 7  (b) . After that, 3D SIFT algorithm [21] is utilized to obtain the key points and the result is as given in Fig. 7(c) . Finally, the quantitative results of using different registration algorithm are listed out in Table 1 . From Table 1 , the following conclusions can be obtained: 1) On the time efficiency. Compared to the TSPR algorithm, the time consumption of our new proposed LFS-SIR algorithm is reduced 3-6 times. When only the time consumption of the correspondences searching is concerned, the efficiency improvement is about 12-21 times. Even compared to the faster MRSP algorithm, the computational efficiency of the new proposed algorithm is still improved by 1.5-3.5 times. The main reason of the efficiency improvement has been given in section III, i.e., the searching region of the spin-image algorithm is reduced greatly. This can be clearly seen from the average element number of the corresponding set candidate in Table 1 . It can be seen that after the pre-matching in 3D feature space, the number of the key point that needed be evaluated through spin-image similarity (Eq. (4)) is reduced greatly. 2) On the robustness. From Table 1 , it can be seen that, although in the new algorithm, the spin-image based matching searching is limited in a very small set, the final correspondence number is still much larger than that of the other two algorithms. This is mainly because in the new proposed algorithm, not only the geometric feature (spin image is a special kind of geometric feature) but also some other features (such as the reflection intensity) are used to evaluate the similarity and difference of any two key points. This is certainly to the benefit of discarding improper correspondences and improving the robustness due to some special factor, e.g., noises. Fig. 8 shows the results of final registration mapping through using different registration algorithms. From Fig. 8 (a) and Fig. 8(b) , the results of the TSPR algorithm and MRSP algorithm, respectively, it can be clearly seen that there are some improper correspondences, which have been avoided in the new proposed algorithm ( Fig. 8(c) ). This obviously depicts the robustness improvement of the new proposed algorithm.
B. Experiment II
In this experiment, we will design another experimental scene as Fig. 9 . In this experiment, we have a natural-like surrounding and some typical features which can be used to test the accuracy of the registration algorithms.
The same test procedure as experiment I is conducted in this experiment, and the experimental results are as shown in Fig. 10 and Table 2 . In order to test the algorithm accuracy, we divide the experimental scene into two parts using a dashed line (Fig. 9 ), and the scene below the dashed line is used to test the algorithm performance and the scene above the dashed line are used to test the registration accuracy. The basic idea here is shown in Fig. 11 : firstly, detect the mouse pads fixed on the wall; then, compute the central point of each mouse pad (X i , Y i ); finally, evaluate the registration errors using the following equations, 1779  1947  1947  15231  22230  4002  6  TSPR  1779  1947  1947  56191  63402  249744  22  II  LFS-SIR 1538  1779  17.7632  1978  8622  827  41  MRSP  1538  1779  1779  11656  18516  2395  0  TSPR  1538  1779  1779  41888  49077  181313  18  III  LFS-SIR 1018  992  10.8262  1182  4738  317  32  MRSP  1018  992  992  4671  8334  1245  3  TSPR  1018  992  992  15419  20660  69700  10 *In Exp I, the two model are obtained from different viewpoint (the sensor rotate about 201 around the interested surrounding with the same distance); in Exp II, the two models are also obtained from different viewpoint but the rotational angle are larger (401); in Exp III, the two models are obtained from different viewpoint and with different distance (the distance between the sensor and the surroundings are enlarged by one time)
where T r is the transformation matrix obtained using some registration algorithm; |a-b| means the Euclidean distance between the vector a and the vector b; e 0 and e t mean the relative distance before and after matching, respectively. Here we use e t to evaluate the accuracy of the registration algorithm. The less the value is, the more accurate the corresponding registration algorithm is. The results are given in the last column in Table 2 . From Table 2 , it can be seen that e t of the new proposed algorithm is no more than 1/2 of the e t of TSIR algorithm. At the same time, it is also less than the MRSP algorithm. That means, the new proposed LFS-SIR algorithm presents the best accuracy.
Conclusion
In this paper, a new spin image based map registration algorithm is proposed for 3D point cloud model acquired from LiDAR sensor. In the new proposed algorithm, a low-dimensional feature space, composed of the curvature, the Tsallis of spin image, and laser reflection intensity, is firstly constructed; then, a coarse matching researching is conducted in the new constructed feature space using KD-tree scheme; finally, 
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Yaw Data Registered Data spin-image based fine matching is done in a much smaller searching region to end the registration algorithm. The most absorbing advantages of the proposed method are as the following two aspects: on one hand, due to the introduction of the extra features, the fault corresponding relation introduced by spin image based method can be effectively avoided and thus the registration accuracy and robustness can be improved greatly; on the other hand, the corresponding point candidate set obtained using lowdimensional feature space and KD-tree reduces extraordinarily the computational burden due to spin-image searching, which greatly reduces the computational burden of the proposed algorithm.
Two experiments are conducted and the results show that:
1) the computational burden is decreased greatly compared to that of classical spin image based registration method and the multiple resolution method in reference [17] . This can be obtained through experiment 1. 2) the robustness and the accuracy can also be improved compared to that of classical spin image based registration method and the multiple resolution method in reference [17] . This can be obtained through the number of the good correspondences in experiment 1 and the quantitative evaluation in experiment 2.
Finally, it should be stated that this work also applies us a principle on how to combine different feature descriptors and about how to fuse information from different sensors. For example, we can introduce some features obtained through some other sensors, e.g., color information from vision sensor, and using them as one of the feature to construct the low-dimensional feature space.
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