Abstract. The Silicon Photomultiplier (SiPM) is a promising photo-detector for a variety of applications. However, the high dark count rate (DCR) of the SiPM is still a contemporary problem. Decreasing the DCR would significantly broaden the range of possible applications. In this work we present a novel method for the spatially resolved characterization of crystal defects in SiPMs. The contribution of crystal defects to the DCR is evaluated by exploiting the effect of "hot carrier luminescence" (HCL), which is light that is emitted during the Geiger mode operation of avalanche photodiodes (SiPM micro-cells). Spatially confined regions with an enhanced light emission intensity (hotspots) are identified within the active areas of SiPM micro-cells. By correlating the detected light intensity and the DCR, a significant contribution of up to 56 % of the DCR can be attributed to less than 5 % of the micro-cells. The analysis of the temperature dependence of the emitted light identifies the Shockley-Read-Hall-Generation to be the dominant mechanism responsible for the occurrence of hotspots. The motivation of this work is to generate a deeper understanding of the origin of hotspots in order to suppress their contribution to the DCR of SiPMs.
Introduction
The emission of light during avalanche breakdowns in reverse biased p-n junctions was observed and investigated by various authors. D. K. Gautam et al. [1] modeled the light emission spectrum by indirect recombination of electrons and holes under ionizing conditions. For avalanche photodiodes, A. L. Lacaita et al. reported an intensity of 2.9 · 10 −5 photons with wavelength lower than 1088 nm per carrier crossing the junction [2] . The process responsible for the hot carrier luminescence (HCL) was attributed to electron (hole) energy relaxations between states of the conduction (valence) band. For SiPMs, R. Mirzoyan et al. [3] reported an intensity of 2.6 · 10 −5 photons per electron in the spectral range from 500 nm to 1600 nm for Hamamatsu MPPC S10362-11-10U. Mapping of the dark count rate (DCR) for every micro-cell of a digital SiPM was reported by T. Frach et al. [4] . The group showed that excluding 5% of the most active micro-cells results in a reduction of the dark count rate by up to an order of magnitude. Their results did not provide information on the origin of micro-cells with a higher DCR. In this work we present a method for a spatially resolved characterization of the DCR of SiPMs by detecting light emitted by HCL with a low-light level CCD camera. The applicability of this method is demonstrated for two KETEK SiPM types [5] .
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a Present address: eug.engelmann@gmx.de Here, V is the reverse bias voltage and V bd is the breakdown voltage of the SiPM. The active areas of micro-cells can be clearly distinguished from the non-emitting metal lines. Furthermore, regions with a significantly enhanced light intensity (hotspots) are evident within the active areas of certain SiPM micro-cells. Figure 2 shows the relative contribution of each micro-cell to the overall detected light intensity in the field of view. Micro-cells with a hotspot contribute with up to 7 % to the total DCR, while a con- tribution of approximately 0.45 % is expected on average. The goal of our work is to correlate the spatially resolved light intensity with the DCR and to determine the contribution of hotspot-generated dark count rate to the total DCR.
Experimental setup
For the measurement the SiPM is placed inside a dark box. The light emitted during avalanche breakdowns of micro-cells is detected with the low-light level CCD camera "Clara" with enhanced near-infrared sensitivity, produced by Andor [6] . The camera is attached to an optical microscope Mitutoyo FS70 S/N. A sketch of the setup is shown in figure 3 . For measurements at room temperature, the exposure time t exp is set to 1 h, which is sufficiently long to discriminate between light emitted from the SiPM and thermal noise of the CCD. A longer exposure time can lead to a saturation of the CCD due to the light emitted by intense hotspots. For lower temperatures, t exp is increased up to 5 h due to the fast decrease of the SiPM dark count rate. Every image is background corrected by subtracting a CCD image which is recorded with the SiPM bias voltage set to zero. The presented measurements were performed in a temperature stabilized environment at (21 ± 1)
• C, unless otherwise stated.
Investigated samples
For this study we use our method to characterize two blue sensitive SiPM types from KETEK. The parameters of the investigated samples are listed in table 1. The key difference between both devices is the increased breakdown voltage for the PM3350T MOD due to a thicker p-n junction. Figure 4 shows examples of the current-voltage characteristics of both SiPMs at dark conditions. In the following, the photon detection efficiency (P DE) at 406 nm of the investigated devices is compared. For this measurement we use the statistical analysis reported in [7] , [8] . In the first step, the SiPM is illuminated with a fixed light intensity from a pulsed laser (PLP-10, Hamamatsu, 406 nm, < 70 ps pulse width). A total number of N tot laser flashes are recorded with an oscilloscope. Assuming that the number of photons in each light pulse follows a Poisson distribution, the average number of detected photons per light pulse is given by −ln(N 0 /N tot ). Here, N 0 is the number of light pulses for which no photon was detected. In the second step, the measurement is repeated without actually flashing the SiPM. The average number of detected dark pulses is given by −ln(
being the number of recorded traces without the SiPM detecting a dark pulse. The resulting dark-count corrected average number of detected photons per light pulse µ is given in equation 1.
Both SiPMs show a similar dependence of µ on the excess bias voltage within the uncertainties. Due to an equal geometrical efficiency we conclude a similar P DE(∆V ) for both SiPMs. For this reason the SiPMs are compared at a fixed ∆V .
Algorithm for CCD-data analysis
In this section the developed characterization method is described on the example of the PM3350T STD. The number of hotspots and the light intensity emitted from each hotspot is determined. The emitted light intensity is correlated with the DCR. Based on this correlation, the contribution of the DCR generated in hotspots to the total dark count rate of the SiPM is determined.
Determination of I glowing and I hotspots
The camera signal is divided into two main contributions. The first contribution is attributed to the homogeneous emission of light from every micro-cell without hotspots (blue regions in figure 1 ). We call this contribution "glowing intensity" I glowing and define it as the sum of all CCD pixel amplitudes below a hotspot threshold T hotspots . The second contribution is due to hotspots and is determined as the sum of all pixel amplitudes above T hotspots . We call this quantity "hotspots intensity" I hotspots . Equations 2 and 3 give a formal definition of both quantities, where A i,j is the experimentally determined CCD pixel amplitude at position (i,j). Figure 6 shows an example of the CCD pixel amplitude spectrum for the PM3350T STD. The spectrum is continuous and does not provide a feature that allows to define an universal threshold T hotspots , which separates pixels with hotspots from those without. For this reason an arbitrary method is introduced to distinguish between I glowing and I hotspots . In the presented method we determine T hotspots separately for each SiPM and operating voltage. The left part of the spectrum is attributed to the sum of I glowing and the CCD noise. This part is fitted with a Gaussian and T hotspots is set at 4 standard deviations from the mean of the distribution. This is indicated by the vertical line in figure 6 . Figure 7 shows an example of pixel amplitudes along one CCD row. It is evident from the figure that the chosen threshold provides a clear separation between hotspots and hotspot-free regions. During the data acquisition, cosmic rays interacting in the CCD camera generate additional signals with CCD pixel amplitudes comparable to hotspots. In the left part of figure 7 an example of a cosmic-ray peak is shown. In figure  6 the influence of cosmic rays on the CCD signal is evident as the non-Gaussian tail of the CCD pixel amplitude distribution at zero bias voltage (dashed curve). Considering the fact that cosmic-ray signals appear as peaks much narrower (≈ 1 − 3 CCD pixels) than hotspots (> 10 CCD pixels), a 13th-order, one-dimensional median filter from the LabVIEW library is used to exclude these peaks from the analysis. The dotted curve in figure 6 shows the CCD pixel amplitude distribution at zero bias voltage after the application of the median filter. The suppression of the cosmic-ray peaks is clearly evident. However, the median filter also significantly modifies the amplitudes and shapes of hotspots as indicated by the solid line in figure 7 . For this reason, the filtered CCD pixel amplitudes A f ilt i,j are only used to determine the position and the lateral expansion of hotspots. For this purpose the threshold T f ilt is set analogous to the method described for T hotspots . CCD pixel amplitudes A f ilt i,j larger than T f ilt are attributed to hotspots. In order to determine the hotspot contribution to the total light intensity, the initial CCD pixel amplitudes A i,j within the lateral boundaries of hotspots are used. The dashed line in figure 7 indicates the part of the CCD signal which is attributed to a hotspot. 
Counting hotspots
The number of hotspots and the light emission intensity of each hotspot is determined in three steps. In the first step, the position of hotspot centers is determined by identifying the coordinates of local amplitude maxima in the CCD image. In the second step, the lateral expansion of hotspots along the i-coordinate is determined as the distance between the hotspot center and the first CCD pixel with A i,j < T hotspots . Since the spatial intensity distribution of individual hotspots can be described by a 2D Gaussian distribution, the expansion along the icoordinate is sufficient. The CCD pixel amplitudes A i,j attributed to one hotspot are summed up and interpreted as the light emission intensity of the hotspot. We call this quantity I single hotspots . In the last step, the detected hotspots are ordered in descending order of I single hotspots . The number N hotspots is defined by 90 % of the brightest hotspots. The additional cut is implemented in order to suppress false positives with small CCD-pixel amplitudes. The presented method is applicable under the condition of well separated hotspots. The emitted light intensity increases with ∆V as a consequence of the increasing DCR and the increasing gain of the SiPM (see equation 4). The FWHM (full width at half maximum) of the lateral hotspot expansion does not show a significant increase with ∆V [9] . However, an absolute increase of the lateral expansion of hotspots is observed with ∆V , as displayed in figure 9 . Two hotspots cannot be separated if A i,j does not drop below T hotspots in between them. But since the observed N hotsopts is much lower than the number of SiPM micro-cells, we do not consider this a serious problem for our method. Figure 10 shows N hotspots as a function of T hotspots for the PM3350T STD at ∆V = 5.4 V. The vertical line indicates T hotspots that is chosen in this work. 
Correlation between the dark count rate and the emitted light intensity
Equation 4 gives an expression for the detected fraction I of the total light intensity, which is emitted by a SiPM. Here, t exp is the exposure time, G is the gain of the SiPM, DCR is the dark count rate, η is the correction factor accounting for the effect of optical crosstalk, P DE CCD (λ) is the detection efficiency of the camera and κ(λ) is the number of emitted photons per electron-hole pair during the avalanche breakdown of a micro-cell. (4) In order to measure the DCR, an analysis of digitized, randomly triggered, 1 µs long signal traces was performed. DCR is defined as the average number of pulses with an amplitude larger than 0.5 photoelectrons (p.e.) in one trace, divided by the length of the trace. By the effect of optical crosstalk, secondary photons emitted during a primary dark pulse initiate additional avalanches in neighboring micro-cells. The additionally firing micro-cells then again produce secondary photons, which are detected by the CCD. In order to correlate I and DCR, the number of crosstalk pulses following an initial primary dark pulse has to be taken into account. The optical crosstalk probability P CT is defined as the ratio of DCR measured at an amplitude level of 1.5 p.e. and 0.5 p.e. [10] (see equation 5).
In [11] , the optical crosstalk is analytically modeled as a branching Poisson process. In that model every pulse produces a Poisson distributed number of crosstalk pulses with the mean λ. Equation 6 gives the relation between λ and P CT . The total number of pulses originated from a single non-random primary event follows the Borel distribution with the mean η, which is given in equation 7. For the case of a Poisson distributed number of primary events, the pulse-height spectrum is described by a Generalized Poisson distribution.
The gain G is measured by flashing the SiPM with a pulsed laser (406 nm, 1 kHz repetition rate, < 70 ps pulse width) which drives the SiPM into saturation (number of emitted photons >> number of micro-cells). For each flash the SiPM signal is integrated for a duration of 450 ns and the gain is determined by dividing the integral charge by the load resistance, the number of SiPM micro-cells, and the elementary charge [12] . The breakdown voltage V bd is obtained by extrapolating G(V ) to G(V bd ) = 0. In figure  11 , both SiPMs show the same dependence of (I/G) on (DCR · η), which indicates the similarity of their emitted wavelength spectrum. The data points were obtained by varying ∆V . The observed linear correlation between the emitted light intensity and the dark count rate is in agreement with the observation reported in [2] for an avalanche photodiode. This correlation allows us to generate a spatially resolved map of the dark count rate of a SiPM. We use equation 8 to determine the contribution R of hotspots to the measured DCR of the SiPM. Figure 12 shows how R depends on the choice of T hotspots for the PM3350T STD at ∆V = 5.4 V.
DCR hotspots = I hotspots I hotspots + I glowing ·DCR = R·DCR (8) Fig. 12 . Contribution R of the hotspots to the total DCR vs. T hotspots .
Results

Temperature dependence of the emitted light intensity
The dominating mechanism which is responsible for hotspots is identified by investigating the temperature dependence of I single hotspots . The measurements are performed on the PM3350T STD between +60
• C and −30
• C. In order to adjust the temperature of the device, the SiPM is mounted onto a thermo-electric cooler inside an evacuated TO-8 housing. The measurement is carried out at each temperature with an exposure time between 1 h and 5 h, at ∆V = 5 V. For five randomly selected hotspot, the activation energy E act of the hotspot mechanism is determined by using the Arrhenius plot. I single hotspots (T ) of each hotspot is normalized to I single hotspots (T = 60
• C). In figure 13 the Arrhenius plot of the normalized I single hotspots (T ) is shown. The slope of the linear fit yields an E act of 0.56 eV, which is half the bandgap energy in silicon. The DCR generation mechanism can thus be attributed to the ShockleyRead-Hall-Generation [13] . We conclude from this result that the occurrence of hotspots in the tested SiPMs is caused by a spatially confined increase of the generationrecombination center density or the existence of crystal defect types with an enhanced charge-carrier generation rate. It is assumed that the ion-implantation process is responsible for the majority of crystal defects, which are introduced during the fabrication process. For this reason we single out the ion implantation as a process, which needs to be optimized in order to achieve a lower hotspot density and consequently a lower DCR. • C), for 5 random hotspots. Figure 14 shows N hotspots vs. ∆V for the PM3350T STD and the PM3350T MOD. Here, the total SiPM area is in the field of view of the CCD. When operated at ∆V = 5.4 V, the PM3350T MOD has 1.83 times fewer N hotspots than the PM3350T STD. The increase of N hotspots with ∆V can be attributed to the increase of the Geiger-discharge probability P G , which is proportional to the P DE of the SiPM. N hotspots is expected to saturate when the position dependent P G saturates at high enough overvoltages. This condition could not be reached for every investigated device, since contributions as insufficient quenching, highfield effects, etc. start to dominate the performance of the SiPMs at high ∆V . In this regime a rapid increase of the dark current is observed (see figure 4) . Since the depletion volume does not significantly increase with ∆V , the total number of contributing defects is assumed to be constant. 
Number of hotspots
Contribution of hotspots to the dark count rate
In figure 15 the contribution R of hotspots to the total dark count rate of the tested SiPMs is shown. R is observed to be independent of ∆V within the uncertainties. The determined contribution is reduced from about 56 % for the PM3350T STD to about 33 % for the PM3350T MOD. In order to compare the average light intensities emitted by a hotspot, I hotspots is normalized to the product of G, N hotspots and t exp . The resulting quantity is proportional to the amount of photoelectrons produced in the CCD per electron-hole pair in the avalanche region, per hour and per hotspot. The normalized I hotspots for the PM3350T MOD is approximately two times lower with respect to the PM3350T STD, when operated at ∆V = 5.4 V (see figure 16 ). This result leads us to the conclusion that in addition to the reduced number of contributing crystal defects, the dark count rate generated by these defects is also suppressed. Due to the significant reduction of R, the DCR at ∆V = 5.4 V is suppressed from (152 ± 12) kHz/mm 2 for the PM3350T STD to (73 ± 13) kHz/mm 2 for the PM3350T MOD at 21
• C (see figure 17) . Figures 18 and 19 show examples of light emission images at ∆V = 5.4 V for the PM3350T STD and the PM3350T MOD. The reduction in the number and the light emission intensity of hotspots of the PM3350T MOD is evident in these images. The contribution from I glowing is equal for both SiPMs when normalized to the gain. 
Conclusion
In this work, we presented a method for a spatially resolved determination of the dark count rate of SiPMs with a sub-micro-cell resolution. It is based on the detection of photons which are emitted by hot carriers during the Geiger-discharges of micro-cells. In this article, we showed how the emitted light intensity is correlated with the dark count rate of the SiPM. In our work, we investigated two KETEK SiPM types with significantly different dark count rates (6 samples for each type). For both SiPM types, we identified submicro-cell regions with an enhanced light emission intensity (hotspots). The significant difference in the dark count rate of the investigated SiPMs was attributed to the difference in the hotspot density and the dark count rate per hotspot. The dark count rate of micro-cell areas without hotspots was observed to be equal for both SiPM types. The temperature dependence of the emitted light intensity identifies the Shockley-Read-Hall-Generation as the dominating mechanism in hotspot-areas. Consequently, we attribute the occurrence of hotspots to a spatially confined increase of the charge carrier generation rate.
