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A NEW INVARIANT FOR PLANE CURVE SINGULARITIES
THOMAS KEILEN AND CHRISTOPH LOSSEN
Abstract. In [GLS01] the authors gave a general sufficient numerical condition
for the T-smoothness (smoothness and expected dimension) of equisingular fam-
ilies of plane curves. This condition involves a new invariant γ∗ for plane curve
singularities, and it is conjectured to be asymptotically proper. In [Kei04], similar
sufficient numerical conditions are obtained for the T-smoothness of equisingular
families on various classes surfaces. These conditions involve a series of invariants
γ
∗
α
, 0 ≤ α ≤ 1, with γ∗
1
= γ∗. In the present paper we compute (respectively give
bounds for) these invariants for semiquasihomogeneous singularities.
When studying numerical conditions for the T-smoothness of equisingular families
of curves, new invariants of plane curve singularities V (f) ⊂ (C2, 0) turn up. These
invariants are defined as the maximum of a function depending on the codimension
of complete intersection ideals containing the Tjurina ideal, respectively the equi-
singularity ideal, of f , and on the intersection multiplicity of f with elements of the
complete intersection ideals. In Section 1 we will define these invariants, and we
will calculate them for several classes of singularities, the main results being Propo-
sition 11, Proposition 12 and Proposition 13. It is the upper bound in Lemma 8
which ensures that the conditions for T-smoothness with these new conditions (see
[GLS00], [GLS01], [Kei04]) improve than the previously known ones (see [GLS97]).
In the remaining sections we introduce some notation and we gather some necessary,
though mainly well-known technical results used in the proofs of Section 1.
We should like to point out that the definition of the invariant γ∗1 below is a modifi-
cation of the invariant “γ∗” defined in [GLS01], and it is always bound from above
by the latter. Moreover, the latter can be replaced by it in the conditions of [GLS01]
Proposition 2.2.
Notation
Throughout this paper R = C{x, y} will be the ring of convergent power series in
the variables x and y, and m = 〈x, y〉✁R will be its maximal ideal.
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1. The γ∗α-Invariants
For the definition of the γ∗α-invariants the Tjurina ideal, respectively the equisingu-
larity ideal in the sense of [Wah74], play an essential role. For the convenience of
the reader we recall their definitions.
Definition 1
Let f ∈ m be a reduced power series. The Tjurina ideal of f is defined as
Iea(f) =
〈
∂f
∂x
,
∂f
∂y
, f
〉
,
and the equisingularity ideal of f is defined as
Ies(f) =
{
g ∈ R ∣∣ f + εg is equisingular over C[ε]/(ε2)} ⊇ Iea(f).
Their codimensions
τ(f) = dim
C
R/Iea(f),
respectively
τ es(f) = dim
C
R/Ies(f),
are analytical, respectively topological, invariants of the singularity type defined by
f . Note that τ es(f) is the codimension of the µ-constant stratum in the equisingular
deformation of the plane curve singularity defined by f . It can be computed in terms
of multiplicities of the strict transform of f at essential infinitely near points in the
resolution tree of
(
V (f), 0
)
(cf. [Shu91]).
Definition 2
Let f ∈ m be a reduced power series, and let 0 ≤ α ≤ 1 be a rational number.
If I is a zero-dimensional ideal in R with Iea(f) ⊆ I ⊆ m and g ∈ I, we define
λα(f ; I, g) :=
(
α · i(f, g) + (1− α) · dim
C
(R/I)
)2
i(f, g)− dim
C
(R/I)
,
and
γα(f ; I) := max
{
(1 + α)2 · dim
C
(R/I), λα(f ; I, g)
∣∣ g ∈ I, i(f, g) ≤ 2 · dim
C
(R/I)
}
,
where i(f, g) denotes the intersection multiplicity of f and g. Note that, by Lemma
3, i(f, g) > dim
C
(R/I) for all g ∈ I. Thus γα(f ; I) is a well-defined positive rational
number.
We then set
γeaα (f) := max
{
0, γα(f ; I)
∣∣ I ⊇ Iea(f) is a complete intersection ideal}
and
γesα (f) := max
{
0, γα(f ; I)
∣∣ I ⊇ Ies(f) is a complete intersection ideal}
Note that if f ∈ m \m2, then Iea(f) = Ies(f) = R and there is no zero-dimensional
complete intersection ideal containing any of those two, hence γeaα (f) = γ
es
α (f) = 0.
Lemma 3
Let f ∈ m2 be reduced, and let I be an ideal such that Iea(f) ⊆ I ⊆ m.
Then, for any g ∈ I, we have
dim
C
(R/I) < dim
C
(
R/〈f, g〉) = i(f, g).
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Proof: Cf. [Shu97] Lemma 4.1; the idea is mainly to show that not both derivatives
of f can belong to 〈f, g〉. 
Up to embedded isomorphism the Tjurina ideal only depends on the analytical type
of the singularity. More precisely, if f ∈ R any power series, u ∈ R a unit and
φ : R → R an isomorphism, then Iea(u · f ◦ φ) = {g ◦ φ | g ∈ Iea(f)}. Thus the
following definition makes sense.
Definition 4
Let S be an analytical, respectively topological, singularity type, and let f ∈ R be
a representative of S. We then define
γeaα (S) := γeaα (f),
respectively
γesα (S) := max{γesα (g) | g is a representative of S}.
Since i(f, g) > dim
C
(R/I) in the above situation, we deduce the following lemma.
Lemma 5
Let f ∈ m2 be reduced, Iea(f) ⊆ I ⊆ m be a zero-dimensional ideal, and 0 ≤ α <
β ≤ 1, then γα(f ; I) < γβ(f ; I).
In particular, for any analytical, respectively topological, singularity type
γeaα (S) < γeaβ (S) respectively γesα (S) < γesβ (S).
For reasons of comparison let us also recall the definition of τ eaci , τ
es
ci , κ and δ.
Definition 6
For f ∈ R we define
τ eaci (f) := max{0, dimC(R/I) | I ⊇ Iea(f) a complete intersection},
and
τ esci (f) := max{0, dimC(R/I) | I ⊇ Ies(f) a complete intersection}.
Again, for analytically equivalent singularities the values coincide, so that for an
analytical singularity type S, choosing some representative f ∈ R, we may define
τ eaci (S) := τci(f).
For a topological singularity type we set
τ esci (S) := max{τ esci (g) | g a representative of S}.
Note that obviously
τ eaci (S) ≤ τ(S) and τ esci (S) ≤ τ es(S),
where τ(S) is the Tjurina number of S and τ es(S) is as defined in Definition 1.
Definition 7
For f ∈ R and O = R/〈f〉, we define the δ-invariant
δ(f) = dim
C
O˜/O
where O ⊂ O˜ is the normalisation of O, and the κ-invariant
κ(f) = i
(
f, α · ∂f
∂x
+ β · ∂f
∂x
)
,
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where (α : β) ∈ P1
C
is generic.
δ and κ are topological (thus also analytical) invariants of the singularity defined by
f so that for the topological, respectively analytical, singularity type S given by f
we can set
δ(S) = δ(f) and κ(S) = κ(f).
Throughout this article we will sometimes treat topological and
analytical singularities at the same time. Whenever we do so, we
will write I∗(f) for Iea(f) respectively for Iea(f), and analogously
we will use the notation γ∗α, τ
∗
ci and τ
∗.
The following lemma is again obvious from the definition of γα(f ; I), once we take
into account that κ(f) = i(f, g) for a generic element g ∈ Iea(f) of f and that for a
fixed value of d = dim
C
(R/I) the function i 7→ (αi+(1−α)·d)2
i−d
takes its maximum on
[d+ 1, 2d] for the minimal possible value i = d+ 1.
Lemma 8
Let f ∈ m2 be reduced, and let I be an ideal in R such that Iea(f) ⊆ I ⊆ m.
Then
(1 + α)2 · dim
C
(R/I) ≤ γα(f ; I) ≤
(
dim
C
(R/I) + α
)2
.
Moreover, if κ(f) ≤ 2 · dim
C
(R/I), then
γα(f ; I) ≥
(
α · κ(f) + (1− α) · dim
C
(R/I)
)2
κ(f)− dim
C
(R/I)
.
In particular, for any analytical, respectively topological, singularity type S
(1 + α)2 · τ ∗ci(S) ≤ γ∗α(S) ≤
(
τ ∗ci(S) + α
)2
,
and if κ(S) ≤ 2 · τ ∗ci(S), then
γ∗α(S) ≥
(
α · κ(S) + (1− α) · τ ∗ci(S)
)2
κ(S)− τ ∗ci(S)
.
In order to make the conditions for T-smoothness in [Kei04] as sharp as possible, it
is useful to know under which circumstances the term (1+α)2 · dim
C
(R/I) involved
in the definition of γ∗α(f) is actually exceeded.
Lemma 9
If S is a topological or analytical singularity type such that κ(S) < 2 · τ ∗ci(S), then
(1 + α)2 · τ ∗ci(S) < γ∗α(S).
This is in particular the case, if S 6= A1 and τ ∗ci(S) = τ ∗(S), i. e. if the Tjurina
ideal, respectively the equisingularity ideal, of some representative is a complete in-
tersection.
Proof: Lemma 8 gives
γ∗α(S) ≥
(
α · κ(S) + (1− α) · τ ∗ci(S)
)2
κ(S)− τ ∗ci(S)
.
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If we consider the right-hand side as a function in κ(S), it is strictly decreasing on
the interval [0, 2 · τ ∗ci(S)] and takes its minimum thus at 2 ·τ ∗ci(S). By the assumption
on κ(S) we, therefore, get
γ∗α(S) > (1 + α)2 · τ ∗ci(S).
Suppose now that τ ∗ci(S) = τ ∗(S) and S 6= A1. By Lemma 10 we know δ(S) <
τ es(S) ≤ τ(S). On the other hand we have κ(S) ≤ 2 ·δ(S) (see [GLS05]). Therefore,
κ(S) < 2 · τ ∗ci(S). 
Lemma 10
If S 6= A1 is any analytical or topological singularity type, then δ(S) < τ es(S).
Proof: If (C, z) is a representative of S and if T ∗(C, z) is the essential subtree of
the complete embedded resolution tree of (C, z), then
δ(S) =
∑
p∈T ∗(C,z)
multp(C) · (multp(C)− 1)
2
and
τ es(S) =
∑
p∈T ∗(C,z)
multp(C) · (multp(C) + 1)
2
−# free points in T ∗(C, z)− 1,
where multp(C) denotes the multiplicity of the strict transform of C at p (see
[GLS05]). Setting εp = 0 if p is satellite, εp = 1 if p 6= z is free, and εz = 2,
then multp(C) ≥ εp and therefore
τ es(S) = δ(S) +
∑
p∈T ∗(C,z)
(
multp(C)− εp
) ≥ δ(S).
Moreover, we have equality if and only if multz(C) = 2, multp(C) = 1 for all p 6= z
and there is no satellite point, but this implies that S = A1. 
For some classes of singularities we can calculate the γ∗α-invariant concretely, and for
some others we can at least give an upper bound, which in general is much better
than the one derived from Lemma 8. We restrict our attention to singularities
having a convenient semi-quasihomogeneous representative f ∈ R (see Definition
31). Throughout the following proofs we will frequently make use of monomial
orderings, see Section 2.
Proposition 11 ((Simple Singularities))
Let α be a rational number with 0 ≤ α ≤ 1. Then we obtain the following values for
γesα (S) = γeaα (S), where S is a simple singularity type.
S γeaα (S) = γesα (S)
Ak, k ≥ 1 (k + α)2
Dk, 4 ≤ k ≤ 4 +
√
2 · (2 + α) (k+2α)2
2
Dk, k ≥ 4 +
√
2 · (2 + α) (k − 2 + α)2
Ek, k = 6, 7, 8
(k+2α)2
2
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Proof: Let Sk be one of the simple singularity types Ak, Dk or Ek, and let f ∈ R
be a representative of Sk. Note that the Tjurina ideal Iea(f) and the equisingularity
ideal Ies(f) coincide, and hence so do the γ∗α-invariants, i. e.
γeaα (Sk) = γesα (Sk).
Moreover, in the considered cases the Tjurina ideal is indeed a complete intersection
ideal with dim
C
(
R/Iea(f)
)
= k, so that in particular the given values are upper
bounds for (1+α)2 ·dim
C
(R/I) for any complete intersection ideal I containing the
Tjurina ideal. By Lemma 8 we know
(α · κ(Sk) + (1− α) · k)2
κ(Sk)− k ≤ γα(Sk) ≤ (k + α)
2.
Note that κ(Ak) = k + 1, κ(Dk) = k + 2 and κ(Ek) = k + 2, which in particular
gives the result for Sk = Ak. Moreover, it shows that for Sk = Dk or Sk = Ek we
have
γα(Sk) ≥ (k + 2α)
2
2
.
If we fix a complete intersection ideal I with Iea(f) ⊆ I, then
λα(f ; I, g) =
(
α · i(f, g) + (1− α) · dim
C
(R/I)
)2
i(f, g)− dim
C
(R/I)
,
with g ∈ I such that i(f, g) ≤ 2 · dim
C
(R/I), considered as a function in i(f, g) is
maximal, when i(f, g) is minimal. If i(f, g)− dim
C
(R/I) ≥ 2, then
λα(f ; I, g) ≤ (k + 2α)
2
2
.
It therefore remains to consider the case where
i(f, g)− dim
C
(R/I) = 1 (1.1)
for some I and some g ∈ I, and to maximise the possible dim
C
(R/I).
We claim that for Sk = Dk with f = x2y−yk−1 as representative, dimC(R/I) ≤ k−2,
and thus I = 〈x, yk−2〉 and g = x are suitable with
λα(f ; I, x) = (k − 2 + α)2,
which is greater than (k+2α)
2
2
if and only if k ≥ 4 + √2 · (2 + α). Suppose, there-
fore, dim
C
(R/I) = k − 1. Then yk−1, x3 ∈ Iea(f) = 〈xy, x2 − (k − 1) · yk−2〉 ⊂ I,
the leading ideal L<ls
(
Iea(f)
)
= 〈x3, xy, yk−2〉 ⊂ L<ls(I), and since by Proposi-
tion 18 dim
C
(R/I) = dim
C
(
R/L<ls(I)
)
, either L<ls(I) = 〈x3, xy, yk−3〉 or L<ls(I) =
〈x2, xy, yk−2〉. In the first case there is a power series g ∈ I such that g ≡
yk−3 + ax + bx2 (mod I), and hence I ∋ yg ≡ yk−2 (mod I), i. e. yk−2 ∈ I. But
then x2 ∈ I and x2 ∈ L<ls(I), in contradiction to the assumption. In the second
case, similarly, there is a g ∈ I such that g ≡ x2 (mod I), and hence x2 ∈ I which
in turn implies that yk−2 ∈ I. Thus I = 〈x2, xy, yk−2〉, and dim
C
(I/mI) = 3 which
by Remark 25 contradicts the fact that I is a complete intersection.
If Sk = E6, then f = x3 − y4 is a representative and Iea(f) = 〈x2, y3〉. Suppose
that dim
C
(R/I) = k − 1 = 5, then L<ds(I) = 〈x2, y3, xy2〉 and H0R/I = H0R/L<ds (I),
in contradiction to Lemma 24, since H0R/L<ds (I)
(2) = 2 and H0R/L<ds (I)
(3) = 0. Thus
dim
C
(R/I) ≤ 4 and λα(f ; I, g) ≤ (4 + α)2 ≤ (6+2α)
2
2
.
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If Sk = E7, then f = x3−xy3 is a representative and Iea(f) = 〈3x2−y3, xy2〉 ∋ x3, y5.
If dim
C
(R/I) ≤ 4, then λα(f ; I, g) ≤ (4 + α)2 ≤ (7+2α)
2
2
, and we are done. It thus
remains to exclude the cases where dim
C
(R/I) ∈ {5, 6}. For this we note first that
if there is a g ∈ I such that L<ls(g) = y2, then
g ≡ y2 + ax+ bx2 + cxy + dx2y (mod I), (1.2)
and therefore y2g ≡ y4 (mod I), which implies y4 ∈ I and hence x2y ∈ I. Anal-
ogously, if there is a g ∈ I such that L<ls(g) = x2y, then g ≡ x2y (mod I) and
again x2y, y4 ∈ I. Suppose now that dim
C
(R/I) = 6, then L<ls(I) = 〈y2, x3〉 or
L<ls(I) = 〈y3, xy2, x2y, x3〉. In both cases we thus have x2y, y4 ∈ I. However,
in the first case then x2y ∈ L<ls(I), in contradiction to the assumption. While
in the second case we find I = 〈xy2, x2y, 3x2 − y3〉, and dim
C
(I/mI) = 3 contra-
dicts the fact that I is a complete intersection by Lemma 25. Suppose, therefore,
that dim
C
(R/I) = 5. Then L<ls(I) = 〈y2, x2y, x3〉, or L<ls(I) = 〈y3, xy2, x2〉, or
L<ls(I) = 〈y3, xy, x3〉. In the first case, we know already that y4, x2y ∈ I. Look-
ing once more on (1.2) we consider the cases a = 0 and a 6= 0. If a = 0, then
yg ≡ y3 (mod I), and thus y3 ∈ I, which in turn implies x2 ∈ I. Similarly, if
a 6= 0, then xg ≡ ax2 (mod I) implies x2 ∈ I. But then also x2 ∈ L<ls(I), in
contradiction to the assumption. In the second case there is a g ∈ I such that
g ≡ x2 + ax2y (mod I), and thus yg ≡ x2y ∈ I. But then also x2 ∈ I and y3 ∈ I,
so that I = 〈y3, xy2, x2〉. However, dim
C
(I/mI) = 3 contradicts again the fact
that I is a complete intersection. Finally in the third case there is a g ∈ I with
g ≡ xy + ax2 + bx2y (mod I), and thus xg ≡ x2y (mod I) implies x2y ∈ I and then
xy + ax2 ∈ I. Therefore, I = 〈xy + ax2, 3x2 − y3〉, and for for h ∈ I and for generic
b, c ∈ C we have i(f, h) ≥ i(x, h)+ i(x2−y3, b ·(xy+ax2)+c ·(3x2−y3)) ≥ 3+5 = 8,
in contradiction to (1.1).
Finally, if Sk = E8 with representative f = x3− y5 and Iea(f) = 〈x2, y4〉, we get for
dim
C
(R/I) ≤ 5 that λα(f ; I, g) ≤ (5+α)2 ≤ (8+2α)
2
2
. It therefore remains to exclude
the cases dim
C
(R/I) ∈ {6, 7}. If dim
C
(R/I) = 7 then L<ds(I) = 〈x2, y4, xy3〉. But
then H0R/L<ds (I)
(3) = 2 and H0R/L<ds (I)
(4) = 0 are in contradiction to Lemma 24.
And if dim
C
(R/I) = 6, then L<ls(I) = 〈y3, x2〉 or L<ls(I) = 〈y4, xy2, x2〉. In the
first case there is some g ∈ I such that g ≡ y3 + ax + bxy + cxy2 + dxy3 (mod I),
and thus xg ≡ xy3 (mod I) and xy3 ∈ I. But then yg ≡ axy + bxy2 (mod I) and
hence axy + bxy2 ∈ I. Since neither xy ∈ L<ls(I) nor xy2 ∈ L<ls(I), we must have
a = 0 = b. Therefore, g ≡ y3+cxy2 (mod I) and I = 〈x2, y3+cxy2〉, which for h ∈ I
and a, b ∈ C generic gives i(f, g) ≥ i(x3−y4, ax2+b·(y3+cxy2)) ≥ 8, in contradiction
to (1.1). In the second case, there is g ∈ I such that g ≡ xy2 + axy3 (mod I),
therefore yg ≡ xy3 (mod I) and xy3 ∈ I. But then xy2 ∈ I and I = 〈y4, xy2, x2〉.
This, however, is not a complete intersection, since dim
C
(I/mI) = 3, in contradiction
to the assumption.
This finishes the proof. 
Proposition 12 ((Ordinary Multiple Points))
Let α be a rational number with 0 ≤ α ≤ 1, and let Mk denote the topological
singularity type of an ordinary k-fold point with k ≥ 3. Then
γesα (Mk) = 2 · (k − 1 + α)2.
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In particular
γesα (Mk) > (1 + α)
2 · τ esci (Mk).
Proof: Note that for any representative f of Mk we have
Ies(f) = Iea(f) +mk =
〈
∂fk
∂x
,
∂fk
∂y
〉
+mk,
where fk is the homogeneous part of degree k of f , so that we may assume f to be
homogeneous of degree k.
If I is a complete intersection ideal with mk ⊂ Ies(f) ⊆ I, then by Lemma 28
dim
C
(R/I) ≤ (k −mult(I) + 1) ·mult(I).
We note moreover that for any g ∈ I
i(f, g) ≥ mult(f) ·mult(g) ≥ k ·mult(I),
and that for a fixed I we may attain an upper bound for λα(f ; I, g) by replacing
i(f, g) by a lower bound for i(f, g).
Hence, if mult(I) ≥ 2, we have
λα(f ; I, g) ≤
(
k − (1− α) · (mult(I)− 1))2 ·mult(I)2
mult(I) · (mult(I)− 1) ≤ 2 · (k − 1 + α)2, (1.3)
while dim
C
(R/I) ≤ k − 1 for mult(I) = 1 and the above inequality (1.3) is still
satisfied. To see dim
C
(R/I) ≤ k − 1 for mult(I) = 1 note that the ideal I contains
an element g of order 1 with g1 = ax + by as homogeneous part of degree 1 and
the partial derivatives of f ; applying a linear change of coordinates we may assume
g1 = x and f =
∏k
i=1(x − aiy) with pairwise different ai, and we may consider the
negative degree lexicographical monomial ordering > giving preference to y; if some
ai = 0, then L>
(
∂f
∂x
)
= yk−1, while otherwise L>
(
∂f
∂y
)
= yk−1, so that in any case
〈x, yk−1〉 ⊆ L>(I), and by Proposition 18 therefore dimC(R/I) = dimC
(
R/L>(I)
) ≤
dim
C
(R/〈x, yk−1〉) = k − 1.
Equation (1.3) together with Lemma 28 shows
γesα (Mk) ≤ 2 · (k − 1 + α)2.
On the other hand, considering the representative f = xk − yk, we have
Ies(f) = 〈xk−1, yk−1, xayb | a + b = k〉,
and I = 〈yk−1, x2〉 is a complete intersection ideal containing Ies(f). Moreover,
i
(
f, x2
)
= 2k, dim
C
(R/I) = 2 · (k − 1), thus
γesα (Mk) ≥
(
α · i(f, x2) + (1− α) · dim
C
(R/I)
)2
i
(
f, x2
)− dim
C
(R/I)
= 2 · (k − 1 + α)2.
The “in particular” part then follows right away from Corollary 29. 
Since a convenient semi-quasihomogeneous power series of multiplicity 2 defines an
Ak-singularity and one with a homogeneous leading term defines an ordinary mul-
tiple point, the following proposition together with the previous two gives upper
bounds for all singularities defined by a convenient semi-quasihomogeneous repre-
sentative.
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Proposition 13 ((Semiquasihomogeneous Singularities))
Let Sp,q be a singularity type with a convenient semi-quasihomogeneous representa-
tive f ∈ R, q > p ≥ 3.
Then γesα (Sp,q) ≥ (
q−(1−α)·⌊ qp⌋)2
⌊ qp⌋ ≥
q·(p−1+α)2
p
and we obtain the following upper bound
for γesα (f):
p, q γesα (f)
q ≥ 39 ≤ 3 · (q − 2 + α)2
q
p
∈ (1, 2) ≤ 3 · (q − 1 + α)2
q
p
∈ [2, 4) ≤ 2 · (q − 1 + α)2
q
p
∈ [4,∞) ≤ (q − 1 + α)2
Proof: To see the claimed lower bound for γesα (Sp,q) recall that (see [GLS05])
Ies(f) =
〈
∂f
∂x
, ∂f
∂y
, xαyβ
∣∣ αp+ βq ≥ pq〉. (1.4)
In particular, Ies(f) ⊆ 〈y, xq−⌊ qp ⌋〉, dim
C
(R/I) = q − ⌊ q
p
⌋
and i(f, y) = q, which
implies the claim.
Let now I be a complete intersection ideal with Ies(f) ⊆ I. Applying Lemma 28
and d(I) ≤ q, we first of all note that
(1 + α)2 · dim
C
(R/I) ≤ (1 + α)
2 · (q + 1)2
4
≤ 2 · (q − 1 + α)2.
Moreover, if q
p
≥ 3, then
(1 + α)2 · dim
C
(R/I) ≤ (1 + α)
2 · (q2 + 4q + 3)
6
≤ (q − 1 + α)2.
since dim
C
(R/I) ≤ dim
C
(
R/Ies(f)
) ≤ (p+1)·(q+1)
2
by (1.4).
It therefore suffices to show
λα(f ; I, g) ≤


3 · (q − 2 + α)2, if q ≥ 39,
3 · (q − 1 + α)2, if q
p
∈ (1, 2),
2 · (q − 1 + α)2, if q
p
∈ [2, 4),
(q − 1 + α)2, if q
p
∈ [4,∞),
(1.5)
where g ∈ I with i(f, g) ≤ 2 · dim
C
(R/I). Recall that
λα(f ; I, g) =
(
α · i(f, g) + (1− α) · dim
C
(R/I)
)2
i(f, g)− dim
C
(R/I)
.
Fixing I and considering λα(f ; I, g) as a function in i(f, g), where due to (1.12)
the latter takes values between dim
C
(R/I) + 1 and 2 · dim
C
(R/I), we note that
the function is monotonously decreasing. In order to calculate an upper bound for
λα(f ; I, g) we may therefore replace i(f, g) by some lower bound, which still exceeds
dim
C
(R/I) + 1. Having done this we may then replace dim
C
(R/I) by an upper
bound in order to find an upper bound for λ(f ; I, g).
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Note that for q ≥ 39 we have
54
19
· (q − 1 + α)2 ≤ 3 · (q − 2 + α)2. (1.6)
Fix I and g, and let L(p,q)(g) = x
AyB be the leading term of g w. r. t. the weighted
ordering <(p,q) (see Definition 16). By Remark 32 we know
i(f, g) ≥ Ap +Bq. (1.7)
Working with this lower bound for i(f, g) we reduce the problem to find suitable
upper bounds for dim
C
(R/I). For this purpose we may assume that L(p,q)(g) is
minimal, and thus, in particular, B ≤ mult(I).
If A = 0, in view of Remark 26 we therefore have
B = mult(I) ≤ d(I) + 1
2
≤ q + 1
2
,
and thus by Lemma 28 then
dim
C
(R/I) ≤ B · (q −B + 1). (1.8)
Moreover, for A = 0 Lemma 34 applies with h = g and we get
dim
C
(R/I) ≤ B · q − 1−
B−1∑
i=1
⌊
qi
p
⌋ ≤ B · q − 1− ⌊q
p
⌋
· B · (B − 1)
2
. (1.9)
Since xαyβ ∈ I for αp + βq ≥ pq, we may assume Ap + Bq ≤ pq. But then, since
dim
C
(R/I) ≤ dim
C
R
/〈
∂f
∂y
, g, xαyβ | αp + βq ≥ pq〉, we may apply Lemma 35 with
h = ∂f
∂y
and C = p− 1. This gives
dim
C
(R/I) ≤ Ap+Bq − AB −
A−1∑
i=1
⌊
pi
q
⌋− B−1∑
i=1
⌊
qi
p
⌋−min{A, ⌈ q
p
⌉}
, (1.10)
and if B = 0 we get in addition
dim
C
(R/I) ≤ A · (p− 1). (1.11)
Finally note that by Lemma 3
i(f, g) > dim
C
(R/I). (1.12)
Let us now use the inequalities (1.6)-(1.12) to show (1.5). For this we have to
consider several cases for possible values of A and B.
Case 1: A = 0, B ≥ 1.
If B = 1, then by (1.9) and (1.12) we have λα(f ; I, g) ≤ (q − 1 + α)2.
We may thus assume that B ≥ 2. By (1.7) and (1.8)
λα(f ; I, g) ≤
B2 · (q − (1− α) · (B − 1))2
B · (B − 1) ≤ 2 · (q − 1 + α)
2.
If, moreover, q
p
≥ 3, then we may apply (1.9) to find
λα(f ; I, g) ≤
B2 · (q − (1− α) · (B − 1))2⌊
q
p
⌋ · B·(B−1)
2
+ 1
≤ (q − 1 + α)2.
Taking (1.6) into account, this proves (1.5) in the case A = 0 and B ≥ 1.
Case 2: A = 1, B ≥ 1.
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From (1.10) we deduce
dim
C
(R/I) ≤ B · (q − 1) + (p− 1)− ⌊ q
p
⌋ · B·(B−1)
2
.
Since p−1+α
q−1+α
≤ p
q
we thus get
λα(f ; I, g) ≤
(
B + p−1+α
q−1+α
)2
B +
⌊
q
p
⌋ · B·(B−1)
2
+ 1
· (q − 1 + α)2
≤


(B+ 1
3
)2
3B2
2
−B
2
+1
· (q − 1 + α)2 ≤ (q − 1 + α)2, if q
p
≥ 3,
(B+ 1
2
)2
B2+1
· (q − 1 + α)2 ≤ 5
4
· (q − 1 + α)2, if q
p
≥ 2,
2 · (B+1)2
B2+B+2
· (q − 1 + α)2 ≤ 16
7
· (q − 1 + α)2, if q
p
> 1.
Once more we are done, since 16
7
≤ 54
19
.
Case 3: A ≥ 2, B ≥ 1.
Note that ⌊r⌋ ≥ r − 1 for any rational number r, and set s = q
p
, then by (1.10)
dim
C
(R/I) ≤ Ap+Bq−(A−1)·(B−1)−A · (A− 1)
2s
−s · B · (B − 1)
2
−1−min {A, ⌈s⌉}.
This amounts to
λα(f ; I, g) ≤(
Ap +Bq − (1− α) · ((A− 1) · (B − 1) + A·(A−1)
2s
+ s·B·(B−1)
2
+ 1 +min{A, ⌈s⌉}))2
(A− 1) · (B − 1) + A·(A−1)
2s
+ s·B·(B−1)
2
+ 3
≤
(
A · (p− 1 + α) +B · (q − 1 + α))2
(A− 1) · (B − 1) + A·(A−1)
2s
+ s·B·(B−1)
2
+ 3
≤ ϕ(A,B) · (q − 1 + α)2,
where
ϕ(A,B) =
(
A
s
+B
)2
(A− 1) · (B − 1) + A·(A−1)
2s
+ s·B·(B−1)
2
+ 3
.
For the last inequality we just note again that p−1+α
q−1+α
≤ p
q
= 1
s
, while for the second
inequality a number of different cases has to be considered. We postpone this for a
moment.
In order to show (1.5) in the case A ≥ 2 and B ≥ 1 it now suffices to show
ϕ(A,B) ≤


54
19
, if s ≥ 1,
2, if s ≥ 2,
1, if s ≥ 4.
(1.13)
Elementary calculus shows that for B ≥ 1 fixed the function [2,∞) → R : A 7→
ϕ(A,B) takes its maximum at
A = max
{
2,
16− 3B
2 + 1
s
}
.
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If B ≤ 3, then the maximum is attained at A = 16−3B
2+ 1
s
, and
ϕ(A,B) ≤ ϕ
(
16− 3B
2 + 1
s
, B
)
=
8sB − 8B + 64
4s2B − 4s2 − 4sB + 28s− 1 .
Again elementary calculus shows that the function B 7→ ϕ
(
16−3B
2+ 1
s
, B
)
is monotonously
decreasing on [1, 3] and, therefore,
ϕ(A,B) ≤ ϕ
(
13
2 + 1
s
, 1
)
=
8s+ 56
24s− 1 =: ψ1(s).
Since also the function ψ1 is monotonously decreasing on [1,∞) and ψ1(1) = 6423 ≤ 5419 ,
ψ1(2) =
72
47
≤ 2 and ψ1(4) = 8895 ≤ 1 Equation (1.13) follows in this case.
As soon as B ≥ 4 the maximum for ϕ(A,B) is attained for A = 2 and
ϕ(A,B) ≤ ϕ(2, B) = 2 · (sB + 2)
2
s3B2 − s3B + 2s2B + 4s2 + 2s.
Once more elementary calculus shows that the functionB 7→ ϕ(2, B) is monotonously
decreasing on [4,∞). Thus
ϕ(A,B) ≤ ϕ(2, 4) = 4 · (1 + 2s)
2
6s3 + 6s2 + s
=: ψ2(s).
Applying elementary calculus again, we find that the function ψ2 is monotonously
decreasing on [1,∞), so that we are done since ψ2(1) = 3613 ≤ 5419 , ψ2(2) = 5037 ≤ 2 and
ψ2(4) =
81
121
≤ 1.
Let us now come back to proving the missing inequality above. We have to show
A+B ≤ (A− 1) · (B − 1) + A · (A− 1)
2s
+
s · B · (B − 1)
2
+ 1 + min
{
A, ⌈s⌉},
or equivalently
A · (A− 1)
2s
+
s · B · (B − 1)
2
+ 2 + min
{
A, ⌈s⌉} + AB − 2A− 2B ≥ 0.
If B ≥ 2, then AB ≥ 2A and s·B·(B−1)
2
+ 2 +min
{
A, ⌈s⌉} ≥ 2B, so we are done. It
remains to consider the case B = 1, and we have to show
A2 − A− 2sA+ 2s ·min{A, ⌈s⌉} ≥ 0.
If A ≤ ⌈s⌉ or A = 2 this is obvious. We may thus suppose that A > ⌈s⌉ and A ≥ 3.
Since A
2
3
≥ A it remains to show
2A2
3
− 2sA+ 2s · ⌈s⌉ ≥ 0.
For this
2A2
3
− 2sA+ 2s · ⌈s⌉ ≥


2A2
3
− 2sA ≥ 0, if A ≥ 3s,
2A2
3
− 4sA
3
≥ 0, if 2s ≤ A ≤ 3s,
2A2
3
− sA ≥ 0, if 3s
2
≤ A ≤ 2s,
2A2
3
− 2sA
3
≥ 0, if ⌈s⌉ ≤ A ≤ 3s
2
.
Case 4: A ≥ 1, B = 0.
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Applying (1.10) and (1.11) we get
λα(f ; I, g) ≤


A2·(p−1+α)2
A
≤


A
s2
· (q − 1 + α)2
A · (q − 2 + α)2

 for any A, and
A2·(p−1+α)2∑A−1
i=1 ⌊
pi
q
⌋+min{A,⌈ q
p
⌉}
≤ ϕν,s(A) · (q − 1 + α)2, if A ≥ 3,
where
ϕν,s(A) =
A2
s2
A·(A−1)
2s
− (A− 1) + ν
=
2A2
sA2 − (2s2 + s) · A+ 2 · (ν + 1) · s2
with ν = 2 for s ∈ (1, 2] and ν = 3 for s ∈ (2,∞).
In particular, due to the first two inequalities we may thus assume that
A >


3, if q ≥ 39,
3s2, if s ∈ (1, 2),
2s2, if s ∈ [2, 4),
s2, if s ∈ [4,∞).
Note that ϕ3,s(A) ≤ 1 for s ≥ 4, since
A ≥ s2 = 9s
2
16
+
7s2
16
≥ s · (1 + 2s)
2 · (s− 2) +
s
s− 2 ·
√
s2 − 3s+ 33
4
.
This gives (1.5) for s ≥ 4.
If now s ∈ (2, 4), then ϕ3,s is monotonously decreasing on
[
2s2,∞), as is s 7→
ϕ3,s
(
2s2
)
on [2, 4), and thus
ϕ3,s(A) ≤ ϕ3,s
(
2s2
)
=
4s2
2s3 − 2s2 − s+ 4 ≤
8
5
≤ 2,
while for s = 2 the function ϕ2,2 is monotonously decreasing on [8,∞) and thus
ϕ2,2(A) ≤ 169 ≤ 2. This finishes the case s ∈ [2, 4).
Let’s now consider the case s ∈ (1, 2) and q ≥ 39 parallel. Applying elemen-
tary calculus, we find that ϕ2,s takes its maximum on [3,∞) at A = 12s1+2s and is
monotonously decreasing on
[
12s
1+2s
,∞). Moreover, the function s 7→ ϕ2,s( 12s1+2s) is
monotonously decreasing on (1, 2). If s ≥ 7
6
, then
ϕ2,s(A) ≤ ϕ2,s
(
12s
1+2s
) ≤ ϕ2, 7
6
(
21
5
)
=
54
19
.
Due to (1.6) it thus remains to consider the case s ∈ (1, 7
6
)
and A > 3. If A ≥ 8,
then
ϕ2,s(A) ≤ ϕ2,1(8) = 64
23
≤ 54
19
,
since the function s 7→ ϕ2,s(8) is monotonously decreasing on [1, 2).
So, we are finally stuck with the case A ∈ {4, 5, 6, 7} and 1 ≤ q
p
= s ≤ 7
6
. We
want to apply Lemma 28. For this we note first that by Lemma 36 in our situation
d(I) ≤ p + 1 and A = mult(I) ≤ p+2
2
. But then
dim
C
(R/I) ≤ A · (p− A+ 2)
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and thus,
λα(f ; I, g) ≤
A2 · (p− (1− α) · (A− 2))2
A · (A− 2) ≤
A
(A− 2) · (q−2+α)
2 ≤ 2 · (q−2+α)2.
This finishes the proof. 
Remark 14
In the proof of the previous proposition we achieved for almost all cases λα(f ; I, g) ≤
54
19
· (q − 1 + α)2, apart from the single case L<(p,q)(g) = x3. The following example
shows that indeed in this case we cannot, in general, expect any better coefficient
than 3. More precisely, the example shows that the bound
3 · (q − 2 + α)2
is sharp for the family of singularities given by xq − yq−1, q ≥ 39. A closer investi-
gation should allow to lower the bound on q, but we cannot get this for all q ≥ 4,
as the example of E6 and E8 show.
Moreover, we give series of examples for which the bound (q − 1 + α)2 is sharp,
respectively for which 2 · (q − 1 + α)2 is a lower bound.
Example 15
Throughout these examples q > p ≥ 3 are integers.
(a) Let f = xq − yq−1, then γesα (f) ≥ 3 · (q − 2 + α)2. In particular, for q ≥ 39,
γesα (f) = 3 · (q − 2 + α)2.
For this we note that I = 〈x3, yq−2〉 is a complete intersection ideal in R
with Ies(f) =
〈
xq−1, yq−2, xαyβ
∣∣ α · (q − 1) + βq ≥ q · (q − 1)〉 ⊆ I, since
2 · (q − 1) + (q − 3) · q = q2 − q − 2 < q · (q − 1) and thus x2yq−3 6∈ Ies(f).
This also shows that the monomial xiyj with 0 ≤ i ≤ 2 and 0 ≤ j ≤ q − 3
form a C-basis of R/I, so that dim
C
(R/I) = 3q− 6. Since i(f, x3) = 3q − 3,
the claim follows.
(b) Let q
p
< 2 and f = xq − yp, then
γesα (f) ≥ 2 · (q − 1 + α)2.
By the assumption on p and q we have (q− 2) · p+ q < pq and hence xq−2y 6∈
Ies(f). Thus Ies(f) =
〈
xq−1, yp−1, xαyβ
∣∣ αp + βq ≥ pq〉 ⊆ I = 〈y2, xq−1〉,
and we are done since dim
C
(R/I) = 2q − 2 and i(f, y2) = 2q.
(c) Let f ∈ R be convenient, semi-quasihomogeneous of ord(p,q)(f) = pq, and
suppose that in f no monomial xky, k ≤ q − 2, occurs (e. g. f = xq − yp),
then γesα (f) ≥ (q − 1 + α)2. In particular, if qp ≥ 4, then
γesα (f) = (q − 1 + α)2.
By the assumption, Ies(f) ⊆ I = 〈xq−1, y〉, since ∂f
∂x
≡ xq−1 ·u(x) (mod y) for
a unit u and ∂f
∂y
≡ 0 (mod 〈y, xq−1〉). Hence we are done since dim
C
(R/I) =
q − 1 and i(f, y) = q.
(d) Let f = y3− 3x8y+3x12, then f does not satisfy the assumptions of (c), but
still γesα (f) = (11 + α)
2 = (q − 1 + α)2.
For this note that I = 〈y − x4, x11〉 contains Ies(f), dim
C
(R/I) = 11 and
i
(
f, y − x4) = 12.
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(e) Let f = 7y3 + 15x7 − 21x5y, then f is semi-quasihomogeneous with weights
(p, q) = (3, 7) and convenient, but γes0 (f) ≤ 25 < 36 = (q − 1)2. This shows
that (q − 1)2 is not a general lower bound for γes0 (Sp,q).
We note first that Ies(f) = 〈x7, y2 − x5, x6 − x4y〉 is not a complete in-
tersection and dim
C
(
R/Ies(f)
)
= 11. Let now I be a complete intersection
ideal with Ies(f) ⊂ I and let h ∈ I such that L<(3,7)(h) = xAyB is minimal,
in particular, ord(3,7)(h) = 3A + 7B is minimal. Then dimC(R/I) ≤ 10 and
i(f, g) ≥ 3A+ 7B for all g ∈ I.
If, therefore, 3A + 7B ≥ 14, then
dim
C
(R/I)2
i(f, g)− dim
C
(R/I)
≤ 25.
We may thus assume that 3A+ 7B ≤ 13, in particular B < 2. If B = 0, and
hence A ≤ 4, then by Lemma 35 dim
C
(R/I) ≤ 2A, so that
dim
C
(R/I)2
i(f, g)− dim
C
(R/I)
≤ 4A ≤ 16.
Similarly, if B = 1 and A = 2, then by the same Lemma dim
C
(R/I) ≤ 9 and
i(f, g) ≥ 13, so that
dim
C
(R/I)2
i(f, g)− dim
C
(R/I)
≤ 81
4
.
So it remains to consider the case B = 1 and A ∈ {0, 1}. That is h = xAy+h′
with ord(3,7)(h
′) ≥ 9+3A. Consider the ideal J = 〈xαyβ ∣∣ 3α+7β ≥ 21〉 ⊆ I.
Then x4−A · h ≡ x4y (mod J), and thus x6 − x4y ≡ x6 (mod 〈h〉 + J),
i. e. 〈h, x6 − x4y〉 + J = 〈h, x6〉 + J . Moreover, x6 6∈ 〈h〉 + J , so that
dim
C
(
R
/〈g, x6−x4y〉+J) ≤ 6+A. If we can show that 〈g, x6−x4y〉+J $ I,
then
dim
C
(R/I)2
i(f, g)− dim
C
(R/I)
≤ (5 + A)
2
3A+ 7− 5−A ≤
25
2
.
We are therefore done, once we know that y2−x5 6∈ 〈g, x6〉+J . Suppose there
was a g such that gh = y2−x5 (mod 〈x6〉+J). Then y2 = L<(3,7)(g)·L<(3,7)(h),
which in particular means A = 0 and L<(3,7)(h) = L<(3,7)(g) = y. But then the
coefficients of 1, x and x2 in h and g must be zero, so that x5 cannot occur with
a non-zero coefficient in the product. This gives the desired contradiction.
2. Local Monomial Orderings
Throughout the proofs of the auxilary statements in Section 4 we make use of some
results from computer algebra concerning properties of local monomial orderings.
In this section we recall the relevant definitions and results.
Definition 16
Amonomial ordering is a total ordering < on the set of monomials
{
xαyβ
∣∣ α, β ≥ 0}
such that for all α, β, γ, δ, µ, ν ≥ 0
xαyβ < xγyδ =⇒ xα+µyβ+ν < xγ+µyδ+ν.
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A monomial ordering < is called local if 1 > xαyβ for all (α, β) 6= (0, 0), and it is a
local degree ordering if
α + β > γ + δ =⇒ xαyβ < xγyδ.
Finally, if < is any local monomial ordering, then we define the leading monomial
L<(f) with respect to < of a non-zero power series f ∈ R to be the maximal
monomial xαyβ such that the coefficient of xαyβ in f does not vanish. For f = 0,
we set L<(f) := 0.
If I ✂ R is an ideal in R, then L<(I) = 〈L<(f) | f ∈ I〉 is called its leading ideal.
We will give now some examples of local monomial orderings which are used in the
proofs.
Example 17
Let α, β, γ, δ ≥ 0 be integers.
(a) The negative lexicographical ordering <ls is defined by the relation
xαyβ <ls x
γyδ :⇐⇒ α > γ or (α = γ and β > δ).
(b) The negative degree reverse lexicographical ordering <ds is defined by the
relation
xαyβ <ds x
γyδ :⇐⇒ α + β > γ + δ or (α + β = γ + δ and β > δ).
(c) If positive integers p and q are given, then we define the local weighted degree
ordering <(p,q) with weights (p, q) by the relation
xαyβ <(p,q) x
γyδ :⇐⇒ αp+ βq > γp+ δq or
(αp+ βq = γp+ δq and β < δ).
We note that <ds is a local degree ordering, while <ls is not and <(p,q) is if and only
if p = q.
Let us finally recall some useful properties of local orderings (see e. g. [GrP02]
Corollary 7.5.6 and Proposition 5.5.7).
Proposition 18
Let < be any local monomial ordering, and let I be a zero-dimensional ideal in R.
(a) The monomials of R/L<(I) form a C-basis of R/I. In particular
dim
C
(R/I) = dim
C
(
R/L<(I)
)
.
(b) If < is a degree ordering, then the Hilbert Samuel functions of R/I and of
R/L<(I) coincide (see Definition 19, and see also Remark 21).
3. The Hilbert Samuel Function
A useful tool in the study of the degree of zero-dimensional schemes and their
subschemes is the Hilbert Samuel function of the structure sheaf, that is of the
corresponding Artinian ring.
Definition 19
Let I ✁ R be a zero-dimensional ideal.
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(a) The function
H1R/I : Z→ Z : d 7→

 dimC
(
R
/
(I +md+1)
)
, d ≥ 0,
0, d < 0,
is called the Hilbert Samuel function of R/I.
(b) We define the slope of the Hilbert Samuel function of R/I to be the function
H0R/I : N→ N : d 7→ H1R/I(d)−H1R/I(d− 1).
Thus
H0R/I(d) = dimC
(
m
d
/
((I ∩md) +md+1)),
is just the number d + 1 of linearly independent monomials of degree d in
m
d, minus the number of linearly independent monomials of degree d in(
I ∩md)+md+1.
Note that if m = m/I denotes the maximal ideal of R/I and Grm(R/I) =⊕
d≥0m
d/md+1 the associated graded ring, then
H0R/I(d) = dimC
(
m
d/md+1
)
is just the dimension of the graded piece of degree d of Grm(R/I).
(c) Finally, we define the multiplicity of I to be
mult(I) := min
{
mult(f)
∣∣ 0 6= f ∈ I},
and the degree bound of I as
d(I) := min
{
d ∈ N ∣∣ md ⊆ I}.
Let us gather some straight forward properties of the slope of the Hilbert Samuel
function.
Lemma 20
Let J ⊆ I ✁R be zero-dimensional ideals.
(a) H0R/I(d) = d+ 1 for all 0 ≤ d < mult(I).
(b) H0R/I(d) ≤ H0R/I(d− 1) for all d ≥ mult(I).
(c) H0R/I(d) ≤ mult(I).
(d) H0R/I(d) = 0 for all d ≥ d(I) and H0R/I 6= 0 for all d < d(I). In particular
dim
C
(R/I) =
d(I)−1∑
d=0
H0R/I(d).
(e) H0R/I(d) ≤ H0R/J (d) for all d ∈ N.
(f) d(I) and mult(I) are completely determined by H0R/I .
Proof: For (a) we note that I ⊆ md for all d ≤ mult(I) and thus H0R/I(d) =
dim
C
(
m
d/md+1
)
= d+ 1 for all 0 ≤ d < mult(I).
By definition we see that H0R/I(d) is just the number of linearly independent mono-
mials of degree d in md, which is d + 1, minus the number of linearly independent
monomials, say m1, . . . , mr, of degree d in
(
I ∩md)+ md+1. We note that then the
set
{xm1, . . . , xmr, ym1, . . . , ymr} ⊆ m ·
(
(I ∩md) +md+1) ⊆ (I ∩md+1)+md+2
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contains at least r + 1 linearly independent monomials of degree d + 1, once r was
non-zero. However, for d = mult(I) and g = gd + h.o.t ∈ I with homogeneous part
gd 6= 0 of degree d, we have gd ∈
(
I ∩md)+md+1, that is, d = mult(I) is the smallest
integer d for which there is a monomial of degree d in
(
I ∩ md) + md+1. Thus for
d ≥ mult(I)− 1
H0R/I(d+ 1) ≤ (d+ 2)− (r + 1) = d+ 1− r = H0R/I(d),
which proves (b), while (c) is an immediate consequence of (a) and (b).
If d ≥ d(I), then H1R/I(d) = dimC(R/I) is independent of d, and hence H0R/I(d) = 0
for all d ≥ d(I). In particular,
d(I)−1∑
i=0
H0R/I(d) = H
1
R/I(d(I)− 1)−H1R/I(−1) = dimC(R/I).
Moreover, md(I)−1 + I 6= I = I +md(I), so that H0R/I
(
d(I)− 1) 6= 0, and by (b) then
H0R/I(d) 6= 0 for all d < d(I). This proves (d), and (e) and (f) are obvious. 
Remark 21
Let < be a local degree ordering on R, then the Hilbert Samuel functions of R/I
and of R/L<(I) coincide by Proposition 18, and hence we have as well
H0R/I = H
0
R/L<(I), d(I) = d
(
L<(I)
)
, and mult(I) = mult
(
L<(I)
)
,
since by the previous lemma the multiplicity and the degree bound only depend on
the slope of the Hilbert Samuel function.
Remark 22
The slope of the Hilbert Samuel function of R/I gives rise to a histogram as the
graph of the function H0R/I . By the Lemma 20 we know that up to mult(I)− 1 the
histogram is just a staircase with steps of height one, and from mult(I)−1 on it can
only go down, which it eventually will do until it reaches the value zero for d = d(I).
This means that we get a histogram of form shown in Figure 1.
H0R/I(d)
dd(I)mult(I)
mult(I)
Figure 1. The histogram of H0R/I for a general ideal I.
Note also, that by Lemma 20 (a) the area of the histogram is just dim
C
(R/I)!
Example 23
In order to understand the slope of the Hilbert Samuel function better, let us consider
some examples.
(a) Let f = x2 − yk+1, k ≥ 1, and let I = Iea(f) = 〈x, yk〉 the equisingularity
ideal of an Ak-singularity. Then d(I) = k, mult(I) = 1 and dimC(R/I) = k.
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k
Figure 2. The histogram of H0R/I for an Ak-singularity
(b) Let f = x2y − yk−1, k ≥ 4, and let I = Iea(f) = 〈xy, x2 − (k − 1) · yk−2〉
the equisingularity ideal of a Dk-singularity. Then x
3, xy, yk−1 ∈ I, and thus
m
k−1 ⊂ I, which gives d(I) = k − 1, mult(I) = 2 and dim
C
(R/I) = k, which
shows that the bound in Lemma 28 need not be obtained.
k − 1
Figure 3. The histogram of H0R/I for a Dk-singularity
(c) Let f = x3 − y4 and let I = Iea(f) = 〈x2, y3〉 the equisingularity ideal of an
E6-singularity. Then d(I) = 4, mult(I) = 2 and dimC(R/I) = 6.
Let f = x3 − xy3 and let I = Iea(f) = 〈3x2 − y3, xy2〉 the equisingularity
ideal of an E7-singularity. Then x
3, xy2, y5 ∈ I, and thus m5 ⊂ I, which gives
d(I) = 5, mult(I) = 2 and dim
C
(R/I) = 7.
Let f = x3 − y5 and let I = Iea(f) = 〈x2, y4〉 the equisingularity ideal of an
E8-singularity. Then d(I) = 6, mult(I) = 2 and dimC(R/I) = 8.
4 5 6
Figure 4. The histogram of H0R/I for E6, E7 and E8.
(d) Let I = 〈x3, x2y, y3〉, then d(I) = 4, mult(I) = 3 and dim
C
(R/I) = 7.
4
Figure 5. The histogram of H0R/I for I = 〈x3, x2y, y3〉.
The following result providing a lower bound for the minimal number of generators
of a zero-dimensional ideal in R is due to A. Iarrobino.
Lemma 24
Let I ✁ R be a zero-dimensional ideal. Then I cannot be generated by less than
1 + sup
{
H0R/I(d− 1)−H0R/I(d)
∣∣ d ≥ mult(I)} elements.
In particular, if I is a complete intersection ideal then for d ≥ mult(I)
H0R/I(d− 1)− 1 ≤ H0R/I(d) ≤ H0R/I(d− 1).
20 THOMAS KEILEN AND CHRISTOPH LOSSEN
Proof: See [Iar77] Theorem 4.3 or [Bri77] Proposition III.2.1. 
Moreover, by the Lemma of Nakayama and Proposition 18 we can compute the
minimal number of generators for a zero-dimensional ideal exactly.
Lemma 25
Let I✁R be zero-dimensional ideal and let < denote any local ordering on R. Then
the minimal number of generators of I is
dim
C
(I/mI) = dim
C
(
R/L<(I)
)− dim
C
(
R/L<(mI)
)
.
Remark 26
If we apply Lemma 24 to a zero-dimensional complete intersection ideal I✁R, i. e. a
zero-dimensional ideal generated by two elements, then we know that the histogram
of H0R/I will be as shown in Figure 6; that is, up to the value d = mult(I) the
d(I)mult(I)
mult(I)
Figure 6. The histogram of H0R/I for a complete intersection.
histogram of H0R/I is an ascending staircase with steps of height and length one,
then it remains constant for a while, and finally it is a descending staircase again
with steps of height one, but a possibly longer length. In particular we see that
mult(I) ≤


d(I)+1
2
, if d(I) is odd,
d(I)
2
, if d(I) is even.
(3.1)
Example 27
Let I = mk for k ≥ 1. Then d(I) = mult(I) = k and dim
C
(R/I) =
(
k+1
2
)
.
k
k
Figure 7. The histogram of H0R/mk . The shaded region is the max-
imal possible value of dim
C
(R/I) for a complete intersection ideal I
containing mk.
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Lemma 28
Let I ✁R be a zero-dimensional complete intersection ideal, then
dim
C
(R/I) ≤ ( d(I)−mult(I) + 1) ·mult(I).
In particular
dim
C
(R/I) ≤


(d(I)+1)2
4
, if d(I) odd,
d(I)2+2d(I)
4
, if d(I) even.
Proof: By Remark 22 we have to find an upper bound for the area A of the his-
togram of H0R/I . This area would be maximal, if in the descending part the steps
had all length one, i. e. if the histogram was as shown in Figure 8. Since the two
H0R/I(d)
dd(I)mult(I) d(I)−mult(I)
mult(I)
Figure 8. Maximal possible area.
shaded regions have the same area, we get
A ≤ ( d(I)−mult(I) + 1) ·mult(I).
Consider now the function
ϕ :
[
mult(I), d(I)+1
2
]
−→ R : x 7→ ( d(I)− x+ 1) · x,
then this function is monotonously increasing, which finishes the proof in view of
Equation (3.1). 
Corollary 29
For an ordinary m-fold point Mm we have
τ esci (Mm) =


(m+1)2
4
, if m ≥ 3 odd,
m2+2m
4
, if m ≥ 4 even,
1, if m = 2.
Proof: Let f be a representative of Mm. Then
Ies(f) =
〈
∂f
∂x
,
∂f
∂x
〉
+mm,
and as in the proof of Proposition 12 we may assume that f is a homogeneous of
degree m.
In particular, if m = 2, then Ies(f) = m is a complete intersection and τ esci (M2) = 1.
We may therefore assume that m ≥ 3.
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For any complete intersection ideal I with mm ⊂ Ies(f) ⊆ I we automatically have
d(I) ≤ m, and by Lemma 28
τ esci (f) ≤


(m+1)2
4
, if m odd,
m2+2m
4
, if m ≥ 4 even.
Consider now the representative f = xm − ym. If m = 2k is even, then the ideal
I = 〈xk, yk+1〉 is a complete intersection with Ies(f) ⊂ I and
τ esci (f) ≥ dimC(R/I) = k2 + k =
m2 + 2m
4
.
Similarly, if m = 2k−1 is odd, then the ideal I = 〈xk, yk〉 is a complete intersection
with Ies(f) ⊂ I and
τ esci (f) ≥ dimC(R/I) = k2 =
m2 + 2m+ 1
4
.

Remark 30
Let I ✁ R be any zero-dimensional ideal, not necessarily a complete intersection,
then still
dim
C
(R/I) ≤
(
d(I)− mult(I)− 1
2
)
·mult(I).
Proof: The proof is the same as for the complete intersection ideal, just that we
cannot ensure that the histogram goes down to zero at d(I) with steps of size one.
The dimension is thus bounded by the region of the histogram in Figure 9. 
H0R/I(d)
dd(I)mult(I)
mult(I)
Figure 9. Maximal possible area.
4. Semi-Quasihomogeneous Singularities
Definition 31
A non-zero polynomial of the form f =
∑
α·p+β·q=d aα,βx
αyβ is called quasihomoge-
neous of (p, q)-degree d. Thus the Newton polygon of a quasihomogeneous polyno-
mial has just one side of slope −p
q
.
A quasihomogeneous polynomial is said to be non-degenerate if it is reduced, that is
if it has no multiple factors, and it is said to be convenient if d
p
, d
q
∈ Z and a d
p
,0 and
a0, d
q
are non-zero, that is if the Newton polygon meets the x-axis and the y-axis.
If f = f0 + f1 with f0 quasihomogeneous of (p, q)-degree d and for any monomial
xαyβ occurring in f1 with a non-zero coefficient we have α · p + β · q > d, we say
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that f is of (p, q)-order d, and we call f0 the (p, q)-leading form of f and denote it
by lead(p,q)(f). We denote the (p, q)-order of f by ord(p,q)(f).
A power series f ∈ R is said to be semi-quasihomogeneous with respect to the
weights (p, q) if the (p, q)-leading form is non-degenerate.
Remark 32
Let f ∈ R with deg(p,q)(f) = pq and let f0 denote its (p, q)-leading form.
(a) If gcd(p, q) = r, then f0 has r factors of the form aix
q
r − biy pr , i = 1, . . . , r.
If, moreover, f0 is non-degenerate, then these will all be irreducible and
pairwise different, i. e. not scalar multiples of each other.
(b) If f is irreducible, then f0 has only one irreducible factor, possibly of higher
multiplicity.
(c) If f0 is non-degenerate, then f has r = gcd(p, q) branches f1, . . . , fr, which
are all semi-quasihomogeneous with irreducible (p, q)-leading form aix
q
r−biy pr
for pairwise distinct points (ai : bi) ∈ P1
C
, i = 1, . . . , r.
The characteristic exponents of fi are
q
r
and p
r
for all i = 1, . . . , r, and thus
fi admits a parametrisation of the form(
xi(t), yi(t)
)
=
(
αit
p
r + h.o.t, βit
q
r + h.o.t
)
.
(d) If f0 is non-degenerate, i. e. f is semi-quasihomogeneous, and g ∈ R, then
i(f, g) ≥ ord(p,q)(g).
Proof:
(a) If αp + βq = pq, then p | βq and hence p | βr, so that β · r
p
is a natural
number. Similarly α · r
q
is a natural number. We may therefore consider the
transformation
f0
(
x
r
q , y
r
p
) ∈ C[x, y]r
which is a homogeneous polynomial of degree r. Thus f0
(
x
r
q , y
r
p
)
factors in
r linear factors aix− biy, i = 1, . . . , r, so that f0 factors as
f0 =
r∏
i=1
(
aix
q
r − biy
p
r
)
. (4.1)
Since gcd
(
p
r
, q
r
)
= 1, the factors aix
q
r − biy pr are irreducible once neither ai
nor bi is zero.
If f0 is non-degenerate, then the irreducible factors of f0 are pairwise dis-
tinct. So, ai = 0 implies r = p and still aix
q
r − biy pr = biy irreducible, while
bi = 0 similarly gives r = q and aix
q
r − biy pr = aix irreducible. Thus, in any
case the factors in (4.1) are irreducible and, hence, pairwise distinct.
(b) With the notation from Lemma 33 and the factorisation of f0 from (4.1) we
get
g =
∏r
i=1 aiu
bq
r v
pq
r2 − biu apr v
pq
r2
uapv
pq
r
=
r∏
i=1
(aiu− bi).
By assumption f is irreducible, hence according to Lemma 33 g has at most
one, possibly repeated, zero. But thus the factors of f0 all coincide – up to
scalar multiple.
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(c) The first assertion is an immediate consequence from (a) and (b), while the
“in particular” part follows by Puiseux expansion.
(d) Let g0 be the (p, q)-leading form of g. Using the notation from (c) we have
i(f, g) =
r∑
i=1
i(fi, g) =
r∑
i=1
ord
(
g(xi(t), yi(t))
)
=
r∑
i=1
ord
(
g0
(
αit
p
r , βit
q
r
)
+ h.o.t
)
≥
r∑
i=1
ord(p,q)(g)
r
= ord(p,q)(g).

Lemma 33
Let f ∈ R with ord(p,q)(f) = pq and let f0 denote its (p, q)-leading form. Let
r = gcd(p, q) and a, b ≥ 0 such that qb− pa = r. Finally set
g =
f0
(
ubv
p
r , uav
q
r
)
uapv
pq
r
∈ C[u].
Then the number of different zeros of g is a lower bound for the number of branches
of f .
Proof: See [BrK86] Remark on p. 480. 
The following investigations are crucial for the proof of Proposition 13.
Lemma 34
Let f ∈ R be convenient semi-quasihomogeneous with leading form f0 and ord(p,q)(f) =
pq, let I =
〈
xαyβ
∣∣ αp+ βq ≥ pq〉, and let h ∈ R. Then
dim
C
R/
(〈h〉+ Ies(f)) < dim
C
R/
(〈h〉+ I).
In particular, if L(p,q)(h) = y
B with B ≤ p, then
dim
C
R/〈h〉+ Ies(f) ≤ Bq − 1−
B−1∑
i=1
⌊
qi
p
⌋
.
Proof: As
Ies(f) =
〈
∂f
∂x
, ∂f
∂y
〉
+ I,
it suffices to show that
Ies(f) 6⊆ 〈h〉+ I,
which is the same as showing that not both ∂f
∂x
and ∂f
∂y
belong to 〈h〉+ I.
Suppose the contrary, that is, there are hx, hy ∈ R such that
∂f
∂x
≡ hx · h (mod I) and ∂f∂y ≡ hy · h (mod I).
We note that
lead(p,q)
(
∂f
∂x
)
= ∂f0
∂x
and lead(p,q)
(
∂f
∂y
)
= ∂f0
∂y
,
and none of the monomials involved is contained in I. Therefore
lead(p,q)(hx) · lead(p,q)(h) = ∂f0∂x and lead(p,q)(hy) · lead(p,q)(h) = ∂f0∂y ,
which in particular implies that ∂f0
∂x
and ∂f0
∂y
have a common factor. This, however,
is then a multiple factor of the quasihomogeneous polynomial f0, in contradiction
to f being semi-quasihomogeneous.
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β
α
p
B
q
αp+ βq ≥ pq
Figure 10. A Basis of R/〈h〉+ I.
For the “in particular” part, we note that by Proposition 18
dim
C
R/〈h〉+ I = dim
C
R/L<(p,q)
(〈h〉+ I) ≤ dim
C
R/
〈
yB
〉
+ I,
and the monomials xαyβ with αp+ βq < pq and β < B form a C-basis of the latter
vector space (see also Figure 10). Hence,
dim
C
R/〈h〉+ I ≤
B−1∑
i=0
⌈
q − qi
p
⌉
= Bq −
B−1∑
i=1
⌊ qi
p
⌋
.

Lemma 35
Let g, h ∈ R such that L(p,q)(g) = xAyB and L(p,q)(h) = yC, and consider the ideals
J =
〈
xAyB, yC, xαyβ
∣∣ αp+ βq ≥ pq〉 and J ′ = 〈g, h, xαyβ ∣∣ αp+ βq ≥ pq〉. Then
dim
C
R/J ′ ≤ dim
C
R/J,
and if Ap+Bq ≤ pq and B ≤ C ≤ p, then
dim
C
R/J = Ap+Bq − AB −
A−1∑
i=1
⌊
pi
q
⌋− B−1∑
i=1
⌊
qi
p
⌋− p−1∑
i=C
min
{
A,
⌈
q − Cq
p
⌉}
.
Moreover, if B = 0, then dim
C
R/J ≤ A · C.
Proof: By Proposition 18
dim
C
R/J ′ ≤ dim
C
R/L<(p,q)(J
′) ≤ dim
C
R/J.
Let I =
〈
xαyβ
∣∣ αp + βq ≥ pq〉. Then the monomials xαyβ with (α, β) ∈ Λ ={
(α, β) ∈ N × N ∣∣ αp + βq < pq} form a basis of R/I. Moreover, the monomials
xαyβ with (α, β) ∈ Λ1 ∪ Λ2 are a basis of J/I, where
Λ1 =
{
(α, β) ∈ Λ ∣∣ α ≥ A and β ≥ B}
and
Λ2 =
{
(α, β) ∈ Λ \ Λ1
∣∣ β ≥ C}.
(See also Figure 11.) This gives rise to the above values for dim
C
R/J .

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β
α
p
C
B
qA
Λ1
Λ2
αp+ βq ≥ pq
Figure 11. A Basis of R/J .
Lemma 36
Let q > p be such that q
p
< d
d−1
for some integer d ≥ 2, and let 0 ≤ A ≤ d.
(a) If L(p,q)(g) = x
A, then L<ds(g) = x
A.
(b) mp+1 ⊆ 〈xA, yp−1, xαyβ ∣∣ αp+ βq ≥ pq〉.
(c) If I is an ideal such that g, h, xαyβ ∈ I for αp+βq ≥ pq and where L<(p,q)(g) =
xA and L<(p,q)(h) = y
p−1, then d(I) ≤ p+ 1.
Moreover, if L<(p,q)(g) is minimal among the leading monomials of elements
in I w. r. t. <(p,q), then mult(I) = A.
Proof: It suffices to consider the case A = d, since this implies the other cases.
Note that by assumption d ≤ p.
(a) Since xd is less than any monomial of degree at least d with respect to <ds,
we have to show that in g no monomial of degree less than d can occur with
a non-zero coefficient. xd being the leading monomial of g with respect to
<(p,q), it suffices to show that α+β < d implies αp+βq < dp, or alternatively,
since q
p
< d
d−1
,
α + β · d
d− 1 ≤ d.
For α+ β < d the left hand side of this inequality will be maximal for α = 0
and β = d− 1, and thus the inequality is satisfied.
(b) We only have to show that xγyp+1−γ ∈ 〈xd, yp−1, xαyβ ∣∣ αp + βq ≥ pq〉
for γ = 3, . . . , d − 1, since the remaining generators of mp+1 definitely are.
However, by assumption q
p
< d
d−1
≤ γ
γ−1
, and thus γ · p+ (p+ 1− γ) · q ≥ pq.
(c) By the assumption on I we deduce form (a) and (b) that d
(
L<ds(I)
) ≤ p+1.
However, by Remark 21 d(I) = d
(
L<ds(I)
)
, which proves the first assertion.
Suppose now that mult(I) < A, i. e. there is an f ∈ I such that mult(f) ≤ A−
1. The considerations for (a) show that then L<(p,q)(f) < x
A in contradiction
to the assumption.

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