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Abstract To assess published hypotheses surrounding the recent slowdown in surface warming (hiatus),
we compare five available global observational surface temperature estimates to two 30-member ensembles
from the Norwegian Earth System Model (NorESM). Model ensembles are initialized in 1980 from the transient
historical runs and driven with forcings used in the CMIP5 experiments and updated forcings based upon
current observational understanding, described in Part 1. The ensembles’ surface temperature trends are
statistically indistinguishable over 1998–2012 despite differences in the prescribed forcings. There is thus
no evidence that forcing errors play a significant role in explaining the hiatus according to NorESM. The
observations fall either toward the lower portion of the ensembles or, for some observational estimates and
regions, outside. The exception is the Arctic where the observations fall toward the upper ensemble bounds.
Observational data set choices can make a large difference to findings of consistency or otherwise. Those
NorESM ensemble members that exhibit Nino3.4 Sea Surface Temperature (SST) trends similar to observed
also exhibit comparable tropical and to some extent global mean trends, supporting a role for El Nino Southern
Oscillation in explaining the hiatus. Several ensemble members capture the marked seasonality observed in
Northern Hemispheremidlatitude trends, with cooling in thewintertime andwarming in the remaining seasons.
Overall, we find that we cannot falsify NorESM as being capable of explaining the observed hiatus behavior.
Importantly, this is not equivalent to concluding NorESM could simultaneously capture all important facets of
the hiatus. Similar experiments with further, distinct, Earth System Models are required to verify our findings.
1. Introduction
Rightly or wrongly great import is attached to the global surface temperature record as a key indicator of
climate change. This is despite the near-surface air temperature changes accounting for only a tiny fraction
of a percent of the total energy balance of the climate system as a whole [Rhein et al., 2013, Box 3.1].
It is beyond doubt that the rate of surface warming over the most recent 15 or so years has been considerably
less than that since the mid-20th century [Hartmann et al., 2013]. In spite of this, the most recent decade has
been the warmest decade since the start of the instrumental record in the mid-19th century by a significant
margin relative to recognized and quantified uncertainties [Hartmann et al., 2013; Morice et al., 2012]. The
summary for policymakers of the Fifth Assessment Report of Working Group 1 of the Intergovernmental
Panel on Climate Change (IPCC) explicitly recognized that the most recent 15-year period starts with a strong
El Nino and that starting just a year or two earlier can have a strong impact on the resulting estimated trend
[Intergovernmental Panel on Climate Change, 2013].
Both the observational record and numerous climate models (in historical runs and future projection
runs) contain decade-plus stretches of either cooling or effectively no change in global surface
temperatures during periods of multidecadal warming [Easterling and Wehner, 2009; Knight et al., 2009;
Liebmann et al., 2010; Foster and Rahmstorf, 2011; Santer et al., 2011]. That the surface temperatures (or
virtually any other climatic parameter) are a superposition of internal climate system variability and the
response to external forcings is well known and has been so for decades [e.g., Hasselmann, 1979].
Internal variability tends to dominate on timescales of a decade or so, while the response to external
forcings tends to be dominant on multidecadal timescales [Hawkins and Sutton, 2009; Marotzke and
Forster, 2015] (Figure 1).
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Although the presence of a decadal
timescale reduction in the rate of
warming is not scientifically surprising
even as the radiative forcing imbalance
continues to increase, there has been
intense public and scientific interest
in the phenomenon which has been
dubbed a “hiatus” (unless and until
warming at the long-term rate or faster
resumes, we note that this name is a
misnomer, as the hiatus will only be
verifiable upon such a resumption; but
given its broad usage, we will adopt it
here). There is interest in at least two
inter-linked questions: (i) Does the hiatus
call into fundamental question our un-
derstanding of climate change and its
causes; and (ii) what does it imply about
what we can expect on the planning
horizon of 10–30 years and beyond.
The interest in the hiatus led to its
highlighting in the most recent Fifth
Assessment Report of Working Group
1 of IPCC [Flato et al., 2013, Box 9.2].
That assessment had a limited literature available at the time of paper consideration cut-off. They
concluded that
In summary, the observed recent warming hiatus, defined as the reduction in GMST trend during 1998–2012
as compared to the trend during 1951–2012, is attributable in roughly equal measure to a cooling contribution from
internal variability and a reduced trend in external forcing (expert judgment, medium confidence). The forcing trend
reduction is primarily due to a negative forcing trend from both volcanic eruptions and the downward phase of the
solar cycle. However, there is low confidence in quantifying the role of forcing trend in causing the hiatus, because of
uncertainty in the magnitude of the volcanic forcing trend and low confidence in the aerosol forcing trend.
Since the paper cut-off date for AR5, there have been a vast number of high profile papers all contending
various proximal causes (and hence resulting implications) for the hiatus. As it stands presently, it has been
hypothesized in the literature that the hiatus may have arisen because of
1. Variations in El Nino Southern Oscillation/Pacific Decadal Oscillation and associated mechanisms and
teleconnections [Kosaka and Xie, 2013; Trenberth and Fasullo, 2013; Goddard, 2014; England et al., 2014;
Risbey et al., 2014; Huber and Knutti, 2014; Trenberth et al., 2014; McGregor et al., 2014; Watanabe et al., 2014]
2. A series of small volcanic eruptions leading to persistently elevated stratospheric aerosol loadings [Neely
et al., 2013; Santer et al., 2014; Schmidt et al., 2014; Huber and Knutti, 2014]
3. A quiet solar cycle [Schmidt et al., 2014; Huber and Knutti, 2014]
4. Changes in stratospheric water vapor [Solomon et al., 2010]
5. Changes in rate of ocean heat content increase and its vertical distribution [Balmaseda et al., 2013; Meehl
et al., 2011, 2013, 2014; England et al., 2014; Chen and Tung, 2014; Drijfhout et al., 2014]
6. Reductions in ozone depleting substances (ODSs) (which are also greenhouse gases) [Estrada et al., 2013]
7. The efficacy of anthropogenic aerosol forcings [Shindell, 2014]
8. Arctic sea-ice reductions and associated circulation changes [Petoukhov and Semenov, 2010; Outten and
Esau, 2012; Honda et al., 2009; Mori et al., 2014]
9. Residual observational uncertainties [Cowtan and Way, 2014]
These hypotheses are not necessarily mutually exclusive. Nor is it likely a case of there being a single cause.
Which combination of causes has actually contributed has potentially significant implications both globally
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Figure 1. Modified version of Figure 3 from Hawkins and Sutton [2009]
showing how various terms contribute to the total uncertainty in estimates
of model global mean surface air temperatures with changing timescale.
Model uncertainty relates to how different models respond to the same
forcing. Here we use a single model, so this source is not considered (see
section 5 for further discussion). Out to 20 years internal variability is greater
than scenario (forcing) uncertainty. Figure courtesy of Ed Hawkins and
Rowan Sutton, Reading University, UK.
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and regionally for the coming decades. The real world does not afford us the luxury of repeat experimentation
whereby we can observe multiple real-world trajectories changing the boundary conditions systematically.
Recourse therefore necessarily must be made to climate models. Models are by necessity a simplification of
the real world although still massively complicated.
In an attempt to try to disentangle what the important factors are, herein we set out to systematically
assess the potential import of most of these hypotheses in the framework of a large set of runs of the
Norwegian Earth System Model (NorESM) in the model configuration that was used in the CMIP5
submitted runs and described in the accompanying Part 1 [Outten et al., 2015]. To our knowledge, this is
the first time that a substantial multi-member ensemble experiment for any Earth System Model has
been used to systematically assess the hiatus and its potential causes. In this paper, we compare these
runs to the full suite of available observational global surface temperature estimates. The two ensembles
enable an initial exploration of all posited hypotheses except stratospheric water vapor (for reasons
elucidated in Outten et al.). The remainder of this paper is structured as follows. Section 2 briefly
introduces the observational data sets used and recaps the features of the two NorESM ensembles
described in Part 1. Section 3 compares the modeled and observed surface temperatures. Section 4 tests
various posited mechanistic explanations for the hiatus. The implications are discussed in section 5, while
section 6 concludes.
2. Data Sets
2.1. Observational Data and Its Principal Features
Wemake use of five available global surface temperature data sets that combine land surface air temperature
and sea surface temperature data to create a global surface temperature estimate. Rather than discuss at length
each data set, for ease of reader interpretation, the principal characteristics of these products and their
references are summarized in Table 1. Although there is overlap in data sources, in homogenization, and,
to a lesser extent, in gridding and interpolation, these data products span a broad range of structural
uncertainty [Thorne et al., 2005] in global surface temperature estimation. We have taken each data set and
regridded to a common 5 degree resolution basis (the coarsest source resolution), truncated to 1980 to 2012
for consistency with the modeled ensembles [Outten et al., 2015] (the end date being dictated by when we
could get reasonable observational estimates for a number of the perturbed forcings), and renormalized all
gridbox series to a common 1981–2010 climatology for comparability.
Over the period of primary interest here—1998 to 2012—the five data products agree on several aspects of
the broad scale spatial nature of the surface temperature trends in annual averages (Figure 2). As would be
expected, differences and uncertainties are greatest where data are sparse or there are no data. HadCRUT4
data are uninterpolated and provide a reasonable approximation to the true underlying data coverage
contributing to all products. All observational data sets agree that the Arctic has experienced significant
warming during this period (to the extent sampled) while substantive parts of the Northern Hemisphere
(NH) midlatitude continents have experienced cooling. Trends over the Southern Hemisphere (SH)
midlatitude continents are mixed, particularly over Australia with Berkeley and the two HadCRUT-based
products showing substantial gradients from a warming SW to a cooling NE and the two remaining
products showing a much more muted gradient. Trends over Antarctica are particularly uncertain. Over
the oceans, all products agree that much of the Pacific has cooled, consistent with the spatial signature
of La Nina or the cold phase PDO, and there is good agreement on the sign if not the magnitude. All
also agree that the Southern Ocean in the vicinity of the Drake Passage has experienced significant
cooling. In the Atlantic, all data sets agree on a pattern of warming high latitudes, cooling midlatitudes,
and warming tropics in both hemispheres. All data sets also agree that the Indian Ocean warmed during
this period.
The annual cooling trend signal in the NH midlatitude continents over 1998–2012 arises in the boreal winter
season (Figure S1 in the supporting information). This result was already shown for CRUTEM3 [Cohen et al.,
2012] and confirmed in several subsequent studies [e.g., Kosaka and Xie, 2013; Trenberth et al., 2014], and
is very robust to choice of observational data product used here. In contrast, most of the NH midlatitude
landmass has warmed during boreal summer (Figure S2). The tropical Eastern Pacific trends dramatically
change between the two seasons as DJF of 97/98 was affected by a strong El Niño, which had dissipated
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by the following boreal summer which is an endpoint effect on the DJF but not the JJA trend calculation.
Commensurately, there is strong cooling in the 15-year DJF trends not evident in the JJA trends. This
highlights the sensitivity to start and end dates for linear trends for such short periods as is well known
[Santer et al., 2011, and references therein]. Figures S3 and S4 show the trend patterns for the somewhat
longer period 1991–2012 and somewhat shorter period 2003–2012 in annual means, respectively. For the
slightly longer period, trends are geographically smoother and vice versa.
The broad geographical features of the surface temperature evolution of concern to the analysis of the
apparent hiatus including their seasonality are therefore relatively robust to different methods of analysis
and interpolation. Nevertheless, there are potentially important differences, which may impact any
resulting analysis and so recourse is made to the suite of observationally based estimates wherever
possible and practical in sections 3 and 4.
2.2. Model Data
The present analysismakes use of twomoderately sized 30-member ensembles from the CMIP5model coupled
configuration of NorESM run over 1980 to 2012. The experimental design is outlined in detail in the
accompanying Outten et al. [2015], so only the essential details are recapped here. In particular, the reader
should refer to Part 1 and references therein for details of the model configuration.
The two ensembles are named “Reference” and “Sensitivity” (henceforth always capitalized as proper nouns to
distinguish from other potential uses of these words). The Reference runs were driven with the CMIP5 historical
forcings until 2005 and then with the RCP8.5 scenario forcings until 2012. This is the same concatenation of
forcing ancillaries as was performed in the production of the CMIP-5 archived Historical extension runs for
NorESM. The Sensitivity runs consist of updated forcing ancillaries for long-lived greenhouse gases (LLGHGs)
Figure 2. Annual mean time series ordinary least squares trends over 1998–2012 from the five observational estimates and
the absolute spread in estimates in the HadCRUT4 100-member ensemble (bottom right). Trends in the first five panels
have been assessed for significance after accounting for AR(1) residuals after Santer et al. [2008]. Gridbox trends that are
significant are denoted by +. Gridbox trends were calculated only if>70% complete and at least one of first 2 years and last
2 years, respectively, are both present. Differences between data sets arise through input data choices, homogenization
adjustments, and gridding and interpolation choices (Table 1).
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(including ODSs), aerosol emissions, and solar and volcanic forcings. The effects of stratospheric water vapor
(which may be better considered a feedback or mode of variability rather than a forcing per se) were
investigated, but due to ambiguity in slab ocean configuration response, this was not incorporated at this
time. Hence, most forcings that have been hypothesized as potential explanators of the hiatus (section 1) are
included. The major differences between Sensitivity and Reference ancillaries are as follows:
1. Systematically slightly higher net forcing from LLGHGs (about 0.015Wm2 or 1% of total)
2. Lower solar forcing by c. 0.125Wm2 at the surface in recent years
3. Slightly more latitudinally dependent Pinatubo loadings
4. Constant background volcanic aerosol with small peaks in most recent decade resulting from the series of
mildly explosive eruptions yielding a difference of 0.08Wm2 in recent years.
5. Reductions in the rate of decrease of global tropospheric aerosol concentrations and greater interannual
variability post-2000. Aerosols include sulfate, primary organic matter, and black carbon, and are proportio-
nately smallest for sulfate. The net effect in recent years is c. +0.14Wm2 but varies markedly interannually.
As discussed in Outten et al. [2015], this estimate is incomplete, as certain aerosol terms could not be calcu-
lated in this version of NorESM1.
The net effect of the changes is severalfold over the hiatus period. First, on average, the Sensitivity ensemble
has a somewhat lower average absolute top-of-atmosphere (TOA) radiative forcing of roughly 0.03Wm2
taken over the hiatus as a whole. Second, despite the lower average TOA forcing, the Sensitivity ensemble
actually ends with higher TOA forcing such that the linear trend in the TOA forcing over the hiatus is
slightly more positive in Sensitivity than Reference. This is largely driven by the uncertain and incomplete
aerosol forcing radiative effect estimate. Lastly, the Sensitivity ensemble shows substantially greater
interannual variability in the applied external forcings.
Outten et al. [2015] also assessed some of the key model physical characteristics of the two ensembles and
concluded that the ensembles were grossly similar, in such aspects which may be important in explaining
the hiatus as El Nino Southern Oscillation (ENSO) variability, Ocean Heat Content (OHC) uptake, and sea-ice
behavior. ENSO behavior in terms of magnitude and periodicity of Nino3.4 region Sea Surface
Temperatures (SSTs) was found to be comparable to that observed. However, the NorESM ensembles’
Arctic sea-ice extent consistently exhibited both too small an annual cycle (underestimating the winter
maximum and overestimating the summer minimum) and too muted trends in sea-ice extent reduction
compared to observations.
The model fields have been regridded to the same 5 degree basis as the observations and renormalized on a
gridbox basis to a 1981–2010 climatology to enable direct comparability. The regridding and renormalization
has been repeated five times—once for each observational data set mask. Only the Cowtan and Way analysis
is complete throughout the entire period of interest (Berkeley has a handful of missing values and the
remainder many more). For some subsequent comparisons, Cowtan and Way therefore provides the sole
or primary observational comparator where it is impractical to repeat the analysis five times. But in
most subsequent analyses, the model has been compared five times, each time using the appropriate
observational mask for comparison.
3. Comparisons of Observed and Modeled Surface Temperatures
Within this section, comparisons are undertaken between the two 30-member NorESM ensembles (section 2.2)
and the available observational estimates (section 2.1). Comparisons concentrate upon trying to disentangle
the potential roles of forcing uncertainty (apparent by any differences between the two model ensembles)
and internal climate system variability (apparent by the spread within each model ensemble) as explanations
of the observed behavior. In section 3.1, comparisons are made of modeled and observed surface
temperature series; section 3.2 compares regional trends; and section 3.3 compares geographical trends.
For comparisons of large-scale averages, data have been zonally averaged and then these zonal averages cos
(lat) weighted. Averages have been calculated for the globe, each hemisphere, the tropics (30°S to 30°N), the
midlatitudes (30° to 60°N/S for NH and SH, respectively), and the Arctic and Antarctic regions (defined here as
poleward of 60°N and S, respectively). Zonally averaging first then weighting serves to diminish the effects of
unequally sampling different latitude bands, particularly prevalent in MLOST and especially HadCRUT4, or
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NorESM runs sampled as these products. Averages are only calculated if more than 30% of the zonal band
averages are sampled for the region of interest. The choice of a 30% threshold is arbitrary, but its effects will
be mitigated because in each comparison, the model is subsampled to the same spatio-temporal mask
as observed.
3.1. Time Series Comparisons
Globally averaged observed annual and seasonal time series agree over the period 1980–2012 to the extent
that they are virtually indistinguishable from one another (Figure 3). The two NorESM-based ensembles in
comparison exhibit substantial interannual spread arising from their different phasing of natural variability
such as ENSO in the coupled runs. The interannual variability in the observations and individual model
runs is broadly comparable, as is the seasonality, which shows greater variability in boreal winter than
boreal summer. The observed estimates reside within the spread of model estimates most of the time,
falling outside and below the spread toward the end of the series in both the annual average and DJF but
not in the remaining seasons. The differences between the two ensemble mean series are orders of
magnitude smaller than the within ensemble realization spread.
Hemispheric averages for the NH (Figure 4) and SH (Figure 5) similarly fall largely within the modeled spread.
The seasonality in variance arises from the NH which exhibits markedly increased variances in all seasons
compared to the SH in both the observed estimates and the models and far greater variance in boreal
winter than boreal summer (note that the y-axis ranges are consistent between panels within Figures 4
and 5 but different between the two figures). The agreement between the two model ensembles and the
observations is somewhat worse for the SH than the NH with the model tending to estimate a greater
overall change and the observations end up either on the lower bound or entirely outside the modeled
Figure 3. Annual and seasonal global mean anomaly time series relative to a common 1981–2010 climatology period from
the observational estimates and the two 30-member NorESMmodel ensembles. HadCRUT4 and the two model ensembles
are denoted bymultiple traces, one for each ensemblemember. In addition, ensemble means are given for the two NorESM
ensembles by thicker lines of the same color. Global averages have been derived by zonally averaging and then cos(lat)
weighting. Model traces are derived from the Cowtan and Way masked (spatially complete) fields. Observational traces
utilize their respective masks.
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Figure 5. As Figure 4 but for the Southern Hemisphere.
Figure 4. As Figure 3 but for Northern Hemisphere averages. Note that for presentational purposes for each region, the
y-axis ranges are derived dynamically by the range of time series values. Although each panel is consistent within
Figure 4, the y-axis range is distinct from those used in Figure 3.
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range both annually and for austral summer. As at the global mean scale, the two ensemble mean series are
similar to one another and much smaller than intra-ensemble spread.
Time series for the tropics, midlatitudes, and polar regions are given in Figures S5 through S9. The tropics as
defined here account for half the area in the area weighted global mean which are very similar to Figure 3
(Figure S5). For the NH midlatitude regions, the annual time series are broadly similar between the two
model ensembles and observations (Figure S6). This masks interesting seasonality apparent in the
observations. Boreal winter temperatures in the region rose rapidly through the end of the 20th century
but have since dropped substantially. Boreal summer temperatures meanwhile have risen, and this rise has
continued unabated even while the winters have cooled [Cohen et al., 2012]. It is not clear, given the plots,
whether any individual model run captures this marked seasonality. This aspect is returned to in
section 4.3. The SH midlatitudes show somewhat poorer agreement between model ensembles and
observations with some evidence of slightly greater interannual variability in observations than the model
ensembles (Figure S7). However, the long-term time series are in broad concurrence in this region. Finally,
the Arctic and Antarctic regions (Figures S8 and S9) exhibit marked seasonality in variance with greatly
lower variance in their respective summers than winters. They also exhibit far higher overall variance than
other regions making any meaningful assessment of the time series harder. The Arctic is warming most
rapidly of all regions considered, whereas the Antarctic region is either not changing at all or slightly
cooling. For both polar regions, the observations reside within the model spread annually and for all seasons.
In summary, the time series plots show that the NorESM model captures interannual variability and its
seasonality globally, hemispherically, and regionally reasonably well. There is a propensity for the
observations to fall either toward the lower bound or outside the range of model estimates toward the
end of the series globally, and this is driven largely by the tropics and NH midlatitudes and is particularly
marked in boreal winter. Neither choice of observational data set nor choice of which NorESM model
ensemble to consider has a demonstrable impact when considering time series behavior consistency.
3.2. Large Region Averages Trends
Time series traces (section 3.1) can only provide limited and indirect evidence of long-term behavior congruence
between model estimates and observations. Therefore, next we consider the evidence from ordinary least
squares regression fits to the time series over the period of the hiatus (1998–2012). Use of the observational
data set masks leads to some changes in the model boxplots between panels shown in Figures 6 and 8 and
S10 through S16. Such differences between the five model estimates can only arise due to sampling.
Conversely, differences between observational estimates may arise due to any combination of input data
selection or quality control and/or homogenization applied and interpolation procedures (section 2.1; Table 1).
Global mean trends on an annual and boreal winter and boreal summer basis for the period of the hiatus are
at best marginally consistent between the model ensembles and the various observational estimates
(Figure 6). The Sensitivity ensemble with perturbed forcings described in Part 1 [Outten et al., 2015] has a
tendency to slightly greater warming than the Reference ensemble performed with the forcings used in
the CMIP5 submission. Differences between the ensembles are not significant at the 5% level according to
a Student’s t-test (Table 2, first row). The impact of the different forcings used in the two ensembles is a
secondary effect compared to the impacts of modeled internal climate variability on trends over this
period returned by NorESM in concordance with e.g. Hawkins and Sutton [2009] (Figure 1).
On an annual mean global mean basis only the HadCRUT4, Berkeley, and Cowtan and Way observational
estimates fall within the distribution of either NorESM ensemble’s trends and then only within the low tail
of the ensembles. Seasonally, a single NorESM ensemble member from each ensemble falls below the
observed cooling apparent in most estimates in boreal winter, whereas in boreal summer, there is
somewhat better concordance between the model ensembles and observations.
Results for all regions and comparators are summarized in Table 3 and available as plots in Figures S10
through S16. There is a marked difference based upon choice of observational data set and area under
consideration as to the strength of evidence for a fundamental discrepancy between the observational
estimates and the model ensembles. Taking an intuitive, semi-qualitative approach, agreement with model
runs is graded in Table 3 depending in decreasing order upon whether it is (i) within the interquartile
range (IQR) of the ensemble (best), (ii) within the ensemble at all, or (iii) outside the ensemble (worst).
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Given the still relatively modest ensemble sizes, no attempt is made to assess formal statistical consistency of
the ensembles with the observations.
Regionally, the worst agreement is for the Northern Hemisphere midlatitudes both annually and in boreal
winter when only one occurrence of qualitative consistency occurs across all comparisons (Berkeley
with Reference in DJF). The tropical region also lacks consistency in winter trends, but this suffers
in the observations starting with the endpoint of the large 1998 El Nino (section 3.1). There is consistency
in summer for both ensembles and annually for Sensitivity. Also, only marginally consistent are the Southern
Hemisphere taken as a whole and
the global mean discussed previously
(Figure 6). For the tropics, SH
midlatitudes, and both polar regions,
there is reasonable occurrence of
the observations falling within the
ensemble range if not within the
more restricted criteria of the IQR.
In all regions except the Arctic,
the overall tendency is for the
observational estimates to fall either
within the lower portion of the
ensembles or outside and below
the ensembles altogether. Within the
Arctic, however, there is a tendency
for the observations to fall within
the upper portion of the model
ensemble spread.
Table 2. Two-Tailed Significance Assessments for Test of Differences in
Trends Over 1998–2012 Between the Two 30-Member NorESM Model
Ensembles Using a Student’s t-Testa
Region Annual DJF JJA
Global 0.19 0.57 0.08
NH 0.09 0.56 0.02
SH 0.91 0.78 0.80
Arctic 0.45 0.90 0.05
NH midlats 0.41 0.97 0.37
Tropics 0.18 0.21 0.22
SH midlats 0.77 0.78 0.84
Antarctic 0.52 0.62 0.83
aCases significant at the 10% level are italicized. Cases significant at the
5% level are bolded. There are no cases where the two ensembles differ
from each other at the 1% significance level. Tests have been applied to
trends for the globe and seven subdomains and on annual, boreal winter
and boreal summer seasons. Cases of significant differences are limited to
the boreal summer season, and the three regions overlap.
Figure 6. Global mean trend boxplots for the period 1998–2012. Trends have been calculated using ordinary least squares
regression on annual (top), boreal winter (middle), and boreal summer (bottom) time series. The two 30-member NorESM
ensembles are denoted by blue (reference) and red (sensitivity) boxplots. They are recalculated five times—once for each
observational mask. HadCRUT4 ensemble is denoted by a black boxplot in the leftmost column. Remaining observational
estimates are denoted solely by a single estimate. This estimate (the median for HadCRUT4) is extrapolated across the
relevant NorESM boxplots as a dashed line to aid interpretation as to the consistency of the observational estimate with the
two model ensembles. Boxplots here and in all similar plots are presented as Tukey [1977] boxplots with outlying values
beyond 1.5 times the interquartile range denoted by crosses.
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Regional boxplots for Cowtan and Way [2014] (summarized in the last two columns of Table 3) are presented
in Figure 7. Cowtan and Way has almost the most frequent occurrence of falling within the NorESM ensemble
(Table 3), so this presents one of the most optimistic of five potential such comparisons. Robustness to
observational data set choice can be ascertained from consideration of Figures S10 through S16.
The most immediately striking feature in Figure 7 is the marked gradation in ensemble spreads in the two
NorESM experiments between the regions. The smallest spreads are in the tropics, SH midlatitudes, and
the two hemispheric averages (Southern Hemisphere most markedly). By far, the largest spread is for the
Arctic region where the total spread in the ensembles is up to 2.5 K dec1 over this period. Another
striking feature is the seasonality in observed trends in the NH extra-tropics and in particular the boreal
winter trend asymmetry between the Arctic and midlatitudes. Because these largely cancel when area
weighted, there is a more muted seasonality in the Northern Hemisphere averages. The marked contrast
between the adjacent Arctic and NH midlatitudes and its seasonal structure points toward a potential role
for wintertime circulation anomalies which may be associated with sea ice (sections 4.3 and 4.4). In the
extra-tropics, the ensemble spread is larger in winter than in summer in both hemispheres, but this is
more marked for the Northern Hemisphere with its greater landmass and enclosed polar sea.
Table 3. Summary of Trend Similarity for Global, Hemispheric and Five Additional Zonal Band Averages Annually and in Boreal Winter and Summera
aSourced from the regional boxplot figures. Each observational data set has two columns, one each for Reference and Sensitivity ensembles. Cell shading is as
follows: blue—observations outside and below the model ensemble; green—observations within the model ensemble range but below the lower quartile;
yellow—observations within the model ensemble IQR; and orange—observations within the model ensemble range but above the upper quartile. There are no
occurrences where the observations are outside and above the model ensemble range.
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It is also interesting to note the interplay between a semi-qualitative assessment of consistency assessed by
overlap with the moderately large ensembles and the absolute differences between the model median
estimates and the observations. For regions of small ensemble spread, there are several cases where no
overlap between the ensembles and the Cowtan and Way observational estimate exists (Table 3), yet an
inspection of Figure 7 suggests several cases where the observations are far further from the ensemble
median yet fall within the ensemble spread. This raises the question of how to formally assess consistency in
a manner that retains appropriate physical interpretative value. Clearly, information on distance from the
central tendency of the ensemblemust be a useful piece of information to physical interpretation of any results.
It is evident from Figures 6 and 7 and Table 3 that the two model ensembles’ trends globally and regionally
substantively overlap. To formally assess the significance of any differences a Student’s t-test has been
applied to all regions and seasons in Figures 6 and 7 using the full spatial mask of Cowtan and Way (Table 2).
There are no cases of significant differences either annually or in boreal winter between the Reference and
Sensitivity ensembles. In boreal summer, the global and Arctic ensemble trends differ at 10%, and the NH
averages at 5% with the Sensitivity ensemble exhibiting greater warming rates on average. These three
regions overlap, so this should not be interpreted as being three independent lines of evidence. Given that
we would expect, by chance, to find spurious significance in some cases and that only one case is found at
5% significance out of 24 total tests, we can reject the hypothesis that forcing errors to the extent explored
herein have played a major part in the hiatus at regional and global scales according to NorESM.
Modeled and observed trend consistencymay also be impacted by trend length. To assess this, Figure 8 repeats
the global analysis but for the somewhat longer and shorter periods of 1991–2012 and 2003–2012, respectively
(cf. Figures 1, S3, and S4 for observed spatial trends). Consistency between the NorESM ensembles and the
observations is even more marginal for 1991–2012 than it is for the hiatus period. This is primarily because
there is a commensurate decrease in the ensemble spread. Indeed, the observational estimates move closer
to rather than further from the ensemble median behavior by considering this slightly longer period, but this
reduction in absolute distance is less than the reduction in ensemble spread [Santer et al., 2011]. Conversely,
the observations always fall within both model ensemble spreads over 2003–2012 despite the observational
trend estimates now falling even further from the ensemble medians than is the case over the hiatus period.
In summary, the use of more recent observationally based forcings as described in Outten et al. [2015] is
found to be inconsequential compared to natural variability in NorESM (to the extent sampled in the
ensembles) and to yield no significant change in the trend over the period for almost all domains and
Figure 7. As Figure 6 but for Cowtan and Way data set comparison to the two ensembles for all subglobal regions
considered. To aid comparability, all regions are presented on a common y-axis.
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seasons. Only a subset of the NorESM ensemble runs considered herein are in agreement with some of the
observational data sets during the period of the hiatus. Hence, the model runs considered here are at best
marginally consistent with observations globally and in many regions, most markedly the NH midlatitudes
where there is minimal overlap annually or in boreal winter. Conversely, there is reasonable agreement
between observations and the ensembles in boreal summer in this region. Further analyses in terms of
internal variability as simulated by the model are given in section 4, and section 5 includes broader
discussion of necessary caveats pertaining to experimental design limitations.
3.3. Spatial Trends
In Figure 2, it was shown that the observations exhibit similar large-scale trend patterns over the hiatus
(Figures S3 and S4 showed the same for boreal winter and summer). Given this, comparisons have been
made between the NorESM ensemble spatial trend patterns and the observational trend estimates arising
from Cowtan and Way (Figures 9, S17, and S18). The observed trend is the result of both the forced response
and a single manifestation of internal real-world climate system variability. If NorESM is an adequate model,
then this will be able to be more closely approximated by individual ensemble members than the ensemble
means. Comparisons are hence made between individual ensemble members and the observations. Two
simple similarity metrics have been used to rank similarity to the Cowtan and Way trend field-pattern
correlation and Root Mean Squared Differences (RMSD). The figures show the first two ensemble members
in each ensemble that rank consistently within the top five correlations and lowest five RMSDs on an annual
mean trend basis. To permit an assessment of sensitivity to interpolation choices, Berkeley is shown which
also uses a kriging interpolation scheme but does not retain the anomalies exactly where observations are
reported. Berkeley also has other methodological distinctions from Cowtan and Way (Table 1).
The model runs shown in Figure 9, while exhibiting differences to the observations, do have some features that
are similar (as would be expected given their correlation and low RMSD). Perhaps most importantly, the spatial
scales are broadly similar, and some of the e.g. wave-like pattern in the extra-tropics are reasonably captured.
Several runs appear capable of capturing cooling over Asia or North America, although none of the runs
considered here capture both. Some ensemble members also capture reasonable signatures of cooling
trends in the tropical Pacific over the hiatus. Conversely, there are some model runs that exhibit negative
trend pattern correlations with Cowtan and Way over this period and much higher RMSDs (not shown).
On a seasonal basis (Figures S17 and S18), the four subselected ensemble members are capable of capturing
the NH midlatitude continental cooling trends with the 13th member of the Reference ensemble and to a
Figure 8. As Figure 6 but for different periods of record: 1991–2012 (top panel); 1998–2012 (middle panel, exactly equiva-
lent to the top panel of Figure 6 but with stretched y-axis range); and 2003–2012 (bottom panel).
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lesser extent the second ensemble member of Sensitivity capturing simultaneous cooling in both continents’
interiors. The same Reference run also does a reasonable job of capturing the summertime trends over these
regions. More optimistic assessments of seasonal concordance could be attained by selecting based upon
seasonal trend correlation and RMSD (Figure 10).
Further, there is significant sensitivity of spatial trends to start and end dates for such short periods both in
the observations (Figure 11) and the model ensembles (not shown). The sensitivity is greatest in
midlatitudes to high latitudes as well as the tropical Pacific, reflecting the endpoint effects of large
interannual variability in these regions. To ensure a conservative assessment and avoid conflating the
effects of the differences in forcing factors and natural variability, a fixed time window agreement has
been used here to assess model-observation similarity. If the spatial pattern response is almost entirely
driven by internal variability, this artificially reduces the comparison population available to find good
matches. An approach of looking for similarities in any 15-year model period regardless of its model start
year would almost certainly yield many more cases of high trend pattern similarity.
In summary, there is a broad range of spatial trend signatures across the NorESM ensembles with a broad
range of correlations with the observed patterns seen in both ensembles. Some model runs give patterns
with spatial scales that look reasonably coherent and can even reproduce several of the warming/cooling
hotspots in some regions over the time span of the hiatus and aspects of their seasonality. There is
substantial sensitivity to choice of start and end dates, especially in the extra-tropics, that complicates
clean analysis of spatial trends over periods as short as the hiatus.
3.4. Summary of Model-Observation Surface Temperature Comparisons
It is clear that distinctions between the forcings as prescribed in CMIP5 and more up to date set of forcings
documented in Outten et al. [2015] do not contribute to a flattening of surface temperature trends over the
Figure 9. Comparison of linear trends over 1998–2012 for Cowtan andWay and Berkeley (top row), and for each ensemble,
the two members which have correlations and RMSD within the top five of agreement (field correlations and RMSD values
are shown below each model panel). See Figure 2 for technical details of trend calculation and significance assessment.
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hiatus period according to NorESM. This includes the solar and volcanic forcing discrepancies highlighted in
Flato et al. [2013, Box 9.2] and subsequently [Santer et al., 2014; Schmidt et al., 2014] as potential contributors.
The two ensembles are statistically indistinguishable over the hiatus period. According to the 60 NorESM
runs completed, it is primarily internal climate system variability, as diagnosed by the model, which could
account for the observed behavior over the hiatus period. Overall, the model runs capture many, but not all,
facets of large-scale variability and features apparent in the observations with reasonable fidelity. Apparent
discrepancies are most marked in the NH midlatitudes where there is a very marked seasonality in observed
trends with annual and winter trends falling outside and below the model ensembles despite their relatively
broad spread. This appears to be dominated by the observed wintertime cooling trends over the continental
interiors of Eurasia and North America since the early 21st century.
4. Testing Posited Mechanistic Explanations
As well as an analysis of the sensitivity to forcing uncertainties, the two 30-member ensembles permit an
assessment of internal climate system variability mechanisms. Previous analyses have considered multi-
member ensembles, which conflate differences in model formulation [e.g., Risbey et al., 2014], or the use
of Earth System Models of Intermediate Complexity [e.g., Huber and Knutti, 2014], which may not capture
important mechanisms. Here, the two 30-member ensembles are used to consider various posited internal
climate system mechanisms that could be important in explaining the hiatus behavior.
4.1. El Nino Southern Oscillation/Interdecadal Pacific Oscillation
Simple similarity metrics of RMSD, correlation, and linear trend were considered between observed Nino3.4
region SST behavior (estimated from HadCRUT4) and the model ensembles. It should be stressed that
Nino3.4 region trends on decadal timescales are typically indicative of broader pan-Pacific changes
associated with the Interdecadal Pacific Oscillation (IPO). For traceability to the Risbey et al. [2014] CMIP-5
multi-model ensemble analysis, we concentrate here on Nino3.4 region trends. But we note that our results
may speak more broadly to pan-Pacific changes [Meehl et al., 2011, 2013].
Figure 10. As Figure 9 but with the four model ensemble members being selected based upon DJF season global trend
pattern correlation and RMSD.
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There was no conditioning impact on long-term trend behavior found for either time series RootMean Squared
Differences (RMSD) or correlation globally, in the tropical region, or elsewhere (not shown). Consistent with
Risbey et al. [2014], we find some correlation of regional trends to STT trends in the Nino3.4 region
(Figure 12). The correlation is positive—higher Nino3.4 region trends result in greater warming. The impact is
most pronounced in the tropics where Nino3.4 region trend similarity explains over half the variance in
the modeled tropical mean trends. The slope is much less than 1:1 reflecting that ENSO/IPO is in part a
Figure 12. Scatterplot of the effects of similarity of modeled versus observed Nino3.4 temperature trends (observations
from HadCRUT4, x axis) to modeled area average trends (y axis) for global, tropical, and NH midlatitude regions on an annual
basis over the hiatus period. The Nino3.4 trend difference is defined asmodelminus observations (positive values denotemodel
warming trend relative to observations in Nino3.4). Reference members are plotted in blue crosses and Sensitivity in red stars.
The r2 is denoted in each panel for each ensemble. Also shown are the 1:1 line (solid), exact match of model to observed
Nino3.4 trend (long dashed) and the three quasi-complete observational trend estimates for each region (all short dashed):
GISS (green), Berkeley (orange), and Cowtan and Way (gray).
Figure 11. Fifteen-year linear trend estimates and their significance for Cowtan and Way for a 3-year moving window set of
overlapping periods. The final panel is directly equivalent to the upper left panel in Figure 9. For technical details, see Figure 2.
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redistribution of SST anomalies within the tropics and Pacific basin. Globally, model runs with trends in Nino3.4
region SSTs closer to observed, negative, Nino3.4 trends tend to show more mooted global warming in
somewhat better concordance with observed global trends. However, this is far from always the case, and
the R2 is commensurately lower—Nino3.4 region trend similarity explains 6% and 34% of the variations in
global trends in the Reference and Sensitivity NorESM ensembles, respectively. The Sensitivity ensemble has
proportionately more members with strong Nino3.4 trends (presumably by chance), and this may, in part,
explain the tendency for Sensitivity to warm more (section 3.2) and point to the need for even more than
30-member ensembles (cf. Mori et al. [2014] who found the need for 100-member Atmospheric Model
Intercomparison Project runs to characterize midlatitude to high-latitude forced responses to sea ice).
In the extra-tropical regions, there is no explanatory power of Nino3.4 trend similarity in determining the
resulting NorESM trends. In particular, we find no correlation between NorESM Nino3.4 trend similarity to
observations and resulting NH midlatitude zonal average trend behavior. This is in contrast to Kosaka and
Xie [2013] who, running a different climate model with prescribed Eastern equatorial Pacific SSTs, claimed
to robustly reproduce the response over North America. However, their analysis got an anomaly of the
wrong sign over Eurasia, which showed pronounced wintertime warming (not cooling as observed; see
Figure S1) in their experiment. Our result is also in contrast to Trenberth et al. [2014] who showed a
wave-train effect leading to teleconnections. NorESM in the configuration used is a low-top model, and
such models are not capable of realizing some of the underlying dynamical mechanisms of tropical-extra-
tropical teleconnections, in particular in the North Atlantic/Eurasia sector as well as a high-top model
[Ineson and Scaife, 2009; Scaife et al., 2012]. Better representation of these additional mechanisms could
modify the responses found here.
In summary, selecting NorESM runs with similarity in Nino3.4 region trends over the hiatus serves to improve
concordance of tropical mean trends and can explain over 50% of the tropical mean NorESM trend behavior.
Conversely, there is no evidence that in NorESM, conditioning on Nino3.4 region trend similarity helps to
explain temperature trends in extra-tropical regions. As a result, Nino3.4 region trend conditioning can
only help explain part of the global response in NorESM. Those model runs which, like the observations,
have Nino3.4 anomalies with El Nino type conditions early and La Nina late, reflecting perhaps broader
Pacific basin IPO behavior, have a tendency to produce slightly mooted global trends in somewhat better
concordance with the observed global mean trends.
4.2. Ocean Heat Content Changes
It has been hypothesized that the hiatus in surface warming may have resulted from an anomalously high
rate of deep ocean heat uptake [Meehl et al., 2011, 2013, 2014; Balmaseda et al., 2013; Drijfhout et al.,
2014]. England et al. [2014] concluded that about half the heat trapped in the system during the hiatus
could have been taken up by the Pacific subtropical cells alone. Meehl et al. [2011] noted three ocean
mixing processes that contributed the subtropical cells in the Pacific, Antarctic Bottom Water formation,
and Atlantic Meridional Overturning Circulation in the Atlantic. Meehl et al. [2011, 2013] further noted that
hiatus-like periods tended to occur when deep ocean heat uptake was high and that deep and shallow
OHC tended to be anticorrelated.
Therefore, herein we consider changes in global ocean heat content changes in the uppermost 325m and
the remainder of the oceans and their respective covariability with the surface temperature changes
within the two NorESM ensembles (Figure 13). As has been shown in Outten et al. [2015], the two
measures tend to be anticorrelated such that periods of anomalously high near-surface uptake are
associated with anomalously low deeper ocean uptake as documented for the broader CMIP-5 ensemble
by e.g. Meehl et al. [2013].
In NorESM, there is positive correlation between the rate of shallow ocean heat content uptake and rate of
surface warming as would be expected. More interestingly, there is, as hypothesized, an anticorrelation
between deep ocean heat uptake and surface temperatures. Surprisingly, this effect in both ensembles is
higher (explaining 5% to 9% more of the variance in surface temperatures) than that between surface
temperatures and near-surface heat content changes. For both shallow and deep ocean correlations with
surface temperatures, this is likely a somewhat conservative estimate as we have used a single, globally
invariant, depth to divide between near-surface and deep oceans. Using a different, optimized, depth or a
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depth that varied on a physical basis would likely yield somewhat higher both positive (for upper portion) and
negative (for deeper) correlations given that a non-optimal depthwill tend to yield cancelation. Indeed, treating
the whole column as a single entity, there is no correlation with surface temperature changes for either
ensemble (not shown).
So, according to the modeled NorESM representation of the physics and exchange processes governing OHC
changes, anomalously high rates of deep ocean OHC increase are a potential contributor to the observed
Figure 13. Scatterplots of rate of global OHC uptake over the upper 325m of the ocean column (left-hand plot) and the
remainder of the ocean column (right-hand plot) against rate of global mean surface temperature change over the period
of the hiatus for the two 30-member NorESM ensembles. Symbols are as in Figure 12, and r2 values are shown inline in the
upper left and right corners, respectively. The three quasi-complete global surface observational estimates are also shown as
described in Figure 12 by dashed lines. Analyses of the complete column (not shown) exhibit no correlation with the surface
temperatures (r2 0.02 and 0.01 for the two respective ensembles).
Figure 14. Summary of seasonality in surface temperature trends over 1998–2012 for the Arctic, Northern Hemisphere
midlatitudes and the global mean. Seasons are 1—DJF, 2—MAM, 3—JJA, and 4—SON. The first five entries consist of
HadCRUT4 (median), NCDC MLOST, GISTEMP, Berkeley, and Cowtan and Way. Their spread gives an indication of the
uncertainty in real-world trend seasonality. The remaining entries summarize the seasonality of trends apparent in each run
of the two 30-member NorESM ensembles.
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hiatus. All of the ensemble members that are close to the observed surface temperature changes in Figure 13
have somewhat higher to much higher rates of deep ocean heat content uptake than the ensembles taken as
a whole. If, as hypothesized, OHC change is an important mechanism in the real-world hiatus behavior, then
NorESM could capture such behavior.
4.3. Seasonality
As evidenced by Figure 7, much of the seasonality in observed global mean trends during the period
1998–2012 is driven by the NH extra-tropics. The boxplots in Figure 7 cannot be used to infer whether
individual NorESM members are capable of capturing such seasonality. Figure 14 therefore plots
seasonality in trends for the five observational estimates and all 60 NorESM runs in the two NH
extra-tropical zones and the global mean series. In all three regional averages, the observed spread
in trend seasonality is broadly consistent with the range across the ensembles. Hence, NorESM is
capable of producing seasonality in 15-year trends comparable to that observed. Furthermore, in
each region, there are several ensemble members that capture the relative ordering and
magnitudes of distinction between different seasons. For example, in the Northern Hemisphere
midlatitudes, there are six members of Reference and three of Sensitivity that simulate winter
cooling relative to the three remaining seasons, as is observed.
It is less evident whether NorESM is capable of capturing the zonal asymmetry in trends in the NH extra-
tropics. Specifically in the observations, the Arctic warms rapidly during DJF whereas the NH midlatitudes
cool rapidly. While individual ensemble members capture these aspects, it is not obvious that NorESM is
capable of capturing both facets within the same model run. This may be linked to Arctic sea ice as
discussed in the next section.
4.4. Arctic Sea Ice
It has been hypothesized that reductions in Arctic sea ice have led to a dynamic response that favors
cold-air outbreaks over NH midlatitudes during boreal winter [Petoukhov and Semenov, 2010; Outten
and Esau, 2012; Honda et al., 2009; Mori et al., 2014]. As outlined in Outten et al. [2015], the two
NorESM ensembles have some deficiencies in both the annual cycle and secular trends in sea-ice
extent showing a muted annual cycle and muted reductions compared to observational estimates.
Further, Iversen et al. [2013] have documented deficiencies in NorESM with respect to its ability to
develop and maintain blocking patterns over the Atlantic sector in all seasons and over Europe in
boreal winter and spring. Nevertheless, to test whether the mechanism is evident within the two
NorESM ensembles, Figure 15 compares trends in boreal winter Arctic sea-ice extent to temperature
trends globally, in the Arctic, and in the NH extra-tropics (Figure S19 repeats but limited to the
Eurasian sector sea ice). Even under the transient warming, some NorESM ensemble members show
positive 15-year trends in winter sea-ice extent.
There is a large and physically reasonable response in the Arctic region with members with greater
reductions in sea-ice extent tending to exhibit greater warming, although there remains substantial noise.
Model ensemble members with large negative sea-ice extent trends would be expected to be associated
with NH midlatitudes cooling and Arctic warming [Outten and Esau, 2012]. Within the NorESM model runs
considered, there is no obvious relationship between NH midlatitude winter temperature trends and
winter sea-ice extent trends. If any response is conditional upon threshold behaviors, then the NorESM
ensembles having demonstrable sea-ice extent deficiencies may be significant. The NH midlatitude zonal
averages used here average over oceans and land and over longitude bands that may be warming as well
as those which may be cooling given the association of cold-air outbreaks with reduced zonality to the
large-scale flow. Figure 10 shows the four best trend map matches globally for boreal winter. Each of
these exhibits some midlatitude continental cooling and Arctic warming which is indicative of an ability of
the model to capture such divergent responses.
Given the lack of concordance with observed sea-ice extent behavior [Outten et al., 2015], it is not possible
directly from the ensembles to make robust inferences about sea-ice extent reduction connections to NH
midlatitude cooling observed during the hiatus. However, the NorESM ensembles are capable of
simulating NH midlatitude continental cooling concurrent with Arctic warming.
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5. Discussion
According to two moderately large ensembles of the period 1980–2012 using NorESM, it is most likely that
internal climate system variability is the dominant mechanism underlying the apparent hiatus in global
mean near-surface warming since 1998. To the extent that the two NorESM ensembles encapsulate the
spread in forcing uncertainty, the response to forcings is a secondary factor as a potential explanation. The
observational uncertainty apparent through the HadCRUT4 ensemble and the spread of four additional
global estimates is also considerably smaller than the range of NorESM internal climate system variability
over this period. Nevertheless, because consistency between the observed estimates and model runs is
marginal in many regions and seasons, the choice of observational data set does impact any assessment
of consistency. Only a small proportion of the ensemble runs are consistent with some subset of the
observational estimates for the global annual mean trends. The disparity between NorESM and the
observed trends is most marked in the NH midlatitudes and arises mainly as a boreal wintertime
phenomenon. This is in contrast to trends for the same region in boreal summer which are in reasonable
agreement between the observations and both ensembles.
The issue of model-observation consistency is inherently an issue of signal to noise [Santer et al., 2011]. It is
generally easier to find overlap between model runs and observations at smaller spatial scales (in particular
for those regions with higher variability) and at shorter timescales. The signal increases with spatial or
temporal averaging, while the noise decreases. In almost all cases considered here, the decrease in noise is
faster than the increase in signal so that it becomes easier to find inconsistencies between the model
ensemble and the observations with averaging. This potentially confounds physical interpretation of
where and how the hiatus behavior occurs and why any distinctions between model behavior and the
observations arise.
In terms of observational estimates, the HadCRUTv4.3.0.0 along with the Cowtan and Way [2014] analysis,
which undertakes a simple kriging to create a globally complete estimate from HadCRUTv4.2.0.0, is
generally the most consistent with the model runs. Berkeley is intermediate, and the NASA GISS and NOAA
MLOST data sets are least consistent. Two important issues arise here. First, from Table 3, it does not seem
to affect a consideration of observational-model consistency greatly whether the model is masked to the
observational availability or the observations are interpolated to be globally complete (compare
HadCRUT4 columns to Cowtan and Way columns and note that the HadCRUTv4.3.0.0 version increment
resulted in a slight increase in warming rate over the hiatus arising from new Land Surface Air
Temperature (LSAT) records). Second, the two data sets showing least agreement are in the process of
undergoing revisions to both their SST [Huang et al., 2015] and LSAT (Lawrimore, pers. comm.)
components. Changes to the SST component detailed in Huang et al. show a slightly increased rate of
estimated global mean SST warming over the hiatus period. The LSAT component will build off the data
improvements detailed within Rennie et al. [2014], which include more high-latitude and remote region
observations. This is likely to impact the LSAT records in a manner yet to be fully determined. Hence, both
Figure 15. Scatterplot of regional temperature trends over 1998–2012 against Arctic sea-ice area trends in boreal winter
for global, Arctic, and NH midlatitude regions. Symbols and observational estimates are as in Figure 12. In each panel,
the r2 values are also given for each ensemble.
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NOAA MLOST and NASA GISS are likely to change in the next year or so, and this may greatly affect the
assessment of consistency detailed herein.
On the face of it, the similarity of the two ensembles is surprising given the differences in the various forcings
varied between the two ensembles [Outten et al., 2015]. We have exhaustively verified that indeed all the
forcings documented in the Part 1 paper have been applied appropriately to each ensemble. The
differences over 1981–2012 vary over time and average to somewhere in the region c. 0.03Wm2 net
difference since 1998 with the sensitivity runs having the smaller net overall forcing relative to pre-
industrial but a greater overall increase in TOA imbalance over the hiatus. These estimates are incomplete
as some (highly uncertain) aerosol radiative effects were not possible to calculate [Outten et al., 2015].
Both ensembles have a positive radiative imbalance in net forcing over the period that is substantively
larger than the differences between them.
All runs are also starting from a set of three transient runs that are substantively out of equilibrium with the
incipient radiative forcing. A difference in the mean and/or the trend and variability in forcing (section 2.2;
Outten et al. [2015]) should see a difference in resulting surface temperatures. But the common forcing in
both ensembles due to increasing burdens of various greenhouse gases is of the order 1Wm2, and the
climate system in the model may well start the hiatus period out of balance with the incipient forcing by a
similar amount. In this context, the changes to the forcings may be of relatively minor import. We note
that in the CMIP5 ensemble as a whole, the different scenarios are not clearly distinguishable in the global
mean until around the 2030s despite substantial divergence in the radiative forcings applied post-2005
[Collins et al., 2013], certainly far more substantial than the differences between the forcings applied in
the two ensembles considered herein. It would be of interest to run the same set of ensembles as we
produced here but starting from a state of radiative equilibrium to disentangle to what extent both the
ensembles are being driven by being out of radiative equilibrium at the outset and whether this together
with common facets of the applied forcings dominates the differences in radiative forcings applied.
Individual members of the two NorESM ensembles appear capable of reproducing many posited and/or
observed salient features of the observed hiatus behavior.
1. Somemembers show similar Nino3.4 behavior, and this explains much of the tropical mean trend and can
help partially explain the global mean trend.
2. Both ensembles exhibit anticorrelation between surface temperature changes and the rate of deep ocean
heat uptake.
3. Some members can capture the seasonal variations in trends in all regions although not necessarily
concurrently across all regions. In particular, a number of the ensemble members capture seasonality in
trends in both the NH midlatitudes and the Arctic.
4. Spatially, the spatial scales of trends and some of their salient features can be captured in individual runs
both annually and seasonally.
No single ensemble member captures all salient features concurrently with the real-world phasing.
There are obvious caveats required. This analysis has been based upon a single climate model and
moderately sized but not exhaustive ensembles. Several issues arise in this regard:
1. Recent analyses of sea-ice effects using an atmospheric general circulationmodel with prescribed boundary
conditions found the need for 80+ members to clearly identify a signal relative to dynamical NH
extra-tropical variability [Mori et al., 2014]. Logically, an ESM would require commensurately more ensemble
members to separate potential causes. Even though our ensembles are large compared to typical
ensembles from CMIP archived models, the ensembles arguably may still be too small.
2. Taking the above point further, the ensembles are spun off just three runs in 1980 by perturbing
near-surface ocean temperatures. If the total state of the OHC is important [Meehl et al., 2011, 2013,
2014] and the 18-year spin-up does not enable sufficient subsequent divergence of OHC solutions, then
it would be necessary to spin off a substantially larger number of basic ocean thermal states unless by
chance one or more of the initial states were reasonably proximal to the observed OHC in 1980.
3. The NorESM model is a low-top model, so it may not be able to fully capture at least some important
stratospherically mediated tropical-extra-tropical Eurasian sector teleconnection behaviors [Ineson and
Scaife, 2009; Scaife et al., 2012] if they are, as has been posited [Trenberth et al., 2014; McGregor et al.,
2014], important in explaining the hiatus.
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4. The ensembles span just two estimates of the real-world forcings and may either miss important forcings
(such as stratospheric water vapor or land use/land cover) or not cover the full range consistent
with observations (tropospheric aerosols, solar, and Ozone) [Outten et al., 2015]. In particular, both sets
of aerosol emissions are dependent upon internationally reported values of energy use, whichmay under-
estimate emissions in countries with a large contribution from domestic sources of energy such as China.
Since the experiments were conceived, an underestimation of volcanic aerosols has also been reported
which may have important impacts [Ridley et al., 2014].
But most importantly, absence of evidence cannot be taken to imply evidence of absence. The ensembles are a
small population from an infinite number of possible realizations. That individual ensemble members can
capture individual components of the observed behavior does not guarantee that running for the conceivable
future we could alight on a NorESM run that sufficiently matched the observations in all important aspects
even if such a solution is indeed realizable. Just because we cannot falsify the potential of NorESM to capture
the hiatus does not prove that NorESM is actually capable of capturing the hiatus-period observed behavior
e.g. capturing the correct trends for the right reasons.
One unambiguous conclusion is that to understand changes on the timescale of 10–20 years with ESMs
requires the use of large ensembles that enable us to capture possible impacts of natural variability on
model-based estimates of the response to external forcings. One approach, adopted by e.g. Risbey et al.
[2014] is to use the large CMIP5 multi-model ensemble of opportunity. However, this approach also
encapsulates inter-model differences and tends to include runs made with the same CMIP-project
recommended forcings (often applied in very distinct manners), which precludes an in-depth assessment
of forcing, and therefore response, uncertainty. An alternative approach is to run large ensembles with
perturbed forcings for single models as has been done here or in a much larger ensemble setting by
climateprediction.net which enables an understanding of both the effects of variability within a single
model and forcing uncertainty to be considered.
We would see significant value to additional groups undertaking such ensemble runs as we have undertaken
here, considering the full range of forcings and their uncertainties over recent decades, and as has been done
to some extent already [e.g., Schmidt et al., 2014; Santer et al., 2014]. To answer questions about the
significance of recent behavior, and its implications for the near-term future, the use of large ensembles of
such realizations for the recent past (last 2–3 decades) for a range of state-of-the-art ESMs would be of
substantial value. To address the impacts of OHC initialization state [Meehl et al., 2014], starting from a
broader range of OHC states than herein would be useful. It would also be of benefit to maintain such
ensembles in a quasi-operational context through regular seasonal or annual updates so they remain
current. This requires coordinated efforts to maintain and share realistic forcing ancillaries for all pertinent
forcings in near real time. Ideally, such runs would be part of future CMIP activities providing a resource of
very large multi-member ensemble runs to investigate recent changes and provide timely advice to
stakeholders in the emerging context of the Global Framework for Climate Services.
6. Conclusions
Herein, we have attempted to elucidate the reasons underlying the observed apparent hiatus in surface
temperature warming in recent years using a comprehensive testing framework. This has been achieved
through comparing the current versions of available global surface temperature observational estimates to
two 30-member ensembles of the fully coupled NorESM climate model: one run with CMIP-5 prescribed
and the other with forcings based upon current observational understanding for the most recent 30 years.
The two resulting ensembles are statistically indistinguishable in their trends over the hiatus. We therefore
conclude that forcing uncertainties to the extent explored cannot explain the hiatus and that internal
climate system variability is dominant in explaining the hiatus according to NorESM. The major salient
features such as marked seasonality in Northern Hemisphere extra-tropical trends can be reproduced by
the model. But no single run reproduces concurrently all such features. Therefore, while we cannot falsify
the NorESM model at the same time, it cannot be proven that the model is capable of simultaneously
capturing all salient aspects of the hiatus behavior and hence is an adequate model. If the hiatus is due to
a rare confluence of various sources of natural variability, then it may be hard for NorESM, or indeed any
model, to capture this. Similar large or even larger ensemble analyses incorporating recent forcings
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uncertainty and a broader range of initial state uncertainty using other, distinct, climate models would serve
to significantly improve our collective understanding of the hiatus and understanding of the ability or
otherwise of models to reproduce such behavior. Regardless, the one thing we can conclude with absolute
certainty is that this is certain to not be the last word on the subject.
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