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Introduction
In the present work we consider the eigenvalue problem associated to the 1-Laplace
operator, which formally has the form
∆1u := Div
(
Du
|Du|
)
.
It has numerous applications, e. g. in mathematical image restoration, and there-
fore enjoys great interest of the scientific community. Moreover, the problem is
also of purely theoretical interest, since it can be obtained from the well-known
eigenvalue problem for the p-Laplace operator
∆pu := div
(|Du|p−2Du)
by considering the limit p→ 1. The p-Laplace operator appears in many contexts
in physics, for example in the study of non-Newtonian fluids, in nonlinear diffusion
problems, in flows through porous media, and in plasma physics (cf. Diaz [18]).
Such problems are often studied by means of an associated variational problem.
In the case p ∈ (1,∞) we consider the minimization of
Ep(u) :=
∫
Ω
|Du|p dx→ Min!, u ∈ W 1,p0 (Ω) (1)
under the constraint
Gp(u) :=
∫
Ω
|u|p dx− 1 = 0 (2)
for a suitable domain Ω ⊂ Rn. The eigenvalue equation for the p-Laplace operator
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2is the corresponding Euler-Lagrange equation given by
− div (|Du|p−2Du) = λ|u|p−2u on Ω, u = 0 on ∂Ω , (3)
which can be obtained for a minimizer of this problem by classical methods of
the calculus of variations. A lot of interesting results are known for this problem,
such as the existence of a sequence of eigensolutions (uk,p , λk,p)k∈N and their C
1,α
loc -
regularity. Moreover, the first eigenfunction is known to be positive (or negative)
and unique up to scalar multiples. The eigenfunctions uk,p ∈ W 1,p0 (Ω) are crit-
ical points of (1) under the constraint (2), while the corresponding eigenvalues
λk,p →∞ as k → ∞. This result can be obtained by means of the classical
Ljusternik-Schnirelman theory for critical points.
However, the case p = 1 confronts us with many difficulties. First of all it turns
out that a more general space than W 1,10 (Ω) is necessary in order to get existence
of a minimizer. Moreover, the prescription of boundary values also has to be
adapted, so that in the case p = 1 it is reasonable to consider
E(u) :=
∫
Ω
d|Du|+
∫
∂Ω
|u| dHn−1 → Min! , u ∈ BV (Ω) (4)
under the constraint
G(u) :=
∫
Ω
|u| dx− 1 = 0 . (5)
It is known that a minimizer of this variational problem exists in BV (Ω), but in
contrast to the case p ∈ (1,∞) it is not necessarily unique and it might change
sign in Ω. It has been shown by Fridman & Kawohl in [24] that a suitable multiple
of the characteristic function u = χC of the Cheeger set C of Ω is a minimizer of
(4) under the constraint (5), where, roughly speaking, a Cheeger set is a subset
of Ω which minimizes the quotient |∂D|/|D| among all sets D ⊂ Ω.
The derivation of an Euler-Lagrange equation for a minimizer of (4), (5) is
a difficult task, since both E and G are nonsmooth functionals. The formal
Euler-Lagrange equation obtained from (3) by taking p→ 1 contains expressions
Du/|Du| and u/|u| which are not well defined, since characteristic functions are
minimizers. A suitable substitute for this formal equation, obtained by a di-
rect treatment of the variational problem (4), (5) with methods of nonsmooth
analysis, has been deduced by Kawohl & Schuricht in [31]. For any measurable
3selection s of the set-valued sign function Sgn (u(x)) there exists a vector field
z : Ω→ B1(0) ⊂ Rn, which depends on the choice of s, such that
−Div z(x) = λ s(x) on Ω . (6)
The vector field z can be identified with Du/|Du| if |Du| is nonzero and is
otherwise a suitable substitute for this expression. A measurable selection s
replaces u/|u| by some value in [−1, 1] at points where u vanishes. Hence, it turns
out that for minimizers u ∈ BV (Ω) of (4), (5) infinitely many Euler-Lagrange
equations have to be satisfied in general. We call this equation with many s the
multiple Euler-Lagrange equation and consider this problem to be the eigenvalue
problem for the 1-Laplace operator.
In Chapter 1 we summarize some known results related to the p-Laplace operator,
in particular in the case p = 1. We give a survey on Cheeger sets and illuminate
their connection to the eigenvalue problem for the 1-Laplace operator.
Higher eigensolutions of the eigenvalue problem related to the 1-Laplace operator
are subject of Chapter 2. This question has not been considered so far, since it
is not even clear how to define higher eigensolutions in our nonsmooth setting.
On the one hand we might use the multiple Euler-Lagrange equation (6) for the
definition, but it might be that this equation is satisfied only by the minimizer
and thus it would be too restrictive for the definition of higher eigensolutions.
By taking a closer look at the derivation of (6) we see that as a first condition
we obtain equation (6) just for one measurable selection s. We call this equation
with one s the single Euler-Lagrange equation. But the single Euler-Lagrange
equation also seems inappropriate for the definition of higher eigensolutions, since
it is satisfied by “too many” functions as we demonstrate in the first section of
Chapter 2. On the other hand it seems to be not possible to define them as critical
points of (4) under the constraint (5), since E and G are not differentiable and
E is not even continuous. Nevertheless we choose this way and define them as
critical points of E under the constraint (5) by means of the weak slope, which is
defined for continuous and even some classes of lower semicontinuous functions.
Then we use the nonsmooth critical point theory developed by Degiovanni &
Marzocchi in [15] in order to obtain the existence of a sequence of critical points.
Moreover, using a suitable nonsmooth version of the Lagrange multiplier theorem,
4we show that critical points have to satisfy the single Euler-Lagrange equation.
The results of Chapter 2 can be found in Milbers & Schuricht [34].
The situation is however not satisfactory, since it seems that not all of the func-
tions satisfying the single Euler-Lagrange equation are critical points of (4), (5).
One possibility to resolve this problem is to specify for which selections s a single
Euler-Lagrange equation has to be satisfied by higher eigensolutions. But this
problem is completely open at the moment. Another possibility to diminish the
number of possible solutions is the derivation of a different necessary condition
for critical points of (4), (5). As a first step in this direction we deduce a further
necessary condition for a minimizer of (4), (5) by means of inner variations in
Chapter 3. There we consider variations of the domain Ω instead of those of a
minimizer u as in the derivation of the Euler-Lagrange equation. In the classical
calculus of variations such an approach turns out to be useful if the minimizer is
less regular than being in C2, i. e. inner variations might produce an additional
necessary condition which is different from the Euler-Lagrange equation. We
adapt this method and use a suitable Lagrange multiplier rule which is applica-
ble to our nonsmooth setting. It turns out that the new necessary condition is
stronger than the single Euler-Lagrange equation, as we demonstrate on a model
example. The derivation of a similar result for higher critical points of (4), (5)
seems to be more complicated, but it appears to be a promising open challenge
for the future.
5Notation
For a set A we denote the boundary by ∂A, the closure by A, and the interior by
intA. Its indicator function IA and its characteristic function χA are given by
IA(x) :=
0 for x ∈ A ,∞ otherwise , and χA(x) :=
1 for x ∈ A ,0 otherwise .
We denote by |D| the volume of a set D ⊂ Rn and by |∂D| its perimeter. Br(u)
stands for the open ball with center u and radius r. We write Div u for the
divergence of a function u in the distributional sense. The set-valued sign function
on R is given by
Sgnα :=

1 for α > 0 ,
[−1, 1] for α = 0 ,
−1 for α < 0 .
The space of q-integrable functions on Ω is denoted by Lq(Ω) and its dual by
Lq
∗
(Ω) where 1
q
+ 1
q∗ = 1. The Sobolev space W
1,p(Ω) consists of all p-integrable
functions having p-integrable weak derivatives and functions inW 1,p0 (Ω) have zero
trace in addition. The space BV (Ω) is the space of functions of bounded variation
and |Du| is the total variation measure for these functions. For a Radon measure
µ we denote by µbA its restriction to a set A and by fµ its product with a
µ-summable function f . The k-dimensional Hausdorff measure is denoted by Hk.
For a Banach space X its dual is X∗ and 〈·, ·〉 is the duality form on X×X∗. We
write ∂F (u) both for the subdifferential of a convex function F and for Clarke’s
generalized gradient of a locally Lipschitz continuous function F . By δF (u, v) we
denote the directional derivative and by F 0(u, v) Clarke’s generalized directional
derivative of F at u in direction v. For a matrix M ∈ Rn×n we denote by adjM
its adjoint, defined for a regular matrix as M−1 detM , and by tr(M) its trace.
By id ∈ Rn×n we mean the identity matrix. By δjk we denote the Kronecker
delta.
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Chapter 1
Eigenvalue Problem for the
1-Laplace Operator
In this chapter we recall some known results concerning the eigenvalue problem
for the p-Laplace operator, while we emphasize the singular case p = 1. We define
the notion of a Cheeger set and state its basic properties. At last we illuminate
the connection between Cheeger sets and eigensolutions of the 1-Laplace operator.
1.1 Eigenvalue Problem
Let us consider the minimization problem
Ep(u) :=
∫
Ω
|Du|p dx→ Min! , u ∈ W 1,p0 (Ω) , (1.1)
Gp(u) :=
∫
Ω
|u|p dx− 1 = 0 , (1.2)
for p ∈ (1,∞) where Ω ⊂ Rn is a bounded domain. For most of the results
following no regularity assumptions are needed for the boundary ∂Ω. The corre-
sponding Euler-Lagrange equation
− div (|Du|p−2Du) = λ|u|p−2u on Ω , u = 0 on ∂Ω , (1.3)
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8which is called the eigenvalue problem for the p-Laplace operator, can be derived
from (1.1), (1.2) by means of the classical Lagrange multiplier rule, while we
interpret the equation in the weak sense. We say that u ∈ W 1,p0 (Ω), u 6= 0 is an
eigenfunction and λ ∈ R a corresponding eigenvalue of the p-Laplace operator, if
they satisfy equation (1.3).
This problem has been studied extensively in the literature during the past
decades and many interesting results have been obtained. We give a short survey
on the results related to the eigenvalue problem (1.3), parts of which can be found
in [32].
The existence of a positive (or negative) eigenfunction can be established by
minimizing the Rayleigh quotient
Ep(v)
Gp(v) + 1
over all v ∈ W 1,p0 (Ω) with v 6= 0. Using a normalized minimizing sequence
(ϕk)k∈N ⊂ C∞0 (Ω) we obtain a function u ∈ W 1,p0 (Ω) such that
Ep(u)
Gp(u) + 1
= min
0 6=v∈W 1,p0 (Ω)
Ep(v)
Gp(v) + 1
.
The compactness argument needed in the existence proof is provided by the
Rellich-Kondrachov Theorem. Then the classical Lagrange multiplier rule shows
that u is a solution of (1.3). If u is minimizing, so is |u| and therefore also
|u| satisfies the equation. Since |u| ≥ 0, we must have |u| > 0 by Harnack’s
inequality. By continuity either u > 0 or u < 0 in Ω, cf. Lindqvist [32].
The following uniqueness result for the first eigenfunction is due to Kawohl &
Lindqvist [30, Theorem 1.1].
Theorem 1.1. Let Ω ⊂ Rn be a bounded domain. Then any positive solution of
(1.3) is unique up to scalar multiplication.
This function is called the first eigenfunction of the p-Laplace operator and the
corresponding λ1,p is the first eigenvalue, i. e. the smallest eigenvalue, of the
9p-Laplace operator. The first eigenvalue λ1,p can also be characterized by means
of the Rayleigh quotient
λ1,p = min
0 6=v∈W 1,p0 (Ω)
Ep(v)
Gp(v) + 1
, (1.4)
cf. e. g. [30]. Moreover, if λ > λ1,p, there are no positive eigenfunctions with
eigenvalue λ, cf. [30, Lemma 3.1] and the restriction of a higher eigenfunction to
a nodal domain, which is a maximal connected open subset of {x ∈ Ω |u(x) 6= 0},
is a first eigenfunction there.
However, surprisingly little is known about higher eigenvalues and eigenfunctions
in the case p 6= 2. In the case p = 2 the Laplace operator has a discrete spectrum
of eigenvalues λ1 < λ2 ≤ λ3 ≤ . . . and λk → ∞ as k → ∞. For p 6= 2 the
eigenfunctions can be characterized as critical points of Ep as defined in (1.1)
under the constraint (1.2) by means of the Ljusternik-Schnirelman theory (see
Rabinowitz [37] for the general theory). There we consider symmetric, i. e. if
v ∈ A then also −v ∈ A, closed subsets A of a Banach space and define the
Kransnoselskij genus ofA as the smallest k ∈ N for which there exists a continuous
odd function ψ : A→ Rk \ {0}. In our setting we denote by Ak the collection of
all closed symmetric sets A ⊂ W 1,p0 (Ω) such that the Krasnoselskij genus of A is
at least k and the set {v ∈ A | ‖v‖p = 1} is compact. Then higher eigenvalues
are characterized by
λk,p = inf
A∈Ak
sup
v∈A
Ep(v)
Gp(v) + 1
. (1.5)
Garc´ıa Azorero & Peral Alonso have proved in [25] that there exists a nondecreas-
ing sequence (λk,p)k∈N of nonnegative eigenvalues and eigenfunctions (uk,p)k∈N of
the p-Laplace operator with λk,p →∞ as k →∞. For an eigenfunction uk,p it is
known that it has at most (2k−2) nodal domains if Ω ⊂ Rn is a bounded domain
with smooth boundary, cf. Dra´bek & Robinson [20, Theorem 3.3]. However, for
p 6= 2 it is not known whether this sequence contains all eigenvalues and many
questions remain unanswered regarding the properties of the spectrum beyond
λ2,p. In contrast to the Laplace operator, the nonlinear spectrum has not been
proved to be discrete, not even when the domain Ω is a ball.
The following result, which is due to Anane & Tsouli [3], shows that the method
at least gives the correct λ1,p and λ2,p and the second eigenvalue is well defined
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and characterized by (1.5).
Theorem 1.2. Let Ω be a bounded domain and λ2,p as defined in (1.5). Then
λ2,p = min{λp | λp is an eigenvalue with sign changing eigenfunction}
= min{λp | λp is an eigenvalue and λp > λ1,p}.
Thus, between λ1,p and λ2,p, which are always distinct, there are no eigenvalues.
Unfortunately, it has not even been proved that it is impossible that every real
number λ > λ2,p is an eigenvalue. Neither is anything known about the multi-
plicity of the higher eigenvalues.
A useful result concerning the regularity of eigenfunctions of the p-Laplace oper-
ator has been shown by DiBenedetto in [19, Theorem 2].
Theorem 1.3. Let Ω ⊂ Rn be open, u ∈ W 1,p(Ω) a solution of (1.3). Then
u ∈ C1,αloc (Ω) where α ∈ (0, 1) depends only on n and p.
A consequence of this result is that in regular domains the boundary condition
is satisfied in the classical sense, i. e. as a pointwise condition. For example, any
domain satisfying an exterior cone condition is regular enough in the case p ≤ n,
cf. Gariepy & Ziemer [26]. Moreover, if p > n, then every boundary point is
regular.
Let us now consider the highly singular case p = 1. In this case we have to
minimize the functional
∫
Ω
|Du| dx under the side constraint ∫
Ω
|u| dx = 1, which
are both functionals with linear growth. Minimizers of such functionals typically
belong to the space BV (Ω) of functions of bounded variation on Ω, and not
necessarily toW 1,1(Ω). Therefore it is natural to study the minimization problem
in BV (Ω) for p = 1. But since the trace operator on BV (Ω) has merely weak
continuity properties, the usual prescription of the trace is too restrictive if we
work in BV (Ω). Thus it seems to be reasonable to consider the variational
problem
E(u) :=
∫
Ω
d|Du|+
∫
∂Ω
|u| dHn−1 → Min! , u ∈ BV (Ω) , (1.6)
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G(u) :=
∫
Ω
|u| dx− 1 = 0 (1.7)
in the case p = 1, where the surface integral replaces the Dirichlet data in a
generalized way, cf. Kawohl & Schuricht [31, p. 518].
Let Ω ⊂ Rn be a bounded domain with Lipschitz boundary for the rest of this
section.
The existence of a minimizer of (1.6), (1.7) has been stated, e. g., by Kawohl &
Schuricht in [31, Theorem 3.2].
Theorem 1.4. Problem (1.6), (1.7) has a solution u ∈ BV (Ω).
However, in contrast to the case p ∈ (1,∞) the solution does not have to be
unique as we will see below.
The formal limit of (1.3) for p→ 1 is the eigenvalue problem
−Div
(
Du
|Du|
)
= λ
u
|u| . (1.8)
This equation is not well defined if we have in mind that typical minimizers of
(1.6), (1.7) are piecewise constant and even vanish on a set of positive measure.
In order to give meaning to problem (1.8), variational problem (1.6), (1.7) has
to be studied more carefully. Here the functional to be minimized contains the
nonsmooth 1-homogeneous total variation and the L1-norm is prescribed as a
nonsmooth constraint. The lack of differentiability of E and G requires more
general tools than usually used in the calculus of variations.
One way to approach this problem is to approximate the degenerate problem by
a regular one and to study the limit. This has been done by Fridman & Kawohl
in [24] and by Demengel in [17]. The drawback of such an approximation is that
the result might depend on the special smoothing.
The straightforward derivation of a necessary condition for minimizers of (1.6),
(1.7) has been done by Kawohl & Schuricht in [31]. Since E and G are convex, a
necessary condition for a minimizer u should employ the convex subdifferentials
∂E(u), ∂G(u). But if we want to characterize these subdifferentials, which are
subsets of the dual space BV (Ω)∗ we are confronted with the difficulty that not
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much is known about the structure of the space BV (Ω)∗, cf. Ambrosio et al. [2].
It turns out that the structure of the elements in ∂E(u), ∂G(u) can be derived
if BV (Ω) is considered as a subspace of Lq(Ω) with q > 1 and if E and G are
extended on Lq(Ω) by
E(u) :=

∫
Ω
d|Du|+ ∫
∂Ω
|u| dHn−1 for u ∈ BV (Ω) ,
∞ for u ∈ Lq(Ω) \BV (Ω) ,
(1.9)
and
G(u) :=
∫
Ω
|u| dx− 1 = 0 for u ∈ Lq(Ω) . (1.10)
Note that this has been done in [31] only for the case n
n−1 ≤ q < ∞. How-
ever, all of the corresponding results in [31] can be extended to the general case
1 < q <∞ (cf. also Andreu-Vaillo et al. [4]). The following characterization of
subdifferentials of E and G can be found in Kawohl & Schuricht [31, Proposition
4.23].
Proposition 1.5. The functional E according to (1.9) is convex and lower semi-
continuous on Lq(Ω). Moreover, u∗E ∈ ∂E(u) for u ∈ Lq(Ω) if and only if there
exists a vector field z ∈ L∞(Ω,Rn) with
‖z‖L∞ ≤ 1 , u∗E = −Div z ∈ Lq
∗
(Ω) ,
E(u) = 〈u∗E, u〉 = −
∫
Ω
uDiv z dx .
If E(u) > 0, then ‖z‖L∞ = 1.
Proposition 1.6. The functional G according to (1.10) is convex and Lipschitz
continuous on Lq(Ω). Moreover, we have u∗G ∈ ∂G(u) for u ∈ Lq(Ω) if and only
if
u∗G(x) ∈ Sgn (u(x)) a. e. on Ω .
Note that this result has been shown in [31] for u 7→ ∫
Ω
|u| dx but, obviously, it
is also valid for our G which differs merely by a constant.
The following theorem of Kawohl & Schuricht [31, Corollary 4.18] provides a
suitable substitute for (1.8) (cf. also Demengel [17] for a partial result).
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Theorem 1.7. Let u ∈ BV (Ω) be a minimizer of (1.6), (1.7). Then for each
measurable selection s(x) ∈ Sgn (u(x)) a. e. on Ω there exists a corresponding
vector field z ∈ L∞(Ω,Rn) satisfying
‖z‖L∞ = 1, Div z ∈ Ln(Ω) , (1.11)
E(u) = −
∫
Ω
uDiv z dx (1.12)
such that
−Div z = λs a. e. on Ω, λ = E(u) . (1.13)
We call (1.13) combined with the coupling conditions (1.11), (1.12) relating z to
u the eigenvalue problem for the 1-Laplace operator. A solution u is said to be
an eigenfunction according to the eigenvalue λ.
Let us take a closer look at Theorem 1.7. As a first necessary condition for a
minimizer u of (1.6), (1.7) we obtain that there is one sign function s and a
corresponding vector field z such that (1.13) is satisfied with λ = E(u). This
result can be obtained by applying a suitable Lagrange multiplier rule to the
variational problem (1.6), (1.7). We call this necessary condition with one s the
single Euler-Lagrange equation. But the particular form of the problem allows
special arguments, which exploit the relation between certain cones and imply
many equations as necessary condition for a minimizer u. We call such a necessary
condition with many s the multiple Euler-Lagrange equation. Since u is known
to be zero on large sets, as we will see below, we get infinitely many equations
for u in general, which is a surprising and remarkable result.
A useful equivalent formulation of the coupling condition (1.12) has been stated
by Milbers & Schuricht in [34].
Proposition 1.8. Let u ∈ BV (Ω) and let z ∈ L∞(Ω,Rn) satisfy Div z ∈ Ln(Ω)
and ‖z‖L∞ ≤ 1. Then (1.12) is equivalent to the two conditions
−[z, ν](x) ∈ Sgn (u(x)) Hn−1-a. e. on ∂Ω (1.14)
and
Du = z|Du| (1.15)
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in the sense of measures on Ω.
It is an interesting question, to what extent the coupling conditions combined
with a fixed s determine the vector field z. Since it seems that |z(x)| < 1 at least
on some ball B ⊂ Ω for a typical solution z, we clearly can add any divergence
free vector field with sufficiently small amplitude and support on B in order to
get a further solution z. This way we always obtain infinitely many vector fields
satisfying the necessary condition for a fixed selection s. However, a much more
interesting question is how much freedom we have for z on the boundary ∂Ω
where, in general, the coupling conditions do not completely prescribe z. This
question has been investigated in [34] for the special case of a square Ω ⊂ R2. It
turns out that for each measurable selection s there exist even infinitely many
vector fields z, differing on a part of the boundary ∂Ω, which satisfy (1.13) on Ω,
with s and z related to u as in Theorem 1.7.
Now the question for higher eigensolutions for the case p = 1 is natural but
confronts us with fundamental difficulties. The first problem that we have to
face is the proper definition of higher eigensolutions. It seems that the single
Euler-Lagrange equation with one s is too weak for a definition of eigensolutions,
since it is satisfied by “very many” functions as we will show shortly. On the
other hand, there is some analytical evidence that the multiple Euler-Lagrange
equation, taking into account any s, might be true merely for a minimizer u of
(1.6), (1.7) and, hence, it would be too strong for a definition of eigensolutions.
Thus we cannot decide for which functions s equation (1.13) should be satisfied
for a higher eigenfunction u. Consequently, we do not have a precise replacement
for the formal eigenvalue problem (1.8) as basis for a definition of higher eigenso-
lutions. Recall that in the case p ∈ (1,∞) eigenfunctions u are critical points of
Ep subject to the constraint Gp(u) = 0. However, we cannot define critical points
in the usual way in the limit case p = 1, since E and G are not differentiable.
We will take a closer look at these problems in Chapter 2.
15
1.2 Cheeger Sets
We define the Cheeger constant of a nonempty open bounded set Ω ⊂ Rn by
h(Ω) := inf
D⊂Ω
|∂D|
|D| (1.16)
with D varying over all nonempty sets D ⊂ Ω of finite perimeter, cf. Alter &
Caselles [1]. Originally the Cheeger constant has been defined by Cheeger in [10]
in a slightly different manner. We call the expression
Q(D) := |∂D|/|D|
the Cheeger quotient of D and a set C ⊂ Ω is called a Cheeger set of Ω if
Q(C) = h(Ω). Note that the minimum in (1.16) cannot be obtained at a set D
whose distance from the boundary of Ω is positive, otherwise we could diminish
the Cheeger quotient Q(D) by rescaling D with a factor larger than one. Note
that C is a Cheeger set of Ω if and only if it minimizes
min
D⊂Ω
(|∂D| −Q(C)|D|) .
We call a set Ω ⊂ Rn calibrable if Ω minimizes the problem
min
D⊂Ω
(|∂D| −Q(Ω)|D|) , (1.17)
or, equivalently, if Ω is a Cheeger set of itself. If C is a Cheeger set of Ω, then
C is always calibrable. A simple example of a calibrable set is a ball, where the
Cheeger constant can be calculated explicitly. If we consider Br(0) ⊂ Rn, then
its Cheeger constant is
h(Br(0)) =
|∂Br(0)|
|Br(0)| =
n
r
. (1.18)
Before we illuminate the relation between Cheeger sets and the eigenvalue prob-
lem for the 1-Laplace operator, let us give a short survey on the general properties
of Cheeger sets. First of all we address the question of uniqueness.
In the general case the Cheeger set is not necessarily unique, as Figure 1.1 shows.
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C1 2C
Figure 1.1: Cheeger sets of a barbell-type domain
In this case the “rounded squares” C1, C2 and the set C1 ∪ C2 are all Cheeger
sets. Moreover, there might even exist a continuous family of Cheeger sets. One
example for this case is the L-shaped planar domain, as has been shown by Parini
in [36]. Here we obtain infinitely many Cheeger sets by shifting the half-circle on
a
b
l
l
Figure 1.2: Cheeger sets of an L-shaped domain
the top-left side upwards or downwards (for some special ratio of a, b, l).
The uniqueness of a Cheeger set has been known for a long time in the case
n = 2 for a convex domain Ω. A much more general uniqueness result for convex
Ω ⊂ Rn has recently been proved by Alter & Caselles in [1, Theorem 1].
Theorem 1.9. Every open convex bounded set Ω ⊂ Rn has a unique Cheeger set.
The Cheeger set is convex and its boundary is of class C1,1.
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Moreover, uniqueness can be obtained by small perturbations of the set Ω, cf.
Caselles et al. [9, Theorem 1].
Theorem 1.10. Let Ω ⊂ Rn be an open set with finite volume. Then, for any
compact set K ⊂ Ω there exists a bounded open set ΩK ⊂ Ω such that K ⊂ ΩK
and ΩK has a unique Cheeger set.
A consequence of this result is, that given any open set with finite volume, for
all ε > 0, we can find a set Ωε ⊂ Ω such that |Ω \ Ωε| < ε and Ωε has a unique
Cheeger set.
The following result concerning regularity of the boundary of Cheeger sets has
been proved in [9, Theorem 2].
Theorem 1.11. Let Ω be a bounded open set with boundary of class C1,1. Then
any Cheeger set C of Ω has boundary of class C1,1, except on a closed singular
subset of ∂Ω of dimension at most (n− 8).
Moreover, we have a useful result describing the geometry of a Cheeger set, cf.
Gonzalez et al. [28, Theorem 2] (see also Stredulinsky & Ziemer [39]).
Theorem 1.12. Let Ω ⊂ Rn be an open bounded set with Lipschitz boundary
and D ⊂ Ω a set minimizing perimeter among all sets with prescribed volume.
Let x1, x2 ∈ ∂D ∩Ω be regular points and f1, f2 analytic functions describing ∂D
locally near x1, x2. Then
div
(
Df1√
1 + |Df1|2
)
= div
(
Df2√
1 + |Df2|2
)
.
Since the Cheeger set C minimizes perimeter among all sets D ⊂ Ω with |C| =
|D|, the theorem says that the surface ∂C ∩ Ω has constant mean curvature. It
can even be shown that the mean curvature equals h(Ω) in the regular points of
∂C ∩ Ω, cf. Fridman & Kawohl [24]. In the case of Ω ⊂ R2 this readily implies
that ∂C ∩ Ω consists of circular arcs with radius r = 1/h(Ω). If in addition Ω is
convex, then the union of discs of radius r = 1/h(Ω) inside Ω uniquely defines
its Cheeger set. But note that for nonconvex planar domains this construction
method might fail, cf. Kawohl & Lachand-Robert [29, p. 13].
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Example 1.13. If Ω is a square given by (0, a)× (0, a), then the Cheeger set can
be represented by a union of discs with radius r = 1/h(Ω) in R2, see Figure 1.3.
The Cheeger constant is then the minimum of
C
a
Figure 1.3: Cheeger set of a square
|∂C|
|C| =
4(a− 2r) + 2pir
a2 − 4 (r2 − 1
4
pir2
)
over r. We calculate the minimum of this expression and get
r =
2−√pi
4− pi a
and thus
h(Ω) =
4− pi
(2−√pi)a ,
cf. [24, p. 4].
However, finding a Cheeger set of a given set Ω is usually a difficult task and
only some particular cases seem to be explicitly known. For example a disk or
an annulus are known to be calibrable. Kawohl & Lachand-Robert have recently
given a constructive method for the computation of the Cheeger set of any planar
convex polygon in [29].
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1.3 Eigensolutions and Cheeger Sets
Now we want to illustrate what Cheeger sets and eigensolutions of the p-Laplace
operator have in common.
First of all, the Cheeger constant gives us a lower bound for the first eigenvalue
of the p-Laplace operator. Cheeger has proved the following statement for the
special case p = 2 in [10] and the extension of it to a general p ∈ (1,∞) has been
done by Matei in [33].
Theorem 1.14. Let Ω ⊂ Rn be a bounded simply connected domain with suffi-
ciently smooth boundary. Then the first eigenvalue of the p-Laplace operator can
be estimated from below by
λ1,p ≥
(
h(Ω)
p
)p
.
Fridman & Kawohl have treated the case p→ 1 in [24, Corollary 6] and obtained
the following result.
Theorem 1.15. Let Ω ⊂ Rn be a bounded simply connected domain with suffi-
ciently smooth boundary. For the first eigenvalue λ1,1 of the 1-Laplace operator
we have
λ1,1 = h(Ω) .
The following result relating Cheeger sets of a given domain Ω to a first eigen-
function of the 1-Laplace operator has also been proved in [24, Theorem 8].
Theorem 1.16. Let Ω ⊂ Rn be a bounded simply connected domain with suffi-
ciently smooth boundary. If C ⊂ Ω is a Cheeger set of Ω, then u = αχC ∈ BV (Ω),
α ∈ R \ {0}, is a first eigenfunction of the 1-Laplace operator. If v ∈ BV (Ω)
is a first eigenfunction of the 1-Laplace operator, then almost all of its level sets
{x ∈ Ω | |v(x)| > t} are Cheeger sets of Ω.
Let us discuss the significance of this result. First of all we obtain a result on the
existence of a Cheeger set of Ω. We know that a minimizer u ∈ BV (Ω) of (1.6),
(1.7) exists in any bounded domain Ω with Lipschitz boundary by Theorem 1.4.
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Since it satisfies the constraint G(u) = 0 it must be nonzero and therefore non-
trivial level sets exist. Now, by Theorem 1.16, almost all of these level sets are
Cheeger sets.
Moreover, if we know that a Cheeger set C of Ω exists, then u = 1|C|χC is a first
eigenfunction by Theorem 1.16. If we consider the analytical problem
inf
0 6=v∈BV (Ω)
E(v)
G(v) + 1
,
which is equivalent to (1.6), (1.7), then a minimizer u must satisfy
λ1,1 =
E(u)
G(u) + 1
, (1.19)
cf. also equation (1.4) for p ∈ (1,∞). But then the Rayleigh quotient in (1.19)
becomes |∂C|/|C|, which is equal to the Cheeger constant h(Ω) by definition.
Since u satisfies G(u) = 0, we thus get the identity
λ = E(u) = h(Ω) , (1.20)
cf. also (1.13), for the first eigenvalue λ = λ1,1 and a corresponding eigenfunction
u of the 1-Laplace operator.
Furthermore, now we can address the question of whether or not a first eigen-
function can be unique in the case p = 1. Recall that the first eigenfunction
of the p-Laplace operator with p ∈ (1,∞) is unique up to scalar multiplication
and positive (or negative) in Ω. In the case p = 1 both these properties are
lost. We see that uniqueness of the first eigenfunction fails if the Cheeger set
of Ω is not unique, such as in the case of barbell-type or L-shaped domains,
see Figures 1.1 or 1.2. For instance for the barbell-type domain any function
u(x) = c1χC1(x) + c2χC2(x), c1, c2 ∈ R, with |c1||C1| + |c2||C2| = 1 is a first
eigensolution. This example also shows that a first eigenfunction can have a sign
change in Ω. Even if we have an eigenfunction which does not change sign in Ω,
it will not be positive in general, since it may have large nullsets.
Of course a regularity result similar to Theorem 1.3 also cannot be expected in
the case p = 1, since characteristic functions are first eigenfunctions, i. e. not
even continuous in the general case.
Chapter 2
Existence of a Sequence of
Eigensolutions
The question of higher eigensolutions for the 1-Laplace operator is the subject
of this chapter. We define eigenfunctions of the 1-Laplace operator as critical
points of (1.6), (1.7) by means of the weak slope. Then we verify the existence of
a sequence (uk)k∈N of critical points by means of nonsmooth critical point theory
and show that each such eigenfunction uk has to satisfy a single Euler-Lagrange
equation.
2.1 Preliminary Considerations
We have already mentioned that we do not have a precise replacement for the
formal eigenvalue problem (1.8) as basis for the definition of higher eigensolutions.
For a first eigensolution we use the multiple Euler-Lagrange equation as definition,
see Theorem 1.7. But this seems to be too restrictive for the definition of higher
eigensolutions, since we expect that merely a minimizer of the variational problem
satisfies the multiple equation. Below we demonstrate that also the single Euler-
Lagrange equation is inappropriate for the definition, since it allows too many
solutions, providing a continuum of eigenvalues.
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Let B = Br(x0) ⊂ Ω be a ball with radius r and center x0 such that ∂B does not
touch ∂Ω, cf. Figure 2.1. We show that the BV (Ω)-function
v(x) :=
1
|B|χB(x)
satisfies the single Euler-Lagrange equation for one s and a corresponding λ.
We construct the associated vector field z in B and Ω \ B separately. Inside B
B
Figure 2.1: Foliation of Ω \B
the function v is positive and thus we have to find a corresponding vector field
z ∈ L∞(Ω,Rn) satisfying the coupling conditions (1.11), (1.12) and
−Div z = λ a. e. on B
with
λ = E(u) =
|∂B|
|B| =
n
r
.
If we set
z(x) =
x0 − x
r
on B ,
then
− div z(x) = n
r
.
Thus z satisfies − div z = λ and the coupling conditions on B. Note that for
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x ∈ ∂B we have z(x) = x0−x|x0−x| since |x0 − x| = r there. We set
z(x) =
x0 − x
|x0 − x| on Ω \B ,
i. e. z is the unit normal vector field to the foliation of Ω\B obtained by concentric
spheres and pointing to the center x0, cf. Figure 2.1. In this case we have
− div z(x) = n− 1|x0 − x| .
Thus we get a continuous vector field
z(x) :=
x0−xr for x ∈ B ,x0−x
|x0−x| for x ∈ Ω \B ,
which satisfies (1.11), (1.12). Note that Div z ∈ Ln(Ω) and it jumps across ∂B
from n/r to (n− 1)/r. We set
s(x) :=
1 for x ∈ B ,n−1
n
r
|x0−x| for x ∈ Ω \B .
Clearly, s(x) ∈ [−1, 1], i. e. s is a measurable selection of Sgn (v(x)) and
−Div z = n
r
s(x) on Ω
is satisfied.
Notice that there is a continuum of eigenvalues λ ∈ (n/r0,∞), where r0 denotes
the radius of the largest ball contained in Ω. Hence, we have constructed infinitely
many solutions of the single Euler-Lagrange equation, since the radius r of B is
allowed to vary between 0 and r0. However, such functions v cannot be minimizers
of (1.6), (1.7) since a ballB which does not touch ∂Ω cannot minimize the Cheeger
quotient.
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2.2 Tools of Nonsmooth Analysis
The notion of weak slope has been introduced by Degiovanni & Marzocchi in
[15]. Let X be a metric space endowed with metric m and let E : X → R be a
continuous function. For every u ∈ X we denote by |dE|(u) the supremum of all
σ ∈ [0,∞) for which there exist δ > 0 and a continuous map
H : Bδ(u)× [0, δ]→ X
such that for all v ∈ Bδ(u) and all t ∈ [0, δ]
m(H(v, t), v) ≤ t , (2.1)
E(H(v, t)) ≤ E(v)− σt . (2.2)
The extended real number |dE|(u) is called the weak slope of E at u. Note that for
differentiable functions the weak slope corresponds to the norm of the gradient.
Now we consider a lower semicontinuous function E : X → R ∪ {∞}. We define
the domain of E by
D(E) := {u ∈ X | E(u) <∞} (2.3)
and the epigraph of E by
epi (E) := {(u, ξ) ∈ X × R | E(u) ≤ ξ} .
The set X × R will be endowed with the metric
m((u, ξ), (v, µ)) =
√
m(u, v)2 + (ξ − µ)2 (2.4)
and epi (E) with the induced metric. Using the continuous function
GE : epi (E)→ R , GE(u, ξ) = ξ , (2.5)
we define the weak slope of E at u ∈ D(E) as
|dE|(u) :=

|dGE |(u,E(u))√
1−|dGE |(u,E(u))2
for |dG |(u,E(u)) < 1,
∞ for |dG |(u,E(u)) = 1 .
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When E is finite and continuous on X this definition is consistent with the
definition of the weak slope for continuous functions. Occasionally we denote the
weak slope of E at u by |dE|X(u) in order to indicate that it is taken in the
metric space X. The idea of this definition is to reduce the study of the lower
semicontinuous function E to that of the Lipschitz continuous function GE.
We say that u ∈ D(E) is a critical point of E if |dE|(u) = 0. The value c ∈ R
is called a critical value of E if there exists a critical point u ∈ D(E) of E with
E(u) = c. Note that if (u,E(u)) ∈ epi (E) is a critical point of GE then u is also
a critical point of E. The bijective correspondence between the critical points of
E and those of GE is given if
inf{|dGE|(u, ξ) | E(u) < ξ} > 0 , (2.6)
cf. Canino & Degiovanni [7, Theorem 1.5.5]. If E is finite and continuous, we have
|dGE|(u, ξ) = 1 whenever E(u) < ξ. The same property holds for some important
classes of lower semicontinuous functions (cf. Canino & Perri [8], Corvellec et al.
[14], Degiovanni & Marzocchi [15]).
We are interested in critical points of E under a constraint G(u) = 0 where
G : X → R is a locally Lipschitz continuous function. We set
K := {u ∈ X |G(u) = 0} (2.7)
and call u ∈ D(E) a critical point of E with respect to K if u is a critical point
of E on the metric space K with induced metric m of X.
The following result gives us a useful characterization of critical points of E with
respect to K.
Lemma 2.1. Let E : X → R ∪ {∞} be a lower semicontinuous function and let
u ∈ D(E) ∩K. Then |dE|K(u) = 0 if and only if |d(E + IK)|X(u) = 0.
Proof. For the calculation of the weak slope of E+IK on X and of E with respect
to K, we must turn to functions
GE+IK : epi (E + IK)→ R and GE : epi (E) ∩ (K × R)→ R,
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respectively, as defined in (2.5). First we observe that
epi (E + IK) = {(v, µ) ∈ X × R | (E + IK)(v) ≤ µ}
= {(v, µ) ∈ K × R | E(v) ≤ µ}
= epi (E) ∩ (K × R).
Thus GE+IK and GE are defined on the same metric space, since the metric m as
defined in (2.4) is the same in both cases. By definition (2.5) we have
GE+IK ≡ GE .
Hence,
|dGE+IK |(u, (E + IK)(u)) = |dGE|(u,E(u))
for each u ∈ D(E) ∩K. Therefore
|d(E + IK)|X(u) = |dE|K(u) for all u ∈ D(E) ∩K
which implies the assertion.
2.3 Higher Eigensolutions
We intend to verify the existence of a sequence of pairs (uk,−uk)k∈N of critical
points of (1.6), (1.7) and derive an Euler-Lagrange equation as necessary condi-
tion for critical points.
Since we need the subdifferentials of E and G for the derivation of the necessary
condition, we extend them trivially to the space Lq(Ω) with q < n
n−1 as already
demonstrated in (1.9), (1.10). This special choice of q makes sure that BV (Ω)
is compactly embedded into Lq(Ω), which will be crucial for the proof of the
Palais-Smale condition. Based on this setting we say that E as defined in (1.6)
has a critical point under the constraint (1.7) if and only if its extension (1.9)
has a critical point under the constraint (1.10).
Now we are able to state the main result of this chapter.
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Theorem 2.2. Let Ω ⊂ Rn be a bounded domain with Lipschitz boundary. There
exists a sequence (uk,−uk)k∈N, uk ∈ BV (Ω), of pairs of critical points of (1.6)
under the constraint (1.7) with E(uk) < ∞ for all k ∈ N. Moreover, for each
critical point uk ∈ BV (Ω) and any 1 < q < nn−1 there exists a measurable selection
sk(x) ∈ Sgn (uk(x)) for a.e. x ∈ Ω and a vector field zk ∈ L∞(Ω,Rn) with
‖zk‖L∞ = 1 , Div zk ∈ Lq∗(Ω) ,
E(uk) = −
∫
Ω
uk Div zk dx
such that
−Div zk = λksk a.e. on Ω , λk = E(uk) . (2.8)
We also have λk →∞ as k →∞.
Notice that critical points have to satisfy only a single Euler-Lagrange equation
by this Theorem.
2.4 Proof of Theorem 2.2
In this section we carry out the proof of Theorem 2.2. After some preliminary
considerations we apply Proposition 2.3 from below, which is due to Degiovanni
& Marzocchi [15], to our setting. We claim to verify the existence of a sequence
of critical points of (1.9) under the constraint (1.10) which, by definition, are
considered as critical points of (1.6) under the constraint (1.7). According to
Lemma 2.1 it is sufficient to verify critical points of the functional E + IK on
Lq(Ω). The functional E + IK is merely lower semicontinuous, since E is lower
semicontinuous, cf. Proposition 1.5, and K is a closed set. Hence we have to
determine critical points of the corresponding function GE+IK according to (2.5).
More precisely, we show the existence of critical points of
GE+IK : epi (E + IK)→ R , GE+IK (u, ξ) = ξ
with
epi (E + IK) = {(u, ξ) ∈ Lq(Ω)× R | u ∈ BV (Ω) ∩K, E(u) ≤ ξ}, (2.9)
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where epi (E + IK) is endowed with the metric according to (2.4) that is induced
by the Lq-norm. In Lemma 2.5 below we see that (2.6) is satisfied in general and,
thus, critical points of GE+IK are also critical points of E + IK . But, before we
formulate the details of the proof, let us introduce some notions.
Let X be a metric space endowed with metric m and let A ⊂ X be a closed
nonempty set. The category of A in X, denoted by cat (A,X), is defined as the
least k ∈ N such that A can be covered by k open subsets of X, each of which
is contractible in X. If no such k exists, we set cat (A,X) = ∞. We also set
cat (∅, X) = 0.
A metric space X is said to be weakly locally contractible if for every u ∈ X there
exists a neighborhood U of u which is contractible in X.
Let X be a topological space and A ⊂ X. Then a continuous function r : X → A
is a retraction if r(a) = a for all a ∈ A. A subspace A is called a retract of X if
such a retraction exists.
Let F : X → R ∪ {∞} be a lower semicontinuous function defined on a metric
space X and let c ∈ R. A sequence (uk)k∈N in D(F ), cf. (2.3), is said to be a
Palais-Smale sequence at level c for F , if
F (uk)→ c and |dF |(uk)→ 0 .
We say that F satisfies the Palais-Smale condition at level c, if every Palais-Smale
sequence (uk)k∈N at level c for F has a convergent subsequence in X.
Let A be a convex subset of a Banach space X and u ∈ A∩K with K as in (2.7).
Then A and K are said to be transversal at u, if there exist u−, u+ ∈ A such that
G0(u, u− − u) < 0 and G0(u, u− u+) < 0 .
We claim to apply the following result, which can be found in Degiovanni &
Marzocchi [15, Theorem 3.10] and which is an adaptation of a classical result to
a nonsmooth setting.
Proposition 2.3. Let X be a weakly locally contractible complete metric space
and let F : X → R be a continuous function which is bounded from below and
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which satisfies the Palais-Smale condition at level c for all c ∈ R. Moreover, let
sup{cat (A,X) | A ⊂ X compact} =∞ .
Then F has infinitely many critical points (uk)k∈N with critical values
ck = inf
A∈Ak
sup
u∈A
F (u), ck →∞
where
Ak = {A ⊂ X | A compact, cat (A,X) ≥ k} ,
and supX F =∞.
In order to get a nontrivial setting for the application of Proposition 2.3 we
have to reformulate our problem again. We transfer our considerations from the
Banach space Y to the projective space PY obtained from Y by identifying every
u ∈ Y \ {0} with its antipodal point −u. The relation u ∼ v, if u = v or u = −v,
is an equivalence relation and PY = (Y \ {0})/∼ is the corresponding quotient
space. We denote the elements of PY by [u] and endow PY with the induced
metric
mPY ([u], [v]) := min{m(u¯, v¯) | u¯ ∈ [u], v¯ ∈ [v]} = min{m(u, v),m(u,−v)} .
We call a set A ⊂ Y symmetric, if for each u ∈ A also −u ∈ A. For a symmetric
set A ⊂ Y \{0} we denote by PY (A) the corresponding set in the projective space
PY .
In our case Y := Lq(Ω) and we denote the corresponding projective space by
P for simplicity. Since E and G according to (1.9), (1.10) are even functionals,
we can think of them as mappings from P to R ∪ {∞}, i. e. without danger of
confusion we set E : P → R ∪ {∞} and G : P → R ∪ {∞} as
E([u]) := E(u¯) and G([u]) := G(u¯)
for any representative u¯ ∈ [u].
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We intend to apply Proposition 2.3 to the map
GE+IK ([u], ξ) = ξ
defined on
X := epi P(E + IK) = {([u], ξ) ∈ P(BV (Ω) ∩K)× R | E([u]) ≤ ξ}
as a subset of the space P × R which is endowed with the metric
mP(([u], ξ), ([v], µ)) =
√
mP([u], [v])2 + (ξ − µ)2
and epi P(E + IK) with the induced metric. Note that 0 6∈ BV (Ω) ∩ K and
BV (Ω) ∩ K is a symmetric set. According to the following Lemma the critical
points ([u], E([u])) of GE+IK on epi P(E+IK) correspond to pairs of critical points(
(u,E(u)), (−u,E(−u))) of GE+IK on epi (E + IK).
Lemma 2.4. Let Y be a Banach space with metric m, let PY be the corresponding
projective space, and let F : Y → R ∪ {∞} be a lower semicontinuous even
functional. If [u] ∈ PY with u ∈ D(F ) is a critical point of F with respect to PY ,
then u and −u are critical points of F with respect to Y .
Proof. It is enough to show that u is a critical point of F for any fixed represen-
tative u¯ ∈ [u], since F is even. We assume first that F is continuous on Y , which
implies that F is also continuous on PY . Let us assume that
|dF |PY ([u]) = 0 and |dF |Y (u¯) > 0 for any u¯ ∈ [u] . (2.10)
Then, by the definition of the weak slope, there exist constants σ > 0, δ > 0
and a continuous map H : Bδ(u¯)× [0, δ]→ Y such that for all v ∈ Bδ(u¯) and all
t ∈ [0, δ]
m(H(v, t), v) ≤ t (2.11)
and
F (H(v, t)) ≤ F (v)− σt . (2.12)
Since u¯ 6= 0, we achieve that dist(Bδ(u¯), Bδ(−u¯)) > 0 and H(v, t) 6= 0 for all
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v ∈ Bδ(u¯) and all t ∈ [0, δ] by choosing a smaller δ > 0 if necessary. We see that
Bδ([u]) := PY (Bδ(u¯) ∪ −Bδ(u¯))
is a neighborhood of [u] in PY .
Now we define a deformation H˜ : Bδ([u])× [0, δ]→ PY by
H˜([v], t) := [H(v¯, t)]
where the representative v¯ ∈ [v] is chosen such that v¯ ∈ Bδ(u¯). We must show
that H˜ is continuous. Let ([v], t) ∈ Bδ([u])×[0, δ] and ([vk], tk)k∈N ∈ Bδ([u])×[0, δ]
with mPY (([v], t), ([vk], tk))→ 0. Note that if we pick the representatives v¯ ∈ [v],
v¯k ∈ [vk] such that v¯, v¯k ∈ Bδ(u¯), we have that m((v¯, t), (v¯k, tk)) → 0, since
m(v¯,−v¯k) ≥ dist(Bδ(u¯), Bδ(−u¯)) > 0. For v¯, v¯k ∈ Bδ(u¯) and t, tk ∈ [0, δ] we get
mPY (H˜([v], t),H˜([vk], tk)) = mPY ([H(v¯, t)], [H(v¯k, tk)])
= min{m(H(v¯, t),H(v¯k, tk)),m(H(v¯, t),−H(v¯k, tk))}
≤ m(H(v¯, t),H(v¯k, tk))→ 0
for mPY (([v], t), ([vk], tk))→ 0, since H is continuous on Bδ(u¯)× [0, δ].
Moreover,
mPY (H˜([v], t), [v]) = mPY ([H(v¯, t)], [v]) ≤ m(H(v¯, t), v¯) ≤ t
by (2.11) and
F (H˜([v], t)) = F ([H(v¯, t)]) = F (H(v¯, t)) ≤ F (v¯)− σt
with a σ > 0 by (2.12). This contradicts (2.10). Therefore u and −u are critical
points of F on Y .
Now let us assume, that F : PY → R ∪ {∞} is merely lower semicontin-
uous and has a critical point [u] ∈ PY . Then, by definition, the function
GF : epi PY (F )→ R has a critical point ([u], F ([u])) = ([u], F (u)). Since GF is
continuous, we can follow the previous argumentation step by step in the first
32
component of the variable of GF . Thus, GF must also have critical points (u, F (u))
and (−u, F (u)) on epi (F ). But then F also has critical points u and−u on Y .
For the proof of Lemma 2.6 below we have to show transversality of the convex
set D(E) = BV (Ω) and K in Lq(Ω) at each u ∈ BV (Ω) ∩K.
Lemma 2.5. The sets BV (Ω) and K are transversal in Lq(Ω) at each u ∈
BV (Ω) ∩K. Moreover, (2.6) is satisfied.
Proof. Let u ∈ BV (Ω) ∩K. We define
u− := 0 and u+ := 2u.
Then u−, u+ ∈ BV (Ω) and, using Clarke [12, Proposition 2.1.2] and Proposi-
tion 1.6, we get
G0(u, u− − u) = G0(u,u− u+) = G0(u,−u)
= max
u∗G∈∂G(u)
−〈u∗G, u〉 = −G(u)− 1 = −1 ,
cf. [31, Proof of Theorem 4.6], i. e. transversality is satisfied.
By Degiovanni & Schuricht [16, Theorem 3.4] it is enough to show transversality
of the convex set D(E) = BV (Ω) and K in Lq(Ω) at each u ∈ D(E) ∩ K for
(2.6), as we just did.
Now we are able to prove the following result.
Lemma 2.6. The set epi P(E + IK) is a complete weakly locally contractible
metric space.
Proof. We show the assertion for the set epi (E + IK) ⊂ Lq(Ω) × R. Since
0 6∈ epi (E + IK) and since with (u, ξ) ∈ epi (E + IK) also (−u, ξ) ∈ epi (E + IK),
we can choose the neighborhoods of (u, ξ) and (−u, ξ) to be disjoint. Thus the
result follows for epi P(E + IK).
First we show that epi (E + IK) ⊂ Lq(Ω) × R is a complete metric space. Let
(uj, ξj)j∈N ∈ epi (E + IK) with (uj, ξj) → (u, ξ) in Lq(Ω) × R. By (2.9) we have
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uj ∈ BV (Ω) ∩K and E(uj) ≤ ξj for all j ∈ N. Since BV (Ω) ∩K is closed and
E is lower semicontinuous on Lq(Ω), cf. [31, Proposition 4.23], we get
E(u) ≤ lim inf
j→∞
E(uj) ≤ lim
j→∞
ξj = ξ .
Then (u, ξ) ∈ epi (E + IK) and therefore epi (E + IK) is complete.
We will show that epi (E + IK) is an ANR (absolute neighborhood retract), see
Borsuk [6, p. 85] for definition. Moreover, we use [6, p. 99, Corollary 10.4], which
states that for separable metric spaces the property of being an ANR is a local
property. Since epi (E + IK) is separable, in our case it is enough to show, that
every (u, ξ) ∈ epi (E + IK) has a neighborhood in Lq(Ω)× R, which is an ANR.
This will be shown below. Then, by [6, p. 28; p. 87, Corollary 3.3], the space
epi (E + IK) is weakly locally contractible.
(a) First, for each u ∈ BV (Ω)∩K, we construct a neighborhood of u in Lq(Ω)∩K
which is a retract of a neighborhood of u in Lq(Ω).
We use functions u− and u+ as defined in the proof of Lemma 2.5. The directional
derivative G0(u, z) is upper semicontinuous as a function of (u, z), cf. Clarke [12,
Proposition 2.1.1], therefore, using Lemma 2.5, we can find a δ > 0 such that for
all v, w ∈ Bδ(u) (a neighborhood of u in Lq(Ω))
G0(w, u− − v) < 0 and G0(w, v − u+) < 0 .
By replacing u− and u+ by u+t0(u−−u) = (1−t0)u and u+t0(u+−u) = (1+t0)u
for a suitable t0 ∈ (0, 1] if necessary, we can assume that u−, u+ ∈ Bδ(u) (we keep
the notation for simplicity). Since Bδ(u) is convex, we get
G0(v + t(u− − v), u− − v) < 0 and G0(v + t(u+ − v), v − u+) < 0
for all v ∈ Bδ(u) and all t ∈ [0, 1]. By a property of the generalized directional
derivative, cf. [12, Proposition 2.1.1], we have
G0(v + t(u+ − v), v − u+) = (−G)0(v + t(u+ − v), u+ − v) ,
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thus
G0(v + t(u− − v), u− − v) < 0 and (−G)0(v + t(u+ − v), u+ − v) < 0 .
Note that by [12, Proposition 2.1.2] we have
G0(v + t(u− − v), u− − v) = max{〈ζ∗, u− − v〉 | ζ∗ ∈ ∂G(v + t(u− − v))} < 0
and
(−G)0(v+ t(u+−v), u+−v) = max{〈ζ∗, u+−v〉 |ζ∗ ∈ ∂(−G)(v+ t(u+−v))} < 0.
Now we apply [12, p. 41, Lemma] to the Lipschitz continuous functions
g−(t) := G(v + t(u− − v)) and − g+(t) := −G(v + t(u+ − v))
and get that
∂g−(t) ⊂ {〈ζ∗, u− − v〉 | ζ∗ ∈ ∂G(v + t(u− − v))}
and
∂(−g+)(t) ⊂ {〈ζ∗, u+ − v〉 | ζ∗ ∈ ∂(−G)(v + t(u+ − v))}.
Thus g− and −g+ are strictly decreasing on [0, 1]. In particular
g+(t) = G(v + t(u+ − v))
is strictly increasing on [0, 1]. Note that g−(1) = −t0 and g+(1) = t0. Thus, for
all v ∈ Bδ(u) with G(v) ≥ 0 there exists a unique τ−(v) ∈ [0, 1) such that
g−(τ−(v)) = G(v + τ−(v)(u− − v)) = 0
and, analogously, for all v ∈ Bδ(u) with G(v) ≤ 0 there exists a unique τ+(v) ∈
[0, 1) such that
g+(τ+(v)) = G(v + τ+(v)(u+ − v)) = 0 .
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The function
τ(v) :=
τ−(v) for G(v) ≥ 0τ+(v) for G(v) ≤ 0
is continuous on Bδ(u) and if v ∈ Bδ(u)∩K, then τ(v) = 0. We define a function
r : Bδ(u)→ Bδ(u) ∩K in the following way
r(v) :=
v + τ(v)(u− − v) for G(v) ≥ 0,v + τ(v)(u+ − v) for G(v) ≤ 0.
We observe that r is continuous and if v ∈ K then r(v) = v. Moreover, r(Bδ(u)) =
Bδ(u)∩K and Bδ(u)∩K is a neighborhood of u in Lq(Ω)∩K. Thus r : Bδ(u)→
Bδ(u) ∩K is a retraction. Note that if v ∈ BV (Ω), then also r(v) ∈ BV (Ω).
(b) Let now (u, ξ) ∈ epi (E+IK), i. e. u ∈ BV (Ω)∩K and E(u) ≤ ξ. We construct
a neighborhood of (u, ξ) in epi (E + IK) which is a retract of a neighborhood of
(u, ξ) in epi (E).
We consider the neighborhood (Bδ(u) × R) ∩ epi (E) of (u, ξ) in epi (E) and
construct a retraction of it onto (Bδ(u) × R) ∩ epi (E + IK). For all (v, µ) ∈
(Bδ(u)× R) ∩ epi (E) we define the continuous function
r˜(v, µ) :=
(
r(v), (1− τ(v))µ+ τ(v)E(u+)
)
.
If v ∈ K, then τ(v) = 0 and therefore
r˜(v, µ) = (v, µ) on (Bδ(u)× R) ∩ epi (E + IK) .
We show that r˜(v, µ) ∈ epi (E + IK). By definition of r we have r(v) ∈ Bδ(u) ∩
BV (Ω) ∩K. Moreover, since E is 1-homogeneous, we get
E(u−) = E((1− t0)u) = (1− t0)E(u) < (1 + t0)E(u) = E((1 + t0)u) = E(u+) .
If G(v) ≥ 0 we deduce, by using convexity and 1-homogeneity of E,
E(r(v)) = E(v + τ(v)(u− − v))
= E((1− τ(v))v + τ(v)u−)
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≤ (1− τ(v))E(v) + τ(v)E(u−)
≤ (1− τ(v))E(v) + τ(v)E(u+)
and, analogously, for G(v) ≤ 0 we get
E(r(v)) ≤ (1− τ(v))E(v) + τ(v)E(u+).
Therefore
E(r(v)) ≤ (1− τ(v))µ+ τ(v)E(u+)
i. e. r˜(v, µ) ∈ epi (E + IK) and
r˜ : (Bδ(u)× R) ∩ epi (E)→ (Bδ(u)× R) ∩ epi (E + IK)
is a retraction. Thus, the neighborhood (Bδ(u) × R) ∩ epi (E + IK) of (u, ξ) in
epi (E + IK) is a retract of the neighborhood (Bδ(u) × R) ∩ epi (E) of (u, ξ) in
epi (E).
(c) Since E is convex, epi (E) is also convex. Then also (Bδ(u) × R) ∩ epi (E)
is convex as intersection of convex sets and by Dugundji [21, Corollary 4.2] an
ANR. Thus, by (b), the neighborhood (Bδ(u)×R)∩ epi (E + IK) is a retract of
an ANR and by [6, p. 87, Corollary 3.2] also an ANR.
Lemma 2.7. The functional GE+IK satisfies the Palais-Smale condition at level
c for any c ∈ R as function on epi P(E + IK).
Proof. Let us first show that E+IK satisfies the Palais-Smale condition at level c
as a function on Lq(Ω). Let (uj)j∈N ⊂ BV (Ω)∩K be any Palais-Smale sequence
at level c for E + IK , i. e.
(E + IK)(uj)→ c and |d(E + IK)|(uj)→ 0 . (2.13)
Since (uj)j∈N is bounded in BV (Ω) by (E+IK)(uj) <∞, (uj)j∈N is also bounded
in Lq(Ω). Since BV (Ω) is compactly embedded in Lq(Ω), there exists a convergent
subsequence of (uj)j∈N in Lq(Ω).
Now we show that GE+IK satisfies the Palais-Smale condition on epi (E + IK).
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Let (uj, ξj) ⊂ epi (E + IK) be a Palais-Smale sequence for GE+IK at level c, i. e.
ξj = GE+IK (uj, ξj)→ c and |dGE+IK |(uj, ξj)→ 0 . (2.14)
Since (2.6) is satisfied, cf. Lemma 2.5, there exists a j0 ∈ N such that for all
j ≥ j0 we have ξj = (E + IK)(uj). Moreover, by the definition of the weak slope
|d(E + IK)|(uj) = |dGE+IK |(uj, (E + IK)(uj))√
1− |dGE+IK |(uj, (E + IK)(uj))
→ 0
and therefore (uj)j∈N satisfies (2.13), i. e. (uj)j∈N is a Palais-Smale sequence for
E+IK at level c. Since E+IK satisfies the Palais-Smale condition at level c, there
exists a convergent subsequence of (uj)j∈N in Lq(Ω). Since (ξj)j∈N is convergent
by (2.14) in R, we deduce that (uj, ξj)j∈N has a convergent subsequence in the
complete metric space epi (E + IK).
Now we can easily transfer the result to GE+IK defined on epi P(E + IK).
Lemma 2.8. We have
sup {cat (A, epi P(E + IK)) | A ⊂ epi P(E + IK) compact} =∞ .
Proof. The idea of the proof is to construct compact subsets of epi P(E + IK)
with arbitrarily large category.
In the proof of Proposition 2.6 we have shown that epi P(E + IK) is an ANR.
In this case we can take closed covers instead of open covers in the definition of
category (cf. Cornea et al. [13, Proposition 1.10]) and, in this proof, we use the
definition of category by means of closed sets.
We fix any k ∈ N and linearly independent functions v1, . . . , vk ∈ BV (Ω). We set
Vk := span {vi | i = 1, . . . , k} ∩K.
By Sk−1 ⊂ Rk we denote the (k − 1)-dimensional unit sphere and Rk shall be
endowed with the canonical basis {ei ∈ Rk | i = 1, . . . , k}. We construct a
homeomorphism ψ : Sk−1 → Vk by setting
x =
k∑
i=1
xiei 7−→
∑k
i=1 xivi
‖∑ki=1 xivi‖L1(Ω) .
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We have ∥∥∥ k∑
i=1
xivi
∥∥∥
L1(Ω)
≥ C > 0 , (2.15)
since not all xi = 0, since the vi are linearly independent, and since
x 7→ ‖
k∑
i=1
xivi‖L1(Ω)
is a continuous function defined on the compact set Sk−1. We see that ψ is a
homeomorphism, since its inverse ψ−1 : ψ
(
Sk−1
)→ Sk−1 is given by
u =
k∑
i=1
ξivi 7−→
∑k
i=1 ξiei√∑k
i=1 |ξi|2
and ψ−1 is continuous, since it is the inverse of a continuous function on a compact
set. Clearly ψ is odd, i. e. it satisfies ψ(−x) = −ψ(x), and the set ψ (Sk−1) is
compact and symmetric.
For u ∈ ψ (Sk−1) we obtain
E(u) = E
( ∑k
i=1 ξivi
‖∑ki=1 ξivi‖L1(Ω)
)
=
1
‖∑ki=1 ξivi‖L1(Ω) E
(
k∑
i=1
ξivi
)
=
1
‖∑ki=1 ξivi‖L1(Ω)
(∫
Ω
d
∣∣∣∣∣D
k∑
i=1
ξivi
∣∣∣∣∣+
∫
∂Ω
∣∣∣∣∣
k∑
i=1
ξivi
∣∣∣∣∣ dHn−1
)
≤ 1‖∑ki=1 ξivi‖L1(Ω)
k∑
i=1
|ξi|
(∫
Ω
d|Dvi|+
∫
∂Ω
|vi| dHn−1
)
(2.15)
≤ 1
C
k∑
i=1
|ξi|E(vi)
≤ k
C
max
i=1,...,k
E(vi) =: Ck .
Thus
sup
u∈ψ(Sk−1)
E(u) ≤ Ck (2.16)
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for a constant Ck ∈ R depending only on k.
Let us now consider the real projective space Pk−1 which is defined as the pro-
jective space according to Rk \ {0}. By Zeidler [41, p. 347] we know that
k = cat
(P(Sk−1),P(Sk−1)) . (2.17)
By a straightforward argument following from the definition of category one read-
ily obtains that
cat
(P(Sk−1),P(Sk−1)) = cat (Pk−1,Pk−1) . (2.18)
Now we use Fadell [23, Proposition 2.10] with Sk−1 and ψ
(
Sk−1
)
as subsets of
Rk \ {0} and Lq(Ω) \ {0}, respectively, and get
cat
(Pk−1,Pk−1) = cat (P (ψ (Sk−1)) ,P) . (2.19)
Note that we get equality, since ψ is a homeomorphism.
Moreover, by the definition of category, we get
cat
(P (ψ (Sk−1)) ,P) ≤ cat (P (ψ (Sk−1)) ,P(BV (Ω) ∩K)) , (2.20)
since each covering of P (ψ (Sk−1)) by closed sets in P(BV (Ω) ∩ K) is always
also a covering of P (ψ (Sk−1)) by closed sets in P .
With the constant Ck as defined in (2.16) we now assume that
cat
(P (ψ (Sk−1))× {Ck}, epi P(E + IK)) = m
for some m ∈ N, i. e. there exists a covering of the form
P (ψ (Sk−1))× {Ck} ⊂ m⋃
i=1
P(Bk,i)× {Ck}
with closed, symmetric, and contractible sets Bk,i ⊂ BV (Ω) ∩K such that
P(Bk,i)× {Ck} ⊂ epi P(E + IK) .
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Note that {Ck} is a covering of itself and contractible in itself. But then we also
have
P (ψ (Sk−1)) ⊂ m⋃
i=1
P(Bk,i)
and therefore
cat
(P (ψ (Sk−1)) ,P(BV (Ω) ∩K))
≤ cat (P (ψ (Sk−1))× {Ck}, epi P(E + IK)) . (2.21)
By analogous arguments we even get equality.
Combining equations (2.17), (2.18), (2.19), (2.20), and (2.21), we get
k = cat
(P(Sk−1),P(Sk−1))
= cat
(Pk−1,Pk−1)
= cat
(P (ψ (Sk−1)) ,P)
≤ cat (P (ψ (Sk−1)) ,P(BV (Ω) ∩K))
= cat
(P (ψ (Sk−1))× {Ck}, epi P(E + IK)) .
Since k ∈ N can be chosen arbitrarily large and since P (ψ (Sk−1)) × {Ck} ⊂
epi (E + IK) by (2.16), we have thus shown that epi P(E + IK) contains compact
sets of arbitrarily large category.
For the derivation of equation (2.8) in Theorem 2.2 we use a suitable Lagrange
multiplier rule derived in Degiovanni & Schuricht [16, Corollary 3.6] and the
characterization of the subdifferentials of E and G as given in Propositions 1.5
and 1.6.
Proposition 2.9. Let E : X → R be a lower semicontinuous convex function
and let G : X → R be locally Lipschitz continuous. Let u ∈ D(E)∩K be a critical
point of E under the constraint K. If D(E) and K are transversal at u in Lq(Ω),
then ∂E(u) 6= ∅ and there exist
u∗E ∈ ∂E(u), u∗G ∈ ∂G(u), λ ∈ R
41
such that
u∗E + λu
∗
G = 0 .
Now we combine the provided tools in the final proof.
Proof of Theorem 2.2. We use Lemma 2.6, 2.7 and 2.8 and Proposition 2.3 in
order to get the existence of infinitely many critical points ([u]k, ξk)k∈N of GE+IK
on the space epi P(E+IK). Note that GE+IK is bounded from below by E(u) ≥ 0.
By going back to epi (E+ IK) we thus have the existence of infinitely many pairs(
(uk, ξk), (−uk, ξk)
)
k∈N of critical points for GE+IK on epi (E+IK) by Lemma 2.4.
By Lemma 2.5 we know that GE+IK satisfies (2.6) and, therefore, the critical
points of GE+IK are in fact
(
(uk, E(uk)), (−uk, E(uk))
)
k∈N and thus (uk,−uk)k∈N
are critical points of E + IK . Since uk ∈ BV (Ω) ∩K for each k ∈ N, we also get
E(uk) <∞.
Now, since BV (Ω) and K are transversal by Lemma 2.5, we may apply Propo-
sition 2.9 by using Propositions 1.5 and 1.6. Then, for each critical point uk ∈
BV (Ω) there exists a measurable selection sk(x) ∈ Sgn (uk(x)) for a.e. x ∈ Ω
and a vector field zk ∈ L∞(Ω,Rn) with
‖zk‖L∞ = 1 , Div zk ∈ Lq∗(Ω) ,
E(uk) = −
∫
Ω
uk Div zk dx
such that
−Div zk = λksk a. e. on Ω .
Moreover, by multiplying this equation with uk and integrating over Ω we get
E(uk) = −
∫
Ω
uk Div zk dx = λk
∫
Ω
uksk dx = λk .
Going back to Proposition 2.3 and using that λk = E(uk) = GE+IK (uk, E(uk))
we deduce that λk →∞ as k →∞.
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Chapter 3
Necessary Condition for First
Eigensolution by Inner Variations
The purpose of the present chapter is the derivation of a necessary condition for
the first eigensolution of the 1-Laplace operator, which is substantially different
from the Euler-Lagrange equation as stated in Theorem 1.7. In the classical
calculus of variations such a condition can be obtained from the variation of the
domain Ω. It turns out to be useful, if the solution is nonsmooth.
3.1 Motivation and Formulation of the Neces-
sary Condition
In the classical calculus of variations we consider a variational integral∫
Ω
F (x, u(x), Du(x)) dx ,
where F : Ω× R× Rn → R, (x, u, p) 7→ F (x, u, p) is of class C1. For every min-
imizer u of the integral with respect to fixed boundary conditions, the variation
at u in the direction of any ξ ∈ C∞0 (Ω) has to vanish, i. e. for
ϕ(t) :=
∫
Ω
F (x, u(x) + tξ(x), Du(x) + tDξ(x)) dx
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we have
ϕ′(0) = 0 .
This way we obtain the Euler-Lagrange equation for u (in the weak form) given
by ∫
Ω
ξ
∂
∂u
F −
〈
∂
∂p
F , Dξ
〉
dx = 0 ,
where the argument of F is (x, u(x), Du(x)).
A similar relation can be obtained from variations of the variable x. In this case
we define
Φ(t) :=
∫
Ω
F
(
y(x, t), u(y(x, t)), Du(y(x, t))
)
dx ,
with y(x, t) = x + tξ(x). Here ξ ∈ C∞0 (Ω,Rn), and the interval (−t0, t0) ⊂ R
of definition of t is chosen such that y : Ω × (−t0, t0) → Ω and y(·, t) is a C∞-
diffeomorphism for any fixed t ∈ (−t0, t0). Again, the variation of the integral
has to vanish at a minimizer u in direction of any ξ ∈ C∞0 (Ω,Rn), i. e.
Φ′(0) = 0 ,
cf. Giaquinta & Hildebrandt [27, p. 147], which is given by∫
Ω
〈
∂
∂p
F , Dξ Du
〉
−
〈
∂
∂x
F , ξ
〉
− F div ξ dx = 0 , (3.1)
where the argument of F is (x, u(x), Du(x)). Thus any minimizer u ∈ C1(Ω)
satisfies both the Euler-Lagrange equation and the necessary condition (3.1) ob-
tained by inner variations. If u ∈ C2(Ω) satisfies the Euler-Lagrange equation,
then (3.1) is not helpful, since in this case it is also satisfied. However, if u is
less regular and satisfies the Euler-Lagrange equation, it must not satisfy (3.1).
In this case we possibly get an additional necessary condition for the minimizer
of the variational integral.
Let us consider the minimization problem belonging to the p-Laplace operator
for p ∈ (1,∞) as defined in (1.1), (1.2). Recall that both Ep and Gp are smooth
functionals and the minimizer u of (1.1), (1.2) is in C1,αloc (Ω), cf. Theorem 1.3.
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Therefore the minimizer has to satisfy∫
Ω
〈|Du|p−2Du , Dξ Du〉− |Du|p div ξ dx = −λ ∫
Ω
|u|p div ξ dx (3.2)
for all ξ ∈ C∞0 (Ω,Rn) as we obtain by a straightforward calculation of (3.1)
combined with the classical Lagrange multiplier rule. Note that since u 6∈ C2(Ω)
in general, equation (3.2) must not be equivalent to the Euler-Lagrange equation.
The formal limit of (3.2) for p→ 1 is∫
Ω
(〈
Du
|Du| , Dξ
Du
|Du|
〉
− div ξ
)
|Du| dx = −λ
∫
Ω
|u| div ξ dx , (3.3)
which is not well defined if we keep in mind that first eigenfunctions of the
1-Laplace operator might be piecewise constant, cf. Theorem 1.16. The deriva-
tion of a suitable substitute of equation (3.3) confronts us with the same diffi-
culties as the derivation of the Euler-Lagrange equation in the case p = 1. Since
E and G as defined in (1.6), (1.7) are not smooth, we cannot use the classical
Lagrange multiplier rule for the derivation of a necessary condition. Thus we
must first provide a suitable version, which is applicable to our setting.
Let us now state the main result of this chapter, which gives us a suitable substi-
tute for equation (3.3). For u ∈ BV (Ω) let z ∈ L1(Ω,Rn) denote the vector field
satisfying
|z(x)| = 1 and Du = z|Du| |Du|-a. e. on Ω , (3.4)
according to the polar decomposition of the measure (Du), cf. Ambrosio et al.
[2, Corollary 1.29]. Note that by Dξ z we mean the multiplication Dξ(x)z(x) of
the matrix Dξ(x) ∈ Rn×n and the vector z(x) ∈ Rn.
Theorem 3.1. Let Ω ⊂ Rn be a bounded domain with Lipschitz boundary and
u ∈ BV (Ω) a minimizer of (1.6) under the constraint (1.7). Then for each
ξ ∈ C∞0 (Ω,Rn) we have∫
Ω
〈z , Dξ z〉 − div ξ d|Du| = −λ
∫
Ω
|u| div ξ dx (3.5)
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with
λ = E(u) = h(Ω) .
Thus, similar to Theorem 1.7 the vector field z is a substitute for the formal
expression Du/|Du| in (3.3). The main difference of this z to the one involved in
the Euler-Lagrange equation is, that it is specified merely |Du|-a. e. on Ω. Note
that by Theorem 1.15 this λ coincides with the first eigenvalue of the 1-Laplace
operator.
We demonstrate how the new necessary condition can be exploited on a model
example. Recall that we have constructed a continuum of solutions for the single
Euler-Lagrange equation in Section 2.1. Hypothetically these functions could
be minimizers of (1.6), (1.7), since minimizers satisfy the single Euler-Lagrange
equation in particular. Now we apply our new necessary condition obtained by
inner variations. More precisely, let us consider BV (Ω)-functions
v(x) :=
1
|B|χB(x)
for a ball B = Br(x0) ∈ Rn with B ⊂ Ω, cf. Figure 2.1. By (3.5) v must satisfy∫
Ω
〈z,Dξ z〉 − div ξ d|Dv| = −λ
∫
Ω
|v| div ξ dx
for any ξ ∈ C∞0 (Ω,Rn) and λ = E(v) = n/r, cf. (1.18). We pick a ξ ∈ C∞0 (Ω,Rn)
such that ξ(x) = x on a set which contains B but does not touch ∂Ω. Then we
have
Dξ(x) = id and div ξ(x) = n on B .
Moreover, we know that |Dv| = 1|B| Hn−1 b ∂B, cf. Evans & Gariepy [22, p. 169].
Thus we get for the left hand side∫
Ω
〈z,Dξ z〉− div ξ d|Dv| = 1|B|
∫
∂B
〈z, z〉 − n dHn−1
=
1
|B|
∫
∂B
(1− n) dHn−1 = |∂B||B| (1− n) =
n
r
(1− n)
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and for the right hand side
−λ
∫
Ω
|v| div ξ dx = −n
r
1
|B|
∫
B
n dx = −n
2
r
,
which implies the contradiction
n− 1 = n .
Of course we are aware of the fact that such functions v cannot be minimizers of
(1.6), (1.7), since a disc B which does not touch ∂Ω cannot minimize the Cheeger
quotient, cf. Section 1.2. But these functions may be critical points of E under
the constraint G(v) = 0. Since we expect that Theorem 3.1 remains true also for
critical points of (1.6), (1.7) (if we take λ = E(u) and disregard λ = h(Ω)), we
could rule out such functions.
3.2 Proof of the Necessary Condition
First of all, let us state a Lagrange multiplier rule which is applicable to our
setting.
Proposition 3.2. Let X be a linear space, D ⊂ X with 0 ∈ D and E ,G : D → R.
Assume that
(i) E(0) ≤ E(η) for every η ∈ D with G(η) = 0,
(ii) for every linear subspace Y ⊂ X with dimY ≤ 2, we have 0 ∈ intY (D∩Y ),
(iii) directional derivatives δE(·, ξ), δG(·, ξ) : intY (D ∩ Y ) → R exist and are
continuous on intY (D ∩ Y ) for all ξ ∈ X and Y as in (ii),
(iv) there exists a ξ0 ∈ X such that δG(0, ξ0) 6= 0 .
Then there exists a λ ∈ R such that
δE(0, ξ) = λ δG(0, ξ) (3.6)
for any ξ ∈ X.
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Proof. If dimX ≤ 2, the assertion is the classical Lagrange multiplier rule. Other-
wise, let ξ ∈ X and let Y be the linear subspace spanned by ξ and ξ0. By the
usual Lagrange multiplier rule, we find a λY ∈ R such that
δE(0, ζ) = λY δG(0, ζ)
for every ζ ∈ Y . If we choose ζ = ξ0, we get
λY =
δE(0, ξ0)
δG(0, ξ0) ,
and therefore
δE(0, ζ) = δE(0, ξ0)
δG(0, ξ0) δG(0, ζ)
for each ζ ∈ Y . Now we choose ζ = ξ, and since ξ ∈ X has been chosen
arbitrarily, we conclude that
δE(0, ξ) = δE(0, ξ0)
δG(0, ξ0) δG(0, ξ)
for all ξ ∈ X. The assertion follows with λ = δE(0, ξ0)/δG(0, ξ0).
We define the linear space X := C∞0 (Ω,Rn) endowed with the C1-norm and
D := {η ∈ X | (id + η) : Ω→ Ω is a diffeomorphism} . (3.7)
Then 0 ∈ D, since id : Ω→ Ω is a diffeomorphism. We define further
w(x) := u(x+ η(x)) for any η ∈ D ,
E : D → R , E(η) :=
∫
Ω
d|Dw| , (3.8)
and
G : D → R , G(η) :=
∫
Ω
|w| dx− 1 . (3.9)
We will prove below, that w ∈ BV (Ω), since otherwise (3.8) is not well defined.
Let Y ⊂ X be a linear subspace with dimY ≤ 2, i. e. there exist fixed η1, η2 ∈ X
such that
Y = {η ∈ X | η = αη1 + βη2, α, β ∈ R} . (3.10)
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In order to show (iii) of Proposition 3.2 we must calculate directional derivatives
δE(η, ξ), δG(η, ξ) for η ∈ D ∩ Y and ξ ∈ X. Thus we consider deformations
y˜ : Ω× R3 → Rn, y˜(x, α, β, t) := x+ αη1(x) + βη2(x) + tξ(x)
with fixed η1, η2, ξ ∈ X and functions
v(x) = u(y˜(x, α, β, t))
and calculate
d
dt
E(η + tξ) ∣∣
t=0
=
d
dt
∫
Ω
d|Dv| ∣∣
t=0
and
d
dt
G(η + tξ) ∣∣
t=0
=
d
dt
∫
Ω
|v| dx ∣∣
t=0
.
Note that y˜ ∈ C∞(Ω× R3,Rn). We use the notation
Dy˜(x, α, β, t) :=
∂
∂x
y˜(x, α, β, t)
for the partial derivative of y˜ with respect to x. We must show that αη1+βη2+tξ ∈
D for sufficiently small α, β, t.
Lemma 3.3. There exist α0, β0, t0 ∈ R+ such that
y˜ : Ω× (−α0, α0)× (−β0, β0)× (−t0, t0)→ Ω
and y˜(·, α, β, t) is a C∞-diffeomorphism for any fixed α ∈ (−α0, α0), β ∈ (−β0, β0),
t ∈ (−t0, t0). The partial derivative Dy˜(x, α, β, t) is regular and there exists a
constant c ∈ R+ with
detDy˜(x, α, β, t) ≥ c > 0
for any fixed (x, α, β, t) ∈ Ω× (−α0, α0)× (−β0, β0)× (−t0, t0).
Proof. We denote the compact supports of η1, η2, ξ by Kη1 , Kη2 , Kξ and set
K := Kη1 ∪Kη2 ∪Kξ . (3.11)
We extend y˜ on Rn × R3 by setting
y˜(x, α, β, t) = x
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for all x ∈ Rn\Ω, i. e. we extend η1, η2, ξ by 0 on Rn. Since we have y˜(x, α, β, t) =
x on Ω \K anyway, we get y˜ ∈ C∞(Rn × R3,Rn).
Further we define a C∞-function F : Rn × R3 × Rn → Rn by
F (y, α, β, t, x) := y˜(x, α, β, t)− y.
We have F (y1, 0, 0, 0, y1) = 0 for any fixed y1 ∈ Rn and we look for a function
x˜ with F (y, α, β, t, x˜(y, α, β, t)) = 0 on a neighborhood of (y1, 0, 0, 0, y1). The
partial derivative ∂
∂x
F exists everywhere on Rn × R3 × Rn and
∂
∂x
F (y1, 0, 0, 0, y1) = id
is bijective for any y1 ∈ R. Then, by the implicit function theorem, cf. [40,
Theorem 4.B], there exists a unique function x˜ defined on a neighborhood of
(y1, 0, 0, 0) with
F (y, α, β, t, x˜(y, α, β, t)) = 0 .
Without loss of generality we can assume, that the neighborhood of (y1, 0, 0, 0)
has the structure
U1 := Y1 × (−α1(y1), α1(y1))× (−β1(y1), β1(y1))× (−t1(y1), t1(y1)) . (3.12)
Thus x˜(·, α, β, t) is the inverse of y˜(·, α, β, t) on Y1 for a fixed y1 ∈ Rn and
x˜ ∈ C∞(U1,Rn). Note that for all y1 ∈ Rn \K we can set
α1(y1) = β1(y1) = t1(y1) =∞ ,
i. e. for such y1 we have
U1 = Y1 × R× R× R .
To establish the global existence of the inverse x˜(·, α, β, t) we use the global
inverse mapping theorem (see Zeidler [40, Theorem 4.G]). We have shown that
y˜(·, α, β, t) is a C∞-diffeomorphism on Rn locally. In this case it is also a C∞-
diffeomorphism globally if it is proper and in our case it is proper, if it is weakly
coercive, cf. [40, Example 4.42]. For each y1 ∈ K the function x˜ exists on a
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neighborhood U1 of (y1, 0, 0, 0) as defined in (3.12). Since K is a compact set and
K ⊂
⋃
y1∈K
Y1
we can pick
α0 := min
y1∈Rn
α1(y1) = min
y1∈K
α1(y1) ,
β0 := min
y1∈Rn
β1(y1) = min
y1∈K
β1(y1) ,
t0 := min
y1∈Rn
t1(y1) = min
y1∈K
t1(y1) .
Since y˜(·, α, β, t) is weakly coercive, i. e.
|y˜(x, α, β, t)| → ∞ as |x| → ∞ ,
we get the existence of a global inverse of y˜(·, α, β, t) if we restrict the set of
definition of y˜ to Rn× (−α0, α0)× (−β0, β0)× (−t0, t0). Hence y˜(·, α, β, t) is also
a C∞-diffeomorphism globally on Rn for any fixed α ∈ (−α0, α0), β ∈ (−β0, β0),
t ∈ (−t0, t0).
Now we show that the image of y˜ restricted to Ω×(−α0, α0)×(−β0, β0)×(−t0, t0)
lies in Ω. For x ∈ Rn \K we have y˜(x, α, β, t) = x. Since y˜(·, α, β, t) is injective
on Rn, we have y˜(x, α, β, t) ∈ K whenever x ∈ K. Therefore
y˜
(
Ω× (−α0, α0)× (−β0, β0)× (−t0, t0)
) ⊂ Ω .
The matrix Dy˜(x, α, β, t) is regular for any
(x, α, β, t) ∈ Rn × (−α0, α0)× (−β0, β0)× (−t0, t0) ,
since y˜(·, α, β, t) is a C∞-diffeomorphism. Moreover,
detDy˜(x, α, β, t) = 1
for any x ∈ Rn \ K. Since Dy˜ is regular we have detDy˜(x, α, β, t) > 0 for any
(x, α, β, t). Hence it must attain a positive minimum as a function of x on the
compact set K and we get the assertion.
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As a simple consequence of Lemma 3.3 and its proof we state the following corol-
lary.
Corollary 3.4. We denote the inverse of y˜(·, α, β, t) by
x˜ : Ω× (−α0, α0)× (−β0, β0)× (−t0, t0)→ Ω
and its partial derivative with respect to y by
Dx˜(y, α, β, t) :=
∂
∂y
x˜(y, α, β, t) .
We have
x˜ ∈ C∞(Ω× (−α0, α0)× (−β0, β0)× (−t0, t0),Ω)
and x˜(·, α, β, t) is a C∞-diffeomorphism on Ω. Moreover, on Ω \K we have
x˜(y, α, β, t) = y
for all α, β, t and the compact set K ⊂ Ω as defined in (3.11).
Lemma 3.5. We have 0 ∈ intY (D ∩ Y ) for every linear subspace Y ⊂ X with
dimY ≤ 2.
Proof. Let Y ⊂ X be a linear subspace of X with dimY ≤ 2 as defined in (3.10).
It is 0 ∈ Y and 0 ∈ D and therefore 0 ∈ D ∩ Y .
We define a norm on R2 by
‖(α, β)‖Y := ‖αη1 + βη2‖C1
for fixed η1, η2 as in (3.10). Since all norms are equivalent on R2, it is sufficient
to find a neighborhood U of 0 in R2 with respect to the Euclidean norm, such
that for all (α, β) ⊂ U we have αη1 + βη2 ∈ D.
Lemma 3.3 states that there exist α0 > 0, β0 > 0 such that for t = 0
y˜(x, α, β, t) = x+ αη1(x) + βη2(x)
is a C∞-diffeomorphism with respect to x for all x ∈ Ω, α ∈ (−α0, α0), β ∈
(−β0, β0), i. e. αη1 + βη2 ∈ D and the assertion is satisfied.
53
For the calculation of the directional derivatives δE(η, ξ), δG(η, ξ) we need to
know how x˜ and detDx˜ depend on t.
Lemma 3.6. For any fixed ξ ∈ X we define functions xˆ : Ω × (−α0, α0) ×
(−β0, β0)→ Ω and Y : Ω× (−α0, α0)× (−β0, β0)→ Rn×n by
xˆ(y, α, β) := x˜(y, α, β, 0) ,
Y(y, α, β) := Dy˜(xˆ(y, α, β), α, β, 0) .
Then there exists a function R : Ω× (−α0, α0)× (−β0, β0)× (−t0, t0)→ Rn with
R(y, α, β, t) = o(t) as t → 0 for any fixed y ∈ Ω, α ∈ (−α0, α0), β ∈ (−β0, β0),
such that
x˜(y, α, β, t) = xˆ(y, α, β)− tY(y, α, β)−1ξ(xˆ(y, α, β)) +R(y, α, β, t) .
Proof. By Corollary 3.4 we know that
x˜ ∈ C∞(Ω× (−α0, α0)× (−β0, β0)× (−t0, t0),Ω)
and thus we can expand x˜ in t = 0 into
x˜(y, α, β, t) = x˜(y, α, β, 0) + t
∂
∂t
x˜(y, α, β, 0) + o(t) . (3.13)
For the calculation of the derivative we use the implicit function theorem to get
∂
∂t
x˜(y, α, β, 0) = −Dy˜(x˜(y, α, β, 0), α, β, 0)−1ξ(x˜(y, α, β, 0))
= −Y(y, α, β)−1ξ(xˆ(y, α, β)) . (3.14)
We define
R(y, α, β, t) := x˜(y, α, β, t)− xˆ(y, α, β) + tY(y, α, β)−1ξ(xˆ(y, α, β)) .
By (3.13) we have R(y, α, β, t) = o(t) for any fixed y ∈ Ω, α ∈ (−α0, α0), β ∈
(−β0, β0).
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Lemma 3.7. For any fixed ξ ∈ X we define Q : Ω× (−α0, α0)× (−β0, β0)→ R
by
Q(y, α, β) := ( detY(y, α, β))−1
· tr
(
Y(y, α, β)−1
(
Dξ(xˆ(y, α, β))− (αD2η1(xˆ(y, α, β)) + βD2η2(xˆ(y, α, β)))
· Y(y, α, β)−1ξ(xˆ(y, α, β))
))
.
There exists a function R : Ω × (−α0, α0) × (−β0, β0) × (−t0, t0) → R with
R(y, α, β, t) = o(t) for any fixed y ∈ Ω, α ∈ (−α0, α0), β ∈ (−β0, β0), such that
detDx˜(y, α, β, t) = detY(y, α, β)−1 − tQ(y, α, β) +R(y, α, β, t).
Moreover, there exists a constant c ∈ R+ with
detDx˜(x, α, β, t) ≥ c > 0
for any (x, α, β, t) ∈ Ω× (−α0, α0)× (−β0, β0)× (−t0, t0).
Proof. The function detDx˜(y, α, β, ·) is differentiable, since x˜ is C∞ and the
determinant is differentiable. Therefore we can expand it in t = 0 into
detDx˜(y, α, β, t) = detDx˜(y, α, β, 0) + t
∂
∂t
detDx˜(y, α, β, 0) + o(t) .
By the inverse function theorem we have
Dx˜(y, α, β, t) = Dy˜(x˜(y, α, β, t), α, β, t)−1
and therefore
detDx˜(y, α, β, 0) = detDy˜(xˆ(y, α, β), α, β, 0)−1
= detY(y, α, β)−1. (3.15)
In the following calculation we omit the variables α, β as argument of x˜, y˜, xˆ
and Y for short. We use a differentiation rule for determinants, cf. Bernstein [5,
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10.8.11], and calculate
∂
∂t
detDx˜(y, t)
∣∣
t=0
=
∂
∂t
(
detDy˜(x˜(y, t), t)
)−1 ∣∣
t=0
= −
∂
∂t
detDy˜(x˜(y, t), t)(
detDy˜(x˜(y, t), t)
)2 ∣∣t=0
= −
tr
(
adjDy˜(xˆ(y), 0) ∂
∂t
Dy˜(x˜(y, t), t)
∣∣
t=0
)
(
detDy˜(xˆ(y), 0)
)2
= −
tr
(
adjY(y) ∂
∂t
(
id + αDη1(x˜(y, t)) + βDη2(x˜(y, t)) + tDξ(x˜(y, t))
) ∣∣
t=0
)
(
detY(y))2
= −
tr
(
adjY(y)((αD2η1(xˆ(y)) + βD2η2(xˆ(y))) ∂∂t x˜(y, 0) +Dξ(xˆ(y))))(
detY(y))2
(3.14)
= −
tr
(
adjY(y)(Dξ(xˆ(y))− (αD2η1(xˆ(y)) + βD2η2(xˆ(y)))Y(y)−1ξ(xˆ(y))))(
detY(y))2 .
We use that adjY(y) = Y(y)−1 detY(y) and the linearity of the trace to get
∂
∂t
detDx˜(y, t)
∣∣
t=0
= −
tr
(
Y(y)−1(Dξ(xˆ(y))− (αD2η1(xˆ(y)) + βD2η2(xˆ(y)))Y(y)−1ξ(xˆ(y))))
detY(y)
= −Q(y) . (3.16)
Let us define
R(y, α, β, t) := detDx˜(y, α, β, t)− detY(y, α, β)−1 + tQ(y, α, β) . (3.17)
Then R(y, α, β, t) = o(t) by definition for any fixed y ∈ Ω, α ∈ (−α0, α0),
β ∈ (−β0, β0).
We have
detDx˜(y, α, β, t) =
(
detDy˜(x˜(y, α, β, t), α, β, t)
)−1
> 0
for any (y, α, β, t) by Lemma 3.3. For any y ∈ Ω\K, with K as defined in (3.11),
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we have detDx˜(y, α, β, t) = 1, cf. Corollary 3.4. Hence a positive minimum of
detDx˜(·, α, β, t) must be attained on the compact set K and we get the assertion.
Now we show that u(y˜(·, α, β, t)) has bounded variation on Ω and determine how
its total variation can be represented in terms of |Du|, y˜, x˜.
Lemma 3.8. Let u ∈ BV (Ω), η ∈ D ∩ Y , cf. (3.7), (3.10), and v : Ω→ R with
v(x) := u(y˜(x, α, β, t)) (3.18)
for any fixed α ∈ (−α0, α0), β ∈ (−β0, β0), t ∈ (−t0, t0). Then v ∈ BV (Ω) and
v ≡ u in the sense of trace on ∂Ω for any fixed α ∈ (−α0, α0), β ∈ (−β0, β0),
t ∈ (−t0, t0). Let z : Ω→ Rn be a vector field according to (3.4). Then∫
Ω
|v(x)| dx =
∫
Ω
|u(y)| detDx˜(y, α, β, t) dy
and ∫
Ω
d|Dv| =
∫
Ω
|Dy˜(x˜(y, α, β, t), α, β, t)T z(y)| detDx˜(y, α, β, t) d|Du| .
For the proof of Lemma 3.8 we need the following Proposition, cf. Ciarlet [11,
Theorem 1.7-1] for the case n = 3.
Proposition 3.9. (Properties of the Piola transform)
Let Ω, Ω˜ ⊂ Rn be open, ϕ ∈ C2(Ω, Ω˜) with Dϕ(x) regular for all x ∈ Ω, and
ψ ∈ C1(Ω˜,Rn). Let ψ∗ : Ω→ Rn be defined as
ψ∗(x) := Dϕ(x)−1ψ(ϕ(x)) detDϕ(x) .
Then
divψ∗(x) = divψ(ϕ(x)) detDϕ(x) . (3.19)
Proof. The key to the proof is the Piola identity
div
(
Dϕ(x)−T detDϕ(x)
)
= 0 ,
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cf. Zeidler [40, p. 548, 12.2b]. Note that div
(
Dϕ(x)−T detDϕ(x)
)
is a vec-
tor whose components are the divergences of the row vectors in the matrix
Dϕ(x)−T detDϕ(x). More explicitly, we have for the j-th component
(
div
(
Dϕ(x)−T detDϕ(x)
))
j
=
n∑
i=1
∂
∂xi
(
Dϕ(x)−Tji detDϕ(x)
)
=
n∑
i=1
∂
∂xi
(
Dϕ(x)−1ij detDϕ(x)
)
= 0 (3.20)
for j = 1, . . . , n. Thus for
ψ∗i (x) =
n∑
j=1
Dϕ(x)−1ij ψj(ϕ(x)) detDϕ(x)
for i = 1, . . . , n we have
divψ∗(x) =
n∑
i=1
∂
∂xi
ψ∗i (x)
=
n∑
i=1
∂
∂xi
n∑
j=1
Dϕ(x)−1ij ψj(ϕ(x)) detDϕ(x)
=
n∑
j=1
n∑
i=1
∂
∂xi
(
Dϕ(x)−1ij detDϕ(x)
)
ψj(ϕ(x)) (3.21)
+
n∑
i=1
n∑
j=1
Dϕ(x)−1ij detDϕ(x)
∂
∂xi
ψj ◦ ϕ(x) , (3.22)
while we applied the product rule in the last line. The sum in (3.21) equals zero
by (3.20). For the calculation of (3.22) we apply the chain rule
∂
∂xi
ψj ◦ ϕ(x) =
n∑
k=1
∂
∂xk
ψj(ϕ(x))
∂
∂xi
ϕk(x) =
n∑
k=1
∂
∂xk
ψj(ϕ(x))Dϕ(x)ki .
Thus we get
divψ∗(x) =
n∑
i=1
n∑
j=1
Dϕ(x)−1ij detDϕ(x)
∂
∂xi
ψj ◦ ϕ(x)
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=
n∑
j=1
n∑
k=1
( n∑
i=1
Dϕ(x)kiDϕ(x)
−1
ij︸ ︷︷ ︸
=δjk
)
detDϕ(x)
∂
∂xk
ψj(ϕ(x))
=
n∑
j=1
detDϕ(x)
∂
∂xj
ψj(ϕ(x))
= divψ(ϕ(x)) detDϕ(x) .
Proof of Lemma 3.8. We have u ∈ L1(Ω), detDx˜(y, α, β, t) > 0 for all (y, α, β, t)
by Lemma 3.7. Therefore∫
Ω
|v(x)| dx =
∫
Ω
|u(y˜(x, α, β, t))| dx =
∫
Ω
|u(y)| detDx˜(y, α, β, t) dy . (3.23)
We consider an arbitrary vector field ψ ∈ C10(Ω,Rn) with ‖ψ‖∞ ≤ 1 and define
ψ∗ : Ω→ Rn by
ψ∗(y) := Dx˜(y, α, β, t)−1ψ(x˜(y, α, β, t)) detDx˜(y, α, β, t)
for fixed α, β, t. Since ψ ∈ C10(Ω,Rn) and all other functions involved C∞, we
get also ψ∗ ∈ C10(Ω,Rn). So we calculate∫
Ω
v(x) divψ(x) dx =
∫
Ω
u(y˜(x, α, β, t)) divψ(x) dx
=
∫
Ω
u(y) divψ(x˜(y, α, β, t)) detDx˜(y, α, β, t) dy
(3.19)
=
∫
Ω
u(y) divψ∗(y) dy
= −
∫
Ω
ψ∗(y) d(Du)
= −
∫
Ω
Dx˜(y, α, β, t)−1ψ(x˜(y, α, β, t)) detDx˜(y, α, β, t) d(Du)
= −
∫
Ω
〈
Dx˜(y, α, β, t)−1ψ(x˜(y, α, β, t)) , z(y)
〉
detDx˜(y, α, β, t) d|Du|
= −
∫
Ω
〈
ψ(x˜(y, α, β, t)) , Dx˜(y, α, β, t)−T z(y)
〉
detDx˜(y, α, β, t) d|Du| . (3.24)
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We define the f : Ω→ Rn by
f(y) := Dx˜(y, α, β, t)−T z(y) detDx˜(y, α, β, t)
for fixed α, β, t and consider the Rn-valued Radon measure f |Du| on Ω, cf.
Ambrosio et al. [2, Definition 1.22]. Note that f is indeed in L1(Ω,Rn) since
Dx˜(y, α, β, t)−T = Dy˜(x˜(y, α, β, t), α, β, t)T is regular and z ∈ L1(Ω,Rn). By [2,
Proposition 1.23] the total variation of the vector measure f |Du| is given by
∣∣f |Du|∣∣(Ω) = ∫
Ω
|f | d|Du| . (3.25)
Moreover, by definition of the total variation we have
∣∣f |Du|∣∣(Ω) = sup{∫
Ω
ψ d
(
f |Du|) ∣∣∣ ψ ∈ C0(Ω,Rn), ‖ψ‖∞ ≤ 1}
= sup
{∫
Ω
〈ψ, f〉 d|Du|
∣∣∣ ψ ∈ C0(Ω,Rn), ‖ψ‖∞ ≤ 1} , (3.26)
cf. [2, Proposition 1.47]. For any ψ ∈ C0(Ω,Rn) we can always find a sequence
(ψk)k∈N with ψk ∈ C10(Ω,Rn) such that ‖ψ − ψk‖∞ → 0 as k →∞. But then we
also have ∣∣∣∣ ∫
Ω
〈ψ, f〉 d|Du| −
∫
Ω
〈ψk, f〉 d|Du|
∣∣∣∣ = ∣∣∣∣ ∫
Ω
〈ψ − ψk, f〉 d|Du|
∣∣∣∣
≤ ‖ψ − ψk‖∞
∫
Ω
|f | d|Du| → 0
for k → ∞. Therefore we can also take the supremum over ψ ∈ C10(Ω,Rn) with
‖ψ‖∞ ≤ 1 in (3.26). Moreover, given any ψˆ ∈ C10(Ω,Rn) with ‖ψˆ‖∞ ≤ 1 we
can define a function ψ ∈ C10(Ω,Rn) by ψ(x) := ψˆ(y˜(x, α, β, t)) for fixed α, β, t.
Then, since x˜(·, α, β, t) is bijective in Ω, we have
ψ(x˜(y, α, β, t)) = ψˆ(y˜(x˜(y, α, β, t), α, β, t)) = ψˆ(y) .
Therefore we can conclude
sup
ψ∈C10 ,‖ψ‖∞≤1
∫
Ω
v(x) divψ(x) dx
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(3.24)
= sup
ψ∈C10 ,‖ψ‖∞≤1
∫
Ω
〈
ψ(x˜(y, α, β, t)) , Dx˜(y, α, β, t)−T z(y)
〉
detDx˜(y, α, β, t) d|Du|
= sup
ψˆ∈C10 ,‖ψˆ‖∞≤1
∫
Ω
〈
ψˆ(y) , Dx˜(y, α, β, t)−T z(y)
〉
detDx˜(y, α, β, t) d|Du|
(3.26)
=
∣∣f |Du|∣∣(Ω)
(3.25)
=
∫
Ω
|f(y)| d|Du|
=
∫
Ω
|Dx˜(y, α, β, t)−T z(y)| detDx˜(y, α, β, t) d|Du|
=
∫
Ω
|Dy˜(x˜(y, α, β, t), α, β, t)T z(y)| detDx˜(y, α, β, t) d|Du| .
Since the right hand side is finite, we get v ∈ BV (Ω) and the assertion for∫
Ω
d|Dv| follows.
Since there exists a compact set K such that we have y˜(x, α, β, t) = x for each
x ∈ Ω \K, cf. (3.11), we get v ≡ u on ∂Ω in the sense of trace.
Now the functionals E and G as defined in (3.8), (3.9) are well defined on D.
Lemma 3.10. The directional derivatives δE(·, ξ), δG(·, ξ) : D ∩ Y → R are
δE(η, ξ) =
∫
Ω
〈(
Dξ(xˆ(y, α, β))− (αD2η1(xˆ(y, α, β)) + βD2η2(xˆ(y, α, β)))
· Y(y, α, β)−1ξ(xˆ(y, α, β))
)T
z(y) ,
Y(y, α, β)T z(y)
|Y(y, α, β)T z(y)|
〉
detY(y, α, β)−1
− |Y(y, α, β)T z(y)| Q(y, α, β) d|Du|
and
δG(η, ξ) = −
∫
Ω
|u(y)| Q(y, α, β) dy
for any fixed ξ ∈ X and η = αη1 + βη2.
Proof. We use Lemma 3.7 and Lemma 3.8 and get for v according to (3.18)
E(η + tξ) =
∫
Ω
d|Dv|
=
∫
Ω
|Dy˜(x˜(y, α, β, t), α, β, t)T z(y)| detDx˜(y, α, β, t) d|Du|
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=
∫
Ω
|Dy˜(x˜(y, α, β, t), α, β, t)T z(y)|
· ( detY(y, α, β)−1 − tQ(y, α, β) +R(y, α, β, t)) d|Du|
=
∫
Ω
|Dy˜(x˜(y, α, β, t), α, β, t)T z(y)| detY(y, α, β)−1 d|Du| (3.27)
−
∫
Ω
t |Dy˜(x˜(y, α, β, t), α, β, t)T z(y)|Q(y, α, β) d|Du| (3.28)
+
∫
Ω
|Dy˜(x˜(y, α, β, t), α, β, t)T z(y)|R(y, α, β, t) d|Du| . (3.29)
Now we calculate the directional derivative
δE(η, ξ) = ∂
∂t
∫
Ω
d|Dv| ∣∣
t=0
separately for the terms (3.27), (3.28), (3.29). We use a result on the differ-
entiability of parameter-dependent integrals as it can be found in Schilling [38,
Theorem 11.5].
We omit α and β as arguments in x˜, y˜, xˆ, Y , Q for simplicity and calculate the
derivatives of the integrands. First of all we get
F(y, t) := ∂
∂t
|Dy˜(x˜(y, t), t)T z(y)|
=
〈
Dy˜(x˜(y, t), t)T z(y)
|Dy˜(x˜(y, t), t)T z(y)| ,
∂
∂t
Dy˜(x˜(y, t), t)T z(y)
〉
=
〈
Dy˜(x˜(y, t), t)T z(y)
|Dy˜(x˜(y, t), t)T z(y)| ,
∂
∂t
(
id + αDη1(x˜(y, t)) + βDη2(x˜(y, t)) + tDξ(x˜(y, t))
)T
z(y)
〉
=
〈
Dy˜(x˜(y, t), t)T z(y)
|Dy˜(x˜(y, t), t)T z(y)| ,
((
αD2η1(x˜(y, t)) + βD
2η2(x˜(y, t))
)
· ∂
∂t
x˜(y, t) +Dξ(x˜(y, t)) + tD2ξ(x˜(y, t))
∂
∂t
x˜(y, t)
)T
z(y)
〉
. (3.30)
Thus for the first integrand, cf. (3.27), we obtain
∂
∂t
|Dy˜(x˜(y, t), t)T z(y)| detY(y)−1 = F(y, t) detY(y)−1 , (3.31)
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and for the second, cf. (3.28),
∂
∂t
(
t |Dy˜(x˜(y, t), t)T z(y)|)Q(y) = |Dy˜(x˜(y, t), t)T z(y)| Q(y) + tF(y, t)Q(y) .
(3.32)
Using definition (3.17) of R we get for the third part, cf. (3.29),
∂
∂t
(|Dy˜(x˜(y, t), t)T z(y)|R(y, t))
= F(y, t)R(y, t) + |Dy˜(x˜(y, t), t)T z(y)| ∂
∂t
R(y, t)
= F(y, t)( detDx˜(y, t)− detY(y)−1 + tQ(y))
+ |Dy˜(x˜(y, t), t)T z(y)|
(
∂
∂t
detDx˜(y, t) +Q(y)
)
. (3.33)
Let us define the compact set
M := Ω× [−α0/2, α0/2]× [−β0/2, β0/2]× [−t0/2, t0/2] .
We show that the calculated derivatives (3.31), (3.32), (3.33) are bounded by a
constant for |Du|-a. e. y and all α, β, t with (y, α, β, t) ∈M . Note that we do not
require the boundedness in α, β here, but we will need it in the proof of the next
Lemma. By looking closely at (3.31), (3.32), (3.33), we see that most of the terms
involved are continuous on the compact set M and therefore also bounded there.
Thus we check only terms for which the continuity is not immediately clear.
Let us first of all state, that since we have x˜(y, t) = y on (Ω\K)× [−α0/2, α0/2]×
[−β0/2, β0/2]× [−t0/2, t0/2] by Corollary 3.4, we get
∂
∂t
x˜(y, t) = 0 , detDx˜(y, t) = 1 , and
∂
∂t
detDx˜(y, t) = 0 (3.34)
there withK as defined in (3.11). Therefore the continuous functions ∂
∂t
x˜, detDx˜,
∂
∂t
detDx˜ are bounded on the compact set M .
Thus, in (3.30) the only term to be checked for boundedness is
Dy˜(x˜(y, t), t)T z(y)
|Dy˜(x˜(y, t), t)T z(y)| .
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By Lemma 3.3 Dy˜ is always a regular matrix and since z(y) 6= 0 |Du|-a. e. on Ω
we get
|Dy˜(x˜(y, t), t)T z(y)| > 0
there. Therefore we have ∣∣∣∣ Dy˜(x˜(y, t), t)T z(y)|Dy˜(x˜(y, t), t)T z(y)|
∣∣∣∣ = 1
for |Du|-a. e. y and all α, β, t with (y, α, β, t) ∈ M and hence F as defined in
(3.30) is bounded there.
In (3.31) we must only check the boundedness of
(
detY(y))−1 = detY(y)−1 = ( detDy˜(x˜(y, 0), 0))−1.
But we already have detDy˜(x˜(y, 0), 0) ≥ c > 0 for some c ∈ R+ and all (y, α, β) ∈
Ω× [−α0/2, α0/2]× [−β0/2, β0/2] by Lemma 3.3. Moreover, it follows that also
Y(y)−1 = ( detY(y))−1adjY(y)
is bounded there, since each entry of adjY(y) is bounded. This gives us the
boundedness of (3.31) on M and, using the definition of Q, cf. Lemma 3.7, we
see that the boundedness of Q follows, i. e. also (3.32) is bounded on M .
Now, using (3.34), the boundedness of (3.33) on M is a simple consequence and
in particular also
∂
∂t
R(y, t) = ∂
∂t
detDx˜(y, t) +Q(y) (3.35)
is bounded on M .
Thus we may use [38, Theorem 11.5] and get
∂
∂t
∫
Ω
|Dy˜(x˜(y, t), t)T z(y)| detDx˜(y, t) d|Du| ∣∣
t=0
=
∫
Ω
∂
∂t
(|Dy˜(x˜(y, t), t)T z(y)| detDx˜(y, t)) ∣∣
t=0
d|Du| .
In the case t = 0 for the derivative of the first integrand as in (3.31) we have
∂
∂t
|Dy˜(x˜(y, t), t)T z(y)| detY(y)−1 ∣∣
t=0
= F(y, 0) detY(y)−1 , (3.36)
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and for the derivative of the second integrand, cf. (3.32),
∂
∂t
(
t |Dy˜(x˜(y, t), t)T z(y)|)Q(y) ∣∣
t=0
= |Y(y)T z(y)| Q(y) . (3.37)
In (3.33) we get
∂
∂t
|Dy˜(x˜(y, t), t)T z(y)|R(y, t) ∣∣
t=0
= 0 , (3.38)
since detDx˜(y, 0) = detY(y)−1 by (3.15) and
∂
∂t
R(y, t) ∣∣
t=0
=
∂
∂t
detDx˜(y, t)
∣∣
t=0
+Q(y) = 0 (3.39)
by (3.16). Moreover, using Lemma 3.3 we get
F(y, 0) =
〈 Y(y)T z(y)
|Y(y)T z(y)| ,(
Dξ(xˆ(y))− (αD2η1(xˆ(y)) + βD2η2(xˆ(y)))Y(y)−1ξ(xˆ(y)))T z(y)〉. (3.40)
Therefore, using (3.36), (3.37), (3.38), and (3.40), we obtain
δE(η, ξ) =
∫
Ω
〈(
Dξ(xˆ(y))− (αD2η1(xˆ(y)) + βD2η2(xˆ(y)))Y(y)−1ξ(xˆ(y)))Tz(y),
Y(y)T z(y)
|Y(y)T z(y)|
〉
detY(y)−1 − |Y(y)T z(y)| Q(y) d|Du| .
Now we look at
δG(η, ξ) = ∂
∂t
∫
Ω
|v(x)| dx ∣∣
t=0
.
We know by (3.23) that
G(η + tξ) =
∫
Ω
|v(x)| dx =
∫
Ω
|u(y)| detDx˜(y, α, β, t) dy.
Using Lemma 3.7 we calculate the derivative of the integrand
∂
∂t
(|u(y)| detDx˜(y, t)) = ∂
∂t
(|u(y)|(detY(y)−1 − tQ(y) +R(y, t)))
= −|u(y)| Q(y) + |u(y)| ∂
∂t
R(y, t) . (3.41)
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We have already seen that Q is bounded on the compact set Ω× [−α0/2, α0/2]×
[−β0/2, β0/2] and ∂∂tR on M , cf. (3.35). Using (3.39) we thus get
∂
∂t
(|u(y)| detDx˜(y, t)) ∣∣
t=0
= −|u(y)| Q(y) .
Now we use [38, Theorem 11.5] again and obtain
δG(η, ξ) = −
∫
Ω
|u(y)| Q(y) dy .
Lemma 3.11. The directional derivatives δE(·, ξ), δG(·, ξ) : D ∩ Y → R are
continuous on intY (D ∩ Y ) for any fixed ξ ∈ Y .
Proof. Wemust show the continuity of δE(η, ξ) and δG(η, ξ) for α ∈ [−α0/2, α0/2]
and β ∈ [−β0/2, β0/2] for η = αη1 + βη2. By a result on the continuity of
parameter-dependent integrals, cf. Schilling [38, Theorem 11.4], it is sufficient
to show the continuity of the integrands in α, β and the uniform boundedness
of the integrands in y |Du|-a. e. on Ω. By looking at the integrands of δE(η, ξ)
and δG(η, ξ), cf. Lemma 3.10, we see that all functions involved are continuous
in α and β and we have shown the boundedness of the integrands in the proof
of Lemma 3.10. Therefore the derivatives δE(·, ξ), δG(·, ξ) : D ∩ Y → R are
continuous as functions of α and β and the assertion follows.
Proof of Theorem 3.1. Let η ∈ D with G(η) = 0. Then, since u is a minimizer of
problem (1.6), (1.7), we have for v(x) = u(x+ η(x)), v ∈ BV (Ω)
E(u) ≤ E(v) ,
and since the traces of u and v are equal by Lemma 3.8 also
E(0) =
∫
Ω
d|Du| ≤
∫
Ω
d|Dv| = E(η) ,
i. e. η = 0 is a minimizer of E under the constraint G(η) = 0 and (i) of Proposition
3.2 is satisfied.
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Lemma 3.5 gives us (ii) and Lemma 3.10, Lemma 3.11 show that (iii) of Propo-
sition 3.2 is satisfied.
Now we show (iv), i. e. we must find a function ξ0 ∈ C∞0 (Ω,Rn) such that
δG(0, ξ0) = −
∫
Ω
|u| div ξ0 dx 6= 0 ,
since Q(y, 0, 0) = div ξ(y). By Ambrosio et al. [2, Theorem 3.99] we know that
for any u ∈ BV (Ω) also |u| ∈ BV (Ω), since it is the composition of the Lipschitz
continuous function | · | and a BV-function u. Moreover, since G(u) = 0, we
have |u| 6= 0 on Ω and therefore ∣∣D|u|∣∣(Ω) > 0. Using the definition of the total
variation for BV -functions we can conclude that
∣∣D|u|∣∣(Ω) = sup
ξ∈C10 ,‖ξ‖∞≤1
∫
Ω
|u| div ξ dx > 0 .
Hence, there exists a function ξ ∈ C10(Ω,Rn) such that∫
Ω
|u| div ξ dx > 0 .
By approximation of ξ in the ‖·‖∞-norm by a function ξ0 ∈ C∞0 (Ω,Rn) we obtain
also ∫
Ω
|u| div ξ0 dx > 0 ,
i. e. (iv) is satisfied.
Thus by applying Proposition 3.2 we get
δE(0, ξ) = λ δG(0, ξ)
for all ξ ∈ C∞0 (Ω,Rn) and some λ ∈ R. Since we have
Y(y, 0, 0)−1 = Y(y, 0, 0)T = id
and detY(y, 0, 0)−1 = 1, using Lemma 3.10 we get∫
Ω
〈z , Dξ z〉 − div ξ d|Du| = −λ
∫
Ω
|u| div ξ dx (3.42)
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for all ξ ∈ C∞0 (Ω,Rn), z as in (3.4), and some λ ∈ R.
For a minimizer u ∈ BV (Ω) of (1.6), (1.7) we know that E(u) = h(Ω), cf. (1.20)
and that u minimizes the Rayleigh quotient, cf. (1.19). For any other function
v ∈ BV (Ω) with v 6= 0 we have
E(v)
G(v) + 1
≥ E(u)
G(u) + 1
= E(u) = h(Ω) ,
i. e. u is also a minimizer of the functional
v 7→ E(v)− h(Ω) (G(v) + 1) (3.43)
with E(u)−h(Ω) (G(u)+1) = 0, cf. also (1.17). Taking v(x, t) = u(x+ tξ(x)) for
fixed ξ ∈ X we have v(·, t) ∈ BV (Ω) for all t ∈ (−t0, t0) and v has the same trace
as u on ∂Ω, which does not depend on t, cf. Lemma 3.8. Then the functional in
(3.43) is equivalent to
E(tξ) +
∫
∂Ω
|v(x, t)| dHn−1 − h(Ω) (G(tξ) + 1) . (3.44)
By calculating the directional derivative of (3.44) in t = 0 we obtain
δE(0, ξ)− h(Ω) δG(0, ξ) = 0
for each ξ ∈ C∞0 (Ω,Rn) and η ≡ 0, which corresponds to (3.42) with λ = h(Ω).
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