Abstract. The traditional multiconfiguration Hartree-Fock (MCHF) and configuration interaction (CI) methods are based on a single orthonormal orbital basis. For atoms with many closed core shells, or complicated shell structures, a large orbital basis is needed to saturate the different electron correlation effects such as valence, core-valence correlation and correlation within the core shells. The large orbital basis leads to massive configuration state function (CSF) expansions that are difficult to handle, even on large computer systems. We show that it is possible to relax the orthonormality restriction on the orbital basis and break down the originally very large calculations to a series of smaller calculations that can be run in parallel. Each calculation determines a partitioned correlation function (PCF) that accounts for a specific correlation effect. The PCFs are built on optimally localized orbital sets and are added to a zero-order multireference (MR) function to form a total wave function. The expansion coefficients of the PCFs are determined from a low dimensional generalized eigenvalue problem. The interaction and overlap matrices are computed using a biorthonormal transformation technique (Verdebout et al., J. Phys. B: At. Mol. Phys. 43 (2010) 074017). The new method, called partitioned correlation function interaction (PCFI), converges rapidly with respect to the orbital basis and gives total energies that are lower than the ones from ordinary MCHF and CI calculations. The PCFI method is also very flexible when it comes to targeting different electron correlation effects. Focusing our attention on neutral lithium, we show that by dedicating a PCF to the single excitations from the core, spin-and orbital-polarization effects can be captured very efficiently, leading to highly improved convergence patterns for hyperfine parameters compared with MCHF calculations based on a single orthogonal radial orbital basis.
Introduction
The electron correlation energy of an atom has been defined by Löwdin [1] as the difference between the exact nonrelativistic energy eigenvalue of the electronic Schrödinger equation and the energy of the single configuration state function (CSF) approximation, commonly called the Hartree-Fock energy. In line with this definition we think of electron correlation effects as those manifesting themselves beyond the Hartree-Fock approximation. It is useful to subdivide further and consider both static (nondynamical) and dynamical correlation [2] . Static correlation arises from neardegeneracies of the Hartree-Fock occupied and unoccupied orbitals. Systems with significant static correlation are poorly described by a single CSF and are said to have a strong multireference character. Dynamical correlation is due to the reduction in the repulsion energy related to the electron-electron cusp and is a short-range effect.
Accurate description of electron correlation remains a major challenge in atomic structure calculations. To meet this challenge a number of different methods have been developed such as many-body perturbation theory (MBPT) [3, 4] , combinations of configuration interaction and many-body perturbation (CI+MBPT) [5, 6, 7] , and coupled cluster (CC) [8, 9, 10] theories. Different kinds of variational methods have also been used, and one may specially note Hylleraas-type calculations, that explicitly include the interelectron distance r 12 in the construction of the wave function [11, 12, 13, 14] . In quantum chemistry, variational complete active space self-consistent field (CASSCF) methods are quite successful for describing small and medium-size molecules, but are not sufficient when dynamical correlation must be included [15] . The latter are treated through second-order perturbation theory using a single or multireference state as the zero-order approximation. Combined variational multireference and second order Möller-Plesset perturbation calculations have also been applied very successfully by Ishikawa and co-workers [16, 17] to obtain accurate transition energies for a number of atomic systems. In this paper we will critically examine variational multiconfiguration methods, such as multiconfiguration Hartree-Fock (MCHF) combined with configuration interaction (CI).
Multiconfiguration methods are quite general, and can be directly applied to excited and open-shell structures across the whole periodic table. By including the most important closely degenerate CSFs to form a multireference (MR) expansion, the static correlation is efficiently captured. Dynamical correlation is accounted for by adding, to the MR expansion, CSFs obtained by single (S) and double (D) excitations from the CSFs in the MR to an increasing set of active orbitals. The CSFs generated in this way build a space that we refer to as the correlation function (CF) space and it is convenient to think of multiconfiguration expansions as something built from CSFs in the MR space and in the CF space. Due to restrictions in the Racah or the Slater determinant algebra underlying the construction of the energy expressions, the orbitals are usually required to be orthonormal. Such an orthonormal orbital basis is not very efficient for larger systems. Let us consider an atomic system, for example Ca, with several closed shells. To describe the dynamic correlation in the 1s shell we tailor an orbital set for which some of the orbitals should have a large overlap with the 1s radial orbital. Due to the orthogonality restrictions of the orbitals, the correlation in the 2s shell needs to be described in terms of the previous radial orbitals, tailored for describing correlation within the 1s shell, as well as some new radial orbitals that are overlapping with the 2s orbital etc. To capture the dynamic correlation between electrons in all the different shells, the orbital basis needs to be extended to a large number of orbitals for each symmetry, leading to massive CSF expansions [18] . This is in effect a scaling wall [19] that has been difficult to get around. In practice the electrons in the atom are considered as either core or outer valence electrons resulting in valence-valence, core-valence, and core-core types of SD excitations with the latter often neglected. Another general problem with variational methods is that they are entirely based on the energy functional, and properties not strongly coupled to this functional may be inadequately described by the resulting wave function. As an example we consider the hyperfine interaction. The CSFs that are responsible for the important spin-and orbital-polarization effects are relatively unimportant for the total energy, and thus the orbital basis from the variational calculation may be spatially localized in such a way that the above effects are not captured. Alternatively, a very large orbital basis is needed to achieve convergence for these properties, leading to CSF expansions that grow unmanageably large.
The present work is an extension of a previous study of correlation energy in beryllium [20] . Based on a fast transformation technique, originally proposed by Malmqvist and collaborators [21, 22] , we show that it is possible to relax the orthonormality restriction on the orbital basis and use several mutually non-orthogonal orbital basis sets that are better adapted to the short range nature of the dynamical correlation. The gained freedom also makes it possible to tailor an orbital basis for capturing effects weakly connected to energy, improving convergence properties of atomic properties other than the energy. Partitioning the CF space into several subspaces, and using different orbital sets optimized for the different partitions, may be one way around the scaling wall associated with single orthonormal orbital sets.
Partitioning the MCHF problem
Starting from the non-relativistic Hamiltonian for an N-electron system
the multiconfiguration Hartree-Fock (MCHF) approach determines an approximate wave function of the form
in which a CSF, Φ i (γ i LS π ), belongs either to the MR space or to the CF space. All CSFs have a given parity (π) and LS symmetry and they are built from a common basis of one-electron spin-orbitals
where the radial functions P (nl ; r) are to be determined [23] . For the approximate wave function (2), the integro-differential MCHF equations have the form
for the unknown radial functions [23] . The equations are coupled to each other through the direct Y and exchange X potentials and the Lagrange multipliers ǫ nl,n ′ l . The Lagrange multipliers force the radial orbitals to be orthonormal within the same l subspace. Under these conditions the configuration state functions are orthonormal
The mixing coefficients appearing in the expansion over CSFs also enter in the form of the potentials and are determined by solving the configuration interaction (CI) problem
with H ij = Φ i |H|Φ j being the Hamiltonian matrix and c = (c 1 , c 2 , . . . , c M ) t the column vector of mixing coefficients. For a given set of mixing coefficients, the equations (4) are solved by the self-consistent field (SCF) procedure. The SCF and CI problems are solved, one after the other, until convergence of both the radial functions and the selected CI-eigenvector is achieved.
The strong coupling between the CSF expansion and the resulting optimized orbital basis is well known [24] . In the variational multiconfiguration approach indeed, the orbitals adapt spatially to account for the specific correlation effect targeted by the tailored expansion. In the present work, we investigate the possibility of breaking down the computational task into subtasks by partitioning the CF space into different subspaces, each targeting a specific correlation effect such as valence-correlation, corevalence or correlation within shells in the core, and performing separate MCHF calculations for each expansion built on the MR space and a CF subspace. In a final step the wave function is expanded in a basis consisting of CSFs from the MR space and functions built in each of the CV subspaces. The expansion coefficients are obtained by computing the Hamiltonian and overlap matrices and solving the corresponding generalized eigenvalue problem. The computation of the matrix elements between functions in the different subspaces, and this is the crucial point, is made possible by the biorthogonal transformation [21, 22] .
The above scheme offers various advantages, resembling the "Divide and Conquer" strategy -i) from the computational point of view, smaller subtasks can be run in parallel, -ii) the resulting orbital basis sets are better adapted for capturing efficiently electron correlation, with the hope of getting a satisfactory accuracy for the desired property before reaching the scaling wall, -iii) the coupling between the subspaces reduces to a reasonably small dimension eigenvalue problem.
The PCFI approach
The efficiency of the method with a partitioned CF space was shown in our first paper [20] , when targeting the total energy of the ground state of neutral beryllium. A multi-reference (MR) expansion
limited to the major contributions to valence correlation, including the near-degenerate 1s 2 2s 2 and 1s 2 2p 2 configurations of the Layzer's complex, was corrected by three Pair Correlation Functions |Λ vv , |Λ cv , |Λ cc built by allowing single and double excitations from specific subshells of the MR configuration state functions to a given orbital active set (AS), and specifically tailored to describe the valence (VV), corevalence (CV) and core (CC) correlation effects. The final wave function
yielded a lower energy than the traditional MCHF method based on a very large CSF expansion.
In the present work, we generalize the approach by introducing the "Partitioned Correlation Functions" instead of "Pair Correlation Functions", preserving the PCF acronym, but allowing more flexible building rules for each PCF. For describing unambiguously the CSFs content of a given PCF, we first define a "pure" PCF as a CSFs expansion containing only one kind of excitations, ie. single (S), or double (D), or triple (T),. . . excitations. We write such a Partitioned Correlation Function Λ {i} , where the subscript {i} specifies the set of occupied shells that are excited to a given active set. For instance, a PCF including only double excitations from the n 1 l 1 and n 2 l 2 subshells ‡ is written Λ n 1 l 1 n 2 l 2 . A PCF could also be "hybrid" if containing different kinds of excitations. Such a PCF may be seen as a superposition of "pure" PCFs and is written as Λ {i}−{j}−... , where for each family of excitations {i}, {j}, . . ., the letters sequence appearing in the subscript specify the nl-labels of the MR electrons that undergo the excitations. It is clear that a Partitioned Correlation Function in our approach does not fit with the usual definition of a pair correlation function [25, 26] .
According to this notation, a PCF representing single excitations from n 1 l 1 and double excitations from the n 1 l 1 and n 2 l 2 subshells, is written as
(9) ‡ Note that n 1 l 1 and n 2 l 2 may refer to equivalent or non-equivalent electrons.
where the first summation corresponds to all possible single excitations from the n 1 l 1 shell for each CSF belonging to the MR and the second one, to all possible double excitations from the n 1 l 1 and n 2 l 2 shells for each CSF belonging to the MR. One can then rewrite the beryllium ground state wave function (8) as
where v stands for any occupied valence subshell of the MR set. In order to avoid having the same CSF in two different partitioned correlation functions, we consider the partitioning of the configuration space into disjoint sets. Another possible partition satisfying this property could be
cc |Λ 1s1s where the single excitations (1s → n 1 l 1 ) have arbitrarily moved from the CC to the CV correlation function subspace. In the most general case, the MR function (7) is corrected by p PCFs
each of the PCFs corresponding to a given partition of the CF space:
We use the notation Ψ Λ for the function consisting of the MR function and one of the correcting PCFs Λ
In our approach, this function is obtained by solving the corresponding MCHF equations (4)- (6) to optimize the Λ-PCF orbital set and mixing coefficients. Such a calculation that optimizes the MR eigenvector composition {a Λ j } with orbitals frozen to the MR-MCHF solution (7), the mixing coefficients {c Λ j } and the Λ-PCF radial functions, will be referred as a MR-PCF calculation. As far as the notation is concerned, we will underline when necessary the orbitals that are kept frozen during the selfconsistent-field process. Solving the MCHF problem (12) for each Λ i (i = 1, 2, . . . , p) produces p mutually non-orthonormal one-electron orbital sets. Each of the orbital sets will be optimally localized for the correlation effect described by the corresponding PCF expansion. Assuming the CSFs of the MR and CF spaces orthonormal and Ψ Λ |Ψ Λ = 1, we have
revealing that Λ|Λ = 1. To keep a natural interpretation of the PCF weights, we renormalize each PCF according to
The PCFI approach consists in regrouping the m components of the MR space and the p CF subspaces in an a priori low-dimension interaction matrix to get a compact representation of the total wave function
where the mixing coefficients {a i } and {b j } are obtained by solving the generalized eigenvalue problem of dimension (M = m + p)
The corresponding Hamiltonian matrix may be explicitly written as
The matrix dimension M is simply given by the sum of the number of CSFs belonging to the MR (m) and the number of PCF functions (p). The overlap matrix has the same structure, with a value of unity on the diagonal thanks to the renormalization (|Λ i → |Λ i ). It can be obtained by merely substituting the H operator, appearing in each matrix element, by the unit operator1. It reduces to the unit matrix for specific PCF-building rules as shown in Appendix 1. All plain-line blocks involve orthonormal orbitals and the construction of the matrix elements between the CSFs in the blocks is based on fast angular integration methods developed by Gaigalas et al. [27, 28] . This holds not only for the diagonal blocks, but also for blocks coupling the CF and the MR spaces since we do not allow the MR orbitals to vary in the MR-PCF MCHF calculations of (12) . The building of all other blocks of the CF space, surrounded by a dashed line, involve non-orthogonal orbitals arising from independent MCHF calculations and requires therefore the use of biorthonormal transformations before the traditional methods for angular integration can be applied (see section 6 of [20] ). By solving this compact eigenvalue problem, we showed in [20] that accurate total energies can be obtained.
However, as we already mentioned in that work, some variational freedom in the coefficients is lost by the fact that solving (14) does not allow relaxation in the relative weights within each PCF. The latter are indeed fixed linear combinations,
and as such, we will refer to |Λ as a constrained CSFs expansion in the sense that the orbitals and the expansion coefficients are not allowed to change. The coefficients {c Λ k } will be called the constrained coefficients. The effect associated with this loss of flexibility on a property, that we are investigating in the next section, will be qualified as the constraint effect.
The constraint effect
We were expecting that this constraint would have a minor impact on all expectation values but extending our previous work [20] to 1s 2 2s2p 1 P o of Be brought a surprise for spectroscopic properties other than the total energy. For this state, we optimized the following MR (m = 6) function MR = 1s 2 {2s2p, 2s3p, 2p3s, 2p3d, 3s3p, 3p3d
that we corrected by three PCFs functions (p = 3) targeting respectively valence, corevalence and core correlation and built on single-and double-excitations (SD) from the multi-reference set
where v stands for any orbital of the valence MR set, ie. v = {2s, 2p, 3s, 3p, 3d}. After solving the MR-PCF problem (12) for the three Λ's, we solved the (M = m + p = 9) eigenvalue PCFI problem. We will use the acronyms SD-MR-PCFI and SD-MR-MCHF, respectively, for the present Partitioned Correlation Function Interaction and for the conventional multi-reference MCHF calculations. Figure 1 shows the striking difference in behavior between the resulting energy and specific mass shift (SMS) parameter. While the total energies obtained with the SD-MR-PCFI and the SD-MR-MCHF models converge to the same limit, the two approaches give rise to an unexpected off-set on the SMS parameter. For a deeper understanding of the ins and outs of the PCFI approach and fully appreciating its advantages, we moved to a smaller system: neutral lithium and its spectroscopic properties. For the lithium ground state, the Hartree-Fock approximation is rather good and the monoreference (m = 1) 1s 2 2s 2 S can be taken. We apply the PCFI method using two (p = 2) PCFs: -i) the first one targeting single and double excitations from the core (1s) orbital and denoted Λ 1s−1s1s , -ii) a second one, Λ 2s−1s2s , targeting single excitations from the 2s valence shell and double excitations from the core (1s) and valence (2s) orbitals. The size of the PCFI matrix is small (M = 3). illustrates the MCHF radial functions of the (n = 5) active set resulting from the two MR-PCF equations applied to Λ 1s−1s1s and Λ 2s−1s2s . As it was observed in [20, 24] for other systems, one can realize from this figure that a given PCF orbitals set specifically favors the region of the space occupied in the reference by the electrons undergoing excitations.
We compare the expectation values of other operators than the Hamiltonian, i.e. the specific mass shift and the hyperfine interaction parameters [30] , evaluated by the two SD-(mono)-PCFI and SD-(mono)-MCHF methods in figure 3 . The two curves illustrate the impact of the "constraint effect" on three different properties: the total energy, the specific mass shift (S sms ) and the contact term (a cont ). As mentioned in the end of section 3, the origin of this effect is the hindrance to free variation in the expansion coefficients and in the orbitals. Even if the pre-optimized PCF orbital sets are fixed in the PCFI diagonalization step, the associated orbital constraint effect is expected to be small in comparison to the constraint on the mixing coefficients. The lack of variation in the orbitals is indeed somewhat compensated by the use of separated PCF orbital sets that makes the number of radial functions for a given active set, larger in the PCFI approach than in the MCHF method. Moreover the number of correlation layers used for a given PCF is probably large enough to reach saturation. The strongest limitation is likely to come from the fact that for each PCF, the mixing coefficients appearing in (16) are kept frozen in the interaction step that leads to the final many-electron wave function expression (13) . By freezing these mixing coefficients, we inhibit the expression of any indirect effects. The relative weights of the CSFs within each PCF are indeed already fixed by the frozen coefficients {c Λ j } obtained from each independent MR-PCF MCHF optimization of (12), each one targeting a specific correlation component, and no possibility is offered to these coefficients to capture the higher-order PCF-coupling effects. n max value SD-PCFI {1s, 2s} SD-DPCFI {1s, 2s} SD-MCHF {1s, 2s} Figure 3 . Convergence of the absolute total energy, the specific mass shift and the hyperfine contact parameters for the ground state of neutral lithium. The agreement found between the SD-MCHF and SD-PCFI curves for the total energy is not observed for the two other properties. We recover the consistency with the traditional method by deconstraining the wave function (SD-DPCFI).
Engels [31] studied the influence of various excitation classes on ab initio calculated isotropic hyperfine constants and showed how each class gives a direct contribution, but that there are also important secondary effects on the contributions from the other classes due to relative changes of mixing coefficients. The importance of these indirect effects on the CSF weights that affect computed properties quite substantially is confirmed in the present work. Back to the beryllium example, Table 1 that collects the radiative data for the resonance E1 transition of beryllium illustrates that the constraint effect can also be significant for properties involving more than one state. Comparing the gf values from the SD-MR-MCHF and SD-MR-PCFI calculations we see that the latter converges much more rapidly, but that there is an off-set of a little less than 1 %. Also, the agreement between the length and velocity forms is not as good for the PCFI method as for the ordinary MCHF. [36] 1.40 ± 0.04 Schnabel and Kock [37] 1.34 ± 0.03
Deconstraining Partitioned Correlation Functions
In the PCFI method, the expansion coefficients for the CSFs in the PCF are constrained (locked) so that there is no possibility of relative changes due to the interaction with other PCFs. To recover this variational freedom, the PCFs can be deconstrained by transferring h j CSFs from the j-th PCF to the basis and at the same time setting their weights to zero, i.e. extending the PCFI space to
The superscript d for the PCF Λ 
where the expansion coefficients are obtained from a higher dimension (M = m + p j=1 (h j + 1)) a priori generalized eigenvalue problem. The size of each block in (15) involving at least one PCF is growing accordingly to the number of deconstrained CSFs. In the limit of the completely deconstrained case (ie. h j = dim(Λ j ) ∀j ), we regain full variational freedom in the coefficients, with the advantage that each CSF brings its tailored orbital basis. M is then at his maximum value, ie. the total number of CSFs, and the wave function (18) will be referred as being "deconstrained". It is strictly equivalent to a configuration interaction problem in the CSF space built on various mutually non-orthonormal orbital sets.
For solving the eigenvalue problem (14) and for building efficiently the interaction matrices associated with the selected operators in the basis of CSFs and deconstrained PCFs spanning the wave function (18), we modify the original way of presenting the biorthonormal transformation [22] to evaluate O ij = Λ i |O|Λ j , where O is the Hamilton or unit operator. Following the original formalism, we perform a biorthonormal transformation 
where the counter-transformed eigenvectors {d i k } and {d j l } ensure the invariance of the total wave functions. Given the matrix representationÕ of an operator Õ
the matrix element between these PCFs is written as
whered is the column vector of counter-transformed mixing coefficients. Note that each CSF expansion should be closed under de-excitation (CUD) for allowing the biothonormal transformation [22, 20] . By strictly following this methodology, we may think that we should apply one biorthonormal transformation for each matrix element associated with any off-diagonal sub-matrix block involving two non-orthogonal orbital sets. However, as the counter-transformation process is fixed by the overlap between the original spin-orbital bases, i.e. φ Using this strategy, relaxing the PCFI constraint to any degree becomes possible. The price to pay is the increase of the size of the Partition Correlation Function Interaction problem (14) . In the limit of the completely deconstrained case (ie. h j = dim(Λ j ) ∀j) , the PCFI approach is strictly equivalent to a configuration interaction problem in the original complete CSF space. We will use the label DPCFI for this "deconstrained" approach. Since each CSF could be built, if worthwhile, on its own orbital basis, without any radial orthogonality constraints with the other ones, this DPCFI approach is equivalent to a general configuration interaction problem in non-orthogonal orbitals. As it is shown in Appendix 1, step (ii) allows to replace the overlap matrix equal of (14) by the unit matrix.
Applications of the DPCFI method

Solving the constraint problem
This "Deconstrained Partitioned Correlation Function Interaction" (DPCFI) strategy has been applied to both lithium and beryllium by solving the eigenvalue problem in the original CSF basis instead of the PCF one. Each CSF comes with the orbital basis associated with the PCF from which it comes from. In both cases, as illustrated by figure 1 and figure 3 for beryllium and lithium respectively, the DPCFI values converge to the MCHF results, recovering all the indirect effects and keeping the tremendous advantage of a much faster convergence. This corroborates the fact that the problematic PCFI-MCHF discrepancy observed for the S sms and contact hyperfine parameters is due to the constraint effect. On the other hand, total energies are only slightly improved in the (PCFI → DPCFI) transition. A close analysis of the results displayed in Figure 3 shows that for n = 10, the relative differences (in absolute value) between the PCFI and DPCFI results are respectively 1.65 10 −4 %, 0.18 % and 1.33 % for the total energy, the specific mass shift and the contact term parameters. These numbers demonstrate that, compared with the total energy, the specific mass shift and the contact term are much more sensitive to the constraint effect.
The beryllium resonance line
For the beryllium resonance transition (see table 1), passing from SD-MR-PCFI to SD-MR-DPCFI, the line strength is modified by about 0.7 % in the length formalism and 1.1 % in the velocity formalism, bringing the two forms in much closer agreement. The SD-MR-DPCFI is now in excellent agreement with the most extensive MCHF calculations available (n = 9 CAS). As the absolute energy of each level, the transition energy is much less sensitive to the constraint effect since it undergoes a modification of less than 0.02 %. Note that both the SD-MR-PCFI and the SD-MR-DPCFI methods provide a transition energy at the n = 6 level which is comparable to the SD-MR-MCHF n = 10 result. As already pointed out in our first paper [20] , the richness in terms of radial functions of the many-electron wave functions adopting different PCF definitely leads to a higher rate of convergence for all properties.
It is probably worthwhile to review briefly the status of the available oscillator strength values for this Be I resonance line reported in table 1. Experimentally, the situation has evolved since the publication in 1996 of the theoretical results of Fleming et al. [33] of gf l = 1.3745 in the length form and gf v = 1.3759 in the velocity form. Irving et al. [36] revised the old beam-foil measurement of Martinson et al. [38] , by including the cascade corrections through the ANDC analysis that increased the oscillator strength from gf = 1.34 ± 0.05 → 1.40 ± 0.04, in nice agreement with the theoretical predictions. An independent measurement has been realized by Schnabel and Kock [37] using the cascade-free laser induced fluorescence method, yielding the original beam-foil result but with a smaller uncertainty, namely 1.34 ± 0.03. Amazingly, this value escaped to the attention of the authors of a rather complete compilation [39] . Table 1 shows that the present SD-MR-DPCFI results confirm the previous theoretical value [33] , with a difference between the two gauges that is much smaller than the accuracy indicators reported by Fuhr and Wiese [40] . The small overlap between the two most recent experimental values [36, 37] call for further investigations on the experimental side.
The CAS-DPCFI approach in lithium
In this section we present results obtained for selected spectroscopic properties involving the two lowest states of neutral lithium, ie. 1s 2 2s 2 S and 1s 2 2p 2 P o . The Li I ground state (D)PCFI calculations that were presented in section 4 and figure 3 to investigate the constraint effect are limited in the sense that triple excitations are systematically omitted in a SD-mono-reference calculation. In order to obtain more accurate manyelectron wave functions, we adopted the complete active space (CAS) list of CSFs combined with the DPCFI approach that remains manageable for a three-electron system. For illustrating the great flexibility of the DPCFI approach, we investigate two different strategies -i) treating core excitations globally and ii) separating the single and double core-excitations and dedicating a PCF to core-polarization.
A global core description
Like in our first model, we use the Hartree-Fock (HF) solution as the zeroth-order wave function for the two lowest states of this three electron system. In this approach, we split the CF space made of single, double and triple excitations (SDT) in three different subspaces (p = 3) defining the following three PCFs:
• one for taking care of the inner-shell correlation between the two 1s electrons
• a second one associated to the inter-shell correlation between the 1s and the 2l (l = s or p)
• a third and last one including the pure triple excitations
The above notation for the three PCFs applies to both 1s 2 2s 2 S or 1s
For the first two PCFs (23) and (24), we optimize all the correlation orbitals, freezing the 1s and 2l (= 2s or 2p) to the HF solution of the mono-reference. This strategy is inadequate for Λ 1s1s2l since it only contains triple excitations that do not interact with the reference CSF. The optimization of the corresponding orbital set becomes then more tricky. In the previous paper [20] , we chose to use a SDmultireference to include triple excitations. In the present work, we dedicate a specific PCF to these. We first define an "extended" SD expansion for a reference set built on the (n = 2, 3) shells and optimize it by allowing variations in the correlation orbitals only. This expansion opens an indirect interaction between the triple excitations and the reference CSF. For capturing these higher-order effects, we optimize the n > 3 orbitals during the MR-PCF procedure. The n = 4 layer is therefore the first one that effectively represents three-electron excitations. Figure 4 illustrates for the two states that the DPCFI convergence is faster than the traditional CAS-MCHF approach based on the same CSF expansions. For a given orbital active set, the corresponding total energy value is indeed systematically below the CAS-MCHF result. Since the angular content of the wave function (maximum l-value for in the one-electron basis) is identical for both methods, we conclude that the DPCFI method captures more efficiently electronic correlation for a given atomic system. A similar improvement is a priori expected for any - other spectroscopic property. Figure 5 presents the convergence pattern of the contact term for the ground state and the electric quadrupole parameter of the first excited state of neutral lithium. As it clearly appears, the hyperfine parameters are not converging as smoothly as the total energy. It is well known that the relevant expectation values are extremely sensitive to single excitations [31] and it is worthwhile to attempt another approach for treating this excitation family independently. Figure 5 . Convergence of the hyperfine contact parameter of the ground state (on the left) and of the electric quadrupole hyperfine parameter of the first excited state (on the right) with respect to the largest principal quantum number of the active sets. The reference value for the contact a c parameter (dotted line) corresponds to the value obtained by Yan et al. [42] .
A Partitioned Correlation Function dedicated to core-polarization
For describing more accurately the hyperfine interaction, we split the Λ 1s−1s1s PCF in two subspaces
The Λ 1s PCF function focusing on the single excitations is dedicated to capture corepolarization effects. The many-electron wave function is then written as the reference function corrected by four (p = 4) different PCFs with their own orbital set: the two first, associated to the core-valence (24) and to the triple excitations (25), as described in the previous subsection, completed by
• a third one that takes care of the single excitations of the 1s shell
• a last one associated to the double excitations of the 1s shell
Excitations considered in (27) describe spin-polarization, for both the 2 S and 2 P o states, since single excitations can break the singlet spin coupling between the two core electrons. For the first excited state, these excitations can also break the angular coupling associated with orbital-polarization. It is well known that the hyperfine parameters are sensitive to these excitations [43] and some improvement is expected in their evaluation thanks to the splitting (26) . The results are presented in figure 6 , figure 7 and figure 8 . By comparing figure 4 and figure 6 , it is obvious that the decomposition (26) does not affect the total energy value. The DPCFI method still captures correlation more efficiently than the traditional MCHF calculations. The interesting improvement appears for the different hyperfine parameters. Figure 7 and figure 8 illustrate their progressive convergence, respectively for the ground and the first excited states. The use of the orbital set tailored for capturing the spin-and orbital core-polarization (CP) enhanced beautifully the convergence pattern of all the hyperfine parameters. The resulting trends are much smoother than those of the global core approach and the ordinary MCHF (see figure 5) . All oscillations disappeared and we reach reasonably well-converged values around n = 5. Lithium is a small atom and it is possible to enlarge an ordinary orbital basis to get converged values for all quantities. For larger atoms with more complicated shell structures it is, to set things into perspective, often not possible to extend the radial orbital basis very much due to a rapidly growing number of CSFs and here the fast convergence of the CP-DPCFI method, together with the fact that orbital sets for different shells can be optimized independently of each other, represents a major improvement in the general methodology. Figure 6 . Convergence of the absolute energy with respect to the largest principal quantum number of the active sets for 1s 2 2s 2 S (left) and 1s 2 2p 2 P o (right) in neutral lithium. The reference values (dotted line) correspond to the results obtained by Yan et al. [41] .
The values of the corresponding total energies, S sms and hyperfine parameters are reported in tables 2 and 3. As in the figures, we compare the DPCFI values with Yan et al. [41, 42] results using Hylleraas-type variational method. The remaining difference between both studies may be attributed to the slow angular convergence rate (E l − E l−1 = O(l + 1/2) −4 ) of the (1/r 12 ) angular development [44] . Table 4 presents the transitions energies, line strengths and weighted oscillator strengths obtained using the CAS-CP-DPCFI method. This table illustrates the slow convergence of the oscillator strength in both gauges. It leads to a remaining gap between the length and the velocity gauges for the n = 10 results. We suspect two effects playing against a fast convergence: -i) the use of frozen spectroscopic orbitals fixed to the Hartree-Fock solution, -ii) the independent optimization of the PCF orbital Figure 7 . Convergence of the hyperfine contact parameter with respect to the largest principal quantum number of the active sets for the ground state of lithium. The reference value (dotted line) correspond to the results obtained by Yan et al. [42] . (50) sets that forbids the coupling between the PCFs subspaces to capture the indirect effects in the orbital optimization. The unconstrained solution could be obtained by solving a general non-orthogonal MCHF problem mixing the different PCFs for the orbital SCF optimization, and substituting, at the end of each orbital self-consistent-field step, the conventional CI by a DPCFI (ie. non-orthogonal CI) calculation to get the desired deconstrained eigenvector.
Partial deconstraining schemes
It is worthwhile to investigate how indirect effects are distributed over CSFs. To answer this question, we focus our analysis on the mixing coefficient constraint itself by eliminating the impact of the orbital optimization. We are therefore diagonalizing the Hamiltonian operator within each PCF space, adopting the same orthonormal orbital common set for all PCFs. At each step we promote one selected CSF, included in one PCF, at the same level than the reference CSF and then we solve the associated eigenvalue problem for finding the total energy and the two other properties. In this way, we progressively remove all constraints in the expansion coefficients, going from a low-dimension PCFI to a larger CSF-CI calculation. Our selection rule for choosing at each step the promoted CSF is somewhat arbitrary since we adopt the order of the configuration list produced by lsgen program [46] . In the present case, the hierarchy follows i) S from the valence, ii) S from the core, iii) D from core-valence and iv) D from the core. Figure 9 illustrates the evolution, for each property, of the relative difference between the value calculated for a given matrix size, associated to a partially deconstrained many-electron wave function, and the corresponding CSF-CI result. Figure 9 shows not only that the operators are affected differently by the constraint, but also that the way in which the constraint effect is distributed over the CSFs directly depends on the selected operator itself. One may note that, accordingly to the variational principle, the total energy is monotonically decreasing until it reaches the CI value, but the evolution is much more erratic for the two other properties. The presence of many plateaus in the graphs of figure 9 suggests that some efficient partial deconstraint scheme might be found. For the contact term, the latter is accidentally revealed, as illustrated by the third graph of figure 9 , due to the fact that the most important contributions arise from the the single excitations from the core that appear first in the generated list. For the S SMS parameter, the jump occurring around 400 corresponds to the presence of 2s2p Figure 9 . Progressive deconstraint of the many-electron wave function. The three curves illustrate the relative difference between the CI calculation and the partially deconstrained problem for respectively the total energy, the specific mass shift parameter and the hyperfine contact paremeter for the ground state 1s 2 2s 2 S of neutral lithium.
in the expansion of Λ 1s−1s1s . This excitation is introduced quite late in the sequence since it is generated by lsgen in the fourth category (double excitations from the core).
By selecting and deconstraining the CSFs which constitute the dominant contributors to the constraint effect, it should be possible to optimize the CSF space partition that produces the more efficient PCF basis. We will show that full deconstraining is not always necessary and that some deconstraining schemes might be better than others. The key point in this analysis is to find in the CF space, for a given property, the best candidates for a possible promotion in the CSF transfer (17) . As illustrated by figure 9 , it is hard to predict the behavior of a given property with respect to a particular scheme of deconstraint, except for the total energy, thanks to the Hylleraas-Undheim theorem [47] . It is here interesting to remember what we learn from the time-independent perturbation theory. Defining the |n (0) states as the eigenstates of the zeroth-order Hamiltonian H (0) , and introducing a perturbation V such as H = H (0) + λV , the eigenfunction |n of H can be expressed as the following λ-expansion
matrix elements are calculated using the zero-order basis [48] . From this expression, it is easy to derive the λ-expansion of the expectation value of any operator X
The first term is the reference value. The O(λ) terms are called the "crossed secondorder" (cso) corrections to the zeroth-order expectation value X n since they involve both the Hamiltonian and the operator X in the coupling matrix elements. These cso contributions have been used successfully in the parametric method to analyze isotope shifts [49] , hyperfine structures [50] and field shifts [51] . From this expression, one can realize that it would be interesting for an efficient ab initio approach, to partially deconstrain the PCFs according to their contribution to the expectation value. The CSFs that are the best candidates for a transfer promotion (17) are the ones that are coupled to the reference by both the Hamiltonian and the relevant operator (X nk = 0; V nk = 0) but these are not the only ones. For the SMS parameter of the lithium ground state, the HF value is strictly zero. The non zero value is made of correlation components only
and a close ranking analysis of the SMS matrix shows that the first ten contributions to (31) reported in Table 5 account for 95% of the total contributions. In a perturbation approach, the contributions appearing in lines (1, 3, 6, 7, 8 ) of table 5 would be cso contributions of O(λ). The other five higher-order corrections are rather important too and would result from contributions of the type (X kk ′ V kn V k ′ n ). If we use, for the progressive PCF deconstraint, the list of the CSFs sorted according to their contribution to the S sms parameter we get a very efficient deconstraining scheme for this property. Figure 10 illustrates indeed that the transfer of the ≃ 140 first CSFs produces a rather good result, to put in contrast with Figure 9 .
For the total energy, the most natural deconstraining scheme is based on a the weight criteria. The importance of a CSF is indeed mainly determined by the magnitude of its mixing coefficient that can be estimated from the first-order correction to the wave function (the O(λ) term in (29)), i.e.
To illustrate the gain of partial deconstraint, we focus on Be 1s 2 2s2p 1 P o considered in section 6.2. Starting from the constrained representation corresponding to the PCFI solution, we deconstrain, in each of the three MR-PCF wave function (12) , all CSFs having a mixing coefficient larger than a given threshold, ie. |c Λ j | ≥ ǫ. Repeating this operation for a decreasing threshold ǫ, we progressively move from the constrained PCFI solution (ǫ = 1) to the deconstrained DPCFI one (ǫ = 0). Using ǫ = 1. 10 −4 , we reduce the computer time by a factor of 10 − 20 relatively to the DPCFI calculations. For the n = 10 active set, the size of the eigenvalue problem is respectively 9 (PCFI), 788 (partially deconstrained) and 21 632 (DPCI) wave functions. The values for the total energy, the S SMS and hyperfine parameters are compared with the HF, MR, (n = 10) SD-MR-MCHF, PCFI and DPCFI results in Table 6 . The (n = 10) PCFI result is Table 6 . Comparison between constrained PCFI, partially deconstrained (ǫ = 1. 10 −4 ) and DPCFI results for Be 1s already better than the (n = 10) SD-MR-MCHF value for the total energy. Taken the DPCFI results as the reference for the other parameters, decontraction becomes important as discussed in section 4 but partial deconstraint with ǫ = 1. 10 −4 allows to produce quite accurate results, recapturing 96 % (S SMS ), 93 % (a orb ) and 52 % (b quad ) of the way to the DPCFI values. The fact that only 52 % of b quad is recaptured once again illustrates the weak coupling of this quantity to the energy.
Conclusions and perspectives
We extend the multi-configuration Hartree-Fock method by partitioning the correlation function space into several subspaces to get a better description of the dynamical correlation. For each of the subspaces, we optimize a partition correlation function to correct the multireference wave function. The atomic state is described by the eigenstate of a low-dimensional PCFI eigenvalue problem, regrouping the different PCFs with the multireference function. By relaxing the orthonormality restriction on the orbital basis between the different subspaces, one obtains several mutually non-orthogonal orbital basis sets that are better adapted to the short range nature of the dynamical correlation.
Our original work [20] , targeting the ground state of beryllium, leads to some unexpected complication when the PCFI eigenvector is used for the calculation of spectroscopic properties other than the total energy. We identified the source of the problem as the loss of variational freedom in solving the interaction eigenvalue problem that determines the PCF weights. We evaluated the differences in terms of convergence between properties calculated, on the one hand with a single orthonormal basis spanning an MCHF wave function in the traditional approach, and on the other hand with several tailored orbital basis sets optimized for different PCFs and underlying a (D)PCFI wave function. In addition to energy we consider specific mass shift, hyperfine structure parameters and transition data. We demonstrate that by (partially) deconstraining the mixing coefficients within each PCF subspace, one converges to the correct limits and keeps the tremendous advantage of improved convergence rates that comes from the use of several orbital sets. Reducing ultimately each PCF to a single CSF with its own orbital basis leads to a non-orthogonal configuration interaction approach.
We found that partial deconstraining schemes are very attractive. For the energy indeed, the PCFI approach is shown to be highly efficient by producing accurate eigenvalues. Partial deconstraining schemes based on the CSF weight criteria appear efficient and natural for the Hamiltonian. For other properties, we demonstrated that a deconstraint scheme based on the ranking of the contributions to the relevant observable becomes much more efficient, as expected from a perturbation analysis. The PCFI variational method, assisted by such a perturbation analysis to define the CSFs that should be targeted in the deconstraining strategy, is extremely promising in view of the present results. The interest of the method is the fast convergence of the desired observable combined with a large reduction factor in the size of the interaction problem (and the expected CPU time gain factor that goes with it), added to the possibility of parallelizing the PCF-optimization processes before regrouping the various subspaces with the reference function to build the atomic state.
The (D)PCFI method is also highly flexible. Taking advantage of the possibility of tailoring the correlation subspace partitions, we built a specific partition correlation function for capturing core-polarization effects. The addition of this PCF tremendously improves the convergence of all the hyperfine parameters. This approach provides values of the total energy, specific mass shift and hyperfine parameters with an acceptable accuracy for rather small (n = 6) orbital active sets. These calculations demonstrate that it becomes easy to gain freedom for capturing effects weakly connected to energy, improving the convergence of atomic properties other than the energy.
For the three-and four-electron systems considered in the present work, the (D)PCFI method might not appear as really profitable since rather complete MCHF calculations with a single orthonomormal orbital basis can be still performed. For larger systems however, as explained in the introduction, the scaling wall becomes the real barrier and there is no hope to capture the dynamic correlation between electrons in all the different shells. The breaking down of the very large calculations based on a common orbital set into a series of smaller parallel calculations will then become really relevant and opens new perspectives. With this respect, five-and six-electron systems that are beyond the current limits of the Hylleraas method are the first targets in our research list.
The proposed (D)PCFI method can be applied to any multiconfiguration approach. We will soon start to implement it in the fully relativistic codes [52] but the present calculations in the non-relativistic framework [53] remain the ideal benchmarks for developing new computational strategies. Another natural line of research is to investigate how the remaining constraints on radial orbitals could be fully relaxed. This long term project could lead to a more general non-orthogonal MCHF approach corresponding to the unconstrained SCF-DPCFI approach.
In quantum chemistry, a method for a one-component relativistic treatment of molecular systems using a multiconfigurational approach (CASSCF) with dynamical correlation treated with second order perturbation theory (CASPT2) has been proposed by Malmqvist et al [55] . In their work, the Hamiltonian matrix is obtained by an extension of the restricted active space state interaction (RASSI) method. They also use non-orthogonal orbitals and open some interesting perspectives that we might investigate for future work, combining RASSI and the present PCFI approach.
By respecting these "building rules" for PCFs constructed from excitations of orbitals {φ k } spanning Ψ mr , we are assured that Sdets belonging to different PCFs have different occupation numbers for the reference orbitals {φ k }. This implies that at least one of the creation operators associated with a reference spin-orbital appears only in one of the two Sdets, and not in the other one. This creation operator is then free to "sail" in the creation/annihilation operator sea, with a possible phase factor as the only price to pay. Moving it to the left/right hand-side until it acts on the bra/ket vacuum state, we ultimately get a null result (qed)
As an illustration, if the φ 2 spin-orbital does not appear in the bra, we have : We have demonstrated that the PCFs overlap matrix is the unit matrix if we respect the above PCF building rules. There are however situations for which violating these rules might be interesting from the variational point of view. In these cases, the PCF overlap matrix is not the unity matrix anymore, forcing us to treat the PCFI interaction problem as the generalized eigenvalue problem (14) .
The non-diagonal PCF overlap matrix element Λ 1 |Λ 2 will indeed differ from zero if
• there exist two CSFs, belonging respectively to Λ 1 and Λ 2 , that have identical occupation numbers for all the reference orbitals,
• the reference orbitals cannot be strictly qualified as "reference" ones, when another subset is used for one of the PCFs ie. {φ The number of lines of this weight matrix is given by the size of the original PCF (dim(Λ i )) to which we add dim(CUD i ) CSFs necessary for satisfying the CUD condition.
In the deconstrained limit case, the weight matrix is a rectangular unit matrix of size 4) gives the representation of these elements in the new CSF space expressed in the biorthonormal orbital basis. Another advantage of the weight matrix formalism is that we are able to treat, without any distinction, an arbitrary degree of deconstraint. The price to pay is a simple matrix dimension adaptation. By allowing high degrees of deconstraint, we quickly get large weight matrices and the use of their sparse representation is welcome.
For simplifying the counter-transformation process associated to the biorthonormal transformation, the lscud program originally developed for closing a CSF expansion under de-excitation [20] was adapted to provide the sparse structure of the countertransformed weight matrixD i before performing the biorthonormalisation by itself. This is made possible by the use of the Warshall's algorithm [54] applied to the adjacency matrix mapping the single de-excitation operator for all l-values within the CSF basis. The obtained transitive closure matrix of the single de-excitation operator corresponds to the mask of theD i matrix that determines the position of the non-zero elements after biorthonormalisation.
