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Single-photon dispersive readout of a qubit with a photodetector: theory beyond the
rotating-wave approximation
Andrii M. Sokolov1, 2, ∗ and Eugene V. Stolyarov1
1Institute of Physics of the National Academy of Sciences, pr. Nauky 46, Kyiv 03028, Ukraine
2Theoretical Physics, Saarland University, 66123 Saarbru¨cken, Germany
We propose to use a one-photon pulse and a photodetector for dispersive readout of a qubit. The
scheme avoids the shot noise errors. The dynamics of the system is studied using the Heisenberg-
Langevin equations. We treat the counter-rotating terms in the Hamiltonian perturbatively, which
leads to the Bloch-Siegert shift in the resonator frequency. It is shown how it can improve the
readout. To calculate the readout contrast, we use two approaches. The first one neglects the qubit
relaxation and allows us to derive a compact expression for the contrast. Also we obtain simple
estimates for the system parameters to maximize the contrast. The second approach accounts for
the qubit relaxation, which allows us to further improve the contrast. We demonstrate that for a
readout time of 1µs a contrast of more than 75% can be achieved for ideal detector and single-photon
source.
I. INTRODUCTION
Dispersive measurement [1, 2] is an established method
for readout of a superconducting qubit [3, 4]. In the dis-
persive readout, a qubit is weakly coupled to a resonator.
Depending on the qubit state, the cavity resonance is
shifted either to the blue or to the red side. To probe the
cavity, homodyne detection is usually used. When the
cavity is probed with a resonant coherent signal, it ac-
quires a phase shift that depends on the qubit state. This
shift is measured by a homodyne after several amplifica-
tion stages. To approach quantum-limited amplification,
parametric amplifiers [5] are used. This requires addi-
tional circulators and drive tones in the cryostat, which
makes the setup hard to scale with the number of qubits.
Alternative approach is to use a photodetector [6, 7].
Suppose the probe frequency is chosen at the cavity res-
onance for a particular qubit state. Depending on the
state of the qubit, the radiation either mostly passes
through the cavity, or reflects off it. A photodetector on
the cavity output port provides a click for a particular
qubit eigenstate. The click can be picked up by room-
temperature electronics, with no need in complex and
bulky amplification chain [6]. The photodetector scheme
was demonstrated in Ref. [8].
Coherent probe is used in most implemented and pro-
posed readout schemes. States of the output radiation—
different for each qubit eigenstate—are approximately co-
herent too. Overlap of these states due to the shot noise
contributes to the readout error. To overcome this, in
Refs. [9, 10] homodyne readout is modified such as the
output radiation is squeezed. However, even more circu-
lators and drives are needed in the input chain. The pro-
posed protocols make the homodyne measurement even
harder to scale.
We propose to use a Fock-state probe in the photode-
tector scheme to avoid the shot noise errors. In this work,
∗ E-mail: andriy145@gmail.com
the simplest case of a single-photon probe is considered.
We expect that the proposed scheme can be scaled rea-
sonably well. Indeed, compared to the readout method
reported in Ref. [8], our scheme only requires an addi-
tional circulator.
It is challenging to perform a readout with a single
photon. We enhance the readout efficiency by increas-
ing the qubit-resonator coupling. With other parameters
unchanged, this increases unwanted exchange of excita-
tions between the qubit and the resonator. To suppress
it, the qubit-resonator detuning ωq − ωr should also be
increased. Eventually, ωq−ωr becomes of the same order
of magnitude as ωq + ωr, which invalidates the rotating-
wave approximation (RWA). To remedy this, the counter-
rotating terms in the Hamiltonian can be treated in the
first order of perturbation theory. This gives a Bloch-
Siegert shift in the cavity resonance [11, 12] as demon-
strated in the experiment of Ref. [13]. We show how this
shift can be used to improve readout.
In contrast to the usual approach, we use neither the
master equation, nor the input-output theory. Our treat-
ment of the system dynamics and photon transport is
based on the Heisenberg-Langevin equations for the en-
tire system including the waveguides. The approach is
inspired by Refs. [14, 15]. We believe it is more straight-
forward than the usual one. While we focus on the super-
conducting qubit readout, our treatment is applicable to
other types of qubits which couple strongly to a cavity.
The paper is organized as follows. We review the pro-
posed readout scheme in Sec. II. In Sec. III we write
the Hamiltonian of the system. Theory of photon trans-
port which neglects the qubit relaxation is developed in
Sec. IV. Using this approach, we derive a simple expres-
sion for the contrast in Sec. V and estimate the read-
out performance in Sec. VI. Section VII presents the re-
sults obtained using the approach, which accounts for the
qubit relaxation. We discuss and sum up our results in
Sec. VIII. The additional discussions and detailed deriva-
tions are delegated to Appendices.
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FIG. 1. Measurement scheme. A single-photon pulse with a
Lorentzian spectrum is incident on the first port of a symmet-
rical cavity. The cavity is dispersively coupled to a qubit. The
qubit is prepared at the initial moment of time. To prepare
the excited state |↑〉, a pi pulse is used. On the second port
there is an on–off photodetector with a quantum efficiency η.
The pulse can be generated by decay of a two-level system.
The two-level system is protected from a reflected photon by
a circulator. The dashed circulator indicates there is no back-
action on the cavity due to reflection off the detector. The
back-action can also be avoided without a circulator [8].
II. MEASUREMENT SCHEME
The readout setup is schematically depicted in Fig. 1.
The resonance ωr of the cavity is shifted to ωr+χ for the
excited qubit state |↑〉, and ωr − χ for its ground state
|↓〉. At one of the resonances, a probe photon is incident
on the cavity. Suppose the photon central frequency is
ωp = ωr + χ. If the qubit is in the excited state, it is
most likely that the photon passes through the cavity.
Then the detector delivers a click, which indicates that
the qubit is excited. If there is no click, we decide that
the qubit is in the ground state. Due to a large qubit-
resonator detuning, it is unlikely that they exchange an
excitation. Hence the measurement scheme can be highly
quantum-non-demolition [16].
In what follows, we use the following convention on
the measurement sequence. At t = 0 the probe photon
is far from the resonator, so its influence on the cavity,
the qubit, and the detector is negligible. The pulse front
reaches the cavity port at t = t0. One waits for the
detector clicks from t = 0 to tm, where tm is referred to
as the measurement time.
To characterize the readout scheme, one needs a theory
of single-photon transport through the resonator-qubit
system. In the next two sections, we develop such a the-
ory.
III. HAMILTONIAN
The Hamiltonian of the system reads
H = Hq +Hqr +Hr +HrI +HrII +HI +HII, (1)
where
Hq =
1
2
~ωqσz, Hr = ~ωr
(
a†a+
1
2
)
, (2)
Hqr = ~gσx(a+ a
†) (3)
are the Hamiltonians of the qubit, the resonator, and the
qubit-resonator interaction, respectively. Together, these
three comprise the Rabi Hamiltonian. Here and below
we use the following notations: σx, σy , and σz the Pauli
operators of the qubit (quasi)spin; σ± =
1
2 (σx ± iσy) the
raising and lowering operators of the qubit; a† and a the
resonator photon creation and annihilation operators; g
the qubit-resonator coupling strength. Hamiltonians of
the waveguide fields are
Hα = ~
∫ ∞
0
dkωkb
α†
k b
α
k , α = I, II, (4)
where the contribution of the zero-point oscillations is
omitted. bα†k and b
α
k are the operators of creation and an-
nihilation of a photon with wave vector k and frequency
ωk in the waveguide with index α. Waveguide I delivers
the probe photon to the resonator, while waveguide II
dispatches the transmitted photon to the photodetector.
For both waveguides the linear dispersion relation
ωk = vk (5)
holds, where v is the velocity of propagating photons.
The term responsible for interaction of the waveguides
with the resonator is
Hrα = i~
∫ ∞
0
dkfk(a− a†)(bαk + bα†k ). (6)
Semi-infinite waveguides model the lack of back action
on the cavity and the qubit. After a photon scatters off
the resonator, it does not return back.
Choice of signs in the Hamiltonians (3) and (6) cap-
ture the case of different-type couplings: capacitive
waveguide-resonator coupling and the inductive qubit-
resonator interaction, or vice versa. If we don’t drop the
fast-oscillating terms in the Hamiltonians, they are not
equivalent to those with same-type couplings [17].
However, the change of coupling type does not alter the
main results of this paper. Appendix A outlines changes
in the case of a general linear transversal coupling. A
partial case of a same-type interaction is discussed there
as well.
A. Bloch-Siegert regime
The case of the qubit strongly detuned from the res-
onator is of interest. If ωq − ωr ∼ ωq + ωr, the RWA
breaks down. We assume though, that the frequencies
are of the same order of magnitude,
ωq ∼ ωr, (7)
3and there is a small parameter
Λ2 ≪ 1, Λ = g/(ωq + ωr), (8)
while there are not more than two photons in the cavity.
In this case, the terms ∝ (a†σ++aσ−) in the Rabi Hamil-
tonian can be treated as a perturbation and eliminated
via the unitary transformation
UBS = exp(Λaσ− − Λa†σ+). (9)
Transforming the Rabi Hamiltonian (2)–(3) with UBS
gives
Hq +Hqr +Hr → U †BS(Hq +Hqr +Hr)UBS
= Hq +H
′
qr +H
′
r +O(Λ
2), (10)
H ′qr = ~g(σ+a+ a
†σ−), (11)
H ′r = ~(ωr + gΛσz)
(
a†a+
1
2
)
. (12)
The shift gΛσz in the cavity resonance is known as the
Bloch-Siegert shift [12].
We have omitted ~gΛσza
2 and its conjugate in
Eq. (10). On integration of the equations of motion for
σ± and a
(†), these terms contribute in the order of gΛ/ωr.
Due to the condition (7), this is of order Λ2 and to be
neglected. In the same approximation, the transform (9)
is identical to that used in Ref. [12].
Now we transform the rest of the terms in the
full Hamiltonian (1). Using Eqs. (10)–(12) and a →
U †BSaUBS = a− Λσ+ +O(Λ2), one gets
H → H ′ =Hq +Hqr +H ′r +HrI +HrII
+H ′qI +H
′
qII +HI +HII +O(Λ
2).
(13)
The term
H ′qα = ~Λ
∫ ∞
0
dkfkσy(b
α
k + b
α†
k ) (14)
describes the direct coupling between the dressed qubit
and the waveguide. The Hamiltonian (13) is used in
Appendix B to model a single-photon transport in the
resonator-qubit system accounting for the resonator-
assisted (Purcell) relaxation of the qubit.
In the next two sections, we assume that the qubit
relaxation is negligible. It is possible to obtain analytical
results for that case.
B. Dispersive Bloch-Siegert picture
The Hamiltonian (10)–(12) of the qubit-resonator sub-
system is of the Jaynes-Cummings form. It is possible to
diagonalize it with a treatment similar to that of Ref. [1].
The resonator-qubit detuning is large,
4λ2 ≪ 1, λ = g/(ωq − ωr). (15)
As |λ| > Λ, the inequality (8) follows from the last one,
and O(Λ2) + O(λ2) = O(λ2) as well as O(Λλ) = O(λ2).
As the input pulse contains only a single photon, the dis-
persive approximation is valid under the condition (15).
Dispersive transform
Ud = exp(−λσ+a+ λa†σ−) (16)
then approximately diagonalizes the Hamiltonian (10).
Applying the transform yields
H → Hq + H˜r
+HrI +HrII + H˜qI + H˜qII
+HI +HII +O(λ
2),
(17)
H˜r = ~(ωr + gΛσz + gλσz)
(
a†a+
1
2
)
, (18)
H˜qα = ~(λ+ Λ)
∫ ∞
0
dkfkσy(b
α
k + b
α†
k ). (19)
It was used that a → U †daUd = a + λσ− + O(λ2) and
σ− → σ−+λaσz+O(λ2). The total shift in the resonator
frequency is identical to that given in Ref. [11]. It sets
the performance of a dispersive readout. As shown in
Appendix A, it does not change when the qubit-resonator
and the resonator-waveguide couplings are of the same
type. The Bloch-Siegert shift gΛ becomes comparable
with the dispersive one gλ when ωq − ωr ∼ ωq + ωr.
Equations (17)–(19) constitute the Hamiltonian in the
dispersive Bloch-Siegert picture. That is the picture we
use for the analytical treatment in Secs. IV–VI.
IV. PHOTON TRANSPORT
Here we calculate the density of transmitted photons
for a given input pulse. First we link the density to
the cavity population; then we express the population
in terms of the incoming pulse spectrum.
A. Density of transmitted photons
The density of transmitted photons [14, 18] is
〈ρtr(x, t)〉 = 1
2pi
∫ ∞
0
∫ ∞
0
dkdl〈bII†k (t)bIIl (t)〉e−i(k−l)x,
(20)
where x > 0.
From the Hamiltonian (17), one obtains the equations
of motion for the annihilation operators of a waveguide
photon:
b˙k =
1
i~
[bk, H ]
= −iωkbk + fk[a− a† − i(λ+ Λ)σy].
(21)
4Their formal solution is given by
bk(t) = bk(0)e
−iωkt + fk
∫ t
0
dt′e−iωk(t−t
′)
× [a− a† − i(λ+ Λ)σy]t′ . (22)
Waveguide indices are omitted for brevity. The first term
on the right-hand side (rhs) of Eq. (22) represents the
free-propagating part of the waveguide field, the second
one describes the influence of the qubit and the resonator.
Now we derive two useful identities. Multiplying
Eq. (22) by eikx and integrating over k, one obtains∫ ∞
0
dkbk(t)e
ikx =
∫ ∞
0
dke−ikv(t−x/v)bk(0)
+
∫ t
0
dt′
∫ ∞
0
dkfke
−ikv(t−t′−x/v)
× [a− a† − (λ+ Λ)(σ+ − σ−)]t′ , (23)
where the dispersion relation (5) was used. Consider the
second term on the rhs. Approximately, a, a†, σ−, and
σ+ vary as e
−iωrt
′
, eiωrt
′
, e−iωqt
′
, and eiωqt
′
. We drop the
terms proportional to σ+(t
′)eikvt
′
and a†(t′)eikvt
′
since
they oscillate rapidly and vanish after integration over t′.
By a similar argument, we can extend the integration by
k to −∞. The remaining parts of the integrand comprise
σ−(t
′)eikvt
′
and a(t′)eikvt
′
and oscillate fast for k < 0.
Next, due to integration over t′, only narrow regions
around respective frequencies of a and σ− contribute sig-
nificantly. We assume that the coupling strength fk is
approximately constant in these regions. Extending the
integration to −∞ and using that ∫ +∞−∞ dkeikx = 2piδ(x)
yields∫ ∞
0
dkbk(t)e
ikx =
∫ ∞
0
dke−ikv(t−x/v)bk(0)
+
2pi
v
θ(t− x
v
)θ(x)[fra+ fq(λ+ Λ)σ−]t−x/v, (24)
where fr,q = f(ωr,q/v) and
θ(t) =

0 for t < 0,
1/2 for t = 0,
1 for t > 0
(25)
is the Heaviside step function. Analogous reasoning leads
to a similar identity,∫ ∞
0
dkfkbk(t) =
∫ ∞
0
dkfke
−ikvtbk(0)
+
1
4
θ(t)[κa+ κq(λ+ Λ)σ−]t,
(26)
where
κ = 4pif2r /v, κq = 4pif
2
q/v. (27)
Substituting Eq. (24) into Eq. (20), one has
〈ρtr(x, t)〉 = 1
2pi
∫ ∞
0
∫ ∞
0
dkdl〈bII†k (0)bIIl (0)〉e−iv(k−l)(t−x/v) +
κ/2
v
〈a†a〉t−x/v + 2pifqfr
v2
(λ+ Λ)
(〈a†σ−〉t−x/v + c. c.)
+
(1
v
〈
[fra
† + fq(λ+ Λ)σ+]t−x/v
∫ ∞
0
dke−ikv(t−x/v)bIIk (0)
〉
+ c. c.
)
+O(λ2) (28)
for t > x/v > 0.
Now we show that only the second term in Eq. (28)
should be retained. First, we consider the averages
that involve bIIk . Both waveguides, the resonator, and
the qubit are entangled in the ground state due to the
counter-rotating terms like σ−b
α
k and ab
α
k in H˜qα (19)
and Hrα (6). However, far from overdamping [19],
κ≪ ωr, ωq, (29)
and for a narrow-band pulse, the system state is approx-
imately separable. Then the second waveguide state is
close to vacuum at t = 0. Indeed, the system is thermal-
ized at a low temperature, kBT ≪ ~ωr. In this case, the
number of thermal photons in the waveguides and the res-
onator is negligibly small. The input pulse has no effect
on the second waveguide at t = 0. Hence the resonator-
waveguide subsystem is in the ground state. Therefore,
the first term in Eq. (28) vanishes. So does the term
with 〈a†(t)bIIk (0)〉 and its conjugate. Now we treat the
qubit-related averages. We assume that the qubit and
the cavity are not initially correlated. The correlation
arises, over the course of time, in the first order of inter-
action parameters λ and Λ, 〈a†σ±〉 = O(λ). Then the
terms with λ+Λ in (28) are of second order in λ, which
is beyond the accuracy of Eq. (28). Thus finally,
〈ρtr(x, t)〉 = κ
2v
〈a†a〉t−x/v, t > x
v
> 0, (30)
This expression is interpreted as follows. In a time ∆t,
κ∆t/2 photons leak to the waveguide, where they prop-
agate over a distance v∆t. The shape of a propagating
pulse follows the cavity population dynamics. Delay x/v
is due to finite velocity of propagation v.
5B. Cavity population
Using the Hamiltonian (17), one obtains the equation
of motion for the resonator variable
a˙(t) = −iω˜r(t)a(t) −
∑
α=I,II
∫ ∞
0
dkfk(b
α
k + b
α†
k )t +O(λ
2),
(31)
ω˜r(t) = ωr + gΛσz(t) + gλσz(t). (32)
Applying Eq. (26) to Eq. (31) leads to the Heisenberg-
Langevin equation for t ≥ 0
a˙(t) =
[
−iω˜r(t)− κ
2
]
a(t)− κ
2
a†(t)− κq
2
(λ+ Λ)σx(t)
−
∑
α=I,II
∫ ∞
0
dkfk(b
α
k (0)e
−ikvt +H. c.) +O(λ2). (33)
It follows from the equation that κ is the decay rate of
the resonator. Equations (31)–(33) are correct to the
first order in λ. This follows from the accuracy of the
Hamiltonian (17).
Now we solve Eq. (33). Since σ˙z(t) = O(λ), the time
dependence of ω˜r(t) is of the second order in λ. This
exceeds the accuracy of Eq. (33) and should be neglected.
Integrating Eq. (33), one obtains
a(t) = a(0)e−(iω˜r+κ/2)t −
∫ t
0
dt′e−(iω˜r+κ/2)(t−t
′)
×
{
κ
2
a†(t) +
κq
2
(λ + Λ)σx(t
′)
+
∑
α=I,II
∫ ∞
0
dkfk[b
α
k (0)e
−ikvt′ +H. c.]
}
.
(34)
The integrands proportional to κq/2 contribute beyond
the accuracy of Eq. (33):
∫ t
0
dt′e−(iω˜r+κ/2)(t−t
′)(λ+ Λ)
κq
2
σ±(t
′)
∼ κq
g
λg
ωq ± ωr ∼ λ
2. (35)
Moreover, the terms with a†(t′)eiωrt
′
and bα†k (0)e
i(vk+ω˜r)t
′
oscillate fast and become negligible after integration over
t′. One can also extend the integration over t′ to −∞, as
for t′ < 0 the input pulse does not appreciably influence
the cavity. Then carrying out the integration yields
a(t) ≈ a(0)e−(iω˜r+κ/2)t
− ifr√
κ/2
∑
α=I,II
∫ ∞
0
dkK(vk)bαk (0)e
−ivkt,
(36)
K(ω) =
√
κ/2
i(ω˜r − ω) + κ/2 . (37)
It was taken into account that f(ω/v) ≈ fr in the vicinity
of ω = ωr ± g(λ+ Λ).
To calculate the cavity population, one can use an ex-
pansion of unity in the whole system Hilbert space,
1 = 1q1r1I1II. (38)
Here the unity operators of the system parts are:
1
q = |↑〉〈↑|+ |↓〉〈↓| (39)
for the qubit space,
1
r =
∞∑
nr=0
|nr〉〈nr| (40)
for the cavity space, and
1
α =
∞∑
n=0
∫ ∞
0
dk1 . . .
∫ ∞
0
dkn|wαk1...kn〉〈wαk1...kn |, (41)
|wαk1...kn〉 = να(k1, . . . kn)
∏
k=k1,...kn
bα†k (0)|0α〉 (42)
for the α-th waveguide space. In Eq. (42), να is a normal-
ization constant which satisfies 〈wαk1...kn |wαk1...kn〉 = 1.
First we express 〈a†a〉 for an arbitrary state of the
input pulse. By insertion of the unity operator one gets
〈a†a〉 = 〈ψ|a†1a|ψ〉, (43)
where
|ψ〉 = |q〉|0r〉|wI〉|0II〉 (44)
is the initial state of the entire system. It is comprised
of wavefunctions of the system parts. |q〉 is the qubit
wavefunction and |0r〉 is that of the resonator; |wI〉 is the
wavefunction of the first waveguide and |0II〉 is that of
the second one. As explained in the course of derivation
of Eq. (30), the initial state (44) can indeed be considered
separable. The resonator and the second waveguide are
in the vacuum state initially. We substitute the unity
expansion (38)–(42) into Eq. (43) and use Eq. (36). Then
using the initial state of the system (44), one arrives at
〈a†a〉t = f
2
r
κ/2
∞∑
n=0
∫ ∞
0
dk1 . . .
∫ ∞
0
dkn
× 〈q|
∣∣∣ ∫ ∞
0
dk〈wIk1...kn |K(vk)bIk(0)e−ivkt|wI〉
∣∣∣2|q〉. (45)
It was used that a(0)|0r〉 = 0 and bII(0)|0II〉 = 0. We also
employed the property∑
q′=↑,↓
|〈q′|ζ(σz)|q〉|2 = |〈↑|q〉 ζ(1)|2 + |〈↓|q〉 ζ(−1)|2
= 〈q|∣∣ζ(σz)∣∣2|q〉, (46)
where ζ is a function of σz .
6Now we provide an expression for the population, given
the input pulse is in a single-photon Fock state:
|wI〉 = |1Iξ〉 ≡
∫ +∞
−∞
dkξ′(k)bI†k (0)|0I〉. (47)
Here ξ′(k) is the incident pulse spectrum. That is,
ξ′(k) is the density of probability amplitude of find-
ing a monochromatic photon with a wave vector k.∫ +∞
−∞
|ξ′(k)|2 = 1 due to normalization. We assume the
pulse to be narrow-band, i.e., its spectral width is much
smaller than its central frequency. Hence the limits of
integration in Eq. (47) were extended to −∞. Using
Eqs. (47) and (45), one arrives at
〈a†a〉t = 〈q|
∣∣F [K(ω)ξ(ω)](t)∣∣2|q〉. (48)
The equation is only applicable for t ≥ 0 due to the orig-
inal restriction in the Langevin equation (33). We have
defined F [f(ω)](t) = (2pi)−1/2 ∫ +∞
−∞
dω exp(−iωt)f(ω),
where
ξ(ω) =
ξ′(ω/v)√
v
. (49)
The last expression follows from the identity for the pho-
ton density |ξ′(k)|2dk = |ξ(ω)|2dω and the dispersion re-
lation (5). It is possible to generalize our treatment to
show that an N -photon Fock pulse populates the res-
onator N times the one-photon pulse. The expression
of the same form was obtained in Ref. [9] for a coherent
input pulse.
Photon transport does not depend on whether the
qubit-resonator and the resonator-waveguide couplings
are different or of the same type (see Appendix A). In-
deed, one can show that Eqs. (30), (45), and all the sub-
sequent ones are the same in both cases.
Having obtained a description of the photon trans-
port, we can now assess the performance of our readout
scheme.
V. READOUT CONTRAST
In this section, we define the readout contrast and re-
view the related terminology. Then, an explicit expres-
sion for the readout contrast in our measurement scheme
is derived.
Probabilistic measurement contrast [6] is defined as
C = P↑|↑ − P↑|↓. (50)
Pm|i is the probability of inferring the qubit to be in
state |m〉 while it is in state |i〉. The contrast (50) is also
dubbed fidelity sometimes [2, 7, 20, 21].
It is however more consistent to reserve the term fi-
delity for the other, yet related, quantity. As we prefer
it, measurement fidelity is the probability of a correct
measurement result [22]. Let P↓ and P↑ denote the prob-
abilities to measure |↓〉 and |↑〉, respectively. Then fi-
delity is
F = 1− P↓P↑|↓ − P↑P↓|↑ (51)
We know nothing about the qubit initial state prior to
readout. Hence it is reasonable to set P↓,↑ = 1/2 and
F = 1− (P↑|↓ + P↓|↑)/2. (52)
That’s the formula given, for example, in Ref. [23]. Tak-
ing into account that P↑|↑ + P↑|↓ = 1, we express fi-
delity (52) in terms of the probabilistic contrast (50):
F = (1 + C)/2. (53)
Next we calculate the contrast in our setup. The mea-
surement outcome is based on the state of an on–off pho-
todetector on the second cavity port. We assign the read-
out result to be “↑” when there is a click and “↓” in the
other case. Hence Eq. (50) turns to
C = Pcl|↑[ξ(ω)]− Pcl|↓[ξ(ω)], (54)
where Pcl|q is the probability of a click, given the qubit
is prepared in an eigenstate q =↑, ↓, and the cavity is
irradiated by a pulse with spectrum ξ(ω).
The way we decide on the readout outcome is easy to
justify in the dispersive regime, when the condition (15)
holds. In this regime, the qubit does not decay to the
waveguides. Also, recall the input pulse is single-photon.
Then at most one photon reaches the second waveguide
and the detector. In this case, the probability of a click
is
Pcl = η〈Ntr〉, (55)
where Ntr =
∫ tm
0
dtvρtr(t) is the total number of photons
transmitted through the cavity, tm denotes the counting
time, and η is a quantum efficiency of the photodetector.
With Eq. (30) this yields
Pcl = η
κ
2
∫ tm
0
dt〈a†a〉t. (56)
Suppose we have a high-Q resonator and a narrow-band
incoming pulse. Let the pulse be in resonance with the
cavity if the qubit is excited:
ωp = 〈↑|ω˜r|↑〉 = ωr + χ, (57)
χ = g(λ+ Λ), (58)
where ω˜r is defined in Eq. (32) and χ is the total shift
of the cavity resonance. Then by Eqs. (48) and (37) the
resonator reflects most of a pulse if the qubit is in the
ground state. Most likely, the detector does not click
in this case. On the other hand, if the qubit is excited,
the resonator transmits most of the pulse to the detector
7port. It is most probable then for the detector to deliver
a click.
In the dispersive regime Eq. (54) simplifies. Cavity
population (48) is symmetrical with respect to a qubit
flip and a shift of ξ(ω):
↑→↓, ξ(ω)→ ξ(ω + 2χ), 〈a†a〉 → 〈a†a〉; (59)
↓→↑, ξ(ω)→ ξ(ω − 2χ), 〈a†a〉 → 〈a†a〉. (60)
Due to Eq. (56) the symmetry applies to the click prob-
ability too. Hence
C = Pcl|↑[ξ(ω)]− Pcl|↑[ξ(ω − 2χ)]. (61)
Consider a Lorentzian pulse is incident on the res-
onator. Let the front of the pulse arrive at the resonator
at time t0. Its spectrum is given by
ξ′(k) =
1√
2pivtp
eikvt0
k − k0 + i(2vtp)−1 , (62)
where k0 denotes the central wave vector of the pulse,
and tp is the pulse duration. It is convenient to introduce
dimensionless quantities
τ =
t− t0
tp
, K = κtp, (63)
D = (ωr + χσz − ωp)tp, X = χtp. (64)
Equations (48)–(49), upon insertion of Eq. (62) yield
〈a†a〉 = θ(τ)〈q| 4Ke
−(K+1)τ/2
(K − 1)2 + 4D2
× [ cosh (K − 1)τ
2
− cosDτ]|q〉. (65)
If K = 1 and D = 0, one obtains
〈a†a〉 = θ(τ)12e−ττ2. (66)
Using this result, one can check that for the Lorentzian
pulse
C = Pcl
∣∣
D=0
− Pcl
∣∣
D=2X
. (67)
The contrast is compromised by unwanted scattering.
The first term in Eq. (67) is less than unity, as a non-
monochromatic photon can reflect off the cavity even in
resonance. The second term describes the loss of contrast
due to the false photon count. It occurs when a photon
passes the cavity off resonance.
Suppose the measurement is long enough for the detec-
tor to absorb most of the outgoing pulse energy. That is,
tm ≫ tp, κ−1. Then one can integrate to ∞ in Eq. (56).
Performing the integration using Eqs. (66) and (65) gives
Pcl
∣∣
D=0
=
ηK
K + 1
, (68)
Pcl
∣∣
D=2X
=
ηK(K + 1)
(K + 1)2 + 16X2
. (69)
FIG. 2. Readout contrast as a function of the dimensionless
dispersive pull X and cavity leakage K (64). Dashed line
shows the position of maximum for each X.
Equations (67)–(69) and (63)–(64) constitute the expres-
sion for the contrast. The contrast is shown in Fig. 2.
Detuning the probe photon from a cavity resonance,
ωp 6= ωr ± χ, lowers the contrast. To check this, one can
straightforwardly generalize the expressions for the con-
trast for a non-zero detuning. Note that when a coherent-
state probe is used, the maximum of contrast is away
from the resonance due to the shot noise [7].
For a given X , the contrast is maximized for
K = u+
1
4u
−1
2
, u =
3
√
X
√
16X2 + 1 +
16X2 + 1
4
− 1
8
.
(70)
The position of maximum is shown in Fig. 2. For
2X2/3 ≫ 1 one obtains that
K ≈ 2X2/3. (71)
Note it follows that χ > κ.
As C grows withX , the case of a large dispersive pull is
of interest. In this case, one can give a simple expression
for the maximal contrast. Let us allow errors of about
0.1% in C/η. Then the contrast (67) is approximated by
C ≈ η
(
1− 3
2κtp
)
, (72)
if the cavity decay rate K = κtp is optimal, as given by
Eq. (71), and
X = χtp & 100, (73)
with χ given by Eq. (58). As follows from the derivation
of Eq. (72), a third of the contrast loss is due to the false
photon count off the resonance. The other two thirds are
from the absence of a count in the resonance.
Equations (72) and (71) are the quantitative version of
the general considerations given in Ref. [24]. To readout
the qubit in our setup means to distinguish a change 2χ in
8the resonator frequency. This can only be accomplished
if
2χtm > 1, (74)
where the measurement time tm is of the same order of
magnitude as the pulse duration tp.
VI. ESTIMATES
Here we use our analytical results to choose the sys-
tem parameters; the qubit relaxation is neglected. The
main idea is to relate the minimal measurement time for
obtaining a given contrast with the time for the qubit to
stay intact. One also takes care to get acceptable errors
due to finite counting time, and to avoid qubit relaxation
due to the counter-rotating terms in the Hamiltonian.
A. Minimal pulse duration to get a given error
Here we determine a pulse duration tp that suffices to
perform a readout with a given accuracy. The counting
time is considered infinite.
It is convenient to argue in terms of the probability of
an erroneous readout
ε = 1− F. (75)
By expressing F in terms of contrast with Eq. (53) and
using the approximation (72) for the latter, one gets
ε =
1− η
2
+
3η
8(χtp)2/3
. (76)
Let us assume η = 1. Then
tp ≥ 1
χ
(
3
8ε
)3/2
(77)
suffices to get an error not exceeding ε.
B. Error due to a finite counting time
Let us calculate the degradation of contrast due to a
finite counting time. Integration in Eq. (56) with limits
from t = 0 to tm gives
Pcl(tm) = Pcl(∞)−∆(tm), (78)
where
∆(tm) =
(
Ke−τm + e−Kτm
2K
+
2e−(K+1)τm/2[(K + 1) cosDτm +D sinDτm]
(K + 1)2 + 4D2
)
2K2
(K − 1)2 + 4D2 , (79)
Pcl(∞) is the click probability given by Eq. (69), and
τm = tm/tp. In the spirit of the approximations used to
obtain Eq. (72), one has
∆(τm)
∣∣
D=0
≈ (1 + 2/K)e−τm, (80)
∆(τm)
∣∣
D=2X
≈ 0. (81)
Then, from Eqs. (50) and (64) it follows that
C(τm) = C(∞)−∆(τm), (82)
where C(∞) is given by Eqs. (61) and (68)–(69).
To have ∆ ≈ 0.3%, one chooses tm = 6tp. In compar-
ison, for tm = 3tp the degradation in contrast is already
around 5%. For both cases, one needs K & 10.
C. Maximal readout duration for the qubit not to
relax
Qubit relaxation time T1 is limited by the resonator-
assisted relaxation time TP. From Refs. [1, 25], one has
T1 < TP, TP ≈ 1
κλ2
. (83)
Here we assume that κq ≈ κ.
Thus the readout duration is limited by the condition
tm ≪ TP (84)
The ratio TP/tm is chosen to avoid significant errors due
to the qubit relaxation. Using Eqs. (83), (63), and (71),
one obtains
tp <
(
tp
2TP
)3/2
1
λ3χ
. (85)
The ratio tm/tp is chosen to limit the error due to finite
integration time. The error is given by Eqs. (82) and (80).
We don’t take into account the correction to the qubit
relaxation due to the Bloch-Siegert dressing. This is jus-
tified for
Λ2 ≪ λ2. (86)
9TABLE I. Parameters for high-fidelity readout. Contrasts Cd
are calculated in the dispersive approximation using Eq. (72).
Contrasts Cn and the post-measurement qubit populations
P↑(tm) are obtained numerically. An ideal detection is as-
sumed with η = 1. The integration time relates to the pulse
duration as tm = 7tp. For analytical estimates of parameters,
tm = TP/15 is chosen.
ωq/2pi ωr/2pi λ g/2pi κ/2pi tm Cd Cn P↑
(GHz) (GHz) (MHz) (kHz) (ms) (%) (%) (%)
5.00 4.09 0.006 5.7 7.2 36.9 99.3 98.1 92.3
a5.00 4.09 0.005 4.4 3.8 36.9 98.8 98.5 97.5
20.00 16.36 0.006 22.9 28.9 9.2 99.3 98.1 92.2
a20.00 16.36 0.005 18.1 16.9 9.2 98.8 98.5 97.2
a Parameters optimized numerically.
Combining Eqs. (77) and (85) yields the limit on read-
out error,
(1 − C)/2 = ε > 3TP
4tp
λ2. (87)
To express ε in terms of contrast C, Eqs. (75) and (53)
were used. A reasonable choice tm = TP/10 and tm = 6tp
yields ε = 45λ2.
D. Analytics for the parameter choice
Now one can determine all of the system parameters.
By virtue of Eq. (87), λ is set by the readout contrast to
be attained. The other parameters are chosen as follows.
The ratio λ/Λ is set by the requirement (86) which limits
the relaxation due to the Bloch-Siegert dressing. In terms
of this ratio,
ωr =
λ/Λ− 1
λ/Λ + 1
ωq. (88)
With this and the definition (15) of λ one gets
g = 2λωq(λ/Λ + 1)
−1. (89)
Plugging the latter expression into Eq. (85) and using
Eq. (58) results in
tp =
λ
2Λ
(
tp
2TP
)3/2
1
λ5ωq
. (90)
Measurement duration tm is related to tp by choosing an
acceptable error due to finite integration time, which is
given by Eqs. (82) and (80). Resonator leakage κ can
be obtained with Eqs. (71) and (90), and definitions (63)
and (64).
Equations (90) and (87) elucidate what parameters to
alter for achieving fast and high-fidelity readout. Higher
ωq is favorable for our readout scheme. As shown in
FIG. 3. Dependence of the readout contrast on the resonator
decay rate κ and the resonator-qubit coupling strength g for
(a) tm = 1µs, (b) tm = 2µs, (c) tm = 5µs, and (d) tm = 10µs.
Measurement time and pulse duration are related as tm = 6tp.
The resonator and the qubit frequencies are ωr = 4.09GHz
and ωq = 5.0GHz, respectively. The photodetector is set to
be ideal with η = 1. Star marks the position of the maximal
contrast Cmax which can be achieved for given qubit-resonator
detuning and readout pulse duration.
Ref. [7], a related scheme with a photodetector also favors
higher frequencies. Higher λ is especially beneficial if the
qubit does not decay.
The dispersive shift gλ and the Bloch-Siegert shift gΛ
should be of the same sign to maximize the total pull
χ (58). This is the case for ωq > ωr. For λ/Λ = 10
[which satisfies Eq. (86)], the pull χ is about 20% larger
for ωq > ωr than in the opposite case. Hence tp (77) and
tm decrease by the same percent.
VII. EFFECT OF THE RESONATOR-ASSISTED
QUBIT RELAXATION
In this section, we go beyond the dispersive approxi-
mation and study how the resonator-assisted relaxation
of the qubit influences the readout performance. This
allows us to check the validity of the analytical results
obtained in the previous sections. Moreover, by taking
the relaxation into account one can further enhance the
contrast. For this purpose, we use the Hamiltonian (13).
Note that we do not account for the additional qubit re-
laxation which arises due to the effective qubit-waveguide
coupling described by Eq. (14). This relaxation, how-
ever, is negligible compared to the resonator-assisted re-
laxation due to the condition (86).
The analytical model developed above relies on the ful-
fillment of the condition (84). This condition implies
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FIG. 4. Dependence of the maximal readout contrast on the
readout pulse duration tp for different qubit-resonator detun-
ings. To satisfy the criterion (86) we choose λ/Λ = 10. The
rest of the parameters and notations are the same as in Fig. 3.
that the qubit relaxation is the slowest process in the
system. Therefore, one can consider that the popula-
tion of the qubit is constant during the readout and
the qubit-dependent shifted frequency of the resonator
〈ω˜r〉 = ωr + χ〈σz〉 does not change in time as well. The
probe photon frequency is set to match the shifted fre-
quency of the resonator. Thus within the analytical
approach the only origin of readout errors is the non-
monochromaticity of the probe photon which results in
its unwanted scattering.
First let us discuss the cases when the analytical ap-
proach works well. The higher the post-readout qubit
population P↑ is, the better Cd approximates Cn. This
is seen from Tables I and II. As for the parameters opti-
mization, here the analytics provides good results if high
fidelities are targeted. We compare the resulting con-
trasts with those obtained by the numerical optimization;
the details of the numerical method are described below.
One can see from Table I that the numerical method gives
only a slight improvement of <0.5% for the contrast.
As it follows from Eq. (72), to increase the readout con-
trast, one needs to decrease κtm. For this purpose, one
can either extend the probe pulse duration tp or increase
the resonator decay rate κ. The use of a longer pulse
slows down the readout, which limits the applicability of
the scheme. Either of these strategies can lead to a viola-
tion of the condition (84) and break down the analytical
approach. In this case, the qubit relaxation comes into
play and its effect should be taken into account in the
calculations.
Let us provide some general considerations regarding
the effect of the qubit relaxation on the readout perfor-
mance. In the course of the readout, the qubit excited
state decays and the shifted frequency of the resonator
drifts away from the probe photon frequency ωp. This
deteriorates the contrast. To mitigate this issue and
improve the contrast, one can suppress the qubit relax-
ation, i.e., increase TP = 1/(λ
2κ). To achieve this, one
can reduce either κ or λ = g/(ωq − ωr). The latter can
FIG. 5. Dependence of the maximal readout contrast on the
detuning between the qubit and resonator for different read-
out pulse durations tp. The rest of the parameters are as
described in the caption of Fig. 4.
be accomplished by either reducing the qubit-resonator
coupling strength g or increasing the detuning ωq − ωr.
However, each of these approaches has side effects. The
decrease of the resonator decay rate κ elevates the er-
ror caused by the probe photon non-monochromaticity.
Weakening of the coupling g or increase of the detun-
ing ωq − ωr extends TP, but lowers the total resonator
frequency shift χ = g(λ + Λ). On the other hand, the
larger the frequency shift χ compared to the resonator
linewidth κ, the better one can resolve the |↓〉 from the
|↑〉 qubit state. The above considerations lead us to the
conclusion that for a given measurement duration tm and
a qubit-resonator detuning ωq − ωr, there should exist a
combination of κ and g when the readout error drops to
its minimum while the contrast reaches the maximum.
To illustrate this idea, we plot the readout contrast as
a function of the qubit-resonator coupling g and the res-
onator decay rate κ for several measurement durations
tm = 6tp and a fixed value of the qubit-resonator detun-
ing ωq−ωr = 0.91GHz. To calculate the contrast, we use
a theory that accounts for the resonator-assisted relax-
ation of the qubit (see details in Appendix B). The result
is shown in Fig. 3. For each tm we determine the maximal
value of the contrast Cmax and the corresponding values
of κ and g. Note that here we consider only the case
ωq > ωr due to the arguments presented in Section VID.
Using the method described above, we determine the
dependence of Cmax on tp and ωq − ωr. Plots of these
dependencies are shown in Figs. 4 and 5. The obtained
results demonstrate that a better contrast can be reached
by using longer probe pulses and larger qubit-resonator
detunings. This conclusion agrees with Eq. (87) derived
within the analytical approach.
Numerical optimization provides considerably higher
contrasts than the analytical one if we optimize for a fast
readout (see Table II). This is explained as follows. As it
was mentioned above, the qubit decay shifts the cavity
resonance 〈ω˜r〉 during readout. This rises the probabil-
ity of unwanted scattering due to the detuning with the
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TABLE II. Parameters for fast readout. Here the measure-
ment time is tm = 6tp, where tp is the pulse duration. For
analytical parameter estimates we set tm = TP/10. Other
parameters, as well as notations, are the same as in Table I.
To calculate Cd, Eqs. (67)–(69) are used here as χtm does not
satisfy the condition (73).
ωq/2pi ωr/2pi λ g/2pi κ/2pi tm Cd Cn P↑
(GHz) (GHz) (MHz) (MHz) (µs) (%) (%) (%)
b5.00 4.09 0.059 53.6 4.08 1.0 71.0 67.9 89.2
5.00 4.09 0.095 86.4 5.80 1.0 82.0 75.8 66.5
b20.00 16.36 0.050 180.0 9.99 0.6 79.1 75.9 88.9
20.00 16.36 0.074 269.0 12.90 0.6 86.3 80.6 71.9
b Parameters estimated with the analytical model.
probe photon. According to Eqs. (32), (58), and (89)
the shift susceptibility to the decay increases propor-
tionally to λ. However, the pulse spectrum widens as
λ5 according to Eq. (90), which reduces the unwanted
scattering due to the decay. The reduction is more ef-
fective with larger λ. By Eq. (90), it is the increase
of λ which is the best strategy to readout faster. As
explained before, one can sustain more qubit decay in
that case. Therefore, tm/TP should be increased to allow
longer pulses and decrease the error (87) due to the pulse
non-monochromaticity. This is not taken into account in
the analytical optimization: see Eq. (90), where the ra-
tio is fixed. As the numerical optimization yields larger
tm/TP, the population P↑ is smaller for the relevant sets
in Table II. Note, P↑ is better for the numerically opti-
mized sets in Table I. Indeed, λ is chosen small there to
achieve high contrasts. However, tm/TP in the analyti-
cal optimization is too large to get the relaxation errors
small enough.
VIII. DISCUSSION AND OUTLOOK
A protocol for dispersive readout that uses merely a
single photon has been considered in the paper. We have
managed to develop an analytical model of the readout
by neglecting the resonator-assisted (Purcell) relaxation
of the qubit. Using this theory, we have derived a com-
pact expression for the readout contrast. Optimal pa-
rameters of the system have been expressed too. Both
the readout time and its contrast are set by the charac-
teristic frequencies of the system ωq and ωr and by the
ratio λ = g/(ωq − ωr) of coupling strength to the de-
tuning. We have complemented our analytical approach
with the numerical model, which accounts for the relax-
ation. We have used the model to check the analytical
contrasts and to further optimize the system parameters.
Making the measurement time closer to the qubit lifetime
results in more relaxation, but gives less error due to the
scattering. Numerical optimization allows one to find a
compromise between the relaxation and the scattering
errors. It is particularly helpful for designing a fast mea-
surement reaching contrasts up to 90%. In that case it
gives an increase in contrast of more than 5%. For the
contrasts above 98%, numerics gives an improvement of
about 0.5%.
Despite the absence of the shot noise, our scheme is
slower than the state-of-the-art readout. We attribute
this to the fact that it uses merely a one photon. As the
photon is non-monochromatic, it can pass or reflect the
cavity when it is not wanted. By using more photons
to probe the cavity, one can significantly decrease the
probability of those errors. For example, there are few
tens of photons in the measurement pulse in Ref. [2],
as can be shown by simple estimates with Eq. (20) of
Ref. [24].
It is possible to improve our scheme performance. The
most appealing possibility is to use a multi-photon Fock
pulse as a probe. In this case, one would be able to
directly compare our scheme with the traditional ones.
Another possibility for improvement is to use stronger
qubit-resonator coupling g to obtain higher magnitude
g(λ+Λ) of the qubit-dependent cavity pull. To retain the
non-demolition character of the readout, λ = g/(ωq−ωr)
and the resonator assisted decay rate T−1P = κλ
2 should
be kept constant. However, to minimize quasiparticle
generation, the cavity and the qubit frequencies ωr and
ωq are limited by the superconducting gap. One can only
increase the |Λ/λ| = |ωq−ωr|/(ωq+ωr) ratio to overcome
the resonator-assisted decay. While doing so additionally
improves the readout due to higher Bloch-Siegert shift,
one would need to account for the qubit relaxation due
to the counter-rotating terms in the Hamiltonian. It is
interesting that this type of relaxation depends on the
combination of the qubit-resonator and the resonator-
waveguide couplings (see Ref. [17] and Appendix A). Al-
ternatively, Purcell filter [2] could be used to suppress the
qubit relaxation while increasing the coupling g. In this
case, κq the resonator decay rate as seen by the qubit
differs from the resonance decay rate κ. One can check
that Eqs. (85), (87), and (90) are then modified with the
replacement tp/TP → (κ/κq)(tp/TP). Furthermore, if λ
is replaced with λ
√
κ/κq, the measurement error ε (87)
does not change. The measurement time tm ∝ tp, how-
ever, decreases by the ratio of κ/κq. As can be deduced
from Ref. [26], κ/κq ∼ 100 is achievable for the typical
parameters we use.
We expect that the proposed setup for the supercon-
ducting qubit readout is favorable for an on-chip integra-
tion. On-chip circulators were already demonstrated [27–
29]. Same holds for single-photon sources [30, 31] and
photodetectors [8, 32–35]. Moreover, we only need one
type of classical signals: those to prepare the states of
the qubit and the photon source. This may simplify the
integration of control circuitry on a chip using the single
flux quantum logic. Such a control was already demon-
strated [36], and some promising proposals for it were
put forward [37–39].
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Besides the study of the single-photon readout,
our work provides some general results. We have
treated a cavity quantum electrodynamics based on
the Heisenberg-Langevin equations has been developed.
Consider a situation when the RWA breaks, but the
counter-rotating terms in the Hamiltonian can be treated
as a perturbation. We have shown that under the condi-
tions (8), (7), and (86) a change of coupling types does
not change the magnitude of the dispersive pull. Hence
it does not alter the performance of a dispersive read-
out with any type of detector and probe. Also, it has
been found that the Bloch-Siegert shift can aid disper-
sive readout. A proper choice of its sign increases the
qubit-dependent cavity pull without substantial impact
on the qubit lifetime.
In conclusion, a theory of a single-photon dispersive
measurement with a photodetector has been developed.
Using this theory, we have assessed performance of the
scheme. Sources of the readout errors have been iden-
tified. Role of the Bloch-Siegert shift and the coupling
types has been elucidated. For the future work, consid-
ering a multi-photon Fock pulses is of interest.
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Appendix A: Other types of qubit-resonator and
resonator-waveguide couplings
The coupling Hamiltonians (3) and (6) can be of more
general form. If any type of linear transversal coupling
is allowed,
Hgenqr = ~(g
∗σ+a+Gσ−a+H. c.), (A1)
Hgenrα = ~
∫ ∞
0
dk(fkb
α†
k a+ Fkbka+ H. c.). (A2)
where the constants of interaction g, fk, and Fk are com-
plex. Each coupling here is a mixture of inductive, capac-
itive, and a coupling described by charge-quasiflux terms
like QΦ.
One partial case of Eqs. (A1) and (A2) is practi-
cally important. In the main part of the paper, the
qubit-resonator coupling is capacitive, and the resonator-
waveguide one is inductive, or vice versa. Let us consider
the case when the qubit-resonator and the resonator-
waveguide interactions are both either capacitive or in-
ductive. To describe it, one could alter the Hamilto-
nian (6) of the cavity-waveguide coupling to
Hsame-typerα = ~
∫ ∞
0
dkfk(a+ a
†)(bαk + b
α†
k ). (A3)
Should we use these Hamiltonians, our analytical treat-
ment would change only trivially. Consider the general
case of Hamiltonians (A1) and (A2). It is straightforward
to generalize the unitary transforms (9) and (16) to that
case. The total magnitude of the qubit-dependent shift
of the cavity resonance changes to
χ = Re(g∗λ+G∗Λ). (A4)
In the case of the same-type couplings, χ stays intact and
is given by Eq. (58).
For the numerical treatment, Hamiltonian in the
Bloch-Siegert frame matters. Again, consider the general
case. The effective qubit-waveguide Hamiltonians (14)
are then given by
Hqα = −~
∫ ∞
0
dk(Λ∗Fkb
α†
k σ− + Λf
∗
k b
α
kσ−). (A5)
For example, in the same-type coupling case, the sign of
the quadrature in Hqα (14) changes. In any case, subse-
quent changes in the Heisenberg equations in Appendix B
are of the order of Λ2. They are negligible under the con-
dition (86).
Appendix B: Theory of single-photon transport
without the dispersive approximation
In this Appendix, we complement the results presented
in Section IV with a theory of a single-photon trans-
port through the resonator-qubit system which does not
rely on the dispersive approximation and accounts for
exchange of excitations between the qubit and the res-
onator. This process ultimately leads to decay of the
qubit excited state since the resonator is open (i.e. cou-
pled to the transmission lines), which in turn affects the
readout contrast. Here we study evolution of the system
using the Hamiltonian H ′ expressed by Eq. (13). Since
the criterion (29) is fulfilled, we can apply the RWA in
the Hamiltonian H ′ by neglecting the rapidly-oscillating
terms ∝ (bα†k a†+ bαka) and ∝ (bα†k σ+ + bαkσ−) which con-
tribute negligibly to the dynamics of the system. One
can show that the Hamiltonian H ′ in the RWA conserves
the number of excitations in the system:
[H ′RWA, Nex] = 0, (B1)
where
Nex =
∫ ∞
0
dk
∑
α=I,II
bα†k b
α
k + a
†a+ σ+σ− (B2)
stands for the operator of the total number of excitations.
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The Hamiltonian H ′RWA generates the Heisenberg
equations for the waveguide variables as follows
b˙αk = −iωkbαk + fk(a+ Λσ−). (B3)
Using the dispersion relation (5), the formal solution of
the above equation is written as
bαk (t) = b
α
k (0)e
−ivkt
+ fk
∫ t
0
dt′ e−ivk(t−t
′)(a+ Λσ−)|t′ .
(B4)
Equations of motion for the resonator and qubit variables
read
a˙ = −i(ωr + gΛσz)a− igσ− −
∑
α=I,II
∫ ∞
0
dkfkb
α
k (B5)
and
σ˙− = − iωqσ− + igσza− igΛ(2a†a+ 1)σ−
− Λσz
∑
α=I,II
∫ ∞
0
dkfkb
α
k .
(B6)
Using Eq. (B4), one has∫ ∞
0
dkfkb
α
k (t) =B
α(t) +
∫ ∞
0
dkf2k
∫ t
0
dt′e−ivk(t−t
′)a(t′)
+ Λ
∫ ∞
0
dkf2k
∫ t
0
dt′e−ivk(t−t
′)σ−(t
′),
(B7)
where we introduced a notation
Bα =
∫ ∞
0
dk fkb
α
k (0)e
−ivkt. (B8)
Following the similar considerations that led us from
Eq. (23) to Eq. (24), we obtain∑
α=I,II
∫ ∞
0
dkfkb
α
k ≈
∑
α=I,II
Bα +
κ
2
a+ Λ
κq
2
σ− (B9)
for t > 0. It follows from Eq. (B9) that the operator Bα
satisfies the commutation relations
[Bα, bαk ] = [B
α, a] = [Bα, σ−] = 0. (B10)
Substituting Eq. (B9) into Eq. (B5) yields the equation
a˙ = −i (ω¯r + gΛσz) a− igqσ− −
∑
α=I,II
Bα, (B11)
where ω¯r = ωr − iκ/2 and gq = g − iΛκq/2.
Substituting Eq. (B9) into Eq. (B6) and taking into
account the condition (86), one obtains
σ˙− = −i[ωq + gΛ(2a†a+ 1)]σ− + igrσza− Λσz
∑
α=I,II
Bα,
(B12)
where gr = g + iΛκ/2.
1. Readout contrast
As we account for the excitation exchange between the
qubit and the resonator, Eq. (55) for the photodetection
probability employed in the main part of the paper should
be revisited here. That expression holds provided that no
more than one photon arrives at the detector. However,
when one prepares the qubit in the excited state, there is
a non-zero probability to find two photons in the detec-
tor port (waveguide II). An extra photon can emerge due
to the resonator-assisted decay of the qubit. In the gen-
eral case of the multiphoton pulse arriving at the on–off
photodetector, the probability of the detector click is de-
termined as Pcl|q = 1− 〈: exp(−ηNtr) :〉q, where q =↑, ↓.
Expanding this expression in Taylor series yields
Pcl|q =
∑
n≥1
(−1)n+1 η
n
n!
〈: Nntr :〉q , (B13)
where :: denotes the normal ordering of operators and the
expectation value is calculated for the initial state |Ψq〉.
The latter is given in the Bloch-Siegert picture, |Ψq〉 =
UBS|ψq〉 for the initial state in the dispersive frame |ψq〉
expressed by Eq. (44).
a. Qubit prepared in the ground state
When the qubit is prepared in the ground state, we
face a single-excitation problem since the incident pulse
contains only one photon, and the number of excitations
in the system is conserved due to Eq. (B1). In that case,
the terms with n ≥ 2 vanish in Eq. (B13). Employing
the identity Ntr =
∫∞
0 dkb
II†
k b
II
k [14, 18], one obtains
Pcl|↓ = η
∫ ∞
0
dk 〈Ψ↓|bII†k bIIk |Ψ↓〉. (B14)
The initial state of the system in the Bloch-Siegert pic-
ture reads |Ψ↓〉 ≡ UBS|ψ↓〉 = |↓〉|0r〉|1Iξ〉|0II〉.
To calculate the integrand in Eq. (B14), we employ
the approach similar to that presented in Ref. [40] (see
Appendix A therein). Using the representation bIIk (t) =
eiH
′tbIIk (0)e
−iH′t, one obtains
〈Ψ↓|bII†k bIIk |Ψ↓〉 = 〈ψ1(t)|bII†k (0)bIIk (0)|ψ1(t)〉, (B15)
where |ψ1(t)〉 = e−iH′t|Ψ↓〉 stands for the state of the
system at the instant t provided that the initial state
is |ψ1(0)〉 = |Ψ↓〉. Since the number of excitations in
the system is constant, its evolution occurs, in this case,
only within the single-excitation domain of the Hilbert
space of the system states. The time-dependent single-
excitation state |ψ1(t)〉 reads [40]
|ψ1(t)〉 =
∑
α=I,II
∫ ∞
0
dkZαk (t)b
α†
k (0)|0〉
+ Z1(t)a
†(0)|0〉+ Z2(t)σ+(0)|0〉,
(B16)
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where |0〉 ≡ |↓〉|0r〉|0I〉|0II〉. Substituting Eq. (B16) in
the rhs of Eq. (B15) results in
〈Ψ↓|bII†k bIIk |Ψ↓〉 = |ZIIk (t)|2. (B17)
It follows directly from Eq. (B16) that ZIIk (t) =〈0|bIIk (0)|ψ1(t)〉, which gives ZIIk (t) = e−iE0t〈0|bIIk (t)|Ψ↓〉,
where E0 = 〈0|H ′|0〉. Finally, this leads to
〈Ψ↓|bII†k bIIk |Ψ↓〉 =
∣∣〈0|bIIk |Ψ↓〉∣∣2 . (B18)
Using Eq. (B3) along with the dispersion relation
Eq. (5), we derive the equation of motion for 〈0|bIIk |Ψ↓〉:
(∂t + ivk) 〈0|bIIk |Ψ↓〉 = fk〈0|a|Ψ↓〉+ Λfk〈0|σ−|Ψ↓〉,
(B19)
with the initial condition 〈0|bIIk |Ψ↓〉 = 0 at t = 0.
Using Eqs. (B11) and (B12), one obtains the evolution
equations for 〈0|a|Ψ↓〉 and 〈0|σ−|Ψ↓〉, which read as
[∂t + i(ω¯r − gΛ)] 〈0|a|Ψ↓〉 = −igq〈0|σ−|Ψ↓〉 − f0Ξ(vt),
(B20a)
[∂t + i(ωq + gΛ)] 〈0|σ−|Ψ↓〉 = −igr〈0|a|Ψ↓〉 − Λf0Ξ(vt).
(B20b)
The initial conditions for the above pair of equations
are zero. To derive Eqs. (B20a) and (B20b) we ac-
counted for 〈0|a† = 0 and 〈0|σz = −〈0|. Also, we em-
ployed BII(t)|Ψ↓〉 = 0 and BI(t)|Ψ↓〉 ≈ f0Ξ(vt)|0〉, where
Ξ(vt) =
√
2piF [ξ′(k)](t) and f0 ≡ fk0 with k0 being the
central wave vector of an incident pulse.
The solutions of Eqs. (B19) and (B20) are written as
〈0|bIIk |Ψ↓〉 = ifkf0
∫ t
0
dt′ Ξ(vt′)
[
ωq − gΛ− vk
(E+ − vk)(E− − vk)e
−ivk(t−t′) +
∑
µ=±
µ
ωq − gΛ− Eµ
(E+ − E−)(Eµ − vk)e
−iEµ(t−t′)
]
, (B21)
and
〈0|a|Ψ↓〉 = f0E+ − E−
∫ t
0
dt′ Ξ(vt′)
∑
µ=±
µ(ωq − Eµ)e−iEµ(t−t′), (B22a)
〈0|σ−|Ψ↓〉 = f0E+ − E−
∫ t
0
dt′ Ξ(vt′)
∑
µ=±
µ[Λ(ωr − Eµ)− g]e−iEµ(t−t′), (B22b)
where
E± = ω¯r + ωq
2
±
√
grgq +
(
ω¯r − ωq
2
− gΛ
)2
are the single-photon resonances of the resonator-qubit system. In Eqs. (B22a) and (B22b) we have omitted terms
∝ Λ2 due to the condition (8).
b. Qubit prepared in the excited state
When the qubit is prepared in the excited state, one deals with the two-excitation problem. Then the probability
of the detector click Eq. (B13) reduces to
Pcl|↑ = η
∫ ∞
0
dk 〈Ψ↑|bII†k bIIk |Ψ↑〉 −
η2
2
∫ ∞
0
dk
∫ ∞
0
dk′ 〈Ψ↑|bII†k′ bII†k bIIk bIIk′ |Ψ↑〉. (B23)
The initial state in the Bloch-Siegert picture reads |Ψ↑〉 = |ϕ〉|1Iξ〉|0II〉, where |ϕ〉 ≡ UBS|0r〉|↑〉 ≈ |↑〉|0r〉+ λ|↓〉|1r〉.
To calculate the integrands in Eq. (B23), we start with the time-dependent two-excitation state of the system
|ψ2(t)〉 = e−iH′t|Ψ↑〉. The latter is expressed as [40]
|ψ2(t)〉 =
∑
α=I,II
∑
α′=I,II
1
(2− δα,α′)
√
1 + δα,α′
∫ ∞
0
dk
∫ ∞
0
dk′Φα,α
′
k,k′ (t)b
α†
k (0)b
α′†
k′ (0)|0〉
+
∑
α=I,II
∫ ∞
0
dk [Xαk (t)a(0) + Y
α
k (t)σ−(0)] b
α†
k (0)|0〉+
1√
2
Q1(t)[a
†(0)]2|0〉+Q2(t)a†(0)σ+(0)|0〉.
(B24)
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For the first integrand in Eq. (B23), one has
〈Ψ↑|bII†k bIIk |Ψ↑〉|t = 〈ψ2(t)|bII†k (0)bIIk (0)|ψ2(t)〉 = 2
∫ ∞
0
dk′
∣∣∣ΦII,IIk,k′ (t)∣∣∣2 + ∣∣X IIk (t)∣∣2 + ∣∣Y IIk (t)∣∣2 . (B25)
For the second integrand, one obtains
〈Ψ↑|bII†k′ bII†k bIIk bIIk′ |Ψ↑〉|t = 〈ψ2(t)|bII†k′ (0)bII†k (0)bIIk (0)bIIk′(0)|ψ2(t)〉 = 2
∣∣∣ΦII,IIk,k′ (t)∣∣∣2 . (B26)
The probability amplitudes arising in Eqs. (B25) and (B26) can be expressed as [40]: ΦII,IIk,k′ = 〈0|bIIk bIIk′ |Ψ↑〉/
√
2,
X IIk = 〈0|bIIk a|Ψ↑〉, and Y IIk = 〈0|bIIk σ−|Ψ↑〉. This representation leads to the result as follows
〈Ψ↑|bII†k bIIk |Ψ↑〉 =
∫ ∞
0
dk′
∣∣〈0|bIIk′bIIk |Ψ↑〉∣∣2 + ∣∣〈0|bIIk a|Ψ↑〉∣∣2 + ∣∣〈0|bIIk σ−|Ψ↑〉∣∣2 (B27)
and
〈Ψ↑|bII†k′ bII†k bIIk bIIk′ |Ψ↑〉 =
∣∣〈0|bIIk bIIk′ |Ψ↑〉∣∣2 . (B28)
Employing Eq. (B3), we obtain the equation of motion for 〈0|bIIk bIIk′ |Ψ↑〉:
[∂t + iv(k + k
′)] 〈0|bIIk bIIk′ |Ψ↑〉 = 〈0|(fk′bIIk + fkbIIk′)(a+ Λσ−)|Ψ↑〉. (B29)
Using Eqs. (B3), (B11) and (B12) along with the property (B10), one derives the equations of motion for 〈0|bIIk a|Ψ↑〉
and 〈0|bIIk σ−|Ψ↑〉 as follows
[∂t + i(vk + ω¯r − gΛ)] 〈0|bIIk a|Ψ↑〉 = −igq〈0|bIIk σ−|Ψ↑〉+ fk〈0|a2|Ψ↑〉+ Λfk〈0|σ−a|Ψ↑〉 − f0Ξ(vt)〈0|bIIk |Φ〉, (B30)
[∂t + i(vk + ωq + gΛ)] 〈0|bIIk σ−|Ψ↑〉 = −igr〈0|bIIk a|Ψ↑〉+ fk〈0|σ−a|Ψ↑〉 − Λf0Ξ(vt)〈0|bIIk |Φ〉, (B31)
where |Φ〉 = |ϕ〉|0I〉|0II〉. Analogously, one has
[∂t + 2i(ω¯r − gΛ)] 〈0|a2|Ψ↑〉 = −igq〈0|σ−a|Ψ↑〉 − 2f0Ξ(vt)〈0|a|Φ〉, (B32)
[∂t + i(ωq + ω¯r)] 〈0|σ−a|Ψ↑〉 = −igr〈0|a2|Ψ↑〉 − f0Ξ(vt)〈0|(σ− + Λa)|Φ〉. (B33)
The initial conditions for Eqs. (B29)–(B33) are zero.
Equations of motion for 〈0|bIIk |Φ〉, 〈0|a|Φ〉, and 〈0|σ−|Φ〉 read
(∂t + ivk) 〈0|bIIk |Φ〉 = fk〈0|a|Φ〉+ Λfk〈0|σ−|Φ〉, (B34a)
[∂t + i(ω¯r − gΛ)] 〈0|a|Φ〉 = −igq〈0|σ−|Φ〉, (B34b)
[∂t + i(ωq + gΛ)] 〈0|σ−|Φ〉 = −igr〈0|a|Φ〉. (B34c)
The initial conditions (at t = 0) for the above set of equations are 〈0|bIIk |Φ〉 = 0, 〈0|a|Φ〉 = λ, and 〈0|σ−|Φ〉 = 1.
Neglecting the terms ∝ λΛ due to the conditions (8) and (86), the solution of Eqs. (B34) is given by
〈0|bIIk |Φ〉 = ifk
[
gq + λ(ωq − vk)
(E+ − vk)(E− − vk)e
−ivkt +
∑
µ=±
µ
gq − λ(ωq − εµ)
(E+ − E−)(Eµ − vk)e
−iEµt
]
, (B35a)
〈0|a|Φ〉 = 1E+ − E−
∑
µ=±
µ [gq − λ(ωq − Eµ)] e−iEµt, (B35b)
〈0|σ−|Φ〉 = − 1E+ − E−
∑
µ=±
µ [ω¯r − g(λ+ Λ)− Eµ] e−iEµt. (B35c)
The system of equations (B29)–(B33) is solved analytically via the Laplace transform. For this task we use
LaplaceTransform and InverseLaplaceTransform functions of the Mathematica system. This approach substan-
tially reduces the computation time to obtain the data from Sec. VII. However, the derived expressions are cum-
bersome, so we do not present them in the paper. The integrals over the wave vectors in Eqs. (B14) and (B23) are
computed numerically employing NIntegrate routine of Mathematica.
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2. Qubit population dynamics
Population of the qubit is determined as Pq(t) = 〈Ψq|σ+σ−|Ψq〉
∣∣
t
. Following the lines of derivation of Eqs. (B18)
and (B25), one obtains
P↓(t) = |Z2(t)|2 = |〈0|σ−|Ψ↓〉|2 (B36)
for the qubit prepared in the ground state and
P↑(t) = |Q2(t)|2 +
∑
α=I,II
∫ ∞
0
dk|Y αk (t)|2
= |〈0|σ−a|Ψ↑〉|2 +
∑
α=I,II
∫ ∞
0
dk |〈0|bαkσ−|Ψ↑〉|2
(B37)
for the qubit prepared in the excited state.
The last term in the second line of Eq. (B37) suggests that we need to determine the matrix element 〈0|bIkσ−|Ψ↑〉.
The evolution equation for the latter is obtained by the replacement of waveguide indices from II to I in Eq. (B31).
Equations of motion for 〈0|bIka|Ψ↑〉 and 〈0|bIk|Φ〉 are derived by the analogous replacement in Eqs. (B30) and (B35a),
correspondingly. The initial conditions are 〈0|bIkσ−|Ψ↑〉
∣∣
t=0
= ξ′(k) and 〈0|bIka|Ψ↑〉
∣∣
t=0
= λξ′(k). For 〈0|bIk|Φ〉 we have
〈0|bIk|Φ〉
∣∣
t=0
= 〈0|bIIk |Φ〉
∣∣
t=0
= 0 implying that 〈0|bIk|Φ〉 = 〈0|bIIk |Φ〉.
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