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Abstract
We study a degenerate oblique derivative problem in Sobolev spaces W2,p(), ∀p> 1, for
uniformly elliptic operators with Lipschitz continuous coefﬁcients. The vector ﬁeld prescribing
the boundary condition becomes tangential to  at the points of a non-empty set and is of
emergent type.
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1. Statement of the problem, historical notes and main results
Let ⊂Rn, n3, be a bounded domain with C1,1-smooth boundary  and l:
 → Rn a unit vector ﬁeld l(x) := (1(x), . . . , n(x)). Setting (x) for the unit
outward normal to  we decompose l into l(x) = (x) + (x)(x) ∀x ∈ . Here,
(x) stands for the projection of l(x) on the tangent hyperplane Tx() to  at x,
and :  → R is the Euclidean inner product (x) = l(x) · (x). Deﬁne
± := {x ∈ : (x)><0} , E := {x ∈ : (x) = 0}
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and suppose these are non-empty sets. Obviously, l(x) is tangential to  at the points
of E while it is directed inward (outward)  as x ∈ − (x ∈ +).
Given a second-order uniformly elliptic operator L, our aim is the study of the
degenerate oblique derivative problem
{
Lu := aij (x)Diju = f (x) in ,
Bu := u/l := i(x)Diu = (x) on  (1.1)
in the framework of Sobolev’s functional scales W 2,p() for any p> 1, in the case of
low regular coefﬁcients of L and B and ﬁeld l which is tangential to  at the points
of E .
Poincaré was the ﬁrst to arrive at a problem of type (1.1) in his studies on theory
of tides [24]. Roughly speaking, (1.1) arises naturally in problems of determining the
gravitational ﬁelds of celestial bodies. It is geometrically clear that, up to a rotation,
the gravitational ﬁeld of the Moon will be tangential to Earth’s surface at the points of
the Equator E . We refer the reader to [11] where a model of (1.1) governs diffraction
of ocean waves by islands, and to [29] which links (1.1) to the gas dynamics. Another
important area where (1.1) plays an essential rôle is the theory of stochastic processes.
Now the operator L describes analytically a strong Markov process with continuous
paths in  (e.g. Brownian motion), while u/l corresponds to reﬂection of the process
along l on  \ E , and to diffusion on  at the points of E .
From a mathematical point of view, (1.1) is not an elliptic boundary value problem
(BVP). In fact, as the general theory teaches, (1.1) is a regular (elliptic) BVP if and
only if the couple (L,B) satisﬁes the Shapiro–Lopatinskij complementary condition
which simply means l must be transversal to  when n3 and |l| = 0 as n = 2. If
l becomes tangential to  then (1.1) is a degenerate BVP and new effects occur in
contrast to the regular case. It turns out that the qualitative properties of (1.1) depend
on the behaviour of l near the set of tangency E and precisely on the way (x)
changes (or no) its sign on -trajectories when these cross E . The main results in this
direction were obtained by Hörmander [8,9], Egorov and Kondrat’ev [4], Maz’ya [15],
Maz’ya and Paneah [16], Melin and Sjöstrand [17], Paneah [21,22], and good surveys
and details can be found in Egorov [3], Popivanov and Palagachev [26] and Paneah
[23]. Problem (1.1) has been studied in the framework of Sobolev spaces Hs(≡ Hs,2)
assuming C∞-smooth data and this naturally involved techniques of pseudo-differential
calculus and Hilbert space approach.
The simplest case arises when , even if zero on E , conserves its sign on . Then
E and l are of neutral type (a terminology coming from the physical interpretation of
(1.1) in the theory of Brownian motion, see [26]) and (1.1) is of Fredholm type (cf.
[4]). Suppose further that  changes its sign from “−” to “+” in positive direction
along the -integral curves through the points of E . Then l is of emergent type and
E is called attracting manifold. The new effect occurring now is that (1.1) admits an
inﬁnite-dimensional kernel [8] and to get a well-posed BVP one has to modify (1.1)
prescribing the values of u on E (cf. [4]). Finally, let the sign of  change from “+”
to “−” along the -trajectories. Now l is of submergent type and E corresponds to a
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repellent manifold. Problem (1.1) has inﬁnite-dimensional cokernel [8] and Maz’ya and
Paneah [16] were the ﬁrst to propose a relevant modiﬁcation of (1.1) by violating the
boundary condition at the points of E . As a result, a Fredholm problem arises, but the
restriction u| has a ﬁnite jump at E . What is the common feature of the degenerate
problems, independent of the type of l, is that the solution “loses regularity” near the
set of tangency from the data of (1.1). (We recall that in the non-degenerate elliptic
case any solution to (1.1) gains two derivatives from f and one derivative from .)
Roughly speaking, the loss of regularity depends on the order of contact between l
and , and this is precisely indicated by the subelliptic estimates obtained for the
solutions of degenerate problems (see [3,6–9,16,23,28]).
Concerning the geometric structure of E , it was initially supposed to be a submanifold
of  of codimension one. Melin and Sjöstrand [17] and Paneah [21,22] were the
ﬁrst to study (1.1) in a more general situation when E is a massive subset of 
(i.e., meas E > 0) allowing E to contain arcs of -trajectories of ﬁnite length. Their
results were extended by Winzell [27,28] who studied (1.1) in the framework of Hölder
spaces assuming C1,-smoothness of the coefﬁcients of L. It is worth noting that l
has automatically an inﬁnite order of contact with  when E is a massive set.
When dealing with non-linear Poincaré problems, however, one has to dispose of
precise information on the linear problem (1.1) with coefﬁcients less regular than C∞
(see [18,25,26]). Indeed, a priori estimates in W 2,p for solutions to (1.1) would easily
imply pointwise estimates for u and Du for suitable values of p> 1 through Sobolev’s
imbedding theorem and Morrey’s lemma. Thus, we are naturally led to consider (1.1)
in strong sense, i.e., to search for solutions lying in W 2,p which satisfy Lu = f almost
everywhere (a.e.) in  and Bu =  holds in the sense of trace on .
We have to mention also the papers [6,7] by Guan and Sawyer, where solvabil-
ity and ﬁne subelliptic estimates have been obtained for (1.1) in Hs,p-spaces (note
Hs,p ≡ Ws,p for integer s). However, [6] treats operators with C∞-coefﬁcients and the
technique involved depends strongly on that requirement, while in [7] the coefﬁcients
are C0,-smooth, but the ﬁeld l is of ﬁnite type, that is, it has a ﬁnite order of contact
with .
The main goal of this article is to study (1.1) in the Lp-Sobolev classes W 2,p()
∀p> 1, in the case of non-smooth data and vector ﬁeld l of emergent type (similar
problem for neutral ﬁeld l has been solved in [14,19] and in [30] in case of parabolic
operators). Precisely, we suppose aij to be Lipschitz continuous near E while only con-
tinuity (and even discontinuity controlled in VMO) is allowed away from E . Similarly,
l is a Lipschitz vector ﬁeld on  with Lipschitz continuous ﬁrst derivatives near E ,
and no restrictions on the order of contact with  are imposed. Regarding the set of
tangency E , we assume it is a submanifold of  of codimension one. At this stage,
it is merely a technical limitation which ensures an essential step towards extension
in a forthcoming paper [20] of the results here obtained to the general situation of
massive set of tangency containing only non-closed l-curves and such of ﬁnite length
(that is, a sort of non-trapping condition to be satisﬁed by E). We assume also that
l is transversal to E . At this point the deep paper of Maz’ya [15], where the ﬁeld
l can be tangent also to E at the points of lower-dimensional submanifolds is worth
noting. Taking account of the degenerate character of (1.1), the author proposed an
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adequate weak formulation of (1.1) and even solved a local-analysis-problem posed by
V. Arnold. Maz’ya’s technique, however, seems inapplicable to our situation because
of its strong dependence on the C∞ structure of (1.1).
As already mentioned, the kernel of (1.1) is of inﬁnite dimension and to get a well-
posed problem, the values of u should be prescribed on E . Thus, instead of (1.1) we
are led to consider the modiﬁed Poincaré problem
{Lu = f in ,
Bu =  on , u =  on E . (1.2)
We set hereafter  to be a closed neighbourhood of E contained in  and assume
aij (x)ij ||2 a.a. x ∈ , ∀ ∈ Rn,  = const> 0, (1.3)
aij ∈C0() ∩ C0,1() ≡ C0() ∩ W 1,∞(), (1.4)
∈C1,1,  ∩ ∈C2,1, (1.5)
{
l∈C0,1() ∩ C1,1( ∩ ) and is of emergent type on E, i.e.,
l is strictly transversal to E and points from − into + on E, (1.6)
E = {x ∈ : (x) = 0} ∈C2,1, codim E = 1. (1.7)
The standard summation convention on repeated indices is adopted throughout, Di :=
/xi , Dij := 2/xixj and Ck,1 stands for the space of functions with Lipschitz
continuous kth order derivatives. Further, Wk,p is the Sobolev space of functions with
Lp-summable weak derivatives up to order k while Ws,p(D), with s > 0 non-integer,
p ∈ (1,+∞) and D ⊂RN , stands for the Sobolev space of fractional order (see [1,10]).
Finally, we use the standard parameterization t →(t, x) for the trajectory (equivalently,
phase curve, integral curve) of a given vector ﬁeld l passing through the point x, that
is, t(t, x) = l ◦ (t, x), (0, x) = x.
Our main result is the next
Theorem 1.1. Assume (1.3)–(1.7). Then the modiﬁed Poincaré problem (1.2) admits a
unique strong solution u∈W 2,p() for any p ∈ (1,+∞) and all f ∈Lp()∩W 1,p(),
∈W 1−1/p,p() ∩ W 2−1/p,p( ∩ ), ∈W 2−1/p,p(E). Moreover,
|u|W 2,p()  C
(|f |Lp() + |f |W 1,p() + ||W 1−1/p,p()
+||W 2−1/p,p(∩) + ||W 2−1/p,p(E)
) (1.8)
with a constant C independent of u.
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Remark 1.2. (1) The continuity assumption on aij ’s can be weakened allowing them to
belong to L∞()∩VMO()∩C0,1(). (VMO is the class of functions with vanishing
mean oscillations, cf. [13].) This really permits the coefﬁcients aij to be discontinuous
away from E . It will be evident from the proofs given below that, instead of the Lp-
theory of BVPs for elliptic equations with continuous coefﬁcients [2,5], one has to use
the Lp-theory of BVPs for operators with VMO principal coefﬁcients (cf. [12,13]).
(2) The constant C in (1.8) depends on n, p, , |aij |
C0(), |aij |C0,1(),|l|C0,1(),|l|C1,1(), the lower bound for the angle between l and E and the respective norms
of the diffeomorphisms which straighten locally  and E . In the sequel, we will use
the same letter C to indicate a generic constant depending only on the quantities listed
above.
(3) As shown in (1.8), (1.1) is really a subelliptic BVP. In fact, suppose for a moment
that l(x) was transversal to , i.e., E = ∅. Then (1.1) is an elliptic BVP and the Lp-
theory of these problems would imply u∈W 3,p() in view of (1.4)–(1.6). Therefore,
the “loss of regularity” (generally 1) of solutions to the degenerate problem (1.2) is
due to the contact of l with the boundary.
(4) The requirement f ∈W 1,p() can be weakened assuming f/L ∈Lp() for an
extension L(x) of l(x) into . Then u/L ∈W 2,p() and (1.8) can be re-
written as
|u|W 2,p(), |u/L|W 2,p()  C
(|f |Lp() + |f/L|Lp() + ||W 1−1/p,p()
+||W 2−1/p,p(∩) + ||W 2−1/p,p(E)
)
. (1.9)
The result of Theorem 1.1 is easily extendable to general elliptic operators
G ≡ aij (x)Dij + bi(x)Di + c(x)
by means of the Riesz–Schauder theory.
Theorem 1.3. Assume (1.3)–(1.7) together with bi, c ∈ C0() ∩ C0,1() and let
L ∈C0,1() ∩ C1,1() be an extension of the ﬁeld l. Then, for any p> 1 there exists
a closed subspace I of ﬁnite codimension in {(f,, ): f ∈Lp(), f/L ∈Lp(),
∈W 1−1/p,p()∩W 2−1/p,p(∩), ∈W 2−1/p,p(E)} such that for each (f,, ) ∈
I the modiﬁed Poincaré problem for the operator G admits a strong solution u∈
W 2,p(). Further, codim I = dim {u∈W 2,p(): Gu = 0 a.e. , u/l = 0 on ,
u = 0 on E}, and if c(x)0 in , then the solution is a unique one and satisﬁes
estimate (1.9).
Let us point out that, in case aij (x)∈L∞() ∩ VMO() ∩ C0,1(), the regularity
assumptions on bi(x)’s and c(x) could be weakened to bi , c∈Lp∗()∩C0,1(), where
p∗ >n if pn and p∗ = p if p>n (see [12,13,19]).
Concluding this introduction, we should mention that the strong solution of (1.2)
belongs to the Hölder class C0,2−n/p() when p ∈ (n/2, n), to C0,() ∀ ∈ (0, 1) if
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p = n, and to C1,1−n/p() if p>n. Thus, our result improves those of Winzell and
Guan–Sawyer since we are dealing with aij ∈C0,1() while aij ∈C1,() in [27] and
aij ∈C∞() in [6]. On the other hand, if l is of ﬁnite type, the result proved here is
weaker than that of [7] because we impose higher regularity on aij ’s (aij ∈ C0,()
in [7]). The price of this is paid, however, by the freedom to deal with vector ﬁelds l
having an arbitrary (even inﬁnite) order of contact with .
The paper is organized as follows. In Section 2 we construct a local solution to
(1.2) near E by reducing solvability of (1.2) to the invertibility of a suitable linear
operator which turns out to be of Fredholm type. Section 3 deals with the uniqueness
questions for the W 2,p-strong solutions of (1.2) for any p> 1. Indeed, if p>n/2,
then u∈C0(), and Aleksandrov’s maximum principle yields the desired uniqueness.
In order to carry out with the case p ∈ (1, n/2], we derive Theorem 3.3 (an improving-
of-summability result), which is also of independent interest. What is surprising here
is that (1.2), even if BVP degenerates and therefore “loses regularity” near E , behaves
like an elliptic problem for what concerns the degree p of integrability. In other words,
the second derivatives of any solution to (1.2) have the same degree of integrability
as f ,  and . It means that a W 2,p-solution to the homogeneous problem (1.2) will
belong to W 2,q for any qp and this easily reduces the uniqueness question to the
case p>n/2. Local solvability of (1.2) away from E is shown in Section 4. By means
of suitable partition of unity we combine in Section 5 the two local solutions into an
approximate global solution of (1.2) and prove Theorems 1.1 and 1.3 by invoking the
Fredholm alternative.
2. Local solvability of (1.2) near E
We start with construction of an extension of the ﬁeld l(x) into . Recall that
to any x ∈R := {x ∈ : dist (x, )  1} there corresponds a unique closest point
y(x) ∈  which realizes the distance d(x) := |x − y(x)| = dist (x, ) (see [5]).
Moreover, d(x) is as regular as , ∇d(x) = (y(x)) and y(x) = x + d(x)∇d(x).
In other words, y(x)∈C0,1(R) ∩ C1,1( ∩ R) and we deﬁne L(x) := l(y(x)) ∀x ∈R.
Later on, L(x) = ((L1(x), . . . , Ln(x)) can be extended in the whole  by preserving
its regularity in such a way that L ∈ C0,1() ∩ C1,1( ∩ ).
Some remarks are in order which regard traces of functions deﬁned in Rn on (n−1)-
dimensional manifolds.
Remark 2.1. Let f ∈Lploc(Rn), p> 1, and H be an (n − 1)-dimensional hypersurface
given by H := {x ∈Rn: xn = (x′), x′ ∈O′ ⊂ Rn−1} with ∈C1,1(O′). Then
the trace f |H is not well-deﬁned because H is a set of zero n-Lebesgue measure.
On the other hand, if f ∈W 1,ploc (Rn), then f |H exists and belongs to the fractional
Sobolev space W 1−1/p,ploc (H). We are interested here in the intermediate situation when
f , f/xn ∈Lploc(Rn). Then, redeﬁning if necessary f on a set of zero measure,
f (x′, xn) is absolutely continuous in xn for almost all x′ and therefore f/xn(x′, xn)
is a.e. classical derivative. This way, we deﬁne the trace f˜ (x′,(x′)) := f |H by the
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Fig. 1. The dashed curves represent trajectories of the ﬁeld ′, parameterized by t → ′(t, x). In
particular, x′ ∈ N , x = ′((x), x′), x′′ = ′((x′′), x′). The other curves are L-trajectories parameterized
by t →(t, x) and x = (s(x′), x′), x′′ = (s(x′′), x′) with x′ ∈ N . (a) A cross-section of the set S;
(b) the set S.
formula
f˜ (x′,(x′)) = f (x′, xn) −
∫ xn
(x′)
f
xn
(x′, s) ds a.a. (x′,(x′)) ∈ H. (2.1)
It follows from Fubini’s theorem that f˜ ∈Lploc(H). Moreover, having f ∈W 2,ploc (Rn)
with f/xn ∈W 2,ploc (Rn)f˜ ∈W 2,ploc (H) and the trace operator f → f˜ is a compact one
considered as mapping from W 2,ploc (R
n) into W 1,ploc (H) (see [1,10]).
We will often apply the above procedure in a more general situation with given
(n−1)-dimensional C1,1-smooth manifold N and a C1,1, unit vector ﬁeld L transversal
to N . Thus, straightening ﬁrst L in a neighbourhood of an arbitrary point of N such
that /L ≡ /xn, N could be represented locally as a graph of ∈C1,1; after that
(2.1) applies. In the sequel we will refer to that procedure as taking trace on N along
the L-trajectories passing through the points of N .
The above observations explain the regularity assumption  ∈ W 2−1/p,p(E) in the
statement of Theorem 1.1. In fact, suppose u∈W 2,p() is a solution of (1.2). Then
u| ∈ W 2−1/p,p() and taking once again trace on the (n−2)-dimensional submani-
fold E of  we should have (u|)|E ∈W 2−2/p,p(E). However, as will be seen below,
the higher-order regularity assumptions on the data near E ensure u/l∈W 2−1/p,p(∩
) and since l is strictly transversal to E , we have really u|E ∈W 2−1/p,p(E).
Returning now to the neighbourhood R of  we deﬁne N := {x ∈R: y(x) ∈ E} and
set (x) := (y(x)) for any x ∈R. It follows from (1.5)–(1.7) that dim N = dim  =
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n−1, N ∈C1,1 and ∈C1,1(∩R). Moreover, ||N | = 1 because of |N = L|N = l|E .
Thus, setting U for the closed neighbourhood of N given by
U := {x ∈ ∩ R: |(x)|1/2},
we obtain the unit vector ﬁeld ′(x) := (x)/|(x)| ∀x ∈U . The strict transversality
of ′ to N ensures that any point x ∈U can be reached from a unique x′ ∈ N
via a trajectory of ′ in the positive/negative direction. Setting t → ′(t, x) for the
integral curve of ′ through x (recall t′(t, x) = ′ ◦ ′(t, x), ′(0, x) = x) we have
x = ′(, x′), x′ ∈ N ,  ∈ R and sign () = sign ((y(x))) (see Fig. 1(a)).
Introduce new coordinates (, , 	) ∈ R×R×Rn−2 in U as follows. For any x ∈U
we set (x) ∈ R to be the length (with sign) of the ′-trajectory connecting x with a
unique x′ ∈ N , i.e., x = ′((x), x′) and sign ((x)) = sign ((y(x))). Deﬁne further
(x) := dist (x′, ) = dist (′(−(x), x), ). Finally, 	(x) ∈ E is given by 	(x) :=
y
(
′(−(x), x)) ∈ E .
Let S be the convex domain drawn in Fig. 1(b) with boundary S ∈C∞ having strictly
positive curvature at  = 4,  = 0. Set S :=
{
x ∈U : 	(x) ∈ E , (((x), (x))∈ ·S}
for  ∈ (0, 0] with 0  1 and ·S standing for the dilation of S of factor . Indeed,
S ⊂U , S ∈C1,1, and if 0 is small enough, then L becomes tangential to S only
at the points of E and these of E := (N ∩ S) \ E = N ∩ S ∩ , while L is
transversal to S \ (E ∪ E) and points outwards (inwards) S at x ∈ S \ (E ∪ E)
when y(x)∈ + (y(x)∈ −). In other words, L is a vector ﬁeld of emergent type
on S. Without loss of generality, we may suppose that the data  and  of (1.2) are
extended to ∈W 2,p(U) and ∈W 2,p(N ), respectively.
Lemma 2.2. Suppose (1.3)–(1.7), p> 1 and let f ∈Lp(U) with f/L ∈Lp(U),
∈W 2,p(U), ∈W 2,p(N ∩ U). Then, if  ∈ (0, 0] is sufﬁciently small, the prob-
lem {Lu = f a.e. in S,
u/L =  on S, u =  on E ∪ E (2.2)
admits a unique solution u∈W 2,p(S). Moreover, u/L ∈W 2,p(S) and
|u|W 2,p(S),
∣∣u/L∣∣
W 2,p(S)
C
(
|f |Lp(S) +
∣∣f /L∣∣
Lp(S)
+ ||W 2,p(S) + ||W 2,p(N∩S)
)
. (2.3)
Proof. Unicity of solution to (2.2) follows from Lemma 3.4 (see Section 3).
To derive solvability of (2.2), consider the following Dirichlet problem in S:{Lw = f/L ∈Lp(S) a.e. in S,
w = ∈W 2−1/p,p on S, (2.4)
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which, in view of the Lp-theory of uniformly elliptic operators (see [2,5]), admits a
unique solution w ∈W 2,p(S).
To proceed further, consider the action of the operator L on the functions deﬁned in
U, which are constant on almost every trajectory of the ﬁeld L. This deﬁnes a second-
order operator L′ on the manifold N , which is uniformly elliptic with a constant
′ = ′(, E,L,L) because of the strict transversality of L to N (a local representation
of L′ is given at the proof of Theorem 3.3 below). Later, each point x ∈U can be
reached from x′ ∈N through an L-trajectory (see Fig. 1(a)). Thus, setting t →(t, x)
for the parameterization of the L-curve through x, for each x ∈U , there exists a unique
value s(x)∈C1,1(U) of the parameter such that (−s(x), x) = x′ ∈ N and without
loss of generality we may assume |s(x)| ∀x ∈ S. Now, for any x′ ∈ N deﬁne the
trace of f on N along the L-trajectories
f˜ (x′) := f (x) −
∫ s(x)
0
f
L
◦ (t, x′) dt, x ∈U. (2.5)
It follows from Remark 2.1 that f˜ is well-deﬁned on N and f˜ ∈Lp(N ).
Set N := N ∩ S and consider the Dirichlet problem
{
L′v = f˜ ∈Lp(N) a.e. in N,
v = ∈W 2−1/p,p on E ∪ E (2.6)
which has a unique solution v ∈W 2,p(N) in view of the uniform ellipticity of L′.
Finally, for a.a. x ∈ S deﬁne
u(x) := v ◦ (−s(x), x) +
∫ s(x)
0
w ◦ (t − s(x), x) dt
= v(x′) +
∫ s(x)
0
w ◦ (t, x′) dt. (2.7)
Obviously, u satisﬁes the boundary conditions in (2.2) and, keeping in mind the regu-
larity of v, w, (·, ·) and s(x), we have
|Lu|Lp(S),
∣∣∣∣(Lu)L
∣∣∣∣
Lp(S)
C
(
|f˜ |Lp(N) +
∣∣f /L∣∣
Lp(S)
+ ||W 2,p(S) + ||W 2,p(N)
)
by means of the Lp-estimates for solutions to (2.4) and (2.6). Therefore, subtracting a
function of the type (2.7), we may consider hereafter (2.2) with homogeneous boundary
data  ≡ 0 and  ≡ 0.
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Let Hp be the linear space
{
f ∈Lp(S): f /L ∈Lp(S)
}
equipped with the norm
‖f ‖Hp := |f˜ |Lp(N) + 1−1/p
∣∣f /L∣∣
Lp(S)
.
Trace (2.5) is uniquely deﬁned by f and f/L and therefore ‖ · ‖Hp is a norm under
which Hp becomes a Banach space.
We deﬁne now the operator A:Hp →Hp as Af := Lu, where u is given by (2.7)
with v and w solutions to (2.4) and (2.6), respectively, with  ≡ 0 and  ≡ 0. Our aim
will be to show that A = IdHp +K+F with a compact operator K and a mapping F
whose norm becomes small when  is small enough. For considering the differential
operators
L1 :=
(
akj (x)DkjL
i(x)
)
Di, L2 :=
(
2akj (x)DkLi(x) − Dkaij (x)Lk(x)
)
Dij
with L∞-coefﬁcients, it is clear that the commutator
[
L, L
]
= L L − LL equals
L1 + L2 whence
L1u + L2u = Lw − (Lu)/L a.e. S.
An integration along the L-trajectory through x ∈ S gives
Lu(x) =Lu(x′) +
∫ s(x)
0
(Lw − L1u − L2u) ◦ (t, x′) dt
=Lu(x′) +
∫ s(x)
0
f
L
◦ (t, x′) dt −
∫ s(x)
0
(L1u + L2u) ◦ (t, x′) dt
as consequence of (2.4), with x′ = (−s(x), x) ∈ N. Later on, (2.7) implies that
Lu(x) = L′v(x′) + L′1w(x) +
∫ s(x)
0
(L′2w) ◦ (t, x′) dt a.a. x ∈ S,
where L′i , i = 1, 2, is a differential operator of order i. Thus, setting T for the trace
operator T : W 1,p(S)→Lp(N) we get Lu(x′) = L′v(x′) + (T ◦ L′1w)(x′) whence
Lu(x′) = f˜ (x′) + (T ◦ L′1w)(x′) = f (x) −
∫ s(x)
0
f
L
◦ (t, x′) dt + (T ◦ L′1w)(x′)
D.K. Palagachev / Journal of Functional Analysis 229 (2005) 121–142 131
as follows from (2.6) and (2.5). Therefore
Lu(x) = f (x) + (T ◦ L′1w)(x′) −
∫ s(x)
0
(L1u) ◦ (t, x′) dt︸ ︷︷ ︸
=:Kf (x)
−
∫ s(x)
0
(L2u) ◦ (t, x′) dt︸ ︷︷ ︸
=:Ff (x)
.
Before proceeding further, we point out that for each x′ ∈ N the L-trajectory through
x′ intersects S at exactly two points x± such that (s(x±), x′) = x±, s(x±)><0.
Then 0<s(x′) := s(x+)− s(x−)2. This way, for any function g ∈L1(S), Fubini’s
theorem yields
∫
S
g(x) dx =
∫
N
dx′
∫ s(x+)
s(x−)
g ◦ (t, x′) dt.
With this tool at hand, it is easy to verify that
∣∣∣∣∣
∫ s(x)
0
g ◦ (t, x′) dt
∣∣∣∣∣
Lp(S)
21/p|g|Lp(S) ∀g ∈Lp(S) (2.8)
by Jensen’s integral inequality and s(x). Further, thinking of f˜ in (2.5) as a function
extended from N as constant on the L-curve through any x′ ∈ N, we get
|f˜ |Lp(S) = |s(x′)1/pf˜ (x′)|Lp(N)C
(
|f |Lp(S) + 
∣∣f /L∣∣
Lp(S)
)
. (2.9)
Claim 2.1. K is a compact operator for any ﬁxed  ∈ (0, 0].
For,
|K˜f |Lp(N) =
∣∣T ◦ L′1w∣∣Lp(N) C ∣∣L′1w∣∣W 1,p(S) C |w|W 2,p(S) C ∣∣f /L∣∣Lp(S)
as a consequence of the Lp-estimates for (2.4) and the continuity of the trace operator
T . Further, using (2.8), (2.9) and s(x′)220, we get
∣∣∣∣ L (Kf )
∣∣∣∣
Lp(S)
 C
⎛⎝|L1v|Lp(S) + |w|Lp(S) +
∣∣∣∣∣
∫ s(x)
0
L1w ◦ (t, x′) dt
∣∣∣∣∣
Lp(S)
⎞⎠
 C
(
1/p |L1v|Lp(N) + |w|Lp(S) +  |L1w|Lp(S)
)
 C
(
1/p |v|W 1,p(N) + |w|W 1,p(S)
)
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 C
(
1/p |v|W 2,p(N) + |w|W 2,p(S)
)
 C
(
1/p|f˜ |Lp(N) +
∣∣f /L∣∣
Lp(S)
)
.
This way,
‖Kf ‖Hp = |K˜f |Lp(N) + 1−1/p
∣∣(Kf )/L∣∣
Lp(S)
 C
(∣∣T ◦ L′1w∣∣Lp(N) +  |v|W 1,p(N) + 1−1/p |w|W 1,p(S))
 C
(
|w|W 2,p(S) +  |v|W 2,p(N) + 1−1/p |w|W 2,p(S)
)
 C max{−1+1/p, , 1}‖f ‖Hp . (2.10)
Therefore, Kf ∈Hp for any ﬁxed  ∈ (0, 0]. To get the desired compactness of
K: Hp →Hp, we let {f} to be a bounded sequence in Hp. It then follows, by
means of the Lp-estimates for (2.6) and (2.4), that the sequences {v} and {w} of
respective solutions are bounded in W 2,p(N) and W 2,p(S), respectively. In view
of the compactness of the imbedding W 2,p ↪→ W 1,p, there will be convergent (in
W 1,p) subsequences, still denoted by {v} and {w}. Moreover, {L′1w} is bounded in
W 1,p(S) and therefore {T ◦L′1w(x′)} converges in Lp(N) because the trace operator
T : W 1,p(S)→Lp(N) is compact (cf. [10]). This way, (2.10) gives∥∥K(f−f
)∥∥Hp
C
( ∣∣(T ◦L′1)(w−w
)∣∣Lp(N) + ∣∣v−v
∣∣W 1,p(N) + ∣∣w−w
∣∣W 1,p(S) ).
Since the right-hand side above tends to 0 as , 
→ 0, {Kf} is a Cauchy sequence
in Hp and therefore convergent in the norm ‖ · ‖Hp . This proves the compactness of
K: Hp → Hp for any ﬁxed  ∈ (0, 0].
Claim 2.2. ‖F‖Hp →Hp < 1 for  small enough.
Recall the deﬁnition of F , estimates (2.8) and (2.9) and |s(x)|. Then F˜f = 0
and
‖Ff ‖Hp = 1−1/p
∣∣(Ff )/L∣∣
Lp(S)
= 1−1/p |L2u|Lp(S)
 C1−1/p
⎛⎝|L2v|Lp(S) + |w|W 1,p(S) +
∣∣∣∣∣
∫ s(x)
0
L2w ◦ (t, x′) dt
∣∣∣∣∣
Lp(S)
⎞⎠
 C1−1/p
(
1/p |L2v|Lp(N) + |w|Lp(S) + |Dw|Lp(S) +  |L2w|Lp(S)
)
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 C
(
 |v|W 2,p(N) + 1−1/p
(
|w|Lp(S) + |Dw|Lp(S) + |D2w|Lp(S)
))
 C
(
|f˜ |Lp(N) + −1/p
(
|w|Lp(S) + |Dw|Lp(S) + |D2w|Lp(S)
))
.
(2.11)
We used here the Lp-estimates for v in N, taking into account that N ∈C1,1 uniformly
in . It is not, however, the case concerning the terms depending on w. In fact, S is
C1,1-smooth but the C1,1-norms of the diffeomorphisms which ﬂatten locally S are
not uniformly bounded in  and one needs precise control on these. For this goal, we
apply a rescaling argument. Remembering (2.4), deﬁne −1·S := {y ∈ Rn: y ∈ S}
and thus (−1·S)∈C1,1 uniformly in  in view of the deﬁnition of S. Further,
W(y) := w(y)∈W 2,p(−1·S) is a strong solution to the Dirichlet problem{
Aij (y)DyiyjW = 2G(y) a.e. −1·S
W = 0 on (−1·S),
(2.12)
with Aij (y) := aij (y), G(y) := f/L(y). The Lp-estimates for (2.12) yield
|W |
W 2,p(−1·S)C(n, p, S)|
2G|
Lp(−1·S),
whence, careful calculation of the seminorms involved gives
|w|Lp(S) +  |Dw|Lp(S) + 2|D2w|Lp(S)C2
∣∣f /L∣∣
Lp(S)
.
This way,
−1/p
(
|w|Lp(S) + |Dw|Lp(S) + |D2w|Lp(S)
)
C(2 + 0)1−1/p
∣∣f /L∣∣
Lp(S)
with a constant C independent of , and (2.11) reads
‖Ff ‖HpC‖f ‖Hp .
Therefore, the norm of the mapping F : Hp →Hp will be less than 1 if  is small
enough.
It follows from Claim 2.2 that IdHp + F is an invertible operator and since K is
compact, the Fredholm alternative asserts dim ker (A) = dim coker (A). Therefore, A
is an operator of full range im (A) ≡ Hp if and only if ker (A) = {0}. The triviality of
the null-space ker (A), however, is obvious. In fact, supposing 0 = f ∈ ker (A), we will
have Lu = Af = 0 a.e. S and since u/L = 0 on S, u|E∪E = 0, the uniqueness
assertion (see Lemma 3.4 below) implies u ≡ 0 in S. This way, w = u/L = 0 a.e.
134 D.K. Palagachev / Journal of Functional Analysis 229 (2005) 121–142
S, v = u|N = 0 whence f/L = Lw = 0 a.e. S, f |N = L′v = 0 a.e. N and
therefore f = 0. This contradiction shows ker (A) = {0}.
To complete the proof of Lemma 2.2, we should only mention that ker (A) = {0} and
im (A)=Hp give that the inverse mapping A−1:Hp →Hp is well deﬁned. Thus, for
any f ∈Hp the unique solution of (2.2) is given by formula (2.7) with v and w solutions
of (2.6) and (2.4) with right-hand sides A−1f |N and (A−1f )/L, respectively. 
3. Uniqueness and improving of summability
We postponed up to this point the treatment of unicity in W 2,p(), ∀p> 1, of
solutions to (1.2) because some of the constructions already used in Section 2 will be
employed. Let us start with the simpler case p>n/2.
Proposition 3.1. Suppose (1.3)–(1.6), p>n/2 and let u∈W 2,p() satisfy Lu = 0 a.e.
in , Bu = 0 on . Then u∈C0() ∩ W 2,nloc () ∩ C1,( \ E) ∀ ∈ (0, 1).
Proof. Indeed, u∈C0() as a consequence of (1.5), p>n/2 and Sobolev’s imbedding
W 2,p() ↪→ C0(). Moreover, Lu = 0∈Lq() ∀q ∈ (1,+∞) and the elliptic interior
regularity theory implies u ∈ W 2,qloc (). In particular, u∈W 2,nloc (). Further on, u/l =
0∈W 2−1/q,q() ∀q ∈ (1,+∞) and l is transversal to  away from E . Then the
Lp-theory of regular oblique derivative problem (cf. [2] if aij ∈C0() and [12,13] if
aij ∈VMO()) gives u∈W 2,q(′) ∀q ∈ (1,+∞), ∀′ ⊂\E , whence u∈C1,(\E)
∀ ∈ (0, 1) by means of Morrey’s lemma [5, Theorem 7.17]. 
Lemma 3.2. Suppose (1.3)–(1.7), p>n/2 and let u∈W 2,p() solve the homogeneous
problem (1.2): Lu = 0 a.e. , Bu = 0 on , u = 0 on E . Then u ≡ 0.
Proof. We argue by contradiction. In view of Proposition 3.1, u∈C0() and supposing
u(x) attains positive values in  we set u(x0) = max u(x)> 0. Indeed, x0 /∈ E .
Assuming x0 ∈ , we obtain u = c = const in  by the Aleksandrov strong interior
maximum principle [5, Theorem 9.6] and Proposition 3.1. However, u = 0 on E whence
c = 0 and therefore x0 /∈ . Finally, suppose x0 ∈  \ E . Then Proposition 3.1 gives
u/l∈C0(\E) while l(x0) ·(x0)><0 if x0 ∈ ±. Thus, the boundary point lemma
(see [5, Lemma 3.4]) would imply u/l(x0)>< 0 if x0 ∈ ± which contradicts the
boundary condition. Therefore, u0 in .
In the same manner, one gets u0 in  whence u ≡ 0. 
To extend Lemma 3.2 to the case p ∈ (1, n/2] we note, ﬁrst of all, that p>n/2
ensures continuity of u in  and thus a possibility to apply maximum principle ar-
guments. When dealing with non-degenerate BVPs, one derives ﬁrstly regularization
properties of the BVP under consideration (i.e., higher regularity of the data implies
D.K. Palagachev / Journal of Functional Analysis 229 (2005) 121–142 135
higher regularity of solution) ensuring this way the necessary smoothness of solu-
tion to the homogeneous BVP and then relies on maximum principle. It is not, how-
ever, the case of the degenerate BVP (1.2). In fact, due to the “loss of smooth-
ness” near E and the limited regularity of coefﬁcients there is no, generally, hope
of success in that undertaking. However, as the next result shows, higher summabil-
ity of the data in (1.2) implies higher summability of the solution and that is all
we need.
Theorem 3.3 (Improving-of-summability). Assume (1.3)–(1.7), 1<pq < + ∞ and
let u∈W 2,p() be a strong solution to (1.2) with f ∈Lq(), f/L ∈Lq(), ∈
W 1−1/q,q() ∩ W 2−1/q,q( ∩ ), ∈W 2−1/q,q(E). Then u∈W 2,q().
Proof. The improving-of-summability away from E follows just as in Proposition 3.1
and is a consequence of the Lp-regularity theory of non-degenerate oblique derivative
problems [12,13]. In other words, u∈W 2,q(′) ∀′ ⊂  \ E and in order to de-
rive Theorem 3.3 it sufﬁces to show u∈W 2,q(). For, setting v := u/L ∈W 1,p()
and taking the difference quotients in L-direction of the equation in (1.2) we re-
alize that v ∈W 2,p() (cf. [5, Lemma 7.24]) and it locally solves the Dirichlet
problem
⎧⎨⎩ a
ij (x)Dij v = f/L − DkaijDijuLk
+2aijDkiuDjLk + aijDkuDijLk ∈Lp() a.e. 
v =  on  ∩ .
(3.1)
Indeed, u∈W 2,q(′) ∀′ ⊂ \ E and therefore the right-hand side of the equation in
(3.1) belongs to Lq(′) whence v ∈W 2,q(′). To get the same regularity of u and v
near the set of tangency E , we recall that for any x ∈ S one has (cf. (2.5))
u(x) = u˜(x′) +
∫ s(x)
0
v ◦ (t, x′) dt, x′ ∈N, x = (s(x), x′), (3.2)
where u˜ is the trace of u on N along the L-trajectories. It follows from Remark 2.1
that u˜ ∈ W 2,p(N). Let x′0 ∈ N be an arbitrary point. Since the ﬁelds L are strictly
transversal to N there exist an n-dimensional neighbourhood O of x′0 and a C1,1-
diffeomorphism which straightens L in O such that /L ≡ /xn with respect to a
new coordinate system centred at x′0. Moreover, N∩O admits the local representation
xn = (˜x) for each x˜ = (x1, . . . , xn−1) belonging to a neighbourhood O˜ of the origin
in Rn−1. Then
Lu ≡
n−1∑
i,j=1
aij (x)Diju +
n−1∑
i=1
ain(x)Di
(

L
u
)
+ ann(x) 
L
(

L
u
)
a.e. S ∩O
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and taking traces on N ∩O along the L-curves leads to
L′u˜ :=
n−1∑
i,j=1
aij (˜x,(˜x))Dij u˜ = F˜ := f˜ −
n−1∑
i=1
ain(˜x,(˜x))D˜iv − ann(˜x,(˜x))˜v/L
+
n−1∑
i=1
Ai(˜x,(˜x))D˜iv + A(˜x,(˜x))˜v a.a. (˜x,(˜x))∈N ∩O
with suitable Ai,A∈L∞(N ∩ O). We have f, f/L ∈Lq() and thus
f˜ ∈Lq(N) (cf. (2.5) and Remark 2.1). Further, v ∈W 2,p(S), Dv ∈W 1,p(S) whence
v˜, D˜iv,
˜v/L ∈Lr(N∩O) with r = (n−1)p/(n−p) if p<n and any r > 1 if pn
(see [1, Lemma 5.19; 10, Theorems 6.4.1, 6.4.2]). Therefore, −∑n−1i=1 ain(˜x,(˜x))
D˜iv−ann(˜x,(˜x))˜v/L+∑n−1i=1 Ai(˜x,(˜x))D˜iv+A(˜x,(˜x))˜v ∈Lr(N∩O) and thus
F˜ ∈Lq ′(N ∩O) with q ′ = min{q, (n − 1)p/(n − p)} if p<n and q ′ = q otherwise.
Anyway, q ′ >p and
{L′u˜ = F˜ ∈Lq ′(N) a.e. N ∩O,
u˜ = ∈W 2−1/q,q(E) on E ∩O, u˜∈W 2−1/q,q(E) on E ∩O,
whence u˜∈W 2,q ′(N ∩ O). In view of the arbitrariness of the point x′0, we conclude
that u˜∈W 2,q ′(N).
To get increasing of summability for v, we differentiate twice (3.2) and substitute
the derivatives of u into the right-hand side of (3.1), obtaining this way
aij (x)Dij v = F(x) +
∫ s(x)
0
(P2v) ◦ (t, x′) dt,
with F(x) := f/L + P˜2u˜ + P1v. Here Pi , i = 1, 2, is a differential operator
of order i with L∞-coefﬁcients, while P˜2 is a second-order operator on N. Thus,
P˜2u˜∈Lq ′(S) (after extension of u˜ in S as constant along any L-curve through N),
P1v ∈W 1,p(S) ↪→ Lr(S) with r = np/(n−p) if p<n and any r > 1 if pn. There-
fore, F ∈Lq ′′(S) with q ′′ = min{q ′, np/(n − p)} if p<n and q ′′ = q ′ otherwise.
Indeed, q ′′ = q ′ >p and thus v ∈W 2,p(S) solves the non-local Dirichlet problem
{
Lv = F(x) + ∫ s(x)0 (P2v) ◦ (t, x′) dt a.e. S, F ∈Lq ′(S),
v = ∈W 2−1/q,q on S ∩ , v ∈W 2−1/q,q on S \ .
(3.3)
We claim now that v ∈W 2,q ′(S) for  small enough. In fact, take any r ∈ [p, q ′] and
deﬁne the operator C:W 2,r (S)→W 2,r (S) as follows: for each w ∈ W 2,r (S) the
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image Cw is the unique solution Cw ∈ W 2,r (S) of the Dirichlet problem
{
L(Cw) = F(x) + ∫ s(x)0 (P2w) ◦ (t, x′)dt ∈Lr(S) a.e. S,
Cw = ∈W 2−1/q,q on S ∩ , Cw = v ∈W 2−1/q,q on S \ .
We shall prove that C is a contraction for small . For, taking arbitrary w1, w2 ∈
W 2,r (S) one has{
L(Cw1 − Cw2) =
∫ s(x)
0 (P2w1 − P2w2) ◦ (t, x′) dt a.e. S,
Cw1 − Cw2 = 0 on S
and rescaling arguments similar to those already used (see (2.12)) give
|Cw1 − Cw2|W 2,r (S) C
∣∣∣∣∣
∫ s(x)
0
(P2w1 − P2w2) ◦ (t, x′) dt
∣∣∣∣∣
Lr(S)
with C depending on known quantities and 0, but not on . It follows (cf. (2.8)) that
|Cw1 − Cw2|W 2,r (S) C |P2(w1 − w2)|Lr(S) C |w1 − w2|W 2,r (S)
and therefore C will be really a contraction from W 2,r (S) into itself if  is small
enough. Then C admits a unique ﬁxed point in W 2,r (S) for each r ∈ [p, q ′] and since
v ∈W 2,p(S) is already a ﬁxed point (note that v solves (3.3)!), we get v ∈W 2,r (S)
∀r ∈ [p, q ′]. Thus v ∈W 2,q ′(S), u˜∈W 2,q ′(N) and therefore (3.2) yields u∈W 2,q ′(S)
with q ′ >p.
To complete the proof of Theorem 3.3 it remains to iterate the above procedure
ﬁnitely many times with q ′ instead of p until q ′ becomes equal to q. 
We are in a position now to generalize Lemma 3.2 for all values p> 1.
Lemma 3.4. Let p ∈ (1,+∞) and suppose (1.3)–(1.7). Let u∈W 2,p() solve the
homogeneous problem (1.2): Lu = 0 a.e. , Bu = 0 on , u = 0 on E . Then u ≡ 0
in .
Proof. Theorem 3.3 assures u∈W 2,q() for any q > 1. The statement of Lemma 3.4
then follows by choosing q >n/2 and employing Lemma 3.2. 
4. Solvability of (1.2) away from E
Hereafter > 0 will be a ﬁxed number for which Lemma 2.2 holds true.
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Fig. 2. The graphs of ∈C∞(R) and 
∈C∞0 (−3/4, 3/4).
Proposition 4.1. There exists a cut-off function ∈C1,1(), such that supp ⊂ S,
/L = 0 in S, 01 and  ≡ 1 in a neighbourhood of E in .
Proof. Deﬁne : N → R on the manifold N such that 01,  ≡ 1 in a small
neighbourhood of E in N while  ≡ 0 in a large enough neighbourhood of E.
Extend  to S as constant on the L-curve through any point of N and set  := 0 in
 \ S. 
Let E˜ ⊂ {x ∈ : (x) = 1}⊂U ∩  be a neighbourhood of E in  such
that ||1/4 there. (Recall that U is a closed neighbourhood of N in  ∩ R where
|(x)|1/2, see Section 2.) Then any point x ∈U ∩  can be reached from some
x′ ∈ E along a trajectory of the ﬁeld ′ = /||. Setting, as before, t →′(t, x) for
the parameterization of the maximal ′-curve through x, we have s˜(x)∈C1,1(U ∩ ),
where ′(−˜s(x), x) = x′ ∈ E . Let  := minx∈(U∩)\E˜ |˜s(x)|> 0 and consider the
functions ∈C∞(R) and 
∈C∞0 (−3/4, 3/4) with plots drawn in Fig. 2.
Deﬁne
l′(x) :=
⎧⎨⎩ l(x), x ∈ 
+ \ E˜,
(˜s(x))l(x) + 
(˜s(x))(x), x ∈ E˜,
−l(x), x ∈ − \ E˜,
′(x) := (x)(± (x)), x ∈ ±,
where ∈C∞() is a cut-off function with  ≡ 0 in a neighbourhood E′ of E in ,
E′ ⊂ E˜,  ≡ 1 on  \ E˜. Finally, take 	 ∈ C∞() with supp 	 ⊂ {x ∈ : (x) = 1},
	0 and consider the regular oblique derivative problem{
(L− 	(x))u1 = f ∈Lp() a.e. ,
u1/l′ = ′ on , (4.1)
which possesses a unique solution u1 ∈W 2,p() (see [13] and note that the ﬁeld l′ is
strictly transversal to .) Moreover,
|u1|W 2,p() C
(
|f |Lp() + |′|W 1−1/p,p()
)
C
(
|f |Lp() + ||W 2−1/p,p()
)
. (4.2)
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Remark 4.2. The support of D (the gradient of the function  constructed in Propo-
sition 4.1) is contained in S and f/L ∈Lp, aij ∈C0,1 therein. Moreover, l′ = ±l,
′ = ± on suppD ∩ ±. This way, u1/L ∈W 2,p(suppD) and satisﬁes⎧⎨⎩ a
ijDij
(
u1/L
)− 	 (u1/L) = f /L + aijDijLkDk(u1) + 2aijDjLkDki(u1)
−DkaijLkDij (u1) + LkDk	u1 a.e. suppD
u1/L =  on suppD ∩ .
Therefore, (4.2) gives
∣∣u1/L∣∣W 2,p(suppD)  C (∣∣f /L∣∣Lp(suppD) + |u1|W 2,p(suppD) + ||W 2−1/p,p())
 C
(
|f |Lp() +
∣∣f /L∣∣
Lp(S)
+ ||W 2−1/p,p()
)
. (4.3)
5. Proof of Theorems 1.1 and 1.3
Let u0 ∈W 2,p(S) and u1 ∈ W 2,p() be the solutions of (2.2) and (4.1), respectively.
Deﬁne the function
u(x) := (x)u0(x) + (1 − (x))u1(x) a.a. x ∈  (5.1)
with  as in Proposition 4.1 and (x)u0(x) := 0 whenever  = 0. It is clear that u(x)
satisﬁes the boundary conditions in (1.2). In fact, u|E = u0|E = . Further, (x) = 1
on E˜ and therefore u/l = u0/l =  on E˜. For what concerns ± \ E˜, we have
u1/l = ±u1/l′ = ±′ =  and u/l = u0/l + (1 − )u1/l = . Later
on, Lu = Lu0 + (1 − )Lu1 + Lu0 − Lu1 with ﬁrst-order differential operator
L := 2aij (x)Dj(x)Di + aij (x)Dij(x).
Since supp 	 ⊂ {x ∈ : (x) = 1}, we have (1− (x))	(x) = 0 ∀x ∈  and thus Lu =
f (x) + Lu0 − Lu1 a.e. . Moreover, (Lu)/L ∈Lp(S) and, therefore, subtracting
a function of the type (5.1), we may consider the problem (1.2) with homogeneous
boundary conditions (i.e.,  ≡ 0 and  ≡ 0).
Consider the Banach space H ′p :=
{
f ∈Lp(): f /L ∈Lp(S)
}
endowed with the
norm
‖ · ‖H ′p := | · |Lp() + |(·)/L|Lp(S)
and deﬁne the operator A′:H ′p →H ′p by A′f := Lu where u is given by (5.1).
Indeed, A′ = IdH ′p +K′ where K′f = Lu0 − Lu1.
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Claim 5.1. K′:H ′p →H ′p is a compact operator.
Note suppL ⊆ suppD⊂ S and use (2.3) and (4.2) to obtain∣∣K′f ∣∣
Lp() = |L(u0 − u1)|Lp()C
(|u0|W 1,p(S) + |u1|W 1,p())
 C
(|u0|W 2,p(S) + |u1|W 2,p()) C (|f |Lp() + ∣∣f /L∣∣Lp(S)) .
Further, Proposition 4.1, (2.3), (4.2) and (4.3) give∣∣(K′f )/L∣∣
Lp(S)
 C
( |u0|W 1,p(S) + |u1|W 1,p() + ∣∣(u0 − u1)/L∣∣W 1,p(suppD) )
 C
(
|u0|W 2,p(S) + |u1|W 2,p() +
∣∣u0/L∣∣W 2,p(S)
+ ∣∣u1/L∣∣W 2,p(suppD))
 C
( |f |Lp() + ∣∣f /L∣∣Lp(S) )
and the compactness of the imbedding W 2,p ↪→ W 1,p implies that K′ is a compact
mapping.
Therefore, A′ = IdH ′p+K′ is a Fredholm operator and dim ker (A′) = dim coker (A′).
In particular, A′ will be of full range (im (A′) = H ′p) if and only if ker (A′) = {0}.
Claim 5.2. ker (A′) = {0}.
We argue by contradiction. Supposing there exists 0 = f ∈ ker (A′), we have A′f =
0 = Lu a.e. . Moreover, u/l = 0 on , u|E = 0 and Lemma 3.4 implies that u ≡ 0
in . Since  ≡ 0 in  \ S, (5.1) gives u1 = 0 there, whence f = (L− 	(x))u1 = 0
a.e.  \ S.
To get f = 0 a.e. S, we will prove that u0 = u1 in S. For, (5.1) and u ≡ 0 yield
u0 = 0 a.e. {x: (x) = 1}. In particular, supp 	⊂{x:  = 1} and therefore 	(x)u0(x) = 0
in {x:  = 1} and thus also in S (note 	 ≡ 0 on S \ {x:  = 1}). Therefore,
(L− 	(x))(u1 − u0) = (L− 	(x))u1 − Lu0 + 	(x)u0 = 0 a.e. S. (5.2)
We have (x) = 0 and u1(x) = u(x) = 0 for x near S \ , whence
(u1 − u0)/L = 0 on S \ , u1 − u0 = 0 on E. (5.3)
Further, u0/l = 0 on S ∩  whereas u1/l = ±u1/l′ on {x ∈ : l′ = ±l}
and therefore
(u1 − u0)/l′ = 0 on {x ∈ : l′(x) = ±l(x)}. (5.4)
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Concerning {x ∈ : l′(x) = ±l(x)}, there is a neighbourhood of this set fully con-
tained in {x:  = 1}, and (5.1) gives u0 = 0 therein. Thus u0/l′ = 0 on {x ∈
: l′ = l} and
(u1 − u0)/l′ = 0 on {x ∈ : l′(x) = ±l(x)}. (5.5)
Now, arguing as in Lemma 3.4, (5.2)–(5.5) imply that u1 = u0 in S whence u0 =
u1 = 0 in S as it follows from (5.1) and u ≡ 0 in . Thus f = Lu0 = 0 in S.
Therefore, f ≡ 0 in  and this proves the triviality of the null-space ker (A′).
With Claims 5.1 and 5.2 at hand, the proof of Theorem 1.1 completes by the Fred-
holm alternative. In particular, since A′:H ′p →H ′p is an invertible operator, the solution
of (1.2) will be given by (5.1), where u0 and u1 solve (2.2) and (4.1), respectively,
with right-hand side A′−1f .
The proof of Theorem 1.3 follows that of Theorem 1.1 with the necessary modiﬁ-
cations. Precisely, the operator A′:H ′p →H ′p should be deﬁned as A′f = Gu with u
given by (5.1). Thus A′ = IdH ′p +K′, where K′f =
(L+biDi+(biDi +c))u0−(L+
biDi+ (1 − )(biDi + c + 	)
)
u1 and L as before. The compactness of K′:H ′p →H ′p
ensures A′ is a Fredholm operator and therefore dim ker (A′) = dim coker (A′)<∞
with ker (A′) = {0} when c(x)0 (note that Lemma 3.4 remains valid also for the
operator G with c(x)0). The details are left to the reader.
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