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Abstract
The minimum number of complete bipartite subgraphs needed to partition the edges of a graph G is
denoted by b(G). A known lower bound on b(G) states that b(G)  max{p(G), q(G)}, where p(G) and
q(G) are the numbers of positive and negative eigenvalues of the adjacency matrix of G, respectively. When
equality is attained, G is said to be eigensharp and when b(G) = max{p(G), q(G)} + 1, G is called an
almost eigensharp graph. In this paper, we investigate the eigensharpness of graphs with at most one cycle
and products of some families of graphs. Among the other results, we show that Pm ∨ Pn, Cm ∨ Pn for
m ≡ 2, 3 (mod 4) and Qn when n is odd are eigensharp. We obtain some results on almost eigensharp graphs
as well.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout this paper, G denotes a finite, undirected and simple graph with vertices
{1, 2, . . . , n}. For terminology and notation on graphs, the reader is referred to [1]. The set
of eigenvalues of A(G), the adjacency matrix of G, is called the spectrum of G and written as
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spec(G). If λi , 1  i  t , are the distinct eigenvalues of A(G) with multiplicity mi , then we write
spec(G) =
(
λ1 λ2 · · · λt
m1 m2 · · · mt
)
.
Let r(G) = max{p(G), q(G)}, where p(G) and q(G) denote the numbers of positive and
negative eigenvalues of G, respectively. Also, the characteristic polynomial of A(G) is denoted
by PG(x). Let b(G) be the minimum number of complete bipartite subgraphs needed to partition
the edges of graph G. One motivation for studying b(G) is minimizing storage space; listing
the subgraphs in a minimum complete bipartite decomposition of G never takes more space
than the adjacency list representation. This parameter was first studied by Graham and Pollak in
[5] for complete graphs. Their motivation was a network addressing problem. It is known that
b(G)  r(G) [5]. When r(G) = b(G),G is said to be eigensharp [7] and when b(G) = r(G) + 1,
G is called an almost eigensharp graph. If we partition the edges of G into stars, then the bound
b(G)  n − α(G) is obtained, where α(G) is the independence number of G.
Eigensharp graphs include:
(a) Complete graphs [5]; complete multipartite graphs [2]; trees; cycles Cn with n = 4 or
n /= 4k; prisms Cn × K2 with n /= 3k; Möbius ladders Mn with n = 3 or n /= 3k; and weak
products of some graphs [7];
(b) Complements of cycles Cn when n ≡ 1 (mod 3) or n = 5 [6];
(c) Complement of a forest whose components are paths [9].
For further interesting results about eigensharp graphs, we refer the reader to [2,6–9].
2. Graphs with at most one cycle
In [7], it is shown that every tree is eigensharp. In this section we generalize that result. In fact
we classify all the graphs with at most one cycle, regarding their eigensharpness. Let us begin
with cycles.
Lemma 1 [7]. For the graph Cn the following hold:
(i) If n ≡ 2 (mod 4), n ≡ 3 (mod 4) or n = 4, then b(Cn) = q(Cn) = n2  and Cn is eigen-
sharp;
(ii) If n ≡ 1 (mod 4), then b(Cn) = p(Cn) = n2  and Cn is eigensharp;(iii) If n ≡ 0 (mod 4), and n /= 4, then b(Cn) = q(Cn) + 1 and Cn is almost eigensharp.
Proof. It is well known that [3, p. 72] spec(Cn) = {2 cos 2πjn |0  j < n}. If n4 < j < 3n4 , then
π
2 <
2πj
n
< 3π2 and hence 2 cos
2πj
n
is a negative number. Using stars for decomposing, we have
b(Cn) = n2  for n /= 4. If n = 4k + 2, then q(Cn) = 2k + 1 = n2  and if n = 4k + 3, then
q(Cn) = 2k + 2 = n2 . The proofs of the other cases are similar. 
We make frequent use of the Interlacing Theorem (cf. [3, p. 19]). An easy consequence of this
is stated below.
Theorem 2. Let G be a graph and v ∈ V (G). Suppose the eigenvalues of G and G\{v} are
λ1  · · ·  λn and λ′1  · · ·  λ′n−1, respectively. Then
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λ1  λ′1  λ2  λ′2  · · ·  λ′n−1  λn.
Moreover, if H is an induced subgraph of G, then p(G)  p(H), q(G)  q(H), and r(G) 
r(H).
Lemma 3. Let G be a graph and v a pendant vertex of G where u is the neighbor of v. Then
b(G) = b(G\{u, v}) + 1.
Proof. Note that for any graph H , and for each x ∈ V (H),
b(H\{x})  b(H). (2.1)
This holds because for any given partition of E(H) into bicliques, if x is deleted from the
bicliques containing it, a partition of E(H\{x}) into the same number of bicliques is obtained.
Now, consider the partition of E(G) into b(G) bicliques. The biclique covering edge uv must be
a star (possibly K2). A biclique partition of G\{u, v} can be obtained from a partition of G by
removing the star containing the edge uv and deleting v from the remaining bicliques. This gives
the result. 
For convenience in the proof of next theorem we introduce a family of graphs as below. A
graph is said to be a unicyclic graph if it contains exactly one cycle. Let G be a graph, H an
induced subgraph of G, and v ∈ V (G)\V (H). The distance of v from H is the number of edges
of the shortest path from v to a vertex of H . LetA be the set of all unicyclic graphs where the
cycle C has order 4k, k  2, such that either G = C or all the pendant vertices of G have an even
distance from C.
It is known that [7] all trees are eigensharp. Here we show that any unicyclic graph is either
eigensharp or almost eigensharp. We characterize both classes.
Theorem 4. Let G be a connected graph with exactly one cycle. If G /∈A, then G is eigensharp
and if G ∈A, then G is almost eigensharp.
Proof. Suppose that G /∈A. We use induction on the order of G. If G is a cycle, by Lemma
1 we are done. So we may assume that G has a pendant vertex, say u. Let v be the unique
vertex adjacent to u. We may choose u in such a way that G\{u, v} is the union of a nontriv-
ial graph, say H , and possibly some isolated vertices. Obviously H /∈A. So by the induction
hypothesis, H is eigensharp and so b(H) = r(H). Let the order of H be n. Then H has a
subgraph T of order n − 1 which is a tree. Since the spectrum of every bipartite graph is sym-
metric around the origin, p(T ) = q(T ). Now Theorem 2 implies that |p(H) − q(H)|  1. Due
to a well-known result (see, e.g. [3, p. 234]), the number of zero eigenvalues of a graph is
not changed after deleting a pendant vertex and its neighbor. As a special case of this result,
p(G) + q(G) = p(H) + q(H) + 2. Therefore, r(G)  r(H) + 1 = b(H) + 1. So by Lemma
3, r(G) = b(G) and G is eigensharp.
Now let G ∈A. If G is a C4k , k  2, by Lemma 1 we are done. So assume that G has a
pendant vertex. Let H be the same as previous case. Bearing in mind the definition of A, we
see that the graph H has a cycle C of order 4k, k  2, such that all the pendant vertices (if any)
of H have an even distance from C. So H ∈A, and by the induction hypothesis H is almost
eigensharp. On the other hand G and H are bipartite, thus r(G) = r(H) + 1. So by Lemma 3, G
is almost eigensharp. 
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3. The join of two graphs
The join of two vertex-disjoint graphs G1 and G2, denoted by G1 ∨ G2, is the graph consisting
of the union G1 ∪ G2, together with all edges of type v1v2 such that v1 ∈ V (G1) and v2 ∈ V (G2).
In this section, we treat the eigensharpness of the join of two regular graphs, and also the eigen-
sharpness of Pm ∨ Pn and Cm ∨ Pn. The characteristic polynomial of the join of G1 and G2 of
orders n and m, respectively is given by the following relation, see [3, p. 57]:
PG1∨G2(x) = (−1)mPG1(x)PG2(−x − 1) + (−1)nPG2(x)PG1(−x − 1)
−(−1)m+nPG1(−x − 1)PG2(−x − 1), (3.1)
where G is the complement of G. Now if Gi’s (i = 1, 2) are ri-regular graphs, then we have [3]
PG1∨G2(x) =
PG1(x)PG2(x)
(x − r1)(x − r2) [(x − r1)(x − r2) − mn]. (3.2)
The following lemma has been proved in [6] and here we give a shorter proof.
Lemma 5. Suppose that Gi’s (i = 1, 2) are ri-regular graphs and G = G1 ∨ G2. Then q(G) =
q(G1) + q(G2) + 1 and p(G) = p(G1) + p(G2) − 1. Hence if Gi (i = 1, 2) are eigensharp
graphs with b(Gi) = q(Gi), then G is an eigensharp graph.
Proof. The roots of PG1∨G2(x) are the roots of PG1(x)PG2(x) (except r1 and r2) and the roots of
(x − r1)(x − r2) − mn, which have opposite signs. Therefore, q(G) = q(G1) + q(G2) + 1 and
p(G) = p(G1) + p(G2) − 1. If Gi (i = 1, 2) are eigensharp with b(Gi) = q(Gi), then clearly
b(G)  b(G1) + b(G2) + 1 = q(G) and hence G is an eigensharp graph. 
Corollary 6. The graph Cm ∨ Cn is
(i) eigensharp for m, n ∈ {4k + 2, 4k + 3|k = 0, 1, 2, . . .} ∪ {4},
(ii) either eigensharp or almost eigensharp for m ∈ {4k + 2, 4k + 3|k = 0, 1, 2, . . .} ∪ {4} and
n ∈ {4k, 4k + 1|k = 0, 1, 2, . . .}\{4}.
Proof. (i) It follows from Lemmas 1 and 5.
(ii) It is clear that b(Cm ∨ Cn)  b(Cm) + b(Cn) + 1. From Lemmas 1 and 5, b(Cm ∨ Cn) 
r(Cm ∨ Cn) = q(Cm) + q(Cn) + 1 = b(Cm) + b(Cn). 
Corollary 7. (i) The wheel Wn is eigensharp when n ≡ 3 (mod 4), n ≡ 0 (mod 4) or n = 5 and
it is almost eigensharp otherwise.
(ii) If M is a maximal matching in W2n+1 which does not contain any edge incident to the
vertex of maximum degree, then W2n+1\M is an eigensharp graph.
Proof. (i) Note that Wn = Cn−1 ∨ K1. By Lemma 5 and Corollary 6 we are done for n ≡
3 (mod 4) , n ≡ 0 (mod 4) or n = 5. We have r(Wn) = q(Cn−1) + 1 = b(Cn−1) for n ≡ 1,
2 (mod 4), n /= 5. We can partition the edges of Wn by b(Cn−1) + 1 but not b(Cn−1) complete
bipartite graphs. The latter is true because we need at least b(Cn−1) bicliques to partition the
edges of the subgraph Cn−1 of Wn. Each of these bicliques have at most 3 edges, so they cover at
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most 3n−12  edges which is less than the number of edges of Wn. Therefore, in these cases Wn
is almost eigensharp.
(ii) Clearly b(W2n+1\M)  n + 1. On the other hand W2n+1\M = K1 ∨ nK2, thus from (3.2)
one can see that this graph has no zero eigenvalue. Therefore, r(W2n+1\M)  n + 1 and the result
is obtained. 
Remark. We know that K2n = Kn ∨ Kn can be partitioned into 1-factors (perfect matchings).
Since the complement of a forest whose components are paths is eigensharp [9, Theorem 6], if
we remove a 1-factor from K2n, the remaining graph is eigensharp. Now we can choose two 1-
factors M1 and M2 from K2n such that M1 ∪ M2 = kC4 if n = 2k, M1 ∪ M2 = (k − 2)C4 ∪ C10
if n = 2k + 1 (k  2) and M1 ∪ M2 = C6 if k = 1. So form the paragraphs following Lemma
3.4 in [6] and Proposition 3.5 in [6] it follows that K2n\(M1 ∪ M2) is eigensharp if 2n /= 6 and
is not eigensharp if 2n = 6.
We now state the main results of this section. Before that, we note that [3, p. 73] spec(Pn) =
{2 cos 2πi
n+1 |1  i  n}. Being a tree ([7], see also [6]), Pn is eigensharp with b(Pn) = 
n2 .
Theorem 8. The graph Pm ∨ Pn is eigensharp.
Proof. First let m and n be even numbers. By Proposition 4.5.5 in [4], for any graphs G and H ,
there exist rational functions fG(x) and fH (x) such that
PK1∨G(x) = PG(x)(x − fG(x)), (3.3)
PG∨H (x) = PG(x)PH (x)(1 − fG(x)fH (x)).
We are going to compute fPn(0). By a relation in [4, p. 60], we have [PK1∨Cn+1(x)]′ = (n +
1)PK1∨Pn(x) + PCn+1(x) and hence
xP ′Cn+1(x) − (n + 1)
P ′Cn+1(x)(x − 2) − PCn+1(x)
(x − 2)2 = (n + 1)PK1∨Pn(x).
On the other hand [3, p. 73], P ′Cn+1(x) = (n + 1)PPn(x). Therefore
xPPn(x) +
PCn+1(x) − (n + 1)(x − 2)PPn(x)
(x − 2)2 = PK1∨Pn(x) = PPn(x)(x − fPn(x)).
If x /= 2 and PPn(x) /= 0, then
fPn(x) =
(n + 1)(x − 2)PPn(x) − PCn+1(x)
(x − 2)2PPn(x)
.
By properties of Chebyshev Polynomials and a relation in [4, p.73], we find
PPn(0) =
{
0, n is odd,
(−1) n2 , n is even, PCn(0) =
⎧⎨
⎩
−2, n is odd,
0, n = 4k,
−4, n = 4k + 2.
Therefore, fPn(0) = (−1)
n/2−(n+1)
2 for n even. Since PPn(0) /= 0 and PPm(0) /= 0 we obtain
that
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PPm∨Pn(0) = PPm(0)PPn(0)(1 − fPn(0)fPm(0))
= PPm(0)PPn(0)
(
1 − (−1)
n/2 − (n + 1)
2
(−1)m/2 − (m + 1)
2
)
/= 0.
Moreover, the sign of PPm∨Pn(0) is (−1)
m+n
2 +1
. So A(Pm ∨ Pn) has full rank and p(Pm ∨
Pn) /= q(Pm ∨ Pn). The latter holds because if p(Pm ∨ Pn) = q(Pm ∨ Pn) then q(Pm ∨ Pn) =
m+n
2 which implies that the sign of PPm∨Pn(0) be (−1)
m+n
2
. Thus r(Pm ∨ Pn)  m2 + n2 + 1.
Since b(Pm ∨ Pn)  b(Pm) + b(Pn) + 1 = m2 + n2 + 1, the result follows. If m is odd and n is
even, by Theorem 2 we have
r(Pm ∨ Pn)  r(Pm−1 ∨ Pn)  m − 12 +
n
2
+ 1  b(Pm ∨ Pn).
So Pm ∨ Pn is eigensharp. If both m and n are odd, the result is obtained similarly. 
Theorem 9. The graph Cm ∨ Pn is
(i) eigensharp for m ≡ 2, 3 (mod 4),
(ii) either eigensharp or almost eigensharp for m ≡ 1 (mod 4).
Proof. First let n be even. Since m ≡ 0 (mod 4), PCm(0) /= 0. Keeping the notations of the proof
of Theorem 8, from (3.2) and (3.3) it follows that fCm(x) = −mx−2 . So PCm∨Pn(0) is not zero and
its sign is (−1) n2 . The possible cases are summarized in the table below:
m n p q Parity r b Type
of q
4k + 1 4t 2k + 2t + 1 2k + 2t + 1 Odd 2k + 2t + 1 2k + 2t + 2 Almost
4k + 2 4t 2k + 2t + 1 2k + 2t + 2 Even 2k + 2t + 2 2k + 2t + 2 Eigensharp
4k + 3 4t 2k + 2t + 1 2k + 2t + 3 Odd 2k + 2t + 3 2k + 2t + 3 Eigensharp
4k + 1 4t + 2 2k + 2t + 1 2k + 2t + 3 Even 2k + 2t + 2 2k + 2t + 3 Almost
4k + 2 4t + 2 2k + 2t + 1 2k + 2t + 4 Odd 2k + 2t + 3 2k + 2t + 3 Eigensharp
4k + 3 4t + 2 2k + 2t + 1 2k + 2t + 5 Even 2k + 2t + 4 2k + 2t + 4 Eigensharp
For instance, if m = 4k + 1, and n = 4t , by Theorem 2 and Lemma 5
p(Cm ∨ Pn)  p(C4k+1 ∨ C4t+1) = p(C4k+1) + p(C4t+1) − 1 = 2k + 2t + 1,
q(Cm ∨ Pn)  q(C4k+1 ∨ C4t+1) = q(C4k+1) + q(C4t+1) + 1 = 2k + 2t + 1.
On the other hand m + n is odd, and the sign of PCm∨Pn(0) is (−1)
n
2 , thus q should be an odd
number. If q  2k + 2t − 1, thenp  2k + 2t + 2 which is impossible. So r = q = 2k + 2t + 1.
It is seen that b(Cm ∨ Pn)  2k + 2t + 2, so in this case Cm ∨ Pn is either eigensharp or almost
eigensharp. The same approach as in the proof of Theorem 8, yields the result for the case that n
is odd. 
4. Cartesian product of graphs
The Cartesian product of two graphs G1 and G2, denoted by G1 × G2, is the graph with vertex
set V (G1) × V (G2) and with edges (u1, u2)(v1, v2) if and only if
u1 = v1, u2v2 ∈ E(G2) or u2 = v2, u1v1 ∈ E(G1).
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Let G1 and G2 be two vertex-disjoint graphs. Then spec(G1 × G2) = {λ1 + λ2|λ1 ∈ spec(G1),
λ2 ∈ spec(G2)}, see [3, p. 70]. In this section, we consider the Cartesian product of two stars, two
paths, and a path with a cycle.
Theorem 10. The graph K1,n × K1,m is eigensharp when m /= n and it is almost eigensharp
otherwise.
Proof. We know spec(K1,m) =
(√
m −√m 0
1 1 m − 1
)
. So
p(K1,n × K1,m) = q(K1,n × K1,m) = r(K1,n × K1,m) =
{
m + n, m /= n,
m + n − 1, m = n.
Let V (K1,n) = {0, 1, 2, . . . , n} and V (K1,m) = {0, 1, 2, . . . , m}, where 0 denotes the vertex of
maximum degree in each graph. Clearly {(i, j)|i, j /= 0} ∪ {(0, 0)} is an independent set inK1,n ×
K1,m, so α(K1,m × K1,n)  mn + 1. Therefore
b(K1,m × K1,n)  (m + 1)(n + 1) − (mn + 1) = m + n. (4.1)
For the second part, consider the following subset of edge set of K1,n × K1,n
S = {(j, 0)(j, j + 1)|1  j  n − 1} ∪ {(n, 0)(n, 1)} ∪ {(0, i)(i, i)|1  i  n}.
Note that no pair of edges of S belong to a common biclique of K1,n × K1,n. Therefore, b(K1,n ×
K1,n)  |S| = 2n. So we have the equality by (4.1). 
Theorem 11. If m is even and gcd(n + 1, m2 ) = 1, then Cm × Pn is eigensharp.
Proof. LetV (Cm) = {1, 2, . . . , m} andV (Pn) = {1, 2, . . . , n}. The set {(i, j)|i + j = 2k + 1} is
an independent set of Cm × Pn and it has mn2 elements. Hence α(Cm × Pn)  mn2 and therefore,
b(Cm × Pn)  mn2 . We show that 0 /∈ spec(Cm × Pn). If 0 ∈ spec(Cm × Pn), then there exist
λ1 ∈ spec(Cm) and λ2 ∈ spec(Pn) such that λ1 + λ2 = 0. Therefore, there exists i ∈ {1, . . . , m2 }
and j ∈ {1, . . . , n}, such that 2 cos 2πi
m
= 2 cos πj
n+1 . Since 0 
2πi
m
,
πj
n+1  π , we have
2i
m
=
j
n+1 . Therefore, n + 1|j which is a contradiction. So r(Cm × Pn)  mn2 and this completes the
proof. 
Theorem 12. The graph Pm × Pn is an eigensharp graph when gcd(m + 1, n + 1) = 1.
Proof. We have
spec(Pm × Pn) =
{
2 cos
πi
n + 1 + 2 cos
πj
m + 1 |1  i  n, 1  j  m
}
.
First we show that 0 /∈ spec(Pm × Pn). Otherwise, there exist λ ∈ spec(Pn) and λ′ ∈ spec(Pm)
such that λ + λ′ = 0. Hence there exist i ∈ {1, 2, . . . , n} and j ∈ {1, 2, . . . , m} such that
2 cos πi
n+1 = 2 cos πjm+1 . Therefore, in+1 = jm+1 and consequently, m + 1|j which is a contradic-
tion. Hence, r(Pm × Pn)  mn2 . We may assume that m is even. Then Pm × Pn has a vertex cover
set of size mn2 . So Pm × Pn can be decomposed into mn2 stars. This yields b(Pm × Pn)  mn2 . 
The n-cube graph, denoted by Qn, is defined inductively as follows. Let Q1 = K2, and Qn =
Qn−1 × K2 for n  2. In the following we study the eigensharpness of Qn.
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Lemma 13. b(Qn) = 2n−1 for n  3.
Proof. The result is clear for n = 3. Suppose that n  4. The only complete bipartite subgraphs
of Qn are K2,2 and K1,m for 1  m  n. If n  4, then K1,n is the largest complete bipartite
subgraph of Qn. Hence b(Qn)  2n−1. On the other hand, Qn is a regular bipartite graph. So
b(Qn)  2n−1. 
Theorem 14. The graph Qn is eigensharp if and only if n is odd or n = 2.
Proof. Q1 = K1,1 and Q2 = K2,2 which are eigensharp. Let n  3. Since Qn is a regular bipar-
tite graph, λ ∈ spec(Qn) if and only if −λ ∈ spec(Qn) with the same multiplicity. Therefore,
r(Qn)  2n−1. Now since spec(Q2) =
(
0 2 −2
2 1 1
)
, by induction on n, we have 0 ∈ spec(Q2n).
Hence r(Q2n) < 22n−1 and Q2n is not eigensharp. By the same argument 0 /∈ spec(Q2n+1) and
therefore, r(Q2n+1) = 22n. 
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