Affine Cellularity of Khovanov-Lauda-Rouquier algebras in type A by Kleshchev, Alexander S. et al.
ar
X
iv
:1
21
0.
65
42
v1
  [
ma
th.
RT
]  
24
 O
ct 
20
12
AFFINE CELLULARITY OF
KHOVANOV-LAUDA-ROUQUIER ALGEBRAS IN TYPE A
ALEXANDER S. KLESHCHEV, JOSEPH W. LOUBERT,
AND VANESSA MIEMIETZ
Abstract. We prove that the Khovanov-Lauda-Rouquier algebras Rα
of type A∞ are (graded) affine cellular in the sense of Koenig and Xi.
In fact, we establish a stronger property, namely that the affine cell
ideals in Rα are generated by idempotents. This in particular implies
the (known) result that the global dimension of Rα is finite, and yields
a theory of standard and reduced standard modules for Rα.
1. Introduction
The goal of this paper is to establish (graded) affine cellularity for the
Khovanov-Lauda-Rouquier algebras Rα of type A∞ in the sense of Koenig
and Xi [14]. In fact, we construct a chain of affine cell ideals in Rα which
are generated by idempotents. This stronger property is analogous to quasi-
heredity for finite dimensional algebras, and by a general result of Koenig
and Xi [14, Theorem 4.4], it also implies finite global dimension of Rα. Thus
we obtain a new proof of a recent result of Kato [9] and McNamara [16] in
type A over an arbitrary field. As another application, we automatically get
a theory of standard and reduced standard modules, cf. [9].
The (finite dimensional) cyclotomic quotients of Rα have been shown to
be graded cellular by Hu and Mathas [6]. Their proof uses the isomorphism
theorem from [1], the ungraded cellular structure constructed in [4], and the
seminormal forms of cyclotomic Hecke algebras. The affine cellular structure
that we construct here is combinatorially less intricate and does not appeal
to seminormal forms.
Our affine cellular basis is built from scratch, using only the defining rela-
tions, some weight theory from [13], and a dimension formula [2, Theorem
4.20]. It is not clear whether it can be deduced from the basis in [6] by
a limiting procedure. At any rate, our philosophy is that one should first
construct affine cellular structures and then ‘project’ them to the quotients.
This seems to be the only approach available for Lie types other than A.
We now give a definition of (graded) affine cellular algebra from [14,
Definition 2.1]. For this introduction, we fix a noetherian domain k (later
on it will be sufficient to work with k = Z). By definition, an affine algebra
is a quotient of a polynomial algebra k[x1, . . . , xn] for some n.
Throughout the paper, unless otherwise stated, we assume that all al-
gebras are (Z)-graded, all ideals, subspaces, etc. are homogeneous, and all
homomorphisms are homogeneous degree zero homomorphisms with respect
to the given gradings.
Research supported in part by the NSF grant no. DMS-1161094, the Humboldt Foun-
dation, and the ERC grant PERG07-GA-2010-268109. The paper has been completed at
the University of Stuttgart. The authors thank Steffen Koenig for hospitality.
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Let A be a (graded) unital k-algebra with a k-anti-involution τ . A (two-
sided) ideal J in A is called an affine cell ideal if the following conditions
are satisfied:
(i) τ(J) = J ;
(ii) there exists an affine k-algebra B with a k-involution σ and a free
k-module V of finite rank such that ∆ := V ⊗k B has an A-B-
bimodule structure, with the right B-module structure induced by
the regular right B-module structure on B;
(iii) let ∆′ := B⊗kV be the B-A-bimodule with left B-module structure
induced by the regular left B-module structure on B and right A-
module structure defined by
(b⊗ v)a = s(τ(a)(v ⊗ b)), (1.1)
where s : V ⊗k B → B ⊗k V, v ⊗ b→ b⊗ v; then there is an A-A-
bimodule isomorphism α : J → ∆ ⊗B ∆
′, such that the following
diagram commutes:
J
α
//
τ

∆⊗B ∆
′
v⊗b⊗b′⊗w 7→w⊗σ(b′)⊗σ(b)⊗v

J
α
// ∆⊗B ∆
′.
The algebra A is called graded affine cellular if there is a k-module decom-
position A = J ′1 ⊕ J
′
2 ⊕ · · · ⊕ J
′
n with τ(J
′
l ) = J
′
l for 1 ≤ l ≤ n, such that,
setting Jm :=
⊕m
l=1 J
′
l , we obtain an ideal filtration
0 = J0 ⊂ J1 ⊂ J2 ⊂ · · · ⊂ Jn = A
so that each Jm/Jm−1 is an affine cell ideal of A/Jm−1.
To describe our main results we introduce some notation referring the
reader to the main body of the paper for details. Let Q+ be the non-negative
root lattice corresponding to the root system of type A∞, α ∈ Q+ of height
d, and Rα be the corresponding KLR algebra with standard generators
e(i), ψ1, . . . , ψd−1, y1, . . . , yd. We denote by Π(α) be the set of root partitions
of α, see Section 2.3. To any π ∈ Π(α) we associate the Young subgroup
Sπ ≤ Sd and denote by S
π the set of the shortest left coset representatives
for Sπ in Sd. We define the polynomial subalgebras Λπ ⊆ Rα – these are
isomorphic to tensor products of algebras of symmetric polynomials, see
(5.2). We also define the monomials yπ ∈ Rα and idempotents eπ ∈ Rα, see
Section 5.1. Then we set
I ′π := k- span{ψwyπΛπeπψ
τ
v | w, v ∈ S
π},
Iπ :=
∑
σ≥π I
′
σ, and I>π =
∑
σ>π I
′
σ. Our main results are now as follows:
Main Theorem. The algebra Rα is graded affine cellular with cell chain
given by the ideals {Iπ | π ∈ Π(α)}. Moreover, setting R¯α := Rα/I>π for a
fixed π ∈ Π(α), we have:
(i) the map Λπ → e¯πR¯αe¯π, b 7→ b¯e¯π is an isomorphism of graded alge-
bras;
(ii) R¯αe¯π is a free right e¯πR¯αe¯π-module with basis {ψ¯wy¯π e¯π | w ∈ S
π};
(iii) e¯πR¯α is a free left e¯πR¯αe¯π-module with basis {e¯πψ¯
τ
v | v ∈ S
π};
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(iv) multiplication provides an isomorphism
R¯αe¯π ⊗e¯piR¯αe¯pi e¯πR¯α
∼
−→ R¯αe¯πR¯α;
(v) R¯αe¯πR¯α = Iπ/I>π.
Main Theorem(v) shows that each affine cell ideal Iπ/I>π in A/I>π is
generated by an idempotent. This, together with the fact that each algebra
Λπ is a polynomial algebra, is enough to invoke [14, Theorem 4.4] to get
Corollary. If the ground ring k has finite global dimension, then the algebra
Rα has finite global dimension.
This seems to be a slight generalization of [9] and [16] (in type A only)
in two ways: Kato works over fields of characteristic zero, and McNamara
seems to work over arbitrary fields; moreover, [9] and [16] deal with cate-
gories of graded modules only, while our corollary holds for the algebra Rα
even as an ungraded algebra.
In the following conjectures we use the term graded affine quasi-hereditary
to denote the graded affine cellular algebras with the affine cell ideals satis-
fying the additional nice properties described in Main Theorem.
Conjecture. (i) All Khovanov-Lauda-Rouquier algebras are graded affine
cellular.
(ii) All cyclotomic Khovanov-Lauda-Rouquier algebras are graded cellular.
(iii) Let us fix a Lie type Γ. Then the Khovanov-Lauda-Rouquier algebras
Rα(Γ) are graded affine quasi-hereditary for all α ∈ Q+ if and only if Γ is
of finite type.
In [11], we prove this conjecture for finite simply laced Lie types Γ.
The organization of the paper is as follows. Section 2 is preliminary.
Section 3 establishes a graded dimension formula for Rα, which is later used
to show that the elements of our affine cellular basis are actually linearly
independent. Section 4 deals with the special case of the affine nilHecke
algebra. This case will be fed into the proof of the general case. Finally, in
Section 5, we prove the main results.
2. Preliminaries
2.1. Lie theoretic notation. Let Γ be the Dynkin quiver of type A∞ with
the set of vertices I = Z and the corresponding Cartan matrix
ai,j :=
 2 if i = j,0 if |i− j| > 1,
−1 if i = j ± 1
(2.1)
for i, j ∈ I. We have a set of simple roots {αi | i ∈ I} and the positive part
of the root lattice Q+ :=
⊕
i∈I Z≥0αi. The set of positive roots is given by
{α(m,n) := αm + αm+1 + · · ·+ αn | m,n ∈ I, m ≤ n}.
For α =
∑
i∈I ciαi ∈ Q+, we denote by |α| :=
∑
i∈I ci the height of α. We
furthermore have a set of fundamental weights {ωi | i ∈ I} and the set of
dominant weights P+ :=
⊕
i∈I Z≥0ωi.
The symmetric group Sd with basic transpositions s1, . . . , sd−1 acts on
the set Id by place permutation. The orbits are the sets
〈I〉α := {i = (i1, . . . , id) ∈ I
d | αi1 + · · · + αid = α}
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for each α ∈ Q+ with |α| = d. We let ≥ denote the lexicographic order on
〈I〉α determined by the natural order on I = Z.
To a positive root β = α(m,n), we associate the word
iβ := (m,m+ 1, . . . , n) ∈ 〈I〉β .
We denote the set of positive roots by Φ+. Define a total order on Φ+ by
β ≤ γ if and only if iβ ≤ iγ (β, γ ∈ Φ+). (2.2)
2.2. KLR Algebras. For α ∈ Q+ of height d and the commutative unital
ground ring k, let Rα = Rα(k) denote the associative, unital k-algebra on
generators {e(i) | i ∈ 〈I〉α} ∪ {y1, . . . , yd} ∪ {ψ1, . . . , ψd−1} subject to the
following relations
e(i)e(j) = δi,je(i);
∑
i∈〈I〉α
e(i) = 1;
yre(i) = e(i)yr; ψre(i) = e(sr · i)ψr; yrys = ysyr;
ψrys = ysψr if s 6= r, r + 1;
ψrψs = ψsψr if |r − s| > 1;
ψryr+1e(i) = (yrψr + δir ,ir+1)e(i); yr+1ψre(i) = (ψryr + δir ,ir+1)e(i);
ψ2re(i) =

0 if ir = ir+1,
e(i) if |ir − ir+1| > 1,
(yr+1 − yr)e(i) if ir = ir+1 + 1,
(yr − yr+1)e(i) if ir = ir+1 − 1;
ψrψr+1ψre(i) =
 (ψr+1ψrψr+1 + 1)e(i) if ir+2 = ir = ir+1 + 1,(ψr+1ψrψr+1 − 1)e(i) if ir+2 = ir = ir+1 − 1,
ψr+1ψrψr+1e(i) otherwise.
There is a unique Z-grading on Rα such that all e(i) are of degree 0, all
yr are of degree 2, and deg(ψre(i)) = −air ,ir+1 (see 2.1).
Fixing a reduced decomposition w = sr1 . . . srm for each w ∈ Sd, we define
the elements ψw := ψr1 . . . ψrm ∈ Rα for all w ∈ Sd.
Theorem 2.3. [10, Theorem 2.5], [17, Theorem 3.7] A k-basis of Rα is
given by
{ψwy
m1
1 . . . y
md
d e(i) | w ∈ Sd, m1, . . . ,md ∈ Z≥0, i ∈ 〈I〉α}.
The commutative subalgebra of Rα generated by y1, . . . , yd is thus iso-
morphic to the polynomial algebra k[y1, . . . , yd] and will be denoted by Pd.
In view of Theorem 2.3, we have Rα(k) ≃ Rα(Z) ⊗Z k, so in what follows
we can work with k = Z. When we need to deal with representation theory
of Rα we often assume that k is a field.
We will also use the diagrammatic notation introduced in [10] to represent
elements of Rα. Given i = (i1, . . . , id) ∈ 〈I〉α, we write
e(i) =
i1 i2 id
, ψre(i) =
i1 ir−1ir ir+1 id
, yse(i) =
i1 is−1is is+1 id
where 1 ≤ r < d and 1 ≤ s ≤ d.
We say that w ∈ Sd possesses a left-right symmetric reduced decomposi-
tion, if we can write w = sr1 . . . srm = srm . . . sr1 and the reduced expression
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srm . . . sr1 can be obtained from sr1 . . . srm by using only commuting Coxeter
relations.
Lemma 2.4. The element w0 ∈ Sd possesses a left-right symmetric reduced
decomposition.
Proof. Since reversing the order of the basic transpositions in a reduced
decomposition amounts to reflecting the representing braid diagram across
the horizontal, it is easy to see that
gives rise to a left-right symmetric reduced decomposition as desired. 
2.3. Root partitions. Let α ∈ Q+. A root partition of α is a way to
write α as an ordered sum of positive roots α = p1β1 + · · ·+ pNβN so that
β1 > · · · > βN and p1, . . . , pN > 0. We denote such a root partition π as
follows:
π = βp11 . . . β
pN
N . (2.5)
The set of all root partitions of α is denoted Π(α).
To a root partition π as in (2.5) we associate the word
iπ := iβ1 . . . iβ1 . . . iβN . . . iβN ∈ 〈I〉α
as the concatenation of the iβk where each iβk occurs pk times. Define the
total order on Π(α) via π ≥ σ if and only if iπ ≥ iσ for π, σ ∈ Π(α).
To a root partition π as in (2.5) we also associate a parabolic subgroup
Sπ ≤ Sd:
Sπ
∼= S
×p1
|β1|
× · · · ×S×pN|βN |
and the set Sπ of the minimal length left coset representatives of Sπ in Sd.
The orbits of Sπ on {1, . . . , d} will be referred to as π-blocks. The first p1 of
the π-blocks are of size |β1|, and will be referred to as the π-blocks of weight
β1, the next p2 of the π-blocks are of size |β2|, and will be referred to as the
π-blocks of weight β2, etc.
2.4. Representation theory. Set A := Z[q, q−1]. For a graded vector
space V = ⊕n∈ZVn we set dimq V :=
∑
n∈Z(dimVn)q
n. If f =
∑
m∈Z amq
m ∈
A , we denote degn(f) := anq
n. We denote by V 〈m〉 the graded vector space
with degrees shifted up by m so that V 〈m〉n = Vn−m.
We will use an operation of induction on the KLR-algebras defined in [10].
Given an Rα-module M and an Rβ-module N , we thus have an induced
module Indα,βM ⊠N over Rα+β, which will also be denoted M ◦N .
For a positive root β, there is a unique one-dimensional Rβ-module L(β)
with e(iβ)L(β) 6= 0 and all other generators acting as zero. For a root
partition π ∈ Π(α) as in (2.5) we set sh(π) :=
∑N
k=1 pk(pk − 1)/2 and,
following [13, 7.1], define the (reduced) standard module
∆¯(π) := L(β1)
◦p1 ◦ · · · ◦ L(βN )
◦pN 〈sh(π)〉.
Let k be a field. By [13, Theorem 7.2], ∆¯(π) has a unique irreducible
quotient, denoted by L(π), and {L(π) | π ∈ Π(α)} is a complete system
of (graded) irreducible Rα-modules up to isomorphism. Furthermore, iπ is
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lexicographically the largest among the words i ∈ 〈I〉α such that e(i)L(π) 6=
0.
2.5. Poincare´ polynomials. We will make use of the following well-known
computation of the Poincare´ polynomial, see e.g. [7, Theorem 3.15]:
Lemma 2.6. We have∑
w∈Sa
tℓ(w) =
a∏
r=1
tr − 1
t− 1
= ta(a−1)/2
a∏
r=1
1− t−r
1− t−1
.
3. A dimension formula
In this section we establish a graded dimension formula for Rα. This
formula can be thought of as a combinatorial shadow of the affine cellular
structure on Rα to be constructed later. We point out that there is a similar
dimension formula for any finite type KLR algebra [11]. The proof we give
here works for type A only, but it might be of independent interest since it
exploits a ‘limiting procedure’ and the dimension formula from [2, Theorem
4.20]. By Theorem 2.3, the graded dimension of Rα(k) does not depend on
k, so in this section we fix k a field.
We start by the following observation:
Lemma 3.1. Let β = αi + · · ·+ αj and γ = αi + · · · + αk for j > k. Then
L(β) ◦ L(γ) ≃ L(γ) ◦ L(β)〈1〉 is irreducible.
Proof. It is easy to see that iβiγ is the only dominant weight in L(β)◦L(γ),
and it appears with multiplicity one. The result easily follows, cf. [13]. 
3.1. Cyclotomic KLR-algebras. For the rest of this section we fix α ∈
Q+ of height d. Let
Ω =
∑
i∈I
biωi (3.2)
be a dominant weight of level l :=
∑
i∈I bi, and consider the corresponding
cyclotomic quotient RΩα . We will use the notation and results of [2, 3].
In particular, by PΩα is the set of all l-multipartitions of weight α, cf. [2,
(3.15)], for λ ∈ PΩα , we denote by T (λ) the set of standard λ-tableaux,
deg(S) denotes the degree of the standard tableau S ∈ T (λ), cf. [2, Section
4.11] [3, Section 3.2], and Sλ denotes the Specht module corresponding to
λ, cf. [3, Section 4.2]. The definition of deg(S) depends on the choice of a
multicharge κ = (k1, . . . , kl) such that ωk1 + · · ·+ωkl = Ω, cf. [2, Section 3].
We always make the choice for which k1 ≥ · · · ≥ kl. By [2, Theorem 4.20],
we have
dimq R
Ω
α =
∑
λ∈PΩα
( ∑
S∈T (λ)
qdeg S
)2
.
By [3, Corollary 3.14], we can rewrite this as follows:
dimq R
Ω
α =
∑
λ∈PΩα
( ∑
S∈T (λ)
qdeg(ψwSe(i
λ))+deg(Tλ)
)2
, (3.3)
where Tλ is the leading λ-tableau, iλ ∈ 〈I〉α is the corresponding residue
sequence, and wS is defined by wST
λ = S, cf. [3, Section 3.2].
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The symmetric group Sl acts on l-multipartitions by permuting their
components, so that w · λ = (λ(w
−1(1)), . . . , λ(w
−1(l))). The parabolic sub-
group S(Ω) = ×i∈ISbi ≤ Sl then acts on P
Ω
α . Let λ = (λ
(1), . . . , λ(l)) ∈
PΩα be such that each λ
(m) is a non-trivial one-row partition. Let βm =∑
b∈λ(m) αres(b) where the summation is over all boxes b of λ
(m) and res(b) ∈
I denotes the residue of b. There exists an element w ∈ Sl such that
βw−1(1) ≥ · · · ≥ βw−1(l). Let ℓλ be the length of the shortest such element,
and define
π(λ) := βw−1(1) . . . βw−1(l) ∈ Π(α).
By inflation we consider all RΩα -modules as Rα-modules. We want to
connect standard modules to some special Specht modules.
Proposition 3.4. Let λ = (λ(1), . . . , λ(l)) ∈ PΩα be such that each λ
(m) is a
non-trivial one-row partition. Denote λop := wΩ0 ·λ, where w
Ω
0 is the longest
element in S(Ω). Then Sλ
op
≃ ∆¯(π(λ))〈ℓλ〉
Proof. This follows from Lemma 3.1 and [12, Theorem 8.2] 
For a root partition π as in (2.5) and a positive integer p, denote
cπ := q
sh(π)
∑
w∈Spi
qdegψwe(ipi),
lp :=
p∏
m=1
1
1− q2m
,
lπ :=
N∏
k=1
lpk .
Note that cπ is the dimension of the reduced standard module ∆¯(π) and lp
is the dimension of the algebra Λp of symmetric polynomials in p variables
of degree 2.
3.2. The formula. Our dimension formula is now as follows:
Proposition 3.5. We have
dimq Rα =
∑
π∈Π(α)
lπc
2
π.
Proof. Let us fix n ∈ Z. It suffices to prove that
degn(dimq Rα) = degn(
∑
π∈Π(α)
lπc
2
π).
Note that we can choose bi ≫ 0 for all i in the support of α, such that
degn(dimq Rα) = degn(dimq R
Ω
α ). Let us make this choice and prove that
degn(dimq R
Ω
α) = degn(
∑
π∈Π(α) lπc
2
π).
Claim 1. Let R be the set of all multipartitions λ = (λ(1), . . . , λ(l)) ∈ PΩα
such that each λ(a) is either empty or one row. Then
degn(dimq R
Ω
α ) = degn
(∑
λ∈R
( ∑
S∈T (λ)
qdeg(ψwSe(i
λ))+deg(Tλ)
)2)
.
Proof of Claim 1. Note that deg(ψwSe(i
λ)) ≥ −2d!. So in view of (3.3), it
suffices to prove that deg(Tλ)≫ n unless S ∈ R. Let λ ∈ PΩα . If λ
(m) 6= ∅,
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then km is in the support of α. If km − 1 is not in the support of α, then
λ(m) can only have one row. If km − 1 is in the support of α and λ has at
least two rows, then deg(T λ) ≥ bkm−1 ≫ 0. Claim 1 is proved.
Next, let λ be a multipartition in R. Set
ni(λ) := ♯{m | λ
(m) 6= ∅ and km = i}.
Claim 2. Let Θ ⊆ R be the subset of all multipartitions λ ∈ R such that
whenever λ(m) 6= ∅, then λ(a) 6= ∅ for all a > m with ka = km. Then
degn(dimq R
Ω
α) = degn
(∑
λ∈Θ
( ∑
S∈T (λ)
qdeg(S)
)2∏
i∈I
lni(λ)
)
.
Proof of Claim 2. Let λ ∈ R and let λ+ ∈ Θ be the multipartition obtained
by shifting the non-empty components λ(m) of λ corresponding to m with
the same km (without changing the order of the non-empty components).
To be more precise, for each i with bi 6= 0, each nonempty component
λ(m) with km = i gets moved to a larger position m + γi(m). Note that
γi(m) ≤ γi(m
′) whenever m > m′ with km = km′ = i and λ
(m), λ(m
′) are
non-empty. This defines a multipartition γ = (γi)i∈I , where each partition
γi has at most ni(λ) parts. For S ∈ T(λ) let S
+ ∈ T(λ+) be the corresponding
tableau obtained from S by the same shift which takes λ to λ+. Note that
deg(S+) = deg(S)
∑
i∈I |γi|. Let pn(t) be the generating function for the
partitions with at most n parts. Note that lni(λ) = pni(λ)(q
2). Now Claim 2
follows.
We now finish the proof of the proposition. Denote
Θ(π) := {λ ∈ Θ|π(λ) = π}.
For λ ∈ Θ(π), observe that the group Sπ is naturally a parabolic subgroup
of G := ×i∈ISni(λ), giving an equality for Poincare´ polynomials
PG(t) = PSpi (t)
∑
λ∈Θ(π)
tℓλ,
where ℓλ is defined before Proposition 3.4. This implies
lπ =
∑
λ∈Θ(π)
q2ℓλ
∏
i∈I
lni(λ).
Now, using Proposition 3.4, we have∑
λ∈Θ
( ∑
S∈T (λ)
qdeg(S)
)2∏
i∈I
lni(λ) =
∑
λ∈Θ
(
dimq S
λop
)2∏
i∈I
lni(λ)
=
∑
λ∈Θ
(
dimq ∆¯(π(λ))〈ℓλ〉
)2∏
i∈I
lni(λ)
=
∑
λ∈Θ
q2ℓλc2π
∏
i∈I
lni(λ)
=
∑
π∈Π(α)
∑
λ∈Θ(π)
q2ℓλc2π
∏
i∈I
lni(λ)
=
∑
π∈Π(α)
c2πlπ,
as desired. 
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4. Affine nilHecke algebra
In this section we will review mostly well-known facts about the nilHecke
algebra, and obtain a special case of our main result for this algebra. This
special case will be needed in the proofs of the general case.
4.1. Definition and basic properties. We denote ath nilHecke algebra
by Ha. That is, Ha is the associative, unital (Z-)algebra generated by
{y1, . . . , ya, ψ1, . . . , ψa−1} subject to the relations
ψ2r = 0 (4.1)
ψrψs = ψsψr if |r − s| > 1 (4.2)
ψrψr+1ψr = ψr+1ψrψr+1 (4.3)
ψrys = ysψr if s 6= r, r + 1 (4.4)
ψryr+1 = yrψr + 1 (4.5)
yr+1ψr = ψryr + 1. (4.6)
For w ∈ Sa, pick any reduced decomposition w = si1 . . . sik . We define
ψw = ψi1 . . . ψik . In view of the relations above, ψw does not depend on the
choice of reduced decomposition. We define deg(yr) = 2 and deg(ψr) = −2;
this turns Ha into a graded algebra.
There is an involutive homogeneous degree zero anti-automorphism τ of
Ha fixing the standard generators of Ha. We write h
τ instead of τ(h) for h ∈
Ha. Given a (graded) left Ha-moduleM , we writeM
τ for the (graded) right
Ha-module given by twisting with τ . The following result gives standard
bases of Ha:
Theorem 4.7. We have
(i) {ψwy
m1
1 . . . y
ma
a | w ∈ Sa, m1, . . . ,ma ≥ 0} is a Z-basis of Ha.
(ii) {ym11 . . . y
ma
a ψw | w ∈ Sa, m1, . . . ,ma ≥ 0} is a Z-basis of Ha.
In particular,
dimq(Ha) =
1
(1− q2)a
∑
w∈Sa
qdeg(ψw).
In view of the theorem we can consider the polynomial algebra
Pa := Z[y1, . . . , ya]
as a subalgebra of Ha. Moreover, let
Λa := Z[y1, . . . , ya]
Sa
be the algebra of symmetric functions. The following is well-known, see
e.g. [15].
Theorem 4.8. The center of Ha is given by Z(Ha) = Λa.
4.2. The idempotent ea. It is well-known that Ha can be realized as the
subalgebra of the endomorphism algebra EndZ(Pa) generated by (multipli-
cation by) each yr, and the divided difference operators
ψr(f) =
f − srf
yr+1 − yr
, (4.9)
where (sr(f))(y1, . . . , ya) = f(y1, . . . , yr+1, yr, . . . , ya). In light of this de-
scription there is anHa-module structure on Pa; we shall refer to this module
also as Pa.
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Let
δa = y2y
2
3 . . . y
a−1
a ,
and define w0 ∈ Sa to be the longest element. It is noticed in [10, Section
2.2] that
ea := ψw0δa
is an idempotent. Then ψw0δaψw0δa = ψw0δa implies
eaψw0 = ψw0 , (4.10)
since by Theorem 4.7(i), δa is not a zero divisor. We will need the following
facts coming from the theory of Schubert polynomials, see e.g. [5, Section
10.4].
Theorem 4.11. Pa is a free Λa-module with basis {ψw(δa) | w ∈ Sa}.
Moreover, ψw0(δa) = 1.
The following two theorems are known, but we sketch their proofs for the
reader’s convenience.
Theorem 4.12. The following things are true:
(i) HaPa
∼
−→ Haea, f 7→ fea.
(ii) (P τa )Ha
∼
−→ eaHa, f 7→ eaψw0f .
(iii) Λa
∼
−→ eaHaea, f 7→ fea.
Proof. (i) By Theorem 4.7(ii), Haea is spanned by elements of the form
ym11 . . . y
ma
a ψwea. But ψwψw0 = 0 whenever w 6= 1, so Haea is in fact
spanned by elements of the form ym11 . . . y
ma
a ea. By (4.10), we have
ym11 . . . y
ma
a eaψw0 = y
m1
1 . . . y
ma
a ψw0 .
Since such elements are linearly independent, our spanning set above is
actually a basis. In particular, the map
Pa → Haea, f 7→ fea
is an isomorphism of Z-modules. To show that it is Ha-equivariant, note
that the action of yr is preserved, and furthermore
ψrfea = fψrea + ψr(f)ea = ψr(f)ea,
where ψr(f) is the action on Pa defined in (4.9).
(ii) is proved similarly to (i).
(iii) eaHaea is spanned by the elements eafea with f ∈ Pa. Using (i) we
get
eafea = ψw0δafea = ψw0(δaf)ea,
and ψw0(δaf) ∈ Λa. We thus see that eaHaea is spanned by bea with b ∈ Λa.
Rewrite again: bea = eab = ψw0δab. Now, by Theorem 4.7(i),
Λa → eaHaea, b 7→ bea
is an isomorphism. 
Theorem 4.13. Let ι : Ha → EndZ(Pa) be the map which comes from the
action of Ha on Pa. This map yields an isomorphism of algebras
ι : Ha
∼
−→ EndΛa(Pa).
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Proof. Let x =
∑
u fuψu ∈ Ha be a non-zero element. Let u be a min-
imal element in the Bruhat order with fu 6= 0. Apply x to the element
ψu−1w0(δa) ∈ Pa, see Theorem 4.11. Then x(ψu−1w0(δa)) = fu, which shows
that ι is injective.
On the other hand, since Λa = Z(Ha), it is clear that the image of ι
is contained in EndΛa(Pa). Using Theorem 4.11 again and comparing the
graded dimensions, we see that ι is an isomorphism. 
Corollary 4.14. We have HaeaHa = Ha.
Proof. By using the basis of Theorem 4.11, ordered so that δa is the first
element, we can identify EndΛa(Pa) with the matrix algebra Mn!(Λa). Then
under the isomorphism ι from the theorem τ(ea) gets mapped to the matrix
unit E1,1. The result follows. 
4.3. Affine cellular basis of the nilHecke algebra.
Lemma 4.15. We have:
(i) Haea is free as a right eaHaea-module with basis {ψwδaea |w ∈ Sa};
(ii) eaHa is free as a left eaHaea-module with basis {eaψ
τ
v |v ∈ Sa}.
Proof. By Theorem 4.11, a basis for Pa over Λa is given by all ψw(δa) for
w ∈ Sa. Now by Theorem 4.12(i),(iii), Haea is free as a right eaHaea-module
with basis {ψw(δa)ea |w ∈ Sa}. But ψw(δa)ea = ψwδaea by Theorem 4.12(i)
again.
For (ii), we use Theorem 4.12(ii),(iii) instead to conclude that the set
{eaψw0ψw(δa) | w ∈ Sa} is a basis of eaHa as a left eaHaea-module. Notice
that
eaψw0ψw(δa) = eaψw0δaψ
τ
w = eaψ
τ
w,
and the result follows. 
The following theorem gives an affine cellular basis of Ha.
Theorem 4.16. Let {bx}x∈X be any Z-basis of Λa. The nilHecke algebra
Ha has a basis given by {ψwbxδaeaψ
τ
v | v,w ∈ Sa, x ∈ X}.
Proof. By Lemma 4.15, the image HaeaHa of the multiplication map
Haea ⊗eaHaea eaHa → HaeaHa
is spanned by the set {ψwbxδaeaψ
τ
v | v,w ∈ Sa, x ∈ X}. By Corollary 4.14,
this set thus spans Ha.
Next, we compute the degree d of each element of this spanning set, add
up the various qd, and see that this is exactly the graded dimension of Ha.
This shows that this spanning set must be a basis.
The degree of ψw is −2ℓ(w); the degree of δa is a(a − 1); the degree
of ea is 0. The graded dimension of Λa is
∏a
r=1
1
1−q2r . Let {bx}x∈X be a
homogeneous basis of Λa (for example, the monomial symmetric functions).
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Then∑
v,w∈Sa,x∈X
qdeg(ψw)+deg(bx)+deg(δa)+deg(ea)+deg(ψv)
=
( ∑
w∈Sa
q−2ℓ(w)
)(
a∏
r=1
1
1− q2r
)
qa(a−1)
(∑
v∈Sa
qdeg(ψv)
)
=
(
q−a(a−1)
a∏
r=1
1− q2r
1− q2
)(
a∏
r=1
1
1− q2r
)
qa(a−1)
(∑
v∈Sa
qdeg(ψv)
)
=
(
1
(1− q2)a
)(∑
v∈Sa
qdeg(ψv)
)
,
which is dimq(Ha) by Theorem 4.7, and we are done. 
5. Affine cellular structure
Throughout this section we work with a fixed element α ∈ Q+ of height d.
5.1. Basic definitions. Let α1, . . . , αl be elements of Q+ with α
1 + · · · +
αl = α. Then we have a natural embedding
ια1,...,αl : Rα1 ⊗ · · · ⊗Rαl →֒Rα
of algebras, whose image is the parabolic subalgebra Rα1,...,αl .
Define the element ψα ∈ R2α to be
ψα := (ψd . . . ψ2d−1) . . . (ψ2 . . . ψd+1)(ψ1 . . . ψd).
In other words, ψα is a ‘permutation of two α-blocks’ and corresponding to
the following element of S2d:
Now, let p ∈ Z>0. We define
ψα,r := ι(r−1)α,2α,(p−r−1)α(1⊗ ψα ⊗ 1) ∈ Rpα (1 ≤ r < p).
In other words, ψα,r is a ‘permutation of the r
th and (r + 1)st α-blocks’.
Moreover, let w ∈ Sp with reduced decomposition w = si1 . . . sim. Define
an element
ψα,w := ψα,i1 . . . ψα,im ∈ Rpα.
Let also
yα,s := ι(s−1)α,α,(p−s)α(1⊗ yd ⊗ 1) ∈ Rpα (1 ≤ s ≤ p).
In other words, yα,s is a ‘dot on the last strand of the s
th block of size d’.
Further, define
δα,p := yα,2y
2
α,3 . . . y
p−1
α,p ∈ Rpα.
We have polynomial algebra and the symmetric polynomial algebra
Pα,p = Z[yα,1, . . . , yα,p] and Λα,p = P
Sp
α,p.
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Now, let
π = βp11 . . . β
pN
N ∈ Π(α)
be a root partition. For 1 ≤ k ≤ N and x ∈ Rpkβk , we put
ιk(x) := ιp1β1+···+pk−1βk−1,pkβk,pk+1βk+1+···+pNβN (1⊗ x⊗ 1) ∈ Rα.
Define for all 1 ≤ k ≤ N , w ∈ Spk , 1 ≤ r < pk and 1 ≤ s ≤ pk, the
elements of Rα:
ψk,w := ι
k(ψβk,w), ψk,r := ι
k(ψβk,r), yk,s := ι
k(yβk,s).
In other words, ψk,r is the permutation of the r
th and (r + 1)st βk-blocks,
and yk,s is a dot on the final strand in the s
th βk-block.
Finally, define
yπ = ι
1(δβ1,p1) . . . ι
N (δβN ,pN ),
ψπ = ι
1(ψβ1,w10) . . . ι
N (ψβN ,wN0
),
where wk0 is the longest element of Spk for k = 1, . . . , N . We always make a
choice of a reduced decompositon of wk0 which is left-right symmetric in the
sense of Lemma 2.4. This will guarantee that
ψτπ = ψπ. (5.1)
Recalling the dominant word iπ ∈ 〈I〉α, put
eπ = ψπyπe(iπ).
Also, let
Λπ = ιp1β1,...,pNβN (Λβ1,p1 ⊗ · · · ⊗ ΛβN ,pN )
∼= Λp1 ⊗ · · · ⊗ ΛpN . (5.2)
5.2. Cells. Define
I ′π = Z- span{ψwyπΛπeπψ
τ
v | w, v ∈ S
π}
Iπ =
∑
σ≥π
I ′σ
I>π =
∑
σ>π
I ′σ
It will turn out that the Iπ for π ∈ Π(α) form a chain of cell ideals.
Lemma 5.3. Let w ∈ Sπ. Then w · iπ = iπ if and only if w permutes the
π-blocks of weight βk for all k = 1, . . . , N .
Proof. This follows from [13, Lemma 5.3(ii)]. 
Lemma 5.4. ψπe(iπ) and eπ commute with elements of Λπ.
Proof. It suffices to observe that any ψk,re(iπ) commutes with elements of
Λπ, which easily follows from the relations in Rα. 
Lemma 5.5. We have τ(I ′π) = I
′
π and τ(Iπ) = Iπ.
Proof. It suffices to prove the first equality. Using the definition of eπ and
Lemma 5.4, we get
τ(ψwyπΛπeπψ
τ
v ) = τ(ψwyπΛπψπyπe(iπ)ψ
τ
v )
= τ(ψwyπψπΛπyπe(iπ)ψ
τ
v )
= ψvyπe(iπ)Λπψ
τ
πyπψ
τ
w
= ψvyπΛπψ
τ
πyπe(iπ)ψ
τ
w.
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It suffices to note that ψτπ = ψπ by (5.1). 
5.3. Ideal filtration. This subsection is devoted to the proof of the follow-
ing theorem.
Theorem 5.6. Iπ is the two-sided ideal
∑
σ≥π Rαe(iσ)Rα.
We prove the theorem by downward induction on the lexicographic order
on Π(α). To be more precise, throughout the subsection we assume that we
have proved that
I>π =
∑
σ>π
Rαe(iσ)Rα (5.7)
and from this prove that Iπ =
∑
σ≥π Rαe(iσ)Rα. When π is the maximal
root partition, the inductive assumption is trivially satisfied. Otherwise,
I>π = Iσ where σ is the immediate successor of π in the lexicographic order.
Lemma 5.8. If i > iπ, then e(i) ∈ I>π.
Proof. If π is the maximal root partition, then there is nothing to prove.
Let I be any maximal (graded) left ideal containing I>π. Then Rα/I ∼=
L(σ) for some σ. If σ > π, then e(iσ) ∈ I>π by induction, see (5.7), and
since e(iσ)L(σ) 6= 0 we would have IL(σ) = I(Rα/I) 6= 0, which is a
contradiction. We conclude that σ ≤ π.
Therefore, since i > iπ ≥ iσ and since all of the weights appearing in
L(σ) are less than or equal to iσ, we have e(i)L(σ) = 0, which implies that
e(i) ∈ I. We have shown that e(i) is contained in every maximal left ideal
containing I>π.
Consider the graded left ideal J := I>π + Rα(1 − e(i)). If J is not all
of Rα, then it is contained in a maximal left ideal I, which by the previous
paragraph contains e(i). Since 1− e(i) ∈ J ⊆ I, we conclude that I = Rα,
which is a contradiction. Therefore J = Rα, and we may write 1 = x +
r(1− e(i)) for some x ∈ I>π and r ∈ Rα. Multiplying on the right by e(i),
we see that e(i) = xe(i) ∈ I>π.
This argument actually proves the lemma over any field, and then it also
follows for Z by a standard argument. 
Corollary 5.9. If w ∈ Sπ \ {1}, then ψwPde(iπ) ⊆ I>π.
Proof. Observe that w ·iπ > iπ, whence e(w ·iπ) ∈ I>π by Lemma 5.8. Now,
for any f ∈ Pd, we have ψwfe(iπ) = e(w · iπ)ψwfe(iπ) ∈ I>π. 
Recall π-blocks defined in the end of Section 5.1.
Corollary 5.10. If yr and ys are in the same π-block, then
yre(iπ) ≡ yse(iπ) (mod I>π) .
Proof. If r and r + 1 are in the same π-block, then sr ∈ Sπ \ {1}, and so
(yr − yr+1)e(iπ) = ψ
2
re(iπ) ∈ I>π by Corollary 5.9. 
Let us make the choice of reduced decompositions in Sd so that whenever
w = wπwπ for w
π ∈ Sπ and wπ ∈ Sπ, then we have
ψw = ψwpiψwpi . (5.11)
Recall the nilHecke algebra Ha from Section 4.
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Lemma 5.12. For each k = 1, . . . , N there is a ring homomorphism
θk : Hpk → (e(iπ)Rαe(iπ) + I>π)/I>π,
ys 7→ yk,se(iπ) + I>π (1 ≤ s ≤ pk),
ψr 7→ ψk,re(iπ) + I>π (1 ≤ r < pk).
Proof. We check the relations (4.1)–(4.6). The relations (4.2) and (4.4) are
obvious.
To check relation (4.1), we write ψ2k,re(iπ) =
∑
u∈Sd
ψufue(iπ) with fu ∈
Pd. If u /∈ S
π, then ψufue(iπ) ∈ I>π by (5.11) and Corollary 5.9. On the
other hand, suppose that u ∈ Sπ is such that fu 6= 0. By Lemma 5.3, u
permutes π-blocks of weight βk. Since ψk,r only contains crossings between
the rth and (r + 1)st π-blocks of weight βk, the same must be true for ψu.
The only possibilities are ψu = 1 or ψu = ψk,r. Since deg(ψ
2
k,re(iπ)) = −4,
these are ruled out by degree. Thus ψ2k,re(iπ) ∈ I>π.
To check relation (4.3), we write
(ψk,rψk,r+1ψk,r − ψk,r+1ψk,rψk,r+1)e(iπ) =
∑
u∈Sd
ψufue(iπ)
with fu ∈ Pd, and show as above that ψu that appear with non-zero fu must
be of the form 1, ψk,r, ψk,r+1, ψk,rψk,r+1 or ψk,r+1ψk,r. Since
deg(ψk,rψk,r+1ψk,re(iπ)) = −6
these are ruled out by degree.
We finally check relation (4.5); relation (4.6) is checked similarly. Write
iβk = (i, i + 1, . . . , j). We calculate ψk,ryk,r+1e(iπ) using Khovanov-Lauda
diagram calculus, as explained in Section 2. In doing so, we will ignore the
strands outside of the rth and (r + 1)st π-blocks of weight βk. We have:
i ji j
=
i ji j
+
iji j
.
The first term is yk,rψk,re(iπ). The second term is
iji j
+
iji j
.
The first term is in I>π by Corollary 5.9. Continuing in this way, we obtain
the result. 
Lemma 5.13. The maps θ1, . . . , θN from Lemma 5.12 have commuting im-
ages, and so define a map
θ : Hp1 ⊗ · · · ⊗HpN → (e(iπ)Rαe(iπ) + I>π)/I>π,
h1 ⊗ · · · ⊗ hN 7→ θ1(h1) . . . θN (hN ).
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Moreover, the image of θ is contained in Iπ/I>π.
Proof. The first statement is obvious. To prove the statement about the
image of θ, recall the idempotent epk = ψwk0
δpk ∈ Hpk . It is clear that
θ(δp1 ⊗ · · · ⊗ δpN ) = yπe(iπ) + I>π and θ(ep1 ⊗ · · · ⊗ epN ) = eπ + I>π.
For each k, choose wk, vk ∈ Spk and bk ∈ Λpk . Then
θ(ψw1b1δp1ep1ψ
τ
v1 ⊗ · · · ⊗ ψwN bNδpN epNψ
τ
vN )
=(ψ1,w1 . . . ψN,wN )(ι
1(b1) . . . ι
N (bN ))yπeπ(ψ
τ
1,v1 . . . ψ
τ
N,vN
) + I>π.
The right hand side of this equation is in Iπ/I
′
π, because ψ1,w1 . . . ψN,wN is
of the form ψw for w ∈ S
π, ψτ1,v1 . . . ψ
τ
N,vN
is of the form ψτv for v ∈ S
π,
and ι1(b1) . . . ι
N (bN ) ∈ Λπ. By Theorem 4.16, each Hpk is spanned by
{ψwΛpkδpkepkψ
τ
v | v,w ∈ Spk}. We conclude that im(θ) ⊆ Iπ/I>π. 
Corollary 5.14. e(iπ) ∈ Iπ.
Proof. Note that e(iπ) + I>π = θ(1⊗ · · · ⊗ 1) ∈ Iπ/I>π by Lemma 5.13. 
We come now to the main lemma.
Lemma 5.15. If w ∈ Sd and v ∈ S
π then ψwPdeπψ
τ
v ⊆ Iπ.
Proof. We prove this by upward induction on deg(ψwe(iπ)), using as the
induction base sufficiently negative degree for which ψwe(iπ) = 0, and so
also ψwPdeπψ
τ
v = {0} ⊆ Iπ.
Let f ∈ Pd. By Corollary 5.10, fe(iπ) ≡ ge(iπ) (mod I>π) for some
g ∈ Pol := Z[y1,1, . . . , y1,p1 , . . . , yN,1, . . . , yN,pN ].
Furthermore, we may assume that g = g1 . . . gN with each
gk ∈ Polk := Z[yk,1, . . . , yk,pk],
since Pol ∼= Pol1⊗ · · · ⊗ PolN .
Denote by ĝk ∈ Hpk the image of gk under the isomorphism Polk
∼
−→ Ppk .
Then
θ(ĝ1ep1 ⊗ · · · ⊗ ĝNepN ) = g1 . . . gNeπ + I>π. (5.16)
On the other hand, by Theorem 4.11, there exist b̂k,u ∈ Λpk such that
ĝkepk =
∑
u∈Spk
b̂k,uψu(δpk)epk =
∑
u∈Spk
b̂k,uψuδpkepk =
∑
u∈Spk
ψub̂k,uδpkepk ,
where we have used Theorem 4.12(i) for the second equality and Theorem 4.8
for the third equality. Therefore, denoting
ψu1,...,uN := ψ1,u1 . . . ψN,uN and bu1,...,uN := b1,u1 . . . bN,uN
θ(ĝ1ep1⊗· · ·⊗ĝNepN ) =
∑
u1∈Sp1 ,...,uN∈SpN
ψu1,...,uN bu1,...,uNyπeπ+I>π. (5.17)
We now equate the right hand sides of (5.16) and (5.17) and multiply by ψw
on the left and by ψτv on the right to obtain
ψwgeπψ
τ
v ≡
∑
u1∈Sp1 ,...,uN∈SpN
ψwψu1,...,uN bu1,...,uN yπeπψ
τ
v (mod I>π) .
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We are therefore reduced to proving that each summand on the right hand
side belongs to Iπ. Write, using Theorem 2.3,
ψwψu1,...,uN e(iπ) =
∑
x∈Sd
ψxfxe(iπ)
so that
ψwψu1,...,uN bu1,...,uN yπeπψ
τ
v =
∑
x∈Sd
ψxfxbu1,...,uNyπeπψ
τ
v . (5.18)
If at least one of u1, . . . , uN is not 1, then deg(ψu1,...,uN e(iπ)) < 0, and so
deg(ψxe(iπ)) ≤ deg(ψxfxe(iπ)) < deg(ψwe(iπ)).
Therefore we are done by induction in this case.
Now, let u1 = · · · = uN = 1. By (5.11), we can write ψw = ψw1ψw2
with w1 ∈ S
π and w2 ∈ Sπ. If w2 6= 1, then we are done by Corollary 5.9.
Otherwise, recalling that bu1,...,uN ∈ Λπ, we have ψwbu1,...,uNyπeπψ
τ
v ∈ I
′
π by
definition. 
Corollary 5.19. Iπ is an ideal.
Proof. By Lemma 5.5, we have τ(Iπ) = Iπ. So it is enough to prove that Iπ
is a left ideal. Now, for x ∈ Rα and w, v ∈ S
π, we have
xψwyπΛπeπψ
τ
v = xψwΛπe(iπ)yπeπψ
τ
v
=
∑
u∈Sd
ψufuΛπe(iπ)yπeπψ
τ
v ⊆ Iπ
by Theorem 2.3 for the second equality and Lemma 5.15 for the inclusion.

We can now complete the proof of Theorem 5.6. We have already proved
that Iπ is an ideal containing e(iπ). By definition, Iπ contains I>π which by
induction is equal to
∑
σ>π Rαe(iσ)Rα. Therefore Iπ ⊇
∑
σ≥π Rαe(iσ)Rα.
On the other hand, Iπ is spanned by I>π and elements from
ψwyπΛπeπψ
τ
v ⊆ Rαe(iπ)Rα (w, v ∈ S
π).
Therefore Iπ ⊆
∑
σ≥π Rαe(iσ)Rα, and so we have equality. This concludes
the proof of Theorem 5.6.
5.4. Affine cellular basis. The following lemma shows that the cell ideals
exhaust the algebra Rα.
Lemma 5.20. If a two-sided ideal J of Rα contains all idempotents e(iπ)
with π ∈ Π(α), then J = Rα. In particular,
∑
π∈Π(α) I
′
π = Rα.
Proof. If J 6= Rα, let I be a maximal (graded) left ideal containing J .
Then Rα/I ∼= L(π) for some π. Then e(iπ)L(π) 6= 0, which contradicts the
assumption that e(iπ) ∈ J . This argument proves the lemma over any field,
and then it also follows for Z. 
Theorem 5.21. For each π ∈ Π(α) pick a Z-basis {bπ,x}x∈X(π) of Λπ. Then
{ψwyπbπ,xeπψ
τ
v | π ∈ Π(α), x ∈ X(π), v, w ∈ S
π} (5.22)
is a Z-basis of Rα. In particular, Rα =
⊕
π∈Π(α) I
′
π.
Proof. The elements of (5.22) span Rα in view of Lemma 5.20. So it remains
to apply Proposition 3.5. 
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Theorem 5.23. Let π ∈ Π(α), and R¯α := Rα/I>π. Then
(i) the map Λπ → e¯πR¯αe¯π, b 7→ b¯e¯π is an isomorphism of graded alge-
bras;
(ii) R¯αe¯π is a free right e¯πR¯αe¯π-module with basis {ψ¯wy¯π e¯π | w ∈ S
π};
(iii) e¯πR¯α is a free left e¯πR¯αe¯π-module with basis {e¯πψ¯
τ
v | v ∈ S
π};
(iv) multiplication provides an isomorphism
R¯αe¯π ⊗e¯piR¯αe¯pi e¯πR¯α
∼
−→ R¯αe¯πR¯α;
(v) R¯αe¯πR¯α = Iπ/I>π.
Proof. (v) follows from Theorem 5.6.
Now pick a Z-basis {bx}x∈X of Λπ. We next prove that
{ψ¯wy¯πb¯xe¯π | w ∈ S
π, x ∈ X} (5.24)
is a Z-basis of R¯αe¯π and
{ψ¯πy¯π b¯xe¯πψ¯
τ
v | v ∈ S
π, x ∈ X} (5.25)
is a Z-basis of e¯πR¯α.
To prove that (5.24) is a basis of R¯αe¯π, note that R¯αe¯πR¯α = I¯π = I¯
′
π
by (v), so R¯αe¯π = I¯
′
π e¯π. A Z-spanning set for R¯αe¯π is therefore given by
ψ¯wy¯πb¯xe¯πψ¯
τ
v e¯π where v,w ∈ S
π. Using Lemma 5.3, we have e¯πψ¯
τ
v e¯π = 0
unless v is a block permutation. On the other hand, if v is a nontrivial block
permutation, then e¯πψ¯
τ
v e¯π = e¯πψ¯
τ
v ψ¯πy¯π e¯(iπ) = 0 in view of Lemma 5.13.
We can therefore refine our spanning set to (5.24), which is Z-linearly inde-
pendent by Theorem 5.21.
To prove that (5.25) is a basis of e¯πR¯α, note that by definition we have
e¯πR¯α = ψ¯πy¯π e¯(iπ)R¯α ⊆ ψ¯π e¯(iπ)R¯α. On the other hand, by (4.10) and
Lemma 5.13, we have ψ¯π e¯(iπ) = e¯πψ¯π e¯(iπ), hence ψ¯π e¯(iπ)R¯α ⊆ e¯πR¯α. Thus
ψ¯π e¯(iπ)R¯α = e¯πR¯α. A spanning set for ψ¯π e¯(iπ)R¯α is given by
ψ¯π e¯(iπ)ψ¯wy¯π b¯xe¯πψ¯
τ
v
for v,w ∈ Sπ and x ∈ X. As in the previous paragraph, this term is zero
for w 6= 1. The spanning set thus reduces to the elements of (5.25), which
are linearly independent by Theorem 5.21.
(i) We have e¯πR¯αe¯π = e¯πR¯α
⋂
R¯αe¯π, and both of the sets on the right are
spanned by a subset of our basis (5.22) of R¯α. Hence e¯πR¯α
⋂
R¯αe¯π has a
basis given by those basis elements in both (5.24) and (5.25). This is clearly
the set of all ψ¯πy¯π b¯xe¯π = e¯π b¯xe¯π = b¯xe¯π for x ∈ X. The map
Λπ → e¯πR¯αe¯π b 7→ e¯π b¯e¯π = b¯e¯π
is therefore an isomorphism.
(ii) follows immediately from (i) and the fact that (5.24) is a basis of
R¯αe¯π.
(iii) follows from (i), the fact that (5.25) is a basis of e¯πR¯α, and the
equality
ψ¯πy¯π b¯xe¯πψ¯
τ
v = b¯xe¯π e¯πψ¯
τ
v = b¯xe¯πψ¯
τ
v .
(iv) follows immediately by considering the bases constructed above. 
Recall the definition of an affine cellular algebra given in the introduction.
Corollary 5.26. The algebra Rα is affine cellular with cell chain given by
the ideals {Iπ | π ∈ Π(α)}.
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Proof. Fix π ∈ Π(α) and write R¯α := Rα/I>π. We must show that Iπ/I>π
is an affine cell ideal of R¯α. We verify conditions (i)–(iii) of the definition
given in the introduction.
(i) This follows from Lemma 5.5.
(ii) Define V to be the free Z-module on the basis {w | w ∈ Sπ}, and
let B := Λπ with σ being the trivial involution of B. We define the right
B-module ∆ := V ⊗Z B. Theorem 5.23(i),(ii) implies that the map
∆→ R¯αe¯π, w ⊗ b 7→ ψ¯wy¯π e¯π b¯
where w ∈ Sπ, b ∈ B, is an isomorphism of right B-modules. We use this
to define an R¯α-B-bimodule structure on ∆.
(iii) Let ∆′ := B ⊗Z V be the B-R¯α-bimodule defined as in (1.1). By
Theorem 5.23(i),(iii), the map
∆′ → e¯πR¯α, b⊗ w 7→ b¯e¯πψ¯
τ
w (5.27)
for w ∈ Sπ, b ∈ B, defines an isomorphism of left B-modules.
Claim. The map (5.27) is an isomorphism of B-R¯α-bimodules.
Proof of Claim. Note that under the identifications ∆ ≃ R¯αe¯π and ∆
′ ≃
e¯πR¯α (as B-modules), the twist map s
−1 : ∆′ → ∆ becomes the map
η : e¯πR¯α → R¯αe¯π, b¯e¯πψ¯
τ
w 7→ ψ¯wy¯π e¯π b¯.
Therefore the claim is equivalent to η(b¯e¯πψ¯
τ
wr) = r
τ ψ¯wy¯πe¯π b¯ for w ∈ S
π,
b ∈ B, and r ∈ R¯α. We can write
b¯e¯πψ¯
τ
wr =
∑
v∈Spi
b¯v e¯πψ¯
τ
v
for some bv ∈ Λπ, and then, using (5.1), we get
η(b¯e¯πψ¯
τ
wr) = η
( ∑
v∈Spi
b¯v e¯πψ¯
τ
v
)
=
∑
v∈Spi
ψ¯vy¯πe¯π b¯v
=
∑
v∈Spi
ψ¯vy¯πψ¯πy¯π e¯(iπ)b¯v =
∑
v∈Spi
ψ¯v e¯(iπ)y¯πψ¯π b¯vy¯π
=
∑
v∈Spi
(
b¯vψ¯πy¯π e¯(iπ)ψ¯
τ
v
)τ
y¯π =
∑
v∈Spi
(
b¯v e¯πψ¯
τ
v
)τ
y¯π
=
(
b¯e¯πψ¯
τ
wr
)τ
y¯π =
(
b¯ψ¯πy¯π e¯(iπ)ψ¯
τ
wr
)τ
y¯π
= rτ ψ¯w e¯(iπ)y¯πψ¯π b¯y¯π = r
τ ψ¯wy¯πe¯π b¯.
The proof of the claim is now complete, and so we can identify ∆′ with
e¯πR¯α.
By Theorem 5.23(iv), the map ∆ ⊗B ∆
′ → I¯π is an isomorphism. One
shows that the diagram in part (iii) of the definition of a cell ideal is com-
mutative using an argument similar to the one in the proof of the above
claim. 
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