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Abstract
The theory of causal independence is frequently used to facilitate the assessment of the proba-
bilistic parameters of discrete probability distributions of complex Bayesian networks. Although
it is possible to include continuous parameters in Bayesian networks as well, such parameters
could not, so far, be modelled by means of causal independence theory, as a theory of continuous
causal independence was not available. In this paper, such a theory is developed and generalised
such that it allows merging continuous with discrete parameters based on the characteristics of
the problem at hand. This new theory is based on the discovered relationship between the theory
of causal independence and convolution in probability theory, discussed for the first time in this
paper. It is also illustrated how this new theory can be used in connection with special probability
distributions.
1 Introduction
One of the major challenges in building Bayesian
networks is to estimate the associated probabilistic
parameters. As these parameters of a Bayesian net-
work have the form of conditional probability dis-
tributions P (E | C1, . . . , Cn), it has been beneficial
to look upon the interaction between the associated
random variables E, C1, . . . , Cn as the interactions
between causes Ck and an effect E. This insight has
driven much of the early work (Pearl, 1988), and
is still one of the main principles used to construct
Bayesian networks for actual problems.
Causal principles have also been exploited in situ-
ations where the number of causes n becomes large,
as the number of parameters needed to assess a fam-
ily of conditional probability distributions for a vari-
able E grows exponentially with the number of its
causes. The theory of causal independence is fre-
quently used in such situations, basically to decom-
pose a probability table in terms of a small number
of causal factors (Henrion, 1989; Pearl, 1988; Heck-
erman and Breese, 1996). However, so far this the-
ory was restricted to the modelling of discrete prob-
ability distributions, where in particular three types
of interaction are in frequent use: the noisy-OR
and the noisy-MAX—in both cases, the interaction
among variables is being modelled as disjunctive
(Dı´ez, 1993; Henrion, 1989; Pearl, 1988)—and the
noisy-AND. Interactions among continuous cause
variables are usually modelled by statistical tech-
niques such as logistic regression and probit regres-
sion, typically by using iterative numerical methods
that estimate the weight parameters by maximising
the likelihood of the data given the model (Bishop,
2006). Clearly, these regression models resist man-
ual construction based on a solid understanding of
a problem domain; the fact that Bayesian networks
can be constructed using a mixture of background
knowledge and data, depending on the availability
of knowledge and data of the problem at hand, is
seen as one of the key benefits of the technique.
Moreover, it is not possible to combine regression
models with discrete causal independence models.
In this paper, a new framework of causal inde-
pendence modelling is proposed. It builds upon the
link we discovered between the theory of causal in-
dependence and the convolution theorem of proba-
bility theory. The framework is developed by gener-
alising this theorem into an algebra that supports the
modelling of interactions, whether discrete, contin-
uous, or both, in a meaningful way.
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Figure 1: Causal factors that affect fat loss in hu-
mans.
2 Motivating Example
In biomedical modelling one often has to deal with a
mixture of discrete and continuous causes that give
rise to an effect. For example, the amount of fat
storage in the human body is determined by the en-
ergy balance, i.e., the balance between energy in-
take and expenditure. A decrease in fat storage usu-
ally occurs whenever the energy intake is smaller
than the energy expenditure. The energy expendi-
ture is determined by the internal heat produced,
which is mainly the basal metabolic rate (BMR),
plus external work estimated by physical activity.
Besides altering the energy balance, the storage can
be decreased by means of liposuction. The en-
ergy variables are naturally represented as contin-
uous variables, whereas ‘Liposuction’ is discrete.
The causal model is presented in Figure 1 and
the conditional probability distributions of fat loss
are represented by: P (L | C,B, Y, S). Somehow
this distribution must be determined by the interac-
tion between the intermediate causal variables con-
cerned, expressed by A ≡ (I ≤ (H +W )) (energy
intake is less than or equal to heat production plus
external work), with A standing for an appropriate
energy balance. Furthermore, the binary (Boolean)
effect variable fat loss L is defined as L ≡ (A ∨R)
(fat loss L is due to a change in the energy balance
A or fat removal R). The techniques developed in
this paper will allow one to exploit such information
in building a Bayesian network.
3 Preliminaries
This section provides a review of the basics under-
lying the research of this paper.
3.1 Probability theory and Bayesian networks
In this paper we are concerned with both discrete
and continuous probability distributions P , defined
in terms functions f , called the probability mass
function for the discrete case and density function
for the continuous case. Associated with a mass and
density function, respectively, are distribution func-
tions, denoted by F . Random variables are denoted
by upper case, e.g., X, I etc. Instead of X = x
we will frequently write simply x. This is also the
notation used to vary over values in summation and
integration and to indicate that a binary variable X
has the value ‘true’. The value ‘false’ of a binary
variable X is denoted by x¯. Finally, free variables
are denoted by uppercase, e.g., X.
A Bayesian network is a concise representation
of a joint probability distribution on a set of random
variables (Pearl, 1988). It consists of an acyclic di-
rected graph G = (V,A), where each node V ∈ V
corresponds to a random variable and A ⊆ V × V
is a set of arcs. The absence of arcs in the graph
G models independences between the represented
variables. In this paper, we give an arc V → V ′ a
causal reading: the arc’s direction marks V ′ as the
effect of the cause V . In the following, causes will
often be denoted by Ci and their associated effect
variable by E.
Associated with the qualitative part of a Bayesian
network are numerical parameters from the encoded
probability distribution. With each variable V in the
graph is associated a set of conditional probability
distributions P (V | π(V )), describing the joint in-
fluence of values for the parents π(V ) of V on the
probabilities of the variable V ’s values. These sets
of probabilities constitute the quantitative part of
the network. A Bayesian network represents a joint
probability distribution of its variables and thus pro-
vides for computing any probability of interest.
3.2 Causal modelling
One popular way to specify interactions among sta-
tistical variables in a compact fashion is offered by
the notion of causal independence (Heckerman and
Breese, 1996). The global structure of a causal-
independence model is shown in Figure 2; it ex-
presses the idea that causes C = (C1, . . . , Cn) in-
fluence a given common effect E through interme-
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Figure 2: Causal independence model.
diate variables I = (I1, . . . , In) and a Boolean,
or Boolean-valued, function b, called the interac-
tion function. The influence of each cause Ck on
the common effect E is independent of each other
cause Cj , j 6= k. The function b represents in which
way the intermediate effects Ik, and indirectly also
the causes Ck, interact to yield the final effect E.
Hence, this function b is defined in such way that
when a relationship, as modelled by the function b,
between Ik, k = 1, . . . , n, and E = 1 (true) is sat-
isfied, then it holds that b(I1, . . . , In) = 1, denoted
by b(I1, . . . , In) = e.
The conditional probability of the occurrence of
the effect E given the causes C1, . . . , Cn, can be
obtained from the conditional probabilities P (Ik |
Ck) as follows:
Pb(e | C1, . . . , Cn) =
∑
b(i1,...,in)=e
n∏
k=1
P (ik | Ck) (1)
Formula (1) is practically speaking not very use-
ful, because the size of the specification of the func-
tion b is exponential in the number of its arguments.
The resulting probability distribution is therefore in
general computationally intractable, both in terms
of space and time requirements. An important sub-
class of causal independence models, however, is
formed by models in which the deterministic func-
tion b can be defined in terms of separate binary
functions gk, also denoted by gk(Ik, Ik+1). Such
causal independence models have been called de-
composable causal independence models (Hecker-
man and Breese, 1996); these models are of sig-
nificant practical importance. Often, all functions
gk(Ik, Ik+1) are identical for each k; a function
gk(Ik, Ik+1) may therefore be simply denoted by
g(I, I ′). Typical examples of decomposable causal
independence models are the noisy-OR (Dı´ez, 1993;
Henrion, 1989; Pearl, 1988; Srinivas, 1993) and
noisy-MAX (Dı´ez, 1993; Heckerman and Breese,
1996; Srinivas, 1993) models, where the function
g represents a logical OR and a MAX function, re-
spectively.
In the case of continuous causal factors with a
discrete effect variable, there are two main propos-
als for the conditional distribution of the discrete
node (Bishop, 2006). Suppose we have a binary ef-
fect variable E and continuous parents C1, . . . , Cn.
If E is modelled using a logistic function, then
P (e | C1, . . . , Cn) = exp(b+ w
Tϕ(C))
1 + exp(b+ wTϕ(C))
(2)
where wT = (w1, . . . , wn) is a weight vector and
ϕ(C) a, possibly nonlinear, basis function applied
to the causes C . The other option is to use the probit
regression model, with
P (e | C1, . . . , Cn) = P (Θ ≤ (b+ wTϕ(C))) (3)
where Θ ∼ N(0, 1). Although both types of model
are flexible, it is very hard to come up with sensible
weight vectors w and basis functions ϕ based only
on available domain knowledge of the relations be-
tween causes.
3.3 The convolution theorem
A classical result from probability theory that is use-
ful when studying sums of variables is the convo-
lution theorem. The following well-known theorem
(cf. (Grimmett and Stirzaker, 2001)) is central to the
research reported in this paper.
Theorem 1. Let f be a joint probability mass func-
tion of the random variables X and Y , such that
X + Y = z. Then it holds that P (X + Y = z) =
fX+Y (z) =
∑
x f(x, z − x).
Proof. The (X,Y ) space determined by X + Y =
z can be described as the union of disjoint sets
(for each x): ⋃x ({X = x} ∩ {Y = z − x}), from
which the result follows.
If X and Y are independent, then, in addition, the
following corollary holds.
Corollary 1. Let X and Y be two independent ran-
dom variables, then it holds that
P (X + Y = z) = fX+Y (z)
=
∑
x
fX(x)fY (z − x) (4)
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The probability mass function fX+Y is in that
case called the convolution of fX and fY , and it is
commonly denoted as fX+Y = fX ∗ fY . The con-
volution theorem is very useful, as sums of random
variables occur very frequently in probability theory
and statistics. The convolution theorem can also be
applied recursively, i.e.,
fX1+···+Xn = fX1 ∗ · · · ∗ fXn
as follows from the recursive application of Equa-
tion (4):
P (X1 + · · ·+Xn = z) =∑
yn−2
∑
yn−3
· · ·
∑
y1
∑
x1
fX1(x1)fX2(y1 − x1) · · ·
fXn−1(yn−2 − yn−3)fXn(z − yn−2) (5)
where we use the following equalities:
Y1 = X1 +X2
Yi = Yi−1 +Xi+1, ∀i: 2 ≤ i ≤ n− 2
Thus, Yn−2 = X1 + · · · + Xn−1, and Xn = z −
Yn−2. As addition is commutative and associative,
any order in which the Yi’s are determined is valid.
The convolution theorem does not only hold for
the addition of two random variables, but also for
Boolean functions of random variables. However,
in contrast to the field of real numbers where a value
of a random variable Xn is uniquely determined by
a real number z and yn−2 through Xn = z − yn−2,
in Boolean algebra values of Boolean variables only
constrain the values of other Boolean variables.
These constraints may yield a set of values, rather
than a single value, which is still compatible with
the convolution theorem. In the following, we use
the notation b(X, y) = z for such constraints, where
the Boolean values y and z constrain X to particular
values. For example, for (X ∨ y) = z, where y, z
stand for Y = 1 (Y has the value ‘true’) and Z = 1
(Z has the value ‘true’), it holds that X ∈ {0, 1}.
Theorem 2. Let f be a joint probability mass func-
tion of independent random, Boolean variables I
and J and let b be a Boolean function defined on
I and J , then it holds that
P (b(I, J) = e) =
∑
i
fI(i)P (b(i, J) = e)
Proof. The (I, J) space defined by b(I, J) = e can
be decomposed as follows:
⋃
i{I = i} ∩ {J =
j | b(i, j) = e}, where the expression b(i, j) = e
should be interpreted as a logical constraint on the
Boolean values of the variable J . As in Theorem 1,
the individual sets {I = i} ∩ {J = j | b(i, j) = e}
are mutually exclusive.
This theorem is illustrated by the following ex-
ample.
Example 1. Consider the example given in Figure
1 as discussed in Section 2, and the Boolean rela-
tion A ∨ R ≡ L, which expresses that fat loss L
is due to changes in the energy balance A or fat
removal R. By applying Theorem 2 the follow-
ing results: P (A ∨ R = l) = ∑a fA(a)P (a ∨
R = l) = fA(a) (fR(r) + fR(r¯)) + fA(a¯)fR(r) =
fA(a)fR(r)+fA(a)fR(r¯)+fA(a¯)fR(r), where the
term (fR(r) + fR(r¯)) results from the logical con-
straint that a ∨ R = l, i.e., R ∈ {0, 1}. Note that
this is exactly the same result as for the noisy-OR
model with the causal variables C marginalised out:
P∨(l) =
∑
a∨r=l
fA(a)fR(r) = P (A ∨R = l)
4 Convolution-based Causal
Independence
In this section, we start to systematically explore
the relationship between the convolution theorem of
probability theory and the theory of causal indepen-
dence.
4.1 General idea
The idea now is that we can use any Boolean-valued
function, as long as the function is decomposable, to
model causal interaction using the convolution the-
orem. A discrete causal independence model can
also be written as follows:
Pb(e | C) = P (b(I1, . . . , In) = e | C)
where the right hand side can be determined as fol-
lows:
P (b(I1, . . . , In) = e | C) =∑
jn−2
∑
jn−3
· · ·
∑
j1
∑
i1
fI1(i1 | C1)
·PI2(b1(i1, I2) = j1 | C2) · · ·
PIn(bn−1(jn−1, In) = e | Cn) (6)
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and the Boolean random variables Jk are defined in
terms of Il’s dependent on the constraints imposed
by the Boolean operators bk. This can be proven
by an inductive argument over all the cause vari-
ables. If we use a single operator ⊙ that is com-
mutative and associative, then the order of evalua-
tion does not matter, and we can ignore parentheses:
b(I1, . . . , In) = I1 ⊙ · · · ⊙ In (Zhang and Poole,
1996; Lucas, 2005). However, if the single oper-
ator used to define the Boolean function b is nei-
ther commutative nor associative, then the order in
which the Boolean expression is evaluated matters,
and one should use parentheses.
The principles discussed above carry over to the
continuous case. The convolution theorem for con-
tinuous variables X, Y , and Z , with Z = X + Y ,
has the following form:
fX+Y (z) =
∫ ∞
−∞
fX(x)fY (z − x) dx
where fX+Y , fX , and fY are probability density
functions, and the variables X and Y are assumed
to be independent. In the context of the theory of
causal independence, we use convolution to com-
pute the conditional probability density function
fb(e | C), in a way very similar to the discrete case,
where b is the causal interaction function.
4.2 A language for modelling interactions
To carry over the ideas of causal independence from
the discrete case, we consider various operators for
continuous variables. This will build up a rich lan-
guage for modelling causal independence.
4.2.1 Boolean-valued continuous operators
Moving to the continuous case, first let I be a
set of independent continuous causal random vari-
ables with associated probability density f(I | C).
Consider the Boolean-valued decomposable func-
tions b, i.e., functions b : I → {0, 1}, such that
constraints on some variables I ′ ⊂ I imposed by b
are measurable sets of values for I ′. We now wish
to use the theory of causal independence in order
to decompose the probability mass fb(e | C). If
I = {J,K} are continuous intermediate variables
and C = {CJ , CK} the relevant causal variables,
then:
fb(e | C) = P (b(J,K) = e | C)
=
∫∫
b(j,k)=e
fJK(j, k | C) dk dj
=
∫ ∞
−∞
fJ(j | CJ)
∫
b(j,k)=e
fK(k |CK) dk dj (7)
=
∫ ∞
−∞
fJ(j |CJ)P (b(j,K) = e |CK)dj (8)
The constraint b(j,K) = e determines a subspace
of the real numbers for variable K over which the
density function fK is integrated.
For a general n-ary Boolean-valued function b of
continuous variables, we can apply this equation re-
cursively, which gives:
fb(e | C) = P (b(I1, I2, . . . , In) = e | C) =∫ ∞
−∞
fI1(i1 | C1)
∫
b(i1,i2,...,in)=e
fI2(i2 | C2) · · ·
·
∫
b(i1,...,in)=e
fIn(in | Cn) din · · · di1 (9)
If b is defined on both discrete and continuous vari-
ables, then this yields a mix of sums and integrals
by repeated application of Theorem 2 and Eq. (8).
Analogously to the convolution notation, we de-
fine an operator b for denoting this decomposition
for any Boolean function such that:
b (fC1I1 , . . . , f
Cn
In
)(e) = fCb(I1,...,In)(e) = fb(e | C)
where the superscripts C1 and C2 represent condi-
tioning on the corresponding variables. This allows
us to deal with complex combinations of such oper-
ators in a compact fashion.
If b is binary, we use an infix notation; e.g., ∨
denotes the decomposition of two densities fJ and
fK using a logical OR. Returning to the fat loss
problem (denoted by the variable L with l standing
for L = 1) of Example 1, we have:
(fA ∨ fR)(l) =
∑
a
fA(a)P ((a ∨R) = l)
which is again the noisy-OR operator.
In the following section, a language that supports
Boolean combinations of relations is developed.
4.2.2 Relational operators
The relational operators are treated similarly to
convolutions and Boolean operators by viewing a
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relation and a value of a random variable as a con-
straint on the other variables. First, basic operators
to build up our language are basic relational opera-
tors, such as =,≤, >. Consider ≤:
P≤(e | C) = P ((I1 ≤ I2) = e | C) =∫∫
(i1≤i2)=e
f(i1, i2 | C) di1 di2 (10)
If I1 and I2 independent, then the following equality
results:
P≤(e | C) =
∫ ∞
−∞
fI1(i1 | C1)
·P ((i1 ≤ I2) = e | C2) di1
=
∫ ∞
−∞
fI1(i1 | C1)
·
∫ ∞
ii
fI2(i2 | C2) di2 di1
A similar expression can be derived for >, while
P ((I1 = I2) = e | C) = 0 as P ((I2 = i1 | C2) =
0 for continuous variables I1 and I2. This expres-
sion implies that, in case I1 and I2 are independent,
the relation can be decomposed. As a result, we can
use the notation as introduced earlier to obtain op-
erators R :
(fC1I1
R fC2I2 )(e) = fR(e | C)
= P (R(I1, I2) = e | C)
where R is one of the basic relational operators.
Subsequently, we look at the extension of this
language with convolutions of the interaction be-
tween variables and constants. A constant k can be
described by a uniform probability distribution with
density function
fJ(j) =
{
1/δ if j ∈ (k − δ/2, k + δ/2]
0 otherwise
for δ ∈ R+ very small, then
P ((I ≤ J) = e) = (fI ≤ fk)(e)
=
∫ k
−∞
fI(i) di = P (I ≤ k)
as one would expect. For convenience, we have
written fk for this density function fJ and will do
so in the following.
For modelling the interaction between convolu-
tions of variables, let I a set of continuous random
variables and K a set of constants. Then, a sum-
relation is a Boolean-valued function b such that
b(I) = R(
n∑
k=1
Vk,
m∑
l=1
Wl)
where V ⊆ I∪K, W ⊆ I∪K, and R is a relational
operator.
If V and W do not overlap in variables except for
the constants, the sums of V and W are indepen-
dent. In that case, the relation can be decomposed
by Eq. (9). So we have the following proposition.
Proposition 1. The causal independence model of
a sum-relation R(
∑n
k=1 Vk,
∑m
l=1Wl) with contin-
uous interaction variables I can be written as:
P (R(
n∑
k=1
Vk,
m∑
l=1
Wl) = e)
= (fV1+···+Vn R fW1+···+Wm)(e)
if V ∩W ∩ I = ∅.
Example 2. Recall the example in Figure 1 as
discussed in Section 2. The causal independence
model of the energy balance A can be written as:
P ((I ≤ H +W ) = a | C,B, Y )
= (fCI
≤ f
{B,Y }
H+W )(a) = (f
C
I
≤ (fBH ∗ fYW ))(a)
where ∗ is the convolution operator.
This approach could be extended easily to other
operators, such as subtraction, but we refrain from
this because of space limitations.
4.2.3 Boolean combinations of relations
Sum-relations can now be combined using
Boolean functions in a uniform manner. Let Ic be
a set of continuous causal random variables, Id a
set of discrete causal random variables, and I =
Ic ∪ Id. A Boolean combination bc is a Boolean-
valued function defined on I as follows:
bc(I) = b(R1(V1), . . . , Rn(Vn), Id)
where b is a Boolean function and R1, . . . , Rn a set
of sum-relations.
If the continuous variables in the Boolean com-
binations of relations are partitioned, Eq. (6) can be
applied to obtain the following proposition.
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Proposition 2. The causal independence model
of a Boolean combination of sum-relations
b(R1(V1), . . . , R2(Vn)), can be written as:
P (b(R1(V1), R2(V2)) = e | C)
= (fC1
R1(V1)
b fC2
R2(V2)
)(e)
if V1 ∩ V1 = ∅.
Example 3. Again, consider the example in Fig-
ure 1 as discussed in Section 2. We are now in the
position to decompose the full causal independence
function representing fat loss L.
P ((I ≤ H +W ) ∨R) = l | C,B, Y, S)
= P ((R ∨ (I ≤ H +W )) = l | C,B, Y, S)
= f
{C,B,Y,S}
R∨(I≤H+W )(l)
= (fSR ∨ fL≤H+W)(l)
= (fSR ∨ (f
C
I
≤ (fBH ∗ fYW )))(l)
5 Special Probability Distributions
In this section, the theory developed in the previous
sections is illustrated by actually choosing special
probability distributions to model problems.
5.1 Bernoulli distribution
As an example of discrete distributions, we take the
simplest one: the Bernoulli distribution. This distri-
bution has a probability mass function f such that
f(0) = 1 − p and f(1) = p. Let P (Ik | ck)
be Bernoulli distributions with parameters pk where
k = {1, 2}. Suppose the interaction between C1
and C2 is modelled by ≤, then the effect variable E
also follows a Bernoulli distribution with parameter:
P≤(e | c1, c2) = (f c1I1 ≤ f
c1
I2
)(e)
=
∑
i1
fI1(i1 | c1)P ((i1 ≤ I2) = e | c2)
= p1 − p1p2 + 1
By the same reasoning, we obtain the parameters of
the resulting distribution when c¯1 or c¯2.
5.2 Exponential distribution
In order to model the time it takes for the effect
to take place due to the associated cause, we use
the exponential probability distribution with distri-
bution function F (t) = 1 − e−λt, where t ∈ R+0
is the time it takes before the effect occurs. The
associated probability density function is f(t) =
F ′(t) = λe−λt. Now, let I1 and I2 stand for two of
such temporal random variables such that I1 ≤ I2,
meaning that intermediate effect I1 does not occur
later than I2. The probability mass of E to occur is:
P≤(e | C) = (f c1I1 ≤ f
c1
I2
)(e)
=
∫ ∞
−∞
fI1(i1 | c1)P ((i1 ≤ I2) = e | c2) di1
=
∫ ∞
−∞
fI1(i1 | c1)
∫ ∞
0
fI2(i1 + δ | c2) dδ di1
=
∫ ∞
−∞
λ1e
−λ1i1e−λ2i1 di1 =
λ1
λ1 + λ2
where we use a delay δ ≥ 0. If λ1 = λ2, then
PI1≤I2(e | C) = 1/2.
5.3 Conditional Gaussian distribution
The most common hybrid distribution for Bayesian
networks is the conditional Gaussian distribution
(Lauritzen and Wermuth, 1989). We illustrate the
theory for the case when a continuous interaction
variable I has a continuous cause variable C . The
distribution of I is given in this model by f(i | C) =
N(α+ βC, σ2). Let I1 and I2 be two such random
variables with causal variables C1 andC2. It is well-
known that variable E with fI1−I2(e | C) is dis-
tributed Gaussian with mean α1+β1C1−α2−β2C2
and variance σ21 + σ22 . Similarly, the convolution of
two Gaussian variables is a Gaussian variable with
the sums of means and variances. Because of space
limitations, the derivations are omitted.
Here we illustrate the relational operator ≤. The
probability P≤(e | C) can be obtained by
P≤(e | C) = fC1I1 ≤ f
C2
I2
= (fC1I1
− fC2I2 )
≤ 0 = FJ(0)
= 12
[
1 + erf
(
−(α1+β1c1−α2−β2c2)√
2(σ2
1
+σ2
2
)
)]
= P (Θ ≤ b+ w1c1 + w2c2)
where b = α2−α1√
σ2
1
+σ2
2
, w1 =
−β1√
σ2
1
+σ2
2
, w2 =
β2√
σ2
1
+σ2
2
,
and Θ ∼ N(0, 1), which is a probit regression
model (cf. Section 3.2).
Example 4. Consider the energy balance A as de-
composed in Example 2. Suppose all causal and in-
teraction variables are conditionally Gaussian. Sup-
pose the balance is negative, i.e., a is true, then,
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Figure 3: Example distributions, where, from left to right, the first figure shows the density of C ∼
N(2800, 700); the second figure shows the density of B + Y ∼ N(2300, 200); the third figure shows
the probability distributions P (A | C,B + Y ) with A ≡ I ≤ (H +W ) where I ∼ N(0.9 · C, 200) and
H +W ∼ N(1.1 · (B + Y ), 300); finally, the figure on the right shows the joint density of {A,C,B + Y }.
(fBH ∗ fYW )(a) represents a distribution N(αH +
αW + βHCB + βWCY , σ
2
H + σ
2
W ), i.e., the sum of
the mean and variance. Using the above, it follows
that the probability of a is:
P (a) = (fCI ≤ (f
B
H ∗ fYW ))(a)
which is a probit regression model with b = (αI −
αH − αW )/σ′, wC = βI/σ′, wB = −βH/σ′, and
wY = −βW/σ′, where σ′ =
√
σ2I + σ
2
H + σ
2
W .
In Figure 3 a number of plots are given to illus-
trate this model for some realistic parameters. Note
that the energy balance distributions depicted in the
third figure are split up into 0 (too much intake),
1 (too much energy expenditure), and an uncertain
band in the middle.
6 Conclusions
We presented a new algebraic framework for causal
independence modelling of Bayesian networks that
goes beyond what has been available so far. In con-
trast to other approaches, the framework supports
the modelling of discrete as well as of continuous
variables, either separately or mixed.
The design of the framework was inspired by
the convolution theorem of probability theory, and
it was shown that this theorem easily generalises
to convolution with Boolean-valued functions. We
also studied a number of important modelling oper-
ators. Contrary to regression models, we were thus
able to model interactions between variables using
knowledge at hand. Furthermore, the theory was
illustrated by a number of typical probability distri-
butions which one needs to use when actually build-
ing Bayesian network models for problems. Finally,
although some of the results suggest that standard
tools for solving the inference problem can be used,
such as the probit model for the conditional Gaus-
sian distribution, more research is required and such
we intend to undertake in the near future.
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