Abstract
Introduction
The design of electric devices is severely limited by the country-specific Electromagnetic Compatibility (EMC) requirements. Hence, minimizing the undesired radiation and avoiding malfunctions caused by intruding electromagnetic radiation is required in the design of these devices. Recently, the CPU operating speed has become faster, resulting in higher emission frequencies. In addition, the electric circuits become smaller and more highly integrated. Thus, the undesired electromagnetic wave radiation from these devices tends to increase. In such a situation, the estimation of EMC via simulation becomes more and more important.
ACCUFIELD is a 3D simulator currently being developed by Fujitsu Ltd. It simulates the electromagnetic wave radiation and the immunity of many kinds of electrical devices by using the moment method. ACCUFIELD has been used mainly to simulate relatively simple electric devices, such as printed circuit boards.
Such analysis can demonstrate mechanisms such as the shielding effectiveness of enclosures, the influence of finite ground plates, common-mode and differential mode current emissions and the effectiveness of components such a filters in handling EM emissions.
ACCUFIELD calculates the electromagnetic field in the frequency domain, and so, a matrix calculation, being a dense complex symmetric linear system solve, is executed repeatedly. When a large scale complicated model of an electric device is being analysed, the computing time becomes long, as a direct solution requires Ç´AE ¿ µ floating point operations. As such an EMC analysis is normally required for several frequencies, a series of linear system solutions is required.
So, the reduction of this execution time is desired to estimate the EMC phenomenae of such devices efficiently.
As well as providing an efficiently parallelizable direct solver for ACCUFIELD, we have also parallelized an improvement of the frequency interpolation method called fast frequency stepping (FFS), which uses iterative methods to analyse the system at intermediate frequencies more efficiently.
Frequency interpolation methods have been developed for the EMC analysis, where the Method of Moments generates non-symmetric systems [8, 4] . The fast frequency stepping method itself was introduced by Hoyler and Unbehauen [8] , giving favorable comparisons of FFS with other preconditioning techniques (eg. Block-Jacobi and GMRES preconditioners). The direct solution is used only at lowest frequency and all further linear systems is solved iteratively using this single preconditioner. More recently, FFS has been encapsulated in a more general EM framework called Model-based Parameter Estimation (MBPE) [12] , where it has been shown how interpolation can reduce computational work on both the linear system assembly and solution.
Parallel iterative solutions to methods for EMC have been reported in [10] , where a Conjugate-Gradient Algorithm with Block-Jacobi preconditioner was used. However, here again non-symmetric solution methods were used; also this work did not use frequency interpolation.
The main original contributions of this paper is to adapt the FFS method for general symmetric preconditioners and systems. It is also to show how to improve FFS convergence rate while economizing on the number of direct solutions by using preconditioners based on a central frequency. It is also to show how FFS can be parallelized for efficient EMC analysis with multiple frequencies. This paper is organized as follows. Section 2 explains the moment method used by ACCUFIELD, and how it generates symmetric linear systems. The generation of the corresponding matrices is described in Section 3. Section 4 describes the direct solution methods required by the solver stage, with some detail in the components also used by the fast frequency stepping method. Section 5 outlines the fast frequency stepping method, which can reduce the number of direct system solutions for analysis with multiple frequencies, and describes its parallel implementation. Performance results are given in Section 6, with conclusions being given in Section 7.
The Moment Method
ACCUFIELD calculates the electromagnetic field of the wave radiated from the model electric device by using the moment method [7] . Here, we describe this method briefly.
The material of the analysed model is the metal or dielectric with or without loss. The analyzed model is segmented to triangular or rectangular patch elements or thin wire elements [13] . The surface current on the metal Â × and dielectric Â × and the surface magnetic current Å × on the dielectric are expanded in terms of the basis expansion functions Â Ò , Â Ò and Ã Ò as follows:
Here, Á ½ AE , Á ½ AE and Å ½ AE are the AE AE · ¾ AE unknown coefficients. The expansion function is specified in three types i.e., thin wire mode, patch mode and attachment mode applied to wire/surface junctions. These expansion functions are shown in Figure 1 .
From the surface equivalence theorem and the reaction matching moment method, the following equation is obtained: between two elements. Here, superscripts ¼ and indicate the field material and corresponds to the air and the dielectric, respectively. Subscripts and indicate the material of the segmented elements and correspond to dielectric and conductor, respectively. The associated interactions are symmetric, so that, for example, ¼ ´ ¼ µ Ì . Explicit equations of the immittance are shown in [13, 11] .
Á ½ AE , Á ½ AE and Å ½ AE are the unknown expansion coefficients which appear in Equation 1. Î is the driver voltage. From Equation 2, the current distribution of the model surface and the electromagnetic field of the radiated wave are calculated.
For convenience, we will use ´ µÁ Î´ µ as an abbreviated form of Equation 2 , where is the frequency of the incident electric field Î´ µ.
Matrix Generation
The matrix generation requires the calculation of the electromagnetic field generated by the model with the moment method described before. The transmission line approximation method is also employed to take into account the effects of components or subsystems beyond the moment method [13, 5] . (typically × ½ ½ × Ò× Ò , and Ò × is small) is a set of sampling frequencies chosen for the analysis.
As the elements of these matrices can be generated independently, this process is done in parallel so that the matrices conform to a Ö ¢ Ö block-cyclic matrix distribution over a logical È ¢É processor grid [2] , where Ö is the fixed storage block size.
The remaining matrices ´ µ are generated by interpolation on the sampled immittance matrices ´ ×½ µ ´ ×Ò × µ. As they will have the same distribution, this step requires no communication.
It should be noted that at any one time, there must be sufficient storage for three matrices, one being the current ´ µ being interpolated, and two being the matrices used for interpolation. For large AE, this is a drawback of this approach.
At this point, the solver stage can begin on each ´ µ.
In the following two sections, we describe in detail issues in the parallelization of these stages.
The parallel routines used are coded entirely in terms of the DBLAS Distributed BLAS Library [14, 16] , which is a portable version of parallel BLAS. It has been used to implement very efficient parallel matrix factorization applications using various techniques [15] . The use of the DBLAS has enabled high reliability and performance from its highly tested and optimized components.
The Direct Solution of Symmetric Indefinite Systems
The direct solution uses a parallelized version of the Bunch-Kaufman algorithm [3] to perform the factorization È Ä Ä Ì È Ì , where Ä is an AE ¢ AE lower triangular matrix with a unit diagonal, and is a block diagonal matrix with either ½ ¢ ½ or ¾ ¢ ¾ sub-blocks, and È is a permutation matrix.
The Bunch-Kaufman algorithm was chosen because its implementation in LAPACK is one of the most competitive such algorithms [1] , and because, compared with tridiagonal methods, it results in a reduced number of symmetric interchanges. For parallel implementation, it has been argued that such a property is very important for minimizing the high communication costs associated with these interchanges [18] ; these can be further reduced by the recent introduction of a variant of the Bunch-Kaufman algorithm [17] .
The direct solution also requires a back-solve stage; the corresponding parallel routine is called pzsytrs(). As this routine is also required by FFS, we shall give some details here.
While the back-solve stage has only Ç´AE ¾ µ floating point operations, it has high associated overheads which makes its optimization particularly important in the distributed memory context. 
As the factorization stage saves ½ in the form of rowreplicated vectors, no further communications are required for performing
The reduction in the number of interchanges in the factor stage similarly reduces communication startup costs in the application of È ¼ ½ and È ¼ Ì .
The routine performing the factorization and the backsolve is called pzsysv().
Where possible a square or near-square processor grid is preferred for the dominant matrix factorization stage, this minimizes communication volume costs and improves cache utilization. Also, for such symmetric computations, it also minimizes startup costs and improves load balance [18] . Here, the Preconditioned Conjugate Gradients method is used [6, 8] . For a positive definite matrix , the preconditioning is We have adopted this method for complex symmetric indefinite matrices by using the LDLT factorization for the Figure   2 describes the algorithm.
The Fast Frequency Stepping Method
Thus, the FFS method reduces the number of Ç´AE ¿ µ direct solutions potentially required, replacing them by Ç´AE ¾ µ iterative methods, resulting in potentially large gains in efficiency.
The iterative method for FFS is implemented using the DBLAS parallel BLAS (see Section 4) routines for symmetric matrix-vector multiply pzsymv(), vector inner product and norm routines, as well as the complex indefinite solve routine pzsytrs() described in Section 4. The above routines have a compatible interface to ScaLA-PACK's PBLAS [2] .
The 
Performance
This section investigates the performance of the analysis stage of ACCUFIELD, where computation time is dominated by the solver stage.
The results here are for a Fujitsu AP3000 [9] 
, that is, high communication costs relative to floating point speed, and row or column broadcasts having to be simulated by point-to-point messages. For the APNet, the AP3000's communication network, communication latencies (from software) has been measures at ¾¼ ×, with a transfer rate of up to 80 MB/s sustained for large messages.
The electromagnetic wave radiated from the Note PC model is simulated as an example of the analysis of the electric devices at the design stage. The model is shown in Figure 3 . In this analysis, a matrix equation with AE ¼ is calculated. The dependence of the computing time on the node number of AP3000 is shown in Figure 1 ; at 8 nodes, the speedup is approximately 5.0. In the result shown in Table 1 , the current is calculated for the single frequency (66.66 MHz). In the actual design stage, the current is often calculated repeatedly for wide-range of frequencies as was described in the introduction. In case of the Note PC model shown in Figure 3 , the calculation of the current requires few or more hours. If pzsysv() is utilized, the current computing time is found to be reduced to few or few ten minutes and the electronic device such as the Note PC can be designed more efficiently.
However, for analysis with multiple frequencies, further speedups are desirable, which can be afforded by the fast frequency stepping method.
As mentioned in Section 5, we heuristically stop the iterative solving with a LDLT preconditioner if its computing time exceeds the half of the time of a direct solve. In the examples below executed in parallel, this resulted in the number of iterative solves per central frequency being at most two, which are for ½ and ·½ , where a direct solution is used at a central frequency . Figure 4 shows the execution times and the number of iterations Ö of parallel FFS for a POS terminal, generating a linear system of size AE ¼½ . The frequencies are in the range ¿¼ to 800 MHz. Note that the convergence is slow at lower frequencies, which is a common phenomenon of FFS.
A value of Ö ¼ indicates a direct solution was obtained for this frequency. The averaged iterative solution time is 66.5s, and the average direct time is 160.3s; thus the application of FFS (over using a direct solution at each frequency) results in a speedup of 1.65. The reason for this is that the parallel speedup of level 2 functions such as pzsymv() and pzsytrs() is not as high as for level 3 computations. Over 95% of the execution time was spent in pzsymv() and pzsytrs(). Of this, between 60% and 70% was spent in pzsytrs(), which (even in the absence of interchanges) requires at least ½¾AE communication startups on an 8 node machine.
However, for larger AE, this speedup of pzsytrs() will improve; this, together with the Ç´AEµ reduction of floating point operations enabled by FFS, means that better improvements for FFS are expected for larger models.
Conclusions
EMC applications such as ACCUFIELD can accurately analyse electromagnetic fields emitted by electronic devices, using a combination of the moment method and the transmission line approximation method. However, for complex electronic devices, the resulting models can be very large (up to tens of thousands of elements), requiring huge computational and memory resources for the results to be generated in an acceptable time. Distributed memory parallel computing offers a cost-effective and scalable way of providing these resources.
In this paper, we have shown how ACCUFIELD can be efficiently parallelized on a distribed memory multicomputer. The parallelization occurs mainly over the computeintensive solve stage, which involves the solution of complex dense symmetric indefinite linear systems.
The direct solution must be efficiently parallelized; we have chosen the Bunch-Kaufman LDLT factorization algorithm for this purpose. It was particularly important to improve performance in the back-solve part of this computation, as this is also used by the iterative solver.
To obtain further speedup, we have introduced an alternate approach for the case of EMC analysis over multiple frequencies. The FFS method employed the iterative conjugate gradient method using the direct solution over a central frequency as a preconditioner. While it achieved a time reduction by a factor of only ¾ for parallel solution on moderate sized systems, much greater reductions are expected for larger systems.
The exploitation of symmetry can be used to partially offset the extra memory requirements of the fast frequency stepping method, with both the preconditioner and the current linear system both being contained in an AE ¢´AE · ½ µ area of memory. On the other hand, it also adds extra communication overheads and slightly reduced computational speed, compared with using a general matrix decomposition (eg. LU).
Future work includes investigating further methods of improving the parallel performance for the iterative solver. Applying FFS simultaneously over several (say 4) vectors could amortize the communication costs, as well as result in increased computational speed.
