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1Introduction
The aim of this work is to present a geometric construction of modules over Lusztig’s
small quantum groups. To give a better idea of a problem, we first make some
historical remarks.
I.1. The story begins with Knizhnik-Zamolodchikov system of differential equa-
tions
∂φ(z)
∂zi
=
1
κ
∑
j 6=i
Ωijφ(z)
zi − zj , (I.1)
i = 1, . . . , n. Here φ(z) = φ(z1, . . . , zn) is a function of complex variables with values
in a tensor productM =M1⊗M2⊗. . .Mn of g-modules, g being a semisimple complex
Lie algebra. One fixes an invariant symmetric inner product on g, given by a tensor
Ω ∈ g⊗ g. For i 6= j, Ωij is the endomorphism of M induced by the multiplication by
Ω, acting on Mi⊗Mj , and κ is a non-zero complex parameter. The system (I.1) is of
primary importance. It was discovered by physicists, [KZ], as a system of differential
equations on correlation functions in Wess-Zumino-Witten models of two dimensional
conformal field theory.
As was discovered in the other physical paper [DF] (based on the fundamental work
by Feigin and Fuchs, [FF]), the correlation functions in conformal field theories may
be expressed in terms of the following integrals of hypergeometric type
I(z1, . . . , zn) =
∫
r(z1, . . . , zn; t1, . . . , tN)
∏
(zi − tj)aij
∏
(tp − tq)bpqdt (I.2)
where r(z; t) is a rational function, aij, bpq are complex numbers. So, we are dealing
with integrals over homology cycles of some one-dimensional local systems over a
configuration space
XN(z1, . . . , zn) = C
N \ ⋃
1≤i≤n; 1≤j≤N
{zi = tj} \
⋃
1≤p<q≤N
{tp = tq} (I.3)
(the coordinates on CN being ti), these integrals depending on z1, . . . , zn as on pa-
rameters. The integrals I(z1, . . . , zn), as functions of z, satisfy the Gauss-Manin
differential equations. These results have been obtained by the powerful technique of
bosonization in the representation theory of Virasoro and Kac-Moody Lie algebras.
Inspired by these (and other) physical works, one wrote down in [SV1] the complete
(for generic κ) set of solutions of KZ equations in terms of the integrals (I.2). In
this paper, an interesting phenomenon has been found. It turned out that the the
contragradient Verma modules over g and the irreducible ones could be realized in
some spaces of logarithmic differential forms over the spaces XN(z) (in the same
manner, their tensor products appeared over the spaces XN(z1, . . . , zN)). The picture
resembled very much the classical Beilinson-Bernstein theory of localization of g-
modules, [B1]. The role of the flag space G/B is played by the above configuration
spaces; in order to restore the whole module, one has to consider the spaces XN(z)
for all N . The Verma modules are connected with the !-extensions of some standard
local systems, their contragradient duals — with ∗-extensions.
The other part of the story is the important Kohno-Drinfeld theorem, [K], [D],
which says that the monodromy of the solutions of (I.1) is expressible in terms of the
R-matrix of the quantized enveloping algebra Uqg. The quantization parameter q is
2connected with the parameter κ in (I.1) through the identity
q = exp(2πi/κ) (I.4)
Another proof of this theorem follows from the results of [SV1], since the monodromy
of the integrals (I.2) may be explicitely calculated. Moreover, it turned out that the
results of [SV1] may be transferred into the topological world, with cycles replacing
differential forms, and this way one got the realization of standard representations of
the quantum group Uqg, cf. [SV2]. As B.Feigin put it at that time, ”differential forms
are responsible for the Lie algebra g, and cycles — for the quantum group”.
The idea to realize standard representations of quantum groups in certain cohomology
of configuration spaces appeared also in [FW]. The important role of the adjoint
representation and certain higher-dimensional local systems over the configuration
spaces of curves of higher genus was first revealed in [CFW].
One noted (cf. [S]) that in the topological world, the standard representations of a
quantum group are realized in certain spaces of vanishing cycles, and the operators
of the quantum group as the Lefschetz-Deligne canonical and variation maps between
them. This implied the idea that some categories of representations of quantum
groups could be realized geometrically as categories of compatible systems of perverse
sheaves (smooth along some natural stratifications) over various configuration spaces.
Here the main point of inspiration was Beilinson’s Gluing theorem, allowing one to
glue perverse sheaves from various spaces of vanishing cycles, [B2]. In the present
work, we suggest a construction of such geometric category.
I.2. Here is a brief guide through the text. It consists of six parts. Part 0 contains
a detailed overview of Parts I — V, which constitute the main body of the work.
We recommend the reader to look through this part. (Practically) all the results of
the work are precisely formulated, and the exposition may be in some respects more
clear. We also recommend to look through the introductions to all Parts, where their
contents is described.
The plan of Parts I and II resembles that of [SV1]. In part I, we give some general
results concerning perverse sheaves on the affine plane smooth along the stratification
associated by an arrangement of hyperplanes. This is a nice subject in itself, maybe
of independent interest. To each perverse sheaf as above, we assign a linear algebra
datum, by means of which one can compute the cohomology of this sheaf.
Part II contains some important results concerning the perverse sheaves on configu-
ration spaces. Technically, it is a base of our main results. In particular, it contains
the proof of all results announced in [SV2] (so, it may be instructive to look through
op. cit. before reading Part II).
Part III contains our main definition — of the tensor category FS of factorizable
sheaves. A factorizable sheaf is certain compatible collection of perverse sheaves over
configuration spaces, cf. Definition 4.2. We recommend to read Part 0, Introduction,
1.2, where this definition is explained in a slightly different language. This is the main
hero of the present work.
The main theorem of this work claims that this category is equivalent to the category
C connected with Lusztig’s small quantum group, cf. Theorem 17.1. See also Theorem
18.4 for a similar result, but with the generic quantization parameter ζ .
3In Parts IV and V, we want to globalize our constructions. The category FS is a local
object — factorizable sheaves leave on a (formal) disk. As it is usual in conformal
field theory, we can place these sheaves into points of an arbitrary algebraic curve C.
As a result, we get some interesting perverse sheaves on symmetric powers of C.
In Part IV, we study the case of a projective line. It turns out that the cohomology
of the above ”glued” perverse sheaves are expressible in terms of the Arkhipov’s
”semiinfinite” cohomology of the quantum group, cf. Theorem 8.4. In Part V, we
study the case of an arbitrary curve C, and families of curves. As an application, we
get the semisimplicity of the local systems of conformal blocks in Wess-Zumino-Witten
models, cf. Corollary 19.9.
I.3. In this work, we live in the topological world. To go back to the world of differen-
tial equations, one should pass from perverse sheaves to D-modules. If one translates
our constructions to the language of D-modules, one gets a geometric description of
g-modules (at least for a generic κ), cf. [KS1], [KS2]. If one could say that the present
work puts [SV2] in a natural framework, then [KS1], [KS2] play the similar role for
[SV1]. Kohno-Drinfeld theorem then translates into Riemann-Hilbert correspondence.
I.4. We believe that the geometry studied in this work is an instance of the semiin-
finite geometry of the configuration space of a curve. We learnt of this concept from
A. Beilinson in 1991. It is intimately, though mysteriously, related to the geometry of
semiinfinite flag space we learnt from B. Feigin since 1989. For example, the definition
of the category PS of factorizable sheaves on the semiinfinite flag space just copies
the definition of factorizable sheaves in the present work, cf. [FM]. Also, the semiin-
finite cohomology of the small quantum group arise persistently in the computation
of IC-hypercohomology of both configuration spaces and Quasimaps’ spaces (finite-
dimensional approximations of the semiinfinite flag space), cf. [FK] and [FFKM]. The
more striking parallels between the two theories are accounted for in [FKM].
I.5. The ideas of A. Beilinson and B. Feigin obviously penetrate this whole work.
During the preparation of the text, the authors benefited from the ideas and sugges-
tions of P. Deligne, G. Felder and D. Kazhdan. We are very obliged to G. Lusztig for
the permission to use his unpublished results. The second author is happy to thank
L. Positselski whose friendly help came at the crucial moment. Our special gratitude
goes to D. Kazhdan and Yu.I. Manin for the important incouragement at the initial
(resp. final) stages of the work.
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6Part 0. OVERVIEW
1. Introduction
1.1. Let (I, ·) be a Cartan datum of finite type and (Y,X, . . . ) the simply connected
root datum of type (I, ·), cf. [L1].
Let l > 1 be an integer. Set ℓ = l/(l, 2); to simplify the exposition, we will suppose in
this Introduction that di := i · i/2 divides ℓ for all i ∈ I; we set ℓi := ℓ/di. We suppose
that all ℓi > 3. Let ρ ∈ X be the half-sum of positive roots; let ρℓ ∈ X be defined
by 〈i, ρℓ〉 = ℓi − 1 (i ∈ I). We define a lattice Yℓ ⊂ Y by Yℓ = {µ ∈ X| for all µ′ ∈
X,µ · µ′ ∈ ℓZ}, and set dℓ = card(X/Yℓ).
We fix a base field k of characteristic not dividing l. We suppose that k contains a
primitive l-th root of unity ζ , and fix it. Starting from these data, one defines certain
category C. Its objects are finite dimensional X-graded k-vector spaces equipped with
an action of Lusztig’s ”small” quantum group u (cf. [L2]) such that the action of its
Cartan subalgebra is compatible with the X-grading. Variant: one defines certain
algebra
•
u which is an ”X-graded” version of u (see 12.2), and an object of C is a finite
dimensional
•
u-module. For the precise definition of C, see 2.11, 2.13. For l prime and
chark = 0, the category C was studied in [AJS], for chark > 0 and arbitrary l, C was
studied in [AW]. The category C admits a remarkable structure of a ribbon1 category
(Lusztig).
1.2. The main aim of this work is to introduce certain tensor category FS of geomet-
ric origin, which is equivalent to C. Objects of FS are called (finite) factorizable
sheaves.
A notion of a factorizable sheaf is the main new concept of this work. Let us give an
informal idea, what kind of an object is it. Let D be the unit disk in the complex
plane2. Let D denote the space of positive Y -valued divisors on D. Its points are
formal linear combinations
∑
ν · x (ν ∈ Y + := N[I], x ∈ D). This space is a disjoint
union
D = ∐
ν∈Y +
Dν
where Dν is the subspace of divisors of degree ν. Variant: Dν is the configuration
space of ν points running on D; its points are (isomorphism clases of) pairs of maps
(J −→ D, j 7→ xj ; π : J −→ I, j 7→ ij),
J being a finite set. We say that we have a finite set {xj} of (possibly equal) points of
D, a point xj being ”coloured” by the colour ij . The sum (in Y ) of colours of all points
should be equal to ν. The space Dν is a smooth affine analytic variety; it carries a
canonical stratification defined by various intersections of hypersurfaces {xj = 0} and
{xj′ = xj′′}. The open stratum (the complement of all the hypersurfaces above) is
denoted by Aν◦.
1in other terminology, braided balanced rigid tensor
2One could also take a complex affine line or a formal disk; after a suitable modification of the
definitions, the resulting categories of factorizable sheaves are canonically equivalent.
7One can imagine D as a Y +-graded smooth stratified variety. Let A = ∐Aν ⊂ D be
the open Y +-graded subvariety of positive Y -valued divisors on D−{0}. We have an
open Y +-graded subvariety A◦ = ∐Aν◦ ⊂ A.
Let us consider the (Y +)2-graded variety
A×A =∐ Aν1 × Aν2 ;
we define another (Y +)2-graded variety A˜ × A, together with two maps
(a) A×A p←− A˜ ×A m−→ A
respecting the Y +-gradings3; the map p is a homotopy equivalence. One can imagine
the diagram (a) above as a ”homotopy multiplication”
mA : A×A −→ A;
this ”homotopy map” is ”homotopy associative”; the meaning of this is explained in
the main text. We say that A is a (Y +-graded) ”homotopy monoid”; A◦ ⊂ A is a
”homotopy submonoid”.
The space D is a ”homotopy A-space”: there is a ”homotopy map”
mD : D ×A −→ D
which is, as above, a diagram of usual maps between Y +-graded varieties
(b) D ×A p←− D˜ × A m−→ D,
p being a homotopy equivalence.
For each µ ∈ X, ν ∈ Y +, one defines a one-dimensional k-local system Iνµ over
Aν◦. Its monodromies are defined by variuos scalar products of ”colours” of running
points and the colour µ of the origin 0 ∈ D. These local systems have the following
compatibility. For each µ ∈ X, ν1, ν2 ∈ Y +, a factorization isomorphism
φµ(ν1, ν2) : m
∗Iν1+ν2µ ∼−→ p∗(Iν1µ ⊠ Iν2µ−ν1)
is given (where m, p are the maps in the diagram (a) above), these isomorphisms
satisfying certain (co)associativity property. The collection of local systems {Iνµ} is
an X-graded local system I = ⊕ Iµ over A◦. One could imagine the collection of
factorization isomorphisms {φµ(ν1, ν2)} as an isomorphism
φ : m∗A◦I ∼−→ I ⊠ I
We call I the braiding local system.
Let I• be the perverse sheaf on A which is the Goresky-MacPherson extension of the
local system I. The isomorphism φ above induces a similar isomorphism
φ• : m∗AI• ∼−→ I• ⊠ I•
This sheaf, together with φ•, looks like a ”coalgebra”; it is an incarnation of the
quantum group
•
u.
A factorizable sheaf is a couple
(µ ∈ X (”the highest weight”); a perverse sheaf X over D, smooth along the canonical
stratification).
3a (Y +)2-graded space is considered as a Y +-graded by means of the addition (Y +)2 −→ Y +.
8Thus, X is a collection of sheaves X ν over Dν. These sheaves should be connected by
factorization isomorphisms
ψ(ν1, ν2) : m
∗X ν1+ν2 ∼−→ p∗(X ν1 ⊠ Iν2•µ−ν1)
satisfying an associativity property. Here m, p are as in the diagram (b) above. One
could imagine the whole collection {ψ(ν1, ν2)} as an isomorphism
ψ : m∗DX ∼−→ I• ⊠ X
satisfying a (co)associativity property. We impose also certain finiteness (of singu-
larities) condition on X . So, this object looks like a ”comodule” over I•. It is an
incarnation of an
•
u-module.
We should mention one more important part of the structure of the space D. It
comes from natural closed embeddings ιν : D →֒ D[ν] (were [ν] denotes the shift of
the grading); these mappings define certain inductive system, and a factorizable sheaf
is a sheaf on its inductive limit.
The latter inductive limit is an example of a ”semiinfinite space”.
For the precise definitions, see Sections 3, 4 below.
The category FS has a structure of a braided balanced tensor category coming from
geometry. The tensor structure on FS is defined using the functors of nearby cycles.
The tensor equivalence
Φ : FS ∼−→ C
is defined using vanishing cycles functors. It respects the braidings and balances. This
is the contents of Parts I–III.
1.3. Factorizable sheaves are local objects. It turns out that one can ”glue” them
along complex curves. More precisely, given a finite family {Xa}a∈A of factorizable
sheaves and a smooth proper curve C together with a family {xa, τa}A of distinct
points xa ∈ C with non-zero tangent vectors τa at them (or, more generally, a family
of such objects over a smooth base S), one can define a perverse sheaf, denoted by
× (C)
A
Xa
on the (relative) configuration space Cν . Here ν ∈ Y + is defined by
(a) ν =
∑
a∈A µa + (2g − 2)ρℓ
where g is the genus of C, µa is the highest weight of Xa. We assume that the right
hand side of the equality belongs to Y +.
One can imagine this sheaf as an ”exterior tensor product” of the family {Xa} along
C. It is obtained by ”planting” the sheaves Xa into the points xa. To glue them
together, one needs a ”glue”. This glue is called the Heisenberg local system H;
it is a sister of the braiding local system I. Let us describe what it is.
For a finite set A, let MA denote the moduli stack of punctured curves (C, {xa, τa}A)
as above; let η : CA −→ MA be the universal curve. Let δA = det(Rη∗OCA) be the
determinant line bundle onMA, andMA;δ −→MA be the total space of δA with the
zero section removed. For ν ∈ Y +, let ην : CνA −→MA be the relative configuration
space of ν points running on CA; let C
ν◦
A ⊂ CνA be the open stratum (where the running
points are distinct and distinct from the punctures xa). The complementary subscript
()δ will denote the base change under MA;δ −→MA. The complementary subscript
9()g will denote the base change under MA,g →֒ MA, MA,g being the substack of
curves of genus g.
The Heisenberg local system is a collection of local systems H~µ;A,g over the stacks
Cν◦A,g;δ. Here ~µ is an A-tuple {µa} ∈ Xa; ν = ν(~µ; g) is defined by the equality (a)
above. We assume that ~µ is such that the right hand side of this equality really
belongs to Y +. The dimension of H~µ;A,g is equal to dgℓ ; the monodromy around the
zero section of the determinant line bundle is equal to
(b) c = (−1)card(I)ζ−12ρ·ρ.
These local systems have a remarkable compatibility (”fusion”) property which we do
not specify here, see Section 15.
1.4. In Part IV we study the sheaves × (C)
A
Xa for C = P1. Their cohomology, when
expressed algebraically, turn out to coincide with certain ”semiinfinite” Tor spaces
in the category C introduced by S.M.Arkhipov. Due to the results of Arkhipov, this
enables one to prove that ”spaces of conformal blocks” in WZWmodels are the natural
subquotients of such cohomology spaces.
1.5. In Part V we study the sheaves × (C)
A
Xa for arbitrary smooth families of punc-
tured curves. Let ×
A,g
Xa denotes the ”universal exterior product” living on CνA,g;δ
where ν = ν(~µ; g) is as in 1.3 (a) above, ~µ = {µa}, µa being the highest weight of Xa.
Let us integrate it: consider∫
Cν
×
A,g
Xa := Rην∗ ( × A,g Xa);
it is a complex of sheaves over MA,g;δ with smooth cohomology; let us denote it
〈⊗A Xa〉g. The cohomology sheaves of such complexes define a fusion structure4 on
FS (and hence on C).
The classical WZW model fusion category is, in a certain sense, a subquotient of one
of them. The number c, 1.3 (b), coincides with the ”multiplicative central charge” of
the model (in the sense of [BFM]).
As a consequence of this geometric description and of the Purity Theorem, [BBD], the
local systems of conformal blocks (in arbitrary genus) are semisimple. The Verdier
duality induces a canonical non-degenerate Hermitian form on them (if k = C).
1.6. We should mention a very interesting related work of G.Felder and collaborators.
The idea of realizing quantum groups’ modules in the cohomology of configuration
spaces appeared independently in [FW]. The Part V of the present work arose from
our attempts to understand [CFW].
1.7. This work consists of 6 parts. Part 0 is an overview of the Parts I–V. More
precisely, Chapter 0.1 surveys the Parts I–III; Chapter 0.2 is an exposition of Part
IV, and Chapter 0.3 is an exposition of Part V. The proofs are given in the Parts
I–V. Part 0 contains no proofs, but we hope that it clarifies the general picture to
some extent. Each part starts with a separate Introduction. The references within
one Part look like 1.1.1, and the references to other parts look like I.1.1.1. The first
author would like to stress that his contribution is limited to chapters 1,2 of Part V.
4actually a family of such structures (depending on the degree of cohomology)
10
The remaining authors would like to note that these chapters consitute the core of
Part V.
11
Chapter 1. Local.
2. The category C
2.1. We will follow Lusztig’s terminology and notations concerning root systems,
cf. [L1].
We fix an irreducible Cartan datum (I, ·) of finite type. Thus, I is a finite set together
with a symmetric Z-valued bilinear form ν1, ν2 7→ ν1 · ν2 on the free abelian group
Z[I], such that for any i ∈ I, i · i is even and positive, for any i 6= j in I, 2i · j/i · i ≤ 0
and the I × I-matrix (i · j) is positive definite. We set di = i · i/2.
Let d = maxi∈I di. This number is equal to the least common multiple of the numbers
di, and belongs to the set {1, 2, 3}. For a simply laced root datum d = 1.
We set Y = Z[I], X = Hom(Y,Z); 〈, 〉 : Y ×X −→ Z will denote the obvious pairing.
The obvious embedding I →֒ Y will be denoted by i 7→ i. We will denote by i 7→ i′
the embedding I →֒ X given by 〈i, j′〉 = 2i · j/i · i. (Thus, (Y,X, . . . ) is the simply
connected root datum of type (I, ·), in the terminology of Lusztig.)
The above embedding I ⊂ X extends by additivity to the embedding Y ⊂ X. We
will regard Y as the sublattice of X by means of this embedding. For ν ∈ Y , we will
denote by the same letter ν its image in X. We set Y + = N[I] ⊂ Y .
We will use the following partial order on X. For µ1, µ2 ∈ X, we write µ1 ≤ µ2 if
µ2 − µ1 belongs to Y +.
2.2. We fix a base field k, an integer l > 1 and a primitive root of unity ζ ∈ k as in
the Introduction.
We set ℓ = l if l is odd and ℓ = l/2 if l is even. For i ∈ I, we set ℓi = ℓ/(ℓ, di). Here
(a, b) stands for the greatest common divisor of a, b. We set ζi = ζ
di. We will assume
that ℓi > 1 for any i ∈ I and ℓi > −〈i, j′〉+ 1 for any i 6= j in I.
We denote by ρ (resp. ρℓ) the element of X such that 〈i, ρ〉 = 1 (resp. 〈i, ρℓ〉 = ℓi−1)
for all i ∈ I.
For a coroot β ∈ Y , there exists an element w of the Weyl group W of our Cartan
datum and i ∈ I such that w(i) = β. We set ℓβ := ℓ(ℓ,di) ; this number does not depend
on the choice of w and i.
We have ρ = 1
2
∑
α; ρℓ =
1
2
∑
(ℓα − 1)α, the sums over all positive roots α ∈ X.
For a ∈ Z, i ∈ I, we set [a]i = 1− ζ−2ai .
2.3. We use the same notation µ1, µ2 7→ µ1·µ2 for the unique extension of the bilinear
form on Y to a Q-valued bilinear form on Y ⊗Z Q = X⊗Z Q.
We define a lattice Yℓ = {λ ∈ X| for all µ ∈ X, λ · µ ∈ ℓZ}.
2.4. Unless specified otherwise, a ”vector space” will mean a vector space over k; ⊗
will denote the tensor product over k. A ”sheaf” (or a ”local system”) will mean a
sheaf (resp. local system) of k-vector spaces.
If (T,S) is an open subspace of the space of complex points of a separate scheme of
finite type over C, with the usual topology, together with an algebraic stratification S
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satisfying the properties [BBD] 2.1.13 b), c), we will denote byM(T ;S) the category
of perverse sheaves over T lisse along S, with respect to the middle perversity, cf.
[BBD] 2.1.13, 2.1.16.
2.5. Let ′f be the free associative k-algebra with 1 with generators θi (i ∈ I). For
ν =
∑
νii ∈ N[I], let ′fν be the subspace of ′f spanned by the monomials θi1 · . . . · θia
such that
∑
j ij = ν in N[I].
Let us regard ′f⊗ ′f as a k-algebra with the product (x1 ⊗ x2)(y1 ⊗ y2) = ζν·µx1y1 ⊗
x2y2 (x2 ∈ ′fν , y1 ∈ ′fµ). Let r denote a unique homomorphism of k-algebras ′f −→
′f⊗ ′f carrying θi to 1⊗ θi + θi ⊗ 1 (i ∈ I).
2.6. Lemma-definition. There exists a unique k-valued bilinear form (·, ·) on ′f such
that
(i) (1, 1) = 1; (θi, θj) = δij (i, j ∈ I); (ii) (x, yy′) = (r(x), y ⊗ y′) for all x, y, y′ ∈ ′f.
This bilinear form is symmetric. 2
In the right hand side of the equality (ii) we use the same notation (·, ·) for the bilinear
form on ′f⊗ ′f defined by (x1 ⊗ x2, y1 ⊗ y2) = (x1, y1)(x2, y2).
The radical of the form ′f is a two-sided ideal of ′f.
2.7. Let us consider the associative k-algebra u (with 1) defined by the generators
ǫi, θi (i ∈ I), Kν (ν ∈ Y ) and the relations (a) — (e) below.
(a) K0 = 1, Kν ·Kµ = Kν+µ (ν, µ ∈ Y );
(b) Kνǫi = ζ
〈ν,i′〉ǫiKν (i ∈ I, ν ∈ Y );
(c) Kνθi = ζ
−〈ν,i′〉θiKν (i ∈ I, ν ∈ Y );
(d) ǫiθj − ζ i·jθjǫi = δij(1− K˜−2i ) (i, j ∈ I).
Here we use the notation K˜ν =
∏
i Kdiνii (ν =
∑
νii).
(e) If f(θi) ∈ ′f belongs to the radical of the form (·, ·) then f(θi) = f(ǫi) = 0 in u.
2.8. There is a unique k-algebra homomorphism ∆ : u −→ u⊗ u such that
∆(ǫi) = ǫi ⊗ 1 + K˜−1i ⊗ ǫi; ∆(θi) = θi ⊗ 1 + K˜−1i ⊗ θi; ∆(Kν) = Kν ⊗Kν
for any i ∈ I, ν ∈ Y . Here u⊗ u is regarded as an algebra in the standard way.
There is a unique k-algebra homomorphism e : u −→ k such that e(ǫi) = e(θi) =
0, e(Kν) = 1 (i ∈ I, ν ∈ Y ).
2.9. There is a unique k-algebra homomorphism s : u −→ uopp such that
s(ǫi) = −ǫiK˜i; s(θi) = −θiK˜i; s(Kν) = K−ν (i ∈ I, ν ∈ Y ).
There is a unique k-algebra homomorphism s′ : u −→ uopp such that
s′(ǫi) = −K˜iǫi; s′(θi) = −K˜iθi; s′(Kν) = K−ν (i ∈ I, ν ∈ Y ).
2.10. The algebra u together with the additional structure given by the comultipli-
cation ∆, the counit e, the antipode s and the skew-antipode s′, is a Hopf algebra.
13
2.11. Let us define a category C as follows. An object of C is a u-moduleM which is
finite dimensional over k, with a given direct sum decomposition M = ⊕λ∈X Mλ (as
a vector space) such that Kνx = ζ
〈ν,λ〉x for any ν ∈ Y, λ ∈ X, x ∈ Mλ. A morphism
in C is a u-linear map respecting the X-gradings.
Alternatively, an object of C may be defined as an X-graded finite dimensional vector
space M = ⊕ Mλ equipped with linear operators
θi : Mλ −→Mλ−i′ , ǫi : Mλ −→Mλ+i′ (i ∈ I, λ ∈ X)
such that
(a) for any i, j ∈ I, λ ∈ X, the operator ǫiθj − ζ i·jθjǫi acts as the multiplication by
δij [〈i, λ〉]i on Mλ.
Note that [〈i, λ〉]i = [〈dii, λ〉] = [i′ · λ].
(b) If f(θi) ∈ ′f belongs to the radical of the form (·, ·) then the operators f(θi) and
f(ǫi) act as zero on M .
2.12. In [L2] Lusztig defines an algebra uB over the ring B which is a quotient
of Z[v, v−1] (v being an indeterminate) by the l-th cyclotomic polynomial. Let us
consider the k-algebra uk obtained from uB by the base change B −→ k sending
v to ζ . The algebra uk is generated by certain elements Ei, Fi, Ki (i ∈ I). Here
Ei = E
(1)
αi
, Fi = F
(1)
αi
in the notations of loc.cit.
Given an object M ∈ C, let us introduce the operators Ei, Fi, Ki on it by
Ei =
ζi
1− ζ−2i
ǫiK˜i, Fi = θi, Ki = Ki.
2.13. Theorem. The above formulas define the action of the Lusztig’s algebra uk on
an object M .
This rule defines an equivalence of C with the category whose objects are X-graded
finite dimensional uk-modules M = ⊕Mλ such that Kix = ζ 〈i,λ〉x for any i ∈ I, λ ∈
X, x ∈Mλ. 2
2.14. The structure of a Hopf algebra on u defines canonically a rigid tensor structure
on C (cf. [KL]IV, Appendix).
The Lusztig’s algebra uk also has an additional structure of a Hopf algebra. It induces
the same rigid tensor structure on C.
We will denote the duality in C by M 7→M∗. The unit object will be denoted by 1.
2.15. Let u− (resp. u+, u0) denote the k-subalgebra generated by the elements
θi (i ∈ I) (resp. ǫi (i ∈ I), Kν (ν ∈ Y )). We have the triangular decomposition
u = u−u0u+ = u+u0u−.
We define the ”Borel” subalgebras u≤0 = u−u0, u≥0 = u+u0; they are the Hopf
subalgebras of u.
Let us introduce the X-grading u = ⊕uλ as a unique grading compatible with the
structure of an algebra such that θi ∈ u−i′, ǫi ∈ ui′, Kν ∈ u0. We will use the induced
gradings on the subalgebras of u.
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2.16. Let C≤0 (resp. C≥0) be the category whose objects are X-graded finite di-
mensional u≤0- (resp. u≥0-) modules M = ⊕Mλ such that Kνx = ζ 〈ν,λ〉x for any
ν ∈ Y, λ ∈ X, x ∈ Mλ. Morphisms are u≤0- (resp. u≥0-) linear maps compatible with
the X-gradings.
We have the obvious functors C −→ C≤0 (resp. C −→ C≥0). These functors admit the
exact left adjoints induu≤0 : C≤0 −→ C (resp. induu≥0 : C≥0 −→ C).
For example, induu≥0(M) = u ⊗u≥0 M . The triangular decomposition induces an iso-
morphism of graded vector spaces induu≥0(M)
∼= u− ⊗M .
2.17. For λ ∈ X, let us consider on object kλ ∈ C≥0 defined as follows. As a graded
vector space, kλ = kλλ = k. The algebra u
≥0 acts on kλ as follows: ǫix = 0, Kνx =
ζ 〈ν,λ〉x (i ∈ I, ν ∈ Y, x ∈ kλ).
The object M(λ) = induu≥0(k
λ) is called a (baby) Verma module. Each M(λ) has a
unique irreducible quotient object, to be denoted by L(λ). The objects L(λ) (λ ∈ X)
are mutually non-isomorphic and every irreducible object in C is isomorphic to one of
them. Note that the category C is artinian, i.e. each object of C has a finite filtration
with irreducible quotients.
For example, L(0) = 1.
2.18. Recall that a braiding on C is a collection of isomorphisms
RM,M ′ : M ⊗M ′ ∼−→ M ′ ⊗M (M,M ′ ∈ C)
satisfying certain compatibility with the tensor structure (see [KL]IV, A.11).
A balance on C is an automorphism of the identity functor b = {bM : M ∼−→ M (M ∈
C)} such that for every M,N ∈ C, bM⊗N ◦ (bM ⊗ bN)−1 = RN,M ◦RM,N (see loc. cit.).
2.19. Let ̟ denote the determinant of the I × I-matrix (〈i, j′〉). From now on
we assume that char(k) does not divide 2̟, and k contains an element ζ ′ such that
(ζ ′)2̟ = ζ ; we fix such an element ζ ′. For a number q ∈ 1
2̟
Z, ζq will denote (ζ ′)2̟q.
2.20. Theorem. (G. Lusztig) There exists a unique braided structure {RM,N} on the
tensor category C such that for any λ ∈ X and M ∈ C, if µ ∈ X is such that Mµ′ 6= 0
implies µ′ ≤ µ, then
RL(λ),M (x⊗ y) = ζλ·µy ⊗ x
for any x ∈ L(λ), y ∈Mµ. 2
2.21. Let n : X −→ 1
2̟
Z be the function defined by
n(λ) =
1
2
λ · λ− λ · ρℓ.
2.22. Theorem. There exists a unique balance b on C such that for any λ ∈ X,
bL(λ) = ζ
n(λ). 2
2.23. The rigid tensor category C, together with the additional structure given by
the above braiding and balance, is a ribbon category in the sense of Turaev, cf. [K]
and references therein.
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3. Braiding local systems
3.1. For a topological space T and a finite set J , T J will denote the space of all maps
J −→ T (with the topology of the cartesian product). Its points are J-tuples (tj) of
points of T . We denote by T Jo the subspace consisting of all (tj) such that for any
j′ 6= j′′ in J , tj′ 6= tj′′ .
Let ν =
∑
νii ∈ Y +. Let us call an unfolding of ν a map of finite sets π : J −→ I
such that card(π−1(i)) = νi for all i. Let Σπ denote the group of all automorphisms
σ : J
∼−→ J such that π ◦ σ = π.
The group Σπ acts on the space T
J in the obvious way. We denote by T ν the quotient
space T J/Σν . This space does not depend, up to a unique isomorphism, on the choice
of an unfolding π. The points of T ν are collections (tj) of I-colored points of T ,
such that for any I, there are νi points of color i. We have the canonical projection
T J −→ T ν , also to be denoted by π. We set T νo = π(T Jo). The map π restricted to
T Jo is an unramified Galois covering with the Galois group Σπ.
3.2. For a real r > 0, let D(r) denote the open disk on the complex plane {t ∈
C| |t| < r} and D¯(r) its closure. For r1 < r2, denote by A(r1, r2) the open annulus
D(r2)− D¯(r1).
Set D = D(1). Let
•
D denote the punctured disk D − {0}.
3.3. For an integer n ≥ 1, consider the space
En = {(r0, . . . , rn) ∈ Rn+1| 0 = r0 < r1 < . . . < rn = 1}.
Obviously, the space En is contractible.
Let J1, . . . , Jn be finite sets. Set J =
∐n
a=1 Ja. Note that D
J = DJ1 × . . .×DJn. Let
us untroduce the subspace DJ1,... ,Jn ⊂ En × DJ . By definition it consists of points
((ra); (t
a
j ) ∈ DJa, a = 1, . . . , n) such that taj ∈ A(ra−1, ra) for a = 1, . . . , n. The
canonical projection En ×DJ −→ DJ induces the map
m(J1, . . . , Jn) : D
J1,... ,Jn −→ DJ .
The image of the above projection lands in the subspace DJ1 × •DJ2 × . . . × •DJn ⊂
DJ1 × . . .×DJn = DJ . The induced map
p(J1, . . . , Jn) : D
J1,... ,Jn −→ DJ1 × •DJ2 × . . .× •DJn
is homotopy equivalence.
Now assume that we have maps πa : Ja −→ I which are unfoldings of the elements
νa. Then their sum π : J −→ I is an unfolding of ν = ν1 + . . . + νn. We define
the space Dν1,... ,νn ⊂ En ×Dν as the image of DJ1,... ,Jn under the projection Id× π :
En ×DJ −→ En ×Dν . The maps m(J1, . . . , Jn) and p(J1, . . . , Jn) induce the maps
m(ν1, . . . , νn) : D
ν1,... ,νn −→ Dν1+...+νn
and
p(ν1, . . . , νn) : D
ν1,... ,νn −→ Dν1 × •Dν2 × . . .× •Dνn
respectively, the last map being homotopy equivalence.
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3.4. We define the open subspaces
•
Dν1,... ,νn = Dν1,... ,νn ∩ (En ×
•
Dν)
and •
Dν1,... ,νno = Dν1,... ,νn ∩ (En ×
•
Dνo).
We have the maps
ma(ν1, . . . , νn) : D
ν1,... ,νn −→ Dν1,... ,νa−1,νa+νa+1,νa+2,... ,νn
and
pa(ν1, . . . , νn) : D
ν1,... ,νn −→ Dν1,... ,νa × •Dνa+1,... ,νn
(a = 1, . . . , n− 1) defined in an obvious manner. They induce the maps
ma(ν1, . . . , νn) :
•
Dν1,... ,νn −→ •Dν1,... ,νa−1,νa+νa+1,νa+2,... ,νn
and
pa(ν1, . . . , νn) :
•
Dν1,... ,νn −→ •Dν1,... ,νa × •Dνa+1,... ,νn
and similar maps between ”o”-ed spaces. All the maps p are homotopy equivalences.
All these maps satisfy some obvious compatibilities. We will need the following par-
ticular case.
3.5. The rhomb diagram below commutes.
Dν1+ν2+ν3
Dν1,ν2+ν3 Dν1+ν2,ν3
Dν1 × •Dν1+ν2 Dν1,ν2,ν3 Dν1+ν2 × •Dν3
Dν1 × •Dν1,ν2 Dν1,ν2 × •Dν3
Dν1 × •Dν2 × •Dν3
 
 
@
@I
 
 	 @
@I
 
  @
@R
@
@I  
 	
@
@R  
 
@
@R
 
 	
m m
p m m p
m p p m
p p
3.6. We will denote by Ao and call an open I-coloured configuration space the collec-
tion of all spaces { •Dν1,... ,νno} together with the maps {ma(ν1, . . . , νn), pa(ν1, . . . , νn)}
between their various products.
We will call a local system over Ao, or a braiding local system a collection of data (a),
(b) below satisfying the property (c) below.
(a) A local system Iνµ over
•
Dνo given for any ν ∈ Y +, µ ∈ X.
(b) An isomorphism φµ(ν1, ν2) : m
∗Iν1+ν2µ ∼−→ p∗(Iν1µ ⊠ Iν2µ−ν1) given for any ν1, ν2 ∈
Y +, µ ∈ X.
Here p = p(ν1, ν2) and m = m(ν1, ν2) are the arrows in the diagram
•
Dν1o × •Dν2o p←−
•
Dν1,ν2o
m−→ •Dν1+ν2o.
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The isomorphisms φµ(ν1, ν2) are called the factorization isomorphisms.
(c) (The associativity of factorization isomorphisms.) For any ν1, ν2, ν3 ∈ Y +, µ ∈ X,
the octagon below commutes. Here the maps m, p are the maps in the rhombic
diagram above, with D,
•
D replaced by
•
Do.
m∗m∗1Iν1+ν2+ν3µ m∗m∗2Iν1+ν2+ν3µ
m∗p∗(Iν1µ ⊠ Iν2+ν3µ−ν1 ) m∗p∗(Iν1+ν2µ ⊠ Iν3µ−ν1−ν2)
p∗m∗(Iν1µ ⊠ Iν2+ν3µ−ν1 ) p∗m∗(Iν1+ν2µ ⊠ Iν3µ−ν1−ν2)
p∗1p
∗(Iν1µ ⊠ Iν2µ−ν1 ⊠ Iν3µ−ν1−ν2) p∗2p∗(Iν1µ ⊠ Iν2µ−ν1 ⊠ Iν3µ−ν1−ν2)
 
 
 
 
 
 
 	
@
@
@
@
@
@
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@
@
@
@
@
@
@R
 
 
 
 
 
 
 	
φµ(ν1, ν2 + ν3) φµ(ν1 + ν2, ν3)
φµ−ν1(ν2, ν3) φµ(ν1, ν2)
Written more concisely, the axiom (c) reads as a ”cocycle” condition
(c)′ φµ(ν1, ν2) ◦ φµ(ν1 + ν2, ν3) = φµ−ν1(ν2, ν3) ◦ φµ(ν1, ν2 + ν3).
3.7. Correctional lemma. Assume we are given the data (a), (b) as above,
with one-dimensional local systems Iνµ. Then there exist a collection of constants
cµ(ν1, ν2) ∈ k∗ (µ ∈ X, ν1, ν2 ∈ Y +) such that the corrected isomorphisms
φ′µ(ν1, ν2) = cµ(ν1, ν2)φµ(ν1, ν2) satisfy the associativity axiom (c). 2
3.8. The notion of a morphism between two braiding local systems is defined in an
obvious way. This defines the category of braiding local systems, Bls.
Suppose that I = {Iνµ;φµ(ν1, ν2)} and J = {J νµ ;ψµ(ν1, ν2)} are two braiding local
systems. Their tensor product I⊗J is defined by (I⊗J )νµ = Iνµ⊗J νµ , the factorization
isomorphisms being φµ(ν1, ν2) ⊗ ψµ(ν1, ν2). This makes Bls a tensor category. The
subcategory of one-dimensional braiding local systems is a Picard category.
3.9. Example. Sign local system. Let L be a one-dimensional vector space. Let
ν ∈ Y +. Let π : J −→ I be an unfolding of ν, whence the canonical projection
π :
•
DJ◦ −→ •Dν◦. Pick a point x˜ = (xj) ∈
•
DJ◦ with all xj being real; let x = π(x˜).
The choice of base points defines the homomorphism π1(
•
Dν◦; x) −→ Σπ. Consider its
composition with the sign map Σπ −→ µ2 →֒ k∗. Here µ2 = {±1} is the group of
square roots of 1 in k∗. We get a map s : π1(
•
Dν◦; x) −→ k∗. It defines a local system
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Signν(L) over •Dν◦ whose stalk at x is equal to L. This local system does not depend
(up to the unique isomorphism) on the choices made.
Given a diagram
•
Dν1◦ × •Dν2◦ p←− •Dν1,ν2◦ m−→ •Dν2+ν2◦
we can choose base point xi ∈
•
Dνi and x ∈ •Dν1+ν2◦ such that there exists y ∈ •Dν1,ν2
with p(y) = (x1, x2) and m(y) = x. Let
φL1,L2(ν1, ν2) : m
∗Signν1+ν2(L1 ⊗ L2) ∼−→ p∗(Signν1(L1)⊠ Signν2(L2))
be the unique isomorphism equal to IdL1⊗L2 over y. These isomorphisms satisfy the
associativity condition (cf. (c)′ above).
Let us define the brading local system Sign by Signνµ = Signν(1), φµ(ν1, ν2) =
φ1,1(ν1, ν2). Here 1 denotes the standard vector space k.
3.10. Example. Standard local systems J , I. Let ν ∈ Y +, let π : J −→ I be an
unfolding of ν, n = card(J), π :
•
DJ◦ −→ •Dν◦ the corresponding projection. Let L be
a one-dimensional vector space. For each isomorphism σ : J
∼−→ {1, . . . , n}, choose a
point x(σ) = (xj) ∈
•
DJ◦ such that all xj are real and positive and for each j′, j′′ such
that σ(j′) < σ(j′′), we have xj′ < xj′′.
Let us define a local system J πµ (L) over
•
DJ◦ as follows. We set J πµ (L)x(σ) = L for all
σ. We define the monodromies
Tγ : J πµ (L)x(σ) −→ J πµ (L)x(σ′)
along the homotopy classes of paths γ : xσ −→ xσ′ which generate the fundamental
groupoid. Namely, let xj′ and xj′′ be some neighbour points in x(σ), with xj′ < xj′′.
Let γ(j′, j′′)+ (resp. γ(j′, j′′)−) be the paths corresponding to the movement of xj′′ in
the upper (resp. lower) hyperplane to the left from xj′ position. We set
Tγ(j′,j′′)± = ζ
∓π(j′)·π(j′′).
Let xj be a point in x(σ) closest to 0. Let γ(j) be the path corresponding to the
counterclockwise travel of xj around 0. We set
Tγ(j) = ζ
2µ·π(j).
The point is that the above fromulas give a well defined morphism from the funda-
mental groupoid to the groupoid of one-dimensional vector spaces.
The local system J πµ (L) admits an obvious Σπ-equivariant structure. This defines the
local system J νµ (L) over
•
Dν◦. Given a diagram
•
Dν1◦ × •Dν2◦ p←− •Dν1+ν2◦ m−→ •Dν1+ν2◦,
let
φL1,L2µ (ν1, ν2) : m
∗J ν1+ν2µ (L1 ⊗ L2) ∼−→ p∗(J ν1µ (L1)⊠ J ν2µ−ν1(L2))
be the unique isomorphism equal to IdL1⊗L2 over compatible base points. Here the
compatibility is understood in the same sense as in the previous subsection. These
isomorphisms satisfy the associativity condition.
We define the braiding local system J by J νµ = J νµ (1), φµ(ν1, ν2) = φ1,1µ (ν1, ν2).
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We define the braiding local system I by I = J ⊗ Sign. The local systems J , I are
called the standard local systems. In the sequel we will mostly need the local system
I.
4. Factorizable sheaves
4.1. In the sequel for each ν ∈ Y +, we will denote by S the stratification on the space
Dν the closures of whose strata are various intersections of hypersurfaces given by the
equations tj = 0, tj′ = tj′′ . The same letter will denote the induced stratifications on
its subspaces.
4.2. Set Iν•µ = j!∗Iνµ [dim
•
Dν◦] ∈M( •Dν ;S) where j : •Dν◦ →֒ •Dν is the embedding.
Given a diagram
•
Dν1 × •Dν2 p←− •Dν1,ν2 m−→ •Dν1+ν2,
the structure isomorphisms φµ(ν1, ν2) of the local system I induce the isomorphisms,
to be denoted by the same letters,
φµ(ν1, ν2) : m
∗Iν1+ν2• ∼−→ p∗(Iν1• ⊠ Iν2•).
Obviously, these isomorphisms satisfy the associativity axiom.
4.3. Let us fix a coset c ∈ X/Y . We will regard c as a subset of X. We will call a
factorizable sheaf M supported at c a collection of data (w), (a), (b) below satisfying
the axiom (c) below.
(w) An element λ = λ(M) ∈ c.
(a) A perverse sheaf Mν ∈M(Dν ;S) given for each ν ∈ Y +.
(b) An isomorphism ψ(ν1, ν2) : m
∗Mν1+ν2 ∼−→ p∗(Mν1 ⊠ Iν2•λ−ν1) given for any ν1, ν2 ∈
Y +.
Here p,m denote the arrows in the diagram Dν1 × •Dν2 p←− Dν1,ν2 m−→ Dν1+ν2 .
The isomorphisms ψ(ν1, ν2) are called the factorization isomorphisms.
(c) For any ν1, ν2, ν3 ∈ Y +, the following associativity condition is fulfilled:
ψ(ν1, ν2) ◦ ψ(ν1 + ν2, ν3) = φλ−ν1(ν2, ν3) ◦ ψ(ν1, ν2 + ν3).
We leave to the reader to draw the whole octagon expressing this axiom.
4.4. LetM = {Mν; ψ(ν1, ν2)} be a factorizable sheaf supported at a coset c ∈ X/Y ,
λ = λ(M). For each λ′ ≥ λ, ν ∈ Y +, define a sheaf Mνλ′ ∈M(Dν ;S) by
Mνλ′ =
{
ι(λ′ − λ)∗Mν−λ′+λ if ν − λ′ + λ ∈ Y +
0 otherwise.
Here
ι(ν ′) : Dν −→ Dν+ν′
denotes the closed embedding adding ν ′ points sitting at the origin. The factorization
isomorphisms ψ(ν1, ν2) induce similar isomorphisms
ψλ′(ν1, ν2) : m
∗Mλ′(ν1 + ν2) ∼−→ p∗(Mν1λ′ ⊠ Iν2λ′−ν1) (λ′ ≥ λ)
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4.5. Let M,N be two factorizable sheaves supported at c. Let λ ∈ X be such that
λ ≥ λ(M) and λ ≥ λ(N ). For ν ≥ ν ′ in Y +, consider the following composition
τλ(ν, ν
′) : Hom(Mνλ,N νλ ) m∗−→ Hom(m∗Mνλ, m∗N νλ )
ψ(ν′,ν−ν′)∗∼−→
∼−→ Hom(p∗(Mν′λ ⊠ Iν−ν
′•
λ−ν′ ), p
∗(N ν′λ ⊠ Iν−ν
′•
λ−ν′ )) = Hom(Mν
′
λ ,N ν
′
λ ).
Let us define the space of homomorphisms Hom(M,N ) by
Hom(M,N ) = lim→ λlim← νHom(M
ν
λ,N νλ )
Here the inverse limit is taken over ν ∈ Y +, the transition maps being τλ(ν, ν ′) and
the direct limit is taken over λ ∈ X such that λ ≥ λ(M), λ ≥ λ(N ), the transition
maps being induced by the obvious isomorphisms
Hom(Mνλ,N νλ ) = Hom(Mν+ν
′
λ+ν′ ,N ν+ν
′
λ+ν′ ) (ν
′ ∈ Y +).
With these spaces of homomorphisms and the obvious compositions, the factorizable
sheaves supported at c form the category, to be denoted by F˜Sc. By definition, the
category F˜S is the direct product ∏c∈X/Y F˜Sc.
4.6. Finite sheaves. Let us call a factorizable sheaf M = {Mν} ∈ F˜Sc finite if
there exists only a finite number of ν ∈ Y + such that the conormal bundle of the
origin O ∈ Aν is contained in the singular support of Mν . Let FSc ⊂ F˜Sc be
the full subcategory of finite factorizable sheaves. We define the category FS by
FS = ∏c∈X/Y FSc. One proves (using the lemma below) that FS is an abelian
category.
4.7. Stabilization Lemma. Let M,N ∈ FSc, µ ∈ Xc, µ ≥ λ(M), µ ≥ λ(N ).
There exists ν0 ∈ Y + such that for all ν ≥ ν0 the canonical maps
Hom(M,N ) −→ Hom(Mνµ,N νµ )
are isomorphisms. 2
4.8. Standard sheaves. Given µ ∈ X, let us define the ”standard
sheaves” M(µ),DM(µ) and L(µ) supported at the coset µ + Y , by
λ(M(µ)) = λ(DM(µ)) = λ(L(µ)) = µ;
M(µ)ν = j!Iν•µ ; DM(µ)ν = j∗Iν•µ ; L(µ)ν = j!∗Iν•µ ,
j being the embedding
•
Dν →֒ Dν . The factorization maps are defined by functoriality
from the similar maps for I•.
One proves that all these sheaves are finite.
5. Tensor product
In this section we will give (a sketch of) the construction of the tensor structure on
the category F˜S. We will make the assumption of 2.195.
5.1. For z ∈ C and a real positive r, let D(z; r) denote the open disk {t ∈ C| |t−z| <
r} and D¯(z; r) its closure.
5Note that these assumptions are not necessary for the construction of the tensor structure. They
are essential, however, for the construction of braiding.
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5.2. For ν ∈ Y +, let us define the space Dν(2) as the product •D × Dν . Its points
will be denoted (z; (tj)) where z ∈
•
D, (tj) ∈ Dν . Let us define the open subspaces
•
Dν(2) = {(z; (tj)) ∈ Dν(2)| tj 6= 0, z for all j};
•
Dν(2)◦ =
•
Dν(2) ∩ ( •D × •Dν◦).
For ν, ν ′ ∈ Y +, let us define the space Dν,ν′(2) as the subspace of R>0 × Dν+ν′(2)
consisting of all elements (r; z; (tj)) such that |z| < r < 1 and ν of the points tj live
inside the disk D(r) and ν ′ of them inside the annulus A(r, 1).
We have a diagram
(a) Dν(2)× •Dν′ p←− Dν,ν′(2) m−→ Dν+ν′(2).
Here p((r; z; (tj))) = ((z; (tj′)), (tj′′)) where tj′ (resp. tj′′) being the points from the
collection (tj) lying in D(r) (resp. in A(r, 1)); m((r; z; (tj))) = (z; (tj)). The map p is
a homotopy equivalence.
For ν1, ν2, ν ∈ Y +, let Dν1;ν2;ν(2) be the subspace of R>0×R>0×Dν1+ν2+ν(2) consisting
of all elements (r1; r2; z; (tj)) such that D¯(r1) ∪ D¯(z; r2) ⊂ D; D¯(r1) ∩ D¯(z; r2) = ∅;
ν1 of the points (tj) lie inside D(r1), ν2 of them lie inside D(z; r2) and ν of them lie
inside D − (D¯(r1) ∪ D¯(z; r2)).
We have a diagram
(b) Dν1 ×Dν2 × •Dν(2) p←− Dν1;ν2;ν(2) m−→ Dν1+ν2+ν(2).
Here p((r1; r2; z; (tj))) = ((tj′); (tj′′ − z); (tj′′′)) where tj′ (resp. tj′′ , tj′′′) are the points
lying inside D(r1) (resp. D(z; r2), D−(D¯(r1)∪D¯(z; r2))); m((r1; r2; z; (tj))) = (z; (tj)).
The map p is a homotopy equivalence.
5.3. We set
•
Dν,ν
′
(2) = Dν,ν
′
(2) ∩ (R>0 ×
•
Dν+ν
′
(2));
•
Dν,ν
′
(2)◦ = Dν,ν
′
(2) ∩ (R>0 ×•
Dν+ν
′
(2)◦);
•
Dν1;ν2;ν(2) = Dν1;ν2;ν(2) ∩ (R>0 × R>0 ×
•
Dµ1+ν2+ν(2));
•
Dν1;ν2;ν(2)◦ =
Dν1;ν2;ν(2) ∩ (R>0 × R>0 ×
•
Dν1+ν2+ν(2)◦).
5.4. Given µ1, µ2 ∈ X, ν ∈ Y +, choose an unfolding π : J −→ I of the element ν. In
the same manner as in 3.10, we define the one-dimensional local system J νµ1,µ2 over•
Dν(2)◦ with the following monodromies: the monodromy around a loop corresponding
to the counterclockwise travel of the point z around 0 (resp. tj around 0, tj around
z, tj′ around tj′′) is equal to the multiplication by ζ
−2µ1·µ2 (resp. ζ2µ1·π(j), ζ2µ2·π(j),
ζ−2π(j
′)·π(j′′)).
As in loc. cit., one defines isomorphisms
(a) φµ1,µ2(ν, ν
′) : m∗J ν+ν′µ1,µ2
∼−→ p∗(J νµ1,µ2 ⊠ J ν
′
µ1+µ2−ν)
where p, m are the morphisms in the diagram 5.2 (a) (restricted to the
•
D◦-spaces)
and
(b) φµ1,µ2(ν1; ν2; ν) : m
∗J ν1+ν2+νµ1,µ2
∼−→ p∗(J ν1µ1 ⊠ J ν2µ2 ⊠ J νµ1−ν1,µ2−ν2)
where p,m are the morphisms in the diagram 5.2 (b) (restricted to the
•
D◦-spaces),
which satisfy the cocycle conditions
(c) φµ1,µ2(ν, ν
′) ◦ φµ1,µ2(ν + ν ′, ν ′′) = φµ1+µ2−ν(ν ′, ν ′′) ◦ φµ1,µ2(ν, ν ′ + ν ′′)
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(d) (φµ1(ν1, ν
′
1)⊠ φµ2(ν2, ν
′
2)) ◦ φµ1,µ2(ν1 + ν ′1; ν2 + ν ′2; ν) =
= φµ1−ν1,µ2−ν2(ν
′
1; ν
′
2; ν) ◦ φµ1,µ2(ν1; ν2; ν + ν ′1 + ν ′2)
(we leave to the reader the definition of the corresponding spaces).
5.5. Let us consider the sign local systems introduced in 3.9. We will keep the same
notation Signν for the inverse image of the local system Signν under the forgetting
of z map
•
Dν(2)◦ −→ •Dν◦. We have the factorization isomorphisms
(a) φSign(ν, ν ′) : m∗Signν+ν′ ∼−→ p∗(Signν ⊠ Signν′);
(b) φSign(ν1; ν2; ν) : m∗Signν1+ν2+ν ∼−→ p∗(Signν1 ⊠ Signν2 ⊠ Signν)
which satisfy the cocycle conditions similar to (c), (d) above.
5.6. We define the local systems Iνµ1,µ2 over the spaces
•
Dν(2)◦ by
Iνµ1,µ2 = J νµ1,µ2 ⊗ Signν .
The collection of local systems {Iνµ1,µ2} together with the maps φIµ1,µ2(ν, ν ′) =
φJµ1,µ2(ν, ν
′)⊗φSign(ν, ν ′) and φIµ1,µ2(ν1; ν2; ν) = φJµ1,µ2(ν1; ν2; ν)⊗φSign(ν1; ν2; ν), forms
an object I(2) which we call a standard braiding local system over the configuration
space A(2)◦ = { •Dν(2)◦}. It is unique up to a (non unique) isomorphism. We fix such
a local system.
5.7. We set Iν•µ1,µ2 = j!∗Iνµ1,µ2 [dim
•
Dν(2)◦] where j :
•
Dν(2)◦ →֒ •Dν(2) is the open
embedding. It is an object of the categoryM( •Dν(2);S) where S is the evident strat-
ification. The factorization isomorphisms for the local system I induce the analogous
isomorphisms between these sheaves, to be denoted by the same letter. The collection
of these sheaves and factorization isomorphisms will be denoted I(2)•.
5.8. Suppose we are given two factorizable sheaves M,N . Let us call their gluing,
and denote by M⊠N , the collection of perverse sheaves (M⊠N )ν over the spaces
Dν(2) (ν ∈ Y +) together with isomorphisms
ψ(ν1; ν2; ν) : m
∗(M⊠N )ν ∼−→ p∗(Mν1 ⊠N ν2 ⊠ Iν•λ(M)−ν1,λ(N )−ν2),
p,m being the maps in the diagram 5.2 (b), which satisfy the cocycle condition
(ψM(ν1, ν ′1)⊠ ψ
N (ν2, ν ′2)) ◦ ψ(ν1 + ν ′1; ν2 + ν ′2; ν) =
= φλ(M)−ν1,λ(N )−ν2(ν
′
1; ν
′
2; ν) ◦ ψ(ν1; ν2; ν + ν ′1 + ν ′2)
for all ν1, ν
′
1, ν2, ν
′
2, ν ∈ Y +.
Such a gluing exists and is unique, up to a unique isomorphism. The factorization iso-
morphisms φµ1,µ2(ν1; ν2; ν) for I(2)• and the ones forM,N , induce the isomorphisms
ψM⊠N (ν, ν ′) : m∗(M⊠N )ν+ν′ ∼−→ p∗((M⊠N )ν ⊠ Iν′•λ(M)+λ(N )−ν).
satisfying the obvious cocycle condition.
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5.9. Now we can define the tensor productM⊗N ∈ F˜S. Namely, set λ(M⊗N ) =
λ(M) + λ(N ). For each ν ∈ Y +, set
(M⊗N )ν = Ψz→0((M⊠N )ν).
Here Ψz→0 : M(Dν(2)) −→ M(Dν) denotes the functor of nearby cycles for the
function Dν(2) −→ D sending (z; (tj)) to z. Note that
Ψz→0(Iνµ1,µ2) = Iνµ1+µ2 .
The factorization isomorphisms ψM⊠N induce the factorization isomorphisms between
the sheaves (M⊗N )ν. This defines a factorizable sheaf M⊗N .
One sees at once that this construction is functorial; thus it defines a functor of tensor
product ⊗ : F˜S × F˜S −→ F˜S.
The subcategory FS ⊂ F˜S is stable under the tensor product. The functor ⊗ :
FS × FS −→ FS extends uniquely to a functor ⊗ : FS ⊗ FS −→ FS (for the
discussion of the tensor product of abelian categories, see [D2] 5).
5.10. The half-circle travel of the point z around 0 from 1 to −1 in the upper
halfplane defines the braiding isomorphisms
RM,N :M⊗N ∼−→ N ⊗M.
We will not describe here the precise definition of the associativity isomorphisms for
the tensor product ⊗. We just mention that to define them one should introduce into
the game certain configuration spaces Dν(3) whose (more or less obvious) definition
we leave to the reader.
The unit of this tensor structure is the sheaf 1 = L(0) (cf. 4.8).
Equipped with these complementary structures, the category F˜S becomes a braided
tensor category.
6. Vanishing cycles
GENERAL GEOMETRY
6.1. Let us fix a finite set J , and consider the space DJ . Inside this space, let us
consider the subspaces DJR = D
J ∩ RJ and DJ+ = DJ ∩ RJ≥0.
Let H be the set (arrangement) of all real hyperplanes in DJR of the form Hj : tj = 0
or Hj′j′′ : tj′ = tj′′. An edge L of the arrangement H is a subspace of DJR which
is a non-empty intersection
⋂
H of some hyperplanes from H. We denote by L◦ the
complement L − ⋃L′, the union over all edges L′ ⊂ L of smaller dimension. A facet
of H is a connected component F of some L◦. We call a facet positive if it lies entirely
inside DJ+.
For example, we have a unique smallest facet O — the origin. For each j ∈ J , we have
a positive one-dimensional facet Fj given by the equations tj′ = 0 (j
′ 6= j); tj ≥ 0.
Let us choose a point wF on each positive facet F . We call a flag a sequence of
embedded positive facets F : F0 ⊂ . . . Fp; we say that F starts from F0. To such a
flag we assign the simplex ∆F — the convex hull of the points wF0, . . . , wFp.
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To each positive facet F we assign the following two spaces: DF =
⋃
∆F, the union
over all flags F starting from F , and SF =
⋃
∆F′ , the union over all flags F
′ starting
from a facet which properly contains F . Obviously, SF ⊂ DF .
6.2. Given a complex K ∈ D(DJ ;S) and a positive facet F , we introduce a complex
of vector spaces Φ+F (K) by
Φ+F (K) = RΓ(DF , SF ;K)[− dimF ].
This is a well defined object of the bounded derived category D(∗) of finite dimensional
vector spaces, not depending on the choice of points wF . It is called the complex of
vanishing cycles of K across F .
6.3. Theorem. We have canonically Φ+F (DK) = DΦ+F (K) where D denotes the
Verdier duality in the corresponding derived categories. 2
6.4. Theorem. If M ∈ M(DJ ;S) then H i(Φ+F (M)) = 0 for i 6= 0. Thus, Φ+F
induces an exact functor
Φ+F :M(DJ ;S) −→ Vect
to the category Vect of finite dimensional vector spaces. 2
6.5. Given a positive facet E and K ∈ D(DJ ,S), we have SE = ⋃F∈F1(E)DF , the
union over the set F1(E) of all positive facets F ⊃ E with dimF = dimF + 1, and
RΓ(SE ,
⋃
F∈F1(E)
SF ;K) = ⊕F∈F1(E) RΓ(DF , SF ;K).
6.6. For two positive facets E and F ∈ F1(E), and K(DJ ;S), let us define the
natural map
u = uFE(K) : Φ+F (K) −→ Φ+E(K)
called canonical, as the composition
RΓ(DF , SF ;K)[−p] −→ RΓ(SE ,
⋃
F ′∈F1(E)
SF ′;K)[−p] −→ RΓ(SE ;K)[−p] −→
−→ RΓ(DE, SE)[−p + 1]
where p = dimF , the first arrow being induced by the equality in 6.5, the last one
being the coboundary map.
Define the natural map
v = vEF (K) : Φ+E(K) −→ Φ+F (K)
called variation, as the map dual to the composition
DΦ+F (K) = Φ+F (DK)
u(DK)−→ Φ+E(DK) = DΦ+E(K).
BACK TO FACTORIZABLE SHEAVES
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6.7. Let ν ∈ Y . We are going to give two equivalent definitions of an exact functor,
called vanishing cycles at the origin
Φ :M(Dν ;S) −→ Vect.
First definition. Let f : Dν −→ D be the function f((tj)) = ∑ tj . For an object K ∈
D(Dν;S), the Deligne’s complex of vanishing cycles Φf (K) (cf. [D3]) is concentrated
at the origin of the hypersurface f−1(0). It is t-exact with respect to the middle
t-structure. We set by definition, Φ(M) = H0(Φf (M)) (M∈M(Dν ;S)).
Second definition. Choose an unfolding of ν, π : J −→ I. Let us consider the canonical
projection π : DJ −→ Dν . For K ∈ D(Dν;S), the complex π∗K is well defined as
an element of the Σπ-equivariant derived category, hence Φ
+
O(π
∗(K)) is a well defined
object of the Σπ-equivariant derived category of vector spaces (O being the origin
facet in DJ). Therefore, the complex of Σπ-invariants Φ
+
O(π
∗K)Σπ is a well defined
object of D(∗). If K ∈M(Dν ;S) then all the cohomology of Φ+O(π∗K)Σπ in non-zero
degree vanishes. We set
Φ(M) = H0(Φ+O(π∗M)Σπ)
(M ∈ M(Dν ;S)). The equivalence of the two definitions follows without difficulty
from the proper base change theorem. In computations the second definition is used.6
6.8. Let M be a factorizable sheaf supported at c ∈ X/Y , λ = λ(M). For ν ∈ Y +,
define a vector space Φ(M)λ−ν by
Φ(M)λ−ν = Φ(Mν).
If µ ∈ X, µ 6≤ λ, set Φ(M)µ = 0. One sees easily that this way we get an exact
functor Φ from F˜Sc to the category of X-graded vector spaces with finite dimensional
components. We extend it to the whole category F˜S by additivity.
6.9. Let M ∈ F˜Sc, λ = λ(M), ν = ∑ νii ∈ Y +. Let i ∈ I be such that νi > 0.
Pick an unfolding of ν, π : J −→ I. For each j ∈ π−1(i), the restriction of π,
πj : J − {j} −→ I, is an unfolding of ν − i.
For each j ∈ π−1(i), we have canonical and variation morphisms
uj : Φ
+
Fj
(π∗Mν)⇋ Φ+O(π∗Mν) : vj
(the facet Fj has been defined in 6.1). Taking their sum over π
−1(i), we get the maps∑
uj : ⊕j∈π−1(i)Φ+Fj (π∗Mν)⇋ Φ+O(π∗M) :
∑
vj
Note that the group Σπ acts on both sides and the maps respect this action. After
passing to Σπ-invariants, we get the maps
(a) Φ+Fj (π
∗Mν)Σπj = (⊕j′∈π−1(i)Φ+Fj′ (π∗Mν))Σπ ⇋ Φ+O(π∗Mν)Σπ = Φ(M)ν .
Here j ∈ π−1(i) is an arbitrary element. Let us consider the space
F⊥j = {(tj′) ∈ DJ |tj = r, tj′ ∈ D(r′) for all j′ 6= j}
where r, r′ are some fixed real numbers such that 0 < r′ < r < 1. The space F⊥j is
transversal to Fj and may be identified with D
J−{j}. The factorization isomorphism
induces the isomorphism
π∗Mν |F⊥j ∼= π
∗
jMν−i ⊗ (Iiλ−ν+i){r} = π∗Mν−i
6its independence of the choice of an unfolding follows from its equivalence to the first definition.
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which in turn induces the isomorphism
Φ+Fj(π
∗Mν) ∼= Φ+O(π∗jMν−i).
which is Σπj -equivariant. Taking Σπj -invariants and composing with the maps (a), we
get the maps
(b) ǫi : Φ(M)ν−i = Φ+O(π∗jMν−i)Σj ⇋ Φ(M)ν : θi
which do not depend on the choice of j ∈ π−1(i).
6.10. For an arbitrary M ∈ F˜S, let us define the X-graded vector space Φ(M) as
Φ(M) = ⊕λ∈XΦ(M)λ.
6.11. Theorem. The operators ǫi, θi (i ∈ I) acting on the X-graded vector space
Φ(M) satisfy the relations 2.11 (a), (b). 2
6.12. A factorizable sheaf M is finite iff the space Φ(M) is finite dimensional. The
previous theorem says that Φ defines an exact functor
Φ : FS −→ C.
One proves that Φ is a tensor functor.
6.13. Example. For every λ ∈ X, the factorizable sheaf L(λ) (cf. 4.8) is finite. It
is an irreducible object of FS, and every irreducible object in FS is isomorphic to
some L(λ). We have Φ(L(λ)) = L(λ).
The next theorem is the main result of the present work.
6.14. Theorem. The functor Φ is an equivalence of braided tensor categories. 2
6.15. Remark. As a consequence, the category FS is rigid. We do not know a
geometric construction of the rigidity; it would be very interesting to find one.
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Chapter 2. Global (genus 0)
7. Cohesive local systems
7.1. From now on until the end of part 0 we make the assumptions of 2.19. In the
operadic notations below we partially follow [BD].
7.2. Operad D. For a nonempty finite set J , let D(J) denote the space whose points
are J-tuples {xj , τj} (j ∈ J) where xj ∈ D and τj is a non-zero tangent vector at xj ,
such that all points xj are distinct.
Let D˜(J) be the space whose points are J-tuples {φj} of holomorphic maps φj : D −→
D (j ∈ J), each φj having the form φj(z) = xj + τjz (xj ∈ D, τj ∈ C∗), such that
φj(D) ∩ φj′(D) = ∅ for j 6= j′. We shall identify the j-tuple {φj} with the J-tuple
{xj , τj}, and consider τj as a non-zero tangent vector from TxjD, thus identifying
TxjD with C using the local coordinate z − xj . So, τj is the image under φj of the
unit tangent vector at 0. We have an obvious map p(J) : D˜(J) −→ D(J) which is a
homotopy equivalence.
If ρ : K −→ J is an epimorphic map of finite sets, the composition defines a holomor-
phic map
m(ρ) :
∏
J
D˜(Kj)× D˜(J) −→ D˜(K)
where Kj := ρ
−1(j). If L σ−→ K ρ−→ J are two epimorphisms of finite sets, the square∏
K D˜(Lk)×
∏
J D˜(Kj)× D˜(J) m(σ)−→
∏
K D˜(Lk)× D˜(K)∏
m(σj) ↓ ↓ m(σ)∏
J D˜(Lj)× D˜(J) m(ρσ)−→ D˜(L)
commutes. Here σj : Lj −→ Kj are induced by σ.
Let ∗ denote the one element set. The space D˜(∗) has a marked point, also to be
denoted by ∗, corresponding to the identity map φ : D −→ D.
If ρ : J ′ ∼−→ J is an isomorphism, it induces in the obvious way an isomorphism
ρ∗ : D˜(J) ∼−→ D˜(J ′) (resp. D(J) ∼−→ D(J ′)). The first map coincides with m(ρ)
restricted to (
∏
J ∗)×D˜(J). In particular, for each J , the group ΣJ of automorphisms
of the set J , acts on the spaces D˜(J), D(J).
The map m(J −→ ∗) restricted to ∗ × D˜(J) is the identity of D˜(J).
We will denote the collection of the spaces and maps {D˜(J), m(ρ)} by D, and call it
the operad of disks with tangent vectors.
7.3. Coloured local systems over D. If ρ : K −→ J is an epimorphism of finite
sets and π : K −→ X is a map of sets, we define the map ρ∗π : J −→ X by
ρ∗π(j) =
∑
Kj π(k). For j ∈ J , we denote Kj := ρ−1(j) as above, and πj : Kj −→ X
will denote the restriction of π.
Let us call an X-coloured local system J over D a collection of local systems J (π)
over the spaces D˜(J) given for every map π : J −→ X, J being a non-empty finite
set, together with factorization isomorphisms
φ(ρ) : m(ρ)∗J (π) ∼−→ ×
J
J (πj)⊠ J (ρ∗π)
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given for every epimorphism ρ : K −→ J and π : K −→ X, which satisfy the
properties (a), (b) below.
(a) Associativity. Given a map π : L −→ X and a pair of epimorphisms L σ−→ K ρ−→
J , the square below commutes.
m(ρ)∗m(σ)∗J (π) φ(σ)−→ ×
K
J (πk)⊠m(ρ)∗J (σ∗π)
φ(ρσ) ↓ ↓ φ(ρ)
×
J
m(σj)
∗J (πj)⊠ J (ρ∗σ∗π) ⊠φ(σj)−→ × KJ (πk)⊠ × JJ ((σ∗π)j)⊠ J (ρ∗σ∗π)
Note that πj∗σj = (σ∗π)j .
For µ ∈ X, let πµ : ∗ −→ X be defined by πµ(∗) = µ. The isomorphisms φ(id∗)
restricted to the marked points in D(∗), give the isomorphisms J (πµ)∗ ∼−→ k (and
imply that the local systems J (πµ) are one-dimensional).
(b) For any π : J −→ X, the map φ(idJ) restricted to (∏J ∗)× D˜(J), equals idJ (π).
The map φ(J −→ ∗) restricted to ∗ × D˜(J), equals idJ (π).
7.4. The definition above implies that the local systems J (π) are functorial with
respect to isomorphisms. In particular, the action of the group Σπ on D˜(J) lifts to
J (π).
7.5. Standard local system over D. Let us define the ”standard” local systems
J (π) by a version of the construction 3.10.
We will use the notations of loc. cit. for the marked points and paths. We can identify
D(J) = DJ◦ × (C∗)J where we have identified all tangent spaces TxD (x ∈ D) with
C using the local coordinate z − x.
We set J (π)x(σ) = k, the monodromies being Tγ(j′,j′′)± = ζ∓π(j′)·π(j′′), and the mon-
odromy Tj corresponding to the counterclockwise circle of a tangent vector τj is
ζ−2nπ(j). The factorization isomorphisms are defined by the same condition as in
loc. cit.
This defines the standard local system J over D. Below, the notation J will be
reserved for this local system.
7.6. Set P = P1(C). We pick a point ∞ ∈ P and choose a global coordinate
z : A1(C) = P − {∞} ∼−→ C. This gives local coordinates: z − x at x ∈ A1(C) and
1/z at ∞.
For a non-empty finite set J , let P (J) denote the space of J-tuples {xj , τj} where xj
are distinct points on P , and τj is a non-zero tangent vector at xj . Let P˜ (J) denote
the space whose points are J-tuples of holomorphic embeddings φj : D −→ P with
non-intersecting images such that each φj is a restriction of an algebraic morphism
P −→ P . We have the 1-jet projections P˜ (J) −→ P (J). We will use the notation
P (n) for P ({1, . . . , n}), etc.
An epimorphism ρ : K −→ J induces the maps
mP (ρ) :
∏
J
D˜(Kj)× P˜ (J) −→ P˜ (K)
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and
m¯P (ρ) :
∏
J
D(Kj)× P˜ (J) −→ P (K).
For a pair of epimorphisms L
σ−→ K ρ−→ J , the square∏
K D˜(Lk)×
∏
J D˜(Kj)× P˜ (J) mP (σ)−→
∏
K D˜(Lk)× P˜ (K)∏
m(σj) ↓ ↓ mP (σ)∏
J D˜(Lj)× P˜ (J) mP (ρσ)−→ P˜ (L)
commutes.
If ρ : J ′ ∼−→ J is an isomorphism, it induces in the obvious way an isomorphism
ρ∗ : P˜ (J) ∼−→ P˜ (J ′) (resp. P (J) ∼−→ P (J ′)). This last map coincides with mP (ρ)
(resp. m¯P (ρ)) restricted to (
∏
J ∗)× P˜ (J) (resp. (
∏
J ∗)× P (J)).
The collection of the spaces and maps {P˜ (J), mP (ρ)} form an object P˜ called a right
module over the operad D.
7.7. Fix an element µ ∈ X. Let us say that a map π : J −→ X has level µ if∑
J π(j) = µ.
A cohesive local system H of level µ over P is a collection of local systems H(π) over
P˜ (J) given for every π : J −→ X of level µ, together with factorization isomorphisms
φP (ρ) : mP (ρ)
∗H(π) ∼−→ ×
J
J (πj)⊠H(ρ∗π)
given for every epimorphism ρ : K −→ J and π : K −→ X of level µ, which satisfy
the properties (a), (b) below.
(a) Associativity. Given a map π : L −→ X and a pair of epimorphisms L σ−→ K ρ−→
J , the square below commutes.
mP (ρ)
∗mP (σ)∗H(π) φP (σ)−→ × KJ (πk)⊠mP (ρ)∗H(σ∗π)
φP (ρσ) ↓ ↓ φP (ρ)
×
J
m(σj)
∗J (πj)⊠H(ρ∗σ∗π) ⊠φ(σj)−→ × KJ (πk)⊠ × JJ ((σ∗π)j)⊠H(ρ∗σ∗π)
(b) For any π : J −→ X, the map φP (idJ) restricted to (∏J ∗)× P˜ (J), equals idH(π).
7.8. The definition above implies that the local systems H(π) are functorial with
respect to isomorphisms. In particular, the action of the group Σπ on P˜ (J), lifts to
H(π).
7.9. Theorem. For each µ ∈ X such that µ ≡ 2ρℓ modYℓ, there exists a unique up
to an isomorphism one-dimensional cohesive local system H = H(µ) of level µ over P .
2
The element ρℓ ∈ X is defined in 2.2 and the lattice Yℓ in 2.3.
¿From now on, let us fix such a local system H(µ) for each µ as in the theorem.
7.10. Note that the obvious maps p(J) : P˜ (J) −→ P (J) are homotopy equivalences.
Therefore the local systems H(π) (π : J −→ X) descend to the unique local systems
over P (J), to be denoted by the same letter.
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8. Gluing
8.1. Let us fix a finite set K. For ν ∈ Y +, pick an unfolding of ν, π : J −→ I.
Consider the space P ν ; its points are formal linear combinations
∑
J π(j)xj (xj ∈ P ).
We define the space P ν(K) = P (K)×P ν ; its points are tuples {yk, τk,∑π(j)xj} (k ∈
K, yk ∈ P, τk 6= 0 in TykP ), all yk being distinct. Let P ν(K)◦ (resp. P ν(K)•) be
the subspace whose points are tuples as above with all xj distinct from yk and pair-
wise distinct (resp. all xj distinct from yk). We will use the notation P
ν(n) for
P ν({1, . . . , n}), etc.
Let ν ′ ∈ Y + and ~ν = {νk} ∈ (Y +)K be such that ∑K νk + ν ′ = ν. Define the space
P ~ν;ν
′ ⊂ P˜ (K)× P ν consisting of tuples {φk,∑π(j)xj} such that for each k, νk of the
points xj lie inside φk(D) and ν
′ of them lie outside all closures of these disks.
Let ~0 ∈ (Y +)K be the zero K-tuple. Define the space P˜ ν(K) := P~0;ν . We have
obvious maps
(a)
∏
K D
νk × P˜ ν′(K) p(~ν;ν′)←− P ~ν;ν′ m(~ν;ν′)−→ P ν(K).
Let ~ν1, ~ν2 ∈ (Y +)K be such that ~ν1 + ~ν2 = ~ν. Define the space
P ~ν
1;~ν2;ν ⊂ P˜ (K)×RK>0× P˜ (K)×P ν consisting of all tuples {φk; rk;φ′k;
∑
π(j)xj} such
that rk < 1;φk(z) = φ
′
k(rkz), and ν
1
k (resp. ν
2
k , ν
′) from the points xj lie inside φk(D)
(resp. inside the annulus φ′k(D)−φk(D), inside P −
⋃
φ′k(D)). We set P˜
~ν;ν′ := P
~0;~ν;ν′,
cf. 5.2.
We have a commutative romb (cf. 3.5):
(b)
P ν(K)
P ~ν
1;ν2+ν′ P ~ν
1+~ν2;ν′
∏
Dν
1
k × P˜ ν2+ν′(K) P ~ν1;~ν2;ν′ ∏Dν1k+ν2k × P˜ ν′(K)
∏
Dν
1
k × P˜ ~ν2;ν′ ∏Dν1k ,ν2k × P˜ ν′(K)
∏
Dν
1
k ×∏ •Dν2k × P˜ ν′(K)
 
 
@
@I
 
 	 @
@I
 
  @
@R
@
@I  
 	
@
@R  
 
@
@R
 
 	
m m
p m m p
m p p m
p p
Here ν2 :=
∑
ν2k .
8.2. Let P (K; J) be the space consisting of tuples {yk; τk; xj} (k ∈ K, j ∈
J, yk, xj ∈ P, τk 6= 0 in TykP ), where all points xk, yj are distinct. We have
P ν(K)◦ = P (K; J)/Σπ. We have an obvious projection P (K
∐
J) −→ P (K; J).
8.3. Let {Mk} be a K-tuple of factorizable sheaves supported at some cosets in
X/Y ; let µk = λ(Mk).
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Let π˜ : K
∐
J −→ X be a map defined by π˜(k) = µk, π˜(j) = −π(j) ∈ I →֒ X.
The local system H(π˜) over P (K∐ J) descends to P (K; J) since ζ2n(−i) = 1 for all
i ∈ I; this one in turn descends to the unique local system H˜ν~µ over P ν(K)◦, due
to Σπ-equivariance. Let us define the local system Hν~µ := H˜ν~µ ⊗ Signν . Here Signν
denotes the inverse image of the sign local system on P ν◦ (defined in the same manner
as for the disk, cf. 3.9) under the forgetful map P ν(K)◦ −→ P ν◦.
Let Hν•~µ be the perverse sheaf over P ν(K)• which is the middle extension of
Hν~µ[dimP ν(K)]. Let us denote by the same letter the inverse image of this perverse
sheaf on the space P˜ ν(K) with respect to the evident projection P˜ ν(K) −→ P ν(K)•.
8.4. Let us call an element ν ∈ Y + admissible (for a K-tuple {µk}) if ∑µk − ν ≡
2ρℓ modYℓ, see 2.3.
8.5. Theorem - definition. For each admissible ν, there exists a unique, up to a
unique isomorphism, perverse sheaf, denoted by × (ν)
K
Mk, over P ν(K), equipped with
isomorphisms
ψ(~ν; ν ′) : m∗ × (ν)
K
Mk ∼−→ p∗( × K M
νk
k ⊠Hν
′•
~µ−~ν)
given for every diagram 8.1 (a) such that for each rhomb 8.1 (b) the cocycle condition
φ(~ν2; ν ′) ◦ ψ(~ν1; ν2 + ν ′) = ( ×
K
ψMk(ν1k , ν
2
k)) ◦ ψ(~ν1 + ~ν2; ν ′)
holds. 2
8.6. The sheaf × (ν)
K
Mk defines for each K-tuple of ~y = {yk, τk} of points of P with
non-zero tangent vectors, the sheaf × (ν)
~y
Mk over P ν , to be called the gluing of the
factorizable sheaves Mk into the points (yk, τk).
8.7. Example. The sheaf × (ν)
K
L(µk) is equal to the middle extension of the sheaf
Hν•~µ .
9. Semiinfinite cohomology
In this section we review the theory of semiinfinite cohomology in the category C, due
to S. M. Arkhipov, cf. [Ark].
9.1. Let Cr be a category whose objects are right u-modules N , finite dimensional
over k, with a given X-grading N = ⊕λ∈X Nλ such that xKν = ζ−〈ν,λ〉x for any
ν ∈ Y, λ ∈ X, x ∈ Nλ. All definitions and results concerning the category C given
above and below, have the obvious versions for the category Cr.
For M ∈ C, define M∨ ∈ Cr as follows: (M∨)λ = (M−λ)∗ (the dual vector space); the
action of the operators θi, ǫi being the transpose of their action on M . This way we
get an equivalence ∨ : Copp ∼−→ Cr.
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9.2. Let us call an object M ∈ C u−- (resp. u+-) good if it admits a filtration whose
successive quotients have the form induu≥0(M
′) (resp. induu≤0(M
′′)) for some M ′ ∈ C≥0
(resp. M ′′ ∈ C≤0) (cf. 2.16). These classes of objects are stable with respect to the
tensor multiplication by an arbitrary object of C.
If M is u−- (resp. u+-) good then M∗ is u−- (resp. u+-) good.
If M is u−-good and M ′ is u+-good then M ⊗M ′ is a projective object in C.
9.3. Let us say that a complex M• in C is concave (resp. convex) if
(a) there exists µ ∈ X such that all nonzero components M•λ have the weight λ ≥ µ
(resp. λ ≤ µ);
(b) for any λ ∈ X, the complex M•λ is finite.
9.4. For an object M ∈ C, we will call a left (resp. right) u±-good resolution of M
an exact complex
. . . −→ P−1 −→ P 0 −→ M −→ 0
(resp.
0 −→M −→ R0 −→ R1 −→ . . . )
such that all P i (resp. Ri) are u±-good.
9.5. Lemma. Each object M ∈ C admits a convex u−-good left resolution, a concave
u+-good left resolution, a concave u−-good right resolution and a convex u+-good right
resolution. 2
9.6. For N ∈ Cr,M ∈ C, define a vector space N⊗CM as the zero weight component
of the tensor product N ⊗u M (which has an obvious X-grading).
For M,M ′ ∈ C, we have an obvious perfect pairing
(a) HomC(M,M ′)⊗ (M ′∨ ⊗C M) −→ k.
9.7. M,M ′ ∈ C, N ∈ Cr and n ∈ Z, define the semiinifinite Ext and Tor spaces
Ext
∞
2
+n
C (M,M
′) = Hn(HomC(R•ց(M), R
•
ր(M
′)))
where R•ց(M) (resp. R
•
ր(M
′)) is an arbitrary u+-good convex right resolution of M
(resp. u−-good concave right resolution of M ′),
TorC∞
2
+n(N,M) = H
−n(P •ւ(N)⊗C R•ց(M))
where P •ւ(N) is an arbitrary u
−-good convex left resolution of N .
This definition does not depend, up to a unique isomorphism, upon the choice of
resolutions, and is functorial.
These spaces are finite dimensional and are non-zero only for finite number of degrees
n.
The pairing 9.6 (a) induces perfect pairings
Ext
∞
2
+n
C (M,M
′)⊗ TorC∞
2
+n(M
′∨,M) −→ k (n ∈ Z).
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10. Conformal blocks (genus 0)
In this section we suppose that k = C.
10.1. Let M ∈ C. We have a canonical embedding of vector spaces
HomC(1,M) →֒ M
which identifies HomC(1,M) with the maximal trivial subobject of M . Here ”trivial”
means ”isomorphic to a sum of a few copies of the object 1”. Dually, we have a
canonical epimorhism
M −→ HomC(M, 1)∗
which identifies HomC(M, 1)∗ with the maximal trivial quotient of M . Let us denote
by 〈M〉 the image of the composition
HomC(1,M) −→ M −→ HomC(M, 1)∗
Thus, 〈M〉 is canonically a subquotient of M .
One sees easily that if N ⊂ M is a trivial direct summand of M which is maximal,
i.e. not contained in greater direct summand, then we have a canonical isomorphism
〈M〉 ∼−→ N . For this reason, we will call 〈M〉 the maximal trivial direct summand of
M .
10.2. Let γ0 ∈ Y denote the highest coroot and β0 ∈ Y denote the coroot dual to
the highest root (γ0 = β0 for a simply laced root datum).
Let us define the first alcove ∆ℓ ⊂ X by
∆ℓ = {λ ∈ X| 〈i, λ+ ρ〉 > 0 for all i ∈ I; 〈γ0, λ+ ρ〉 < ℓ}
if d does not divide ℓ, i.e. if ℓi = ℓ for all i ∈ I, and by
∆ℓ = {λ ∈ X| 〈i, λ+ ρ〉 > 0 for all i ∈ I; 〈β0, λ+ ρ〉 < ℓβ0}
otherwise, cf. [AP] 3.19 (d is defined in 2.1, and ℓβ0 in 2.2). Note that ℓβ0 = ℓ/d.
10.3. For λ1, . . . , λn ∈ ∆ℓ, define the space of conformal blocks by
〈L(λ1), . . . , L(λn)〉 := 〈L(λ1)⊗ . . .⊗ L(λn)〉.
In fact, due to the ribbon structure on C, the right hand side is a local system over
the space P (n) := P ({1, . . . , n}) (cf. [D1]). It is more appropriate to consider the
previous equality as the definition of the local system of conformal blocks over P (n).
10.4. Theorem. (Arkhipov) For each λ1, . . . , λn ∈ ∆ℓ, the space of conformal blocks
〈L(λ1), . . . , L(λn)〉 is naturally a subquotient of the space
TorC∞
2
+0(1r, L(λ1)⊗ . . .⊗ L(λn)⊗ L(2ρℓ)).
More precisely, due to the ribbon structure on C, the latter space is a stalk of a local
system over P (n+1), and inverse image of the local system 〈L(λ1), . . . , L(λn)〉 under
the projection onto the first coordinates P (n + 1) −→ P (n), is a natural subquotient
of this local system.
Here 1r is the unit object in Cr.
Examples, also due to Arkhipov, show that the local systems of conformal blocks are
in general proper subquotients of the corresponding Tor local systems.
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This theorem is an immediate consequence of the next lemma, which in turn follows
from the geometric theorem 11.2 below, cf. 11.3.
10.5. Lemma. We have TorC∞
2
+n(1r, L(2ρℓ)) = k if n = 0, and 0 otherwise. 2
10.6. Let g be the simple Lie algebra (over k) associated with our Cartan datum; let
gˆ be the corresponding affine Lie algebra.
Let MS denote the category of integrable gˆ-modules of central charge κ− h. Here κ
is a fixed positive integer, h is the dual Coxeter number of our Cartan datum. MS
is a semisimple abelian category whose irreducible objects are L(λ), λ ∈ ∆ℓ where
l = 2dκ, i.e. ℓ = dκ (we are grateful to Shurik Kirillov who pointed out the necessity
of the factor d here) and L(λ) is the highest weight module with a highest vector v
whose ”top” part g · v is the irreducible g-module of the highest weight λ.
According to Conformal field theory,MS has a natural structure of a ribbon category,
cf. [MS], [K].
The usual local systems of conformal blocks in the WZW model may be defined as
〈L(λ1), . . . ,L(λn)〉 = HomMS(1,L(λ1)⊗ . . .⊗ L(λn))
the structure of a local system on the right hand side is due to the ribbon structure
on MS.
10.7. Let ζ = exp(π
√−1/dκ). We have an exact functor
φ : MS −→ C
sending L(λ) to L(λ). This functor identifies MS with a full subcategory of C.
The functor φ does not respect the tensor structures. It admits the left and right
adjoints, φ♭, φ♯. For M ∈ C, let 〈M〉MS denotes the image of the composition
φ ◦ φ♭(M) −→M −→ φ ◦ φ♯(M).
We have the following comparison theorem.
10.8. Theorem. We have naturally
φ(M⊗M′) = 〈φ(M)⊗ φ(M′)〉MS .
This follows from the combination of the results of [AP], [KL], [L3] and [F2].
10.9. Corollary. For any λ1, . . . , λn ∈ ∆ℓ, the functor φ induces an isomorphism of
local systems
〈L(λ1), . . . ,L(λn)〉 = 〈L(λ1), . . . ,L(λn)〉. 2
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11. Integration
We keep the notations of the previous section.
11.1. Let K be a finite set, m = card(K), {Mk} a K-tuple of finite factorizable
sheaves, Mk ∈ FSck , µk := λ(Mk). Assume that ν :=
∑
K µk − 2ρℓ belongs to Y +.
Let η : P ν(K) −→ P (K) be the projection.
11.2. Theorem. We have canonical isomorphisms of local systems over P (K)
Ra−2mη∗( × (ν)K Mk) = TorC∞2 −a(1r,⊗K Φ(Mk)) (a ∈ Z),
the structure of a local system on the right hand side being induced by the ribbon
structure on C. 2
11.3. Proof of Lemma 10.5. Apply the previous theorem to the case when the
K-tuple consists of one sheaf L(2ρℓ) and ν = 0. 2
11.4. From now until the end of the section, k = C and ζ = exp(π
√−1/dκ). Let
λ1, . . . , λn ∈ ∆ℓ. Let ν = ∑nm=1 λm; assume that ν ∈ Y +. Set ~µ = {λ1, . . . , λn, 2ρℓ}.
Let η be the projection P ν(n + 1) := P ν({1, . . . , n + 1}) −→ P (n + 1) and p :
P (n+ 1) −→ P (n) be the projection on the first coordinates.
Let Hν♯~µ denote the middle extension of the sheaf Hν•~µ . By the Example 8.7,
Hν♯~µ = × (ν)1≤a≤nL(λa)⊠ L(2ρℓ).
11.5. Theorem. The local system p∗〈L(λ1), . . . , L(λn)〉 is canonically a subquotient
of the local system
R−2n−2η∗Hν♯~µ .
This theorem is an immediate corollary of the previous one and of the Theorem 10.4.
11.6. Corollary. In the notations of the previous theorem, the local system
〈L(λ1), . . . , L(λn)〉 is semisimple.
Proof. The local system p∗〈L(λ1), . . . , L(λn)〉 is a subquotient of the geometric local
system R−2n−2η∗Hν♯~µ , and hence is semisimple by the Beilinson-Bernstein-Deligne-
Gabber Decomposition theorem, [BBD], The´ore`me 6.2.5. Therefore, the local system
〈L(λ1), . . . , L(λn)〉 is also semisimple, since the map p induces the surjection on the
fundamental groups. 2
11.7. For a sheaf F , let F¯ denote the sheaf obtained from F by the complex conju-
gation on the coefficients.
If a perverse sheaf F on P ν is obtained by gluing some irreducible factorizable sheaves
into some points of P then its Verdier dual DF is canonically isomorphic to F¯ . There-
fore, the Poincare´-Verdier duality induces a perfect hermitian pairing on RΓ(P ν ;F).
Therefore, in notations of theorem 11.5, The Poincare´-Verdier duality induces a non-
degenerate hermitian form on the local system R−2n−2η∗Hν♯~µ .
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By a little more elaborated argument using fusion, one can introduce a canonical
hermitian form on the systems of conformal blocks.
Compare [K], where a certain hermitian form on the spaces of conformal blocks (de-
fined up to a positive constant) has been introduced.
11.8. By the similar reasons, the Verdier duality defines a hermitian form on all
irreducible objects of C (since the Verdier duality commutes with Φ, cf. Theorem
6.3).
12. Regular representation
12.1. From now on we are going to modify slightly the definition of the categories C
and FS. Let Xℓ be the lattice
Xℓ = {µ ∈ X ⊗Q| µ ·Yℓ ∈ ℓZ}
We have obviously X ⊂ Xℓ, and X = Xℓ if d|ℓ.
In this Chapter we will denote by C a category of Xℓ-graded (instead of X-graded)
finite dimensional vector spaces M = ⊕λ∈XℓMλ equipped with linear operators θi :
Mλ −→ Mλ−i′ , ǫi : Mλ −→ Mλ+i′ which satisfy the relations 2.11 (a), (b). This makes
sense since 〈dii, λ〉 = i′ · λ ∈ Z for each i ∈ I, λ ∈ Xℓ.
Also, in the definition of FS we replace X by Xℓ. All the results of the previous
Chapters hold true verbatim with this modification.
We set dℓ = card(Xℓ/Yℓ); this number is equal to the determinant of the form µ1, µ2 7→
1
ℓ
µ1 · µ2 on Yℓ.
12.2. Let u˜ ⊂ u be the k-subalgebra generated by K˜i, ǫi, θi (i ∈ I). Following the
method of [L1] 23.1, define a new algebra
•
u (without unit) as follows.
If µ′, µ′′ ∈ Xℓ, we set
µ′ u˜µ′′ = u˜/(
∑
i∈I
(K˜i − ζ i·µ′)u˜+
∑
i∈I
u˜(K˜i − ζ i·µ′′)); •u = ⊕µ′,µ′′∈Xℓ(µ′ u˜µ′′).
Let πµ′,µ′′ : u˜ −→ µ′ u˜µ′′ be the canonical projection. We set 1µ = πµ,µ(1) ∈ •u. The
structure of an algebra on
•
u is defined as in loc. cit.
As in loc. cit., the category C may be identified with the category of finite dimensional
(over k) (left)
•
u-modules M which are unital, i.e.
(a) for every x ∈M , ∑µ∈Xℓ 1µx = x.
If M is such a module, the Xℓ-grading on M is defined by Mµ = 1µM .
Let u′ denote the quotient algebra of the algebra u˜ by the relations K˜ lii = 1 (i ∈ I).
Here li :=
l
(l,di)
. We have an isomorphism of vector spaces
•
u = u′ ⊗ k[Yℓ], cf. 12.5
below.
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12.3. Let a : C ∼−→ Cr be an equivalence defined by aM = M (M ∈ C) as an Xℓ-
vector space, mx = s(x)m (x ∈ u, m ∈ M). Here s : u −→ uopp is the antipode. We
will use the same notation a for a similar equivalence Cr ∼−→ C.
Let us consider the category C ⊗ C (resp. C ⊗ Cr) which may be identified with the
category of finite dimensional
•
u⊗ •u- (resp. •u⊗(•u)opp-) modules satisfying a ”unitality”
condition similar to (a) above. Let us consider the algebra
•
u itself as a regular
•
u ⊗
(
•
u)opp-module. It is infinite dimensional, but is a union of finite dimensional modules,
hence it may be considered as an object of the category Ind(C ⊗ Cr) = IndC ⊗ IndCr
where Ind denotes the category of Ind-objects, cf. [D4] §4. Let us denote by R the
image of this object under the equivalence Id⊗ a : IndC ⊗ IndCr ∼−→ IndC ⊗ IndC.
Every object O ∈ C ⊗ C induces a functor FO : C −→ C defined by
FO(M) = a(aM ⊗C O).
The same formula defines a functor FO : IndC −→ IndC for O ∈ Ind(C ⊗ C).
We have FR = IdIndC.
We can consider a version of the above formalism using semiinfinite Tor’s. An object
O ∈ Ind(C ⊗ C) defines functors FO;∞
2
+n : IndC −→ IndC (n ∈ Z) defined by
FO;∞
2
+n(M) = aTor
C
∞
2
+n(aM,O).
12.4. Theorem. (i) We have FR;∞
2
+n = IdIndC if n = 0, and 0 otherwise.
(ii) Conversely, suppose we have an object Q ∈ Ind(C ⊗ C) together with an iso-
morphism of functors φ : FR;∞
2
+•
∼−→ FQ;∞
2
+•. Then φ is induced by the unique
isomorphism R
∼−→ Q. 2
12.5. Adjoint representation. For µ ∈ Yℓ, let T (µ) be a one-dimensional •u⊗(•u)opp-
module equal to L(µ) (resp. to aL(−µ)) as a •u- (resp. (•u)opp-) module. Let us consider
the module TµR = R ⊗ T (µ) ∈ Ind(C ⊗ C). This object represents the same functor
IdIndC, hence we have a canonical isomorphism tµ : R
∼−→ TµR.
Let us denote by aˆd ∈ IndC the image of R under the tensor product ⊗ : Ind(C ⊗
C) −→ IndC. The isomorphisms tµ above induce an action of the lattice Yℓ on aˆd. Set
ad = aˆd/Yℓ. This is an object of C ⊂ IndC which is equal to the algebra u′ considered
as a
•
u-module by means of the adjoint action.
In the notations of 10.7, let us consider an object
adMS := ⊕µ∈∆ℓ〈L(µ)⊗ L(µ)∗〉MS ∈MS,
cf. [BFM] 4.5.3.
12.6. Theorem. We have a canonical isomorphism 〈ad〉MS = adMS. 2
13. Regular sheaf
13.1. Degeneration of quadrics. The construction below is taken from [KL]II 15.2.
Let us consider the quadric Q ⊂ P1 × P1 × A1 given by the equation uv = t where
(u, v, t) are coordinates in the triple product. Let f : Q −→ A1 be the projection to
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the third coordinate; for t ∈ A1 denote Qt := f−1(t). For t 6= 0, Qt is isomorphic to
P1; the fiber Q0 is a union of two projective lines clutched at a point: Q0 = Qu ∪Qv
where Qu (resp. Qv) is an irreducible component given (in Q0) by the equation v = 0
(resp. u = 0) and is isomorphic to P1; their intersection being a point. We set
′Q = f−1(A1 − {0}).
We have two sections x1, x2 : A1 −→ Q given by x1(t) = (∞, 0, t), x2(t) = (0,∞, t).
Consider two ”coordinate charts” at these points: the maps φ1, φ2 : P1 × A1 −→ Q
given by
φ1(z, t) = (
tz
z − 1 ,
z − 1
z
, t); φ2(z, t) = (
z − 1
z
,
tz
z − 1 , t).
This defines a map
(a) φ : A1 − {0} −→ P˜ (2),
in the notations of 7.6.
13.2. For ν ∈ Y +, let us consider the corresponding (relative over A1) configuration
scheme f ν : Qν/A1 −→ A1. For the brevity we will omit the subscript /A1 indicating
that we are dealing with the relative version of configuration spaces. We denote by
Qν• (resp. Qν◦) the subspace of configurations with the points distinct from x1, x2
(resp. also pairwise distinct). We set ′Qν◦ = Qν◦|A1−{0}, etc.
The map φ above, composed with the canonical projection P˜ (2) −→ P (2), induces
the maps
′Qν◦ −→ P ν(2) (ν ∈ Y +)
(in the notations of 8.1). For ν ∈ Y + and µ1, µ2 ∈ Xℓ such that µ1 + µ2 − ν = 2ρℓ,
let J νµ1,µ2 denote the local system over ′Qν◦ which is the inverse image of the local
system Hνµ1,µ2 over P ν(2)◦. Let J ν•µ1,µ2 denote the perverse sheaf over ′Qν•(C) which
is the middle extension of J νµ1,µ2 [dimQν ].
13.3. Let us take the nearby cycles and get a perverse sheaf Ψfν(J ν•µ1,µ2) over Qν•0 (C).
Let us consider the space Qν•0 more attentively. This is a reducible scheme which is a
union
Qν•0 =
⋃
ν1+ν2=ν
Aν1 ×Aν2 ,
the component Aν1 × Aν2 corresponding to configurations where ν1 (resp. ν2) points
are running on the affine line Qu − x1(0) (resp. Qv − x2(0)). Here we identify these
affine lines with a ”standard” one using the coordinates u and v respectively. Using
this decomposition we can define a closed embedding
iν : Q
ν•
0 →֒ Aν × Aν
whose restriction to a component Aν1 × Aν2 sends a configuration as above, to the
configuration where all remaining points are equal to zero. Let us define a perverse
sheaf
Rν,νµ1,µ2 = iν∗Ψfν (J ν•µ2,µ1) ∈M(Aν(C)× Aν(C);S)
Let us consider the collection of sheaves {Rν,νµ1,µ2 | µ1, µ2 ∈ Xℓ, ν ∈ Y +, µ1 + µ2 − ν =
2ρℓ}. One can complete this collection to an object R of the category Ind(FS ⊗FS)
where FS⊗FS is understood as a category of finite factorizable sheaves corresponding
to the square of our initial Cartan datum, i.e. I
∐
I, etc. For a precise construction,
see Part V.
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13.4. Theorem. We have Φ(R) = R. 2
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Chapter 3. Modular
14. Heisenberg local systems
In this section we sketch a construction of certain remarkable cohesive local systems
on arbitrary smooth families of compact smooth curves, to be called the Heisenberg
local systems.
In the definition and construction of local sustems below we will have to assume that
our base field k contains roots of unity of sufficiently high degree; the characteristic
of k is assumed to be prime to this degree.
14.1. From now on until 14.11 we fix a smooth proper morphism f : C −→ S of
relative dimension 1, S being a smooth connected scheme over C. For s ∈ S, we
denote Cs := f
−1(s). Let g be the genus of fibres of f .
Let Sδ denote the total space of the determinant line bundle δC/S = detRf∗Ω1C/S
without the zero section. For any object (?) over S (e.g., a scheme over S, a sheaf
over a scheme over S, etc.), we will denote by (?)δ its base change under Sδ −→ S.
Below, if we speak about a scheme as a topological (analytic) space, we mean its set
of C-points with the usual topology (resp. analytic structure).
14.2. We will use the relative versions of configuration spaces; to indicate this, we
will use the subscript /S. Thus, if J is a finite set, C
J
/S will denote the J-fold fibered
product of C with itself over S, etc.
Let C(J)/S denote the subscheme of the J-fold cartesian power of the relative tangent
bundle TC/S consisting of J-tuples {xj , τj} where xj ∈ C and τj 6= 0 in TC/S,x, the
points xj being pairwise distinct. Let C˜(J)/S denote the space of J-tuples of holo-
morphic embeddings φj : D× S −→ C over S with disjoint images; we have the 1-jet
maps C˜(J)/S −→ C(J)/S.
An epimorphism ρ : K −→ J induces the maps
mC/S(ρ) :
∏
J
D˜(Kj)× C˜(J)/S −→ C˜(J)/S
and
m¯C/S(ρ) :
∏
J
D(Kj)× C˜(J)/S −→ C(K)/S
which satisfy the compatibilities as in 7.6.
14.3. We extend the function n to Xℓ (see 12.1) by n(µ) =
1
2
µ · µ− µ · ρℓ (µ ∈ Xℓ).
We will denote by J the Xℓ-coloured local system over the operad of disks D which
is defined exactly as in 7.5, with X replaced by Xℓ.
14.4. A cohesive local system H of level µ ∈ Xℓ over C/S is a collection of local
systems H(π) over the spaces C(J)/S;δ given for every map π : J −→ Xℓ of level µ
(note the base change to Sδ!), together with the factorization isomorphisms
φC(ρ) : mC/S(ρ)
∗H(π) ∼−→ ×
J
J (πj)⊠H(ρ∗π).
Here we have denoted by the same letter H(π) the lifting of H(π) to C˜/S;δ. The
factorization isomorphisms must satisfy the obvious analogs of properties 7.7 (a), (b).
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14.5. Now we will sketch a construction of certain cohesive local system over C/S
of level (2− 2g)ρℓ. For alternative beautiful constructions of H, see [BP].
To simplify the exposition we will assume below that g ≥ 2 (the construction for
g ≤ 1 needs some modification, and we omit it here, see Part V). Let us consider the
group scheme Pic(C/S) ⊗ Xℓ over S. Here Pic(C/S) is the relative Picard scheme.
The group of connected components π0(Pic(C/S)⊗Xℓ) is equal to Xℓ. Let us denote
by J ac the connected component corresponding to the element (2 − 2g)ρℓ; this is
an abelian scheme over S, due to the existence of the section S −→ J ac defined by
Ω1C/S ⊗ (−ρℓ).
For a scheme S ′ over S, let H1(S ′/S) denote the local system of the first relative
integral homology groups over S. We have H1(J ac/S) = H1(C/S) ⊗ Xℓ. We will
denote by ω the polarization of J ac (i.e. the skew symmetric form on the latter local
system) equal to the tensor product of the standard form on H1(C/S) and the form
(µ1, µ2) 7→ d
g
ℓ
ℓ
µ1 ·µ2 on Xℓ. Note that the assumption g ≥ 2 implies that d
g
ℓ
ℓ
µ1 ·µ2 ∈ Z
for any µ1, µ2 ∈ Xℓ. Since the latter form is positive definite, ω is relatively ample
(i.e. defines a relatively ample invertible sheaf on J ac).
14.6. Let α =
∑
nµ · µ ∈ N[Xℓ]; set Supp(α) = {µ| nµ 6= 0}. Let us say that α is
admissible if
∑
nµµ = (2− 2g)ρℓ. Let us denote by
ajα : C
α
/S −→ Pic(C/S)⊗Xℓ
the Abel-Jacobi map sending
∑
µ · xµ to ∑xµ ⊗ µ. If α is admissible then the map
ajα lands in J ac.
Let Dα denote the following relative divisor on Cα/S
Dα =
dgℓ
ℓ
(
∑
µ6=ν
µ · ν∆µν + 1
2
∑
µ
µ · µ∆µµ).
Here ∆µν (µ, ν ∈ Supp(α)) denotes the corresponding diagonal in Cα/S. Note that all
the multiplicities are integers.
Let π : J −→ Xℓ be an unfolding of α. We will denote by Dπ the pull-back of Dα to
CJ/S. Let us introduce the following line bundles
L(π) = ⊗j∈JT ⊗
d
g
ℓ
ℓ
n(π(j))
j ⊗O(Dπ)
on CJ/S, and
Lα = L(π)/Σπ
on Cα/S (the action of Σπ is an obvious one). Here Tj denotes the relative tangent
line bundle on CJ/S in the direction j. Note that the numbers
dg
ℓ
ℓ
n(µ) (µ ∈ Xℓ) are
integers.
14.7. Proposition. There exists a unique line bundle L on J ac such that for each
admissible α, we have Lα = aj∗α(L). The first Chern class c1(L) = −[ω]. 2
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14.8. In the sequel if L0 is a line bundle, let
•L0 denote the total space its with the
zero section removed.
The next step is the construction of a certain local system H over
•Lδ. Its dimension is
equal to dgℓ and the monodromy around the zero section of L (resp. of the determinant
bundle) is equal to ζ−2ℓ/d
g
ℓ (resp. (−1)rk(X)ζ−12ρℓ·ρℓ). The construction of H is outlined
below.
The previous construction assigns to a triple
(a lattice Λ, a symmetric bilinear form ( , ) : Λ× Λ −→ Z, ν ∈ Λ)
an abelian scheme J acΛ := (Pic(C/S)⊗Λ)(2g−2)ν over S, together with a line bundle
LΛ on it (in the definition of LΛ one should use the function nν(µ) = 12µ · µ+ µ · ν).
We considered the case Λ = Xℓ, (µ1, µ2) =
dg
ℓ
ℓ
µ1 · µ2, ν = −ρℓ.
Now let us apply this construction to the lattice Λ = Xℓ ⊕ Yℓ, the bilinear form
((µ1, ν1), (µ2, ν2)) = −1ℓ (ν1 ·µ2+ν2 ·µ1+ν1 ·ν2) and ν = (−ρℓ, 0). The first projection
Λ −→ Xℓ induces the morphism
p : J acΛ −→ J ac
the fibers of p are abelian varieties J ac(Cs)⊗ Yℓ (s ∈ S).
14.9. Theorem. (i) The line bundle LΛ is relatively ample with respect to p. The
direct image E := p∗LΛ is a locally free sheaf of rank dgℓ .
(ii) We have an isomorphism
det(E) = L ⊗ δdgℓ (− 12 rk(Xℓ)+6 ρℓ·ρℓℓ ).
2
Here δ denotes the pull-back of the determinant bundle δC/S to J ac.
14.10. Let us assume for a moment that k = C and ζ = exp(−π
√−1
ℓ
). By the result
of Beilinson-Kazhdan, [BK] 4.2, the vector bundle E carries a canonical flat projective
connection. By loc. cit. 2.5, its lifting to det(E)• carries a flat connection with the
scalar monodromy around the zero section equal to exp(2π
√−1
dg
ℓ
). We have an obvious
map
m :
•Lδ −→ L⊗ δd
g
ℓ
(− 1
2
rk(Xℓ)+6
ρℓ·ρℓ
ℓ
).
By definition, H is the local system of horizontal sections of the pull-back of E to •Lδ.
The claim about its monodromies follows from part (ii) of the previous theorem.
This completes the construction of H for k = C and ζ = exp(−π
√−1
ℓ
). The case of
arbitrary k (of sufficiently large characteristic) and ζ follows from this one.
14.11. Let us consider an obvious map q : C(J)/S;δ −→ CJ/S;δ. The pull-back q∗L(π)
has a canonical non-zero section s. Let H˜(π) be the pull-back of the local system
H to q∗L(π). By definition, we set H(π) = s∗H˜(π). For the construction of the
factorization isomorphisms, see Part V.
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14.12. Let g be the simple Lie algebra connected with our Cartan datum. Assume
that ζ = exp(π
√−1
dκ
) for some positive integer κ, cf. 10.6 (d is defined in 2.1).
We have 12ρℓ ·ρℓ ≡ 12ρ·ρ mod l, and rk(X) ≡ dim g mod 2. By the strange formula of
Freudenthal-de Vries, we have 12ρ · ρ = dh dim g where h is the dual Coxeter number
of our Cartan datum. It follows that the monodromy of H around the zero section of
the determinant line bundle is equal to exp(π
√−1 (κ−h) dim g
κ
). This number coincides
with the multiplicative central charge of the conformal field theory associated with
the affine Lie algebra gˆ at level κ (see [BFM] 4.4.1, 6.1.1, 2.1.3, [TUY] 1.2.2), cf 16.2
below.
UNIVERSAL HEISENBERG SYSTEMS
14.13. Let us define a category Sew as follows (cf. [BFM] 4.3.2). Its object A is
a finite set A together with a collection NA = {n} of non-intersecting two-element
subsets n ⊂ A. Given such an object, we set A1 = ⋃NA n, A0 = A−A1. A morphism
f : A −→ B is an embedding if : B →֒ A and a collection Nf of non-intersecting two-
element subsets of B−A such that NA = NB ∐Nf . The composition of morphisms is
obvious. (Sew coincides with the category Sets♯/∅, in the notations of [BFM] 4.3.2.)
For A ∈ Sew, let us call an A-curve a data (C, {xa, τa}A0) where C is a smooth
proper (possibly disconnected) complex curve, {xa, τa}A0 is an A0-tuple of distinct
points xa ∈ C together with non-zero tangent vectors τa at them. For such a curve,
let CA denote the curve obtained from C by clutching pairwise the points xa′ with
xa′′ (n = {a′, a′′}) for all sets n ∈ NA. Thus, the set NA is in the bijection with the
set of nodes of the curve CA (CA = C if NA = ∅).
Let us call an enhanced graph a pair Γ = (Γ, g) here Γ is a non-oriented graph and
g = {gv}v∈Vert(Γ) is a N- valued 0-chain of Γ. Here Vert(Γ) denotes the set of vertices
of Γ. Let us assign to a curve CA an enhanced graph Γ(CA) = (Γ(CA), g(CA)). By
definition, Γ(CA) is a graph with Vert(Γ(CA)) = π0(C) = { the set of irreducible
components of CA} and the set of edges Edge(Γ(CA)) = NA, an edge n = {a′, a′′}
connecting the vertices corresponding to the components of the points xa′ , xa′′ . For
v ∈ π0(C), g(CA)v is equal to the genus of the corresponding component Cv ⊂ C.
14.14. LetMA denote the moduli stack of A-curves (C, . . . ) such that the curve CA
is stable in the sense of [DM] (in particular connected). The stack MA is smooth;
we have MA = ∐g≥0MA,g where MA,g is a substack of A-curves C with CA having
genus (i.e. dimH1(CA,OCA)) equal to g. In turn, we have the decomposition into
connected components
MA,g =
∐
Γ, ~A0
M ~A0,g,Γ
where M ~A0,g,Γ is the stack of A-curves (C, {xa, τa}) as above, with Γ(CA) = Γ, ~A0 =
{A0v}v∈Vert(Γ), A0 =
∐
A0v, such that xa lives on the connected component Cv for
a ∈ A0v.
We denote by η : CA,g −→ MA,g (resp. η¯ : CA,g −→ MA,g) the universal smooth
curve (resp. stable surve). For ν ∈ Y +, we have the corresponding relative configu-
ration spaces CνA,g, C
ν◦
A,g, C
ν
A,g. For brevity we omit the relativeness subscript /MA,g
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from these notations. The notation Cν~A0,g,Γ etc., will mean the restriction of these
configuration spaces to the component M ~A0,g,Γ.
Let Mg be the moduli stack of smooth connected curves of genus g, and Mg be
its Grothendieck-Deligne-Mumford-Knudsen compactification, i.e. the moduli stack
of stable curves of genus g. Let η¯ : Cg −→ Mg be the universal stable curve; let
δg = detRη¯∗(ωCg/Mg) be the determinant line bundle; let Mg;δ −→ Mg be its total
space with the zero section removed.
We have obvious maps MA,g −→ Mg. Let the complementary subscript (·)δ denote
the base change of all the above objects under Mg;δ −→Mg.
14.15. Let us consider the configuration space Cν◦A,g; it is the moduli stack of ν distinct
points running on A-curves (C, {xa, τa}) and not equal to the marked points xa. This
stack decomposes into connected components as follows:
Cν◦A,g =
∐
Γ, ~A0,~ν
C~ν~A0,g,Γ
where ~ν = {νv}v∈Vert(Γ) and C~ν~A0,g,Γ being the moduli stack of objects as above, with
Γ(CA) = Γ and νv points running on the component Cv. The decomposition is taken
over appropriate graphs Γ, decompositions A0 =
∐
A0v and the tuples ~ν with
∑
νv = ν.
Let us call an A0-tuple ~µ = {µa} ∈ XA0ℓ (g, ν)-good if
(a)
∑
a∈A0 µa − ν ≡ (2− 2g)ρℓ mod Yℓ.
Given such a tuple, we are going to define certain local system Hν~µ;A,g over Cν◦A,g;δ. Let
us describe its restriction H~ν
~µ; ~A0,g,Γ
to a connected component C~ν~A0,g,Γ;δ.
Let Γ′ be the first subdivision of Γ. We have Vert(Γ′) = Vert(Γ)
∐
Edge(Γ) =
π0(C)
∐
NA. The edges of Γ
′ are indexed by the pairs (n, a) where n ∈ NA, a ∈ n, the
corresponding edge en,a having the ends a and n. Let us define an orientation of Γ
′
by the requierement that a is the beginning of en,a. Consider the chain complex
C1(Γ
′;Xℓ/Yℓ)
d−→ C0(Γ′;Xℓ/Yℓ).
Let us define a 0-chain c = c~ν~µ ∈ C0(Γ′;Xℓ/Yℓ) by
c(v) =
∑
a∈A0v
µa + (2gv − 2)ρℓ − νv (v ∈ π0(C)); c(n) = 2ρℓ (n ∈ NA).
The goodness assumption (a) ensures that c is a boundary. By definition,
H~ν
~µ; ~A0,g,Γ
= ⊕χ: dχ=c Hχ
Note that the set {χ| dχ = c} is a torsor over the groupH1(Γ′;Xℓ/Yℓ) = H1(Γ;Xℓ/Yℓ).
The local system Hχ is defined below, in 14.18, after a little notational preparation.
14.16. Given two finite sets J,K, let C(J ;K)g denote the moduli stack of objects
(C, {xj}, {yk, τk}). Here C is a smooth proper connected curve of genus g, {xj} is a
J-tuple of distinct points xj ∈ C and {yk, τk} is a K-tuple of distinct points yk ∈ C
together with non-zero tangent vectors τk ∈ TykC. We suppose that yk 6= xj for all
k, j.
We set C(J)g := C(∅; J)g. We have the forgetful maps C(J ∐K)g −→ C(J ;K)g.
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The construction of 14.5 — 14.11 defines the Heisenberg system H(π) over the smooth
stack C(J)g;δ for each π : J −→ Xℓ.
Given ν ∈ Y +, choose an unfolding of ν, π : J −→ I, and set Cν(K)◦g := C(J ;K)/Σπ.
Given a K-tuple ~µ = {µk} ∈ XKℓ , define a map π˜ : J
∐
K −→ Xℓ by π˜(j) = −π(j) ∈
−I ⊂ Xℓ (j ∈ J), π˜(k) = µk (k ∈ K). The local system H(π˜) over C(J ∐K)g;δ
descends to C(J ;K)g;δ since ζ
2n(−i) = 1, and then to Cν(K)◦g;δ, by Σπ-equivariance;
denote the latter local system by H˜ν~µ, and set Hν~µ = H˜ν~µ ⊗ Signν , cf. 8.3.
14.17. Lemma. If ~µ ≡ ~µ′ mod Y Kℓ then we have canonical isomorphisms Hν~µ = Hν~µ′.
2
Therefore, it makes sense to speak about Hν~µ for ~µ ∈ (Xℓ/Yℓ)K .
14.18. Let us return to the situation at the end of 14.15. We have
Γ = (Γ, {gv}v∈Vert(Γ)). Recall that A0 =
∐
A0v; we have also A
1 =
∐
A1v
where A1v := {a ∈ A1| xa ∈ Cv} (v ∈ Vert(Γ). Set Av = A0v
∐
A1v, so that A =
∐
Av.
We have an obvious map
(a) M ~A0,g,Γ −→
∏
Vert(Γ) C(Av)gv ,
and a map
(b) C~ν~A0,g,Γ −→
∏
Vert(Γ) C
νv(Av)
◦
gv
over (a). For each v, define an Av-tuple ~µ(χ; v) equal to µa at a ∈ A0v and χ(ea,n) at
a ∈ n ⊂ A1. By definition, the local system Hχ over C~ν~A0,g,Γ;δ is the inverse image of
the product
×
Vert(Γ)
Hνv~µ(χ;v)
under the map (b) (pulled back to the determinant bundle).
This completes the definition of the local systems Hν~µ;A,g. They have a remarkable
compatibility property (when the object A varies) which we are going to describe
below, see theorem 14.23.
14.19. Let T˜ νA,g denote the fundamental groupoid π(Cν◦A,g;δ). We are going to show
that these groupoids form a cofibered category over Sew.
14.20. A morphism f : A −→ B in Sew is called a sewing (resp. deleting) if A0 = B0
(resp. Nf = ∅). A sewing f with card(Nf) = 1 is called simple. Each morphism is a
composition of a sewing and a deleting; each sewing is a composition of simple ones.
(a) Let f : A −→ B be a simple sewing. We have canonical morphisms
℘f :MA,g;δ −→
•
T ∂MB,g;δMB,g;δ
and
℘
(ν◦)
f : C
ν◦
A,g;δ −→
•
T ∂Cν◦
B,g;δ
Cν◦B,g;δ,
over ℘f , cf. [BFM] 4.3.1. Here MB,g (resp. Cν◦B,g) denotes the Grothendieck-Deligne-
Mumford-Knudsen compactification ofMB,g (resp. of Cν◦B,g) and ∂MB,g (resp. ∂Cν◦B,g)
denotes the smooth locus of the boundary MB,g −MB,g (resp. Cν◦B,g − CνB,g). The
subscript δ indicates the base change to the determinant bundle, as before.
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Composing the specialization with the inverse image under ℘
(ν◦)
f , we get the canonical
map f∗ : T˜ νA,g −→ T˜ νB,g.
(b) Let f : A −→ B be a deleting. It induces the obvious morphisms (denoted by the
same letter)
f :MA,g;δ −→MB,g;δ
and
f : Cν◦A,g;δ −→ Cν◦B,g;δ.
The last map induces f∗ : T˜ νA,g −→ T˜ νB,g.
Combining the constructions (a) and (b) above, we get a category T˜ νg cofibered in
groupoids over Sew, with fibers T˜ νA,g.
14.21. LetRepνc;A,g be the category of finite dimensional representations of T˜ νA,g (over
k) with the monodromy c ∈ k∗ around the zero section of the determinant bundle.
The previous construction shows that these categories form a fibered category Repνc;g
over Sew.
14.22. For A ∈ Sew, let us call an A0-tuple ~µ = {µa} ∈ XA0ℓ good if
∑
A0 µa ∈ Y .
If f : B −→ A is a morphism, define a B0-tuple f ∗~µ = {µ′b} by µ′b = µi−1
f
(b) if
b ∈ if (A0), and 0 otherwise. Obviously, ∑B0 µ′b = ∑A0 µa.
Given a good ~µ, let us pick an element ν ∈ Y + such that ν ≡ ∑µa + (2g −
2)ρℓ mod Yℓ. We can consider the local system Hν~µ;A,g as an object of Repνc;A,g where
c = (−1)card(I)ζ−12ρ·ρ.
14.23. Theorem. For any morphism f : B −→ A in Sew and a g-good ~µ ∈ XA0ℓ , we
have the canonical isomorphism
f ∗Hν~µ;A,g = Hνf∗~µ;B,g.
In other words, the local systems Hν~µ;B,g define a cartesian section of the fibered
category Repνc;g over Sew/A. Here c = (−1)card(I)ζ−12ρ·ρ. 2
15. Fusion structures on FS
15.1. Below we will construct a family of ”fusion structures” on the category FS
(and hence, due to the equivalence Φ, on the category C) indexed by m ∈ Z. We
should explain what a fusion structure is. This is done in 15.8 below. We will use a
modification of the formalism from [BFM] 4.5.4.
15.2. Recall that we have a regular object R ∈ Ind(FS⊗2), cf. Section 13. We
have the canonical isomorphism t(R) = R where t : Ind(FS⊗2) ∼−→ Ind(FS⊗2) is the
permutation, hence an object Rn ∈ Ind(FS⊗2) is well defined for any two-element set
n.
For an object A ∈ Sew, we set A˜ = A0∐NA. Let us call an A-collection of factorizable
sheaves an A˜-tuple {Xa˜}a˜∈A˜ where Xa˜ ∈ FSca˜ if a˜ ∈ A0 and Xa˜ = Ra˜ if a˜ ∈ NA.
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We impose the condition that
∑
a∈A0 ca = 0 ∈ Xℓ/Y . We will denote such an object
{Xa;Rn}A. It defines an object
⊗A {Xa;Rn} := (⊗a∈A0 Xa)⊗ (⊗n∈NA Rn) ∈ Ind(FS⊗A).
If f : B −→ A is a morphism in Sew, we define a B-collection f ∗{Xa;Rn}B = {Yb˜}B˜
by Yb˜ = Xi−1
f
(b˜) for b˜ ∈ if (A0), 1 if b˜ ∈ B0 − if(A0) and Rb˜ if b˜ ∈ NB = NA ∪Nf .
15.3. Given an A-collection {Xa,Rn}A with λ(Xa) = µa such that
(a) ν :=
∑
A0 µa + (2g − 2)ρℓ ∈ Y +,
one constructs (following the pattern of 8.5) a perverse sheaf × (ν)
A,g
{Xa;Rn} over
C
ν
A,g;δ. It is obtained by planting factorizable sheaves Xa into the universal sections
xa of the stable curve CA,g, the regular sheaves Rn into the nodes n of this curve and
pasting them together into one sheaf by the Heisenberg system Hν~µ;A,g.
15.4. Given A ∈ Sew and an A-collection {Xa;Rn}A, choose elements µa ≥ λ(Xa)
in Xℓ such that (a) above holds (note that 2ρℓ ∈ Y ). Below ν will denote the element
as in (a) above.
Let X ′a denote the factorizable sheaf isomorphic to Xa obtained from it by the change
of the highest weight from λ(Xa) to µa. For each m ∈ Z, define a local system
〈⊗A {Xa;Rn}〉(m)g over MA,g;δ as follows.
Let 〈⊗A {Xa;Rn}〉(m)~A0,g,Γ denote the restriction of the local system to be defined to the
connected component M ~A0,g,Γ;δ. By definition,
〈⊗A {Xa;Rn}〉(m)~A0,g,Γ := R
m−dimM ~A0,g,Γ;δ η¯ν∗ ( × (ν)~A0,g,Γ {X ′a;Rn}).
Here × (ν)~A0,g,Γ {X ′a;Rn} denotes the perverse sheaf ×
(ν)
A,g
{X ′a;Rn} restricted to the
subspace C
ν
~A0,g,Γ;δ. This definition does not depend on the choice of the elements µa.
15.5. Given a morphism f : B −→ A, we define, acting as in 14.19, 14.21, a per-
verse sheaf f ∗( × (ν)
A,g
{Xa;Rn}) over CνB,g;δ and local systems f ∗〈⊗A {Xa;Rn}〉(m)g over
MB,g;δ.
15.6. Theorem. In the above notations, we have canonical isomorphisms
f ∗( × (ν)
A,g
{Xa;Rn}) = × (ν)B,g f ∗{Xa;Rn}.
This is a consequence of Theorem 14.23 above and the definition of the regular sheaf
R as a sheaf of nearby cycles of the braiding local system, 13.3.
15.7. Corollary. We have canonical isomorphisms of local systems
f ∗〈⊗A {Xa;Rn}〉(m)g = 〈⊗B f ∗{Xa;Rn}〉(m)g (m ∈ Z). 2
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15.8. The previous corollary may be expressed as follows. The various A-collections
of factorizable sheaves (resp. categories R˜epc;A of finite dimensional representations
of ”Teichmu¨ller groupoids” T˜ eichA = π(MA;δ) having monodromy c around the zero
section of the determinant bundle) define a fibered category FS♯ (resp. R˜epc) over
Sew.
For any m ∈ Z, the collection of local systems 〈⊗A {Xa;Rn}〉(m)g and the canonical
isomorphisms of the previous theorem define a cartesian functor
〈 〉(m) : FS♯ −→ R˜epc
where c = (−1)card(I)ζ−12ρ·ρ. We call such a functor a fusion structure of multiplicative
central charge c on the category FS. The category FS with this fusion structure will
be denoted by FS(m).
The difference from the definition of a fusion structure given in [BFM] 4.5.4 is that
our fibered categories live over Sew = Sets♯/∅ and not over Sets♯, as in op. cit.
15.9. Example. For A ∈ Sew, let us consider an A-curve P = (P1, {xa, τa}); it de-
fines a geometric point Q of the stackMA,g where g = card(NA) and hence a geomet-
ric point P = (Q, 1) of the stack MA,g;δ since the determinant bundle is canonically
trivialized at Q.
15.9.1. Theorem. For an A-collection {Xa;Rn}, the stalk of the local system
〈⊗A Xa〉(m)g at a point P is isomorphic to
TorC∞
2
−m(1r, (⊗A0 Φ(Xa))⊗ ad⊗g).
To prove this, one should apply theorem 11.2 and the following remark. Degenerating
all nodes into cusps, one can include the nodal curve PA into a one-parameter family
whose special fiber is P1, with card(A0) + g marked points. The nearby cycles of the
sheaf ×
A
{Xa;Rn} will be the sheaf obtained by the gluing of the sheaves Xa and g
copies of the sheaf Φ−1(ad) into these marked points.
15.10. Note that an arbitrary A-curve may be degenerated into a curve considered in
the previous example. Due to 15.7, this determines the stalks of all our local systems
(up to a non canonical isomorphism).
16. Conformal blocks (higher genus)
In this section we assume that k = C.
16.1. Let us make the assumptions of 10.6, 14.12. Consider the full subcategory
MS ⊂ C. Let us define the regular object RMS by
RMS = ⊕µ∈∆ℓ (L(µ)⊗ L(µ)∗) ∈MS⊗2.
As in the previous section, we have a notion of A-collection {La;RMSn}A (A ∈
Sew, {La} ∈ MSA0). The classical fusion structure on MS, [TUY], defines for each
A-collection as above, a local system
〈⊗A {La;RMSn}〉MS
on the moduli stack MA;δ.
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We have A = (A,NA); let us define another object A
′ = (A ∪ {∗}, NA). We have an
obvious deleting fA : A
′ −→ A. Given an A-collection as above, define an A′-collection
in {La;L(2ρℓ);Rn}A′ in the category C. Using the equivalence Φ, we transfer to C the
fusion structures defined in the previous section on FS; we denote them 〈 〉(m)C .
The following theorem generalizes Theorem 11.5 to higher genus.
16.2. Theorem. For each A ∈ Sew, the local system f ∗A〈⊗A {La;RMSn}〉MS on
MA′;δ is a canonical subquotient of the local system 〈⊗A′ {La;L(2ρℓ);Rn}〉(0)C . 2
16.3. Let us consider the special case A = (A0, ∅); for an A-collection {La}A0 in
MS, we have the classical local systems of conformal blocks 〈⊗A0 {La}〉MS onMA;δ.
16.4. Corollary. The local systems 〈⊗A0 {La}〉MS are semisimple. They carry a
canonical non-degenerate Hermitian form.
In fact, the local system f ∗A〈⊗A0 {La}〉MS is semisimple by the previous theorem
and by Beilinson-Bernstein-Deligne-Gabber, [BBD] 6.2.5. The map of fundamental
groupoids fA∗ : T˜ eichA′ −→ T˜ eichA is surjective; therefore the initial local system is
semisimple.
The Hermitian form is defined in the same manner as in genus zero, cf. 11.7.
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Part I. INTERSECTION COHOMOLOGY
OF REAL ARRANGEMENTS
1. Introduction
1.1. Let A be a complex affine space, H a finite collection of hyperplanes in A. We
suppose that all H ∈ H are given by real equations, and denote by HR ⊂ H the
subspace of real points. An arrangement H induces naturally a stratification of A
denoted by SH (for precise definitions see section 2 below). The main goal of this
part is the study of the categoryM(A;SH) of perverse sheaves (of vector spaces over
a fixed ground field) over A which are smooth along SH.
In section 1 we collect topological notations and known facts we will need in the
sequel.
Section 2. To each objectM ∈M(A;SH) we assign ”a linear algebra data”. Namely,
for each facet of H — i.e. a connected component of an intersection of some HR’s
— we define a vector space ΦF (M); if F is contained and has codimension 1 in the
closure of another facet E, we define two linear operators between ΦF (M) and ΦE(M)
acting in opposite directions. These data contain all information about M we need.
In fact, it is natural to expect that the sheaf M may be uniquely reconstructed from
the linear algebra data above (one can check this in the simplest cases).
The spaces ΦF (M) are defined using certain relative cohomology. They are similar
to a construction by R. MacPherson (see [B2]). The spaces ΦF (M) are analogous to
functors of vanishing cycles.
The main technical properties of functors M 7→ ΦF (M) are (a) commutation with
Verdier duality, and (b) exactness. In fact, (b) follows from (a) without difficulty;
the proof of (a) is the principal geometrical result of this part (see Theorem 3.5).
Actually, we prove a more general statement concerning all complexes smooth along
SH. This is a result of primary importance for us.
Using these linear algebra data, we define an exact functor from M(A;SH) to com-
plexes of finite dimensional vector spaces computing cohomology RΓ(A; •), see The-
orem 3.14. This is the main result we will need below. The idea of constructing
such functorial complexes on categories of perverse sheaves (quite analogous to the
usual computation of singular cohomology using cell decompositions) is due to A.
Beilinson, [B1]. It was an important source of inspiration for us.
A similar problem was considered in [C].
In section 3 we present explicit computations for standard extensions of an arbitrary
one-dimensional local system over an open stratum. The main result is the computa-
tion of intersection cohomology, see Theorem 4.17. In our computations we use some
simple geometric ideas from M. Salvetti’s work, [Sa]. However, we do not use a more
difficult main theorem of this paper. On the contrary, maybe our considerations shed
some new light on it.
1.2. The idea of this work appeared several years ago, in some discussions with
He´le`ne Esnault and Eckart Viehweg. We use this occasion to express to them our
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sincere gratitude. We are also very grateful to Paul Bressler for a stimulating dis-
cussion. We thank Kari Vilonen for pointing out an error in an earlier version of the
manuscript.
2. Topological preliminaries
In this section we introduce our notations and recall some basic facts from topology.
Main references are [KS], [BBD].
2.1. Throughout this work, all our topological spaces will be locally compact, in
particular Hausdorff. {pt} will denote a one-point space. For a topological space X,
aX : X −→ {pt} will be the unique map. If Y ⊂ X is a subspace, Y¯ will denote the
closure of Y .
Throughout this chapter we fix an arbitrary ground field k. A vector space will mean
a vector space over k. For a finite dimensional vector space V , V ∗ will denote a dual
space. Vect will denote a category of vector spaces.
A sheaf will mean a sheaf of vector spaces. For a topological space X, Sh(X) will
denote a category of sheaves overX, D∗(X) will denote the derived category of Sh(X),
∗ = +,−, b or ∅ will have the usual meaning.
For p ∈ Z, D≤p(X) ⊂ D(X) will denote a full subcategory of complexes K with
H i(K) = 0 for all i > p.
If A,B are abelian categories, we will say that a left exact functor F : D∗(A) −→
D(B) (∗ = +,−, b or ∅) has cohomological dimension ≤ r, and write cd(F ) ≤ r, if
H i(F (A)) = 0 for any A ∈ A and i > r. (Left exactness here means that H i(F (A)) =
0 for i < 0).
2.2. Let f : X −→ Y be a continuous map. We will use the following notations for
standard functors.
f ∗ : D(Y ) −→ D(X) — the inverse image; f∗ : D+(X) −→ D+(Y ) — (the right
derived of) the direct image; f! : D+(X) −→ D+(Y ) — (the right derived of) the
direct image with proper supports; f ! : D+(Y ) −→ D+(X) — the right adjoint to f!
(defined when f! has finite cohomological dimension), see [KS], 3.1.
We will denote the corresponding functors on sheaves as follows: f ∗ : Sh(Y ) −→
Sh(X); R0f∗ : Sh(X) −→ Sh(Y ); R0f! : Sh(X) −→ Sh(Y ).
We will denote RΓ(X; ·) := pX∗; RΓc(X; ·) := pX!. For K ∈ D+(X), i ∈ Z, we set
H i(X;K) := H i(RΓ(X;K)); H ic(X;K) := H i(RΓc(X;K)).
For V ∈ Vect = Sh({pt}) we denote by VX the constant sheaf p∗XV .
If Y is a subspace of X, we will use a notation iY,X , or simply iY if X is understood,
for the embedding Y →֒ X. If Y is open in X, we will also write jY instead of iY .
For K ∈ D(X), we will use notations K|Y := i∗Y,XK; RΓ(Y ;K) :=
RΓ(Y ;K|Y ), H i(Y ;K) := H i(Y ;KY ), etc.
2.3. We have functors
RHom : D−(X)opp ×D+(X) −→ D+(X), (1)
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⊗ : D−(X)×D∗(X) −→ D∗(X) (2)
where ∗ =,−, b or ∅;
RHom = RΓ ◦RHom : D−(X)opp ×D+(X) −→ D+(Vect) (3)
For K,L ∈ Db(X) we have
HomD(X)(K,L) = H0(RHom(K,L)) (4)
We denote K∗ := RHom(K, kX).
2.4. Let X be a topological space, j : U −→ X an embedding of an open subspace,
i : Y −→ X an embedding of the complement. In this case i∗ = i! and j! = j∗. R0i∗
and R0j! are exact, so we omit R
0 from their notation. j! is the functor of extension
by zero. i! is the right derived of the functor R0i! : Sh(X) −→ Sh(Y ) of the subsheaf
of sections with supports in Y (in notations of [KS], R0i!(F ) = ΓY (F )).
Let K ∈ D+(X). We will use the following notations for relative cohomology:
RΓ(X, Y ;K) := RΓ(X; j!K|U); H i(X, Y ;K) := H i(RΓ(X, Y ;K)).
If Z →֒ Y is a closed subspace, we have a canonical exact triangle
iX−Y !K|X−Y −→ iX−Z!K|X−Z −→ iY−Z!K|Y−Z −→ iX−Y !K|X−Y [1] (5)
(of course, iX−Y = j) inducing a long cohomology sequence
. . . −→ H i(X, Y ;K) −→ H i(X,Z;K) −→ H i(Y, Z;K) ∂−→ H i+1(X, Y ;K) −→ . . .
(6)
2.5. Let X be a topological space such that the functor RΓc(X; ·) has a finite coho-
mological dimension. We define a dualizing complex:
ωX := a
!
Xk ∈ Db(X) (7)
For K ∈ Db(X) we setDXK = RHom(K, ωX) ∈ Db(X). If there is no risk of confusion
we denote DK instead of DXK. We get a functor
D : Db(X)opp −→ Db(X) (8)
which comes together with a natural transformation
IdDb(X) −→ D ◦D (9)
2.6. Orientations. (Cf. [KS], 3.3.) Let X be an n-dimensional C0-manifold.
We define an orientation sheaf OrX as the sheaf associated to a presheaf
U 7→ HomZ(Hnc (U ;Z),Z). It is a locally constant sheaf of abelian groups of rank
1. Its tensor square is constant. By definition, orientation of X is an isomorphism
OrX ∼−→ ZX .
We have a canonical isomorphism
ωX
∼−→ OrX ⊗Z k[n] (10)
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2.7. Homology. Sometimes it is quite convenient to use homological notations. Let
Y ⊂ X be a closed subspace of a topological space X (Y may be empty), K ∈ Db(X).
We define homology groups as
Hi(X, Y ;F) := H i(X, Y ;F∗)∗.
These groups behave covariantly with respect to continuous mappings.
Let σ be a relative singular n-cell, i.e. a continuous mapping
σ : (Dn, ∂Dn) −→ (X, Y )
where, Dn denotes a standard closed unit ball in Rn. We supply Dn with the standard
orientation. Let
◦
Dn denote the interior of Dn.
Suppose that σ∗K| ◦
Dn
is constant. Then by Poincare´ duality we have isomorphisms
Hn(D
n, ∂Dn; σ∗K) = Hnc (
◦
Dn; σ∗K∗)∗ ∼−→ H0( ◦Dn; σ∗K).
(recall that
◦
Dn is oriented). Thus, given an element s ∈ H0( ◦Dn;K), we can define a
homology class
cl(σ; s) := σ∗(s) ∈ Hn(X, Y ;K).
We will call the couple (σ; s) a relative singular n-cell for K.
These classes enjoy the following properties.
2.7.1. Homotopy. Let us call to cells (σ0; s0) and (σ1, s1) homotopic if there exists a
map
σ : (Dn × I, ∂Dn × I) −→ (X, Y )
(where I denotes a unit interval) such that σ∗K| ◦
Dn×I
is constant, and a section
s ∈ H0( ◦Dn × I; σ∗K)
such that (σ, s) restricted to Dn × {i} is equal to (σi; si), i = 0, 1.
We have
(H) if (σ0; s0) is homotopic to (σ1; s1) then cl(σ0; s0) = cl(σ1; s1).
2.7.2. Additivity. Suppose Dn is represnted as a union of its upper and lower half-balls
Dn = Dn1 ∪Dn2 where Dn1 = {(x1, . . . , xn) ∈ Dn| xn ≥ 0} and Dn2 = {(x1, . . . , xn) ∈
Dn| xn ≤ 0}. Let us supply Dni with the induced orientation.
Suppose we are given a relative n-cell (σ; s) such that σ(Dn1 ∩ Dn2 ) ⊂ Y . Then its
restriction to Dni gives us two relative n-cells (σi; si), i = 1, 2. We have
(A) cl(σ; s) = cl(σ1; s1) + cl(σ2; s2).
2.8. We will call a local system a locally constant sheaf of finite rank.
Let X be a topological space, i : Y →֒ X a subspace. We will say that K ∈ D(X) is
smooth along Y if all cohomology sheaves Hp(i∗K), p ∈ Z, are local systems.
We will call a stratification of X a partition X =
⋃
S∈S S into a finite disjoint of locally
closed subspaces — strata — such that the closure of each stratum is the union of
strata.
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We say that K ∈ D(X) is smooth along S if it is smooth along each stratum. We
will denote by D∗(X;S) the full subcategory of D∗(X) (∗ = +,−, b or ∅) consisting
of complexes smooth along S.
2.9. Let us call a stratification S of a topological space X good if the following
conditions from [BBD], 2.1.13 hold.
(b) All strata are equidimensional topological varieties. If a stratum S lies in the
closure of a stratum T , dimS < dimT .
(c) If i : S →֒ X is a stratum, the functor i∗ : D+(S) −→ D+(X) has a finite
cohomological dimension. If F ∈ Sh(S) is a local system, i∗(F) is smooth along S.
Let S be a good stratification such that all strata have even dimension. We will
denote by M(X;S) ⊂ Db(X;S) the category of smooth along S perverse sheaves
corresponding to the middle perversity p(S) = − dim S/2, cf. loc. cit.
2.10. Let X be a complex algebraic variety. Let us call its stratification S algebraic
if all strata are algebraic subvarieties. Following [BBD], 2.2.1, let us call a sheaf F ∈
Sh(X) constructible if it is smooth along some algebraic stratification. (According to
Verdier, every algebraic stratification admits a good refinement.) We denote by Dbc(X)
a full subcategory of Db(X) consisting of complexes with constructible cohomology.
We denote by M(X) ⊂ Dbc(X) the category of perverse sheaves corresponding to the
middle perversity. It is a filtered union of categories M(X;S) over all good algebraic
stratifications S, cf. loc.cit.
2.11. Let X be a complex manifold, f : X −→ C a holomorphic map. Set Y =
f−1(0), U = X − Y , let i : Y →֒ X, j : U →֒ X denote the embeddings.
We define a functor of nearby cycles
Ψf : Db(U) −→ Db(Y ) (11)
as Ψf(K) = ψf j∗(K)[−1] where ψf is defined in [KS], 8.6.1.
We define a functor of vanishing cycles
Φf : Db(X) −→ Db(Y ) (12)
as φf from loc. cit.
2.12. Lemma. Let X be topological space, Y →֒ X a closed subspace, F ∈ Sh(X).
Then natural maps
lim→ H
i(U ;F) −→ H i(Y ;F), i ∈ Z,
where U ranges through all the open neighbourhoods of U , are isomorphisms.
Proof. See [KS], 2.5.1, 2.6.9. 2
2.13. Conic sheaves. (Cf. [KS], 3.7.) Let R∗+ denote the multiplicative group of
positive real numbers. Let X be a topological space endowed with an R∗+-action.
Following loc.cit., we will call a sheaf F over X conic (with respect to the given
R∗+-action) if its restriction to every R∗+-orbit is constant. We will call a complex
K ∈ D(X) conic if all its cohomology sheaves are conic.
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We will denote by ShR∗+(X) ⊂ Sh(X), D∗R∗+(X) ⊂ D∗(X), ∗ = b,+,− or ∅, the full
subcategories of conic objects.
2.13.1. Lemma. Let U →֒ X be an open subset. Suppose that for every R∗+-orbit
O ⊂ X, O ∩ U is contractible (hence, non-empty). Then for every conic K ∈ D+(X)
the restriction morphism
RΓ(X;K) −→ RΓ(U ;K)
is an isomorphism.
Proof. See loc. cit., 3.7.3. 2
3. Vanishing cycles functors
3.1. Arrangements. Below we use some terminology from [Sa]. Let AR be a real
affine space AR of dimension N , and HR = {HR} a finite set of distinct real affine
hyperplanes in AR. Such a set is called a real arrangement. We pick once and for all
a square root i =
√−1 ∈ C.
Let A = AR ⊗R C denote the complexification of AR, and H = {H} where H :=
HR⊗RC. (A finite set of complex hyperplanes in a complex affine space will be called
a complex arrangement).
We will say that H is central if ⋂H∈HH consists of one point.
For a subset K ⊂ H denote
HK =
⋂
H∈K
H ; KH =
⋃
H∈K
H,
and
HR,K =
⋂
H∈K
HR, KHR =
⋃
H∈K
HR.
The nonempty subspaces HK and HK,R are called complex and real edges respectively.
Set
◦
HK = HK − ∪L,
the union over all the complex edges L ⊂ HK, L 6= HK. We set
◦
HR,K = HR,K ∩ AR.
Connected components of
◦
HR,K are called facets ofHR. Facets of codimension 0 (resp.,
1) are called chambers (resp., faces).
Let us denote by SH a stratification of A whose strata are all non-empty
◦
HK. We will
denote by
◦
AH a unique open stratum
◦
AH =
◦
H∅ = A−H H.
In this Section we will study categories of sheaves D(A;SH) and M(A;SH).
We will denote by SHR a stratification of AR whose strata are all facets. We set
◦
AH,R = AR −H HR.
It is a union of all chambers.
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3.2. Dual cells. (cf. [Sa]). Let us fix a point Fw on each facet F . We will call this
set of points w = {Fw} marking of our arrangement.
For two facets F, E let us write F < E if F ⊂ E and dim F < dim E. We will say
that E is adjacent to F . We will denote by Ch(F ) the set of all chambers adjacent to
F .
Let us call a flag a sequence of q − p + 1 facets F = (Fp < Fp+1 < . . . < Fq) with
dim Fi = i. We say that Fp is the beginning and Fq the end of F.
Let us denote by F∆ a closed (q − p)-symplex with vertices Fpw, . . . ,Fq w. Evidently,
F∆ ⊂ F q.
Suppose we are given two facets Fp < Fq, dimFi = i. We will denote
DFp<Fq =
⋃
F∆,
the sum over all flags beginning at Fp and ending at Fq. This is a (q− p)-dimensional
cell contained in F q.
For a facet F let us denote
DF =
⋃
C∈Ch(F )
DF<C
We set
SF :=
⋃
E,C:F<E<C;
DE<C,
the union over all facets E and chambers C. The space SF is contained in DF (in
fact, in the defintion of SF it is enough to take the union over all facets E such that
dim E = dim F + 1). If q = codim F , then DF is homeomorphic to a q-dimensional
disc and SF — to a (q − 1)- dimensional sphere, cf. [Sa], Lemma 6. We denote◦
DF := DF − SF . We will call DF a dual cell corresponding to F .
We set
◦
DF<C := DF<C ∩
◦
DF .
3.3. Generalized vanishing cycles. Let K ∈ Db(A;SH), F a p-dimensional facet.
Let us introduce a complex
ΦF (K) := RΓ(DF , SF ;K)[−p] ∈ Db(pt) (13)
This complex will be called a complex of generalized vanishing cycles of K at a facet
F .
Formally, the definition of functor ΦF depends upon the choice of a marking w.
However, functors defined using two different markings are canonically isomorphic.
This is evident. Because of this, we omit markings from the notations.
3.4. Transversal slices. Let F be a facet of dimension p which is a connected com-
ponent of a real edge MR with the complexification M . Let us choose a real affine
subspace LR of codimension p transversal to F and passing through
Fw. Let L be its
complexification.
Let us consider a small disk Lǫ ⊂ L with the centrum at Fw = L∩M . We identify Lǫ
with an affine space by dilatation. Our arrangement induces a central arrangement
HL in Lǫ. Given K ∈ Db(A;SH), define KL := i∗LǫK[−p].
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3.4.1. Lemma. We have a natural isomorphism
D(KL) ∼−→ (DK)L (14)
Proof. Consider an embedding of smooth complex manifolds iL : L −→ A. Let us
consider the following complexes: ωL/A := i
!
LkA (cf. [KS], 3.1.16 (i)) and OrL/A :=
OrL ⊗Z OrA. We have canonical isomorphism
ωL/A
∼−→ OrL/A[−2p]⊗ k.
The chosen orientation of C enables us to identify OrA and OrL, and hence OrL/A
with constant sheaves; consequently, we get an isomorphism
ωL/A
∼−→ k[−2p].
The canonical map
i!LK −→ i∗K ⊗ ωL/A (15)
(cf. [KS], (3.1.6)) is an isomorphism since singularities of K are transversal to L (at
least in the neighbourhood of Fw). Consequently we get an isomorphism i!LK ∼−→
i∗KL[−2p].
Now we can compute:
D(KL) = D(i∗LK[−p]) ∼−→ D(i∗LK)[2p] ∼−→ i!LDK[p] ∼−→ i∗LDK[−p] = (DK)L,
QED. 2
3.4.2. Lemma. We have a natural isomorphism
ΦF (K) ∼= Φ{Fw}(KL) (16)
This follows directly from the definition of functors Φ.
This remark is often useful for reducing the study of functors ΦF to the case of a
central arrangement.
3.4.3. Lemma. If M ∈M(A;SH) then ML ∈M(Lǫ;SHLǫ ).
Proof follows from transversality of Lǫ to singularities of M. 2
3.5. Duality. Theorem. Functor ΦF commutes with Verdier duality. More pre-
cisely, for every K ∈ Db(A,SH) there exists a natural isomorphism
ΦF (DK) ∼−→ DΦF (K) (17)
This is the basic property of our functors.
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3.6. 1-dimensional case. To start with the proof, let us treat first the simplest case.
Consider an arrangement consisting of one point — origin — in a one-dimensional
space A. It has one 0-face F and two 1-faces E± — real rays R>0 and R<0. A marking
consists of two points w± ∈ E± and F . We set w± = ±1 (we pick a coordinate on A).
For a positive r denote A≤r := {z ∈ A| |z| ≤ r}, Sr := ∂A≤r; A<r, A≥r, etc. have
an evident meaning. We also set A(r′,r′′) := A>r′ ∩ A<r′′ . A subscript R will denote
an intersection of these subsets with AR. Evidently, DF = A≤1,R, SF = S1,R. Define
DoppF := A≥1,R, Y := i ·DoppF .
One sees easily (cf. infra, Lemma 3.7) that one has isomorphisms
ΦF (K) ∼= RΓ(A, SF ;K) ∼−→ RΓ(A, DoppF ;K). (18)
Let us choose real numbers ǫ, r′, r′′ such that 0 < ǫ < r′ < 1 < r′′. Set Y := ǫi ·DoppF .
Denote j := jA−SF . We have natural isomorphisms
DΦF (K) ∼= DRΓ(A, SF ;K) ∼= RΓc(A; j∗j∗DK)
(Poincare´ duality)
∼= RΓ(A,A≥r′′ ; j∗j∗DK) ∼= RΓ(A, Y ∪A≥r′′ ; j∗j∗DK)
(homotopy). Consider the restriction map
res : RΓ(A, Y ∪A≥r′′ ; j∗j∗DK) −→ RΓ(A≤r′, Y ∩ A≤r′;DK) (19)
We claim that res is an isomorphism. In fact, Cone(res) is isomorphic to
RΓ(A,A≤r′ ∪ A≥r′′ ∪ Y ; j∗j∗DK) = RΓc(A<r′′,A≤r′ ∪ Y ; j∗j∗DK) ∼=
∼= DRΓ(A<r′′ − (A≤r′ ∪ Y ); j!j∗K)
We have by definition
RΓ(A<r′′ − (A≤r′ ∪ Y ); j!j∗K) = RΓ(A(r′,r′′) − Y, SF ;K)
On the other hand, evidently K is smooth over A(r′,r′′), and we have an evident
retraction of A(r′,r′′) on SF (see Fig. 1). Therefore, RΓ(A(r′,r′′) − Y, SF ;K) = 0 which
proves the claim.
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A clockwise rotation by π/2 induces an isomorphism
RΓ(A≤r′, Y ∩A≤r′;DK) ∼= RΓ(A≤r′, ǫ ·DoppF ;DK),
59
and the last complex is isomorphic to ΦF (DK) by dilatation and (18). This proves
the theorem for ΦF . The statement for functors ΦE± is evident.
Let us return to the case of an arbitrary arrangement.
3.7. Lemma. Suppose that H is central. Let F be the unique 0- dimensional
facet. The evident restriction maps induce canonical isomorphisms
ΦF (K)
(1)∼= RΓ(AR, SF ;K)
(2)∼= RΓ(A, SF ;K)
(3)∼= RΓ(A, DoppF ;K)
(4)∼= RΓ(AR, DoppF ;K)
where DoppF = AR −
◦
DF .
Proof. Let us fix a coordinate system with the origin at F , and hence a metric on A.
For ǫ > 0 let Uǫ ⊂ AR denote the set of points x ∈ AR having distance < ǫ from DF .
It follows from 2.12 that
ΦF (K) = RΓ(DF , SF ;K) ∼= lim→ ǫ RΓ(Uǫ, SF ;K).
On the other hand, from 2.13.1 it follows that restriction maps
RΓ(AR, SF ;K) −→ RΓ(Uǫ, SF ;K)
are isomorphisms. This establishes an isomorphism (1). To prove (3), one remarks
that its cone is acyclic.
The other isomorphisms are proven by the similar arguments. We leave the proof to
the reader. 2
3.8. Proof of 3.5. First let us suppose that H is central and F is its 0-dimensional
facet. We fix a coordinate system in A as in the proof of the lemma above. We have
a decomposition A = AR ⊕ i · AR. We will denote by ℜ,ℑ : A −→ AR the evident
projections.
Let A≤r, etc. have the meaning similar to the one-dimensional case above. Let us
denote j := jA−SF . We proceed as in one-dimensional case.
Let us choose positive numbers r′, r′′, ǫ, such that
ǫDF ⊂ A<r′ ⊂
◦
DF ⊂ DF ⊂ A<r′′
Let us introduce a subspace
Y = ǫi ·DoppF
We have isomorphisms
DΦF (K) ∼= DRΓ(A, SF ;K)
(by Lemma 3.7)
∼= RΓc(A; j∗j∗DK) ∼= RΓ(A,A≥r′′ ; j∗j∗DK) ∼= RΓ(A, Y ∪ A≥r′′; j∗j∗DK)
(homotopy). Consider the restriction map
res : RΓ(A, Y ∪A≥r′′ ; j∗j∗DK) −→ RΓ(A≤r′, Y ∩ A≤r′;DK) (20)
Cone(res) is isomorphic to
RΓ(A,A≤r′ ∪ A≥r′′ ∪ Y ; j∗j∗DK) = RΓc(A<r′′,A≤r′ ∪ Y ; j∗j∗DK) ∼=
∼= DRΓ(A<r′′ − (A≤r′ ∪ Y ); j!j∗K)
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We have by definition
RΓ(A<r′′ − (A≤r′ ∪ Y ); j!j∗K) = RΓ(A(r′,r′′) − Y, SF ;K)
3.8.1. Lemma. Set A′R := AR − {0}. We have RΓ(A− i · AR,A′R;K) = 0.
Proof. We have to prove that the restriction map
RΓ(A− i · AR;K) −→ RΓ(A′R;K) (21)
is an isomorphism. Consider projection to the real part
π : A− i · AR −→ A′R.
Evidently,
RΓ(A− i · AR;K) = RΓ(A′R, π∗K).
On the other hand, since K is conic along fibers of π, we have
π∗K ∼−→ e∗K
where e : A′R −→ A−i ·AR denotes the embedding (cf. 2.13). This implies our lemma.
2
It follows easily that Cone(res) is acyclic, therefore the map res is an isomorphism.
In other words, we have constructed an isomorphism
DΦF (K) ∼−→ RΓ(A≤r′, Y ∩A≤r′ ;DK).
A clockwise rotation by π/2 induces an isomorphism
RΓ(A≤r′, Y ∩A≤r′;DK) ∼= RΓ(A≤r′, ǫ ·DoppF ;DK),
and the last complex is isomorphic to ΦF (DK) by dilatation and 3.7 (3).
This proves the theorem for ΦF . Note that we have constructed an explicit isomor-
phism.
3.8.2. If F is an arbitrary facet, we consider a transversal slice L as in 3.4. By the
results of loc.cit., and the above proven case, we have natural isomorphisms
DΦF (K) ∼−→ DΦ{Fw}(KL) ∼−→ Φ{Fw}(DKL) ∼−→ Φ{Fw}((DK)L) ∼−→ ΦF (DK).
This proves the theorem. 2
3.9. Theorem. For every M ∈ M(A;SH) and every facet F we have
H i(ΦF (M)) = 0 for all i 6= 0.
In other words, functors ΦF are t-exact with respect to the middle perversity.
Proof. First let us suppose that H is central and F is its 0-dimensional facet. Let
us prove that ΦF is right exact, that is, H
i(ΦF (M)) = 0 for i > 0 and every M as
above.
In fact, we know that
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3.9.1. if S is any stratum of SH of dimension p then M|S ∈ D≤−p(S)
by the condition of perversity. In particular, RΓ(A;M) = i∗FM∈ D≤0({pt}).
On the other hand, one deduces from 3.9.1 that RΓ(SF ;M) ∈ D≤−1({pt}). In fact,
by definition SF is a union of certain simplices ∆, all of whose edges lie in strata of
positive dimension. This implies that RΓ(∆;M|∆) ∈ D≤−1({pt}), and one concludes
by Mayer-Vietoris argument, using similar estimates for intersections of simplices.
Consequently we have
ΦF (M) ∼= RΓ(A, SF ;M) ∈ D≤0({pt}),
as was claimed.
On the other hand by Duality theorem 3.5 we have an opposite inequality, which
proves that ΦF is exact in our case.
The case of an arbitrary facet is reduced immediately to the central one by noting
that an operation of the restriction to a transversal slice composed with a shift by its
codimension is t-exact and using (16). The theorem is proved. 2
3.10. By the above theorem, the restriction of functors ΦF to the abelian subcategory
M(A,SH) lands in subcategory Vect ⊂ D({pt}).
In other words, we get exact functors
ΦF :M(A,SH) −→ Vect (22)
These functors commute with Verdier duality.
We will also use the notation MF for ΦF (M).
3.11. Canonical and variation maps. Suppose we have a facet E. Let us denote
by Fac1(E) the set of all facets F such that E < F , dim F = dim E + 1. We have
SE =
⋃
F∈Fac1(E)
DF (23)
Suppose we have K ∈ D(A,SH).
3.11.1. Lemma. We have a natural isomorphism
RΓ(SE,
⋃
F∈Fac1(E)
SF ;K) ∼= ⊕F∈Fac1ERΓ(DF , SF ;K)
Proof. Note that SE − ⋃F∈Fac1(E) SF = ⋃F∈Fac1(E) ◦DF (disjoint union). The claim
follows now from the Poincare´ duality. 2
Therefore, for any F ∈ Fac1(E) we get a natural inclusion map
iFE : RΓ(DF , SF ;K) →֒ RΓ(SE ,
⋃
F ′∈Fac1(E)
SF ′;K) (24)
Let us define a map
uFE(K) : ΦF (K) −→ ΦE(K)
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as a composition
RΓ(DF , SF ;K)[−p] i
F
E−→ RΓ(SE ,
⋃
F ′∈Fac1(E)
SF ′;K)[−p] −→ RΓ(SE;K)[−p] −→ RΓ(DE, SE)[−p+1]
where the last arrow is the coboundary map for the couple (SE , DE), and the second
one is evident.
This way we get a natural transormation
uFE : ΦF −→ ΦE (25)
which will be called a canonical map.
We define a variation map
vEF : ΦE −→ ΦF (26)
as follows. By definition, vEF (K) is the map dual to the composition
DΦF (K) ∼−→ ΦF (DK) u
F
E
(DK)−→ ΦE(DK) ∼−→ DΦE(K).
3.12. Lemma. Suppose we have 4 facets A,B1, B2, C such that A < B1 < C, A <
B2 < C and dim A = dim Bi − 1 = dim C − 2 (see Fig. 2). Then
uB1A ◦ uCB1 = −uB2A ◦ uCB2
and
vB1C ◦ vAB1 = −vB2C ◦ vAB2 .
For a proof, see below, 3.13.2.
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3.13. Cochain complexes. For each integer p, 0 ≤ p ≤ N , and M ∈ M(A,SH)
introduce vector spaces
C−pH (A;M) = ⊕F :dimF=p MF (27)
For i > 0 or i < −N set CiH(A;M) = 0.
Define operators
d : C−pH (A;M) −→ C−p+1H (A;M)
having components uFE .
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3.13.1. Lemma. d2 = 0.
Proof. Let us denoteXp :=
⋃
F :dimF=pDF . We haveXp ⊃ Xp+1. Evident embeddings
of couples (DF , SF ) →֒ (Xp, Xp+1) induce maps
RΓ(Xp, Xp+1;M) −→ ⊕F :dimF=p RΓ(DF , SF ;M)
which are easily seen to be isomorphisms. Thus, we can identify C−p(A;M) with
RΓ(Xp, Xp+1;M). In these terms, d is a boundary homomorphism for the triple
Xp ⊃ Xp+1 ⊃ Xp+2. After this description, the equality d2 = 0 is a general fact from
homological algebra. 2
3.13.2. Proof of 3.12. The above lemma is equivalent to the statement of 3.12
about maps u, which is thus proven. The claim for variation maps follows by duality.
2
This way we get a complex C•H(A;M) lying in degrees from −N to 0. It will be called
the cochain complex of our arrangement HR with coefficients in M.
3.14. Theorem. (i) A functor
M 7→ C•H(A;M)
is an exact functor from M(A;SH) to the category of complexes of vector spaces.
(ii) We have a canonical natural isomorphism in D({pt})
C•H(A;M) ∼−→ RΓ(A;M)
Proof. (i) is obvious from the exactness of functors ΦF , cf. Thm. 3.9. To prove (ii),
let us consider the filtration
A ⊃ X0 ⊃ X1 ⊃ . . .XN ⊃ 0.
It follows easily from homotopy argument (cf. 2.12, 2.13) that the restriction
RΓ(A;M) −→ RΓ(X0;M)
is an isomorphism. On the other hand, a ”Cousin” interpretation of C•H(A;M)
given in the proof of Lemma 3.13.1, shows that one has a canonical isomorphism
RΓ(X0;M) ∼−→ C•H(A;M). 2
4. Computations for standard sheaves
4.1. Suppose we have a connected locally simply connected topological space X and
a subspace Y ⊂ X such that each connected component of Y is simply connected.
Recall that a groupoid is a category all of whose morphisms are isomorphisms. Let us
define a Poincare´ groupoid π1(X;Y ) as follows.
We set Obπ1(X;Y ) = π0(Y ). To define morphisms, let us choose a point yi on each
connected component Yi ⊂ Y . By definition, for two connected components Yi and
Yj, the set of homomorphisms Homπ1(X,Y )(Yi, Yj) is the set of all homotopy classes of
paths in X starting at yi and ending at yj.
A different choice of points yi gives a canonically isomorphic groupoid. If Y is reduced
to one point we come back to a usual definition of the fundamental group.
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Given a local system L on X, we may assign to it a ”fiber” functor
FL : π1(X;Y ) −→ Vect,
carrying Yi to the fiber Lyi. This way we get an equivalence of the category of local
systems on X and the category of functors π1(X, Y ) −→ Vect.
4.2. Return to the situation of the previous section. It is known (cf. [Br]) that the
homology group H1(
◦
AH;Z) is a free abelian group with a basis consisting of classes
of small loops around hyperplanes H ∈ H. Consequently, for each map
q : H −→ C∗ (28)
there exists a one-dimensional local system L(q) whose monodromy around H ∈ H
is equal to q(H). Such a local system is unique up to a non-unique isomorphism.
Let us construct such a local system explicitely, using a language of the previous
subsection.
4.3. From now on we fix a real equation for each H ∈ H, i.e. a linear function
fH : AR −→ R such that HR = f−1(0). We will denote also by fH the induced
function A −→ C.
The hyperplane HR divides AR into two halfspaces: A
+
R,H = {x ∈ AR|fH(x) > 0}
and A−R,H = {x ∈ AR|fH(x) < 0}.
Let F ⊂ HR be a facet of dimension N − 1. We have two chambers F± adjacent to
F , where F± ⊂ A±R,H . Pick a point w ∈ F . Let us choose a real affine line lR ⊂ AR
transversal to HR and passing through w. Let l denote its complexification.
The function fH induces isomorphism l
∼−→ C, and f−1H (R)∩ l = lR. Let us pick a real
ǫ > 0 such that two points f−1H (±ǫ) ∩ lR lie in F± respectively. Denote these points
by w±.
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Let us denote by τ+ (resp., τ−) a counterclockwise (resp., clockwise) path in the upper
(resp., lower) halfplane connecting ǫ with −ǫ. Let us denote
τ±F = f
−1
H (τ
±)
This way we get two well-defined homotopy classes of paths connecting chambers F+
and F−. The argument arg fH increases by ∓π2 along τ±F .
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Note that if H ′ is any other hyperplane of our arrangement then arg fH′ gets no
increase along τ±F .
4.4. Now suppose we have q as in (28). Note that all connected components of
◦
AH,R
— chambers of our arrangement — are contractible. Let us define a functor
F (q2) : π1(
◦
AH,
◦
AH,R) −→ VectC
as follows. For each chamber C we set F (q2)(C) = C. For each facet F of codimension
1 which lies in a hyperplane H we set
F (q2)(τ±F ) = q(H)
±1
It follows from the above remark on the structure of H1(
◦
AH) that we get a correctly
defined functor.
The corresponding abelian local system over AH will be denoted L(q2); it has a
monodromy q(H)2 around H ∈ H. If all numbers q(H) belong to some subfield
k ⊂ C then the same construction gives a local system of k-vector spaces.
4.5. From now on until the end of this section we fix a map
q : H −→ k∗,
k being a subfield of C, and denote by L the local system of k-vector spaces L(q2)
constructed above. We denote by L−1 the dual local system L(q−2).
Let j :
◦
AH −→ A denote an open embedding. For ? equal to one of the symbols !, ∗
or !∗, let us consider perverse sheaves L? := j?L[N ]. They belong toM(A;SH); these
sheaves will be called standard extensions of L, or simply standard sheaves. Note that
DL! ∼= L−1∗ ; DL∗ ∼= L−1! (29)
We have a canonical map
m : L! −→ L∗, (30)
and by definition L!∗ coincides with its image.
Our aim in this section will be to compute explicitely the cochain complexes of stan-
dard sheaves.
4.6. Orientations. Let F be a facet which is a connected component of a real edge
LF . Consider a linear space L
⊥
F = AR/LF . Let us define
λF := H
0(L⊥F ;OrL⊥F ),
it is a free abelian group of rank 1. To choose an orientation of L⊥F (as a real vector
space) is the same as to choose a basis vector in λF . We will call an orientation of L
⊥
F
a coorientation of F .
We have an evident piecewise linear homeomorphism of DF =
⋃
DF<C onto a closed
disk in L⊥F ; thus, a coorientation of F is the same as an orientation of DF (as a C
0-
manifold); it defines orientations of all cells DF<C .
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4.6.1. From now on until the end of the section, let us fix coorientations of all facets.
Suppose we have a pair E < F , dim E = dim F − 1. The cell DE is a part of the
boundary of DF . Let us define the sign sgn(F,E) = ±1 as follows. Complete an
orienting basis of DE by a vector directed outside DF ; if we get the given orientation
of DF , set sgn(F,E) = 1, otherwise set sgn(F,E) = −1.
4.7. Basis in ΦF (L!)∗. Let F be a facet of dimension p. We have by definition
ΦF (L!) = H−p(DF , SF ;L!) = HN−p(DF , SF ; j!L) ∼= HN−p(DF , SF ∪ (HHR∩DF ); j!L).
By Poincare´ duality,
HN−p(DF , SF ∪ (HHR ∩DF ); j!L)∗ ∼= H0(DF − (SF ∪H HR);L−1)
(recall that we have fixed an orientation of DF ). The space DF − (SF ∪H HR) is a
disjoint union
DF − (SF ∪H HR) =
⋃
C∈Ch(F )
◦
DF<C.
Consequently,
H0(DF − (SF ∪H HR);L−1) ∼= ⊕C∈Ch(F )H0(
◦
DF<C;L−1).
By definition of L, we have canonical identifications H0( ◦DF<C ;L−1) = k. We will
denote by c(L!)F<C ∈ ΦF (L)∗ the image of 1 ∈ H0(
◦
DF<C;L−1) with respect to the
embedding
H0(
◦
DF<C ;L−1) →֒ ΦF (L!)∗
following from the above.
Thus, classes c(L!)F<C , C ∈ Ch(F ), form a basis of ΦF (L!)∗.
4.8. Let us describe canonical maps for L!. If F < E, dim E = dim F + 1, let
u∗ : ΦF (L!)∗ −→ ΦE(L!)∗ denote the map dual to uEF (L!). Let C be a chamber
adjacent to F . Then
u∗(c(L!)F<C) =
{
sgn(F,E)c(L!)E<C if E < C
0 otherwise
(31)
4.9. Basis in ΦF (L∗)∗. We have isomorphisms
ΦF (L∗) ∼= ΦF (DL−1! ) ∼= ΦF (L−1! )∗ (32)
Hence, the defined above basis {c(L−1! )F<C}C∈Ch(F ) of ΦF (L−1! )∗, gives a basis in
ΦF (L∗). We will denote by {c(L∗)F<C}C∈Ch(F ) the dual basis of ΦF (L∗).
4.10. Example. Let us describe our chains explicitely in the simplest one-
dimensional case, in the setup 3.6. We choose a natural orientation on AR. A local
system L = L(q2) is uniquely determined by one nonzero complex number q. By
definition, the upper (resp., lower) halfplane halfmonodromy from w+ to w− is equal
to q (resp., q−1).
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4.10.1. Basis in ΦF (L!)∗. The space ΦF (L!)∗ admits a basis consisting of two chains
c± = c(L!)F<E± shown below, see Fig. 3(a). By definition, a homology class is
represented by a cell together with a section of a local system L−1 over it. The
section of L−1 over c+ (resp., c−) takes value 1 over w+ (resp., w−).
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4.10.2. Basis in ΦF (L∗)∗. Let us adopt notations of 3.8, with K = L−1! . It is easy to
find the basis {Dc+, Dc−} of the dual space
ΦF (L−1! ) ∼= H0(A,A≥r′′; j∗j∗DL−1! )∗ = H1(A− {w+, w−},A≥r′′ ;L)∗
dual to {c(L−1)F<E+, c(L−1)F<E−}. Namely, Dc± is represented by the relative 1-
chain
{±1
2
+ y · i| −
√
(r′′)2 − 1
4
≤ y ≤
√
(r′′)2 − 1
4
},
with evident sections of L−1 over them, see Fig. 3(a).
Next, one has to deform these chains to chains D˜c± with their ends on Y , as in Fig.
3(b). Finally, one has to make a clockwise rotation of the picture by π/2. As a result,
we arrive at the following two chains c∗± forming a basis of ΦF (L∗)∗:
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The section of L−1 over c∗+ (resp., c−) has value 1 at w+ (resp., w−).
It follows from this description that the natural map
m : ΦF (L∗)∗ −→ ΦF (L!)∗ (33)
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is given by the formulas
m(c∗+) = c+ + qc−; m(c
∗
−) = qc+ + c− (34)
By definition, spaces ΦE±(L?)∗ may be identified with fibers Lw± respectively, for
both ? =! and ? = ∗, and hence with k. Let us denote by cw± and c∗w± the generators
corresponding to 1 ∈ k.
It follows from the above description that the canonical maps u∗ are given by the
formulas
u∗(c+) = cw+ ; u
∗(c−) = −cw− ; (35)
and
u∗(c∗+) = c
∗
w+
− qc∗w−; u∗(c∗−) = qc∗w+ − c∗w−; (36)
Let us compute variation maps. To get them for the sheaf L!, we should by definition
replace q by q−1 in (36) and take the conjugate map:
v∗(cw+) = c+ + q
−1c−; v∗(cw−) = −q−1c+ − c− (37)
To compute v∗ for L∗, note that the basis in
H0(A, {w+, w−};L−1! )∗ = H1(A, {w+, w−, 0};L)
dual to {c∗+, c∗−}, is {q−1c˜−, q−1c˜+} (sic!) where c˜± denote the chains defined in the
same way as c±, with L replaced by L−1. From this remark it follows that
v∗(c∗w+) = q
−1c∗−; v
∗(c∗w−) = −q−1c∗+ (38)
4.11. Let us return to the case of an arbitrary arrangement. Let us say that a
hyperplane H ∈ H separates two chambers C,C ′ if they lie in different halfspaces
with respect to HR. Let us define numbers
q(C,C ′) =
∏
q(H), (39)
the product over all hyperplanes H ∈ H separating C and C ′. In particular, q(C,C) =
1.
4.12. Lemma. Let F be a face, C ∈ Ch(F ). The canonical mapping
m : ΦF (L∗)∗ −→ ΦF (L!)∗
is given by the formula
m(c(L∗)F<C) =
∑
C′∈Ch(F )
q(C,C ′)c(L!)F<C′ (40)
4.12.1. Since ΦF (L∗) is dual to ΦF (L!), we may view m as a bilinear form on ΦF (L!).
By (40) it is symmetric.
Proof of lemma. We generalize the argument of the previous example. First consider
the case of zero-dimensional F . Given a chain c(L−1! )F<C, the corresponding dual
chain may be taken as
DcF<C = ǫ · Cw ⊕ i ·AR,
were ǫ is a sufficiently small positive real. Next, to get the dual chain c(L∗)F<C,
we should make a deformation similar to the above one, and a rotation by π
2
. It is
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convenient to make the rotation first. After the rotation, we get a chain AR− ǫi · Cw.
The value of m(c(L∗)F<C) is given by the projection of this chain to AR.
The coefficient at c(L!)F<C′ is given by the monodromy of L−1 along the following
path from C to C ′. First, go ”down” from Cw to −ǫi · Cw; next, travel in AR−ǫi · Cw
along the straight line from −ǫi · Cw to −ǫi ·C′ w, and then go ”up” to C′w. Each
time we are passing under a hyperplane HR separating C and C
′, we gain a factor
q(H). This gives desired coefficient for the case dim F = 0.
For an arbitrary F we use the same argument by considering the intersection of our
picture with a transversal slice. 2
4.13. Let E be a facet which is a component of a real edge LE,R; as usually L will
denote the complexification. Let HL ⊂ H be a subset consisting of all hyperplanes
containg L. If we assign to a chamber C ∈ Ch(E) a unique chamber of the subar-
rangement HL comtaining C, we get a bijection of Ch(E) with the set of all chambers
of HL.
Let F < E be another facet. Each chamber C ∈ Ch(F ) is contained in a unique
chamber of HL. Taking into account a previous bijection, we get a mapping
πFE : Ch(F ) −→ Ch(E) (41)
4.14. Lemma. Let F be a facet, C ∈ Ch(F ). We have
u∗(c(L∗)F<C) =
∑
sgn(F,E)q(C, πFE(C))c(L∗)E<πFE(C), (42)
the summation over all facets E such that F < E and dim E = dim F + 1.
(Signs sgn(F,E) have been defined in 4.6.1.)
Proof. Again, the crucial case is dim F = 0 — the case of arbitrary dimension
is treated using a transversal slice. So, let us suppose that F is zero-dimensional.
In order to compute the coefficient of u∗(c(L∗)F<C) at c(L∗)E<C′ where E is a one-
dimensional facet adjacent to F and C ′ ∈ Ch(E), we have to do the following.
Consider the intersection of a real affine subspace AR−ǫ · i · Cw (as in the proof of the
previous lemma) with a complex hyperplane ME passing through
Ew and transversal
to E. The intersection will be homotopic to a certain chain c(L∗)E<C′′ where C ′′ is
easily seen to be equal to πFE(C), and the coefficient is obtained by the same rule as
described in the previous proof. The sign will appear in accordance with compatibility
of orientations of DF and DE . 2
4.15. Let us collect our results. Let us denote by {b(L?)F<C}C∈Ch(F ) the basis in
ΦF (L?) dual to {c(L?)F<C}, where ? =! or ∗.
4.16. Theorem. (i) The complex C•H(A;L!) is described as follows. For each p, 0 ≤
p ≤ N , the space C−pH (A;L!) admits a basis consisting of all cochains b(L!)F<C where
F runs through all facets of HR of dimension p, and C through Ch(F ). The differential
d : C−pH (A;L!) −→ C−p+1H (A;L!)
is given by the formula
d(b(L!)F<C) =
∑
E:E<F, dim E=dim F−1
sgn(E,F )b(L!)E<C (43)
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(ii) The complex C•H(A;L∗) is described as follows. For each p, 0 ≤ p ≤ N , the space
C−pH (A;L∗) admits a basis consisting of all cochains b(L∗)F<C where F runs through
all facets of HR of dimension p, and C through Ch(F ). The differential
d : C−pH (A;L∗) −→ C−p+1H (A;L∗)
is given by the formula
d(b(L∗)F<C) =
∑
sgn(E,F )q(C,C ′)b(L∗)E<C′, (44)
the summation over all facets E < F such that dim E = dim F −1 and all chambers
C ′ ∈ Ch(E) such that πEF (C ′) = C.
(iii) The natural map of complexes
m : C•H(A;L!) −→ C•H(A;L∗) (45)
induced by the canonical map L! −→ L∗, is given by the formula
m(b(L!)F<C) =
∑
C′∈Ch(F )
q(C,C ′)b(L∗)F<C′ (46)
All statements have already been proven.
4.16.1. Corollary. The complexes C•H(A;L!) and C•H(A;L∗) described explicitely in
the above theorem, compute the relative cohomologyH•(A, HH ;L) and the cohomology
of the open stratum H•(
◦
A,L) respectively, and the map m induces the canonical map
in cohomology.
Proof. This follows immediately from 3.14. 2
This corollary was proven in [V], Sec. 2, by a different argument.
4.17. Theorem. The complex C•H(A;L!∗) is canonically isomorphic to the image
of (45).
Proof. This follows from the previous theorem and the exactness of the functor
M 7→ C•H(A;M), cf. Thm. 3.14 (i). 2
The above description of cohomology is analogous to [SV1], p. I, whose results may
be considered as a ”quasiclassical” version of the above computations.
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Part II. CONFIGURATION SPACES
AND QUANTUM GROUPS
1. Introduction
1.1. We are starting here the geometric study of the tensor category C associated
with a quantum group (corresponding to a Cartan matrix of finite type) at a root of
unity (see [AJS], 1.3 and the present part, 11.3 for the precise definitions).
The main results of this part are Theorems 8.18, 8.23, 12.7 and 12.8 which
— establish isomorphisms between homogeneous components of irreducible objects in
C and spaces of vanishing cycles at the origin of certain Goresky-MacPherson sheaves
on configuration spaces;
— establish isomorphisms of the stalks at the origin of the above GM sheaves with
certain Hochschild complexes (which compute the Hochschild homology of a certain
”triangular” subalgebra of our quantum group with coefficients in the coresponding
irreducible representation);
— establish the analogous results for tensor products of irreducibles. In geometry, the
tensor product of representations corresponds to a ”fusion” of sheaves on configuration
spaces — operation defined using the functor of nearby cycles, see Section 10.
We must mention that the assumption that we are dealing with a Cartan matrix
of finite type and a root of unity appears only at the very end (see Chapter 4). We
need these assumptions in order to compare our representations with the conventional
definition of the category C. All previous results are valid in more general assumptions.
In particular a Cartan matrix could be arbitrary and a deformation parameter ζ not
necessarily a root of unity.
1.2. Some of the results of this part constitute the description of the cohomology
of certain ”standard” local systems over configuration spaces in terms of quantum
groups. These results, due to Varchenko and one of us, were announced several years
ago in [SV2]. The proofs may be found in [V]. Our proof of these results uses
completely different approach. Some close results were discussed in [S].
Certain results of a similar geometric spirit are discussed in [FW].
1.3. We are grateful to A.Shen who made our communication during the writing of
this part possible.
1.4. Notations. We will use all the notations from the part I. References to loc.
cit. will look like I.1.1. If a, b are two integers, we will denote by [a, b] the set of all
integers c such that a ≤ c ≤ b; [1, a] will be denoted by [a]. N will denote the set of
non-negative integers. For r ∈ N, Σr will denote the group of all bijections [r] ∼−→ [r].
We suppose that our ground field k has characteristic 0, and fix an element ζ ∈ k,
ζ 6= 0. For a ∈ Z we will use the notation
[a]ζ = 1− ζ−2a (47)
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The word ”t-exact” will allways mean t-exactness with respect to the middle perver-
sity.
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Chapter 1. Algebraic discussion
2. Free algebras and bilinear forms
Most definitions of this section follow [L1] and [SV2] (with slight modifications). We
also add some new definitions and computations important for the sequel. Cf. also [V],
Section 4.
2.1. Until the end of this part, let us fix a finite set I and a symmetric Z-valued
bilinear form ν, ν ′ 7→ ν ·ν ′ on the free abelian group Z[I] (cf. [L1], 1.1). We will denote
by X the dual abelian group Hom(Z[I],Z). Its elements will be called weights. Given
ν ∈ Z[I], we will denote by λν ∈ X the functional i 7→ i · ν. Thus we have
〈λν , µ〉 = ν · µ (48)
for all ν, µ ∈ N[I].
2.2. Let ′f denote a free associative k-algebra with 1 with generators θi, i ∈ I. Let
N[I] be a submonoid of Z[I] consisting of all linear combinations of elements of I with
coefficients in N. For ν =
∑
νii ∈ N[I] we denote by ′fν the k-subspace of ′f spanned
by all monomials θi1θi2 · . . . · θip such that for any i ∈ I, the number of occurences of
i in the sequence i1, . . . , ip is equal to νi.
We have a direct sum decomposition ′f = ⊕ν∈N[I] ′fν , all spaces ′fν are finite dimen-
sional, and we have ′f0 = k · 1, ′fν · ′fν′ ⊂ ′fν+ν′ .
Let ǫ : ′f −→ k denote the augmentation — a unique k-algebra map such that ǫ(1) = 1
and ǫ(θi) = 0 for all i. Set
′f+ := Ker(ǫ). We have ′f+ = ⊕ν 6=0 ′fν .
An element x ∈ ′f is called homogeneous if it belongs to ′fν for some ν. We then set
|x| = ν. We will use the notation depth(x) for the number ∑i νi if ν = ∑i νii; it will
be called the depth of x.
2.3. Given a sequence ~K = (i1, . . . , iN), ij ∈ I, let us denote by θ ~K the monomial
θi1 · . . . · θiN . For an empty sequence we set θ∅ = 1.
For τ ∈ ΣN let us introduce the number
ζ( ~K; τ) =
∏
ζ ia·ib, (49)
the product over all a, b such that 1 ≤ a < b ≤ N and τ(a) > τ(b).
We will call this number the twisting number of the sequence ~K with respect to the
permutation τ .
We will use the notation
τ( ~K) = (iτ(1), iτ(2), . . . , iτ(N)) (50)
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2.4. Let us regard the tensor product ′f ⊗ ′f (in the sequel ⊗ will mean ⊗k unless
specified otherwise) as a k-algebra with multiplication
(x1 ⊗ x2) · (x′1 ⊗ x′2) = ζ |x2|·|x
′
1|x1x′1 ⊗ x2x′2 (51)
for homogeneous x2, x
′
1. Let us define a map
∆ : ′f −→ ′f⊗ ′f (52)
as a unique algebra homomorphism carrying θi to θi ⊗ 1 + 1⊗ θi.
2.5. Let us define a coalgebra structure on ′f ⊗ ′f as follows. Let us introduce the
braiding isomorphism
r : ′f⊗ ′f ∼−→ ′f⊗ ′f (53)
by the rule
r(x⊗ y) = ζ |x|·|y|y ⊗ x (54)
for homogeneous x, y. By definition,
∆ ′f⊗ ′f : ′f⊗ ′f −→ ( ′f⊗ ′f)⊗ ( ′f⊗ ′f) (55)
coincides with the composition (1 ′f⊗ r ⊗ 1 ′f) ◦ (∆ ′f⊗∆ ′f).
The multiplication
′f⊗ ′f −→ ′f (56)
is a coalgebra morphism.
2.6. Let us describe ∆ more explicitely. Suppose a sequence ~K = (i1, . . . , iN), ij ∈ I,
is given. For a subset A = {j1, . . . , ja} ⊂ [N ], j1 < . . . < ja, let A′ = [N ] − A =
{k1, . . . , kN−a}, k1 < . . . < kN−a. Define a permutation τA by the formula
(τ(1), . . . , τ(N)) = (j1, j2, . . . , ja, k1, k2, . . . , kN−a) (57)
Set ~KA := (ij1 , ij2, . . . , ija),
~KA′ := (ik1, ik2 , . . . , ikN−a).
2.6.1. Lemma.
∆(θ ~K) =
∑
A⊂K
ζ( ~K; τA)θ ~KA ⊗ θ ~KA′ ,
the summation ranging over all subsets A ⊂ [N ].
Proof follows immediately from the definitions. 2
2.7. Let us denote by
∆(N) : ′f −→ ′f⊗N (58)
iterated coproducts; by the coassociativity they are well defined.
Let us define a structure of an algebra on ′f⊗N as follows:
(x1 ⊗ . . .⊗ xN ) · (y1 ⊗ . . .⊗ yN) = ζ
∑
j<i
|xi|·|yj|x1y1 ⊗ . . .⊗ xNyN (59)
for homogeneous x1, . . . , xN ; y1, . . . , yN . The map ∆
(N) is an algebra morphism.
2.8. Suppose we have a sequence ~K = (i1, . . . , iN). Let us consider an element
∆(N)(θ ~K); let ∆
(N)(θ ~K)
+ denote its projection to the subspace ′f+⊗N .
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2.8.1. Lemma.
∆(N)(θ ~K)
+ =
∑
τ∈ΣN
ζ( ~K; τ)θiτ(1) ⊗ . . .⊗ θiτ(N)
Proof follows from 2.6.1 by induction on N . 2
2.9. For each component ′fν consider the dual k-space
′f∗ν , and set
′f∗ := ⊕ ′f∗ν .
Graded components ∆ν,ν′ :
′fν+ν′ −→ ′fν⊗ ′fν′ define dual maps ′f∗ν⊗ ′f∗ν′ −→ ′f∗ν+ν′
which give rise to a multiplication
′f∗ ⊗ ′f∗ −→ ′f∗ (60)
making ′f∗ a graded associative algebra with 1 (dual to the augmentation of ′f). This
follows from the coassociativity of ∆, cf. [L1], 1.2.2.
Here and in the sequel, we will use identifications (V ⊗W )∗ = V ∗ ⊗W ∗ (for finite
dimensional spaces V,W ) by the rule 〈φ⊗ ψ, x⊗ y〉 = 〈φ, x〉 · 〈ψ, y〉.
The dual to (56) defines a comultiplication
δ : ′f∗ −→ ′f∗ ⊗ ′f∗ (61)
It makes ′f∗ a graded coassociative coalgebra with a counit.
The constructions dual to 2.4 and 2.5 equip ′f∗ ⊗ ′f∗ with a structure of a coalgebra
and an algebra. It follows from loc. cit that (60) is a coalgebra morphism, and δ is
an algebra morphism.
By iterating δ we get maps
δ(N) : ′f∗ −→ ′f∗⊗N (62)
If we regard ′f∗⊗N as an algebra by the same construction as in (59), δ(N) is an algebra
morphism.
2.10. Lemma. There exists a unique bilinear form
S( , ) : ′f⊗ ′f −→ k
such that
(a) S(1, 1) = 1 and (θi, θj) = δi,j for all i, j ∈ I;
(b) S(x, y′y′′) = S(∆(x), y′ ⊗ y′′) for all x, y′, y′′ ∈ ′f;
(c) S(xx′, y′′) = S(x⊗ x′,∆(y′′)) for all x, x′, y′′ ∈ ′f.
(The bilinear form
( ′f⊗ ′f)⊗ ( ′f⊗ ′f) −→ k
given by
(x1 ⊗ x2)⊗ (y1 ⊗ y2) 7→ S(x1, y1)S(x2, y2)
is denoted again by S( , ).)
The bilinear form S( , ) on ′f is symmetric. The different homogeneous components
′fν are mutually orthogonal.
Proof. See [L1], 1.2.3. Cf. also [SV2], (1.8)-(1.11). 2
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2.11. Following [L1], 1.2.13 and [SV2], (1.10)-(1.11), let us introduce operators δi :
′f −→ ′f, i ∈ I, as unique linear mappings satisfying
δi(1) = 0; δi(θj) = δi,j , j ∈ I; δi(xy) = δi(x)y + ζ |x|·ixδi(y) (63)
for homogeneous x.
It follows from 2.10 (c) that
S(θix, y) = S(x, δi(y)) (64)
for all i ∈ I, x, y ∈ ′f, and obviously S is determined uniquely by this property,
together with the requirement S(1, 1) = 1.
2.12. Lemma. For any two sequences ~K, ~K ′ of N elements from I we have
S(θ ~K , θ ~K ′) =
∑
τ∈ΣN : τ( ~K)= ~K ′
ζ( ~K; τ).
Proof follows from (64) by induction on N , or else from 2.8.1. 2
2.13. Let us define elements θ∗i ∈ ′f∗i by the rule < θ∗i , θi >= 1. The form S defines
a homomomorphism of graded algebras
S : ′f −→ ′f∗ (65)
carrying θi to θ
∗
i . S is determined uniquely by this property.
2.14. Lemma. The map S is a morphism of coalgebras.
Proof. This follows from the symmetry of S. 2
VERMA MODULES
2.15. Let us pick a weight Λ. Our aim now will be to define certain X-graded vector
space V (Λ) equipped with the following structures.
(i) A structure of left ′f-module ′f⊗ V (Λ) −→ V (Λ);
(ii) a structure of left ′f-comodule V (Λ) −→ ′f⊗ V (Λ);
(iii) a symmetric bilinear form SΛ on V (Λ).
As a vector space, we set V (Λ) = ′f. We will define on V (Λ) two gradings. The first
one, N[I]-grading coincides with the grading on ′f. If x ∈ V (Λ) is a homogeneous
element, we will denote by depth(x) its depth as an element of ′f.
The second grading — X-grading — is defined as follows. By definition, we set
V (Λ)λ = ⊕ν∈N[I]|Λ−λν=λ ′fν
for λ ∈ X. In particular, V (Λ)Λ = ′f0 = k · 1. We will denote the element 1 in V (Λ)
by vΛ.
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By definition, multiplication
′f⊗ V (Λ) −→ V (Λ) (66)
coincides with the multiplication in ′f.
Let us define an X-grading in ′f by setting
′fλ = ⊕ν∈N[I]|−λν=λ ′fν
for λ ∈ X. The map (66) is compatible with both N[I] and X-gradings (we define
gradings on the tensor product as usually as a sum of gradings of factors).
2.16. The form SΛ. Let us define linear operators ǫi : V (Λ) −→ V (Λ), i ∈ I, as
unique operators such that ǫi(vΛ) = 0 and
ǫi(θjx) = [〈β, i〉]ζδi,jx+ ζ i·jθjǫi(x) (67)
for j ∈ I, x ∈ V (Λ)β.
We define SΛ : V (Λ)⊗ V (Λ) −→ k as a unique linear map such that SΛ(vΛ, vΛ) = 1,
and
SΛ(θix, y) = SΛ(x, ǫi(y)) (68)
for all x, y ∈ V (Λ), i ∈ I. Let us list elementary properties of SΛ.
2.16.1. Different graded components V (Λ)ν, ν ∈ N[I], are orthogonal with respect to
SΛ.
This follows directly from the definition.
2.16.2. The form SΛ is symmetric.
This is an immediate corollary of the formula
SΛ(ǫi(y), x) = SΛ(y, θix) (69)
which in turn is proved by an easy induction on depth(x).
2.16.3. ”Quasiclassical” limit. Let us consider restriction of our form to the homoge-
neous component V (Λ)λ of depth N . If we divide our form by (ζ − 1)N and formally
pass to the limit ζ −→ 1, we get the ”Shapovalov” contravariant form as defined
in [SV1], 6.4.1.
The next lemma is similar to 2.12.
2.17. Lemma. For any ~K, ~K ′ as in 2.12 we have
SΛ(θ ~KvΛ, θ ~K ′vΛ) =
∑
τ∈ΣN : τ( ~K)= ~K ′
ζ( ~K; τ)A( ~K,Λ; τ)
where
A( ~K,Λ; τ) =
N∏
a=1
[〈Λ− ∑
b: b<a,τ(b)<τ(a)
λib , ia〉]ζ .
Proof. Induction on N , using definition of SΛ. 2
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2.18. Coaction. Let us define a linear map
∆Λ : V (Λ) −→ ′f⊗ V (Λ) (70)
as follows. Let us introduce linear operators ti :
′f+ ⊗ V (Λ) −→ ′f+ ⊗ V (Λ), i ∈ I,
by the formula
ti(x⊗ y) = θix⊗ y − ζ i·ν−2〈λ,i〉 · xθi ⊗ y + ζ i·νx⊗ θiy (71)
for x ∈ ′fν and y ∈ V (Λ)λ.
By definition,
∆Λ(θiN · . . . · θi1vΛ) = 1⊗ θiN · . . . · θi1vΛ (72)
+[〈Λ− λi1 − . . .− λiN−1 , iN 〉]ζ · θiN ⊗ θiN−1 · . . . · θi1vΛ
+
N−1∑
j=1
[〈Λ− λi1 − . . .− λij−1 , ij〉]ζ · tiN ◦ tiN−1 ◦ . . . ◦ tij+1(θij ⊗ θij−1 · . . . · θi1vΛ)
2.19. Let us define linear operators
adθi,λ :
′f −→ ′f, i ∈ I, λ ∈ X (73)
by the formula
adθi,λ(x) = θix− ζ i·ν−2〈λ,i〉 · xθi (74)
for x ∈ ′fν .
Let us note the following relation
(δi ◦ adθj ,λ − ζ i·j · adθj ,λ ◦ δi)(x) = [〈λ− λν , i〉]ζδijx (75)
for x ∈ ′fν , where δi are operators defined in 2.11, and δij the Kronecker symbol.
2.20. Formula for coaction. Let us pick a sequence ~I = (iN , iN−1, . . . , i1). To
shorten the notations, we set
adj,λ := adθij ,λ, j = 1, . . . , N (76)
2.20.1. Quantum commutators. For any non-empty subset Q ⊂ [N ], set θ~I,Q := θ~IQ
where ~IQ denotes the sequence obtained from ~I by omitting all entries ij , j ∈ Q. We
will denote ′fQ =
′fνQ where νQ :=
∑
j∈Q ij .
Let us define an element [θ~I,Q,Λ] ∈ ′fQ as follows. Set
[θ~I,{j},Λ] = ζ
ij ·(
∑
k>j
ik)θij (77)
for all j ∈ [N ].
Suppose now that card(Q) = l + 1 ≥ 2. Let Q = {j0, j1, . . . , jl}, j0 < j1 < . . . < jl.
Define the weights
λa = Λ− λ∑ ik , a = 1, . . . , l,
where the summation is over k from 1 to ja − 1, k 6= j1, j2, . . . , ja−1.
Let us define sequences ~N := (N,N−1, . . . , 1), ~Q = (jl, jl−1, . . . , j0) and ~NQ obtained
from ~N by omitting all entries j ∈ Q. Define the permutation τQ ∈ ΣN by the
requirement
τQ( ~N) = ~Q|| ~NQ
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where || denotes concatenation.
Set by definition
[θ~I,Q,Λ] = ζ(
~I, τQ) · adjl,λl ◦ adjl−1,λl−1 ◦ . . . ◦ adj1,λ1(θij0 ) (78)
2.20.2. Lemma. We have
∆Λ(θ~IvΛ) = 1⊗ θ~IvΛ +
∑
Q
[〈Λ− λi1 − λi2 − . . .− λij(Q)−1 , ij(Q)〉]ζ · [θ~I,Q,Λ]⊗ θ~I,QvΛ,
(79)
the summation over all non-empty subsets Q ⊂ [N ], j(Q) denotes the minimal element
of Q.
Proof. The statement of the lemma follows at once from the inspection of defini-
tion (72), after rearranging the summands. 2
Several remarks are in order.
2.20.3. Formula (79) as similar to [S], 2.5.4.
2.20.4. If all elements ij are distinct then the part of the sum in the rhs of (79)
corresponding to one-element subsets Q is equal to
∑N
j=1 θij ⊗ ǫij (θ~IvΛ).
2.20.5. ”Quasiclassical” limit. It follows from the definition of quantum commutators
that if we divide the rhs of (79) by (ζ − 1)N) and formally pass to the limit ζ −→ 1,
we get the expression for the coaction obtained in [SV1], 6.15.3.2.
2.21. Let us define the space V (Λ)∗ as the direct sum ⊕νV (Λ)∗ν. We define an N[I]-
grading on it as (V (Λ)∗)ν = V (Λ)∗ν , and an X-grading as V (Λ)
∗
λ = ⊕ν: Λ−λν=λV (Λ)∗ν .
The form SΛ induces the map
SΛ : V (Λ) −→ V (Λ)∗ (80)
compatible with both gradings.
2.22. Tensor products. Suppose we are given n weights Λ0, . . . ,Λn−1.
2.22.1. For every m ∈ N we introduce a bilinear form S = Sm;Λ0,... ,Λn−1 on the tensor
product ′f⊗m ⊗ V (Λ0)⊗ . . .⊗ V (Λn−1) by the formula
S(x1⊗. . .⊗xm⊗y0⊗. . .⊗yn−1, x′1⊗. . .⊗x′m⊗y′0⊗. . .⊗y′n−1) =
m∏
i=1
S(xi, x
′
i)
n−1∏
j=0
SΛj(yj, y
′
j)
(in the evident notations). This form defines mappings
S : ′f⊗m ⊗ V (Λ0)⊗ . . .⊗ V (Λn−1) −→ ′f∗⊗m ⊗ V (Λ0)∗ ⊗ . . .⊗ V (Λn−1)∗
(81)
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2.22.2. We will regard V (Λ0)⊗ . . .⊗ V (Λn−1) as an ′f⊗n-module with an action
(u0 ⊗ . . .⊗ un−1) · (x1 ⊗ . . .⊗ xn−1) = ζ−
∑
j<i
〈λj ,νi〉u0x0 ⊗ . . .⊗ un−1xn−1
(82)
for ui ∈ ′fνi, xj ∈ V (Λj)λj , cf. (59). Here we regard ′f⊗n as an algebra according to
the rule of loc. cit.; one checks easily using (48) that we really get a module structure.
Using the iterated comultiplication ∆(n), we get a structure of an ′f-module on
V (Λ0)⊗ . . .⊗ V (Λn−1).
2.23. Theorem. We have an identity
SΛ(xy, z) = S1;Λ(x⊗ y,∆Λ(z)) (83)
for any x ∈ ′f, y, z ∈ V (Λ) and any weight Λ.
2.24. Proof. We may suppose that x, y and z are monomials. Let z = θ~IvΛ where
~I = (iN , . . . , i1).
(a) Let us suppose first that all indices ij are distinct. We will use the notations
and computations from 2.20. The sides of (83) are non-zero only if y is equal to
zQ := θ~I,QvΛ for some subset Q ⊂ [N ].
Therefore, it follows from Lemma 2.20.2 that it is enough to prove
2.24.1. Lemma. For every non-empty Q ⊂ [N ] and x ∈ ′fQ we have
SΛ(xzQ, z) = [〈Λ, ij(Q)〉 − µQ · ij(Q)]ζ · S(x, [θ~I,Q,Λ]) · SΛ(zQ, zQ) (84)
where j(Q) denotes the minimal element of Q, and
µQ :=
j(Q)−1∑
a=1
ia.
Proof. If card(Q) = 1 the statement follows from the definiton (77). The proof will
proceed by the simultaneous induction by l and N . Suppose that x = θip · x′, so x′ ∈
′fQ′ where Q
′ = Q−{ip}, p = ja for some a ∈ [0, l]. Let us set ~I ′ = ~I−{ip}, z′ = z{ip},
so that zQ = z
′
Q′ .
We have
SΛ(θipx
′ · zQ, z) = SΛ(x′ · zQ, ǫip(z)) = (85)
= [〈Λ, ip〉 − (
∑
k<p
ik) · ip]ζ · ζ (
∑
k>p
ik)·ip · S(x′ · zQ, z′) =
= [〈Λ, ip〉 − (
∑
k<p
ik) · ip]ζ · [〈Λ, ij(Q′)〉 − µQ′ · ij(Q′)]ζ · ζ (
∑
k>p
ik)·ip ·
·S(x, [θ~I,Q,Λ]) · SΛ(z′Q′, z′Q′)
by induction hypothesis. On the other hand,
S(θip · x′, [θ~I,Q,Λ]) = S(x′, δip([θ~I,Q,Λ])).
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Therefore, to complete the induction step it is enough to prove that
[〈Λ, ij(Q)〉 − µQ · ij(Q)]ζ · δip([θ~I,Q,Λ]) = (86)
= [〈Λ, ip〉 − (
∑
k<p
ik) · ip]ζ · [〈Λ, ij(Q′)〉 − µQ′ · ij(Q′)]ζ · ζ (
∑
k>p
ik)·ip[θ~I′,Q′,Λ]
This formula follows directly from the definition of quantum commutators (78) and
formula (75). One has to treat separately two cases: a > 0, in which case j(Q) =
j(Q′) = j0 and a = 0, in which case j(Q) = j0, j(Q′) = j1. Lemma is proven. 2
This completes the proof of case (a).
(b) There are repeating indices in the sequence ~I. Suppose that θ~I ∈ ′fν . At this
point we will use symmetrization constructions (and simple facts) from Section 4
below. The reader will readily see that there is no vicious circle. So, this part of the
proof must be read after loc.cit.
There exists a finite set J and a map π : J −→ I such that ν = νπ. Using compatibility
of the coaction and the forms S with symmetrization — cf. Lemmata 4.5 and 4.8 below
— our claim is immediately reduced to the analogous claim for the algebra π ′f, the
module V (πΛ) and homogeneous weight χJ which does not contain multiple indices
and therefore follows from (a) above.
This completes the proof of the theorem. 2
2.25. Let us pick a weight Λ. We can consider numbers qij := ζ
i·j and ri := 〈Λ, i〉,
i, j ∈ I as parameters of our bilinear forms.
More precisely, for a given ν ∈ N[I] the matrix elements of the form S (resp., SΛ) on
′fν (resp., on V (Λ)Λ−λν) in the standard bases of these spaces are certain universal
polynomials of qij (resp., qij and ri). Let us denote their determinants by det(Sν)(q)
and det(SΛ,ν)(q; r) respectively. These determinants are polynomials of corresponding
variables with integer coefficients.
2.25.1. Lemma. Polynomials det(Sν)(q) and det(SΛ,ν)(q; r) are not identically
zero.
In other words, bilinear forms S and SΛ are non-degenerate for generic values of
parameters — ”Cartan matrix” (qij) and ”weight” (ri).
Proof. Let us consider the form SΛ first. The specialization of the matrix of SΛ,ν at
ζ = 1 is the identity matrix. It follows easily that det(SV,ν)(q; r) 6= 0.
Similarly, the matrix of Sν becomes identity at ζ = 0, which implies the generic
non-degeneracy. 2
2.26. Theorem. Coaction ∆Λ is coassociative, i.e.
(1 ′f⊗∆Λ) ◦∆Λ = (∆⊗ 1V (Λ)) ◦∆Λ. (87)
Proof. The equality (87) is a polynomial identity depending on parameters qij and
ri of the preceding subsection. For generic values of these parameters it is true due to
associativity of the action of ′f an V (Λ), Theorem 2.23 and Lemma 2.25.1. Therefore
it is true for all values of parameters. 2
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2.27. The results Chapter 2 below provide a different, geometric proof of Theo-
rems 2.23 and 2.26. Namely, the results of Section 8 summarized in Theorem 8.21
provide an isomorphism of our algebraic picture with a geometric one, and in the
geometrical language the above theorems are obvious: they are nothing but the natu-
rality of the canonical morphism between the extension by zero and the extension by
star, and the claim that a Cousin complex is a complex. Lemma 2.25.1 also follows
from geometric considerations: the extensions by zero and by star coincide for generic
values of monodromy.
2.28. By Theorem 2.26 the dual maps
∆∗Λ :
′f⊗ V (Λ)∗ −→ V (Λ)∗ (88)
give rise to a structure of a ′f∗-module on V (Λ)∗.
More generally, suppose we are given n modules V (Λ0), . . . , V (Λn−1). We regard the
tensor product V (Λ0)
∗ ⊗ . . . ⊗ V (Λn−1)∗ as a ′f∗⊗n-module according to the ”sign”
rule (82). Using iterated comultiplication (62) we get a structure of a ′f∗-module on
V (Λ0)
∗ ⊗ . . .⊗ V (Λn−1)∗.
2.28.1. The square
′f⊗ V (Λ0)⊗ . . .⊗ V (Λn−1) −→ V (Λ0)⊗ . . .⊗ V (Λn−1)
S ↓ ↓ S
′f∗ ⊗ V (Λ0)∗ ⊗ . . .⊗ V (Λn−1)∗ −→ V (Λ0)∗ ⊗ . . .⊗ V (Λn−1)∗
commutes.
This follows from 2.23 and 2.14.
3. Hochschild complexes
3.1. If A is an augmented k-algebra, A+ — the kernel of the augmentation, M
an A-module, let C•A(M) denote the following complex. By definition, C
•
A(M) is
concentrated in non-positive degrees. For r ≥ 0
C−rA (M) = A
+⊗r ⊗M.
We will use a notation ar| . . . |a1|m for ar ⊗ . . . a1 ⊗m.
The differential d : C−rA (M) −→ C−r+1A (M) acts as
d(ar| . . . |a1|m) =
r−1∑
p=1
(−1)par| . . . |ap+1ap| . . . a1|m+ ar| . . . a2|a1m.
We have canonicallyH−r(C•A(M)) ∼= TorAr (k,M) where k is considered as anA-module
by means of the augmentation, cf. [M], Ch. X, §2.
We will be interested in the algebras ′f and ′f∗. We define the augmentation ′f −→ k
as being zero on all ′fν , ν ∈ N[I], ν 6= 0, and identity on ′f0; in the same way it is
defined on ′f∗.
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3.2. Let M be a N[I]-graded ′f-module. Each term C−r′f (M) is N[I]-graded by the
sum of gradings of tensor factors. We will denote νC
−r
′f (M) the weight ν component.
For ν = (ν0, . . . , νr) ∈ N[I]r+1 we set
νC
−r
′f (M) = νr ,... ,ν0C
−r
′f (M) =
′fνr ⊗ . . .⊗ ′fν1 ⊗Mν0 .
Thus,
νC
−r
′f (M) = ⊕ν0+...νr=ν νr,... ,ν0C−r′f (M).
Note that all νp must be > 0 for p > 0 since tensor factors lie in
′f+.
The differential d clearly respects the N[I]-grading; thus the whole complex is N[I]-
graded:
C•′f(M) = ⊕ν∈N[I] νC•′f(M).
The same discussion applies to N[I]-graded ′f∗-modules.
3.3. Let us fix weights Λ0, . . . ,Λn−1, n ≥ 1. We will consider the Hochschild complex
C•′f(V (Λ0) ⊗ . . . ⊗ V (Λn−1)) where the structure of an ′f-module on V (Λ0) ⊗ . . . ⊗
V (Λn−1) has been introduced in 2.22.
3.3.1. In the sequel we will use the following notation. If K ⊂ I is a subset, we will
denote by χK :=
∑
i∈K i ∈ N[I].
3.3.2. Suppose we have a map
̺ : I −→ [−n + 1, r] (89)
where r is some non-negative integer. Let us introduce the elements
νa(̺) = χ̺−1(a), (90)
a ∈ [−n+1, r]. Let us denote by Pr(I;n) the set of all maps (89) such that ̺−1(a) 6= ∅
for all a ∈ [r]. It is easy to see that this set is not empty iff 0 ≤ r ≤ N .
Let us assign to such a ̺ the space
̺C
−r
′f (V (Λ0)⊗ . . .⊗ V (Λn−1)) := ′fνr(̺) ⊗ . . .⊗ ′fν1(̺) ⊗ V (Λ0)ν0(̺) ⊗ . . .⊗ V (Λn−1)ν−n+1(̺)
(91)
For each ̺ ∈ Pr(I;n) this space is non-zero, and we have
χIC
−r
′f (V (Λ0)⊗ . . .⊗ V (Λn−1)) = ⊕̺∈Pr(I;n) ̺C−r′f (V (Λ0)⊗ . . .⊗ V (Λn−1))
(92)
3.4. Bases. Let us consider the set PN (I;n). Obviously, if ̺ ∈ PN(I;n) then ̺(I) =
[N ], and the induced map I −→ [N ] is a bijection; this way we get an isomorphism
between PN(I;n) and the set of all bijections I ∼−→ [N ] or, to put it differently, with
the set of all total orders on I.
For an arbitrary r, let ̺ ∈ Pr(I;n) and τ ∈ PN(I;n). Let us say that τ is a refinement
of ̺, and write ̺ ≤ τ , if ̺(i) < ̺(j) implies τ(i) < τ(j) for each i, j ∈ I. The map
τ induces total orders on all subsets ̺−1(a). We will denote by Ord(̺) the set of all
refinements of a given ̺.
Given ̺ ≤ τ as above, and a ∈ [−n + 1, r], suppose that ̺−1(a) = {i1, . . . , ip} and
τ(i1) < τ(i2) < . . . < τ(ip). Let us define a monomial
θ̺≤τ ;a = θipθip−1 · . . . · θi1 ∈ ′fνa(̺)
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If ̺−1(a) = ∅, we set θ̺≤τ ;a = 1. This defines a monomial
θ̺≤τ = θ̺≤τ ;r ⊗ . . .⊗ θ̺≤τ ;1 ⊗ θ̺≤τ ;0vΛ0 ⊗ . . .⊗ θ̺≤τ ;−n+1vΛn−1 ∈ ̺C−r′f (V (Λ0)⊗ . . .⊗ V (Λn−1))
(93)
3.4.1. Lemma. The set {θ̺≤τ |τ ∈ Ord(̺)} forms a basis of the space ̺C−r′f (V (Λ0)⊗
. . .⊗ V (Λn−1)).
Proof is obvious. 2
3.4.2. Corollary. The set {θ̺≤τ |̺ ∈ Pr(I;n), τ ∈ Ord(̺)} forms a basis of the
space χIC
−r
′f (V (Λ0)⊗ . . .⊗ V (Λn−1)). 2
3.5. We will also consider dual Hochschild complexes C•′f∗(V (Λ0)
∗⊗ . . .⊗V (Λn−1)∗)
where V (Λ0)
∗ ⊗ . . .⊗ V (Λn−1)∗ is regarded as an ′f∗-module as in 2.28.1.
We have obvious isomorphisms
C−r′f∗(V (Λ0)
∗ ⊗ . . .⊗ V (Λn−1)∗) ∼= C−r′f (V (Λ0)⊗ . . .⊗ V (Λn−1))∗
We define graded components
̺C
−r
′f∗(V (Λ0)
∗ ⊗ . . .⊗ V (Λn−1)∗), ̺ ∈ Pr(I;n),
as duals to ̺C
−r
′f (V (Λ0)⊗ . . .⊗ V (Λn−1)).
We will denote by {θ∗̺≤τ |̺ ∈ Pr(I;n), τ ∈ Ord(̺)} the basis of χIC−r′f∗(V (Λ0)∗⊗ . . .⊗
V (Λn−1)∗) dual to the basis {θ̺≤τ |̺ ∈ Pr(I;n), τ ∈ Ord(̺)}, 3.4.2.
3.6. The maps Sr;Λ0,... ,Λn−1 , cf. (81), for different r are compatible with differentials
in Hochschild complexes, and therefore induce morphism of complexes
S : C•′f(V (Λ0)⊗ . . .⊗ V (Λn−1)) −→ C•′f∗(V (Λ0)∗ ⊗ . . .⊗ V (Λn−1)∗) (94)
This follows from 2.28.1 and 2.10 (b).
4. Symmetrization
4.1. Let us fix a finite set J and a map π : J −→ I. We set νπ := ∑iNii ∈ Z[I]
where Ni := card(π
−1(i)). The map π induces a map Z[J ] −→ Z[I] also to be denoted
by π. We will use the notation χK :=
∑
j∈K j ∈ N[J ] for K ⊂ J . Thus, π(χJ) = νπ.
We will denote also by µ, µ′ 7→ µ ·µ′ := π(µ) · π(µ′) the bilinear form on Z[J ] induced
by the form on Z[I].
We will denote by Σπ the group of all bijections σ : J −→ J preserving fibers of π.
Let π ′f be a free associative k-algebra with 1 with generators θ˜j , j ∈ J . It is evidently
N[J ]-graded. For ν ∈ N[J ] the corresponding homogeneous component will be denoted
π ′fν . The degree of a homogeneous element x ∈ π ′f will be denoted by |x| ∈ N[J ].
The group Σπ acts on algebras
π ′f, π ′f∗ by permutation of generators.
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4.2. In the sequel, if G is a group and M is a G-module, MG will denote the subset
of G-invariants in M .
Let us define a k-linear ”averaging” mapping
πa : ′fνπ −→ (π ′fχJ )Σπ (95)
by the rule
πa(θi1 · . . . · θiN ) =
∑
θ˜j1 · . . . · θ˜jN , (96)
the sum being taken over the set of all sequences (j1, . . . , jN) such that π(jp) = ip for
any p. Note that this set is naturally a Σπ-torsor. Alternatively,
πa may be defined
as follows. Pick some sequence (j1, . . . , jN) as above, and consider an element∑
σ∈Σπ
σ(θ˜j1 · . . . · θ˜jN );
this element obviously lies in (π ′fχJ )
Σπ and is equal to πa(θi1 · . . . · θiN ).
The map π induces the map between homogeneous components
π : π ′fχJ −→ ′fνπ . (97)
It is clear that the composition π ◦ πa is equal to the multiplication by card(Σπ), and
πa ◦ π — to the action of operator ∑σ∈Σπ σ. As a consequence, we get
4.2.1. Lemma, [SV1], 5.11. The map πa is an isomorphism. 2
4.3. Let us consider the dual to the map (97): ′f∗νπ −→ π ′f∗χJ ; it is obvious that it
lands in the subspace of Σπ-invariant functionals. Let us consider the induced map
πa∗ : ′f∗νπ
∼−→ (π ′f∗χJ )Σπ (98)
It follows from the above discussion that πa∗ is an isomorphism.
4.4. Given a weight Λ ∈ X = Hom(Z[I],Z), we will denote by πΛ the composition
Z[J ] π−→ Z[I] Λ−→ Z, and by V (πΛ) the corresponding Verma module over π ′f.
Suppose we are given n weights Λ0, . . . ,Λn−1. Let us consider the Hochschild com-
plex C•π ′f(V (
πΛ0) ⊗ . . . ⊗ V (πΛn−1)). By definition, its (−r)-th term coincides with
the tensor power π ′f⊗n+r. Therefore we can identify the homogeneous component
χJC
−r
π ′f(V (
πΛ0) ⊗ . . . ⊗ V (πΛn−1)) with (π ′f⊗n+r)χJ which in turn is isomorphic to
π ′fχJ , by means of the multiplication map
π ′f⊗n+r −→ π ′f. This defines a map
χJC
−r
π ′f(V (
πΛ0)⊗ . . .⊗ V (πΛn−1)) −→ π ′fχJ (99)
which is an embedding when restricted to polygraded components. The Σπ-action on
′f induces the Σπ-action on χJC
−r
π ′f(V (
πΛ0)⊗ . . .⊗ V (πΛn−1)).
In the same manner we define a map
νπC
−r
′f (V (Λ0)⊗ . . .⊗ V (Λn−1)) −→ ′fνπ (100)
Let us define an averaging map
πa : νπC
−r
′f (V (Λ0)⊗ . . .⊗ V (Λn−1)) −→ χJC−rπ ′f(V (πΛ0)⊗ . . .⊗ V (πΛn−1))Σπ
(101)
as the map induced by (95). It follows at once that this map is is an isomorphism.
86
These maps for different r are by definition compatible with differentials in Hochschild
complexes. Therefore we get
4.4.1. Lemma. The maps (101) induce isomorphism of complexes
πa : νπC
•
′f(V (Λ0)⊗ . . .⊗ V (Λn−1)) ∼−→ χJC•π ′f(V (πΛ0)⊗ . . .⊗ V (πΛn−1))Σπ . 2
(102)
4.5. Lemma. The averaging is compatible with coaction. In other words, for any
Λ ∈ X the square
V (Λ)
∆Λ−→ ′f⊗ V (Λ)
πa ↓ ↓ πa
V (πΛ)
∆πΛ−→ π ′f⊗ V (πΛ)
commutes.
Proof follows at once by inspection of the definition (72). 2
4.6. Consider the dual Hochschild complexes. We have an obvious isomorphism
χJC
−r
π ′f∗(V (
πΛ0)
∗ ⊗ . . .⊗ V (πΛn−1)∗) ∼= χJC−rπ ′f(V (πΛ0)⊗ . . .⊗ V (πΛn−1))∗;
using it, we define the isomorphism
χJC
−r
π ′f∗(V (
πΛ0)
∗ ⊗ . . .⊗ V (πΛn−1)∗) ∼−→ π ′f∗χJ
as the dual to (99). The Σπ-action on the target induces the action on
χJC
−r
π ′f∗(V (
πΛ0)
∗ ⊗ . . .⊗ V (πΛn−1)∗). Similarly, the isomorphism
νπC
−r
′f∗(V (Λ0)
∗ ⊗ . . .⊗ V (Λn−1)∗) ∼−→ ′f∗νπ
is defined. We define the averaging map
πa∗ :νπ C
−r
′f∗(V (Λ0)
∗ ⊗ . . .⊗ V (Λn−1)∗) −→χJ C−rπ ′f∗(V (πΛ0)∗ ⊗ . . .⊗ V (πΛn−1)∗)Σπ
(103)
as the map which coincides with (98) modulo the above identifications. Again, this
map is an isomorphism.
Due to Lemma 4.5 these maps for different r are compatible with the differentials in
Hochschild complexes. Therefore we get
4.6.1. Lemma. The maps (103) induce isomorphism of complexes
πa∗ :νπ C
•
′f∗(V (Λ0)
∗ ⊗ . . .⊗ V (Λn−1)∗) ∼−→ χJC•π ′f∗(V (πΛ0)∗ ⊗ . . .⊗ V (πΛn−1)∗)Σπ . 2
(104)
BILINEAR FORMS
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4.7. Using the bilinear form on Z[J ] introduced above, we define the symmetric
bilinear form S( , ) on π ′f exactly in the same way as the form S on ′f. Similarly,
given Λ ∈ X, we define the bilinear form SπΛ on V (πΛ) as in 2.16, with I replaced by
J .
4.7.1. Lemma. (i) The square
′fνπ
S−→ ′f∗νπ
πa ↓ ↓ πa∗
π ′fχJ
S−→ π ′f∗χJ
commutes.
(ii) For any Λ ∈ X the square
V (Λ)νπ
SΛ−→ V (Λ)∗νπ
πa ↓ ↓ πa∗
V (πΛ)χJ
SπΛ−→ V (πΛ)∗χJ
commutes.
Proof. (i) Let us consider an element θ~I = θi1 · . . . · θiN ∈ ′fνπ (we assume that
N = card(J)). The functional πa∗ ◦ S(θ~I) carries a monomial θ˜j1 · . . . · θ˜jN to
S(θi1 · . . . · θiN , θπ(j1) · . . . · θπ(jN )).
On the other hand,
S ◦ πa(θ~I)(θ˜j1 · . . . · θ˜jN ) =
∑
S(θ˜k1 · . . . · θ˜kN , θ˜j1 · . . . · θ˜jN ),
the summation ranging over all sequences ~K = (k1, . . . , kN) such that π( ~K) = ~I. It
follows from Lemma 2.12 that both expressions are equal.
(ii) The same argument as in (i), using Lemma 2.17 instead of 2.12. 2
More generally, we have
4.8. Lemma. For every m ≥ 0 and weights Λ0, . . . ,Λn−1 ∈ X the square
( ′f⊗m ⊗ V (Λ0)⊗ . . .⊗ V (Λn−1))νπ
Sm;Λ0,... ,Λn−1−→ ( ′f∗⊗m ⊗ V (Λ0)∗ ⊗ . . .⊗ V (Λn−1)∗)νπ
πa ↓ ↓ πa∗
(π ′f⊗m ⊗ V (πΛ0)⊗ . . .⊗ V (πΛn−1))χJ
Sm;πΛ0,... ,πΛn−1−→ (π ′f∗⊗m ⊗ V (πΛ0)∗ ⊗ . . .⊗ V (πΛn−1)∗)χJ
commutes.
Proof is quite similar to the proof of the previous lemma. We leave it to the reader.
2
5. Quotient algebras
5.1. Let us consider the map (65) S : ′f −→ ′f∗. Let us consider its kernel Ker(S).
It follows at once from (64) that Ker(S) is a left ideal in ′f. In the same manner, it
is easy to see that it is also a right ideal, cf. [L1], 1.2.4.
We will denote by f the quotient algebra ′f/Ker(S). It inherits the N[I]-grading and
the coalgebra structure from ′f, cf. loc.cit. 1.2.5, 1.2.6.
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5.2. In the same manner, given a weight Λ, consider the kernel of SΛ : V (Λ) −→
V (Λ)∗. Let us denote by L(Λ) the quotient space V (Λ)/Ker(SΛ). It inherits N[I]-
and X-gradings from V (Λ). Due to Theorem 2.23 the structure of ′f-module on V (Λ)
induces the structure of f-module on L(Λ).
More generally, due to the structure of a coalgebra on f, all tensor products L(Λ0)⊗
. . .⊗ L(Λn−1) become f-modules (one should take into account the ”sign rule” (82)).
5.3. We can consider Hochschild complexes C•f (L(Λ0)⊗ . . .⊗ L(Λn−1)).
5.3.1. Lemma. The map
S : C•′f(V (Λ0)⊗ . . .⊗ V (Λn−1)) −→ C•′f∗(V (Λ0)∗ ⊗ . . .⊗ V (Λn−1)∗)
factors through the isomorphism
Im(S)
∼−→ C•f (L(Λ0)⊗ . . .⊗ L(Λn−1)) (105)
Proof. This follows at once from the definitions. 2
89
Chapter 2. Geometric discussion
6. Diagonal stratification and related algebras
6.1. Let us adopt notations of 4.1. We set N := card(J). Let πAR denote a real
affine space with coordinates tj, j ∈ J , and πA its complexification. Let us consider
an arrangement H∅ consisting of all diagonals ∆ij , i, j ∈ J . Let us denote by S∅ the
corresponding stratification; S∅,R will denote the corresponding real stratification of
AR.
The stratification S∅ has a unique minimal stratum
∆ =
⋂
∆ij (106)
— main diagonal; it is one-dimensional. We will denote by π
◦
A∅ (resp., π
◦
A∅,R) the
open stratum of S∅ (resp., of S∅,R).
6.2. Let us describe the chambers of S∅,R. If C is a chamber and x = (xj) ∈ C, i.e.
the embedding J →֒ R, j 7→ xj, it induces an obvious total order on J , i.e. a bijection
τC : J
∼−→ [N ] (107)
Namely, τC is determined uniquely by the requirement τC(i) < τC(j) iff xi < xj ; it
does not depend on the choice of x. This way we get a one-to-one correspondence
between the set of chambers of S∅ and the set of all bijections (107). We will denote
by Cτ the chamber corresponding to τ .
Given C and x as above, suppose that we have i, j ∈ J such that xi < xj and there
is no k ∈ J such that xi < xk < xj . We will say that i, j are neighbours in C, more
precisely that i is a left neighbour of j.
Let x′ = (x′j) be a point with x
′
p = xp for all p 6= j, and x′j equal to some number
smaller than xi but greater than any xk such that xk < xi. Let
jiC denote the chamber
containing x′. Let us introduce a homotopy class of paths Cγij connecting x and x′
as shown on Fig. 1 below.
t
i
t
j
' $ffCγij
t
j′
tt
Fig. 1.
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We can apply the discussion I.4.1 and consider the groupoid π1(
π
◦
A∅,π
◦
A∅,R). It has as
the set of objects the set of all chambers. The set of morphisms is generated by all
morphisms Cγij subject to certain evident braiding relations. We will need only the
following particular case.
To define a one-dimensional local system L over π ◦A∅ is the same as to give a set of
one-dimensional vector spaces LC , C ∈ π0(π
◦
A∅,R), together with arbitrary invertible
linear operators
CTij : LC −→ LjiC (108)
(”half-monodromies”) defined for chambers having i as a left neighbour of j.
6.3. We define a one-dimensional local system πI over π ◦A∅ as follows. Its fibers πIC
are one-dimensional linear spaces with fixed basis vectors; they will be identified with
k.
Half-monodromies are defined as
CTij = ζ
i·j, i, j ∈ J
6.4. Let j : π
◦
A∅ −→ πA denote an open embedding. We will study the following
objects of M(πA;S∅):
πI? = jπ? I[N ],
where ? =!, ∗. We have a canonical map
m : πI! −→ πI∗ (109)
and by definition πI!∗ is its image, cf. I.4.5.
6.5. For an integer r let us denote by Pr(J) the set of all surjective mappings J −→
[r]. It is evident that Pr(J) 6= ∅ if and only if 1 ≤ r ≤ N . To each ρ ∈ Pr(J) let us
assign a point wρ = (ρ(j)) ∈ πAR. Let Fρ denote the facet containing wρ. This way
we get a bijection between Pr(J) and the set of r-dimensional facets. For r = N we
get the bijection from 6.2.
At the same time we have defined a marking of H∅: by definition, Fρw = wρ. This
defines cells DF , SF .
6.6. The main diagonal ∆ is a unique 1-facet; it corresponds to the unique element
ρ0 ∈ P1(J).
We will denote by Ch the set of all chambers; it is the same as Ch(∆) in notations
of Part I. Let Cτ be a chamber. The order τ identifies C with an open cone in the
standard coordinate space RN ; we provide C with the orientation induced from RN .
6.7. Basis in Φ∆(
πI∗). The construction I.4.7 gives us the basis {c∆<C} in Φ∆(πI!)∗
indexed by C ∈ Ch. We will use notation cτ,! := c∆<Cτ .
A chain cτ,! looks as follows.
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j1
-r
j2
. . . -r
jN
Fig. 2. A chain cτ,!.
Here τ(ji) = i. We will denote by {bτ,!} the dual basis in Φ∆(I!).
6.8. Basis in Φ∆(I∗). Similarly, the definition I.4.9 gives us the basis {c∆<C}, C ∈
Ch in Φ∆(I∗)∗. We will use the notations cτ,∗ := c∆<Cτ .
If we specify the definition I.4.9 and its explanation I.4.12 to our arrangement, we get
the following picture for a dual chain cτ,∗.
rj1"!- r
j2
& %-
rj3 . . .
& %-
rjN
Fig. 3. A chain cτ,∗ .
This chain is represented by the section of a local system I−1 over the cell in π ◦A∅
shown above, which takes value 1 at the point corresponding to the end of the travel
(direction of travel is shown by arrows).
To understand what is going on, it is instructive to treat the case N = 2 first, which
essentially coincides with the Example I.4.10.
We will denote by {bτ,∗} the dual basis in Φ∆(I∗).
6.9. Obviously, all maps τ : J −→ [N ] from PN (J) are bijections. Given two such
maps τ1, τ2, define the sign sgn(τ1, τ2) = ±1 as the sign of the permutation τ1τ−12 ∈ ΣN .
For any τ ∈ PN(J) let us denote by ~Jτ the sequence (τ−1(N), τ−1(N−1), . . . , τ−1(1)).
6.10. Let us pick η ∈ PN(J). Let us define the following maps:
πφ
(η)
∆,! : Φ∆(
πI!) −→ π ′fχJ (110)
which carries bτ,! to sgn(τ, η) · θ~Jτ , and
πφ
(η)
∆,∗ : Φ∆(
πI∗) −→ π ′f∗χJ (111)
which carries bτ,∗ to sgn(τ, η) · θ∗~Jτ .
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6.11. Theorem. (i) The maps πφ
(η)
∆,! and
πφ
(η)
∆,∗ are isomorphisms. The square
Φ∆(
πI!)
πφ
(η)
∆,!∼−→ π ′fχJ
m ↓ ↓ S
Φ∆(
πI∗)
πφ
(η)
∆,∗∼−→ π ′f∗χJ
commutes.
(ii) The map πφ
(η)
∆,! induces an isomorphism
πφ
(η)
∆,!∗ : Φ∆(
πI!∗) ∼−→ πfχJ 2 (112)
Proof. This theorem is particular case of I.14.16, I.4.17. The claim about isomor-
phisms in (i) is clear. To prove the commutativity of the square, we have to compute
the action of the canonical map m on our standard chains. The claim follows at once
from their geometric description given above. Note that here the sign in the definition
of morphisms φ is essential, due to orientations of our chains. (ii) is a direct corollary
of (i) 2
SYMMETRIZED CONFIGURATIONAL SPACES
6.12. Colored configuration spaces. Let us fix ν =
∑
νii ∈ N[I], ∑i νi = N .
There exists a finite set J and a morphism π : J −→ I such that card(π−1(i)) = νi
for all i ∈ I. Let us call such π an unfolding of ν. It is unique up to a non-unique
isomorphism; the automorphism group of π is precisely Σπ, and ν = νπ in our previous
notations.
Let us pick an unfolding π. As in the above discussion, we define πA as a complex
affine space with coordinates tj , j ∈ J . Thus, dim πA = N . The group Σπ acts on
the space πA by permutations of coordinates.
Let us denote by Aν the quotient manifold πA/Σπ. As an algebraic manifold, Aν is
also a complex N -dimensional affine space. We have a canonical projection
π : πA −→ Aν (113)
The space Aν does not depend on the choice of an unfolding π. It will be called the
configuration space of ν-colored points on the affine line A1.
We will consider the stratification on Aν whose strata are π(S), S ∈ S∅; we will
denote this stratification also by S∅; this definition does not depend on the choice of
π. We will study the category M(Aν ;S∅).
We will denote by
◦Aν,∅ the open stratum. It is clear that π−1(
◦Aν,∅) = π
◦
A∅. The
morphism π is unramified over
◦Aν,∅.
The action of Σπ on
πA may be extended in the evident way to the local system πI,
hence all our spaces of geometric origin — like Φ∆(
πI!), etc. — get an action of Σπ.
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6.12.1. If M is an object with a Σπ-action (for example a vector space or a sheaf),
we will denote by MΣπ ,− the subobject {x ∈ M | for every σ ∈ Σπ σx = sgn(σ)x}
where sgn(σ) = ±1 is the sign of a permutation.
A morphism f : M −→ N between two objects with Σπ-action will be called skew
(Σπ)-equivariant if for any x ∈M, σ ∈ Σπ, f(σx) = sgn(σ)σf(x).
Let us define a local system over Aν
Iν = (π∗ πI)Σπ ,− (114)
6.13. Let j : π
◦
A∅ →֒ πA, jA :
◦Aν,∅ →֒ Aν be the open embeddings. Let us define
the following objects of M(Aν;S∅):
Iν? := jA?Iν [N ] (115)
where ? =!, ∗ or !∗. We have by definition
Iν! = (π∗ πI!)Σπ,− (116)
The morphism π is finite; consequently π∗ is t-exact (see [BBD], 4.1.3) and commutes
with the Verdier duality. Therefore,
Iν∗ = (π∗ πI∗)Σπ,−; Iν!∗ = (π∗ πI!∗)Σπ,− (117)
6.14. Let us define vector spaces
Φ∆(Iν?) := (Φ∆(πI?))Σπ,− (118)
where ? =!, ∗ or !∗.
Let us pick a Σπ-equivariant marking of H∅, for example the one from 6.5; consider
the corresponding cells D∆, S∆. It follows from (116) and (117) that
Φ∆(Iν?) = RΓ(π(D∆), π(S∆); Iν?)[−1] (119)
where ? =!, ∗ or !∗, cf. I.3.3.
6.15. The group Σπ is acting on on
π ′f. Let us pick η ∈ PN (J). It follows from the
definitions that the isomorphisms πφ
(η)
∆,!,
πφ
(η)
∆,∗ are skew Σπ-equivariant. Therefore,
passing to invariants in Theorem 6.11 we get
6.16. Theorem. The maps πφ
(η)
∆,!,
π φ
(η)
∆,∗ induce isomorphisms included into a commu-
tative square
Φ∆(Iν!)
φ
(η)
ν,!∼−→ ′fν
m ↓ ↓ S
Φ∆(Iν∗)
φ
(η)
ν,∗∼−→ ′f∗ν
and
φ
(η)
ν,!∗ : Φ∆(Iν!∗) ∼−→ fν 2 (120)
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7. Principal stratification
The contents of this section is parallel to I, Section 3. However, we present here
certain modification of general constructions from loc. cit.
7.1. Let us fix a finite set J of cardinality N . In this section we will denote by
AR a real affine space with fixed coordinates tj : AR −→ R, j ∈ J , and by A its
complexification. For z ∈ C, i, j ∈ J denote by Hj(z) ⊂ A a hyperplane tj = z, and
by ∆ij a hyperplane ti = tj .
Let us consider an arrangement H in A consisting of hyperplanes Hi(0) and ∆ij ,
i, j ∈ J, i 6= j. It is a complexification of an evident real arrangement HR in AR. As
usual, the subscript R will denote real points.
Denote by S the corresponding stratification of A. To distinguish this stratification
from the diagonal stratification of the previous section, we will call it the principal
stratification. To shorten the notation, we will denote in this part by D(A,S) a
category which would be denoted Db(A;S) in I. In this section we will study the
category M(A;S).
7.1.1. Let us consider a positive cone
A+R = {(tj)| all tj ≥ 0} ⊂ AR
A facet will be called positive if it lies inside A+R .
A flag F is called positive if all its facets are positive.
7.2. Let us fix a marking w = { Fw} of HR (cf. I.3.2). For a positive facet F define
D+F = DF ∩A+R ; S+F = SF ∩ A+R ;
◦
D+F = D
+
F − S+F .
Note that D+F coincides with the union of
F∆ over all positive flags beginning at F ,
and S+F coincides with the union of
F∆ as above with dim F∆ < codim F . It follows
that only marking points Fw for positive facets F take part in the definition of cells
D+F , S
+
F .
7.3. Let K be an object of D(A;S), F a positive facet of dimension p. Let us
introduce a notation
Φ+F (K) = Γ(D+F , S+F ;K)[−p].
This way we get a functor
Φ+F : D(A; S) −→ Db(pt) (121)
7.4. Theorem. Functors Φ+F commute with Verdier duality. More precisely, we have
canonical natural isomorphisms
DΦ+F (K) ∼−→ Φ+F (DK). (122)
Proof goes along the same lines as the proof of Theorem I.3.5.
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7.5. First let us consider the case N = 1, cf. I.3.6. We will adopt notations from
there and from I, Fig. 1. Our arrangement has one positive 1-dimensional facet
E = R>0, let w ∈ E be a marking.
d
F
'
&
$
%
Sr′′
E
Y t
iǫw t
w
'
&
$
%
Sr′
Fig. 4
We have an isomorphism
Φ+F (K) ∼−→ RΓ(A, {w};K) (123)
Denote j := jA−{w}. We have by Poincare´ duality
DΦ+F (K) ∼−→ RΓc(A; j∗j∗DK) ∼−→ RΓ(A,A≥r′′ ; j∗j∗DK) (124)
Let us denote D+oppF := R≥w, and Y = ǫi ·D+oppF . We have
RΓ(A,A≥r′′ ; j∗j∗DK) ∼−→ RΓ(A, Y ∪A≥r′′ ; j∗j∗DK) (125)
by homotopy. Consider the restriction map
res : RΓ(A, Y ∪A≥r′′ ; j∗j∗DK) −→ RΓ(A≤r′, Y ∩ A≤r′;DK) (126)
7.5.1. Claim. res is an isomorphism.
In fact, Cone(res) is isomorphic to
RΓ(A,A≤r′ ∪ A≥r′′ ∪ Y ; j∗j∗DK) = RΓc(A<r′′,A≤r′ ∪ Y ; j∗j∗DK) ∼=
∼= DRΓ(A<r′′ − (A≤r′ ∪ Y ); j!j∗K)
But
RΓ(A<r′′ − (A≤r′ ∪ Y ); j!j∗K) = RΓ(A<r′′ − (A≤r′ ∪ Y ), {w};K) = 0
(127)
evidently. This proves the claim. 2
A clockwise rotation by π/2 induces an isomorphism
RΓ(A≤r′, Y ∩A≤r′;DK) ∼= RΓ(A≤r′, ǫ ·DoppF ;DK),
and the last complex is isomorphic to Φ+F (DK). This proves the theorem for N = 1.
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7.6. Now let us return to an arbitrary J . Let us prove the theorem for F equal to
the unique 0-dimensional facet.
Let us introduce the following subspaces of AR (as usually, a circle on the top will
denote the interior).
DoppF := AR −
◦
DF ; D
+opp
F := A
+
R −
◦
D+F ; for each cell DF<C, C ∈ Ch(F ) define
DoppF<C := C −
◦
DF<C .
It is easy to see that the restriction induces isomorphism
Φ+F (K) ∼−→ RΓ(A, D+oppF ;K).
We use the notations of I.3.8. Let us choose positive numbers r′ < r′′, ǫ, such that
ǫDF ⊂ A<r′ ⊂
◦
DF ⊂ DF ⊂ A<r′′
Define the subspace
Y + = ǫi ·D+oppF ;
denote j := jA−S+
F
. We have isomorphisms
DΦ+F (K) ∼= DRΓ(A, S+F ;K) ∼= RΓc(A; j∗j∗DK) ∼= (128)
∼= RΓ(A,A≥r′′; j∗j∗DK) ∼= RΓ(A, Y + ∪ A≥r′′; j∗j∗DK)
Consider the restriction map
res : RΓ(A, Y + ∪A≥r′′ ; j∗j∗DK) −→ RΓ(A≤r′, Y + ∩A≤r′;DK) (129)
Cone(res) is isomorphic to
RΓ(A,A≤r′ ∪ A≥r′′ ∪ Y +; j∗j∗DK) = RΓc(A<r′′,A≤r′ ∪ Y +; j∗j∗DK) ∼=
∼= DRΓ(A<r′′ − (A≤r′ ∪ Y +); j!j∗K) = RΓ(A(r′,r′′) − Y +, S+F ;K)
7.6.1. Lemma. (Cf. I.3.8.1.) RΓ(A(r′,r′′) − Y +, S+F ;K) = 0.
Proof. Let us define the following subspaces of A.
A := {(tj)| for all j |tj | < 1; there exists j : tj 6= 0}; A+R := A ∩ A+R . Note that
A+R ∩ i · A+R = ∅. Due to monodromicity, it is easy to see that
RΓ(A(r′,r′′) − Y +, S+F ;K) ∼= RΓ(A− i ·A+R , A+R ;K).
Therefore, it is enough to prove the following
7.6.2. Claim. The restriction map
RΓ(A− i · A+R ;K) −→ RΓ(A+R ;K) (130)
is an isomorphism.
Proof of the Claim. Let us introduce for each k ∈ J open subspaces
Ak = {(tj) ∈ A|tk 6∈ i ·R≥0} ⊂ A− i ·A+R
and
A′k = {(tj) ∈ A+R |tk > 0} ⊂ A+R
Obviously A′k = Ak ∩ A+R . For each subset M ⊂ J set AM :=
⋂
k∈M Ak; A′M :=⋂
k∈M A′k.
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For each non-emptyM define the spaces BM := {(tj)j∈M | for all j |tj| < 1, tj 6∈ i·R≥0}
and B′M := {(tj)j∈M | for all j tj ∈ R, 0 < tj < 1}. We have obvious projections
fM : AM −→ BM , f ′M : A′M −→ B′M .
Let us look at fibers of fM and f
′
M . Given b = (tj)j∈M ∈ BM , the fiber f−1M (b) is by
definition {(tk)k∈J−M ||tk| < 1}, the possible singularities of our sheaf K are at the
hyperplanes tk = tj and tk = 0. It is easy to see that fM is ”lisse” with respect to K
which means in particular that a stalk (fM∗K)b is equal to RΓ(f−1M (b);K). The same
considerations apply to f ′M . Moreover, it follows from I.2.12 that the restriction maps
RΓ(f−1M (b);K) −→ RΓ((f ′M)−1(b);K)
are isomorphisms for every b ∈ B′M . This implies that f ′M∗K is equal to the restriction
of fM∗K to B′M .
The sheaf fM∗K is smooth along the diagonal stratification. For a small δ > 0 let Uδ ⊂
BM denote an open subset {(tj) ∈ BM | | arg(tj)| < δ for all j}. The restriction maps
RΓ(BM ; fM∗K) −→ RΓ(Uδ; fM∗K) are isomorphisms. We have B′M =
⋂
δ Uδ, therefore
by I.2.12 the restriction RΓ(BM ; fM∗K) −→ RΓ(B′M ; fM∗K) is an isomorphism. This
implies, by Leray, that restriction maps
RΓ(AM ;K) −→ RΓ(A′M ;K)
are isomorphisms for every non-empty M .
Obviously A− i ·A+R =
⋃
k∈J Ak and A
+
R =
⋃
k∈J A′k. Therefore, by Mayer-Vietoris the
map (130) is an isomorphism. This proves the claim, together with the lemma. 2
A clockwise rotation by π/2 induces an isomorphism
RΓ(A≤r′, Y + ∩ A≤r′;DK) ∼= RΓ(A≤r′, ǫ ·D+oppF ;DK) ∼= RΓ(A≤r′, ǫ · S+F ;DK)
and the last complex is isomorphic to Φ+F (DK) in view of 7.6. This proves the theorem
for the case of the 0-facet F .
7.7. Suppose that F is an arbitrary positive facet. From the description of positive
facets (see infra, 8.4) one sees that the cell D+F is homeomorphic to a cartesian product
of the form
D+F0 ×D+F1 × . . .×D+Fa
where F0 is a 0-facet of the principal stratification in some affine space of smaller
dimension, and D+Fi are the cells of the diagonal stratification discussed in the previous
section.
Using this remark, we apply a combination of the arguments of the previous subsec-
tion (to the first factor) and of I.3.8 (to the remaining factors) to get the required
isomorphism. We leave details to the reader.
The theorem is proved. 2
7.8. Theorem. All functors Φ+F are t-exact. In other words, for all positive facets
F ,
Φ+F (M(A;S)) ⊂ Vect ⊂ Db(pt).
Proof. The same as that of I.3.9. 2.
98
7.9. Thus we get exact functors
Φ+ :M(A;S) −→ Vect (131)
commuting with Verdier duality.
We will also denote vector spaces Φ+F (M) by M+F .
7.10. Canonical and variation maps. Suppose we have a positive facet E. Let
us denote by +Fac1(E) the set of all positive facets F such that E < F , dim F =
dim E + 1. We have
S+E =
⋃
F∈ +Fac1(E)
D+F (132)
Suppose we have K ∈ D(A,S).
7.10.1. Lemma. We have a natural isomorphism
RΓ(S+E ,
⋃
F∈ +Fac1(E)
S+F ;K) ∼= ⊕F∈ +Fac1(E) RΓ(D+F , S+F ;K)
Proof. Note that S+E −
⋃
F∈ +Fac1(E) S
+
F =
⋃
F∈ +Fac1(E)
◦
D+F (disjoint union). The
claim follows now from the Poincare´ duality. 2
Therefore, for any F ∈ +Fac1(E) we get a natural inclusion map
iFE : RΓ(D
+
F , S
+
F ;K) →֒ RΓ(S+E ,
⋃
F ′∈Fac1(E)
S+F ′;K) (133)
Let us define a map
uFE(K) : Φ+F (K) −→ Φ+E(K)
as a composition
RΓ(D+F , S
+
F ;K)[−p]
iF
E−→ RΓ(S+E ,
⋃
F ′∈ +Fac1(E)
S+F ′;K)[−p] −→ (134)
RΓ(S+E ;K)[−p] −→ RΓ(D+E , S+E )[−p + 1]
where the last arrow is the coboundary map for the couple (S+E , D
+
E), and the second
one is evident.
This way we get a natural transormation
+uFE : Φ
+
F −→ Φ+E (135)
which will be called a canonical map.
We define a variation morphism
+vEF : Φ
+
E −→ Φ+F (136)
as follows. By definition, +vEF (K) is the map dual to the composition
DΦ+F (K) ∼−→ Φ+F (DK)
+uF
E
(DK)−→ Φ+E(DK) ∼−→ DΦ+E(K).
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7.11. Cochain complexes. For each r ∈ [0, N ] andM∈M(A,S) introduce vector
spaces
+C−r(A;M) = ⊕F :F positive, dim F=r M+F (137)
For r > 0 or r < −N set +Cr(A;M) = 0.
Define operators
d : +C−r(A;M) −→ +C−r+1(A;M)
having components +uFE .
7.11.1. Lemma. d2 = 0.
Proof. The same as that of I.3.13.1. 2
This way we get a complex +C•(A;M) lying in degrees from −N to 0. It will be
called the complex of positive cochains of the sheaf M.
7.12. Theorem. (i) A functor
M 7→ +C•(A;M)
is an exact functor from M(A;S) to the category of complexes of vector spaces.
(ii) We have a canonical natural isomorphism in D({pt})
+C•(A;M) ∼−→ RΓ(A;M)
Proof. One sees easily that restriction maps
RΓ(A;M) −→ RΓ(A+R ;M)
are isomorphisms. The rest of the argument is the same as in I.3.14. 2
7.13. Let us consider a function
∑
j tj : A −→ A1, and the corresponding vanishing
cycles functor
ΦΣ tj : Db(A) −→ Db(A(0)) (138)
where A(0) = {(tj)|∑j tj = 0}, cf. [KS], 8.6.2.
If K ∈ D(A;S), it is easy to see that the complex ΦΣ tj (K) has the support at the
origin. Let us denote by the same letter its stalk at the origin — it is a complex of
vector spaces.
7.13.1. Lemma. We have a natural isomorphism
ΦΣ tj (K) ∼−→ Φ+{0}(K) (139)
Proof is left to the reader. 2
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7.14. Let us consider the setup of 6.12. Let us denote by the same letter S the strati-
fication of Aν whose strata are subspaces π(S), S being a stratum of the stratification
S on πA. This stratification will be called the principal stratification of Aν .
The function Σ tj is obviously Σπ-equivariant, therefore it induces the function for
which we will use the same notation,
Σ tj : Aν −→ A1 (140)
Again, it is easy to see that for K ∈ Db(Aν;S) the complex ΦΣtj (K) has the support
at the origin. Let us denote by Φν(K) its stalk at the origin.
It is known that the functor of vanishing cycles is t-exact with respect to the middle
perversity; whence we get an exact functor
Φν :M(Aν ;S) −→ Vect (141)
7.14.1. Lemma. Suppose that N is a Σπ- equivariant complex of sheaves over πA
which belongs to to Db(πA;S) (after forgetting Σπ-action). We have a natural iso-
morphism
Φν((π∗N )Σπ,−) ∼−→ (ΦΣ tj (N ))Σπ,− (142)
Proof follows from the proper base change for vanishing cycles (see [D3], 2.1.7.1) and
the exactness of the functor (·)Σπ,−. We leave details to the reader. 2
7.14.2. Corollary. For a Σπ-equivariant sheaf N ∈ M(πAν ;S) we have a natural
isomorphism of vector spaces
Φν(M) ∼−→ (Φ+{0}(N ))Σπ,− (143)
where M = (π∗N )Σπ,−. 2
8. Standard sheaves
Let us keep assumptions and notations of 4.1.
8.1. Let us denote by πA the complex affine space with coordinates tj , j ∈ J . We
will consider its principal stratification as in 7.1.
Suppose we are given a positive chamber C and a point x = (xj)j∈J ∈ C. There
extists a unique bijection
σC : J
∼−→ [N ] (144)
such that for any i, j ∈ J , σC(i) < σC(j) iff xi < xj . This bijection does not depend
upon the choice of x. This way we can identify the set of all positive chambers with
the set of all isomorphisms (144), or, in other words, with the set of all total orderings
of J .
Given C and x as above, suppose that we have i, j ∈ J such that xi < xj and there
is no k ∈ J such that xi < xk < xj . We will say that i, j are neighbours in C, more
precisely that i is a left neighbour of j.
Let x′ = (x′j) be a point with x
′
p = xp for all p 6= j, and x′j equal to some number
smaller than xi but greater than any xk such that xk < xi. Let
jiC denote the chamber
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containing x′. Let us introduce a homotopy class of paths Cγij connecting x and x′
as shown on Fig. 5(a) below.
On the other hand, suppose that i and 0 are neighbours in C, there is no xj between
0 and xi. Then we introduce the homotopy class of paths from x to itself as shown
on Fig. 5 (b).
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Fig. 5
All chambers are contractible. Let us denote by π
◦
A+R the union of all positive chambers.
We can apply the discussion I.4.1 and consider the groupoid π1(
π
◦
A, π
◦
A+R). It has as
the set of objects the set of all positive chambers. The set of morphisms is generated
by all morphisms Cγij and
Cγi0 subject to certain evident braiding relations. We will
need only the following particular case.
To define a one-dimensional local system L over π ◦A is the same as to give a set of
one-dimensional vector spaces LC , C ∈ π0(π
◦
A+R), together with arbitrary invertible
linear operators
CTij : LC −→ LjiC (145)
(”half-monodromies”) defined for chambers where i is a left neighbour of j and
CTi0 : LC −→ LC (146)
defined for chambers with neighbouring i and 0.
8.2. Let us fix a weight Λ ∈ X. We define a one-dimensional local system I(πΛ)
over π
◦
A as follows. Its fibers I(πΛ)C are one-dimensional linear spaces with fixed basis
vectors; they will be identified with k.
Monodromies are defined as
CTij = ζ
i·j, CTi0 = ζ−2〈Λ,π(i)〉,
for i, j ∈ J .
8.3. Let j : π
◦
A −→ πA denote an open embedding. We will study the following
objects of M(πA;S):
I(πΛ)? = j?I(πΛ)[N ],
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where ? =!, ∗. We have a canonical map
m : I(πΛ)! −→ I(πΛ)∗ (147)
and by definition I(πΛ)!∗ is its image, cf. I.4.5.
COMPUTATIONS FOR I(πΛ)!
8.4. We will use the notations 3.3.2 with I = J and n = 1. For each r ∈ [0, N ], let
us assign to a map ̺ ∈ Pr(J ; 1) a point w̺ = (̺(j))j∈J ∈ πAR. It is easy to see that
there exists a unique positive facet F̺ containing w̺, and the rule
̺ 7→ F̺ (148)
establishes an isomorphism between Pr(J ; 1) and the set of all positive facets of SR.
Note that P0(J ; 1) consists of one element — the unique map J −→ [0]; our stratifi-
cation has one zero-dimensional facet.
At the same time we have picked a point F̺w := w̺ on each positive facet F̺; this
defines cells D+F , S
+
F (cf. the last remark in 7.2).
8.5. Given ̺ ∈ Pr(J ; 1) and τ ∈ PN (J ; 1), it is easy to see that the chamber C = Fτ
belongs to Ch(F̺) iff τ is a refinement of ̺ in the sense of 3.4. This defines a bijection
between the set of all refinements of ̺ and the set of all positive chambers containing
F̺.
We will denote the last set by Ch+(F̺).
8.5.1. Orientations. Let F = F̺ be a positive facet and C = Fτ ∈ Ch+(F ). The map
τ defines an isomorphism denoted by the same letter
τ : J
∼−→ [N ] (149)
Using τ , the natural order on [N ] induces a total order on J . For each a ∈ [r], let ma
denote the minimal element of ̺−1(a), and set
J ′ = J̺≤τ := J − {m1, . . . , mr} ⊂ J
Let us consider the map
(xj) ∈ DF<C 7→ {xj −m̺(j)|j ∈ J ′} ∈ RJ ′.
It is easy to see that this mapping establishes an isomorphism of the germ of the cell
DF<C near the point
Fw onto a germ of the cone
{0 ≤ u1 ≤ . . . ≤ uN−r}
in RJ
′
where we have denoted for a moment by (ui) the coordinates in RJ
′
ordered
by the order induced from J .
This isomorphism together with the above order defines an orientation on DF<C .
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8.6. Basis in Φ+F (I(πΛ)!)∗. We follow the pattern of I.4.7. Let F be a positive facet
of dimension r. By definition,
Φ+F (I(πΛ)!) = H−r(D+F , S+F ; I(πΛ)!) = HN−r(D+F , S+F ; j!I(πΛ)) ∼= HN−r(D+F , S+F∪(HHR∩D+F ); j!I(πΛ)).
Note that we have
D+F − (S+F ∪ HHR) =
⋃
C∈Ch+(F )
◦
DF<C
(disjoint union), therefore by additivity
HN−r(D+F , S
+
F ∪ (HHR ∩D+F ); j!I(πΛ)) ∼= ⊕C∈Ch+(F )HN−r(DF<C, SF<C; j!I(πΛ)).
By Poincare´ duality,
HN−r(DF<C , SF<C; j!I(πΛ))∗ ∼= H0(
◦
DF<C; I(πΛ)−1)
— here we have used the orientations of cells DF<C introduced above. By definition
of the local system I, the last space is canonically identified with k.
If F = F̺, C = Fτ , we will denote by c̺≤τ ∈ Φ+F (I(πΛ)!)∗ the image of 1 ∈
H0(
◦
DF<C; I(πΛ)−1). Thus the chains c̺≤τ , τ ∈ Ord(̺), form a basis of the space
Φ+F (I(πΛ)!)∗.
8.7. Diagrams. It is convenient to use the following diagram notations for chains
c̺≤τ .
Let us denote elements of J by letters a, b, c, . . . . An r-dimensional chain c̺≤τ where
̺ : J −→ [0, r], is represented by a picture:
. . .d0 -q
a
d1 -q
b
-q
c
dr -q
d
-q
e
Fig. 6. Chain c̺≤τ .
A picture consists of r + 1 fragments:
di -q
a
-q
b
-q
c
Fig. 7. Set ̺−1(i).
where i = 0, . . . , r, the i-th fragment being a blank circle with a number of small
vectors going from it. These vectors are in one-to-one correspondence with the set
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̺−1(i); their ends are labeled by elements of this set. Their order (from left to right)
is determined by the order on ̺−1(i) induced by τ . The point 0 may have no vectors
(when ̺−1(0) = ∅); all other points have at least one vector.
8.8. Suppose we have ̺ ∈ Pr(J ; 1), ̺′ ∈ Pr+1(J ; 1). It is easy to see that F̺ < F̺′
if and only if there exists i ∈ [0, r] such that ̺ = δi ◦ ̺′ where δi : [0, r + 1] −→ [0, r]
carries a to a if a ≤ i and to a− 1 if a ≥ i+ 1. We will write in this case that ̺ < ̺′.
Let us compute the dual to the canonical map
+u∗ : Φ+F̺(I(πΛ)!)∗ −→ Φ+F̺′ (I(πΛ)!)∗. (150)
Suppose we have τ ∈ Ord(̺′); set C = Fτ , thus F̺ < F̺′ < C. Let us define the sign
sgn(̺ < ̺′ ≤ τ) = (−1)
∑r+1
j=i+1
card((̺′)−1(j)−1)
(151)
This sign has the following geometrical meaning. The cell DF̺′<C lies in the boundary
of DF̺<C . We have oriented these cells above. Let us define the compatibility of these
orientations as follows. Complete an orienting basis of the smaller cell by a vector
directed outside the larger cell — if we get the orientation of the larger cell, we say
that the orientations are compatible, cf. I.4.6.1.
It is easy to see from the definitions that the sign (151) is equal +1 iff the orientations
of DF̺′<C and DF̺<C are compatible. As a consequence, we get
8.8.1. Lemma. The map (150) has the following matrix:
+u∗(c̺≤τ ) =
∑
sgn(̺ < ̺′ ≤ τ)c̺′≤τ ,
the summation over all ̺′ such that F̺ < F̺′ < Fτ and dimF̺′ = dimF̺ + 1. 2
8.9. Isomorphisms πφ!. We will use notations of 3.4 with I replaced by J ,
′f by
π ′f, with n = 1 and Λ0 = πΛ.
Thus, for any r ∈ [0, N ] the set {b̺≤τ |̺ ∈ Pr(J ; 1), τ ∈ Ord(̺)} is a basis of
+C−r(πA; I(πΛ)!).
Let us pick η ∈ PN (J). Any τ ∈ PN (J ; 1) induces the bijection τ ′ : J ∼−→ [N ]. We
will denote by sgn(τ, η) = ±1 the sign of the permutation τ ′η−1.
Let us denote by {b̺≤τ |τ ∈ Ord(̺)} the basis in Φ+F̺(I(πΛ)!) dual to {c̺≤τ}.
Let us define isomorphisms
πφ
(η)
̺,! : Φ
+
F̺(I(πΛ)!) ∼−→ ̺C−rπ ′f(V (πΛ)) (152)
by the formula
πφ
(η)
̺,! (b̺≤τ ) = sgn(τ, η)sgn(̺)θ̺≤τ (153)
(see (93)) where
sgn(̺) = (−1)
∑r
i=1
(r−i+1)·(card(̺−1(i))−1) (154)
for ̺ ∈ Pr(J ; 1). Taking the direct sum of πφ(η)̺,! , ̺ ∈ Pr(J ; 1), we get isomorphisms
πφ
(η)
r,! :
+C−r(πA; I(πΛ)!) ∼−→ χJC−rπ ′f(V (πΛ)) (155)
A direct computation using 8.8.1 shows that the maps πφ
(η)
r,! are compatible with
differentials. Therefore, we arrive at
105
8.10. Theorem. The maps πφ
(η)
r,! induce an isomorphism of complexes
πφ
(η)
! :
+C•(πA; I(πΛ)!) ∼−→ χJC•π ′f(V (πΛ)) 2 (156)
COMPUTATIONS FOR I(πΛ)∗
8.11. Bases. The Verdier dual to I(πΛ)∗ is canonically isomorphic to I(πΛ)−1! .
Therefore, by Theorem 7.4 for each positive facet F we have natural isomorphisms
Φ+F (I(πΛ)∗)∗ ∼= Φ+F (I(πΛ)−1! ) (157)
Let {c˜̺≤τ |τ ∈ Ord(̺)} be the basis in Φ+F (I(πΛ)−1! )∗ defined in 8.6, with I(πΛ)
replaced by I(πΛ)−1. We will denote by {c̺≤τ,∗|τ ∈ Ord(̺)} the dual basis in
Φ+F (I(πΛ)∗)∗. Finally, we will denote by {b̺≤τ,∗|τ ∈ Ord(̺)} the basis in Φ+F (I(πΛ)∗)
dual to the previous one.
Our aim in the next subsections will be the description of canonical morphisms m :
Φ+F (I(πΛ)!) −→ Φ+F (I(πΛ)∗) and of the cochain complex +C•(πA; I(πΛ)∗) in terms of
our bases.
8.12. Example. Let us pick an element, i ∈ I and let π : J := {i} →֒ I. Then we
are in a one-dimensional situation, cf. 7.5. The space πA has one coordinate ti. By
definition, the local system I(πΛ) over π ◦A = πA−{0} with the base point w : ti = 1
has the fiber Iw = k and monodromy equal to ζ−2〈Λ,i〉 along a counterclockwise loop.
The stratification SR has a unique 0-dimensional facet F = F̺ corresponding to the
unique element ̺ ∈ P0(J ; 1), and a unique 1-dimensional positive facet E = Fτ
corresponding to the unique element τ ∈ P1(J ; 1).
Let us construct the dual chain c∗1 := c̺≤τ,∗. We adopt the notations of 7.5, in partic-
ular of Fig.1. The chain c˜1 := c˜̺≤τ ∈ H1(πA, {0, w}; j!I(πΛ)−1)∗ is shown on Fig. 8(a)
below. As a first step, we define the dual chain c01 ∈ H1(πA− {0, w},πA≥r′′ ; I(πΛ))∗
— it is also shown on Fig. 8(a).
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Next, we make a clockwise rotation of c01 on π/2, and make a homotopy inside the
disk πA≤r′ to a chain c∗1 ∈ H1(πA≤r′ − {0}, ǫ · w; I(πΛ))∗ beginning and ending at
ǫ · w. This chain is shown on Fig. 8(b) (in a bigger scale). Modulo ”homothety”
identification
H1(πA≤r′ − {0}, ǫ · w; I(πΛ))∗ ∼= H1(πA− {0}, w; I(πΛ))∗ = ΦF (I(πΛ)∗)∗
this chain coincides with c̺≤τ,∗.
The canonical map
m∗ : Φ+F (I(πΛ)∗)∗ −→ Φ+F (I(πΛ)!)∗
carries c̺≤τ,∗ to [〈Λ, i〉]ζ · c̺≤τ . The boundary map
d∗ : Φ+F (I(πΛ)∗)∗ −→ Φ+E(I(πΛ)∗)∗
carries c̺≤τ,∗ to [〈Λ, i〉]ζ · cτ≤τ,∗.
8.13. Vanishing cycles at the origin. Let us return to the general situation. First
let us consider an important case of the unique 0-dimensional facet — the origin. Let
0 denote the unique element of P0(J ; 1). To shorten the notation, let us denote Φ+F0
by Φ+0 .
The bases in Φ+0 (I(πΛ)!), etc. are numbered by all bijections τ : J ∼−→ [N ]. Let us
pick such a bijection. Let τ−1(i) = {ji}, i = 1, . . . , N . The chain c0≤τ ∈ Φ+0 (I(πΛ)!)∗
is depicted as follows:
d0 -q
j1
-q
j2
-q
j3
. . . -q
jN
Fig. 9. c0≤τ
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Using considerations completely analogous to the one-dimensional case above, we see
that the dual chain c0≤τ,∗ ∈ Φ+0 (I(πΛ)∗)∗ is portayed as follows:
d0#"
 
!
ff d
j1
'
&
$
%
ff
d
j2
'
&
$
%
ff
d
j3
. . .
'
&
$
%
ff
d
jN
Fig. 10. c0≤τ,∗
The points tji are travelling independently along the corresponding loops, in the indi-
cated directions. The section of I(πΛ)−1 over this cell is determined by the requiere-
ment to be equal to 1 when all points are equal to marking points, at the end of their
the travel (coming from below).
8.14. Isomorphisms φ
(η)
0,∗. We will use notations of 3.4 and 3.5 with I replaced by
J , ′f — by π ′f, with n = 1 and Λ0 = πΛ. By definition, C0π ′f(V (
πΛ)) = V (πΛ). The
space V (πΛ)χJ admits as a basis (of cardinality N !) the set consisting of all monomials
θ0≤τ = θτ−1(N)θτ−1(N−1) · . . . · θτ−1(1)vπΛ,
where τ ranges through the set of all bijections J
∼−→ [N ]. By definition, {θ∗0≤τ} is
the dual basis of V (πΛ)∗χJ .
Let us pick η ∈ PN (J). Let us define an isomorphism
πφ
(η)
0,∗ : Φ
+
0 (I(πΛ)∗) ∼−→ V (πΛ)∗χJ (158)
by the formula
πφ
(η)
0,∗(b0≤τ ) = sgn(τ, η)θ
∗
0≤τ (159)
8.15. Theorem. The square
Φ+0 (I(πΛ)!)
πφ
(η)
0,!∼−→ V (πΛ)χJ
m ↓ ↓ SπΛ
Φ+0 (I(πΛ)∗)
πφ
(η)
0,∗∼−→ V (πΛ)∗χJ
commutes.
Proof. This follows directly from the discussion of 8.13 and the definition of the form
SπΛ. 2
8.16. Let us pass to the setup of 6.12 and 7.14. Let jν :
◦Aν →֒ Aν denote the
embedding of the open stratum of the principal stratification.
Set
Iν(Λ) = (π∗I(πΛ))Σπ,− (160)
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It is a local system over
◦Aν .
Let us define objects
Iν(Λ)? := jν?Iν(Λ)[N ] ∈M(Aν;S) (161)
where ? =!, ∗ or !∗. These objects will be called standard sheaves over Aν .
The same reasoning as in 6.13 proves
8.16.1. Lemma. We have natural isomorphisms
Iν(Λ)? ∼= (π∗I(πΛ)?)Σπ,− (162)
for ? =!, ∗ or !∗. 2
8.17. For a given η ∈ PN(J) the isomorphisms πφ(η)0,∗ and πφ(η)0,! are skew Σπ- equi-
variant. Therefore, after passing to invariants in Theorem 8.15 we get
8.18. Theorem. The maps πφ
(η)
0,∗ and
πφ
(η)
0,! induce isomorphisms included into a
commutative square
Φν(Iν(Λ)!)
φ
(η)
ν,Λ,!∼−→ V (Λ)ν
m ↓ ↓ SΛ
Φν(Iν(Λ)∗)
φ
(η)
ν,Λ,∗∼−→ V (Λ)∗ν
and
φ
(η)
ν,Λ,!∗ : Φν(Iν(Λ)!∗) ∼−→ L(Λ)ν (163)
Proof follows from the previous theorem and Lemma 4.7.1(ii). 2
8.19. Now suppose we are given an arbitrary r, ̺ ∈ Pr(J ; 1) and τ ∈ Ord(̺). The
picture of the dual chain c̺≤τ,∗ is a combination of Figures 10 and 3. For example,
the chain dual to the one on Fig. 6 is portayed as follows:
. . .d0#"
 
!
ff q
a
d1"!- qb& %-
q
c
dr"!- qd& %-
q
e
Fig. 11. Chain c̺≤τ,∗.
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8.20. Isomorphisms πΦ∗. Let us pick η ∈ PN(J). Let us define isomorphisms
πφ(η)̺,∗ : Φ
+
F̺(I(πΛ)∗) ∼−→ ̺C−rπ ′f∗(V (πΛ)∗) (164)
by the formula
πφ(η)̺,∗(b̺≤τ,∗) = sgn(τ, η)sgn(̺)θ
∗
̺≤τ (165)
where sgn(̺) is defined in (154).
Taking the direct sum of πφ
(η)
̺,∗, ̺ ∈ Pr(J ; 1), we get isomorphisms
πφ(η)r,∗ :
+C−r(πA; I(πΛ)∗) ∼−→ χJC−rπ ′f∗(V (πΛ)∗) (166)
8.21. Theorem. The maps πφ
(η)
r,∗ induce an isomorphism of complexes
πφ(η)∗ :
+C•(πA; I(πΛ)∗) ∼−→ χJC•π ′f∗(V (πΛ)∗) (167)
which makes the square
+C•(πA; I(πΛ)!)
πφ
(η)
!∼−→ χJC•π ′f(V (πΛ))
m ↓ ↓ S
+C•(πA; I(πΛ)∗)
πφ
(η)
∗∼−→ χJC•π ′f∗(V (πΛ)∗)
commutative.
Proof. Compatibility with differentials is verified directly and commutativity of the
square are checked directly from the geometric description of our chains (actually, it
is sufficient to check one of these claims — the other one follows formally).
Note the geometric meaning of operators ti from (71) — they correspond to the
deletion of the i-th loop on Fig. 10. 2
8.22. Now let us pass to the situation 8.16. It follows from Theorem 7.12 (after
passing to skew Σπ- invariants) that the complexes
+C•(πA; Iν?)Σπ,− compute the
stalk of Iν? at the origin. Let us denote this stalk by Iν?,0.
Therefore, passing to Σπ-invariants in the previous theorem, we get
8.23. Theorem. The isomorphisms πφ
(η)
? where ? =!, ∗ or !∗, induce isomorphisms
in Db(pt) included into a commutative square
Iν(Λ)!,0
Λφ
(η)
ν,!,0∼−→ νC•′f(V (Λ))
m ↓ ↓ S
Iν(Λ)∗,0
Λφ
(η)
ν,∗,0∼−→ νC•′f∗(V (Λ)∗)
and
Λφ
(η)
ν,!∗,0 : Iν(Λ)!∗,0 ∼−→ νC•f (L(Λ)) 2 (168)
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Chapter 3. Fusion
9. Additivity theorem
9.1. Let us start with the setup of 7.1. For a non-negative integer n let us denote
by (n) the set [−n, 0]. Let us introduce the following spaces. A(n) - a complex affine
space with a fixed system of coordinates (ti), i ∈ (n). Let nJ denote the disjoint
union (n) ∪ J ; nA — a complex affine space with coordinates tj , j ∈ nJ .
In general, for an affine space with a distinguished coordinate system of, we will denote
by S∆ its diagonal stratification as in 6.1.
Let n
◦
A ⊂ nA, ◦A (n) ⊂ A(n) be the open strata of S∆.
Let np : nA −→ A(n) be the evident projection; nB = np−1( ◦A (n)). Given a point
z = (zi) ∈ A(n), let us denote by zA the fiber np−1(z) and by zS the stratification
induced by S∆. We will consider tj , j ∈ J, as coordinates on zA.
The subscript (.)R will mean as usually ”real points”.
9.2. Let us fix a point z = (z−1, z0) ∈ A(2)R such that z−1 < z0. Let us concentrate
on the fiber zA. As an abstract variety it is canonically isomorphic to A— a complex
affine space with coordinates tj , j ∈ J ; so we will suppress z from its notation,
keeping it in the notation for the stratification zS where the dependence on z really
takes place.
Let us fix a real w > z0. Let us pick two open non-intersecting disks Di ⊂ C with
centra at zi and not containing w. Let us pick two real numbers wi > zi such that
wi ∈ Di, and paths Pi connecting w with wi as shown on Fig. 12 below.
dz−1
& %
'
&
$
%D−1
' $
' $
tw
& %
U−1
$
tw−1
P−1
dz0
'
&
$
%D0
tw0 P0
$
U0
Fig. 12.
Let us denote by Q2(J) the set of all maps ρ : J −→ [−1, 0]. Given such a map, let us
denote by Aρ ⊂ A an open subvariety consisting of points (tj)j∈J such that tj ∈ Dρ(j)
for all j. We will denote by the same letter zS the stratification of this space induced
by zS.
Set Hw := ∪j Hj(w); P = P−1 ∪P0; P˜ = {(tj) ∈ A| there exists j such that tj ∈ P}.
Given K ∈ D(A; zS), the restriction map
RΓ(A, Hw;K) −→ RΓ(A, P˜ ;K)
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is an isomorphism by homotopy. On the other hand, we have restriction maps
RΓ(A, P˜ ;K) −→ RΓ(Aρ, P˜ρ;K)
where P˜ρ := P˜ ∩Aρ. Therefore we have canonical maps
rρ : RΓ(A, Hw;K) −→ RΓ(Aρ, P˜ρ;K) (169)
9.3. Theorem. For every K ∈ D(A; zS) the canonical map
r =
∑
rρ : RΓ(A, Hw;K) −→ ⊕ρ∈Q2(J)RΓ(Aρ, P˜ρ;K) (170)
is an isomorphism.
9.4. Proof. Let us pick two open subsets U−1, U0 ⊂ C as shown on Fig. 12. Set
U = U−1 ∪ U0, AU = {(tj) ∈ A|tj ∈ U for all j}. It is clear that the restriction
morphism
RΓ(A, P˜ ;K) −→ RΓ(AU , P˜U ;K)
where P˜U := P˜ ∩AU , is an isomorphism.
For each ρ ∈ Q2(J) set
AU,ρ := {(tj) ∈ AU |tj ∈ Uρ(j) for all j}; P˜U,ρ := P˜ ∩ AU,ρ (171)
We have AU =
⋃
ρAU,ρ.
9.4.1. Lemma. For every K ∈ D(A;z S) the sum of restriction maps
q : RΓ(AU , P˜U ;K) −→
∑
ρ∈Q2(J)
RΓ(AU,ρ, P˜U,ρ;K) (172)
is an isomorphism.
Proof. Suppose we have distinct ρ1, . . . , ρm such that AU ;ρ1,... ,ρm := AU,ρ1 ∩ . . . ∩
AU,ρm 6= ∅; set P˜U ;ρ1,... ,ρm := P˜ ∩ AU ;ρ1,... ,ρm.
Our lemma follows at once by Mayer-Vietoris argument from the following
9.4.2. Claim. For every m ≥ 2
RΓ(AU ;ρ1,... ,ρm , P˜U ;ρ1,... ,ρm;K) = 0.
Proof of the claim. It is convenient to use the following notations. If J = A∪B is
a disjoint union, we will denote by ρA,B the map J −→ [−1, 0] such that ρ−1(−1) =
A, ρ−1(0) = B, and by UA;B the subspace AU,ρA,B .
Let us prove the claim for the case N = 2. Let J = {i, j}. In this case it is easy to see
that the only non-trivial intersections are U (1) = Uij;∅ ∩ Uj;i and U (2) = Uij;∅ ∩ U∅;ij .
To prove our claim for U (1) we will use a shrinking neighbourhood argument based
on Lemma I.2.12. Let K′ denote the sheaf on U (1) obtained by extension by zero of
K|U (1)−P˜ . For each ǫ > 0 let us denote by U−1,ǫ ⊂ C an open domain consisting of
points having distance < ǫ from D−1 ∪ P . Set
U (1)ǫ = {(ti, tj)| ti ∈ U−1,ǫ, tj ∈ U0 ∩ U−1,ǫ}.
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It is clear that restriction maps RΓ(U (1);K′) −→ RΓ(U (1)ǫ ;K′) are isomorphisms. On
the other hand, it follows from I.2.12 that
lim→ ǫ
RΓ(U (1)ǫ ;K′) ∼= RΓ(
⋂
ǫ
U (1)ǫ ;K′),
and the last complex is zero by the definition of K′ (the point tj is confined to P in⋂
ǫ U
(1)
ǫ ).
The subspace U (2) consists of (ti, tj) such that both ti and tj lie in U−1∩U0. This case
is even simpler. The picture is homeomorphic to an affine plane with a sheaf smooth
along the diagonal stratification; and we are interested in its cohomology modulo the
coordinate cross. This is clearly equal to zero, i.e. RΓ(U (2), P˜ ∩ U (2);K) = 0.
This proves the claim for N = 2. The case of an arbitrary N is treated in a similar
manner, and we leave it to the reader. This completes the proof of the claim and of
the lemma. 2
9.4.3. Lemma. For every ρ ∈ Q2(J) the restriction map
RΓ(AU,ρ, P˜U,ρ;K) −→ RΓ(Aρ, P˜ρ;K)
is an isomorphism.
Proof. Again let us consider the case J = {i, j}. If ρ = ρij;∅ or ρ∅;ij the statement
is obvious. Suppose ρ = ρi;j. Let us denote by A′U,ρ ⊂ AU,ρ the subspace {(ti, tj)|ti ∈
D−1, tj ∈ U0}. It is clear that the restriction map
RΓ(A′U,ρ, P˜
′
U,ρ;K) −→ RΓ(Aρ, P˜ρ;K)
where P˜ ′U,ρ := P˜ ∩ A′U,ρ, is an isomorphism. Let us consider the restriction
RΓ(AU,ρ, P˜U,ρ;K) −→ RΓ(A′U,ρ, P˜ ′U,ρ;K) (173)
The cone of this map is isomorphic to RΓ(AU,ρ, P˜U,ρ;M) where the sheaf M has the
same singularities as K and in addition is 0 over the closure D¯−1. Now, consider a
system of shrinking neighbourhoods of P−1 ∪ D¯−1 as in the proof af the claim above,
we see that RΓ(AU,ρ, P˜U,ρ;M) = 0, i.e. (173) is an isomorphism. This implies the
lemma for this case.
The case of arbitrary J is treated exactly in the same way. 2
Our theorem is an obvious consequence of two previous lemmas. 2
10. Fusion and tensor products
10.1. Fusion functors. The constructions below were inspired by [Dr].
For each integer n ≥ 1 and i ∈ [n], let us define functors
nψi : D(nA;S∆) −→ D(n−1A;S∆) (174)
as follows. We have the t-exact nearby cycles functors (see [D3] or [KS], 8.6, but note
the shift by [-1]!)
Ψt−i−t−i+1 [−1] : D(nA;S∆) −→ D(A′;S∆)
where A′ denotes (for a moment) an affine space with coordinates tj, j ∈ ((n)∪ J)−
{−i}. We can identify the last space with n−1A simply by renaming coordinates tj to
113
tj+1 for −n ≤ j ≤ −i − 1. By definition, nψi is equal to Ψt−i−t−i+1 [−1] followed by
this identification.
10.2. Lemma. (i) For each n ≥ 2, i ∈ [n] have canonical isomorphisms
nαi :
n−1ψi ◦ nψi ∼−→ n−1ψi ◦ nψi+1 (175)
and equalities
n−1ψj ◦ nψi = n−1ψi ◦ nψj+1
for j > i, such that
(ii) (”Stasheff pentagon” identity) the diagram below commutes:
n−2ψi ◦ n−1ψi ◦ nψi
n−2ψi ◦ n−1ψi ◦ nψi+1
n−2ψi ◦ n−1ψi+1 ◦ nψi+1
n−2ψi ◦ n−1ψi+1 ◦ nψi+2
n−2ψi ◦ n−1ψi+1 ◦ nψi
n−2ψi ◦ n−1ψi ◦ nψi+2
@
@
@
@
@
@R
n−2ψi ◦ nαi
?
n−1αi ◦ nψi+1
 
 
 
 
 
 
 	
n−2ψi ◦ nαi+1
 
 
 
 
  	
n−1αi ◦ nψi
@
@
@
@
@
@
@R
n−1αi ◦ nψi+2
2
10.3. Let us define a t-exact functor
ψ : D(nA;S∆) −→ D(A;S) (176)
as a composition i∗0[−1] ◦ nψ1 ◦ n−1ψ1 ◦ . . . ◦ 1ψ1, where
i∗0 : D(0A;S∆) −→ D(A;S)
denotes the restriction to the subspace t0 = 0. Note that i
∗
0[−1] is a t-exact equiva-
lence. (Recall that A and S denote the same as in 7.1).
STANDARD SHEAVES
The constructions and computations below generalize Section 8.
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10.4. Let us make the following assumptions. Let us denote by A the I × I-matrix
(i·j). Let us suppose that det A 6= 0. There exists a unique Z[ 1
det A
]-valued symmetric
bilinear form onX (to be denoted by λ, µ 7→ λ·µ) such that the map Z[I] −→ X, ν 7→
λν respects scalar products.
Let us suppose that our field k contains an element ζ ′ such that (ζ ′)det A = ζ , and fix
such ζ ′. For a = c
det A
, c ∈ Z, we set by definition ζa := (ζ ′)c.
10.5. Let us fix ν =
∑
νii ∈ N[I] and its unfolding π : J −→ I as in 6.12, and an
integer n ≥ 1. We will use the preceding notations with this J .
Let us fix n + 1 weights Λ0,Λ−1, . . . ,Λ−n ∈ X. We define a one-dimensional local
system I(Λ0, . . . ,Λ−n; ν) over n
◦
A exactly in the same manner as in 6.3, with half-
monodromies equal to ζπ(i)·π(j) if i, j ∈ J , to ζ−〈Λi,π(j)〉 if i ∈ (n), j ∈ J and to ζΛi·Λj
if i, j ∈ (n).
Let j : n
◦
A −→ nA be the embedding. Let us introduce the sheaves
I(Λ0, . . . ,Λ−n; ν)? := j?I(Λ0, . . . ,Λ−n; ν)[−n−N − 1] ∈M(nA;S∆)
(177)
where ? =!, ∗ or !∗. Applying the functor ψ, we get the sheaves ψI(Λ0, . . . ,Λ−n; ν)? ∈
M(A;S).
All these objects are naturally Σπ-equivariant. We define the following sheaves on Aν :
ψIν(Λ0, . . . ,Λ−n)? := (π∗ψI(Λ0, . . . ,Λ−n; ν)?)Σπ,− (178)
(cf. 8.16).
The following theorem generalizes Theorem 8.18.
10.6. Theorem. Given a bijection η : J
∼−→ [N ], we have natural isomorphisms
included into a commutative square
Φν(
ψIν(Λ0, . . . ,Λ−n)!)
φ
(η)
!∼−→ (V (Λ0)⊗ . . .⊗ V (Λ−n))ν
m ↓ ↓ SΛ
Φν(
ψIν(Λ0, . . . ,Λ−n)∗)
φ
(η)
∗∼−→ (V (Λ0)∗ ⊗ . . .⊗ V (Λ−n)∗)ν
and
φ
(η)
!∗ : Φν(
ψIν(Λ0, . . . ,Λ−n)!∗) ∼−→ (L(Λ0)⊗ . . .⊗ L(Λ−n))ν (179)
A change of η multiplies these isomorphisms by the sign of the corresponding permu-
tation of [N ].
Proof. We may suppose that π is injective, i.e. all νi = 0 or 1. The general case
immediately follows from this one after passing to Σπ-skew invariants.
Let us consider the case n = 1. In this case one sees easily from the definitions that
we have a canonical isomorphism
Φν(
ψIν(Λ0,Λ−1)?) ∼= RΓ(A, Hw; I(Λ0,Λ−1; ν)?)
in the notations of Additivity Theorem 9.3. On the other hand, the set Q2(J) is in
one-to-one correspondence with the set of all decompositions ν = ν0+ ν−1, νi ∈ N[I],
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and if ρ corresponds to such a decomposition, we have a natural isomorphism
RΓ(Aρ, P˜ ∩ Aρ; Iν(Λ0,Λ−1)?) ∼= Φν0(ψI(Λ0; ν0)?)⊗ Φν−1(ψI(Λ−1; ν−1)?)
(180)
by the Ku¨nneth formula. Therefore, Additivity Theorem implies isomorphisms
Φν(
ψIν(Λ0,Λ−1)?) ∼= ⊕ν0+ν−1=νΦν0(ψIν0(Λ0)?)⊗ Φν−1(ψIν−1(Λ−1)?)
which are the claim of our theorem.
The case n > 2 is obtained similarly by the iterated use of the Additivity Theorem.
2
10.7. Next we will consider the stalks (?)0 of our sheaves at 0, or what is the same
(since they are R+∗-homogeneous), the complexes RΓ(Aν ; ?).
The next theorem generalizes Theorem 8.23.
10.8. Theorem. Given a bijection η : J
∼−→ [N ], we have natural isomorphisms
included into a commutative square
ψIν(Λ0, . . . ,Λ−n)!0
φ
(η)
!,0∼−→ νC•′f(V (Λ0)⊗ . . .⊗ V (Λ−n))
m ↓ ↓ SΛ
ψIν(Λ0, . . . ,Λ−n)∗0
φ
(η)
∗,0∼−→ νC•′f∗(V (Λ0)∗ ⊗ . . .⊗ V (Λ−n)∗)
and
φ
(η)
!∗,0 :
ψIν(Λ0, . . . ,Λ−n)!∗0 ∼−→ νC•f (L(Λ0)⊗ . . .⊗ L(Λ−n)) (181)
A change of η multiplies these isomorphisms by the sign of the corresponding permu-
tation of [N ].
Proof. It is not hard to deduce from the previous theorem that we have natural
isomorphisms of complexes included into a commutative square
+C(A;ψI(Λ0, . . . ,Λ−n; ν)!) ∼−→ χJC•π ′f(V (πΛ0)⊗ . . .⊗ V (πΛ−n))
m ↓ ↓ SΛ
+C(A;ψI(Λ0, . . . ,Λ−n; ν)∗) ∼−→ χJC•π ′f∗(V (πΛ0)∗ ⊗ . . .⊗ V (πΛ−n)∗)
This implies our claim after passing to Σπ-(skew) invariants. 2
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Chapter 4. Category C
11. Simply laced case
11.1. From now on until the end of this part we will assume, in addition to the
assumptions of 1.4, that ζ is a primitive l-th root of unity, where l is a fixed integer
l > 3 prime to 2 and 3.
11.2. We will use notations of [L1], Chapters 1, 2, which we briefly recall.
11.2.1. Let (I, ·) be a simply laced Cartan datum of finite type (cf. loc.cit., 1.1.1,
2.1.3), that is, a finite set I and a nondegenerate symmetric bilinear form α, β 7→ α ·β
on the free abelian group Z[I]. This form satisfies conditions
(a) i · i = 2 for any i ∈ I;
(b) i · j ∈ {0,−1} for any i 6= j in I.
11.2.2. We will consider the simply connected root datum of type (I, ·), that is (see
loc. cit., 2.2.2), two free abelian groups Y = Z[I] and X = HomZ(Y,Z) together with
(a) the canonical bilinear pairing 〈, 〉 : Y ×X −→ Z;
(b) an obvious embedding I →֒ Y (i 7→ i) and an embedding I →֒ X (i 7→ i′), such
that 〈i, j′〉 = i · j for any i, j ∈ I.
We will call X the lattice of weights, and Y the lattice of coroots. An element of X
will be typically denoted by λ, µ, ν, . . . ; and an element of Y will be typically denoted
by α, β, γ, . . . .
11.3. We consider the finite dimensional algebra U over the field k defined as in the
section 1.3 of [AJS]. We also consider the category C of finite dimensional X-graded
U -modules defined as in the section 2.3 of [AJS].
11.3.1. The algebra U is given by generators Ei, Fi, K
±1
i , i ∈ I, subject to relations
(z) Ki ·K−1i = 1; KiKj = KjKi;
(a) KjEi = ζ
j·iEiKj;
(b) KjFi = ζ
−j·iFiKj ;
(c) EiFj − FjEi = δij Ki−K
−1
i
ζ−ζ−1 ;
(d) Eli = F
l
j = 0;
(e) EiEj − EjEi = 0 if i · j = 0; E2i Ej − (ζ + ζ−1)EiEjEi + EiE2j = 0 if i · j = −1;
(f) FiFj − FjFi = 0 if i · j = 0; F 2i Fj − (ζ + ζ−1)FiFjFi + FiF 2j = 0 if i · j = −1.
The algebra U has a unique k-algebra X-grading U = ⊕Uµ for which |Ei| = i′, |Fi| =
−i′, |Ki| = 0.
We define a comultiplication
∆ : U −→ U ⊗ U (182)
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as a unique k-algebra mapping such that
∆(K±1) = K±1 ⊗K±1;
∆(Ei) = Ei ⊗Ki + 1⊗Ei;
∆(Fi) = Fi ⊗ 1 +K−1i ⊗ Fi.
This makes U a Hopf algebra (with obvious unit and counit).
11.3.2. The category C is by definition a category of finite dimensional X-graded
k-vector spaces V = ⊕µ∈XVµ, equipped with a left action of U such that the U -action
is compatible with the X-grading, and
Kix = ζ
〈i,µ〉x
for x ∈ Vµ, i ∈ I.
Since U is a Hopf algebra, C has a canonical structure of a tensor category.
11.4. We define an algebra u having generators θi, ǫi, Ki
±1, i ∈ I, subject to relations
(z) Ki ·K−1i = 1; KiKj = KjKi;
(a) Kjǫi = ζ
j·iǫiKj ;
(b) Kjθi = ζ
−j·iθiKj;
(c) ǫiθj − ζ i·jθjǫi = δij(1−K−2i )
(d) if f ∈ Ker(S) ⊂ ′f (see (65)) then f = 0;
(e) the same as (d) for the free algebra E on the generators ǫi.
11.4.1. Let us define the comultiplication
∆ : u −→ u⊗ u (183)
by the formulas
∆(Ki
±1) = Ki±1 ⊗Ki±1;
∆(θi) = θi ⊗ 1 +K−1i ⊗ θi;
∆(ǫi) = ǫi ⊗ 1 +K−1i ⊗ ǫi
and the condition that ∆ is a morphism of k-algebras.
This makes u a Hopf algebra (with obvious unit and counit).
u is an X-graded k-algebra, with an X-grading defined uniquely by the conditions
|Ki±1| = 0; |θi| = −i′; |ǫi| = i′.
11.5. We define C˜ as a category of finite dimensional X-graded vector spaces V =
⊕Vλ, equipped with a structure of a left u-module compatible with X-gradings and
such that
Kix = ζ
〈i,λ〉x
for x ∈ Vλ, i ∈ I.
Since u is a Hopf algebra, C˜ is a tensor category.
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11.6. Recall that for any Λ ∈ X we have defined in 5.2 the X-graded f-module L(Λ).
It is a quotient-module of the Verma module V (Λ), and it inherits its X-grading from
the one of V (Λ) (see 2.15). Thus L(Λ) = ⊕L(Λ)λ, and we define the action of
generators Ki on L(Λ)λ as multiplication by ζ
〈i,λ〉. Finally, we define the action of
generators ǫi on V (Λ) as in 2.16. These operators on V (Λ) satisfy the relations (a)
— (c) above.
We check immediately that this action descends to the quotient L(Λ). Moreover, it
follows from Theorem 2.23 that these operators acting on L(Λ) satisfy the relations
(a) — (e) above. So we have constructed the action of u on L(Λ), therefore we can
regard it as an object of C˜.
11.6.1. Lemma. L(Λ) is an irreducible object in C˜.
Proof. Let I(Λ) be the maximal proper homogeneous (with respect to X-grading)
submodule of V (Λ) (the sum of all homogeneous submodules not containing vΛ). Then
V (Λ)/I(Λ) is irreducible, so it suffices to prove that I(Λ) = ker(SΛ). The inclusion
ker(SΛ) ⊂ I(Λ) is obvious. Let us prove the opposite inclusion. Let y ∈ I(Λ). It is
enough to check that SΛ(y, x) = 0 for any x ∈ V (Λ) of the form θi1 . . . θinvΛ. By (22)
we have SΛ(y, θi1 . . . θinvΛ) = SΛ(ǫin . . . ǫi1y, vΛ) = 0 since ǫin . . . ǫi1y ∈ I(Λ). 2
11.7. Let us consider elements Ei, Fi ∈ u given by the following formulas:
Ei =
ζ2
ζ − ζ−1 ǫiKi; Fi = θi (184)
It is immediate to check that these elements satisfy the relations 11.3.1 (a) — (c).
Moreover, one checks without difficulty that
θiθj − θjθi ∈ Ker(S) if i · j = 0,
and
θ2i θj − (ζ + ζ−1)θiθjθi + θjθ2i ∈ Ker(S) if i · j = −1
(cf. [SV2], 1.16). Also, it is immediate that
S(θai , θ
a
i ) =
a∏
p=1
1− ζ2p
1− ζ2 .
It follows that θli ∈ Ker(S) for all i.
It follows easily that the formulas (184) define a surjective morphism of algebras
R : U −→ u (185)
Moreover, one checks at once that R is a map of Hopf algebras.
Therefore, R induces a tensor functor
Q : C˜ −→ C (186)
which is an embedding of a full subcategory.
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11.8. Theorem. Q is an equivalence.
Proof. It is enough to check that C˜ contains enough projectives for C (see e.g. Lemma
A.15. of [KL] IV).
First of all, we know from [AJS], section 4.1, that the simple u-modules L(Λ),Λ ∈ X
exhaust the list of simple objects of C. Second, we know from [APW2], Theorem 4.6
and Remark 4.7, that the module L(−ρ) is projective where −ρ ∈ X is characterized
by the property 〈i,−ρ〉 = −1 for any i ∈ I. Finally we know, say, from [APW2],
Remark 4.7, and [APW1], Lemma 9.11, that the set of modules {L(Λ)⊗ L(−ρ),Λ ∈
X} is an ample system of projectives for C. 2
11.9. Denote by u0 (resp., U0) the subalgebra of u (resp., of U) generated byK±1i , i ∈
I. Obviously, both algebras are isomorphic to the ring of Laurent polynomials in Ki,
and the map R induces an identity isomorphism between them.
Denote by u≤0 (resp., by u−) the subalgebra of u generated by θi, Ki±1 (resp., by θi),
i ∈ I. The last algebra may be identified with f. As a vector space, u≤0 is isomorphic
to f⊗ u0.
Denote by U− ⊂ U the subalgebra generated by Fi, i ∈ I, and by U≤0 ⊂ U the
subalgebra generated by Fi, Ki
±1, i ∈ I. As a vector space it is isomorphic to U−⊗U0.
11.10. Theorem. (a) R is an isomorphism;
(b) R induces an isomorphism U− ∼−→ f.
Proof. Evidently it is enough to prove b). We know that R is surjective, and
that U− is finite dimensional. So it suffices to prove that dim U− ≤ dim f. We
know by [L1] 36.1.5. that dim U− = dimL(−ρ). On the other hand, the map
f −→ L(−ρ), f 7→ f(v−ρ) is surjective by construction. 2
12. Non-simply laced case
In the non-simply laced case all main results of this part hold true as well. However,
the definitions need some minor modifications. In this section we will describe them.
12.1. We will use terminology and notations from [L1], especially from Chapters
1-3. Let us fix a Cartan datum (I, ·) of finite type, not necessarily simply laced, cf.
loc. cit., 2.1.3. Let (Y = Z[I], X = Hom(Y,Z), 〈, 〉, I →֒ X, I →֒ Y ) be the simply
connected root datum associated with (I, ·), loc.cit., 2.2.2.
We set di :=
i·i
2
, i ∈ I; these numbers are positive integers. We set ζi := ζdi.
The embedding I →֒ X sends i ∈ I to i′ such that 〈djj, i′〉 = j · i for all i, j ∈ I.
12.2. The category C is defined in the same way as in the simply laced case, where
the definition of the Hopf algebra U should be modified as follows (cf. [AJS], 1.3).
By definition, U has generators Ei, Fi, K
±1
i , i ∈ I, subject to relations
(z) Ki ·K−1i = 1; KiKj = KjKi;
(a) KjEi = ζ
〈j,i′〉EiKj ;
(b) KjFi = ζ
−〈j,i′〉FiKj ;
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(c) EiFj − FjEi = δij K˜i−K˜
−1
i
ζi−ζ−1i
;
(d) Eli = F
l
j = 0;
(e)
∑1−〈i,j′〉
p=0 (−1)pE(p)i EjE(1−〈i,j
′〉−p)
i = 0 for i 6= j;
(f)
∑1−〈i,j′〉
p=0 (−1)pF (p)i FjF (1−〈i,j
′〉−p)
i = 0 for i 6= j,
where we have used the notations: K˜i := K
di
i ; G
(p)
i := G
p
i /[p]
!
i, G = E or F ,
[p]!i :=
p∏
a=1
ζai − ζ−ai
ζi − ζ−1i
.
The X-grading on U is defined in the same way as in the simply laced case.
The comultiplication is defined as
∆(Ki) = Ki ⊗Ki;
∆(Ei) = Ei ⊗ K˜i + 1⊗ Ei;
∆(Fi) = Fi ⊗ 1 + K˜−1i ⊗ Fi.
12.2.1. Remark. This algebra is very close to (and presumably coincides with) the
algebra U from [L1], 3.1, specialized to v = ζ . We use the opposite comultiplication,
though.
12.3. The definition of the Hopf algebra u should be modified as follows. It has
generators θi, ǫi, Ki
±1, i ∈ I, subject to relations
(z) Ki ·K−1i = 1; KiKj = KjKi;
(a) Kjǫi = ζ
〈j,i′〉ǫiKj;
(b) Kjθi = ζ
−〈j,i′〉θiKj ;
(c) ǫiθj − ζ i·jθjǫi = δij(1− K˜−2i )
(d) if f ∈ Ker(S) ⊂ ′f (see (65)) then f = 0;
(e) the same as (d) for the free algebra E on the generators ǫi.
The comultiplication is defined as
∆(Ki
±1) = Ki±1 ⊗Ki±1;
∆(θi) = θi ⊗ 1 + K˜−1i ⊗ θi;
∆(ǫi) = ǫi ⊗ 1 + K˜−1i ⊗ ǫi
The category C˜ is defined in the same way as in the simply laced case.
12.4. We define an X-grading on the free ′f-module V (Λ) with generator vΛ by
setting V (Λ)Λ = k · vΛ and assuming that operators θi decrease the grading by i′.
The definition of the form SΛ on V (Λ) should be modified as follows. It is a unique
bilinear from such that SΛ(vΛ, vΛ) = 1 and S(θix, y) = S(x, ǫiy) where the operators
ǫi : V (Λ) −→ V (Λ) are defined by the requirements ǫi(vΛ) = 0,
ǫi(θjx) = ζ
i·jθjǫi(x) + δij[〈i, λ〉]ζix
for x ∈ V (Λ)λ.
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We define L(Λ) as a quotient V (Λ)/Ker(S). As in the simply laced case, L(Λ) is
naturally an object of C, and the same argument proves that it is irreducible.
12.5. We define the morphism
R : U −→ u (187)
by the formulas
R(Ei) =
ζ2i
ζi − ζ−1i
ǫiK˜i; R(Fi) = θi; R(Ki) = Ki (188)
Using [L1], 1.4.3, one sees immediately that it is correctly defined morphism of alge-
bras. It follows at once from the definitions that R is a morphism of Hopf algebras.
Hence, we get a tensor functor
Q : C˜ −→ C (189)
and the same proof as in 11.8 shows that Q is an equivalence of categories.
It is a result of primary importance for us. It implies in particular that all irreducibles
in C (as well as their tensor products), come from C˜.
12.6. Suppose we are given Λ0, . . . ,Λ−n ∈ X and ν ∈ N[I]. Let π : J −→ I,
π : πA −→ Aν denote the same as in 6.12. We will use the notations for spaces and
functors from Section 10.
The definition of the local system I(Λ0, . . . ,Λ−n; ν) from loc. cit. should be modified:
it should have half-monodromies ζ
−〈π(j),Λi〉
j for i ∈ (n), j ∈ J , the other formulas stay
without change.
After that, the standard sheaves are defined as in loc. cit. Now we are arriving at
the main results of this part. The proof is the same as the proof of theorems 10.6
and 10.8, taking into account the previous algebraic remarks.
12.7. Theorem. Let L(Λ0), . . . , L(Λ−n) be irreducibles of C, λ ∈ X,
λ =
∑n
m=0 Λ−m −
∑
i νii
′ for some νi ∈ N. Set ν = ∑ νii ∈ N[I].
Given a bijection η : J
∼−→ [N ], we have natural isomorphisms
φ
(η)
!∗ : Φν(
ψIν(Λ0, . . . ,Λ−n)!∗) ∼−→ (L(Λ0)⊗ . . .⊗ L(Λ−n))λ (190)
A change of η multiplies these isomorphisms by the sign of the corresponding permu-
tation of [N ]. 2
12.8. Theorem. In the notations of the previous theorem we have natural isomor-
phisms
φ
(η)
!∗,0 :
ψIν(Λ0, . . . ,Λ−n)!∗0 ∼−→ C•f (L(Λ0)⊗ . . .⊗ L(Λ−n))λ (191)
where we used the notation C•(. . . )λ for νC•(. . . ). A change of η multiplies these
isomorphisms by the sign of the corresponding permutation of [N ]. 2
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Part III. TENSOR CATEGORIES
ARISING FROM CONFIGURATION SPACES
1. Introduction
1.1. In Chapter 1 we associate with every Cartan matrix of finite type and a non-zero
complex number ζ an abelian artinian category FS. We call its objects finite factoriz-
able sheaves. They are certain infinite collections of perverse sheaves on configuration
spaces, subject to a compatibility (”factorization”) and finiteness conditions.
In Chapter 2 the tensor structure on FS is defined using functors of nearby cycles.
It makes FS a braided tensor category.
In Chapter 3 we define, using vanishing cycles functors, an exact tensor functor
Φ : FS −→ C
to the category C connected with the corresponding quantum group, cf. [AJS], 1.3
and [FS] II, 11.3, 12.2.
In Chapter 4 we prove
1.2. Theorem. Φ is an equivalence of categories.
One has to distinguish two cases.
(i) ζ is not root of unity. In this case it is wellknown that C is semisimple. This case
is easier to treat; 1.2 is Theorem 18.4.
(ii) ζ is a root of unity. This is of course the most interesting case; 1.2 is Theorem 17.1.
Φ may be regarded as a way of localizing u-modules from category C to the origin
of the affine line A1. More generally, in order to construct tensor structure on FS,
we define for each finite set K certain categories KFS along with the functor gK :
FSK −→ KFS (see the Sections 9, 10) which may be regarded as a way of localizing
K-tuples of u-modules to K-tuples of points of the affine line. In the parts IV, V we
will show how to localize u-modules to the points of an arbitrary smooth curve. For
example, the case of a projective line is already quite interesting, and is connected
with ”semiinfinite” cohomology of quantum groups.
We must warn the reader that the proofs of some technical topological facts are only
sketched in this part. The full details will appear later on.
1.3. The construction of the space A in Section 2 is inspired by the idea of “semi-
infinite space of divisors on a curve” one of us learnt from A.Beilinson back in 1990.
The construction of the braiding local system I in Section 3 is very close in spirit to
P.Deligne’s letter [D1]. In terms of this letter, all the local systems Iαµ arise from the
semisimple braided tensor category freely generated by the irreducibles i ∈ I with the
square of R-matrix: i⊗ j −→ j ⊗ i −→ i⊗ j given by the scalar matrix ζ i·j.
We are very grateful to B.Feigin for the numerous inspiring discussions, and to
P.Deligne and L.Positselsky for the useful comments concerning the definition of mor-
phisms in KFS in 9.6.
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1.4. Notations. We will use all the notations of parts I and II. References to loc.cit.
will look like Z.1.1 where Z=I or II.
During the whole part we fix a Cartan datum (I, ·) of finite type and denote by
(Y = Z[I];X = Hom(Y,Z); I →֒ Y, i 7→ i; I →֒ X, i 7→ i′) the simply connected root
datum associated with (I, ·), [L1], 2.2.2. Given α = ∑ aii ∈ Y , we will denote by α′
the element
∑
aii
′ ∈ X. This defines an embedding
Y →֒ X (192)
We will use the notation di :=
i·i
2
. We have 〈j′, dii〉 = i · j. We will denote by A the
I × I-matrix (〈i, j′〉). We will denote by λ, µ 7→ λ · µ a unique Z[ 1
det A
]- valued scalar
product on X such that (192) respects scalar products. We have
λ · i′ = 〈λ, dii〉 (193)
for each λ ∈ X, i ∈ I.
We fix a non-zero complex number ζ ′ and suppose that our ground field k contains
ζ ′. We set ζ := (ζ ′)det A; for a = c
det A
, c ∈ Z, we will use the notation ζa := (ζ ′)c.
We will use the following partial orders on X and Y . For α =
∑
aii, β =
∑
bii ∈ Y
we write α ≤ β if ai ≤ bi for all i. For λ, µ ∈ X we write λ ≥ µ if λ−µ = α′ for some
α ∈ Y, α ≥ 0.
1.5. If X1, X2 are topological spaces, Ki ∈ D(Xi), i = 1, 2, we will use the notation
K1 ⊠K2 for p∗1K1 ⊗ p∗2K2 (where pi : X1 ×X2 −→ Xi are projections). If J is a finite
set, |J | will denote its cardinality.
For a constructible complex K, SS(K) will denote the singular support of K (micro-
support in the terminology of [KS], cf. loc.cit., ch. V).
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Chapter 1. Category FS
2. Space A
2.1. We will denote by A1 the complex affine line with a fixed coordinate t. Given
real c, c′, 0 ≤ c < c′, we will use the notations D(c) = {t ∈ A1| |t| < c}; D¯(c) = {t ∈
A1| |t| ≤ c}; A1>c := {t ∈ A1| |t| > c}; D(c, c′) = A1>c ∩D(c′).
Recall that we have introduced in II.6.12 configuration spaces Aα for α ∈ N[I]. If
α =
∑
aii, the space Aα parametrizes configurations of I-colored points t = (tj) on
A1, such that there are precisely ai points of color i.
2.2. Let us introduce some open subspaces of Aα. Given a sequence
~α = (α1, . . . , αp) ∈ N[I]p (194)
and a sequence of real numbers
~d = (d1 . . . , dp−1) (195)
such that 0 < dp−1 < dp−2 . . . < d1, p ≥ 2, we define an open subspace
A~α(~d) ⊂ Aα (196)
which parametrizes configurations t such that αp of points tj lie inside the disk
D(dp−1), for 2 ≤ i ≤ p − 1, αi of points lie inside the annulus D(di−1, di), and α1
of points lie inside the ring A1>d1.
For p = 1, we set Aα(∅) := Aα.
By definition, a configuration space of empty collections of points consists of one
point. For example, so is A0(∅).
2.2.1. Cutting. Given i ∈ [p− 1] define subsequences
~d≤i = (d1, . . . , di); ~d≥i = (di, . . . , dp−1) (197)
and
~α≤i = (α1, . . . , αi, 0); ~α≥i = (0, αi+1, . . . , αp) (198)
We have obvious cutting isomorphisms
ci : A~α(~d) ∼−→ A~α≤i(~d≤i)×A~α≥i(~d≥i) (199)
satisfying the following compatibility:
for i < j the square
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A~α≤i(~d≤i)×A~α≥i;≤j(~d≥i;≤j)×A~α≥j (~d≥j)
A~α(~d)
A~α≤j(~d≤j)×A~α≥j (~d≥j) A~α≤i(~d≤i)×A~α≥i(~d≥i)

HHHHHj

HHHHHj
cj
ci × id id× cj
ci
commutes.
2.2.2. Dropping. For i as above, let ∂i ~d denote the subsequence of ~d obtained by
dropping di, and set
∂i~α = (α1, . . . , αi−1, αi + αi+1, αi+2, . . . , αp) (200)
We have obvious open embeddings
A∂i~α(∂i~d) →֒ A~α(~d) (201)
2.3. Let us define A~αµ(~d) as the space A~α(~d) equipped with an additional index
µ ∈ X. One should understand µ as a weight assigned to the origin in A1. We will
abbreviate the notation Aαµ(∅) to Aαµ.
Given a triple (~α, ~d, µ) as above, let us define its i-cutting — two triples (~α≤i, ~d≤i, µ≤i)
and (~α≥i, ~d≥i, µ), where
~µ≤i = ~µ− (
p∑
j=i+1
αj)
′.
We will also consider triples (∂i~α, ∂i~d, ∂iµ) where ∂iµ = µ if i < p − 1, and ∂p−1µ =
µ− α′p.
The cutting isomorphisms (199) induce isomorphisms
A~αµ(~d) ∼−→ A~α≤iµ≤i(~d≤i)×A~α≥iµ (~d≥i) (202)
2.4. For each µ ∈ X, α = ∑ aii, β = ∑ bii ∈ N[I],
σ = σα,βµ : Aαµ →֒ Aα+βµ+β′ (203)
will denote a closed embedding which adds bi points of color i equal to 0.
For d > 0, A(α,β)µ+β′(d) is an open neighbourhood of σ(Aαµ) in Aβ+αµ+β′.
2.5. By definition, A is a collection of all spaces A~αµ(~d) as above, together with the
cutting isomorphisms (202) and the closed embeddings (203).
2.6. Given a coset c ∈ X/Y (where we regard Y as embedded into X by means of
a map i 7→ i′), we define Ac as a subset of A consisting of Aαµ such that µ ∈ c. Note
that the closed embeddings σ, as well as cutting isomorphisms act inside Ac. This
subset will be called a connected component of A. The set of connected components
will be denoted π0(A). Thus, we have canonically π0(A) ∼= X/Y .
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2.7. We will be interested in two stratifications of spaces Aαµ. We will denote by
•Aαµ ⊂ Aαµ the complement
Aαµ −
⋃
β<α
σ(Aβµ−β′+α′).
We define a toric stratification of Aαµ as
Aαµ =
∐
σ(
•Aβµ−β′+α′).
Another stratification of Aαµ is the principal stratification defined in II.7.14. Its open
stratum will be denoted by
◦Aαµ ⊂ Aαµ. Unless specified otherwise, we will denote
the prinicipal stratification on spaces Aαµ, as well as the induced stratifications on its
subspaces, by S.
The sign ◦ (resp., •) over a subspace of Aαµ will denote the intersection of this subspace
with
◦Aαµ (resp., with
•Aαµ).
3. Braiding local system I
3.1. Local systems Iαµ . Let us recall some definitions from II. Let α =
∑
i aii ∈ N[I]
be given. Following II.6.12, let us choose an unfolding of α, i.e. a set J together
with a map π : J −→ I such that |π−1(i)| = ai for all i. We define the group
Σπ := {σ ∈ Aut(J)| σ ◦ π = π}.
We define πA as an affine space with coordinates tj , j ∈ J ; it is equipped with the
principal stratification defined by hyperplanes tj = 0 and ti = tj , cf. II.7.1. The
group Σπ acts on
πA by permutations of coordinates, respecting the stratification. By
definition, Aα = πA/Σπ. We will denote by the same letter π the canonical projection
πA −→ Aα.
If π
◦
A ⊂ πA denotes the open stratum of the principal stratification, π(π ◦A) = ◦Aπ,
and the restriction of π to π
◦
A is unramified covering.
Suppose a weight µ ∈ X is given. Let us define a one dimensional local system πIµ
over π
◦
A by the procedure II.8.1. Its fiber over each positive chamber C ∈ π0(π
◦
AR) is
identified with k; and monodromies along standard paths shown on II, Fig. 5 (a), (b)
are given by the formulas
CTij = ζ
−π(i)·π(j), CTi0 = ζ2µ·π(i)
′
(204)
respectively (cf. (193)). (Note that, by technical reasons, this definition differs by the
sign from that of II.8.2 and II.12.6).
We have a canonical Σπ-equivariant structure on
πIµ, i.e. a compatible system of
isomorphisms
iσ :
πIµ ∼−→ σ∗ πIµ, σ ∈ Σπ, (205)
defined uniquely by the condition that
(iσ)C = idk : (
πIµ)C = k ∼−→ (σ∗ πIµ)σC = k
for all (or for some) chamber C. As a consequence, the group Σπ acts on the local
system π∗ πIµ.
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Let sgn : Σπ −→ {±1} denote the sign character. We define a one-dimensional local
system Iαµ over
◦Aαµ =
◦Aα as follows:
Iαµ := (π∗ πIµ)sgn (206)
where the superscript (•)sgn denotes the subsheaf of sections x such that σx = sgn(σ)x
for all σ ∈ Σπ. Cf. II.8.16.
Alternatively, we can define this local system as follows. By the descent, there exists
a unique local system I ′µ over Aα such that π∗I ′µ is equal to πIµ with the equivariant
structure described above. In fact,
I ′µ = (π∗ πIµ)Σπ
where the superscript (•)Σπ denotes invariants. We have
Iαµ = I ′µ ⊗ Sign (207)
where Sign denotes the one-dimensional local system over Aα associated with the
sign representation π1(Aα) −→ Σπ sgn−→ {±1}.
This definition does not depend (up to a canonical isomorphism) upon the choice of
an unfolding.
3.2. For each triple (~α, ~d, µ) as in the previous section, let us denote by I~αµ (~d) the
restriction of Iαµ to the subspace
◦A~αµ(~d) ⊂
◦Aα(µ) where α ∈ N[I] is the sum of
components of ~α.
Let us define factorization isomorphisms
φi = φ
~α
µ;i(
~d) : I~αµ (~d) ∼−→ I~α≤iµ≤i (~d≤i)⊠ I~α≥iµ (~d≥i) (208)
(we are using identifications (202)). By definition, we have canonical identifications
of the stalks of all three local systems over a point with real coordinates, with k. We
define (208) as a unique isomorphism acting as identity when restricted to such a
stalk. We will omit irrelevant indices from the notation for φ if there is no risk of
confusion.
3.3. Associativity. These isomorphisms have the following associativity property.
For all i < j, diagrams
I(~d≤i)⊠ I(~d≥i;≤j)⊠ I(~d≥j)
I(~d)
I(~d≤j)⊠ I(~d≥j) I(~d≤i)⊠ I(~d≥i)

HHHHHj

HHHHHj
φj
φi ⊠ id id⊠ φj
φi
are commutative.
In fact, it is enough to check the commutativity restricted to some fiber (•)C , where
it is obvious.
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3.4. The collection of local systems I = {Iαµ} together with factorization isomor-
phisms (208) will be called the braiding local system (over
◦A).
The couple (A, I) will be called the semi-infinite configuration space associated with
the Cartan datum (I, ·) and parameter ζ .
3.5. Let j :
◦A~αµ(~d) →֒
•A~αµ(~d) denote an embedding; let us define a preverse sheaf
•I~αµ(~d) := j!∗I~αµ (~d)[dim A~αµ] ∈M(
•A~αµ(~d);S)
By functoriality, factorization isomorphisms (208) induce analogous isomorphisms (de-
noted by the same letter)
φi = φ
~α
µ;i(
~d) :
•I~αµ(~d) ∼−→
•I~α≤iµ≤i(~d≤i)⊠
•I~α≥iµ (~d≥i) (209)
satisfying the associativity property completely analogous to 3.3.
4. Factorizable sheaves
4.1. The aim of this section is to define certain k-linear category F˜S. Its objects
will be called factorizable sheaves (over (A, I)). By definition, F˜S is a direct product
of k-categories F˜Sc, where c runs through π0(A) (see 2.6). Objects of F˜Sc will be
called factorizable sheaves supported at Ac.
In what follows we pick c, and denote by Xc ⊂ X the corresponding coset modulo Y .
4.2. Definition. A factorizable sheaf X over (A, I) supported at Ac is the following
collection of data:
(a) a weight λ ∈ Xc; it will be denoted by λ(X );
(b) for each α ∈ N[I], a sheaf X α ∈M(Aαλ;S);
we will denote by X ~α(~d) perverse sheaves over A~αλ(~d) obtained by taking the restrictions
with respect to the embeddings A~αλ(~d) →֒ Aαλ;
(c) for each α, β ∈ N[I], d > 0, a factorization isomorphism
ψα,β(d) : X (α,β)(d) ∼−→ •I(α,0)λ−β′(d)⊠ X (0,β)(d) (210)
such that
(associativity) for each α, β, γ ∈ N[I], 0 < d2 < d1, the square below must commute:
X (α,β,γ)(d1, d2)
•I(α,β,0)λ−γ′ (d1, d2)⊠ X (0,γ)(d2)
•I(α,0)λ−β′−γ′(d1)⊠ X (0,β,γ)(d1, d2)
•I(α,0)λ−β′−γ′(d1)⊠
•I(0,β,0)λ−γ′ (d1, d2)⊠ X (0,γ)(d2)

HHHHHj

HHHHHj
ψ
φ⊠ id id⊠ ψ
ψ
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4.2.1. Remark that with these definitions, the braiding local system I resembles a
“coalgebra”, and a factorizable sheaf — a “comodule” over it.
4.3. Remark. Note an immediate corollary of the factorization axiom. We have
isomorphisms
X (α,0)(d) ∼= X 0 ⊗
•I(α,0)λ (d) (211)
(where X 0 is simply a vector space).
Our next aim is to define morphisms between factorizable sheaves.
4.4. Let X be as above. For each µ ≥ λ, µ = λ + β ′, and α ∈ N[I], let us define a
sheaf X αµ ∈M(Aαµ;S) as σ∗X α−β. For example, X αλ = X α. By taking restriction, the
sheaves X ~αµ (~d) ∈M(A~αµ(~d);S) are defined.
Suppose X ,Y are two factorizable sheaves supported at Ac, λ = λ(X ), ν = λ(Y).
Let µ ∈ X, µ ≥ λ, µ ≥ ν, α, β ∈ N[I]. By definition we have canonical isomorphisms
θ = θβ,αµ : HomAαµ (X αµ ,Yαµ ) ∼−→ HomAα+β
µ+β′
(X α+βµ+β′ ,Yα+βµ+β′) (212)
The maps (210) induce analogous isomorphisms
ψα,βµ (d) : X (α,β)µ (d) ∼−→
•I(α,0)µ−β′(d)⊠ X (0,β)µ (d) (213)
which satisfy the same associativity property as in 4.2.
For α ≥ β let us define maps
ταβµ : HomAαµ (X αµ ,Yαµ ) −→ HomAβµ(X βµ ,Yβµ ) (214)
as compositions
HomAαµ (X αµ ,Yαµ ) res−→ HomA(α−β,β)µ (d)(X
(α−β,β)
µ (d),Y (α−β,β)µ (d))
ψ∼−→(215)
ψ∼−→ HomA(α−β,0)
µ−β′
(d)
(
•I(α−β,0)µ−β′ (d),
•I(α−β,0)µ−β′ (d))⊗ HomA(0,β)µ (d)(X
(0,β)
µ (d),Y (0,β)µ (d)) =
= k⊗k HomA(0,β)µ (d)(X
(0,β)
µ (d),Y (0,β)µ (d)) = HomA(0,β)µ (d)(X
(0,β)
µ (d),Y (0,β)µ (d)) ∼−→
∼−→ HomAβµ(X βµ ,Yβµ )
where we have chosen some d > 0, the first map is the restriction, the second one is
induced by the factorization isomorphism, the last one is inverse to the restriction.
This definition does not depend on the choice of d.
The associativity axiom implies that these maps satisfy an obvious transitivity prop-
erty. They are also compatible in the obvious way with the isomorphisms θ.
We define the space HomF˜Sc(X ,Y) as the following inductive-projective limit
HomF˜Sc(X ,Y) := lim→ µlim← βHom(X
β
µ ,Yβµ ) (216)
where the inverse limit is over β ∈ N[I], the transition maps being ταβµ , µ being fixed,
and the direct limit over µ ∈ X such that µ ≥ λ, µ ≥ ν, the transition maps being
induced by (212).
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With these spaces of homomorphisms, factorizable sheaves supported at Ac form a
k-linear category to be denoted by F˜Sc (the composition of morphisms is obvious).
As we have already mentioned, the category F˜S is by definition a product∏
c∈π0(A) F˜SC . Thus, an object X of F˜S is a direct sum ⊕c∈π0(A)Xc, where Xc ∈ F˜Sc.
If X ∈ F˜Sc, Y ∈ F˜Sc′, then
HomF˜S(X ,Y) = HomF˜Sc(X ,Y)
if c = c′, and 0 otherwise.
4.5. Let Vectf denote the category of finite dimensional k-vector spaces. Recall that
in II.7.14 the functors of ”vanishing cycles at the origin”
Φα :M(Aαµ;S) −→ Vectf
have been defined.
Given X ∈ F˜Sc, let us define for each λ ∈ Xc a vector space
Φλ(X ) := Φα(X αλ+α′) (217)
where α ∈ N[I] is such that λ+ α′ ≥ λ(X ). If λ ∈ X −Xc, we set Φλ(X ) = 0.
Due to the definition of the sheaves X αµ , 4.4, this vector space does not depend on a
choice of α, up to a unique isomorphism.
This way we get an exact functor
Φ : F˜Sc −→ VectXf (218)
to the category of X-graded vector spaces with finite dimensional components which
induces an exact functor
Φ : F˜S −→ VectXf (219)
4.6. Lemma. If Φ(X ) = 0 then X = 0.
Proof. We may suppose that X ∈ F˜Sc for some c. Let λ = λ(X ). Let us prove that
for every α =
∑
aii ∈ N[I], X α = 0. Let us do it by induction on |α| := ∑ ai. We
have X 0 = Φλ(X ) = 0 by assumption.
Given an arbitrary α, it is easy to see from the factorizability and induction hypothesis
that X α is supported at the origin of Aα. Since Φλ−α(X ) = 0, we conclude that
X α = 0. 2
5. Finite sheaves
5.1. Definition. A factorizable sheaf X is called finite if Φ(X) is finite dimensional.
This is equivalent to saying that there exists only finite number of α ∈ N[I] such that
Φα(X α) 6= 0 (or SS(X α) contains the conormal bundle to the origin 0 ∈ Aαλ, where
λ := λ(X )).
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5.2. Definition. The category of finite factorizable sheaves (FFS for short) is a full
subcategory FS ⊂ F˜S whose objects are finite factorizable sheaves.
We set FSc := FS ∩ F˜Sc for c ∈ π0(A).
This category is our main character. It is clear that FS is a strictly full subcategory
of F˜S closed with respect to taking subobjects and quotients.
The next stabilization lemma is important.
5.3. Lemma. Let X ,Y be two FFS’s supported at the same connected component of
A. For a fixed µ ≥ λ(X ), λ(Y) there exists α ∈ N[I] such that for any β ≥ α the
transition map
τβαµ : HomAβµ(X βµ ,Yβµ ) −→ HomAαµ (X αµ ,Yαµ )
is an isomorphism.
Proof. Let us introduce a finite set
Nµ(Y) := {α ∈ N[I]| Φα(Yαµ ) 6= 0}.
Let us pick β ∈ N[I]. Consider a non-zero map f : X βµ −→ Yβµ . For each α ≤ β we have
a map fα := τβαµ (f) : X αµ −→ Yαµ . Let us consider subsheaves Zα := Im(fα) ⊂ Yαµ .
These subsheaves satisfy an obvious factorization property.
Let us consider the toric stratification of Aβµ. For each α ≤ β set Aα := σ(Aαµ+α′−β′) ⊂
Aβµ;
•Aα := σ( •Aαµ+α′−β′). Thus, the subspaces
•Aα are strata of the toric stratification.
We have α1 ≤ α2 iff Aα1 ⊂ Aα2 .
Let γ denote a maximal element in the set {α| Zβ| •
Aα
6= 0}. Then it is easy to
see that Zβ−γ is a non-zero scyscraper on Aβ−γ supported at the origin. Therefore,
Φβ−γ(Zβ−γ) 6= 0, whence Φβ−γ(Yβ−γ) 6= 0, i.e. β − γ ∈ Nµ(Y).
Suppose that for some α ≤ β, τβαµ (f) = 0. Then
Zβ |A(β−α,α)(d) = 0
for every d > 0. It follows that if Zβ | •
Aδ
6= 0 then δ 6≥ β − α.
Let us apply this remark to δ equal to γ above. Suppose that γ =
∑
cii, β =∑
bii, α =
∑
aii. There exists i such that ci < bi − ai. Recall that β − γ ∈ Nµ(Y).
Consequently, we have
5.3.1. Corollary. Suppose that α ≥ δ for all δ ∈ Nµ(Y). Then all the maps
τβαµ : Hom(X βµ ,Yβµ ) −→ Hom(X αµ ,Yαµ ),
β ≥ α, are injective. 2
Since all the spaces Hom(X αµ ,Yαµ ) are finite dimensional due to the constructibility of
our sheaves, there exists an α such that all τβαµ are isomorphisms. Lemma is proven.
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5.4. For λ ∈ Xc let us denote by FSc;≤λ ⊂ FSc the full subcategory whose ob-
jects are FFS’s X such that λ(Xc) ≤ λ. Obviously FSc is a filtered union of these
subcategories.
We have obvious functors
pβλ : FSc;≤λ −→M(Aβλ;S), X 7→ X βλ (220)
The previous lemma claims that for every X ,Y ∈ FSc;≤λ there exists α ∈ N[I] such
that for every β ≥ α the map
pβλ : HomFS(X ,Y) −→ HomAβ
λ
(X βλ ,Yβλ )
is an isomorphism. (Obviously, a similar claim holds true for any finite number of
FFS’s.)
5.5. Lemma. FS is an abelian artinian category.
Proof. FS is abelian by Stabilization lemma. Each object has finite length by
Lemma 4.6. 2
6. Standard sheaves
6.1. For Λ ∈ X, let us define factorizable sheaves M(Λ), DM(Λ)ζ−1 and L(Λ) as
follows. (The notation DM(Λ)ζ−1 will be explained in 13.3 below).
Set
λ(M(Λ)) = λ(DM(Λ)ζ−1) = λ(L(Λ)) = Λ.
For α ∈ N[I] let j denote the embedding •Aα →֒ Aα. We define
M(Λ)α = j!
•IαΛ; DM(Λ)αζ−1 = j∗
•IαΛ; L(Λ)α = j!∗
•IαΛ.
The factorization isomorphisms are defined by functoriality from these isomorphisms
for
•I.
Thus, the collections {M(Λ)α}α, etc. form factorizable sheaves to be denoted by
M(Λ), DM(Λ)ζ−1 and L(Λ) respectively. Obviously, we have a canonical morphism
m :M(Λ) −→ DM(Λ)ζ−1 (221)
and L(Λ) is equal to its image.
6.2. Theorem. (i) The factorizable sheaves L(Λ) are finite.
(ii) They are irreducible objects of FS, non-isomorphic for different Λ, and they
exhaust all irreducibles in FS, up to isomorphism.
Proof. (i) follows from II.8.18.
(ii) Since the sheaves L(Λ)α are irreducible as objects ofM(Aα;S), the irreducibility
of L(Λ) follows easily. It is clear that they are non-isomorphic (consider the highest
component).
Suppose X is an irreducible FFS, λ = λ(X ). Let α ∈ N[X] be a minimal among
β such that Φλ−β(X ) 6= 0; set Λ = λ − α. By factorizability and the universal
property of !-extension, there exists a morphism if FS’s f : M(Λ) −→ X such that
ΦΛ(f) 6= 0 (hence is a monomorphism). It follows from irreducibility of L(Λ) that the
133
composition Ker(f) −→M(Λ) −→ L(Λ) is equal to zero, hence f factors through a
non-zero morphism L(Λ) −→ X which must be an isomorphism. 2
6.3. Let us look more attentively at the sheaf L(0).
Let A˜α ⊂ Aα denote the open stratum of the diagonal stratification, i.e. the com-
plement to the diagonals. Thus,
◦Aα ⊂ A˜α. Let I˜α denote the local system over A˜α
defined in the same way as local systems Iαµ , but using only ”diagonal” monodromies,
cf. II.6.3.
One sees immediately that L(0)α is equal to the middle extenstion of I˜α.
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Chapter 2. Tensor structure
7. Marked disk operad
7.1. Let K be a finite set. If T is any set, we will denote by TK the set of all
mappings K −→ T ; elements of TK will be denoted typically by ~x = (xk)k∈K .
We will use the following partial orders on XK ,N[I]K . For ~λ = (λk), ~µ = (µk) ∈ XK ,
we write ~λ ≥ ~µ iff λk ≥ µk for all k. An order on N[I]K is defined in the same manner.
For ~α = (αk) ∈ N[I]K we will use the notation α for the sum of its components∑
k∈K αk; the same agreement will apply to XK .
AK will denote the complex affine space with fixed coordinates uk, k ∈ K;
◦
AK ⊂ AK
will denote the open stratum of the diagonal stratification.
7.2. Trees. We will call a tree a couple
τ = (σ, ~d) (222)
where σ, to be called the shape of τ ,
σ = (Kp
ρp−1−→ Kp−1 ρp−2−→ . . . ρ1−→ K1 ρ0−→ K0)
is a sequence of epimorhisms of finite sets, such that card(K0) = 1, ~d = (d0, d1, . . . , dp),
to be called the thickness of τ — a tuple of real numbers such that d0 = 1 > d1 >
. . . > dp ≥ 0.
We will use a notation ρab for composition Ka −→ Ka−1 −→ . . . −→ Kb, a > b.
A number p ≥ 0 will be called the height of τ and denoted ht(τ). Elements k ∈ Ki will
be called branches of height i; di will be called the thickness of k. A unique branch of
height 0 will be called bole and denoted by ∗(τ).
The set Kp will be called the base of τ and denoted Kτ ; we will also say that τ is
Kp-based; we will denote dp by dτ . We will use notation K(τ) for the set
∐p
i=0Ki and
K ′(τ) for
∐p−1
i=0 Ki.
A tree of height one will be called elementary. A tree τ whose branches of height
ht(τ) have thickness 0, will be called grown up; otherwise it will be called young. We
will assign to every tree τ a grown up tree τ˜ by changing the thickness of the thinnest
branches to zero.
Thus, an elementary tree is essentially a finite set and a real 0 ≤ d < 1; a grown up
elementary tree is essentally a finite set.
7.2.1. Cutting. Suppose we have a tree τ as above, and an integer i, 0 < i < p. We
define the operation of cutting τ at level i. It produces from τ new trees τ≤i and
τ≥k, k ∈ Ki. Namely,
τ≤i = (σ≤i, ~d≤i),
where σ≤i = (Ki −→ Ki−1 −→ . . . −→ K0) and ~d≤i = (d0, d1, . . . , di).
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Second, for k ∈ Ki
τ≥k = (σ≥k, ~d>i)
where
σ≥k = (ρ−1pi (k) −→ ρ−1p−1,i(k) −→ . . . −→ ρ−1i (k) −→ {k}),
d>i = (1, di+1d
−1
i , . . . , dpd
−1
i ).
7.2.2. For 0 < i ≤ p we will denote by ∂iτ a tree (∂iσ, ∂i~d) where
∂iσ = (Kp −→ . . . −→ Kˆi −→ . . . −→ K0),
and ∂i~d is obtained from ~d by omitting di.
7.3. Operad of disks. For r ∈ R≥0∪{∞}, z ∈ C, we define an open disk D(z; r) :=
{u ∈ A1| |u− z| < r}, and a closed disk D¯(z; r) := {u ∈ A1| |u− z| ≤ r}.
For a tree (222) we define a space
O(τ) = O(σ; ~d)
parametrizing all collections ~D = (D¯k)k∈Kτ of closed disks, such that D∗(τ) = D(0; 1),
for k ∈ Ki the disk D¯k has radius di, for fixed i ∈ [p] the disks D¯k, k ∈ Ki, do not
intersect, and for each i ∈ [0, p− 1] and each k ∈ Ki+1 we have D¯k ⊂ Dρi(k).
Sometimes we will call such a collection a configuration of disks shaped by a tree τ .
7.3.1. Given such a configuration, we will use the notation
◦
Dk(τ) = Dk −
⋃
l∈ρ−1i (k)
(D¯l) (223)
if k ∈ Ki and i < p, and we set
◦
Dk(τ) = Dk if i = p.
If τ = (K −→ {∗}; d) is an elementary tree, we will use the notation O(K; d) for
O(τ); if d = 0, we will abrreviate the notation to O(K).
We have obvious embeddings
O(K; d) →֒ O(K) (224)
and
O(K) →֒ ◦AK (225)
this one is a homotopy equivalence.
We have open embeddings
O(τ) →֒ O(τ˜) (226)
obtained by changing the radius of smallest discs to zero.
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7.3.2. Substitution. For each tree τ and 0 < i < ht(τ) we have the following substitu-
tion isomorphisms
O(τ) ∼= O(τ≤i)×
∏
k∈Ki
O(τ≥k) (227)
In fact, a configuration of disks shaped by a tree τ is the same as a configuration
shaped by τ≤i, and for each k ∈ Ki a configuration shaped by τ>k inside Dk (playing
the role of D0; here we have to make a dilation by d
−1
i ).
These isomorphisms satisfy obvious quadratic relations connected with pairs 0 < i <
j < ht(τ). We leave their formulation to the reader.
7.4. Enhanced trees. We will call an enhanced tree a couple (τ, ~α) where τ is a tree
and ~α ∈ N[I]K ′(τ). Vector ~α will be called enhancement of τ .
Let us define cutting for enhanced trees. Given τ and i as in 7.2.1, let us note that
K ′(τ≤i) and K ′(τ≥k) are subsets of K ′(τ). We define
~α≤i ∈ N[I]K ′(τ≤i), ~α≥k ∈ N[I]K ′(τ≥k)
as the corresponding subsequences of ~α.
Let us define operations ∂i for enhanced trees. Namely, in the setup of 7.2.2, we define
∂i~α = (α
′
k) ∈ N[I]K ′(∂iτ) as follows. If i = p then K ′(∂pτ) ⊂ K ′(τ), and we define ∂p~α
as a corresponding subsequence. If i < p, we set α′k = αk if k ∈ Kj , j > i or j < i−1.
If j = i− 1, we set
α′k = αk +
∑
l∈ρ−1i−1(k)
αl.
7.5. Enhanced disk operad. Given an enhanced tree (τ, ~α), let us define a config-
uration space A~α(τ) as follows. Its points are couples ( ~D, t), where ~D ∈ O(τ) and
t = (tj) is an α-colored configuration in A1 (see II.6.12) such that
for each k ∈ K ′(τ) exactly αk points lie inside
◦
Dk(τ) if k 6∈ Kτ (resp., inside Dk(τ)
if k ∈ Kτ ) (see 7.3.1).
In particular, all points lie inside D∗(τ) = D(0; 1) and outside
⋃
k∈Kτ D¯k if τ is young.
This space is an open subspace of the product O(τ)×Aα.
We will also use a notation
Aα(L; d) := Aα(L −→ {∗}; d)
for elementary trees and Aα(L) for Aα(L; 0).
The isomorphisms (227) induce isomorphisms
A~α(τ) ∼= A~α≤i(τ≤i)×
∏
k∈Ki
A~α≥k(τ≥k) (228)
We have embeddings
di : A~α(τ) −→ A∂i~α(∂iτ), 0 < i ≤ p, (229)
— dropping all disks Dk, k ∈ Ki.
We have obvious open embeddings
A~α(τ) →֒ Aα(Kτ ; dτ) →֒ Aα(Kτ ) (230)
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7.6. Marked trees. We will call a marked tree a triple (τ, ~α, ~µ) where (τ, ~α) is an
enhanced tree, and ~µ ∈ XKτ . We will call ht(τ) the height of this marked tree.
Let us define operations ∂i, 0 < i ≤ p = ht(τ) for marked trees. Namely, for i < p we
set ∂i~µ = ~µ. For i = p we define ∂p~µ as (µ
′
k)k∈Kp−1, where
µ′k =
∑
l∈ρ−1p−1(k)
µl − α′l.
Let us define cutting for marked trees. Namely, for 1 ≤ i < p we define ~µ≤i as
∂i+1 . . . ∂p−1∂p~µ.
Next, for k ∈ Ki we have Kτ≥k ⊂ Kτ , and we define ~µ≥k as a corresponding subse-
quence of ~µ.
7.7. Marked disk operad. Now we can introduce our main objects. For each
marked tree (τ, ~α, ~µ) we define A~α~µ(τ) as a topological space A~α(τ) defined above,
together with a marking ~µ of the tree τ considered as an additional index assigned to
this space.
We will regard A~α~µ(τ) as a space whose points are configurations ( ~D, t) ∈ A~α(τ),
together with a marking of smallest disks Dk, k ∈ Kτ , by weights µk.
As above, we will use abbreviations Aα~µ(L; d) for Aα~µ(L −→ {∗}; d) (where ~µ ∈ XL)
and Aα~µ(L) for Aα~µ(L; 0).
We have natural open embeddings
di : A~α~µ −→ A∂i~α∂i~µ(∂iτ), 0 < i ≤ p, (231)
and
A~α(τ) →֒ Aα(Kτ ; dτ) →֒ Aα(Kτ ) (232)
induced by the corresponding maps without marking.
The substitution isomorphisms (228) induce isomorphisms
A~α~µ(τ) ∼= A~α≤i~µ≤i(τ≤i)×
∏
k∈Ki
A~α≥k~µ≥k (τ≥k) (233)
7.8. We define closed embeddings
σ = σα
~µ;~β
: Aα~µ(K) −→ Aα+β~µ+~β′(K) (234)
where ~β = (βk)k∈K , βk =
∑
i b
i
k · i and β =
∑
k βk. By definition, σ leaves points uk
intact (changing their markings) and adds bik copies of points of color i equal to uk.
7.9. Stratifications. We set
•Aα~µ(K) := Aα~µ(K)−
⋃
~γ>0
σ(Aα−γ~µ−~γ(K))
We define a toric stratification of Aα~µ(K) as
Aα~µ(K) =
∐
~β<~α
σ(
•Aβ
~µ−~α′+~β′(K))
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A principal stratification on Aα~µ(K) is defined as follows. The space Aα~µ(K) is a
quotient of
◦
AK × AJ where π : J −→ I is an unfolding of α (cf. II.6.12). We define
the principal stratification as the image of the diagonal stratification on
◦
AK × AJ
under the canonical projection
◦
AK × AJ −→ Aα~µ(K). We will denote by
◦Aα~µ(K) the
open stratum of the principal stratification.
8. Cohesive local systems KI
8.1. Let us fix a non-empty finite set K. Suppose we are given ~µ ∈ XK and α ∈ N[I].
Let us pick an unfolding of α, π : J −→ I. Let
πα~µ : (D(0; 1)
K ×D(0; 1)J)◦ −→ ◦Aα~µ(K) (235)
denote the canonical projection (here (D(0; 1)K×D(0; 1)J)◦ denotes the open stratum
of the diagonal stratification).
Let us define a one dimensional local system πI~µ by the same procedure as in 3.1. Its
fiber over each positive chamber C ∈ π0((D(0; 1)K ×D(0; 1)J)◦R) is identified with k.
Monodromies along the standard paths are given by the formulas
CTij = ζ
−π(i)·π(j), CTik = ζ2µk·π(i)
′
, CTkm = ζ
−µk·µm , (236)
i, j ∈ J, i 6= j; k,m ∈ K, k 6= m. Here CTij and CTkm are half-circles, and CTik
are full circles. This definition essentially coincides with II.12.6, except for an overall
sign.
We define a one-dimensional local system Iα~µ (K) over
◦Aα~µ(K) as
Iα~µ := (π∗ πI~µ)sgn (237)
where the superscript (•)sgn has the same meaning as in 3.1.
For each non-empty subset L ⊂ K we can take a part of weights ~µL = (µk)k∈L and
get a local system Iα~µ (L) over
◦Aα~µ(L).
For each marked tree (τ, ~α, ~µ) with Kτ ⊂ K, we define the local system I~α~µ (τ) as the
restriction of Iα~µ (Kτ ) with respect to embedding (232).
8.2. Factorization. . The same construction as in 3.2 defines factorization isomor-
phisms
φi = φ
~α
i;~µ(τ) : I~α~µ (τ) ∼= I~α≤i~µ≤i (τ≤i)⊠ × k∈KiI
~α≥k
~µ≥k
(τ≥k) (238)
They satisfy the property of
8.3. Associativity. For all 0 < i < j < p squares
139
I(τ≤i)⊠ × k∈Ki I(τ≥k;≤j)⊠ × l∈Kj I(τ≥l)
I(τ)
I(τ≤j)⊠ × l∈Kj I(τ≥l) I(τ≤i)⊠ × k∈Ki I(τ≥k)

HHHHHj

HHHHHj
φj
φi ⊠ id id⊠ φj
φi
commute. (To unburden the notation we have omitted irrelevant indices — they are
restored uniquely.)
8.4. The collection of local systems KI = {Iα~µ (L), L ⊂ K}, together with the
factorization isomorphisms defined above, will be called the cohesive local system over
K
◦A.
8.5. Let us define perverse sheaves
•I~α~µ(τ) := j!∗I~α~µ (τ)[dim A~α~µ(τ)] ∈M(
•A~α~µ(τ);S)
where j :
◦A~α~µ(τ) →֒
•A~α~µ(τ) denotes the embedding. By functoriality, the factorization
isomorphisms (238) induce isomorphisms
φi = φ
~α
i;~µ(τ) :
•I~α~µ(τ) ∼=
•I~α≤i~µ≤i (τ≤i)⊠ × k∈Ki
•I~α≥k~µ≥k (τ≥k) (239)
These isomorphisms satisfy an associativity property completely analogous to 8.3; one
should only replace I by •I in the diagrams.
9. Factorizable sheaves over KA
We keep the assumptions of the previous section.
9.1. The first goal of this section is to define a k-linear category KF˜S whose objects
will be called factorizable sheaves (over (KA, KI)). Similarly to F˜S, this category is
by definition a product of k-categories
KF˜S = ∏
~c∈π0(A)K
KF˜S~c. (240)
Objects of KF˜S~c will be called factorizable sheaves supported at ~c.
9.2. Definition. A factorizable sheaf X over (KA, KI) supported at ~c = (ck) ∈
π0(A)K is the following collection of data:
(a) a K-tuple of weights ~λ = (λk) ∈ XK such that λk ∈ Xck, to be denoted by ~λ(X );
(b) for each α ∈ N[I] a sheaf X α(K) ∈M(Aα~λ(K);S).
Taking restrictions, as in 8.1, we get for each K-based enhanced tree (τ, ~α) sheaves
X ~α(τ) ∈M(A~α~λ(τ);S).
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(c) For each enhanced tree (τ, ~α) of height 2, τ = (K
id−→ K −→ {∗}; (1, d, 0)),
~α = (α, ~β) where α ∈ N[I]; ~β ∈ N[I]K , a factorization isomorphism
ψ(τ) : X (α,~β)(τ) ∼=
•Iα~λ(τ)≤1(τ≤1)⊠ X
(0,~β)(τ) (241)
These isomorphisms should satisfy
Associativity axiom.
For all enhanced trees (τ, ~α) of height 3, τ = (K
id−→ K id−→ K −→ {∗}; (1, d1, d2, 0)),
~α = (α, ~β,~γ) where α ∈ N[I]; ~β,~γ ∈ N[I]K, the square
X (α,~β,~γ)(τ)
•I(α,~β)~λ(τ)≤2(τ≤2)⊠ X
(0,~0,~γ)(τ)
•Iα~λ(τ)≤1(τ≤1)⊠ X
(0,~β,~γ)(τ)
•Iα~λ(τ)≤1(τ≤1)⊠ × k∈K
•Iβk~λ(τ)≥k;≤2(τ≥k;≤2)⊠ X
(0,~0,~γ)(τ)

HHHHHj

HHHHHj
ψ2
φ1 ⊠ id id⊠ ψ2
ψ1
commutes.
9.3. Let X be as above. For each ~µ ∈ XK , ~µ ≥ ~λ, so that ~µ = ~λ + ~β ′ for some
~β ∈ N[I]K , and α ∈ N[I], let us define a sheaf X α~µ (K) ∈M(Aα~µ(K);S) as σ∗X α−β(K).
For example, X α~λ (K) = X α(K).
Taking restrictions, the sheaves X ~α~µ (τ) ∈ M(A~α~µ(τ);S) for all K-based trees τ are
defined.
9.4. Suppose X ,Y are two factorizable sheaves supported at ~c, ~λ = ~λ(X ), ~ν = ~λ(Y).
Let ~µ ∈ XK , ~µ ≥ ~λ, ~µ ≥ ~ν. By definition, we have canonical isomorphisms
θ = θα
~µ;~β
: HomAα
~µ
(K)(X α~µ (K),Yα~µ (K)) ∼−→ HomAα+β
~µ+~β′
(K)(X α+β~µ+~β′(K),Y
α+β
~µ+~β′
(K))
(242)
for each α ∈ N[I], ~β ∈ N[I]K .
9.4.1. Suppose we are given ~β = (βk) ∈ N[I]K . Let β = ∑k βk as usually. Choose a
real d, 0 < d < 1.
Consider a marked tree (τd, (0, ~β), ~µ) where
τd = (K
id−→ K −→ {∗}; (0, d, 1)).
We have the restriction homomorphism
ξ~µ;~β;d : HomAβ
~µ
(K)(X β~µ (K),Yβ~µ (K)) −→ HomA(0,~β)
~µ
(τd)
(X (0,~β)~µ (τd),Y (0,
~β)
~µ (τd))
(243)
Suppose we are given ′~β = (′βk) ∈ N[I]K such that ′~β ≤ ~β. Let ′β = ∑k ′βk as
usually. Choose a real ε, 0 < ε < d.
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The restriction and the factorization isomorphisms ψ induce the map
η
~β;d
~µ; ′~β;ε
: HomA(0,~β)
~µ
(τd)
(X (0,~β)~µ (τd),Y (0,
~β)
~µ (τd)) −→ HomA(0, ′~β)
~µ
(τε)
(X (0, ′~β)~µ (τε),Y (0,
′~β)
~µ (τε))
(244)
The associativity axiom implies that these maps satisfy an obvious transitivity prop-
erty.
We define the space HomKF˜S(X ,Y) as the following inductive-projective limit
HomKF˜S(X ,Y) := lim→ lim← HomAα~µ(K)(X
α
~µ (K),Yα~µ (K)) (245)
where the inverse limit is understood as follows. Its elements are collections of maps
{fαK : X α~µ (K) −→ Yα~µ (K)}
given for all α ∈ N[I], ~β ∈ N[I]K , such that for every α, ′~β ≤ ~β, 0 < ε < d < 1 as
above, we have
η
~β;d
~µ; ′~β;ε
ξ~µ;~β;d(f
β
K) = ξ~µ; ′~β;ε(f
′β
K )
~µ being fixed. The direct limit is taken over ~µ ∈ XK such that ~µ ≥ ~λ, ~µ ≥ ~ν, the
transition maps being induced by (242).
With these spaces of homomorphisms, factorizable sheaves supported at ~c form a k-
linear category to be denoted by KF˜S~c. As we have already mentioned, the category
of factorizable sheaves KF˜S is by definition the product (240).
FINITE SHEAVES
9.5. Definition. A sheaf X ∈ KF˜S~c is called finite if there exists only finitely many
~β ∈ N[I]K such that the singular support of X α~λ (K) contains the conormal bundle to
σα−β~λ−~β′;~β(A
α−β
~λ−~β′) (see (234)) for α ≥ β =
∑
k βk.
A sheaf X = ⊕~cX~c ∈ KF˜S, X~c ∈ KF˜S~c is called finite if all X~c are finite.
9.6. Suppose we are given finite sheaves X ,Y ∈ KFS~c; and ~µ ≥ ~λ(X ), ~λ(Y). As in
the proof of the Lemma 5.3, one can see that there exists ′~β ∈ N[I]K such that for
any ~β ≥ ′~β the map
η
′~β;d
~µ;~β;ε
: HomA(0,~β)
~µ
(τd)
(X (0,~β)~µ (τd),Y (0,
~β)
~µ (τd)) −→ HomA(0, ′~β)
~µ
(τε)
(X (0, ′~β)~µ (τε),Y (0,
′~β)
~µ (τε))
(246)
is an isomorphism. We will identify all the spaces HomA(0,~β)
~µ
(τd)
(X (0,~β)~µ (τd),Y (0,
~β)
~µ (τd))
with the help of the above isomorphisms, and we will denote this stabilized space by
HomKFS(X ,Y). Evidently, it does not depend on a choice of ′~β.
Quite similarly to the loc.cit one can see that for any ~β ≥ ′~β the map
ξ~µ;~β;d : HomAβ
~µ
(K)(X β~µ (K),Yβ~µ (K)) −→ HomA(0,~β)
~µ
(τd)
(X (0,~β)~µ (τd),Y (0,
~β)
~µ (τd))
(247)
is an injection.
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Thus we may view HomAβ
~µ
(K)(X β~µ (K),Yβ~µ (K)) as the subspace of HomKFS(X ,Y).
We define HomKFS(X ,Y) ⊂ HomKFS(X ,Y) as the projective limit of the system of
subspaces HomAβ
~µ
(K)(X β~µ (K),Yβ~µ (K)), ~β ≥ ′~β.
With such definition of morphisms finite factorizable sheaves supported at ~c form an
abelian category to be denoted by KFS~c. We set by definition
KFS = ∏
~c∈π0(A)K
KFS~c (248)
10. Gluing
10.1. Let
Aαµ;1 ⊂ Aαµ
denote an open configuration subspace parametrizing configurations lying entirely
inside the unit disk D(0; 1). Due to monodromicity, the restriction functors
M(Aαµ;S) −→M(Aαµ;1;S)
are equivalences.
Let {∗} denote a one-element set. We have closed embeddings
i : Aαµ;1 →֒ Aαµ({∗}),
which identify the first space with the subspace of the second one consisting of con-
figurations with the small disk centered at 0. The inverse image functors
i∗[−1] :M(Aαµ({∗});S) −→M(Aαµ;S) (249)
are equivalences, again due to monodromicity. Thus, we get equivalences
M(Aαµ;S) ∼−→M(Aαµ({∗};S)
which induce canonical equivalences
F˜S ∼−→ F˜S{∗} (250)
and
FS ∼−→ FS{∗} (251)
Using these equivalences, we will sometimes identify these categories.
10.2. Tensor product of categories. Let B1,B2 be k-linear abelian categories.
Their tensor product category B1 ⊗ B2 is defined in §5 of [D2]. It comes together
with a canonical right biexact functor B1×B2 −→ B1⊗B2, and it is the initial object
among such categories.
10.2.1. Basic Example. LetMi, i = 1, 2, be complex algebraic varieties equipped with
algebraic Whitney stratifications Si. Let Bi =M(Mi;Si). Then
B1 ⊗ B2 =M(M1 ×M2;S1 × S2).
The canonical functor B1 × B2 −→ B1 ⊗ B2 sends (X1,X2) to X1 ⊠ X2.
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10.2.2. Recall the notations of 9.4.1. Let us consider the following category FS⊗K .
Its objects are the collections of perverse sheaves X (0,~β)~µ (τd) on the spaces A(0,
~β)
~µ (τd)
for sufficiently small d, satisfying the usual factorization and finiteness conditions.
The morphisms are defined via the inductive-projective system with connecting maps
η
~β;d
~µ; ′~β;ε
. Using the above Basic Example, one can see easily that the category FS⊗K
is canonically equivalent to FS ⊗ . . .⊗ FS (K times) which justifies its name.
By definition, the category KFS comes together with the functor pK : KFS −→
FS⊗K injective on morphisms. In effect,
HomKFS(X ,Y) →֒ HomKFS(X ,Y) = HomFS⊗K (pK(X ), pK(Y)).
Let us construct a functor in the opposite direction.
10.3. Gluing of factorizable sheaves. For each 0 < d < 1 let us consider a tree
τd = (K
id−→ K −→ {∗}; (1, d, 0)).
Suppose we are given α ∈ N[I]. Let V(α) denote the set of all enhancements ~α =
(α∗; (αk)k∈K) of τ such that α∗ +
∑
k∈K αk = α. Obviously, the open subspaces
A~α(τd) ⊂ Aα(K), for varying d and ~α ∈ V(α), form an open covering of Aα(K).
Suppose we are given a collection of factorizable sheaves Xk ∈ FSck , k ∈ K. Set
~λ = (λ(Xk)) ∈ XK . For each d, ~α as above consider a sheaf
X ~α(τd) :=
•Iα∗~λ≤1(τd;≤1)⊠ × k∈K X
αk
k
over A~α~λ(τd).
Non-trivial pairwise intersections of the above open subspaces look as follows. For
0 < d2 < d1 < 1, consider a tree of height 3
ς = ςd1,d2 = (K
id−→ K id−→ K −→ {∗}; (1, d1, d2, 0)).
We have ∂1ς = τd2 , ∂2ς = τd1 . Let
~β = (β∗, (β1;k)k∈K, (β2;k)k∈K) be an enhancement
of ς. Set ~α1 = ∂2~β, ~α2 = ∂1~β. Note that ~β is defined uniquely by ~α1, ~α2. We have
A~β~λ(ς) = A
~α1
~λ
(τd1) ∩A~α2~λ (τd2).
Due to the factorization property for sheaves
•I and Xk we have isomorphisms
X ~α1(τd1)|A~β
~λ
(ς)
∼=
•I∂3~β
∂3~λ
(∂3ς)⊠ × k∈K(Xk)
β2;k
λk
,
and
X ~α2(τd2)|A~β
~λ
(ς)
∼=
•I∂3~β
∂3~λ
(∂3ς)⊠ × k∈K(Xk)
β2;k
λk
Taking composition, we get isomorphisms
φ~α1,~α2d1,d2 : X ~α1(τd1)|A~α1
~λ
(τd1 )∩A
~α2
~λ
(τd2 )
∼−→ X ~α2(τd2)|A~α1
~λ
(τd1 )∩A
~α2
~λ
(τd2 )
(252)
From the associativity of the factorization for the sheaves
•I and Xk it follows that the
isomorphisms (252) satisfy the cocycle condition; hence they define a sheaf X α(K)
over Aα~λ(K).
Thus, we have defined a collection of sheaves {X α(K)}. Using the corresponding
data for the sheaves Xk, one defines easily factorization isomorphisms 9.2 (d) and
144
check that they satisfy the associativity property. One also sees immediately that the
collection of sheaves {X α(K)} is finite. We leave this verification to the reader.
This way we get maps ∏
k
Ob(FSck) −→ Ob(KFS~c), ~c = (ck)
which extend by additivity to the map
gK : Ob(FSK) −→ Ob(KFS) (253)
To construct the functor
gK : FSK −→ KFS (254)
it remains to define gK on morphisms.
Given two collections of finite factorizable sheaves Xk,Yk ∈ FSck , k ∈ K, let us choose
~λ = (λk)k∈K such that λk ≥ λ(Xk), λ(Yk) for all k ∈ K. Suppose we have a collection
of morphisms fk : Xk −→ Yk, k ∈ K; that is the maps fαkk : (Xk)αkλk −→ (Yk)αkλk given
for any αk ∈ N[I] compatible with factorizations.
Given α ∈ N[I] and an enhancement ~α ∈ V(α) as above we define the morphism
f ~α(τd) : X ~α(τd) −→ Y~α(τd) over A~α~λ(τd) as follows: it is the tensor product of the
identity on
•Iα∗~λ≤1(τd;≤1) with the morphisms f
αk
k : (Xk)αkλk −→ (Yk)αkλk .
One sees easily as above that the morphisms f ~α(τd) glue together to give a mor-
phism fα(K) : X α(K) −→ Yα(K); as α varies they provide a morphism f(K) :
gK((Xk)) −→ gK((Yk)). Thus we have defined the desired functor gK . Obviously it is
K-exact, so by universal property it defines the same named functor
gK : FS⊗K −→ KFS (255)
By the construction, the composition pK ◦ gK : FS⊗K −→ FS⊗K is isomorphic to
the identity functor. Recalling that pK is injective on morphisms we see that gK and
pK are quasiinverse. Thus we get
10.4. Theorem. The functors pK and gK establish a canonical equivalence
KFS ∼−→ FS⊗K 2
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11. Fusion
BRAIDED TENSOR CATEGORIES
In this part we review the definition of a braided tensor category following
Deligne, [D1].
11.1. Let C be a category, Y a locally connected locally simply connected topological
space. By a local system over Y with values in C we will mean a locally constant sheaf
over Y with values in C. They form a category to be denoted by Locsys(Y ; C).
11.1.1. We will use the following basic example. If X is a complex algebraic variety
with a Whitney stratification S then the category M(X × Y ;S × SY ;tr) is equivalent
to Locsys(Y ;M(X;S)). Here SY ;tr denotes the trivial stratification of Y , i.e. the
first category consists of sheaves smooth along Y .
11.2. Let π : K −→ L be an epimorphism of non-empty finite sets. We will use the
notations of 7.3. For real ǫ, δ such that 1 > ǫ > δ > 0, consider a tree
τπ;ǫ,δ = (K
π−→ L −→ {∗}; (1, ǫ, δ))
We have an isomorphism which is a particular case of (227):
O(τπ;ǫ,δ) ∼= O(L; ǫ)×
∏
l∈L
O(Kl; δǫ−1)
where Kl := π
−1(l).
11.2.1. Lemma There exists essentially unique functor
rπ : Locsys(O(K); C) −→ Locsys(O(L)×
∏
l
O(Kl); C)
such that for each ǫ, δ as above the square
Locsys(O(K); C) -rπ Locsys(O(L)×∏l O(Kl); C)
Locsys(τπ;ǫ,δ; C) -∼ Locsys(O(L; ǫ)×∏l O(Kl; δǫ−1); C)? ?
commutes.
Proof follows from the remark that O(L) is a union of its open subspaces
O(L) = ⋃
ǫ>0
O(L; ǫ). 2
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11.3. Let C be a category. A braided tensor structure on C is the following collection
of data.
(i) For each non-empty finite set K a functor
⊗K : CK −→ Locsys(O(K); C), {Xk} 7→ ⊗K Xk
from the K-th power of C to the category of local systems (locally constant sheaves)
over the space O(K) with values in C (we are using the notations of 7.3).
We suppose that ⊗{∗} X is the constant local system with the fiber X.
(ii) For each π : K −→ L as above a natural isomorphism
φπ : (⊗K Xk)|O(L)×∏O(Kl) ∼−→ ⊗L (⊗Kl Xk).
To simplify the notation, we will write this isomorphism in the form
φπ : ⊗K Xk ∼−→ ⊗L (⊗Kl Xk),
implying that in the left hand side we must take restriction.
These isomorphisms must satisfy the following
Associativity axiom. For each pair of epimorphisms K
π−→ L ρ−→M the square
⊗K Xk
⊗M (⊗Km Xk) ⊗L(⊗Kl Xk)
⊗M (⊗Lm(⊗Kl Xk))

HHHHHj

HHHHHj
φρπ φπ
⊗M φπ|Km φρ
where Km := (ρπ)
−1(m), Lm := ρ−1(m), commutes.
11.4. The connection with the conventional definition is as follows. Given two objects
X1, X2 ∈ Ob C, define an objectX1
•⊗X2 as the fiber of⊗{1,2}Xk at the point (1/3, 1/2).
We have natural isomorphisms
AX1,X2,X3 : X1
•⊗(X2
•⊗X3) ∼−→ (X1
•⊗X2)
•⊗X3
coming from isomorphisms φ associated with two possible order preserving epimorphic
maps {1, 2, 3} −→ {1, 2}, and
RX1,X2 : X1
•⊗X2 ∼−→ X2
•⊗X1
coming from the standard half-circle monodromy. Associativity axiom for φ is equiv-
alent to the the usual compatibilities for these maps.
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11.5. Now suppose that the data 11.3 is given for all (possibly empty) tuples and all
(not necessarily epimorphic) maps. The space O(∅) is by definition one point, and a
local system ⊗∅ over it is simply an object of C; let us denote it 1 and call a unit of
our tensor structure. In this case we will say that C is a braided tensor category with
unit.
In the conventional language, we have natural isomorphisms
1
•⊗X ∼−→ X
(they correspond to {2} →֒ {1, 2}) satisfying the usual compatibilities with A and R.
FUSION FUNCTORS
11.6. Let
Aα;1 ⊂ Aα
denote the open subspace parametrizing configurations lying inside the unit disk
D(0; 1).
Let K be a non-empty finite set. Obviously, Aα(K) = Aα;1×O(K), and we have the
projection
Aα(K) −→ O(K).
Note also that we have an evident open embedding O(K) →֒ D(0; 1)K.
Our aim in this part is to define certain fusion functors
ΨK : D(Aα(K)) −→ Dmon(Aα({∗})×O(K))
where (•)mon denotes the full subcategory of complexes smooth along O(K). The
construction follows the classical definition of nearby cycles functor, [D3].
11.7. Poincare´ groupoid. We start with a topological notation. Let X be a con-
nected locally simply connected topological space. Let us denote by X˜ ×X the space
whose points are triples (x, y, p), where x, y ∈ X; p is a homotopy class of paths in X
connecting x with y. Let
cX : X˜ ×X −→ X ×X (256)
be the evident projection. Note that for a fixed x ∈ X, the restriction of cX to
c−1X (X × {x}) is a universal covering of X with a group π1(X; x).
11.8. Consider the diagram with cartesian squares
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Aα({∗})×O(K) Âα(K)×O(K) Aα(K)×O(K) ˜Aα(K)×O(K)
D(0, 1)×O(K) D(0; 1)K ×O(K) O(K)×O(K) ˜O(K)×O(K)
? ? ? ?
-∆˜
-∆
ffj˜
ffj
ff c˜
ff c
where we have denoted Âα(K) := Aα;1×D(0; 1)K. Here ∆ is induced by the diagonal
embedding D(0; 1) →֒ D(0; 1)K, j — by the open embedding O(K) →֒ D(0; 1)K, c is
the map (256). The upper horizontal arrows are defined by pull-back.
We define ΨK as a composition
ΨK = ∆˜
∗j˜∗c˜∗c˜∗p∗[1]
where p : Aα(K)×O(K) −→ Aα(K) is the projection.
This functor is t-exact and induces an exact functor
ΨK :M(Aα(K);S) −→M(Aα({∗})×O(K);S × Str) (257)
where Str denotes the trivial stratification of O(K).
11.9. Set
Aα(K)d := Aα;1 ×O(K; d)
The categoryM(Aα(K);S) is equivalent to the ”inverse limit” ”lim← ”M(Aα(K)d;S).
Let π : K −→ L be an epimorphism. Consider a configuration space
Aα(τπ;d) := Aα;1 ×O(τπ;d)
where τπ;d := τπ;d,0. An easy generalization of the definition of ΨK yields a functor
Ψπ;d :M(Aα(τπ;d)) −→M(Aα(L)d ×
∏
l∈L
O(Kl))
(In what follows we will omit for brevity stratifications from the notations of abelian
categoriesM(•), implying that we use the principal stratification on all configuration
spaces Aα(•) and the trivial stratification on spaces O(•), i.e. our sheaves are smooth
along these spaces.) Passing to the limit over d > 0 we conclude that there exists
essentially unique functor
ΨK−→L :M(Aα(K)) −→M(Aα(L)×
∏
l
O(Kl)) (258)
such that all squares
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M(Aα(K)) -ΨK−→L M(Aα(L)×∏l O(Kl))
M(Aα(τπ;d)) -Ψπ;d M(Aα(L)d ×∏l O(Kl))? ?
commute (the vertical arrows being restrictions). If L = {∗}, we return to ΨK .
11.10. Lemma. All squares
M(Aα(K)) -ΨK M(Aα({∗})×O(K))
M(Aα(L)×∏l O(Kl)) -ΨL M(Aα({∗})×O(L)×∏l O(Kl))?
ΨK−→L
?
rπ
2-commute. More precisely, there exist natural isomorphisms
φK−→L : rπ ◦ΨK ∼−→ ΨL ◦ΨK−→L.
These isomorphisms satisfy a natural cocycle condition (associated with pairs of epi-
morphisms K −→ L −→ M).
11.11. Applying the functors ΨK componentwise, we get functors
ΨK :
KFS −→ Locsys(O(K);FS);
taking composition with the gluing functor gK , (254), we get functors
⊗K : FSK −→ Locsys(O(K);FS) (259)
It follows from the previous lemma that these functors define a braided tensor struc-
ture on FS.
11.12. Let us define a unit object in FS as 1FS = L(0) (cf. 6.3). One can show that
it is a unit for the braided tensor structure defined above.
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Chapter 3. Functor Φ
12. Functor Φ
12.1. Recall the category C defined in II.11.3.2 and II.12.2.
Our main goal in this section will be the construction of a tensor functor Φ : FS −→
C.
12.2. Recall that we have already defined in 4.5 a functor
Φ : FS −→ VectXf .
Now we will construct natural transformations
ǫi : Φλ(X ) −→ Φλ+i′(X )
and
θi : Φλ+i′(X ) −→ Φλ(X ).
We may, and will, assume that X ∈ FSc for some c. If λ 6∈ Xc then there is nothing
to do.
Suppose that λ ∈ Xc; pick α ∈ N[I] such that λ+ α′ ≥ λ(X ). By definition.
Φλ(X ) = Φα(X αλ+α′)
where Φα is defined in II.7.14 (the definition will be recalled below).
12.3. Pick an unfolding π : J −→ I of α, II.6.12; we will use the same notation for
the canonical projection
π : πA −→ Aαλ+α′ = Aα.
Let N be the dimension of Aα.
12.4. Recall some notations from II.8.4. For each r ∈ [0, N ] we have denoted by
Pr(J ; 1) the set of all maps
̺ : J −→ [0, r]
such that ̺(J) contains [r]. Let us assign to such ̺ the real point w̺ = (̺(j))j∈J ∈ πA.
There exists a unique positive facet of SR, F̺ containing w̺. This establishes a
bijection between Pr(J ; 1) and the set Facr of r-dimensional positive facets. At the
same time we have fixed on each F̺ a point w̺. This defines cells D
+
̺ := D
+
F̺ , S
+
̺ :=
S+F̺ , cf. II.7.2.
Note that this ”marking” of positive facets is Σπ-invariant. In particular, the group
Σπ permutes the above mentioned cells.
We will denote by {0} the unique zero-dimensional facet.
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12.5. Given a complex K from the bounded derived category Db(Aα), its inverse
image π∗K is correctly defined as an element of the equivariant derived category
Db(πA,Σπ) obtained by localizing the category of Σπ-equivariant complexes on πA.
The direct image π∗ acts between equivariant derived categories
π∗ : Db(πA,Σπ) −→ Db(Aα,Σπ)
(the action of Σπ on Aπ being trivial).
We have the functor of Σπ-invariants
(•)Σπ : Db(Aα,Σπ) −→ Db(Aα) (260)
12.5.1. Lemma. For every K ∈ Db(Aα) the canonical morphism
K −→ (π∗π∗K)Σπ
is an isomorphism.
Proof. The claim may be checked fiberwise. Taking of a fiber commutes with taking
Σπ-invariants since our group Σπ is finite and we are living over the field of char-
acteristic zero, hence (•)Σπ is exact. After that, the claim follows from definitions.
2
12.5.2. Corollary. For every K ∈ Db(Aα) we have canonical isomorphism
RΓ(Aα;K) ∼−→ RΓ(πA; π∗K)Σπ 2 (261)
12.6. Following II.7.13, consider the sum of coordinates function∑
tj :
πA −→ A1;
and for L ∈ D(πA;S) let Φ∑ tj (L) denote the fiber at the origin of the corresponding
vanishing cycles functor. If H ⊂ πA denotes the inverse image (∑ tj)−1({1}) then we
have canonical isomorphisms
Φ∑ tj (L) ∼= RΓ(πA, H ;L) ∼= Φ+{0}(L) (262)
The first one follows from the definition of vanishing cycles and the second one from
homotopy argument.
Note that the if L = π∗K for some K ∈ D(Aα;S) then the group Σπ operates canon-
ically on all terms of (262), and the isomorphisms are Σπ-equivariant.
Let us use the same notation ∑
tj : Aα −→ A1
for the descended function, and for K ∈ D(Aα;S) let Φ∑ tj (K) denote the fiber at the
origin of the corresponding vanishing cycles functor. If K belongs to M(Aα;S) then
Φ∑ tj (K) reduces to a single vector space and this is what we call Φα(K).
If H¯ denotes π(H) = (
∑
tj)
−1({1}) ⊂ Aα then we have canonical isomorphism
Φ∑ tj (K) ∼= RΓ(Aα, H¯;K)
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12.7. Corollary. (i) For every K ∈ D(Aα;S) we have a canonical isomorphism
iπ : Φ∑ tj (K) ∼−→ Φ+{0}(π∗K)Σπ . (263)
(ii) This isomorphism does not depend on the choice of an unfolding π : J −→ I.
Let us explain what (ii) means. Suppose π′ : J ′ −→ I be another unfolding of α.
There exists (a non unique) isomorphism
ρ : J
∼−→ J ′
such that π′ ◦ ρ = π. It induces isomorphisms
ρ∗ : Σπ′
∼−→ Σπ
(conjugation by ρ), and
ρ∗ : Φ+{0}((π
′)∗K) ∼−→ Φ+{0}(π∗K)
such that
ρ∗(σx) = ρ∗(σ)ρ∗(x),
σ ∈ Σπ′ , x ∈ Φ+{0}((π′)∗K). Passing to invariants, we get an isomorphism
ρ∗ : Φ+{0}((π
′)∗K)Σπ′ ∼−→ Φ+{0}(π∗K)Σπ .
Now (ii) means that iπ ◦ ρ∗ = iπ′. As a consequence, the last isomorphism does not
depend on the choice of ρ.
Proof. Part (i) follows from the preceding discussion and 12.5.2.
As for (ii), it suffices to prove that any automorphism ρ : J
∼−→ J respecting π induces
the identity automorphism of the space of invariants Φ+{0}(π
∗K)Σπ . But the action of
ρ on the space Φ+{0}(π
∗K) comes from the action of Σπ on this space, and our claim is
obvious. 2
In computations the right hand side of (263) will be used as a de facto definition of
Φα.
12.8. Suppose that α =
∑
aii; pick an i such that ai > 0.
Let us introduce the following notation. For a partition J = J1
∐
J2 and a positive d
let AJ1,J2(d) denote an open suspace of πA consisting of all points t = (tj) such that
|tj| > d (resp., |tj | < d) if j ∈ J1 (resp., j ∈ J2).
We have obviously
π−1(Ai,α−i(d)) = ∐
j∈π−1(i)
A{j},J−{j}(d) (264)
12.9. For j ∈ π−1(i) let πj : J − {j} −→ I denote the restriction of π; it is an
unfolding of α−i. The group Σπj may be identified with the subgroup of Σπ consisting
of automorphisms stabilizing j. For j′, j′′ ∈ J let (j′j′′) denotes their transposition.
We have
Σπj′′ = (j
′j′′)Σπj′ (j
′j′′)−1 (265)
For a fixed j ∈ π−1(i) we have a partition into cosets
Σπ =
∐
j′∈π−1(i)
Σπj(jj
′) (266)
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12.10. For j ∈ J let Fj denote a one-dimensional facet corresponding to the map
̺j : J −→ [0, 1] sending all elements to 0 except for j being sent to 1 (cf. 12.4).
For K ∈ D(Aα;S) we have canonical and variation maps
vj : Φ
+
{0}(π
∗K) −→←− Φ+Fj (π∗K) : uj
defined in II, (89), (90). Taking their sum, we get maps
vi : Φ
+
{0}(π
∗K) −→←− ⊕j∈π−1(i) Φ+Fj (π∗K) : ui (267)
Note that the group Σπ operates naturally on both spaces and both maps vi and ui
respect this action.
Let us consider more attentively the action of Σπ on ⊕j∈π−1(i) Φ+Fj (π∗K). A sub-
group Σπj respects the subspace Φ
+
Fj
(π∗K). A transposition (j′j′′) maps Φ+Fj′ (π∗K)
isomorphically onto Φ+Fj′′ (π
∗K).
Let us consider the space of invariants
(⊕j∈π−1(i) Φ+Fj (π∗K))Σπ
For every k ∈ π−1(i) the obvious projection induces isomorphism
(⊕j∈π−1(i) Φ+Fj (π∗K))Σπ
∼−→ (Φ+Fk(π∗K))Σπk ;
therefore for two different k, k′ ∈ π−1(i) we get an isomorphism
ikk′ : (Φ
+
Fk
(π∗K))Σπk ∼−→ (Φ+Fk′ (π∗K))
Σπ
k′ (268)
Obviously, it is induced by transposition (kk′).
12.11. Let us return to the situation 12.2 and apply the preceding discussion to
K = X αλ+α′ . We have by definition
Φλ(X ) = Φ∑ tj (X αλ+α′) ∼= Φ+{0}(π∗X αλ+α′)Σπ (269)
On the other hand, let us pick some k ∈ π−1(i) and a real d, 0 < d < 1. The subspace
F⊥k (d) ⊂ A{j},J−{j}(d) (270)
consisting of points (tj) with tk = 1, is a transversal slice to the face Fk. Consequently,
the factorization isomorphism for X αλ+α′ lifted to A{j},J−{j}(d) induces isomorphism
Φ+Fk(π
∗X αλ+α′) ∼= Φ+{0}(π∗kX α−iλ+α′)⊗ (Iiλ+i′){1} = Φ+{0}(π∗kX α−iλ+α′)
Therefore we get isomorphisms
Φλ+i′(X ) = Φ+{0}(π∗kX α−iλ+α′)Σπk ∼= Φ+Fk(π∗X αλ+α′)Σπk ∼= (271)
∼= (⊕j∈π−1(i) Φ+Fj (π∗X αλ+α′))Σπ
It follows from the previous discussion that this isomorphism does not depend on the
intermediate choice of k ∈ π−1(i).
Now we are able to define the operators θi, ǫi:
ǫi : Φλ(X ) −→←− Φλ+i′(X ) : θi
By definition, they are induced by the maps ui, vi (cf. (267)) respectively (for K =
X αλ+α′) after passing to Σπ-invariants and taking into account isomorphisms (269)
and (271).
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12.12. Theorem. The operators ǫi and θi satisfy the relations II.12.3, i.e. the previ-
ous construction defines functor
Φ˜ : FS −→ C˜
where the category C˜ is defined as in loc. cit.
Proof will occupy the rest of the section.
12.13. Let u+ (resp., u−) denote the subalgebra of u generated by all ǫi (resp., θi).
For β ∈ N[I] let u±β ⊂ u± denote the corresponding homogeneous component.
The proof will go as follows. First, relations II.12.3 (z), (a), (b) are obvious. We will
do the rest in three steps.
Step 1. Check of (d). This is equivalent to showing that the action of operators θi
correctly defines maps
u−β ⊗ Φλ+β′(X ) −→ Φλ(X )
for all β ∈ N[I].
Step 2. Check of (e). This is equivalent to showing that the action of operators ǫi
correctly defines maps
u+β ⊗ Φλ(X ) −→ Φλ+β′(X )
for all β ∈ N[I].
Step 3. Check of (c).
12.14. Let us pick an arbitrary β =
∑
bii ∈ N[I] and α ∈ N[I] such that λ + α′ ≥
λ(X ) and α ≥ β. We pick the data from 12.3. In what follows we will generalize the
considerations of 12.8 — 12.11.
Let U(β) denote the set of all subsets J ′ ⊂ J such that |J ′ ∩ π−1(i)| = bi for all i.
Thus, for such J ′, πJ ′ := π|J ′ : J ′ −→ I is an unfolding of β and πJ−J ′ — an unfolding
of α− β. We have a disjoint sum decomposition
π−1(Aβ,α−β(d)) = ∐
J ′∈U(β)
AJ
′,J−J ′(d) (272)
(cf. (264)).
12.15. For J ′ ∈ U(β) let FJ ′ denote a one-dimensional facet corresponding to the
map ̺J ′ : J −→ [0, 1] sending j 6∈ J ′ to 0 j ∈ J ′ — to 1 (cf. 12.4).
For K ∈ D(Aα;S) we have canonical and variation maps
vJ ′ : Φ
+
{0}(π
∗K) −→←− Φ+FJ′ (π∗K) : uJ ′
Taking their sum, we get maps
vβ : Φ
+
{0}(π
∗K) −→←− ⊕J ′∈U(β) Φ+FJ′ (π∗K) : uβ (273)
The group Σπ operates naturally on both spaces and both maps vβ and uβ respect
this action.
A subgroup ΣJ ′ respects the subspace Φ
+
FJ′
(π∗K). The projection induces an isomor-
phism
(⊕J ′∈U(β) Φ+FJ′ (π∗K))Σπ
∼−→ Φ+FJ′ (π∗K)ΣJ′ .
We have the crucial
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12.16. Lemma. Factorization isomorphism for X induces canonical isomorphism
u−β ⊗ Φλ+β′(X ) ∼= (⊕J ′∈U(β) Φ+FJ′ (π∗X αλ+α′))Σπ (274)
Proof. The argument is the same as in 12.11, using II, Thm. 6.16. 2
12.17. As a consequence, passing to Σπ-invariants in (273) (for K = X αλ+α′) we get
the maps
ǫβ : Φλ(X ) −→←− u−β ⊗ Φλ+β′(X ) : θβ
12.18. Lemma. The maps θβ provide Φ(X ) with a structure of a left module over the
negative subalgebra u−.
Proof. We must prove the associativity. It follows from the associativity of factor-
ization isomorphisms. 2
This lemma proves relations II.12.3 (d) for operators θi, completing Step 1 of the
proof of our theorem.
12.19. Now let us consider operators
ǫβ : Φλ(X ) −→ u−β ⊗ Φλ+β′(X ).
By adjointness, they induce operators
u−∗β ⊗ Φλ(X ) −→ Φλ+β′(X )
The bilinear form S, II.2.10, induces isomorhisms
S : u−∗β
∼−→ u−β ;
let us take their composition with the isomorphism of algebras
u− ∼−→ u+
sending θi to ǫi. We get isomorphisms
S ′ : u−∗β
∼−→ u+β
Using S ′, we get from ǫβ operators
u+β ⊗ Φλ(X ) −→ Φλ+β′(X )
12.19.1. Lemma. The above operators provide Φ(X ) with a structure of a left u+-
module.
For β = i they coincide with operators ǫi defined above.
This lemma completes Step 2, proving relations II.12.3 (e) for generators ǫi.
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12.20. Now we will perform the last Step 3 of the proof, i.e. prove the relations
II.12.3 (c) between operators ǫi, θj . Consider a square
Φλ+i′(X )
Φλ(X ) Φλ−j′+i′(X )
Φλ−j′(X )


*ǫi
HHHHHjθj 

*
ǫi
HHHHHj
θj
We have to prove that
ǫiθj − ζ i·jθjǫi = δij(1− ζ−2λ·i′) (275)
(cf. (193)).
As before, we may and will suppose that X ∈ FSc and λ ∈ Xc for some c. Choose
α ∈ N[I] such that α ≥ i, α ≥ j and λ− j′ + α′ ≥ λ(X ). The above square may be
identified with the square
Φα−i−j(X α−i−jλ−j′+α′)
Φα−j(X α−jλ−j′+α′) Φα−i(X α−iλ−j′+α′)
Φα(X αλ−j′+α′)


*ǫi
HHHHHjθj 

*
ǫi
HHHHHj
θj
12.21. Choose an unfolding π : J −→ I of α; let Σ = Σπ be its automorphism group,
and π : A = πA −→ Aα denote the corresponding covering. We will reduce our proof
to certain statements about (vanishing cycles of) sheaves on A.
Let us introduce a vector space
V = H0Φ+{0}(π
∗X αλ−j′+α′);
the group Σ operates on it, and we have
Φα(X αλ−j′+α′) ∼= V Σ (276)
For each k ∈ J we have a positive one-dimensional facet Fk ⊂ AR defined as in 12.10.
Denote
Vk = H
0Φ+Fk(π
∗X αλ−j′+α′);
we have canonically
Φα−p(X α−pλ−j′+α′) ∼= (⊕k∈π−1(p)Vk)Σ (277)
for each p ∈ I, p ≤ α, cf. 12.11.
157
12.21.1. We have to extend considerations of 12.11 to two-dimensional facets. For
each pair of different k, l ∈ J such that π(k) = i, π(l) = j, let Fkl denote a two-
dimensional positive facet corresponding to the map ̺ : J −→ [0, 2] sending k to 1, l
— to 2 and all other elements — to zero (cf. 12.4). Set
Vkl = H
0Φ+Fkl(π
∗X αλ−j′+α′).
Again, due to equivariance of our sheaf, the group Σ operates on ⊕ Vkl in such a way
that
σ(Vkl) = Vσ(k)σ(l).
Let
πkl : J − {k, l} −→ I
be the restriction of π. It is an unfolding of α− i− j; let Σkl denote its automorphism
group. Pick d1, d2 such that 0 < d2 < 1 < d1 < 2. The subspace
F⊥kl ⊂ A{l},{k},J−{k,l}(d1, d2) (278)
consisting of all points (tj) such that tk = 1 and tl = 2 is a transversal slice to fkl.
Consequently, factorization axiom implies canonical isomorphism
Φ+Fkl(π
∗X αλ−j′+α′) ∼= Φ+{0}(π∗klX α−i−jλ−j′+α′)⊗ (Iiλ+i′){1} ⊗ (Ijλ){2} = Φ+{0}(π∗klX α−i−jλ−j′+α′)
Symmetry. Interchanging k and l, we get isomorphisms
t : Vkl
∼−→ Vlk (279)
Passing to Σ-invariants, we get isomorphisms
Φα−i−j(X α−i−jλ−j′+α′) = Φ+{0}(π∗klX α−i−jλ−j′+α′)Σkl ∼= (280)
∼= Φ+Fkl(π∗X αλ−j′+α′)Σkl ∼= (⊕k∈π−1(i),l∈π−1(j),k 6=l Vkl)Σ
(cf. (271)).
12.22. The canonical and variation maps induce linear operators
vk : V
−→←− Vk : uk
and
vklk : Vk
−→←− Vlk : ulkk
which are Σ-equivariant in the obvious sense. Taking their sum, we get operators
V
−→←− ⊕k∈π−1(p)Vk −→←− ⊕l∈π−1(q),k∈π−1(p)Vlk
which induce, after passing to Σ-invariants, operators ǫp, ǫq and θp, θq.
Our square takes a form
(⊕k∈π−1(j),l∈π−1(i),k 6=lVlk)Σ (⊕k∈π−1(j),l∈π−1(i),k 6=lVkl)Σ
(⊕k∈π−1(j)Vk)Σ (⊕l∈π−1(i)Vl)Σ
V Σ
t∼−→
6∑
vklk
HHHHHj
∑
uk 

*∑
vl
?
∑
ukll
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Now we will formulate two relations between u and v which imply the necessary
relations between ǫ and θ.
12.23. Lemma. Suppose that i = j and π(k) = i. Consider operators
uk : Vk
−→←− V : vk.
The composition vku
k is equal to the multiplication by 1− ζ−2λ·i′.
Proof. Consider the transversal slice F⊥k (d) to the face Fk as in 12.11. It follows from
the definition of the canonical and variation maps, II.7.10, that composition vku
k is
equal to 1 − T−1 where T is the monodromy acquired by of Φ+{0}(π∗kX α−iλ−i′+α′) when
the point tk moves around the disc of radius d where all other points are living. By
factorization, T = ζ2λ·i
′
. 2
12.24. Lemma. For k ∈ π−1(j), l ∈ π−1(i), k 6= l, consider the pentagon
Vlk Vkl
Vk Vl
V
t∼−→
6
vklk
HHHHHjuk 

*
vl
?
ukll
We have
vlu
k = ζ i·juklk ◦ t ◦ vklk.
This lemma is a consequence of the following more general statement.
12.25. Let K ∈ D(A;S) be arbitrary. We have naturally
Φ+Fkl(K) ∼= Φ+{0}(K|F⊥kl(d1,d2)[−2])
Let
t : Φ+Fkl(K)
∼−→ Φ+Flk(K)
be the monodromy isomorphism induced by the travel of the point tl in the upper
half plane to the position to the left of tk (outside the disk of radius d1).
12.25.1. Lemma. The composition
v
{0}
Fl
◦ uFk{0} : Φ+Fk(K) −→ Φ+Fl(K)
is equal to uFklFl ◦ t ◦ vFkFlk .
12.26. It remains to note that due to 12.22 the desired relation (275) is a formal
consequence of lemmas 12.23 and 12.24. This completes the proof of Theorem 12.12.
2
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12.27. Taking composition of Φ˜ with an inverse to the equivalence Q, II (143), we
get a functor
Φ : FS −→ C (281)
13. Main properties of Φ
TENSOR PRODUCTS
13.1. Theorem. Φ is a tensor functor, i.e. we have natural isomorphisms
Φ(X •⊗Y) ∼−→ Φ(X )⊗ Φ(Y)
satisfying all necessary compatibilities.
Proof follows from the Additivity theorem, II.9.3. 2
DUALITY
13.2. Let C˜ζ−1 denote the category C˜ with the value of parameter ζ changed to ζ−1.
The notations FSζ−1, etc. will have the similar meaning.
Let us define a functor
D : C˜opp −→ C˜ζ−1 (282)
as follows. By definition, for V = ⊕Vλ ∈ Ob C˜opp = Ob C˜,
(DV )λ = V
∗
λ ,
and operators
θi,DV : (DV )λ
−→←− (DV )λ−i′ : ǫi,DV
are defined as
ǫi,DV = θ
∗
i,V ; θi,DV = −ζ2λ·i
′
ǫ∗i,V .
On morphisms D is defined in the obvious way. One checks directly that D is well
defined, respects tensor structures, and is an equivalence.
13.3. Let us define a functor
D : FSopp −→ FSζ−1 (283)
as follows. For X ∈ Ob FSopp = Ob FS we set λ(DX ) = λ(X ); (DX )α = D(X α)
where D in the right hand side is Verdier duality. Factorization isomorphisms for DX
are induced in the obvious way from factorization isomorphisms for X . The value of
D on morphisms is defined in the obvious way.
D is a tensor equivalence.
13.4. Theorem. Functor Φ˜ commutes with D.
Proof. Our claim is a consequence of the following topological remarks.
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13.5. Consider a standard affine space A = AJ with a principal stratification S as
in II.7. Let K ∈ D(A;S), let Fj be the one-dimensional facet corresponding to an
element j ∈ J as in 12.10. Consider a transversal slice F⊥j (d) as in 12.11. We have
canonically
Φ+Fj (K) ∼= Φ{0}(K|F⊥j (d)[−1]);
when the point tj moves counterclockwise around the disk of radius d, Φ
+
j (K) acquires
monodromy
Tj : Φ
+
j (K) ∼−→ Φ+j (K).
13.5.1. Lemma. Consider canonical and variation maps
vDK : Φ+{0}(DK) −→←− Φ+Fj (DK) : uDK
Let us identify Φ+{0}(DK),Φ+Fj (DK) with Φ+{0}(K)∗ and Φ+Fj (K)∗ respectively. Then the
maps become
vDK = u∗K; uDK = −v∗K ◦ T ∗j
The theorem follows from this lemma. 2
STANDARD OBJECTS
13.6. Theorem. We have naturally
Φ(L(Λ)) ∼= L(Λ)
for all Λ ∈ X.
Combining this with Theorem 6.2, we get
13.7. Theorem. Φ induces bijection between sets of isomorphism classes of irre-
ducibles. 2
13.8. Verma modules. Let u≥0 ⊂ u denote the subalgebra generated by
ǫi, Ki, K
−1, i ∈ I. For Λ ∈ X, let χΛ denote a one-dimensional representation of u≥0
generated by a vector vΛ, with the action
ǫivΛ = 0, KivΛ = ζ
〈Λ,i〉vΛ.
Let M(Λ) denote the induced u-module
M(Λ) = u⊗u≥0 χΛ.
Equipped with an obvious X-grading, M(Λ) becomes an object of C˜. We will also use
the same notation for the corresponding object of C.
13.9. Theorem. The factorizable sheaves M(Λ) are finite. We have naturally
Φ(M(Λ)) ∼= M(Λ).
Proof is given in the next two subsections.
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13.10. Let us consider the space A as in 13.5. Suppose that K ∈ D(A;S) has the
form K = j!j∗K where
j : A− ⋃
j∈J
{tj = 0} →֒ A.
Let F∆ be the positive facet whose closure is the main diagonal.
13.10.1. Lemma. The canonical map
u : Φ+F∆(K) −→ Φ+{0}(K)
is an isomorphism.
Proof. Pick j0 ∈ J , and consider a subspace Y = {tj0 = 0} ∪ {tj0 = 1} ⊂ A. Set
K′ = k!k∗K where
k : A− ⋃
j∈J
{tj = 0} −
⋃
j∈J
{tj = 1} →֒ A.
We have
Φ+{0}(K) = RΓ(A;K′)
On the other hand by homotopy we have
Φ+F∆(K) ∼= RΓ({tj0 = c};K′)[−1]
where c is any real between 0 and 1. Let us compute RΓ(A;K′) using the Leray
spectral sequence of a projection
p : A −→ A1, (tj) 7→ tj0 .
The complex p∗K′ is equal to zero at the points {0} and {1}, and is constant with the
fiber RΓ({tj0 = c};K′) over c. It follows that
RΓ(A;K′) ∼= RΓ(A1; p∗K′) ∼= RΓ({tj0 = c};K′)[−1],
and the inverse to this isomorphism may be identified with u. 2
13.11. Suppose we have α ∈ N[I], let π : J −→ I; π : A −→ Aα be the corresponding
unfolding. Let us apply the previous lemma to K = π∗M(Λ)α. Note that after passing
to Σπ-invariants, the map u becomes
u−α −→ Φ˜α(M(Λ))
by Theorem II.6.16. This identifies homogeneous components of Φ˜α(M(Λ)) with the
components of the Verma module. After that, the action of ǫi and θi is identified with
the action of u on it. The theorem is proven. 2
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Chapter 4. Equivalence
14. Truncation functors
14.1. Recall the notations of 5.4. We fix a coset Xc ⊂ X, and we denote the
subcategory FS≤λ;c ⊂ FS by FS≤λ for simplicity until further notice.
Given λ ∈ X, we will denote by C≤λ ⊂ C the full subcategory of all u-modules V
such that Vµ 6= 0 implies µ ≤ λ. We denote by qλ the embedding functor Cλ →֒ C.
Obviously, Φ(FS≤λ) ⊂ Cλ.
In this section we will construct functors
σ!λ, σ
∗
λ : FS −→ FS≤λ
and
q!λ, q
∗
λ : C −→ C≤λ,
such that σ!λ (resp., σ
∗
λ) is right (resp., left) adjoint to σλ and q
!
λ (resp., q
∗
λ) is right
(resp., left) adjoint to qλ.
14.2. First we describe σ∗λ, σ
!
λ. Given a factorizable sheaf X = {X α} with λ(X ) =
µ ≥ λ we define FS’s Y := σ∗λX and Z := σ!λX as follows.
We set λ(Y) = λ(Z) = λ. For α ∈ N[I] we set
Yα = L0σ∗X α+µ−λ
if α + µ− λ ∈ N[I] and 0 otherwise, and
Zα = R0σ!X α+µ−λ
if α + µ− λ ∈ N[I] and 0 otherwise. Here σ denotes the canonical closed embedding
(cf. 2.4)
σ : Aαλ →֒ Aα+µ−λµ ,
and L0σ∗ (resp., R0σ!) denotes the zeroth perverse cohomology of σ∗ (resp., of σ!).
The factorization isomorphisms for Y and Z are induced from those for X ; associa-
tivity is obvious.
14.3. Lemma. Let M ∈ FS≤λ, X ∈ FS. Then
HomFS(X ,M) = HomFS≤λ(σ∗λX ,M)
and
HomFS(M,X ) = HomFS≤λ(M, σ!λX )
Proof. Let µ = λ(X ). We have
HomAαµ (X αµ ,Mαµ) = HomAα−µ+λµ (σ∗λX
α−µ+λ
λ ,Mα−µ+λλ )
by the usual adjointness. Passing to projective limit in α, we get the desired result
for σ∗. The proof for σ! is similar. 2
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14.4. Given λ ≤ µ ∈ Xc, we denote by σλ≤µ the embedding of the full subcategory
σλ≤µ : FS≤λ →֒ FS≤µ.
Obviously, the functor
σ∗λ≤µ := σ
∗
λ ◦ σµ : FS≤µ −→ FS≤λ
is left adjoint to σλ≤µ. Similarly, σ!λ≤µ := σ
!
λ ◦ σµ is the right adjoint to σλ≤µ.
For λ ≤ µ ≤ ν we have obvious transitivities
σ∗λ≤µσ
∗
µ≤ν = σ
∗
λ≤ν ; σ
!
λ≤µσ
!
µ≤ν = σ
!
λ≤ν .
14.5. For each α ∈ N[I] and i ∈ I such that α ≥ i let jαν−i′≤ν denote the open
embedding
jαν−i′≤ν : Aαν − σ(Aα−iν−i′) →֒ Aαν .
Note that the complement of this open subspace is a divisor, so the corresponding
extension by zero and by ∗ functors are t-exact, cf. [BBD], 4.1.10 (i). Let us define
functors
jν−i′≤ν!, jν−i′≤ν∗ : FS≤ν −→ FS≤ν
as follows. For a factorizable sheaf X = {X αν } ∈ FS≤ν we set
(jν−i′≤ν!X )αν = jαν−i′≤ν!jα∗ν−i′≤νX αν
and
(jν−i′≤ν∗X )αν = jαν−i′≤ν∗jα∗ν−i′≤νX αν ,
the factorization isomorphisms being induced from those for X .
14.6. Lemma. We have natural in X ∈ FS≤ν exact sequences
jν−i′,ν!X −→ X a−→ σ∗ν−i′,νX −→ 0
and
0 −→ σ!ν−i′,νX a
′−→ X −→ jν−i′,ν∗X
where the maps a and a′ are the adjunction morphisms.
Proof. Evidently follows from the same claim at each finite level, which is [BBD],
4.1.10 (ii). 2
14.7. Recall (see 13.3) that we have the Verdier duality functor
D : FSopp −→ FSζ−1 .
By definition, D(FSopp≤λ ) ⊂ FSζ−1;≤λ for all λ.
We have functorial isomorphisms
D ◦ σ∗λ ∼= σ!λ ◦D; D ◦ σ∗ν−i′,ν ∼= σ!ν−i′,ν ◦D
and
D ◦ jν−i′,ν∗ ∼= jν−i′,ν! ◦D
After applying D, one of the exact sequences in 14.6 becomes another one.
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14.8. Let us turn to the category C. Below we will identify C with C˜ using the
equivalence Q, cf. II.12.5. In other words, we will regard objects of C as u-modules.
For λ ∈ Xc functors q!λ and q∗λ are defined as follows. For V ∈ C, q!λV (resp., q∗λV ) is
the maximal subobject (resp., quotient) of V belonging to the subcategory Cλ.
For λ ≤ µ ∈ Xc let qλ≤µ denotes an embedding of a full subcategory
qλ≤µ : C≤λ →֒ C≤µ
Define q!λ≤µ := q
!
λ ◦ qµ; q∗λ≤µ := q!λ ◦ qµ. Obviously, the first functor is right adjoint,
and the second one is left adjoint to qλ≤µ. They have an obvious transitivity property.
14.9. Recall that in 13.2 the weight preserving duality equivalence
D : Copp −→ Cζ−1
is defined. By definition, D(Copp≤λ ) ⊂ Cζ−1;≤λ for all λ.
We have functorial isomorphisms
D ◦ q∗λ ∼= q!λ ◦D; D ◦ q∗ν−i′,ν ∼= q!ν−i′,ν ◦D.
14.10. Given i ∈ I, let us introduce a ”Levi” subalgebra li ⊂ u generated by
θj , ǫj , j 6= i, and K±i . Let pi ⊂ u denote the ”parabolic” subalgebra generated
by li and ǫi.
The subalgebra li projects isomorphically to pi/(ǫi) where (ǫi) is a two-sided ideal
generated by ǫi. Given an li-module V , we can consider it as a pi-module by restriction
of scalars for the projection pi −→ pi/(ǫi) ∼= li, and form the induced u-module IndupiV
— ”generalized Verma”.
14.11. Given an u-module V ∈ C≤ν , let us consider a subspace
iV = ⊕α∈N[I−{i}]Vν−α′ ⊂ V.
It is an X-graded pi-submodule of V . Consequently, we have a canonical element
π ∈ HomC(Induπi iV, V ) = Hompi(iV, V )
corresponding to the embedding iV →֒ V .
We will also consider the dual functor
V 7→ D−1Indupi i(DV ).
By duality, we have a natural morphism in C, V −→ D−1Indupi i(DV ).
14.12. Lemma. We have natural in V ∈ C≤ν exact sequences
Indupi iV
π−→ V −→ q∗ν−i′≤νV −→ 0
and
0 −→ q!ν−i′≤νV −→ V −→ D−1Indupi i(DV ).
where the arrows V −→ q∗ν−i′≤νV and q!ν−i′≤νV −→ V are adjunction morphisms.
Proof. Let us show the exactness of the first sequence. By definition, q∗ν−i′≤νV is the
maximal quotient of V lying in the subcategory Cν−i′≤ν ⊂ C. Obviously, Coker π ∈
Cν−i′,ν . It remains to show that for any morphism h : V −→ W with W ∈ Cν−i′ , the
composition h◦π : Indupi iV −→ W is zero. But HomC(Indupi iV,W ) = Hompi(iV,W ) =
0 by weight reasons.
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The second exact sequence is the dual to the first one. 2
14.13. Lemma. We have natural in X ∈ FSν isomorphisms
Φjν−i′≤ν!X ∼−→ Indupi i(ΦX )
and
Φjν−i′≤ν∗X ∼−→ D−1Indupi i(DΦX )
such that the diagram
Φjν−i′,ν!X ΦX Φjν−i′,ν∗X
Indupi i(ΦX ) ΦX D−1Indupi i(DΦX )
? ?
-
-
-
-
commutes.
14.14. Lemma. Let λ ∈ Xc. We have natural in X ∈ FS isomorphisms
Φσ∗λX ∼= q∗λΦX
and
Φσ!λX ∼= q!λΦX
Proof follows at once from lemmas 14.13, 14.6 and 14.12. 2
15. Rigidity
15.1. Lemma. Let X ∈ FS≤0. Then the natural map
a : HomFS(L(0),X ) −→ HomC(L(0),Φ(X ))
is an isomorphism.
Proof. We know already that a is injective, so we have to prove its surjectivity.
Let K(0) (resp., K(0)) denote the kernel of the projection M(0) −→ L(0) (resp.,
M(0) −→ L(0)). Consider a diagram with exact rows:
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0 Hom(L(0),X ) Hom(M(0),X ) Hom(K(0),X )
0 Hom(L(0),Φ(X )) Hom(M(0),Φ(X )) Hom(K(0),Φ(X ))
?
a
?
b
?
-
-
-
-
-
-
All vertical rows are injective. On the other hand, Hom(M(0),Φ(X )) = Φ(X )0. The
last space is isomorphic to a generic stalk of X α0 for each α ∈ N[I], which in turn
is isomorphic to HomFS(M(0),X ) by the universal property of the shriek extension.
Consequently, b is isomorphism by the equality of dimensions. By diagram chase, we
conclude that a is isomorphism. 2
15.2. Lemma. For every X ∈ FS the natural maps
HomFS(L(0),X ) −→ HomC(L(0),Φ(X ))
and
HomFS(X ,L(0)) −→ HomC(Φ(X ), L(0))
are isomorphisms.
Proof. We have
HomFS(L(0),X ) = HomFS(L(0), σ!0X )
(by lemma 14.3)
= HomC(L(0),Φ(σ!0X ))
(by the previous lemma)
= HomC(L(0), q!0Φ(X ))
(by lemma 14.14)
= HomC(L(0),Φ(X )).
This proves the first isomorphism. The second one follows by duality. 2
15.3. Recall (see [KL]IV, Def. A.5) that an object X of a tensor category is called
rigid if there exists another object X∗ together with morphisms
iX : 1 −→ X ⊗X∗
and
eX : X
∗ ⊗X −→ 1
such that the compositions
X = 1⊗X iX⊗id−→ X ⊗X∗ ⊗X id⊗eX−→ X
and
X∗ = X∗ ⊗ 1 id⊗iX−→ X∗ ⊗X ⊗X∗ eX⊗id−→ X∗
are equal to idX and idX∗ respectively. A tensor category is called rigid if all its
objects are rigid.
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15.4. Theorem. All irreducible objects L(λ), λ ∈ X, are rigid in FS.
Proof. We know (cf. [AJS], 7.3) that C is rigid. Moreover, there exists an involution
λ 7→ λ¯ on X such that L(λ)∗ = L(λ¯). Let us define L(λ)∗ := L(λ¯); iL(λ) corresponds
to iL(Λ) under identification
HomFS(L(0),L(λ)⊗L(λ¯)) = HomC(L(0), L(λ)⊗ L(λ¯))
and eL(λ) corresponds to eL(λ) under identification
HomFS(L(λ¯)⊗ L(λ),L(0)) = HomC(L(λ¯)⊗ L(λ), L(0)),
cf. 15.2. 2
16. Steinberg sheaf
In this section we assume that l is a positive number prime to 2, 3 and that ζ ′ is a
primitive (l · detA)-th root of 1 (recall that ζ = (ζ ′)detA).
We fix a weight λ0 ∈ X such that 〈i, λ0〉 = −1(mod l) for any i ∈ I. Our goal in this
section is the proof of the following
16.1. Theorem. The FFS L(λ0) is a projective object of the category FS.
Proof. We have to check that Ext1(L(λ0),X ) = 0 for any FFS X . By induction on
the length of X it is enough to prove that Ext1(L(λ0),L) = 0 for any simple FFS L.
16.2. To prove vanishing of Ext1 in FS we will use the following principle. Suppose
Ext1(X ,Y) 6= 0, and let
0 −→ Y −→ Z −→ X −→ 0
be the corresponding nonsplit extension. Let us choose a weight λ which is bigger
than of λ(X ), λ(Y), λ(Z). Then for any α ∈ N[I] the sequence
0 −→ Yαλ −→ Zαλ −→ X αλ −→ 0
is also exact, and for α≫ 0 it is also nonsplit (see lemma 5.3). That is, for α≫ 0 we
have Ext1(X αλ ,Yαλ ) 6= 0 in the category of all perverse sheaves on the space Aαλ. This
latter Ext can be calculated purely topologically. So its vanishing gives a criterion of
Ext1-vanishing in the category FS.
16.3. In calculating Ext1(L(λ0),L(µ)) we will distinguish between the following three
cases:
a) µ 6≥ λ0;
b) µ = λ0;
c) µ > λ0.
16.4. Let us treat the case a).
168
16.4.1. Lemma. For any α ∈ N[I] the sheaf L(λ0)αλ0 is the shriek-extension from
the open stratum of toric stratification of Aαλ0.
Proof. Due to the factorization property it is enough to check that the stalk of
L(λ0)αλ0 at the point {0} ∈ Aαλ0 vanishes for any α ∈ N[I], α 6= 0. By the Theorem
II.8.23, we have (L(λ0)αλ0)0 = αC•f (L(λ0)) ≃ 0 since L(λ0) is a free f-module by [L1]
36.1.5 and Theorem II.11.10(b) and, consequently, C•f (L(λ0)) ≃ H0f (L(λ0)) = k and
has weight zero. 2
Returning to the case a), let us choose ν ∈ X, ν ≥ λ0, ν ≥ µ. For any α, the sheaf
L′ := L(µ)αν is supported on the subspace
A′ := σ(Aα+µ−νµ ) ⊂ Aαν
and L′′ := L(λ0)αν — on the subspace
A′′ := σ(Aα+λ0−νλ0 ) ⊂ Aαν .
Let i denote a closed embedding
i : A′′ →֒ Aαν
and j an open embedding
j :
◦A′′ := A′′ −A′′ ∩ A′ →֒ A′′.
We have by adjointness
RHomAαν (L′′,L′) = RHomA′′(L′′, i!L′) =
(by the previous lemma)
= RHom ◦
A′′
(j∗L′′, j∗i!L′) = 0
since obviously j∗i!L′ = 0. This proves the vanishing in the case a).
16.5. In case (b), suppose
0 −→ L(λ0) −→ X −→ L(λ0) −→ 0
is a nonsplit extension in FS. Then for α≫ 0 the restriction of X αλ0 to the open toric
stratum of Aαλ0 is a nonsplit extension
0 −→ •Iαλ0 −→
•X
α
λ0 −→
•Iαλ0 −→ 0
(in the category of all perverse sheaves on
•Aαλ0) (we can restrict to the open toric
stratum because of lemma 16.4.1). This contradicts to the factorization property of
FFS X . This contradiction completes the consideration of case (b).
16.6. In case (c), suppose Ext1(L(λ0),L(µ)) 6= 0 whence Ext1(L(λ0)αµ,L(µ)αµ) 6= 0
for some α ∈ N[I] by the principle 16.2. Here the latter Ext is taken in the category
of all perverse sheaves on Aαµ. We have µ− λ0 = β ′ for some β ∈ N[I], β 6= 0.
Let us consider the closed embedding
σ : A′ := Aα−βλ0 →֒ Aαµ;
let us denote by j an embedding of the open toric stratum
j :
•A′ := •Aα−βλ0 →֒ A′.
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As in the previous case, we have
RHomAαµ (L(λ0)αµ,L(µ)αµ) = RHomA′(L(λ0)αµ, σ!L(µ)αµ) = RHom •A′(j
∗L(λ0)αµ, j∗σ!L(µ)αµ).
We claim that j∗σ!L(µ)αµ = 0. Since the sheaf L(µ)αµ is Verdier auto-dual up to
replacing ζ by ζ−1, it suffices to check that j∗σ∗L(µ)αµ = 0.
To prove this vanishing, by factorization property of L(µ), it is enough to check that
the stalk of the sheaf L(µ)βµ at the point {0} ∈ Aβµ vanishes.
By the Theorem II.8.23, we have (L(µ)βµ)0 = βC•f (L(µ)). By the Theorem II.11.10
and Shapiro Lemma, we have βC
•
f (L(µ)) ≃ C•U(M(λ0)⊗ L(µ)).
By the Theorem 36.1.5. of [L1], the canonical projection M(λ0) −→ L(λ0) is
an isomorphism. By the autoduality of L(λ0) we have C
•
U(L(λ0) ⊗ L(µ)) ≃
RHom•U(L(λ0), L(µ)) ≃ 0 since L(λ0) is a projective U -module, and µ 6= λ0.
This completes the case c) and the proof of the theorem. 2
17. Equivalence
We keep the assumptions of the previous section.
17.1. Theorem. Functor Φ : FS −→ C is an equivalence.
17.2. Lemma. For any λ ∈ X the FFS L(λ0)
•⊗L(λ) is projective.
As λ ranges through X, these sheaves form an ample system of projectives in FS.
Proof. We have
Hom(L(λ0)
•⊗L(λ), ?) = Hom(L(λ0),L(λ)∗
•⊗?)
by the rigidity, and the last functor is exact since
•⊗ is a biexact functor in FS, and
L(λ0) is projective. Therefore, L(λ0)
•⊗L(λ) is projective.
To prove that these sheaves form an ample system of projectives, it is enough to show
that for each µ ∈ X there exists λ such that Hom(L(λ0)
•⊗L(λ),L(µ)) 6= 0. We have
Hom(L(λ0)
•⊗L(λ),L(µ)) = Hom(L(λ),L(λ0)∗
•⊗L(µ)).
Since the sheaves L(λ) exhaust irreducibles in FS, there exists λ such that L(λ)
embeds into L(λ0)∗
•⊗L(µ), hence the last group is non-zero. 2
17.3. Proof of 17.1. As λ ranges throughX, the modules Φ(L(λ0)
•⊗L(λ)) = L(λ0)⊗
L(λ) form an ample system of projectives in C. By the Lemma A.15 of [KL]IV we
only have to show that
Φ : HomFS(L(λ0)
•⊗L(λ),L(λ0)
•⊗L(µ)) −→ HomC(L(λ0)⊗ L(λ), L(λ0)⊗ L(µ))
is an isomorphism for any λ, µ ∈ X. We already know that it is an injection. There-
fore, it remains to compare the dimensions of the spaces in question. We have
dimHomFS(L(λ0)
•⊗L(λ),L(λ0)
•⊗L(µ)) = dimHomFS(L(λ0),L(λ0)
•⊗L(µ) •⊗L(λ)∗)
170
by rigidity,
= [L(λ0)
•⊗L(µ) •⊗L(λ)∗ : L(λ0)]
because L(λ0) is its own indecomposable projective cover in FS,
= [L(λ0)⊗ L(µ)⊗ L(λ)∗ : L(λ0)]
since Φ induces an isomorphism of K-rings of the categories FS and C,
= dimHomC(L(λ0)⊗ L(λ), L(λ0)⊗ L(µ))
by the same argument applied to C. The theorem is proven. 2
18. The case of generic ζ
In this section we suppose that ζ is not a root of unity.
18.1. Recall the notations of II.11,12. We have the algebra U defined in II.12.2, the
algebra u defined in II.12.3, and the homomorphism R : U −→ u defined in II.12.5.
18.1.1. Lemma. The map R : U −→ u is an isomorphism.
Proof follows from [R], no. 3, Corollaire. 2
18.2. We call Λ ∈ X dominant if 〈i,Λ〉 ≥ 0 for any i ∈ I. An irreducible U -module
L(Λ) is finite dimensional if only if Λ is dominant. Therefore we will need a larger
category O containing all irreducibles L(Λ).
Define O as a category consisting of all X-graded U -modules V = ⊕µ∈XVµ such that
a) Vµ is finite dimensional for any µ ∈ X;
b) there exists λ = λ(V ) such that Vµ = 0 if µ 6≥ λ(V ).
18.2.1. Lemma The category O is equivalent to the usual category Og over the
classical finite dimensional Lie algebra g.
Proof. See [F1]. 2
18.3. Let W denote the Weyl group of our root datum. For w ∈W, λ ∈ X let w · λ
denote the usual action of W on X centered at −ρ.
Finally, for Λ ∈ X let M(Λ) ∈ O denote the U−-free Verma module with highest
weight Λ.
18.3.1. Corollary. Let µ, ν ∈ X be such that W · µ 6= W · ν. Then
Ext•(M(ν), L(µ)) = 0.
Proof. M(ν) and L(µ) have different central characters. 2
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18.4. Theorem. Functor Φ : FS −→ C is an equivalence.
Proof. We know that Φ(L(Λ)) ≃ L(Λ) for any Λ ∈ X. So Φ(X ) is finite dimensional
iff all the irreducible subquotients of X are of the form L(λ), λ dominant. By virtue
of Lemma 18.2.1 above the category C is semisimple: it is equivalent to the category
of finite dimensional g-modules. It consists of finite direct sums of modules L(λ), λ
dominant. So to prove the Theorem it suffices to check semisimplicity of FS. Thus
the Theorem follows from
18.5. Lemma. Let µ, ν ∈ X be the dominant weights. Then Ext1(L(µ),L(ν)) = 0.
Proof. We will distinguish between the following two cases:
(a) µ = ν;
(b) µ 6= ν.
In calculating Ext1 we will use the principle 16.2. The argument in case (a) is abso-
lutely similar to the one in section 16.5, and we leave it to the reader.
In case (b) either µ − ν 6∈ Y ⊂ X — and then the sheaves L(ν) and L(µ) are
supported on the different connected components of A, whence Ext1 obviously van-
ishes, — or there exists λ ∈ X such that λ ≥ µ, ν. Let us fix such λ. Suppose
Ext1(L(µ),L(ν)) 6= 0. Then according to the principle 16.2 there exists α ∈ N[I] such
that Ext1(L(µ)αλ,L(ν)αλ) 6= 0. The latter Ext is taken in the category of all perverse
sheaves on Aαλ.
We have Ext1(L(µ)αλ,L(ν)αλ) = R1Γ(Aαλ, D(L(µ)αλ ⊗ DL(ν)αλ)) where D stands for
Verdier duality, and ⊗ denotes the usual tensor product of constructible comlexes.
We will prove that
L(µ)αλ ⊗DL(ν)αλ = 0 (284)
and hence we will arrive at the contradiction. Equality (284) is an immediate corollary
of the lemma we presently formulate.
For β ≤ α let us consider the canonical embedding
σ :
•Aα−β →֒ Aα
and denote its image by
•A′ (we omit the lower case indices).
18.5.1. Lemma. (i) If σ∗L(µ)αλ 6= 0 then λ− β ∈W · µ.
(ii) If σ!L(µ)αλ 6= 0 then λ− β ∈W · µ.
To deduce Lemma 18.5 from this lemma we notice first that the sheaf L(µ)αλ is Verdier
autodual up to replacing ζ by ζ−1. Second, since the W -orbits of ν and µ are disjoint,
we see that over any toric stratum
•A′ ⊂ Aα at least one of the factors of (284)
vanishes.
It remains to prove Lemma 18.5.1. We will prove (i), while (ii) is just dual. Let us
denote β+µ−λ by γ. If γ 6∈ N[I] then (i) is evident. Otherwise, by the factorizability
condition it is enough to check that the stalk of L(µ)γµ at the origin in Aγµ vanishes if
µ− γ 6∈W · µ. Let us denote µ− γ by χ.
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By the Theorem II.8.23, we have (L(µ)γµ)0 = γC•U−(L(µ)) ≃ C•U(M(χ)⊗L(µ)) which
is dual to Ext•U(M(χ), L(µ)). But the latter Ext vanishes by the Corollary 18.3.1 since
W · χ 6= W · µ. 2
This completes the proof of Lemma 18.5 together with Theorem 18.4.
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Part IV. LOCALIZATION ON P1
1. Introduction
1.1. Given a collection of m finite factorizable sheaves {Xk}, we construct here some
perverse sheaves over configuration spaces of points on a projective line P1 with m
additional marked points.
We announce here (with sketch proof) the computation of the cohomology spaces of
these sheaves. They turn out to coincide with certain ”semiinfinite” Tor spaces of
the corresponding u-modules introduced by S.Arkhipov. For a precise formulation see
Theorem 8.11.
This result is strikingly similar to the following hoped-for picture of affine Lie algebra
representation theory, explained to us by A.Beilinson. Let M1,M2 be two modules
over an affine Lie algebra gˆ on the critical level. One hopes that there is a localization
functor which associates to these modules perverse sheaves ∆(M1),∆(M2) over the
semiinfinite flag space Gˆ/Bˆ0. Suppose that ∆(M1) and ∆(M2) are equivariant with
respect to the opposite Borel subgroups of Gˆ. Then the intersection S of their supports
is finite dimensional, and one hopes that
R•Γ(S,∆(M1)⊗∆(M2)) = Torgˆ∞
2
−•(M1,M2)
where in the right hand side we have the Feigin (Lie algebra) semiinfinite homology.
As a corollary of Theorem 8.11 we get a description of local systems of conformal
blocks in WZW models in genus zero (cf. [MS]) as natural subquotients of some
semisimple local systems of geometric origin. In particular, these local systems are
semisimple themselves.
1.2. We are grateful to G.Lusztig for the permission to use his unpublished results.
Namely, Theorem 6.2.1 about braiding in the category C is due to G.Lusztig. Chap-
ter 2 (semiinfinite homological algebra in C) is an exposition of the results due to
S.Arkhipov (see [Ark]).
We are also grateful to A.Kirillov, Jr. who explained to us how to handle the conformal
blocks of non simply laced Lie algebras.
1.3. Unless specified otherwise, we will keep the notations of parts I,II,III. For α =∑
i aii ∈ N[I] we will use the notation |α| :=
∑
i ai.
References to loc.cit. will look like Z.1.1 where Z=I, II or III.
We will keep assumptions of III.1.4 and III.16. In particular, a ”quantization” param-
eter ζ will be a primitive l-th root of unity where l is a fixed positive number prime
to 2, 3.
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Chapter 1. Gluing over P1
2. Cohesive local system
2.1. Notations. Let α ∈ N[X], α = ∑ aµµ. We denote by suppα the subset of X
consisting of all µ such that aµ 6= 0. Let π : J −→ X be an unfolding of α, that is a
map of sets such that |π−1(µ)| = aµ for any µ ∈ X. As always, Σπ denotes the group
of automorphisms of J preserving the fibers of π.
P1 will denote a complex projective line. The J-th cartesian power P1J will be denoted
by PJ . The group Σπ acts naturally on PJ , and the quotient space PJ/Σπ will be
denoted by Pα.
PoJ (resp., Poα) stands for the complement to diagonals in PJ (resp., in Pα).
TPJ stands for the total space of the tangent bundle to PJ ; its points are couples
((xj), (τj)) where (xj) ∈ PJ and τj is a tangent vector at xj . An open subspace
•
TPJ ⊂ TPJ
consists of couples with τj 6= 0 for all j. So,
•
TPJ −→ PJ is a (C∗)J -torsor. We denote
by TPoJ its restriction to PoJ . The group Σπ acts freely on TPoJ , and we denote the
quotient TPoJ/Σπ by TPoα.
The natural projection
TPoJ −→ TPoα
will be denoted by π, or sometimes by πJ .
2.2. Let P1st (st for ”standard”) denote ”the” projective line with fixed coordinate
z; Dǫ ⊂ P1st — the open disk of radius ǫ centered at z = 0; D := D1. We will also use
the notation D(ǫ,1) for the open annulus D −Dǫ (bar means the closure).
The definitions of DJ , Dα, DoJ , Doα,
•
TDJ , TDoJ , TDoα, etc., copy the above defini-
tions, with D replacing P1.
2.3. Given a finite set K, let P˜K denote the space of K-tuples (uk)k∈K of algebraic
isomorphisms P1st
∼−→ P1 such that the images uk(D) do not intersect.
Given a K-tuple ~α = (αk) ∈ N[X]K such that α = ∑k αk, define a space
P~α := P˜K × ∏
k∈K
•
TDαk
and an open subspace
Po~α := P˜K × ∏
k∈K
TDoαk .
We have an evident ”substitution” map
q~α : P~α −→
•
TPα
which restricts to q~α : Po~α −→ TPoα.
2.3.1. In the same way we define the spaces TD~α, TDo~α.
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2.3.2. Suppose that we have an epimorphism ξ : L −→ K, denote Lk := ξ−1(k).
Assume that each αk is in turn decomposed as
αk =
∑
l∈Lk
αl, αl ∈ N[X];
set ~αk = (αl) ∈ N[X]Lk . Set ~αL = (αl) ∈ N[X]L.
Let us define spaces
P~αL;ξ = P˜K × ∏
k∈K
•
TD~αk
and
Po~αL;ξ = P˜K × ∏
k∈K
TDo~αk .
We have canonical substitution maps
q1~αL;ξ : P~αL;ξ −→ P~α
and
q2~αL;ξ : P~αL;ξ −→ P~αL .
Obviously,
q~α ◦ q1~αL;ξ = q~αL ◦ q2~αL;ξ.
2.4. Balance function. Consider a function n : X −→ Z[ 1
2 detA
] such that
n(µ+ ν) = n(µ) + n(ν) + µ · ν
It is easy to see that n can be written in the following form:
n(µ) =
1
2
µ · µ+ µ · ν0
for some ν0 ∈ X. From now on we fix such a function n and hence the corresponding
ν0.
2.5. For an arbitrary α ∈ N[X], let us define a one-dimensional local system IαD on
TDoα. We will proceed in the same way as in III.3.1.
Pick an unfolding of α, π : J −→ X. Define a local system IJD on TDoJ as follows:
its stalk at each point ((τj), (xj)) where all xj are real, and all the tangent vectors τj
are real and directed to the right, is k. Monodromies are:
— xi moves counterclockwise around xj : monodromy is ζ
−2π(i)·π(j);
— τj makes a counterclockwise circle: monodromy is ζ
−2n(π(j)).
This local system has an evident Σπ-equivariant structure, and we define a local system
IαD as
IαD = (π∗IJD)sgn
where π : TDoJ −→ TDoα is the canonical projection, and (•)sgn denotes the subsheaf
of skew Σπ-invariants.
2.6. We will denote the unique homomorphism
N[X] −→ X
identical on X, as α 7→ α∼.
2.6.1. Definition. An element α ∈ N[X] is called admissible if α∼ ≡ −2ν0 mod lY .
176
2.7. We have a canonical ”1-jet at 0” map
pK : P˜K −→ TPoK
2.8. Definition. A cohesive local system (CLS) (over P1) is the following collection
of data:
(i) for each admissible α ∈ N[X] a one-dimensional local system Iα over TPoα;
(ii) for each decomposition α =
∑
k∈K αk, αk ∈ N[X], a factorization isomorphism
φ~α : q
∗
~αIα ∼−→ p∗Kπ∗KIαK ⊠ × k I
α∼
k
D
Here αK :=
∑
k α
∼
k ∈ N[X] (note that αK is obviously admissible); πK : TPoK −→
TPoα is the symmetrization map.
These isomorphisms must satisfy the following
Associativity axiom. In the assumptions of 2.3.2 the equality
φ~αL;ξ ◦ q1∗~αL;ξ(φ~α) = q2∗~αL;ξ(φ~αL)
should hold. Here φ~αL;ξ is induced by the evident factorization isomorphisms for local
systems on the disk I~αkD .
Morphisms between CLS’s are defined in the obvious way.
2.9. Theorem. Cohesive local systems over P1 exist. Every two CLS’s are isomor-
phic. The group of automorphisms of a CLS is k∗.
This theorem is a particular case of a more general theorem, valid for curves of ar-
bitrary genus, to be proved in Part V. We leave the proof in the case of P1 to the
interested reader.
3. Gluing
3.1. Let us define an element ρ ∈ X by the condition 〈ρ, i〉 = 1 for all i ∈ I. From
now on we choose a balance function n, cf. 2.4, in the form
n(µ) =
1
2
µ · µ+ µ · ρ.
It has the property that n(−i′) = 0 for all i ∈ I. Thus, in the notations of loc. cit.
we set
ν0 = ρ.
We pick a corresponding CLS I = {Iβ, β ∈ N[X]}.
Given α =
∑
aii ∈ N[I] and ~µ = (µk) ∈ XK , we define an element
α~µ =
∑
ai · (−i′) +
∑
k
µk ∈ N[X]
where the sum in the right hand side is a formal one. We say that a pair (~µ, α) is
admissible if α~µ is admissible in the sense of the previous section, i.e.∑
k
µk − α ≡ −2ρ mod lY.
Note that given ~µ, there exists α ∈ N[I] such that (~µ, α) is admissible if and only if∑
k µk ∈ Y ; if this holds true, such elements α form an obvious countable set.
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We will denote by
e : N[I] −→ N[X]
a unique homomorphism sending i ∈ I to −i′ ∈ X.
3.2. Let us consider the space
•
TPK × •TPe(α); its points are quadruples
((zk), (τk), (xj), (ωj)) where (zk) ∈ PK , τk — a non-zero tangent vector to P1 at zk,
(xj) ∈ Pe(α), ωj — a non-zero tangent vector at xj . To a point zk is assigned a weight
µk, and to xj — a weight −π(j)′. Here π : J −→ I is an unfolding of α (implicit in
the notation (xj) = (xj)j∈J).
We will be interested in some open subspaces:
•
TPα~µ := TPoK ×
•
TPe(α) ⊂ •TPα~µ
and
TPoα~µ ⊂
•
TPα~µ
whose points are quadruples ((zk), (τk), (xj), (ωj)) ∈
•
TPα~µ with all zk 6= xj . We have
an obvious symmetrization projection
pα~µ : TPoα~µ −→ TPoα~µ .
Define a space
Pα~µ = TPoK × Pe(α);
its points are triples ((zk), (τk), (xj)) where (zk), (τk) and (xj) are as above; and to zk
and xj the weights as above are assigned. We have the canonical projection
•
TPα~µ −→ Pα~µ .
We define the open subspaces
Poα~µ ⊂ P•α~µ ⊂ Pα~µ .
Here the •-subspace (resp., o-subspace) consists of all ((zk), (τk), (xj)) with zk 6= xj
for all k, j (resp., with all zk and xj distinct).
We define the principal stratification S of Pα~µ as the stratification generated by sub-
spaces zk = xj and xj = xj′ with π(j) 6= π(j′). Thus, Poα~µ is the open stratum of S.
As usually, we will denote by the same letter the induced stratifications on subspaces.
The above projection restricts to
TPoα~µ −→ Poα~µ .
3.3. Factorization structure.
3.3.1. Suppose we are given ~α ∈ N[I]K , β ∈ N[I]; set α := ∑k αk. Define a space
P~α,β~µ ⊂ P˜K ×
∏
k
Dαk × Pe(β)
consisting of all collections ((uk), ((x
(k)
j )k), (yj)) where (uk) ∈ P˜K , (x(k)j )k ∈
Dαk , (yj) ∈ Pe(β), such that
yj ∈ P1 −
⋃
k∈K
uk(D)
for all j (the bar means closure).
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We have canonical maps
q~α,β : P~α,β~µ −→ Pα+β~µ ,
assigning to ((uk), ((x
(k)
j )k), (yj)) a configuration (uk(0)), (
•
uk(τ)), (uk(x
(k)
j )), (yj)),
where τ is the unit tangent vector to D at 0, and
p~α,β : P~α,β~µ −→
∏
k
Dαk × P•β~µ−~α
sending ((uk), ((x
(k)
j )k), (yj)) to ((uk(0)), (
•
uk(τ)), (yj)).
3.3.2. Suppose we are given ~α, ~β ∈ N[I]K , γ ∈ N[I]; set α := ∑k αk, β := ∑k βk.
Define a space Dα,β consisting of couples (Dǫ, (xj)) where Dǫ ⊂ D is some smaller
disk (0 < ǫ < 1), and (xj) ∈ Dα+β is a configuration such that α points dwell inside
Dǫ, and β points — outside Dǫ. We have an evident map
qα,β : D
α,β −→ Dα+β.
Let us define a space
P~α,~β,γ~µ ⊂ P˜K ×
∏
k∈K
Dαk,βk × Pe(γ)
consisting of all triples ((uk),x, (yj)) where (uk) ∈ P˜K , x ∈ ∏k Dαk ,βk, (yj) ∈ Pe(γ)
such that
yj ∈ P1 −
⋃
k
uk(D).
We have obvious projections
q1
~α,~β,γ
: P~α,~β,γ~µ −→ P~α+
~β,γ
~µ
and
q2
~α,~β,γ
: P~α,~β,γ~µ −→ P~α,β+γ~µ
such that
q~α+~β,γ ◦ q1~α,~β,γ = q~α,β+γ ◦ q2~α,~β,γ.
We will denote the last composition by q~α,~β,γ.
We have a natural projection
p~α,~β,γ : P~α,
~β,γ
~µ −→
∏
k
Dαk1
2
×∏
k
Dβk
( 1
2
,1)
×P•γ
~µ−~α−~β.
3.4. Let us consider a local system pα∗~µ Iα~µ over TPoα~µ . By our choice of the balance
function n, its monodromies with respect to the rotating of tangent vectors ωj at
points xj corresponding to negative simple roots, are trivial. Therefore it descends to
a unique local system over Poα~µ , to be denoted by Iαµ .
We define a perverse sheaf
I•α~µ := j!∗Iα~µ [dimPα~µ ] ∈ M(P•α~µ ;S).
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3.5. Factorizable sheaves over P1. Suppose we are given a K-tuple of FFS’s
{Xk}, Xk ∈ FSck , k ∈ K, ck ∈ X/Y , where
∑
k ck = 0. Let us pick ~µ = (~µk) ≥
(λ(Xk)).
Let us call a factorizable sheaf over P1 obtained by gluing the sheaves Xk the following
collection of data which we will denote by g({Xk}).
(i) For each α ∈ N[I] such that (~µ, α) is admissible, a sheaf X α~µ ∈M(Pα~µ ;S).
(ii) For each ~α = (αk) ∈ N[I]K , β ∈ N[I] such that (µ, α + β) is admissible (where
α =
∑
αk), a factorization isomorphism
φ~α,β : q
∗
~α,βX α+β~µ ∼−→ p∗~α,β(( × k∈K X αkµk )⊠ I
•β
~µ−~α).
These isomorphisms should satisfy
Associativity property. The following two isomorphisms
q∗
~α,~β,γ
X α+β+γ~µ ∼−→ p∗~α,~β,γ(( × k X αkµk )⊠ ( × k I
•βk
µk−αk)⊠ I•γ~µ−~α−~β)
are equal:
ψ~β,γ ◦ q2∗~α,~β,γ(φ~α,β+γ) = φ~α,~β ◦ q1∗~α,~β,γ(φ~α+~β,γ).
Here ψ~β,γ is the factorization isomorphism for I•, and φ~α,~β is the tensor product of
factorization isomorphisms for the sheaves Xk.
3.6. Theorem. There exists a unique up to a canonical isomorphism factorizable
sheaf over P1 obtained by gluing the sheaves {Xk}.
Proof is similar to III.10.3. 2
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Chapter 2. Semiinfinite cohomology
In this chapter we discuss, following essentially [Ark], the ”Semiinfinite homological
algebra” in the category C.
4. Semiinfinite functors Ext and Tor in C
4.1. Let us call an u-module u−-induced (resp., u+-induced) if it is induced from some
u≥0 (resp., u≤0)-module.
4.1.1. Lemma. If M is a u−-induced, and N is u+-induced then M ⊗k N is u-
projective.
Proof. An induced module has a filtration whose factors are corresponding Verma
modules. For Verma modules the claim is easy. 2
4.2. Definition. Let M• = ⊕λ∈X M•λ be a complex (possibly unbounded) in C. We
say that M• is concave (resp. convex) if it satisfies the properties (a) and (b) below.
(a) There exists λ0 ∈ X such that for any λ ∈ X, if M•λ 6= 0 then λ ≥ λ0 (resp.
λ ≤ λ0).
(b) For any µ ∈ X the subcomplex ⊕λ≤µ M•λ (resp. ⊕λ≥µ M•λ) is finite.
We will denote the category of concave (resp., convex) complexes by C↑ (resp., C↓).
4.3. Let V ∈ C. We will say that a surjection φ : P −→ V is good if it satisfies the
following properties:
(a) P is u−-induced;
(b) Let µ ∈ suppP be an extremal point, that is, there is no λ ∈ suppP such that
λ > µ. Then µ 6∈ supp(kerφ).
For any V there exists a good surjection as above. Indeed, denote by p the projection
p :M(0) −→ L(0), and take for φ the map p⊗ idV .
4.4. Iterating, we can construct a u−-induced convex left resolution of k = L(0). Let
us pick such a resolution and denote it by P •ւ:
. . . −→ P−1ւ −→ P 0ւ −→ L(0) −→ 0
We will denote by
∗ : C −→ Copp
the rigidity in C (see e.g. [AJS], 7.3). We denote by P •ր the complex (P •ւ)∗. It is
a u−-induced concave right resolution of k. The fact that P •ր is u
−-induced follows
since u− is Frobenius (see e.g. [PW]).
4.5. In a similar manner, we can construct a u+-induced concave left resolution of
k. Let us pick such a resolution and denote it P •տ:
. . . −→ P−1տ −→ P 0տ −→ L(0) −→ 0
We denote by P •ց the complex (P
•
տ)
∗. It is a u+-induced convex right resolution of k.
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4.5.1. For M ∈ C we denote by P •ւ(M) (resp., P •ր(M), P •տ(M), P •ց(M)) the reso-
lution P •ւ ⊗k M (resp., P •ր ⊗k M , P •տ ⊗k M , P •ց ⊗k M) of M .
4.6. We denote by Cr the category of X-graded right u-modules V = ⊕λ∈XVλ such
that
Ki|Vλ = ζ−〈i,λ〉
(note the change of a sign!), the operators Ei, Fi acting as Ei : Vλ −→ Vλ+i′, Fi :
Vλ −→ Vλ−i′ .
4.6.1. GivenM ∈ C, we defineM∨ ∈ Cr as follows: (M∨)λ = (M−λ)∗, Ei : (M∨)λ −→
(M∨)λ+i′ is the transpose of Ei : M−λ−i′ −→M−λ, similarly, Fi onM∨ is the transpose
of Fi on M .
This way we get an equivalence
∨ : Copp ∼−→ Cr.
Similarly, one defines an equivalence ∨ : Coppr −→ C, and we have an obvious isomor-
phism ∨ ◦ ∨ ∼= Id.
4.6.2. Given M ∈ C, we define sM ∈ Cr as follows: (sM)λ = Mλ; xg = (sg)x for
x ∈M, g ∈ u where
s : u −→ uopp
is the antipode defined in [AJS], 7.2. This way we get an equivalence
s : C ∼−→ Cr
One defines an equivalence s : Cr ∼−→ C in a similar manner. The isomorphism of
functors s ◦ s ∼= Id is constructed in loc. cit., 7.3.
Note that the rigidity ∗ is just the composition
∗ = s ◦ ∨.
4.6.3. We define the categories C↑r and C↓r in the same way as in 4.2.
For V ∈ Cr we define P •ւ(V ) as
P •ւ(V ) = sP
•
ւ(sV );
and P •ր(V ), P
•
ց(V ), P
•
տ(V ) in a similar way.
4.7. Definition. (i) Let M,N ∈ C. We define
Ext
∞
2
+•
C (M,N) := H
•(HomC(P •ց(M), P
•
ր(N))).
(ii) Let V ∈ Cr, N ∈ C. We define
TorC∞
2
+•(V,N) := H
−•(P •ւ(V )⊗C P •ց(N)). 2
Here we understand HomC(P •ց(M), P
•
ր(N) and P
•
ւ(V )⊗CP •ց(N) as simple complexes
associated with the corresponding double complexes. Note that due to our bound-
edness properties of weights of our resolutions, these double complexes are bounded.
Therefore all Ext
∞
2
+i and Tor∞
2
+i spaces are finite dimensional, and are non-zero only
for finite number of i ∈ Z.
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4.8. Lemma. For M,N ∈ C there exist canonical nondegenerate pairings
Ext
∞
2
+n
C (M,N)⊗ TorC∞
2
+n(N
∨,M) −→ k.
Proof. There is an evident non-degenenerate pairing
HomC(M,N)⊗ (N∨ ⊗C M) −→ k.
It follows that the complexes computing Ext and Tor are also canonically dual. 2
4.9. Theorem. (i) Let M,N ∈ C. Let R•ց(M) be a u+-induced convex right resolu-
tion of M , and R•ր(N) — a u
−-induced concave right resolution of N . Then there is
a canonical isomorphism
Ext
∞
2
+•
C (M,N) ∼= H•(HomC(R•ց(M), R•ր(N))).
(ii) Let V ∈ Cr, N ∈ C. Let R•ւ(V ) be a u−-induced convex left resolution of V , and
R•ց(N) — a u
+-induced convex right resolution of N lying in C↓. Then there is a
canonical isomorphism
TorC∞
2
+•(V,N) ∼= H−•(R•ւ(V )⊗C R•ց(N)).
Proof will occupy the rest of the section.
4.10. Lemma. Let V ∈ Cr; let R•i , i = 1, 2, be two u−-induced convex left resolutions
of V . There exists a third u−-induced convex left resolution R• of V , together with
two termwise surjective maps
R• −→ R•i , i = 1, 2,
inducing identity on V .
Proof. We will construct R• inductively, from right to left. Let
R•i : . . .
d−2
i−→ R−1i
d−1
i−→ R0i ǫi−→ V.
First, define L0 := R
0
1 ×V R02. We denote by δ the canonical map L0 −→ V , and by
q0i the projections L
0 −→ R0i . Choose a good surjection φ0 : R0 −→ L0 and define
p0i := q
0
i ◦ φ0 : R0 −→ R0i ; ǫ := δ ◦ φ0 : R0 −→ V .
SetK−1i := ker ǫi;K := ker ǫ. The projections p
0
i induce surjections p
0
i : K
−1 −→ K−1i .
Let us define
L−1 := ker((d−11 − p01, d−12 − p02) : R−11 ⊕K−1 ⊕ R−12 −→ K−11 ⊕K−12 ).
We have canonical projections q−1i : L
−1 −→ R−1i , δ−1 : L−1 −→ K−1. Choose a good
surjection φ−1 : R−1 −→ L−1 and write d−1 : R−1 −→ R0 for δ−1 ◦φ−1 composed with
the inclusion K−1 →֒ R0. We define p−1i := q−1i ◦ φ−1.
We have just described an induction step, and we can proceed in the same manner.
One sees directly that the left u−-induced resolution R• obtained this way actually
lies in C↓r . 2
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4.11. Let N ∈ C, and let R•ց be a u+-induced convex right resolution of N . For
n ≥ 0 let b≥n(R•ց) denote the stupid truncation:
0 −→ R0ց −→ . . . −→ Rnց −→ 0 −→ . . .
For m ≥ n we have evident truncation maps b≥m(R•ց) −→ b≥n(R•ց).
4.11.1. Lemma. Let R•ւ be a u
−-induced left resolution of a module V ∈ Cr. We
have
H•(R•ւ ⊗C R•ց) = lim← n H
•(R•ւ ⊗C b≤nR•ց).
For every i ∈ Z the inverse system
{H i(R•ւ ⊗C b≤nR•ց)}
stabilizes.
Proof. All spaces H i(R•ւ ⊗C b≤nR•ց) and only finitely many weight components of
R•ւ and R
•
ց contribute to H
i. 2
4.12. Proof of Theorem 4.9. Let us consider case (ii), and prove thatH•(R•ւ(V )⊗C
R•ց(N)) does not depend, up to a canonical isomorphism, on the choice of a resolution
R•ւ(V ). The other independences are proved exactly in the same way.
Let R•i , i = 1, 2, be two left u
−-induced left convex resolutions of V . According to
Lemma 4.10, there exists a third one, R•, projecting onto R•i . Let us prove that the
projections induce isomorphisms
H•(R• ⊗C R•ց(N)) ∼−→ H•(R•i ⊗C R•ց(N)).
By Lemma 4.11.1, it suffices to prove that
H•(R• ⊗C b≤nR•ց(N)) ∼−→ H•(R•i ⊗C b≤nR•ց(N)).
for all n. Let Q•i be a cone of R
• −→ R•i . It is an exact u−-induced convex complex
bounded from the right. It is enough to check that H•(Q•i ⊗C b≤nR•ց(N)) = 0.
Note that for W ∈ Cr,M ∈ C we have canonically
W ⊗C M = (W ⊗ sM)⊗C k.
Thus
H•(Q•i ⊗C b≤nR•ց(N)) = H•((Q•i ⊗ sb≤nR•ց(N))⊗C k) = 0,
since (Q•i ⊗ sb≤nR•ց(N) is an exact bounded from the right complex, consisting of
modules which are tensor products of u+-induced and u−-induced, hence u-projective
modules (see Lemma 4.1.1).
4.12.1. It remains to show that if p′ and p′′ are two maps between u−-induced convex
resolutions of V , R•1 −→ R•2, inducing identity on V , then the isomorphisms
H•(R•1 ⊗C R•ց(N)) ∼−→ H•(R•2 ⊗C R•ց(N))
induced by p′ and p′′, coincide. Arguing as above, we see that it is enough to prove
this with R•ց(N) replaced by b≤nR
•
ց(N). This in turn is equivalent to showing that
two isomorphisms
H•((R•1 ⊗ sb≤nR•ց(N))⊗C k) ∼−→ H•((R•2 ⊗ sb≤nR•ց(N))⊗C k)
184
coincide. But R•i ⊗ sb≤nR•ց(N) are complexes of projective u-modules, and the mor-
phisms p′ ⊗ id and p′′ ⊗ id induce the same map on cohomology, hence they are
homotopic; therefore they induce homotopic maps after tensor multiplication by k.
This completes the proof of the theorem. 2
5. Some calculations
We will give a recipe for calculation of TorC∞
2
+• which will prove useful for the next
chapter.
5.1. Recall that in III.13.2 the duality functor
D : Cζ−1 −→ Copp
has been defined (we identify C with C˜ as usually). We will denote objects of Cζ−1 by
letters with the subscript (•)ζ−1.
Note that DL(0)ζ−1 = L(0).
Let us describe duals to Verma modules. For λ ∈ X let us denote by M+(λ) the
Verma module with respect to the subalgebra u+ with the lowest weight λ, that is
M+(λ) := Induu≤0χλ
where χλ is an evident one-dimensional representaion of u
≤0 corresponding to the
character λ.
5.1.1. Lemma. We have
DM(λ)ζ−1 =M
+(λ− 2(l − 1)ρ).
Proof follows from [AJS], Lemma 4.10. 2
5.2. Let us denote by K• a two term complex in C
L(0) −→ DM(0)ζ−1
concentrated in degrees 0 and 1, the morphism being dual to the canonical projection
M(0)ζ−1 −→ L(0)ζ−1.
For n ≥ 1 define a complex
K•n := b≥0(K
•⊗n[1]);
it is concentrated in degrees from 0 to n− 1. For example, K•1 = DM(0)ζ−1 .
For n ≥ 1 we will denote by
ξ : K•n −→ K•n+1
the map induced by the embedding L(0) →֒ DM(0)ζ−1.
We will need the following evident properties of the system {K•n, ξn}:
(a) K•n is u
+-induced;
(b) K•n is exact off degrees 0 and n−1; H0(K•n) = k. ξn induces identity map between
H0(K•n) and H
0(K•n+1).
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(c) For a fixed µ ∈ X there exists m ∈ N such that for any n we have (b≥mK•n)≥µ = 0.
Here for V = ⊕λ∈X ∈ C we set
V≥µ := ⊕λ≥µ Vλ.
5.3. Let V ∈ Cr; let R•ւ(V ) be a u−-induced convex left resolution of V . Let N ∈ C.
5.3.1. Lemma. (i) For a fixed k ∈ Z the direct system {Hk(R•ւ(V )⊗C (K•n⊗N)), ξn}
stabilizes.
(ii) We have a canonical isomorphism
TorC∞
2
+•(V,N) ∼= lim→ n H
−•(R•ւ(V )⊗C (K•n ⊗N)).
Proof. (i) is similar to Lemma 4.11.1. (ii) By Theorem 4.9 we can use any u+-induced
right convex resolution of N to compute TorC∞
2
+•(V,N). Now extend K
•
n ⊗ N to a
u+-induced convex resolution of N and argue like in the proof of Lemma 4.11.1 again.
2
5.4. Recall the notations of 4.4 and take for R•ւ(V ) the resolution P
•
ւ(V ) = P
•
ւ⊗V .
Then
H•(P •ւ(V )⊗C (K•n ⊗N)) = H•(V ⊗C (P •ւ ⊗K•n ⊗N)).
Note that P •ւ⊗K•n⊗N is a right bounded complex quasi-isomorphic to K•n⊗N . The
terms of P •ւ⊗K•n are u-projective by Lemma 4.1.1, hence the terms of P •ւ⊗K•n⊗N
are projective by rigidity of C. Therefore,
H−•(V ⊗C (P •ւ ⊗K•n ⊗N)) = TorC•(V,K•n ⊗N).
Here TorC•(∗, ∗) stands for the zeroth weight component of Toru•(∗, ∗).
Putting all the above together, we get
5.5. Corollary. For a fixed k ∈ Z the direct system {TorCk(V,K•n ⊗N)} stabilizes.
We have
TorC∞
2
+•(V,N) = lim→ n
TorC•(V,K
•
n ⊗N). 2
5.6. Dually, consider complexes DK•n,ζ−1. They form a projective system
{. . . −→ DK•n+1,ζ−1 −→ DK•n,ζ−1 −→ . . . }
These complexes enjoy properties dual to (a) — (c) above.
5.7. Theorem. For every k ∈ Z we have canonical isomorphisms
TorC∞
2
+k(V,N)
∼= lim← mlim→ n H
−k((V ⊗ sDK•m,ζ−1)⊗C (K•n ⊗N)).
Both the inverse and the direct systems actually stabilize.
Proof follows from Lemma 5.3.1. We leave details to the reader. 2
Here is an example of calculation of TorC∞
2
+•.
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5.8. Lemma. TorC∞
2
+•(k, L(2(l − 1)ρ)) = k in degree 0.
Proof. According to Lemma 4.8 it suffices to prove that Ext
∞
2
+•
C (L(2(l−1)ρ), L(0)) =
k. Choose a u+-induced right convex resolution
L(2(l − 1)ρ) ǫ−→ R•ց
such that
R0ց = DM(2(l − 1)ρ)ζ−1 = M+(0),
and all the weights in R≥1ց are < 2(l − 1)ρ.
Similarly, choose a u−-free right concave resolution
L(0)
ǫ−→ R•ր
such that
R0ր =M(2(l − 1)ρ) = DM+(0)ζ−1,
and all the weights of R≥1ր are > 0. By Theorem 4.9 we have
Ext
∞
2
+•
C (L(2(l − 1)ρ), L(0)) = H•(Hom•C(R•ց, R•ր)).
Therefore it is enough to prove that
(a) HomC(R0ց, R
0
ր) = k;
(b) HomC(Rmց, R
n
ր) = 0 for (m,n) 6= (0, 0).
(a) is evident. Let us prove (b) for, say, n > 0. Rmց has a filtration with successive
quotients of typeM+(λ), λ ≤ 0; similarly, Rnց has a filtration with successive quotients
of type DM+(µ)ζ−1, µ > 0. We have HomC(M+(λ), DM+(µ)ζ−1) = 0, therefore
HomC(Rmց, R
n
ր) = 0. The proof for m > 0 is similar. Lemma is proven. 2
CONFORMAL BLOCKS AND TorC∞
2
+•
5.9. Let M ∈ C. We have a canonical embedding
HomC(k,M) →֒M
which identifies HomC(k,M) with the maximal trivial subobject of M . Dually, we
have a canonical epimorhism
M −→ HomC(M, k)∗
which identifies HomC(M, k)∗ with the maximal trivial quotient of M . Let us denote
by 〈M〉 the image of the composition
HomC(k,M) −→ M −→ HomC(M, k)∗
Thus, 〈M〉 is canonically a subquotient of M .
One sees easily that if N ⊂ M is a trivial direct summand of M which is maximal,
i.e. not contained in greater direct summand, then we have a canonical isomorphism
〈M〉 ∼−→ N . By this reason, we will call 〈M〉 the maximal trivial direct summand of
M .
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5.10. Let
∆l = {λ ∈ X| 〈i, λ+ ρ〉 > 0, for all i ∈ I; 〈γ, λ+ ρ〉 < l}
denote the first alcove. Here γ ∈ R ⊂ Y is the highest coroot.
For λ1, . . . , λn ∈ ∆l, the space of conformal blocks is defined as
〈L(λ1), . . . , L(λn)〉 := 〈L(λ1)⊗ . . .⊗ L(λn)〉
(see e.g. [A] and Lemma 9.3 below).
5.11. Corollary. The space of conformal blocks 〈L(λ1), . . . , L(λn)〉 is canonically a
subquotient of TorC∞
2
+0(k, L(λ1)⊗ . . .⊗ L(λn)⊗ L(2(l − 1)ρ)).
Proof follows easily from the definition of 〈•〉 and Lemma 5.8. 2
5.12. Let us consider an example showing that 〈L(λ1), . . . , L(λn)〉 is in general a
proper subquotient of TorC∞
2
+0(k, L(λ1)⊗ . . .⊗ L(λn)⊗ L(2(l − 1)ρ)).
We leave the following to the reader.
5.12.1. Exercise. Let P (0) be the indecomposable projective cover of L(0). We have
TorC∞
2
+0(k, P (0)) = k. 2
We will construct an example featuring P (0) as a direct summand of L(λ1) ⊗ . . . ⊗
L(λn).
Let us take a root datum of type sl(2); take l = 5, n = 4, λ1 = λ2 = 2, λ3 = λ4 = 3
(we have identified X with Z).
In our case ρ = 1, so 2(l − 1)ρ = 8. Note that P (0) has highest weight 8, and it is
a unique indecomposable projective with the highest weight 8. So, if we are able to
find a projective summand of highest weight 0 in V = L(2)⊗L(2)⊗L(3)⊗L(3) then
V ⊗ L(8) will contain a projective summand of highest weight 8, i.e. P (0).
Let Uk denote the quantum group with divided powers over k (see [L2], 8.1). The
algebra u lies inside Uk. It is wellknown that all irreducibles L(λ), λ ∈ ∆l, lift to
simple Uk-modules L˜(λ) and for λ1, . . . , λn ∈ ∆ the Uk-module L˜(λ1)⊗ . . .⊗ L˜(λn) is
a direct sum of irreducibles L˜(λ), λ ∈ ∆l, and indecomposable projectives P˜ (λ), λ ≥ 0
(see, e.g. [A]).
Thus L˜(2)⊗ L˜(2)⊗ L˜(3)⊗ L˜(3) contains an indecomposable projective summand with
the highest weight 10, i.e. P˜ (8). One can check easily that when restricted to u, P˜ (8)
remains projective and contains a summand P (−2). But the highest weight of P (−2)
is zero.
We conclude that L(2)⊗ L(2) ⊗ L(3) ⊗ L(3) ⊗ L(8) contains a projective summand
P (0), whence
〈L(2), L(2), L(3), L(3)〉 6= TorC∞
2
+0(k, L(2)⊗ L(2)⊗ L(3)⊗ L(3)⊗ L(8)).
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Chapter 3. Global sections
6. Braiding and balance in C and FS
6.1. Let Uk be the quantum group with divided powers, cf [L2], 8.1. Let RC be the
category of finite dimensional integrable Uk-modules defined in [KL]IV, §37. It is a
rigid braided tensor category. The braiding, i.e. family of isomorphisms
R˜V,W : V ⊗W ∼−→W ⊗ V, V,W ∈ RC,
satisfying the usual constraints, has been defined in [L1], Ch. 32.
6.2. As u is a subalgebra of Uk, we have the restriction functor preserving X-grading
Υ : RC −→ C.
The following theorem is due to G.Lusztig (private communication).
6.2.1. Theorem. (a) There is a unique braided structure (RV,W , θV ) on C such that
the restriction functor Υ commutes with braiding.
(b) Let V = L(λ), and let µ be the highest weight of W ∈ C, i.e. Wµ 6= 0 and Wν 6= 0
implies ν ≤ µ. Let x ∈ V, y ∈Wµ. Then
RV,W (x⊗ y) = ζλ·µy ⊗ x;
(c) Any braided structure on C enjoying the property (b) above coincides with that
defined in (a). 2
6.3. Recall that an automorphism θ˜ = {θ˜V : V ∼−→ V } of the identity functor of RC
is called balance if for any V,W ∈ RC we have
R˜W,V ◦ R˜V,W = θ˜V⊗W ◦ (θ˜V ⊗ θ˜W )−1.
The following proposition is an easy application of the results of [L1], Chapter 32.
6.4. Proposition. The category RC admits a unique balance θ˜ such that
— if L˜(λ) is an irreducible in RC with the highest weight λ, then θ˜ acts on L˜(λ) as
multiplication by ζn(λ). 2
Here n(λ) denotes the function introduced in 3.1.
Similarly to 6.2.1, one can prove
6.5. Theorem. (a) There is a unique balance θ on C such that Υ commutes with
balance;
(b) θL(λ) = ζ
n(λ);
(c) If θ′ is a balance in C having property (b), then θ′ = θ. 2
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6.6. According to Deligne’s ideology, [D1], the gluing construction of 3.6 provides the
category FS with the balance θFS . Recall that the braiding RFS has been defined in
III.11.11 (see also 11.4). It follows easily from the definitions that (Φ(RFS),Φ(θFS))
satisfy the properties (b)(i) and (ii) above. Therefore, we have (Φ(RFS),Φ(θFS)) =
(R, θ), i.e. Φ is an equivalence of braided balanced categories.
7. Global sections over A(K)
7.1. Let K be a finite non-empty set, |K| = n, and let {Xk} be a K-tuple of finite
gactorizable sheaves. Let λk := λ(Xk) and λ = ∑k λk; let α ∈ N[I]. Consider the
sheaf X α(K) over Aα~λ(K) obtained by gluing {Xk}, cf. III.10.3. Thus
X α(K) = gK({Xk})α~λ
in the notations of loc.cit.
We will denote by η, or sometimes by ηα, or ηαK the projection Aα(K) −→ O(K). We
are going to describe Rη∗X α(K)[−n]. Note that it is an element of D(O(K)) which
is smooth, i.e. its cohomology sheaves are local systems.
7.2. Let V1, . . . , Vn ∈ C. Recall (see II.3) that C•u−(V1 ⊗ . . . ⊗ Vn) denotes the
Hochschild complex of the u−-module V1⊗ . . .⊗ Vn. It is naturally X-graded, and its
λ-component is denoted by the subscript (•)λ as usually.
Let us consider a homotopy point z = (z1, . . . , zn) ∈ O(K) where all zi are real, z1 <
. . . < zn. Choose a bijection K
∼−→ [n]. We want to describe a stalk Rη∗X α(K)z[−n].
The following theorem generalizes Theorem II.8.23. The proof is similar to loc. cit,
cf. III.12.16, and will appear later.
7.3. Theorem. There is a canonical isomorphism, natural in Xi,
Rη∗X α(K)z[−n] ∼= C•u−(Φ(X1)⊗ . . .⊗ Φ(Xn))λ−α. 2
7.4. The group π1(O(K); z) is generated by counterclockwise loops of zk+1 around
zk, σi, k = 1, . . . , n− 1. Let σk act on Φ(X1)⊗ . . .⊗ Φ(Xn) as
id⊗ . . .⊗ RΦ(Xk+1),Φ(Xk) ◦RΦ(Xk),Φ(Xk+1) ⊗ . . .⊗ id.
This defines an action of π1(O(K); z) on Φ(X1)⊗ . . .⊗Φ(Xn), whence we get an action
of this group on C•u−(Φ(X1) ⊗ . . . ⊗ Φ(Xn)) respecting the X-grading. Therefore we
get a complex of local systems over O(K); let us denote it C•u−(Φ(X1)⊗ . . .⊗Φ(Xn))♥.
7.5. Theorem. There is a canonical isomorphism in D(O(K))
Rη∗X α(K)[−n] ∼−→ C•u−(Φ(X1)⊗ . . .⊗ Φ(Xn))♥λ−α.
Proof follows from 6.6 and Theorem 7.3. 2
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7.6. Corollary. Set λ∞ := α + 2(l − 1)ρ − λ. There is a canonical isomorphism in
D(O(K))
Rη∗X α(K)[−n] ∼−→ C•u(Φ(X1)⊗ . . .⊗ Φ(Xn)⊗DM(λ∞)ζ−1)♥0 .
Proof. By Shapiro’s lemma, we have a canonical morphism of complexes which is a
quasiisomorphism
C•u−(Φ(X1)⊗ . . .⊗ Φ(Xn))λ−α −→ C•u(Φ(X1)⊗ . . .⊗ Φ(Xn)⊗M+(α− λ))0.
By Lemma 5.1.1, M+(α− λ) = DM(λ∞)ζ−1. 2
8. Global sections over P
8.1. Let J be a finite set, |J | = m, and {Xj} a J-tuple of finite factorizable sheaves.
Set µj := λ(Xj), ~µ = (µj) ∈ XJ . Let α ∈ N[I] be such that (~µ, α) is admissible,
cf. 3.1. Let X α~µ be the preverse sheaf on Pα~µ obtained by gluing the sheaves Xj, cf. 3.5
and 3.6.
Note that the group PGL2(C) = Aut(P1) operates naturally on Pα~µ and the sheaf X α~µ
is equivariant with respect to this action.
Let
η¯ : Pα~µ −→ TPoJ
denote the natural projection; we will denote this map also by η¯J or η¯
α
J . Note that η¯
commutes with the natural action of PGL2(C) on these spaces. Therefore Rη¯∗X α~µ is
a smooth PGL2(C)-equivariant complex on TPoJ . Our aim in this section will be to
compute this complex algebraically.
Note that Rη¯∗X α~µ descends uniquely to the quotient
TPoJ := TPoJ/PGL2(C)
8.2. Let us pick a bijection J
∼−→ [m]. Let Z be a contractible real submanifold
of TPoJ defined in [KL]II, 13.1 (under the name V0). Its points are configurations
(z1, τ1, . . . , zm, τm) such that zj ∈ P1(R) = S ⊂ P1(C); the points zj lie on S in this
cyclic order; they orient S in the same way as (0, 1,∞) does; the tangent vectors τj
are real and compatible with this orientation.
8.3. Definition. An m-tuple of weights ~µ ∈ Xm is called positive if
m∑
j=1
µj + (1− l)2ρ ∈ N[I] ⊂ X.
If this is so, we will denote
α(~µ) :=
m∑
j=1
µj + (1− l)2ρ 2
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8.4. Theorem. Let X1, . . . ,Xm ∈ FS. Let ~µ be a positive m-tuple of weights, µj ≥
λ(Xj), and let α = α(~µ). Let X α~µ be the sheaf on Pα~µ obtained by gluing the sheaves
Xj. There is a canonical isomorphism
R•η¯∗X α~µ [−2m]Z ∼= TorC∞
2
−•(k,Φ(X1)⊗ . . .⊗ Φ(Xm)).
Proof is sketched in the next few subsections.
8.5. Two-sided Cˇech resolutions. The idea of the construction below is inspired
by [B1], p. 40.
Let P be a topological space, U = {Ui| i = 1, . . . , N} an open covering of P . Let
ji0i1...ia denote the embedding
Ui0 ∩ . . . ∩ Uia →֒ P.
Given a sheaf F on P , we have a canonical morphism
F −→ Cˇ•(U ;F) (285)
where
Cˇa(U ;F) = ⊕i0<i1<...<ia ji0i1...ia∗j∗i0i1...iaF ,
the differential being the usual Cˇech one.
Dually, we define a morphism
Cˇ•(U ;F) −→ F (286)
where
Cˇ•(U ;F) : 0 −→ CˇN(U ;F) −→ CˇN−1(U ;F) −→ . . . −→ Cˇ0(U ;F) −→ 0
where
Cˇa(U ;F) = ⊕i0<i1<...<ia ji0i1...ia!j∗i0i1...iaF .
If F is injective then the arrows (285) and (286) are quasiisomorphisms.
Suppose we have a second open covering of P , V = {Vj | j = 1, . . . , N}. Let us define
sheaves
Cˇab (U ,V;F) := Cˇb(V; Cˇa(U ;F));
they form a bicomplex. Let us consider the associated simple complex Cˇ•(U ,V;F),
i.e.
Cˇi(U ,V;F) = ⊕a−b=i Cˇab (U ,V;F).
It is a complex concentrated in degrees from −N to N . We have canonical morphisms
F −→ Cˇ•(U ;F)←− Cˇ•(U ,V;F)
If F is injective then both arrows are quasiisomorphisms, and the above functors are
exact on injective sheaves. Therefore, they pass to derived categories, and we get a
functor K 7→ Cˇ•(U ,V;K) from the bounded derived category Db(P ) to the bounded
filtered derived category DF (P ). This implies
8.6. Lemma. Suppose that K ∈ Db(P ) is such that RiΓ(P ; Cˇab (U ,V;K)) = 0 for all
a, b and all i 6= 0. Then we have a canonical isomorphism in Db(P ),
RΓ(P ;K) ∼−→ R0Γ(P ; Cˇ•(U ,V;K)). 2
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8.7. Returning to the assumptions of theorem 8.4, let us pick a point
z = (z1, τ1, . . . , zm, τm) ∈ TPoJ such that zj are real numbers z1 < . . . < zm and
tangent vectors are directed to the right.
By definition, we have canonically
Rη¯∗(Pα~µ ;X α~µ )Z = RΓ(Pα;K)
where
K := X α~µ |η¯−1(z)[−2m].
Let us pick N ≥ |α| and reals p1, . . . , pN , q1, . . . , qN such that
p1 < . . . < pN < z1 < . . . < zm < qN < . . . < q1.
Let us define two open coverings U = {Ui| i = 1, . . . , N} and V = {Vi| i = 1, . . . , N}
of the space Pα where
Ui = Pα −
⋃
k
{tk = pi}; Vi = Pα −
⋃
k
{tk = qi},
where tk denote the standard coordinates.
8.8. Lemma. (i) We have
RiΓ(Pα; Cˇab (U ,V;K)) = 0
for all a, b and all i 6= 0.
(ii) We have canonical isomorphism
R0Γ(Pα; Cˇ•(U ,V;K)) ∼= sDK•N,ζ−1 ⊗C (K•N ⊗ Φ(X1)⊗ . . .⊗ Φ(Xm)),
in the notations of 5.7.
Proof (sketch). We should regard the computation of RΓ(Pα; Cˇab (U ,V;K)) as the
computation of global sections over Pα of a sheaf obtained by gluing Xj into points
zj , the Verma sheaves M(0) or irreducibles L(0) into the points pj , and dual sheaves
DM(0)ζ−1 or DL(0)ζ−1 into the points qj .
Using PGL2(R)-invariance, we can move one of the points pj to infinity. Then, the
desired global sections are reduced to global sections over an affine space Aα, which
are calculated by means of Theorem 7.3.
Note that in our situation all the sheaves Cˇab (U ,V;K) actually belong to the abelian
category M(Pα) of perverse sheaves. So Cˇ•(U ,V;K) is a resolution of K in M(Pα).
2
8.9. The conclusion of 8.4 follow from the previous lemma and Theorem 5.7. 2
8.10. The group π1(TPom,Z) operates on the spaces TorC∞
2
+•(k,Φ(X1)⊗. . .⊗Φ(Xm))
via its action on the object Φ(X1)⊗ . . .⊗Φ(Xm) induced by the braiding and balance
in C. Let us denote by
TorC∞
2
+•(k,Φ(X1)⊗ . . .⊗ Φ(Xm))♥
the corresponding local system on TPom.
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8.11. Theorem. There is a canonical isomorphism of local systems on TPom:
R•−2mη¯∗X α~µ ∼= TorC∞
2
−•(k,Φ(X1)⊗ . . .⊗ Φ(Xm))♥
Proof follows immediately from 6.6 and Theorem 8.4. 2
9. Application to conformal blocks
9.1. In applications to conformal blocks we will encounter the roots of unity ζ of not
necessarily odd degree l. So we have to generalize all the above considerations to the
case of arbitrary l.
The definitions of the categories C and FS do not change (for the category C the
reader may consult [AP], §3). The construction of the functor Φ : FS −→ C and the
proof that Φ is an equivalence repeats the one in III word for word.
Here we list the only minor changes (say, in the definition of the Steinberg module)
following [L1] and [AP].
9.1.1. So suppose ζ is a primitive root of unity of an even degree l.
We define ℓ := l
2
. For the sake of unification of notations, in case l is odd we define
ℓ := l. For i ∈ I we define ℓi := ℓ(ℓ,di) where (ℓ, di) stands for the greatest common
divisor of ℓ and di.
For a coroot α ∈ R ∈ Y we can find an element w of the Weyl group W and a simple
coroot i ∈ Y such that w(i) = α (notations of [L1], 2.3). We define ℓα := ℓ(ℓ,di) , and
the result does not depend on a choice of i and w.
We define γ0 ∈ R to be the highest coroot, and β0 ∈ R to be the coroot dual to the
highest root. Note that γ0 = β0 iff our root datum is simply laced.
9.1.2. We define
Yℓ := {λ ∈ X|λ · µ ∈ ℓZ for any µ ∈ X}
One should replace the congruence modulo lY in the Definition 2.6.1 and in 3.1 by
the congruence modulo Yℓ.
We define ρℓ ∈ X as the unique element such that 〈i, ρℓ〉 = ℓi − 1 for any i ∈ I.
Then the Steinberg module L(ρℓ) is irreducible projective in C (see [AP] 3.14).
Note also that ρℓ is the highest weight of u
+.
One has to replace all the occurences of (l − 1)2ρ in the above sections by 2ρℓ.
In particular, the new formulations of the Definition 8.3 and the Theorem 8.4 force
us to make the following changes in 3.1 and 3.4.
In 3.1 we choose a balance function n in the form
n(µ) =
1
2
µ · µ− µ · ρℓ
In other words, we set ν0 = −ρℓ. This balance function does not necessarily have the
property that n(−i′) ≡ 0 mod l. It is only true that n(−i′) ≡ 0 mod ℓ.
We say that a pair (~µ, α) is admissible if
∑
k µk − α ≡ 2ρℓ mod Yℓ.
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9.1.3. The last change concerns the definition of the first alcove in 5.10.
The corrected definition reads as follows:
if ℓi = ℓ for any i ∈ I, then
∆l = {λ ∈ X| 〈i, λ+ ρ〉 > 0, for all i ∈ I; 〈γ0, λ+ ρ〉 < ℓ};
if not, then
∆l = {λ ∈ X| 〈i, λ+ ρ〉 > 0, for all i ∈ I; 〈β0, λ+ ρ〉 < ℓβ0}
9.2. Let gˆ denote the affine Lie algebra associated with g:
0 −→ C −→ gˆ −→ g((ǫ)) −→ 0.
Let O˜κ be the category of integrable gˆ-modules with the central charge κ − h where
h stands for the dual Coxeter number of g. It is a semisimple balanced braided rigid
tensor category (see e.g. [MS] or [F2]).
Let O−κ be the category of g-integrable gˆ-modules of finite length with the central
charge −κ − h. It is a balanced braided rigid tensor (bbrt) category (see [KL]). Let
O˜−κ be the semisimple subcategory of O−κ formed by direct sums of simple gˆ-modules
with highest weights in the alcove ∇κ:
∇κ := {λ ∈ X| 〈i, λ+ ρ〉 > 0, for all i ∈ I; 〈β0, λ+ ρ〉 < κ}
The bbrt structure on O−κ induces the one on O˜−κ, and one can construct an equiv-
alence
O˜κ ∼−→ O˜−κ
respecting bbrt structure (see [F2]). D.Kazhdan and G.Lusztig have constructed an
equivalence
O−κ ∼−→ RCζ
(notations of 6.1) respecting bbrt structure (see [KL] and [L3]). Here ζ = exp(π
√−1
dκ
)
where d = maxi∈I di. Thus l = 2dκ, and ℓ = dκ.
Note that the alcoves ∇κ and ∆l (see 9.1.3) coincide.
The Kazhdan-Lusztig equivalence induces an equivalence
O˜−κ ∼−→ O˜ζ
where O˜ζ is the semisimple subcategory of RCζ formed by direct sums of simple Uk-
modules L˜(λ) with λ ∈ ∆ (see [A] and [AP]). The bbrt structure on RCζ induces
the one on O˜ζ , and the last equivalence respects bbrt structure. We denote the
composition of the above equivalences by
φ : O˜κ ∼−→ O˜ζ .
Given any bbrt category B and objects L1, . . . , Lm ∈ B we obtain a local system
HomB(1, L1⊗. . .⊗Lm)♥ on TPom with monodromies induced by the action of braiding
and balance on L1 ⊗ . . .⊗ Lm.
Here and below we write a superscript X♥ to denote a local system over TPom with
the fiber at a standard real point z1 < . . . < zm with tangent vectors looking to the
right, equal to X.
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Thus, given L1, . . . , Lm ∈ O˜κ, the local system
HomO˜κ(1, L1⊗˜ . . . ⊗˜Lm)♥
called local system of conformal blocks is isomorphic to the local system
HomO˜ζ (1, φ(L1)⊗˜ . . . ⊗˜φ(Lm))♥. Here ⊗˜ will denote the tensor product in ”tilded”
categories.
To unburden the notations we leave out the subscript ζ in RCζ from now on.
For an object X ∈ RC let us define a vector space 〈X〉RC in the same manner as
in 5.9, i.e. as an image of the canonical map from the maximal trivial subobject of X
to the maximal trivial quotient of X. Given X1, . . . , Xm ∈ RC, we denote
〈X1, . . .Xm〉 := 〈X1 ⊗ . . .⊗Xm〉RC.
9.2.1. Lemma. We have an isomorphism of local systems
HomO˜ζ (1, φ(L1)⊗˜ . . . ⊗˜φ(Lm))♥ ∼= 〈φ(L1), . . . , φ(Lm)〉♥RC
Proof. Follows from [A]. 2
9.3. Lemma. The restriction functor Υ : RC −→ C (cf. 6.2) induces isomorphism
〈φ(L1), . . . , φ(Lm)〉RC ∼−→ 〈Υφ(L1), . . . ,Υφ(Lm)〉C.
Proof. We must prove that if λ1, . . . , λm ∈ ∆, L˜(λ1), . . . , L˜(λm) are corresponding
simples in RC, and L(λi) = ΥL˜(λi) — the corresponding simples in C, then the
maximal trivial direct summand of L˜(λ1)⊗ . . .⊗ L˜(λm) in RC maps isomorphically to
the maximal trivial direct summand of L(λ1)⊗ . . .⊗ L(λm) in C.
According to [A], [AP], L˜(λ1) ⊗ . . . ⊗ L˜(λm) is a direct sum of a module
L˜(λ1)⊗˜ . . . ⊗˜L˜(λm) ∈ Oζ and a negligible module N ∈ RC. Here negligible means
that any endomorphism of N has quantum trace zero (see loc. cit.). Moreover, it is
proven in loc cit. that N is a direct summand of W ⊗M for some M ∈ RC where
W = ⊕ω∈Ω L˜(ω),
Ω = {ω ∈ X| 〈i, ω + ρ〉 > 0 for all i ∈ I; 〈β0, ω + ρ〉 = κ}
being the affine wall of the first alcove. By loc. cit., W is negligible. Since ΥL˜(ω) =
L(ω), ω ∈ Ω and since Υ commutes with braiding, balance and rigidity, we see that
the modules L(ω) are negligible in C. Hence ΥW is negligible, and ΥW ⊗ ΥM is
negligible, and finally ΥN is negligible. This implies that ΥN cannot have trivial
summands (since L(0)) is not negligible).
We conclude that
〈Υ(L˜(λ1)⊗ . . .⊗ L˜(λm))〉C = 〈ΥL˜(λ1)⊗˜ . . . ⊗˜ΥL˜(λm)〉C =
〈L˜(λ1)⊗˜ . . . ⊗˜L˜(λm)〉RC = 〈L˜(λ1)⊗ . . .⊗ L˜(λm)〉RC 2
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9.4. Corollary 5.11 implies that the local system
〈Υφ(L1), . . . ,Υφ(Lm)〉♥C
is canonically a subquotient of the local system
TorC∞
2
+0(k,Υφ(L1)⊗ . . .⊗Υφ(Lm)⊗ L(2ρℓ)♥
(the action of monodromy being induced by braiding and balance on the first m
factors).
9.5. Let us fix a point∞ ∈ P1 and a nonzero tangent vector v ∈ T∞P1. This defines
an open subset
TAom ⊂ TPom
and the locally closed embedding
ξ : TAom →֒ TPom+1.
Given λ1, . . . , λm ∈ ∆, we consider the integrable gˆ-modules Lˆ(λ1), . . . , Lˆ(λm) of
central charge κ− h.
Suppose that
λ1 + . . .+ λm = α ∈ N[I] ⊂ X.
We define λ∞ := 2ρℓ, and ~λ := (λ1, . . . , λm, λ∞). Note that ~λ is positive and α = α(~λ),
in the notations of 8.3.
Denote by X α~λ the sheaf on Pα~λ obtained by gluing L(λ1), . . . ,L(λm),L(λ∞). Note
that
X α~λ = j!∗Iα~λ
where j : Poα~λ →֒ Pα~λ .
Consider the local system of conformal blocks
HomO˜κ(1, Lˆ(λ1)⊗˜ . . . ⊗˜Lˆ(λm))♥.
If
∑m
i=1 λi 6∈ N[I] ⊂ X then it vanishes by the above comparison with its ”quantum
group” incarnation.
9.6. Theorem. Suppose that
∑m
i=1 λi = α ∈ N[I]. Then the local system of conformal
blocks restricted to TAom is isomorphic to a canonical subquotient of a ”geometric”
local system
ξ∗R−2m−2η¯αm+1∗j!∗Iα~λ .
Proof. This follows from Theorem 8.11 and the previous discussion. 2
9.7. Corollary. The above local system of conformal blocks is semisimple. It is a
direct summand of the geometric local system above.
Proof. The geometric system is semisimple by Decomposition theorem, [BBD],
The´ore`me 6.2.5. 2
9.8. Example 5.12 shows that in general a local system of conformal blocks is a
proper direct summand of the corresponding geometric system.
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Part V. MODULAR STRUCTURE
ON THE CATEGORY FS
1. Introduction
1.1. Let C −→ S be a smooth proper morphism of relative dimension 1. Let ~x =
(x1, . . . , xm) be an m-tuple of disjoint sections xk : S −→ C. In this part we will
show how to localize u-modules to the sections ~x. To this end we will need a version
of cohesive local system on the space of (relative) configurations on C.
The main difference from the case C = A1 is that the local systems are in general no
more abelian one-dimensional. In fact, the monodromy in these local systems factors
through the finite Heisenberg group. To stress the difference we will call them the
Heisenberg local systems.
These local systems are constructed in Chapter 1.
1.2. Given a K-tuple of u-modules (or, equivalently, factorizable sheaves) {Xk} we
study the sheaf g({Xk}) on C obtained by gluing the sheaves {Xk}. Namely, we study
its behaviour when the curve C degenerates into a stable curve C with nodes.
It appears that the sheaf g({Xk}) degenerates into a sheaf g({Xk}, {Rj}) obtained
by gluing the sheaves {Xk} and a few copies of the sheaf R: one for each node of C
(Theorem 17.3).
The sheaf R is not an object of FS, but rather of FS⊗2 (or, strictly speaking, of
IndFS ⊗ IndFS). It corresponds to the regular u-bimodule R under the equivalence
Φ.
The Theorem 17.3 is the central result of this part. Its proof occupies Chapters 2–
5. We study the degeneration away from the nodes in Chapter 2. We study the
degeneration near the nodes in Chapter 4, after we collect the necessary information
about the regular bimodule R in Chapter 3.
As a byproduct of geometric construction of the regular bimodule we derive the her-
mitian autoduality of R and the adjoint representation ad.
1.3. In Chapter 5 we investigate the global sections of the sheaf g({Xk}). They form a
local system on the moduli space of curves with K marked points and nonzero tangent
vectors at these points (strictly speaking, the local system lives on the punctured
determinant line bundle over this space). The collection of all such local systems
equips the category FS with the fusion, or modular, structure in the terminology
of [BFM] (Theorem 18.2).
Historically, first examples of modular categories appeared in the conformal field the-
ory (WZW models), see e.g. [MS] and [TUY]. Namely, the category O˜κ of integrable
gˆ-modules of central charge κ− h has a natural modular structure.
As far as we know, the category FS is the first example of nonsemisimple modular
category.
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1.4. In Chapter 6 we study the connection between modular categories O˜κ and Cζ
for ζ = exp(π
√−1
dκ
).
It appears that the modular structure on the former category can be reconstructed in
terms of the modular structure on the latter one.
As a corollary we get a description of local systems of conformal blocks in WZW
models in arbitrary genus as natural subquotients of some semisimple local systems
of geometric origin (Theorem 19.8).
The geometric local systems are equipped with natural hermitian nondegenerate
fiberwise scalar product (being direct images of perverse sheaves which are Verdier-
autodual up to the replacement ζ 7→ ζ−1) which gives rise to a hermitian nondegen-
erate scalar product on conformal blocks in WZW models.
1.5. Our work on this part began 5 years ago as an attempt to understand the
remarkable paper [CFW]. In fact, the key ingredients — Heisenberg local system,
and adjoint representation — were already present in this paper.
V.Ginzburg has drawn our attention to this paper. D.Kazhdan’s interest to our work
proved extremely stimulating.
During these years we benefited a lot from discussions with many people. The idea
of Chapter 4 is due to P.Deligne. The idea to study the degeneration of Heisenberg
local system is due to B.Feigin. We are grateful to R.Hain, J.Harris and T.Pantev
who took pain of answering our numerous questions about various line bundles on
the moduli spaces. The second author is obliged to V.Ostrik for useful discussions of
adjoint representation.
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Chapter 1. Heisenberg local system
2. Notations and statement of the main result
2.1. Let α ∈ N[X], α = ∑ aµµ. We denote by suppα the subset of X consisting of
all µ s.t. aµ 6= 0. Let π : J −→ X be an unfolding of α, that is ♯π−1(µ) = aµ for any
µ ∈ X. As always, Σπ denotes the group of automorphisms of J preserving the fibers
of π.
2.1.1. The fibered product C ×S . . . ×S C (J times) will be denoted by CJ . The
group Σπ acts naturally on C
J , and the quotient space CJ/Σπ will be denoted by C
α.
◦
CJ (resp.
◦
Cα) stands for the complement to diagonals in CJ (resp. in Cα).
2.1.2. TCJ stands for the complement to the zero sections in the relative (over S)
tangent bundle. So TCJ −→ CJ is a (C∗)J -torsor. We denote by ◦TCJ its restriction
to
◦
CJ . The group Σπ acts freely on
◦
TCJ , and we denote the quotient
◦
TCJ/Σπ by◦
TCα.
The natural projection
◦
TCJ −→ ◦TCα will be denoted by π, or sometimes πJ .
2.1.3. Given j ∈ J we consider the relative tangent bundle on CJ along the j-th
coordinate Tj . It is a line bundle on C
J . For µ ∈ suppα we consider the line bundle
⊗
j∈π−1(µ)
Tj on C
J . It has a natural Σπ-equivariant structure and can be descended to
the line bundle Tµ on C
α.
2.1.4. Given ε > 0 we denote by Dε the standard disk of radius ε. If there is no
danger of confusion we will omit ε from our notations and will denote Dε simply by
D.
The definitions of DJ , Dα,
◦
DJ ,
◦
Dα,
◦
TDJ ,
◦
TDα simply copy the above definitions, and
we do not reproduce them.
2.1.5. Given a surjection τ : J −→ K we consider the map πK : K −→ X, k 7→∑
j∈τ−1(k) π(j). We will use the notation αK for
∑
µ∈X ♯π
−1
K (µ)µ ∈ N[X].
We consider the following (infinite dimensional) manifold
◦
TCτ =
◦˜
TCK × ∏
k∈K
◦
TDτ
−1(k)
where
◦˜
TCK is the space of analytic open embeddings SK × D →֒ C such that the
restriction to SK × 0 is just a K-tuple of sections S −→ C. Here SK denotes the
disjoint union of K copies of S.
We have an evident projection pK :
◦˜
TCK −→ ◦TCK taking the first jet. Note that
pK is a homotopy equivalence.
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We denote by qτ the natural substitution map
◦
TCτ −→ ◦TCJ .
2.1.6. Recall (see IV.9.1) that ℓ stands for l
2
in case l is even, and for l in case l is
odd. Recall (see loc. cit.) that
Yℓ := {λ ∈ X | λ · µ ∈ ℓZ ∀µ ∈ X}
We denote by d the cardinality of X/Y , and by dℓ the determinant of the form
1
ℓ
?·?
restricted to the sublattice Yℓ ⊂ X Note that if ℓ is divisible by d := maxi∈I di then
dℓ = ♯(X/Yℓ). This will be the case in our applications to conformal blocks.
To handle the general case we need to introduce some new characters. We define
Xℓ := {µ ∈ X ⊗Q | µ · Yℓ ∈ ℓZ}
Evidently, Yℓ ⊂ X ⊂ Xℓ, and Xℓ is generated by X and { ℓdi i′, i ∈ I}. So if d|ℓ then
Xℓ = X but in general this is not necessarily the case.
Note that dℓ = ♯(Xℓ/Yℓ).
To study the modular properties of the Heisenberg local system and the category FS
(cf. especially the Theorem 7.6(b)) we will have to modify slightly the definition of
the latter one, and, correspondingly, of the category C. We start with the category C.
Consider the subalgebra u′ ⊂ u (see II.12.3) generated by θi, ǫi, K˜±1i , i ∈ I (notations
of loc. cit.).
We define C′ to be a category of finite dimensional Xℓ-graded vector spaces V = ⊕Vλ
equipped with a structure of a left u′-module compatible with Xℓ-gradings and such
that
K˜ix = ζ
〈dii,λ〉x
for x ∈ Vλ, i ∈ I.
This is well defined since 〈dii, Xℓ〉 ∈ Z for any i ∈ I.
We have a natural inclusion of a full subcategory C →֒ C′.
We define the category FS ′ exactly as in III.5.2, just replacing all occurences of X
by Xℓ.
We have a natural inclusion of a full bbrt subcategory FS →֒ FS ′, and the equivalence
Φ : FS −→ C extends to the same named equivalence Φ : FS ′ −→ C′. The proof is
the same as in III; one only has to replace X by Xℓ everywhere.
Recall that in case d|ℓ (the case of interest for applications to conformal blocks) we
have Xℓ = X,FS ′ = FS, C′ = C.
From now on we will restrict ourselves to the study of the categories FS ′, C′. However,
in order not to scare the reader away by a bunch of new notations we will denote them
by FS, C.
The interested reader will readily perform substitutions in the text below.
2.1.7. Consider a function n : Xℓ −→ Z[ 12d ] such that n(µ+ν) = n(µ)+n(ν)+µ ·ν.
We will choose n of the following form:
n(µ) =
1
2
µ · µ+ µ · ν0
for some ν0 ∈ Xℓ. From now on we fix such a function n and the corresponding ν0.
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Let g be the genus of our relative curve C −→ S.
2.1.8. Definition. (a) We will denote the unique homomorphism
N[Xℓ] −→ Xℓ
identical on Xℓ by α 7→ α∼;
(b) α ∈ N[Xℓ] is called g-admissible if α∼ = (2g − 2)ν0.
2.1.9. From now on we assume that ζ is a primitive root of unity of degree l. Then
ζ = exp(2π
√−1k
l
) for some integer k prime to l. We fix k, and for a rational number
q we define ζq := exp(2π
√−1q k
l
).
2.1.10. Given α =
∑
aµµ ∈ N[Y ] and its unfolding π : J −→ Y , we consider the
following one-dimensional local system IJ on ◦TDJ :
by definition, its monodromies are as follows:
around diagonals: ζ2π(j1)·π(j2);
around zero sections of tangent bundle: ζ2n(π(j)).
We define the one-dimensional local system Iα on ◦TDα as Iα := (πJ∗IJ)Σπ,− (cf.
III(46)).
2.1.11. For a line bundle L we denote the corresponding C∗-torsor by L˙.
2.2. Statement of the main result.
2.2.1. Definition. The Heisenberg local system H is the following collection of data:
1) A local system Hα on ◦TCα for each admissible α ∈ N[Xℓ];
2) Factorization isomorphisms: for each α ∈ N[Xℓ], unfolding π : J −→ Xℓ, surjection
τ : J −→ K, the following isomorphisms are given:
φτ : q
∗
τπ
∗
JHα ∼−→ p∗Kπ∗KHαK ⊠ × k∈K Iτ
−1(k)
satisfying the usual associativity constraints.
2.2.2. Theorem. Let δ −→ S denote the determinant line bundle of the family C −→
S (see e.g. [KM]). Then after the base change
Cδ −→ C
↓ ↓
δ˙ −→ S
there exists a Heisenberg Local System H.
The dimension of H is equal to dgℓ , and the monodromy around the zero section of δ
is equal to (−1)rkXℓζ12ν0·ν0.
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2.2.3. Remark. In the case g = 1 the line bundle δ12 is known to be trivial. It is easy
to see that there exists a one-dimensional local system on δ˙ with any given monodromy
around the zero section.
We will construct the Heisenberg local system H over S (as opposed to δ˙). Lifting it
to δ˙ and twisting by the above one-dimensional systems we can obtain a Heisenberg
local system with any given scalar monodromy around the zero section.
The construction of the desired Heisenberg System will be given in the rest of this
Chapter.
3. The scheme of construction
3.1. First note that it suffices to construct the desired local system H for ζ =
exp(π
√−1
ℓ
). If k is prime to l, and ζ ′ = exp(2π
√−1 k
l
), then Hζ′ is obtained from
Hζ just by application of a Galois automorphism of our field k. So till the end of
construction we will assume that ζ = exp(π
√−1
ℓ
).
3.2. In what follows everything is relative over the base S. To unburden the notations
we will pretend though that C is an absolute curve. Thus H1(C) stands, say, for the
local system of Z-modules of rank 2g over S.
For α ∈ N[Xℓ] we introduce the following divisor Dα on Cα:
Dα = d
g
ℓ
ℓ
(
∑
µ6=ν
µ · ν∆µν + 1
2
∑
µ
µ · µ∆µµ)
where ∆µν , µ, ν ∈ suppα, stands for the corresponding diagonal in Cα. Note that for
g ≥ 2 all the coefficients of the above sum are integers. To simplify the exposition we
will assume that g ≥ 2. For the case of g = 1 see 3.6.
Given an unfolding π : J −→ Xℓ we denote the pullback of Dα under πJ by DJ ; this
is a divisor on CJ .
We consider the (relative) Picard scheme Pic(C) ⊗ Xℓ. The group of its connected
components is naturally isomorphic to Xℓ. Each component carries a canonical po-
larization ω which we presently describe. It is a skew-symmetric bilinear form on
H1(Pic
0(C) ⊗ Xℓ) = H1(C) ⊗ Xℓ equal to the tensor product of the canonical cup-
product form on H1(C) and the symmetric bilinear form
dg
ℓ
ℓ
(?·?) on Xℓ. Note that
dg
ℓ
ℓ
(?·?) is positive definite, so ω is (relatively) ample.
We denote by AJα : C
α −→ Pic(C) ⊗ Xℓ the Abel-Jacobi map AJα(∑µxµ) =∑
(xµ)⊗ µ.
The admissibility condition implies that the Abel-Jacobi map lands into the connected
component (Pic(C)⊗Xℓ)(2g−2)ν0 to be denoted by A. Note that the projection A −→ S
has a canonical section Ω⊗ν0, so A is a genuine abelian variety, not just a torsor over
one. Here Ω denotes the (relative) canonical line bundle on C.
3.2.1. Definition. We define the following line bundle Lα on Cα:
Lα = ⊗µ∈supp(α)T⊗
d
g
ℓ
ℓ
n(µ)
µ ⊗O(Dα)
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The desired construction is an easy consequence of the following Propositions:
3.3. Proposition. There is a unique line bundle L on A such that for any
g-admissible α we have Lα = AJ∗α(L). The first Chern class c1(L) = −[ω].
3.4. Proposition. There exists a local system H on L˙ ×S δ˙ such that dimH = dgℓ
(see 2.1.6); the monodromy around the zero section of L is equal to ζ
2ℓ
d
g
ℓ ; and the
monodromy around the zero section of δ is equal to (−1)rkXℓζ12ν0·ν0.
3.5. In the remainder of this section we derive the desired construction from the
above Propositions.
We fix a g-admissible α. We denote by ˙AJα the natural map between the total spaces
of the corresponding C∗-torsors:
˙AJα : (AJ
∗
α(L))˙ −→ L˙
By the Proposition 3.3 we have an isomorphism
AJ∗α(L) ∼−→ Lα (287)
It is clear from the definition of Lα that the pullback of Lα to TCα has the canonical
meromorphic section sα. The restriction of this section to
◦
TCα does not have poles
nor zeros, and hence it defines the same named section sα of the C∗-torsor (AJ∗α(L))˙.
We change the base to δ˙, and preserve the notations AJα, sα for the base change of
the same named morphism and section. By the Proposition 3.4 we have the local
system H on L˙ ×S δ˙.
We define Hα to be s∗α ˙AJα
∗
H twisted by the one-dimensional sign local system.
The proof of the above Propositions and the construction of factorization isomor-
phisms will be given in the following sections.
3.6. The above construction does not work as stated in the case of elliptic curves:
the line bundle O(Dα) in the Definition 3.2.1 does not make sense since the coefficients
dℓ
2ℓ
µ · µ of the divisor Dα apriori may be halfintegers.
We will indicate how to carry out the construction in this case.
For any N ∈ Z such that N dℓ
2ℓ
µ · µ,N dℓ
ℓ
n(µ) ∈ Z ∀µ ∈ Xℓ we define
LNα :=
⊗
µ∈suppα
TN
dℓ
ℓ
n(µ) ⊗O(NDα).
We will prove the following versions of the above Propositions.
3.6.1. Proposition. There is a unique line bundle LN on A such that for any g-
admissible α ∈ N[Xℓ] we have LNα = AJ∗αLN . The first Chern class c1(LN) = −N [ω].
3.6.2. Proposition. There exists a local system HN on (LN )˙ such that dimHN = dℓ.
The monodromy of HN around the zero section of LN is equal to ζ 2Ndℓ .
Moreover, for any N |N ′ we have HN = [N ′
N
]∗HN
′
where [N
′
N
] : LN −→ LN ′ is the map
of raising to the (N
′
N
)-the power.
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3.6.3. Now Hα is defined as s∗α,N A˙J
∗
HN for any N as above exactly as in 3.5. In
fact, it is enough to take N = 2.
4. The universal line bundle
In this section we will give a proof of the Propositions 3.3 and 3.6.1.
4.1. First we formulate a certain generalization. Suppose given a free Z-module Λ
of finite rank with an even symmetric bilinear pairing (, ) : Λ× Λ −→ Z. We fix an
element ν ∈ Λ, and a function b : Λ −→ Z, b(λ) := 1
2
(λ, λ) + (λ, ν).
4.1.1. For α ∈ N[Λ] we introduce the following divisor Dα on Cα:
Dα = ∑
µ6=λ
(µ, λ)∆µλ +
1
2
∑
µ
(µ, µ)∆µµ
where ∆µλ, µ, λ ∈ suppα, stands for the corresponding diagonal in Cα. Note that all
the coefficients of the above sum are integers.
Given an unfolding π : J −→ Λ we denote the pullback of Dα under πJ by DJ ; this
is a divisor on CJ .
We consider the (relative) Picard scheme Pic(C) ⊗ Λ. The group of its connected
components is naturally isomorphic to Λ. Each component carries a canonical po-
larization ω which we presently describe. It is a skew-symmetric bilinear form on
H1(Pic
0(C) ⊗ Λ) = H1(C) ⊗ Λ equal to the tensor product of the canonical cup-
product form on H1(C) and the symmetric bilinear form (, ) on Λ.
We denote by AJα : C
α −→ Pic(C)⊗Λ the Abel-Jacobi map AJα(∑µxµ) = ∑(xµ)⊗
µ.
The admissibility condition implies that the Abel-Jacobi map lands into the connected
component (Pic(C)⊗ Λ)(2g−2)ν to be denoted by AΛ.
Note that the projection AΛ −→ S has a canonical section Ω⊗ ν, so AΛ is a genuine
abelian variety, not just a torsor over one. Here Ω denotes the (relative) canonical
line bundle on C.
4.1.2. Definition. We define the following line bundle Lα on Cα:
Lα = ⊗µ∈supp(α)T⊗b(µ)µ ⊗O(Dα)
An element α =
∑
aλλ ∈ N[Λ] (formal sum) is called g-admissible if α∼ = (2g − 2)ν.
Now we are able to formulate the Proposition generalizing 3.3.
4.2. Proposition. There is a unique line bundle L(Λ, (, ), ν) on AΛ such that
for any g-admissible α we have Lα = AJ∗α(L(Λ, (, ), ν)). The first Chern class
c1(L(Λ, (, ), ν)) = −[ω].
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4.3. We start the proof of the Proposition 4.2 with the following Lemma. Let πJ :
J −→ Λ be an unfolding of α. Let τ : J −→ K be a surjection, and πK : K −→ Λ
be an unfolding of αK as in 2.1.5. To simplify the notations we will denote αK by β.
Let στ denote the natural (“diagonal”) embedding C
K →֒ CJ .
4.3.1. Lemma. There is a canonical isomorphism
σ∗τπ
∗
J(Lα) = π∗K(Lβ)
Proof. It is enough to prove the Lemma in the case |J | = |K|+ 1. So we fix i, j ∈ J
such that τ(i) = τ(j) = k, and we denote πJ(i) by µi, and πJ(j) by µj.
We have π∗J(Dα) = µi · µj∆ij +D′ where ∆ij 6⊂ supp(D′).
Moreover, it is clear that D′ ∩∆ij = στ (π∗K(Dβ)), and hence
σ∗τπ
∗
τ (O(D′)) = π∗K(O(Dβ))
On the other hand, for any smooth divisor D we have a canonical isomorphism
O(D)|D = ND (the normal bundle).
In particular, we have σ∗τ (O(∆ij)) = σ∗τ (Ti) = σ∗τ (Tj) = Tk.
Thus σ∗τ (T
b(µi)
i ⊗ T b(µj )j ⊗O((µi, µj)∆ij)) = T b(µi)+b(µj )+(µi,µj)k = T b(µi+µj)k = T b(π(k))k .
Finally, if m 6= i, j, then evidently σ∗τ (Tm) = Tτ(m).
Putting all this together we obtain the statement of the Lemma. 2
4.4. To prove the Proposition we have to check a necessary condition: that the first
Chern class of Lα is a pullback of some cohomology class on AΛ under the Abel-Jacobi
map AJα. This is the subject of the following Lemma.
4.4.1. Lemma. If α is admissible, then c1(Lα) = AJ∗α(−[ω]).
Proof. Let us choose an unfolding π : J −→ Λ. We denote by πJ the corresponding
projection CJ −→ Cα.
It is enough to prove that the pullback of the both sides to CJ under πJ coincide.
We introduce the following family of 2-cycles in CJ . For 1-cycles a, b in C, and
i 6= j ∈ J , we denote by ai × bj the following product cycle: the i-th coordinate runs
along the cycle a, the j-th coordinate runs along the cycle b, all the rest coordinates
are fixed. The homology class of ai × bj depends only on i, j and the classes of a and
b.
We denote by fi the following 2-cycle: the i-th coordinate runs along the fundamental
cycle of C, all the rest coordinates are fixed. The homology class of fi depends on i
only.
It suffices to check that the pairings of both sides of 4.4.1 with this family of cycles
coincide.
We have:
〈−ω, ai × bj〉 = (π(i), π(j))a ∩ b = (ai × bj) ∩ ((π(i), π(j))∆ij) = 〈c1(Lα), ai × bj〉;
(288)
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〈−ω, fi〉 = −g(π(i), π(j)); (289)
〈c1(Lα), fi〉 = (2− 2g)b(π(i)) + fi ∩ π∗(Dα) = (2− 2g)b(π(i)) + (π(i), (
∑
j∈J
π(j)− π(i))).
(290)
To assure the equality of (289) and (290) we must have
(1− g)(π(i), π(i)) = (2− 2g)b(π(i)) + (π(i),∑
j∈J
π(j)), (291)
that is,
(1− g)((π(i), π(i))− 2b(π(i))) = (π(i),∑
j∈J
π(j)) (292)
which is precisely the admissibility condition. 2
4.5. Let us choose a basis I of Λ.
Using the Lemma 4.3.1 we see that it suffices to prove the Proposition for α of a
particular kind, namely
α =
∑
i∈I
aii+
∑
i∈I
a−i(−i)
where all the positive integers ai, a−i are big enough.
4.5.1. We define α+ :=
∑
i∈I aii, and α− :=
∑
i∈I a−i(−i).
We consider the following Abel-Jacobi maps:
AJ+ : C
α+ −→ (Pic(C)⊗ Λ)α+ =: A+,
and
AJ− : Cα− −→ (Pic(C)⊗ Λ)α− =: A−.
We have
AJα = m ◦ (AJ+ × AJ−)
where m : A+ ×S A− −→ AΛ is the addition map.
If all the a±i are bigger than g, then the map
(AJ+ ×AJ−)∗ : Pic0(A+ ×S A−) −→ Pic0(Cα+ ×S Cα−)
is an isomorphism, and the induced map on the whole Picard groups is an inclusion.
According to the Lemma 4.4.1, c1(Lα) = AJ∗α(−[ω]) = (AJ+ × AJ−)∗(m∗(−[ω])).
So we deduce that there exists a unique line bundle L′ on A+ ×S A− such that
Lα = (AJ+ ×AJ−)∗L′.
It remains to show that L′ = m∗L for some line bundle L on AΛ (necessarily uniquely
defined). To this end it is enough to verify that the restrictions of L′ to the fibers of
m are trivial line bundles.
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4.5.2. We choose an unfolding J of α. We choose a surjection τ : J −→ K with the
following property: K = K0 ⊔ K1; τ is one-to-one over K1, and for any k ∈ K0 we
have τ−1(k) = {i,−i} for some i ∈ I.
Moreover, we assume that α is big enough so that for each i ∈ I both i and −i appear
at least g times in τ−1 of both K0 and K1.
Recall that στ stands for the diagonal embedding C
K →֒ CJ .
It is clear that CK = CK0 ×S CK1, and the Abel-Jacobi map AJJ ◦ στ : CK −→ AΛ
factors through the projection onto the second factor.
Fix a point a ∈ AΛ. Let us choose p ∈ CK1 such that AJJ(στ (CK0 × p)) = a. Then
(AJ+ × AJ−) ◦ στ maps CK0 × p to the fiber m−1(a).
It is easy to see that the induced maps on the Picard groups ((AJ+ × AJ−) ◦ στ )∗ :
Pic(m−1(a)) −→ Pic(CK0) is injective.
Thus we only have to check that
((AJ+ × AJ−) ◦ στ )∗L′|CK0×p = (στ ◦ πJ)∗Lα|CK0×p
is trivial.
According to the Lemma 4.3.1, this line bundle is equal to π∗K(LαK ). It is clear from
the definition that LαK is lifted from the projection to the factors carrying nonzero
weights. In particular, the restriction of LαK to a fiber of this projection is trivial.
This completes the proof of the Proposition 4.2.
4.6. To prove the Proposition 3.3 it suffices to apply Proposition 4.2 to the case
Λ = Xℓ; (?, ?) =
dg
ℓ
ℓ
?·?; ν = ν0; b(λ) = d
g
ℓ
ℓ
n(λ).
To prove the Proposition 3.6.1 we take Λ = Xℓ; (?, ?) = N
dg
ℓ
ℓ
?·?; ν = ν0; b(λ) =
N
dg
ℓ
ℓ
n(λ). 2
5. The universal local system
In this section we will give a proof of the Propositions 3.4 and 3.6.2.
5.1. Recall the notations of 4.1. Let us take Λ = Xℓ ⊕ Yℓ; ((x1, y1), (x2, y2)) =
−1
ℓ
(y1 · x2 + y2 · x1 + y1 · y2); ν = (ν0, 0).
We denote AΛ by A
′. We have an obvious projection pr1 : A
′ −→ A. We denote the
line bundle L(Λ, (, ), ν) (notations of 4.2) by L′.
5.2. Theorem. (a) L′ is relatively ample with respect to pr1.
(b) The direct image E := pr1∗L′ is a locally free sheaf of rank dgℓ .
(c) In the situation of 3.4 (that is, g > 1) we have det(E) = L⊗ (p∗δ)dgℓ (− 12 rkXℓ+6 ν0·ν0ℓ ),
where p stands for the projection A −→ S.
(d) Assume g = 1. Then in the notations of 3.6 we have for any N as in loc. cit.
(det(E))⊗N = LN ⊗ p∗δ⊗iN for some i ∈ Z.
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5.2.1. Let us construct the desired local system assuming the Theorem 5.2. By the
virtue of [BK], Corollary 3.4 and Corollary 4.2, E is naturaly equipped with the flat
projective connection. Hence its lifting to (det(E))˙ carries a flat connection with scalar
monodromy around the zero section equal to exp(2π
√−1
dg
ℓ
). Isomorphism 5.2.(c) yields
the map m : L˙ ×S δ˙ −→ (det(E))˙, where m(λ, t) = λ ⊗ tdgℓ (− 12 rkXℓ+6
ν0·ν0
ℓ
). It is clear
that m∗E is a locally free sheaf with flat connection, whose monodromy around the
0-section of L is equal to exp(2π
√−1
dg
ℓ
) = ζ
2ℓ
d
g
ℓ , and monodromy around the zero section
of δ is equal to (−1)rkXℓζ12ν0·ν0. This proves the Proposition 3.4.
The proof of the Proposition 3.6.2 is even simpler. Note that for any M the lifting of
E to ((det(E))⊗M )˙ carries a flat connection with scalar monodromy around the zero
section equal to exp(2π
√−1
Mdℓ
).
Now 5.2(d) implies the isomorphism (det(E))⊗12N = (LN)⊗12 for any N as in 3.6
(recall that δ⊗12 is trivial).
So for any N we can define HN to be m∗E where m : LN −→ (det(E))⊗12N is the
composition of raising to the 12-th power and the above isomorphism. 2
5.3. We now proceed with the proof of the Theorem 5.2. The statements (a) and
(b) follow immediately from the Proposition 4.2 and the Riemann-Roch formula for
abelian varieties (see e.g. [M1]).
To prove (c) we need two auxilliary Propositions.
As usually, it is more convenient to work in greater generality. Thus suppose given
Λ, (, ), ν as in 4.1.
We will denote the canonical section Ω ⊗ ν of AΛ = (Pic(C) ⊗ Λ)(2g−2)ν by s. This
section identifies AΛ with Pic
0(C) ⊗ Λ, and we will use this identification in what
follows.
5.4. Proposition. s∗(L(Λ, (, ), ν) = δ−6(ν,ν) (notations of 4.2).
5.5. Corollary. L(Λ, (, ), ν) = L(Λ, (, ), 0)⊗ p∗δ−6(ν,ν).
Proof. Let first g = 1. Then note that the condition of g-admissibility reads α∼ = 0
independently of ν. To stress the dependence of Lα on ν we will include ν as the
subindex for a moment.
We have Tλ = p
∗(δ−1) for any λ ∈ Λ.
For any 1-admissible α, and any ν we have
Lαν = Lα0 ⊗
⊗
λ∈suppα
T
(λ,ν)
λ = Lα0 ⊗ p∗(δ−(α
∼,ν)) = Lα0
It follows that L(Λ, (, ), ν) = L(Λ, (, ), 0) for any ν. On the other hand 6(ν, ν) ∈ 12Z,
and δ⊗12 is known to be trivial.
This takes care of the case g = 1.
Assume now g > 1.
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In view of the Proposition 5.4 it is enough to show that L(Λ, (, ), ν) = L(Λ, (, ), 0)⊗
p∗Ξ for some line bundle Ξ on S. So we can assume that S is a point.
Let us choose a nonzero holomorphic form σ with zero divisor (σ) on C. Then, for
any α ∈ N[Λ], we have an embedding
ισ : C
α →֒ Cα+(2g−2)ν ; x 7→ x+ (σ)⊗ ν.
Recall the Definition 4.1.2 of g-admissibility. Since g is fixed, while ν varies, till the
end of the proof we will replace this term by ν-admissibility.
Note that if α is 0-admissible, then α + (2g − 2)ν is ν-admissible.
It is clear that for 0-admissible α we have
ι∗σLα+(2g−2)ν =
⊗
µ∈suppα
T bν(µ)µ ⊗O(Dα)⊗
⊗
µ∈suppα
T−(µ,ν)µ =
=
⊗
µ∈suppα
T
1
2
(µ,µ)
µ ⊗O(Dα) =
⊗
µ∈suppα
T b0(µ)µ ⊗O(Dα) = Lα
(notations of 4.1).
Now the Corollary follows from the definition (and uniqueness) of L(Λ, (, ), ν) (Propo-
sition 4.2). 2
5.6. Proposition. Assume g > 1. Then [RpΛ∗(L(Λ, (, ), 0))]1 = δ− 12dgrkΛ where
d stands for det(−(, ) ), while pΛ denotes the projection AΛ −→ S, and [RpΛ∗(?)]1
denotes the determinant of the complex RpΛ∗(?) (see e.g. [KM]).
Note that d equals the Euler characteristic of RpΛ∗(L(Λ, (, ), 0)).
5.7. Let us derive the Theorem 5.2(c) assuming the above Propositions.
Note that the scalar product ((ν0, 0), (ν0, 0)) = 0, and hence the Corollary 5.5 implies
that L′ does not depend on ν0. It follows from loc. cit. that the RHS of 5.2(c) does
not depend on ν0 either.
We will assume that ν0 = 0 until the end of the proof.
For M ∈ Z and an abelian group G let [M ] : G −→ G denote the multiplication by
M . We choose M such that MXℓ ⊂ Yℓ.
5.7.1. Lemma. [M ]∗ det(E) = [M ]∗(L ⊗ (p∗δ)dgℓ (− 12 rkXℓ+6 ν0·ν0ℓ )).
Proof. Let us define +M : Xℓ ⊕ Yℓ −→ Yℓ as +M(x, y) = Mx+ y.
We have an equality of quadratic forms
([M ]× id)∗(, ) = (+M)∗(−1
ℓ
?·?) + pr∗1(
M2
ℓ
?·?)
(note that all the quadratic forms involved are integer valued and even).
It implies the equality of line bundles:
([M ]× id)∗L′ = (+M ⊗ id)∗(L(Yℓ,−1
ℓ
?·?, 0)⊗ pr∗1L(Xℓ,
M2
ℓ
?·?, 0))
Note that (pr1,+M) : Xℓ ⊕ Yℓ −→ Xℓ ⊕ Yℓ is an automorphism. Hence
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[M ]∗ det(E) = det(pr1∗(pr∗2L(Yℓ,−
1
ℓ
?·?, 0)⊗ pr∗1L(Xℓ,
M2
ℓ
?·?, 0)) =
= det(pr1∗pr
∗
2L(Yℓ,−
1
ℓ
?·?, 0))⊗ L(Xℓ, M
2
ℓ
?·?, 0)dgℓ (293)
by the projection formula (note that dgℓ is the Euler characteristic of
pr1∗pr
∗
2L(Yℓ,−1ℓ?·?, 0)).
The first tensor multiple is equal to
p∗A det((pPic0(C)⊗Yℓ)∗L(Yℓ,−
1
ℓ
?·?, 0)) = p∗Aδ−
1
2
dg
ℓ
rkYℓ
by the Proposition 5.6.
The second tensor multiple is identified with
L(Xℓ, d
g
ℓM
2
ℓ
?·?, 0) = [M ]∗L(Xℓ, d
g
ℓ
ℓ
?·?, 0)
This completes the proof of the Lemma. 2
5.7.2. Now the difference of the LHS and RHS of 5.2(c) is a line bundle Ξ on Pic0(C)⊗
Xℓ which is defined functorially with respect to S. Moreover, we have seen that [M ]
∗Ξ
is trivial. This implies that Ξ is trivial itself.
In effect, it defines a section of Pic0(C)M ⊗ Xℓ (where the subscript M stands for
M-torsion).
But Pic0(C)M ⊗Xℓ = R1pC∗(Z/MZ)⊗Xℓ, and it is well known that R1pC∗(Z/MZ)
does not have nonzero functorial sections. Hence the above section vanishes, so the
difference of the LHS and RHS is a line bundle lifted from the base S.
But we know that the restrictions of the LHS and RHS to the zero section of Pic0(C)⊗
Xℓ coincide.
This completes the proof of 5.2(c).
5.7.3. Now we will prove 5.2(d).
According to the proof of Corollary 5.5 both sides are independent of ν, so we put
ν = 0.
The formula (293) and the argument just above it applies to the case of elliptic curve
as well provided N |M . The first tensor multiple of (293) is obviously lifted from the
base. Since the Picard group of the moduli space M1 is generated by δ, loc. cit.
implies that
[M ]∗ det(E) = p∗(δi)⊗L(Xℓ, dℓM
2
ℓ
?·?, 0)
for some i. Hence
[M ]∗(det(E))⊗N = p∗(δiN)⊗L(Xℓ, NdℓM
2
ℓ
?·?, 0) = [M ]∗(p∗(δiN)⊗ LN)
Exactly as in 5.7.2 this implies that
(det(E))⊗N = p∗(δiN )⊗LN
This completes the proof of 5.2(d). 2
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5.8. We start with the proof of Proposition 5.4.
If g = 1 then both sides are trivial. Indeed, the RHS is trivial since 6(ν, ν) ∈ 12Z,
and δ⊗12 is trivial.
To see that the LHS is trivial it suffices to consider the case α = {0} (neutral element
of Λ with multiplicity one).
¿From now on we assume that g > 1.
Put P := P((pC)∗(ΩC/S)) where pC denotes the projection C −→ S. We have the
natural inclusion i : P →֒ C(2g−2). Let α ∈ N[Λ] be the multiset consisting of (2g− 2)
copies of ν. We will identify C(2g−2) with Cα. Of course AJα ◦ i maps P to the image
of s. So it suffices to prove that
(AJα ◦ i)∗(L(Λ, (, ), ν)) = p∗P (δ−6(ν,ν)) (294)
where pP denotes the projection P −→ S.
Using the fact that b(ν) = 3
2
(ν, ν) we deduce
(AJα ◦ i)∗(L(Λ, (, ), ν)) = i∗(Lα) = i∗(S2g−2(Ω− 32 (ν,ν))(1
2
(ν, ν)∆)).
(295)
Here ∆ ⊂ C(n) is the diagonal divisor, and for an invertible sheaf F on C we denote by
Sn(F) the invertible sheaf π∗(F⊠n)Σn on C(n) (where π : Cn → C(n) is the projection).
Let us introduce some more notation. Let I ⊂ C × C(n) be the incidence divisor.
We will denote the projection of C × C(n) to the i-th factor by pri till the further
notice. This will not cause any confusion with our previous use of the notation pr1.
For an invertible sheaf F on C we define a rank n locally free sheaf F (n) on C(n) by:
F (n) := pr2∗(OI ⊗ pr∗1(F)).
5.8.1. Lemma. (a) The map F 7→ Sn(F) defines a homomorphism from Pic(C) to
Pic(C(n));
(b) For any line bundle F on C we have ((π∗(F⊠n))Σn,−)⊗2 = Sn(F⊗2)(−∆);
(c) det(F (n)) = (π∗(F⊠n))Σn,−.
Proof. (a) is clear.
(b) We obviously have a morphism from the LHS to Sn(F2). We have to check that
the cokernel is supported on ∆, and its stalk at the generic point of ∆ is 1-dimensional.
For this we can assume that C = A1, and F = O, and check the statement directly.
(c) Let us first construct a morphism from the LHS to the RHS. Let I˜ ⊂ Cn+1 be the
union of diagonals x1 = xi; let p˜r2 (resp. p˜r1) be the projection of C
n+1 onto the last
n (resp. first) coordinates. Then
π∗(det(F (n))) = det(p˜r2∗(p˜r∗1F ⊗OI˜)) (296)
because the square is Cartesian.
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We also have the arrow: OI˜ → ⊕i=2,..,n+1O{x1=xi} which yields the morphism
det(p˜r2∗(p˜r
∗
1F ⊗OI˜) −→ det(p˜r2∗(p˜r∗1F ⊗ (⊕O{x1=xi}))) = F⊠n (297)
It is clear that the morphism (297) anticommutes with the action of Σn, hence,
by (296), it defines the desired arrow.
It is easy to see that the image of the monomorphism (297) is F⊠n(−D) ⊂ F⊠n,
where D is the union of all diagonals. But the latter inclusion induces isomorphism
(π∗(F⊠n(−D)))Σn,− = (π∗(F⊠n))Σn,−
This completes the proof of the Lemma. 2
5.8.2. We return to the proof of Proposition 5.4. It suffices to prove it assuming
that the line bundle Ω1/2 exists over S. Indeed, let Mg denote the moduli space
of curves of genus g. Then it is known that Pic(Mg) is torsion free (see e.g. [M2],
Lemma 5.14). Hence it injects into the Picard group of the moduli space of curves
with θ-characteristics.
We have
i∗(Lα) = i∗(S2g−2(Ω− 32 (ν,ν))(1
2
(ν, ν)∆)) = i∗(S2g−2(Ω3)(−∆))− 12 (ν,ν) =
i∗(det⊗2((Ω
3
2 )(2g−2)))−
1
2
(ν,ν) = i∗(det((Ω
3
2 )(2g−2)))−(ν,ν)
So the Proposition follows from
5.8.3. Lemma. det(i∗(Ω
3
2 )(2g−2)) = p∗P δ
6.
Proof. Consider the exact sequence of sheaves on C × C(n):
0 −→ F −→ pr∗1Ω
3
2 −→ pr∗1Ω
3
2 ⊗OI −→ 0
where F denotes the kernel. Let now (until the end of the proof) pri denote the
projections of C × P to the respective factors. We see that
(id× i)∗(F) = pr∗1Ω
1
2 ⊗ pr∗2(?)
We apply the functor Rpr2∗ ◦ (id× i)∗ to this exact sequence (note that [Rpr2∗(Ω
1
2 ⊗
pr∗2(?))]
1 does not depend on ? since the Euler characteristic of Ω
1
2 is 0).
Using Mumford’s formula (see [M2], Theorem 5.10) we get
det(i∗(Ω
3
2 )(2g−2)) = [Rpr2∗(pr
∗
1Ω
3
2 ⊗ i∗(OI))]1 =
= [Rpr2∗(pr
∗
1Ω
3
2 )]1 − [Rpr2∗(pr∗1Ω
1
2 )]1 =
= [6((
3
2
)2 − 3
2
) + 1− (6((1
2
)2 − 1
2
) + 1)]p∗P δ = 6p
∗
P δ
This completes the proof of the Lemma along with the Proposition 5.4.
5.9. We start the proof of the Proposition 5.6.
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5.9.1. Lemma. Let A → S be a family of abelian varieties over a smooth base S. Let
a : A′ −→ A be an isogeny. Let L be a line bundle over A. Then deg(a)[RpA∗L]1 −
[RpA′∗a∗L]1 lies in the torsion of Pic(S).
Proof. By the relative Riemann-Roch theorem (see e.g. [Fu] Theorem 15.2) we have
the equalities in the Chow ring ASQ
ch[R(pA′∗a∗L] = pA′∗(ch(a∗L)tdA′/S) = pA∗a∗a∗[ch(L)tdA/S ] =
= deg(a)pA∗[ch(L)tdA/S] = deg(a)ch[RpA∗(L)]
Taking the components of degree 1 we get the Lemma. 2
5.9.2. Remark. We will apply the Lemma to the situation A = Pic0(C) ⊗ Λ. In this
case the hypothesis of smoothness of S is redundant. Indeed, it is enough to take for
S the moduli space of genus g curvesMg. It is well known that there exists a smooth
covering π : M˜g −→Mg inducing injection on Picard groups. One can take for M˜g
the moduli space of curves with a basis in H1(C,Z/3Z).
We continue the proof of the Proposition. We define the integer function m(Λ, (, ) )
by the requirement
[RpΛ∗(L(Λ, (, ), 0))]1 = δm(Λ, (,) )
We will need one more Lemma.
5.9.3. Lemma. The function m satisfies the following properties:
(a) m(Λ1 ⊕ Λ2, (, )1 + (, )2) = m(Λ1, (, )1)dg2 +m(Λ2, (, )2)dg1 (for the notation d see
Proposition 5.6);
(b) Let ι : Λ′ →֒ Λ be an embedding with finite cokernel. Then
m(Λ′, ι∗(, ) ) = #(Λ/Λ′)gm(Λ, σ);
(c) If Λ = Z and (1, 1) = −16 then m(Λ, (, ) ) = −16g
2
.
5.9.4. We will prove the Lemma below, and now we derive the Proposition from the
Lemma.
We call 2 lattices isogenic if they contain isomorphic sublattices of maximal rank.
From (a) it follows that the Proposition holds for the sum of 2 lattices if it holds for
each of them. From (b) it follows that the Proposition holds for a lattice if it holds
for an isogenic one. Thus it is enough to prove it for (Λ, (, ) ) = (Z, n).
Note that the statement for the lattice (Z, n) is equivalent to the statement for the
lattice (Z⊕Z, n⊕(−n)) since m(Z⊕Z, n⊕(−n)) = 2(−n)g ·m(Z, n). But the lattices
(Z⊕Z, n⊕ (−n)) are isogenic for various n, and (c) says that the Proposition is true
for n = −16.
The Proposition is proved. This completes the proof of the Theorem 5.2(c). 2
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5.10. It remains to prove the Lemma 5.9.3.
(a) is easy.
(b) follows from the Lemma 5.9.1.
To prove (c) we will need the following Lemma.
Let C −→ S be a family such that a square root Ω 12 exists globally over C. It gives
the section ̺ : S −→ Picg−1(C). On the other hand, Picg−1(C) posesses the canonical
theta line bundle O(θ).
5.10.1. Lemma. ̺∗(O(θ)) = δ 12
Proof. (J.Harris and T.Pantev) Consider a relative curve C over base B, and a line
bundle L over C of relative degree g− 1. This gives the section from B to Picg−1(C),
and we can restrict O(θ) to B. Evidently, the class of O(θ)|B equals the class of
divisor D ⊂ B : b ∈ D iff h0(Lb) > 0.
On the other hand, one checks readily that O(−D) = [RpC∗L]1.
We apply this equality to the case B = S, L = Ω
1
2 . Then [RpC∗L]1 is computed by
Mumford formula (see [M2], Theorem 5.10). Namely, we get [RpC∗Ω
1
2 ]1 = δk where
k = 6(1
2
)2 − 6(1
2
) + 1 = −1
2
.
We conclude that ̺∗(O(θ)) = δ 12 . 2
5.10.2. Now we are able to prove the Lemma 5.9.3(c).
We can assume that Ω
1
2 exists globally over C. The corresponding section ̺ : S −→
Picg−1(C) identifies Picg−1(C) with Pic0(C). We will use this identification, and we
will denote the projection Pic0(C) −→ S by p.
We have Rp∗(O(θ)) = O and ̺∗(O(θ)) = δ 12 by the Lemma 5.10.1. We define L1 :=
O(θ)⊗ p∗δ− 12 .
Then (4)∗L1 = L(Z,−16). Indeed, the θ-divisor, and hence L1 is (−1)-invariant. Thus
(2)∗L1 and L(Z,−4) are the line bundles with the same Chern class, and both are
(−1)-invariant. So fiberwise they can differ only by a 2-torsion element. We conclude
that L(Z,−16) = (2)∗L(Z,−4) = (4)∗L1 fiberwise. But the restriction of both these
line bundles to the 0-section is trivial. Hence they are isomorphic.
Now (c) follows from the Lemma 5.9.1 since obviously p∗L1 = δ− 12 . 2
5.11. We finish this section with a proof of one simple property of the Heisenberg
local system Hα, α ∈ N[Xℓ]. It states, roughly speaking, that Hα depends only on the
class of α modulo N[Yℓ]. More precisely, the following Lemma holds.
5.11.1. Lemma. Let α =
∑
k∈K akµk, α′ =
∑
k∈K akλk ∈ N[Xℓ]. Suppose λk − µk ∈ Yℓ
for every k ∈ K. Then the natural identification Cα = Cα′ lifts to a canonical
isomorphism Hα = Hα′ .
Proof. Let γ ∈ N[Yℓ], γ∼ = 0. We define β ∈ N[Xℓ] as β = α+γ. We have an obvious
projection pr : Cβ −→ Cα. It is enough to construct a canonical isomorphism
Hβ ∼−→ Hα.
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5.11.2. Consider the addition homomorphism of abelian varieties
a : (Pic(C)⊗Xℓ)(2g−2)ν0 × (Pic(C)⊗ Yℓ)0 −→ (Pic(C)⊗Xℓ)(2g−2)ν0
We will compute the inverse image a∗E .
To this end we introduce the following bilinear form σ on Xℓ ⊕ Yℓ ⊕ Yℓ:
σ((x, y1, y2), (x
′, y′1, y
′
2)) := −
1
ℓ
(x · y′2 + x′ · y2 + y1 · y′2 + y′1 · y2 + y2 · y′2).
The automorphism (x, y1, y2) 7→ (x, y1, y1 + y2) of Xℓ ⊕ Yℓ ⊕ Yℓ carries this form into
σ′, where
σ′((x, y1, y2), (x′, y′1, y
′
2)) := −
1
ℓ
(x · y′2 + x′ · y2 + y2 · y′2 − y′1 · y1 − x · y′1 − x′ · y1).
Note that σ′ = σ1 + σ2 where
σ1((x, y1, y2), (x
′, y′1, y
′
2)) := −
1
ℓ
(x · y′2 + x′ · y2 + y′2 · y2)
and
σ2((x, y1, y2), (x
′, y′1, y
′
2)) := −
1
ℓ
(−y′1 · y1 − x · y′1 − x′ · y1)
5.11.3. We will denote by pr12 the projection of (Pic(C) ⊗ Xℓ)(2g−2)ν0 × (Pic(C) ⊗
Yℓ)0 × (Pic(C) ⊗ Yℓ)0 to (Pic(C) ⊗ Xℓ)(2g−2)ν0 × (Pic(C) ⊗ Yℓ)0 (the product of first
two factors).
We also denote by pr1 the projection of (Pic(C) ⊗ Xℓ)(2g−2)ν0 × (Pic(C) ⊗ Yℓ)0 to
(Pic(C)⊗Xℓ)(2g−2)ν0 .
Then we have
a∗E = pr12∗L(Xℓ ⊕ Yℓ ⊕ Yℓ, σ, (ν0, 0, 0)) = pr12∗L(Xℓ ⊕ Yℓ ⊕ Yℓ, σ′, (ν0, 0, 0)) =
= pr12∗(L(Xℓ ⊕ Yℓ ⊕ Yℓ, σ1, (ν0, 0, 0))⊗ L(Xℓ ⊕ Yℓ ⊕ Yℓ, σ2, (ν0, 0, 0))) =
= pr∗1E ⊗ L(Xℓ ⊕ Yℓ, σ2, (ν0, 0))
In the last line we view σ2 as a bilinear form on Xℓ⊕Yℓ since anyway it factors through
the projection of Xℓ⊕Yℓ⊕Yℓ to the sum of the first two summands. The last equality
follows from the projection formula.
5.11.4. Let us denote the line bundle L(Xℓ ⊕ Yℓ, σ2, (ν0, 0)) by L. Then we have
det(a∗E) = det(pr∗1E)⊗ Ld
g
ℓ
Hence we can define a map
m : (det(pr∗1E))˙× L˙ −→ (det(a∗E))˙, (t, u) 7→ t⊗ ud
g
ℓ .
Recall that H is the universal local system on (det E )˙. We obviously have the equality
m∗a∗H = pr∗1H
(To be more precise, one could put the exterior tensor product of pr∗1H with the
constant sheaf on L˙ in the RHS).
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5.11.5. We are ready to finish the proof of the Lemma.
Recall that Hβ is defined as s∗βAJ∗βH (notations of 3.5).
We consider also the Abel-Jacobi map AJα,γ : C
β −→ (Pic(C)⊗Xℓ)(2g−2)ν0×(Pic(C)⊗
Yℓ)0. As in loc. cit. we have the canonical section ς of AJ
∗
α,γ(det(pr
∗
1E)) and the
canonical section s of AJ∗α,γ(det(a
∗E)).
We have
Hβ = s∗AJ∗α,γa∗H
and
pr∗Hα = ς∗AJ∗α,γpr∗1H
It is easy to see that there exists a section s of AJ∗α,γL such that
m(ς, s) = s.
Hence Hβ = s∗AJ∗α,γa∗H = (ς, s)∗AJ∗α,γpr∗1H = ς∗AJ∗α,γpr∗1H = pr∗Hα.
This completes the proof of the Lemma. 2
6. Factorization isomorphisms
6.1. We need to introduce some more notation. Recall the setup of 2.1.
First, we will need the space TCτ containing
◦
TCτ as an open subset. It is defined in
the same way as
◦
TCτ , only we do not throw away nor the diagonals, neither the zero
sections.
The space TCτ decomposes into the direct product
TCτ = T˜CK × ∏
k∈K
TDτ
−1(k)
The projection to the first (resp. second) factor will be denoted by pr1 (resp. pr2).
We have the natural substitution map TCτ −→ TCJ . We will denote it by qτ when
there is no risk of confusing it with the same named map
◦
TCτ −→ ◦TCJ .
The evident projection map TCJ −→ CJ will be denoted by pr. We will use the same
notation for the projections
◦
TCJ −→ ◦CJ , and ◦TCα −→ ◦Cα when there is no risk of
confusion.
The open embedding
◦
CJ →֒ CJ will be denoted by j. We will keep the same notation
for the open embedding
◦
Cα →֒ Cα.
6.2. Recall that we made a choice in the definition of Hα: the isomorphism (287)
was defined up to a scalar multiple.
Let us explain how to make a consistent family of choices.
Given a surjection τ : J −→ K we denote αK by β for short.
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6.2.1. Definition. The isomorphisms θα : Lα ∼−→ AJ∗α(L), and θβ : Lβ ∼−→ AJ∗β(L)
are called compatible if the following diagram commutes:
(πJ ◦ στ )∗Lα
π∗
J
(θα)
∼−→ (AJα ◦ στ )∗L
‖ ‖
π∗KLβ
π∗
K
(θβ)∼−→ AJ∗βL
Here the left vertical equality is just the Lemma 4.3.1, and the right vertical equality
is tautological since AJβ = AJα ◦ στ .
Clearly, we can choose the isomorphisms (287) for all J in a compatible way. We will
assume such a choice made once and for all.
This gives rise to the local system H˜α on L˙α.
6.3. Now we are ready for the construction of factorization isomorphisms.
6.3.1. Let us start with the case of disk.
Given an unfolding π : J −→ Xℓ we define the meromorphic function FJ on TDJ as
follows. We fix a total order < on J . The standard coordinates on TDJ are denoted
by (xj , ξj; j ∈ J). We define
FJ(xj , ξj) =
∏
π(i)6=π(j),i<j
(xi − xj)2π(i)·π(j) ×
∏
π(i)=π(j)
(xi − xj)π(i)·π(j) ×
∏
j∈J
ξ
2n(π(j))
j
(298)
The function does not depend on the order on J .
Recall the setup of 2.1.5 for the case C = D. We have the following two functions on
TDτ :
FJ(qτ ), and FK(pK)×
∏
k∈K
Fτ−1(k) (299)
It is easy to see that the quotient of these two functions TDτ −→ C actually lands
to C∗; moreover the quotient function TDτ −→ C∗ is “canonically” homotopic to the
constant map TDτ −→ 1.
Let Q denote the one dimensional local system on C∗ with monodromy ζ around the
origin and with fiber at 1 trivialized.
We define IJ := F ∗J (Q).
Let m : C∗ × C∗ −→ C∗ denote the multiplication map. Then m∗(Q) ∼= Q ⊠ Q
canonically.
Hence the homotopy between the functions 299 yields the factorization isomorphisms
for the local systems IJ .
The associativity of these factorization isomorphisms follows from associativity of the
above mentioned homotopies between functions 299.
6.3.2. We return to the case of an arbitrary curve. We denote the “zero section”
CK −→ TCτ by z.
Consider the following line bundle on TCτ :
Lτ = (qτ ◦ pr)∗Lα
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L˙τ carries the local system Hτ := (qτ ◦ pr)∗H˜α.
Since z ◦ qτ ◦ pr = στ , we have z∗Lτ = Lβ.
The latter line bundle over CK has a meromorphic section π∗Ksβ constructed in 3.5.
We will extend this section to the whole TCτ .
We do have a meromorphic section s′τ : TC
τ −→ Lτ , s′τ = q∗τπ∗J(sα), where sα :
Cα −→ Lα was defined in 3.5.
Recall that in 6.3.1 we have defined the meromorphic function FM on TD
M for any
unfolding M −→ Xℓ.
We have
div(s′τ ) = pr
−1
1 (div(p
∗
Kπ
∗
Ksβ)) + pr
−1
2 (div(
∏
k∈K
Fτ−1(k)))
We define the meromorphic section
sτ = s
′
τ
∏
k∈K
F−1τ−1(k) (300)
Then div(sτ ) = pr
−1
1 (div(p
∗
Kπ
∗
Ksβ)), and it is easy to see that z
∗sτ = π∗Ksβ.
Since pr1 is a projection with contractible fibers it follows that restricting to
◦
TCτ we
have
s∗τ (Hτ ) ≃ pr∗1p∗Kπ∗Ks∗βH˜β = pr∗1p∗Kπ∗KHβ (301)
6.3.3. Letm : C∗×Lτ −→ Lτ denote the multiplication map. Thenm∗Hτ = Q⊠Hτ .
So putting all the above together, we get
q∗τπ
∗
JHα = (s′τ )∗Hτ = (sτ
∏
k∈K
Fτ−1(k))
∗Hτ =
= (
∏
k∈K
Fτ−1(k); sτ )
∗m∗Hτ = (∏
k∈K
Fτ−1(k); sτ )
∗(Q⊠Hτ ) =
= (
∏
k∈K
Fτ−1(k))
∗Q⊠ s∗τHτ = (
∏
k∈K
Fτ−1(k))
∗Q⊠ s∗βHβ =
= p∗Kπ
∗
KHαK ⊠ × k∈K Iτ
−1(k)
which completes the construction of the factorization isomorphisms.
6.4. The compatibility of the constructed factorization isomorphism for H with the
ones for I is immediate.
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Chapter 2. The modular property of the Heisenberg local system
7. Degeneration of curves: recollections and notations
7.1. Let Mg be the moduli space of curves of genus g. Let D be a smooth locus of
an irreducible component of the divisor at infinity in the compactificationMg. It has
one of the following types.
(a) Either we have a decomposition g = g1 + g2, g1, g2 > 0. Then D is the moduli
space of the following objects: curves C1, C2 of genera g1, g2 respectively; points x1 ∈
C1, x2 ∈ C2. Thus, Cg degenerates into C1 ⊔ C2/(x1 = x2).
(b) Or we put g0 = g − 1, and then D is the moduli space of the following objects:
curve C0 of genus g0 with two distinct points x1 6= x2 ∈ C0. Thus, Cg degenerates
into C0/(x1 = x2).
We denote by CD the universal family over D.
7.2. Let D˜ −→ D denote the moduli space of objects as above plus nonzero tangent
vectors v1 at x1, and v2 at x2. Let
•
TDMg denote the normal bundle to D in Mg
with the zero section removed. There is the canonical map ℘ : D˜ → •TDMg (see
e.g. [BFM], §4).
7.3. Let C be the universal curve over Mg. Let α ∈ N[Xℓ].
Consider
◦
TC
α →Mg (see 2.1.2). Note that C has singularities (nodes) overMg−Mg.
To simplify the exposition we just throw these nodal points away. That is,
◦
TC
α
is
formed by configurations of nonsingular points with nonzero tangent vectors.
Let us describe the preimage of D in
◦
TC
α
, to be denoted by T CαD.
In case 7.1(a) T CαD is a union of connected components numbered by the decomposi-
tions α = α1+α2. The connected component T Cα1α2D is the product C˜α11 × C˜α22 . Here
C˜αrr denotes the configurations of αr distinct points with nonzero tangent vectors on
Cr − xr, r = 1, 2.
In case 7.1(b) T CαD is the space of configurations of α distinct points with nonzero
tangent vectors on C0 − {x1, x2}.
7.4. Thus we obtain the map ℘α : D˜×D T CαD −→
•
T T Cα
D
◦
TC
α
— the normal bundle
to T CαD in
◦
TC
α
with the zero section removed.
Note that if we prescribe a weight µ1 to the point x1, and a weight µ2 to the point x2
then
in case 7.1(a) we can identify D˜ ×D T Cα1α2D with
◦
TCα1+µ11 ×
◦
TCα2+µ22 (notations
of 2.1.2);
in case 7.1(b) we can identify D˜×D T CαD with
◦
TCα+µ1+µ20
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(the exponents are formal sums, and we do not perform symmetrization over µ1 and
µ2 if they happen to be equal or contained in supp α).
7.5. It is known that the determinant line bundle δg over Mg extends to the line
bundle δg over Mg.
In case 7.1(a) let ̟i, i = 1, 2, denote the natural projection from D to Mgi.
In case 7.1(b) let ̟0 denote the natural projection from D to Mg0.
Then δg|D = ̟∗1δg1 ⊗̟∗2δg2 (resp. δg|D = ̟∗0δg0) (see [BFM]).
Summing up we obtain the map also denoted by ℘α:
in case 7.1(a):
(
◦
TCα1+µ11 ×Mg1 δg1)× (
◦
TCα2+µ22 ×Mg2 δg2) −→
•
T T Cα
D
×
Mg
δg
(
◦
TC
α ×Mg δg);
(302)
in case 7.1(b):
◦
TCα+µ1+µ20 ×Mg0 δg0 −→
•
T T Cα
D
×
Mg
δg
(
◦
TC
α ×Mg δg). (303)
7.6. Consider the specialization SpHαg of the Heisenberg local system along the
boundary component T CαD×Mg δg. It is a sheaf on
•
T T Cα
D
×
Mg
δg
(
◦
TC
α×Mg δg). We will
describe its inverse image under the map ℘α.
Theorem. (a) In case 7.1(a) we have
℘∗αSpHαg |
(
◦
TC
α1+µ1
1 ×Mg1 δg1 )×(
◦
TC
α2+µ2
2 ×Mg2 δg2 )
= Hα1+µ1g1 ⊠Hα2+µ2g2
for µ1 = (2g1 − 2)ν0 − α1∼, and µ2 = (2g2 − 2)ν0 − α2∼ (notations of 2.1.8);
(b) In case 7.1(b) we have
℘∗αSpHαg = ⊕µ1+µ2=−2ν0Hα+µ1+µ2g0
Here the sum is taken over the set Xℓ/Yℓ (see IV.9.1.2 and 2.1.6). The statement
makes sense by the virtue of the Lemma 5.11.1. Thus there are exactly dℓ summands.
The proof occupies the rest of this Chapter.
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8. Proof of Theorem 7.6(a)
We are in the situation of 7.1(a). Let us denoteMg∪D byM◦ ⊂Mg. In this section
we will extend the constructions of sections 4 and 5 to the universal family of curves
over M◦.
8.1. It is well known that Pic(C/Mg) extends to the family of algebraic groups over
M◦ which will be denoted by Pic(C/M◦).
Restricting to D we get
Pic(C/M◦)|D = Pic(C1/D)×D Pic(C2/D)/〈(x1)− (x2)〉, (304)
and Pic(C/D) = Pic(C1/D)×D Pic(C2/D).
In particular, Pic(C/D) is an extension of Z by an abelian scheme.
8.1.1. Recall the notations of 4.1. Given Λ, (, ), ν as in 4.1 one constructs the linear
bundle L(Λ, (, ), ν) over AΛ (see 4.2). To unburden the notations we will denote this
line bundle simply by L when it does not cause confusion.
AΛ will denote (Pic(C/M◦)⊗Λ)(2g−2)ν , and p will denote the projection AΛ −→M◦.
We have an isomorphism
℧ : AΛ(C1/D)×D AΛ(C2/D) ∼−→ AΛ|D
where
℧(a, b) := (a+x1⊗ν, b+x2⊗ν) ∈ (Pic(C1/D)⊗Λ)(2g1−1)ν×D(Pic(C2/D)⊗Λ)(2g2−1)ν =
= Pic(C/D)⊗ Λ)(2g−2)ν
(the latter isomorphism is obtained from (304)).
8.1.2. Lemma. There exists a line bundle L on AΛ such that L|p−1(Mg) = L, and
℧∗(L|D) = Ld
g2
ℓ
C1 ⊠ L
d
g1
ℓ
C2 .
Proof. Note that the line bundle Lα (see 4.1.2) defined over Cα extends to Cα∪ (C1−
x1)
α1 × (C2 − x2)α2 ⊂ Cα by the same formula 4.1.2. Moreover, Lα automatically
extends to Cα∪Cα11 ×Cα22 since the complement to Cα∪(C1−x1)α1×(C2−x2)α2 ⊂ Cα
in Cα ∪ Cα11 × Cα22 has codimension two.
We define the following line bundle on Cα ∪ Cα11 × Cα22 :
Lα := Lα(b(µ1)(Cα11 × Cα22 )) (305)
Here Cα11 ×Cα22 is viewed as a divisor on Cα∪Cα11 ×Cα22 . Note also that b(µ1) = b(µ2)
since µ1 + µ2 = −2ν.
The line bundle L on AΛ extends uniquely to a line bundle L on AΛ in such a way
that
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AJ∗L = Lα. (306)
In effect, any two extensions of L to AΛ differ by the twist by some power of O(p−1D)
— the line bundle lifted from M◦. But evidently, AJ∗O(p−1D) = O(Cα11 × Cα22 ), so
we can choose our twist uniquely to satisfy (306).
8.1.3. Let us choose a basis I of Λ. Let us fix α1, α2 ∈ N[Λ]; α1 = ∑i∈I bii +∑
i∈I b−i(−i), α2 =
∑
i∈I cii+
∑
i∈I c−i(−i) such that bi, b−i > g1; ci, c−i > g2.
We have the closed embeddings σ1 : C
α1
1 →֒ Cα1+µ11 (resp. σ2 : Cα22 →֒ Cα2+µ22 )
adding to a configuration on C1 (resp. C2) µ1 copies of x1 (resp. µ2 copies of x2).
It is clear that AJ1 ◦ σ1 (resp. AJ2 ◦ σ2) induces injection from Pic(A1Λ/D) to
Pic(Cα11 /D) (resp. from Pic(A2Λ/D) to Pic(C
α2
2 /D)).
Hence it is enough to check that
(℧ ◦ (AJ1 × AJ2) ◦ (σ1 × σ2))∗L|p−1D = σ∗1Ld
g2
ℓ
α1+µ1 ⊠ σ
∗
2Ld
g1
ℓ
α2+µ2 (307)
Consider unfoldings π1 : J1 −→ Λ of α1, and π2 : J2 −→ Λ of α2. It is enough to
check that
(π1 × π2)∗(℧ ◦ (AJ1 × AJ2) ◦ (σ1 × σ2))∗L|p−1D = (π1 × π2)∗(σ∗1Ld
g2
ℓ
α1+µ1 ⊠ σ
∗
2Ld
g1
ℓ
α2+µ2)
(308)
One checks readily that the isomorphism (308) holds after restriction to (C1−x1)J1×
(C2 − x2)J2.
The necessary condition to extend the isomorphism across the complement divisor is
the equality of (relative) first Chern classes:
c1((℧ ◦ (AJ1 × AJ2) ◦ (σ1 × σ2))∗L|p−1D) = c1(σ∗1Ld
g2
ℓ
α1+µ1 ⊠ σ
∗
2Ld
g1
ℓ
α2+µ2)
This is immediate since c1(℧∗(LD)) = c1(Ld
g2
ℓ
C1 )⊠ c1(L
d
g1
ℓ
C2 ). If the complement divisor
were irreducible, this condition would be sufficient as well. If the divisor is reducible,
one has to check that the fundamental classes of different irreducible components
are linearly independent. All the irreducible components of our divisor are diagonals
zj = xr, r = 1, 2; j ∈ Jr. Their fundamental classes are linearly independent in
H2(CJ11 × CJ22 ).
This completes the proof of the Lemma. 2
8.2. We proceed with the proof of the Theorem 7.6(a).
Let us consider the line bundle L := L(Xℓ, d
g
ℓ
ℓ
?·?, ν0) on A := AXℓ . On the other hand,
let us consider the triple Λ, (, ), ν defined in 5.1, and the corresponding line bundle
L′ := L(Λ, (, ), ν) on A′ := AXℓ⊕Yℓ. We denote by p (resp. pr, r = 1, 2) the obvious
projection A
′ −→ A (resp. A′(Cr) −→ A(Cr)).
We define E := p∗L′, ECr := pr∗L′Cr . It is obvious that
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E|p−1(D) = (℧−1)∗(EC1 ⊠ EC2) (309)
and hence
det(E)|p−1(D) = (℧−1)∗((det(EC1))rk(EC2 ) ⊠ (det(EC2))rk(EC1 )) =
= (℧−1)∗((det(EC1))d
g2
ℓ ⊠ (det(EC2))d
g1
ℓ ) (310)
Recall that the line bundle δg on Mg extends to the line bundle δg on Mg, and
δg|D = δg1 ⊠ δg2 .
Proposition. det(E) = L ⊗ (p∗δg)dgℓ (− 12 rkXℓ+6k
ν0·ν0
ℓ
) where p denotes the projection
A −→M◦.
Proof. If we restrict both sides to p−1Mg ⊂ p−1M◦ then we just have the Theorem 5.2.
On the other hand, it is easy to see that the normal line bundle to D in M◦ is
nontrivial. This means that two extensions of a line bundle from p−1Mg to p−1M◦
coincide iff their restrictions to p−1D coincide.
So it remains to compare the LHS and RHS restricted to p−1D.
By the virtue of (310) above we have
det(E)|p−1(D) = (℧−1)∗((det(EC1))d
g2
ℓ ⊠ (det(EC2))d
g1
ℓ ) =
= (℧−1)∗((Ld
g2
ℓ
C1
⊠ Ld
g1
ℓ
C2
)⊗ (δd
g
ℓ
(− 1
2
rkXℓ+6
ν0·ν0
ℓ
)
g1 ⊠ δ
dg
ℓ
(− 1
2
rkXℓ+6
ν0·ν0
ℓ
)
g2 )) =
= L|p−1(D) ⊗ p∗δd
g
ℓ
(− 1
2
rkXℓ+6
ν0·ν0
ℓ
)
Here the second equality follows from the Theorem 5.2, and the third one follows from
the Lemma 8.1.2.
This completes the proof of the Proposition. 2
8.3. We are ready to finish the proof of the Theorem 7.6(a).
8.3.1. Let N be the standard deformation of ◦TCα ×Mg δg to the normal cone of
T CαD×Mg δg (see e.g. [Fu]).
So we have
TT Cα
D
×
Mg
δg
(
◦
TC
α ×Mg δg) →֒ N ←֓
◦
TC
α ×Mg δg ×C∗
Let t : N −→ C; pr : N −→ ◦TCα ×Mg δg denote the canonical projections. We
define an open subset U ⊂ N as
U := (
◦
TCα ×Mg δ˙)× C∗ ⊔
◦
T T Cα
D
×
Mg
δg
(
◦
TC
α ×Mg (δg )˙)
To finish the proof it is enough to construct a local system HN on U such that
HN |
(
◦
TCα×Mg δ˙g)×R>0
= Hαg ; (311)
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℘∗α(HN |
(
◦
TC
α1+µ1
1 ×D δ˙g1 )×(
◦
TC
α2+µ2
2 ×D δ˙g2 )
) = Hα1+µ1g1 ⊠Hα2+µ2g2 . (312)
Recall the notations of 3.5. The canonical meromorphic section sα of AJ
∗
α(det(E))
extends to the same named meromorphic section of AJ∗α(det(E)) over TCα ×Mg (δg )˙.
8.3.2. Lemma. The section s′α := t
− d
g
ℓ
ℓ
n(µ1)pr∗sα is regular on U , and we have
℘∗α(s
′
α|p−1(D)) = sd
g2
ℓ
α1 ⊗ sd
g1
ℓ
α2
(see (310))
Proof. Immediate from the Proposition 8.2 and the construction of L in 8.1.2. Note
also that n(µ1) = n(µ2). 2
8.3.3. Remark. If one of g1, g2 is equal to 1, then the following remark is in order.
Suppose, say, g1 = 1. Then N = d
g2
ℓ satisfies the assumptions of 3.6, and s
d
g2
ℓ
α1
should be understood as the canonical section of AJ∗α1(det(EC1))⊗d
g2
ℓ arising from the
Theorem 5.2(d).
8.3.4. We construct the local system H on (det(E))˙ as in 5.2.1. Now we define
HN := (s′α)∗H
The property (311) is clear. Let us prove the property (312).
It is clear that the isomorphism (309) is the isomorphism of bundles with flat projective
connections.
Suppose g1, g2 > 1. Let us define a map
℧˜ : (det(EC1))˙×D (det(EC1))˙ −→ (det(E|D))˙
as a composition of
(det(EC1))˙×D (det(EC1))˙ −→ (det(EC1)⊗d
g2
ℓ )˙⊗ (det(EC1)⊗d
g1
ℓ )˙, (λ1, λ2) 7→ λd
g2
ℓ
1 ⊗ λd
g1
ℓ
2 ,
the isomorphism (310), and the obvious map (℧∗(det(E|D)))˙ −→ (det(E|D))˙.
Then we see that
℧˜∗(H|D) = HC1 ⊠ HC2
The property (312) follows.
This completes the proof of 7.6 in case g1, g2 > 1.
The minor changes in case one of g1, g2 equals 1 are safely left to the interested reader.
2
9. Proof of Theorem 7.6(b)
We start the proof with the following weaker statement.
9.1. Proposition. ℘∗αSpHαg = ⊕µ1+µ2=−2ν0Hα+µ1+µ2g0 ⊗ Pµ1
for some one-dimensional local systems Pµ1 .
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9.2. To prove the proposition, let us introduce some notations. We denote Mg ∪D
by M◦ ⊂ Mg. It is well known that Pic(C/Mg) extends to the family of algebraic
groups Pic(C/M◦) over M◦.
Restricting to D we get the projection
π : Pic(C/M◦)|D −→ Pic(C0/D)
which identifies Pic(C/M◦)|D with a C∗-torsor over Pic(C0/D).
The class of this torsor is equal to (x1)− (x2) ∈ Pic0(C0/D) = Pic0(Picn(C0/D)) for
any n ∈ Z.
For any µ1, µ2 ∈ Xℓ such that µ1 + µ2 = −2ν0 we have a subtraction map
rµ1,µ2 : (Pic(C0/D)⊗Xℓ)(2g−2)ν0 −→ (Pic(C0/D)⊗Xℓ)(2g0−2)ν0 ,
x 7→ x− µ1 ⊗ x1 − µ2 ⊗ x2 (313)
Recall that in 5.2 we have defined for any curve C of genus g a vector bundle with
flat projective connection E on (Pic(C)⊗Xℓ)(2g−2)ν0 . For the curve C0 we will denote
this bundle by EC0 .
We define the vector bundle Eµ1 := r∗µ1,µ2EC0 on (Pic(C0/D)⊗Xℓ)(2g−2)ν0 . It carries a
flat projective connection.
If µ′1− µ1 ∈ Yℓ then the vector bundles Eµ1 and Eµ′1 differ by a twist by a line bundle,
and the corresponding flat projective connections are identified by the Lemma 5.11.1.
In particular, the locally constant sheaf of algebras End(Eµ1) canonically depends only
on the class of µ1 modulo Yℓ. We will use the notation End(Eµ) for µ ∈ Xℓ/Yℓ from
now on.
9.3. The plan of the proof is as follows.
Consider the sheaf of algebras End(E) on (Pic(C) ⊗ Xℓ)(2g−2)ν0 . The data of a flat
projective connection on E is equivalent to the data of a flat genuine connection on
End(E) preserving the algebra structure.
Let U be a small (punctured) neighbourhood (in classical topology) of p−1(D) in
(Pic(C)⊗Xℓ)(2g−2)ν0 . The monodromy around p−1(D) acts on H, or, equivalently, on
E , semisimply. It acts on the sheaf of algebras End(E)|U by the algebra automorphism
m : End(E) −→ End(E)
We will construct a locally constant sheaf of algebras M ⊂ End(E) with the following
properties.
9.3.1. (i) M can be extended to a locally constant sheaf of algebras M on
(Pic(C/M◦)⊗Xℓ)(2g−2)ν0 .
(ii) The sheaf E|U decomposes into direct sum of dℓ eigensheaves of m : E|U = ⊕λEλ;
and M = ⊕λEnd(Eλ).
(iii) M|p−1(D) = ⊕µ∈Xℓ/YℓEnd(Eµ).
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9.3.2. The construction and the proof of the above properties will occupy the rest of
this section. Let us derive the Proposition 9.1 from these properties.
The decomposition (ii) of E|U induces a decomposition: SpHg = ⊕µHµ. It follows
from (ii),(iii) that there is a bijection between the set of summands and Xℓ/Yℓ such
that M|p−1(D) = ⊕µ∈Xℓ/YℓEnd(Hµ). Moreover, End(Hµ) = End(Eµ).
Now for any g-admissible α ∈ Xℓ we have an isomorphism of local systems
µ1,µ2∈Xℓ/Yℓ⊕
µ1+µ2=−2ν0
End(Hα+µ1+µ2g0 ) =
µ1,µ2∈Xℓ/Yℓ⊕
µ1+µ2=−2ν0
s∗α+µ1+µ2AJ
∗
α+µ1+µ2End(Eµ1) =
=
µ1,µ2∈Xℓ/Yℓ⊕
µ1+µ2=−2ν0
s∗α+µ1+µ2AJ
∗
α+µ1+µ2
End(Hµ1)
Hence s∗α+µ1+µ2AJ
∗
α+µ1+µ2Hµ1 = Hα+µ1+µ2g0 ⊗Pµ1 for some one-dimensional local systemPµ1 .
On the other hand, obviously,
µ1,µ2∈Xℓ/Yℓ⊕
µ1+µ2=−2ν0
s∗α+µ1+µ2AJ
∗
α+µ1+µ2
Hµ1 = s
∗
αAJ
∗
αSpHg = SpHαg
This completes the proof of the Proposition 9.1. 2
9.4. Before we prove the properties 9.3.1(i)–(iii) we need to introduce the following
general construction.
Let pA : A −→ S be an abelian scheme over a base S. Let L be a relatively ample
line bundle on A. It defines a morphism φL from A to the dual abelian variety
Aˇ : a 7→ TaL ⊗ L−1 where Ta denotes the translation by a. Let iG : G →֒ A be the
kernel of this homomorphism. Then pG : G −→ S is an etale cover.
Let L♥ denote the line bundle L⊗p∗A0∗L−1 where 0 stands for the zero section S −→ A.
Recall that L˙ denotes the C∗-torsor corresponding to the line bundle L.
9.4.1. The sheaf pG∗i∗GL˙♥ has a natural structure of a group scheme acting on the
sheaf pA∗L. There is an exact sequence
0 −→ O∗ −→ pG∗i∗GL˙♥ p−→ G −→ 0
The subsheaf O∗ acts on pA∗L by multiplications with functions. The action of an
element h ∈ pG∗i∗GL˙♥ covers the translation by p(h) ∈ G ⊂ A.
The group scheme pG∗i∗GL˙♥ carries a unique flat connection compatible with multi-
plication. In effect, the elements of finite order form a Zariski dense union of etale
group subschemes.
9.4.2. The sheaf pG∗i∗GL♥ has a natural structure of algebra acting on the sheaf pA∗L.
The natural inclusion pG∗i∗GL˙♥ →֒ pG∗i∗GL♥ is multiplicative and compatible with
the action on pA∗L. The sheaf of algebras pG∗i∗GL♥ carries a unique flat connection
compatible with the one on pG∗i∗GL˙♥.
The map
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pG∗i∗GL♥
∼−→ End(pA∗L) (314)
is an isomorphism.
9.4.3. Remark. Note that the above construction gives an alternative way to define
the flat projective connection on pA∗L — without referring to [BK].
9.5. We apply the above construction to the following situation. We take S =
(Pic(C/U) ⊗ Xℓ)(2g−2)ν0 ; A = (Pic(C/U) ⊗ (Xℓ ⊕ Yℓ))(2g−2)ν0,0; π = pr1; L = L′ as
in 5.1.
Then G = p∗(Pic(C/U)⊗Xℓ)(2g−2)ν0R
1pC∗(Xℓ/Yℓ).
Recall that by the Picard-Lefschetz theory the monodromy m acts on R1pC∗(Z) by
the formula
y 7→ y ± 〈y, x〉x
where x is the vanishing cycle. In particular, the invariants of m in R1pC∗(Z) form
a sublattice of codimension 1, namely, the orthogonal complement of the vanishing
cycle.
We define M ⊂ End(E) = pG∗i∗GL′♥ as follows:
M := pGm∗i∗GmL′♥
where Gm stands for the invariants of m on G.
9.6. Let us check the properties 9.3.1.
The sheaf Gm = (Xℓ/Yℓ) ⊗ (R1pC∗(Z))m extends to a sheaf G on M◦. Moreover, we
have an embedding
iG : G →֒ (Pic(C/M
◦
)⊗ Yℓ)0
Let us choose some extension L′ of L′ to (Pic(C/M◦) ⊗ (Xℓ ⊕ Yℓ))(2g−2)ν0,0. Recall
that L′♥ denotes L′ ⊗ p∗0∗L′−1. We define
M := pG∗i
∗
G
L′♥
Evidently, M|U = M.
It is easy to see that the algebra structure on M extends uniquely to M. This proves
(i).
Property (i) implies that M ⊂ (End(E))m. On the other hand one can check that there
exists a unique decomposition of E in the sum of dℓ summands of equal dimension:
E = ⊕Eλ such that M = ⊕End(Eλ) ⊂ End(E). Since m commutes with M it follows
that each Eλ is an eigenspace of m. (ii) is proved.
9.7. It remains to check 9.3.1(iii). Recall that for µ1, µ2 ∈ Xℓ such that µ1 + µ2 =
−2ν0 we have introduced the substraction map rµ1,µ2 in (313).
Let us denote the line bundle introduced in 5.1 for the curve C0 by L′C0 .
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9.7.1. Lemma. For any µ1, µ2 ∈ Xℓ such that µ1 + µ2 = −2ν0 we have a canonical
isomorphism
L′♥|p−1(D) = (rµ1,µ2 × id)∗(L′C0)♥
Proof. Just as in the proof of the Lemma 8.1.2 we define the extension of the line
bundle Lα on Cα to the line bundle Lα on Cα∪(C0−x1−x2)α for any α ∈ N[Xℓ⊕Yℓ].
The extension is given by the same formula (305).
We necessarily have
AJ∗αL′ = Lα(n(C0 − x1 − x2)α)
for some n ∈ Z where (C0 − x1 − x2)α is viewed as a divisor in Cα.
On the other hand,
Lα|p−1(D) = AJ∗απ∗r∗µ1,µ2(L′C0)⊗Nm
for some m ∈ Z where N denotes the normal line bundle to (C0 − x1 − x2)α in
Cα ∪ (C0 − x1 − x2)α.
The line bundle N is lifted from the base D. Hence (L ⊗ N )♥ = L♥ for any line
bundle L on (Pic(C0/D)⊗ (Xℓ ⊕ Yℓ))(2g−2)ν0,0.
Finally, two line bundles on (Pic(C0/D)⊗ (Xℓ ⊕ Yℓ))(2g−2)ν0,0 are isomorphic iff their
inverse images with respect to AJα are isomorphic for any α.
This completes the proof of the Lemma. 2
9.8. Now we can use the above Lemma together with (314) to define for any µ ∈
Xℓ/Yℓ the morphism of algebras
ϕµ : M|p−1(D) −→ End(Eµ)
It remains to show that the morphism
ϕ :=
∑
µ∈Xℓ/Yℓ
ϕµ : M|p−1(D) −→
⊕
µ∈Xℓ/Yℓ
End(Eµ)
is an isomorphism. It is enough to prove that ϕ is surjective.
Since each morphism ϕµ is obviously surjective, it suffices to check that all the idem-
potents of
⊕
µ∈Xℓ/Yℓ End(Eµ) lie in the image of ϕ.
Consider the subgroup Z ⊂ G|p−1(D),
Z := Ker π ∩G|p−1(D)
We have Z ≃ Xℓ/Yℓ.
Clearly, the morphism ϕµ maps pZ∗i∗ZL′♥ ⊂ pG∗i∗GL′♥ to the one-dimensional subspace
of End(Eµ) generated by id. Let us denote the corresponding linear functional on
pZ∗i∗ZL′♥ by ℵµ.
It is enough to prove that the set of functionals {ℵµ, µ ∈ Xℓ/Yℓ} is linearly indepen-
dent.
Note that the quadratic form ?·? onXℓ induces a perfect pairing (Xℓ/Yℓ)×(Xℓ/Yℓ) −→
Q/lZ, and thus identifies the finite abelian group Xℓ/Yℓ with its dual (Xℓ/Yℓ)∨.
Since pZ∗i∗ZL′♥ is Xℓ/Yℓ-graded, the group (Xℓ/Yℓ)∨ acts on it by multiplication, and
the corresponding module is isomorphic to the dual regular representation B[Xℓ/Yℓ].
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Consider µ = 0 ∈ Xℓ/Yℓ. The functional ℵ0 does not vanish on any graded component
of pZ∗i∗ZL′♥. Hence ℵ0 generates (pZ∗i∗ZL′♥)∨ as a (Xℓ/Yℓ)∨-module. On the other
hand, it is easy to see that for any λ ∈ (Xℓ/Yℓ)∨ we have λ(ℵ0) = ℵλ.
This completes the proof of the property 9.3.1(iii) along with the statement the Propo-
sition 9.1. 2
9.9. Now we will derive the Theorem 7.6(b) from the Proposition 9.1.
Given µ ∈ Xℓ/Yℓ we will denote −2ν0 − µ by µ′.
We have proved that SpE = ⊕µ∈Xℓ/YℓEµ, and the flat projective connections on E , Eµ
agree (note that the sum of bundles with flat projective connections does not have a
natural projective connection).
Recall that in order to define the local system Hα+µ+µ′ we have used the canonical
section sα+µ+µ′ of the line bundle AJ
∗
α+µ+µ′ det(Eµ).
The Theorem follows immediately from the next two statements.
9.10. Lemma. The canonical section sα of AJ
∗
α det(E) can be extended to a section
sα over M◦ in such way that
sα|p−1(D) =
∏
µ∈Xℓ/Yℓ
sα+µ+µ′
The proof is completely parallel to the one of 8.3.2. 2
9.11. We consider ⊕µ∈Xℓ/YℓEµ as a projectively flat bundle via the isomorphism with
SpE . Then ⊕µ∈Xℓ/Yℓ det(Eµ) is a direct summand of an exterior power of ⊕µ∈Xℓ/YℓEµ
and thus inherits a flat projective connection.
Proposition. The collection (sα+µ+µ′ , µ ∈ Xℓ/Yℓ) forms a projectively flat section
of ⊕µ∈Xℓ/Yℓ det(Eµ).
9.12. Proof. The flat projective connection on⊕µ∈Xℓ/Yℓ det(Eµ) induces a flat genuine
connection on det(Eµ)⊗ det(Eλ)−1 for any µ, λ ∈ Xℓ/Yℓ. We have to prove that sµs−1λ
is a flat section of det(Eµ)⊗ det(Eλ)−1.
It suffices to prove that sNµ s
−N
λ is a flat section of (det(Eµ) ⊗ det(Eλ)−1)N for some
positive integer N .
This follows immediately from the next two Lemmas.
9.12.1. Lemma. There exists N > 0 such that the one-dimensional local system
(det(Eµ)⊗ det(Eλ)−1)N is trivial for any µ, λ ∈ Xℓ/Yℓ.
9.12.2. Lemma. Any invertible function on
◦
TCα+µ+λ0 ×Mg0 δ˙ is constant if g0 > 1.
9.12.3. We will prove the Lemmas in the following subsections. Let us derive the
Proposition now. First of all, if g0 = 0 there is nothing to prove. The case g0 =
1 is left to the reader. Otherwise, we conclude that sNµ s
−N
λ being invertible over
◦
TCα+µ+λ0 ×Mg0 δ˙ is a constant function, and thus a flat section of a trivial local
system (det(Eµ)⊗ det(Eλ)−1)N . 2
230
9.13. To prove the Lemma 9.12.1 it is enough to show that the image of the
monodromy representation of the fundamental group π1(
•
T T Cα
D
×
Mg
δg
(
◦
TC
α ×Mg δg))
(see (303)) in PGL(⊕µ∈Xℓ/YℓEµ) is finite.
To this end it suffices to show that the image of π1(
◦
TCα) in PGL(E) is finite.
Recall the notations of 9.4, 9.5. Let us choose a finite subgroup G˜ ⊂ pG∗i∗GL˙′♥ project-
ing surjectively onto G and such that the kernel of this projection contains at least
three elements.
Then it follows from the discussion in 9.4 that the action of π1(
◦
TCα) on E factors
through the group Aut(G˜).
This proves the Lemma 9.12.1. 2
9.14. Let us prove the Lemma 9.12.2. To unburden the notation we will omit the
subindex 0. Assume there is a nonconstant invertible function. We can lift it to
the nonsymmetrized Cartesian power and obtain a nonconstant invertible function on
(
•
TC)J ×Mg δ˙ for some set J of positive cardinality n.
Let us choose a subset K = J − j of cardinality n− 1 and consider the projection
pr : (
•
TC)J ×Mg δ˙ −→ (
•
TC)K ×Mg δ˙
9.14.1. Claim. pr∗O∗ = O∗.
Proof. Consider a projection
pr′ : (
•
TC)K ×Mg δ˙ ×Mg Cj −→ (
•
TC)K ×Mg0 δ˙
Then we have
pr∗O∗ =
⊕
i∈Z
pr′∗(Ω˙i(Cj/Mg))
But for generic (C, zk ∈ C, k ∈ K) the subgroup of Pic(C) generated by {Ω, (zk), k ∈
K} is free. That is, for any i ∈ Z there are no meromorphic sections of Ωi invertible
on C − {zk, k ∈ K}.
This completes the proof of the Claim. 2
9.14.2. Using the Claim inductively we conclude that
Γ((
•
TC)J ×Mg δ˙,O∗) = Γ(δ˙,O∗) =
⊕
i∈Z
Γ(Mg, δ˙i)
Since g > 1, we know that for i 6= 0 the line bundle δi is nontrivial, and hence does
not have any invertible sections.
For i = 0 we know that that the only invertible functions on Mg are constants (see
e.g. [BM] 2.3).
This completes the proof of Lemma 9.12.2 along with the Theorem 7.6. 2
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Chapter 3. Regular Representation
10. A characterization of the Regular bimodule
This section belongs really to the Chapter 2 of IV.
10.1. Consider the algebra u˜ defined in [AJS], Remark 1.4. It is an infinite dimen-
sional k-algebra containing u as a subalgebra. We have u˜ = u− ⊗ u˜0 ⊗ u+ where u˜0 is
formed by some divided power expressions in Ki.
We have C = u˜− mod, and u˜ itself viewed as a left regular u-module is isomorphic to
⊕λ∈Y u⊗ L(lλ) where u is considered as a left regular u-module.
Thus u˜ does not belong to C being infinite dimensional, but belongs to IndC, see [D4],
§4. If we take into account the right regular action of u an u˜ as well, then we can
regard u˜ as an object of IndC ⊗ IndCr, that is, an infinite dimensional u-bimodule.
Finally, composing the right action with the antipode, we may view u˜ as an object of
IndC ⊗ IndC. We will denote this object by R.
10.2. Given V,W ∈ C we define a functor FV⊗W : C −→ C,
FV⊗W (M) = (sM ⊗C V )⊗W.
The functor C × C −→ F(C, C), (V,W ) 7→ FV⊗W , is exact in W and right exact in V .
Therefore, by the universal property it extends to a functor
C ⊗ C −→ F(C, C), O 7→ FO.
This in turn extends to a functor
IndC ⊗ IndC −→ F(IndC, IndC), O 7→ FO.
We have FR = Id.
In concrete terms, C⊗C is equivalent to Xℓ×Xℓ-graded u-bimodules. This equivalence
sends V ⊗W to V ⊗sW with an evident bimodule structure (the latter tensor product
is understood as a product of vector spaces). For a bimodule O and M ∈ C we have
FO(M) = s(sM ⊗C O).
Here sM ⊗C O has a right u-module structure and Xℓ-grading inherited from O. So,
for the bimodule R we have
s(sM ⊗C R) = M
for all M ∈ C.
10.3. Let CZ denote the category of Z-graded objects of C. For an Xℓ ×Xℓ-graded
u-bimodule O we define a functor FO;∞
2
+• : C −→ CZ,
FO;∞
2
+•(M) := sTorC∞
2
+•(sM,O).
Here TorC∞
2
+•(sM,O) has a right u-module structure and Xℓ-grading inherited from
O.
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10.4. Lemma. (i) Suppose O is u+-induced as a left u-module. Then FO;∞
2
+n = 0
for n < 0, and FO;∞
2
+0 = FO.
(ii) Suppose O is projective as a left u-module. Then FO;∞
2
+n = 0 for n 6= 0, and
FO;∞
2
+0 = FO.
Proof follows immediately from the next
10.4.1. Lemma. Let V ∈ Cr, and assume that N ∈ C is u+-induced. Then
TorC∞
2
+•(V,N) = Tor
C
•(V,N).
In particular, if N is projective then
TorC∞
2
+•(V,N) =
{
0 if n 6= 0
V ⊗C N if n = 0.
Proof. According to Theorem IV.4.9 we may choose any u+-induced right convex
resolution of N for the computation of TorC∞
2
+•(V,N). So, let us choose N itself. Then
we have
H•(R•ւ(V )⊗C N) = H•((R•ւ(V )⊗ sN)⊗C k).
But R•ւ(V )⊗ sN is a left u-projective resolution of V ⊗ sN , so
H−•((R•ւ(V )⊗ sN)⊗C k) = TorC•((V ⊗ sN), k) = TorC•(V,N). 2
10.5. Corollary.
FR;∞
2
+n =
{
0 if n 6= 0
Id if n = 0.
Proof. The bimodule R is projective as a left u-module. 2
10.6. Lemma. Let M1, . . . ,Mn, N ∈ C. There is a canonical perfect pairing between
Ext
∞
2
+k
C (M1 ⊗ . . .⊗Mn, N) and TorC∞
2
+k(k,M1 ⊗ . . .⊗Mn ⊗N∗) for every k ∈ Z.
Proof. This is just IV.4.8. 2
10.7. Converse Theorem. Suppose Q ∈ Ind C ⊗ Ind C, and an isomorphism of
functors φ : FR,∞
2
+•
∼−→ FQ,∞
2
+• is given. Then φ is induced by the isomorphism
φ¯ : R
∼−→ Q.
Proof. We start with the following Lemma:
10.7.1. Lemma. Let M ∈ Ind C. Suppose Ext
∞
2
+n
C (M,N) = 0 for n 6= 0 and arbitrary
N ∈ C. Suppose further that Ext
∞
2
+0
C (M,N) is exact in N . Then M is projective,
and Ext
∞
2
+0
C (M,N) = HomC(M,N).
Proof. By the Theorem IV.4.9, Ext
∞
2
+•
C (M,N) = H
•(HomCC(P •(M), R•(N))) where
P •(M) is some u+-induced convex right resolution of M , and R•(N) is some u−-
induced concave right resolution of N .
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Since Ext
∞
2
+n
C (M, ?) vanishes for n 6= 0, and is exact for n = 0, we deduce that
Ext
∞
2
+•
C (M,N) = H
•(HomC(P •(M), N)). In particular,
Ext
∞
2
+0
C (M,N) = Coker(HomC(P
1(M), N)
d∗0−→ HomC(P 0(M), N))
Let us denote this latter functor inN by h(N) for brevity. We denote by ξ∗ : h(N) −→
HomC(M,N) the evident morphism of functors. By the assumption, h(N) is exact
and hence representable by some projective P 0 ∈ Ind C. We denote by ξ : M −→ P 0
the map inducing ξ∗ on the functors they represent.
We denote by θ : P 0 −→ P 0(M) the map inducing the evident projec-
tion HomC(P 0(M), N) −→ h(N) on the functors they represent. Then
θ ◦ ξ = ε : M −→ P 0(M) where ε stands for the augmentation.
Now ε is injective, hence ξ : M −→ P 0 is injective. We may extend ξ : M −→ P 0 to
a u+-induced convex right resolution P 0 −→ P 1 −→ . . . ofM , and use this resolution
instead of P •(M) for the calculation of Ext
∞
2
+•
C (M,N). Repeating the above argument
for P • we conclude that
Coker(HomC(P 1, N)
d∗0−→ HomC(P 0, N)) = HomC(P 0, N),
i.e. d∗0 = 0, whence 0 = d0 : P
0 −→ P 1, whence M = P 0. 2
10.7.2. Proof of the Theorem. Applying the above Lemma together with
the Lemma IV.4.8, we see that Q is projective as a left u-module, and
sTorC∞
2
+n(sN,Q) = sTor
C
n(sN,Q) = s(sN ⊗C Q) if n = 0, and zero otherwise for any
N ∈ C.
So φ boils down to the isomorphism of functors in N :
s(sN ⊗C R) ∼−→ s(sN ⊗C Q)
Applying the Lemma IV.4.8 again, we obtain the isomorphism of functors
C −→ C : s(HomC(R, ?)) ∼−→ s(HomC(Q, ?)),
whence the isomorphism of representing objects. 2
11. The adjoint representation
11.1. For µ ∈ Yℓ ⊂ Xℓ (see IV.9.1.2) we denote by Tµ an autoequivalence C −→ C
given by twisting by L(µ) : Tµ(N) := N ⊗ L(µ).
For µ, ν ∈ Yℓ ⊂ Xℓ we will consider an autoequivalence Tµ ⊗ Tν of IndC ⊗ IndC.
The objects R and Tµ ⊗ T−µR give rise to the same functor FR = FTµ⊗T−µR =
Id : IndC −→ IndC (notations of 10.2). The equality of functors is induced by the
isomorphism of objects tµ : R
∼−→ Tµ ⊗ T−µR.
Consider the tensor product functor ⊗ : IndC ⊗ IndC −→ IndC.
Let us denote by aˆd the object ⊗(R) ∈ IndC. For µ ∈ Yℓ ⊂ Xℓ we have ⊗(Tµ ⊗
T−µR) = aˆd. Thus the isomorphism tµ induces the same named automorphism of aˆd.
This way we obtain the action of the group Yℓ on aˆd.
We define the adjoint representation ad as the quotient aˆd/Yℓ.
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It is easy to see that ad ∈ C ⊂ IndC, and in fact aˆd = ad ⊗ k[Yℓ] with the trivial
action of u on the second multiple, and the trivial action of Yℓ on the first multiple.
In concrete terms, ad coincides with u considered as a u-module via the adjoint action.
The Xℓ-grading on ad is compatible with multiplication on u, and the generators have
the following weights:
θi ∈ (ad)−i′; ǫi ∈ (ad)i′; Ki ∈ (ad)0.
Note that the highest weight of ad is equal to 2ρℓ (notations of IV.9.1.2).
11.2. Recall the notations of IV.9.1, 9.2. Recall that O˜ζ is a semisimple subcategory
of C consisting of all the direct sums of simples L(λ), λ ∈ ∆ = ∆ℓ.
The natural embedding O˜ζ →֒ C admits the right adjoint functor N 7→ N∆ (the
maximal O˜ζ-subobject), as well as the left adjoint functor N 7→ N∆ (the maximal
O˜ζ-quotient). Finally,
N 7→ 〈N〉∆
denotes the image functor of the canonical morphism from the right adjoint to the
left adjoint.
One checks easily that ifM ⊂ N is a direct summand belonging to O˜ζ and not properly
contained in any of the kind (i.e. maximal), then we have a canonical isomorphism
〈N〉∆ ∼−→M .
For this reason we call 〈N〉∆ the maximal O˜ζ-direct summand of N .
H.Andersen and J.Paradowski introduced the tensor structure ⊗˜ on the category O˜ζ
(see [AP]). Arguing like in the proof of Lemma IV.9.3, one can show easily that for
M,N ∈ O˜ζ ⊂ C we have
M⊗˜N = 〈M ⊗N〉∆
11.2.1. Definition. The semisimple adjoint representation is the following object of
O˜ζ :
a˜d :=
⊕
λ∈∆
L(λ)⊗˜L(λ)∗
Here ∗ is the rigidity (see e.g. IV.4.6.2).
11.3. Theorem. a˜d = 〈ad〉∆.
Proof. According to [LM], ad ∈ C represents the functor V 7→ Nat(Id, Id⊗V ) sending
V ∈ C to the vector space of natural transformations between endofunctors C −→ C.
Hence 〈ad〉∆ represents the functor sending V ∈ O˜ζ to the vector space of natural
transformations between endofunctors Id and 〈Id⊗ V 〉∆ : O˜ζ −→ O˜ζ .
Similarly, a˜d ∈ O˜ζ represents the functor W 7→ Nat(Id, Id⊗˜W ).
It remains to recall that for W ∈ O˜ζ ⊂ C we have Id⊗˜W = 〈Id⊗W 〉∆. 2
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Chapter 4. Quadratic degeneration in genus zero
This chapter belongs really to the part IV. Here we construct a sheaf R ∈ IndFS ⊗
IndFS corresponding to the regular bimodule R ∈ IndC⊗IndC under the equivalence
Φ.
12. I-sheaves
Since R is an object of IndFS ⊗ IndFS we start with developing a little machinery
to describe certain Ind-sheaves.
12.1. We consider the root datum Y ♦ := Y × Y ;
X♦ = X ×X;
I♦ := I ⊔ I;
〈(y1, y2), (x1, x2)〉 := 〈y1, x1〉+ 〈y2, x2〉;
I♦ ∋ (i1, i2) 7→ (i1, i2) ∈ Y ♦;
I♦ ∋ (i1, i2) 7→ (i′1, i′2) ∈ X♦.
The corresponding category FS♦ is equivalent to FS ⊗FS. Recall that an object X
of FS♦ is the following collection of data (see III.4.2):
(a) a weight λ(X ) = (λ1, λ2) ∈ Xℓ ×Xℓ;
(b) for each (α1, α2) ∈ N[I]×N[I] = N[I♦], a sheaf X α1,α2 ∈M(Aα1,α2λ1,λ2 ;S);
Note that (Aα1,α2λ1,λ2 ,S) = (Aα1λ1 ,S1)× (Aα2λ2 ,S2);
we will denote by X ~α1,~α2(~d) perverse sheaves over A~α,~α2λ1,λ2(~d) obtained by taking the
restrictions with respect to the embeddings A~α1,~α2λ1,λ2 (~d) →֒ Aα1,α2λ1,λ2 ;
(c) for each (α1, α2), (β1, β2) ∈ N[I]× N[I], d > 0, a factorization isomorphism
ψα1,α2;β1,β2(d) : X (α1,α2;β1,β2)(d) ∼−→ •I(α1,α2;0,0)λ1−β′1,λ2−β′2(d)⊠ X
(0,0;β1,β2)(d)
(315)
satisfying the usual associativity conditions.
Note that Aα1,α2;0,0(d) = Aα1;0(d)×Aα2;0(d), and
•I(α1,α2;0,0)λ1−β′1,λ2−β′2(d) =
•I(α1;0)λ1−β′1(d)⊠
•I(α2;0)λ2−β′2(d).
12.2. Definition. An I-sheaf is the following collection of data:
(a) a weight χ ∈ Xℓ, to be denoted by χ(Xℓ);
(b) for each (λ1, λ2) ∈ Xℓ ×Xℓ such that λ1 + λ2 − χ = γ ∈ N[I], and α1, α2 ∈ N[I],
such that α1, α2 ≤ γ, a sheaf X α1,α2λ1,λ2 ∈M(Aα1,α2λ1,λ2 ;S);
we will denote by X ~α1,~α2(~d) perverse sheaves over A~α,~α2λ1,λ2(~d) obtained by taking the
restrictions with respect to the embeddings A~α1,~α2λ1,λ2 (~d) →֒ Aα1,α2λ1,λ2 ;
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(c) for each λ1, λ2 ∈ Xℓ with λ1 + λ2 − χ = γ ∈ N[I], and α1, α2, β1, β2 ∈ N[I] such
that α1 + β1, α2 + β2 ≤ γ, d > 0, a factorization isomorphism
ψα1,α2;β1,β2(d) : X (α1,α2;β1,β2)(d) ∼−→ •I(α1,α2;0,0)λ1−β′1,λ2−β′2(d)⊠ X
(0,0;β1,β2)(d)
(316)
satisfying the usual associativity conditions;
(d) for each (λ1, λ2) ∈ Xℓ × Xℓ such that λ1 + λ2 − χ = γ ∈ N[I], and α1, α2 ∈ N[I]
with α1, α2 ≤ γ, and β1, β2 ∈ N[I], an isomorphism
X α1+β1,α2+β2λ1+β′1,λ2+β′2
∼−→ σ∗X α1,α2λ1,λ2
satisfying the usual compatibilities.
Here σ stands for the closed embedding Aα1,α2λ1,λ2 →֒ Aα1+β1,α2+β2λ1+β′1,λ2+β′2 .
12.2.1. Remark. Note that an I-sheaf X can be uniquely reconstructed from the par-
tial set of data (b),(c),(d), namely the data (b),(c),(d) given only for α1 = α2, β1 = β2.
In what follows we will describe I-sheaves by these partial data.
13. Degeneration of quadrics
13.1. We recall the construction of [KL]II, 15.2, 15.3. Consider P1 × P1 × A1 with
coordinates p, q, t. Consider the subvariety Q ⊂ P1 × P1 × A1 given by the equation
pq = t. The fiber Qt of Q over t ∈ A1 is a projective line if t 6= 0, and the union of
two projective lines if t = 0.
Each fiber Qt has two marked points: (p = 0, q =∞), and (p =∞, q = 0). For t = 0
each irreducible component of Q0 has exactly one marked point, and the marked
points lie away from the singularity of Q0. The irreducible components of Q0 are
denoted by Q0v (for vertical), and Q0h (for horizontal).
There are two maps f1, f2 from the standard projective line P1st to Qt, taking 0 ∈ P1st
to the first (resp. second) marked point on Qt, and mapping P1st isomorphically onto
the irreducible component of Qt containing this marked point. If z is the standard
coordinate on P1st, then
f1(z) = (
tz
z − 1 ,
z − 1
z
); f2(z) = (
z − 1
z
,
tz
z − 1).
Thus, restricting to the open subset ′Q ⊂ Q given by the inequality t 6= 0, we obtain
a map C∗ −→ P˜2.
The limit for t −→ 0 is a boundary point of P˜2 (notations of IV.2.3). Composing
with the “1-jet at 0” projection P˜2 −→ TP◦2 (notations of IV.2.7) we obtain a map
C∗ −→ TP◦2; and the limit for t −→ 0 is a boundary point of TP◦2.
13.2. For α ∈ N[I] let Qα πα−→ A1 denote the space of relative configurations:
(πα)−1(t) = Qαt .
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13.2.1. Qα contains the open subset ′Qα := (πα)−1(C∗).
Q•α ⊂ Qα is the open subset of configurations where none of the points equals the
marked ones.
Q◦α ⊂ Q•α is the open subset of configurations where all the points are distinct.
′Q•α := ′Qα ∩Q•α; ′Q◦α := ′Qα ∩Q◦α.
The open inclusion ′Q◦α →֒ ′Q•α is denoted by j.
The projection Q•α −→ A1 is denoted by π•α.
13.2.2. Let µ1, µ2 ∈ Xℓ be a pair of weights such that the triple (µ1, µ2, α) is admis-
sible (see IV.3.1).
The above construction defines the map θα : ′Q◦α −→ P◦αµ1µ2 (notations of IV.3.2),
and we define the local system J αµ1µ2 on ′Q◦α as θα∗Iαµ1µ2 (notations of IV.3.4).
We denote by J •αµ1µ2 the perverse sheaf j!∗J αµ1µ2 [dimQα] on ′Q•α.
13.3. The aim of this Chapter is to compute the nearby cycles Ψπ•αJ •αµ1µ2 as a perverse
sheaf on Q•α0 . The problem is not quite trivial, but it appears that one can combine
the sheaves Ψπ•αJ •αµ1µ2 for different α, µ1, µ2 into a single I-sheaf; and this I-sheaf is
already easy to compute.
14. The I-sheaf R
14.1. We denote by Q•0 the open subset of the special fiber Q
•
0 :=
Q0 − {(0,∞), (∞, 0)} obtained by throwing away the marked points. Evi-
dently, Q•0 is the union of two irreducible components A
1
v and A
1
h given by the
equations p = 0 (vertical component), and q = 0 (horizontal component) respectively.
They intersect at the point (0, 0) ∈ Q•0.
The irreducible components of Q•α0 , α ∈ N[I], are numbered by decompositions α =
α1 + α2; α1, α2 ∈ N[I]. Namely,
Q•α0 =
⋃
α1+α2=α
Aα1v ×Aα2h
Each irreducible component embeds into Aαv ×Aαh .
Namely, (q1, . . . , q|α1|; p1, . . . , p|α2|) goes to (q1, . . . , q|α1|,
|α2|︷ ︸︸ ︷
0, . . . , 0; p1, . . . , p|α2|,
|α1|︷ ︸︸ ︷
0, . . . , 0).
We see readily that these embeddings agree on the intersections of irreducible com-
ponents, whence they combine together to the closed embedding
ςα : Q•α0 →֒ Aαv ×Aαh (317)
14.2. We define an I-sheaf R as follows.
(a) We set χ(R) = (l − 1)2ρ;
(b) For µ1, µ2 ∈ Xℓ such that µ1 + µ2 − (l − 1)2ρ = α ∈ N[I], we define
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Rα,αµ1µ2 := ςα∗Ψπ•αJ •αµ2µ1 (318)
(Note the reverse order of µ1, µ2!)
Rα,αµ1µ2 is a perverse sheaf on Aαµ1 ×Aαµ2 = Aα,αµ1µ2 .
For β ∈ N[I] we define Rα+β,α+βµ1+β,µ2+β := σ∗Rα,αµ1,µ2 where σ stands for the closed embed-
ding Aα,αµ1µ2 →֒ Aα+β,α+βµ1+β,µ2+β.
Thus the isomorphisms 12.2(d) are simultaneously defined.
(c) We will construct the factorization isomorphisms 12.2(c) for the case α1 = α2 =
α; β1 = β2 = β (cf. Remark 12.2.1).
14.2.1. For d > 0 we introduce the following analytic open subsets
Q<d,<d, Q>d,>d, Q<d,>d, Q>d,<d:
Q<d,<d := {(p, q, t)
∣∣∣ |p| < d > |q|}; Q>d,>d := {(p, q, t)∣∣∣ |p| > d < |q|};
Q<d,>d := {(p, q, t)
∣∣∣ |p| < d < |q|}; Q>d,<d := {(p, q, t)∣∣∣ |p| > d > |q|}.
For α, β, γ ∈ N[I] we introduce the following open subset Qα,β,γ(d) ⊂ Qα+β+γ : it is
formed by the configurations such that exactly α points of configuration lie in Q<d,<d;
exactly β points lie in Q<d,>d, and exactly γ points lie in Q<d,>d.
We have evident decomposition
Qα,β,γ(d) = Q0,β,0(d)×Q0,0,γ(d)×Qα,0,0(d).
Intersecting the above subsets with ′Qα+β+γ , ′Q•α+β+γ , ′Q◦α+β+γ , Q•α+β+γ , etc. we
obtain the opens ′Qα,β,γ(d), etc. with similar decompositions.
We denote by J •α,β,γµ1µ2 (d) the restriction of J •α+β+γµ1µ2 to ′Q•α,β,γ(d).
14.2.2. We have the canonical isomorphisms
J •α,β,γµ1µ2 (d) ∼−→
•I(0,β)µ1 (d)⊠
•I(0,γ)µ2 ⊠ J •α,0,0µ1−β′,µ2−γ′(d) (319)
satisfying the standard associativity constraints. Here
•I(0,β)µ1 (d),
•I(0,γ)µ2 have the follow-
ing meaning.
The set Q<d,>d (resp. Q>d,<d) projects to the vertical component Q0v (resp. horizontal
component Q0h) of the special fiber Q0 : (p, q, t) 7→ (0, q, 0) (resp. (p, q, t) 7→ (p, 0, 0)).
This induces the projections
vβ : Q0,β,0(d) −→ Qβ0v;
hγ : Q0,0,γ(d) −→ Qγ0h.
Recall that Q0v (resp. Q0h) has the marked point (0,∞) (resp. (∞, 0)) lying on it,
and vβ(Q0,β,0(d)) (resp. hγ(Q0,0,γ(d))) is a standard open subset of Qβ0v (resp. Q
γ
0h).
Restricting our maps to ′Q• we get
vβ : ′Q•0,β,0(d) −→ Q•β0v ;
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hγ : ′Q•0,0,γ(d) −→ Q•γ0h.
Note that vβ( ′Q•0,β,0(d)) = Q•0,β0v (d) — the standard open formed by the configura-
tions with all β points running in the annular neighbourhood of the marked point on
Q0v.
Similarly, hγ( ′Q•0,0,γ(d)) = Q•0,γ0h (d) — the standard open formed by the configura-
tions with all γ points running in the annular neighbourhood of the marked point on
Q0h.
The sheaf
•I0,βµ1 (d) (resp.
•I0,γµ2 (d)) is defined in III.3.5. We keep the same notation for
its inverse image to ′Q•0,β,0(d) (resp. ′Q•0,0,γ(d)) with respect to vβ (resp. hγ).
14.2.3. One final remark is in order. Note that Q•0v = A
1
v; Q
•
0h = A
1
h (notations
of 14.1). Hence Q•β0v = Aβv ; Q•γ0h = Aγh.
Under this identification the open Q•0,β0v (d) corresponds to the standard open Aβ,0v (d),
and the open Q•0,γ0h (d) corresponds to the standard open Aγ,0h (d) (notations of III.2.2).
Warning. Note the opposite roles played by the marked points on Q0v and A1v: the
open Q•0,β0v (d) = Aβ,0v (d) is formed by configurations where all points run near the
marked point of Q0v, or equivalently, where all points run far from the marked point
0 ∈ A1.
The sheaf
•I0,βµ1 (d) on Q•0,β0v (d) corresponds to the sheaf
•Iβ,0(l−1)2ρ+β−µ1(d) on Aβ,0v (d)
(notations of III.3.5).
The sheaf
•I0,γµ2 (d) on Q•0,γ0h (d) corresponds to the sheaf
•Iγ,0(l−1)2ρ+γ−µ2(d) on Aγ,0h (d).
14.2.4. Putting all the above together, the desired factorization isomorphisms 12.2(c)
for the sheaf R are induced by the factorization isomorphisms (319) for the sheaf J •.
15. Convolution
15.1. Let us throw away the line p = ∞, q = 0 from Q. What remains is the
degenerating family Qa of affine lines with the marked point (0,∞). The notations
′Qa, Q•a, etc. speak for themselves.
Given a finite factorizable sheaf X ∈ FS we can glue it into the marked point (0,∞)
and obtain the factorizable sheaf X˜ over the family ′Qa of affine lines. For each t ∈ C∗
the restriction of X˜ to the fiber (Qa)t = A is the FFC X we started with.
More precisely, let λ = λ(X ), α ∈ N[I]. We have the sheaf X˜ αλ over ′Qαa such that for
any t ∈ C∗ its restriction to each fiber ( ′Qαa )t = Aα coincides with X αλ .
We have the projection
pr : Qa −→ A1h × C, pr(p, q, t) = (p, t).
The restriction of pr to ′Qa is one-to-one onto A1h×C∗, so pr∗X˜ is the constant family
of FFC on Ah ×C∗.
Recall that π denotes the projection to the t-coordinate. The square
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Qa
π−−−→ C
pr
y idx
A1 ×C π−−−→ C
commutes, and the map pr is proper.
By the proper base change for nearby cycles we have
prα∗ΨπαX˜ αλ = Ψπα(prα∗ X˜ αλ ) = X αλ
Here πα, prα form the evident commutative diagram
Qαa π
α−−−→ C
prα
y idx
Aαh ×C π
α−−−→ C
15.2. Let us compute prα∗ΨπαX˜ αλ in another way. First we describe ΨπαX˜ αλ . It is a
sheaf on (Qαa )0 which will be denoted by Qα0a for short.
Note that Q0a = P1v ∪ A1h is the union of two irreducible components intersecting at
the point (0, 0). Hence Qα0a is the union of irreducible components numbered by the
decompositions α = α1 + α2, α1, α2 ∈ N[I]. Namely,
Qα0a =
⋃
α1+α2=α
Pα1v ×Aα2h .
Here Pα1v stands for the space of configurations on P1v.
Each irreducible component embeds into Pαv ×Aαh as in 14.1, and one checks readily
that these embeddings agree on intersections, whence they combine to the closed
embedding
ςα : Qα0a →֒ Pαv ×Aαh .
We will describe ςα∗ΨπαX˜ αλ .
15.2.1. Note that P1v is equipped with two marked points with tangent vectors. The
marked points are ∞, 0. The tangent vector at 0 is ∂q, and the tangent vector at ∞
was defined in 13.1.
Recall that for µ ∈ Xℓ such that the triple (λ, µ, α) is admissible, the sheaf ςα∗Ψπ•αJ •αλµ
on Aαv ×Aαh was introduced in 14.2(b).
According to the Theorem IV.3.6 we can glue the sheaves ςα∗Ψπ•αJ •αλµ and X αλ to obtain
the sheaf X¯ αλµ on the space Pαv ×Aαh .
Here X αλ is viewed as a sheaf on Q0,α0v (d)×Aαh (notations of 13.1 and 14.2.2) constant
along Aαh . So it is glued into ∞×Aαh , while ςα∗Ψπ•αJ •αλµ is glued into 0×Aαh .
15.2.2. Claim.
ςα∗Ψπ•αX˜ αλ = X¯ αλµ
Proof. Evident. 2
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15.3. We proceed with the computation of prα∗ΨπαX˜ αλ .
Recall the sheaf R introduced in 14.2.
15.3.1. We define the convolution X ⋆ R on Pv × Ah as the following collection of
data:
For µ ∈ Xℓ such that λ+ µ− (l − 1)2ρ = α ∈ N[I], the sheaf
(X ⋆R)αλµλ := X¯ αλµ
on the space Pαλµ ×Aαλ.
The notation Pαλµ suggests that the monodromy around ∞ is λ, and the monodromy
around 0 is µ.
We leave the formulation of factorization isomorphisms to the interested reader.
15.3.2. Denote by prα the projection Pα ×Aα −→ Aα. Then, evidently,
prα∗ (X ⋆R)αλµλ = prα∗ X¯ αλµ = prα∗ ςα∗ΨπαX˜ αλ = X αλ
Here the second equality holds by the Claim 15.2.2, and the last equality was explained
in 15.1.
15.4. Thus, for each X ∈ FS, we have the natural isomorphism pr∗(X ⋆R) = X .
That is, for λ = λ(X ), α ∈ N[I], µ = α+ (l− 1)2ρ− λ, we have pr∗(X ⋆R)αλµλ = X αλ .
15.4.1. Lemma. There is a natural isomorphism of functors in X :
Φpr∗(X ⋆R) ∼−→ FΦ(R);∞2 +•(Φ(X ))
(notations of 10.3).
Proof. This is just the Theorem IV.8.4. 2
15.5. Theorem. There is a natural isomorphism in IndC ⊗ IndC:
Φ(R) ∼−→ R.
Proof. This is just the above Lemma combined with the Converse Theorem 10.7. 2
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Chapter 5. Modular functor
16. Gluing over C
This section is quite parallel to the Chapter 1 of IV.
We will change our notations slightly to make them closer to those of loc. cit.
16.1. Let again C −→ S be a smooth proper relative curve of genus g.
Let us assume that g > 1 for a moment. It is well known that the isomorphism classes
of complex structures on a surface of genus g correspond bijectively to the conformal
equivalence classes of Riemann metrics on this surface.
Each conformal equivalence class contains a unique metric of constant curvature −1.
Thus we may assume that each fiber Cs is equipped with such a metric.
Given 0 < ε ≤ 1 and a finite set K, let C˜Kε denote the space of K-tuples (uk)k∈K of
analytic morphisms over S : S×Dε −→ C inducing isometry on each fiber, such that
the images uk(S×Dε) do not intersect. Here we equip the disk Dε with the Poincare´
metric of constant curvature −1.
Given a K-tuple ~α = (αk) ∈ N[Xℓ]K such that α = ∑k αk, define a space
C~αε := C˜
K
ε ×
∏
k∈K
•
TDαkε
and an open subspace
Co~αε := C˜
K
ε ×
∏
k∈K
TDoαkε .
We have an evident ”substitution” map
q~α : C
~α
ε −→
•
TCα
which restricts to q~α : C
o~α
ε −→ TCoα.
16.2. Let us define an element ρℓ ∈ Xℓ by the condition 〈i, ρℓ〉 = ℓi − 1 for all i ∈ I
(see IV.9.1.2). ¿From now on we choose a balance function n in the form
n(µ) =
1
2
µ · µ− µ · ρℓ.
In other words, we set
ν0 = −ρℓ.
We pick a corresponding Heisenberg system H.
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16.2.1. Remark. The monodromy of H around the zero section of determinant line
bundle is equal to (−1)rkXℓζ12ρℓ·ρℓ. According to the strange formula of Freudenthal–
deVries (see e.g. [FZ]) we have 12ρ · ρ = dh dim g. Here g is the Lie algebra with the
root datum X, Y, . . . , and hˇ is the dual Coxeter number of g, while d := maxi∈I di.
Let ζ = exp(π
√−1
dκ
) for some positive integer κ. Then the above monodromy equals
exp(π
√−1(rkg + h dimg
κ
)) which coincides with the multiplicative central charge of
the conformal field theory associated with the affine Lie algebra gˆ at level κ (see
e.g. [BFM]).
We will offer an explanation of this coincidence in Chapter 6.
16.2.2. Given α =
∑
aii ∈ N[I] and ~µ = (µk) ∈ XℓK , we define an element
α~µ =
∑
ai · (−i′) +
∑
k
µk ∈ N[Xℓ]
where the sum in the right hand side is a formal one. We say that a pair (~µ, α) is
g-admissible if ∑
k
µk − α ≡ (2− 2g)ρℓ mod Yℓ.
Note that given ~µ, there exists α ∈ N[I] such that (~µ, α) is admissible if and only if∑
k µk ∈ Y ; if this holds true, such elements α form an obvious countable set.
We will denote by
e : N[I] −→ N[Xℓ]
a unique homomorphism sending i ∈ I to −i′ ∈ Xℓ.
16.3. Let us consider the space
•
TCK × •TCe(α); its points are quadruples
((zk), (τk), (xj), (ωj)) where (zk) ∈ CK , τk — a non-zero (relative) tangent vector to
C at zk, (xj) ∈ Ce(α), ωj — a non-zero tangent vector at xj . To a point zk is assigned
a weight µk, and to xj — a weight −π(j)′. Here π : J −→ I is an unfolding of α
(implicit in the notation (xj) = (xj)j∈J).
We will be interested in some open subspaces:
•
TCα~µ := TC
oK × •TCe(α) ⊂ •TCα~µ
and
TCoα~µ ⊂
•
TCα~µ
whose points are quadruples ((zk), (τk), (xj), (ωj)) ∈
•
TCα~µ with all zk 6= xj . We have
an obvious symmetrization projection
pα~µ : TC
oα
~µ −→ TCoα~µ .
Define a space
Cα~µ = TC
oK × Ce(α);
its points are triples ((zk), (τk), (xj)) where (zk), (τk) and (xj) are as above; and to zk
and xj the weights as above are assigned. We have the canonical projection
•
TCα~µ −→ Cα~µ .
We define the open subspaces
Coα~µ ⊂ C•α~µ ⊂ Cα~µ .
244
Here the •-subspace (resp., o-subspace) consists of all ((zk), (τk), (xj)) with zk 6= xj
for all k, j (resp., with all zk and xj distinct).
We define the principal stratification S of Cα~µ as the stratification generated by sub-
spaces zk = xj and xj = xj′ with π(j) 6= π(j′). Thus, Coα~µ is the open stratum of S.
As usually, we will denote by the same letter the induced stratifications on subspaces.
The above projection restricts to
TCoα~µ −→ Coα~µ .
16.4. Factorization structure.
16.4.1. Suppose we are given ~α ∈ N[I]K , β ∈ N[I]; set α := ∑k αk. Define a space
C~α,β~µ,ε ⊂ C˜Kε ×
∏
k
Dαkε × Ce(β)
consisting of all collections ((uk), ((x
(k)
j )k), (yj)) where (uk) ∈ C˜Kε , (x(k)j )k ∈
Dαk , (yj) ∈ Ce(β), such that
yj ∈ C −
⋃
k∈K
uk(S ×Dε)
for all j (the bar means closure).
We have canonical maps
q~α,β : C
~α,β
~µ,ε −→ Cα+β~µ ,
assigning to ((uk), ((x
(k)
j )k), (yj)) a configuration (uk(0)), (
•
uk(τ)), (uk(x
(k)
j )), (yj)),
where τ is the unit tangent vector to Dε at 0, and
p~α,β : C
~α,β
~µ,ε −→
∏
k
Dαkε × C•β~µ−~α
sending ((uk), ((x
(k)
j )k), (yj)) to ((uk(0)), (
•
uk(τ)), (yj)).
16.5. From now on we change the base to δ˙ −→ S in all the above spaces and
morphisms. We preserve the old notations.
Given a g-admissible pair (~µ, α) we can find another K-tuple of weights ~µ′ ∈ XℓK
such that ~µ′ is congruent to ~µ modulo Yℓ (see IV.9.1.2), and α~µ′ is g-admissible in the
sense of 2.1.8.
Let us consider a local system pα∗~µ′Hα~µ′ over TCoα~µ′ .
Note that all the spaces TCoα~µ′ (for different choices of ~µ
′) are identified with TCoα~µ ,
and the local system pα∗~µ′Hα~µ′ does not depend on the choice of ~µ′ by the virtue of
the Lemma 5.11.1. Thus we will identify all these local systems and call the result
pα∗~µ Hα~µ .
By our choice of the balance function n, its monodromies with respect to the rotating
of tangent vectors ωj at points xj corresponding to negative simple roots, are trivial.
Therefore it descends to a unique local system over Coα~µ , to be denoted by Hαµ.
We define a perverse sheaf
H•α~µ := j!∗Hα~µ[dimCα~µ ] ∈M(C•α~µ ;S).
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16.6. Factorizable sheaves over C. Suppose we are given a K-tuple of FFS’s
{Xk}, Xk ∈ FSck , k ∈ K, ck ∈ Xℓ/Y , where
∑
k ck = 0. Let us pick ~µ = (~µk) ≥
(λ(Xk)).
Let us call a factorizable sheaf over C obtained by gluing the sheaves Xk the following
collection of data which we will denote by g({Xk}).
(i) For each α ∈ N[I] such that (~µ, α) is g-admissible, a sheaf X α~µ ∈M(Cα~µ ;S).
(ii) For each 0 < ε ≤ 1, ~α = (αk) ∈ N[I]K , β ∈ N[I] such that (~µ, α+β) is g-admissible
(where α =
∑
αk), a factorization isomorphism
φ~α,β : q
∗
~α,βX α+β~µ ∼−→ p∗~α,β(( × k∈K X αkµk )⊠H
•β
~µ−~α).
These isomorphisms should satisfy the standard associativity property.
16.7. Theorem. There exists a unique up to a canonical isomorphism factorizable
sheaf over C obtained by gluing the sheaves {Xk}.
Proof is similar to III.10.3. 2
16.8. We will need the following version of the above Theorem.
Suppose we are given aK-tuple {Xk} of objects of FS, and a J-tuple {Yj} of I-sheaves
(see 12.2).
Let us pick ~λ = (~λk) ≥ (λ(Xk)), and (~µ, ~ν) = (~µj, ~νj) such that (~µj + ~νj) ≥ (χ(Yj)).
We will denote the concatenation of ~λ, ~µ, and ~ν by ~λ~µ~ν.
Let us call a factorizable sheaf over C obtained by gluing the sheaves Xk and I-sheaves
Yj the following collection of data which we will denote by g({Xk}, {Yj}).
(i) For each α ∈ N[I] such that (~λ~µ~ν, α) is g-admissible, a sheaf X α~λ~µ~ν =
g({Xk}, {Yj})α~λ~µ~ν ∈M(Cα~λ~µ~ν ;S).
(ii) For each 0 < ε ≤ 1, ~α = (αk) ∈ N[I]K , (~β,~γ) = (βj, γj) ∈ N[I]J⊔J , ξ ∈ N[I] such
that βj, γj ≤ ~µj + ~νj − χ(Yj) for any j ∈ J , and (~λ~µ~ν, α + β + γ + ξ) is g-admissible
(where α =
∑
αk, β =
∑
βj, γ =
∑
γj), a factorization isomorphism
φ~α~β~γ,ξ : q
∗
~α~β~γ,ξ
X α+β+γ+ξ~λ~µ~ν
∼−→ p∗
~α~β~γ,ξ
(( ×
k∈K X
αk
λk
)⊠ ( ×
j∈J Yβj ,γjµj ,νj )⊠H
•ξ
~λ~µ~ν−~α~β~γ).
These isomorphisms should satisfy the standard associativity property.
Theorem. There exists a unique up to a canonical isomorphism factorizable sheaf
over C obtained by gluing the sheaves {Xk} and I-sheaves {Yj}.
Proof is similar to III.10.3. 2
16.9. We will apply the above Theorem exclusively to the case Yj = R (see 14.2).
16.9.1. Recall (see 16.3) that Cα~λ~µ~ν = TC
0K⊔J⊔J × Ce(α) is the space of 7-tuples
((zk), (τk); (xj), (ωj); (yj), (ηj); (tm)).
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Here (tm) ∈ Ce(α); (zk) ∈ CK ; (xj), (yj) ∈ CJ . All the points zk, xj , yj are distinct,
and τk is a nonzero tangent vector at zk; ωj is a nonzero tangent vector at xj ; ηj is
a nonzero tangent vector at yj.
We define
Cα~λ~µ~ν := TC
0K⊔J⊔J × (C/[(xj) = (yj)])e(α)
Note that the natural projection p : Cα~λ~µ~ν −→ Cα~λ~µ~ν is the normalization map.
16.9.2. Suppose we are in the situation of 16.8, and {Yj} is just a set of J copies of
the I-sheaf R (see 14.2). Thus, {Yj} = {Rj}; Rj = R for any j ∈ J .
It is immediate from the definition of R that the sheaf g({Xk}, {Rj})α~λ~µ~ν on Cα~λ~µ~ν
descends to a sheaf on Cα~λ~µ~ν to be denoted by g({Xk}, {Rj})α~λ~µ~ν .
16.9.3. Remark. All the above constructions generalize immediately to the case where
C is a union of smooth connected components Cn of genera gn,
∑
gn = g.
Then Cα is a union of connected components numbered by the partitions α =
∑
αn.
Each connected component is the product
∏
Cαnn . The Heisenberg local system is just
the product of Hgn. A factorizable sheaf g({Xk}) on each connected component also
decomposes into external product of the corresponding sheaves on factors. Note that
each connected component gives rise to its own admissibility condition.
On the other hand, a sheaf g({Xk}, {Rj}) does not necessarily decompose into external
product. In effect, if for some j the sections xj and yj lie on the different connected
components of C, then some connected components of Cα~λ~µ~ν will be glued together in
Cα~λ~µ~ν .
17. Degeneration of factorizable sheaves
17.1. Definition. An m-tuple of weights ~µ ∈ Xℓm is called g-positive if
m∑
j=1
µj + 2(g − 1)ρℓ ∈ N[I] ⊂ Xℓ
(notations of IV.9.1.2). If this is so, we will denote
αg(~µ) :=
m∑
j=1
µj + 2(g − 1)ρℓ
17.2. We will use freely all the notations of section 7. In particular, C is the universal
curve of genus g.
Given aK-tuple of FFS’s {Xk} and a g-positiveK-tuple of weights ~µ = (~µk) ≥ (λ(Xk))
we define α := αg(~µ).
We consider a sheaf X α~µ = gα~µ({Xk}) on Cα~µ obtained by gluing the sheaves Xk
(see 16.6). We will study its specialization along the boundary component D.
Let C denote the following object:
in case 7.1(a) C is the universal curve over Mg1 ×Mg2. It consists of two connected
components C1 and C2.
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in case 7.1(b) C is the universal curve C0 over Mg0.
The maps (302) and (303) give rise to the following morphisms also denoted by ℘α:
(C1)
α1
~µ1,µ1
× (C2)α2~µ2,µ2 −→
•
T (C|D)α~µC
α
~µ; (320)
(C0)
α
~µ,µ1,µ2 −→
•
T (C|D)α~µC
α
~µ (321)
(recall that by default all the bases are changed to the punctured determinant line
bundles). In (320) the sets ~µ1 and ~µ2 form an arbitrary partition of the set ~µ. Finally,
we can choose µ1, µ2 arbitrarily: the spaces we consider do not depend on a choice of
µr.
Recall that Cα~µ,µ1,µ2 is the set of tuples ((zk), (τk); x, ω; y, η; (tm)). Here
(tm) ∈ Ce(α); (zk) ∈ CK ; (xj), (yj) ∈ CJ . All the points zk, x, y are distinct, and τk
is a nonzero tangent vector at zk; ω is a nonzero tangent vector at x; η is a nonzero
tangent vector at y (see 16.9.1).
We defined the nodal curve C in loc. cit.. One can see that the morphisms (320)
for different connected components (resp. the morphism (321)) can be glued together
into (resp. factor through) the same named morphism ℘α:
Cα~µ,µ1,µ2 −→
•
T (C|D)α~µC
α
~µ (322)
17.3. Theorem. There is a canonical isomorphism
℘∗αSpg
α
~µ({Xk}) = gα~µ,µ1,µ2({Xk},R)
(notations of 16.9.2 and 16.9.3).
We have to specify µ1, µ2 in the formulation of the Theorem.
17.3.1. In case (320) the choice of µ1, µ2 depends on the connected component
(see 16.9.3). Namely, we set µr = αr − αgr(~µr), r = 1, 2.
In case (321) we sum up over all the choices of (µ1, µ2) ∈ (Xℓ ×Xℓ)/Yℓ (antidiagonal
action) such that µ1 + µ2 = 2ρℓ. Thus, if we identify all the spaces C
α
~µ,µ1,µ2
with one
abstract space Cα~µ,?,?, then ℘
∗
αSpg
α
~µ({Xk}) is a direct sum of dℓ summands. Or else we
can view ℘∗αSpg
α
~µ({Xk}) as a collection of sheaves on different spaces Cα~µ,µ1,µ2 .
17.3.2. Proof. By the definition of gluing ( 16.8) it suffices to construct the desired
isomorphism “near the points x, y” and, separately, “away from the points x, y”.
The situation “near the points x, y” is formally equivalent to (a direct sum of a few
copies of) the situation of 14.2. Thus we obtain a copy of the I-sheaf R glued into
the node x = y.
The situation “away from the points x, y” was the subject of the Theorem 7.6.
We leave it to the reader to work out the values of µ1, µ2. We just note that these are
exactly the values making the tuple (α, ~µ, µ1, µ2) g-admissible. 2
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18. Global sections over C
18.1. Given a K-tuple of weights ~µ and α = αg(~µ), consider the projection
η : Cα~µ −→ TC◦K =
◦
TC~µ
(see 16.3).
Given a K-tuple of FFS’s {Xk} with (~µk) ≥ (λ(Xk)) we consider the sheaf g({Xk})α~µ
on Cα~µ obtained by gluing the sheaves Xk.
In this section we will study the complex of sheaves with smooth cohomology
Rη∗g({Xk})α~µ on
◦
TC~µ. Note that it does not depend on a choice of (~µk) ≥ (λ(Xk)) (if
we identify the spaces
◦
TC~µ for different choices of ~µ).
Namely, we want to compute its specialization along the boundary component D.
Recall the notations of 7.
In case 7.1(a) for any partition ~µ = ~µ1 ⊔ ~µ2 we have the map (cf. (302)) ℘~µ:
◦
TC~µ1,µ11 ×
◦
TC~µ2,µ22 −→
•
T ◦
TC
~µ|D
◦
TC
~µ
; (323)
in case 7.1(b) we have the map (cf. (303)) ℘~µ:
◦
TC~µ,µ1,µ20 −→
•
T ◦
TC
~µ|D
◦
TC
~µ
. (324)
On the other hand, consider the space Cα~µ,µ1,µ2 (see 17.2). In the case 7.1(b) it projects
to
◦
TC~µ,µ1,µ20 . We denote the projection by η.
In the case 7.1(a) Cα~µ,µ1,µ2 is disconnected. Its connected components are numbered
by the partitions ~µ = ~µ1 ⊔ ~µ2. Each component projects to the corresponding space◦
TC~µ1,µ11 ×
◦
TC~µ2,µ22 . Each one of those projections will be denoted by η, as well as their
totality.
18.2. Theorem. In the notations of 17.3 and 17.3.1 we have a canonical isomorphism
℘∗~µSpRη∗g({Xk})α~µ = Rη∗gα~µ,µ1,µ2({Xk},R)
Proof. This is just the Theorem 17.3 plus the proper base change for nearby cycles.
2
One can apply Theorems 17.3 and 18.2 iteratively — degenerating the curve C more
and more, and inserting more and more copies of R into new nodes.
In the terminology of [BFM] 4.5 (see especially 4.5.6) the Theorem 18.2 means that the
category FS is equipped with the structure of fusion category. The correspondence
associating to any K-tuple of FFS’s {Xk} the cohomology local systems Rη∗g({Xk})α~µ
on the space TC◦K , satisfying the compatibility conditions 18.2, is called fusion func-
tor, or modular functor.
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19. Conformal blocks in arbitrary genus
19.1. Recall the notations of IV.9. We fix a positive integer κ and consider the
category O˜κ of integrable gˆ-modules of central charge κ− h. We set ζ = exp(π
√−1
dκ
),
so that l = 2dκ, and ℓ = dκ.
We have an equivalence of bbrt categories φ : O˜κ ∼−→ O˜ζ where O˜ζ is a semisimple
subcategory of C defined in loc. cit. It is well known that O˜κ has a structure of
fusion category (see e.g. [BFM] or [TUY]). The category O˜ζ is also equipped with
the structure of fusion category via the equivalence φ. From now on we will not
distinguish between the categories O˜κ and O˜ζ .
19.2. Here is a more elementary way to think of fusion functors. Recall that a
fusion functor is a correspondence associating to any K-tuple of objects {Lk} of
our category the local systems (or, more generally, the complexes of sheaves with
smooth cohomology) 〈{Lk}〉KC on the spaces TC◦K , satisfying a certain compatibility
conditions.
We can view those local systems as representations of Modular Teichmu¨ller groups
Tg,K in the stalks at some base points.
We will choose the base points “at infinity” (see [D4]). Namely, we degenerate the
curve C into the projective line P1 with g nodal points. More precisely, we choose the
real numbers x1 < y1 < x2 < . . . < xg < yg and degenerate C into P1/(xj = yj, 1 ≤
j ≤ g). The marked points degenerate into the real numbers z1 < . . . < zm (m is
the cardinality of K) such that zm < x1. The tangent vectors at all the points are
real and directed to the right. We will denote this homotopy base point at infinity by
∞g,K .
19.3. For L1, . . . , Lm ∈ O˜ζ the stalk (〈{Lk}〉KC )∞g,K is canonically isomorphic to
〈L1⊗˜ . . . ⊗˜Lm⊗˜a˜d⊗˜g〉 (see [TUY]). Here we use the notation 〈?〉 introduced in IV.5.9
and IV.9 (maximal trivial summand), and the notation a˜d introduced in 11.2.1
(semisimple adjoint representation).
The action of Tg,K on 〈L1⊗˜ . . . ⊗˜Lm⊗˜a˜d⊗˜g〉 is induced by its action on
L1⊗˜ . . . ⊗˜Lm⊗˜a˜d⊗˜g: generators act by braiding, balance, and Fourier transforms
(see [LM]) of the adjoint representation.
19.4. The Theorem 18.2 equips the category FS (and, via the equivalence Φ, the
category C) with the fusion structure. To unburden notations and to distinguish from
the case of O˜ζ we will denote the corresponding local systems (or, rather, complexes
of sheaves with smooth cohomology) by [L1, . . . , Lm]
K
C .
Theorem. The stalk ([L1, . . . , Lm]
K
C )∞g,K is canonically isomorphic to
TorC∞
2
+•(k, L1 ⊗ . . .⊗ Lm ⊗ ad⊗g)
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(notations of IV.4.7 and 10.1).
Proof. In effect, the stalk in question is the global sections of some sheaf on the space
Cα where C = P1/(xj = yj, 1 ≤ j ≤ g). The global sections will not change if we
merge the points yj into xj for any j along the real line. The specialization of our
sheaf will live on the space (P1)α (no nodal points anymore).
It will be the sheaf obtained by gluing {Lk}, T1, . . . , Tg into the marked points
z1, . . . , zm, x1, . . . , xg. Here Lk = Φ−1Lk, and the sheaves T1, . . . , Tg are just g copies
of the same sheaf T = Φ−1ad. This follows immediately from the Theorem 17.3, the
Definition of ad in 11.1, and the Theorem 15.5.
It remains to apply the Theorem IV.8.4. 2
19.5. The action of Tg,K on Tor
C
∞
2
+•(k, L1⊗ . . .⊗Lm⊗ad⊗g) is induced by its action
on L1⊗ . . .⊗Lm⊗ad⊗g: generators act by braiding, balance, and Fourier transforms
of the adjoint representation.
Now suppose Lk ∈ O˜ζ for all k ∈ K. Then L1⊗˜ . . . ⊗˜Lm⊗˜a˜d⊗˜g = 〈L1 ⊗ . . . ⊗ Lm ⊗
ad⊗g〉∆ (notations of 11.2) by the Theorem 11.3. The RHS is a natural subquotient
of L1 ⊗ . . .⊗ Lm ⊗ ad⊗g, hence the action of Tg,K on the latter module induces some
action of Tg,K on the RHS. This action coincides with the one of 19.3 by the uniqueness
result of [MS] which claims that any two extensions of bbrt structure on a category
to a fusion structure coincide.
19.6. By the virtue of Corollary IV.5.11, 〈L1⊗˜ . . . ⊗˜Lm⊗˜a˜d⊗˜g〉 is canonically a sub-
quotient of TorC∞
2
+•(k, (L1 ⊗ . . .⊗ Lm ⊗ ad⊗g)⊗ L(2ρℓ)).
The above discussion implies that the action 19.3 of Tg,K on the former space is induced
by its action 19.5 on the latter space. More precisely, Tg,K acts on Tor
C
∞
2
+•(k, (L1 ⊗
. . .⊗ Lm ⊗ ad⊗g)⊗ L(2ρℓ)) in the evident way, leaving L(2ρℓ) alone.
19.7. Let us translate the above discussion back into geometric language. Let us
consider the set J := K ⊔ j. We denote by ξ the natural projection TC◦J −→ TC◦K .
Summarizing the above discussion, we obtain
Theorem. Let Lk ∈ O˜ζ , k ∈ K. Then the local system ξ∗〈L1, . . . , Lm〉KC on TC◦J is
a natural subquotient of the local system [L1, . . . , Lm, L(2ρℓ)]
J
C .
19.8. Let us reformulate the above Theorem in more concrete terms.
Recall that ∇κ = ∆ℓ is the first alcove parametrizing the irreducibles in O˜κ. Let
λ1, . . . , λm ∈ ∇κ be a K-tuple of weights. We consider the corresponding irre-
ducibles L(λ1), . . . , L(λm) ∈ O˜κ, and the corresponding local system of conformal
blocks 〈L(λ1), . . . , L(λm)〉KC on the space TC◦K .
On the other hand, consider α := λ1 + . . . + λm + 2gρℓ. We define J := K ⊔ j, and
λj := 2ρℓ. Let ~λ denote λ1, . . . , λm, λj.
Denote by X α~λ the sheaf on Cα~λ obtained by gluing L(λ1), . . . ,L(λm),L(λj).
Note that X α~λ = u!∗Hα~λ where u stands for the open embedding C◦α~λ →֒ Cα~λ .
Recall that η stands for the projection Cα~λ −→ TC◦J .
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Theorem. The local system of conformal blocks ξ∗〈L(λ1), . . . , L(λm)〉KC is isomorphic
to a canonical subquotient of a “geometric” local system Rη∗u!∗Hα~λ . 2
19.9. Corollary. The above local system of conformal blocks is semisimple. It is a
direct summand of the geometric local system above.
Proof. The geometric system is semisimple by Decomposition theorem, [BBD],
The´ore`me 6.2.5. 2
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Dπ, 0.14.6
Dα, 0.14.6
DX , I.2.5
d, 0.2.1
260
di, 0.2.1
di : A~α(τ) −→ A∂i~α(∂iτ), III.7.5
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FS, 0.4.6, III.5.2
FS ′, V.2.1
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I~α~µ (τ), III.8.1
Iα~µ (L), III.8.1
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J (π), 0.7.5
J ν•µ1,µ2, 0.13.2
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~KA, II.2.6
K ′(τ), III.7.2
K(τ), III.7.2
Kτ , III.7.2
Ka, III.7.2
K•n, IV.5.2
K•, IV.5.2
k, 0.2.2, I.2.1
L(λ), 0.10.6
L, V.3.3
L′, V.5.1
L(Λ, (, ), ν), V.4.2
265
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MF , I.3.10
M+F , II.7.9
MG, II.4.2
M(λ), 0.2.17
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∆(N)(θ ~K)
+, II.2.8
∆(N) : ′f −→ ′f⊗N , II.2.7
∆F, 0.6.1
∆ℓ, 0.10.2
∆µν , 0.14.6
∆ij , II.6.1
∆Λ : V (Λ) −→ ′f⊗ V (Λ), II.2.18
∆∗Λ :
′f⊗ V (Λ)∗ −→ V (Λ)∗, II.2.28
F∆, I.3.2
δC/S, 0.14.1
δ, V.2.2
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δ˙, V.2.2
δg, 0.14.14, V.7.5
δ : ′f∗ −→ ′f∗ ⊗ ′f∗, II.2.9
δ(N) : ′f∗ −→ ′f∗⊗N , II.2.9
δi :
′f −→ ′f, II.2.11
ǫi, 0.2.7, II.11.4, II.12.3
ǫi : Φ(M)ν−i −→ Φ(M)ν , 0.6.9
ǫi : Φλ(X )⇋ Φλ+i′(X ) : θi, III.12.11
ǫβ : Φλ(X )⇋ u−β ⊗ Φλ+β′(X ) : θβ, III.12.17
ǫi : V (Λ) −→ V (Λ), II.2.16
ǫ, II.2.2
ζ, 0.2.2
ζi, 0.2.2, II.12.1
ζ( ~K; τ), II.2.3
ζ ′, II.10.4
η¯αJ , IV.8.1
η¯J , IV.8.1
η : P ν(K) −→ P (K), 0.11.1
η : CA,g −→MA,g, 0.14.14
η : Aα(K) −→ O(K), IV.7.1
η
~β;d
~µ; ′~β;ε
: HomA(0,~β)
~µ
(τd)
(X (0,~β)~µ (τd),Y (0,
~β)
~µ (τd)) −→ HomA(0, ′~β)
~µ
(τε)
(X (0, ′~β)~µ (τε),Y (0,
′~β)
~µ (τε)),
III.9.4
η : Cα~µ −→ TC◦K =
◦
TC~µ, V.18.1
η¯ : Pα~µ −→ TPoJ , IV.8.1
η¯ : Cg −→Mg, 0.14.14
η¯ : CA,g −→MA,g, 0.14.14
η, V.18.1
θi, 0.2.7, II.11.4, II.12.3
θi : Φ(M)ν −→ Φ(M)ν−i, 0.6.9
θi,DV : (DV )λ ⇋ (DV )λ−i′ : ǫi,DV , III.13.2
θ∗i , II.2.13
θ ~K , II.2.3
θ~I,Q, II.2.20
[θ~I,Q,Λ], II.2.20
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θ∗̺≤τ , II.3.5
θ∗0≤τ , II.8.14
θ̺≤τ , II.3.4
θ̺≤τ ;a, II.3.4
θ˜j , II.4.1
θ˜V , IV.6.3
θFS , IV.6.6
θβ,αµ : HomAαµ (X αµ ,Yαµ ) ∼−→ HomAα+β
µ+β′
(X α+βµ+β′,Yα+βµ+β′), III.4.4
θ = θα
~µ;~β
: HomAα
~µ
(K)(X α~µ (K),Yα~µ (K)) ∼−→ HomAα+β
~µ+~β′
(K)(X α+β~µ+~β′(K),Y
α+β
~µ+~β′
(K)), III.9.4
ι(ν ′) : Dν −→ Dν+ν′, 0.4.4
Λ, V.4.1
πΛ, II.4.4
λ(M), 0.4.3
λF , I.4.6
λa, II.2.20
λ0, III.16
λ∞, IV.7.6, IV.9.5
~λ ≥ ~µ, III.7.1
µQ, II.2.24
~µ≤i, III.2.3, III.7.6
~µ≥k, III.7.6
ν, II.3.2
ν1 · ν2, 0.2.1, II.4.1
ν1 ≤ ν2, 0.2.1
νQ, II.2.20
ν0, IV.2.4, IV.9.1, V.16.2
νa(̺), II.3.3
νπ, II.4.1
ξ : K•n −→ K•n+1, IV.5.2
ξ~µ;~β;d : HomAβ
~µ
(K)(X β~µ (K),Yβ~µ (K)) −→ HomA(0,~β)
~µ
(τd)
(X (0,~β)~µ (τd),Y (0,
~β)
~µ (τd)), III.9.4
ξ : TAom →֒ TPom+1, IV.9.5
π1(X;Y ), I.4.1
πj , III.12.9
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πK , V.2.1
πα, V.13.2
π•α, V.13.2
π : J −→ I, 0.3.1
πFE : Ch(F ) −→ Ch(E), I.4.13
π : π ′fχJ −→ ′fνπ , II.4.2
π : πA −→ Aν, II.6.12
πα~µ : (D(0; 1)
K ×D(0; 1)J)◦ −→ ◦Aα~µ(K), III.8.1
̟0,1,2, V.7.5
ρ, 0.2.2
ρℓ, 0.2.2, IV.9.1
ρ0, II.6.6
ρab, III.7.2
̺, II.3.3
̺ < ̺′, II.8.8
̺J ′ , III.12.15
Σπ, 0.3.1, II.4.1
σk, IV.7.4
σ≥k, III.7.2
σ≤i, III.7.2
σλ, III.14.1
σ!λ≤µ, III.14.4
σ∗λ≤µ, III.14.4
σλ≤µ, III.14.4
σ!λ, σ
∗
λ : FS −→ FS≤λ, III.14.2
σC : J
∼−→ [N ], II.8.1
σ = σα,βµ : Aαµ →֒ Aα+βµ+β′, III.2.4
σ = σα
~µ;~β
: Aα~µ(K) −→ Aα+β~µ+~β′(K), III.7.8
ς = ςd1,d2, III.10.3
ςα : Q•α0 →֒ Aαv ×Aαh , V.14.1
ςα : Qα0a →֒ Pαv ×Aαh , V.15.2
τλ(ν, ν
′), 0.4.5
τ±F , I.4.3
τ( ~K), II.2.3
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τA, II.2.6
τQ, II.2.20
τd, III.9.4
τ≥k, III.7.2
τ≤i, III.7.2
τC : J
∼−→ [N ], II.6.2
ταβµ : HomAαµ (X αµ ,Yαµ ) −→ HomAβµ(X βµ ,Yβµ ), III.4.4
τπ;ǫ,δ, III.11.2
τπ;d, III.11.9
Υ : RC −→ C, IV.6.2
ΦF (K), I.3.3
ΦF : M(A,SH) −→ Vect, I.3.10
Φ+F (K), 0.6.2
Φ : M(Dν ,S) −→ Vect, 0.6.7
Φ(M)λ, 0.6.8
Φ : F˜S −→ VectXf , III.4.5
Φ : FS −→ C, 0.6.12, III.12.27
Φf , I.2.11
Φ∑ tj (K), II.7.13, III.12.6
Φ+F (K), II.7.3
Φν : M(Aν,S) −→ Vect, II.7.14
Φ∆(Iν?), II.6.14
Φλ(X ), III.4.5
Φ˜ : FS −→ C˜, III.12.12
φµ(ν1, ν2), 0.3.6
φµ1,µ2(ν, ν
′), 0.5.4
φµ1,µ2(ν1, ν2, ν), 0.5.4
φ(ρ), 0.7.3
φP (ρ), 0.7.7
φ : MS −→ C, 0.10.7
φ♭, 0.10.7
φ♯, 0.10.7
φC(ρ), 0.14.4
πφ
(η)
∆,! : Φ∆(
πI!) −→ π ′fχJ , II.6.10
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πφ
(η)
∆,∗ : Φ∆(
πI∗) −→ π ′f∗χJ , II.6.10
πφ
(η)
∆,!∗ : Φ∆(
πI!∗) ∼−→ πfχJ , II.6.11
πφ
(η)
̺,! : Φ
+
F̺(I(πΛ)!) ∼−→ ̺C−rπ ′f(V (πΛ)), II.8.9
πφ
(η)
! :
+C•(πA; I(πΛ)!) ∼−→ χJC•π ′f(V (πΛ)), II.8.10
πφ
(η)
0,∗ : Φ
+
0 (I(πΛ)∗) ∼−→ V (πΛ)∗χJ , II.8.14
φ
(η)
ν,Λ,!∗ : Φν(Iν(Λ)!∗) ∼−→ L(Λ)ν , II.8.18
πφ
(η)
̺,∗ : Φ+F̺(I(πΛ)∗) ∼−→ ̺C−rπ ′f∗(V (πΛ)∗), II.8.20
πφ
(η)
∗ : +C•(πA; I(πΛ)∗) ∼−→ χJC•π ′f∗(V (πΛ)∗), II.8.21
Λφ
(η)
ν,!∗,0 : Iν(Λ)!∗,0 ∼−→ νC•f (L(Λ)), II.8.23
φ
(η)
!∗ : Φν(
ψIν(Λ0, . . . ,Λ−n)!∗) ∼−→ (L(Λ0)⊗ . . .⊗ L(Λ−n))ν , II.10.6, II.12.7
φ
(η)
!∗,0 :
ψIν(Λ0, . . . ,Λ−n)!∗0 ∼−→ νC•f (L(Λ0)⊗ . . .⊗ L(Λ−n)), II.10.8, II.12.8
φi = φ
~α
µ;i(
~d) : I~αµ (~d) ∼−→ I~α≤iµ≤i (~d≤i)⊠ I~α≥iµ (~d≥i), III.3.2
φi = φ
~α
µ;i(
~d) :
•I~αµ(~d) ∼−→
•I~α≤iµ≤i (~d≤i)⊠
•I~α≥iµ (~d≥i), III.3.5
φi = φ
~α
i;~µ(τ) : I~α~µ (τ) ∼= I~α≤i~µ≤i (τ≤i)⊠ × k∈KiI
~α≥k
~µ≥k
(τ≥k), III.8.2
φi = φ
~α
i;~µ(τ) :
•I~α~µ(τ) ∼=
•I~α≤i~µ≤i (τ≤i)⊠ × k∈Ki
•I~α≥k~µ≥k (τ≥k), III.8.5
φ~α1,~α2d1,d2 : X ~α1(τd1)|A~α1
~λ
(τd1 )∩A
~α2
~λ
(τd2 )
∼−→ X ~α2(τd2)|A~α1
~λ
(τd1 )∩A
~α2
~λ
(τd2 )
, III.10.3
φπ : ⊗K Xk ∼−→ ⊗L (⊗Kl Xk), III.11.3
φK−→L : rπ ◦ΨK ∼−→ ΨL ◦ΨK−→L, III.11.10
φ~α : q
∗
~αIα ∼−→ p∗Kπ∗KIαK ⊠ × k I
α∼
k
D , IV.2.8
φ~α,β : q
∗
~α,βX α+β~µ ∼−→ p∗~α,β(( × k∈K X αkµk )⊠ I
•β
~µ−~α), IV.3.5
φ : O˜κ ∼−→ O˜ζ , IV.9.2
φτ : q
∗
τπ
∗
JHα ∼−→ p∗Kπ∗KHαK ⊠ × k∈K Iτ
−1(k), V.2.2
φ~α,β : q
∗
~α,βX α+β~µ ∼−→ p∗~α,β(( × k∈K X αkµk )⊠H
•β
~µ−~α), V.16.6
φ~α~β~γ,ξ : q
∗
~α~β~γ,ξ
X α+β+γ+ξ~λ~µ~ν
∼−→ p∗
~α~β~γ,ξ
(( ×
k∈K X
αk
λk
)⊠( ×
j∈J Y
βj ,γj
µj ,νj )⊠H•ξ~λ~µ~ν−~α~β~γ), V.16.8
χK , II.3.3, II.4.1
Ψf , I.2.11
ΨK , III.11.8
Ψπ;d : M(Aα(τπ;d)) −→M(Aα(L)d ×∏l∈LO(Kl)), III.11.9
ΨK−→L : M(Aα(K)) −→M(Aα(L)×∏l O(Kl)), III.11.9
ΨK :
KFS −→ Locsys(O(K);FS),
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ψ(ν1, ν2), 0.4.3
ψ(ν1, ν2, ν), 0.5.8
ψM⊠N (ν, ν ′), 0.5.8
ψI(Λ0, . . . ,Λ−n; ν)?, II.10.5
nψi : D(nA;S∆) −→ D(n−1A;S∆), II.10.1
ψ : D(nA;S∆) −→ D(A;S), II.10.3
ψα,β(d) : X (α,β)(d) ∼−→ •I(α,0)λ−β′(d)⊠ X (0,β)(d), III.4.2
ψα,βµ (d) : X (α,β)µ (d) ∼−→
•I(α,0)µ−β′(d)⊠ X (0,β)µ (d), III.4.4
ψ(τ) : X (α,~β)(τ) ∼=
•Iα~λ(τ)≤1(τ≤1)⊠ X
(0,~β)(τ), III.9.2
Ω, V.3.2
ω, 0.14.5, V.3.2
ωX , I.2.5
1, 0.2.14
1FS , III.11.11
(·, ·) on ′f, 0.2.6
∨ : Copp ∼−→ Cr, IV.4.6
∗ : C −→ Copp, IV.4.4
⊗ : FS ⊗ FS −→ FS, 0.5.9
〈⊗A {Xa;Rn}〉(m)~A0,g,Γ, 0.15.4
⊗A {Xa;Rn}, 0.15.2
⊗K : FSK −→ Locsys(O(K);FS), III.11.11
〈 〉(m)C , 0.16.1
〈⊗A {La;RMSn}〉MS , 0.16.1
•⊗, III.11.4
⊗˜, IV.9.2
× (ν)
K
Mk, 0.8.5
× (ν)
A,g
{Xa;Rn}, 0.15.3
∂i~α, III.2.2
∂i~d, III.2.2
∂iµ, III.2.3
∂i~d, III.7.2
∂iσ, III.7.2
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∂iτ, III.7.2
∂i~α, III.7.4
∂i~µ, III.7.6
(•)Σπ : Db(Aα,Σπ) −→ Db(Aα), III.12.5
∇κ, IV.9.2
∞g,K , V.19.2
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Index of Terminology
A-curve, 0.14.13
adjacent facet, I.3.2
adjoint representation, 0.12.5, V.11.1
admissible element ν ∈ Y +, 0.8.4, (in N[Xℓ]), 0.14.6
admissible pair (~µ, α), IV.3.1, IV.9.1
affine Lie algebra gˆ, 0.10.6, IV.9.2
antipode, 0.2.10
arrangement (real) 0.6.1, I.3.1
associativity condition, 0.3.6, 0.4.3, 0.7.3, 0.7.7
baby Verma module, 0.2.17, III.13.8
balance, 0.2.18
balance function, IV.2.4
base (of a tree), III.7.2
bbrt category, IV.9.2
braiding, 0.2.18
braiding local system, 0.3.5
branch, III.7.2
canonical map, 0.6.6, I.3.11, II.7.10
Cartan datum, 0.2.1
cartesian functor, 0.15.8
chamber, I.3.1
coaction, II.2.18
cochain complex of an arrangement, I.3.13
cocycle condition, 0.8.5
cohesive local system (CLS for short) H of level µ (over P ), 0.7.7, IV.2.8, (over C/S),
0.14.4, (over A), III.8.4
compatible isomorphisms, V.6.2
comultiplication, 0.2.10
configuration space of colored points on the affine line, II.6.12
concave complex, 0.9.3, IV.4.2
convex complex, 0.9.3, IV.4.2
conformal blocks, 0.10.3, IV.5.10
conic complex, I.2.13
convolution, V.15.3
284
coorientation, I.4.6
cutting, III.2.2, III.7.2
deleting morphism, 0.14.20
depth, II.2.2
determinant line bundle, 0.14.1, V.2.2
diagonal stratification, II.6.1
dominant weight, III.18.2
dropping, III.2.2
dual cell, I.3.2
dualizing complex, I.2.5
edge (of an arrangement), 0.6.1, I.3.1
elementary tree, III.7.2
enhanced disk operad, III.7.5
enhanced graph, 0.14.13
enhanced tree, III.7.3
enhancement, III.7.3
face, I.3.1
facet, 0.6.1, I.3.1
factorizable sheaf (supported at c), 0.4.3, III.4.2, (finite, FFS for short), 0.4.6, III.5.1,
(over KA, KI), III.9.2
factorization isomorphisms, 0.3.5, 0.4.3, 0.7.3, 0.7.7, V.2.2, V.16.6
first alcove, 0.10.2
flag, 0.6.1, I.3.2
fusion functor, V.18.2
fusion structure, 0.15.1, (of multiplicative central charge c), 0.15.8, V.18.2
g-admissible element of N[Xℓ], V.2.1
g-admissible pair, V.16.2
g-positive m-tuple of weights, V.17.1
generalized vanishing cycles of K at a facet F , I.3.3
generalized baby Verma module, III.14.10
gluing, 0.5.8, 0.8.6, III.10.3, IV.3.5, V.16.6
good A0-tuple (w.r.t. (g, ν)), 0.14.15, 0.14.22
good object (w.r.t. u+ or u−), 0.9.2
good resolution (right or left), 0.9.4
good stratification, I.2.9
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good surjection, IV.4.3
half-monodromy, II.6.2, II.8.1
height (of tree), III.7.2
Heisenberg local system, 0.14.11, V.2.2
Hochschild complex, II.3.1
homogeneous element, II.2.2
i-cutting, III.2.3
I-sheaf, V.12.2
level, 0.7.7
local system of conformal blocks, 0.11.7, IV.9.2
marked disk operad, III.7.7
marked tree, III.7.6
marking, I.3.2
maximal trivial direct summand, 0.10.1, IV.5.9
modular functor, V.18.2
multiplicative central charge, 0.14.12
nearby cycles, I.2.11
neighbour (left), II.6.2, II.8.1
open I-colored configuration space, 0.3.5
operad of disks, III.7.3
operad of disks with tangent vectors D, 0.7.2
orientation sheaf
perverse sheaf, 0.2.4, I.2.9
Poincare´ groupoid, I.4.1
positive facet, 0.6.1, II.7.1
positive flag, II.7.1
positive m-tuple of weights, IV.8.3
principal stratification, II.7.1, II.7.14, III.7.9, IV.3.2, V.16.3
quantum commutator, II.2.20
quantum group with divided powers, IV.6.1
real arrangement, I.3.1
refinement, II.3.4
regular object, 0.16.1
regular representation, 0.12.3, V.10.1
286
regular sheaf, 0.13.3, V.14.2
relative singular n-cell, I.2.7
rhomb diagram, 0.3.5
ribbon category, 0.2.23
rigidity, IV.4.4
rigid object, III.15.3
root datum, 0.2.1
semiinfinite Ext, Tor, 0.9.7, IV.4.7
sewing morphism, 0.14.20
shape (of a tree), III.7.2
simple sewing, 0.14.20
sign local system, 0.3.9
skew-antipode, 0.2.10
skew-Σπ-equivariant morphism, II.6.12
small quantum group u, 0.2.10, uk, 0.2.12
standard local system, 0.3.10, (X-colored, over D), 0.7.5
standard braiding local system (over the configuration space A(2)◦), 0.5.6
standard sheaves, I.4.5, III.6.1
Steinberg module, III.16
Steinberg sheaf, III.16
substitution isomorphism, III.7.3
tensor product of categories, III.10.2
tensor structure (rigid), 0.2.14
thickness, III.7.2
toric stratification, III.2.7, III.7.9
tree, III.7.2
two-sided Cˇech resolution, IV.8.5
unfolding, 0.3.1, II.6.12
universal Heisenberg local system, 0.14.18
vanishing cycles, I.2.11
vanishing cycles of K across F , 0.6.2
vanishing cycles at the origin, 0.6.7
variation map, 0.6.6, I.3.11, II.7.10
Verma module, II.2.15
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weight, II.2.1
Weyl group, 0.2.2, III.18.3
X-colored local system over D, 0.7.3
young tree, III.7.2
