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HOMOTOPY TYPES OF STABILIZERS AND ORBITS
OF MORSE FUNCTIONS ON SURFACES
SERGEY MAKSYMENKO
Abstract. Let M be a smooth compact surface, orientable or
not, with boundary or without it, P either the real line R1 or
the circle S1, and D(M) the group of diffeomorphisms of M act-
ing on C∞(M,P ) by the rule h · f = f ◦ h−1 for h ∈ D(M) and
f ∈ C∞(M,P ). Let f : M → P be an arbitrary Morse mapping,
Σf the set of critical points of f , D(M,Σf ) the subgroup of D(M)
preserving Σf , and S(f), S(f,Σf ), O(f), and O(f,Σf ) the stabi-
lizers and the orbits of f with respect to D(M) and D(M,Σf ). In
fact S(f) = S(f,Σf ).
In this paper we calculate the homotopy type of S(f), O(f) and
O(f,Σf ). It is proved that except for few cases the connected com-
ponents of S(f) and O(f,Σf ) are contractible, pikO(f) = pikM for
k ≥ 3, pi2O(f) = 0, and pi1O(f) is an extension of pi1D(M) ⊕ Zk
(for some k ≥ 0) with a (finite) subgroup of the group of automor-
phisms of the Kronrod-Reeb graph of f .
We also generalize the methods of F. Sergeraert to prove that
a finite codimension orbit of a tame smooth action of a tame Lie
group on a tame Fre´chet manifold is a tame Fre´chet manifold itself.
In particular, this implies that O(f) and O(f,Σf ) are tame Fre´chet
manifolds.
Keywords: surface, Morse function, diffeomorphism, flow, homotopy
type
MSC 2000: 37C05, 57S05, 57R45
1. Introduction
The study of homotopy properties of Morse functions space on sur-
faces was stimulated in recent years by the applications in symplectic
topology and Hamiltonian systems [1, 11, 24, 12, 16, 18, 10, 25]. Con-
nected components of this space were described in [11, 24, 16, 18]. The
cobordism group of Morse functions was calculated in [10].
In this paper we describe the homotopy types of stabilizers and orbits
of Morse functions on compact surfaces under the action of diffeomor-
phism groups of these surfaces. Applications of these results will be
published elsewhere.
1
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Let M be a smooth (C∞) compact connected manifold, orientable
or not, with boundary or without it. Let also P be either R or S1. The
group D(M) of diffeomorphisms of M naturally acts on C∞(M,P ) by
the following rule: if h ∈ D(M) and f ∈ C∞(M,P ), then
(1.1) h · f = f ◦ h−1.
For f ∈ C∞(M,P ) let S(f) = {h ∈ D(M) | f ◦h = f} be the stabilizer
and O(f) = {f ◦ h | h ∈ D(M)} the orbit of f under this action.
Let Σf be the set of critical points of f and D(M,Σf) the group of
diffeomorphisms h of M such that h(Σf ) = Σf . Then the stabilizer
S(f,Σf ) and the orbit O(f,Σf ) of f under the restriction of the above
action to D(M,Σf ) are well defined. Since S(f) ⊂ D(M,Σf), we get
S(f,Σf ) = S(f).
We endow D(M) and C∞(M,P ) with C∞ topologies, and their sub-
spaces S(f), O(f), and O(f,Σf ) with the induces ones.
Let f : M → P be a smooth mapping. By a level-set or point-
inverse of f we mean a set f−1(c), where c ∈ P . This set is critical if
it contains a critical point of f , otherwise, f−1(c) is regular. Similarly,
a connected component ω of f−1(c) is called critical if it contains a
critical point of f ; otherwise, ω is regular.
Definition 1.2. Let f : M → P be a smooth mapping satisfying the
following two conditions:
(i) f is constant on every connected component of ∂M and
(ii) critical points of f are isolated and belong to the interior of M .
Then f will be called generic if every level-set of f contains at most
one critical point; f is simple if every critical component of a level-
set of f contains precisely one critical point; f is Morse provided all
critical points of f are non-degenerate.
Evidently, every generic mapping is simple.
Let us fix once and for all some orientation of P . Then for every
Morse mapping f :M → P the indices of its (non-degenerate) critical
points are well-defined.
Throughout the paper we will use the following notations: S1 = R/Z;
I = [0, 1]; D2 is the closed unit disk in R2; S2 the unit sphere in R3;
RP 2 the real projective plane; M o¨ the Mo¨bius band; T 2 = S1×S1 the
2-torus; and K the Klein bottle.
The main results of this paper are Theorems 1.3, 1.5, and 1.9 below.
For each of them we will give at first a brief idea of proof. This will
help the reader interested only in some separate result of the paper
extract the necessary proof.
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Theorem 1.3. Let M be a smooth compact connected surface and
f : M → P a Morse mapping. Denote by Sid(f) the subset of S(f)
consisting of diffeomorphisms that are isotopic in S(f) to idM , and en-
dow Sid(f) with the induced C∞ topology. Suppose that either f has at
least one critical point of index 1 or M is non-orientable, then Sid(f)
is contractible. Otherwise, Sid(f) is homotopy equivalent to S1.
Remark 1.4. Denote by S(f)∞ and S(f)0 the space S(f) with C∞
and C0 topologies respectively. By the definition Sid(f) consists of
diffeomorphisms isotopic in S(f) to idM . Hence Sid(f) is the identity
path-component of S(f)0. Let Sid(f)
′ be the identity path-component
of S(f)∞. Since the identity mapping id : S(f)∞ → S(f)0 is continu-
ous, we have that Sid(f)′ ⊂ Sid(f).
On the other hand, by Theorem 1.3, Sid(f) is connected when en-
dowed with C∞ topology, whence Sid(f) ⊂ Sid(f)′. Thus Sid(f) is also
the connected component of S(f)∞.
Theorem 1.3 is essentially new only for non-orientable surfaces. For
orientable ones it is a simple corollary of [17]. Notice that if M is
orientable then there is a flow on M such that the level-sets of f con-
sist of full trajectories of Φ. Let D(Φ) be the group of diffeomor-
phisms preserving every trajectory of Φ and Did(Φ) be its identity
path-component. Then it is easy to show that Sid(f) = Did(Φ), see
Lemma 3.5 and (1) of Lemma 5.1. In [17] the author gave the condi-
tion on a flow Φ on a manifold M for Did(Φ) to be either contractible
of homotopy equivalent to S1: the flow Φ must be linear (in some local
coordinates) near its fixed points. Since f is a quadratic form near
its critical points (by Morse lemma), we can choose Φ to satisfy that
condition.
If f has at least one critical point of index 1, then Φ has non-closed
trajectory, whence by [17] Did(Φ) is contractible. Hence so is Sid(f).
Otherwise f has no critical points of index 1, all non-constant tra-
jectories of Φ are closed, whence again by [17] Did(Φ) = Sid(f) is
homotopy equivalent to S1.
If M is non-orientable, we reduce the situation to the orientable
double covering of M . Thus we can assume that M is orientable but
equipped with an orientation reversing involution ξ without fixed points
such that f ◦ ξ = f . We also have to study instead of Sid(f) the group
S˜id(f) of ξ-equivariant diffeomorphisms. Then we choose Φ so that ξ
permutes trajectories of Φ changing their orientation. In this situation
we show the contractibility of S˜id(f), see Section 4.7.
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Theorem 1.5. Let M be a smooth compact connected surface and f :
M → P be a Morse mapping having at least one critical point of index
1. Let Of (f) and Of (f,Σf) be the corresponding path-components of
O(f) and O(f,Σf ) in C∞-topology containing f . Then
(1) Of(f,Σf ) is contractible;
(2) piiOf (f) ≈ piiM for i ≥ 3 and pi2Of (f) = 0. In particular,
Of(f) is aspherical provided M is. Moreover, pi1Of (f) is included in
the following exact sequence:
(1.6) 0→ pi1D(M)⊕ Z
k → pi1Of(f)→ G→ 1,
where G is a finite group and k ≥ 0.
Let c0, c1, c2 be the numbers of critical points of f of the correspond-
ing indices. Then k ≤ k¯ where k¯ is shown in Table 1.7. Moreover, if
M is of type 1 or 2 of this table and f is simple , then in fact k = k¯.
Table 1.7.
M k¯
1 S2, D2, S1 × I, T 2, RP 2 with or without
holes
c1 − 1
2 M is orientable and is not of type 1 c1 + χ(M) = c0 + c2
3 M is non-orientable and is not of type 1
(3) Suppose that f is generic . Then the group G in Eq. (1.6) is
trivial, whence pi1Of(f) ≈ pi1D(M) ⊕ Z
k. In particular, pi1Of (f) is
abelian. The homotopy type of Of (f) for this case is given in Table 1.8.
Table 1.8.
M Homotopy type of Of(f)
S2, RP 2 SO(3)× (S1)c1−1
D2, S1 × I, M o¨ (S1)c1
T 2 (S1)c1+1
K (S1)k+1
other cases (S1)k
Let us describe the plan of the proof of this theorem. Following
methods of F. Sergeraert [23] we will show in Appendix 11 that the
natural projection p : D(M)→ O(f) is a locally-trivial principal S(f)-
fibration. By Theorem 1.3 we also have that Sid(f) is contractible.
Then from the exact homotopy sequence of the fibration above we
get isomorphisms between the higher homotopy groups of D(M) and
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O(f). The similar statement holds for D(M,Σf ) and O(f,Σf). Then
triviality of groups piiOf(f) and piiOf (f,Σf ) for i ≥ 2 in (1) and the first
sentence of (2) of Theorem 1.5 are direct corollaries of the classification
of the homotopy types ofDid(M) for compact surfacesM , see Table 2.6.
Thus it remains to calculate pi1Of (f) and prove that pi1Of (f,Σf) = 0.
First consider the group pi1Of(f). The exact sequence (1.6) shows
that pi1Of(f) depends on three terms. Let us briefly explain them.
Let ft :M → P , t ∈ [0, 1], be a loop in Of (f) based at f = f0 = f1.
Using the fibration property we lift ft to a path ht in Did(M) such that
ft = f ◦ ht and h0 = idM .
1) Suppose that h0 = h1 = idM , i.e. {ht} is a loop in Did(M). Let
p∗ : pi1Did(M) → pi1Of (f) be a natural homomorphism, then {ft} =
p∗{ht}. From aspherity of Sid(f) we get that p∗ is injective. This gives
the term pi1D(M) in (1.6).
2) Suppose that h1 6= idM . Since f = f1 = f ◦ h1, we see that
h1 ∈ S(f). Thus another type of generators of pi1Of (f) arises from
diffeomorphisms of S(f) that are isotopic to idM . Evidently, they con-
stitute the kernel of the natural homomorphism i0 : pi0S(f)→ pi0D(M).
Notice that h1 ∈ S(f) yields an automorphism θ of the Kronrod-
Reeb (KR-) graph Γ(f) of f so that the correspondence {ft} 7→ θ
induces a homomorphism pi1Of(f)→ Aut(Γ(f)), see Section 3.1. The
group G in (1.6) is just its image.
3) Suppose that θ is the identity automorphism. Let γ be a regular
component of a level-set of f . Then there is a Dehn twist τ along γ
such that f ◦ τ = f , i.e. τ ∈ S(f), see Section 6. Thus τ , as well as h1,
yields the identity automorphism of Γ(f). We prove that h is in fact
generated by such Dehn twists (Proposition 8.5).
Moreover, the connected components of the group of the above Dehn
twists constitute a free abelian group J (Theorem 6.2). Since h1 is
also isotopic to idM , it belongs to the subgroup of J generated by the
“relations” in D(M) between the Dehn twists of J , i.e. to the kernel
of the natural homomorphism J → pi0D(M). This kernel is precisely
the group Zk of (1.6).
Finally, the sum pi1Did(M) ⊕ Zk in (1.6) is direct since the image
p∗(pi1Did(M)) is included in the center of pi1Of(f), see Lemma 2.2.
Consider now the group pi1Of (f,Σf ). By Theorem 1.3 the projection
D(M,Σf) → O(f,Σf ) is also a locally trivial fibration. Hence a loop
{ft} ∈ pi1Of (f,Σf) based at f can be represented in the form ft =
f ◦ ht, where h0 = idM , h1 ∈ S(f) and ht ∈ Did(M,Σf ). Let θ be
the automorphism of the KR-graph Γ(f) of f induced by h1. Since ft
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is also a loop in Of (f), it is generated by loops of the types 1)-3) as
above. We prove that in our case all such loops are trivial.
1) If h1 = idM , then the loop {ht} is trivial in Did(M,Σf) due to the
contractibility of Did(M,Σf ) (Lemma 2.8).
2) Since every ht preserves critical points of f , it follows that θ is
trivial (Proposition 8.5 and Lemma 3.5).
3) Hence h1 is generated by the Dehn twists along regular level-sets
of f . We prove that h1 preserves every connected component of every
level-set of f (Theorem 7.1 and Proposition 8.5). This is the most
difficult part of Theorem 1.5. We then deduce that ft is a trivial loop.
Thus pi1Of(f,Σf ) = 0.
All other statements of Theorem 1.5 are based on the study KR-
graph of f , see Section 9.
Theorem 1.9. Let f :M → P be a Morse mapping having no critical
points of index 1. Then f can be represented in the following form
f = p ◦ f˜ :M
f˜
−→ P˜
p
−→ P,
where f˜ is one of the mappings “of type (A)-(E)” shown in Table 1.10,
P˜ is either R or S1, and p is either a covering map or an embedding.
The homotopy types of Of (f) and Of (f,Σf) depend only on f˜ and are
given in Table 1.10.
Table 1.10.
Type f˜ :M → P˜ c0 c1 c2 Of (f) Of (f,Σf )
(A) S2 → R f˜(x, y, z) = z 1 0 1 S2 point
(B) D2 → R f˜(x, y) = x2 + y2 1 0 0 point
(C) S1 × I → R f˜(φ, t) = t 0 0 0 point
(D) T 2 → S1 f˜(x, y) = x, 0 0 0 S1
(E) K → S1 f˜({x}, {y}) = {2x} 0 0 0 S1
The
Klein bottle K is regarded here as the factor space of T 2 by the involution
ξ(x, y) = (x + 1/2,−y).
Remark 1.11. We do not consider another natural action of the group
D(M) × D(P ) on C∞(M,P ) (see e.g. [23]). The comparison between
the stabilizers and orbits of functions under this action and under the
action of the group D(M) will appear in another paper (see [19]).
The paper is arranged in the following way. In Section 2 we formulate
Theorem 2.1 claiming that O(f) and O(f,Σf ) are Fre´chet manifolds
and that projections D(M) → O(f) and D(M,Σf ) → O(f,Σf ) are
locally trivial fibrations with the same fiber S(f). Hence O(f) and
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O(f,Σf) have the homotopy types of CW-complexes, see [20], and
we also get exact sequences of homotopy groups of these fibrations.
These results seem to be more or less known, but the author has not
found the proof in the literature. For the sake of completeness we
prove Theorem 2.1 in Section 11.30. The method of proof is mostly an
extension of results of F. Sergeraert [23], see also [21, 9].
In Section 2 we also recall a description of the homotopy types of
groups Did(M) for compact surfaces.
Section 3 contains definitions of the Kronrod-Reeb graph Γ(f) and
the foliation ∆f on M induced by a smooth function f satisfying con-
ditions (i) and (ii) of Definition 1.2. We also establish some simple
properties of them.
Section 4. We briefly formulate the results of [17] concerning smooth
shift along trajectories of flows and extend them to skew-symmetric
flows on the oriented double covering of a non-orientable manifold (The-
orem 4.8).
Section 5. Using the results of Section 4 we prove Theorem 1.3. The
proof does not use the results of Section 2 and can be read indepen-
dently. Theorem 1.3 will allow to compute the groups pikOf (f) and
pikOf(f,Σf ) for k ≥ 2 (see Section 9). Therefore in the next three
sections we concentrate upon the fundamental groups of orbits.
Section 6. It deals with the group D(∆f) of diffeomorphisms pre-
serving every leaf of the foliation ∆f onM defined by a Morse function
f . We prove that pi0D(∆f ) is an abelian group generated by the Dehn
twists along regular components of level-sets of f and that except for
few cases this group is free abelian.
Section 7. We prove Theorem 7.1 which guarantees an exactness of
the sequence Eq. (1.6).
Section 8. The kernels of the natural homomorphisms of pi0S(f) to
pi0D(M) and pi0D(M,Σf ) are studied. They are homomorphic images
of pi1Of (f) and pi1Of(f,Σf ) respectively.
Section 9. We prove Theorem 1.5 and in particular show how to
calculate the number k in Eq. (1.6).
Section 10 contain the proof of Theorem 1.9.
Finally in Appendix 11 we prove Theorem 2.1.
2. Orbits O(f) and O(f,Σf )
The following theorem can be established by the methods similar to
F. Sergeraert [23], see also [21, 9]. These methods are quite far from
our main tecnique, therefore we shift the proof to Section 11.30.
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Theorem 2.1. Let M be a smooth compact connected manifold of di-
mension m having b connected components of ∂M , P either R or S1,
C∞∂ (M,P ) the space of smooth mappings M → P that are constant on
the connected components of ∂M . Let f ∈ C∞∂ (M,P ) be a Morse map-
ping having c critical points. Endow D(M), D(M,Σf), S(f), O(f),
and O(f,Σf ) with the corresponding C∞-topologies. Then
(1) O(f) and O(f,Σf ) are Fre´chet submanifolds of C∞∂ (M,P ) of
codimensions µ(f) = c+b and µ(f,Σf) = cm+c+b resp. In particular,
they have the homotopy types of CW-complexes, see e.g. [20].
(2) The projections D(M) → O(f) and D(M,Σf) → O(f,Σf ) de-
fined by h 7→ f ◦ h are locally trivial principal S(f)-fibrations.
Consider some properties of the fibrations of (2) of Theorem 2.1.
Let p : D(M) → O(f) be the projection defined by p(h) = f ◦ h. By
Theorem 2.1 p is a locally trivial fibration. Consider the following part
of its exact homotopy sequence:
pi1(D(M), idM)
p
−→ pi1(O(f), f)
∂1−→ pi0(S(f), idM),
where ∂1 is a boundary map. Since S(f) is a topological group, so is
pi0(S(f), idM) ≈ S(f)/Sid(f).
Lemma 2.2. (1) ∂1 is a homomorphism of groups;
(2) p(pi1D(M)) is included in the center of pi1O(f).
Proof. Let us briefly recall the construction of ∂1. Let ft : M → P
be a loop in Of (f) based at f , i.e. f0 = f1 = f . Then there exists a
lifting of ft to D(M), i.e. a path in gt : M → M such that ft = f ◦ gt,
g0 = idM , and f ◦ g1 = f . Then ∂1(g) = [g1] ∈ pi0S(f).
(1) Let g, h be two loops in Of (f) based at f and α, β ∈ pi1D(M)
their liftings. Then the lifting of the loop g ·h is α1◦β1 as it is illustrated
in Figure 2.3 a). Thus ∂1(g · h) = α1 ◦ β1 = ∂1(g) ∂1(h). Similarly,
it can be shown that ∂1(g
−1) = ∂1(g)
−1. So ∂1 is a homomorphism of
groups.
(2) Let gt :M → M be a loop in D(M) at idM . Then f ◦ gt is a loop
in Of (f) at f corresponding to p(g).
Let β ∈ pi1O(f) and ht :M × I →M be a lifting of β to D(M) such
that h0 = idM , and f = f ◦ h1. Thus β(t, x) = f ◦ ht(x).
It follows that the commutator [p(g), β] has the form f ◦ ut, where
u = g[0,1] h[0,1] (h1 · g[1,0]) h[1,0] is a loop in D(M) (see Figure 2.3 b)).
Then the following family of loops g[0,1] h[0,s] (hs · g[1,0]) h[s,0] deforms
u to g[0,1]g[1,0]. Thus u is null-homotopic and so is [p(g), β]. 
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a) b)
Figure 2.3.
2.4. Homotopy type of Did(M,n) for compact surfaces. Let M
be a compact surface and x1, . . . , xn ⊂ IntM mutually distinct points.
Denote by D(M,n) the group of diffeomorphisms of M preserving the
set of these points. We endow this group with C∞-topology. Thus,
if n is the number of critical points of a function f , then D(M,n) =
D(M,Σf) and D(M) = D(M, 0).
The homotopy types of the groups Did(M,n) for the case M is ori-
ented and closed were described in C. J. Earle and J. Eells [3]. For
arbitrary compact surface M the homotopy type of Did(M) was stud-
ied by C. J. Earle, A. Schatz [4] and A. Gramain [6]. These results can
easily be extended to the groups Did(M,n) in sense that a puncture
can be replaced by hole.
Theorem 2.5. LetM be a connected compact surface andMb a surface
obtained by shrinking b connected components of ∂M into points. Then
Did(Mb, n + b) ∼ Did(M,n) (homotopy equivalent), so a puncture can
be replaced by a hole, e.g.
Did(S
2, 2) ∼ Did(D
2, 1) ∼ Did(S
1 × I).
Thus it suffices to know the homotopy types of Did(M). This informa-
tion is collected in Table 2.6.
Table 2.6. Homotopy type of Did(M)
M S2, RP 2 D2, S1 × I, M o¨, K T 2 other cases
Homotopy type of
Did(M)
SO(3) S1 T 2 point
Proof. If M has no punctures, i.e. n = 0, then the homotopy type of
Did(M) was calculated in [4, 6] and is represented in Table 2.6.
Let us shrink one of the connected component of ∂M into a point
x1 and denote the obtained surface by M1. We have to show that
Did(M1, 1) ∼ Did(M).
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Define an evaluation map e : Did(M1) → M1 at x1 by e(h) = h(x1).
It is well known [5], that e is a locally trivial fibration with fiber
Did(M1, 1). Since we know the homotopy types of Did(M1) and M1,
we will be able to establish the homotopy type of the fiber Did(M1, 1)
via exact homotopy sequence of this fibration.
If M1 = S
2 or RP 2, so M = D2 or M o¨, then Did(M1) ∼ SO(3) and
the corresponding exact sequence coincides with the exact sequence of
the fibration of SO(3) over S2 or RP 2 by circles. Hence Did(M1, 1) ∼
S1 ∼ Did(M) by Table 2.6.
Otherwise, M1 and Did(M1) are aspherical, whence so is Did(M1, 1)
and therefore its homotopy type is determined only by the fundamen-
tal group. The calculation of pi1Did(M1, 1) is based on the fact that
the image of e∗(pi1Did(M1)) is included in the center of pi1M1, e.g. [6,
Lemma 1]. IfM1 is neither T
2 nor S1×I norM o¨, then it is well known
that pi1M1 is centerless, whence we get an exact sequence:
pi2M1(= 0)
∂1→ pi1Did(M1, 1) → pi1Did(M1)
e∗→ 0 = (center of pi1M1),
implying Did(M1, 1) ∼ Did(M1).
If M1 is either T
2 or S1 × I or M o¨, then we have homotopy equiva-
lences Did(M1) ∼M1, implying pi1Did(M1, 1) = 0, whence Did(M1, 1) is
contractible. But in this caseM belongs to the last column of Table 2.6,
whence Did(M) is also contractible.
Similar arguments with the evaluation map by induction on n show
that Did(Mn, n) ∼ Did(Mn−1, n− 1). The details are left to the reader.

Remark 2.7. Evidently, pi2Did(M,n) = 0 and pikDid(M,n) ≈ pikM for
k ≥ 3. Also SO(3) = RP 3, whence pi1SO(3) = Z2, pi2SO(3) = 0, and
pikSO(3) = pikS
2 = pikRP
2 for k ≥ 3 (cf. (2) of Theorem 1.5).
Lemma 2.8. Let f : M → P be a Morse mapping and ci (i = 0, 1, 2)
the number of critical points of f of index i. If c1 ≥ 1, then Did(M,Σf)
is contractible.
Proof. Suppose that M is orientable. Then χM + b = 2− 2g and from
Morse equality c0 − c1 + c2 = χM we get:
n+ b = c0 + c1 + c2 + b = (c0 − c1 + c2) + b+ 2c1 ≥ 4− 2g.
A non-orientable surface M is a connected sum of g projective planes
and 2-sphere with b holes. Moreover, χM + b = 2− g. Hence similarly
to the oriented case we obtain: n+ b ≥ 4− g. Then the contractibility
of Did(M,Σf) in both cases of M follows from Table 2.6. 
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3. Two constructions related to a smooth mapping
Let M be a compact connected surface and f : M → P a smooth
mapping satisfying the conditions (i) and (ii) of Definition 1.2.
3.1. Kronrod-Reeb graph of f . Consider the partition ofM by the
connected components of level-sets of f . The corresponding factor-
space (further denoted by Γ(f)) has the structure of a one-dimensional
CW-complex and is called the Kronrod-Reeb (KR-) graph of f . Notice
that the vertices of Γ(f) are of the following three types: (a) connected
components of ∂M ; (b) local extremes of f , i.e.critical points of indices
either 0 or 2; (c) critical components of level-sets of f . We will call them
∂ -, e -, and c -vertices respectively.
Let pf :M → Γ(f) be the factor-map. Then f yields a unique (KR-)
mapping fˆ : Γ(f)→ P such that f = fˆ ◦ pf .
Let e be an edge of Γ(f), i.e. an open one-dimensional cell of Γ(f),
e the closure of e, and ∂e = e \ e the boundary of e. Evidently, ∂e
consists of at most two points. Moreover, the case |∂e| ≤ 1 is possible
only for P = S1.
An edge e of Γ(f) will be called external if ∂e contains a vertex of
degree 1, otherwise, e is internal.
A homeomorphism θ : Γ(f)→ Γ(f) will be called an automorphism
of the KR-graph of f provided fˆ = fˆ ◦ θ and θ preserves each of the
sets of ∂ -, e -, and c -vertices. Let Aut(Γ(f)) be the group of all auto-
morphisms of Γ(f). Evidently, each h ∈ S(f) yields a unique automor-
phism θ of Γ(f) so that the correspondence h 7→ θ is a homomorphism
(3.2) λ : S(f)→ Aut(Γ(f))
which is not necessarily onto.
The following lemma is evident and can be easily deduced e.g. from
A. V. Bolsinov and A. T. Fomenko [1] or E. V. Kulinich [12]. See also
A. Hatcher and W. Thurston [8].
Lemma 3.3. If f : M → P is a simple Morse mapping, then λ is
onto.
3.4. Foliation of f . It is proved in [22] that if 0 ∈ R2 = C is an
isolated non-extremal critical point of a smooth function g : R2 → R,
then there is a homeomorphism h of C such that h(0) = 0 and g◦h(z) =
Re(zk) for some k ≥ 1.
It follows that the critical level-sets of a smooth map f : M →
P having only isolated critical points are embedded graphs, i.e. 1-
dimensional CW-complexes.
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Hence f yields on M a one-dimensional foliation ∆f with singulari-
ties: a subset ω ⊂ M is a leaf of this foliation iff ω is either a critical
point of f or a path-component of a set f−1(c) \ Σf for some c ∈ P .
Let D(∆f ) be the group of diffeomorphisms of M preserving every
leaf of ∆f and D+(∆f ) the subgroup of D(∆f ) preserving orientations
of these leaves. Evidently, D+(∆f) and D(∆f ) are normal in S(f).
Let also Did(∆f) ⊂ D(∆f) and (ker λ)id ⊂ ker λ be the subsets
consisting of diffeomorphisms isotopic to idM in D(∆f), resp. in ker λ.
Lemma 3.5. Did(∆f ) = (ker λ)id = Sid(f).
Proof. As D(∆f) ⊂ ker λ ⊂ S(f), we have Did(∆f ) ⊂ (ker λ)id ⊂
Sid(f). Thus it suffices to show that Sid(f) ⊂ Did(∆f ).
Let h ∈ Sid(f). Then there exists an isotopy H : M × I → M such
that H0 = idM , H1 = h, and Ht ∈ S(f) so f ◦Ht = f , t ∈ I.
It follows that Ht preserves Σf and each level-set f
−1(c). Moreover,
since Σf is discrete and H0 = idM , it follows that Ht(z) = z for each
z ∈ Σf and that Ht also preserves path-components of f−1(c) \ Σf .
Hence Ht ∈ Did(∆f). In particular, h = H1 ∈ Did(∆f). 
Lemma 3.6. Let h ∈ S(f) be a diffeomorphism such that h(ω) = ω
for some one-dimensional leaf ω of ∆f .
(1) Suppose that M is oriented. Then h preserves the orientation of
M if and only if it preserves the orientation of ω.
(2) If h ∈ Sid(f), then h preserves the orientation of ω.
Proof. (1) Not loosing generality we can assume that h has a fixed point
z ∈ ω. Then h preserves orientation of M iff it preserves orientation of
TzM .
Let v be a non-zero tangent vector to ω at z and ▽f(z) the gradient
vector of f at z in some Riemannian metric on M . Then the pair
(▽f(z), v) forms a basis of TzM . Since f ◦ h = f , we obtain that
Th(▽f(z)) = ▽f(z). Moreover, from h(ω) = ω, we get Th(v) = αv
for some α 6= 0. Hence h preserves orientation of TzM iff α > 0, i.e. h
preserves the orientation of ω.
(2) Suppose that h ∈ Sid(f). If M is oriented, then h preserves the
orientation of M , and by (1) preserves the orientation of ω.
Suppose that M is non-orientable. Let M˜ be an oriented double
covering of M and p : M˜ → M the corresponding projection. Then
p−1(ω) consists of two components ω˜1 and ω˜2. Indeed, this is obvious
for the case when ω is an open interval. Otherwise, ω is a regular
component of some level-set of f . Then ω is two-sided, whence p−1(ω)
consists of two components.
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It follows that h yields a diffeomorphism h˜ of M˜ which is isotopic
to idM˜ and h˜(ω˜i) = ω˜i, (i = 1, 2). By (1) we obtain that h˜ preserves
orientations of ω˜i. Hence, h preserves the orientation of ω. 
4. Smooth shifts along trajectories of flows
First we briefly recall the results obtained in [17]. LetM be a smooth
compact m-dimensional manifold, F a vector field on M tangent to
∂M , Φ a flow generated by F , and FixΦ the set of fixed points of Φ.
Define the following mapping ϕ : C∞(M,R) → C∞(M,M) by the
formula: ϕ(α)(x) = Φ(x, α(x)) for α ∈ C∞(M,R) and x ∈M . We will
call it a shift-map along trajectories of Φ.
Let h : M → M be a mapping and X ⊂ M . We will say that a
function α : X → R defined on a subset X of M is a partial shift-
function for h on X provided h(x) = Φ(x, α(x)) for all x ∈ X . When
X = M , such a function α is global. In turn, h will be called a shift
along trajectories of Φ by the function α.
The set Z = ϕ−1(idM) ⊂ C
∞(M,R) will be called the kernel of ϕ.
Thus for every α ∈ Z we have Φ(x, α(x)) = x.
Lemma 4.1. [17, Corollary 6] ϕ(α1) = ϕ(α2) iff α1 − α2 ∈ Z. Thus
the image ϕ(C∞(M,R)) ⊂ C∞(M,M) is in the one-to-one correspon-
dence with the factor group C∞(M,R)/Z.
Lemma 4.2. [17, Theorem 12] (a) Suppose that Int(FixΦ) 6= ∅. Then
Z consists of functions vanishing on M \ Int(FixΦ).
Otherwise, we have another two possibilities:
(b) Z = {0}. In this case ϕ is injective. In particular, this is true
when Φ has at least one non-closed trajectory;
(c) Z = {nθ}n∈Z ≈ Z, where θ > 0 is some smooth strictly positive
function on M . In this case all non-fixed trajectories are closed, θ
is constant on them, i.e. it is an integral of F , and for every closed
trajectory ω the value θ(ω) is equal to the period of ω.
Denote by E(Φ) the subset of C∞(M,M) consisting of smooth map-
pings h : M → M such that (i) h(ω) ⊂ ω for every trajectory ω of Φ
and (ii) for each z ∈ FixΦ the tangent linear map Tzh : TzM → TzM
at z is an isomorphism.
Let also D(Φ) = E(Φ) ∩ D(M) and D+(Φ) be the subset of D(Φ)
consisting of diffeomorphisms preserving orientation of trajectories Φ.
Finally, let Did(Φ) ⊂ D(Φ) and Eid(Φ) ⊂ E(Φ) be the subsets consisting
of mappings that are homotopic in D(Φ), resp. in E(Φ), to idM .
Evidently, that the following set
Γ+ =
{
α ∈ C∞(M,R) | dα(F )(x) > −1, x ∈M
}
.
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is open and convex in C∞(M,R).
Lemma 4.3. [17, Lemma 23]
ϕ(C∞(M,R)) ⊂ Eid(Φ) and ϕ(Γ
+) ⊂ Did(Φ) ⊂ D
+(Φ).
Definition 4.4. Let F be a vector field tangent to ∂M and generating
a flow Φ. We say that F is (LL) (locally linear) if for each z ∈ FixΦ
there are local coordinates (x1, . . . , xm) in which z = 0 ∈ R
m and F is
a linear vector field, i.e. F (x) = V x, where V is a constant (m×m)-
matrix. A flow generated by (LL) vector field will also be called (LL).
Theorem 4.5. [17, Theorem 1] If F is (LL) vector field, then
(i) Int(FixΦ) = ∅, thus the kernel Z of shift-mapping ϕ is of type
either (b) or (c) of Lemma 4.2 ;
(ii) ϕ(C∞(M,R)) = Eid(Φ) and ϕ(Γ+) = Did(Φ);
(iii) ϕ : C∞(M,R) → Eid(Φ) and the restriction ϕ : Γ
+ → Did(Φ)
are (mutually) either homeomorphisms or a covering maps in the C∞
topologies of these spaces;
(iv) the embedding Did(Φ) ⊂ Eid(Φ) is a homotopy equivalence. More-
over, if ϕ is injective (Z = {0}), then these spaces are contractible.
Otherwise, they are homotopy equivalent to S1.
We will also need the following partial variant of Theorem 4.5(ii).
Lemma 4.6. Let F be a vector field defined on a neighborhood U of
(0, 0) ∈ R2, Φ a local flow generated by F , and h ∈ D(Φ). Then h
admits a smooth partial shift-function α defined on some neighborhood
V ⊂ U of (0, 0), i.e. h(x) = Φ(x, α(x)) for all x ∈ V provided one of
the following condition holds true:
1) F (0, 0) 6= 0, i.e. (0, 0) is regular, [17, Eq. (10)];
2) F (x, y) = (y, x), i.e. (0, 0) is a “saddle” point, [17, Theorem 27];
3) F (x, y) = (−y, x), i.e. (0, 0) is a “focus”, [17, Eq. (25)].
In the cases 1) and 2) α is unique, and in the case 3) α is determined
up to constant summand 2pik, k ∈ Z.
4.7. Skew-symmetric flows. LetN be a smooth non-orientable man-
ifold, p : M → N the oriented double covering of N , and ξ : M → M
the smooth involution without fixed points generating the group Z2 of
covering slices of M . Thus ξ2 = idM and p ◦ ξ = p.
A continuous mapping u :M →M will be called symmetric provided
u ◦ ξ = ξ ◦ u, and skew-symmetric if u ◦ ξ = ξ ◦ u−1.
Let Tξ : TM → TM be the corresponding tangent mapping. We
say that a vector field F on M is skew-symmetric if F ◦ ξ = −Tξ ◦ F .
This is equivalent to the condition that the flow Φ generated by F is
skew-symmetric in sense that Φt ◦ ξ = ξ ◦ Φ−t for all t ∈ R.
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Let Φ be a skew-symmetric flow on M . Then ξ preserves foliation
of Φ but permutes its trajectories. Therefore Φ yields on N some one-
dimensional foliation ∆ with singularities. Let E(∆) be the subset of
C∞(N,N) consisting of mappings h : N → N such that (i) h(ω) ⊂ ω
for every leaf ω of ∆ and (ii) h is a local diffeomorphism at each fixed
point of Φ. Put D(∆) = E(∆) ∩ D(N).
Let also Eid(∆) ⊂ E(∆) andDid(∆) ⊂ D(∆) be the subsets consisting
of mappings that are homotopic to idN in E(∆), resp. in D(∆).
Theorem 4.8. Let Φ be a skew-symmetric flow on M . If Φ is (LL),
then Eid(∆) and Did(∆) are contractible.
First we establish two lemmas.
Lemma 4.9. Let E˜id(Φ) ⊂ Eid(Φ) and D˜id(Φ) ⊂ Did(Φ) be the subsets
consisting of symmetric mappings. Then we have the following home-
omorphisms in the corresponding C∞-topologies: Eid(∆) ≈ E˜id(Φ) and
Did(∆) ≈ D˜id(Φ).
Proof. Every symmetric map u : M → M projects to a unique map
v : N → N , whence we have a natural projection ρ : E˜id(Φ) → Eid(∆)
defined by ρ(u) = v.
Let v ∈ Eid(∆), and vt ∈ Eid(∆) be the homotopy between v0 = idN
and v1 = v. By the covering homotopy property there is a unique
symmetric homotopy ut ∈ E˜id(Φ) such that u0 = idM . Then ρ(u1) = v,
whence ρ is onto. Notice that another lifting of v is a map ξ ◦u1 having
no invariant trajectories of Φ. Hence ξ◦u1 6∈ E˜id(Φ). Therefore for each
v ∈ Eid(∆) there is a unique lifting u ∈ E˜id(Φ), whence ρ is bijective.
Since the projection p : M → N is a smooth local diffeomorphism, it
follows that ρ a homeomorphism in C∞-topologies. It remains to note
that ρ(D˜id(Φ)) = Did(∆). 
Thus for the proof of Theorem 4.8, we have to show the contractibil-
ity of E˜id(Φ) and D˜id(Φ).
Let ϕ : C∞(M,R)→ C∞(M,M) be the shift-mapping along trajec-
tories of Φ, Z = ϕ−1(idM) its kernel, and Γ
+ = ϕ−1(D+(Φ)). Denote
E = {α ∈ C∞(M,R) | α ◦ ξ + α ∈ Z},
and for every µ ∈ Z let
Eµ = {α ∈ C
∞(M,R) | α ◦ ξ + α = µ}
and Γµ = Eµ ∩ Γ+. Evidently, Eµ and Γµ are convex.
Since Φ is (LL), we have by Theorem 4.5(i) that either Z = {0},
then E = E0, or Z = {nθ}n∈Z, (θ > 0). In the latter case we will
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denote Enθ and Γnθ simply by En and Γn respectively. Then each En
is a connected component of E.
Lemma 4.10. (1) E0 ∩ Z = {0}, whence the restriction of ϕ to E0 is
injective.
(2) Suppose that Z = {nθ}n∈Z, θ > 0. Then θ = θ ◦ ξ. Moreover,
En = E0 +
nθ
2
, whence ϕ(Ea) = ϕ(Eb) iff a ≡ bmod 2. Thus ϕ(E)
consists of two connected components ϕ(E0) and ϕ(E1).
(3) Let α ∈ C∞(M,R). Then ϕ(α) is symmetric iff α ∈ E. This
means that E = ϕ−1(E˜(Φ)). Moreover, E ∩ Γ+ = ϕ−1(D˜(Φ)). In
particular we have ϕ(E) ⊂ E˜(Φ), whence by (2) ϕ(E0) = ϕ(E)id ⊂
E˜id(Φ). Similarly, ϕ(Γ0) ⊂ D˜id(Φ).
Proof. (1) If Z = {0}, then E0 ∩Z = {0} holds trivially. Suppose that
Z = {nθ}n∈Z and mθ ∈ E0 for some m ∈ Z. Then mθ ◦ ξ = −mθ.
Since θ > 0, we get m = 0, whence E0 ∩ Z = {0}.
By Lemma 4.1 ϕ yields a bijection between C∞(M,R)/Z and the
image Imϕ, whence the restriction of ϕ to E0 is injective.
(2) First we prove that θ = θ ◦ ξ. Notice that for every point x ∈
M \ FixΦ the value θ(x) is equal to the period of x with respect to Φ.
Therefore θ is constant along trajectories of Φ. Moreover, since Φ is
skew-symmetric, it follows that for every trajectory ω of Φ its period
coincides with the period of the trajectory ξ(ω), whence θ = θ ◦ ξ.
Suppose that α ∈ En, i.e. α + α ◦ ξ = nθ. It suffices to show that
α1 = α + θ/2 ∈ En+1. Indeed,
α1 + α1 ◦ ξ = α + θ/2 + α ◦ ξ + (θ ◦ ξ)/2 = nθ + θ = (n + 1)θ.
Since ϕ(α + θ) = ϕ(α) for all α ∈ C∞(M,R), it follows that
ϕ(En) = ϕ(En + 2θ/2) = ϕ(En+2).
(3) Suppose that u = ϕ(α), where α ∈ C∞(M,R). Then
ξ ◦ u ◦ ξ(x) = ξ ◦ Φ(ξ(x), α ◦ ξ(x)) = Φ(x,−α ◦ ξ(x)).
Hence this mapping coincides with u iff α+α ◦ ξ ∈ Z. In other words,
u ∈ E˜(Φ) iff α ∈ E. 
Proof. Proof of Theorem 4.8 Suppose that Φ is (LL). Then by The-
orem 4.5 ϕ(C∞(M,R)) = Eid(Φ), ϕ(Γ+) = Did(Φ), and ϕ is either a
homeomorphism or a covering map. Hence from (3) of Lemma 4.10 it
follows that ϕ(E0) = E˜id(Φ) and ϕ(Γ0) = D˜id(Φ).
From (1) of Lemma 4.10 we get that ϕ homeomorphically maps con-
vex sets E0 and Γ0 onto E˜id(Φ) and D˜id(Φ) respectively. Hence E˜id(Φ)
and D˜id(Φ) are contractible, and by Lemma 4.9 so are Eid(∆) and
Did(∆). 
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4.11. Flows on S1× [0, 1]. Let Φ be a flow on the cylinder B = S1×I
such that the trajectories of Φ are of the form S1 × {t}, t ∈ I. Thus
FixΦ = ∅, whence Φ is (LL). For every ε ∈ (0, 1
2
) denote Sε = S
1 ×
[0, ε] ∪ [1− ε, 1].
The following lemma is easy and we left its proof to the reader.
Lemma 4.12. (1) D+(Φ) = Did(Φ). Hence for every h ∈ D+(Φ) there
is a shift-function with respect to Φ.
(2) Suppose that a diffeomorphism h ∈ D+(Φ) has a partial shift-
function α : S1× [0, ε]→ R, where ε ∈ (0, 1). Then α uniquely extends
to a global shift-function for h.
(3) Let τ be a Dehn twist about the curve S1 × {1/2}. Suppose that
h is the identity on Sε. Then h is isotopic in Did(Φ) to some degree τk
for k ∈ Z. Moreover, if in addition, α = 0 on S1 × [0, ε], then α = 0
also on S1 × [1 − ε, 1] if and only if k = 0, i.e. h is isotopic to the
identity with respect to Sε.
(4) Let h : S2ε → S2ε be a diffeomorphism that preserves sets of the
form S1 × {t}, changes their orientation, and such that h2 = idS2ε.
Then there exists a diffeomorphism g of B such that g = h on Sε,
g ∈ D(Φ), and g2 = idB.
4.13. Extension of a shift-function. Let Φ be a flow on a manifold
M , L closed and invariant under Φ subset of M , and U an invariant
neighborhood of L.
Suppose that h ∈ D+(Φ) has a shift-function α in U , i.e. h(x) =
Φ(x, α(x)) for all x ∈ U . Then, in general, α does not extends to a
global shift-function for h. A possible obstruction is that h can be non-
isotopic to idM . Nevertheless, the existence of a partial shift-function
allows us to simplify h, provided Φ admits an integral on U .
Lemma 4.14. Suppose that there exist an invariant neighborhood V of
L and a smooth function µ :M → I such that V ⊂ U and (i) µ = 1 on
V ; (ii) µ = 0 in a neighborhood of the set M \ U ; (iii) µ is constant on
every trajectory of Φ. Then h is isotopic in D+(Φ) to a diffeomorphism
that is the identity on V and coincides with h on M \ U .
Proof. Consider the following function ν = α · µ. It follows from (ii)
that ν is well defined on all of M .
Claim 4.14.1. For every t ∈ I the mapping qt : M → M defined by
qt(x) = Φ(x, t ν(x)) is a diffeomorphism of M .
Proof. By (ii) of Theorem 4.5 ϕ(Γ+) = Did(Φ), i.e. qt = ϕ(tν) is a
diffeomorphism iff tν ∈ Γ+, i.e.
(4.15) d(t ν(F ))(x) = t dν(F )(x) > −1
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for all x ∈ M , where F is a vector field generating Φ, see also [17,
Theorem 19].
Since h is a diffeomorphism, we have that dα(F ) > −1. Moreover,
the condition (iii) of this lemma implies dµ(F ) = 0. Therefore,
t dν(F ) = t d(µα)(F ) = t α dµ(F ) + t µ dα(F ) = t µ dα(F ) > −1. 
Now the following isotopy ht = h ◦ qt deforms h in D+(Φ) to a
diffeomorphism h1 that is the identity on V and coincides with h on
M \ U . Lemma 4.14 is proved. 
5. Proof of Theorem 1.3
First suppose that M is oriented. The idea is to identify Sid(f) with
Did(Φ) for some flow on M and then apply Theorem 4.5.
Lemma 5.1. Let f : M → P be a Morse mapping on a smooth ori-
entable surface M .
(1) There exists an (LL) vector field F on M whose trajectories are
precisely the leaves of ∆f .
(2) Suppose that there is a smooth changing orientation involution
ξ without fixed points such that f ◦ ξ = f . Then F can be chosen
skew-symmetric with respect to ξ.
Proof. (1) Let ω be a 2-form determining some symplectic structure on
M . Then ω yields an isomorphism ψ : T ∗M → TM between the cotan-
gent and tangent bundles ofM . Consider the skew-gradient vector field
(also called Hamiltonian vector field for f) G = ψ(df). Evidently, the
trajectories of G are precisely the leaves of ∆f . Moreover, since f is
constant on the connected components of ∂M , we obtain that G is
tangent to ∂M .
Let z be a critical point of f and (x, y) local coordinates at z such that
z = (0, 0) and f(x, y) = εxx
2+εyy
2, where εx, εy = ±1. Then we define
following vector field near z by: Fz(x, y) = (εyy,−εxx). Evidently, Fz
is linear and its trajectories are subsets of leaves of ∆f . Moreover, Fz
is collinear with G.
Now using the partition of unity technique we can glue G with all
Fz (z ∈ Σf) so that the resulting vector field F will be (LL).
(2) Let ξ ∈ S(f) be a smooth changing orientation involution with-
out fixed points and F is (LL) vector field constructed as just above.
We can make F skew-symmetric by replacing it by the vector field
1
2
(
F − Tξ ◦ F ◦ ξ
)
, but this vector field may loose (LL) property. To
solve this problem, we should improve the construction of F .
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First divide the set of singular points Σf into two disjoint sets Σ
1
f
and Σ2f so that ξ(Σ
1
f) = Σ
2
f . Then for z ∈ Σ
1
f we define Fz as in (1)
and for z ∈ Σ2f by the formula Fz = −Tξ ◦ Fξ(z) ◦ ξ.
Gluing G with Fz (z ∈ Σf ) as above we get a vector field F which
is (LL) and skew-symmetric with respect to ξ near its singular points.
Then the vector field 1
2
(
F−Tξ◦F ◦ξ
)
is (LL) and skew-symmetric. 
Let Φ be a flow generated by the vector field F of this lemma. Then
D(Φ) = D(∆f) and by Lemma 3.5 we get Did(Φ) = Did(∆f ) = Sid(f).
Since Φ is (LL), it follows from (iv) of Theorem 4.5 that Sid(f) is
either contractible or has the homotopy type of S1. Suppose that f
has at least one critical point of index 1. Then from the structure
of level-sets of f near such a point we obtain that Φ has non-closed
trajectories. Hence by (iv) of Theorem 4.5 Sid(f) is contractible.
If f has no critical points of index 1, then f belongs to one of the
types (A)-(D) of Table 1.10. In each of these cases it is easy to construct
a flow on M satisfying the statement of Lemma 5.1, and such that
the kernel of the corresponding shift-mapping coincides with the set
constant functions taking integral values. Hence Sid(f) is homotopy
equivalent to S1. Theorem 1.3 is proved for oriented surfaces.
Let N be a non-orientable surface and g : N → P a Morse mapping.
We have to prove that Sid(g) is contractible. Let p : M → N be an
oriented double covering, f = g ◦ p : M → P , ξ the corresponding
involution on M , and ∆f and ∆g the corresponding foliations on M
and N defined by f and g respectively.
Let F be a skew-symmetric (LL) vector field onM constructed in (2)
of Lemma 5.1 for f . Then ∆g is induced by F , whence by Theorem 4.8
Did(∆g) is contractible and by Lemma 3.5 coincides with Sid(g). 
6. The group pi0D+(∆f)
In the sequel, f : M → P will be a Morse mapping, Γ(f) the
Kronrod-Reeb graph of f , and pf :M → Γ(f) the factor-map,
Let e be an edge of Γ(f). Then p−1f (e) contains no critical points of
f , whence there exist a diffeomorphism ψ : S1 × (0, 1) → p−1f (e) and
a homeomorphism δ : (0, 1) → e such that the following diagram is
commutative:
S1 × (0, 1)
ψ
−−−→ p−1f (e)
p2
y ypf
(0, 1)
δ
−−−→ e
fˆ
−−−→ P.
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Here p2 is a standard projection. Regarding S
1 as the unit circle in
the complex plane, choose a smooth function µ : (0, 1) → [0, 1] such
that µ(0, 1/4] = 0 and µ[3/4, 1) = 1, and define the following diffeo-
morphism τ of S1 × (0, 1) by the formula: τ(z, t) =
(
e2piiµ(t)z, t
)
. Thus
τ is a Dehn twist along S1×{1/2}. Then the following diffeomorphism
τe(x) =
{
x, x ∈M \ p−1f (e),
ψ ◦ τ ◦ ψ−1, x ∈ p−1f (e)
is a Dehn twist along the curve γe = ψ(S
1 × {1/2}). Notice that τe is
the identity on a neighborhood of M \ p−1f (e) and τe reserves each leaf
of the foliation ∆f , i.e. τe ∈ D
+(∆f) ⊂ S(f). We will call τe a Dehn
twist about the edge e.
The Dehn twist τe and the corresponding curve γe will be called either
external or internal with respect to e. Evidently, e is an external edge if
and only if τe is isotopic to idM relative to Σf . Denote by l the number
of internal edges of f .
Remark 6.1. Dehn twists along regular components of level-sets of
Morse functions play a crucial role in [18] for the description of con-
nected components of the space of Morse mappings on surfaces.
Theorem 6.2. The group pi0D+(∆f ) is generated by the internal Dehn
twists. If f is of type (E) of Table 1.10, then pi0D+(∆f) ≈ Z2. Other-
wise, internal Dehn twists form a basis of pi0D+(∆f ), and thus pi0D+(∆f) ≈
Zl, where l is the number of internal Dehn twists.
Proof. Oriented case. Suppose that M is oriented. Let e1, . . . , el be
internal edges of Γ(f) and J the subgroup of pi0D(∆f) generated by
the Dehn twists about them. Since the internal edges are disjoint, we
see that J is abelian. For simplicity denote γei and τei by γi and τi
respectively. Let also T = ∪isupp τi be the union of supports of τi.
Let Φ be a flow onM constructed in (1) of Lemma 5.1. Then we can
identify D+(∆f ) with D+(Φ). Now the proof for oriented case consists
of the following two lemmas.
Lemma 6.3. The isotopy classes of internal Dehn twists are indepen-
dent in pi0D(M,Σf). Therefore they are independent in pi0D+(∆f ),
whence J ≈ Zl.
Proof. Notice that the group J acts on H1(M \Σf ,Z) by the formula:
τi ·x = x+〈x, γi〉γi, for x ∈ H1(M\Σf ,Z), where 〈·, ·〉 is the intersection
form. Hence,
(6.1)
l∏
i=1
τmii · x = x+
l∑
i=1
mi〈x, γi〉γi.
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Since the internal curves represent linearly independent 1-cycles in
H1(M \ Σf ,Z), it follows from (6.1) that τi are independent in J . 
Lemma 6.4. For every h ∈ D+(Φ) there exists a partial shift-function
defined on M \ T .
It follows from Lemma 6.4 that each h ∈ D+(Φ) is isotopic in D+(Φ)
to a diffeomorphism that is the identity onM \T and therefore belongs
to J . Then from Lemma 6.3 we get pi0D+(Φ) = J ≈ Zl which proves
our theorem.
Proof of Lemma 6.4. First we define a certain subset L of M and
construct a shift-function α for h near L. Consider two cases.
a) b) c)
Figure 6.5.
1) Suppose that c1 = 0. Then Φ has no non-closed trajectories and
the kernel of shift-mapping ϕ along trajectories of Φ is Z = {nθ}n∈Z.
Let L be an arbitrary regular component of a level-set of f , see Fig-
ure 6.5 a). Then L is a closed trajectory of Φ and a shift-function α
for h can be defined in a neighborhood of L up to the summand nθ.
2) If c1 > 0, then we let L to be the union of those critical components
of level-sets of f that contain critical points of index 1, see Figure 6.5 b).
Let z be a critical point of f of index 1. Since in some local coordinates
at z = 0, f(x, y) = x2 − y2, we may choose F so that F (x, y) = (y, x).
Then by 2) of Lemma 4.6, in some neighborhood U of z there exists a
unique smooth function α such that h(x) = Φ(x, α(x)) for all x ∈ U .
Let now ω be a non-closed trajectory of Φ. Since h(ω) = ω, it
follows that for every x ∈ ω there exists a unique number α(x) such
that h(x) = Φ(x, α(x)). Moreover, by 1) of Lemma 4.6 α uniquely and
smoothly extends onto some neighborhood of ω.
Thus h admits a shift-function near L. It remains to extend α to
M \ T . Let B be a connected component of M \ L, it corresponds to
some edge e of Γ(f). Consider three cases, see Figure 6.5 b) and c).
Case 1: e is an internal edge of Γ(f). Then B includes supp τi for
some i = 1, . . . , l and we should extend α to B \ supp τi. Notice that
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B \ supp τi is a union of two open cylinders and α is defined at “one
side” of each of these cylinders. Then by (2) of Lemma 4.12 α extends
to a shift function for h on B \ supp τi.
Case 2: e is external and has a ∂ -vertex, i.e. B ∩ ∂M 6= ∅. Then
B ∩ T = ∅ and α extends to B by (2) of Lemma 4.12.
Case 3: e is external and has an e -vertex. Then B is an open 2-disk
containing a unique critical point z of f . Again by (2) of Lemma 4.12
and α extends to a shift-function for h on B \ z. Moreover, since
f(x, y) = ±(x2 + y2) in some local coordinates (x, y) at z = 0, we can
choose F (x, y) = (−y, x), whence by 3) of Lemma 4.6 α can be defined
smoothly at z. 
Proof. Non-orientable case. Let N be a non-orientable surface, p :
M → N its oriented double covering, g : N → P a Morse mapping,
and f = g ◦ p. We will show that pi0D+(∆g) is generated by internal
Dehn twists.
1) Suppose that g is not of type (E). Let Φ be a skew-symmetric
(LL) flow on M generated by the vector field F of (2) Lemma 5.1.
Then D+(∆g) is naturally identified with D˜+(∆f ) = D˜+(Φ).
Notice that the internal curves γi (i = 1, . . . , l) are two-sided, whence
p−1(γi) ⊂ M consists of two connected components γi1 and γi2 which
are internal with respect to f . Then there are two internal Dehn twists
τi1 and τi2 about γi1 and γi2 (resp.) such that τi2 = ξ◦τi1◦ξ and τi2◦τi1
is a lifting of τi belonging to D˜+(Φ).
By the oriented case of this theorem τij (i = 1, . . . , l, j = 1, 2) form
a basis of pi0D+(Φ). Hence τi2 ◦ τi1 are independent in pi0D˜+(Φ) and
generate the subgroup isomorphic with Zl. Then it remains to prove
the following statement.
Claim 6.5.1. The isotopy classes of τi2 ◦ τi1 generate pi0D˜
+(Φ).
Proof. Denote by T the union of supports of τij . Suppose that g (and
therefore f) has at least one critical point of index 1. Then the kernel
Z of the shift-mapping ϕ along trajectories of Φ is trivial: Z = {0}.
Let u ∈ D˜+(Φ). Then by Lemma 6.4 we have u(x) = Φ(x, α(x))
for some smooth function α. Since u is symmetric, it follows from
Lemma 4.10 that α + α ◦ ξ ∈ Z = {0}, whence α ◦ ξ = −α on M \ T .
Let µ be a function of the statement of Lemma 4.14. Then the func-
tion µ1 = (µ+µ ◦ ξ)/2 is symmetric and also satisfies the statement of
Lemma 4.14. Therefore µ1 ·α is a smooth skew-symmetric function on
all of M . Whence ut(x) = u ◦Φ(x,−t ·µ1(x) ·α(x)) is a symmetric iso-
topy of u in D˜+(Φ) to a symmetric diffeomorphism that is the identity
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on M \T . So we can assume that u is a product of some τij . Since u is
symmetric, we obtain that u is in fact a product of some τi2 ◦ τi1. 
2) Suppose that g is of type (E). Then N = K is a Klein bottle,
g : K → S1, M = T 2, the Kronrod-Reeb graph of g is a circle, and
there is a unique internal Dehn twist τ1.
Let τ11 and τ12 be the liftings of τ1. Then it is easy to see that τ11◦τ12
is isotopic to idM in D(Φ), i.e. τ11 ◦ τ12 ∈ Did(Φ).
Claim 6.5.2. D˜+(∆f ) = D˜(Φ) ∩ Did(Φ), whence pi0D˜
+(∆f ) = Z2 by
Lemma 4.10.
Proof. Evidently, D˜(Φ) ∩ Did(Φ) ⊂ D˜+(∆f ). Conversely, Let u ∈
D˜+(Φ) ⊂ D˜(Φ). We have to show that u ∈ Did(Φ).
Notice that M \ T consists of two connected components B1 and
B2 that are diffeomoprhic to S
1 × (0, 1), and such that ξ(B1) = B2.
Then by Lemma 4.12, there is a partial shift-function α for h on B1.
We extend α on B2 by α(x) = −α ◦ ξ(x), x ∈ B2. Then α is skew-
symmetric and by the arguments used in the previous case 1) h is
isotopic in D˜+(Φ) to some degree of τ12 ◦ τ11 ∈ Did(Φ).
Claim 6.5.2 and Theorem 6.2 are proved. 
7. Ends at a subgraph
Let M be a compact surface. By a subgraph K ⊂ IntM we mean a
one-dimensional CW-subcomplex of some cellular division of M .
Let K ⊂ IntM be a finite connected subgraph, U1, U2 two regular
neighborhoods of K, and Vi (i = 1, 2) a connected component of Ui\K.
We will say that V1 and V2 represent the same end (of M \ K) at K
if there exists a regular neighborhood U ⊂ Int(U1 ∩ U2) of K and a
connected component V of U \ K such that V ⊂ V1 ∩ V2. The end
determined by Vi will be denoted by [V ]K .
Evidently, if [V1]K = [V2]K , then K ∩ V1 = K ∩ V2. We will say that
an edge e of K belongs to [Vi]K if e ⊂ K ∩ V1.
Let U be a regular neighborhood of K, V a connected component of
U \ K, and h : M → M a diffeomorphism such that h(K) = K. We
will say that h preserves [V ]K if [h(V )]K = [V ]K .
Also notice that V ≈ S1 × [0, 1), where S1 × 0 corresponds to a
connected component of ∂U . So we can choose some orientation on
V . Let U1 ⊂ U ∩ h(U) be a regular neighborhood of K and V1 be
the connected component of U1 \ K such that [V1]K = [V ]K . Then h
preserves the orientation of [V ]K if h|V1 : V1 → V preserves orientation.
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The following theorem is crucial for the proof of the exactness of
Eq. (1.6) and will be applied to the case when K is a critical component
of a level-set of f .
Theorem 7.1. Let K ⊂ IntM be a finite connected subgraph having
no vertices of degrees 1 and 2 and such that every edge e of K belongs
to precisely two ends of M \K at K. Let h : M → M be a diffeomor-
phism such that h(K) = K and h preserves the ends at K with their
orientation. Let ĥ be the combinatorial automorphism of K induced
by h. Then each of the following conditions (1) and (2) implies that
ĥ = idK :
(1) a regular neighborhood of K is flat (can be embedded in R2);
(2) h is isotopic to idM .
Proof. First we prove the following two claims.
Claim 7.1.1. The following statements are equivalent:
(A) ĥ = idK;
(B) h preserves at least one edge of K with its orientation;
(C) h preserves every simple cycle γ in K with its orientation;
Proof. Evidently, (A) implies (B) and (C).
(B)⇒(A) Let e be an oriented edge of K preserved by h and z a
vertex of e. Then h(z) = z. Since h preserves the ends at K with
their orientation, it follows that h preserves the cyclic order of edges
at z, and thus preserves the edges incident to z with their orientation.
By the same arguments applied to another vertex of e (if it exists), we
obtain that ĥ is fixed on a neighborhood of e in K. It follows that the
fixed-point set of ĥ on K is open-closed. From the connectedness of K
we get ĥ = idK .
(C)⇒(B) Suppose that h preserves every simple cycle in K with its
orientation. Since every edge of K belongs to precisely two different
ends at K and K has no vertices of degrees 1 and 2, it follows that
there are two different simple cycles γ1 and γ2 such that either γ1 ∩ γ2
consists of a unique edge e of K or γ1 ∩ γ2 = ∅ and there exists a
unique simple path l connecting these cycles. Evidently, in both cases
h fixes some edge of K with its orientation. 
Claim 7.1.2. Let γ be a simple cycle in K. Suppose that γ bounds a
2-disk D in M . Then h preserves γ with its orientation.
Proof. If IntD ∩K = ∅, then D determines a unique end at K, which
is preserved with its orientation by h. Otherwise, D is a union of
several 2-disks of the previous type. They are invariant under h, whence
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so is D. In particular, h preserves the boundary ∂D = γ with its
orientation. 
Now we can complete Theorem 7.1.
(1) Let A be a regular neighborhood of K in M , i : A ⊂ R2 an em-
bedding, and A′ ⊂ IntA another regular neighborhood of K such that
h(A′) ⊂ IntA. Then h|A′ : A′ → A ⊂ R2 extends to a diffeomorphism
of R2 → R2 keeping the ends at K with their orientation. So we will
assume that M = R2. Then every simple cycle in K bounds a 2-disk
in M = R2, whence by Claim 7.1.2 h(γ) = γ.
(2) Suppose that h is isotopic to idM . Let γ be an oriented simple
cycle in K. Then γ1 = h(γ) is also oriented cycle isotopic to γ. In
particular, homology classes of these cycles are equal: [γ] = [γ1] ∈
H1(M). By (C) of Claim 7.1.1 it suffices to prove that γ1 = γ and that
h preserves orientation of γ.
By Claim 7.1.2 we can assume that γ does not bound a 2-disk in M .
Consider four cases.
(2.1) Suppose that γ = K, thus K is a simple closed curve. Since
K has no vertices of degree 2, we see that K has no vertices at all.
Moreover, M \K has two ends at K, whence K is two-sided. Since h
preserves the orientation of these ends, it follows that ĥ = idK .
(2.2) Suppose that γ∩γ1 = ∅. This is possible only if γ is two-sided.
Then [2] γ ∪ γ1 bounds a 2-cylinder C see in Figure 7a).
Notice that IntC ∩K 6= ∅, otherwise the ends of C determined by γ
and γ1 will be not invariant under h. Since K is connected, it follows
that C \K is a union of several open 2-disks. Each of them determines
some end of M \K at K, and thus is invariant under h with its orien-
tation. Therefore h yields a preserving orientation homeomorphism of
a subsurface C ⊂M that exchange boundary components γ and γ1 of
C. This contradicts to the assumption that h is isotopic to idM .
(2.3) Suppose that γ∩γ1 6= ∅ but γ 6= γ1. Then γ1 and γ must bound
a bigon, i.e. a 2-disk D whose boundary consists either of two arcs
l0 ⊂ γ and l1 ⊂ γ1 as in Figure 7b) or of a union γ ∪γ as in Figure 7c).
Then D determines several ends at K and therefore h preserves D with
its orientation. Hence h maps l0 onto l1 preserving their orientations.
But similarly to the previous case, h preserves orientation of D iff it
maps l0 onto l1 or in case c) γ onto γ1 with opposite orientation. We
get a contradiction.
(2.4) Suppose that γ = γ1 but h reverses orientation of γ. It follows
that [γ] = −[γ1]. On the other hand [γ] = [γ1], whence 2[γ] = 0. Then
we have two possibility.
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Suppose that γ bounds a subsurface P in M . Since γ is isotopic to
itself with opposite orientation, it follows that P is a 2-disk, whence by
Claim 7.1.2 h preserves orientation of γ.
Otherwise, γ bounds no subsurfaces inM . Since this cycle is isotopic
to itself with opposite orientation, it follows that M is a Klein bottle
and γ represents a unique element of order 2 ofH1M . Notice thatM \γ
is an open cylinder, whence the connected components of M \ K are
open 2-disks. Each of them determines some end ofM \K at K. Since
h preserves orientation of these ends, is also preserves the orientation
of M \K, and hence the orientation of γ. 
a) b) c)
8. Homomorphisms i0 and j0.
Let i0 : pi0S(f) → pi0D(M) and j0 : pi0S(f) → pi0D(M,Σf) be the
natural homomorphisms. Then we have the following exact sequences:
(8.1) pi1D(M)→ pi1O(f)→ ker i0 → 0
(8.2) pi1D(M,Σf)→ pi1O(f,Σf )→ ker j0 → 0.
Thus in order to obtain estimates on the fundamental groups of orbits
we should study the kernels of i0 and j0. Notice that
ker i0 ≈ pi0 (S(f) ∩ Did(M)) , ker j0 ≈ pi0 (S(f) ∩ Did(M,Σf )) .
Recall that we have a homomorphism λ : S(f)→ Aut(Γ(f)), which by
Lemma 3.5, reduces to a homomorphism λ˜ : pi0S(f) → Aut(Γ(f)). So
we obtain the following exact sequence
0 −→ ker λ −→ S(f)
λ
−→ Aut(Γ(f)).
Intersecting ker λ and S(f) with Did(M) and with Did(M,Σf ) and then
taking pi0-groups we get the following two exact sequences:
(8.3) 0 −→ pi0(ker λ ∩ Did(M)) −→ ker i0
λ˜
−→ Aut(Γ(f)),
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(8.4) 0 −→ pi0(ker λ ∩ Did(M,Σf )) −→ ker j0
λ˜
−→ Aut(Γ(f)).
Proposition 8.5.
(8.6) ker λ ∩ Did(M) = D
+(∆f ) ∩ Did(M),
(8.7) ker λ ∩ Did(M,Σf ) = Did(∆f ),
(8.8) S(f) ∩ Did(M,Σf ) = Sid(f), if either ∂M 6= ∅ or Σf 6= ∅.
Proof. Eq. (8.6). Since ker λ ⊃ D+(∆f ), we have to show that
ker λ ∩ Did(M) ⊂ D
+(∆f ) ∩ Did(M).
Suppose that h ∈ ker λ∩Did(M), so h yields the identity automorphism
of Γ(f) and is isotopic to idM . We should prove that h preserves leaves
of the foliation ∆f with their orientations.
Since h trivially acts on Γ(f), it follows that h preserves regular
components of level-sets of f and local extremes of f . Moreover, as h
is isotopic to idM , it follows from (2) of Lemma 3.6 that h preserves
orientation of regular components of level-sets of f .
Let K be a critical component of a level-set of f containing a critical
point of index 1 and z ∈ Γ(f) be a c -vertex corresponding toK. Notice
that the ends of M \ K at K corresponds to the edges of Γ(f) that
are incident to z. Therefore h preserves the ends of M \K at K with
their orientation and so the condition (2) of Theorem 7.1 holds true.
Whence h yields the identity automorphism of K, i.e. preserves the
foliation ∆f with its orientation.
Eq. (8.7). Evidently, ker λ ∩ Did(M,Σf ) ⊃ Did(∆f ). Suppose that
h ∈ ker λ ∩ Did(M,Σf). Then by Eq. (8.6) h ∈ ker λ ∩ Did(M) ⊂
D+(∆f ). Hence by Theorem 6.3 h is isotopic in D+(∆f ) to a product
of the internal Dehn twists g = τm11 ◦ · · · ◦ τ
ml
l and therefore yields
some automorphism g∗ of H1(M \ Σf ). Since h ∈ Did(M,Σf ), we see
that g∗ = id. Whence mi = 0 for all i and g = idM ∈ Did(∆f). Thus
h ∈ Did(∆f ). 
Eq. (8.8). Evidently Sid(f) ⊂ S(f) ∩ Did(M,Σf ). Conversely, sup-
pose that h ∈ S(f) ∩ Did(M,Σf ). Then λ(h) preserves the vertices of
Γ(f) and yields the identity isomorphism of H1Γ(f), whence λ(h) =
idΓ(f), i.e.h ∈ ker λ. Then from Eq. (8.7) we get:
S(f) ∩ Did(M,Σf ) ⊂ ker λ ∩ Did(M,Σf ) = Did(∆f ) = Sid(f). 
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9. Proof of Theorem 1.5
Let f :M → P be a Morse mapping and ci be the number of critical
points of index i. Suppose that c1 ≥ 1.
(1). We have to show that Of(f,Σf ) is contractible. By (3) of Theo-
rem 2.1 and Whitehead theorem it suffices to prove that piiOf (f,Σf ) =
0 for all i ≥ 1. By Theorem 1.3 and Lemma 2.8 Sid(f,Σf) and
D(M,Σf) are contractible. Moreover, by Eq. (8.8) ker j0 = 0. Then
from exact sequence of the S(f)-fibration D(M,Σf) → O(f,Σf ) we
get piiOf(f,Σf ) = 0 for i ≥ 1. 
(2). As c1 ≥ 1, we have by Theorem 1.3 that Sid(f) is contractible.
By exact sequence of S(f)-fibraiton D(M)→ O(f) we get pikD(M) ≈
pikO(f) for k ≥ 2. Moreover, by Remark 2.7 (for n = 0) we get
pikO(f) ≈ pikD(M) ≈ pikM for k ≥ 3 and pi2Of(f) = pi2D(M) = 0. 
Eq. (1.6). Denote J0 = pi0(D+(∆f ) ∩ Did(M)). Thus J0 consists of
the “relations” between the internal Dehn twists in Did(M). We may
regard J0 as a subgroup of pi0D+(∆f ) ≈ Zl, whence J0 ≈ Zk for some
k ≤ l. Notice that for the case M is a Klein bottle, it is possible that
J0 is not a direct summand of pi0D+(∆f).
Let A = ∂−11 (J0) ⊂ pi1Of (f). Then we have the following commuta-
tive diagram in which horizontal and vertical sequences are exact:
0 0y y
0 −−−−→ pi1D(M)/Im(i1)
p
−−−−→ A
∂1−−−−→ J0 ≈ Zk −−−−→ 0∥∥∥ y y
0 −−−−→ pi1D(M)/Im(i1)
p
−−−−→ pi1Of (f)
∂1−−−−→ ker i0 −−−−→ 0
λ˜◦∂1
y λ˜y
G Gy y
0 0
Here i1 : pi1S(f) → pi1D(M) is a natural homomorphism, and G ⊂
Aut(Γ(f)) is the image of ker i0 under λ˜. Then G is a finite group.
Since p(pi1D(M)) is in the center of pi1O(f) (see (2) of Lemma 2.2)
and J0 is free abelian, we see that A is abelian and that the upper se-
quence splits. Since Sid(f) is contractible, we have Im(i1) = 0, whence
A ≈ pi1D(M)⊕J0. Thus the left vertical exact sequence coincides with
Eq. (1.6). 
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Table 1.7. Calculation the rank k of J0. Suppose that f is not
simple. Then by small perturbation of f in a neighborhood of its
critical level-sets we can find a simple Morse mapping f¯ : M → P
having same critical points as f . By Theorem 6.2 the group J¯0 =
pi0(D+(∆f¯ ) ∩ Did(M)) is a free abelian group of some rank k¯.
Claim 9.0.1. k ≤ k¯.
Proof. Notice that KR-graph Γ(f¯) of f¯ can be obtained by “blowing
up” some internal vertices of Γ(f), i.e. replacing them with certain
graphs, and we have a natural factorization q : Γ(f¯) → Γ(f) that
shrinks these graphs into the corresponding points.
Let e¯ be an edge of Γ(f¯) such that q(e¯) is an edge of Γ(f). Then both
e¯ and q(e¯) are internal or external simultaneously. Moreover, since f¯
differs from f only near critical level-sets there is a Dehn twist τ :
M →M about e¯ which is also a Dehn twist about q(e¯). In particular,
τ preserves both mappings f¯ and f .
Since pi0D+(∆f ) is freely generated by internal Dehn twists, it fol-
lows that pi0D+(∆f) can be regarded as a subgroup of pi0D+(∆f¯ ). In-
tersecting these groups with pi0Did(M) we obtain that J0 ⊂ J¯0, whence
k ≤ k¯. 
Suppose now that f is simple. Then there is a bijection between the
critical points of f and vertices of Γ(f).
Definition 9.1. An edge e of Γ(f) is contractible if the following two
conditions hold true:
(a) ∂e consists of one e -vertex and one c -vertex of degree 3;
(b) let e1 and e2 be the other edges that are incident to the vertex of
degree 3. Then e1 6= e2 and at least one of them is internal.
Suppose that e is a contractible edge. Let us delete e from Γ(f) and
replace e1 ∪ e2 with one edge. Denote the obtained graph by Γ1 and
preserve the notations c -, ∂ -, and e - of its remaining vertices. If Γ1 has
a contractible edge, then we can repeat contractions as far as possible
and obtain a minimal graph Γmin having no contractible edges.
As it is shown in Figure 9.2, every contractible edge e corresponds
to some relation in pi0D(M) between the Dehn twists about e1 and
e2. Moreover, the contraction of an edge yields a cancellation of the
corresponding pair of singular points of ∆f . It also decreases by 1 the
number of relations between the remaining internal Dehn twists, and
the number of e - and c -vertices.
Let mc and me be the numbers of c - and e -vertices of Γmin resp.
Since the numbers of c - and e -vertices of Γ(f) are respectively c1 and
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c0+c2, we see that Γmin is obtained from Γ(f) by c1−mc = c0+c2−me
contractions. Hence k ≥ c1 −mc = c0 + c2 −me. Suppose that M is
a) b) c)
Figure 9.2.
of type 1 of Table 1.7, i.e one of the surfaces S2, D2, S1 × I, T 2, RP 2
with or without holes. Since c1 > 0, Γmin has a unique c -vertex and
coincides with the corresponding graph in Figure 9.3. Hence k ≥ c1−1.
If M = T 2, then there is a unique internal Dehn twist which is non-
isotopic to idT 2 . For other surfaces there are no internal edges at all.
Therefore k = c1 − 1 in all the cases.
Figure 9.3.
Claim 9.3.1. If M is of type 2 or 3 of Table 1.7, then k = c1 −mc =
c0 + c2 −me.
Proof. Suppose thatM is of types 2 or 3, i.e. it differs from the surfaces
above. Then it is easy to see that the internal Dehn twists in Γmin are
mutually independent in D(M) since the corresponding simple closed
curves are mutually disjoint and non-isotopic each to other. Hence
k = c1 −mc = c0 + c2 −me. 
If M is of type 2, i.e. orientable, but not one of the surfaces above,
then all e -vertices can be removed by contractions. Hence me = 0 and
k = c0 + c2.
If M is of type 3, i.e. non-orientable, but is neither RP 2 with or
without holes, then it is possible that we could not remove all e -
vertices. The obstruction is that such vertices may be “locked” by
vertices of degree 2, see Figure 9.3 for the Klein bottle K. Hence
k = c0 + c2 − me ≤ c0 + c2. The calculation of Table 1.7 is com-
pleted. 
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9.4. H1-subgraph of Γ(f). For the proof of statement (3) of Theo-
rem 1.5 we have to study the group G = λ˜(ker i0) ⊂ Aut(Γ(f)).
Suppose that h ∈ S(f) ∩ Did(M), i.e. [h] ∈ ker i0 and λ(h) ∈ G.
Then h preserves every connected component of ∂M and yields the
identity automorphism of H1(M,Z).
Let Autid(Γ(f)) be the subgroup of Aut(Γ(f)) consisting of auto-
morphisms trivially acting on H1(Γ(f),Z) and fixing every ∂ -vertex of
Γ(f). Then λ(h) ∈ Autid(Γ(f)). Thus G ⊂ Autid(Γ(f)).
It is easy to see that there exists a unique minimal connected sub-
graph ΓH(f) of Γ(f) containing all simple cycles and all ∂ -vertices of
Γ(f), see Figure 9.5 in which ΓH(f) is a subgraph in bold. Then the
inclusion ΓH(f) ⊂ Γ(f) yields an isomorphism H1ΓH(f) ≈ H1Γ(f),
therefore we will call ΓH(f) an H1-subgraph of ΓH(f). Evidently that
Γ(f) \ ΓH(f) is a disjoint union of trees.
Figure 9.5.
Notice that every automorphism θ of Aut(Γ(f)) that fixes ΓH(f)
point-wise belongs to Autid(Γ(f)). The following example shows that
the converse statement is not true.
Example 9.6. Let α, β be the standard generators of pi1T
2 = Z ⊕ Z.
Let f : T 2 → S1 be a Morse function such that Σf 6= ∅, f∗(α) = 1,
and f∗(β) = 0 ∈ pi1S1 = Z. For n = 2, 3, . . . let T˜n be a finite covering
of T 2 corresponding to the subgroup of pi1T
2 generated by αn. Let
pn : T˜n → T 2 be the covering projection, fn = f ◦ pn the Morse
function on T˜n, and Γ(fn) the KR-graph of fn. Evidently, Γ(fn) has a
unique simple cycle which coincides with ΓH(fn).
Let θn be the generator of the group of covering slices of T˜n. Then
θn preserves fn and is isotopic to idT˜n but yields an automorphism of
Γ(fn) which does not fix ΓH(fn) point-wise.
Proposition 9.7. (1) Suppose that f is simple and every automor-
phism θ ∈ Autid(Γ(f)) fixes ΓH(f) point-wise. Then λ˜ is onto, i.e.
G = Autid(Γ(f)).
(2) If f is generic, then Autid(Γ(f)) is trivial, whence so is G.
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For the proof we need the following lemma.
Lemma 9.8. If θ ∈ Autid(Γ(f)), then θ(ΓH(f)) = ΓH(f), θ is fixed
on ΓH(f) \ C, where C is a union of simple cycles in Γ(f), and each
of the following conditions implies that θ is fixed on ΓH(f):
(1) θ has a fixed point z ∈ C;
(2) Γ(f) is a tree;
(3) ∂M 6= ∅;
(4) C has at least two connected components;
(5) rankH1Γ(f) ≥ 2.
Thus, if θ is not fixed on ΓH(f), then H1Γ(f) = Z and ∂M = ∅.
Proof. Evidently, every simple cycle of Γ(f) is invariant under θ. Then
so are the connected components of C. Moreover, since θ fixes ∂ -
vertices of Γ(f), it follows that θ is fixed on simple paths between the
connected components of C and between ∂ -vertices of Γ(f) and C.
Thus θ(ΓH(f)) = ΓH(f) and θ is fixed on ΓH(f) \ C.
(1) If θ(z) = z ∈ C, then θ is the identity on all edges of ΓH(f)
incident to z. Hence the fixed-points set of θ is open in ΓH(f). Since
this set is also closed, it coincides with ΓH(f).
(2) If ΓH(f) is a tree, then C = ∅, whence θ is fixed on ΓH(f).
(3) and (4) In these cases θ is fixed on all simple paths connecting
∂ -vertices and the components of C. Then by (1) θ is fixed on ΓH(f).
(5) Suppose that rankH1Γ(f) ≥ 2. By (4) we can assume that C is
connected. Then there are two different simple cycles in Γ(f) whose
intersection is either a point or a simple path. In both cases θ is fixed
on this intersection and therefore on ΓH(f). 
Proof of Proposition 9.7 (1) We have to show that for every θ ∈
Autid(Γ(f)) there is a diffeomorphism h ∈ S(f) ∩ Did(M) such that
λ(h) = θ. First we prove the following statement.
Claim 9.8.1. There is a diffeomorphism h¯1 ofM changing orientation
of ∆f .
Proof. Let K be a union of all critical components of all critical level-
set of f . Since f is simple, we see that every component of K contains
a unique critical point. Let A be a regular neighborhood of K. Then
every connected component A′ of A is either 2-disk, or has one of
the forms shown in Figure 9.4 a) and b). Evidently, A′ admits an
automorphism h¯A′ changing the orientation of the foliation ∆f on A.
Since M \ A is a disjoint union of cylinders, it follows from (4) of
Lemma 4.12, that these automorphisms extends to a diffeomorphism
h¯1 of M changing orientation of ∆f . 
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a) b)
Figure 9.9.
Since f is simple, it follows from Lemma 3.3 that there exists a
diffeomorphism g ∈ S(f) such that λ(g) = θ. If g changes orienta-
tion of some leaf in p−1f (ΓH(f)), then we replace g with g ◦ h¯1, where
h¯1 is constructed in Claim 9.8.1. Thus we may assume that g pre-
serves orientation of ∆f in p
−1
f (ΓH(f)). Then similarly to the proof of
Lemma 6.4, we can find an isotopy of g in S(f) to a diffeomorphism
g1 whose restriction to fˆ
−1(ΓH(f)) is a product of some internal Dehn
twists g1 = τ
m1
1 ◦ · · · ◦ τ
ml
l . Notice that λ(g) = λ(g ◦ g
−1
1 ), so we set
h = g ◦ g−11 and may assume that h is the identity on p
−1
f (ΓH(f)).
Since f is simple, and ΓH(f) includes all simple cycles and ∂ -vertices
of Γ(f), we see thatM \p−1f (ΓH(f)) is a disjoin union of 2-disks. Hence
h is isotopic to idM . This proves (1). 
(2) Suppose that f is generic. Let θ ∈ Autid(Γ(f)). We have to
show θ = idΓ(f). Since every critical level-set of f contains a unique
critical point, we see that θ fixes every vertex of Γ(f). Then by (1) of
Lemma 9.8 θ is fixed on ΓH(f). Since Γ(f) \ ΓH(f) is a disjoint union
of trees and θ is fixed on the vertices of these trees, we obtain that θ
is also fixed on their edges. Thus θ = idΓ(f). 
Proof of (3) of Theorem 1.5. Suppose that f is generic. Then G =
idΓ(f) by (2) of Proposition 9.7, whence pi1Of (f) ≈ pi1D(M) ⊕ Z
k.
Since f is also simple, it follows from statement (2) of this theorem
and Table 2.6 that the homotopy groups of Of (f) for the surfaces of
the left column of Table 1.8 coincide with the homotopy groups of
the corresponding spaces in the right column. The construction of
homotopy equivalences between these spaces is direct and we left it to
the reader. 
10. Proof of Theorem 1.9
Suppose that f has no critical points of index 1. Then by Theo-
rem 1.3, Sid(f) has the homotopy type of S1. We should describe the
homotopy types of Of (f) and Of (f,Σf ). We will consider only the
most non-trivial cases (A) and (E).
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Type (A). Let f : S2 → P be a Morse mapping without critical
points of index 1. We claim that Of (f) is homotopy equivalent to S2.
Notice that the fibration of D(S2) over O(f) with fiber S(f) in-
cludes the fibration of SO(3) over S2 with fiber SO(2). So we have the
following commutative diagram:
(10.1)
O(2) → O(3) → O(3)/O(2) ≈ S2
∩ ∩ ∩ ∩
S(f) → D(S2) → D(S2)/S(f) ≈ O(f).
It is easy to see that the embedding O(2) ⊂ S(f) is a homotopy equiv-
alence. Moreover, by Smale [26] so is the embedding O(3) ⊂ D(S2).
Then from Eq. (10.1) we obtain that the embedding S2 ⊂ O(f) yields
isomorphisms of all homotopy groups. Therefore it is also a homotopy
equivalence.
Type (E). Let f : K → S1 be a Morse map without critical points on
the Klein bottle K. We represent K as the factor-space of T 2 = R2/Z2
by the relation ([x], [y]) ∼ ([x+1/2], [−y]) for (x, y) ∈ R2 and define f
by the formula f([x], [y]) = 2kx(mod1), for some k = 1, 2, . . .
Since K is non-orientable, Sid(f) is contractible by Theorem 1.3.
Consider the embedding h : S1 ⊂ Did(K) defined by h(t)([x], [y]) =
([t + x], [y]), where t ∈ R/Z = S1. It is proved by C. J. Earle,
A. Schatz [4] and A. Gramain [6] that h is a homotopy equivalence.
Then from exact homotopy sequence we obtain that pimOf (f) = 0
for m ≥ 2. Consider the remaining part of this sequence:
0→ pi1D(K)→ pi1Of(f)→ pi0S(f)→ pi0D(K)→ pi0Of (f)→ 0.
Recall, W. B. R. Lickorish [13], that pi0D(K) ≈ Z2⊕Z2, where one the
former summand is generated by the Dehn twist along some level-set
of f and the latter one is a “Y -diffeomorphism” in the terminology
of [13].
Moreover, it is easy to see that pi0S(f) ≈ Zk ⊕ Z2, where Zk is
generated by the isotopy class of the diffeomorphism h1/k([x], [y]) =
([1/k + x], [y]), and Z2 is again generated by the Dehn twist along
some level-set of f . Then we obtain the following sequence:
0→ Z→ pi1Of (f)→ Zk ⊕ Z2 → Z2 ⊕ Z2 → pi0Of (f)→ 0.
It follows that pi1Of (f) ≈ Z, the homomorphism pi1D(K) → pi1Of (f)
coincides with the multiplication by k, and pi0Of (f) ≈ Z2. Since Of (f)
is aspherical we obtain that it is homotopy equivalent to S1. 
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11. Appendix. Orbits of tame actions
In this appendix we will prove Theorem 2.1. First we give one suf-
ficient condition (Theorem 11.7) when a finite codimension orbit of a
tame action of a tame Lie group G is a tame Fre´chet manifold and
the projection of G to this orbit is a locally trivial fibration. Then
we prove that D(M,Σf ) and C∞∂ (M,P ) are tame Fre´chet manifolds
(Section 11.26). Finally in Section 11.30 we show that in the case of
Theorem 2.1 that condition is satisfied.
We will assume that the reader is familiar with basic facts of Fre´chet
spaces. In particular, we will use differential calculus on Fre´chet man-
ifolds and the inverse function theorem, see [7].
11.0.1. Derivatives. Let F and G be Fre´chet spaces, U ⊂ F an open
subset, and B : U → G a continuous mapping. The derivative of B
at a point f ∈ U in the direction hˆ ∈ F is the limit: DB(f ; hˆ) =
lim
t→0
1
t
(B(f + thˆ)−B(f)). The mapping B is differentiable (of class C1)
provided DB(f ; hˆ) exists for all f ∈ U , all hˆ ∈ F and is continuous
as a map DB : U × F → G. The mapping B is smooth (C∞) if all its
derivatives are differentiable.
Let F ′ another Fre´chet space, U ⊂ F × F ′ an open subset, and
B : U → G a continuous mapping. If (f, f ′) ∈ U and (hˆ, hˆ′) ∈ F × F ′,
then we shall write DB(f, f ′ ; hˆ, hˆ′) instead of DB((f, f ′) ; (hˆ, hˆ′)).
Moreover, when it is clear that hˆ ∈ F and hˆ′ ∈ F ′, the partial deriva-
tives DB(f, f ′ ; hˆ, 0) and DB(f, f ′ ; 0, hˆ′) of B in the directions of F
and F ′ will be denoted by DB(f, f ′ ; hˆ) and DB(f, f ′ ; hˆ′) respectively.
This would not lead to the confusion. Notice that
(11.1) DB(f1, f2 ; hˆ1, hˆ2) = DB(f1, f2 ; hˆ1) +DB(f1, f2 ; hˆ2).
11.1.2. Tame group actions. For the definition of tame linear map-
pings, tame smooth mapping, tame Fre´chet spaces, and tame Fre´chet
manifolds we refer the reader to the parer of R. Hamilton [7]. In fact
we will use the following statements about tame mappings: the compo-
sition of tame (linear or smooth) mappings is tame, a closed subspace
of a tame Fre´chet space is tame. We will also use the inverse function
theorem for tame mappings. But we will never exploit the direct def-
inition of a tame mapping. Thus in a certain sense the proof belongs
to categories theory.
Let G be a tame Lie group, i.e. a tame Fre´chet manifold G which has
a groups structure such that the multiplication map µ : G × G → G
and the inverse map ν : G→ G are smooth tame maps.
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Let also X be a tame Fre´chet manifold and α : G × X → X a
smooth tame left action of G, thus α is a smooth tame mapping. Then
the partial derivative of α with respect to X gives rise a smooth tame
action −→α : G× TX → TX of G on the tangent bundle TX defined for
g ∈ G, x ∈ X , and xˆ ∈ TxX by
−→α (g, [x, xˆ]) = [α(g, x), Dα(g, x ; 0, xˆ)].
In particular, since the left and right multiplications in G are also
actions of G on itself, we have a left action −→µ : G× TG→ TG and a
right action←−µ : TG×G→ TG. These multiplications commute in G,
therefore so do −→µ and ←−µ .
We will often use for such actions the following abbreviations:
g ∗ g1 = µ(g, g1), g−→∗ gˆ =
−→µ (g, gˆ), gˆ←−∗ g =
←−µ (gˆ, g),
g·x = α(g, x), g−→· xˆ =
−→α (g, xˆ),
where g, g1 ∈ G, gˆ ∈ TgG, x ∈ X , and xˆ ∈ TxX .
Let UX ⊂ X be an open set, and UG ⊂ G an open neighborhood of
e ∈ G. A smooth tame map α : UG × UX → X is a smooth tame local
action if α(g1, α(g2, x)) = α(g1 ∗ g2, x) provided x, α(g2, x) ∈ X and
g1, g2, g1 ∗ g2 ∈ UG. If UG = G, then the action will be called global.
11.1.3. Combined actions of two groups. Let R be another tame Lie
group with multiplication ν : R×R→ R which will also be denoted by
∗, and β : R×X → X a left smooth tame action of R on X which we
will write as ⊕. Combining the actions of R and G we get the following
smooth tame mapping χ : R×G×X → X defined by
χ(h, g, x) = β(h, α(g, x)) = h⊕ (g·x).
Let g, g1 ∈ G, h, h1 ∈ R, x ∈ X , gˆ ∈ TgG, and hˆ ∈ ThG. Then the
following identities can easily be verified:
Dχ(h1 ∗ h, g, x ; h1−→∗ hˆ) = h1−→· Dχ(h, g, x ; hˆ)
Dχ(h, g ∗ g1, x ; gˆ←−∗ g1) = Dχ(h, g, g1·x ; gˆ)
They follow from the following ones:
χ(h1 ∗ h, g, x) = h1·χ(h, g, x), χ(h1, g ∗ g1, x) = χ(h, g, g1·x)
by differentiating the former of them in h and the latter in g. As a
corollary we obtain the following relation:
(11.2) Dχ(h, g, x ; h−→∗ hˆ, gˆ←−∗ g) = h−→· Dχ(e, e, g·x ; hˆ, gˆ).
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11.2.4. Codimension of a point with respect to an action. Let X be
an open subset of a tame Fre´chet space F and f ∈ X . Then we can
identify the tangent space TfX with F . Let also G be a tame Lie group,
UG an open neighborhood of e and α : UG × X → F a smooth tame
local action. Since e·f = f , we have the following linear mapping:
Dα(e, f) : TeG→ TfX ≡ F
obtained by differentiating α at (e, f) with respect to G. Denote its
image by imD. Thus imD is a linear subspace of TfX .
Definition 11.3. The number µα(f) = dimR [TfX / imD] is called
the codimension of f ∈ X with respect to the action α.
Suppose that µα(f) = n < ∞. Thus imD is a linear subspace of
TfX of finite codimension n. Then we can find n linearly independent
elements φ1, . . . , φn ∈ TfX which constitute a complementary basis to
imD in TfX . Denote φ = (φ1, . . . , φn).
Due to the identification TfX ≡ F ⊃ X the addition of linear com-
binations of φi to elements of X is well defined. Since X is open in
F , there is a neighborhood UR × UX of (0, f) in Rn ×X such that the
following smooth tame mapping β : UR × UX → X
β(λ, x) = x+
n∑
j=1
λjφj = x+ 〈 λ , φ 〉.
is well-defined for all x ∈ UX , and λ = (λ1, . . . , λn) ∈ UR.
Evidently, β is a local action of Rn near f ∈ X . Therefore it will be
convenient sometimes to write down β(λ, x) as λ⊕ x. Also notice that
(11.4) Dβ(λ, x ; λˆ, xˆ) = xˆ+ 〈 λˆ , φ 〉.
Combining the local actions α and β of G and Rn on UX we obtain
the following smooth tame mapping χ : UR×UG×X → X defined by:
(11.5) χ(λ, g, f) = β(λ, α(g, f)) = λ⊕ (g·f)
for λ ∈ UR and g ∈ UG. This is an analogue of the mapping χ defined
in [23, §8.2]. It is easy to see that
(11.6) Dχ(λ, g, f ; λˆ, gˆ) = Dα(g, f ; gˆ) + 〈 λˆ , φ 〉
Theorem 11.7. Let α : G×X → X be a smooth tame action, f ∈ X
a point of finite codimension n, φ1, . . . , φn the complementary basis to
imD, Of and Sf the α-orbit and the α-stabilizer of f .
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Suppose that the tangent mapping Dχ(0, e, f) : Rn × TeG→ TfX at
(0, e, f) with respect to Rn×G, see Eq.(11.6), has a tame linear section
L = (Lr, Lg) : TfX → R
n × TeG,
i.e. Dχ(0, e, f) ◦ L = id(TfX). Thus for every xˆ ∈ TfX we have
(11.8) xˆ = Dα(e, f ; Lg(xˆ)) + 〈Lr(xˆ) , φ 〉.
(1) Then the natural projection p : G → Of is a locally trivial prin-
cipal Sf -fibration, and
(2) the orbit Of is a smooth tame Fre´chet manifold.
For the proof of (1) it suffices to show that p admits a local section
at f , see Corollary 11.23. To prove (2) we will show that there is a
smooth tame embedding of a neighborhood UX of f into some tame
Fre´chet space H such that the image of the intersection Of ∩UX is an
open subset of some closed linear subspace of H , see Corollary 11.24.
The crucial part of the proof is the following Lemma 11.9 below. It
follows the line of section 8.2 in [23].
Lemma 11.9. The restriction χ : UR×UG×{f} → X has a smooth
tame local section at f , i.e. there exists a neighborhood U of f in X
and a smooth tame mapping S = (Sr, Sg) : UR × UG → U such that
χ ◦ S = idU , i.e. for every y ∈ U we have
y = χ ◦ S(y) = Sr(y)⊕
(
Sg(y)·f
)
= Sg(y)·f + 〈Sr(y) , φ 〉.
Remark 11.10. This lemma is a combination of Theorem 4.2.5 and
the first part of [23, Theorem 8.1.1]; the section S corresponds to the
mapping s1 of [23, Theorem 8.1.1].
Proof. We shall use the implicit function theorem for smooth tame
mappings, see [7, Theorem III.1.1.1].
We may assume that UG and UX are open subsets of some tame
Fre´chet spaces FG and FX respectively. Then the tangent mapping of
χ : UR×UG → X can be regarded as a family of tame linear mappings:
Dχ : (UR × UG)× (R
n × FG)→ FX .
Inverse function theorem claims that χ has a smooth tame local section
provided Dχ admits a smooth tame family of inverses:
Vχ : (UR × UG)× FX → R
n × FG.
In other words we have to resolve smooth and tamely the following
equation
(11.11) xˆ′ = Dχ(λ, g, f ; λˆ′, gˆ′)
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with respect to λˆ′ and gˆ′. By (11.2) it can be rewritten as follows
λ−1−→· xˆ = Dχ( 0, e, g·f ; λ
−1−→· λˆ
′, gˆ′←−∗ g
−1 ).
Suppose that we can resolve the following equation smooth and tamely
in gˆ and λˆ:
(11.12) xˆ = Dχ(0, e, g·f ; λˆ, gˆ) = Dα(e, g·f ; gˆ) + 〈 λˆ , φ 〉.
i.e. there is a smooth tame mapping B = (Br, Bg) : FX×UG → R
n×FG
such that
xˆ = Dχ(0, e, g·f ; Br(xˆ, g), Bg(xˆ, g)).
Then the solution of (11.11) can be given by the following formulas:
λˆ′ = λ−→· B
r(λ−1−→· xˆ
′, g), gˆ′ = Bg(λ−1−→· xˆ
′, g)←−∗ g.
Thus we are reduced to resolve (11.12). These arguments constitute
Theorem 4.2.5. of [23].
Claim 11.12.1. Denote g−1−→· φ = (g−1−→· φ1, . . . , g−1−→· φn). There is
a neighborhood Ue of e in UG such that for g ∈ Ue
(11.13) φ = −Dα(e, f ; Γ−1g · L
g(g−1−→· φ)) + Γ
−1
g · (g
−1−→· φ),
where Γg is a real non-singular n× n matrix which smooth and tamely
depends on g.
Proof. Applying (11.8) to g−1−→· φi for each i = 1, . . . n we get the
following system of equations:∥∥∥∥∥∥
g−1−→· φ1
· · ·
g−1−→· φn
∥∥∥∥∥∥ = Dα(e, f ;
∥∥∥∥∥∥
Lg(g−1−→· φ1)
· · ·
Lg(g−1−→· φn)
∥∥∥∥∥∥)+
∥∥∥∥∥∥
Lr(g−1−→· φ1)
· · ·
Lr(g−1−→· φn)
∥∥∥∥∥∥·
∥∥∥∥∥∥
φ1
· · ·
φn,
∥∥∥∥∥∥
which can be written in a simpler form:
(11.14) g−1−→· φ = Dα(e, f ; L
g(g−1−→· φ)) + L
r(g−1−→· φ)︸ ︷︷ ︸
Γg
φ.
Notice that Lr(g−1−→· φi) is a real n-vector, whence L
r(g−1−→· φ) is a
real n× n-matrix. Let us denote it by Γg = Lr(g−1−→· φ).
Evidently, Γe is the identity matrix. Then there is a neighborhood Ue
of e in UG on which Γg is non-singular. Hence, if g ∈ Ue, then (11.14)
is equivalent to (11.13). 
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Now we can complete Lemma 11.9. Let g ∈ Ue, xˆ ∈ FX . Denote
xˆ1 = g
−1−→· xˆ. Then
(11.15)
xˆ1
(11.8)
=== Dα(e, f ; Lg(xˆ1)) + 〈Lr(xˆ1) , φ 〉 =
(11.13)
=== Dα(e, f ; Lg(xˆ1)− Γ
−1
g · L
g(g−1−→· φ)︸ ︷︷ ︸
Mg(xˆ,g)
) +
+ 〈 Lr(xˆ1) · (Γ
−1
g )
t︸ ︷︷ ︸
Mr(xˆ,g)
, g−1−→· φ 〉.
The expressions Mg(xˆ, g) and M r(xˆ, g) in this formula are composi-
tions of smooth tame mappings and therefore they are smooth tame
themselves.
Then from (11.15) we get the following representation for xˆ:
xˆ =g−→· xˆ1
(11.15)
=== g−→·
[
Dα(e, f ; Mg(xˆ, g)) + 〈M r(xˆ, g) , g−1−→· φ 〉
]
=
(11.2)
=== Dα(e, g·f ; g−→∗ Mg(xˆ, g)←−∗ g−1) + 〈M r(xˆ, g) , φ 〉,
which has the form (11.12) with smooth tame gˆ and λˆ. This proves
Lemma 11.9. Notice that we have used here (11.2) for R = G. 
Since our considerations are local, we may further assume that in
Lemma 11.9 Ue = UG and that S is defined on all of UX , i.e. U = UX .
Corollary 11.16. If g,h, and g ∗h ∈ UG, then φi are also independent
over the image imDα(g, h·f) of the tangent linear map
Dα(g, h·f) : TgG→ T(g∗h)·fX.
Proof. First notice thatDα(g, h·f ; gˆ) = (g∗h)−→· Dα(e, f ; gˆ1) for some
gˆ1 ∈ TeG. Hence imDα(g, h·f) = (g ∗ h)−→· imD. Thus it suffices to
show that φi are independent over g−→· imD for every g ∈ UG.
Suppose that for some λ ∈ Rn and gˆ ∈ TeG we have
〈 λ , φ 〉 = g−→· Dα(e, f ; gˆ),
or equivalently, 〈 λ , g−1−→· φ 〉 = Dα(e, f ; gˆ). Then from (11.14) it
follows that
〈 λ , Γg · φ 〉 = 〈 λ , g
−1−→· φ 〉 −Dα(e, f ; gˆ1) = Dα(e, f ; gˆ − gˆ1)
for some gˆ1 ∈ TeG. Since Γg is non-singular for g ∈ UG and φ are
independent over imD, it follows that Γg · φ are also independent over
imD, whence λ = 0. 
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Lemma 11.17. Let g1 ∈ UG. Suppose that λ˜(t) : I → Rn and g˜(t) :
I → UG are smooth paths such that λ˜(0) = 0, g˜(0) = e, and
(11.18) λ˜(t)⊕ (g1·f) = g˜(t)·f.
Then λ˜(t) is in fact a constant path. In particular, λ˜(0) = λ˜(1) = 0.
Proof. Differentiating (11.18) in t we obtain:
Dβ(g1·f, λ˜(t) ; 0, λ˜
′(t)) = 〈 λ˜′(t) , φ 〉 = Dα(g˜(t), f ; g˜′(t)).
The right term belongs to imDα(g˜(t), f) On the other hand, since φi
are independent over imDα(g˜(t), f), we obtain that λ˜′(t) = 0 for all
t ∈ I, whence λ˜(t) is a constant path. 
Remark 11.19. The arguments of Lemma 11.17 are used at the end
of the proof of [23, Proposition 9.2.3].
Lemma 11.20. [23, Proposition 9.2.2] There is a neighborhood Ue ⊂
UG of e ∈ G such that λ⊕ (g·f) ∈ UX ∩Of if and only if λ = 0.
Proof. In [23, Proposition 9.2.2] this statement was established via sec-
tion s2 (and only for g = e). Our proof is similar, but is in opposite
based on the section S which is analogue of s1.
Sufficiency. Evidently, 0⊕ (g·f) = g·f ∈ UX ∩Of .
Necessity. Suppose that for each neighborhood U0 × Ue of (0, e) in
Rn × UG there exist λ ∈ U0 and g, g1 ∈ Ue such that λ⊕ g1·f = g·f .
We will show now that there are smooth paths λ˜(t) : I → Rn and
g˜(t) : I → UG satisfying (11.18) and such that g˜(0) = e, g˜(1) = g,
λ˜(0) = 0, and λ˜(1) = λ. Then by Lemma 11.17, we will get λ = λ˜(1) =
λ˜(0) = 0.
Choose smooth paths g(t) : I → UG and λ(t) : I → Rn such that
g(0) = e, g(1) = g, λ(0) = 0, and λ(1) = λ. Since (g, λ) can be chosen
arbitrary close to (e, 0) we may also assume that at = λ(t)⊕g1·f ∈ UX
for all t ∈ I. Thus χ ◦ S(at) = at, i.e. at = λ(t) ⊕ g1·f = Sr(at) ⊕
Sg(at)·f whence
(λ(t)− Sr(at))⊕ g1·f = S
g(at)·f.
So we may put λ˜(t) = λ(t) − Sr(at) and g˜(t) = Sg(at). Then (11.18)
holds true. 
Corollary 11.21. If λ⊕ g·f ∈ UX , then Sr(λ⊕ g·f) = λ.
Proof. Applying S to x = λ⊕ g·f we get
(11.22) λ⊕ g·f = Sr(x) ⊕ Sg(x)·f ,
whence by Lemma 11.20 λ = Sr(λ⊕ g·f). 
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Corollary 11.23. The projection p : UG → Of has a smooth tame
local section at f defined by h 7→ Sg(h) for h ∈ Of .
Proof. If h = g·f ∈ Of , then by Corollary 11.21 we obtain that
Sr(g·f) = 0, whence by (11.22) h = Sg(h)·f . 
Corollary 11.24. There is a smooth tame embedding W of UX into
the tame Fre´chet space imD × Rn × Rn such that W (Of ∩ UX) is a
neighborhood of (0, 0, 0) in the closed linear subspace imD × 0 × 0.
Hence Of admits the structure of a smooth tame Fre´chet manifold.
Proof. Let h ∈ UX . Then h = Sr(h)⊕Sg(h)·f = Sg(h)·f+〈Sr(h) , φ 〉.
Moreover, we can decompose Sg(h)·f = f + (Sg(h)·f − f) via L,
see (11.8). This gives us the following representation:
h = f +
Sg(h)·f−f︷ ︸︸ ︷
Dα(e, f ; L(Sg(h)·f − f))︸ ︷︷ ︸
W0(h)
+〈L(Sg(h)·f − f)︸ ︷︷ ︸
W1(h)
, φ〉+〈Sr(h)︸ ︷︷ ︸
W2(h)
, φ〉.
Thus we obtain a smooth tame mapping, see Figure 11.25:
W = (W0,W1,W2) : U → imD × R
n × Rn.
Figure 11.25.
It follows from the above decomposition that the following smooth
tame mapping V : imD × Rn × Rn → UX defined by
V (d, µ, λ) = f + d+ 〈µ+ λ , φ 〉
is a left inverse to W , i.e. V ◦W (h) = h. Hence W is a tame smooth
embedding.
It remains to show that W0 : Of ∩ UX → imD is a homeomorphism
onto a neighborhood of 0 ∈ imD.
Claim 11.25.1. W0|Of∩UX is injective.
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Proof. Let hi = gi·f ∈ Of ∩ UX , i = 1, 2. Then by Corollary 11.21,
W2(g1·f) = Sr(g2·f) = 0, whence gi·f = f +W0(hi) + 〈W1(hi) , φ 〉.
Suppose that W0(h1) =W0(h2). Then it follows that
g1·f = g2·f + 〈W1(h2)−W1(h1) , φ 〉.
Moreover, from Lemma 11.20 we also get W1(h1) = W1(h2). Thus
Wi(h1) = Wi(h2) for i = 0, 1, 2, whence h1 = h2. 
Claim 11.25.2. W0|Of∩UX is onto and its inverse V : imD → Of is
given by the formula V (d) = Sg(f + d)·f .
Proof. Let d ∈ imD. Then we have two representations:
Sg(f + d)·f = f + W0(S
g(f + d)·f) + 〈W1(S
g(f + d)·f) , φ 〉,
Sg(f + d)·f = f + d − 〈Sr(f + d)·f , φ 〉.
The second relation is just the application of S to f+d. Since φ1, . . . , φn
are independent over imD it follows that d = W0(S
g(f + d)·f) and
Sr(f + d)·f = −W1(Sg(f + d)·f). 
This completes Corollary 11.24 and Theorem 11.7. 
11.26. Examples of tame Fre´chet manifolds. We will show here
that D(M,Σf) and C∞∂ (M,P ) (see Section 1) are tame Fre´chet mani-
folds.
11.26.1. The space C∞(M,N). LetM andN be smooth finite-dimensional
manifolds such that M is compact and ∂N = ∅. The following state-
ment is well-known, e.g. [7, 14]. Nevertheless we briefly recall this
construction.
Lemma 11.27. e.g. [7, Example I.4.1.2 and Theorem II.2.3.1] The
space C∞(M,N) with C∞ topology is a tame Fre´chet manifold whose
tangent space at a point f ∈ C∞(M,N) is the space S(M ; f ∗TN) of
sections of the pullback of the tangent bundle T ∗N under f .
Proof. Fix some Riemannian metric d on N . Then there exists a neigh-
borhood W ⊂ TN of the zero section on which the exponential map-
ping exp : W → N×N is well-defined. Recall that exp(x, ξ) = (x, vξ) ,
where x ∈ N , ξ ∈ TxN , and vξ ∈ N is the end-point of the geodesic of
length ‖ξ‖ starting at x in the direction ξ. Decreasing W if necessary,
we can assume that exp is a diffeomorphism ofW onto a neighborhood
of the diagonal ∆ = {(x, x) | x ∈ N} ⊂ N ×N .
Notice also that there exists a ε > 0 such that if a, b ∈ N and
d(a, b) < ε, then (a, b) ∈ exp(W ) ⊂ N × N and there is a unique
geodesic of length d(a, b) connecting these points.
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Let now f ∈ C∞(M,N), Γf = {(x, f(x)) | x ∈M} ⊂M ×N be the
graph of f in M ×N , and N = ∪
x∈M
x×Vε(f(x)) a neighborhood of Γf
in M ×N , where Vε(f(x)) is an open ε-neighborhood of f(x) in N .
Let Nε(f) be the subset of C∞(M,N) consisting of mappings whose
graph is included in N . Then Nε(f) is an open neighborhood of f
in a strong C0 Whitney topology. Suppose that g ∈ Nε(f). Then
for every x ∈ M we have that (f(x), g(x)) ∈ exp(W ) and the points
f(x) and g(x) are connected with a unique geodesic in N of length
d(f(x), g(x)) < ε.
It follows that exp−1(f(x), g(x)) = (f(x), ξg(x)) ∈ W , where ξg(x) ∈
Tf(x)N . Thus g gives rise a mapping gˆ : M → M × TN defined by
gˆ(x) = (x, f(x), ξg(x)). Such a mapping can be regarded as a section
on the pullback f ∗TN .
Conversely, every smooth mapping hˆ : M → M ×W ⊂ M × TN of
the form hˆ(x) = (x, f(x), ξ(x)), where ξ(x) ∈ Tf(x)N , yields a smooth
mapping h :M → N defined by h(x) = exp(f(x), ξ(x)).
In other words, we can identify a neighborhood of f in C∞(M,N)
with an open subset Z of the tame Fre´chet space S(M ; f ∗TN) of sec-
tions of f ∗TN . It follows that C∞(M,N) is a tame Fre´chet manifold
whose tangent space at f is S(M ; f ∗TN), see for details [7, Exam-
ple I.4.1.2 and Theorem II.2.3.1]. 
In particular, ifM is closed, then the group of diffeomorphisms D(M)
is an open subset of C∞(M,M) and therefore is a tame Fre´chet mani-
fold. The tangent space to D(M) at idM is the space
TidMD(M) = S(M, id
∗
MTM) = S(M,TM) = Γ(M)
of vector fields on M .
11.27.1. The group D(M,Σ). Let M be a compact manifold (possibly
with boundary), Σ a discrete (possibly empty) subset of IntM , and
D(M,Σ) of diffeomorphisms of M that preserve Σ. Let also Γ∂(M,Σ)
be the space of vector fields on M that vanish at Σ and are tangent to
∂M , i.e. gˆ(Σ) = 0 and gˆ(∂M) ⊂ T∂M for all gˆ ∈ Γ∂(M,Σ). Evidently,
Γ∂(M,Σ) is a closed subspace of the tame Fre´chet space Γ(M) of all
vector fields on M , and therefore is a tame Fre´chet space itself.
Lemma 11.28. The group D(M,Σ) is a tame Fre´chet manifold. Its
tangent space at idM is Γ∂(M,Σ).
Proof. Choose a Riemannian metric d on M in which ∂M is totally
geodesic, i.e. consists of full geodesics and apply the construction of
Lemma 11.27. Then we get a mapping ω from some neighborhood N
of idM in D(M) onto a neighborhood Z of zero-vector field in Γ(M).
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Suppose that g ∈ N∩D(M,Σ). We claim that gˆ = ω(g) ∈ Γ∂(M,Σ).
Indeed, let z ∈ Σ. Since Σ is discrete and g is close to idM , we may
assume that g(z) = z, whence the geodesic connecting g(z) and z is
just a point and therefore gˆ(z) = 0.
Further, if z ∈ ∂M , then g(z) ∈ ∂M and since ∂M is totally geodesic,
we see that the geodesic connecting z and g(z) is included in ∂M .
This implies that gˆ(x) ∈ T∂M , i.e. gˆ is tangent to ∂M . Thus gˆ ∈
Γ∂(M,Σ). It can also be shown that the image of ω(N ∩ D(M,Σ)) is
a neighborhood of zero-vector field in Γ∂(M,Σ). We leave the details
to the reader. 
11.28.1. The space C∞∂ (M,P ). Let M be a compact manifold, P be
either a real line R or a circle S1, and C∞∂ (M,P ) be the space of
smooth mapping M → P that take constant values on the connected
components of ∂M (locally constant on ∂M). In particular, C∞∂ (M,R)
is the space of smooth functions that are locally constant on ∂M . It is a
closed subspace of a tame Fre´chet space C∞(M,R), whence C∞∂ (M,R)
is a tame Fre´chet space itself.
Lemma 11.29. The space C∞∂ (M,P ) is a tame Fre´chet manifold. Its
tangent space at each point f ∈ C∞∂ (M,P ) is C
∞
∂ (M,R).
Proof. Let f ∈ C∞∂ (M,P ). Then by Lemma 11.27 the tangent space to
C∞(M,P ) at f is the space S(M, f ∗TP ). Since the tangent bundle TP
is trivial (for both cases P = R or S1), we see that f ∗TP ≈ M × R is
also trivial, whence TfC
∞
∂ (M,P ) ≈ S(M, f
∗TP ) ≈ C∞(M,R). Notice
that C∞∂ (M,R) is a closed subspace of C
∞(M,R), and therefore is a
tame Fre´chet space itself.
In particular, we can identify a neighborhood N of f in C∞(M,P )
with a neighborhood Z of zero-function in C∞(M,R) via some home-
omorphism ω : N → Z. For the proof of this lemma it suffices to show
that ω(C∞∂ (M,P ) ∩ N ) = C
∞
∂ (M,R) ∩ Z.
Let g ∈ C∞∂ (M,P )∩N and gˆ = ω(g) ∈ Z. Since f and g are locally
constant on ∂M , it follows that (f(x), g(x)) = (f(y), g(y)) provided
x, y belong to same path-component of ∂M . Therefore, the geodesic
connecting f(x) and g(x) also connects f(y) and g(y) (this is a tau-
tology). Hence gˆ(x) = gˆ(y). Thus gˆ is locally constant on ∂M , i.e.
gˆ ∈ C∞∂ (M,R).
Conversely, if g ∈ N and gˆ = ω(g) ∈ C∞∂ (M,R) ∩ Z, then similar
arguments show that g is locally constant on ∂M . 
11.30. Proof of Theorem 2.1. Let M be a smooth compact con-
nected manifold, and B1, . . . , Bb all of the connected components of
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∂M . Let f ∈ C∞∂ (M,P ) be a Morse mapping with critical points
z1, . . . , zc.
Instead of the action (1.1) of D(M) on C∞∂ (M,P ) it is more conve-
nient to consider a right action α : D(M) × C∞∂ (M,P ) → C
∞
∂ (M,P )
defined by: α(h, f) = f◦h. This action is smooth tame, has same orbits
as (1.1), and differs from (1.1) by the inversion of D(M). Nevertheless,
Theorem 11.7 can also be applied to this case.
Then the tangent mapping Dα(idM , f) : TidMD(M)→ TfC
∞
∂ (M,P )
is in fact the linear mapping D : Γ∂(M) → C∞∂ (M,R) defined by the
following formula:
D(ξˆ) = df(ξˆ).
Action of D(M). Due to Theorem 11.7 it suffices to find c + b
smooth functions γ1, . . . , γc+b and construct a linear tame mapping
L = (Lr, Lm) : C∞∂ (M,R) → R
c+b × Γ∂(M) such that for each g ∈
C∞∂ (M,R) we will have: g = 〈L
r(g) , γ 〉+ df(Lm(g)).
Let N = {U, U1, . . . , Uc, V1, . . . Vb} be a covering of M such that
Ui is an open neighborhood of zi, Vj is an open neighborhood of Bj,
and Ui ∩ U ′i = Ui ∩ Vj = Vj ∩ V
′
j = ∅, for i 6= i
′ = 1, . . . , c and
j 6= j′ = 1, . . . , b.
Let µi(i = 1, . . . , c), νj(j = 1, . . . , b) : M → [0, 1] be smooth func-
tions that such that supp µi ⊂ Ui, supp νj ⊂ Vj, µi = 1 in a neigh-
borhood of zi, and νj = 1 in a neighborhood of Bi. Set θ = 1 −∑
i µi −
∑
j νj . Then θ, µi, νj ∈ TfC
∞
∂ (M,P ) = C
∞
∂ (M,R) constitute
a partition of unity subordinated to the covering N .
Let g ∈ C∞∂ (M,R). Then g = gθ +
∑
i gµi +
∑
j gνj. Choose some
Riemannian metric on M and let ▽f be the gradient of f with respect
to this metric. We will show that µi and νj may stand for γk.
1) Notice that supp θ is distinct from the critical points of f and
∂M . Let F = gθ ▽f
|▽f |2
. Then gθ = df(F ).
2) Since zi is a non-degenerate critical point of f , we can assume
(decreasing Ui is necessary) that in some local coordinates (x1, . . . , xm)
near zi = 0 we have f(x1, . . . , xn) = f(0) +
n∑
s=1
εis x
2
s, where εis = ±1.
By Hadamard Lemma on Ui we have a representation g(x) = g(zi)+∑
s xsg˜is(x), where g˜is are some smooth functions linearly and tamely
depending on g.
Then the following vector field Gi =
µi
2
(εi1g˜i1, . . . , εimg˜im) belongs to
TidMD(M) = Γ∂(M) and has a support in Ui.
Hence gνi = g(zi)νi + df(Gi) and g(zi) and Gi linearly and tamely
depend on g.
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3) We can assume that Vj is a collar for Bj , i.e. Vj is diffeomorphic
with Bj × [0, 1) so that Bj corresponds to Bj × 0 and f(x, t) = εjt +
f(Bj), where εj = ±1 and (x, t) ∈ Bj × [0, 1). Then df(x, t) = εjdt.
Let Hj = εjνj(0, g(x, t)− g(Bj)) be a vector field on Vj (recall that
g is constant of Bj). Then g(x, t)νj = g(Bj)νj + df(Hj). Again g(Bj)
and Hj linearly and tamely depends on g.
Thus g = df
(
F +
∑
iGi +
∑
j Hj
)
+
∑
i g(zi)µi +
∑
j g(Bj)νj .
It remains to note that µi, νj are linearly independent, as they have
disjoint supports. Moreover, none of them can be represented in the
form df(F ) for some vector field F ∈ Γ∂(M). Indeed, if F ∈ Γ∂(M),
then df(F ) = 0 at each zi (since zi is critical) and each Bj (since F is
tangent to Bj and f is constant on Bj), while µi(zi) = νj(Bj) = 1.
Action of D(M,Σf). Let D(M,Σf ) be the group of diffeomor-
phisms of M preserving the set of critical points of f . We have to find
cm+ c+ b functions γk and a tame linear map
L = (Lr, Lm) : C∞∂ (M,R)→ R
cm+c+b × Γ∂(M,Σf ).
The proof is similar to the previous case and differs from it only at step
2). We only indicate this difference.
2) Again on Ui we have a representation
g(x) = g(zi) +
m∑
s=1
g′(zi)xs +
m∑
s=1
h˜is(x)xs,
where h˜is are smooth functions that linearly and tamely depend on g
and such that h˜is(zi) = 0. Then a vector fieldGi =
µi
2
(εish˜i1, . . . , εish˜im)
belongs to TidMD(M,Σf ) = Γ∂(M,Σf ), i.e. Gi(zi) = 0.
Let µis = xsµi for s = 1, . . . , m. Then the functions µi, µis, νj con-
stitute a complementary basis in C∞∂ (M,R) to df(Γ∂(M,Σf )). This
completes Theorem 2.1. 
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