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Abstract: Object-Class Detection by
Combining Hough-Transform and Branch-and-Bound
Description
real world scene description scene−independent object description
Input: Visual
Search Space Λ
Goal:
Semantic
Description
Model WFootprint? at position λ
Image I
there is a car
Detection: combine the image with..
..object
..and infer semantics.
Invariant Space
λ Ιφ(  ,  )
knowledge..
Scene
Conclusion
• key difference to ESS [Lampert et al. 09]:
integral images on invariant space (not image plane)
⇒ pre-computable⇒ avoid on-line computation
• true scale-invariance: ESS ignored feature scale
• different (better?) trade-off than ESS:
Method Ours ESS
Memory O(sl(|Λ|C)F ) O(sl(|Λ|C)+|I|BC)Runtime O(sl(|Λ|C)B + |I|BC)
(sublinear sl(·), search space Λ, image I ,
B spatial bins, C classes, on avg F active features)
⇒ memory savings (factor 25 in our experiments)
• using priority function (not a bound)
⇒ significant reduction of iterations, but
⇒ no optimality guarantee anymore
Results on UIUC cars
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our bound: α (n−1)1/3
true max (baseline)
bound of ESS[9]
our bound: α (n−1)1/3
true max (baseline) & bound of ESS[9]
much fewer iterations than optimal bound,
yet no loss in performance
(on average: 185 iterations, 0.8s in matlab)
⇑ comprehensive summary ⇑ ⇓ expert details ⇓ MATLAB CODE AVAILABLE at http://www.vision.ee.ethz.ch/lehmanal/iccv09
PRISM: PRincipled Implicit Shape Model [BMVC’09]
Image Representation
Local Features (SURF)
f = (fx, fy, fs, fc, fω)
Search Space
Bounding Boxes:
λ = (λx, λy, λs)
Invariant Space
Iλ(λ, f ) =
[
fx−λx
λs
, log fs
λs
]
Object Footprint φ(λ, I) def=
∑
f
fωδ[fc,I(λ,f )]
Detection find best object
λ∗ = arg maxλ∈Λ S(λ) with
Linear Score
S(λ) = 〈φ(λ, I),W 〉︸ ︷︷ ︸
linear model
=
∑
f
fω W (fc, I(λ, f ))︸ ︷︷ ︸
point evaluations
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Feature-Centric Branch-And-Bound
•Branch: kD-tree sub-division of search space Λ
⇒ adaptive⇒ expected sub-linear search time.
•Bound: score entire sets sets Ω of hypotheses
(instead of just a single hypothesis λ)
S(Ω)
def
:= max
λ∈Ω
S(λ) ≤
∑
f∈F
fω max
λ∈Ω
W (fc, I(λ, f ))
•mapping Ω into invariant space
⇒ Ω¯ = {I(λ, f ) : λ ∈ Ω}
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• per-feature maximum query:
maxW |Ω¯ = µ(W |Ω¯) + (max(W |Ω¯)− µ(W |Ω¯))
≤ µ(W |Ω¯) + g(|Ω¯|)σ(W |Ω¯)
⇒ fast integral images evaluation of µ, σ
Correction Term/Approximate Bound
•Worst case g(n) =
√
n − 1
(ignores any spatial dependencies)
•more optimistic: g(n) = α 3
√
n − 1
approximates the iso-probability lines
Good Priority Function Sufficient?
x
S(x)
Splitting Process
using the mean (i.e. g = 0) instead of the maximum
still finds the maximum, but no guarantee
Comparison to ESS [Lampert et al. 09]
•Splitting weights W = W+ −W−
S(λ) =
∑
b
∑
f∈F
fω[W+(fc, b)−W−(fc, b)]1II(λ,f )∈b
•weighted range sum queries:
Q±b (q) :=
∑
f [fwW
±(fc, b)]1If∈q
by mapping bins b into image space:
b(λ) = {f | I(λ, f ) ∈ b}
• constant time quering using integral images, but
ESS uses only 2D (not 3D)⇒ ignores feature scale
•ESS’s bound implementation
SESS(Ω) =
∑
b
Q+b
⋃
λ∈Ω
b(λ)
− Q−b
⋂
λ∈Ω
b(λ)

• (theoretical) feature-centric view:
max
λ∈Ω
W =
{
n · µ(max(W |Ω¯, 0)) |Ω¯| > 1
W (fc, Ω¯) |Ω¯| = 1
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