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Quadraturtheorie ist ein Teilgebiet der Numerischen Mathematik. Ihr Gegenstand ist
das Studium von Algorithmen zur Berechnung des Integrals
(1)
einer gegebenen Funktion f. Eine Funktion  f  ist gegeben, wenn man zu jedem x ∈[a,b] den
Wert f (x) bestimmen kann; dazu ist keineswegs notwendig, dass für f ein analytischer
Ausdruck vorliegt, vielmehr ist auch die Situation, dass die Zahlen f (x) Ergebnisse von
Messungen sind, praktisch sehr bedeutsam.
Quadratur-Algorithmen bestimmen also aus der Kenntnis von Funktionswerten
 f(x1), ..., f(xn) einen Schätzwert
(2)
für (1). Jedoch kann über den Grad der Annäherung von (2) an (1) ohne weitere Informa-
tion über f nichts ausgesagt werden, weil das Integral vom Gesamtverlauf von f (und nicht
nur von einzelnen Funktionswerten) abhängt. Man benötigt also zusätzlich zu den Funktions-
werten (der „Observation“) eine Eigenschaft von f (die „Co-Observation“), die es gestattet,
die Werte f(x) für x ≠ xi einzugrenzen.
Man definiert nun den Fehler des Algorithmus Q bei der Co-Observation C durch
(3)
Offenbar ist Q um so besser zur Berechnung von (1) geeignet, je kleiner ρ (Q,C) ist. Zur
Bewertung eines Algorithmus hat man neben der Größe des Fehlers noch den zu seiner
Durchführung notwendigen Aufwand heranzuziehen. Üblicherweise mißt man diesen Auf-
wand durch die Zahl n der verwendeten Funktionswerte. Demnach verdient unter allen
Algorithmen bei vorgegebenem C und n derjenige ein besonderes Interesse, für den der
Fehler (3) unter allen Algorithmen mit n Funktionsauswertungen minimal wird. Man be-
zeichnet ihn als optimal.
Vor dem Hintergrund dieser Begriffsbildungen kann nun die Frage des Titels exempla-
risch beantwortet werden durch die Beschreibung von drei Resultaten,  die in der Braun-
schweiger Arbeitsgruppe erzielt wurden.
* Kurzfassung eines Vortrags gehalten in der Klasse für Mathematik und Naturwissenschaf-




(i) Für die Co-Observation
konnte der optimale Algorithmus bestimmt werden ([1]). Das ist deswegen bemerkens-
wert, weil optimale Algorithmen nur für ganz wenige Co-Observationen von praktischem
Interesse bekannt sind. Im Spezialfall [a,b] = [–1,1],n gerade und M = 1 lautet er
mit
und es ist hier
(ii) Für die früher fast ausschließlich betrachtete Co-Observation
sind die optimalen Algorithmen nur für r = 1 und r = 2 bekannt. Für größere r hat man
Algorithmen zu verwenden, für die der Fehler nicht minimal, aber natürlich möglichst
klein ist. Für den besonders interessanten Fall r = n konnten wir [2] -in Verbesserung
verschiedener älterer Resultate- einen Algorithmus Q mit
angeben, eine Schranke, die bis heute nicht wesentlich verschärft ist.
(iii) Beginnend mit Newton sind eine Fülle von ganz unterschiedlichen Quadratur-Algo-
rithmen vorgeschlagen worden. Ein Qualitätsvergleich kann auf die Fehlerschranken
(3) gestützt werden, hängt aber natürlich von der Co-Observation ab. In [3] ist ein
solcher Vergleich durchgeführt zwischen zwei derzeit sehr populären Algorithmen,
dem von Gauss und dem von Romberg. Dabei stellte sich – etwas überraschend – die
Überlegenheit des Gauss-Algorithmus für eine große Klasse von Co-Observationen
heraus.
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