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Misspecified diffusion models with high-frequency observations and an
application to neural networks
Teppei Ogihara ∗
Abstract. We study the asymptotic theory of misspecified models for diffusion processes with noisy nonsyn-
chronous observations. Unlike with correctly specified models, the original maximum-likelihood-type estimator
has an asymptotic bias under the misspecified setting and fails to achieve an optimal rate of convergence. To
address this, we consider a new quasi-likelihood function that arrows constructing a maximum-likelihood-type
estimator that achieves the optimal rate of convergence. Study of misspecified models enables us to apply
machine-learning techniques to the maximum-likelihood approach. With these techniques, we can efficiently
study the microstructure of a stock market by using rich information of high-frequency data. Neural networks
have particularly good compatibility with the maximum-likelihood approach, so we will consider an example of
using a neural network for simulation studies and empirical analysis of high-frequency data from the Tokyo Stock
Exchange. We demonstrate that the neural network outperforms polynomial models in volatility predictions for
major stocks in Tokyo Stock Exchange.
Keywords. diffusion processes, high-frequency data, market microstructure noise, maximum-likelihood-type
estimation, misspecified model, neural network, nonsynchronous observations
1 Introduction
High-frequency financial data, such as data on all intraday transactions from a stock market, are increasingly
available. These data contain lot of information about the intraday stock market, so they are expected to
contribute to the analysis of stock microstructures. More complicated structures exist in high-frequency data
than in low-frequency data (e.g. daily or weekly time series of stock transactions), which increases the difficulty
of statistical analysis. One problem is that observation noise is intensified with frequency. To explain empir-
ical evidence, when we model stock price data as a continuous stochastic process, we must assume that the
observations contain additional noise. Another significant problem with analysis of high-frequency data is that
nonsynchronous observation occurs; namely, we observe the prices of different securities at different time points.
Nonsynchronous observations make it more difficult to construct estimators of the covariation of pairs of stock.
Covariation estimation in the presence of both noise and nonsynchronicity has been studied in many papers,
and various consistent estimators have proposed. See, for example, Barndorff-Nielsen et al. [3], Christensen,
Kinnebrock, and Podolskij [5], and Bibinger et al. [4].
These problems are related to the complex structure of observations. A model of (efficient) stock price
dynamics also has a complex structure that includes intraday periodicity, volatility clustering, asymmetry of
return distributions, and other complications. Though these individual complications have been investigated
in several papers, a comprehensive model that explains all of these complications simultaneously has not yet
been found. On the other hand, statistical machine learning has been showing great success in the analysis of
complicated nonlinear structures, with the structure being found from training with rich data. Image recognition
is the most notable success in this field of problems. The task of detecting an object in a picture was long
considered to be difficult for computers because parametric models require infeasibly complicated nonlinear
analysis to construct. However, deep neural networks have achieved object recognition by training with huge
amounts of data.
Toward progress on analysis of market microstructures, we consider nonsynchronous observations contami-
nated by market microstructure noise. For this, let (Yt)t≥0 be a a multi-dimensional stochastic process satisfying
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the following equation:
Yt = Y0 +
∫ t
0
µsds+
∫ t
0
bs,†dWs, t ∈ [0, T ], (1.1)
where (Wt)t≥0 is a multi-dimensional standard Wiener process and where µt and bt,† are stochastic processes.
We consider a statistical model of (Yt)t with nonsynchronous observations contaminated by market microstruc-
ture noise. Ogihara [12] studied maximum-likelihood- and Bayes-type estimation and showed estimators with
asymptotic mixed normality when bt,† satisfies
bt,† = b(t,Xt, σ∗) (t ∈ [0, T ]) a.s., (1.2)
where b(t, x, σ) is a given function, σ∗ is an unknown parameter, and Xt is an explanatory process (in practice
for our problem, the stock prices of other stocks, accumulated trading volume and so on). Asymptotic efficiency
of the estimators was also proved by showing local asymptotic normality when the diffusion coefficients are
deterministic and each noise follows a normal distribution.
However, as mentioned above, it is difficult to find a parametric model satisfying (1.2) in the practice of
high-frequency data analysis. Models for which this assumption is unsatisfied are called misspecified models. To
apply a neural network to the above situation, we approximate Σt,† = bt,†b
⊤
t,† by Σ(t,Xt, β) where ⊤ denotes
the transpose operator and the function Σ is given by a neural network with a parameter β (see Section 2.2 for
the precise definition). In this case, it is natural to consider misspecified models. Study of misspecified model is
important in general situations because there is always a gap between a parametric model chosen by a statistician
and the model of the real data. Misspecified models have not been well-studied for diffusion-type processes with
high-frequency observations in a fixed interval, even for models in which neither nonsynchronicity nor market
microstructure noise is included. For the case with the end time T of observations approaching infinity, Uchida
and Yoshida [17] studied an ergodic diffusion process (Xt)t≥0 with observations (Xkhn)
n
k=0, where hn → 0,
nhn →∞, and nh2n → 0. In that case, the rate of convergence of the maximum-likelihood-type estimator for a
parameter in the diffusion coefficients is
√
nhn, which is different from the rate
√
n seen in correctly specified
cases.
In this paper, we study the asymptotic properties of a maximum-likelihood-type estimator σˆn with a mis-
specified model containing noisy, nonsynchronous observations. In contrast with the results for the correctly
specified model of Ogihara [12], it is shown that the original maximum-likelihood-type estimator has an asymp-
totic bias for a misspecified model, resulting in a failure to achieve the optimal rate of convergence. Identifiability
does not hold in general, and therefore we cannot ensure convergence of the maximum-likelihood-type estimator
in the parameter space. However, if we consider a certain ’distance’ D in the functional space of diffusion coef-
ficients, we can show convergence of the value of a D between Σ(t,Xt, σˆn) and Σt,† to the minimum value of D
between Σ(t,Xt, σ) and Σt,† in the parametric family. If we assume uniqueness of the parameters that minimize
D, then we obtain asymptotic mixed normality of the estimator. In this case, the limit of σˆn is a random
variable, which prevents directly using martingale central limit theorems (Theorems 2.1 and 3.2 in Jacod [8]),
which are typically used to show the asymptotic mixed normality of estimators. To deal with this problem,
we develop techniques (notably, Proposition 3.2) using series expansions of the inverse co-volatility matrix to
obtain asymptotic mixed normality. This result is general and seems to be useful for showing the asymptotic
mixed normality of estimators with random limits in many situations.
We can apply the maximum-likelihood approach to any machine learning methodology that constructs a
parametric model (Σ(t,Xt, σ))σ . Additionally, the maximum-likelihood approach has good compatibility with
neural networks in several respects.
1. A neural network can be expressed as a parametric family {Σ(t,Xt, β)}β, so construction of a maximum-
likelihood-type estimator is immediate, as described in Ogihara [12].
2. Optimization methods of neural networks can still be applied by setting the minus quasi-likelihood function
as the loss function. In particular, backpropagation still works in this setting.
3. The increase in optimization cost is relatively mild when increasing the dimensionality of parameters
because we need only the gradient of loss function with respect to variables at the output layer, by virtue
of backpropagation (see Section 2.2 for details).
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It is noteworthy that this study enables us to apply machine learning methodologies to intraday stock high-
frequency data analysis under conditions of both nonsynchronicity and market microstructure noise. By training
the structure using high-frequency data, we can forecast stock price volatilities and covariations. We will apply
the proposed method by training with data from major stocks in the Tokyo Stock Exchange. By training the
model using three-month data of each stock and the proposed method, we can forecast the volatility function
Σt,† of each day for the next month.
The reminder of this paper is organized as follows. In Section 2, we explain our settings and provide an
example of a neural network using the quasi-likelihood function. A general asymptotic theory of misspecified
models is discussed in Section 3. We specify the limit of the estimator by using a distance D, which is related
to Kullback–Leibler divergence in some sense. The maximum-likelihood-type estimator has an asymptotic bias
and so does not achieve an optimal rate of convergence. We propose a modified estimator that does achieve an
optimal rate. Section 4 studies simulation of neural networks for the case in which the latent diffusion process
is a one-dimensional Cox–Ingersoll–Ross process, and the case in which the latent process is a two-dimensional
CIR-type process with intraday periodicity. Using a neural network, we train the function Σt,† without any
information about the parametric model. We study Japanese stock high-frequency data in Section 5. Proofs
are provided in Section 6.
2 Settings and an example neural network
2.1 Parametric estimation under misspecified settings
Let γ, γW ∈ N and (Ω,F , P ) be a probability space with a filtration F = {Ft}0≤t≤T for some T > 0. We consider
a γ-dimensional F-adapted process Y = {Yt}0≤t≤T satisfying an integral equation (1.1), where {Wt}0≤t≤T is a
γW -dimensional standard F-Wiener process and where {µt}0≤t≤T and b† = {bt,†}0≤t≤T are Rγ- and Rγ ⊗RγW -
valued F-progressively measurable processes, respectively.
We assume that the observations of processes occur in a nonsynchronous manner and are contaminated by
market microstructure noise. That is, we observe the sequence {Y˜ ki }0≤i≤Jk,n,1≤k≤γ , where {Jk,n}1≤k≤γ,n∈N
are positive integer-valued random variables, {Sn,ki }Jk,ni=0 are random times, {ǫn,ki }i∈Z+,1≤k≤2 is an independent
identical distributed random sequence, and
Y˜ ki = Y
k
Sn,ki
+ ǫn,ki . (2.1)
Let γX ∈ N and let ⊤ denote the transpose operator for matrices (including vectors). Let E¯ denote the
closure of a subset E of a Euclidean space. We consider estimation of the co-volatility matrix Σt,† = bt,†b
⊤
t,† by
using a functional Σ(t,Xt, σ) with a γX -dimensional ca`dla`g stochastic process X = (Xt)t∈[0,T ] and a parameter
σ. We observe possibly noisy data: X˜ lj = X
l
Tn,lj
+ηn,lj for 0 ≤ j ≤ Kl,n and 1 ≤ l ≤ γX , where {Kl,n}1≤l≤γX ,n∈N
are positive integer-valued random variables, {T n,lj }Kl,nj=0 are random times, and {ηn,lj }Kl,nj=0 are random variables
which may be identically equal to zero.
We can arbitrarily set the explanatory variable X and the function Σ(t, x, σ). For example, we can use
other stock price processes, a price process of a stock index, the accumulated volume of stock trades, Y itself,
or some combination of these. Let Σ(t, x, σ): [0, T ]× O × Λ¯ → Rγ ⊗ Rγ be some known continuous function,
where O ⊂ RγX is an open set and the parameter space Λ ⊂ Rd is a bounded open set with d ∈ N. Letting
Πn = ({Sn,ki }k,i, {T n,lj }l,j), we assume that FT , (Πn)n∈N and {ǫn,ki }n,k,i are mutually independent. Let
Gt = Ft
∨
B({Πn}n)
∨
B(A ∩ {Sn,ki ≤ t};A ∈ B(ǫn,ki ), k ∈ {1, 2}, i ∈ Z+, n ∈ N),
where B(·) denotes the minimal σ-field related to measurable sets or random variables in the parenthesis, and
H1
∨H2 denotes the minimal σ-field that contains σ-fields H1 and H2. Moreover, we assume that ηn,lj 1{Tn,lj ≤t}
is Gt-measurable and that both E[ǫn,k0 ] = 0 and E[(ǫn,k0 )2] = vk,∗, where 1A is the indicator function for a set A
and vk,∗ is positive constant for 1 ≤ k ≤ γ.
We consider a maximum-likelihood-type estimator of σ based on a quasi-likelihood function. Construction is
based on that described in Ogihara [12]. Let {bn}n∈N and {ℓn}n∈N be sequences of positive numbers satisfying
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bn ≥ 1, ℓn ∈ N, bn → ∞, ℓn/b−1/3−ǫn → ∞, and b1/2−ǫn /ℓn → ∞ as n → ∞ for some ǫ > 0. For technical
reasons, we construct a quasi-log-likelihood function by partitioning the whole observation interval [0, T ] into
distinct local intervals {sm−1, sm)}ℓnm=1. Here the sequence {bn}n∈N is the order of sampling frequency, that is,
0 < P - lim
n→∞
(b−1n Jk,n) <∞
almost surely for 1 ≤ k ≤ γ.
We use several notations for clarity: kn = bnℓ
−1
n , K
j
0 = −1, Kjm = #{i ∈ N;Sn,ji < sm}, kjm = Kjm−Kjm−1−
1, Iki,m = [S
n,k
i+Kkm−1
, Sn,k
i+1+Kkm−1
) and M(l) = {2δi1,i2 − 1{|i1−i2|=1}}li1,i2=1, where δij is Kronecker’s delta. For
an interval J = [a, b), we write |J | = b − a. El denotes a unit matrix of size l. For a matrix A, we denote its
(i, j) element by [A]ij . Let diag((ui)
K
i=1) be a K×K diagonal matrix with elements [diag((ui)i)]jk = ujδjk for a
vector (ui)
K
i=1. For matrices (Mi)
l
i=1 = (([Mi]jk)1≤j,k≤Ki)
l
i=1, diag((Mi)
l
i=1) be a Ll ×Ll matrix with elements
[diag((Mi)
l
i=1)]jk =
{
[Mi]j−Li−1,k−Li−1 if Li−1 < j, k ≤ Li for some i
0 otherwise
where L0 = 0 and Li =
∑i
i′=1Ki′ for 1 ≤ i ≤ l.
Let us consider an observable approximation Xˆm of Xsm−1 defined by
Xˆm =
(
#{j;T n,kj ∈ [sm−1, sm)}−1
∑
j;Tn,kj ∈[sm−1,sm)
X˜kj
)
1≤k≤γX
.
Let Σm(σ) = Σ(sm−1, Xˆm−1, σ),Mj,m =M(k
j
m), Z
i
m,l = Y˜
i
l+1+Kim−1
−Y˜ i
l+Kim−1
and Zm = ((Z
1
m,l)
⊤
l , · · · , (Zγm,l)⊤l )⊤.
Then, roughly speaking, we obtain approximation:
E[Zkm,iZ
k
m,j|Gsm−1 ] ≈ [Σsm−1,†]kk|Iki,m|δij + vk,∗[Mk,m]ij ,
E[Zkm,iZ
l
m,j|Gsm−1 ] ≈ [Σsm−1,†]kl|Iki,m ∩ I lj,m|
for k 6= l. Therefore, by setting
Sm(B, v) =


[B]11{|I1i,m ∩ I1j,m|}ij · · · [B]1γ{|I1i,m ∩ Iγj,m|}ij
...
. . .
...
[B]γ1{|Iγi,m ∩ I1j,m|}ij · · · [B]γγ{|Iγi,m ∩ Iγj,m|}ij


+


v1M1,m
. . .
vγMγ,m


for a γ × γ matrix B and v = (v1, · · · , vγ), and Sm(σ, v) = Sm(Σm(σ), v), we define a quasi-log-likelihood
function
Hn(σ, v) = −1
2
ℓn∑
m=2
(Z⊤mS
−1
m (σ, v)Zm + log detSm(σ, v)).
The function Hn takes two parameters: the first one is σ, which is the parameter for the estimating function
of Σ† and is the parameter of interest. The second parameter is v, which is the parameter for noise variance.
Though we can consider simultaneous maximization of σ and v, we fix an estimate of v in advance. With this
approach, we can apply our results to the case of non-Gaussian noise.
[V] There exist estimators {vˆn}n∈N of v∗ such that vˆn ≥ 0 almost surely and {b1/2n (vˆn − v∗)}n∈N is tight.
It is easy to obtain a suitable vˆn. For example, let vˆn = (vˆ
1
n, · · · , vˆγn) and
vˆk,n = (2Jk,n)
−1
∑
i,m
(Zki,m)
2.
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Then vˆn satisfies [V] if {bnJ−1k,n}n∈N is tight and supn,k,iE[(ǫn,ki )4] <∞.
We fix vˆn such that it satisfies [V ]. We define a maximum-likelihood-type estimator
σˆn = argmaxσHn(σ, vˆn).
Hn is constructed on the basis of the local Gaussian approximation of Z
k
m,i. This approximation is typically
considered valid only when the observation noise ǫn,ki follows a normal distribution. However, we can see in the
proof that this approximation is also valid and σˆn still works for the case of non-Gaussian noise.
2.2 An example of a neural network
In Section 2.1, we construct the maximum-likelihood-type estimator for the parametric model (Σ(t,Xt, σ))σ. If
we can find a parametric model that contains a good approximation of Σt,† with a low-dimensionality parameter,
then we can estimate Σt,† by using the above method. However, as indicated in the introduction, it is not an
easy task to find a good parametric model of this type. In contrast, it seems effective to learn Σt,† by machine
learning methods, since typical high-frequency data contain high volume data. In particular, a neural network
is strongly compatible with the quasi-likelihood approach and is useful in practice.
We start from input data x = (x1, · · · , xγX ) ∈ RγX . The neural network here consists of three types of
layers: an input layer, hidden layers, and an output layer. The hidden layers consist of elements (ukj ), which
are inductively defined as
u0j(0) = xj(0), u
k
j(k) = h
( Lk∑
l=1
βkl,j(k)u
k−1
l
)
,
for 1 ≤ j(k) ≤ Lk, 0 ≤ k ≤ K − 1, where K ≥ 2, L0 = γX , (Lk)K−1k=1 ⊂ N, parameters (βkl,j) are elements of R,
and h : R → R is a continuous function (the so-called activating function). In our simulation, we use Swish,
proposed in Ramachandran, Zoph, and Le [15] and defined as h(x) = x/(1 + e−x).
The output layer is given by [b]ij =
∑
l β
K
i,j,lu
K−1
l for 1 ≤ i ≤ j ≤ γ. Let [b]ij = [b]ji for i > j. The
estimator Σ(t,
∑
m Xˆm1[sm−1,sm)(t), β) of Σt,† is given by setting Σ(t, x, β) = bb
⊤(t, x, β) + ǫEγ for β = (βkl,j)
with some small constant ǫ ≥ 0. Then, choosing an activating function h and the structure of hidden layers
defines a parametric family of non-linear functions. As we will see in Remark 3.1, this family approximates any
continuous function for sufficiently large L1 with K = 2. In addition, this family expresses exponentially large
complexity against the number K of layers, as studied in Montufar et al. [11].
Let Hn(β, v) be a quasi-log-likelihood function constructed by the above Σ(t, x, β). From this, we can
construct a maximum-likelihood-type estimator by letting
βˆn = argmaxβHn(β, vˆn).
Calculation of βˆn is not easy. However, several optimization techniques have been proposed for use in neural
networks, and some of them can be applied to our case. In particular, the use of back propagation to obtain
the gradient ∂Hn/∂β
k
i,j is valid for our model, and we can quickly compute gradients by this method.
Let h ∈ C1(R). The chain rule yields
∂Hn
∂βkl,j
=
∂Hn
∂ukj
· ∂u
k
j
∂βkl,j
=
∂Hn
∂ukj
h′
( Lk∑
l=1
βkl,ju
k−1
l
)
uk−1l . (2.2)
Then, setting ∆k,j = ∂Hn/∂u
k
j and applying the chain rule again yields
∆k,j =
Lk+1∑
i=1
∆k+1,i
∂uk+1,i
∂uk,j
=
Lk+1∑
i=1
∆k+1,iβ
k+1
j,i h
′
( Lk+1∑
l=1
βk+1l,j u
k
j,l
)
. (2.3)
Therefore, we can inductively calculate ∆k,j ; that is, fast calculation of the gradients is possible.
Calculation of Hn or its derivatives requires ℓn times calculation of inverse matrices (Sm)m, with the matrix
sizes of order kn. Back propagation offers the advantage that we need to calculate only the derivatives ∂Hn/∂[b]ij
for the output layer.
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3 Asymptotic theory for misspecified model of diffusion-type pro-
cesses
Ogihara [12] studied a correctly specified model given by
Σt,† ≡ Σ(t,Xt, σ∗) for some nonrandom σ∗ ∈ Λ (3.1)
and showed the asymptotic mixed normality of σˆn and local asymptotic normality in a special case. In machine-
learning theory, which includes neural networks, we typically consider models that do not necessarily satisfy
(3.1); as mentioned earlier, we call these misspecified models.
In the study of misspecified models, we sometimes see different asymptotic behavior than with correctly
specified models. For example, Uchida and Yoshida [17] studied ergodic diffusion X = (Xt)t≥0 with observations
(Xkhn)
n
k=0, where hn → 0, nhn → ∞ and nh2n → 0 as n → ∞. They showed that the rate of convergence of a
maximum-likelihood-type estimator for parameters in diffusion coefficients is
√
nhn, which is different than the
rate
√
n found for correctly specified models.
In our case, we also observe different phenomena than in the correctly specified case. In particular, the
maximum-likelihood-type estimator σˆn cannot attain an optimal rate of convergence due to the existence of
asymptotic bias. Despite this, we can construct an estimator that attains the optimal rate by modifying the
asymptotic bias.
When we consider a misspecified parametric model including a neural network, the limit of a parameter
which maximizes Hn is not guaranteed to be unique in general, meaning that we cannot ensure convergence of
the maximum-likelihood-type estimator. Consistency should be studied not in the parameter space but in the
space of co-volatility functions. If we define a function D(Σ1,Σ2) over the space of co-volatility matrices by
(3.5) later, we obtain
D(Σ(σˆn),Σ†)
P→ min
σ
D(Σ(σ),Σ†). (3.2)
Intuitively, D is a kind of extension of Kullback–Leibler divergence (see (3.6)), and we can obtain equivalence
between D and the L2([0, T ]× Ω) norm in the sense of (3.7).
3.1 Consistency
In this section, we study results related to the consistency of σˆn. Since convergence of σˆn is not guaranteed, we
characterize the convergence by means of a function D(Σ1,Σ2).
Here, we make some assumptions about the latent stochastic process X,Y and the market microstructure
noise ǫn,ki . Let EΠ[X] = E[X|{Πn}n] for a random variable X, let |A|2 =
∑
i,j [A]
2
ij , let Abs(A) = (|[A]ij |)ij
and let ‖A‖ be the operator norm for a matrix A. For random variables {Xn}n∈N and a sequence {cn}n∈N of
positive numbers, we write Xn = Op(cn) if {c−1n Xn}n∈N is P -tight, and denote Xn = op(cn) if c−1n Xn P→ 0 as
n→∞. For a vector x = (x1, · · · , xk) we use the notation ∂lx = ( ∂
l
∂xi1 ···∂xil
)ki1,··· ,il=1.
We assume that Λ ⊂ Rd and that Λ satisfies Sobolev’s inequality; that is, for any p > d, there exists some
C > 0 such that supσ∈Λ |u(σ)| ≤ C
∑
k=0,1(
∫
Λ |∂kσu(σ)|pdσ)1/p for any u ∈ C1(Λ). Notably, this holds when Λ
has a Lipschitz boundary. See Adams and Fournier [1] for more details.
Moreover, we assume the following conditions.
[A1] 1. ∂lσΣ exists and is continuous for l ∈ {0, 1} on [0, T ]×O × Λ¯. There exists a locally bounded function
L(x, y) such that
|∂lσΣ(s, x, σ)− ∂lσΣ(t, y, σ)| ≤ L(x, y)(|t− s|+ |y − x|) (3.3)
for any s, t ∈ [0, T ], x, y ∈ O, σ ∈ Λ and l ∈ {0, 1}.
2. Σ(t, x, σ) is symmetric and positive definite and ‖Σ′−1/2Abs(Σ − Σ′)Σ′−1/2‖(t, x, σ) < 1 for any
(t, x, σ) ∈ [0, T ]×O × Λ¯, where Σ′ = diag(([Σ]kk)γk=1).
3. µt is locally bounded; That is, there exists a monotonically increasing sequence {Tl}l∈N of stopping
times such that liml→∞ Tl = T almost surely and {µt∧Tl}0≤t≤T is bounded for each l.
4. supn,k,i E[(ǫ
n,k
i )
q] <∞ for any q > 0 and sup0≤s<t≤T (E[|Xt −Xs|2]/|t− s|) <∞.
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5. P [min1≤m≤ℓn #{j;T n,kj ∈ [sm−1, sm)} ≥ 1]→ 1 as n→∞ and{
ℓq/2n max
m,k
(
#{j;T n,kj ∈ [sm−1, sm)}−qEΠ
[∣∣∣∣ ∑
j;Tn,kj ∈[sm−1,sm)
ηn,kj
∣∣∣∣
q])}
n
is tight for any q > 0.
6. There exist progressively measurable processes {b(j)t }0≤t≤T,0≤j≤1 and {bˆ(j)t }0≤t≤T,0≤j≤1 such that
supt∈[0,T ]E[|b(j)t |q ∨ |bˆ(j)t |q] <∞,
sup
s,t∈[0,T ];s<t
(
E[|b(j)t − b(j)s |q ∨ |bˆ(j)t − bˆ(j)s |q]1/q|t− s|−1/2
)
<∞
for 0 ≤ j ≤ 1 and any q > 0, and
bt,† = b0,† +
∫ t
0
b(0)s ds+
∫ t
0
b(1)s dWs, b
(1)
t = b
(1)
0 +
∫ t
0
bˆ(0)s ds+
∫ t
0
bˆ(1)s dWs
for t ∈ [0, T ].
Some of these conditions are standard conditions and easy to check. The market microstructure noise ηn,kj
for X requires point 5 of (A1). Roughly speaking, this condition is satisfied when the sum of ηn,kj has order
equivalent to the square root of the number of T n,kj in [sm−1, sm). This is satisfied if the sampling frequency of
{T n,kj } is of order bn and ηn,kj satisfies certain independence, martingale, or mixing conditions. Decomposition
of X in point 6 of (A1) is used when we estimate the difference between Em[ZmZ
⊤
m] and Σsm−1,†, which appears
in asymptotic representation of Hn. To satisfy the condition ‖Σ′−1/2Abs(Σ − Σ′)Σ′−1/2‖ < 1, it is sufficient
that Σ is symmetric and positive definite and γ ≤ 2. This condition is restrictive when the dimension γ of Y
is large. We need this condition to obtain the expansion of S−1m in Lemma 6.3, which is repeatedly used in the
proof of the main results.
We assume some additional conditions for the sampling scheme. Let rn = maxi,k |Sn,ki − Sn,ki−1| and rn =
mini,k |Sn,ki − Sn,ki−1|. For η ∈ (0, 1/2), let Sη be the set of all sequences {[s′n,l, s′′n,l)}n∈N,1≤l≤Ln of intervals on
[0, T ] satisfying {Ln}n∈N ⊂ N, [s′n,l1 , s′′n,l1) ∩ [s′n,l2 , s′′n,l2) = ∅ for n, l1 6= l2, infn,l(b1−ηn (s′′n,l − s′n,l)) > 0 and
supn,l(b
1−η
n (s
′′
n,l − s′n,l)) <∞.
[A2] There exist η ∈ (0, 1/2), κ > 0, η˙ ∈ (0, 1], and positive-valued stochastic processes {ajt}t∈[0,T ],1≤j≤γ such
that supt6=s(|ajt − ajs|/|t− s|η˙) <∞ almost surely, b−1/2+κn kn(b−1n kn)η˙ → 0, and
knb
− 1
2
+κ
n max
1≤l≤Ln
∣∣∣∣b−1n (s′′n,l − s′n,l)−1#{i; [Sn,ji−1, Sn,ji ) ⊂ [s′n,l, s′′n,l)} − ajs′n,l
∣∣∣∣ (3.4)
converges to zero in probability as n → ∞ for {[s′n,l, s′′n,l)}1≤l≤Ln,n∈N ∈ Sη and 1 ≤ j ≤ γ. Moreover,
(rnb
1−ǫ
n ) ∨ (b−1−ǫn r−1n ) P→ 0 for any ǫ > 0.
Condition [A2] is about the law of large numbers of sn,ki in each local interval [s
′
n,l, s
′′
n,l). This conditions
ensures that the intensity of the observation count converges to some intensity ajt with order (knb
−1/2+κ
n )−1.
For covariation estimators under the existence of market microstructure noise, Christensen, Kinnebrock, and
Podolskij [5] studied a pre-averaging method, and Barndorff-Nielsen et al. [3] studied a kernel-based method.
Though our quasi-likelihood approach does not use such data-averaging methods, the proofs of Lemmas 5.1 and
5.2 in Ogihara [12] show that we can replace the length of observation intervals in the covariance matrix with
their averages. Doing so makes it important to identify the limit of local sampling counts. One case where [A2]
holds is when observation times are generated by mixing processes as seen below.
Example 3.1. Let {Nkt }t≥0 be an exponential α-mixing point process with stationary increments for 1 ≤ k ≤ γ.
Assume that E[|Nk1 |q] <∞ for any q > 0 and 1 ≤ k ≤ γ. Set Sn,ki = inf{t ≥ 0;Nkbnt ≥ i}. Then [A2] is satisfied
with ajt ≡ E[N j1 ] (constants) Moreover, [B2] (defined later) is satisfied if, additionally, knb−3/5+ǫn → 0 for some
ǫ > 0. See Example 2.1 in Ogihara [12] for the details.
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Here, we study results related to consistency under Conditions [A1] and [A2]. Let a˜t = (a˜
1
t , · · · , a˜γt ),
a˜jt = a
j
t/vj,∗ (1 ≤ j ≤ γ). Let Σ† = (Σt,†)0≤t≤T , Σt(σ) = Σ(t,Xt, σ), Σ(σ) = (Σt(σ))0≤t≤T , and D(t, A) =
([At]ij(a
i
ta
j
t )
1/2v
−1/2
i,∗ v
−1/2
j,∗ )1≤i,j≤γ for A = (At)t≥0 ⊂ Rγ ⊗ Rγ . Moreover, we define
(3.5)
D(Σ1,Σ2) =
∫ T
0
{
1
4
tr((D(t,Σ2)−D(t,Σ1))D(t,Σ1)−1/2)
−1
2
tr(D(t,Σ2)1/2) + 1
2
tr(D(t,Σ1)1/2)
}
dt
=
1
4
∫ T
0
tr((D(t,Σ2)1/2 −D(t,Σ1)1/2)2D(t,Σ1)−1/2)dt
for ca`dla`g functions Σj = (Σj,t)0≤t≤T (j = 1, 2) with positive definite matrices (Σ1,t)t and nonnegative definite
matrices (Σ2,t)t.
Theorem 3.1. Assume [A1], [A2] and [V]. Then (3.2) holds as n→∞.
The function D is deduced as a limit of the quasi-log-likelihood function. It is noteworthy that D is related
to the Kullback–Leibler divergence in the following sense. Let ℓn(θ) be the log-likelihood function of a sequence
(Xi)
n
i=1 of independent identically distributed random variables, where the probability density function of X1
is p(x, θ0) for a parameter θ. Then, under suitable regularity conditions, we obtain
n−1(ℓn(θ)− ℓn(θ′)) P→ KL(p(θ), p(θ0))−KL(p(θ′), p(θ0)),
where KL(p, q) is the Kullback–Leibler divergence of densities p and q. In contrast, (6.14) later yields
b−1/2n (Hn(σ, vˆn)−Hn(σ′, vˆn)) P→ D(Σ(σ),Σ†)−D(Σ(σ′),Σ†). (3.6)
We can therefore regard D as an extension of the Kullback–Leibler divergence in some sense.
Moreover, under boundedness of ajt + (a
j
t )
−1, ‖Σt(σ)‖, ‖Σt,†‖, and ‖Σ−1t (σ)‖, there exist positive constants
C1 and C2 such that
C1
∫ T
0
|Σ(t,Xt, σ)− Σt,†|2dt ≤ D(Σ(σ),Σ†) ≤ C2
∫ T
0
|Σ(t,Xt, σ)− Σt,†|2dt, (3.7)
where C1 and C2 depend on only the upperbounds of a
j
t + (a
j
t )
−1 and ‖Σ−1(σ)‖. A proof is given in the
appendix. From the above, D is equivalent to an L2 norm.
Remark 3.1. In the setting of Section 2.2, assume the conditions of Theorem 3.1 and (3.7) and further assume
that Σt,† ≡ Σ†(t,Xt) for some X = (Xt)t∈[0,T ] and some continuous function Σ†(t, x). Let ǫ, δ > 0. For any
compact set S ⊂ O, we have
min
β
sup
t∈[0,T ],x∈S
|Σ(t, x, β) − Σ†(t, x)| <
√
δ
2T
(3.8)
for K = 2 and sufficiently large L1 (K,Lk are defined in Section 2.2). This property is called universal
approximation property. See Mhaskar and Micchelli [10], Pinkus [14], and Sonoda and Murata [16] for the
details.
Therefore, applying Theorem 3.1 and (3.7) yields
P
[∫ T
0
|Σ(t,Xt, βˆn)− Σt,†|2dt ≥ δ
]
< ǫ
for sufficiently large n.
Remark 3.2. In the correctly specified setting of Ogihara [12], Y1(σ) = D(Σ(σ),Σ(σ∗)) holds for Y1(σ) in
Section 2.2 of [12]. The representation (2.8) of Y1(σ) is obtained by calculating the elements of D(Σ(σ))1/2 for
γ = 2.
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3.2 Optimal rate of convergence
In this section, we study the optimal rate of convergence. Ogihara [12] showed that local asymptotic nor-
mality holds for a correctly specified model having nonrandom diffusion coefficients, with the optimal rate of
convergence equal to b
1/4
n for estimators of the parameter in the diffusion coefficients, and further that the
maximum-likelihood-type estimator σˆn attains the optimal rate. In contrast, we will see that σˆn cannot attain
the rate b
1/4
n in the misspecified setting due to an asymptotic bias term. We can attain the optimal conver-
gence rate if we construct a maximum-likelihood-type estimator σˇn by using a bias-modified quasi-log-likelihood
function.
To obtain the optimal convergence rate, we need stronger versions of [A1] and [A2]. We give those here,
calling them [B1] and [B2], respectively.
[B1] [A1] is satisfied, sup0≤s<t≤T (E[E[Xt−Xs|Fs]2]/|t−s|2) <∞, and ∂lσ∂xΣ(t, x, σ) exists and is continuous
on [0, T ]×O × Λ¯ for l ∈ {0, 1}. Moreover, there exists a locally bounded function L(x, y) such that
|∂lσ∂xΣ(t, x, σ) − ∂lσ∂xΣ(t, y, σ)| ≤ L(x, y)|x− y|
for any t ∈ [0, T ], x, y ∈ O, σ ∈ Λ, and l ∈ {0, 1}.
[B2] There exist positive valued stochastic processes {ajt}t∈[0,T ],1≤j≤γ such that for any q > 0 and ǫ > 0, we
have (rnb
1−ǫ
n ) ∨ (b−1−ǫn r−1n ) P→ 0, ℓnb−3/7−ǫn →∞, E[supt6=s(|ajt − ajs|q/|t− s|q)] <∞, and E[supj,t(|ajt |+
1/|ajt |)q] <∞, we have that
sup
n
sup
[s′n,s
′′
n)
E
[(√
bn(s′′n − s′n)
(
#{i; [Sn,ji−1, Sn,ji ) ⊂ [s′n, s′′n)}
bn(s′′n − s′n)
− ajs′n
))q]
is finite for any 1 ≤ j ≤ γ, where the second supremum is taken over all sequences {s′n}n, {s′′n}n ⊂ [0, T ]
such that s′n < s
′′
n and supn(ℓn(s
′′
n − s′n)) <∞.
We can see that [A2] is satisfied whenever [B2] is.
Here, we see the bias of the quasi-log-likelihood function Hn. Let A(a) = diag((a
1/2
j )j) for aj ≥ 0. Let
Em(a,B,C, v) = tr(S
−1
m (B, v)Sm(C, v))
−(1/2)Tb1/2n ℓ−1n tr(A(a)(C −B)A(a)(A(a)BA(a))−1/2),
Fm(a,B, v) = log detSm(B, v)− Tb1/2n ℓ−1n tr((A(a)BA(a))1/2),
Gm(a1, a2, B, C, v) = Em(a1, a2, B, C, v) + Fm(a1, a2, B, v)
for a γ × γ symmetric, positive definite matrix B = (Bij)ij and a γ × γ symmetric matrix C = (Cij)ij .
Let Σ˜m = Σ˜m(σ) = Σ(sm−1, Xsm−1 , σ), Σ˜m,† = Σsm−1,† and S˜m,† = Sm(Σ˜m,†, v∗). We write
∆n(σ1, σ2) := −1
2
∑
m
tr((S˜−1m (σ1)− S˜−1m (σ2))(Z˜mZ˜⊤m − S˜m,†))
for σ1, σ2 ∈ Λ¯.
Proposition 3.1. Assume [B1], [B2], and [V]. Let {σj,n}j=1,2,n∈N be Λ¯-valued random variables. Then
b−1/4n (Hn(σ1,n, vˆn)−Hn(σ2,n, vˆn)) (3.9)
= b−1/4n ∆n(σ1,n, σ2,n)− b1/4n (D(Σ(σ1,n),Σ†)−D(Σ(σ2,n),Σ†))
+
1
2
b−1/4n
2∑
j=1
(−1)j
∑
m
Gm(a˜sm−1 , Σ˜m(σj,n), Σ˜m,†, v∗) + op(1).
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The third term in the right-hand side of (3.9) is a bias term, which does not appear in the correctly
specified model. For the correctly specified case (3.1), Ogihara [12] showed b
1/4
n (σˆn−σ∗) = Op(1) under suitable
conditions. However, in a general misspecified model, we cannot obtain this relation due to the bias term Gm.
For example, let γ = 1, Sn,ji ≡ i/n for 0 ≤ i ≤ n, tk = kπ/(kjm + 1), let Σ be smooth and σ∗ be a Λ¯-valued
random variable such that D(Σ(σ∗),Σ†) = minσ∈Λ¯D(Σ(σ),Σ†) and σˆn
P→ σ∗. Then, by differentiating both
sides of the equation in the above proposition, we obtain, roughly,
b−1/4n ∂σHn(σ∗) = −
b
−1/4
n
2
∑
m
∂σGm(a˜sm−1 , Σ˜m(σ∗), Σ˜m,†, v∗) +Op(1)
since {supσ,σ′ |b−1/4n ∂σ∆n(σ, σ′)|}n is tight as seen in (6.21). On the other hand, we also obtain
b−1/4n ∂σHn(σ∗) = b
−1/4
n (∂σHn(σ∗)− ∂σHn(σˆn))
≈ (−b−1/2n ∂2σHn(σ∗))b1/4n (σˆn − σ∗) ≈ Γ2(b1/4n (σˆn − σ∗))
by (6.46), where Γ2 = ∂
2
σD(Σ(σ),Σ†)|σ=σ∗ .
We show
(3.10)
Γ2(b
1/4
n (σˆn − σ∗)) =
b
−9/4
n
2
∑
m
(Σ˜m,† − Σ˜m(σ∗))∂σΣ˜m(σ∗)
×
km∑
k=1
∫ tk
tk−1
∫ tk
x
−4v∗ sin y(tk − tk−1)−1dydx
(Σ˜m(σ∗)b
−1
n + 2v∗(1− cos y))3
+ op(1)
by a calculation in Section A.3.
Since sin y ≥ 2y/π for 0 ≤ y ≤ π/2 and 1− cosx ≤ x2/2 for x ≥ 0, we obtain
b−9/4n
∑
m
km∑
k=1
∫ tk
tk−1
∫ tk
x
−4v sin y(tk − tk−1)−1dydx
(Σ˜m(σ∗)b
−1
n + 2v∗(1− cos y))3
≤ −8v∗
π
b−9/4n
∑
m
[km/2]∑
k=1
∫ tk
tk−1
∫ tk
x
sin ydydx
tk − tk−1 (Σ˜m(σ∗)b
−1
n + v∗t
2
k)
−3
≤ −8v∗
π
b−9/4n
∑
m
[kmb
−1/2
n ]∑
k=1
tk−1
2
π
km + 1
b3n
(Σ˜m(σ∗) + v∗π2)3
≤ −
∑
m
2πv∗b
3/4
n [kmb
−1/2
n ]2
(Σ˜m(σ∗) + v∗π2)3(km + 1)2
≤ − v∗b
−1/4
n ℓn
(maxm Σ˜m(σ∗) + v∗π2)3
6= Op(1).
Because of this, we cannot ensure that b
1/4
n (σˆn − σ∗) is Op(1).
As seen above, we cannot obtain the optimal rate of convergence of the maximum-likelihood-type estimator
σˆn, due to the bias term of Hn. In the following, we consider how to remove the bias. First, we consider an
estimator (Bm,n) of Σsm−1,†, using the function g from Jacod et al. [9]. The function g : [0, 1]→ R is continuous
and piecewise C1, with g(0) = g(1) = 0, and
∫ 1
0
g(x)dx > 0. We let gjl = g(l/(k
j
m + 1)), Ψ1 =
∫ 1
0
g(x)2dx, and
Ψ2 =
∫ 1
0
g′(x)2dx. For example, if we let g(x) = x ∧ (1 − x) on 0 ≤ x ≤ 1, then Ψ1 = 1/12 and Ψ2 = 1. Here,
let aˆm = (aˆ
1
m, · · · , aˆγm), aˆim = kimvˆ−1i,n(Tkn)−11{vˆi,n>0} and let Bm,n be a γ × γ matrix satisfying
[Bm,n]ij =
ℓn
TΨ1
{( kim∑
l=1
gilZ
i
m,l
)( kjm∑
l=1
gjl Z
j
m,l
)
− vˆi,n
kim
Ψ21{i=j}
}
.
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We next define a bias-corrected quasi-log-likelihood function Hˇn(σ) as
Hˇn(σ) = Hn(σ, vˆn) +
1
2
∑
m
Gm(aˆm,Σm(σ), Bm,n, vˆn).
By setting Dˆm,n,† = ((aˆ
i
maˆ
j
m)
1/2[Bm,n]ij)ij and Dˆm,n(σ) = ((aˆ
i
maˆ
j
m)
1/2[Σm(σ)]ij)ij , Hˇn(σ) can be simplified to
Hˇn(σ) = −
∑
m
{
1
2
tr(S−1m (σ, vˆn)(ZmZ
⊤
m −Bm,n))
+
√
T
4
ℓ−1/2n tr((Dˆm,n(σ) + Dˆm,n,†)Dˆm,n(σ)
−1/2)
}
.
Letting σˇn = argmaxσHˇn(σ), we obtain the optimal rate of convergence for σˇn.
Theorem 3.2. Assume [B1], [B2] and [V]. Then
{b1/4n (D(Σ(σˇn),Σ†)−minσ D(Σ(σ),Σ†))}n∈N
is tight.
3.3 Fast calculation of the estimator
The estimator Bm,n of Σsm−1,† is constructed with the aim of bias correction. However, it is also useful for fast
calculation of a parametric estimator.
We define
H˙n(σ) = −T ℓ
−1
n
4
ℓn∑
m=2
tr((Dˆm,n,† + Dˆm,n)Dˆ
−1/2
m,n ),
and a new parametric estimator by σ˙n = argmaxσH˙n(σ).
In the calculation of σˆn and σˇn, we must repeatedly calculate of ∂σHn or ∂σHˇn. At each step, we must
calculate the inverse matrix of Sm(σ, vˆn), which has size of order kn. However, we do not need to calculate
the inverse of a large matrix to find ∂σH˙n. Instead, we can calculate Bm,n only once, taking k
j
m terms. This
drastically shortens the calculation time.
Unfortunately, σ˙n does not give the optimal rate of convergence in general, although we obtain the following
result.
Theorem 3.3. Assume [B1], [B2], and [V]. Then {ℓ1/2n (D(Σ(σ˙n),Σ†)−minσD(Σ(σ),Σ†))}n is tight.
Remark 3.3. In practical calculation of σ˙n, we need to calculate ∂σH˙n. Since
∂σH˙n = − ℓ
−1
n
4
ℓn∑
m=2
tr(Dˆm,n,†∂σDˆ
−1/2
m,n + ∂σDˆ
1/2
m,n)
= − ℓ
−1
n
4
ℓn∑
m=2
tr(∂σDˆ
1/2
m,n(Eγ − Dˆ−1/2m,n Dˆm,n,†Dˆ−1/2m,n )),
we can obtain ∂σH˙n from calculating ∂σDˆ
1/2
m,n. Let U(m) be an orthogonal matrix and Λ(m) = diag((λj,(m))j)
such that U(m)Λ(m)U
⊤
(m) = Dˆm,n. Then Dˆ
1/2
m,nDˆ
1/2
m,n = Dˆm,n implies
∂σDˆ
1/2
m,nDˆ
1/2
m,n + Dˆ
1/2
m,n∂σDˆ
1/2
m,n = ∂σDˆm,n.
From that, we have
[U⊤(m)∂σDˆ
1/2
m,nU(m)]ijλ
1/2
j,(m) + λ
1/2
i,(m)[U
⊤
(m)∂σDˆ
1/2
m,nU(m)]ij = [U
⊤
(m)∂σDˆm,nU(m)]ij ,
and hence
[U⊤(m)∂σDˆ
1/2
m,nU(m)]ij = [U
⊤
(m)∂σDˆm,nU(m)]ij/(λ
1/2
i,(m) + λ
1/2
j,(m)),
which is useful in practical calculation of ∂σDˆ
1/2
m,n.
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3.4 Asymptotic mixed normality
In this section, we discuss the asymptotic mixed normality of σˇn. In a correctly specified model, the maximum-
likelihood-type estimator σˆn satisfies the asymptotic mixed normality as seen in Theorem 2.1 of [12]. In our
misspecified model, we need further assumptions related to the smoothness of Σ(t, x, σ) and the convergence of
σˇn in the parameter space Λ. Let Nk denote a general k-dimensional standard normal random variable on an
extension of some probability space, and let it be independent of any random variables in the original probability
space.
[C] 1. There exists a Λ-valued random variable σ∗ such that σˇn
P→ σ∗.
2. ∂2σΣ exists and is continuous on (t, x, σ), and there exists a locally bounded function L(x, y) such that
(3.3) is satisfied with l = 2.
3. Γ2 = ∂
2
σD(Σ(σ),Σ†)|σ=σ∗ is positive definite almost surely.
If Λ has a unique point that minimizes D(Σ(σ),Σ†) almost surely, we can check the first condition of [C].
Lemma 3.1. Assume [B1], [B2], [V] and that a Λ-valued random variable σ∗ is a unique minimizing point of
D(Σ(σ),Σ†) on Λ¯ almost surely. Then σˇn
P→ σ∗ as n→∞.
By simple calculation, we obtain
Γ2 =
1
4
∫ T
0
tr(∂2σD1/2t,σ∗(Eγ −D−1/2t,σ∗ Dt,†D−1/2t,σ∗ ) + 2Dt,†D−1/2t,σ∗ (∂σD1/2t,σ∗D−1/2t,σ∗ )2)dt,
where Dt,σ = D(t,Σ(σ)) and Dt,† = D(t,Σ†). Let
Γ1,σ =
1
2
∫ T
0
{
tr(D− 12t,σ (∂σD
1
2
t,σ)
2) + K1(Dt,σ, ∂σDt,σ,Dt,† −Dt,σ)
+K2(Dt,σ, ∂σDt,σ,Dt,† −Dt,σ)
}
dt,
where for a symmetric, positive definite matrix B and matrices A and C, ϕB(A) is defined as in Lemma A.5,
K1(B,A,C) = tr(B
−1/2ϕB(A)
2B−1/2ϕB(C)) + tr((ϕB(A)B
−1/2)2CB−1/2),
K2(B,A,C) = tr(CB
−1/2ϕB(A)B
−1/2ϕB(C)B
−1/2ϕB(A)B
−1/2)
+tr(ϕB(ϕB(A)ϕB(C))
2B−1/2).
Because of [C], for any ǫ > 0, there exists a positive integer N such that
P [{σ∗ + t(σˇn − σ∗)}0≤t≤1 ∈ Λ] < ǫ
whenever n ≥ N . If {σ∗ + t(σˇn − σ∗)}0≤t≤1 ⊂ Λ, then Taylor’s formula yields
−∂σHˇn(σ∗) = ∂σHˇn(σˇn)− ∂σHˇn(σ∗) = ∂2σHˇn(ξn)(σˇn − σ∗),
where ξn ∈ {σ∗ + t(σˇn − σ∗)}0≤t≤1.
Then, if
b−1/2n ∂
2
σHˇn(ξn)
P→ Γ2 (3.11)
and
b−1/4n ∂σHˇn(σ∗)→s-L Γ−1/21,σ∗ Nγ , (3.12)
we obtain
b1/4n (σˇn − σ∗)→s-L Γ−12 Γ1/21,σ∗Nγ .
In Proposition 7.2 in [12], the martingale central limit theorem of Jacod [8] is used to show the corresponding
result with (3.12). However, σ∗ is random in our model, meaning that ∂σHˇn(σ∗) is not a martingale. To deal with
this problem, we prepare the following scheme to show stable convergence for the case of a random parameter.
This scheme ought to be useful in many situations involving random parameters.
Let (A,G,P) be a probability space. Let X be a complete, separable metric space, let {Zn(x)}n∈N,x∈X be
random fields on (A,G), let {Z(x)}x∈X be a continuous random field on an extension (A′,G′) of (A,G). Let
→G-L denote G-stable convergence.
12
Proposition 3.2. Let (Zn,k)n,k∈N and (Vk,k′ )k,k′∈N be random variables on (A,G), let (fk)k∈N be continuous
functions on X , K0 = 0, and let (Km)m∈N be a monotonically increasing sequence of positive integers satisfying
Km →∞ as m→∞. Assume the following.
1. For any m, (Vk,k′ )1≤k,k′≤Km is a symmetric, nonnegative definite matrix almost surely and
(Zn,k)1≤k≤Km →G-L
√
(Vk,k′ )1≤k,k′≤KmNm
as n→∞, where Nm is a Km-dimensional standard normal random variable independent of G.
2. For any x ∈ X , there exists an open set Ux satisfying the following property: given any ǫ > 0 and δ > 0
there exists a positive integer M such that
P
[
sup
x′∈Ux
(∣∣∣∣
KM′∑
k=KM+1
Zn,kfk(x
′)
∣∣∣∣+ |VM ′ (x′)− VM (x′)|
)
> δ
]
< ǫ (3.13)
for any M ′ > M and n ∈ N, where VM (x) =
∑KM
k,k′=1 Vk,k′fk(x)fk′ (x).
Then Zn(x) := P - limM→∞
∑KM
k=1 Zn,kfk(x) exists for any x. Moreover, if Zn(x)→G-L Z(x) as n→∞ for any
x ∈ X , then Zn(Y)→G-L Z(Y) as n→∞ for any X -valued G-measurable random variable Y.
The proof is given in Section A.3. When we have the stable convergence of ∂σHˇn(σ) for a deterministic
parameter σ, this proposition helps us to extend the convergence to the case with a random parameter. Indeed,
by using Proposition 3.2, we obtain the asymptotic mixed normality of our estimator.
Theorem 3.4. Assume [B1], [B2], [V], and [C]. Then
b1/4n (σˇn − σ∗)→s-L Γ−12 Γ1/21,σ∗N ,
where N is a γ-dimensional standard normal random variable on an extension of (Ω,F , P ) and independent of
F .
Remark 3.4. For correctly specified models, we obtain
Γ1,σ∗ = Γ2 =
1
2
∫ T
0
tr(D1/2t,σ∗(∂σD1/2t,σ∗)2)dt
since Dt,† ≡ Dt,σ∗ . This value corresponds to the asymptotic variance −∂2σY1(σ∗) of the maximum-likelihood-type
estimator in Section 2.2 of [12] when γ = 2.
4 Simulation studies of neural networks
In this section, we simulate some diffusion processes Y with bt,† = b†(t, Yt) for some function b†, and calculate
the proposed estimators via neural network modeling in Section 2.2. We will verify whether the function bt,† is
well approximated.
4.1 One-dimensional Cox–Ingersoll–Ross processes
First, we consider the case where the process Y is the Cox–Ingersoll–Ross (CIR) process derived in [6], that is,
Y is a one-dimensional diffusion process satisfying a stochastic differential equation
dYt = (α1 − α2Yt)dt+ σ∗
√
YtdWt, (4.1)
where σ∗ > 0 is the parameter. We assume that 2α1 > σ
2
∗ to ensure inft∈[0,T ] Yt > 0 almost surely. Let (ǫ
n
i )i∈Z+
be independent identically distributed Gaussian random variables with variance v∗ > 0. Sampling times are
given by Sni = inf{t ≥ 0 : Nnt ≥ i} ∧ T with a Poisson process {Nt}0≤t≤T with parameter λ.
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Figure 1: Transition of Hmodeln −Hn(βˆn) for ten training results
We set Xt = (t, Yt), h(x) = x/(1 + e
−x), K = 3, L1 = L2 = 10, and ǫ = 0.0001 for Section 2.2. We
generate 100 sample paths of Y , set the number of epochs to 3, 000 and randomly pick a simulated path at each
optimization step. We use ADADELTA, proposed in Zeiler [18], with weight decay having parameter 0.005 for
optimization. We set ℓn = [n
0.45] and vˆn = (2J1,n)
−1
∑
i,m(Z
1
i,m)
2. We also calculate the maximum-likelihood-
type estimator σˆmodeln for a parametric model Σ(t, x, σ) = σ
2x, and the associated quasi-log-likelihood Hmodeln .
Figure 1 shows the levels of the loss functions Hmodeln −Hn(βˆn) for ten training results with different initial
values. The parameters are set as T = 1, n = 5000, λ = 1, α1 = α2 = 1, and σ∗ = 1. For each trial, the loss
function seems to converge to a specific value as the number of epochs increases. Since σˆmodeln is calculated
on the basis of a parametric model that includes the true model, the average value of −Hmodeln is less than
−Hn(βˆn), as expected. However, we can see that −Hn(βˆn) reaches a value close to the average of −Hmodeln ,
and is calculated without any information of the parametric model.
Figure 2: Trained function
√
Σ(0, x, βˆn). The horizontal line shows the value of x, and the vertical line shows
the value of
√
Σ.
Figure 2 shows quartiles of trained functions
√
Σ(0, x, βˆn) for 100 training results. The true function is√
Σ†(t, x) ≡ √x indicated by the dotted line. We can see that the true function is well-trained except near
the origin. Since inft Yt > 0 almost surely, the errors of trained functions are relatively large near the origin.
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Table 1: MSE median of βˆn for each number of epochs
Epochs 100 300 500 1000 3000
MSE1(βˆn) 0.2938 0.1383 0.1175 0.1094 0.0932
MSE2(βˆn) 0.3219 0.1471 0.1198 0.1097 0.0967
MSEmodel
1
0.0769
MSEmodel
2
0.0829
Table 2: Average of Hmodeln −Hn(β) for each number of epochs
Epochs 30 120 300 600 900
Hmodel
n
−Hn(βˆn) 317.2 288.8 285.6 285.2 284.9
Hmodel
n
−Hn(βˇn) 474.6 324.8 293.4 290.0 289.0
Table 1 shows the average values of
MSEk(β) =
√√√√ 1
20
20∑
i=1
∣∣Σ(0, x(k)i , β)− Σ†(x(k)i )∣∣2
for 100 trials, where x
(1)
i = 0.1i and x
(2)
i = 0.1+ 0.1i. We also calculate similar quantities MSE
model
k for σˆ
model
n .
The performance of σˆmodeln is better since it is calculated by using the structure of parametric model. Though
βˆn can be calculated without the structure of parametric model, we can see that βˆn achieves good performance
for large number of epochs.
Figure 3 shows the quartiles of Hmodeln −Hn(βˇn) for 100 training results with different initial values, where
βˇn is the bias-corrected estimator in Section 3.2 for the neural network model in Section 2.2. Table 2 shows
the numerical values for certain numbers of epochs. Though βˇn achieves the optimal rate b
−1/4
n , the level of
Hn(βˇn) is the same as that of Hn(βˆn) or even worse. This seems to hapen because the estimation accuracy of
the estimator Bm,n for Σsm−1,† is not so good as seen in Lemma 6.6.
Figure 3: Transition of the quartiles of Hmodeln −Hn(β)
We also calculated Hmodeln −Hn(β˙n) and MSE for β˙n in Figure 4 and Table 3, where β˙n is the estimator in
Section 3.3 for the neural network model in Section 2.2. In Figure 4, the performances of β˙n are poor compared
to βˆn for some initial values. In contrast, the time needed for calculation was reduced, as 3,000 training runs
took 8.33 s for β˙n in contrast with 333.01 s for σˆn (CPUFIntel R© Xeon R© Processor E5-2680 v4, 35M Cache, 2.40
GHz). So β˙n is useful for reducing computational cost.
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Figure 4: Transition of Hmodeln −Hn(β˙n) for ten training results
Table 3: MSE median of the estimator β˙n
Epochs 100 300 500 1000 3000
MSE1(β˙n) 0.4902 0.2368 0.1545 0.1441 0.1349
MSE2(β˙n) 0.5285 0.2610 0.1664 0.1506 0.1393
4.2 Two-dimensional Cox–Ingersoll–Ross with intraday seasonality
We also simulate sample paths when Y is a two-dimensional CIR-type process with intraday seasonality:{
dY 1t = (α1 − α3Y 1t )dt+ (at2 + bt+ c)σ1,∗
√
Y 1t dW
1
t
dY 2t = (α2 − α4Y 2t )dt+ (at2 + bt+ c)
√
Y 2t (σ3,∗dW
1
t + σ2,∗dW
2
t )
(4.2)
where Wt = (W
1
t ,W
2
t ) is a two-dimensional standard Wiener process, and we define ǫ
n,j
i , S
n,j
i , λj , vˆj,n and vj,∗
for j ∈ {1, 2} in a way similar to the first example. We set α1 = α2 = α3 = α4 = 1, a = 1, b = −4/3, c = 2/3,
(σ1,∗, σ2,∗, σ3,∗) = (1,
√
0.75, 0.5), λ1 = λ2 = 1 and v1,∗ = v2,∗ = 0.005. We calculate the estimators as the
values of a, b and c are known for simplicity.
Figure 5: Transition of Hmodeln −Hn(βˆn) for ten training results
Figure 5 shows the transition of Hmodeln −Hn(βˆn), Figure 6 shows that of Hmodeln −Hn(β˙n), and Table 4
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Table 4: MSE median for each estimator
Epochs 100 300 500 1000 3000
MSE1(βˆn) 0.2402 0.1763 0.1521 0.1264 0.1066
MSE2(βˆn) 0.2602 0.1868 0.1580 0.1289 0.1067
MSE1(β˙n) 0.2643 0.2094 0.1685 0.1526 0.1234
MSE2(β˙n) 0.2873 0.2271 0.1798 0.1609 0.1270
MSEmodel
1
0.0946
MSEmodel
2
0.1127
Figure 6: Hmodeln −Hn(β˙n) for ten training results
shows the MSE of each estimator, where tj = 0.05× j and
MSEk(β) =
√√√√ 1
8000
20∑
i,j,l=1
2∑
m,m′=1
[
Σ(tj , x
(k)
i , x
(k)
l , β)− Σ†(tj , x(k)i , x(k)l )
]2
m,m′
We can see that the calculation time of β˙n is much shorter than that of βˆn: training 3000 times takes 12.74
s for β˙n but 1217.41 s for βˆn. This tendency becomes stronger as the dimensionality of Y is increase.
5 Empirical analysis
We trained on high-frequency data in the Tokyo Stock Exchange by using a neural network. Our data comprise
transaction data about five major stocks listed in the Tokyo Stock Exchange: Nissan Motor Co., Ltd. (Nissan;
trading symbol: 7201.T), Toyota Motor Corporation (Toyota; trading symbol: 7203.T), Honda Motor Co., Ltd.
(Honda; trading symbol: 7267.T), Mitsubishi UFJ Financial Group, Inc. (MUFG; trading symbol: 8306.T),
and Nippon Telegraph and Telephone Corporation (NTT; trading symbol: 9432.T).
We train Σt,† by using the neural network Σ(t,Xt, β) defined in Section 2.2, changing the explanatory process
Xt, and find useful factors for forecasting Σt,†. We use transaction data over all trading days between January
2016 and December 2016. We calculate βˆn from three months of high-frequency data of each stock, and forecast
Σt,† for each trading day in the subsequent month. Though we cannot observe Σt,†, examining (3.6) shows
that the differences of Hn(β) are approximations of the differences of D(Σ(β),Σ†), and D evaluates a distance
between Σ(β) to Σ†. The predictive capability of the estimators is thus assessed by Hn(β).
We set h, K, Ln, ǫ, and vˆn as in Section 4.1 and use ADADELTA and weight decay with parameter 0.005.
We randomly pick one-day data from the three months of data at each optimization step, setting the number
of epochs to 3, 000. We divide one-day data into the morning period (0900–1130: a.m.) and afternoon period
(1230–1500: p.m.) because the Tokyo Stock Exchange is closed for lunch. The estimator σ˙n is used for training,
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Table 5: Average values of −Hn(β˙n)/10000 in one-dimensional prediction
a.m. p.m.
code NeNet Poly1 Poly2 Poly3 NeNet Poly1 Poly2 Poly3
7201 -20.39 -18.03 -18.51 -18.38 -23.44 -20.07 -20.30 -20.18
7203 11.83 51.20 45.44 44.61 9.18 62.15 58.03 57.46
7267 1.82 11.17 10.24 10.48 -0.32 11.94 10.84 11.15
8306 -102.50 -98.98 -99.21 -99.31 -84.64 -67.27 -68.24 -67.70
9432 5.70 17.16 16.01 15.86 3.95 17.68 16.27 15.78
Table 6: Average values of −Hn(β˙n)/10000 in two-dimensional prediction
a.m. p.m.
code pair NeNet Poly1 Poly2 Poly3 NeNet Poly1 Poly2 Poly3
7201-7203 -8.65 34.77 25.82 23.05 -14.73 30.69 27.50 26.85
7201-7267 -17.79 -6.84 -7.68 -7.81 -22.84 -9.47 -10.81 -11.00
7201-8306 -109.48 -102.51 -102.69 -102.97 -110.17 -92.46 -92.63 -91.19
7201-9432 -13.81 0.53 -0.60 -1.78 -18.72 -2.98 -5.28 -5.30
7203-7267 12.12 61.58 57.41 55.05 7.00 66.19 63.61 61.94
7203-8306 -80.31 -32.45 -37.51 -39.19 -80.33 -10.04 -12.85 -16.64
7203-9432 16.45 67.59 63.92 60.48 11.05 72.96 69.23 68.83
7267-8306 -88.94 -73.24 -74.43 -74.65 -88.16 -58.67 -61.78 -61.41
7267-9432 7.23 28.67 27.04 26.28 2.88 25.79 23.63 23.29
8306-9432 -84.86 -67.33 -68.41 -69.17 -84.36 -51.64 -52.22 -53.64
and we adopt the estimator that attains the best value of Hn over three optimization trials, randomly changing
the initial value. We use high-frequency data of the volatility index (VI) as the explanatory process Xt, this is
the implied volatility calculated by using the option price of the Nikkei 225 index.
For comparison, we also calculate an estimator obtained by the polynomial functions
Σ(t, x, β) =
(
β0 +
p∑
j=1
(βjt
j + βj+px
j)
)2
+ ǫ (5.1)
for β = (βj)
2p
j=0. We change p = 1, 2, and 3 (for Poly1, Poly2, Poly3, respectively) and compare the performance
with that when using the neural network (NeNet). Since optimization of polynomial models are unstable
compared to neural network, we calculate β˙n ten times and select the best result.
Table 5 shows the average values of −Hn(β˙n)/10000 for each day from April 1st, 2016 to December 30th,
2016. We can see that the neural network outperforms the polynomial models in each case (smaller is better).
The neural network can express complex models since we can stably optimize the parameter by using back
propagation.
We also trained Σt,† for the two-dimensional process Y that corresponds to each stock pair of above five
stocks. X is the same as above, we let K = 3, L1 = L2 = 30 and set weight decay with parameter 0.01. Table 6
shows the average values of −Hn(β˙n)/10000 under these settings.
6 Proofs
This section contains proofs of the main results. Some preliminary lemmas are proved in Section 6.1. Section 6.2
addresses the consistency results used in Theorem 3.1. The results related to the optimal rate of convergence
(Proposition 3.1 and Theorem 3.2) are shown in Section 6.3. Theorem 3.3 is proved in Section 6.4. In Section 6.5,
the results for asymptotic mixed normality (Theorem 3.4) are discussed.
18
6.1 Preliminary results
In this subsection, we will prove Lemma 6.2, which enables us to replace Hn with the more tractable H˜n in the
proof of the main results.
For random variables (Xn)n∈N and (Yn)n∈N, we let Xn ≈ Yn mean Xn −Yn P→ 0 as n→ ∞. We use the
symbols C and Cq for a generic positive constant that can vary from line to line (Cq depends on q, with q > 0).
We will prove the main results by replacing Conditions [A1] and [B1] with [A1′] and [B1′], respectively, using
localization techniques to those used in proving Lemma 4.1 of Gobet [7].
[A1′] [A1] is satisfied by O = RγX , µt = 0 for any t ∈ [0, T ], the values bt,†, b(j)t , and bˆ(j)t are bounded, and
there exists a positive constant L such that
‖∂lσΣ‖ ∨ ‖Σ−1‖(t, x, σ) ≤ L, ‖Σ′−1/2Abs(Σ− Σ′)Σ′−1/2‖(t, x, σ) ≤ 1− 1/L,
|∂lσΣ(s, x, σ) − ∂lσΣ(t, y, σ)| ≤ L(|x− y|+ |s− t|)
for any s, t ∈ [0, T ], x, y ∈ RγX , σ ∈ Λ and l ∈ {0, 1}.
[B1′] [A1′] and [B1] are satisfied and there exists a positive constant L′ such that ‖∂lσ∂xΣ(t, x, σ)‖ ≤ L′ and
|∂lσ∂xΣ(t, x, σ) − ∂lσ∂xΣ(t, y, σ)| ≤ L′|x− y| for any t ∈ [0, T ], x, y ∈ RγX , σ ∈ Λ and l ∈ {0, 1}.
For a sequence cn of positive numbers, let us denote by {R¯n(cn)}n∈N a sequence of random variables (which
may depend on 1 ≤ m ≤ ℓn and σ ∈ Λ¯) satisfying
E
[(
b−δn c
−1
n
(rn/bn)
p2(kn/kn)
p4
(rn/bn)p1(k¯n/kn)p3
sup
σ,m
EΠ[|R¯n(cn)|q]1/q
)q′]
→ 0
as n→∞ for any q, q′, δ > 0 and some constants p1, · · · , p4 ≥ 0, where k¯n = maxj,m kjm and kn = minj,m kjm.
Let
H˜n(σ) = −1
2
ℓn∑
m=2
(Z˜⊤mS˜
−1
m (σ)Z˜m + log det S˜m(σ)).
In the proofs of the main results, we will replace Hn with H˜n. In the following we introduce some lemmas to
show that this replacement is acceptable. Let Mm,∗ = diag((v1,∗M1,m, · · · , vγ,∗Mγ,m)),
D′m = diag((D
′
1,m, · · · , D′γ,m)), D′j,m = diag((|Iji,m|)i). (6.1)
Lemma 6.1. Assume [A1′]. Let S = Sn,m be a symmetric, Fsm−1-measurable random matrix of size
∑γ
j=1 k
j
m
satisfying ‖(D′m + Mm,∗)S(D′m + Mm,∗)‖ ≤ b−1n for n ∈ N and 1 ≤ m ≤ ℓn. Then there exists a random
sequence {Qn,q}q≥2, not depending on S, such that Qn,q = R¯n(1) for q ≥ 2, and the following hold.
1. |Em[(Z˜⊤mSZ˜m)2] − 2tr((SS˜m,†)2) − tr(SS˜m,†)2| ≤ Qn,2, Em[(Z˜⊤mSZ˜m)4] ≤ ((b−4n k7n) ∨ (b−2n k4n))Qn,4 and
Em[|Z˜⊤mSZ˜m|q] ≤ b−qn k2qn Qn,q for q > 4.
2. EΠ[|
∑
m(Zm − Z˜m)⊤S(Zm + Z˜m)|q] ≤ (b−3n k7n)q/4Qn,q for q ≥ 4.
3. EΠ[|
∑
m(Zm − Z˜m)⊤S(Zm + Z˜m)|2] ≤ b−1n k2nQn,2.
This lemma is obtained similarly to Lemma 4.3 in [12]. In contrast with Lemma 4.3 of [12], the smoothness
of b is not assumed here, and the assumptions for b† are different from those in [12]. However, these differences
do not affect the conclusion.
Remark 6.1. For random matrices S1 and S2, we have
Em[(Z˜
⊤
m(S1 +S2)Z˜m)
2] = Em[(Z˜
⊤
mS1Z˜m)
2] + Em[(Z˜
⊤
mS2Z˜m)
2]
+2Em[Z˜
⊤
mS1Z˜mZ˜
⊤
mS2Z˜m].
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Then, if both S1 and S2 satisfy the conditions of S in Lemma 6.1, we obtain∣∣∣∣Em
[ 2∏
j=1
(Z˜⊤mSjZ˜m)
]
− 2tr
( 2∏
j=1
(S˜m,∗Sj)
)
−
2∏
j=1
tr(S˜m,∗Sj)
∣∣∣∣ ≤ Q˜n,2,
where Q˜n,2 = R¯n(1).
Remark 6.2. Suppose that the assumptions in Lemma 6.1 are satisfied. Then for q > 4, Lemma 6.1, the
Burkholder–Davis–Gundy inequality and Jensen’s inequality yield
EΠ
[∣∣∣∣
ℓn∑
m=2
E¯m[Z˜
⊤
mSZ˜m]
∣∣∣∣
q]
≤ CqEΠ
[( ℓn∑
m=2
E¯m[Z˜
⊤
mSZ˜m]
2
)q/2]
≤ CqEΠ
[( ℓn∑
m=2
Em[E¯m[Z˜
⊤
mSZ˜m]
2]
)q/2]
+CqEΠ
[( ℓn∑
m=2
E¯m[E¯m[Z˜
⊤
mSZ˜m]
2]2
)q/4]
≤ CqEΠ
[( ℓn∑
m=2
tr((SS˜m,†)
2)
)q/2]
+R¯n(ℓ
q
2
n ) + Cq(ℓn − 1)
q
4
−1
ℓn∑
m=2
EΠ[(Z˜
⊤
mSZ˜m)
q]
≤ CqEΠ
[( ℓn∑
m=2
tr((SS˜m,†)
2)
)q/2]
+ R¯n(ℓ
q
2
n + b
− 3
4
q
n k
7
4
q
n ).
Lemma 6.2. Assume [A1′], [V], and that rn = Op(b
−1+ǫ
n ) and rn = Op(b
1+ǫ
n ) for any ǫ > 0. Then
b−1/2n sup
σ1,σ2∈Λ¯
|(Hn(σ1, vˆn)−Hn(σ2, vˆn))− (H˜n(σ1)− H˜n(σ2)| P→ 0. (6.2)
Moreover, if [B1′] is also satisfied and ℓnb
−3/7−ǫ
n →∞ as n→∞ for any ǫ > 0, then
b−1/4n sup
σ1,σ2∈Λ¯
|(Hn(σ1, vˆn)−Hn(σ2, vˆn))− (H˜n(σ1)− H˜n(σ2))| P→ 0. (6.3)
Proof. We obtain
b−1/4n sup
σ1,σ2∈Λ¯
|(Hn(σ1,n, vˆn)−Hn(σ2,n, vˆn)−Hn(σ1,n, v∗) +Hn(σ2,n, v∗))| P→ 0
by an argument similar to that in the proof of Lemma 4.4 in [12]. Moreover, we can make the following
decomposition:
Hn(σ1, v∗)−Hn(σ2, v∗)− H˜n(σ1) + H˜n(σ2) =
3∑
j=1
Ψˆj,n(σ1,n, σ2,n),
where Ψˆj,n is defined similar to that in Lemma 4.4 in [12] for 1 ≤ j ≤ 3.
Sobolev’s inequality yields
E
[
sup
σ1,σ2
|Ψˆ1,n(σ1, σ2)|q
]
≤ Cq sup
σ1,σ2
∑
0≤l1,l2≤1
l1+l2≤1
E[|∂l1σ1∂l2σ2Ψˆ1,n(σ1, σ2)|q]
for sufficiently large q > 0, and then Point 2 of Lemma 6.1 yields supσ1,σ2 |Ψˆ1,n(σ1, σ2)| = R¯n(b−3/4n k7/4n ).
Moreover, similarly to Lemma 4.4 in [12], we have b
−1/2
n supσ1,σ2 |Ψˆj,n(σ1, σ2)|
P→ 0 for any ǫ > 0 and j ∈ {2, 3},
and therefore, we obtain (6.2).
If further [B1′] is satisfied and ℓnb
−3/7−ǫ
n →∞ as n→∞ for any ǫ > 0, we can similarly obtain (6.3).
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The following lemma gives a useful expansion of S˜−1m (σ); the expansion will be repeatedly used. Let Kkm =∑
1≤l≤k k
l
m. Let Ip := {(i0, · · · , ip) ∈ {1, · · · , γ}p+1; ij−1 6= ij (1 ≤ j ≤ p)}. Let Gk,l be a kkm × klm matrix with
elements [Gk,l]ij = |Iki,m ∩ I lj,m|, Dk,m(B, v) = [B]kkD′k,m + vkMk,m, and let Ei,m be a Kγm × kim matrix with
elements
[Ei,m]jk =
{
1 j − k = Ki−1m
0 otherwise
.
Lemma 6.3. Let B be a γ × γ symmetric, positive definite matrix with ‖B−1‖ ≤ R and ‖B′−1/2Abs(B −
B′)B′−1/2‖ ≤ 1− 1/R for B′ = diag(([B]ii)γi=1) with R some positive constant. Then
(6.4)
S−1m (B, v) =
∞∑
p=0
(−1)p
∑
(i0,··· ,ip)∈Ip
( p∏
l=1
[B]il−1,il
)
×Ei0,m
( p∏
l=1
D−1il−1,m(B, v)Gil−1,il
)
D−1ip,m(B, v)E
⊤
ip,m
and
(6.5)
log detSm(B, v) =
γ∑
i=1
log detDi,m(B, v)
−
∞∑
p=1
(−1)p
p
∑
(i0,··· ,ip)∈Ip
i0=ip
p∏
l=1
[B]il−1,iltr
( p∏
l=1
D−1il,mGil−1,il
)
for v ∈ (0,∞)γ .
Moreover,
∞∑
p=r
p!
(p− r)!
∑
(i0,··· ,ip)∈Ip
p∏
l=1
∣∣∣∣ [B]il−1,il
[B]
1/2
il−1,il−1
[B]
1/2
il,il
∣∣∣∣ ≤ γ2
∞∑
p=r
p!
(p− r)!
(
1− 1
R
)p
<∞
for any nonnegative integer r.
Proof. For p ≥ 2 and 1 ≤ i0, ip ≤ γ, we obtain
[(B′−1/2Abs(B −B′)B′−1/2)p]i0,ip =
∑
(i1,··· ,ip−1);(i0,··· ,ip)∈Ip
∏
1≤l≤p
∣∣∣∣ [B]il−1,il
[B]
1/2
il−1,il−1
[B]
1/2
il,il
∣∣∣∣.
From this, we have
∞∑
p=r
p!
(p− r)!
∑
(i0,··· ,ip)∈Ip
∏
1≤l≤p
∣∣∣∣ [B]il−1,il
[B]
1/2
il−1,il−1
[B]
1/2
il,il
∣∣∣∣
≤ γ2
∞∑
p=r
p!
(p− r)!‖B
′−1/2Abs(B −B′)B′−1/2‖p
≤ γ2
∞∑
p=r
p!
(p− r)!
(
1− 1
R
)p
<∞.
Additionally, let D′m = diag((Di,m(B, v))i), D
′′
m = diag(([B]iiD
′
i,m)i), D
′′′
m = D
′′−1/2
m D′mD
′′−1/2
m and Tm =
D
′′′−1/2
m D
′′−1/2
m (Sm −D′m)D′′−1/2m D′′′−1/2m . Then we have
Sm = D
′′1/2
m D
′′′1/2
m (EKγm +Tm)D′′′1/2m D′′1/2m , (6.6)
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and
‖Tm‖2 ≤ ‖D′′−1/2m (Sm −D′m)D′′−1/2m ‖2
= sup
|x|=1
|D′′−1/2m (Sm −D′m)D′′−1/2m x|2
= sup
|x|=1
γ∑
i=1
∣∣∣∣ ∑
1≤j≤γ,j 6=i
[B]ij
[B]
1/2
ii [B]
1/2
jj
D
′−1/2
i,m Gi,jD
′−1/2
j,m xj
∣∣∣∣
2
≤ sup
|x|=1
γ∑
i=1
( ∑
1≤j≤γ,j 6=i
|[B]ij |
[B]
1/2
ii [B]
1/2
jj
|D′−1/2i,m Gi,jD′−1/2j,m xj |
)2
≤ sup
|x|=1
γ∑
i=1
( ∑
1≤j≤γ,j 6=i
|[B]ij |
[B]
1/2
ii [B]
1/2
jj
|xj |
)2
≤ ‖B′−1/2Abs(B −B′)B′−1/2‖2 ≤ (1 − 1/R)2,
where x = (x1, · · · , xγ) and xj ∈ Rkjm for 1 ≤ j ≤ γ. To obtain this, we used the fact ‖D′−1/2i,m Gi,jD′−1/2j,m ‖ ≤ 1
for 1 ≤ i, j ≤ γ by Lemma 2 in Ogihara and Yoshida [13].
Using the above, we obtain
S−1m = D
′′−1/2
m D
′′′−1/2
m
∞∑
p=0
(−1)pTpmD′′′−1/2m D′′−1/2m
=
∞∑
p=0
(−1)p{D′−1m (Sm −D′m)}pD′−1m
=
∞∑
p=0
(−1)p
∑
(i0,··· ,ip)∈Ip
( p∏
l=1
[B]il−1,il
)
×Ei0,m
( p∏
l=1
D−1il−1,m(B, v)Gil−1,il
)
D−1ip,m(B, v)E
⊤
ip,m.
Moreover, applying (6.6) and Lemma A.3 of [12] yields
log detSm − log detD′m
= log det(EKγm +Tm) = −
∞∑
p=1
(−1)p
p
tr(Tpm)
= −
∞∑
p=1
(−1)p
p
tr((D′−1m (Sm −D′m))p),
so (6.5) holds.
Let D˜k,m = D˜k,m(σ) = [Σ˜m(σ)]kkD
′
k,m+vk,∗Mk,m andD
′
i,j,m = {|Iik−Ki−1m ∩I
j
l−Kj−1m
|1{Ki−1m <k≤Kim,Kj−1m <l≤Kjm}}1≤k,l≤Kγm .
To find the limit of H˜n, we first consider the limit of tr(S˜
−1
m (σ)D
′
i,j,m).
Let
Φi,j,m(σ1) = tr(S˜
−1
m (σ1)D
′
i,j,m)−
b
1/2
n
2
∫ sm
sm−1
√
a˜ita˜
j
t [D(t,Σ(σ1))−1/2]ijdt,
and
Ψm(σ1, σ2) = log
det S˜m(σ1)
det S˜m(σ2)
− b1/2n
∫ sm
sm−1
(tr(D(t,Σ(σ1))1/2 −D(t,Σ(σ2))1/2)dt.
Lemma 6.4. Assume [A1′] and [A2]. Let σ1,n be a Λ¯-valued random variable. Then b
−1/2
n ℓnmaxi,j,m |Φi,j,m(σ1,n)| P→
0. If [B1′] and [B2] are also satisfied, then maxi,j,m |∂lσΦi,j,m(σ1,n)| = R¯n(b−5/8n kn + 1) for 0 ≤ l ≤ 1.
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Proof. Lemma 6.3 yields
tr(S˜−1m D
′
i,j,m) =
∞∑
p=0
(−1)p
∑
(i0,··· ,ip)∈Ip
i0=i,ip=j
p∏
l=1
[Σ˜m]il−1,iltr
( p+1∏
l=1
D˜−1il−1,mGil−1,il
)
.
Here, we let ip+1 = i0.
Let c′j = aˇ
j
m/(aˇ
1
m)
2[Σ˜m]jjb
−1
n /vj,∗ with aˇ
i
m = a
i
sm−1 . Then, thanks to Lemma 5.2 of [12], we obtain
(6.7)
tr
( p+1∏
l=1
D˜−1il−1,mGil−1,il
)
=
( p∏
l=0
aˇilm
vil,∗
)
b−p−1n
(aˇ1m)
2p+2
tr
( p∏
l=0
(c′ilEk1m +M1,m)−1
)
+ op(b
1/2
n ℓ
−1
n )
=
( p∏
l=0
aˇilm
vil,∗
)
b−p−1n
(aˇ1m)
2p+2
T aˇ1mkn
π
∫ π
0
p∏
l=0
(c′il + 2(1− cosx))−1dx
+op(b
1/2
n ℓ
−1
n ).
Therefore, we obtain
(6.8)
tr(S˜−1m D
′
i,j,m) =
∞∑
p=0
(−1)pT aˇ
1
mkn
πbp+1n
∑
(i0,··· ,ip)∈Ip
i0=i,ip=j
p∏
l=1
[Σ˜m]il−1,il
×
∫ π
0
p∏
l=0
(
[Σm]il,il
bn
+
2(aˇm)
2vil,∗
aˇilm
(1 − cosx)
)−1
dx
+op(b
1/2
n ℓ
−1
n )
by Lemma 6.3.
Moreover, if [B1′] and [B2] are also satisfied, then by Remark 5.2 in [12] and following the method of the
proof of Lemma 5.2 in [12], we obtain
∂lσtr(S˜
−1
m D
′
i,j,m) =
∞∑
p=0
(−1)pT aˇ
1
mkn
πbp+1n
∂lσ
∑
(i0,··· ,ip)∈Ip
i0=i,ip=j
p∏
l=1
[Σ˜m]il−1,il
×
∫ π
0
p∏
l=0
(
[Σm]il,il
bn
+
2(aˇm)
2vil,∗
aˇilm
(1− cosx)
)−1
dx
+R¯n(b
−5/8
n kn + 1).
Let Fm(x) = diag(([Σ˜m]llb
−1
n + 2vl,∗(aˇ
1
m)
2/aˇlm(1 − cosx))l) and Σ˜′m = diag(([Σ˜m]ll)l). By an argument
similar to the above, the right-hand side of (6.8) is equal to
T aˇ1mℓ
−1
n
π
∫ π
0
[(Fm(x) + b
−1
n (Σ˜m − Σ˜′m))−1]ijdx + op(b1/2n ℓ−1n ).
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Hence, by setting Am = diag((4vj,∗(aˇ
1
m)
2/aˇjm)j) + b
−1
n Σ˜m, Lemma A.1 yields
tr(S˜−1m D
′
i,j,m)
=
T aˇ1mℓ
−1
n
π
∫ ∞
−∞
[(Amt
2 + b−1n Σ˜m)
−1]ijdt+ op(b
1/2
n ℓ
−1
n )
= Tb1/2n ℓ
−1
n aˇ
1
m[A
−1/2
m (A
−1/2
m Σ˜mA
−1/2
m )
−1/2A−1/2m ]ij + op(b
1/2
n ℓ
−1
n )
=
b
1/2
n
2
∫ sm
sm−1
√
a˜ita˜
j
t [D(t,Σ(σ1,n))−1/2]ijdt+ op(b1/2n ℓ−1n ).
Additionally, we can extend this to maxi,j,m |∂lσΦi,j,m(σ1,n)| = R¯n(b−5/8n kn + 1) for 0 ≤ l ≤ 1 in cases where
[B1′] and [B2] are satisfied.
Lemma 6.5. Assume [A1′] and [A2]. Let σ1,n and σ2,n be Λ¯-valued random variables. Then,
b−1/2n ℓnmaxm
|Ψm(σ1,n, σ2,n)| P→ 0.
If [B1′] and [B2] are also satisfied, then maxm |∂l1σ1∂l2σ2Ψm(σ1,n, σ2,n)| = R¯n(b−5/8n kn + 1) for 0 ≤ l1, l2 ≤ 1.
Proof. Letting D˜′m = diag((D˜i,m)
γ
i=1) Lemma 6.3 yields
log
det S˜m
det D˜′m
=
∞∑
p=1
(−1)p−1
p
∑
(i0,··· ,ip)∈Ip
i0=ip
p∏
l=1
[Σ˜m]il−1,iltr
( p∏
l=1
D˜−1il,mGil−1,il
)
=
∞∑
p=1
(−1)p−1
p
∑
(i0,··· ,ip)∈Ip
i0=ip
p∏
l=1
[Σ˜m]il−1,il
T aˇ1mkn
πbpn
×
∫ π
0
p−1∏
l=0
[Fm(x)]−1il,ildx+ op(b1/2n ℓ−1n )
=
T aˇ1mkn
π
∫ π
0
log det(Eγ + b−1n F−1m (x)(Σ˜m − Σ˜′m))dx+ op(b1/2n ℓ−1n ).
We write A′m = Am − b−1n Σ˜m + b−1n Σ˜′m. Lemma A.3 of [12] and Lemmas A.2 and A.3 together yield∫ π
0
log det(Eγ + b−1n F−1m (Σ˜m − Σ˜′m))dx
=
∫ π
0
log
det(Fm(x) + b
−1
n (Σ˜m − Σ˜′m))
detFm(x)
dx
=
∫ ∞
−∞
1
1 + t2
{
log det(Amt
2 + b−1n Σ˜m)− log det(A′mt2 + b−1n Σ˜′m)
}
dt
= π
{
log
detAm
detA′m
+ 2 log
det(Eγ + b−1/2n
√
A
−1/2
m Σ˜mA
−1/2
m )
det(Eγ + b−1/2n
√
A
′−1/2
m Σ˜′mA
′−1/2
m )
}
= 2πb−1/2n
{
tr(
√
A
−1/2
m Σ˜mA
−1/2
m )− tr(
√
A
′−1/2
m Σ˜′mA
′−1/2
m )
}
+ op(b
−1/2
n )
= 2πb−1/2n
{
1
2aˇ1m
tr(D(sm−1,Σ(σ1,n))1/2)−
∑
j
(aˇjm/vj,∗)
1/2
2aˇ1m
√
[Σ˜m]jj
}
+op(b
−1/2
n ).
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By an argument similar to the above, (5.20) in [12], and the arguments after that yield
log
det D˜l,m(σ1,n)
det D˜l,m(σ2,n)
= b1/2n T ℓ
−1
n
√
aˇlm
vl,∗
[Σ˜m]
1/2
ll (σ1,n)− [Σ˜m]1/2ll (σ2,n)) + op(b1/2n ℓ−1n )
for any 1 ≤ l ≤ γ. Therefore, we obtain
log
det S˜m(σ1,n)
det S˜m(σ2,n)
= b1/2n
∫ sm
sm−1
{
tr(D(t,Σ(σ1,n))1/2 − tr(D(t,Σ(σ2,n))1/2
}
dt+ op(b
1/2
n ℓ
−1
n ).
We then have maxm |∂l1σ1∂l2σ2Ψm(σ1,n, σ2,n)| = R¯n(b−5/8n kn +1) for 0 ≤ l1, l2 ≤ 1 if further [B1′] and [B2] are
satisfied.
6.2 Proof of Theorem 3.1
Using localization techniques similar to those used in Lemma 4.1 of Gobet [7], we may assume [A1′] instead of
[A1] without weakening the outcome.
Then, Lemma 6.2 yields
b−1/2n (Hn(σ1,n, vˆn)−Hn(σ2,n, vˆn))− b−1/2n (H˜n(σ1,n)− H˜n(σ2,n)) P→ 0 (6.9)
for Λ¯-valued random variables σ1,n and σ2,n.
Moreover, Sobolev’s inequality and Remark 6.2 yield
(6.10)
EΠ
[
sup
σ1,σ2∈Λ¯
∣∣∣∣∑
m
tr((S˜−1m (σ1)− S˜−1m (σ2))(Z˜mZ˜⊤m − S˜m,†))
∣∣∣∣
q]
≤ Cq sup
σ1,σ2
1∑
j1,j2=0
EΠ
[∣∣∣∣∑
m
∂j1σ1∂
j2
σ2tr((S˜
−1
m (σ1)− S˜−1m (σ2))E¯m[Z˜mZ˜⊤m])
∣∣∣∣
q]
≤ Cq sup
σ1,σ2
1∑
j1,j2=0
EΠ
[(∑
m
tr((∂j1σ1∂
j2
σ2(S˜
−1
m (σ1)− S˜−1m (σ2))S˜m,†)2)
) q
2
]
+R¯n(ℓ
q/2
n + b
−3q/4
n k
7q/4
n )
for sufficiently large q.
Lemmas A.1 and 5.2 of [12] together yield
tr(((S˜−1m (σ1)− S˜−1m (σ2))S˜m,†)2) (6.11)
= tr({S˜−1m (σ1)(S˜m,† − S˜m(σ1))− S˜−1m (σ2)(S˜m,† − S˜m(σ2))}2)
≤ 2
2∑
j=1
tr({S˜−1m (σj)(S˜m,† − S˜m(σj))}2)
≤ 2
2∑
j=1
‖D′1/2m S˜m(σj)D′1/2m ‖
×tr(D′−1/2m (S˜m,† − S˜m(σj))S˜−1m (σj)(S˜m,† − S˜m(σj))D′−1/2m )
≤ C
2∑
j=1
‖D′−1/2m (S˜m,† − S˜m(σj))D′−1/2m ‖2tr(S˜−1m (σj)D′m)
≤ C
2∑
j=1
tr(S˜−1m (σj)D
′
m).
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Similarly, we obtain
tr((∂j1σ1∂
j2
σ2(S˜
−1
m (σ1)− S˜−1m (σ2))S˜m,†)2) ≤ C
2∑
j=1
tr(S˜−1m (σj)D
′
m) (6.12)
for 0 ≤ j1, j2 ≤ 1.
Moreover, Lemma 2 of [13], Lemma A.4 of [12] and the inequality
D
′−1/2
i,m D˜i,mD
′−1/2
i,m ≥ [Σ˜m]iiEKγm
together give
‖D′−1/2i,m Si,jD′−1/2j,m ‖ ≤ 1 and ‖D′1/2i,m D˜−1i,mD′1/2i,m ‖ ≤ [Σ˜m]−1ii ,
Taking this with Lemma 6.3 and Lemma 5.2 of [12] and setting p = 0, we obtain
(6.13)
tr(S˜−1m D
′
m)
≤
∞∑
p=0
∑
(i0,··· ,ip)∈Ip
ip=i0
∣∣∣∣
p∏
l=1
[Σ˜m]il−1,il
∣∣∣∣tr
(( p∏
l=1
(D˜−1il−1,mSil−1,il)
)
D˜−1ip,mD
′
i0,m
)
≤
∞∑
p=0
∑
(i0,··· ,ip)∈Ip
∣∣∣∣
p∏
l=1
[Σ˜m]il−1,il
[Σ˜m]
1/2
il−1,il−1
[Σ˜m]
1/2
il,il
∣∣∣∣tr(D˜−1i0,mD′i0,m)
= Op(b
1/2
n ℓ
−1
n ).
Then, (6.9)–(6.13) yield
Hn(σ1,n, vˆn)−Hn(σ2,n, vˆn)
= −1
2
∑
m
(
tr((S˜−1m (σ1,n)− S˜−1m (σ2,n))S˜m,†) + log
det S˜m(σ1,n)
det S˜m(σ2,n)
)
+op(b
1/2
n ).
Moreover, [A1′] and [A2] imply
−1
4
∑
m
∑
i,j
∫ sm
sm−1
√
a˜ita˜
j
t [D(t,Σ(σ1,n))−1/2]ij [Σm,† − Σm(σ1,n)]ijdt
= −1
4
∫ T
0
tr(D(t,Σ(σ1,n))−1/2(D(t,Σ†)−D(t,Σ(σ1,n)))dt + op(1).
Together with Lemmas 6.4 and 6.5 and the observation that
tr(S˜−1m (σj,n)S˜m,†) = tr(S˜
−1
m (σj,n)(S˜m,† − S˜m(σj,n))) +
γ∑
i=1
kim
for j ∈ {1, 2}, we have
b−1/2n (Hn(σ1,n, vˆn)−Hn(σ2,n, vˆn)) = D(Σ(σ2,n),Σ†)−D(Σ(σ1,n),Σ†) + op(1). (6.14)
Since σ 7→ D(Σ(σ),Σ†) is continuous, there exists a Λ¯-valued random variable σ∗ such that
D(Σ(σ∗),Σ†) = min
σ
D(Σ(σ),Σ†). (6.15)
The definition of σˆn implies b
−1/2
n (Hn(σˆn, vˆn)−Hn(σ∗, vˆn)) ≥ 0. Together with the inequalityD(Σ(σˆn),Σ†)−
D(Σ(σ∗),Σ†) ≥ δ, we have
|b−1/2n (Hn(σˆn, vˆn)−Hn(σ∗, vˆn)) +D(Σ(σˆn),Σ†)−D(Σ(σ∗),Σ†)| ≥ δ.
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Therefore, for any ǫ, δ > 0 there exists some N ∈ N such that
P [|D(Σ(σˆn),Σ†)−D(Σ(σ∗),Σ†)| ≥ δ] < ǫ.
for all n ≥ N , by (6.14).
6.3 Proof of optimal rate of convergence
In this subsection, we prove the results of Section 3.2. We first prove Proposition 3.1.
Proof of Proposition 3.1.
By localization techniques, we can assume [B1′] instead of [B1].
By the definitions of H˜n and ∆n, we have
H˜n(σ1,n)− H˜n(σ2,n)
= −1
2
∑
m
(
Z˜⊤m(S˜
−1
m (σ1,n)− S˜−1m (σ2,n))Z˜m + log
det S˜m(σ1,n)
det S˜m(σ2,n)
)
= ∆n(σ1,n, σ2,n)
−1
2
∑
m
(
tr(S˜m,†(S˜
−1
m (σ1,n)− S˜−1m (σ2,n))) + log
det S˜m(σ1,n)
det S˜m(σ2,n)
)
.
Then, Lemma 6.2, the Ho¨lder continuity of at and [B1
′] yield the desired result.
In the following, we check that Hˇn −Hn cancels the bias term of Hn. First, we show hat Bm,n is a good
approximation of Σ˜m,†.
Let B˜m,n be a γ × γ matrix defined by
[B˜m,n]ij =
ℓn
TΨ1
{( kim∑
l=1
gilZ
i
m,l
)( kjm∑
l=1
gjlZ
j
m,l
)
− vi,∗
kim
Ψ21{i=j}
}
.
Lemma 6.6. Assume [B1′], [B2], and [V]. Then, B˜m,n−Bm,n = Op(b1/2n k−2n ), E¯m[B˜m,n− Σ˜m,†] = R¯n(1), and
Em[B˜m,n − Σ˜m,†] = R¯n(k−1/2n + ℓ−1n ) all hold.
Proof. It is straightforward to see that B˜m,n −Bm,n = Op(b1/2n k−2n ).
We first obtain
kim∑
l1=1
kjm∑
l2=1
gil1g
j
l2
Zi1,m,l1Z
j
2,m,l2
=
kjm∑
l2=0
kim∑
l1=1
gil1(g
j
l2
− gjl2+1)Zi1,m,l1ǫ
j
l2
= R˜n(knk
−1
n b
−1/2
n ) = R˜n(b
−1/2
n ).
Here, Xm,n = R˜n(cn) means that Em[Xm,n] = 0 and Xm,n = R¯n(cn). Moreover, Itoˆ’s formula yields
( kim∑
l1=1
gil1Z
i
1,m,l1
)( kjm∑
l2=1
gjl2Z
j
1,m,l2
)
=
kim∑
l1=1
kjm∑
l2=1
gil1g
j
l2
(∫
Iil1,m
∩Ijl2,m
(Σt,†)ijdt+
∫
Iil1,m
∫
Ijl2,m
∩[0,t)
bjs,†dWsb
i
t,†dWt
+
∫
Ij
l2,m
∫
Ii
l1,m
∩[0,t)
bis,†dWsb
j
t,†dWt
)
= [Σ˜m,†]ij
kim∑
l1=1
kjm∑
l2=1
gil1g
j
l2
|Iil1,m ∩ Ijl2,m|+ R˜n(ℓ−3/2n ) + R¯n(ℓ−2n ) + R˜n(ℓ−1n ).
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Furthermore, we have
( kim∑
l1=1
gil1Z
i
2,m,l1
)( kjm∑
l2=1
gjl2Z
j
2,m,l2
)
=
kim∑
l1=0
(gil1 − gil1+1)ǫil1
kjm∑
l2=0
(gjl2 − g
j
l2+1
)ǫjl2 .
If i 6= j, then the independence of ǫil1 and ǫjl2 implies that the right-hand side is equal to R˜n(k−1n ). If i = j, then
that right-hand side is equal to
kim∑
l=0
(gil − gil+1)2(ǫil)2 + 2
kim∑
l1=0
∑
l2<l1
(gil2 − gil2+1)(gil1 − gil1+1)ǫil1ǫil2
=
kim∑
l=0
(gil − gil+1)2vi,∗ + R˜n(k−1n ) =
vˆi,n
kim
Ψ2 + R˜n(k
−1
n ) + R¯n(k
−1
n b
−1/2
n ).
Therefore, we obtain
( kim∑
l1=1
gil1Z
i
m,l1
)( kjm∑
l2=1
gjl2Z
j
m,l2
)
= [Σ˜m,†]ij
kim∑
l1=1
kjm∑
l2=1
gil1g
j
l2
|Iil1 ∩ Ijl2 |+
vˆi,n
kim
Ψ21{i=j} + R˜n(ℓ
−1
n ) + R¯n(ℓ
−2
n ).
We divide [sm−1, sm) into [Tkn] equidistant intervals. If I
i
l,m∩ [(j−1)[Tkn]−1, j[Tkn]−1) 6= ∅, gil −g(k/[Tkn]) =
Op(k
−1/2
n ) since l/(kim + 1) = k/[Tkn] + R¯n(k
−1/2
n ) by [B2]. Therefore, we have
kim∑
l1=1
kjm∑
l2=1
gil1g
j
l2
|Iil1,m ∩ Ijl2,m|
=
[Tkn]∑
k=1
kim∑
l1=1
kjm∑
l2=1
gil1g
j
l2
∣∣∣∣Iil1,m ∩ Ijl2,m ∩
[
j − 1
[Tkn]
,
j
[Tkn]
)∣∣∣∣
=
[Tkn]∑
k=1
kim∑
l1=1
kjm∑
l2=1
g
(
k
[Tkn]
)2∣∣∣∣Iil1,m ∩ Ijl2,m ∩
[
j − 1
[Tkn]
,
j
[Tkn]
)∣∣∣∣+ R¯n(ℓ−1n k− 12n )
=
[Tkn]∑
k=1
T ℓ−1n
[Tkn]
g
(
k
[Tkn]
)2
+ R¯n(ℓ
−1
n k
− 1
2
n )
= T ℓ−1n Ψ1 + R¯n(b
−1
n k
1/2
n ).
For the last equation, we used the fact
∑m
j=1 f(j/m)/m =
∫
f(x)dx + O(m−1) for f ∈ C1((0, 1)) when f ′ is
bounded. Hence, we have
B˜m,n − Σ˜m,† = R˜n(1) + R¯n(ℓ−1n ) + R¯n(k−1/2n ).
Lemma 6.7. Assume [B1′], [B2] and [V]. Then
2∑
j=1
(−1)j−1
∑
m
{
Gm(a˜sm−1 ,Σm(σj,n), B˜m,n, v∗)−Gm(a˜sm−1 , Σ˜m(σj,n), B˜m,n, v∗)
}
is op(b
1/4
n ).
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Proof. We first show that
2∑
j=1
(−1)j−1
∑
m
tr((S−1m (Σm(σj,n), v∗)− S−1m (Σ˜m(σj,n), v∗))Sm(B˜m,n, v∗)) = op(b1/4n ). (6.16)
The left-hand side of (6.16) can be rewritten as∑
m
tr(C(1)m Sm(B˜m,n, v∗)) · (Xˆm−1 −Xsm−1) + op(b1/4n ),
where C
(1)
m =
∫ 1
0
∑2
j=1(−1)j−1∂xS−1m (Σ(sm−1,Xα,m, σj,n), v∗)dα.
Then, using Lemma 6.6, Sobolev’s inequality, and an estimate similar to (6.11) yields
2∑
j=1
(−1)j−1
∑
m
tr((S−1m (Σm(σj,n), v∗)− S−1m (Σ˜m(σj,n), v∗))Sm(B˜m,n, v∗))
=
∑
m
tr(C(1)m Sm(Σ˜m−1,†, v∗)) · (Xˆm−1 −Xsm−1) + op(b1/4n )
=
∑
m
tr(C(2)m Sm(Σ˜m−1,†, v∗)) · (Xˆm−1 −Xsm−1) + op(b1/4n )
= Op(ℓ
1/2
n b
1/2
n ℓ
−1
n ℓ
−1/2
n ) + op(b
1/4
n ) = op(b
1/4
n ),
where C
(2)
m =
∑2
j=1(−1)j−1∂xSm(Σ(sm−1, Xsm−2 , σj,n), v∗).
Similarly, we obtain
2∑
j=1
(−1)j−1
∑
m
log
detSm(Σm(σj,n), v∗)
detSm(Σ˜m(σj,n), v∗)
= op(b
1/4
n )
by using the equation:
∂α log detSm(Σ(sm−1,Xα,m, σ), v∗)
= tr(S−1m ∂xSm)(Σ(sm−1,Xα,m, σ), v∗)(Xˆm−1 −Xsm−1).
We also obtain estimates for the limit functions by Sobolev’s inequality and similar arguments.
Lemma 6.8. Assume [B1′], [B2], and [V]. Then,
Hˇn(σ1,n, vˆn)− Hˇn(σ2,n, vˆn)
= ∆n(σ1,n, σ2,n)− b1/2n (D(Σ(σ1,n),Σ†)−D(Σ(σ2,n),Σ†)) + op(b1/4n ).
Proof. Let Σm,j = Σm(σj,n) and
G(v, σ) = 1
2
∑
m
Gm(aˆm,Σm(σ), Bm,n, v).
From this, we obtain
G(vˆn, σ1,n)− G(vˆn, σ2,n)− G(v∗, σ1,n) + G(v∗, σ2,n) (6.17)
=
1
2
∑
m
tr((S−1m (Σm,1, vˆn)− S−1m (Σm,2, vˆn))Sm(Bm,n, vˆn))
−1
2
∑
m
tr((S−1m (Σm,1, v∗)− S−1m (Σm,2, v∗))Sm(Bm,n, v∗))
+
1
2
∑
m
log
detSm(Σm,1, vˆn)
detSm(Σm,2, vˆn)
− 1
2
∑
m
log
detSm(Σm,1, v∗)
detSm(Σm,2, v∗)
.
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Let vs = (1−s)v∗+svˆn for s ∈ [0, 1], then the first and the second terms of the right-hand side of (6.17) become
1
2
∑
m
∫ 1
0
∂vtr((S
−1
m (Σm,1, vs)− S−1m (Σm,2, vs))Sm(Bm,n, vs))ds(vˆn − v∗)
= Op(b
1/2
n ℓ
−1
n b
−1/2
n ℓn) = op(b
1/4
n ).
The third term of the right-hand side of (6.17) is similarly estimated, giving
G(vˆn, σ1,n)− G(vˆn, σ2,n)− G(v∗, σ1,n) + G(v∗, σ2,n) = op(b1/4n ).
Therefore, it is sufficient to show that
2∑
j=1
(−1)j−1
∑
m
Gm(aˆm,Σm,j, Bm,n, v∗) (6.18)
−
2∑
j=1
(−1)j−1
∑
m
Gm(aˆm, Σ˜m(σj,n), Σ˜m,†, v∗) = op(b
1/4
n ),
by Proposition 3.1.
Condition [B2] yields
aˆjm − a˜jsm−1 = Op(k−1/2n + ℓ−1n ) = op(b1/4n ).
Since there exists some ǫ > 0 such that P [minj vˆj,n ≥ ǫ]→ 1 as n→∞ by [V], Lemmas 6.6 and A.3 yield
∑
m
Gm
(
aˆm,Σm,j , Bm,n, v∗
)
−
∑
m
Gm
(
a˜sm−1 ,Σm,j , Bm,n, v∗
)
= op(b
1/4
n ) (6.19)
for j ∈ {1, 2}.
Together with Lemmas 6.7 and 6.6, it is sufficient to show that∑
m
Em(a˜sm−1 , Σ˜m(σj,n), B˜m,n, v∗) (6.20)
−
∑
m
Em(a˜sm−1 , Σ˜m(σj,n), Σ˜m,†, v∗) = op(b
1/4
n )
for j ∈ {1, 2}.
The left-hand side of (6.20) can be rewritten as∑
m
∑
i,j
([B˜m,n]ij − [Σ˜m,†]ij)Φi,j,m + op(b1/4n ).
Lemmas 6.6 and 6.4 yield
E
[∣∣∣∣∑
m
∑
i,j
([B˜m,n]ij − [Σ˜m,†]ij)∂lσΦi,j,m(σ)
∣∣∣∣
q]
≤ CqE
[∣∣∣∣∑
m
∑
i,j
Em[[B˜m,n]ij − [Σ˜m,†]ij ]∂lσΦi,j,m(σ)
∣∣∣∣
q]
+CqE
[∣∣∣∣∑
m
(∑
i,j
([B˜m,n]ij − [Σ˜m,†]ij)∂lσΦi,j,m(σ)
)2∣∣∣∣
q/2]
= R¯n((k
−1/2
n + ℓ
−1
n )
2ℓ2n(b
−5/8
n kn + 1)
2) + R¯n(ℓn(b
−5/8
n kn + 1)
2) = op(b
1/2
n )
for any σ and l ∈ {0, 1}. Sobolev’s inequality then provides the desired results.
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Proof of Theorem 3.2 By localization techniques, we can additionally assume [B1′]. For the Λ¯-valued random
variable σ∗ satisfying (6.15), Lemma 6.8 yields
−b1/4n (D(Σ(σˇn),Σ†)−D(Σ(σ∗),Σ†))
= b−1/4n (Hˇn(σˇn, vˆn)− Hˇn(σ∗, vˆn))− b−1/4n ∆n(σˇn, σ∗) + op(1).
Moreover, the definition of σˇn yields Hˇn(σˇn, vˆn)− Hˇn(σ∗, vˆn) ≥ 0, and applying (6.10) and (6.11) yields
EΠ
[
sup
σ1,σ2
|b− 14n ∆n(σ1, σ2)|q
]
= Op(b
− q
4
n (ℓnb
−1/2
n kn)
q
2 ) + op(1) = Op(1) (6.21)
for a sufficiently large q.
Hence we have
P [b1/4n (D(Σ(σˇn),Σ†)−D(Σ(σ∗),Σ†)) > K] ≤ P [|b1/4n ∆n(σˇn, σ∗)| > K − 1] < ǫ
for sufficiently large K and n.
6.4 Proof of Theorem 3.3
We can assume [B1′]. Since (aˆjm)
1/2 = (a˜jsm−1)
1/2 +Op(k
−1/2
n ) by [B2], we obtain
(6.22)
H˙n(σ) = −T ℓ
−1
n
4
ℓn∑
m=2
tr
(
(D(sm−1, B˜m,n) +D(sm−1,Σ(σ)))D(sm−1,Σ(σ))−1/2
)
+op(b
−1/4
n )
by Lemmas A.3 and 6.6.
Moreover, Lemma 6.6, the Burkholder–Davis–Gundy inequality, and Sobolev’s inequality together yield
sup
σ
∣∣∣∣ℓ−1n
ℓn∑
m=2
tr((D(sm−1, B˜m,n)−D(sm−1,Σ†))D(sm−1,Σ(σ))−1/2)
∣∣∣∣ = Op(ℓ−1/2n ). (6.23)
Equations (6.22) and (6.23) yield
H˙n(σj,n) = −D(Σ(σj,n),Σ†)− 1
2
∫ T
0
tr(D(t,Σ†)1/2)dt+Op(ℓ−1/2n ). (6.24)
Since H˙n(σ˙n) ≥ H˙n(σ∗), for any ǫ > 0, (6.24) yields
P [ℓ1/2n (D(Σ(σ˙n),Σ†)−D(Σ(σ∗),Σ†) > K] < ǫ
for sufficiently large K and n.
6.5 Proof of Theorem 3.4
Similar to the case with Lemma 6.8, we have
(6.25)
b−1/4n ∂σHˇn(σ∗) = b
−1/4
n ∂σ1∆n(σ∗, σ2,n) + op(1)
= −1
2
b−1/4n
∑
m
tr(∂σS˜
−1
m (σ∗)(Z˜mZ˜
⊤
m − S˜m,†)) + op(1),
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since ∂σD(Σ(σ),Σ†)|σ=σ∗ = 0.
Using this, we apply Proposition 3.2 with x = σ and
Z(x) = −1
2
b−1/4n
∑
m
tr(∂σS˜
−1
m (σ)(Z˜mZ˜
⊤
m − S˜m,†))
to show that (3.12) holds.
First, we show the convergence under the assumption that σ is deterministic. Recall that Nk is defined in
Section 3.4.
Lemma 6.9. Assume [B1′] and [B2]. Then for any deterministic σC
−1
2
b−1/4n
∑
m
tr(∂σS˜
−1
m (σ)(Z˜mZ˜
⊤
m − S˜m,†))→s-L Γ1/21,σNγ .
Proof. By Theorem 3.2 in Jacod [8], it is sufficient to show that
b
−1/2
n
4
∑
m
Em[tr(∂σS˜
−1
m (Z˜mZ˜
⊤
m − S˜m,†))2] P→ Γ1,σ, (6.26)
and
b−1n
∑
m
Em[tr(∂σS˜
−1
m (Z˜mZ˜
⊤
m − S˜m,†))4] P→ 0. (6.27)
That equation (6.27) holds can be easily shown by using Lemma 6.1. To show (6.26), Lemma 6.1 yields
1
4
∑
m
Em[tr(∂σS˜
−1
m (Z˜mZ˜
⊤
m − S˜m,†))2] =
1
2
∑
m
tr((∂σS˜
−1
m S˜m,†)
2) + R¯n(ℓn)
=
1
2
∑
m
tr((S˜−1m ∂σS˜m(EKγm + S˜−1m (Sm,† − S˜m)))2) + R¯n(ℓn)
=
1
2
∑
m
{
tr((S˜−1m ∂σS˜m)
2) + 2tr((S˜−1m ∂σS˜m)
2S˜−1m (S˜m,† − S˜m))
+tr((S˜−1m ∂σS˜mS˜
−1
m (S˜m,† − S˜m))2)
}
+ R¯n(ℓn).
We only show that
1
2
b−1/2n
∑
m
tr((S˜−1m ∂σS˜mS˜
−1
m (S˜m,† − S˜m))2) P→
1
2
∫ T
0
K2(Dt,σ, ∂σDt,σ,Dt,† −Dt,σ)dt.
Other terms are calculated similarly.
Let Hm(x) = Fm(x) + b
−1
n (Σ˜m − Σ˜′m). Then similarly to (6.7), we obtain
1
2
b−1/2n
∑
m
tr((S˜−1m ∂σS˜mS˜
−1
m (S˜m,† − S˜m))2)
≈ T aˇ
1
mℓ
−1
n
2πb
7/2
n
∑
m
∫ π
0
tr((∂σΣ˜mH
−1
m (x)(Σ˜m,† − Σ˜m)H−1m (x))2)
}
dx.
Let Dm = A
−1/2
m Σ˜mA
−1/2
m and Dˆm = A
−1/2
m ∂σΣ˜mA
−1/2
m . Then, we obtain
1
2
b−1/2n
∑
m
tr((S˜−1m ∂σS˜mS˜
−1
m (S˜m,† − S˜m))2)
≈ T aˇ
1
mℓ
−1
n
2πb
7/2
n
∑
m
∫ ∞
−∞
(1 + t2)3
×tr({∂σΣ˜m(Amt2 + b−1n Σ˜m)−1(Σ˜m,† − Σ˜m)(Amt2 + b−1n Σ˜m)−1}2)dt.
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Since we have
(1 + t2)3
(t2 + x21)(t
2 + x22)(t
2 + x23)(t
2 + x24)
=
(
1 +
1− x24
t2 + x24
)(
1 +
1− x23
t2 + x23
)(
1 +
1− x22
t2 + x22
)
1
t2 + x21
for x1, · · · , x4 ∈ R, we can calculate the integral by using Lemma A.4, and the terms except
∏4
j=1(t
2 + x2j )
−1
can be ignored for the asymptotic case. Then, we obtain
1
2
b−1/2n
∑
m
tr((S˜−1m ∂σS˜mS˜
−1
m (S˜m,† − S˜m))2)
≈ T aˇ
1
mℓ
−1
n
2πb
7/2
n
∑
m
∫ ∞
−∞
tr({Dˆm(t2 + b−1n Dm)−1(Dm,† −Dm)(t2 + b−1n Dm)−1}2)dt
≈ T aˇ
1
mℓ
−1
n
b
7/2
n
∑
m
K2(b
−1
n Dm, Dˆm,Dm,† −Dm)
≈ T ℓ
−1
n
2
∑
m
K2(Dsm−1,σ, ∂σDsm−1,σ,Dsm−1,† −Dsm−1,σ)
≈ 1
2
∫ T
0
K2(Dt,σ, ∂σDt,σ,Dt,† −Dt,σ)dt.
To apply Proposition 3.2, we consider a series expansion of S˜−1m . Recall that D
′
j,m is defined in (6.1), and
Ei,m and G are defined just before Lemma 6.3. Let R ≥ 1 be a constant such that supt,x,σ,j[Σ(t, x, σ)]jj ≤ R.
Let Dˇj,m,1 = (RD
′
j,m + vj,∗Mj,m)
−1, Dˇj,m,q = Dˇj,m,1(D
′
j,mDˇj,m,1)
q−1 for q > 1 and
B = {(p, i0, · · · , ip, q0, · · · , qp); p ∈ Z+, 1 ≤ ij ≤ γ, ij 6= ij−1, q0, · · · , qp ∈ N}.
Then, Lemma 6.3 and the expansion D˜−1j,m =
∑∞
p=1(R − [Σ˜m]jj)p−1Dˇj,m,p yield
S˜−1m (σ˙) =
∑
α∈B
cα,m(σ˙)Sα (6.28)
for any random variable σ˙, where Sα = E
⊤
i0,m
Dˇi0,m,q0
∏p
j=1(Gij−1,ij Dˇij ,m,qj )E
⊤
ip,m
and
cα,m(σ) = (−1)p
p∏
j=0
(R− [Σ˜m(σ)]ij ,ij )qj−1
p∏
j=1
[Σ˜m(σ)]ij−1 ,ij .
Lemma 6.10. Assume [B1′] and [B2]. Then there exist continuous F-adapted stochastic processes (Eα,α′(t))t∈[0,T ],α,α′∈B
such that for any K ∈ N and continuous functions (Fk(t, x))Kk=1 and (αk)Kk=1 ⊂ B, Υ is a symmetric nonnegative
definite matrix almost surely and
(
b
− 1
4
n
∑
m
Fk(sm−1, Xsm−1)tr(Sαk(Z˜mZ˜
⊤
m − S˜m,†))
)K
k=1
→s-L Υ1/2NK ,
where Υ = ([Υ]k,k′)1≤k,k′≤K and [Υ]k,k′ =
∫ T
0
Fk(t,Xt)Fk′ (t,Xt)Eαk,αk′ (t)dt.
Proof. Let Fk,m = Fk(sm−1, Xsm−1). It is sufficient to show that
b
− 1
4
n
K∑
k=1
ak
∑
m
Fk,mtr(Sαk(Z˜mZ˜
⊤
m − S˜m,†))→s-L (ak)⊤1≤k≤KΥ1/2NK
for any constants (ak)
K
k=1.
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For any t ∈ (0, T ], Remark 6.1 yields
[ℓnt]∑
m=2
Em
[(
b−1/4n
K∑
k=1
akFk,mtr(Sαk(Z˜mZ˜
⊤
m − S˜m,†))
)2]
= b−1/2n
[ℓnt]∑
m=2
K∑
k,k′=1
akak′Fk,mFk′,mtr(S˜m,†Sαk S˜m,†Sαk′ ) + op(b
−1/2
n ),
where [x] denotes the largest integer not larger than x. By an argument similar to the proof of Lemma 6.4,
there exists a stochastic process (Eα,α′(t))t∈[0,T ] with a continuous path such that
b−1/2n tr(Sm,†SαSm,†Sα′) = T ℓ
−1
n Eα,α′(sm−1) + op(1)
for any α, α′ ∈ B. Therefore, we obtain
(6.29)
[ℓnt]∑
m=2
Em
[(
b−1/4n
K∑
k=1
akFk,mtr(Sαk(Z˜mZ˜
⊤
m − S˜m,†))
)2]
P→
∫ t
0
K∑
k,k′=1
akak′Fk(s,Xs)Fk′ (s,Xs)Eαk,α′k(s)ds =
K∑
k,k′=1
akak′ [Υ˜(t)]k,k′ ,
where [Υ˜(t)]k,k′ =
∫ t
0 Fk(s,Xs)Fk′ (s,Xs)Eαk,α′k(s)ds. The relation (6.29) shows that
∑K
k,k′=1 akak′ [Υ]k,k′ ≥ 0
almost surely, which implies that Υ is nonnegative definite.
Similarly to the case with (6.27), we can readily show
b−1n
∑
m
Em
[( K∑
k=1
akFk,mtr(Sαk(Z˜mZ˜
⊤
m − S˜m,†))
)4]
P→ 0. (6.30)
Equations (6.29) and (6.30) with Theorem 3.2 of Jacod [8] yield the desired result.
Lemma 6.11. Assume [B1′], [B2], and further assume that there exist M ∈ N and continuous functions
{Σi,1(t, x)}Mi=1 and {Σi,2(σ)}Mi=1 such that a continuous ∂σΣi,2(σ) exists on Λ¯ for 1 ≤ i ≤ M , and that
Σ(t, x, σ) =
∑M
i=1Σi,1(t, x)Σi,2(σ). Then,
b−1/4n ∂σHˇn(σ∗)→s-L Γ1/21,σ∗Nγ .
Proof. By the assumptions, there exist Lα ∈ N, continuous functions (Fα,l(t, x))Lαl=1 and (c′α,l(σ))Lαl=1 that are
C1 with respect to σ, such that
cα,m(σ) =
Lα∑
l=1
Fα,l(sm−1, Xsm−1)c
′
α,l(σ).
Together with (6.25) and (6.28), we have
∂σHˇn(σ∗) = −1
2
∑
m
tr(∂σS˜
−1
m (σ∗)(Z˜mZ˜
⊤
m − S˜m,†)) + op(b
1
4
n )
= −1
2
∑
α∈B
Lα∑
l=1
∂σc
′
α,l(σ∗)
∑
m
Fα,l,mtr(Sα(Z˜mZ˜
⊤
m − S˜m,†)) + op(b
1
4
n ),
where Fα,l,m = Fα,l(sm−1, Xsm−1).
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Let |α| = p ∨ q0 ∨ · · · ∨ qp, B0 = ∅ and BP = {α ∈ B : |α| ≤ P} \ {(0, 1)} for P ∈ N. Let S(j)P1,P2(σ) =∑
α∈BP2\BP1
∂jσcα,m(σ)Sα, cα(t, σ) =
∑Lα
l=1 Fα,l(t,Xt)c
′
α,l(σ) and
V
(j,k)
P1,P2
(σ) =
∑
α,α′∈BP2\BP1
∫ T
0
Fα,α′(t)∂
j
σcα(t, σ)∂
k
σcα(t, σ)dt
for 1 ≤ j, k ≤ 2, P1, P2 ∈ Z+ and P2 > P1. By Proposition 3.2 and Lemmas 6.9 and 6.10, it is sufficient to
show that for any ǫ, δ > 0 there exists some P ∈ N such that
P
[
sup
σ∈Λ
∣∣∣∣b− 14n ∑
m
tr(S(1)P,P ′(σ)(Z˜mZ˜⊤m − S˜m,†))
∣∣∣∣ > δ
]
< ǫ (6.31)
and
P
[
sup
σ∈Λ
|V(1,1)0,P ′ (σ) −V(1,1)0,P (σ)| > δ
]
< ǫ (6.32)
for P ′ > P .
First we show that (6.31) holds. Let Ma = aD
′
m +Mm,∗ for a > 0. Lemma A.7 in [12] yields
(6.33)
‖M1/21 SαM1/21 ‖
≤ ‖D′−1/2m MRSαMRD′−1/2m ‖‖M1/21 M−1R D′mM−1R M1/21 ‖.
Since
M
1/2
R D
′−1
m M
1/2
R ≥M1/2R (MR/R)−1M1/2R = REKγm ,
we have
M
−1/2
1 MRD
′−1
m MRM
−1/2
1 ≥ RM−1/21 MRM−1/21 ≥ REKγm . (6.34)
Equation (6.33) and (6.34) with Lemma 2 of [13] and the inequality ‖(RD′m+Mm,∗)−1/2D′m(RD′m+Mm,∗)−1/2‖ ≤
R−1 yield
‖M1/21 SαM1/21 ‖ ≤ R−1 ×R−q0−···−qp+2 = R−q0−···−qp+1. (6.35)
Similarly, Lemmas A.7 and 5.2 of [12] yield
tr(M1Sα) ≤ R−q0−···−qp+2tr(M1/21 M−1R D′mM−1R M1/21 ) (6.36)
≤ R−q0−···−qp+2‖M−1/2R M1M−1/2R ‖tr(M−1R D′m)
≤ R−q0−···−qpOp(b1/2n ℓ−1n ).
Moreover, Lemma 6.3 yields
∞∑
P=P1+1
∑
α∈BP \BP−1
|∂jσcα,m(σ)|
Rq0+···+qp
(6.37)
≤ γ2
( ∞∑
P=P1+1
aP +
(
1− ǫ
R
)P1 ∞∑
P=1
aP
)
=: CP1
for j ≤ 2, where aP = P !((P − 2)!)−1(1− 1/R)P . Then, since (6.35), (6.36) and (6.37) yield
tr((S(j)P1,P2 S˜m,†)2) ≤ CCP1
∑
α∈BP2\BP1
|∂jσcα,m(σ)|tr(M−11 S˜m,†SαS˜m,†)
≤ C2P1Op(b1/2n ℓ−1n ),
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for P ′ > P and q > 4, Remark 6.2 yields
sup
σ∈Λ
2∑
j=1
EΠ
[∣∣∣∣b− 14n ∑
m
tr(S(j)P,P ′(σ)(Z˜mZ˜⊤m − S˜m,†))
∣∣∣∣
q]
(6.38)
≤ Cq sup
σ∈Λ
2∑
j=1
EΠ
[(
b
− 1
2
n
∑
m
tr((S(j)P,P ′ (σ)S˜m,†)2)
)q/2]
+CqP R¯n(b
− q
4
n ℓ
q
2
n + b
−q
n k
7
4
q
n )
≤ CqCqP → 0
as P →∞.
Therefore, Sobolev’s inequality yields
sup
n
EΠ
[
sup
σ∈Λ
∣∣∣∣b− 14n ∑
m
tr(S(1)P,P ′(σ)(Z˜mZ˜⊤m − S˜m,†))
∣∣∣∣
q]
→ 0
as P →∞ for sufficiently large q, and this implies (6.31).
We show next that (6.32) holds. Similarly to (6.38), we obtain
sup
P∈N
sup
n
sup
σ∈Λ
2∑
j=1
EΠ
[∣∣∣∣b− 14n ∑
m
tr(S(j)0,P (Z˜mZ˜⊤m − S˜m,†))
∣∣∣∣
q]
<∞. (6.39)
Lemma 6.10 yields
b
− 1
4
n
∑
α∈BP2\BP1
∑
m
∂jσcα,m(σ)tr(Sα(Z˜mZ˜
⊤
m − S˜m,†))→s-L
√
Vj,jP1,P2(σ)N1. (6.40)
Then, Fatou’s lemma, Skorohod’s representation theorem, (6.40), and (6.38) together yield
E
[∣∣Vj,jP1,P2(σ)∣∣q/2] ≤ CqE[
∣∣∣√Vj,jP1,P2(σ)N1
∣∣∣q] ≤ CqCqP1 (6.41)
for P2 > P1, 1 ≤ j ≤ 2, q > 4 and σ ∈ Λ. Similarly, (6.39) yields
max
1≤j≤2
sup
P1∈N,σ∈Λ
E
[∣∣Vj,j0,P1(σ)∣∣q/2] <∞. (6.42)
Furthermore, the Cauchy–Schwarz inequality yields
(6.43)
|V(1,1)0,P2 −V
(1,1)
0,P1
| ≤ |V(1,1)P1,P2 |+ 2
∣∣∣∣ ∑
α∈BP1
α′∈BP2\BP1
∫ T
0
Fα,α′(t)∂σcα(t, σ)∂σcα′(t, σ)dt
∣∣∣∣
≤ |V(1,1)P1,P2 |+ 2
√
V
(1,1)
0,P1
√
V
(1,1)
P1,P2
.
Equations (6.41), (6.42) and (6.43) yield supσ E[|V(1,1)0,P2 − V
(1,1)
0,P1
|q] → 0 as P1 → ∞. By using |V(1,2)P1,P2 | ≤√
V
(1,1)
P1,P2
√
V
(2,2)
P1,P2
in a similar way, we have
sup
σ
E[|∂σ(V(1,1)0,P2 −V
(1,1)
0,P1
)|q]→ 0
as P1 →∞, letting Sobolev’s inequality yield E[supσ |V(1,1)0,P2 −V
(1,1)
0,P1
|q]→ 0 as P1 →∞ for sufficiently large q.
This implies (6.32).
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Proposition 6.1. Assume [B1′], [B2], [V], and [C]. Then,
b−1/4n ∂σHˇn(σ∗)→s-L Γ1/21,σ∗Nγ .
Proof. Let (Σi,l,1(t, x))1≤i≤I,l∈N, (Σi,l,2(σ))1≤i≤I,l∈N and (Σl(t, x, σ))l∈N be continuous, symmetric, matrix-
valued functions such that ∂σΣi,l,2 exists and is continuous, let [Σl(t, x, σ)]jk =
∑I
i=1[Σi,l,1(t, x)]jk [Σi,l,2(σ)]jk ,
and assume each Σl(t, x, σ) satisfies the conditions of Σ(t, x, σ) in [B1
′], and ∂jσΣl → ∂jσΣ as l → ∞ uni-
formly in any compact set for j ∈ {0, 1, 2}. Let Hˇn,l, S˜m,l, Σ˜m,l and Γ1,σ,l be obtained similarly to Hˇn, S˜m,
Σ˜m, and Γ1,σ, respectively, replacing Σ(t, x, σ) with Σl(t, x, σ). Let σl,∗ be a random variable that minimizes
D((Σl(t,Xt, σ))t∈[0,T ],Σ†) for l ∈ N.
Then, (6.25) yields
b−1/4n ∂σHˇn(σ∗)− b−1/4n ∂σHˇn,l(σl,∗)
= −1
2
b−1/4n
∑
m
tr((∂σS˜
−1
m (σ∗)− ∂σS˜−1m,l(σl,∗))(Z˜mZ˜⊤m − S˜m,†)) + op(1).
Moreover, an argument similar to that for (6.39) and Sobolev’s inequality yield
(6.44)
EΠ
[
sup
σ∈Λ
|u|≤1
∣∣∣∣b− 14n ∑
m
tr((∂σS˜
−1
m (σ) − ∂σS˜−1m,l(σ + ηu))(Z˜mZ˜⊤m − S˜m,†))
∣∣∣∣
q]
≤ C sup
σ∈Λ
|u|≤1
∑
0≤j,k≤1,j+k≤1
EΠ
[∣∣∣∣b− 14n ∑
m
tr(∂1+jσ ∂
k
u(S˜
−1
m (σ) − S˜−1m,l(σ + ηu))
×(Z˜mZ˜⊤m − S˜m,†))
∣∣∣∣
q]
≤ Op(1)× max
m,σ∈Λ,|u|≤1
(|∂σΣ˜m(σ) − ∂σΣ˜m,l(σ + ηu)|q
+η|∂σΣ˜m,l(σ + ηu)|q)
P→ 0
as l→∞ and η → 0 for sufficiently large q > 0.
Moreover, since σ∗ is the unique point that minimizes D(Σ(σ),Σ†) and Σl → Σ uniformly in any compact
set, we obtain
σl,∗ → σ∗ (6.45)
as l→∞ almost surely.
Thanks to (6.44) and (6.45), for any ǫ, δ > 0, there exist L,N ∈ N such that
P
[
| exp(iub−1/4n ∂σHˇn(σ∗))− exp(iub−1/4n ∂σHˇn,l(σl,∗))| ≥ δ
]
< ǫ,
P [| exp(iuΓ1/21,σ∗Nγ)− exp(iuΓ
1/2
1,σl,∗,l
Nγ)| ≥ δ] < ǫ
for l ≥ L and n ≥ N .
Therefore, Lemma 6.11 implies that there exists some N ′ ∈ N such that
|E[exp(iub−1/4n ∂σHˇn(σ∗))eivF ]− E[exp(iuΓ1/21,σ∗Nγ)eivF ]|
≤ |E[exp(iub−1/4n ∂σHˇn,L(σL,∗))eivF ]− E[exp(iuΓ1/21,σL,∗,LNγ)eivF ]|
+2ǫ+ 2δ
< 3ǫ+ 2δ
for any u ∈ Rγ , v ∈ R, n ≥ N ′, and an F -measurable random variable F .
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Proof of Theorem 3.4. By localization techniques, we may additionally assume [B1′]. Under [C], we can
show
b−1/2n ∂
2
σHˇn(ξn) = −∂2σD(Σ(ξn),Σ†) + op(1) P→ Γ2, (6.46)
similarly to (6.14). Then, Proposition 6.1 and the discussions in Section 3.4 complete the proof.
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A Appendix
A.1 Results from linear algebra
For a symmetric matrix A, let {λj(A)}j be eigenvalues of A and let U(A) be an orthogonal matrix satisfying
U(A)diag((λj(A))j)U(A)
⊤ = A.
Lemma A.1. For symmetric, positive definite matrices C1 and C2 of the same size,∫ ∞
−∞
(C1t
2 + C2)
−1dt = πC
−1/2
1 (C
−1/2
1 C2C
−1/2
1 )
−1/2C
−1/2
1 .
Proof. Let A = C
−1/2
1 C2C
−1/2
1 . Then we have∫ ∞
−∞
(C1t
2 + C2)
−1dt = C
−1/2
1
∫ ∞
−∞
(t2 + C
−1/2
1 C2C
−1/2
1 )
−1dtC
−1/2
1
= C
−1/2
1 U(A)
∫ ∞
−∞
diag((t2 + λj(A))
−1
j )dtU(A)
⊤C
−1/2
1
= πC
−1/2
1 U(A)diag((λj(A)
−1/2)j)U(A)
⊤C
−1/2
1
= πC
−1/2
1 (C
−1/2
1 C2C
−1/2
1 )
−1/2C
−1/2
1 .
Lemma A.2. For l × l symmetric, positive definite matrices C1 and C2,∫ ∞
−∞
1
1 + t2
log det(C1t
2 + C2)dt
= π log detC1 + 2π log det(El + (C−1/21 C2C−1/21 )1/2).
Proof. Let A = C
−1/2
1 C2C
−1/2
1 . Then we have∫ ∞
−∞
1
1 + t2
log det(C1t
2 + C2)dt
= π log detC1 +
n∑
j=1
∫ ∞
−∞
1
1 + t2
log(t2 + λj(A))dt
= π log detC1 +
n∑
j=1
2π log(1 +
√
λj(A))
= π log detC1 + 2π log det(El +A1/2).
Lemma A.3. Let A and B be l × l symmetric, nonnegative definite matrices such that A + B is invertible.
Then
‖A−B‖ ≤
√
l‖(A+B)−1‖‖A2 −B2‖.
Moreover, if further A and B are individually invertible, then
‖A−1 −B−1‖ ≤
√
l‖A2 −B2‖‖A−1‖‖B−1‖‖(A+B)−1‖.
Proof. Since
(A+B)(A −B) + (A−B)(A+B) = 2A2 − 2B2,
we obtain
UΛU⊤(A−B) + (A−B)UΛU⊤ = 2A2 − 2B2.
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ΛU⊤(A−B)U + U⊤(A−B)UΛ = 2U⊤(A2 −B2)U.
[U⊤(A−B)U ]ij(λi(A+B) + λj(A+B)) = [2U⊤(A2 −B2)U ]ij ,
where U = U(A+B) and Λ = diag((λj(A+ B))j). Therefore, we have
|U⊤(A−B)U |2 = 4
∑
i,j
[U⊤(A2 −B2)U ]2ij
(λi + λj)2
≤ 4 sup
i,j
1
(λi + λj)2
|U⊤(A2 −B2)U |2
≤ ‖(A+B)−1‖2|U⊤(A2 −B2)U |2,
where λi = λi(A+B). Then we have
‖A−B‖ = ‖U⊤(A−B)U‖ ≤
√
l‖(A+B)−1‖‖A2 −B2‖.
If A and B are invertible, A−1 −B−1 = B−1(B −A)A−1 yields the desired result.
Lemma A.4. Let x1, x2, x3, x4 > 0. Denote F
j
n =
∑
1≤i1<i2<···<ij≤n
∏j
l=1 xil . Then
1
π
∫ ∞
−∞
dt
(t2 + x21)(t
2 + x22)
=
1
F 12F
2
2
,
1
π
∫ ∞
−∞
dt
(t2 + x21)(t
2 + x22)(t
2 + x23)
=
F 13
F 33
∏
1≤i<j≤3(xi + xj)
,
1
π
∫ ∞
−∞
dt
(t2 + x21)(t
2 + x22)(t
2 + x23)(t
2 + x24)
=
F 14F
2
4 − F 34
F 44
∏
1≤i<j≤4(xi + xj)
.
Proof. If x1 = x2 = x3 = x4, then we can easily calculate
1
π
∫ ∞
−∞
1
(t2 + x21)
4
dt =
2i
3!
(
d
dt
)3(
1
(t+ x1i)4
)∣∣∣∣
t=x1i
=
5
16
x−71
by the residue theorem. If x1 6= x2, then
1 + t2
(t2 + x21)(t
2 + x22)(t
2 + x23)(t
2 + x24)
=
(1 + t2)(x22 − x21)−1
(t2 + x21)(t
2 + x23)(t
2 + x24)
− (1 + t
2)(x22 − x21)−1
(t2 + x22)(t
2 + x23)(t
2 + x24)
.
We can thus inductively calculate the integrals. We can obtain the results for the other cases in a similar fashion.
Lemma A.5. Let n ∈ N. Let A and B be matrices with size n × n. Assume that B is symmetric, positive
definite. Then there exists a unique matrix C such that
B1/2C + CB1/2 = A. (A.1)
Let ϕB(A) = C. Then ϕB is a linear operator on a space of n × n matrices equipped with the operator norm,
ϕB is invertible on ImϕB ,
‖ϕB‖ ≤ (1/2)
√
n‖B−1‖1/2, ‖ϕ−1B ‖ ≤ 2
√
n‖B‖1/2, (A.2)
and for a symmetric, positive definite matrix B′,
‖ϕB(A) − ϕB′(A)‖ ≤ 2n
√
n‖B′‖1/2‖B′−1‖‖A‖‖B −B′‖.
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Proof. Let U = U(B) and Λ = diag((λj(B))j). If a matrix C satisfies (A.1), we obtain
Λ1/2U⊤CU + U⊤CUΛ1/2 = U⊤AU,
and hence
[U⊤CU ]ij =
[U⊤AU ]ij
λi(B)1/2 + λj(B)1/2
. (A.3)
Therefore, C exists and is unique.
We can easily check that ϕB is linear. We also have
‖ϕB(A)‖2 = ‖U⊤ϕB(A)U‖2 = sup
|x|=1
∑
i
(∑
j
[U⊤ϕB(A)U ]ijxj
)2
= sup
|x|=1
∑
i
(∑
j
[U⊤AU ]ij
λ
1/2
i + λ
1/2
j
xj
)2
≤ ‖B
−1‖
4
sup
|x|=1
∑
i
(∑
j
|[U⊤AU ]ij ||xj |
)2
≤ ‖B
−1‖
4
sup
|x|=1
∑
i
∑
j
[U⊤AU ]2ij ≤
‖B−1‖
4
n‖U⊤AU‖2.
Then, we have ‖ϕB‖ ≤ (1/2)√n‖B−1‖1/2.
Moreover, if C = ϕB(A), we have
‖A‖2 = ‖U⊤AU‖2 = sup
|x|=1
∑
i
(∑
j
[U⊤CU ]ij(λ
1/2
i + λ
1/2
j )xj
)2
≤ 4‖B‖n‖U⊤CU‖2.
Then, ϕB is invertible and ‖ϕ−1B ‖ ≤ 2
√
n‖B‖1/2.
Furthermore, we have
0 = ϕB(A)B
1/2 − ϕB′(A)B′1/2 +B1/2ϕB(A)−B′1/2ϕB′(A)
= ϕB(A)(B
1/2 −B′1/2) + (B1/2 −B′1/2)ϕB(A) + ϕB′(ϕB(A)− ϕB′(A)).
Therefore, Lemma A.3 yields
‖ϕB(A)− ϕB′(A)‖
≤ ‖ϕ−1B′ ‖‖ϕB′(ϕB(A) − ϕB′(A))‖
≤ 4√n‖B′‖1/2‖ϕB′(A)‖‖B1/2 −B′1/2‖
≤ 2n‖B′‖1/2‖B′−1‖1/2‖A‖ × √n‖(B1/2 +B′1/2)−1‖‖B −B′‖.
Lemma A.6. Let B be a symmetric, positive definite matrix, and let A and C be symmetric matrices, all of
the same size. Then ∫ ∞
−∞
tr((A(t2 +B)−1)2)dt = 2πtr(B−
1
2ϕB(A)
2),
∫ ∞
−∞
tr((A(t2 +B)−1)2C(t2 +B)−1)dt = πK1(B,A,C),
∫ ∞
−∞
tr((A(t2 +B)−1C(t2 +B)−1)2)dt = 2πK2(B,A,C).
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Proof. We show only the last equation. Let U = U(B) and λj = λj(B
1/2). Since (U⊤ϕB(M)U)ij =
(U⊤MU)ij/(λi + λj) for a matrix M , Lemma A.4 yields∫ ∞
−∞
tr((A(t2 +B)−1C(t2 +B)−1)2)dt
=
∫ ∞
−∞
∑
i(1),··· ,i(4)
2∏
j=1
[U⊤AU ]i(j),i(j+1)[U
⊤AU ]i(j+1),i(j+2)
(t2 + λ2i(j))(t
2 + λ2i(j+1))
dt
= π
∑
i(1),··· ,i(4)
(F1F2 − F3)
∏2
j=1([U
⊤AU ]i(j),i(j+1) [U
⊤CU ]i(j+1),i(j+2))
F4
∏
1≤j<k≤4(λi(j) + λi(k))
= π
∑
i(1),··· ,i(4)
(F1F2 − F3)
F4(λi(1) + λi(3))(λi(2) + λi(4))
×
2∏
j=1
([U⊤ϕB(A)U ]i(j),i(j+1) [U
⊤ϕB(C)U ]i(j+1),i(j+2)),
where Fj =
∑
1≤k1<k2<···<kj≤4
∏j
l=1 λi(kl) and we regard i(5) = i(1).
Since F3 = λi(1)λi(3)(λi(2)+λi(4))+λi(2)λi(4)(λi(1)+λi(3)) and F2 = (λi(1)+λi(3))(λi(2)+λi(4))+λi(1)λi(3)+
λi(2)λi(4), we obtain
(F1F2 − F3)
F4(λi(1) + λi(3))(λi(2) + λi(4))
=
F2
F4(λi(1) + λi(3))
+
F2
F4(λi(2) + λi(4))
− λi(1)λi(3)
F4(λi(1) + λi(3))
− λi(2)λi(4)
F4(λi(2) + λi(4))
=
F2 − λi(1)λi(3)
F4(λi(1) + λi(3))
+
F2 − λi(2)λi(4)
F4(λi(2) + λi(4))
=
1
λi(1)λi(3)λi(4)
+
1
λi(1)λi(2)λi(3)
+
1
λi(1)λi(3)(λi(1) + λi(3))
+
1
λi(1)λi(2)λi(4)
+
1
λi(2)λi(3)λi(4)
+
1
λi(2)λi(4)(λi(2) + λi(4))
.
Therefore, we have
1
π
∫ ∞
−∞
tr((A(t2 +B)−1C(t2 +B)−1)2)dt
= 2tr(B−1/2ϕB(A)ϕB(C)B
−1/2ϕB(A)B
−1/2ϕB(C))
+2tr(ϕB(A)B
−1/2ϕB(C)B
−1/2ϕB(A)B
−1/2ϕB(C))
+2tr(ϕB(ϕB(A)ϕB(C))B
−1/2ϕB(A)ϕB(C)B
−1/2)
= 2K2(B,A,C).
A.2 Some auxiliary lemmas
Lemma A.7. Let (Ω,F , P ) be a probability space. Let G be a σ-subfield of F , let X1,X2 be continuous
random fields on a separable metric space X , and let Y be a G-measurable random variable. Assume that
(X1(x),U)
d
= (X2(x),U) for any x ∈ X and G-measurable random variable U. Then, (X1(Y),U) d= (X2(Y),U)
for any bounded G-measurable random variable U.
Proof. Let d be the metric of X . Since X is a separable metric space, there exists a countable set X0 =
(yk)k ⊂ X and a Borel function Fn : X → X0 such that d(Fn(y), y) < 1/n (y ∈ X ) for n ∈ N. By the
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assumption, E[eiuX1(x)U] = E[eiuX2(x)U] for any x and bounded G-measurable random variable U. Then, for
any u = (u1, u2), we obtain
E[exp(iu(X1(Fn(Y)),U))] =
∑
k
E[eiu2Ueiu1X1(yk)1F−1n (yk)(Y)]
=
∑
k
E[eiu(X2(yk),U)1F−1n (yk)(Y)] = E[exp(iu(X2(Fn(Y)),U))].
By letting n→∞ in the above equation, the continuity of X1 and of X2 yields (X1(Y),U) d= (X2(Y),U).
A.3 Proof of results in Section 3
Proof of (3.7).
(3.5) and Lemma A.1 in [12] yield
D(Σ(σ),Σ†) ≤ 1
4
∫ T
0
‖D−1/2t,σ ‖tr((D1/2t,σ −D1/2t,† )2)dt
≤ 1
4
sup
t
‖Σ−1t (σ)‖1/2
(
inf
j,t
ajt
)−1/2 ∫ T
0
tr((D1/2t,σ −D1/2t,† )2)dt.
Moreover,
2(D −D†) = (D1/2 −D1/2† )(D1/2 +D1/2† ) + (D1/2 +D1/2† )(D1/2 −D1/2† )
implies
4tr((D −D†)2)
= tr
({
(D1/2 −D1/2† )(D1/2 +D1/2† ) + (D1/2 +D1/2† )(D1/2 −D1/2† )
}2)
= 2tr
({
(D1/2 −D1/2† )(D1/2 +D1/2† )
}2)
+2tr((D1/2 −D1/2† )2(D1/2 +D1/2† )2)
≥ 4‖(D1/2 +D1/2† )−1‖−2tr((D1/2 −D1/2† )2).
Then, thanks to Lemma A.1 of [12] and the inequality
‖(D1/2t,σ +D1/2t,† )−1‖ ≤ (infj,t a
j
t )
−1/2 sup
t
‖Σ−1t (σ)‖1/2,
there exists a constant C2 such that
D(Σ(σ),Σ†) ≤ C2
∫ T
0
|Σt(σ) − Σt,†|2dt.
To show that C1
∫ T
0
|Σt(σ)− Σt,†|2dt ≤ D(Σ(σ),Σ†), we similarly obtain
D(Σ(σ),Σ†) ≥ 1
4
∫ T
0
tr((D1/2t,σ −D1/2t,† )2)‖D1/2t,σ ‖−1dt
and
tr((Dt,σ −Dt,†)2) ≤ ‖D1/2t,σ +D1/2t,† ‖2tr((D1/2t,σ −D1/2t,† )2).
Then the estimates for ‖D1/2t,σ ‖ and ‖D1/2t,σ +D1/2t,† ‖ yield the desired result.
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Calculation of (3.10). Let Mm,σ = b
−1
n Σ˜m(σ)Ek1m + v∗Mm, Mm,∗ = Mm,σ∗ , Mm,† = b−1n Σ˜m,†Ek1m + v∗Mm
Fm,σ(x) = b
−1
n Σ˜m + 2v∗(1 − cosx) and Fm,∗ = Fm,σ∗ . Then, by the method given in the discussions of the
proofs of Lemma 6.4 and 6.5,
Γ2(b
1/4
n (σˆn − σ∗))
≈ −b
−1/4
n
2
∑
m
∂σGm(a˜sm−1 , Σ˜m(σ), Σ˜m,†, v∗)|σ=σ∗
≈ −b
−1/4
n
2
∑
m
∂σ
{
tr(M−1m,σMm,†)−
k1m + 1
πbn
∫ π
0
(Σ˜m − Σ˜m,†)
Fm,σ(x)
dx
+ log detMm,σ − k
1
m + 1
π
∫ π
0
log(v−1∗ Fm,σ(x))dx
}∣∣∣∣
σ=σ∗
= −b
−1/4
n
2
∑
m
{
− ∂σΣ˜m,∗
bn
tr(M−2m,∗Mm,†) + b
−1
n ∂σΣ˜m,∗tr(M
−1
m,∗)
+
(k1m + 1)(Σ˜m,† − Σ˜m,∗)
πbn
∫ π
0
b−1n ∂σΣ˜m,∗
F2m,∗(x)
dx
}
.
Therefore, we have
Γ2(b
1/4
n (σˆn − σ∗))
≈ b
−9/4
n
2
∑
m
(Σ˜m,† − Σ˜m,∗)∂σΣ˜m,∗
{
tr(M−2m,∗)−
∫ π
0
(k1m + 1)
πF2m,∗(x)
dx
}
≈ b
−9/4
n
2
∑
m
(Σ˜m,† − Σ˜m,∗)∂σΣ˜m,∗
×
km∑
k=1
(
1
F2m,∗(tk)
−
∫ tk
tk−1
(tk − tk−1)−1
F2m,∗(x)
dx
)
=
b
−9/4
n
2
∑
m
(Σ˜m,† − Σ˜m,∗)∂σΣ˜m,∗
km∑
k=1
∫ tk
tk−1
∫ tk
x
−4v∗ sin y
(tk − tk−1)F3m,∗(y)
dydx.
Proof of Lemma 3.1. For any ǫ, δ > 0, the assumption and continuity of a map σ 7→ D(Σ(σ),Σ†), there exists
some η > 0 such that
P
[
min
|σ−σ∗|≥δ
D(Σ(σ),Σ†) ≥ min
σ
D(Σ(σ),Σ†) + η
]
≥ 1− ǫ
2
.
Moreover, thanks to Theorem 3.2, there exists N ∈ N such that
P
[
D(Σ(σˇn),Σ†) < min
σ
D(Σ(σ),Σ†) + η
]
≥ 1− ǫ
2
for n ≥ N . Therefore, we obtain
P [|σˇn − σ∗| ≥ δ] ≤ P
[
min
|σ−σ∗|≥δ
D(Σ(σ),Σ†) < min
σ
D(Σ(σ),Σ†) + η
]
+P
[
D(Σ(σˇn),Σ†) ≥ min
σ
D(Σ(σ),Σ†) + η
]
< ǫ.
Proof of Proposition 3.2. Let V(x) = P - limM→∞ VM (x). By the assumptions, we have
Zn(Y) =
∞∑
m=1
Km∑
k=Km−1+1
Zn,kfk(Y)→G-L
√
V(Y)N1
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and
Zn(x) =
∞∑
m=1
Km∑
k=Km−1+1
Zn,kfk(x)→G-L
√
V(x)N1
for any x ∈ X . Moreover, by the assumptions and Proposition 1 of Aldous and Eagleson [2], we have
(Z(x),U)
d
= (
√
V(x)N1,U)
for any Rk-valued random variable U on (A,G).
(3.13) yields continuity of V(x) with respect to x almost surely.
Then, Lemma A.7 yields the desired results.
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