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Resumo: 
Em diversas áreas científicas, muitos dos fenómenos estudados que evoluem no 
tempo apresentam um comportamento cíclico. No entanto, nem sempre é fácil 
identificar se uma série de observações no tempo tem ou não uma determinada 
periodicidade. Cabe aos que trabalham com as Probabilidades e a Estatística 
identificar não só a existência de periodicidade, como também decidir sobre a 
existência de uma ou mais componentes periódicas responsáveis pelo 
comportamento padronizado da série.  
Uma ferramenta estatística que, já há mais de um século, tem sido muito 
utilizada nas diversas áreas científicas onde é fundamental encontrar as 
componentes periódicas dos fenómenos em estudo é o Periodograma. 
O Periodograma é, portanto, o tema principal desta dissertação. O presente 
trabalho divide-se em duas partes mestras. Na primeira parte elabora-se o 
enquadramento teórico da análise espectral de uma série temporal, focando 
essencialmente a importância do periodograma na mesma. A segunda parte 
consiste na construção, análise e discussão de simulações de alguns processos 
estacionários periódicos.  
Palavras-chave: Série Temporal, Processo Estacionário, Análise Espectral, 
Periodograma. 
Abstract: 
In several scientific fields many of the studied phenomena that evolutes in time 
show a cyclic behavior. However, it is not always easy to verify whether or not a 
series of observations along a certain lapse of time has a given periodicity. It is 
the task of researchers in the field of probabilities and statistics not only to 
identify the existence of a given periodicity, but also to decide on how many 
periodic components are responsible for the series behavior pattern. 
The Periodogram is a statistical tool which for over a century has been very 
useful in the different scientific fields where it is necessary to find periodic 
components in the studied phenomena. 
The Periodogram is therefore the main theme of this essay. This work is divided 
in two master parts. The first consists of the establishment of the theoretical 
framework relative to the spectral analysis of a time series, focusing  essentially 
on the importance of the periodogram in this context. The latter deals with the 
construction, analysis and discussion of some simulated stationary periodic 
processes. 
Keywords: Time Series, Stationary Process, Spectral Analysis, Periodogram. 
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Introdução 
 
Fenómenos periódicos são frequentemente observados em diversas áreas, tais 
como, economia, engenharia, física, biologia, etc. 
O início do estudo destes processos remonta à Antiguidade. O Homem 
consciencializou-se da existência de ciclos com a observação de pequenos 
processos naturais, como por exemplo com a mudança das estações, o 
comportamento das marés ou o movimento das estrelas. Os astrónomos e as 
civilizações que viviam à base da agricultura depressa aprenderam a reconhecer 
padrões cíclicos e, consequentemente a fazer previsões baseadas em 
observações empíricas dos mesmos. 
Algum tempo mais tarde surgiu uma área na Matemática denominada Séries 
Temporais, que se baseia, essencialmente no estudo teórico destes fenómenos. 
Há duas formas distintas e de certa forma complementares de analisar uma série 
temporal. Por um lado é possível fazer-se uma abordagem no domínio do tempo, 
que requer como ferramentas estatísticas principais as funções de autocorrelação 
e de autocorrelação parcial da série, conduzindo à construção de modelos que 
permitem descrevê-la. Por outro lado é possível fazer-se uma abordagem no 
domínio da frequência, também denominada como análise espectral. A análise 
espectral tem por base a análise de Fourier. 
Joseph Fourier (1768-1830) foi um matemático e físico francês, celebrado por 
iniciar a investigação sobre a decomposição de funções periódicas em séries 
trigonométricas convergentes denominadas por séries de Fourier. 
No entanto, não foi só o trabalho de Fourier que permitiu o desenvolvimento da 
análise espectral de séries temporais. Sir Arthur Schuster (1851-1934) foi um 
físico alemão que se destacou por, entre outras coisas, ter introduzido um 
método numérico muito utilizado nos dias que correm na análise espectral, o 
Periodograma. 
Muitos outros matemáticos tiveram papéis fundamentais na evolução da análise 
de séries temporais, como por exemplo, E. Slutsky (1880-1948) e G. U. Yule 
(1871-1951) que permitiram o desenvolvimento dos modelos autorregressivos de 
médias móveis. 
Após esta breve resenha histórica e retomando agora o conceito de 
Periodograma convém salientar que este não é mais do que o estimador da 
função densidade espectral. 
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4 
 
Esta ferramenta estatística é utilizada em inúmeras aplicações de estudos 
correntes. Segue-se uma enumeração de alguns artigos e dissertações de 
mestrado que, em alguma parte do trabalho, se basearam nos resultados obtidos 
pela utilização desta ferramenta estatística.  
M. Mikulecky publicou, em 2002, um artigo no “Brazilian Journal of Medical and 
Biological Research” onde analisou a tendência e a periodicidade do número de 
nascimentos diários entre 1997 e 1999 em Passo Fundo, no Sul do Brasil. 
L. Teixeira analisou, na sua dissertação de mestrado em 2006, as variações 
ontogenéticas nos parâmetros do ritmo respiratório de abelhas operárias de 
Melipona quadrifasciata, ou seja, mediu o consumo de oxigénio desta espécie de 
abelhas, visando caracterizar os ritmos e os fenómenos físicos e bioquímicos 
periódicos que nelas ocorrem em diferentes etapas do seu desenvolvimento pós-
embrionário. 
Em 2007, na sua dissertação de mestrado, S. Waap investigou os processos 
envolvidos no transporte de megalopas de Carcinus maenas para a Ria de 
Aveiro, analisando a influência dos ventos e das marés na variabilidade intra-
anual de fornecimento destas larvas. 
R. Santos estudou, na sua dissertação de mestrado em 2010, a migração de 
Melanophryniscus cambaraensis, os sapinhos-de-barriga-vermelha, no município 
de S. Francisco de Paula, no Brasil. 
Assim sendo, é de notar que apesar de descoberto há mais de um século, o 
Periodograma é utilizado nas diversas áreas científicas onde é fundamental 
encontrar as periodicidades dos fenómenos em estudo. 
O presente trabalho divide-se em duas partes mestras. A primeira parte é 
composta por 9 secções. A primeira secção consiste numa breve introdução ao 
estudo de Séries de Fourier. Na segunda e terceira secções abordam-se dois dos 
conceitos que estão na base da análise espectral: funções densidade e 
distribuição espectral, sendo que, na terceira, é feita também uma breve 
referência à relação existente entre a função densidade espectral e a função de 
autocovariância de uma série temporal. Estes conceitos são depois aplicados ao 
longo da quarta secção na análise de espectros de quatro processos 
estacionários a tempo discreto. Na quinta secção faz-se referência à falta de 
consistência do estimador mais usual da função densidade espectral e 
apresentam-se alguns estimadores que podem ser utilizados como alternativa ao 
mesmo. Nas três secções posteriores introduz-se o conceito de Periodograma, 
estudam-se as suas propriedades e analisa-se a sua relação com a função de 
autocorrelação da série temporal. Na secção nove e última do enquadramento 
teórico, faz-se referência aos diversos testes estatísticos existentes para a 
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detecção de ordenadas relevantes no Periodograma, fazendo-se um estudo 
pormenorizado do Teste de Hartley.  
Na segunda parte deste relatório analisam-se e discutem-se os resultados 
obtidos da realização de seis simulações de séries temporais de periodicidade 12, 
que se encontram divididas em dois grupos. O primeiro grupo é constituído pelas 
três primeiras séries e o segundo pelas três últimas. No primeiro grupo, as séries 
foram simuladas com erros ruído branco e no segundo com erros 
autorregressivos de primeira ordem. Dentro de cada grupo, a primeira série foi 
simulada apenas com a componente sazonal de 12 meses, a segunda com as 
componentes sazonais de 12 e 6 meses e a terceira com todas as componentes 
harmónicas de 12 meses. 
O Periodograma é, portanto, o tema principal desta dissertação. Na primeira 
parte elabora-se o enquadramento teórico da análise espectral de uma série 
temporal, focando essencialmente a importância do periodograma na mesma. A 
segunda parte consiste na construção, análise e discussão de simulações de 
alguns processos estacionários periódicos.  
Joana Teresa de Almeida Fernandes 
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1. Séries de Fourier 
Desde há muito tempo atrás que existe uma grande necessidade, por parte da 
sociedade, de conseguir prever o futuro de determinados acontecimentos através 
de ocorrências presentes e passadas dos mesmos. Tal necessidade fez com que 
a sociedade começasse a utilizar sucessões de observações ordenadas no tempo, 
ou seja, séries temporais. 
A análise de uma série temporal pode ser feita através de uma abordagem no 
domínio do tempo e/ou através de uma abordagem no domínio da frequência. 
No primeiro tipo de abordagem, o investigador concentra-se na estrutura de 
dependência entre valores respeitantes a diferentes pontos do tempo. Por outro 
lado, numa análise no domínio da frequência, investiga-se em que medida 
diferentes frequências ou componentes periódicas contribuem para a 
variabilidade da série.  
A abordagem no domínio da frequência de uma série temporal, também 
denominada por Análise Espectral, será o mote principal deste trabalho.  
Para que melhor se possa compreender os conceitos que estão na base deste 
tipo de análise, começar-se-á por fazer uma breve revisão sobre a noção de 
função periódica. 
Uma função periódica de período  é uma função que se repete após intervalos 
de dimensão , ou seja: 
 
  =  + ,					∀ ,					 = 0,±1,±2,… (1.1) 
 
O conceito de função periódica é muitas vezes associado de uma forma quase 
automática às funções seno e coseno. Estas duas funções trigonométricas não 
são, obviamente, as únicas funções periódicas existentes, mas são, sem dúvida 
alguma duas funções bastante simples e ilustrativas deste conceito. 
É do conhecimento geral que as funções seno e coseno variam de -1 a 1 com 
uma periodicidade 2. 
Através destas duas funções conseguem-se obter outras da mesma família com 
periodicidades menores ou maiores que 2, bastando para isso multiplicar o 
argumento da respectiva função por uma constante real que em módulo seja 
maior ou menor que 1, respectivamente. Tomem-se como exemplo as funções  ,  e 2. 
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Fig.1.1: Representação gráfica das funções seno a diferentes frequências. 
Ao analisar a figura 1.1 verifica-se que a função   toma exactamente os 
mesmos valores que a função  mas a um ritmo mais lento. Ao contrário, a 
função 2 faz o mesmo, mas a um ritmo mais rápido, mais precisamente 
com o dobro da velocidade. 
Assim torna-se fácil compreender que se a função sinx tem período 2	360°, 
as funções   e 2 terão períodos 4	720° e 	180°, 
respectivamente. 
O mesmo se verifica para a função #$. 
Note-se então que a partir das funções seno e coseno conseguem obter-se 
funções com um período % qualquer, basta considerar &'  para argumento da 
função. Ao valor  &'   dá-se o nome de frequência da função. 
Se se pretender obter uma função de período % qualquer que varie de (– *; *, 
basta multiplicar a respectiva função trigonométrica de argumento &'  pela 
constante *. Tomem-se como exemplos a funções 3#$2 e 0.5 #$  que se 
encontram representadas na figura 1.2. 
 
Fig. 1.2: Representação de duas funções coseno com diferentes amplitudes e frequências. 
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Relembre-se ainda que a combinação linear de funções seno/coseno é ainda uma 
função periódica, cujo período não é mais do que o mínimo múltiplo comum /./. # entre os períodos das funções presentes na combinação linear. Tome-
se como exemplo a função 1.5 2 + 2 #$3 − 4  − 0.1 #$4 que 
se encontra representada na figura 1.3. 
 
Fig.1.3: Representação gráfica da função 1.5 2 + 2 #$3 − 4  − 0.1 #$4. 
Como se pode observar na figura 1.3, a função representada tem período 2, 
uma vez que: 
1
2 = 1.5 2 		⇒ 			 2%2 = 2 ⇔ %2 =  = 2 #$3 		⇒ 			 2% = 3 ⇔ % = 232 = −4  			⇒ 			 2%5 = 1 ⇔ %5 = 22 = −0.1 #$4 	⇒ 			 2%6 = 4 ⇔ %6 = 2788
89
888
:
⇒ % = /./. # ;;	23 ; 	2;	2< = 2. 
Além do que já foi dito, convém salientar que a representação gráfica presente 
na figura 1.3 já pouco tem de semelhante com uma função seno ou coseno, o 
que nos leva a concluir que é possível representar através de combinações 
lineares de funções seno/coseno um infinito leque de funções com variadíssimos 
comportamentos, bastando para isso variar as frequências e as amplitudes de 
variação das funções combinadas. 
Assim sendo, ao ter um conjunto de dados que apresente um comportamento 
sinusoidal periódico, é razoável pensar-se que um modelo adequado possível 
para a modelação dos dados no instante = seja: 
 >? = * #$@= + A, (1.2) 
sendo * a amplitude de variação, @ a frequência da variação sinusoidal ou 
variação angular e A a fase da frequência. 
-6
-4
-2
0
2
4
6
8
0 45 90 135 180 225 270 315 360 405 450 495 540 585 630 675 720
1.5sen(2x)+2cos(3x)-4sen(x)-0.1cos(4x)
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No entanto, na natureza faz sentido pensar-se que a variação da série ao longo 
do tempo pode ser causada não só por uma única frequência, mas sim por uma 
combinação de diversas frequências diferentes. Assim sendo podemos considerar 
uma generalização da expressão (1.2): 
 >? =B*C #$D@C= + ACEFCGH , (1.3) 
 
onde *C e AC representam a amplitude e a fase da frequência @C, 
respectivamente. 
O leitor pode agora reparar que ao considerar os parâmetros I*CJ, I@CJ e IACJ 
constantes, ter-se-ia: 
KL>?M = B*C #$D@C= + ACEFCGH , 
ou seja, o valor médio da série seria função de = e consequentemente >? seria 
um processo não estacionário.  
Para que tal não aconteça é habitual considerar-se I*CJ constantes e IACJ 
variáveis aleatórias independentes com distribuição uniforme em −, . Nesta 
situação, o processo torna-se estacionário (a demonstração encontra-se no 
anexo I). 
Além disso, como #$@= + A = #$@= #$A − @= A, pode-se 
reescrever a expressão (1.3) da seguinte forma: 
 >? =BDNC #$@C= + OC @C=EFCGH , (1.4) 
 
com NC = *C #$DACE e OC = −*C DACE. Obviamente que ao definir uma função 
desta forma é necessário garantir que os coeficientes INCJCPH e IOCJCPH sejam 
escolhidos de forma a que a série (1.4) convirja.  
À série representada no membro direito da igualdade (1.4) dá-se o nome de 
Série de Trigonométrica. 
Ao longo deste trabalho analisar-se-á um caso muito particular das Séries 
Trigonométricas, as Séries de Fourier.  
1. Séries de Fourier 
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Uma Série de Fourier não é mais do que uma Série Trigonométrica em que as 
frequências são da forma &CQ , com R ∈ T0, … , UQVW e sendo X a dimensão da 
amostra que se pretende analisar.  
A estas frequências dá-se o nome de Frequências de Fourier e aos respectivos 
coeficientes INCJC∈TH,…,UYZVW e IOCJC∈TH,…,UYZVW dá-se o nome de Coeficientes de Fourier. 
Assim sendo, a expressão (1.4) pode agora ser reescrita com base nesta 
informação: 
 >? =B[NC #$ [2RX =\ + OC  [2RX =\\
UQV
CGH . (1.5) 
 
A razão pela qual se vão utilizar estas frequências e não outras quaisquer, advém 
do facto de que a colecção de funções 
 ;] [2RX =\ , #$ [2RX =\ ∶ 	R = 0,1, … , _X2`< (1.6) 
 
é ortogonal, sendo esta a propriedade que torna este conjunto de funções tão 
importante. A demonstração deste facto não irá ser aqui realizada, todavia, pode 
ser consultada na secção 10.2 de Wei (1990). 
Note-se que uma colecção de funções IaC=, R ≥ 1J diz-se ortogonal, em que aC= é, para cada R ≥ 1, uma função cujo domínio é um conjunto discreto c se e 
só se verificar  
 BaC=ad=?∈e ;= 0			R ≠ ≠ 0				R = 1. (1.7) 
 
Assim sendo, pode-se provar que o conjunto de funções representado em (1.6) 
verifica: 
 
B#$ [2RX =\ #$ [2X =\Q?G2 = g8h
8iX,			se	 = R = 0	ou	 = R = X2 	se	X	parX2 ,		se	 = R ≠ 0	ou	 = R ≠ X2 	se	X	par0,				se	 ≠ R																																																									
1 (1.8) 
 
B [2RX =\  [2X =\Q?G2 = g8h
8i0,			se	 = R = 0	ou	 = R = X2 	se	X	parX2 ,		se	 = R ≠ 0	ou	 = R ≠ X2 	se	X	par0,				se	 ≠ R																																																									
1 (1.9) 
e 
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 B [2RX =\ #$ [2X =\ = 0,		∀C,FQ?G2 . (1.10)  
 
Com base na propriedade de ortogonalidade das funções representadas em 
(1.6), ou seja, nas expressões (1.8), (1.9) e (1.10), determinam-se facilmente 
(ver anexo II) os coeficientes NC e	OC presentes na expressão (1.5).. 
 
NC =
g8h
8i1XB>? #$ [2RX =\Q?G2 ,	R = 0	ou	R = X2 	se	X	par2XB>? #$ [2RX =\Q?G2 ,		R = 1,2,… , _X2` − 1													
1 (1.11)  
 
 OC = 2XB>?Q?G2  [2RX =\ , R = 1,2,… , _X2` − 1 (1.12)  
 
Tenha-se em atenção que se cada uma das funções representadas na expressão 
(1.6) tiver domínio c = p1, …Xq, então cada uma dessas funções pode ser vista 
como um vector de ℝQ. Uma vez que qualquer conjunto de X vectores 
ortogonais de um espaço vectorial de dimensão X constitui uma base para esse 
espaço, então a colecção de funções representadas na expressão (1.6), sendo 
ortogonal, constitui uma base ortogonal de ℝQ. Assim sendo, qualquer sequência 2, … , Q pode ser vista como um vector de ℝQ e consequentemente pode ser 
escrita como combinação linear das funções trigonométricas presentes na 
expressão (1.6). 
Resumindo, sabe-se que, sob certas condições de regularidade bastante gerais, 
qualquer função periódica, 2, … , Q, se pode escrever como combinação linear 
de funções seno e coseno ortogonais, em que os valores da função, 2, … , Q, 
podem ser interpretados como coordenadas desse espaço. Não esquecendo 
nunca que para que as funções trigonométricas sejam ortogonais têm de ser 
consideradas as frequências de Fourier e não umas frequências quaisquer. 
Voltando então à expressão (1.5), o leitor pode ainda reparar que a parcela para R = 0 não é mais do que a média da série, >s.  
Convém ainda salientar que à parcela da soma presente no membro direito da 
expressão (1.5) correspondente à frequência de Fourier de @t = &tQ , para  ≠ Q, 
se dá o nome de p-ésima componente harmónica. Por outras palavras, chama-se 
p-ésima componente harmónica da expressão (1.5) a: 
Nt #$D@t=E + Ot D@t=E = *t #$D@t= + AtE, 
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onde *t = uNt + Ot representa a amplitude da p-ésima componente harmónica 
e At = =Nv2 [− wxyx\ representa a fase da mesma. 
Continuando a análise de alguns dos resultados relacionados com a 
representação de uma sucessão de observações em termos da sua 
representação como série de Fourier, considere-se agora a igualdade 
representada abaixo, seguida da sua demonstração. 
 
B>? − >sQ?G2 =
g88
h8
8iX B *t2
UQVv2
tG2 + XNQ ,		se		X	for	par
X B *t2
UQVv2
tG2 ,									se	X	for	ímpar		
1 (1.13)  
 
Demonstração: 
Vejamos a demonstração da igualdade representada acima para o caso em que X é par. 
Considerando e desenvolvendo ligeiramente a expressão (1.5) tem-se: 
>? = B(Nt cosD@t=E + Ot sinD@t=E,U
QV
tGH ⇔
⇔ >? = NH + B (Nt cosD@t=E + Ot sinD@t=E, +U
QVv2
tG2 NQ cos= ⇔~yGst	2.22
⇔ >? − >s = B (Nt cosD@t=E + Ot sinD@t=E, +U
QVv2
tG2 NQ cos= 
Tomando agora o quadrado de ambos os lados da expressão anterior e passando 
à sua soma em = ∈ p1, … , Xq tem-se: 
B>? − >sQ?G2 =B
 B (Nt cosD@t=E + Ot sinD@t=E, +U
QVv2
tG2 NQ cos=
Q
?G2 = 
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=BB (N #$D@=E + O D@=E,
UX2V−1
=1 
2
+X==1
+ 2B B (N #$D@=E + O D@=E,U
X2V−1
=1 NX2 #$=
X
==1 +B NX22 #$2=
X
==1 =
=BB (N #$D@=E + O D@=E,
UX2V−1
=1 B (NR #$D@R=E + OR D@R=E,
UX2V−1
R=1 +
X
==1
+ 2 B NNX2 
B #$D@=EX==1 #$=0 
UX2V−1
=1 + 2 B ONX2 
B D@=EX==1 #$=0 
+U
X2V−1
=1
+ XNX22 = 
=BBDN2 #$2D@=E + 2NO #$D@=E D@=E + O2 2D@=EE +=R
X
==1+BDNNR #$D@=E #$D@R=E + NOR D@R=E #$D@=E + ONR D@=E #$D@R=E +≠R+ OOR D@=E D@R=EE + XNX22 = 
= BNttGC B#$D@t=E
Q
?G2Q
+ 2BNttGC OtB#$D@t=E D@t=E
Q
?G2H
+BOttGC BD@t=E
Q
?G2+Q
+BNtNCtC B#$D@t=E #$D@C=E
Q
?G2H
+BNtOCtC BD@C=E #$D@t=E
Q
?G2+H
+BOtNCtC BD@t=E #$D@C=E
Q
?G2H
+BOCOttC BD@t=E D@C=E
Q
?G2H
+ XNQ =
= X2 B DNt + OtE
UQVv2
tG2 +XNQ = X2 B *t
UQVv2
tG2 + XNQ = X B *t
2
UQVv2
tG2 + XNQ  
A demonstração para X ímpar é análoga. 
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Dividindo agora ambos os membros de (1.13) por X, obtemos a Relação de 
Parseval: 
 
∑ >? − >sQ?G2 X =
g88
h8
8i B *t2
UQVv2
tG2 + NQ ,		se		X	for	par
B *t2
UQVv2
tG2 ,									se	X	for	ímpar		
1, (1.14)  
onde o lado esquerdo da igualdade representa a variância das observações e 
xZ  
representa a contribuição da harmónica  para a variância total. 
Convém salientar que ao somatório do quadrado das observações da série,	∑ >?Q?G2 , dá-se o nome de Energia associada à série >?, num determinado 
período e que a Potência da Série é uma função que representa a Energia por 
unidade de tempo, ou seja, 
 
%$=ê#N = ∑ >?Q?G2X =
g88
h8
8i NH + B *t2
UQVv2
tG2 + NQ ,		se		X	for	par
NH + B *t2
UQVv2
tG2 ,									se	X	for	ímpar		
1, (1.15)  
 
Para finalizar, define-se a Potência do Espectro. A Potência do Espectro é uma 
função que descreve a forma como está distribuída a potência total da série >?, 
ao longo das diversas frequências e é dada por: 
 se		for	par								F = g8h
8iNH,																							se	 = 012*F,		se		 ≠ 0	e	 ≠ X2 	NQ ,																							se	 = X2
1
se		for	ímpar				F =  NH,																							se	 = 012*F,																				se		 ≠ 0.1
. (1.16)  
 
Chama-se agora a atenção do leitor para o facto de quando se pretende analisar 
temporalmente uma série utilizam-se como ferramentas fundamentais a função 
de autocorrelação e a função de autocorrelação parcial. No entanto, o mesmo 
não acontece quando se pretende realizar uma análise espectral da série. Neste 
caso, as ferramentas base são as funções distribuição e densidade espectrais. 
Como tal, vai-se seguir o estudo de métodos que permitem estimar a função 
densidade espectral. 
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2. Função Distribuição Espectral 
Até agora considerou-se que qualquer função periódica se podia escrever como 
uma combinação linear de funções trigonométricas ortogonais, visto que 
normalmente a variação de uma série é consequência do efeito de mais do que 
uma frequência. Tome-se agora um número infinito de frequências,  → ∞, e 
tem-se a representação espectral da série: 
 >? =  #$@= @&v + @= @&v . (2.1)  
Como se estão a considerar observações de uma sucessão igualmente espaçadas 
no tempo, o processo não é contínuo, e consequentemente não há perda de 
generalidade em considerar o limite superior do integral como , pois as 
frequências mais elevadas não se distinguem, uma vez que 
#$L@ + =M = #$@= #$= − @= =H , , = ∈ ℤ == ; #$@= ,										se	, = ∈ ℤ	e		for	par−#$@=,		se	, = ∈ ℤ	e		for	ímpar .1 
Wiener (1949) demonstrou que qualquer processo estacionário a tempo discreto, 
tomado em intervalos de tempo unitários, pode ser representado da forma 
descrita em (2.1). 
É agora altura de introduzir um novo conceito, o conceito de função densidade 
espectral. Esta função não é mais do que a ferramenta base a utilizar quando se 
procede à análise de uma série no domínio da frequência. A sua importância é 
comparável às da função de autocorrelação e de autocorrelação parcial.  
O principal objectivo da representação espectral é mostrar que todas as 
frequências em −,  podem contribuir para a variação do processo. Como as 
funções @ e @ têm pouco interesse prático, vai-se estudar uma única 
função, @, denominada função distribuição espectral normalizada. Esta 
função está relacionada com a função de autocorrelação como podemos ver no 
seguinte teorema: 
Teorema Wold: 
Uma condição necessária e suficiente para que a sequência pF ,  = 0,±1,±2,… q 
constitua a função de autocorrelação de algum processo estacionário a tempo 
discreto, >?, = ∈ ℤ é que exista uma função @ que goze das propriedades de 
uma função distribuição de probabilidade em D– , E e tal que, para todo o , F 
possa ser expressa na forma: 
  =  ]dF@&v& . (2.2) 
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A demonstração do teorema anterior é bastante complexa, razão pela qual não 
se apresenta aqui, podendo ser consultada em Priestley (1981). 
A expressão representada na equação (2.2) é denominada como a representação 
espectral da função de autocorrelação. 
Para processos a tempo discreto tomados em intervalos de tempo unitários, a 
maior frequência possível é  e portanto a variação da série é explicada por 
frequências menores que essa.  
Assim sendo, ao se desenhar o gráfico de @, verifica-se que a área total 
abaixo da curva é unitária, uma vez que @ goza as propriedades de uma 
função distribuição de uma variável aleatória (expressão (2.3)), ou seja, 
 /→ ¡ @ = 1; 
 /→v¡ @ = 0; 
 @ é uma função não decrescente 
e consequentemente, 
 0 =  ]dH@&v& =  @&v& = 1. (2.3) 
 
Alguns autores, como por exemplo Chatfield (2004), utilizam uma forma não 
normalizada de @ resultante da multiplicação de ambos os membros de (2.2) 
por ¢0 = £, ou seja, 
  =  ]dF@&v& ⇔ ¢0 = ¢0 ]dF@&v& ⇔⇔ ¢ =  ]dF ¤¢0@¥∗ §
&
v& ⇔ ¢ =  ]dF∗@&v& . (2.4) 
 
Note-se que neste caso a função ∗@ não verifica todas as propriedades de 
uma função de distribuição de uma variável aleatória, verificando apenas o facto 
de ser não decrescente em −, , uma vez que se obtém por uma mudança de 
escala da função @. 
 A expressão representada na equação (2.4) é denominada como a 
representação espectral da função de autocovariância. 
Assim sendo, ao se desenhar o gráfico de ∗@, verifica-se que a área total 
abaixo da curva é igual à variância do processo (expressão (2.5)). 
 ¢0 =  ]dH ∗@&v& =  ∗@&v& = £ (2.5) 
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Já que a função distribuição espectral é apenas uma transformação de escala da 
função distribuição espectral normalizada, então convém salientar que ambas 
apresentam o mesmo tipo de informação no que se refere às propriedades físicas 
do processo. Assim sendo, de uma maneira geral um pico numa destas funções 
indica que as frequências situadas nesse intervalo têm uma contribuição 
importante para a variância do processo.  
 
 
 
  
Joana Teresa de Almeida Fernandes 
20 
 
  
3. Função Densidade Espectral. Transformadas de Fourier. 
21 
 
3. Função Densidade Espectral. Transformadas de Fourier.  
 
A função distribuição espectral normalizada de um processo estacionário a 
tempo-discreto é contínua em L−, M e portanto diferenciável em −, , 
 @ = @@  (3.1) 
 
A função representada em (3.1) tem o nome de Função Densidade Espectral 
Normalizada. 
Quando a função representada em (3.1) existe, a função representada em (2.2) 
pode ser reescrita da forma: 
  =  ]dF@@&v& . (3.2) 
 
Além disso se a função (3.1) existe, existe também a função denominada por 
função densidade espectral ou espectro dada por: 
∗@ = ∗@@ , 
e consequentemente a expressão da função representada em (2.4) pode ser 
reescrita da forma: 
 ¢ =  ]dF∗@@&v& , (3.3) 
 
onde ∗@@ representa a contribuição das componentes com frequências em @,@ + @ para a variância. Uma vez que já se fez referência para o facto de 
que ao desenhar o espectro se obtém uma área por baixo da curva igual à 
variância do processo (expressão (2.5)). 
Para permitir ao leitor uma melhor compreensão do que se segue far-se-á uma 
breve síntese sobre transformadas de Fourier em tempo discreto. 
Define-se a transformada discreta de Fourier de uma dada função ℎ que 
esteja definida apenas para valores de  inteiros como 
 ©@ = 12 B ℎ]vdF ¡FGv¡ ,			para			-π≤ω≤π, (3.4) 
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Note-se que a soma de ℎ ser absolutamente convergente é condição 
suficiente para a existência da função representada em (3.4), por outras 
palavras, a função representada em (3.4) existe desde que se verifique a 
condição: 
B |ℎ| ¡FGv¡ < ∞. 
A inversa da transformada discreta de Fourier é dada por: 
 ℎ =  ©@]dF°@ ¡v¡ . (3.5) 
 
As expressões (3.4) e (3.5) constituem um Par de Transformadas de Fourier. 
Um tipo especial de transformadas de Fourier surge quando ℎ é uma função 
par de variável real, ou seja, uma função que verifica ℎ = ℎ−. Nesse caso 
tem-se 
 ©@ = 12 B ℎ]vdF ¡FGv¡ = 12 ±ℎ0 + 2Bℎ #$@
 ¡
FG2 ² (3.6) 
 
e 
 ℎ =  ©@]dF°@ =  ©@ #$@°@&v& = ¡v¡= 2 ©@ #$@°@&H . (3.7) 
 
Demonstração: 
Demonstremos apenas a expressão (3.6), pois a expressão (3.7) é consequência 
directa da expressão (3.6). 
©@ = 12 B ℎ]vdF = ¡FGv¡
= 12 ± B ℎ]vdFv2FGv¡ + ℎ0]vdH +Bℎ]vdF
 ¡
FG2 ² =³F´GvF
= 12 ±B ℎ−µ]vdDvF´E ¡F´G2 + ℎ0]vdH +Bℎ]vdF
 ¡
FG2 ² 
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Como ℎ é uma função par tem-se ℎ− = ℎ. Assim sendo, voltando à 
expressão anterior, tem-se 
©@ = 12 ±B ℎµ]dF´ ¡F´G2 + ℎ0 +Bℎ]vdF
 ¡
FG2 ² =
= 12 ±BℎD]dF + ]vdFE ¡FG2 + ℎ0² =
= 12 ±BℎDcos@ +  sin@ + cos@ −  sin@E ¡FG2 + ℎ0² == 12 ±2Bℎ cos@ ¡FG2 + ℎ0² 
 
Depois desta breve revisão sobre transformadas de Fourier, o leitor pode agora 
reconhecer que o espectro de uma série a tempo discreto, não é mais do que a 
transformada discreta de Fourier da função de autocovariância da mesma série. 
Seguindo a notação anterior ter-se-ia neste caso a função par ℎ, representada 
em (3.7), dada por 
 ¢ =  ∗@]dF&v& @, (3.8) 
 
uma vez que a função de autocovariância é uma função par que verifica a 
expressão (3.3). Assim sendo, a função ©@ que se encontra representada em 
(3.6) é neste caso dada por 
 ∗@ = 12 B ¢]vdF ¡FGv¡ = 12 ±2B¢ #$@
 ¡
FG2 + ¢0², (3.9) 
 
sendo que é condição suficiente para que a função ∗@ exista que se verifique 
B |¢| ¡FGv¡ < ∞. 
As expressões (3.8) e (3.9) querem assim dizer que o espectro D∗@E 
corresponde à Transformada de Fourier da função de autocovariância D¢E e 
vice-versa, ou seja, a função de autocovariância é a inversa da transformada de 
Fourier da função densidade espectral. 
Com base na relação existente entre a função densidade espectral e a função de 
autocovariância, pode-se ainda concluir que existe também uma relação da 
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mesma natureza entre a função densidade espectral normalizada D@E e a 
função de autocorrelação DE. Assim sendo, tem-se que a função densidade 
espectral normalizada corresponde à Transformada de Fourier da função de 
autocorrelação e vice-versa, ou seja, a função de autocorrelação é a inversa da 
transformada de Fourier da função densidade espectral normalizada, ou seja,  
   =  @]dF&v& @ (3.10)  
e 
 @ = ∗@£ = 12 ±2B¢£ #$@
 ¡
FG2 + ¢0£ ²= 12 ±2B #$@ ¡FG2 + 1². 
(3.11)  
 
Uma vez que se chamou a atenção para o facto de existir uma grande 
semelhança entre o comportamento de @ e o comportamento de uma função 
de distribuição de probabilidade de uma variável aleatória, pode agora 
mencionar-se a existência de uma igual semelhança entre o comportamento de @ e o comportamento de uma função de densidade de probabilidade de uma 
variável aleatória, uma vez que @  não é mais do que a derivada de @. 
Convém, portanto, manter sempre em mente as relações indicadas abaixo: 	@ = @@ 																						@ =  ¶¶v& . 
Ao longo deste capítulo foi possível analisar-se a relação existente entre a função 
densidade espetral e a função de autocovariância. Esta análise permite afirmar 
que, apesar de expressa de forma distinta, a informação contida em cada uma 
destas funções é a mesma. Mesmo assim, nos casos em que faz sentido ambas 
as abordagens a análise de ambas as funções torna-se extremamemte útil, uma 
vez que permitem obter informações complementares sobre o processo. No 
entanto, existem situações em que não faz sentido efectuar uma das abordagens 
e nesse caso limitamo-nos à abordagem que faz sentido à situação.  
O que foi dito no parágrafo anterior é igualmente válido quando se considera a 
relação existente entre a função densidade espectral normalizada e a função de 
autocorrelação. 	
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4. Espectros de alguns processos estacionários a tempo 
discreto 
Faça-se agora o cálculo das funções espectrais de alguns dos mais comuns 
processos estacionários a tempo discreto.  
4.1 Processo Puramente Aleatório 
 
Seja p·?q uma sequência de variáveis aleatórias mutuamente independentes e 
identicamente distribuídas. Como o processo é estacionário de segunda ordem 
tem-se: 
KL·?M = 0			e			N¸L·?M = £¹. 
Ao fazer um estudo deste tipo de processos – ver Fernandes (2009) - facilmente 
se chega à conclusão de que a função de autocovariância e de autocorrelação 
são dadas pelas seguintes expressões, respectivamente:  
¢ = #$·? , ·? F = ;£¹,																 = 00,			 = ±1,±2,…1 
 
 = ;1,																			 = 0		0,				 = ±1,±2,…		1, 
 
Assim sendo, tem-se: 
 
∗@ = 12 ¤¢0 + 2B¢ #$@¡FG2 § == 12 ¤£¹ + 2B0× #$@¡FG2 § = £¹
2 
(4.1.1)  
 
e, consequentemente a função densidade espectral normalizada é dada por: 
 @ = ∗@£¹ = 12 (4.1.2)  
 
Resumindo, o espectro de um processo puramente aleatório é constante em −, , o que indica que todas as frequências contribuem de igual forma para a 
potência total do processo. 
Repare-se que a função densidade espectral normalizada obtida em 4.1.2 não é 
mais que a função densidade de probabilidade de uma variável aleatória com 
distribuição uniforme em −, , pelo que a função distribuição espectral 
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normalizada de um processo puramente aleatório terá a expressão indicada 
abaixo: 
 @ = »0,																																					@ < −@ + 2 ,																−  ≤ @ < 1,																																					@ ≥  1 (4.1.3)  
 
Na figura 4.1.1 encontra-se a representação gráfica das funções densidade e 
distribuição espectrais normalizadas de um processo puramente aleatório, 
também denominado por processo de ruído branco. 
Fig. 4.1.1: Representação gráfica das funções densidade e distribuições espectrais normalizadas de um processo de 
ruído branco, respectivamente. 
 
  4.2 Processo de médias móveis de 1ª ordem – MA(1) 
 
Um processo de médias móveis de primeira ordem pode ser escrito da seguinte 
forma: 
>? = ¼? + ½¼?v2, 
em que p¼?q é um processo de ruído branco, com KL¼?M = 0 e 	N¸L¼?M = £, e ½ é 
uma constante real, com ½ ≠ 0. 
Em Fernandes (2009) encontra-se demonstrado que um processo deste tipo 
tem: 
KL>?M = 0; 					¾N¸L>?M=1 + ½£	; 
¢ = ¿0,																 < −1	ou	 > 1½£,																													 = ±11 + ½£,																		 = 01 ; 										 = »
1,																		 = 0½1 + ½ ,					 = ±10,																						#. #. 1 ; 
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O leitor está agora em condições de poder calcular o espectro normalizado de 
um processo deste tipo 
 
@ = 12 ¤1 + 2B #$@¡FG2 § == 12 Á1 + 2[ ½1 + ½ #$@ + 0 +⋯+ 0\Ã = 12 Á1 + 2½ #$@1 + ½ Ã == 1 + ½ + 2½ #$@21 + ½ ,					−  ≤ @ ≤ . 
(4.2.1)  
Ao integrar @ calcula-se a função distribuição espectral normalizada de um 
MA(1) (ver anexo III): 
 @ = » 0,																																					@ < −@ + 2 + ½ @1 + ½ ,																−  ≤ @ < 1,																																					@ ≥  1. (4.2.2)  
Faça-se agora um estudo muito simples da função @: 
-derivada de primeira e de segunda ordem: @@ = −½ @1 + ½ ,								−  ≤ @ ≤ ;		 @@ = −½ #$@1 + ½ ,								−  ≤ @ ≤ ;		 
- pontos críticos e zeros da segunda derivada: @@ = 0 ⇔ @ = 0 ⇔ @ ∈ p−; 0; q 	,				−  ≤ @ ≤ 		 @@ = 0 ⇔ #$@ = 0 ⇔ @ ∈ T−2 ;2W ,				−  ≤ @ ≤ 			 
Como ½ é uma constante real não nula, então ou ½ > 0 ou ½ < 0.  
Comece-se por analisar o caso em que ½ > 0. 
 Ä > 0 @ −  − 2⁄   0   2⁄    @@  0 + + + 0 - - - 0 @@  + + 0 - - - 0 + + 
@ Mínimo ր  Ponto de 
Inflexão 
ր  Máximo ց  
Ponto 
de 
Inflexão 
ց  Mínimo 
Tabela 4.2.1: Estudo da 1ª derivada e da 2ª derivada da função densidade espectral normalizada de                           
um MA(1) com ½ > 0 . 
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Analisando a tabela 4.2.1 rapidamente se conclui que a função densidade 
espectral normalizada de um processo MA(1) com ½ > 0 é uma função convexa 
em V– , − &U e V& , U e concava em V− & , &U, tendo um máximo em  @ = 0 e dois 
mínimos em @ = − e  @ = . 
Como exemplo, na figura 4.2.1 encontram-se representadas as funções de 
densidade e de distribuição espectrais normalizadas para um processos 
estacionário de médias móveis de primeira ordem, com ½ > 0. 
 
Fig. 4.2.1: Representação das funções densidade e distribuição espectrais normalizadas de um processo                  
MA(1) com ½ > 0, respectivamente. 
Fazendo agora um estudo semelhante ao anterior, mas considerando agora ½ < 0, tem-se: 
 Ä < 0 @ −  − 2⁄   0   2⁄    @@  0 - - - 0 + + + 0 @@  - - 0 + + + 0 - - 
@ Máximo ց  Ponto de 
Inflexão 
ց  Mínimo ր  
Ponto 
de 
Inflexão 
ր  Máximo 
Tabela 4.2.2: Estudo da 1ª derivada e da 2ª derivada da função densidade espectral normalizada de                           
um MA(1) com ½ < 0 . 
Analisando a tabela 4.2.2 rapidamente se conclui que a função densidade 
espectral normalizada de um processo MA(1) com ½ < 0 é uma função concava 
em V– , − &U e V& , U e convexa em V− & , &U, tendo um mínimo em  @ = 0 e dois 
máximos em @ = − e  @ = . 
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Como exemplo, na figura 4.2.2 encontram-se representadas as funções de 
densidade e de distribuição espectrais normalizadas para um processo 
estacionário de médias móveis de primeira ordem, com ½ < 0. 
 
Fig. 4.2.2: Representação das funções densidade e distribuição espectrais normalizadas de um processo                  
MA(1) com ½ < 0, respectivamente. 
 
4.3 Processo autoregressivo de 1ª ordem – AR(1) 
 
Um processo estacionário autoregressivo de 1ª ordem pode ser escrito da 
seguinte forma: 
>? = A>?v2 + ¼? 
em que p¼?q é um processo de ruído branco, com KL¼?M = 0 e 	N¸L¼?M = £, e A é 
uma constante real não nula que verifica |A| < 1. 
Em Fernandes (2009) encontra-se demonstrado que um processo deste tipo 
tem: 
KL>?M = 0; 					¾N¸L>?M= £1 − A 	; 
¢ = £ A|F|1 − A 		]				 = A|F|,  ∈ ℤ; 
O leitor está agora em condições de poder encontrar a expressão para o 
espectro normalizado de um processo deste tipo, necessitando apenas de 
substituir  em (3.11), ou seja, 
@ = 12 ±1 + 2BAF #$@ ¡FG2 ² = 12 + 1BAF #$@
 ¡
FG2 . 
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Nesta forma o cálculo de @ não é simples, mas sendo um processo real, 
pode-se escrever 
@ = 12 + 1BAF#$@ +  @ = ¡FG2 12 + 1BAF]dF
 ¡
FG2 = 12 + 1BDA]dEF
 ¡
FG2 , 
já que a componente imaginária é necessariamente nula. Então tem-se: 
 
@ = *]¤ 12 + 1BDA]dEF ¡FG2 § = 12 + 1*]¤BDA]dEF
 ¡
FG2 § == 12 + 1*] Á A]d1 − A]dÃ = 12 + 1 *] [ A #$ @ + A @1 − A #$@ − A @\== 12 + 1*] ÁA #$ @ + A @D1 − A #$@ + A @E1 − A #$@ − A @ Ã == 12 + 1*] ÁA #$ @ − A + A @1 − 2A #$ @ + A Ã == 12 + 1 A #$ @ − A1 − 2A #$ @ + A = 12 + 2A #$ @ − 2A21 − 2A #$@ + A == 1 − A21 − 2A #$ @ + A. 
(4.3.1)  
 
Uma vez que  
 1 − 2A cos@ + A = 0 ⇔ A = cos@ ±  sin@ ⇒ |A| = 1, (4.3.2)  
a função anterior está sempre bem definida, pois inicialmente pressupôs-se a 
estacionaridade do processo, o que implica |A| < 1. 
Integrando a função densidade espectral normalizada (4.1.3) obtém-se a função 
distribuição respectiva (ver anexo IV): 
 @ = » 0,																																																																			@ < −12 + 1 =Nv2 [1 + A1 − A =N @2\,									−  ≤ @ < 1,																																																																							@ ≥  1 (4.3.3)  
 
Faça-se agora um estudo muito simples da função cuja expressão se encontra 
em (4.1.3): 
-derivada de primeira e de segunda ordem: 
 
@@ = −1 − AA @1 − 2A #$ @ + A ,								−  ≤ @ ≤ ;		 (4.3.4)  
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@@ = −1 − AA2A #$@ + 1 + A #$ @ − 4A1 − 2A #$ @ + A5 , − ≤ @ ≤ ;		 (4.3.5)  
 
- pontos críticos e zeros da segunda derivada: 
 
@@ = 0 ⇔ @ = 0 ⇔ @ ∈ p−; 0; q 	,				−  ≤ @ ≤ 		 (4.3.6)  
 
 
@@ = 0 ⇔ 2A #$@ + 1 + A #$ @ − 4A = 0 (4.3.7)  
 
Fazendo  = cos@ em (4.3.7), tem-se: 
 
2A + 1 + A − 4A = 0 ⇔⇔ 2 = −1 + A + u1 + A + 32A4A 	∨∨ 	 = −1 + A − u1 + A + 32A4A  
(4.3.8)  
Note-se, no entanto, que se  = cos@ então é necessário verificar se as 
soluções encontradas em (4.3.8) se encontram no intervalo L−1; 1M.  
Pensando em 2, encontrado em (4.3.8) como uma função Ç de A com 
domínio M−1; 1L\p0q tem-se: 
ÇA = −1 + A + u1 + A + 32A4A = − 14A − A4 +ÉÁ1 +A4A Ã + 2. 
Derivando a função Ç obtém-se: 
ÇµA = 1 − A4A −
1 − A4A
É1 + 32 A1 + A
> 0. 
Como ÇµA > 0, então Ç é estritamente crescente no seu domínio. Além 
disso a expressão de 2, encontrada em (4.3.8), pode ser simplificada ao 
multiplicar a expressão do numerador pelo seu conjugado: 
−1 + A + u1 + A + 32A4A = 8A1 + A + u1 + A + 32A 
e, consequentemente, quando 0 < A < 1 ou −1 < A < 0 tem-se, 
respectivamente: 
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0 Ê→HËÌÍ 8A1 + A + u1 + A + 32A Ê→2ÎÌÏ 1 
1 Ê→v2ËÌÌÍ 8A1 + A + u1 + A + 32A Ê→HÎÌÏ 0. 
Assim sendo está verificado que 2 ∈ M−1; 1L\p0q, logo 2 é uma solução 
admissível para (4.3.7). 
Pensando em , encontrado em (4.3.8) como uma função Ç de A com 
domínio M−1; 1L\p0q tem-se: 
ÇA = −1 + A − u1 + A + 32A4A = − 14A − A4 −ÉÁ1 +A4A Ã + 2. 
 Derivando a função Ç obtém-se: 
ÇµA = 1 − A4A

1 + 1É1 + 32 A1 + A
 > 0. 
Como ÇµA > 0, então Ç é estritamente crescente no seu domínio. Além 
disso tem-se 
2 Ê→v2ËÌÌÍ −1 + A − u1 + A + 32A4A Ê→HÐÎÌÌÏ +∞ 
−∞ Ê→HÑËÌÌÍ −1 + A − u1 + A + 32A4A Ê→2ÎÌÏ −2. 
Assim sendo está verificado que  ∈ M−∞,−2L ∪ M2, +∞L, logo  não é 
uma solução admissível para (4.3.7). 
Retomando a expressão (4.3.7) tem-se que: 
@@ = 0 ⇔ #$@ = −1 + A + u1 + A + 32A4A ⇔
⇔ @ = ±#$v2 ¤−1 + A + u1 + A + 32A4A §. 
Além disso sabe-se que se A > 0, então µµ− = µµ = 2vÊÊ&2 ÊÓ > 0 e µµ0 = vÊ 2Ê&2vÊÓ < 0. Por outro lado se A < 0, então µµ− = µµ < 0 e µµ0 > 0. 
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Note-se ainda que a segunda derivada de , expressão (4.3.5), é uma função 
contínua em (– , ,, uma vez que |A| < 1, logo em particular é uma função 
contínua em (– , 0, e L0, M. 
Assim sendo, como a segunda derivada é contínua em (– , 0, e como  µµ−µµ0 < 0, então o corolário do Teorema de Bolzano garante que existe 
pelo menos um # ∈ M−, 0L tal que µµ# = 0. Da mesma forma e já que a 
segunda derivada é contínua em L0, M e µµ0µµ < 0, então o corolário do 
Teorema de Bolzano também garante a existência de pelo menos um  ∈ M0, L 
tal que µµ = 0. Como além disso já se provou que a segunda derivada apenas 
tem dois zeros, então agora sabe-se que um deles se encontra em M−, 0L e o 
outro se encontra em M0, L.  
Como A é uma constante real não nula, então ou A > 0 ou A < 0. Comece-se 
por analisar o caso em que A > 0. 
 Ô > 0 @ −  #  0     @@  0 + + + 0 - - - 0 @@  + + 0 - - - 0 + + 
@ Mínimo ր  Ponto de 
Inflexão 
ր  Máximo ց  
Ponto 
de 
Inflexão 
ց  Mínimo 
Tabela 4.3.1: Estudo da 1ª derivada e da 2ª derivada da função densidade espectral normalizada de                           
um AR(1) com A > 0. 
Analisando a tabela 4.3.1 rapidamente se conclui que a função densidade 
espectral normalizada de um processo AR(1) com A > 0 é uma função convexa 
em V– , − &U e V& , U e concava em V− & , &U, tendo um máximo em  @ = 0 e dois 
mínimos em @ = − e  @ = .  
Como exemplo, na figura 4.3.1 encontram-se representadas as funções de 
densidade e de distribuição espectrais normalizadas para um processo 
estacionário autoregressivo de primeira ordem, com A > 0. 
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Fig. 4.3.1: Representação das funções densidade e distribuição espectrais normalizadas de um processo                  
AR(1) com A > 0, respectivamente. 
Fazendo um estudo semelhante ao anterior, mas considerando agora A < 0, 
tem-se: 
 Ô < 0 @ −  #  0     @@  0 - - - 0 + + + 0 @@  - - 0 + + + 0 - - 
@ Máximo ց  Ponto de 
Inflexão 
ց  Mínimo ր  
Ponto 
de 
Inflexão 
ր  Máximo 
Tabela 4.3.2: Estudo da 1ª derivada e da 2ª derivada da função densidade espectral normalizada de                           
um AR(1) com A < 0 . 
Analisando a tabela 4.3.2 rapidamente se conclui que a função densidade 
espectral normalizada de um processo AR(1) com A < 0 é uma função concava 
em V– , − &U e V& , U e convexa em V− & , &U, tendo com um mínimo em  @ = 0 e 
dois máximos em @ = − e  @ = . 
Como exemplo, na figura 4.3.2 encontram-se representadas as funções de 
densidade e de distribuição espectrais normalizadas para um processo 
estacionário autoregressivo de primeira ordem, com A < 0. 
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Fig. 4.3.2: Representação das funções densidade e distribuição espectrais normalizadas de um processo                  
AR(1) com A < 0, respectivamente. 
 
4.4 Processo autoregressivo de médias móveis de primeira ordem 
– ARMA(1,1)  
 
Um processo de médias móveis autoregressivo de primeira ordem é um processo 
que satisfaz a equação: 
>? = A>?v2 + ¼? + ½¼?v2 
em que p¼?q é um processo de ruído branco, com KL¼?M = 0 e 	N¸L¼?M = £, ½ é 
uma constante real não nula e A é uma constante real não nula que verifica |A| < 1. 
Em Fernandes (2009) encontra-se demonstrado que um processo deste tipo 
tem: 
KL>?M = 0; 					¾N¸L>?M=£ 1 + ½ + 2½A1 − A 	; 
¢ =
g8h
8i£ 1 + ½ + 2½A1 − A ,										 = 0£ A + ½1 − ½A1 − A ,					 = 1¢1AFv2,																										 ≥ 2
1 					]					 = ¿A + ½1 + ½A1 + ½ + 2½A ,						 = 11AFv2,																				 ≥ 21 
 
O leitor está agora em condições de poder encontrar a expressão para o 
espectro normalizado de um processo deste tipo, necessitando apenas de 
substituir  em (3.11), ou seja, 
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@ = 12 ¤1 + 2B #$@ ¡FG2 § = 12 + 1B1AFv2 #$@
 ¡
FG2 =
= 12 + 1A BAF #$@ ¡FG2  
Mais uma vez, nesta forma o cálculo de @ não é simples, mas sendo o 
processo real, pode-se escrever tal como na secção anterior 
@ = 12 + 1A BAF#$@ +  @ = ¡FG2 = 12 + 1A BAF]dF
 ¡
FG2 == 12 + 1A BDA]dEF ¡FG2 , 
já que a componente imaginária é necessariamente nula. Então fazendo 
exactamente o mesmo que já foi feito na secção anterior tem-se: 
@ = *]¤ 12 + 1A BDA]dEF ¡FG2 § = 12 + 1A *] ¤BDA]dEF
 ¡
FG2 § == 12 + 1A Á A #$ @ − A1 − 2A #$ @ + AÃ = 12 + 1 [ #$ @ − A1 − 2A #$@ + A\ 
Substituindo 1 pela respectiva expressão e reduzindo tudo ao mesmo 
denominador obtém-se: 
 @ = 1 + ½ + 2½ #$ @1 − A21 − 2A #$ @ + A1 + ½ + 2A½ (4.4.1)  
 
Integrando a função densidade espectral normalizada obtém-se a função 
distribuição respectiva (ver anexo V): 
@ =
g8h
8i0																																																																																																																																																		,											@ < −D2A1 + ½ + 2½1 + AE tanv2 1 + A1 − A tan @2 + 2 − ½1 − A@ + 2A1 + ½ + 2½A ,− ≤ @ < 1																																																																																																																																																		,													@ ≥ 
1 
Faça-se agora um estudo muito simples da função cuja expressão se encontra 
em (4.4.1): 
-derivada de primeira e de segunda ordem com − ≤ @ ≤  
 
@@ = −1 − AA + ½1 + A½ @1 + ½ + 2A½1 − 2A #$ @ + A	 (4.4.2)  
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@@ = −1 − AA + ½1 + A½2A #$ @ + 1 + A #$ @ − 4A1 + ½ + 2A½1 − 2A #$@ + A5 		 (4.4.3)  
 
- pontos críticos e zeros da segunda derivada: 
 
@@ = 0 ⇔ @ = 0 ⇔ @ ∈ p−; 0; q 	,				−  ≤ @ ≤ 		 (4.4.4)  
 
 
@@ = 0 ⇔ 2A #$@ + 1 + A #$ @ − 4A = 0 (4.4.5)  
Ora a expressão obtida em (4.4.5) é exactamente a mesma que se obteve 
em (4.3.7), pelo que, como o domínio das expressões é o mesmo, as 
soluções coincidem. Assim sendo, provou-se na secção anterior que as 
soluções da equação são da forma 
@ = ±#$v2 ¤−1 + A + u1 + A + 32A4A §. 
Tal como na secção anterior é fácil provar, utilizando o corolário do 
teorema de Bolzano, que uma das soluções se encontra em ,– , 0( e a 
outra em M0, L. 
Todavia, nas duas secções anteriores, o estudo da função densidade espectral 
dividia-se em dois casos, um quando se considerava o parâmetro positivo e outro 
quando se considerava o parâmetro negativo. Nesta secção não será possível 
limitar o estudo da função densidade espectral normalizada a dois casos por 
diversas razões. A primeira, e mais óbvia, deve-se ao facto de que esta função 
engloba mais do que um parâmetro, o que não acontecia até aqui. Mas além 
disso o sinal da segunda derivada não depende apenas da combinação de sinais 
entre os parâmetros A e ½, mas também da relação existente entre |A| e |½|. 
Assim sendo analisar-se-ão os três tipos de função densidade espectral 
consoante os valores dos parâmetros A e ½:  
i. A > 0	]	½ > 0 ou A > 0, ½ < 0	]	|½| < A, ou A < 0, ½ > 0	]	|A| < ½ 
@ −  #  0     @@  0 + + + 0 - - - 0 @@  + + 0 - - - 0 + + 
@ Mínimo ր  Ponto de 
Inflexão 
ր  Máximo ց  
Ponto 
de 
Inflexão 
ց  Mínimo 
Tabela 4.4.1: Estudo da 1ª derivada e da 2ª derivada da função densidade espectral normalizada de                           
um ARMA(1,1) com A > 0	]	½ > 0, ou A > 0, ½ < 0	]	|½| < A, ou A < 0,½ > 0	]	|A| < ½. 
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Analisando a tabela 4.4.1 rapidamente se conclui que a função densidade 
espectral normalizada de um processo ARMA(1,1), em que os parâmetros 
verifiquem uma das três condições descritas, é uma função convexa em V– , − &U 
e V& , U e concava em V− & , &U, tendo um máximo em  @ = 0 e dois mínimos em @ = − e  @ = . 
Como exemplos, nas figuras 4.4.1, 4.4.2 e 4.4.3 encontram-se representadas as 
funções de densidade e de distribuição espectrais normalizadas de três processos 
estacionários autoregressivos de primeira ordem, com A > 0	]	½ > 0,  A > 0, ½ <0	]	|½| < A, e A < 0, ½ > 0	]	|A| < ½, repectivamente. 
 
 
Fig. 4.4.1: Representação das funções densidade e distribuição espectrais normalizadas de um processo                  
ARMA(1,1) com A > 0	]	½ > 0, respectivamente. 
 
 
Fig. 4.4.2: Representação das funções densidade e distribuição espectrais normalizadas de um processo                  
ARMA(1,1) com A > 0, ½ < 0	]	|½| < A, respectivamente. 
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Fig. 4.4.3: Representação das funções densidade e distribuição espectrais normalizadas de um processo                  
ARMA(1,1) com A < 0, ½ > 0	]	|A| < ½, respectivamente. 
 
ii. A < 0	]	½ < 0 ou A > 0, ½ < 0	]	|½| > A ou A < 0, ½ > 0	]	|A| > ½ 
@ −  #  0     @@  0 - - - 0 + + + 0 @@  - - 0 + + + 0 - - 
@ Máximo ց  Ponto de 
Inflexão 
ց  Mínimo ր  
Ponto 
de 
Inflexão 
ր  Máximo 
Tabela 4.4.2: Estudo da 1ª derivada e da 2ª derivada da função densidade espectral normalizada de                           
um ARMA(1,1) com  A < 0	]	½ < 0 ou A > 0, ½ < 0	]	|½| > A ou A < 0, ½ > 0	]	|A| > ½. 
 
Analisando a tabela 4.4.2 rapidamente se conclui que a função densidade 
espectral normalizada de um processo ARMA(1,1), em que os parâmetros 
verifiquem uma das três condições descritas, é uma função concava em V– , − &U 
e V& , U e convexa em V− & , &U, tendo um mínimo em  @ = 0 e dois máximos em @ = − e  @ = . 
Como exemplos, nas figuras 4.4.4, 4.4.5 e 4.4.6 encontram-se representadas as 
funções de densidade e de distribuição espectrais normalizadas de três processos 
estacionários autoregressivos de primeira ordem, com A < 0	]	½ < 0,  A > 0, ½ <0	]	|½| > A, e A < 0, ½ > 0	]	|A| > ½, repectivamente. 
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Fig. 4.4.4: Representação das funções densidade e distribuição espectrais normalizadas de um processo                  
ARMA(1,1) com A < 0	]	½ < 0, respectivamente. 
 
Fig. 4.4.5: Representação das funções densidade e distribuição espectrais normalizadas de um processo                  
ARMA(1,1) com A > 0, ½ < 0	]	|½| > A, respectivamente. 
 
Fig. 4.4.6: Representação das funções densidade e distribuição espectrais normalizadas de um processo                  
ARMA(1,1) com A < 0, ½ > 0	]	|A| > ½, respectivamente. 
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iii. A > 0, ½ < 0	]	|½| = A ou A < 0, ½ > 0	]	|A| = ½ 
Neste último caso a função densidade espectral normalizada é constante, uma 
vez que a sua derivada é nula em (– , ,. 
Tomando A > 0, ½ < 0	]	|½| = A e substituindo ½ por –A em (4.4.1) tem-se: 
@ = 12. 
O mesmo acontece quando se toma A > 0, ½ < 0	]	|½| = A e se substitui A por – ½ em (4.4.1). 
Note-se que nestas situações obtém-se uma função densidade espectral igual à 
de um processo de ruído branco, função obtida em (4.1.2). Assim sendo, nestes 
dois casos a função será a que se encontra representada na figura 4.1.1. 
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5. Estimadores Consistentes 
 
Uma vez analisada a função densidade espectral de um processo e, tendo em 
conta que esta representa uma ferramenta extraordinariamente importante na 
análise de uma série do domínio da frequência, há todo o interesse em encontrar 
a forma mais eficiente de a estimar. Ora, tendo em conta que a função 
densidade espectral se pode escrever como 
 @ = 12 ±2B¢ #$@ ¡FG2 + ¢0², (5.1)  
 
conclui-se que o estimador ”mais natural” para estimar o espectro corresponde à 
substituição da função de autocovariância pela sua estimativa, obtendo-se: 
 @Ö = 12 ±2B ¢× #$@Qv2FG2 + ¢×0², (5.2)  
com ¢× = ∑ ØvsØÑÙvsYÐÙØÚÛ Q .  
Como o leitor pode observar, quando se passa do espectro para a sua 
estimativa, o somatório da expressão (5.1) passa a ser finito, uma vez que a 
estimação dos parâmetros é feita com base num conjunto de observações 
(finito). 
Apesar de bastante simples e intuitivo, este estimador tem o inconveniente de 
não ser consistente, pois a sua variância não tende para zero à medida que se 
aumenta a dimensão da amostra. Caso o leitor pretenda uma justificação mais 
detalhada acerca da falta de consistência do estimador pode encontrá-la em 
Priestley (1981). 
Além disso, se o leitor reparar, quando se estima o espectro necessita-se das 
estimativas das covariâncias com desfasamento , pelo que quando maior for , 
menos precisas serão essas estimativas, pois os coeficientes ¢× são calculados 
cada vez com menos termos. Assim sendo, existem estimadores que atribuem 
pesos decrescentes a ¢× à medida que o valor de  aumenta. Estes 
estimadores são muito utilizados por diferentes autores e têm todos a mesma a 
forma geral: 
@Ö = 12 ±2BÜF¢× #$@ÝFG2 + ÜH¢×0² 
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em que a sequência ÜH, Ü2, … , ÜÝ	é denominada por Janelas desfasadas e Þ é 
designado por Ponto de Truncatura.  
Existe uma grande variedade de janelas, pelo que mencionarei apenas algumas 
das mais utilizadas. 
- Janela de Blackman-Tukey  
Nesta janela, também conhecida como janela de Tukey-Hanning ou janela 
de Tukey, as janelas desfasadas são dadas pela fórmula 
ÜF = 12[1 + #$ [Þ\\ ,					 = 0,1,… ,Þ. 
- Janela de Parzen: 
Esta janela tem como vantagem não dar estimativas negativas, pois as 
janelas desfasadas são dadas por: 
ÜF = g8h
8i1 − 6[Þ\ + 6[Þ\5 ,					0 ≤  ≤ Þ22[1 − Þ\5 ,																							Þ2 ≤  ≤ Þ
1 
- Janela de Bartlett: 
Esta janela é, de entre as mencionadas, a mais simples, mas com 
propriedades muito piores: 
ÜF = 1− Þ ,					 = 0,1,… ,Þ. 
A maior dificuldade em utilizar este tipo de estimativas está na decisão do Ponto 
de Truncatura. Quanto menor for o ponto de truncatura, Þ, menor será a 
variância do estimador e maior será o seu viés. Assim sendo, muitos autores 
adoptam para valor de ponto de truncatura um valor próximo de 2√X ou de √X. 
Informação mais detalhada sobre este assunto pode ser encontrada em Priesley 
(1981), em Chatfield (2004), etc. 
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6. Periodograma 
Como o leitor deverá ter reparado, a discussão realizada até agora, no relatório, 
teve como objectivo evidenciar outra forma, que não a análise temporal, de 
analisar uma série, a análise espectral. 
Já se fez referência ao papel preponderante que o espectro executa para esse 
tipo de análise. 
Assim como, também já foi relembrado ao leitor, que qualquer tipo de análise de 
uma série tem por base um conjunto de dados que permite estimar as 
ferramentas estatísticas necessárias ao processo. 
Por tudo isto e tendo em conta que já se fez referência aos estimadores mais 
intuitivos para o espectro, apresentar-se-á de seguida uma forma alternativa 
para estimar a função densidade espectral. Esta forma alternativa desempenha 
um papel fundamental no estudo das características de uma série, uma vez que 
permite a detecção de periodicidades escondidas nos dados. A esta metodologia 
dá-se o nome de Periodograma. 
O Periodograma é uma função que estabelece a forma como a variabilidade total 
da série é particionada ao longo das várias componentes relativas a cada uma 
das frequências de Fourier. 
Nas secções anteriores o leitor pôde ver que uma sequência de X observações, 2, … , Q pode ser escrita da forma: 
>? =BDNC #$D@C=E + OC D@C=EE + ·?U
QV
CGH ,								= = 1,…X. 
Se o leitor reparar está presente na equação anterior algo muito semelhante a 
um modelo de regressão linear múltipla, se considerar cosD@C=E 	e	 sinD@C=E j = 0,… , UáV como variáveis independentes e NC 	e	OC 	j = 0,… , UáV como 
parâmetros desconhecidos. 
Assim sendo, podem-se considerar como estimadores para os coeficientes NC 	e	OC 	j = 0,… , UáV, os estimadores de mínimos quadrados, obtidos de: 
Þ	â = ÞB·?Q?G2 = ÞBãää
å>? −BDNC #$D@C=E + OC D@C=EEU
QV
CGH æçç
èQ
?G2 . 
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Ao derivar a expressão anterior em ordem a casa um dos coeficientes NC 	e	OC j = 0,… , UáV e igualando a zero o resultado obtido, tem-se: 
g8h
8i °â°Nd = 0,								∀dGH,…,UQV°â°Od = 0,									∀dGH,…,UQV
1 ⇔
g88
8h
888
i−2#$@d=Bãää
å>? −BDNC #$D@C=E + OC D@C=EEU
QV
CGH æçç
è = 0Q?G2
−2@d=Bãää
å>? −BDNC #$D@C=E + OC D@C=EEU
QV
CGH æçç
è = 0Q?G2
1 ⇔
⇔
g88
8h
888
iB>? #$@d=Q?G2 =BNCB#$D@C=E #$@d=
Q
?G2éêë
UQV
CGH +BOCBD@C=E #$@d=
Q
?G2ìêë
UQV
CGH
B>? @d=Q?G2 =BNCB#$D@C=E @d=
Q
?G2ìëê
UQV
CGH +BOCBD@C=E @d=
Q
?G2íêë
UQV
CGH
1 
Utilizando agora as relações trigonométricas provenientes da ortogonalidade 
entre as funções seno e coseno, temos como já havíamos visto em (1.8), (1.9) e 
(1.10): 
1. #dC = ∑ #$D@C=E #$@d=Q?G2 = gh
i0,																																																																	 ≠ RQ ,																															 = R = 1,2, … , UQV − 1X,							 = R = 0	ou	 = R = 	 UQV se	X	par
1 
2. dC = ∑ D@C=E @d=Q?G2 = î Q ,						 = R = 1,2,… , UQV − 10,																																													#. # 1 
 
3. dC = ∑ #$D@C=E @d=Q?G2 = 0, ∀d,CGH,…,UYZV 
Substituindo (1), (2) e (3) no sistema anterior, obtemos: 
N×C =
g8h
8i1XB>? #$D@C=EQ?G2 ,	R = 0	ou	R = X2 	se	X	par2XB>? #$D@C=EQ?G2 ,		R = 1,2, … , _X2` − 1													
1 
OïC = 2XB>?Q?G2  [2RX =\ , R = 1,2,… , _X2` − 1 
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O leitor pode agora reparar que as estimativas de mínimos quadrados coincidem 
com as expressões dos coeficientes de Fourier já mencionadas em (1.11) e 
(1.12). 
Na sequência da análise de regressão efectuada, convém salientar que se torna 
intuitivo o facto de que a variância total dos dados se pode particionar na soma 
do quadrado dos resíduos e na soma dos quadrados “explicada” por cada uma 
das componentes periódicas à frequência @F 	 = 0,1,… , UQV.   
Já se viu anteriormente, que a relação de Parseval 1.14 estabelece o modo 
como a variação total dos dados é repartida ao longo das várias componentes 
harmónicas. Assim sendo, veja-se agora qual a contribuição de cada uma das k-
ésimas componentes harmónicas  = 0,1,… , UQV para a variação total dos 
dados: 
ð@F =
g8h
8iXN×H,																																										 = 0X2 DN×F + OïFE,					 = 1,… , _X2` − 1XN×Q ,																		 = X2 	se	X	par
1 
A função anterior é então o Periodograma. 
Convém salientar que muitos autores consideram que o Periodograma é a 
representação gráfica de ð@F versus @F 	 = 0,1, … , UQV, visto a análise do 
gráfico permitir verificar quais as frequências que originam picos no 
periodograma. Chama-se ainda a atenção do leitor para o facto de que apesar da 
função se chamar periodograma, ð@F é uma função da frequência e não do 
período. 
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7. Periodograma versus Função de Autocorrelação 
Comece-se por ver que o periodograma pode ser escrito de outra forma: 
ð@F =
g8
h8
i 2X ñB>?]d?ÙQ?G2 ñ
 ,															 = 1,… , _X2` − 1
1X ñB>?]d?ÙQ?G2 ñ
 ,  = 0	$	 = X2 ]	X	N¸
1 
Demonstração: 
  = 1,… , UQV − 1 
ð@F = 2X ñB>?]d?ÙQ?G2 ñ
 = 2X ñB>?Q?G2 #$@F= +  @F=ñ
 =
= 2X ñB>? #$@F=Q?G2 + B>? @F=
Q
?G2 ñ
 =
= 2X
ò¤B>? #$@F=Q?G2 §
 + ¤B>? @F=Q?G2 §


 =
= 2X ¤B>? #$@F=Q?G2 §
 + ¤B>? @F=Q?G2 §
ó = 2X ±[XN×F2 \ + ÁXOïF2 Ã² =
= 2XX4 DN×F + OïFE = X2 DN×F + OïFE 
 
  = 0	$	 = Q ]	X	N¸ 
ð@F = 1X ñB>?]d?ÙQ?G2 ñ
 = 1X ñB>?Q?G2 ¤#$@F= +  @F=H §ñ
 =
= 1X ñB>? #$@F=Q?G2 ñ
 = 1X
ò¤B>? #$@F=Q?G2 §


 =
= 1X¤B>? #$@F=Q?G2 §
 = 1X LXN×FM == 1XXN×F = XN×F 
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Note-se que caso se pretenda calcular o periodograma a partir de um conjunto 
de dados, torna-se mais simples utilizar a expressão: 
ð@F =
g88
h8
8i2X ¤B>? #$@F=Q?G2 §
 +¤B>? @F=Q?G2 §
ó ,  = 1,… , _X2` − 1	
1X ¤B>? #$@F=Q?G2 §
 ,																												 = 0	$	 = X2 ]	X	N¸	
1 
Chama-se a atenção para o facto de que tanto ð@F, como o coeficiente ¢×F da 
função de autocorrelação (“AutoCorrelation Funtion”, ACF) são formas 
quadráticas dos dados. Por conseguinte, é normal que o leitor se pergunte qual a 
relação entre ambas. 
Mostraremos de seguida, que o periodograma é uma transformada de Fourier de p¢×Fq. 
Tenha-se em atenção: 
i) ∑ ØvsØÑÙvsQQvF?G2 = ¢×F; 
ii) #$D@t=E #$ @t= +  + D@t=E  @t= +  = #$D@tE 
e com base nestas duas expressões mostra-se que: 
ðD@tE =
g8h
8i2¤¢×H + 2B ¢×FQv2FG2 #$D@tE§ ,																					 = 1,… , _X2` − 1
¢×H + 2B ¢×FQv2FG2 #$D@tE ,  = 0	$	 = X2 ]	X	N¸
1. 
Demonstração: 
Apenas se demonstrará para o caso  = 1,… , UQV − 1, visto que as expressões 
são iguais, a menos de uma constante, nos dois ramos. Sabendo que ∑ cosD@t=E =Q?G2 ∑ sinD@t=EQ?G2 = 0 tem-se 
ðD@tE = 2X ¤B>? #$D@t=EQ?G2 §
 + ¤B>? D@t=EQ?G2 §
ó =
= 2X ¤B>? − >s #$D@t=EQ?G2 §
 + ¤B>? − >s D@t=EQ?G2 §
ó 
Desenvolvendo ligeiramente a expressão anterior obtém-se: 
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ðD@tE = 2X ±B>? − >s #$D@t=EQ?G2 B>í − >s #$D@tE+
Q
íG2+B>? − >s D@t=EQ?G2 B>í − >s D@tE
Q
íG2 ²= 2BB>? −>s>í − >sX D#$D@t=E #$D@tE + D@t=E D@tEEQíG2
Q
?G2  
 Faça-se  = = + , 
ðD@tE =
= 2B B >? − >s>? F − >s #$D@t=E #$ @t= +  + D@t=E  @t= + XQvF?G2 +
Qv2
FG2
+ 2B >? − >sD#$D@t=E + D@t=EEX +Qv2?G2
+ 2B B >? − >s>?vF − >s #$D@t=E #$ @t= −  + D@t=E  @t= − XQ F?G2
Qv2
FG2 =³dd
= 2B B >? − >s>? F − >sXQvF?G2
Qv2
FG2 #$D@tE + 2B >? − >
sX +Qv2?G2
+ 2B B >? − >s>?vF − >sXQ F?G2
Qv2
FG2 #$ @t− 
Como a função coseno é par tem-se cos @t− = cosD−@tE = cosD@tE, 
logo: 
ðD@tE = 2B #$D@tEQv2FG2 B >? − >
s>? F − >sXQvF?G2 + 2B >? − >
sX +Qv2?G2
+ 2B #$D@tEQv2FG2 B >? − >
s>?vF − >sXQ F?G2 =³d
= 2B ¢×F #$D@tEQv2FG2 + 2¢×H + 2B ¢×vF #$D@tE
Qv2
FG2  
Como a função de autocorrelação também é simétrica tem-se ¢×F = ¢×vF e 
portanto: 
ðD@tE = 2B ¢×F #$D@tEQv2FG2 + 2¢×H + 2B ¢×F #$D@tE
Qv2
FG2 = 2 ±¢×H + 2B ¢×F #$D@tE
Qv2
FG2 ² 
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8. Propriedades do Periodograma 
Como já foi referido na secção 6, a análise gráfica de ð@F versus @F 	 =0,1,… , UQV, permite verificar quais as frequências que originam picos no 
periodograma, ou seja, quais as frequências que originam maiores ordenadas no 
gráfico. Assim sendo, convém que o leitor saiba quando é que uma ordenada é 
considerada “grande” ou “pequena” e, para que tal conhecimento não seja 
apenas intuitivo calcule-se o valor esperado de cada uma das ordenadas do 
gráfico: 
KLð@FM = »K _X2 DN×F + OïFE` ,																			 = 1,… , _X2` − 1K(XN×F,,																	 = 0	$	 = X2 	se	X	par1 =
= »X2 DK(N×F, + K(OïF,E,																			 = 1,… , _X2` − 1XK(N×F,,																						 = 0	$	 = X2 	se	X	par1 =
= »X2 D¾N¸LN×FM + KLN×FM + ¾N¸(OïF, + K(OïF,E,																			 = 1,… , _X2` − 1X¾N¸LN×FM + KLN×FM,																																									 = 0	$	 = X2 	se	X	par1 
Para que o cálculo não seja demasiado extenso, calcule-se cada uma das 
parcelas separadamente. Comecemos por calcular KLN×FM. 
 Para  = 1,… , UQV − 1 
KLN×FM = K ±2XB>? #$@F=Q?G2 ² = 2XBKL>?M #$@F=
Q
?G2 =
= 2XBK ãää
åBDNC #$D@C=E + OC D@C=EE + ·?U
QV
CGH æçç
è #$@F=Q?G2 =
= 2XB
BDNC #$D@C=E + OC D@C=EEU
QV
CGH 
#$@F=Q?G2 =
= 2X	Bãää
äåNCB#$D@C=E #$@F=Q?G2GH,∀êôÙ	
+ OCBD@C=E #$@F=Q?G2GH,			∀ê,Ù æçç
çèUQV
CGH =
= 2X NFB#$@F=Q?G2GQ
= NF 
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 Para  = 0	 ou  = Q (se X par), 
KLN×FM = K ±1XB>? #$@F=Q?G2 ² = 1XBKL>?M #$@F=	
Q
?G2 =
= 1XBK ãää
åBDNC #$D@C=E + OC D@C=EE + ·?U
QV
CGH æçç
è #$@F=Q?G2 =
= 1XB
BDNC #$D@C=E + OC D@C=EEU
QV
CGH 
#$@F=Q?G2 =
= 1XBãää
äåNCB#$D@C=E #$@F=Q?G2GH,∀êôÙ	
+ OCBD@C=E #$@F=Q?G2GH,			∀ê,Ù æçç
çèUQV
CGH =
= 1X NFB#$@F=Q?G2GQ
= NF 
 
Fazendo um raciocínio análogo mostra-se que K(OïF, = OF, donde se pode 
concluir que os estimadores de mínimos quadrados obtidos são centrados. 
Calculem-se agora as variâncias dos estimadores de mínimos quadrados: 
 Para  = 1,… , UQV − 1, 
¾N¸LN×FM = ¾N¸ ±2XB>? #$@F=Q?G2 ² = 4XB¾N¸L>?MõZ #$@F=
Q
?G2 =
= 4X £B#$@F=Q?G2Q
= 2X £ 
¾N¸(OïF, = ¾N¸ ±2XB>? @F=Q?G2 ² = 4XB¾N¸L>?MõZ
Q
?G2 @F= =
= 4X £B@F=Q?G2Q
= 2X £ 
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 Para  = 0	 ou  = Q (se X par), 
¾N¸LN×FM = ¾N¸ ±1XB>? #$@F=Q?G2 ² = 1XB¾N¸L>?MõZ #$@F= =
Q
?G2
= 1X £B#$@F=Q?G2Q
= 1X £ 
Uma vez que N×F e OïF são estimadores centrados e já que limQ→¡ N×F = 0 e limQ→¡ OïF = 0, então N×F e OïF são estimadores consistentes. 
Juntando a informação obtida até agora, tem-se que: 
KLð@FM = »X2 [2X£ + NF + 2X£ + OF\ ,																			 = 1,… , _X2` − 1X [1X£ + NF\ ,																									 = 0	$	 = X2 	se	X	par1 =
= » X2 DNF + OFE + 2£ ,																			 = 1,… , _X2` − 1XNF + 2£,																		 = 0	$	 = X2 	se	X	par1 
Assim o leitor pode notar que se uma certa frequência @F não estiver presente 
no modelo, então NF = 0 e OF = 0 e, consequentemente KLð@FM = 2£. Pelo 
contrário se @F estiver presente no modelo espera-se que a ordenada ð@F seja 
mais elevada, pois NF e /ou OF serão não nulos.  
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9. Testes aos Picos do Periodograma. Teste de Hartley. 
Tal como já foi referido, o Periodograma corresponde à representação gráfica de 
uma função que quantifica a variabilidade total do processo explicada por cada 
uma das componentes às várias frequências de Fourier.  
Após a construção do gráfico, o leitor não pode cair na tentação de considerar 
que todas as frequências que apresentem uma ordenada relevante sejam as que 
realmente explicam a periodicidade dos dados. Isto porque convém que esteja 
sempre presente na memória a possível existência de picos que não são mais do 
que o resultado de flutuações aleatórias. Torna-se assim indispensável 
determinar critérios que permitam decidir com rigor se um “pico” do 
periodograma é efectivamente significativo para a detecção da periodicidade dos 
dados.  
As ferramentas estatísticas mais utilizadas para a detecção de “picos” do 
periodograma com importância significativa são os testes de hipóteses. Existe 
uma vasta panóplia de testes aos “picos” do periodograma. Na literatura focam-
se essencialmente dois tipos de testes com pressupostos diferentes. Os que 
pressupõem o conhecimento do número de componentes periódicas do processo, 
como é o caso do Teste de Grenander e Rosenblatt, e os que não o pressupõem. 
Dentro destes existe uma grande variedade de abordagens. Há autores que 
consideram que o mais relevante é a análise ao maior “pico” do periodograma – 
Teste Exacto de Fisher e Teste Aproximado De Walker - outros que se dedicam à 
análise sucessiva do i-ésimo “pico” mais relevante – Teste de Whittle – e outros 
que se dedicam à identificação da existência de uma ou mais componentes 
periódicas – Teste de Hartley. Obviamente que aqui o leitor apenas tem uma 
curta enumeração de alguns dos testes utilizados, que podem ser vistos com 
todo o pormenor em Harvey (1993), Turkman (1993), Priestley (1981), Wei 
(1990), etc. No entanto, ao longo do trabalho apenas se abordará o teste de 
Hartley ou teste da Análise de Variância. 
Teste de Hartley 
Seja >2,>,… ,>Q um conjunto de variáveis aleatórias independentes e 
identicamente distribuídas com distribuição Normal de valor médio nulo e 
variância £ e considere-se que a série >? pode ser escrita da seguinte forma: 
>? =BDNC #$D@C=E + OC D@C=EE + ·?÷CGH ,			= = 1,… ,X 
em que ø representa o número de componentes periódicas da série e p·?q é um 
processo de ruído branco com valor médio nulo e variância £. 
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Com estes pressupostos tem-se que: 
KLNFM =
g8h
8iK ±2XB>? #$@F=Q?G2 ² ,																				 = 1,… , _X − 12 `
K ±1XB>? #$@F=Q?G2 ² , 	 = 0	$	 = X2 ]	X	N¸
1 =
=
g88
h8
8i2XBKL>?MH #$@F= ,
Q
?G2H
																			 = 1,… , _X − 12 `
1XBKL>?MH #$@F=
Q
?G2H
,		 = 0	$	 = X2 ]	X	N¸
=1 0,			 = 1,… , _X − 12 ` 
 
KLOFM = K ±2XB>? @F=Q?G2 ² = 2XBKL>?MH @F=
Q
?G2H
= 0,  = 1,… , _X − 12 ` 
 
¾N¸LNFM = » 2X £,																										 = 1,… , _X − 12 `1X £,  = 0	$	 = X2 ]	X	N¸
1 
 
¾N¸LOFM = 2X £,  = 1,… , _X − 12 ` 
Como NF e OF não são mais do que combinações lineares de >2,>,… ,>Q, que já 
havíamos suposto que eram independentes e identicamente distribuídas a > ∩ X0; £, então NF e OF terão distribuição normal com valores médios e 
variâncias dados pelas expressões anteriores. 
Assim sendo, tem-se que para 
  = 1,… , UQv2 V, 
NF ∩ X [0; 2X £\ ⇒ 	 NFú2X£ ∩ X0; 1 ⇒
NFú2X£

= NF2X £ =
XNF2£ ∩ û2 , 
e 
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OF ∩ X [0; 2X £\ ⇒ 	 OFú2X £ ∩X0; 1 ⇒ 
OFú2X£

= OF2X£ =
XOF2£ ∩ û2  
 
  = 0 ou  = Q (se X par), 
NF ∩X [0; £X\ ⇒	 NFú£X ∩ X0; 1 ⇒
 NFú£X
 = NF£X =
XNF£ ∩ û2 ,		 
 
Além disso mostra-se que, pelas propriedades de ortogonalidade das funções 
seno e coseno, as variáveis Nd e OC não são correlacionadas ∀, R: 
 , R = 1,… , UQV − 1, 
ø$DNd, OCE = ø$ ¤2XB>? #$@d=Q?G2 , 2XB>? D@C=E
Q
?G2 § =
= 4XBB#$@d= D@C=EQ?G2
Q
?G2 ¾N¸>? =
= 4X £BB#$@d= D@C=EQ?G2
Q
?G2H
= 0 
 
 
 , R = 0 ou , R = Q (se X par), 
ø$DNd , OCE = ø$ ¤1XB>? #$@d=Q?G2 ; 2XB>? D@C=E
Q
?G2 §
= 2XBB#$@d= D@C=EQ?G2
Q
?G2 ¾N¸>?
= 2X £BB#$@d= D@C=EQ?G2
Q
?G2H
= 0 
Por conseguinte, obtém-se:  
ð@F£ = X2 DNF + OFE£ = XNF2£ + XOF2£ ∩ û2 + û2 = û ,  = 1,… , _X − 12 ` 
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ð@H£ = XNH£ ∩ û2 									]											 ð [@Q\£ = XNQ

£ ∩ û2  
 
Com toda esta informação torna-se muito mais fácil para o leitor compreender o 
teste às ordenadas do Periodograma que Hartley (1949) apresentou e que tem 
por base a Tabela Anova seguinte: 
Fonte de Variação Soma de Quadrados Graus de Liberdade  
Frequência üý XNH 1 
Frequência üþ X2 N2 + O2 2 ⋮ ⋮ ⋮ 
Frequência üUÐþ V X2 ÁNUQv2 V + OUQv2 V Ã 2 
Frequência ü   
( par) XNQ  1 
Total BGþ   
Tabela 9.1.1: Tabela Anova para o periodograma. 
Com este teste, o leitor consegue com alguma margem de confiança determinar 
quantas e quais as componentes periódicas necessárias para a descrição do 
processo. Comece-se por notar que o processo pode evidenciar apenas uma 
componente periódica ou várias componentes. Assim sendo faça-se o estudo dos 
dois casos em separado. 
1. Teste à existência de uma única componente periódica (ø = 1). 
 
Se o processo evidenciar uma única componente periódica, então 
escrever-se-á da seguinte forma: 
>? = NH + NF #$ @F= + OF @F= + ·? ,  com  = 1,2, … , UQV	$  
Sendo @F = &FQ  e p·?q um processo de ruído branco com valor médio nulo 
e variância £. 
Convém desde já salientar que como NH é apenas a média das 
observações, correspondendo, portanto, ao termo independente da série 
de Fourier, não trará nenhuma informação sobre a existência ou não de 
componentes periódicas. 
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Assim sendo, as hipóteses a testar são: 
©H:	NF =	OF = 0								©2:		NF ≠ 0	$	OF ≠ 0,  = 1,2,… , _X2`	$	 
- Se X ímpar tem-se: 
X2£BDNC + OCE
UQV
CG2CF
∩³íw		 ûQv5 , 
logo a estatística de teste a utilizar será: 
H =
X2£ DNF + OFE2X2£∑ DNC + OCEUQVCG2CFX − 3
= X − 32 NF + OF∑ DNC + OCEUQVCG2CF
∩³íw		,Qv5 
 
 
- Se X par a estatística de teste a utilizar será igual à anterior, excepto no 
caso em que  = Q, pois nesse caso ter-se-á 
H =
X£ NQ1X2£ ∑ DNC + OCEQv2CG2X − 2
= X − 2 NQ∑ DNC + OCEQv2CG2 ∩³íw		2,Qv, 
 
uma vez que 
QyYZZõZ ∩ û2 . 
 
2. Teste à existência de ø > 1 componentes periódicas. 
 
Quando se pretende testar a existência de ø > 1 componentes periódicas, 
tem-se por base um processo cuja expressão é  
>? = NH +BNF #$@F= + OF @F= + ·?÷FG2 ,			= = 1,… ,X 
com @F = &FQ  e p·?q um processo de ruído branco com valor médio nulo e 
variância £. 
As hipóteses do teste em questão serão formalmente 
©H :	B NF÷FG2 =	BOF
÷
FG2 = 0								©2:	∃F∈p2,,…,÷q:	NF ≠ 0	$	OF ≠ 0 
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 e a estatística de teste a utilizar será: 
- se X ímpar: 
H =
X2£ ∑ DNF + OFE÷FG22øX2£ ∑ DNC + OCEUQVCG2C∉p2,,…,÷qX − 1 − 2ø
= X − 1 − 2ø2ø ∑ DNF + OFE÷FG2∑ DNC + OCEUQVCG2C∉p2,,…,÷q
∩³íw		÷,Qv2v÷ 
 
- se X par e @YZ ∉ ø: 
H =
X2£ ∑ DNF + OFE÷FG22øX2£ ∑ DNC + OCEUQv2 VCG2C∉p2,,…,÷q + X£ NQX − 1 − 2ø
∩³íw		÷,Qv2v÷ 
 
- se X par e @YZ ∈ ø: 
H =
X2£ ∑ NF + OF÷v2FG2 + X£ NQ2ø − 1X2£ ∑ DNC + OCEUQVCG2C∉p2,,…,÷qX − 2ø
∩³íw		÷v2,Qv÷ 
 
Resta apenas salientar que é necessário que ø seja bastante inferior a UQV, pois 
caso contrário não existem graus de liberdade suficientes para uma boa 
estimativa do erro. 
  
10. Simulações 
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10. Simulações  
Neste capítulo vai estudar-se um conjunto de séries obtidas por simulação. O 
objectivo principal é encontrar um modelo estatístico que permita explicar cada 
uma das séries simuladas. A modelação será efectuada através da aplicação de 
algumas das técnicas apresentadas nos capítulos anteriores. Pretende-se 
também transparecer algumas das dificuldades que um estatístico tem quando 
pretende aplicar os resultados teóricos a um conjunto de dados que nem sempre 
obedecem a todos os pressupostos exigidos na teoria. 
 
10.1 Simulação de uma série com periodicidade 12: Erros ruído branco. 
 
Simulou-se uma série de dimensão 120 com periodicidade de 12 meses, ou seja, @ = &2 = &
, que obedece a: 
? = N #$ 6 = + O  6 = + ¼? 
em que os coeficientes foram fixados à partida com o valor 1, ou seja, N = 1 e O = 1, e p¼?q é um processo de ruído branco com K¼? = 0 e ¾N¸¼? = 1. A série 
está representada graficamente na figura 10.1.1. 
 
 
Fig. 10.1.1: Representação gráfica da série simulada. 
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A representação gráfica da função de autocorrelação e da função de 
autocorrelação parcial encontra-se na figura 10.1.2. 
 
Fig. 10.1.2: Representação gráfica da ACF e PACF da série simulada. 
Através da figura 10.1.2 pode-se concluir que existe sazonalidade na série, já 
que a sua função de autocorrelação apresenta um aspecto sinusoidal. Assim 
sendo, construir-se-á o periodograma da série de forma a detectar qual ou quais 
as componentes periódicas responsáveis pela sazonalidade da mesma.  
 
Fig. 10.1.3: Periodograma da série simulada, ü vs Frequência. 
Examinando a figura 10.1.3 verifica-se a existência de um único pico acentuado 
próximo da frequência 0.52, ou seja, próximo do período 12. Assim sendo, 
parece razoável suspeitar que a sazonalidade da série é causada unicamente 
pela componente de período 12. Com o objectivo de verificar se tal suspeita é, 
ou não, significativa do ponto de vista estatístico, aplicar-se-á o teste de Hartley, 
descrito na secção 9.1, a cada uma das ordenadas do periodograma.  
 
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1 3 5 7 9 11 13 15 17 19 21 23 25 27 29
ACF PACF Limites
0
20
40
60
80
100
120
140
0
.0
0
0
.1
6
0
.3
1
0
.4
7
0
.6
3
0
.7
9
0
.9
4
1
.1
0
1
.2
6
1
.4
1
1
.5
7
1
.7
3
1
.8
8
2
.0
4
2
.2
0
2
.3
6
2
.5
1
2
.6
7
2
.8
3
2
.9
8
3
.1
4
10. Simulações 
10.1 Simulação de uma série com periodicidade 12: Erros ruído branco. 
65 
 
 @F  NF  OF ð@F  ¾N$¸	%  @F  NF  OF ð@F  ¾N$¸	% 
0 0.00 0.08 0.00 0.78 --- --- 31 1.62 0.16 -0.06 1.78 0.43 0.65 
1 0.05 -0.03 -0.03 0.08 0.02 0.98 32 1.68 -0.03 0.12 0.99 0.24 0.79 
2 0.10 0.01 -0.09 0.48 0.12 0.89 33 1.73 -0.06 0.09 0.73 0.18 0.84 
3 0.16 0.01 -0.04 0.09 0.02 0.98 34 1.78 -0.06 0.25 3.91 0.95 0.39 
4 0.21 0.04 0.21 2.75 0.67 0.52 35 1.83 -0.05 0.05 0.27 0.06 0.94 
5 0.26 0.19 -0.12 3.13 0.76 0.47 36 1.88 0.04 0.01 0.10 0.02 0.98 
6 0.31 0.10 0.00 0.63 0.15 0.86 37 1.94 -0.13 0.12 1.84 0.44 0.64 
7 0.37 -0.01 -0.13 0.97 0.23 0.79 38 1.99 0.01 0.14 1.15 0.28 0.76 
8 0.42 0.07 0.20 2.70 0.65 0.52 39 2.04 0.00 -0.03 0.06 0.02 0.98 
9 0.47 -0.12 0.01 0.86 0.21 0.81 40 2.09 0.16 0.02 1.64 0.40 0.67 
10 0.52 0.90 1.09 119.15 55.59 0.00 41 2.15 -0.21 -0.20 5.09 1.24 0.29 
11 0.58 0.27 0.01 4.47 1.09 0.34 42 2.20 0.02 -0.14 1.22 0.29 0.75 
12 0.63 -0.17 0.14 2.87 0.69 0.50 43 2.25 -0.08 -0.05 0.59 0.14 0.87 
13 0.68 -0.10 -0.13 1.60 0.39 0.68 44 2.30 0.04 -0.04 0.21 0.05 0.95 
14 0.73 0.06 -0.11 0.89 0.21 0.81 45 2.36 -0.02 0.00 0.02 0.01 0.99 
15 0.79 -0.01 -0.01 0.00 0.00 1.00 46 2.41 0.09 -0.29 5.50 1.35 0.26 
16 0.84 0.09 -0.20 2.98 0.72 0.49 47 2.46 0.03 0.07 0.35 0.08 0.92 
17 0.89 -0.12 0.18 2.79 0.68 0.51 48 2.51 0.01 -0.11 0.78 0.19 0.83 
18 0.94 0.08 -0.04 0.52 0.12 0.88 49 2.57 -0.02 0.00 0.02 0.00 1.00 
19 0.99 0.01 0.16 1.48 0.36 0.70 50 2.62 -0.05 0.04 0.28 0.07 0.94 
20 1.05 -0.07 0.32 6.47 1.59 0.21 51 2.67 -0.24 -0.04 3.50 0.85 0.43 
21 1.10 -0.12 0.30 6.03 1.48 0.23 52 2.72 -0.05 -0.05 0.29 0.07 0.93 
22 1.15 0.01 -0.15 1.45 0.35 0.71 53 2.78 -0.35 -0.25 10.98 2.75 0.07 
23 1.20 0.24 0.01 3.36 0.81 0.45 54 2.83 0.04 -0.03 0.12 0.03 0.97 
24 1.26 0.05 0.13 1.24 0.30 0.74 55 2.88 0.20 -0.14 3.57 0.87 0.42 
25 1.31 -0.23 -0.03 3.28 0.79 0.45 56 2.93 0.02 0.18 1.87 0.45 0.64 
26 1.36 0.17 -0.04 1.91 0.46 0.63 57 2.98 -0.10 -0.12 1.42 0.34 0.71 
27 1.41 0.10 -0.03 0.60 0.14 0.87 58 3.04 -0.10 -0.13 1.63 0.39 0.68 
28 1.47 -0.15 0.25 5.12 1.25 0.29 59 3.09 -0.11 -0.16 2.16 0.52 0.59 
29 1.52 -0.16 0.00 1.53 0.37 0.69 60 3.14 0.28 0.00 9.64 2.40 0.12 
30 1.57 -0.05 0.23 3.35 0.81 0.45 --- --- --- --- --- --- --- 
Tabela 10.1.1: Decomposição das parcelas do periodograma segundo a tabela ANOVA: período, frequência de Fourier, 
parcela ü com as estimativas para os respectivos coeficientes de Fourier  e  e valor da estatística de teste. 
O teste de Hartley não é mais do que um teste que se baseia na decomposição 
do periodograma em termos da Tabela de Análise de Variância. Os resultados do 
teste encontram-se na tabela 10.1.1. Analisando os resultados obtidos pode-se 
concluir que o teste detecta como significativa a periodicidade 12. 
Tal como já foi referido na secção 1 qualquer sequência de X elementos, pode 
ser escrita como uma combinação linear de ondas seno-coseno: 
? = B NF #$@F= + OF @F=LQ ⁄ MFG2 , 
em que @F é a frequência de Fourier e  NF e OF são os coeficientes de Fourier 
( = 1,… , UQV).  
Analisando a figura 10.1.3 e a tabela 10.1.1 já se tinha concluído que a série em 
estudo tem sazonalidade de período 12, ou seja, @ = &
 ≈ 0.52. Aplicando agora o  
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Método dos Mínimos Quadrados determinar-se-ão as estimativas dos parâmetros 
desconhecidos NH, N e O. 
  Coeficientes Desvio Padrão Valor P  NH 0.081 0.092 0.383 N 0.898 0.13 2.56E-10 O 1.086 0.13 1.4E-13 
Tabela 10.1.2: Representação da estimativa dos parâmetros, assim como dos seus desvios-padrão e respectivos 
valores-p. 
Os resultados obtidos na tabela 10.1.2 vêm confirmar o que foi referido na 
secção 6. Ao considerar as frequências de Fourier, as estimativas obtidas através 
dos mínimos quadrados coincidem com os coeficientes de Fourier (compare-se a 
tabela 10.1.1 com a tabela 10.1.2). Além disso, apesar de NH não ser relevante 
para a explicação da variabilidade do modelo, note-se que N×H = s = 0.081.  
A partir da análise da tabela 10.1.2 conclui-se que ambos os parâmetros são 
importantes para descrever a variação dos dados. Note-se que as estimativas 
obtidas para os parâmetros N e O, ao eliminar a constante do modelo, não são 
significativamente diferentes das obtidas considerando o modelo com a 
constante. 
Assim sendo, a série em estudo pode ser escrita da forma 
×? = 0.898 #$ 6 = + 1.086  6 =, 
como habitualmente, o resíduo associado à estimação é dado por ]? = ? − ×?.  
Os resíduos da série e as funções de autocorrelação e de autocorrelação parcial 
dos mesmos estão representados nas figuras 10.1.4.e 10.1.5, respectivamente. 
 
Fig. 10.1.4: Representação gráfica dos resíduos. 
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Fig. 10.1.5: Representação gráfica da ACF e PACF da série apresentada na Fig. 10.1.4. 
Analisando a figura 10.1.5 pode-se concluir que os resíduos da série não 
apresentam praticamente nenhuma estrutura de correlação.  
Uma vez que a aplicação do método de mínimos quadrados e do teste de Hartley 
pressupõem a normalidade e a inexistência de correlação dos resíduos, interessa 
ainda verificar até que ponto se pode considerar que os resíduos têm distribuição 
normal, uma vez que já se concluiu sobre a inexistência de correlação entre os 
mesmos ao analisar a figura 10.1.5. 
Com o objectivo de verificar o anteriormente explicitado far-se-á a análise gráfica 
do histograma, do box-plot e do papel de probabilidade da série dos resíduos.  
 
Fig. 10.1.6: Representação do histograma da série representada na Fig. 10.1.4. 
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Fig. 10.1.7: Representação do box-plot da série representada na Fig. 10.1.4. 
 
Fig. 10.1.8: Representação do papel de probabilidade da série representada na Fig. 10.1.4. 
Analisando o boxplot representado na figura 10.1.7, verifica-se que tem uma 
caixa simétrica e apresenta um outlier com valor relativamente reduzido. A 
simetria da distribuição dos dados pode ser confirmada com uma análise do 
histograma representado na figura 10.1.6. O papel de probabilidade dos resíduos 
também evidencia que os dados se ajustam bastante bem à distribuição normal * = 0.9956 ≈ 1.  
A aplicação de dois testes de normalidade à série residual permite inferir com 
maior rigor sobre a distribuição subjacente à série.  
Testes Estatística de Teste Valor-p 
Teste de Shapiro Wilk 0.9958 0.9791 
Teste de Kolmogorov Smirvov 0.0395 0.9921 
Tabela 10.1.3: Representação dos valores da estatística de teste e dos valores-p de dois testes à normalidade da série 
representada na Fig. 10.1.4. 
Analisando a tabela pode-se concluir que existe evidência para afirmar, para 
qualquer nível de significância usual, que os resíduos da série em estudo têm 
distribuição normal. 
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Assim sendo, chega-se à conclusão de que nenhum dos pressupostos 
necessários à análise efectuada é violado. Consequentemente, pode-se 
considerar que o modelo estimado que melhor descreve a série representada na 
figura 10.1.1 é: 
×? = 0.898 #$ 6 = + 1.086  6 =. 
Finalmente, interessa analisar o ajustamento do modelo estimado aos dados.  
 
Fig. 10.1.9: Representação do ajustamento da série, representada na Fig. 10.1.1, ao modelo estimado. 
Conclui-se, pela análise da figura 10.1.9, que o ajustamento efectuado é razoável * = 0.50, mas não mais do que isso, uma vez que a série ajustada não 
consegue explicar toda a variabilidade da série. 
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10.2 Simulação de uma série com componentes periódicas 12 e 6: Erros 
ruído branco. 
 
Simulou-se uma série de dimensão 120 que obedece a: 
? = N2 #$ 6 = + O2  6 = + N #$ 3 = + O  3 = + ¼? 
em que os coeficientes foram fixados à partida com o valor 1, ou seja, N2 = 1,  O2 = 1, N = 1 e O = 1 e p¼?q é um processo de ruído branco com K¼? = 0 e ¾N¸¼? = 1. A representação gráfica da série encontra-se na figura 10.2.1. 
 
Fig. 10.2.1: Representação gráfica da série simulada. 
A representação gráfica da função de autocorrelação e da função de 
autocorrelação parcial da série encontra-se representada na figura 10.2.2. 
 
Fig. 10.2.2: Representação gráfica da ACF e PACF da série simulada. 
Através da figura 10.2.2 pode-se concluir que existe sazonalidade na série, já 
que a sua função de autocorrelação apresenta um aspecto sinusoidal. Assim 
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sendo, construir-se-á o periodograma da série de forma a detectar qual ou quais 
as componentes períodicas que explicam a sazonalidade da mesma. 
 
Fig. 10.2.3: Periodograma da série simulada, ü vs Frequência. 
Examinando a figura 10.2.3 verifica-se a existência de dois picos acentuados 
próximos das frequências &
 ≈ 0.52 e &5 ≈ 1.05, ou seja, próximos dos períodos 12 
e 6, respectivamente. Assim sendo, parece razoável suspeitar que a sazonalidade 
da série seja explicada pelas componentes sazonais de períodos 6 e 12. Com o 
objectivo de verificar se tal suspeita é, ou não, significativa do ponto de vista 
estatístico, aplicar-se-á o teste de Hartley, descrito na secção 9.1, a cada uma 
das ordenadas do periodograma. 
A aplicação do teste de Hartley indica que se podem considerar como 
significativas as componentes de periodicidades 6 e 12 (caso o leitor queira 
verificar a veracidade desta afirmação pode consultar a tabela 1 do Anexo VI). 
Convém fazer aqui uma ressalva de que muitos autores, como por exemplo, Wei 
(1990), afirmam que, muitas vezes aparecem, no periodograma, picos nas 
harmónicas do período da série, sem que cada um destes tenha uma explicação 
per si. Os seguidores desta linha de raciocínio defendem que o aparecimento 
destes picos é único e exclusivamente explicado pela relação harmónica 
existente entre os mesmos. Por outras palavras, os autores defendem que o 
aparecimento de picos nas harmónicas do período da série apenas dá a indicação 
de que a explicação exaustiva da periodicidade da série necessita da combinação 
linear das diversas harmónicas cujos picos, no periodograma, são significativos. 
Com o propósito de tentar compreender melhor a relação entre as harmónicas 
do período 12, far-se-á um estudo meramente académico em que se analisará o 
que acontece à série em estudo, caso o leitor pretendesse justificar a sua 
periodicidade utilizando apenas a componente periódica 12. 
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Considere-se então que a série em estudo tem sazonalidade de período 12, ou 
seja, @ = 0.52.  
Aplicando agora o Método dos Mínimos Quadrados determinar-se-ão as 
estimativas dos parâmetros desconhecidos NH, N2 e O2. 
  Coeficientes Desvio Padrão Estatística t Valor P  NH 0.057 0.127 0.447 0.6558 N2 1.265 0.180 7.037 1.43E-10 O2 1.150 0.180 6.398 3.38E-09 
Tabela 10.2.1: Representação da estimativa dos parâmetros, assim como dos seus desvios-padrão e respectivos 
valores-p. 
Fazendo uma breve análise à tabela 10.2.1 rapidamente se conclui que, para um 
nível de significância de 5%, apenas N2 e O2 são significativos, ou seja, apenas 
rejeitamos a hipótese de que o termo independente seja diferente de zero. 
Retirando a contante do modelo, as estimativas dos parâmetros N2 e O2 mantêm-
se. 
Represente-se agora os resíduos da série calculados apenas com a componente 
de periodicidade 12. 
 
Fig. 10.2.4: Representação gráfica da série, representada na Fig. 10.2.1, sem a componente periódica 12. 
Veja-se agora, através das funções de autocorrelação e de autocorrelação parcial 
da série representada na figura 10.2.4, se a componente periódica 12 é 
suficiente para descrever toda a sazonalidade da série. 
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Fig. 10.2.5: Representação gráfica das funções de autocorrelação e de autocorrelação parciais da série representada em 
10.2.4. 
A figura 10.2.5 permite concluir que a componente de periodicidade 12 não é 
suficiente para descrever a sazonalidade da série, uma vez que a função de 
autocorrelação da série representada na figura 10.2.4 apresenta um 
comportamento semelhante em intervalos distanciados por 6 desfazamentos. 
Além disso, como se pode ver na figura 10.2.6, a série ajustada apenas 
consegue descrever o comportamento periódico da série representada na figura 
10.2.1, não conseguindo, no entanto, descrever os picos mais acentuados da 
mesma. Note-se que a série estimada neste caso não é mais do que: 
×? = 1.265 #$ 6 = + 1.150  6 =. 
 
Fig. 10.2.6: Representação da série representada na Fig. 10.2.1 com sobreposição da série estimada com a componente 
periódica 12. 
Como já se concluiu que a componente periódica de 12 não é suficiente para 
descrever o comportamento periódico da série, retome-se de novo o 
periodograma representado na figura 10.2.3 e estime-se, através do Método de 
Mínimos Quadrados, os coeficientes das componentes periódicas de 6 e 12. 
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  Coeficientes Desvio Padrão Estatística t Valor P  NH 0.057 0.080 0.707 0.481 N2 1.265 0.114 11.134 5.56E-20 O2 1.150 0.114 10.123 1.32E-17 N 1.047 0.114 9.218 1.72E-15 O 1.095 0.114 9.640 1.79E-16 
Tabela 10.2.2: Representação da estimativa dos parâmetros, assim como dos seus desvios-padrão e respectivos 
valores-p. 
Uma análise da tabela 10.2.2 permite concluir que o termo independente é mais 
uma vez nulo para um nível de confiança de 5%, sendo que, para o mesmo nível 
de confiança, os restantes parâmetros são não nulos. Refazendo a estimação 
sem a constante, as estimativas dos restantes parâmetros não se alteram. 
A representação dos resíduos da série estimada com as componentes periódicas 
de 6 e 12 meses, assim como das funções de autocorrelação e de autocorrelação 
parcial dos mesmos, encontram-se nas figuras 10.2.7 e 10.2.8, respectivamente. 
 
Fig. 10.2.7: Representação dos resíduos.
 
Fig. 10.2.8: Representação das funções de autocorrelação e de autocorrelação parcial da série representada na Fig. 
10.2.7. 
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Analisando a figura 10.2.8, rapidamente se conclui que não existe praticamente 
nenhuma estrutura de correlação entre os resíduos da série.  
Vai-se agora fazer um estudo sobre os resíduos associados à figura 10.2.7 de 
forma a verificar até que ponto se pode considerar que os mesmos têm 
distribuição normal, visto este ser um dos dois pressupostos de duas das 
metodologias estatísticas utilizadas.  
Com o apoio de algumas representações gráficas convenientes e de alguns 
testes de hipóteses, conclua-se então sobre a distribuição dos resíduos da série 
representada na figura 10.2.1. 
 
Fig. 10.2.9: Representação do histograma da série representada na Fig. 10.2.7. 
 
Fig. 10.2.10: Representação do box-plot da série representada na Fig. 10.2.7. 
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Fig. 10.2.11: Representação do papel de probabilidade da série representada na Fig. 10.2.7. 
Analisando o boxplot representado na figura 10.2.10, verifica-se que tem uma 
caixa simétrica e apresenta um outlier com valor relativamente reduzido. A 
simetria da distribuição dos dados pode ser confirmada com uma análise do 
histograma representado na figura 10.2.9. O papel de probabilidade dos resíduos 
também evidencia que os dados se ajustam bastante bem à distribuição normal * = 0.9941 ≈ 1.  
A aplicação de dois testes à normalidade da série residual permite inferir com 
maior rigor sobre a distribuição subjacente à série.  
Testes Estatística de Teste Valor-p 
Teste de Shapiro Wilk 0.9931 0.8205 
Teste de Kolmogorov Smirvov 0.0421 0.9836 
Tabela 10.2.3: Representação dos valores da estatística de teste e dos valores-p de dois testes à normalidade da série 
representada na Fig. 10.2.7. 
Analisando a tabela pode-se concluir que existe evidência para afirmar, para 
qualquer nível de significância usual, que os resíduos da série em estudo têm 
distribuição normal. 
Assim sendo, chega-se à conclusão de que nenhum dos pressupostos 
necessários à análise efectuada é violado. Consequentemente, pode-se 
considerar que o modelo estimado que melhor descreve a série representada na 
figura 10.2.1 é: 
×? = 1.265 #$ 6 = + 1.150  6 = + 1.047 #$ 3 = + 1.095  3 =. 
Veja-se por fim o ajustamento do modelo estimado aos dados. 
 
 
 
y = 1.0357x + 0.0033
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Fig.10.2.12: Representação do ajustamento da série, representada na Fig. 10.2.1, ao modelo estimado. 
Analisando a figura 10.2.12 conclui-se que o ajustamento é bastante razoável 
visto que a série estimada consegue descrever bastante bem a sazonalidade e os 
picos mais acentuados da série original. A veracidade da afirmação anterior pode 
ser confirmada através do valor do coeficiente de determinação da regressão, * = 0.7778, uma vez que este indica que 77.78% da variabilidade da série 
representada na figura 10.2.1 é explicada pela regressão efectuada. 
Retenha-se que o segundo ajustamento efectuado nesta subsecção é 
substancialmente melhor que o primeiro, basta comparar a figura 10.2.6 com a 
figura 10.2.12. 
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10.3 Simulação de uma série com todas as harmónicas de período 12: 
Erros ruído branco. 
 
Simulou-se uma série de dimensão 120 que obedece a: 
? = N2 #$ 6 = + O2  6 = + N #$ 3 = + O  3 = + N5 #$ 2 =+ O5  2 = + N6 #$ [23 =\ + O6  [23 =\ +N #$ [56 =\ + O  [56 =\+ N
 #$= + O
 = + ¼? , 
em que os coeficientes foram todos fixados à partida com o valor 1 e p¼?q é um 
processo de ruído branco com K¼? = 0 e ¾N¸¼? = 1.  
A série simulada e as suas funções de autocorrelação e de autocorrelação parcial 
encontram-se representadas nas figuras 10.3.1 e 10.3.2, respectivamente. 
 
Fig.10.3.1: Representação da série simulada. 
 
Fig. 10.3.2: Representação das funções de autocorrelação e de autocorrelação parcial da série representada na Fig. 
10.3.1. 
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Ao analisar a figura 10.3.2 chega-se à conclusão de que a função de 
autocorrelação da série apresenta alguma sazonalidade. Os lags múltiplos de 12 
apresentam valores da função de autocorrelação bastante elevados. Assim 
sendo, esperar-se-ia que a série apresentasse no seu periodograma um pico na 
frequência 0.56, ou seja, na componente de sazonalidade 12.  
No entanto, o gráfico representado na figura 10.3.3 apresenta picos não só na 
componente de sazonalidade 12, mas também em todas as suas harmónicas. 
 
Fig. 10.3.3: Representação do periodograma da série representada na Fig. 10.3.1. 
Para poder determinar quais os picos do periodograma que são estatisticamente 
relevantes, aplicou-se o teste de Hartley a cada uma das frequências do 
periodograma. Posteriormente, chegou-se à conclusão que todas as harmónicas 
de período 12, ou seja, as componentes periódicas 12, 6, 4, 3, 2.4 e 2, a um 
nível de confiança de 5% são consideradas diferentes de zero (o leitor pode 
comprovar a veracidade desta afirmação analisando a tabela 2 do Anexo VI). 
Mesmo assim, e mais uma vez com o objectivo de tentar perceber qual a relação 
entre as harmónicas do período 12, far-se-á um estudo meramente teórico onde 
se poderá perceber se a componente periódica 12 é suficiente para explicar a 
variabilidade da série causada pela sua estrutura periódica. 
Suponha-se que a componente periódica 12 é suficiente para descrever a 
sazonalidade da série. Perante este facto faz sentido que se calculem agora as 
estimativas de mínimos quadrados para os parâmetros desconhecidos 	NH, N2 e O2. 
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  Coeficientes Desvio Padrão Estatística t Valor P  NH 0.035 0.226 0.155 0.8772 N2 1.060 0.320 3.311 0.0012 O2 1.017 0.320 3.178 0.0019 
Tabela 10.3.1: Representação da estimativa dos parâmetros, assim como dos seus desvios-padrão e respectivos 
valores-p. 
Na tabela 10.3.1 tem-se a indicação de que não existe evidência para afirmar 
que o parâmetro NH seja não nulo. Ao refazer a estimação, mas sem o termo 
independente, as estimativas de N2 e O2 não se alteraram significativamente. 
Pelo que a série estimada teria como expressão geral: 
×? = 1.060 #$ 6 = + 1.017  6 =. 
Considere-se a série dos resíduos da estimação anterior que se encontra 
representada na figura 10.3.4 e analisem-se as suas funções de autocorrelação e 
de autocorrelação parcial representadas da figura 10.3.4. 
 
Fig. 10.3.4: Representação gráfica dos resíduos da série estimada unicamente com o coeficiente de periodicidade 12. 
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Fig. 10.3.5: Representação das funções de autocorrelação e de autocorrelação parcial da série representada na Fig. 
10.3.4.  
No gráfico da figura 10.3.5 é notória a existência de uma certa sazonalidade na 
função de autocorrelação da série residual. Os picos nos lags múltiplos de 12 não 
deixaram de ser relevantes. A estrutura periódica que a função de autocorrelação 
apresenta leva a que se conclua que a componente periódica 12 não seja 
suficiente para descrever a sazonalidade da série representada na figura 10.3.1.  
O ajustamento representado na figura 10.3.6 realça o que anteriormente foi dito, 
uma vez que a série ajustada não consegue descrever razoavelmente a série 
original. Note-se que além da representação gráfica do ajustamento, tem-se que * = 0.3906, o que significa que nem metade da variabilidade série é explicada 
pelo ajustamento efectuado. 
 
Fig. 10.3.6: Representação da sobreposição da série simulada com a série estimada. 
Ora como o ajustamento anterior fica muito aquém das expectativas será 
razoável pensar-se que o mais provável é que a componente de periodicidade 12 
não seja suficiente para descrever a sazonalidade da série.  
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Assim sendo, faça-se agora um ajustamento com todas as frequências que a 
aplicação do teste de Hartley indicou como significativas, ou seja, com todas as 
componentes harmónicas de 12. Para tal, aplique-se novamente o método dos 
mínimos quadrados de forma a obter estimativas para os parâmetros 
desconhecidos. Os resultados encontram-se na tabela 10.3.2. 
  Coeficientes Desvio Padrão Estatística t Valor P  NH 0.035 0.086 0.410 0.683 N2 1.060 0.121 8.758 3.05E-14 O2 1.017 0.121 8.407 1.87E-13 N 1.088 0.121 8.990 9.17E-15 O 0.914 0.121 7.551 1.47E-11 N5 0.731 0.121 6.043 2.20E-08 O5 1.054 0.121 8.705 4.02E-14 N6 1.011 0.121 8.351 2.50E-13 O6 1.180 0.121 9.749 1.74E-16 N 0.934 0.121 7.719 6.28E-12 O 1.044 0.121 8.631 5.89E-14 N
 1.088 0.086 12.719 3.34E-23 O
 0 --- --- --- 
Tabela 10.3.2: Representação da estimativa dos parâmetros, assim como dos seus desvios-padrão e respectivos 
valores-p. 
Os valores representados na tabela 10.3.2 levam a concluir que nem o termo 
independente nem a variável cos= são relevantes para a explicação da 
variabilidade da série. O termo independente apresenta um valor-p=0.683, ou 
seja, não existe evidência para afirmar que o mesmo seja não nulo para 
qualquer nível de significância usual. A variável cos= apresenta um coeficiente 
nulo, logo a sua presença/ausência no modelo não alterará em nada o 
ajustamento global do modelo. Note-se que já era de esperar que o coeficiente 
de cos= fosse nulo, uma vez que por construção O
 = 0 (ver Anexo II). 
Refazendo a estimação sem o termo independente, as estimativas dos restantes 
parâmetros mantiveram-se inalteradas. 
O conhecimento das estimativas para os parâmetros torna possível a obtenção 
dos valores ajustados da série segundo a expressão: 
×? = 1.060 #$ 6 = + 1.017  6 = + 1.088 #$ 3 = + 0.914  3 =+ 0.731 #$ 2 = + 1.054  2 = + 1.011 #$ [23 =\ + 1.180  [23 =\+ 0.934 #$ [56 =\ + 1.044  [56 =\ + 1.088 #$=. 
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Na figura 10.3.7 encontra-se a representação gráfica dos resíduos da série, ou 
seja, encontra-se a representação gráfica da série resultante de ]? = ? − ×?. 
 
Fig. 10.3.7: Representação dos resíduos. 
 
Fig. 10.3.8: Representação da função de autocorrelação de da função de autocorrelação parcial dos resíduos da série 
representados na Fig. 10.3.7. 
Na figura 10.3.8 encontra-se a representação da função de autocorrelação e de 
autocorrelação parcial da série residual. A série residual não evidencia a 
presença de uma estrutura de correlação, uma vez que os valores das funções 
de autocorrelação e de autocorrelação parcial podem ser considerados nulos a 
um nível de significância de 5%. 
A análise da normalidade da série residual vai basear-se inicialmente na 
representação do histograma, do box-plot e do papel de probabilidade da série 
(figuras 10.3.9, 10.3.10 e 10.3.11). 
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Fig. 10.3.9: Representação do histograma da série representada na Fig. 10.3.7. 
 
Fig. 10.3.10: Representação do box-plot da série representada na Fig. 10.3.7. 
 
Fig. 10.3.11: Representação do papel de probabilidade da série representada na Fig. 10.3.7. 
As representações obtidas nas figuras 10.3.9 e 10.3.10 evidenciam a simetria da 
série representada na figura 10.3.7. 
O Papel de Probabilidade é uma técnica gráfica utilizada para verificar se 
determinado modelo estatístico se adequa ou não a um determinado conjunto de 
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dados. Neste caso, pretende-se verificar se os dados, representados na figura 
10.3.7, seguem uma distribuição Normal. Dado o elevado valor de *, 0.9957, 
pode-se concluir que os dados seguem uma distribuição Normal. 
Ainda que não exista até agora nenhuma informação contraditória relativa à 
distribuição dos resíduos da série, segue-se a análise de alguns testes de 
hipóteses que pretendem reforçar a veracidade do ajustamento considerado. 
Testes Estatística de Teste Valor-p 
Teste de Shapiro Wilk 0.994 0.892 
Teste de Kolmogorov Smirvov 0.058 0.8235 
Tabela 10.3.3: Representação dos valores da estatística de teste e dos valores-p de dois testes à normalidade da série 
representada na Fig. 10.3.7. 
Face aos resultados obtidos na tabela 10.3.3 pode-se agora concluir que, para 
qualquer nível de significância usual, não existe evidência para afirmar que a 
série residual não siga uma distribuição normal.  
Assim sendo, já se garantiu a não violação do pressuposto de normalidade dos 
erros e portanto, pode-se agora analisar a qualidade do ajustamento que 
originou a série residual representada na figura 10.3.7. 
 
Fig. 10.3.12: Representação do ajustamento da série, representada na Fig. 10.3.1, ao modelo estimado. 
O ajustamento da série estimada à série original é bastante razoável, uma vez 
que a série estimada consegue descrever bastante bem o comportamento 
sazonal da série original. A veracidade da afirmação anterior é confirmada 
através do elevado valor do coeficiente de determinação, 0.8881, uma vez que o 
coeficiente indica que a variabilidade dos dados é praticamente toda descrita 
pela série ajustada. 
Note-se que, de subsecção para subsecção no decorrer deste subcapítulo se tem 
vindo a notar a importância que as harmónicas dos 12 meses têm na descrição 
da variação dos dados. 
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10.4 Simulação de uma série com periodicidade 12: Erros 
autoregressivos de 1ª ordem. 
 
Simulou-se uma série de dimensão 120 que obedece a: 
? = N2 #$ &
 = + O2  &
 = + ? 	, com  ? = A?v2 + ¼?, 
em que os dois primeiros coeficientes foram fixados à partida com o valor 1, ou 
seja, N2 = 1 e O2 = 1, A foi fixado à partida com valor 0.8 e p¼?q é um processo 
de ruído branco com K¼? = 0 e ¾N¸¼? = 1. A série está representada 
graficamente na figura 10.4.1. 
 
Fig. 10.4.1: Representação gráfica da série simulada. 
 
Fig. 10.4.2: Representação gráfica das funções de autocorrelação e de autocorrelação parcial da série simulada. 
As funções de autocorrelação e de autocorrelação parcial da série simulada 
encontram-se representadas na figura 10.4.2. A função de autocorrelação 
apresenta um comportamento sinusoidal o que leva a concluir que a série 
apresenta um comportamento periódico. Faça-se agora a representação gráfica  
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do periodograma da série com o objectivo de descobrir quais as componentes 
periódicas responsáveis pelo comportamento periódico da mesma. 
 
Fig. 10.4.3: Periodograma da série simulada, ü vs Frequência. 
Examinado o gráfico representado na figura 10.4.3 chega-se à conclusão de que 
muito provavelmente a componente de frequência 0.52, ou seja, de período 12 é 
a única componente responsável pelo comportamento sazonal da série.  
Para corroborar a desconfiança de que a componente de período 12 é a única 
componente relevante para a explicação do comportamento periódico da série, 
efectuaram-se testes de hipóteses a cada uma das ordenadas do periodograma. 
Tal como era de esperar, a única ordenada estatisticamente significativa é a que 
tem como abcissa a frequência 12 (o leitor pode confirmar a veracidade desta 
afirmação analisando a tabela 3 do Anexo VI). 
Ao aplicar o método de mínimos quadrados consegue-se obter as estimativas 
para os coeficientes da função seno e coseno associadas à componente de 
período 12. As estimativas enunciadas encontram-se na tabela 10.4.1. 
  Coeficientes Desvio Padrão Estatística t Valor P  NH 0.03 0.11 0.25 0.799 N2 0.98 0.15 6.59 1.32E-09 O2 1.00 0.15 6.71 7.13E-10 
Tabela 10.4.1: Representação da estimativa dos parâmetros, assim como dos seus desvios-padrão e respectivos 
valores-p. 
A tabela anterior indica-nos que o coeficiente constante é estaticamente nulo. 
Assim sendo, a sazonalidade da série pode ser descrita pelo modelo: 
̂? = 0.98 #$ 6 = +  6 =. 
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Na figura 10.4.4 encontra-se a representação gráfica da série ?µ = ? − ̂?, ou 
seja, da série representada na figura 10.4.1 mas agora sem a componente 
sazonal estimada. Posteriormente apresenta-se na figura 10.4.2 a representação 
das funções de autocorrelação e de autocorrelação parcial da série ?µ. 
 
Fig. 10.4.4: Representação da série representada na Figura 10.4.1, mas agora sem a componente sazonal da mesma. 
 
Fig. 10.4.5: Representação das funções de autocorrelação e de autocorrelação parcial da série residual. 
A figura 10.4.5 evidencia a presença de uma estrutura de correlação. Como a 
função de autocorrelação apresenta um único lag não nulo, o primeiro, e como a 
função de autocorrelação decresce exponencialmente para zero, é natural que se 
pense que a série representada na figura 10.4.4 se possa modelar por um 
processo de médias móveis de primeira ordem. 
Refazendo o ajustamento feito até aqui, mas tendo agora em atenção a 
estrutura de médias móveis de primeira ordem dos resíduos representados na 
figura 10.4.4, as estimativas dos parâmetros do modelo podem ser obtidas pelo 
método de máxima verosimilhança (ver págs. 299-301 de Jugde et al (1980)). Os 
resultados encontram-se na tabela 10.4.2. 
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Coeficientes Desvio Padrão Estatística t Valor-P ½ -0.72 0.07 10.95 1.027E-19 N2 0.98 0.06 15.55 1.901E-30 O2 1.00 0.06 16.11 1.104E-31 
Tabela 10.4.2: Representação das estimativas dos coeficientes do modelo gobal, assim como dos seus desvios-padrão e 
respectivos valores-p. 
O termo independente foi retirado do modelo, uma vez que era estatisticamente 
igual a zero para qualquer nível de significância usual.  
Considere-se então que a série estimada segue o modelo 
×? = 0.98 #$ 6 = +  6 = + ¼? − 0.72¼?v2. 
Apresente-se agora a representação gráfica dos resíduos da série, figura 10.4.6, 
assim como das respectivas funções de autocorrelação e de autocorrelação 
parcial.  
 
Fig. 10.4.6: Representação gráfica da série residual. 
 
Fig. 10.4.7: Representação gráfica das funções de autocorrelação e de autocorrelação parcial da série representada na 
Fig. 10.4.6. 
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Basta analisar a figura 10.4.7 para que se garanta a inexistência de uma 
estrutura de correlação entre os resíduos. 
O pressuposto de normalidade dos resíduos exige, numa primeira instância, uma 
avaliação detalhada de algumas representações gráficas dos resíduos como por 
exemplo, o histograma, box-plot e papel de probabilidade. 
 
Fig. 10.4.8: Representação do histograma da série representada na Fig. 10.4.6. 
 
Fig. 10.4.9: Representação do box-plot da série representada na Fig. 10.4.6. 
 
Fig. 10.4.10: Representação do papel de probabilidade da série representada na Fig. 10.4.6. 
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Apesar da existência de alguns outliers, veja-se o box-plot da figura 10.4.9, os 
resíduos distribuem-se de forma simétrica, como se pode ver pela forma da caixa 
do Box-plot e pela forma do histograma da figura 10.4.8. 
Se a existência de alguns outliers pode levar o leitor a questionar-se sobre a 
normalidade dos resíduos, então analise-se o papel de probabilidade normal 
representado na figura 10.4.10 e tenha-se em atenção o elevado valor de *, 
0.9841. 
Se mesmo assim a dúvida persiste, façam-se alguns testes de hipóteses à 
normalidade dos resíduos e veja-se o que se conclui. 
Testes Estatística de Teste Valor-p 
Teste de Shapiro Wilk 0.9854 0.2254 
Teste de Kolmogorov Smirvov 0.0578 0.8168 
Tabela 10.4.3: Representação dos valores da estatística de teste e dos valores-p de dois testes à normalidade da série 
representada na Fig. 10.4.6. 
Analisando a tabela 10.4.3 chega-se à conclusão de que não existe evidência 
para rejeitar, para nenhum nível de significância usual, a normalidade dos 
resíduos. Assim sendo, conclui-se que o pressuposto da normalidade da série 
residual não é violado. 
Por último, mas não menos importante, apresenta-se, na figura 10.4.11, o 
modelo ajustado sobreposto à série original. 
 
Fig. 10.4.11: Representação do ajustamento da série original, representada na Fig. 10.4.1, ao modelo estimado. 
O ajustamento efectuado não é, de modo algum, perfeito, uma vez que o 
modelo ajustado não consegue apanhar os maiores picos da série original. No 
entanto, apesar de não ser perfeito é bastante razoável, uma vez que mais de 
metade da variabilidade da série é explicada pelo mesmo (* = 0.625). 
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10.5 Simulação de uma série com periodicidades 12 e 6: Erros 
autoregressivos de 1ª ordem. 
 
Simulou-se uma série de dimensão 120 que obedece a: 
? = N2 #$ &
 = + O2  &
 = + N #$ &5 = + O  &5 = + ? 	, 
 com  ? = A?v2 + ¼? , 
em que os quatro primeiros coeficientes foram fixados à partida com o valor 1, 
ou seja, N2 = 1, O2 = 1,	N = 1 e N = 1, A foi fixado à partida com valor 0.8 e p¼?q é um processo de ruído branco com K¼? = 0 e ¾N¸¼? = 1. A série está 
representada graficamente na figura 10.5.1. 
 
Fig. 10.5.1: Representação gráfica da série estimada. 
 
Fig. 10.5.2: Representação da função de autocorrelação e de autocorrelação parcial da série simulada. 
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Ao analisar a figura 10.5.2 repara-se que a função de autocorrelação segue um 
comportamento sensivelmente igual de 12 em 12 lags. Assim sendo é normal 
pensar-se que a série simulada apresente um comportamento periódico.  
Desenhe-se o periodograma da série e tirem-se conclusões. 
 
Fig. 10.5.3: Representação do periodograma da série simulada. 
Os dois picos nas frequências 0.52 e 1.05 presentes na representação gráfica da 
figura 10.5.3 levam a pensar que o comportamento periódico da série é causado 
pela presença das duas componentes de período 6 e 12. 
Com o objectivo de validar a suposição anterior fez-se testes de hipóteses a cada 
uma das ordenadas do periodograma de modo a perceber quais as componentes 
indispensáveis para a descrição da periodicidade da série. As únicas 
componentes consideradas relevantes foram as componentes de período 6 e 12 
(o leitor pode verificar a veracidade da afirmação anterior ao analisar a tabela 4 
do Anexo VI). 
Mais uma vez e à semelhança do que se fez nos subcapítulos 10.2 e 10.3 vai-se 
fazer um estudo inicial apenas com a componente de período 12. O objectivo é 
mais uma vez tentar perceber se a componente de período 6 é necessária para a 
explicação da periodicidade da série, ou caso contrário, se a componente 12 é 
suficiente para o efeito. 
Utilizando o método de mínimos quadrados consegue-se obter as estimativas dos 
parâmetros relativos à componente de período 12. 
  Coeficientes Desvio Padrão Estatística t Valor P  NH -0.008 0.15 -0.05 0.96 N2 1.05 0.21 5.13 1.16E-06 O2 0.92 0.21 4.46 1.88E-05 
Tabela 10.5.1: Representação da estimativa dos parâmetros, assim como dos seus desvios-padrão e respectivos 
valores-p. 
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Após consultar a tabela 10.5.1 torna-se possível escrever um modelo, sem termo 
independente, que permita descrever a sazonalidade da série, uma vez que as 
estimativas dos restantes parâmetros não sofrem alterações quando se repete o 
processo de estimação: 
×?µ = 1.05 #$ 6 = + 0.92  6 =. 
De seguida apresenta-se a representação da série residual ]?µ = ? − ×?µ e das 
suas funções de autocorrelação e de autocorrelação parcial, nas figuras 10.5.4 e 
10.5.5, respectivamente. 
 
Fig. 10.5.4: Representação da série residual µ. 
 
Fig. 10.5.5: Representação das funções de autocorrelação e de autocorrelação parcial da série representada na Fig. 
10.5.4. 
O gráfico da função de autocorrelação representado na figura 10.5.5 permite-nos 
inferir a existência de uma grande estrutura de correlação na série residual. 
Diante do exposto, é agora óbvio que a componente de período 12 não é 
suficiente para a descrição do comportamento sazonal. Até porque, para além da 
estrutura de correlação entre os resíduos, a série estimada não consegue  
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descrever nem 50% da variabilidade da série (* = 0.283). Segue-se a 
representação gráfica do ajustamento mencionado. 
 
Fig. 10.5.6: Representação da sobreposição da série simulada com a série estimada. 
Uma vez que a componente de período 12 não é suficiente para a explicação da 
periodicidade da série, refaça-se agora o estudo feito até aqui mas agora 
introduzindo a componente de período 6. 
Os coeficientes das componentes sazonais foram mais uma vez estimados pelo 
método dos mínimos quadrados. As estimativas dos parâmetros encontram-se na 
tabela 10.5.2.  
 
Tabela 10.5.2: Representação da estimativa dos parâmetros, assim como dos seus desvios-padrão e respectivos 
valores-p. 
Assim sendo, a sazonalidade da série pode ser descrita pelo modelo: 
̂? = 1.05 #$ 6 = + 0.92  6 = + 0.96 #$ 3 = + 0.93  3 =. 
Note-se que mais uma vez, as estimativas dos parâmetros não se alteram 
quando a estimação dos mesmos é feita englobando ou não o termo 
independente. 
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  Coeficientes Desvio Padrão Estatística t Valor P  NH -0.01 0.12 -0.07 0.95 N2 1.05 0.17 6.37 3.95E-09 O2 0.92 0.17 5.54 1.92E-07 N 0.96 0.17 5.84 4.95E-08 O 0.93 0.17 5.61 1.4E-07 
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Os resíduos da série ]? = ? − ̂? encontram-se representados na figura 10.5.7 e 
as suas funções de autocorrelação e de autocorrelação parcial encontram-se 
representadas na figura 10.5.8. 
 
Fig. 10.5.7: Representação da série residual. 
 
Fig. 10.5.8: Representação das funções de autocorrelação e de autocorrelação parcial da série representada na Fig. 
10.5.7. 
É notória a existência de uma estrutura de correlação na série residual, basta 
analisar a figura 10.5.8. Perante tal facto, tentar-se-á modelar os resíduos 
através de um processo ARMA conhecido.  
Uma vez que os dois primeiros lags da função de autocorrelação parcial são não 
nulos e que os restantes lags tendem exponencialmente para zero poder-se-á 
tentar ajustar um processo autorregressivo de 2ª ordem. 
Há que ter em atenção que ao modelar a série com a sua componente sazonal e 
com erros autorregressivos de segunda ordem, estamos automaticamente a 
violar a hipótese de Gauss-Markov do método de mínimos quadrados que exige a 
não correlação entre a variável dependente e os erros. No entanto, prova-se que 
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os estimadores de mínimos quadrados e os testes habituais são 
assimptoticamente válidos nestes casos (ver págs. 166-167 de Jugde et al 
(1980)). 
Assim sendo e mais uma vez, pelo método dos mínimos quadrados, obtenham-se 
as estimativas para os parâmetros do modelo. 
 
 
 
 
 
Tabela 10.5.3: Representação da estimativa dos parâmetros, assim como dos seus desvios-padrão e respectivos 
valores-p. 
Segundo a tabela 10.5.3, e já que ao considerar o termo independente nulo as 
estimativas dos restantes parâmetros permanecem inalteradas, a série simulada 
pode ser modelada pelo processo: 
×? = 1.271 #$ 6 = + 2.180  6 = + 0.372 #$ 3 =+ 1.869  3 =−0.615?v2 − 0.322?v. 
A representação da série residual recalculada, ]?µµ = ? − ×?, encontra-se 
representada na figura 10.5.9 e as suas funções de autocorrelação e de 
autocorrelação parcial encontram-se representadas na figura 10.5.10. 
 
Fig. 10.5.9: Representação dos resíduos da séria estimada, ′′. 
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Fig. 10.5.10: Representação das funções de autocorrelação e de autocorrelação parcial da série representada na Fig. 
10.5.9. 
Ao analisar as representações gráficas presentes na figura 10.5.10 verifica-se 
que praticamente todos os valores constituintes das funções de autocorrelação e 
de autocorrelação parcial podem ser considerados, do ponto de vista estatístico, 
iguais a zero. Deste modo, fica-se com a ideia de que não existe praticamente 
nenhuma estrutura de correlação entre os resíduos do modelo. 
Veja-se graficamente, figura 10.5.11, que o ajustamento é bastante razoável. 
 
Fig. 10.5.11: Representação do ajustamento em que os resíduos se modelam por um AR(2). 
No entanto, retome-se a figura 10.5.8 e note-se que também seria legítimo 
considerar um modelo de médias móveis de primeira ordem, como modelo 
explicativo da série representada na figura 10.5.7. Basta notar que todos os 
valores da função de autocorrelação, com excepção do primeiro, podem ser 
considerados nulos, sob o ponto de vista estatístico. 
Neste caso utilizou-se o package estatístico R com a finalidade de obter as 
estimativas do processo de médias móveis apresentadas na tabela 10.5.4. 
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Tabela 10.5.4: Representação da estimativa dos parâmetros, assim como dos seus desvios-padrão. 
Assim sendo, neste caso ter-se-ia como modelo explicativo da série simulada o 
modelo: 	×?∗ = 1.06 #$ 6 = + 0.92  6 = + 0.97 #$ 3 = + 0.94  3 =− 0.79]?v2 + ]? 
A representação da série residual, ]?∗ = ? − ×?∗, e das suas funções de 
autocorrelação e de autocorrelação parcial encontram-se nas figuras 10.5.12 e 
10.5.13, respectivamente. 
 
Fig. 10.5.12: Representação dos resíduos da série estimada, ∗.
 
Fig. 10.5.13: Representação das funções de autocorrelação e de autocorrelação parcial da série representada na Fig. 
10.5.12. 
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Mais uma vez é evidente a ausência de estrutura de correlação entre os resíduos 
da série simulada. 
Veja-se graficamente, figura 10.5.14, que também este é um ajustamento 
bastante razoável. 
 
Fig. 10.5.14: Representação do ajustamento em que os resíduos se modelam por um MA(1). 
Repare-se que os dois modelos considerados para estimar a série simulada se 
ajustam bastante bem à mesma. Os valores do coeficiente de determinação são 
de 0.678 para o primeiro ajustamento e de 0.718 para o segundo. Analise-se 
agora a figura 10.5.15 onde se encontra a representação da série simulada com 
os dois ajustamentos efectuados. 
 
Fig. 10.5.15: Representação da série simulada e dos dois ajustamentos considerados ao longo deste subcapítulo. 
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Analisando a figura 10.5.15 pode-se concluir que nenhum dos ajustamentos é 
muito melhor que o outro, o que também se verifica pela ausência de um grande 
desfasamento entre os valores dos coeficientes de determinação. Assim, é fácil 
considera-se que o segundo ajustamento é aquele que melhor se adequa à série 
simulada, uma vez que exige a estimação de um número de parâmetros inferior 
e que por outro lado exibe um valor de coeficiente de determinação ligeiramente 
superior. 
Assim sendo, verificar-se-á se o pressuposto de normalidade exigido pelos testes 
de hipóteses utilizados no estudo efectuado até aqui é ou não violado. Para tal, 
representem-se o histograma, o box-plot e o papel de probabilidade dos resíduos 
e faça-se uma análise preliminar da sua distribuição. 
 
Fig. 10.5.16: Representação do histograma da série representada na Fig. 10.5.12. 
 
Fig. 10.5.17: Representação do box-plot da série representada na Fig. 10.5.12. 
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Fig. 10.5.18: Representação do papel de probabilidade da série representada na Fig. 10.5.12. 
Tanto o histograma como o box-plot representados nas figuras 10.5.16 e 
10.5.17, respectivamente, indicam a inexistência de assimetria. Além disso, o 
papel de probabilidade normal da série apresenta um valor de coeficiente de 
determinação bastante elevado, * = 0.9917, o que nos leva a assumir que os 
dados seguem uma distribuição normal. Mesmo assim, e para que não restem 
dúvidas apliquem-se alguns testes estatísticos para saber se existe ou não 
evidência para afirmar que os resíduos seguem uma distribuição normal. 
Os resultados dos testes à normalidade apresentam-se na tabela 10.5.5. 
Testes Estatística de Teste Valor-p 
Teste de Shapiro Wilk 0.9936 0.8595 
Teste de Kolmogorov Smirvov 0.0493 0.9324 
Tabela 10.5.5: Representação dos valores da estatística de teste e dos valores-p de dois testes à normalidade da série 
representada na Fig. 10.5.12. 
Existe evidência para afirmar que os resíduos seguem uma distribuição normal, 
para qualquer nível de significância usual. Assim nenhum dos pressupostos é 
violado. 
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10.6 Simulação de uma série com todas as harmónicas de período 12: 
Erros autorregressivos de 1ª ordem. 
 
Simulou-se uma série de dimensão 120 que obedece a: 
? = N2 #$ &
 = + O2  &
 = + N #$ &5 = + O  &5 = + N5 #$ & = +O5  & = + N6 #$ &5 = + O6  &5 = + N #$ &
 = + O  &
 = +N
 #$= + O
 = + ? ,          com  ? = A?v2 + ¼? , 
em que os doze primeiros coeficientes foram fixados à partida com o valor 1, A 
foi fixado à partida com valor 0.8 e p¼?q é um processo de ruído branco com K¼? = 0 e ¾N¸¼? = 1. As representações gráfica da série e das suas funções 
de autocorrelação e de autocorrelação parcial encontram-se nas figuras 10.6.1 e 
10.6.2, respectivamente. 
 
Fig.10.6.1: Representação da série simulada. 
 
Fig. 10.6.2: Representação da função de autocorrelação e da função de autocorrelação parcial da série representada na 
Fig. 10.6.1. 
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A função de autocorrelação revela a existência de um padrão sazonal bastante 
acentuado que parece ser regido por uma componente de periodicidade 12. 
A fim de averiguar quais as componentes periódicas responsáveis pela 
sazonalidade da série foi construído o periodograma da mesma (figura 10.6.3). 
 
Fig.10.6.3: Representação do periodograma da série simulada. 
Examinando a figura 10.6.3 verifica-se que existem picos bastante acentuados 
tanto na componente de período 12, como em todas as suas harmónicas. 
Com o objectivo de verificar quais as componentes periódicas que são realmente 
significativas do ponto de vista estatístico para a descrição do comportamento 
sazonal da série, elaborou-se um teste a cada uma das ordenadas do 
periodograma, Teste de Hartley. A aplicação deste teste permitiu que concluir 
que todas as harmónicas de período 12 são significativas para a explicação da 
sazonalidade da série (a veracidade desta afirmação pode ser comprovada com a 
análise da tabela 5 do Anexo VI). 
No entanto, far-se-á um estudo inicial e puramente académico que levará em 
conta apenas a componente de frequência 0.52, ou seja, a componente de 
período 12. Mais uma vez e desta vez a última, tentar-se-á perceber se esta 
componente é suficiente para descrever a sazonalidade da série ou se a inclusão 
das suas harmónicas é necessária. 
Aplicando o método de mínimos quadrados para determinar as estimativas dos 
parâmetros desconhecidos obtiveram-se os resultados apresentados na tabela 
10.6.1. 
 
 
0
50
100
150
200
250
300
350
400
450
0
.0
0
0
.1
6
0
.3
1
0
.4
7
0
.6
3
0
.7
9
0
.9
4
1
.1
0
1
.2
6
1
.4
1
1
.5
7
1
.7
3
1
.8
8
2
.0
4
2
.2
0
2
.3
6
2
.5
1
2
.6
7
2
.8
3
2
.9
8
3
.1
4
10. Simulações. 
10.6 Simulação de uma série com todas as harmónicas de período 12: 
 Erros autorregressivos de 1ª ordem. 
107 
 
  Coeficientes Desvio Padrão Estatística t Valor P  NH 0.004 0.244 0.017 0.986 N2 0.975 0.345 2.824 0.006 O2 1.048 0.345 3.035 0.003 
Tabela 10.6.1: Representação da estimativa dos parâmetros, assim como dos seus desvios-padrão e respectivos 
valores-p. 
A partir da análise da tabela 10.6.1 conclui-se que, à excepção do parâmetro 
independente, todos os outros são importantes para descrever a variação dos 
dados. Há semelhança do que aconteceu anteriormente, ao retirar o termo 
independente do modelo, as estimativas dos restantes parâmetros não sofrem 
alterações, pelo que a sazonalidade da série poderia ser descrita pelo modelo: 
?µ = 0.975 #$ 6 = + 1.048  6 =. 
Retirando a sazonalidade à série simulada obtém-se a série representada na 
figura 10.6.4. 
 
Fig. 10.6.4: Representação da série simulada sem a componente de periodicidade 12. 
 
Fig. 10.6.5: Representação da função de autocorrelação e de autocorrelação parcial da série representada na Fig. 
10.6.4. 
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Na figura 10.6.5 encontram-se as funções de autocorrelação e de autocorrelação 
parcial da série representada na figura 10.6.4. A figura 10.6.4 evidencia a 
presença de uma estrutura de correlação bastante acentuada da série 
representada na figura 10.6.4. Deste modo chega-se novamente à conclusão de 
que a componente de período 12 não é suficiente para a descrição da 
sazonalidade da série. A representação gráfica presente na figura 10.6.6 
corrobora a afirmação anterior, uma vez que a série estimada não consegue 
descrever de uma forma minimamente aceitável a série simulada. 
 
Fig. 10.6.6: Representação da sobreposição da série estimada com a série original. 
Como resposta ao insipiente ajustamento obtido far-se-á um novo ajustamento à 
série simulada, mas agora incluindo não só a componente de período 12, mas 
também todas as suas harmónicas, como sugeriu a análise já efectuada do 
periodograma representado na figura 10.6.3. 
As estimativas das componentes de sazonalidade da série, obtidas pelo método 
dos mínimos quadrados, encontram-se representadas na tabela 10.6.2. Note-se 
que apenas o coeficiente NH pode ser considerado estatisticamente igual a zero. 
Ao retirar o termo independente do modelo, as estimativas dos restantes 
parâmetros não sofreram alterações significativas. Pelo que a componente 
sazonal da série simulada pode ser descrita pelo modelo: 
̂? = 0.975 #$ 6 = + 1.048  6 = + 1.047 #$ 3 = + 1.074  3 =+ 1.115 #$ 2 = + 0.812  2 = + 1.099 #$ [23 =\ + 1.189  [23 =\+ 1.133 #$ [56 =\ + 1.185  [56 =\ + 0.940 #$=. 
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  Coeficientes Desvio Padrão Estatística t Valor P  NH 0.004 0.112 0.037 0.970 N2 0.975 0.159 6.144 1.37E-08 O2 1.048 0.159 6.602 1.57E-09 N 1.047 0.159 6.600 1.58E-09 O 1.074 0.159 6.670 6.97E-10 N5 1.115 0.159 7.024 2.01E-10 O5 0.812 0.159 5.117 1.36E-06 N6 1.099 0.159 6.928 3.23E-10 O6 1.189 0.159 7.490 1.99E-11 N 1.133 0.159 7.139 1.14E-10 O 1.185 0.159 7.468 2.23E-11 N
 0.940 0.112 8.378 2.18E-13 O
 0 --- --- --- 
 Tabela 10.6.2: Representação da estimativa dos parâmetros, assim como dos seus desvios-padrão e respectivos 
valores-p. 
A figura 10.6.7 apresenta a série simulada após ter-lhe sido retirada a 
sazonalidade, seguindo-se na figura 10.6.8 a representação das respectivas 
funções de autocorrelação e de autocorrelação parcial. 
 
Fig. 10.6.7: Representação da série simulada após ter-lhe sido retirada a sazonalidade. 
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Fig. 10.6.8: Representação das funções de autocorrelação e de autocorrelação parcial da função representada na Fig. 
10.6.7. 
O gráfico presente na figura 10.6.8 evidencia a existência de uma forte estrutura 
de correlação de primeira e terceira ordem entre os resíduos. A existência desta 
forte correlação entre os elementos da série residual que se encontram à 
distância de uma e de três unidades temporais conduz à modelação da mesma 
através de um processo autorregressivo de terceira ordem.  
Há que ter em atenção que ao modelar a série com a sua componente sazonal e 
com erros autorregressivos de terceira ordem, estamos mais uma vez, a violar a 
hipótese de Gauss-Markov do método de mínimos quadrados que exige a não 
correlação entre a variável dependente e os erros. No entanto, já se havia feito 
referência para o facto de que os estimadores de mínimos quadrados e os testes 
habituais são assimptoticamente válidos nestes casos.  
Aplicando o método de mínimos quadrados à série simulada, obtém-se como 
estimativas dos parâmetros as que constam na tabela 10.6.3. No entanto, nem 
todas as estimativas são significativamente não nulas a 95%. Assim sendo, e 
com o objectivo de encontrar apenas estimativas de parâmetros estatisticamente 
significantes a 95%, aplicou-se sucessivamente o método de eliminação 
backward até se obter, como estimativas estatisticamente não nulas a 95%, as 
que constam na tabela 10.6.4. 
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  Coeficientes Desvio Padrão Estatística t Valor P NH  0.019 0.1 0.187 0.852 ?v2 -0.539 0.096 -5.629 1.60E-07 ?v -0.254 0.107 -2.372 0.02 ?v5 -0.253 0.096 -2.645 0.009 N2 0.79 0.188 4.212 5.47E-05 O2 2.407 0.32 7.521 2.19E-11 N 0.199 0.279 0.712 0.478 O 1.689 0.222 7.593 1.54E-11 N5 0.602 0.213 2.833 0.006 O5 0.938 0.22 4.262 4.52E-05 N6 0.646 0.226 2.852 0.005 O6 1.308 0.202 6.487 3.18E-09 N 0.371 0.218 1.7 0.092 O 1.142 0.18 6.341 6.31E-09 N
 0.421 0.147 2.852 0.005 O
  0 --- --- --- 
Tabela 10.6.3: Representação da estimativa dos parâmetros, assim como dos seus desvios-padrão e respectivos 
valores-p. 
Coeficientes Desvio Padrão Estatística t Valor P  ?v2 -0.658 0.078 -8.438 1.79E-13 ?v -0.248 0.059 -4.163 6.41E-05 ?v5 -0.381 0.069 -5.553 2.1E-07 N2 0.699 0.169 4.139 7.03E-05 O2 2.689 0.213 12.611 8.01E-23 O 1.721 0.224 7.681 8.31E-12 N5 0.620 0.198 3.126 0.002 O5 0.935 0.199 4.704 7.72E-06 N6 0.597 0.221 2.695 0.008 O6 1.520 0.175 8.696 4.78E-14 O 1.242 0.180 6.898 3.97E-10 
Tabela 10.6.4: Representação da estimativa dos parâmetros, assim como dos seus desvios-padrão e respectivos 
valores-p. 
Com as estimativas obtidas na tabela 10.6.4 pode-se dizer que a série ajustada 
segue o seguinte modelo: 
×? = 0.699 #$ 6 = + 2.689  6 = + 1.721  3 = + 0.620 #$ 2 =+ 0.935  2 = + 0.597 #$ [23 =\ + 1.520  [23 =\ + 1.242  [56 =\− 0.658?v2 − 0.248?v − 0.381?v5. 
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Na figura 10.6.9 apresenta-se a série residual do ajustamento final, ou seja, a 
série ? − ×?. Seguindo-se, na figura 10.6.10, a representação das funções de 
autocorrelação e de autocorrelação parcial da série representada na figura 
10.6.9. 
 
Fig. 10.6.9: Representação da série residual. 
 
Fig. 10.6.10: Representação das funções de autocorrelação e de autocorrelação parcial da série representada na Fig. 
10.6.9. 
Ao analisar o gráfico da figura 10.6.10 conclui-se que não apesar de bastante 
ligeira, existe uma correlação entre os elementos da série que se encontram à 
distância temporal de quatro unidades.  
O modelo ajustado à série simulada encontra-se representado na figura 10.6.11, 
podendo-se considerar que o ajustamento é bastante razoável, uma vez que 
descreve consideravelmente bem o comportamento da série simulada, o que se 
pode verificar pelo elevado valor do coeficiente de determinação * = 0.866. 
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Fig. 10.6.11: Representação da sobreposição da série estimada à série simulada. 
Assim sendo, falta analisar o pressuposto de normalidade dos resíduos exigidos 
por algumas das ferramentas estatísticas utilizadas no desenrolar do processo de 
modelação.  
A quase inexistência de correlação dos resíduos já foi garantida pela análise da 
figura 10.6.10. 
Finalmente interessa verificar até que ponto se pode considerar que a série 
residual segue uma distribuição Normal. Analisando o histograma e o box-plot 
dos resíduos, representados nas figuras 10.6.12 e 10.6.13, respectivamente, 
pode-se concluir que apesar de existirem alguns outliers os resíduos distribuem-
se de forma bastante simétrica. Além disso, o papel de probabilidade normal 
representado na figura 10.6.14 indica que a distribuição dos resíduos não se 
afasta muito da Normal, uma vez que apresenta um coeficiente de determinação 
de 0.9864. 
 
Fig. 10.6.12: Representação do histograma da série representada na Fig. 10.6.9. 
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Fig. 10.6.13: Representação do box-plot da série representada na Fig. 10.6.9. 
 
Fig. 10.6.14: Representação do papel de probabilidade da série representada na Fig. 10.6.9. 
Para verificar, de uma forma mais rigorosa, até que ponto a distribuição Normal 
se ajusta à série residual, efectuaram-se alguns testes estatísticos, cujos 
resultados constam na tabela 10.6.5. 
Testes Estatística de Teste Valor-p 
Teste de Shapiro Wilk 0.987 0.311 
Teste de Kolmogorov Smirvov 0.078 0.4696 
Tabela 10.6.5: Representação dos valores da estatística de teste e dos valores-p de dois testes à normalidade da série 
representada na Fig. 10.6.9. 
Ao analisar a tabela 10.6.5 pode-se concluir que existe evidência, para todo o 
nível de significância usual, para afirmar que a série residual segue uma 
distribuição Normal. 
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Conclusão: 
Como o leitor pode reparar esta dissertação encontra-se dividida em duas partes. 
Na primeira elaborou-se uma síntese de toda a parte teórica fundamental para a 
compreensão da análise espectral de uma série temporal. Toda esta exposição 
teve como objectivo fazer com que o leitor ao se deparar com uma série 
temporal, conseguisse analisá-la no domínio da frequência. 
Na segunda parte o leitor deparou-se com a análise de seis simulações de séries 
temporais. As três primeiras séries foram simuladas com erros ruído branco e as 
três últimas com erros autorregressivos de primeira ordem, constituindo assim 
dois grupos de análise distintos. 
A primeira série de cada um dos grupos foi simulada com uma única componente 
periódica, a componente periódica dos 12 meses. A segunda foi simulada as 
componentes periódicas de 12 e 6 meses, ou seja, com as duas primeiras 
componentes harmónicas de período 12. A terceira e última foi simulada com 
todas as componentes harmónicas de período 12, ou seja, com as componentes 
dos 12, 6, 4, 3, 2.4 e 2 meses. 
Numa análise global da segunda parte da dissertação é notória a necessidade de 
introduzir em cada uma das séries analisadas, as componentes harmónicas de 
período 12 estatisticamente relevantes para cada caso. Por várias vezes, ao 
tentar descrever a sazonalidade das mesmas contemplando apenas a 
componente de periodicidade 12 verificou-se que a série sem sazonalidade não 
se tornava aperiódica. Quero com isto dizer que ao nos depararmos com uma 
série de periodicidade 12, há que ter em conta que essa periodicidade muitas 
vezes resulta de uma combinação de algumas das harmónicas de período 12 e, 
nem sempre é causada única e exclusivamente pela simples presença da 
componente periódica dos 12 meses. No entanto, cabe ao leitor concluir, em 
cada caso de estudo, se cada uma das componentes harmónicas de período 12 
presentes no problema em estudo tem ou não explicação física no contexto do 
mesmo. Provavelmente, em alguns casos terão e noutros não passarão de meros 
resquícios da periodicidade da série. 
O leitor decerto reparou que a complexidade dos ajustamentos realizados 
aumentou do primeiro para o segundo grupo de séries. Tal situação já era de 
prever, uma vez que ao simular séries com erros autorregressivos estamos à 
partida a violar o pressuposto de que os erros são ruído branco subjacente a 
todo o enquadramento teórico realizado nas primeiras nove secções deste 
trabalho.  
Todavia é raro encontrar erros ruído branco nos fenómenos periódicos que 
ocorrem nas diversas áreas científicas. É comum que muitos desses fenómenos 
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tenham uma estrutura de correlação para além da sazonalidade presente. Nestes 
casos, acontece que o ajustamento a efectuar pode conduzir-nos a campos mais 
sinuosos, como por exemplo, regressões não lineares, que surgem quando os 
erros apresentam uma estrutura de médias móveis, ou regressões lineares em 
que se viola o pressuposto de Gauss Markov de inexistência de correlação entre 
as variáveis independentes e os erros, que surgem quando os erros apresentam 
uma estrutura autorregressiva. Apesar disso, há que ter em conta que mesmo 
violando o pressuposto dos erros serem ruído branco, o ajustamento efectuado 
nesses casos apesar de mais complexo é muitas vezes uma boa aproximação, e 
noutras é mesmo a única possibilidade razoável. 
Estas foram as duas grandes conclusões deste trabalho. Contudo e embora não 
tendo feito nenhum capítulo nesta dissertação sobre o efeito da variabilidade do 
erro na detecção das componentes periódicas, fez-se uma pequena análise do 
assunto através de simulações e concluiu-se que quanto maior a variabilidade do 
erro, mais difícil se torna detectar quais as componentes periódicas responsáveis 
pela descrição da sazonalidade da série. 
Todo o estudo efectuado na segunda parte da dissertação teve por base a 
aplicação do Periodograma e foi esta ferramenta estatística que permitiu a 
detecção das componentes periódicas responsáveis pela periodicidade de cada 
uma das séries analisadas. 
Ao acabar este trabalho não posso deixar de enfatizar a importância do 
periodograma na detecção de componentes periódicas em fenómenos de 
qualquer natureza, sejam eles científico-naturais ou estudos meramente 
académicos. 
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Anexos 
Anexo I – Estacionaridade de um Processo 
 
Veja-se que ao considerar I*CJ constantes e IACJ variáveis aleatórias 
independentes com distribuição uniforme em −, , o processo representado 
em (1.3) por 
>? =B*C #$D@C= + ACEFCGH , 
com @C = &CQ , torna-se estacionário. 
Demonstração: 
Para que o processo p>?q?PH seja estacionário é necessário que a sua função 
valor médio seja constante e que a sua função covariância seja função apenas da 
distância entre instantes de tempo. 
Comece-se por calcular a função valor médio do processo em causa. 
 
KL>?M = K B*C #$D@C= + ACEFCGH ó =B*CK(#$D@C= + ACE,
F
CGH
=B*CK(#$D@C=E #$DACE − D@C=E DACE,FCGH
=B*CD#$D@C=E K(#$DACE, − D@C=EK(DACE,EFCGH  
(I.1) 
 
Resta-nos então calcular o valor médio de #$A e de A. 
 
KL#$AM =  #$ Ê&v& =  #$ 12 
&
v& = 12 LMv&&= 12 ÁGH − −GH Ã = 0 
(I.2) 
 
KLAM =   Ê&v& =   12 
&
v& = 12 L−#$Mv&&= 12 ¤−#$ + #$−Géí& § = 12 Á−#$ + #$GH Ã = 0 
(I.3) 
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Substituindo (I.2) e (I.3) na expressão (I.1) obtém-se: 
 KL>?M = B*C cosD@C=E K(cosDACE,GH	t	. − sinD@C=E K(sinDACE,GH	t	.5 
F
CGH = 0. (I.4) 
 
O valor médio do processo é portanto constante. Veja-se agora o que acontece à 
variância do mesmo: ¾N¸L>?M = KL>?M − KL>?MGH	t.6 = KL>?M 
Assim sendo é agora necessário calcular o momento de segunda ordem do 
processo em causa. 
Relembre-se o leitor da existência da relação trigonométrica seguinte: 
 #$2½ = 2 #$½ − 1 ⇔ #$½ = #$2½ + 12  (I.5) 
 
Escreva-se agora a expressão de >? 
>? =B*CFCGH #$D@C= + ACE +BB*C*d #$D@C= + ACE
F
dGH
F
CGHCd
#$@d= + Ad
=B*CFCGH [12 + 12 #$D2@C= + 2ACE\ +BB*C*d #$D@C= + ACE
F
dGH
F
CGHCd
#$@d= + Ad 
e calcule-se o seu valor médio: 
 
KL>?M =B*C2 D1 + K(#$D2@C= + 2ACE,EFCGH
+BB*C*d K(#$D@C= + ACE #$@d= + Ad,GH,			tÊê		Êë	íã	dìtì?í
F
dGH
F
CGHCd
=B*C2 D1 + K(#$D2@C=E #$D2ACE − D2@C=E D2ACE,EFCGH
=B*C2 D1 + #$D2@C=E K(#$D2ACE, − D2@C=E K(D2ACE,EFCGH  
(I.6) 
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Resta-nos ainda calcular o valor médio de #$2A e de 2A. 
 
KL#$2AM =  #$2 Ê&v& =  #$2 12 
&
v& = 14 L2Mv&&= 14 Á2GH − −2GH Ã = 0 
(I.7) 
 
KL2AM =  2Ê&v& =  2 12 
&
v&= 14 L−#$2Mv&& = 14 ¤−#$2 + #$−2Géí& §= 14 Á−#$2 + #$2GH Ã = 0 
(I.8) 
 
Substituindo (I.7) e (I.8) em (I.6), obtém-se: 
KL>?M =B*C2 1 + #$D2@C=E K(#$D2ACE,GH	t	. − D2@C=E K(D2ACE,GH	t	. 
F
CGH =B*C
2FCGH  
Assim sendo o processo tem variância constante. 
Por fim calcule-se a covariância do processo e veja-se se a mesma depende ou 
não do instante em que é calculada. 
 
ø$D>? , >? tE = ø$B*C #$D@C= + ACEFCGH ,B* #$@ = +  + A 
F
 GH 
=BB*C* ø$D#$D@C= + ACE , #$@ = +  + A EF GH
F
CGH  
(I.9) 
Para que o calculo da covariância do processo não seja muito moroso, calcule-se 
a covariância entre #$D@C= + ACE e #$@ = +  + A  separadamente: 
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ø$D#$D@C= + ACE , #$@ = +  + A E= ø$D#$D@C=E #$DACE − D@C=E DACE , #$D@ = + E #$A − D@ = + E A E= #$D@C=E #$D@ = + Eø$D#$DACE , #$A EGH,			tÊê		Ê!	íã	dìtì?í	− #$D@C=E D@ = + E ø$D#$DACE , A E− D@C=E #$D@ = + E ø$DDACE , #$A E+ D@C=E D@ = + Eø$DDACE , A EGH,			tÊê		Ê!	íã	dìtì?í= −#$D@C=E D@ = + EKD#$DACE A E− D@C=E #$D@ = + E KDDACE #$A E= −#$D@C=E D@ = + EKD#$DACEEGH	t	. KA GH	t	.5− D@C=E #$D@ = + E KDDACEEGH	t	.5 K#$A GH	t	. = 0 
(I.10) 
 
Ao substituir I.10 em I.9 conclui-se que a covariância do processo é nula,  
ø$D>?, >? tE =BB*C* ø$D#$D@C= + ACE , #$@ = +  + A EGH,			t	.2H
F
 GH
F
CGH = 0. 
Como o valor médio e a covariância do processo representado em I.1 são nulos e 
a variância do mesmo é constante, então o processo é estacionário. 
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Anexo II – Coeficientes de Fourier 
 
Encontre-se a expressão que permite calcular os Coeficientes de Fourier NF de 
uma dada sucessão >2, … , >Q presentes na expressão 1.5.  
De forma a facilitar a compreensão da demonstração reescreva-se a expressão 1.5: 
>? =B[NC #$ [2RX =\ + OC  [2RX =\\
UQV
CGH . 
Multiplicando ambos os membros de 1.5 por cos &FQ = obtém-se: 
 >? #$ [2X =\ =B[NC #$ [2RX =\ + OC  [2RX =\\
UQV
CGH #$ [2X =\. (II.1)  
Passando agora à soma em =, com = ∈ p1, … , Xq, de ambos os membros da 
expressão (II.1) e posteriormente, desenvolvendo os cálculos obtém-se: 
B>? #$ [2X =\Q?G2 =BB[NC #$ [2RX =\ + OC  [2RX =\\
UQV
CGH #$ [2X =\
Q
?G2
=BNCU
QV
CGH B#$ [2RX =\
Q
?G2 #$ [2X =\ +BOC
UQV
CGH B [2RX =\
Q
?G2 #$ [2X =\GH	t2.2H
= »NFB#$ [2X =\Q?G2 ,			 = R0																														,			 ≠ R 1	
 Se  = R = 0	: 
 
B>? #$0Q?G2 = NHB#$0
Q
?G2 ⇔B>?
Q
?G2 = XNH ⇔ NH = ∑ >?
Q?G2X = >s 
 
 
 Se  = R = Q e X par: 
B>? #$=Q?G2 = NQ B#$=
Q
?G2 ⇔B>? #$=
Q
?G2 = XNQ ⇔ NQ = ∑ >? #$=
Q?G2 X  
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 Se  = R ≠ 0 e  = R ≠ Q (se X par) 
B>? #$ [2X =\Q?G2 = NFB#$ [2X =\
Q
?G2 ⇔~GQ	t	2.B>? #$ [
2X =\Q?G2 = X2 NF
⇔ NF = 2XB>? #$ [2X =\Q?G2  
Resumindo tem-se: 
NF =
g8h
8i1XB>? #$ [2X =\Q?G2 ,	 = 0	ou	 = X2 	se	X	par2XB>? #$ [2X =\Q?G2 ,		 = 1,2, … , _X2` − 1													
1, 
tal como se apresenta na expressão 1.11. 
Far-se-á um raciocínio semelhante àquele que foi feito até aqui, mas agora com 
o objectivo de encontrar a expressão que permite calcular os Coeficientes de 
Fourier OF presentes na expressão 1.5. 
Quando o objectivo era encontrar uma expressão para NF multiplicaram-se 
ambos os membros da equação 1.5 por cos &FQ =, agora que o objectivo é 
encontrar uma expressão para OF multiplicar-se-ão ambos os membros da 
equação 1.5 por sin &FQ =: 
 >?  [2X =\ =B[NC #$ [2RX =\ + OC  [2RX =\\
UQV
CGH  [2X =\. (II.2) 
 
À semelhança do que foi feito anteriormente, vai-se agora passar à soma em =, 
com = ∈ p1, … , Xq, de ambos os membros da expressão II. 2 e posteriormente, 
desenvolver-se-ão os cálculos obtendo-se: 
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B>? sin [2X =\Q?G2 =BB[NC cos [2RX =\ + OC sin [2RX =\\
UQV
CGH sin [2X =\
Q
?G2
=BNCU
QV
CGH Bcos [2RX =\
Q
?G2 sin [2X =\GH	t	2.2H
+BOCU
QV
CGH Bsin [2RX =\
Q
?G2 sin [2X =\
=
g88
h8
8i OFBsin [2X =\Q?G2GQ	t	2.#
														,			 = R ≠ 0	]	 = R ≠ X2 	]	X	N¸
0																														,			 ≠ R	$	 = R = 0	$	 = R = X2 	]	X	N¸
1
= » X2 OF													,			 = R ≠ 0	]	 = R ≠ X2 	]	X	N¸0			,			 ≠ R	$	 = R = 0	$	 = R = X2 	]	X	N¸
1. 
Resolvendo agora a expressão anterior em ordem a OF obtém-se: 
OF = 2XB>?Q?G2 sin [2X =\ ,  = 1,2, … , _X2` − 1, 
tal como se apresenta na expressão 1.12. 
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Anexo III – Função distribuição espectral de um MA(1) 
 
Neste anexo pretende-se obter a expressão da função distribuição espectral 
normalizada de um processo de médias móveis de primeira ordem. 
Tal como já foi referido na secção 3, a função densidade espectral normalizada 
obtém-se integrando a função densidade espectral normalizada do respectivo 
processo, o que se pode traduzir pela expressão: 
@ =  ¶¶v& . 
Todavia, para que o cálculo da função distribuição espectral normalizada não se 
torne demasiado moroso, comece-se por primitivar a função densidade espectral 
normalizada, deixando para o final o cálculo do integral mencionado. 
Como já se referiu na secção 4.2, a função densidade espectral normalizada de 
um processo de médias móveis de primeira ordem tem como expressão: 
@ = 1 + ½ + 2½ #$@21 + ½ ,					−  ≤ @ ≤ . 
Calcule-se então a primitiva da expressão anterior: 
 
@@ = 1 + ½ + 2½ #$@21 + ½ @= 1 + ½21 + ½1@ + ½1 + ½ #$@ @= 12@ + ½1 + ½ @. 
Agora sim, calcule-se a expressão da função distribuição espectral normalizada: 
@ =  == =v& _ 12 = + ½1 + ½ =`v&= 12@ + ½1 + ½ @ − Á 12 − + ½1 + ½ −H Ã= 12@ + ½ @1 + ½ + 12 = @ + 2 + ½ @1 + ½ , − ≤ @ ≤  
 
Note-se que  = 1, como seria de esperar. 
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Anexo IV – Função distribuição espectral de um AR(1) 
 
Neste anexo pretende-se obter a função distribuição espectral normalizada de 
um processo autoregressivo de primeira ordem, cuja função densidade espectral 
normalizada tem a expressão indicada na secção 4.3 em (4.3.2) e que volto aqui 
a citar: 
@ = 1 − A21 − 2A #$ @ + A 
Tal como no anexo III comece-se por calcular a primitiva da função densidade 
espectral normalizada. 
 1 − A21 − 2A #$ @ + A @ = 1 − A2  11 − 2A #$ @ + A @	 
Para o cálculo desta primitiva é necessária a aplicação de uma mudança de 
variável adequada. Neste caso, considerar-se-á a mudança de variável = = tan, 
e consequentemente convém salientar algumas simplificações que serão úteis 
para aplicação directa no cálculo da primitiva desejada: 
 = = =N  ⇔ @ = 2=Nv2 = 
 @ = 2 ?Z = 
 1 + =N  = 2éíZ$Z ⇒³?G?y$Z 1 + = = 2éíZ$Z ⇔ #$  = 22 ?Z 
 #$  = 2 #$0 + 2 #$@ ⇒ 22 ?Z = 2+ 2 #$@ ⇔ #$@ = 2v?Z2 ?Z 
 
O leitor está agora em condições de poder aplicar directamente a mudança de 
variável referida: 1 − A2  11 − 2A 1 − =1 + = + A ∙
21 + = = = 1 − A  11 − A + 1 + A= =
= 1 − A1 + A ∙ 11 − A 11 + 1 + A1 − A = = =
1
1 + A1 − A1 + 1 + A1 − A = == 1 =Nv2 [1 + A1 − A =\ 
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 Voltando agora a variável inicial obtém-se: 
  1 − A21 − 2A #$ @ + A @ = 1 =Nv2 [1 + A1 − A =N @2\ (IV.1)  
 
Assim sendo, pode-se agora determinar a expressão da função distribuição 
espectral normalizada, integrando a função densidade espectral normalizada: 
 
@ =  == =v& /→v&Ñ === /→v&Ñ _1 =Nv2 [1 + A1 − A =N @2\ − 1 =Nv2 [1 + A1− A =N 2\`= 1 =Nv2 [1 + A1 − A =N @2\ − 1 /→v&Ñ =Nv2 [1 + A1 − A =N 2\ 
(IV.2) 
 
Como tanv2 é uma função contínua e |A| < 1, tem-se que: 
 /→v&Ñ =Nv2 [1 + A1 − A =N 2\ = =Nv2
1 + A1 − A&H /→v&Ñ =N 
2v¡v¡ 
 = −2. (IV.3) 
 
Substituindo o resultado do limite calculado em (IV.3) em (IV.2) obtém-se a 
expressão da função distribuição espectral normalizada: 
@ = 12 + 1 =Nv2 [1 + A1 − A =N @2\ , − < @ < . 
 
Chama-se a atenção do leitor para o facto de que a função anterior pode ser 
considerada, sem perda de generalidade, no intervalo − ≤ @ < , uma vez que @ é uma função distribuição e que os limites abaixo se verificam: 
 /→v&Ñ@ = 2 + 2& − & = 2− 2 = 0Á= /→v¡@Ã ; 
 
 /→&Ð@ = 2+ 2& & = 2 + 2 = 1Á= /→ ¡@Ã ; 
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Anexo V – Função distribuição espectral de um ARMA(1,1) 
 
Neste anexo pretende-se obter a função distribuição espectral normalizada de 
um processo autoregressivo de médias móveis de primeira ordem, cuja função 
densidade espectral normalizada tem a expressão indicada na secção 4.4 em 
(4.4.1) e que volto aqui a citar: 
@ = 1 + ½ + 2½ #$ @1 − A21 − 2A #$ @ + A1 + ½ + 2A½ 
Tal como nos dois anexos anteriores, comece-se por calcular a primitiva da 
função densidade espectral 
 
 
 1 − A1 + ½ + 2½ #$ @21 + ½ + 2½A1 − 2A #$ @ + A @
= 1 − A21 + ½ + 2½A' 1+ ½1 − 2A #$@ + A @d +
2½ #$ @1 − 2A #$@ + A @dd (	 
(V.1) 
Para que o cálculo da primitiva de (V.1) não seja muito moroso, faça-se o cálculo 
das primitivas mencionadas em  e  separadamente. Para a resolução de 
ambas é necessária a aplicação de uma mudança de variável. A mudança de 
variável que melhor se aplica é a mesma que se utilizou no anexo IV, ou seja, = = tan . 
Comece-se por calcular a primitiva mencionada em : 
 1+ ½1 − 2A #$ @ + A @ =³G ?yÐÛ ? 1 + ½ 11 + A − 2A 1 − =1 + =
21 + = =
= 1 + ½ 21 + A1 + = − 2A1 − = == 21 + ½ 11 + A + = + A= − 2A + 2A= == 21 + ½ 11 − A + 1 + A= =
= 21 + ½1 − A1 + A
1 + A1 − A1 + U1 + A1 − A =V == 21 + ½1 − A =Nv2 [1 + A1 − A =\ =³?G?y
21 + ½1 − A =Nv2 [1 + A1 − A =N @2\ 
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Calcule-se agora a primitiva mencionada em : 
 
 2½ #$ @1 − 2A #$ @ + A @ =³G?yÐÛ ? 2½
1 − =1 + =1 + A − 2A 1 − =1 + =
21 + = =
= 2½ 1 − =1 + A1 + = − 2A1 − = 21 + = == 4½1 − =1 + = 11 + A + = + A= − 2A + 2A= == 4½1 − =1 + = 11 − A + 1 + A= == 4½1 + A 1 − =1 + = )1 − A1 + A + = = 
 
O leitor está perante uma primitiva racional. Assim sendo, para a 
resolução da mesma utilize-se o método dos coeficientes indeterminados: 
 
 
1 − =1 + = )1 − A1 + A + = =
*= + +1 + = + ø= + c1 − A1 +A + =
= *+ ø=5 + + + c= + Á* 1 − A1 + A
 + øÃ = + Á+ 1 − A1 + A +cÃ
1 + = )1 − A1 + A + =  
(V.2) 
 
Para determinar as constantes reais A, B, C e D resolva-se o sistema: 
 
 
g88
h8
8i*+ ø = 0																			+ + c = −1															* [1 − A1 + A\ + ø = 0
+ [1 − A1 + A\ + c = 1
⇔ ⋯⇔
g88
h8
8i* = 0																		+ = −1 + A2Aø = 0																		c = 1 + A2A 							
11 (V.3) 
 
Voltando agora à expressão (V.2) substituam-se as constantes A, B, C e D 
pela sua respectiva solução obtida em (V.3): 
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4½1 + A 1 − =1 + = )1 − A1 + A + = =
= 4½1 + A'−
1 + A2A1 + = = + 
1 + A2A1 − A1 + A + = =(
= −2½A  11 + = = + 4½1 + A 1 + A2A 1 + A1 − A
1 + A1 − A1 + 1 + A1 − A = == −2½A =Nv2 = + 2½1 + AA1 − A =Nv2 [1 + A1 − A =\ 
 
 Retomando agora a variável inicial, fazendo = = =N , obtém-se: 4½1 + A 1 − =1 + = )1 − A1 + A + = =
= −½@A + 2½1 + AA1 − A =Nv2 [1 + A1 − A =N @2\. 
 
Agora que já se calculou as duas primitivas mencionadas em e  voltemos à 
primitiva da expressão (V.1) e façam-se as respectivas substituições: 
1 − A21 + ½ + 2½A' 1 + ½1 − 2A #$ @ + A @d +
2½ #$ @1 − 2A #$ @ + A @dd (= 1 − A21 + ½ + 2½A )21 + ½1 − A =Nv2 [1 + A1 − A =N @2\ − ½@A
+ 2½1 + AA1 − A =Nv2 [1 + A1 − A =N @2\= 1 − A21 + ½ + 2½A )Á21 + ½1 − A + 2½1 + AA1 − A Ã =Nv2 [1 + A1 − A =N @2\ − ½@A = 1 − A2A1 + ½ + 2½A )Á2A1 + ½ + 2½1 + A1 − A Ã =Nv2 [1 + A1 − A =N @2\ − ½@
= L2A1 + ½ + 2½1 + AM =Nv2 1 + A1 − A =N @2 − ½1 − A@2A1 + ½ + 2½A  
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Assim sendo, pode-se agora determinar a expressão da função distribuição 
espectral normalizada, integrando a função densidade espectral normalizada: 
 
 
@ =  == =v& /→v&Ñ ==
= /→v&Ñ ,L2A1 + ½ + 2½1 + AM =Nv2 
1 + A1 − A =N =2 − ½1 − A=2A1 + ½ + 2½A -

= L2A1 + ½ + 2½1 + AM =Nv2 1 + A1 − A =N @2 − ½1 − A@2A1 + ½ + 2½A
− /→v&Ñ L2A1 + ½ + 2½1 + AM =Nv2 
1 + A1 − A =N 2 − ½1 − A2A1 + ½ + 2½A  
(V.4) 
 
Faça-se, agora, o cálculo do limite separadamente: 
 
 
/→v&Ñ L2A1 + ½ + 2½1 + AM =Nv2 
1 + A1 − A =N 2 − ½1 − A2A1 + ½ + 2½A= L2A1 + ½ + 2½1 + AM2A1 + ½ + 2½A /→v&Ñ =Nv2 [1 + A1 − A =N 2\− ½1 − A2A1 + ½ + 2½A /→v&Ñ= L2A1 + ½ + 2½1 + AM2A1 + ½ + 2½A −2 − ½1 − A−2A1 + ½ + 2½A
= ½1 − A − L2A1 + ½ + 2½1 + AM 22A1 + ½ + 2½A  
(V.5) 
 
Substituindo agora o valor do limite calculado acima (V.5) em (V.4), obtém-se a 
função distribuição espectral normalizada: 
 
@ = L2A1 + ½ + 2½1 + AM =Nv2 1 + A1 − A =N @2 − ½1 − A@2A1 + ½ + 2½A
− ½1 − A − L2A1 + ½ + 2½1 + AM 22A1 + ½ + 2½A
= L2A1 + ½ + 2½1 + AM =Nv2 1 + A1 − A =N @2 + 2 − ½1 − A@ + 2A1 + ½ + 2½A 	 
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Tal como se fez no anexo IV, chama-se a atenção do leitor para o facto de que a 
função anterior poder ser considerada, sem perda de generalidade, no intervalo − ≤ @ < , uma vez que @ é uma função distribuição e que os limites 
abaixo se verificam: 
 
 /→v&Ñ@ = (ÊD2 .ZE .D2 ÊZE,v/Z /Zv.D2vÊZEv& &&Ê2 .Z .Ê = 0Á= /→v¡@Ã ; 
 
 /→&Ð@ = (ÊD2 .ZE .D2 ÊZE,/Z /Zv.D2vÊZE& &&Ê2 .Z .Ê =ÊD2 .ZE .D2 ÊZEv.D2vÊZEÊ2 .Z .Ê = ÊD2 .ZE ÊZ.Ê2 .Z .Ê = 2 .Z Ê.2 .Z .Ê = 1Á= /→ ¡@Ã ; 
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Anexo VI – Tabelas resultantes da análise do Periodograma 
 
Neste anexo apresentam-se tabelas com os valores dos periodogramas das 
séries analisadas na secção 10.  
 
 @F NF OF ð@F  ¾N$¸	%  @F NF OF ð@F  ¾N$¸	% 
0 0.00 0.06 0.00 0.39 --- --- 31 1.62 0.01 -0.02 0.02 0.00 1.00 
1 0.05 0.15 -0.05 1.43 0.21 0.81 32 1.68 -0.11 0.26 4.64 0.68 0.51 
2 0.10 -0.14 -0.12 1.95 0.29 0.75 33 1.73 -0.12 0.22 3.88 0.57 0.57 
3 0.16 0.24 -0.06 3.74 0.55 0.58 34 1.78 -0.06 0.06 0.46 0.07 0.94 
4 0.21 -0.07 -0.07 0.59 0.09 0.92 35 1.83 -0.12 0.07 1.10 0.16 0.85 
5 0.26 -0.08 0.00 0.35 0.05 0.95 36 1.88 0.16 -0.05 1.64 0.24 0.79 
6 0.31 0.23 -0.17 5.01 0.74 0.48 37 1.94 0.05 0.09 0.67 0.10 0.91 
7 0.37 0.09 -0.08 0.87 0.13 0.88 38 1.99 -0.16 0.01 1.47 0.22 0.81 
8 0.42 -0.08 0.02 0.43 0.06 0.94 39 2.04 -0.08 -0.09 0.80 0.12 0.89 
9 0.47 0.13 -0.16 2.68 0.39 0.68 40 2.09 -0.22 -0.01 2.84 0.42 0.66 
10 0.52 1.27 1.15 175.44 45.23 0.00 41 2.15 -0.05 0.00 0.15 0.02 0.98 
11 0.58 -0.01 0.19 2.22 0.32 0.72 42 2.20 0.16 -0.04 1.62 0.24 0.79 
12 0.63 0.05 -0.06 0.36 0.05 0.95 43 2.25 0.11 -0.06 0.93 0.14 0.87 
13 0.68 0.02 0.05 0.18 0.03 0.97 44 2.30 0.05 0.02 0.19 0.03 0.97 
14 0.73 0.06 0.01 0.25 0.04 0.96 45 2.36 -0.06 0.25 3.80 0.56 0.57 
15 0.79 -0.03 -0.14 1.17 0.17 0.84 46 2.41 0.11 0.11 1.43 0.21 0.81 
16 0.84 0.04 -0.11 0.78 0.11 0.89 47 2.46 0.02 -0.01 0.04 0.01 0.99 
17 0.89 0.15 -0.14 2.57 0.38 0.69 48 2.51 0.03 -0.01 0.05 0.01 0.99 
18 0.94 0.15 -0.01 1.31 0.19 0.83 49 2.57 0.12 -0.05 0.98 0.14 0.87 
19 0.99 0.07 0.00 0.29 0.04 0.96 50 2.62 0.17 -0.26 5.70 0.84 0.43 
20 1.05 1.05 1.10 137.82 30.48 0.00 51 2.67 0.09 0.06 0.69 0.10 0.90 
21 1.10 0.12 0.15 2.20 0.32 0.73 52 2.72 0.01 0.00 0.00 0.00 1.00 
22 1.15 0.03 -0.14 1.17 0.17 0.84 53 2.78 0.10 -0.14 1.86 0.27 0.76 
23 1.20 -0.03 0.06 0.23 0.03 0.97 54 2.83 -0.21 0.02 2.54 0.37 0.69 
24 1.26 -0.15 -0.03 1.46 0.21 0.81 55 2.88 0.22 -0.10 3.52 0.52 0.60 
25 1.31 0.09 0.13 1.45 0.21 0.81 56 2.93 -0.16 -0.10 2.17 0.32 0.73 
26 1.36 0.04 -0.02 0.12 0.02 0.98 57 2.98 -0.19 -0.01 2.08 0.30 0.74 
27 1.41 0.14 0.00 1.24 0.18 0.83 58 3.04 0.01 0.14 1.10 0.16 0.85 
28 1.47 -0.04 0.19 2.30 0.34 0.71 59 3.09 -0.24 -0.21 6.24 0.92 0.40 
29 1.52 -0.03 0.03 0.11 0.02 0.98 60 3.14 -0.01 0.00 0.01 0.00 0.97 
30 1.57 0.01 -0.02 0.02 0.00 1.00 --- --- --- --- --- --- --- 
Tabela VI.1: Decomposição das parcelas do periodograma, respectivo à série representada na Fig. 10.2.1, segundo a 
tabela ANOVA: período, frequência de Fourier, parcela ü com as estimativas para os respectivos coeficientes de 
Fourier  e  e valor da estatística de teste. 
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  @F NF OF ð@F  ¾N$¸	%  @F NF OF ð@F  ¾N$¸	% 
0 0.00 0.04 0.00 0.15 --- --- 31 1.62 -0.02 0.12 0.93 0.04 0.96 
1 0.05 0.15 -0.02 1.44 0.07 0.94 32 1.68 0.17 0.02 1.74 0.08 0.92 
2 0.10 -0.16 0.13 2.56 0.12 0.89 33 1.73 0.26 -0.05 4.22 0.19 0.82 
3 0.16 -0.17 0.07 1.99 0.09 0.91 34 1.78 -0.20 -0.10 2.90 0.13 0.88 
4 0.21 -0.08 -0.22 3.41 0.16 0.85 35 1.83 0.12 0.02 0.87 0.04 0.96 
5 0.26 -0.02 0.03 0.07 0.00 1.00 36 1.88 0.05 0.05 0.33 0.02 0.99 
6 0.31 -0.04 0.10 0.70 0.03 0.97 37 1.94 0.05 0.08 0.49 0.02 0.98 
7 0.37 -0.10 -0.05 0.74 0.03 0.97 38 1.99 -0.07 -0.08 0.67 0.03 0.97 
8 0.42 -0.03 -0.01 0.06 0.00 1.00 39 2.04 -0.23 0.13 4.35 0.20 0.82 
9 0.47 0.18 0.01 1.93 0.09 0.92 40 2.09 1.01 1.18 144.82 7.49 0.00 
10 0.52 1.06 1.02 129.53 6.61 0.00 41 2.15 0.04 0.01 0.09 0.00 1.00 
11 0.58 0.09 0.21 3.08 0.14 0.87 42 2.20 0.08 -0.07 0.66 0.03 0.97 
12 0.63 -0.16 0.03 1.61 0.07 0.93 43 2.25 0.08 0.11 1.13 0.05 0.95 
13 0.68 0.08 0.01 0.41 0.02 0.98 44 2.30 -0.03 -0.01 0.06 0.00 1.00 
14 0.73 0.15 -0.11 2.12 0.10 0.91 45 2.36 0.10 -0.16 2.11 0.10 0.91 
15 0.79 -0.15 0.11 2.14 0.10 0.91 46 2.41 -0.05 -0.04 0.28 0.01 0.99 
16 0.84 0.14 -0.07 1.41 0.06 0.94 47 2.46 -0.15 -0.04 1.49 0.07 0.93 
17 0.89 -0.11 -0.09 1.23 0.06 0.94 48 2.51 0.01 0.23 3.31 0.15 0.86 
18 0.94 -0.23 0.15 4.61 0.21 0.81 49 2.57 -0.19 0.05 2.25 0.10 0.90 
19 0.99 -0.09 -0.30 5.93 0.27 0.76 50 2.62 0.93 1.04 117.84 5.95 0.00 
20 1.05 1.09 0.91 121.13 6.14 0.00 51 2.67 0.03 0.05 0.20 0.01 0.99 
21 1.10 -0.07 -0.07 0.57 0.03 0.97 52 2.72 0.03 0.11 0.83 0.04 0.96 
22 1.15 0.06 0.14 1.35 0.06 0.94 53 2.78 -0.10 -0.03 0.72 0.03 0.97 
23 1.20 -0.10 -0.19 2.74 0.13 0.88 54 2.83 -0.21 0.08 3.10 0.14 0.87 
24 1.26 0.23 -0.07 3.32 0.15 0.86 55 2.88 0.23 0.15 4.42 0.20 0.82 
25 1.31 0.25 -0.03 3.70 0.17 0.84 56 2.93 0.09 -0.15 1.85 0.08 0.92 
26 1.36 -0.08 0.07 0.62 0.03 0.97 57 2.98 -0.06 -0.10 0.77 0.04 0.97 
27 1.41 0.08 -0.04 0.49 0.02 0.98 58 3.04 0.00 0.04 0.09 0.00 1.00 
28 1.47 0.09 -0.08 0.89 0.04 0.96 59 3.09 -0.08 -0.09 0.83 0.04 0.96 
29 1.52 0.28 -0.09 5.13 0.24 0.79 60 3.14 2.18 0.00 568.65 47.06 0.00 
30 1.57 0.73 1.05 98.69 4.91 0.01 --- --- --- --- --- --- --- 
Tabela VI.2: Decomposição das parcelas do periodograma, respectivo à série representada na Fig. 10.3.1, segundo a 
tabela ANOVA: período, frequência de Fourier, parcela ü com as estimativas para os respectivos coeficientes de 
Fourier  e  e valor da estatística de teste. 
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 @F  NF  OF ð@F  ¾N$¸	%  @F  NF  OF ð@F  ¾N$¸	% 
0 0.00 0.03 0.00 0.09 --- --- 31 1.62 0.30 0.05 5.71 1.21 0.30 
1 0.05 -0.02 -0.01 0.04 0.01 0.99 32 1.68 -0.02 0.03 0.08 0.02 0.98 
2 0.10 0.02 0.04 0.14 0.03 0.97 33 1.73 0.25 0.01 3.63 0.76 0.47 
3 0.16 0.02 -0.03 0.08 0.02 0.98 34 1.78 -0.13 -0.24 4.48 0.94 0.39 
4 0.21 -0.04 0.08 0.50 0.10 0.90 35 1.83 -0.09 0.20 2.98 0.62 0.54 
5 0.26 -0.03 -0.01 0.06 0.01 0.99 36 1.88 -0.19 -0.17 3.76 0.79 0.46 
6 0.31 -0.03 0.02 0.06 0.01 0.99 37 1.94 -0.20 -0.05 2.44 0.51 0.60 
7 0.37 -0.03 0.11 0.83 0.17 0.84 38 1.99 -0.05 0.05 0.30 0.06 0.94 
8 0.42 0.01 0.02 0.02 0.00 1.00 39 2.04 0.27 0.15 5.89 1.25 0.29 
9 0.47 0.05 -0.06 0.36 0.07 0.93 40 2.09 -0.20 -0.01 2.32 0.49 0.62 
10 0.52 0.98 1.00 117.47 41.80 0.00 41 2.15 0.14 0.11 1.89 0.39 0.68 
11 0.58 0.05 0.06 0.38 0.08 0.92 42 2.20 -0.18 -0.03 1.90 0.40 0.67 
12 0.63 0.00 -0.03 0.04 0.01 0.99 43 2.25 -0.01 0.03 0.07 0.02 0.98 
13 0.68 -0.14 0.16 2.85 0.60 0.55 44 2.30 -0.07 0.33 6.72 1.43 0.24 
14 0.73 -0.04 0.00 0.12 0.02 0.98 45 2.36 -0.30 -0.03 5.52 1.17 0.31 
15 0.79 0.03 0.11 0.72 0.15 0.86 46 2.41 -0.18 -0.27 6.45 1.37 0.26 
16 0.84 -0.09 -0.03 0.53 0.11 0.90 47 2.46 -0.33 -0.11 7.01 1.49 0.23 
17 0.89 0.20 0.02 2.52 0.53 0.59 48 2.51 -0.07 -0.06 0.50 0.10 0.90 
18 0.94 -0.08 0.00 0.37 0.08 0.93 49 2.57 -0.11 -0.13 1.67 0.35 0.71 
19 0.99 0.00 0.00 0.00 0.00 1.00 50 2.62 0.28 0.36 12.13 2.63 0.08 
20 1.05 0.12 -0.02 0.92 0.19 0.83 51 2.67 -0.07 -0.27 4.50 0.95 0.39 
21 1.10 0.00 0.11 0.71 0.15 0.86 52 2.72 0.02 0.23 3.09 0.65 0.52 
22 1.15 -0.20 -0.16 3.85 0.81 0.45 53 2.78 0.15 -0.04 1.56 0.33 0.72 
23 1.20 0.08 -0.33 7.12 1.52 0.22 54 2.83 0.14 0.27 5.54 1.17 0.31 
24 1.26 0.03 -0.12 0.90 0.19 0.83 55 2.88 -0.13 -0.20 3.31 0.69 0.50 
25 1.31 0.11 0.06 0.95 0.20 0.82 56 2.93 0.10 -0.42 10.94 2.36 0.10 
26 1.36 -0.13 -0.24 4.58 0.97 0.38 57 2.98 -0.30 0.04 5.37 1.14 0.32 
27 1.41 0.08 -0.13 1.34 0.28 0.76 58 3.04 -0.08 0.02 0.39 0.08 0.92 
28 1.47 -0.17 -0.11 2.51 0.53 0.59 59 3.09 -0.03 -0.37 8.38 1.79 0.17 
29 1.52 0.12 -0.04 0.95 0.20 0.82 60 3.14 0.32 0.00 12.21 2.65 0.08 
30 1.57 0.04 -0.04 0.19 0.04 0.96 --- --- --- --- --- --- --- 
Tabela VI.3: Decomposição das parcelas do periodograma, respectivo à série representada na Fig. 10.4.1, segundo a 
tabela ANOVA: período, frequência de Fourier, parcela ü com as estimativas para os respectivos coeficientes de 
Fourier  e  e valor da estatística de teste. 
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 @F  NF  OF ð@F  ¾N$¸	%  @F  NF  OF ð@F  ¾N$¸	% 
0 0.00 -0.01 0.00 0.01 --- --- 31 1.62 -0.25 -0.10 4.31 0.61 0.55 
1 0.05 0.01 0.04 0.08 0.01 0.99 32 1.68 0.04 0.36 7.89 1.12 0.33 
2 0.10 0.03 -0.02 0.07 0.01 0.99 33 1.73 0.04 -0.10 0.72 0.10 0.90 
3 0.16 -0.02 0.06 0.21 0.03 0.97 34 1.78 0.01 0.00 0.01 0.00 1.00 
4 0.21 -0.01 -0.05 0.18 0.02 0.98 35 1.83 0.04 -0.08 0.49 0.07 0.93 
5 0.26 0.00 0.04 0.11 0.02 0.98 36 1.88 0.05 -0.15 1.53 0.21 0.81 
6 0.31 -0.06 0.02 0.27 0.04 0.96 37 1.94 -0.08 0.10 0.95 0.13 0.88 
7 0.37 0.00 -0.07 0.26 0.04 0.96 38 1.99 -0.37 -0.11 9.06 1.29 0.28 
8 0.42 0.06 0.02 0.27 0.04 0.96 39 2.04 -0.04 0.01 0.12 0.02 0.98 
9 0.47 -0.04 0.01 0.11 0.01 0.99 40 2.09 -0.15 0.26 5.46 0.77 0.47 
10 0.52 1.05 0.92 116.80 22.53 0.00 41 2.15 -0.23 -0.10 3.87 0.54 0.58 
11 0.58 -0.05 -0.10 0.80 0.11 0.89 42 2.20 0.52 0.16 17.48 2.54 0.08 
12 0.63 -0.10 0.12 1.53 0.21 0.81 43 2.25 -0.24 -0.06 3.67 0.52 0.60 
13 0.68 -0.02 -0.01 0.04 0.01 0.99 44 2.30 0.14 -0.11 1.99 0.28 0.76 
14 0.73 -0.09 0.03 0.55 0.08 0.93 45 2.36 -0.19 -0.06 2.51 0.35 0.70 
15 0.79 -0.12 0.08 1.26 0.18 0.84 46 2.41 0.18 -0.44 13.58 1.95 0.15 
16 0.84 -0.02 0.13 1.07 0.15 0.86 47 2.46 0.01 -0.32 6.08 0.86 0.43 
17 0.89 -0.14 -0.14 2.40 0.34 0.72 48 2.51 -0.29 0.26 8.90 1.27 0.29 
18 0.94 -0.30 0.07 5.91 0.83 0.44 49 2.57 -0.22 -0.46 15.24 2.20 0.12 
19 0.99 -0.11 0.07 1.03 0.14 0.87 50 2.62 -0.14 0.04 1.22 0.17 0.84 
20 1.05 0.96 0.93 107.37 20.09 0.00 51 2.67 0.24 -0.19 5.61 0.79 0.46 
21 1.10 0.09 -0.07 0.77 0.11 0.90 52 2.72 -0.33 -0.28 11.23 1.61 0.20 
22 1.15 0.08 0.10 1.02 0.14 0.87 53 2.78 -0.10 -0.12 1.46 0.20 0.82 
23 1.20 0.06 0.08 0.61 0.08 0.92 54 2.83 -0.11 0.14 1.87 0.26 0.77 
24 1.26 -0.16 0.08 1.86 0.26 0.77 55 2.88 0.09 -0.09 0.94 0.13 0.88 
25 1.31 -0.02 0.11 0.78 0.11 0.90 56 2.93 0.19 0.09 2.67 0.37 0.69 
26 1.36 0.24 -0.24 6.84 0.97 0.38 57 2.98 -0.29 -0.13 5.97 0.84 0.43 
27 1.41 0.04 -0.29 5.16 0.73 0.49 58 3.04 0.29 -0.01 5.12 0.72 0.49 
28 1.47 0.18 -0.04 2.02 0.28 0.75 59 3.09 0.17 -0.19 3.91 0.55 0.58 
29 1.52 -0.04 -0.29 5.16 0.73 0.49 60 3.14 0.29 0.00 10.23 1.46 0.23 
30 1.57 0.15 -0.04 1.44 0.20 0.82 --- --- --- --- --- --- --- 
Tabela VI.4: Decomposição das parcelas do periodograma, respectivo à série representada na Fig. 10.5.1, segundo a 
tabela ANOVA: período, frequência de Fourier, parcela ü com as estimativas para os respectivos coeficientes de 
Fourier  e  e valor da estatística de teste. 
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 @F  NF  OF ð@F  ¾N$¸	%  @F  NF  OF ð@F  ¾N$¸	% 
0 0.00 0.00 0.00 0.00 --- --- 31 1.62 -0.16 0.02 1.54 0.07 0.93 
1 0.05 0.01 0.00 0.01 0.00 1.00 32 1.68 -0.15 0.07 1.57 0.07 0.93 
2 0.10 0.02 -0.02 0.05 0.00 1.00 33 1.73 0.20 -0.05 2.51 0.12 0.89 
3 0.16 0.00 -0.02 0.01 0.00 1.00 34 1.78 -0.21 -0.21 5.31 0.24 0.78 
4 0.21 -0.01 0.01 0.02 0.00 1.00 35 1.83 0.16 -0.06 1.74 0.08 0.92 
5 0.26 0.03 -0.03 0.10 0.00 1.00 36 1.88 -0.02 0.13 1.03 0.05 0.95 
6 0.31 -0.11 0.00 0.70 0.03 0.97 37 1.94 -0.04 -0.14 1.23 0.06 0.95 
7 0.37 0.03 -0.08 0.39 0.02 0.98 38 1.99 0.02 0.02 0.05 0.00 1.00 
8 0.42 0.06 -0.10 0.76 0.03 0.97 39 2.04 -0.20 -0.20 4.84 0.22 0.80 
9 0.47 0.07 0.01 0.34 0.02 0.98 40 2.09 1.10 1.19 157.31 8.21 0.00 
10 0.52 0.98 1.05 122.91 6.22 0.00 41 2.15 -0.17 -0.13 2.66 0.12 0.89 
11 0.58 0.02 0.10 0.65 0.03 0.97 42 2.20 -0.02 -0.19 2.25 0.10 0.90 
12 0.63 0.02 0.21 2.60 0.12 0.89 43 2.25 -0.05 0.19 2.42 0.11 0.90 
13 0.68 -0.09 -0.06 0.70 0.03 0.97 44 2.30 0.12 -0.35 8.19 0.38 0.69 
14 0.73 -0.15 0.02 1.35 0.06 0.94 45 2.36 0.06 -0.20 2.72 0.12 0.88 
15 0.79 -0.14 -0.05 1.41 0.06 0.94 46 2.41 -0.23 0.00 3.14 0.14 0.87 
16 0.84 0.07 0.01 0.28 0.01 0.99 47 2.46 0.23 0.11 3.88 0.18 0.84 
17 0.89 -0.15 -0.11 2.06 0.09 0.91 48 2.51 0.12 -0.18 2.82 0.13 0.88 
18 0.94 -0.14 -0.06 1.47 0.07 0.94 49 2.57 -0.01 0.47 13.21 0.61 0.54 
19 0.99 0.11 0.13 1.75 0.08 0.92 50 2.62 1.13 1.19 161.29 8.45 0.00 
20 1.05 1.05 1.07 135.09 6.91 0.00 51 2.67 -0.24 -0.20 5.94 0.27 0.76 
21 1.10 0.24 -0.22 6.44 0.30 0.74 52 2.72 0.10 -0.16 2.11 0.10 0.91 
22 1.15 -0.06 0.02 0.28 0.01 0.99 53 2.78 -0.29 -0.08 5.46 0.25 0.78 
23 1.20 0.31 -0.06 5.84 0.27 0.77 54 2.83 0.01 -0.35 7.24 0.33 0.72 
24 1.26 -0.10 0.07 0.94 0.04 0.96 55 2.88 0.16 0.58 21.85 1.02 0.36 
25 1.31 -0.11 -0.05 0.95 0.04 0.96 56 2.93 0.02 0.19 2.11 0.10 0.91 
26 1.36 0.37 -0.10 8.83 0.41 0.67 57 2.98 0.19 0.37 10.27 0.47 0.62 
27 1.41 -0.15 -0.06 1.67 0.08 0.93 58 3.04 0.08 -0.21 3.00 0.14 0.87 
28 1.47 -0.07 -0.03 0.34 0.02 0.98 59 3.09 -0.05 0.13 1.24 0.06 0.94 
29 1.52 0.21 0.08 2.95 0.14 0.87 60 3.14 1.88 0.00 424.29 29.07 0.00 
30 1.57 1.11 0.81 114.15 5.74 0.00 --- --- --- --- --- --- --- 
Tabela VI.5: Decomposição das parcelas do periodograma, respectivo à série representada na Fig. 10.6.1, segundo a 
tabela ANOVA: período, frequência de Fourier, parcela ü com as estimativas para os respectivos coeficientes de 
Fourier  e  e valor da estatística de teste. 
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