Although textile production is heavily automation-based, it is viewed as a virgin area with regard to Industry 4.0. When the developments are integrated into the textile sector, efficiency is expected to increase. When data mining and machine learning studies are examined in textile sector, it is seen that there is a lack of data sharing related to production process in enterprises because of commercial concerns and confidentiality. In this study, a method is presented about how to simulate a production process and how to make regression from the time series data with machine learning. The simulation has been prepared for the annual production plan, and the corresponding faults based on the information received from textile glove enterprise and production data have been obtained. Data set has been applied to various machine learning methods within the scope of supervised learning to compare the learning performances. The errors that occur in the production process have been created using random parameters in the simulation. In order to verify the hypothesis that the errors may be forecast, various machine learning algorithms have been trained using data set in the form of time series. The variable showing the number of faulty products could be forecast very successfully. When forecasting the faulty product parameter, the random forest algorithm has demonstrated the highest success. As these error values have given high accuracy even in a simulation that works with uniformly distributed random parameters, highly accurate forecasts can be made in real-life applications as well.
Introduction
Considered as having started with the introduction of cyberphysical systems, Industry 4.0 has now begun to change the way industrial organizations operate. Technologies such as artificial intelligence (AI), additive manufacturing, Internet of things, augmented reality, smart robotic systems, big data, and cloud computing support the efficiency and speed of many industrial processes such as production, planning, R&D, quality management, supply, order, and so on. Looking at where each sector is with regard to the application of Industry 4.0 technologies or the transformation process of businesses, it can be seen in various studies that defense, health, automotive, and white goods industries have progressed to more advanced levels than textile, leather, food, and furniture. [1] [2] [3] Although textile production is heavily automation-based, it is viewed as a virgin area with regard to Industry 4.0 technologies. When the developments in informatics are integrated into the textile sector, efficiency is expected to increase by way of higher productivity, lower costs, shorter processes, and fewer faults. 4 The basic workflow in the textile sector is given in Figure 1 . Accordingly, production is done in line with the planning process based on the orders received and the designs made. The product obtained at the end of the production is delivered if it meets the order criteria. However, the production process and the product must be constantly inspected by the quality control process, and any faults must be corrected and replanned. Among these steps, design, planning, production, and quality control processes are specific to the textile sector, whereas order and delivery processes are of interest for the other sectors. Forecasts in the textile sector cover the use of various methods to correct the faults that occur in design, production, and products in order to improve the quality control processes.
Design in textile involves drawing and developing patterns, textures, molds, and products in line with customer demands and expectations. During the design process, the tasks are done either by computer or by drawing manually and depend on the designer's artistic ability. Therefore, it is hard to express the design process using a mathematical equation. The product model obtained at the end of the design process must be adapted to different body sizes before mass production starts. Hu et al. 5 used artificial neural networks for predicting the suitable body size for the novice designers making a design using the design experience. In making design, Hsu and Wang 6 reviewed the issue of sizing in the production of clothing. In their study, they used the decision tree (DT) method for the production of clothing.
Production covers all the textile processes, from order receipt to manufacturing the product to be delivered to the customer. Throughout this process, the standard information that the business owns is the nature of the order and the raw material quality. But the period of time, the raw materials and the processes required to produce the desired product depend on the quantity and quality of personnel and machinery available in the company. Raw material goes through many processes including dyeing, coating, thermal processes, washing, sewing, cutting, and so on until the end product is obtained. These processes include many parameters within themselves. Doing production with so many parameters requires specialized personnel, experience, and care. Highly faulty production is unavoidable in human-dependent systems. Doing planning so that the desired product is obtained by production planning operations is both very important in reducing the cost and the number of faults and is a very difficult field that requires expertise. Looking at the machine learning (ML) studies performed in this field, it has been seen that there is work done in relation to yarn finish operations, 7 fabric finish operations, 8 discriminating product colors, 9, 10 and export forecasts. 11 Yarn quality determination is a process where parameters such as strength, hairiness, breaking elongation, and production errors are inspected by means of control and measurement. This process is commonly conducted using the Tester device of the USTER company. This device is costly and therefore hardly available for small-scale companies. To reduce the quality measurement cost of businesses, Mozafary and Payvandy 12 have used artificial neural network method to predict the worsted yarn quality. Yildiz et al. 13 have made breaking elongation and sewing strength modeling for yarns by using the artificial neural network method. Haghighat et al. 14 There is still a lack of a standard device used commonly for detecting fabric faults, and determination of faults is generally done by the human eye. When quality control and fault determination in textile are done by humans, natural conditions such as fatigue or sleepiness lead to improper quality control, and therefore, there is a requirement to detect fabric faults automatically. Within the scope of visual fault perception studies in textile, various works demonstrate that conventional image processing techniques are widely used and successful results are being obtained in limited fields of application. [19] [20] [21] Such practices have become popular today, particularly because of the high performance, flexibility, and ease of application provided by ML methods in signal and image processing. Among these studies, there are various works on the determination of faults and fault types in the types of fabrics such as embroidered, 22 plain weave, 23 yarn dye, 24 and so on. Similar methods have also been used to predict structural fabric features such as hairiness, 25 pilling, 26 stretching, 27 humidity, and heat transfer. 28 Predictions in the field of quality control in businesses had for a long time been made using statistical methods such as autoregression (AR), moving average (MA), and vector autoregression (VAR). 29, 30 However, toward the end of the 1970s, it was seen that linear models are not compatible with and are inadequate for real-life applications. 31 Non-linear time series models have also been suggested in the same process. However, these systems are also insufficient for today's practices and are being replaced by artificial learning, also known as ML, which is a sub-branch of AI. 32, 33 Time series analyses and prediction work in the textile sector have been focused more on demand forecasting. [34] [35] [36] [37] A review of the data mining and ML applications in the textile sector demonstrates a lack of data sharing in this subject. This study aims to provide a method to forecast the possible amount of faulty products and the production period based on the production planning information that is created using the information obtained during the ordering phase. Within the scope of the problem, a simulation has been prepared for the annual production plan, and the corresponding faults based on the information received from textile glove plant and production data have been obtained. Data set has been prepared using the parameters of a real business, while respecting the confidentiality of the business and protecting the real statistical properties. In addition to the raw data set, ML has been used to do time series analysis. Data set has been applied to various ML methods within the scope of supervised learning to compare the learning performances. The model making the most accurate predictions has been presented in the results. In the following parts of this article, the method to be used, the simulation algorithm, the data set structure, and a comparison of the results obtained by ML will be presented in the given order. Finally, comes the conclusion drawn from the findings. The study is innovative for the textile sector since it can make predictions for a random process with the simulation environment and ML it provides. This is also the first time the production phases of a textile company have been simulated.
Materials and methods

Production simulation and data set properties
The data set to be used in the study consists of the fault log for the production process in the 1095 workdays between January 1 2017 and January 1 2020. Eleven suppliers, 7 workers, and 40 machine agents have been used for the simulation. Simulation environment has been prepared using Python programming language. Simpy mutually exclusive event simulation library has been used for time triggering of events. 38 Data have been created using the method shown in Figure 2 according to the multiple agent simulation of the supplier, worker, and machine components based on the data obtained from a textile company producing knitted gloves. Production plans are based on procurement in line with the orders. Procurement has different features for each product type. After procurement has been completed, a worker prepares the machine according to the production plan. Following the machine preparation phase, a unique product type is entered in each machine, which then manufactures the ordered amount of products. Faults may occur in each of the supply, prepare, and manufacture phases. Within a production plan, each supplier and worker agent has the same operating principle, and the flow diagram of these agents is given in Figure 3 . First of all, the supplier, worker, and machines are selected in the product planning phase. After the selected supplier produces the raw material, the machine and worker pairs matched in the shift manufacture the products.
Supplier and worker agents have been created using the same operating principle. The algorithm used for these agents is given in Figure 3 . According to this algorithm, a random fault value is created in each production, and if this value is lower than the error rate threshold, then a fault occurs. After the occurrence of a fault, the situation is detected, and correction chance inspection is performed, meaning that the worker learns the work and makes fewer errors. The error rate is reduced under these conditions. Each supplier and worker agent has a unique identifier error rate, maximum error, correction rate, and working rate (WR). Error rate, correction rate, and maximum error values are the internal variables of the agent and not included in the raw data. Error rate represents the fault rate value of the agent. Correction rate is used for reducing the error rate and represents the case in which the agent gains experience in time and makes fewer errors. The error limit is the ultimate error rate, even if the error rate has been corrected. WR is the number of successful tasks of the agent divided by the total number of tasks. WR is included in raw data and is a value that can be added in the real application. Data creation was based on the assumption that the supplier and the worker error rate is between 0.05 and 0.15, the maximum error rate is between 0.01 and 0.02, and correction rate is between 0.001 and 0.002.
Machine agents have different structures from supplier and worker agents with regard to error correction and periodical error formation. The algorithm created for a machine agent is given in Figure 4 . A random error formation value is created inside the machine according to this algorithm, and an error occurs if this value is lower than the value determined for the agent. Also, a periodical error value has been defined to represent the errors that may occur due to the life of the parts inside the machine. An error occurs when the period value is exceeded in terms of the number of production, then the part is considered to have been renewed, the day counter is reset and the periodic maintenance period is slightly changed randomly within the interval of 9500-10,500. Data creation was based on an assumed machine error rate between 0.02 and 0.05.
The simulation data created in this study include information about daily raw material, personnel, and machines in use. In the study, the sources of error in the plant have been grouped into three, such as supplier, worker, and machine errors. Supplier errors include faulty yarn number, low strength yarn, delivery of yarns in different colors, and hues. Raw material errors are also known as yarn-based errors. Examples are errors such as thick yarn, thin yarn, and yarn cutting. Worker errors include the worker's loading wrong raw materials and making incorrect adjustments to the machine. One of the most important worker errors is the incorrect machine configuration. Incorrect adjustment of yarn frequency by the personnel leads to transverse lines in the knitted fabric. Faulty yarns and yarns with the wrong number cause faults in knitted fabric such as transverse horizontal lines at regular intervals, which look like grooves. Machine errors are power failures, sensor perception errors, and errors caused by deformation of machine parts. These errors may occur either singly or in combinations of two or three. Pictures of faulty gloves are presented in Figure 5 as an example of this condition. Figure 5 (a) shows a fingertip error that has occurred as a result of worker error. Figure 5(b) is the case in which the wrist of the glove has not been produced because of the raw material. Figure 5 (c) shows the error that has occurred because of the deformation in the machine needle. These errors create vertical tracks or lines in the gloves. This is caused by vertical rows that are tighter or looser than the others. Another reason is that the needle replaced with the defective one creates a source of error. Figure 5(d) is a hybrid error caused by the supplier and the worker. This is a faulty production due to yarn raw material error and incorrect loading of the machine by the personnel.
In the study, ML methods have been used to forecast the amount of the possible fault and the period of completion based on the attribute parameters. The parameters used for this purpose for a supplier, worker, and machine are summarized in Table 1 . The WR parameters defined for the supplier and the worker are the number of successful tasks of the supplier or the worker divided by the total number of tasks. All data have been shared as an attachment to the publication.
ML concept and time series
AI researchers created new techniques, developed and applied them to solve engineering problems since three decades. ML is a sub-branch of AI that provides systems the ability to learn and improve from data without being explicitly programmed. ML is used especially for applications where a clear equation is not extracted from the experimental data. [39] [40] [41] Time series prediction is often defined as a supervised learning problem as the examination of the changes in time usually consists of supervisor-prepared labels/values. These types of applications are mostly used in classical signal processing applications such as fault diagnosis [42] [43] [44] and human motion recognition. [45] [46] [47] Time series prediction can be defined as a supervised learning problem. In supervised learning, the aim is to approximate the real underlying mapping so well that when you have new input data, you can predict target variable for that data.
Supervised learning can be grouped into regression and classification problems. When the target variable is a categorical, such as "green," "red," and "blue," the problem is called a classification problem. When the target variable is a continuous value, such as "temperature" or "weight," the problem is called as regression. If you have a time series data set you can get historical information. This historical data set is usually part of the same set of time series that is defined within certain limits and prior to the current data. The restriction interval of this data set is moved over time in a certain amount of time for each processed data. Therefore, this method is called the sliding window. 33, 48, 49 Regression algorithms DT. The DT algorithm is an algorithm frequently used in statistical learning and data mining. DT is an algorithm that works with simple if-then-else decision rules and is used for both classification and regression in supervised learning. 50 The DT algorithm has three basic steps. In the first step, the most meaningful feature placed as a first (root) node. In the second step, according to this node divide data set into subsets. Subsets should be made in such a way that each subset contains data with the same value for a feature. In the third step, repeat steps 1 and 2 until find last (leaf) nodes in all the branches. DT builds classification or regression models in the form of a tree structure. It splits a data set into smaller subsets while at the same time an associated DT is incrementally developed. Result of the algorithm is a tree with decision nodes. DTs can handle both categorical and numerical data. 51 K nearest neighbors. The K nearest neighbors (KNN) algorithm is a learning algorithm that works according to the values of the nearest K neighbor. The KNN algorithm is a non-parametric method for classification and regression. 52 It was first applied to the classification of news articles. 53 When performing learning with the KNN algorithm, first the distance of each datum to the other is calculated in the data set examined. This length calculation is done with Euclidian, Manhattan, or Hamming distance function. Then, for each data mean of nearest K neighbors is calculated. The K value is the only hyperparameter of the KNN algorithm. When deciding K value, if the K is too low, then the borders are going to be flickering and overfit situation occurs, whereas if the K value is too high, the separation borders going to be smoother and underfit situation occurs. The disadvantage of the KNN algorithm is the distance calculation process because it increases the process load as the amount of data increases.
Adaptive Boosting. The Adaptive Boosting (AdaBoost) algorithm is an ML method called a type of ensemble method. The aim of this method is to create a stronger learning structure by using weak learners. AdaBoost can be used to improve the performance of any ML algorithm. However, this method often uses a single-level DT algorithm as a weak learner algorithm, because the process load is much lower than other basic learning algorithms. The AdaBoost algorithm consists of four basic steps. In the first step, the N weak algorithms are run, and the data set is learned. Each of these N weak learning algorithms is assigned a weight value of 1/N. In the second step, the error values are calculated each learner algorithm. In the third step, the weight value of the learning algorithm with a high amount of error is increased. In the fourth step, the learning algorithms are summed with weights and if the desired metric limit is reached, the total algorithm is output else return to the second step. [54] [55] [56] As the number of learners in this algorithm increases, the process load and the learning performance increase.
Random forest. The random forest (RF) method is designed in the form of a forest consisting of many DTs. Each DT in the forest is formed by selecting the sample from the original data set with bootstrap technique and selecting the random number of all variables in each decision node. The RF algorithm consists of four fundamental steps. First of all, randomly SVM. SVM was first introduced by Vapnik. 60 SVM is a frequently used ML method for classification and regression problems. SVMs used for classification are called support vector classifier (SVC), and SVMs used for regression are called support vector regressor (SVR). The SVM is mainly divided into two according to the linear separability of the data set. Non-linear SVM decision function is given in equation (1) . In cases where the data cannot be separated linearly, the data are moved to a space of higher dimension, and kernel functions (KFs) are used to resolve them. The transformations can be made by using KFs expressed as K(x i , x j ) = Φ(x) Φ(x i ) instead of Φ(x) Φ(x i ) scalar product given in equation (1) . Non-linear transformations can be made, and the data can be separated in the high dimension thanks to the KFs. Therefore, KFs have a critical role in the performance of SVM. The most commonly used KFs are presented in Table 2 . 61, 62 The performance of SVM model varies according to penalty cost (C), insensitivity zone (ε), KF type, and function coefficients. C determines the trade-off between the training error and dimension of the model. A small value for C will increase the number of training errors, while a large C will lead to behavior similar to that of a hard margin SVM. The ε value affects the width of the intensive zone of vectors. As the value of ε increases, the number of support vectors decreases and provides a smoother estimation. 63, 64 Commonly used KF are linear, polynomial, sigmoid, and radial basis (RB). The RB function is the most popular choice because of their localized and finite responses
Performance evaluation and model selection
There are a number of model evaluation techniques but some of the most well-known are percentage split and cross-validation. In the evaluation processes, it is essential to use a train and a test data set. Percentage split is the most basic method. In this method, all the data are split as train and test manually. Training data sets are used for learning process, and test data set is used for performance evaluation. However, evaluation results may not be reliable because of the reasons such as not having the same distribution when selecting the train and test data in the data set, uneven distribution of outliers, and so on. Therefore, cross-validation method has been developed. In this method, train and test data are integrated and turned into a single data set. All data are divided into K equal-sized subsets. The K value which is also called as fold number is determined by the user. Then, learning and testing are performed for each of the K subsets; here one of the subsets will be test, and the other will be train. As a result, performance metrics are obtained for each subset. The average of the performance metrics is considered as the performance metric of the K-fold cross-validation. The K-fold crossvalidation method is known to produce more reliable results than other methods. However, since learning and testing for each subset are performed separately for all subsets, the total time spent is longer than the other methods. 41 The main criteria used for performance evaluation and model selection are called metrics. The most commonly used regression metrics are mean square error (MSE), mean average error (MAE), and coefficient of determination (R 2 ). The MSE, MAE, and R 2 metrics used in the regression performance evaluation are given in Table 3 . 41, 65, 66 For the equations in Table 3 , y j  is the predicted value and y j is the observed value.
Results and discussion
Simulation results
Simulation environment has been prepared using Python programming language. Simpy mutually exclusive event simulation library has been used for time triggering of events. Eleven suppliers, 7 workers, and 40 machines have Table 2 . SVM kernel functions.
Kernel function Formulation
Linear been used as simulation assets according to the data received from the plant. The data of the simulation is shared in the supplementary materials. The simulation was based on 6 workdays and 24 h throughout the 1095 workdays in the interval of 2017-2020. The average production value per order has been uniformly assigned in increments of 50 between 100 and 900. A glove is produced in about 3-6 min. Procurement takes about 1-10 h, depending on the type of order. It takes about 30-60 min for the worker to make production adjustments for each device. The initial error values of the suppliers and the workers are assigned randomly in the interval of 0.05 and 0.15. These values are then reduced as errors occur but do not fall below the limit value of 0.02. The value 0.02 has been identified as the minimum error value in operation. The machine error rate has been randomly assigned in the interval of 0.02 and 0.05. The core value for creating random value for the repeatability of simulation has been chosen as 2. A total of 1570 orders have been created as a result of the simulation. In the simulation process, the cases in which the rate of faulty production is more than 2% of the production have been marked as faulty production. The results obtained by using the Pearson method to calculate the absolute crosscorrelation values of the variables according to the simulation results are presented in Figure 6 . This figure shows the relations of input and output variables and those with low relations approach to 0 and those with high relationship to 1. Accordingly, the output value AF is mostly correlated with the AO variable, and the value is 0.79. The correlation of AF with the other variables is less than 0.1. The ET output variable is mostly correlated with the AO and SID variables. But these variables have a weak correlation.
Amount of fault prediction
The ML methods mentioned in section "Materials and methods" are used for forecasting the AF value. The performance evaluation results obtained by 10-fold cross-validation at the end of training with these algorithms are given in Table 4 . Training time, MSE, MAE, and R 2 results are presented in Figure 7 in box drawing, showing the distribution and the median. As for training time, the KNN algorithm has been the algorithm that has completed the training process in the shortest time with 0.00158 s on the average. According to the available results, the RF algorithm has 
Elapsed time prediction
The ML methods mentioned in section "Materials and methods" are used for forecasting the ET value. The performance evaluation results obtained by 10-fold crossvalidation at the end of training with these algorithms are given in Table 5 . MSE, MAE, and R 2 results are presented in Figure 9 in box drawing, showing the distribution and the median. As for training time, the KNN algorithm has been the algorithm that has completed the training process in the shortest time with 0.00163 s on the average. According to the available results, the SVR algorithm has been the most successful algorithm for all three parameters. The application of test values to the SVR algorithm for validation and the resulting forecasts is shown in 
Conclusion
For the purpose of the study, since data cannot be obtained from businesses because of commercial concerns and confidentiality, the data related to the production process have been created by way of simulation based on production parameters of a glove manufacturer. The errors that occur in the production process have been created using random parameters in the simulation. In order to verify the hypothesis that the errors may be forecast, various ML algorithms have been trained using data set in the form of time series. At the end of the study, because of the possible failures in the production process, the ET variable representing the completion time of the order could not be forecast successfully. However, the AF variable showing the number of faulty products could be forecast very successfully. When forecasting the AF parameter, the RF learning algorithm has demonstrated the biggest success with 31.918 MSE value in the training phase and 26.185 MSE value in the testing phase. As these MSE values have given high accuracy even in a simulation that works with uniformly distributed random parameters, highly accurate forecasts can be made in real-life applications as well.
