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This thesis focuses on modeling economic relationships in the framework of
time series analysis. We will discuss three different topics in the core chapters.
The reader may read these chapters in an arbitrary order because there is no
linear storyline. In fact, ‘nonlinearity’ itself is the main theme. Namely, we
will consider some specific models of nonlinear functional forms throughout
the thesis as the first step of a long journey; a journey to comprehend complex,
intrinsically nonlinear economic relationships.
Up to this point, you may have a number of Socratic questions: What is a
nonlinear model, and why is it important? A clear definition of nonlinearity is
needed before starting our journey.
1.1 Nonlinearity
We understand the (non)linearity in the sense of Lee et al. (1993). More
specifically, let yt be an observation on the dependent variable at time t and xt
be a d × 1 vector containing our (economic) variables of interest. In general,
xt may but need not necessarily contain a constant and lags of yt. We say the
process {yt} is not linear in mean conditional on xt if
P
[
E (yt | xt) = x′tγ
]
< 1, for all γ ∈ Rd. (1.1)
If for some γ ∈ Rd, the probability above is 1, then it is said to be linear.
Why nonlinearity? One may largely agree that linear models are often use-
ful approximations to complicated economic relationships. In some cases,
nonlinear relations refine existing economic/econometric theory, originating
from empirical evidence. For instance, presuming that economic variables
are jointly Gaussian justifies the use of linear models. However, considerable
evidence shows its inconsistency with economic data (see e.g. Dorfman (1993),
Richardson and Smith (1993), Dufour et al. (1998) and references therein).
There are many causes. As has been pointed out by Teräsvirta et al. (2010),
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“Any nonlinearity will arise from the structure and institutions of
the economy: its rules and laws, the behaviour of its agents and
corporations, and, possibly, of its policy makers.”
In other cases, the economic theory postulates a nonlinear relationship from
the outset. Simple examples include Phillips curve, production and supply
functions, and saving functions. Other examples such as disequilibrium models
and labor market models can be found in Chapter 2 of Teräsvirta et al. (2010).
1.2 Trends and the Models
When nonlinearity is allowed, a natural question arises: among (infinitely)
many choices, which model/approach to use? This thesis will focus on discrete
time series models
yt = f (xt,γ) + ut, t = 1, 2, . . . ,T, (1.2)
where f is some known function, ut is an unobservable disturbance, and γ is
an unknown parameter vector. As will be discussed later, we are interested in
economic variables that contain a trend. In time series econometrics, trending
variables are not stationary – the property saying certain statistical properties
of the process do not change over time. We will focus on two commonly
adopted trends: deterministic (xt = t) and stochastic (xt − xt−1 = vt, where vt is
stationary). For a much wider class of nonlinear stochastic trends, please refer
to Granger et al. (1997). Furthermore, we will allow for the error-regressor
correlations (endogeneity) whenever the regressors are stochastic. The main
goal of the thesis is to develop estimation and inference methods for the
unknown parameter vector γ. Now, we briefly motivate and introduce the
models studied in the main chapters.
There are mainly two types of models considered. The first type, which is
referred to as trend break model, stems from some empirical evidence in




































































Figure 1.1: Total factor productivity at constant national prices for the Netherlands (1954 =
100, in log, solid line). Data are available on FRED, prepared by Feenstra et al. (2015). Using
the method proposed in Chapter 2, the estimated location of change is in year 1978.
the long-term, smooth tendencies that appear in the levels of data. In many
situations, the estimation of parameters in time series models often presumes
that the parameters do not change over time. Due to various factors such as
policy interventions, parameter stability is often rejected in empirical studies.
The inference for parameters in the trend break model is thus of importance
(Harvey et al. (2009)). Moreover, the exact locations of changes are usually
unknown. The identification of them is not only crucial, for instance, to analyze
the effects of a policy change, but also for forecasting performance (Pesaran
and Timmermann (2005, 2007), Boot and Pick (2020), Rossi (2021)). As an
illustration, we display the total factor productivity (TFP) for the Netherlands
(1954-2019) in Figure 1.1. There are essentially two phases of the TFP growth
in the Netherlands, namely 1954-1978 and 1978-2019. The growth patterns
4
Figure 1.2: The log carbon dioxide emissions per capita versus the log GDP per capita for
Belgium, adopted from Chapter 4
in both phases are smooth, but there is a slowdown in the second period.
Such nonlinear behavior reminds us of the long-standing discussion among
economists about economic slowdown, see e.g., Krugman (1995), Gordon
(2016), Banerjee and Duflo (2019). To model it, we will consider trend break
models as mentioned, see Chapter 2.
If a nonlinear relationship is suggested by the economic theory, one may have
some guidance as to the functional form of f . Simon Kuznets (Nobel Prize
winner 1971) has described an inverse U-shaped relationship between per
capita income and income inequality, nowadays known as the Kuznets curve.
This concept is later introduced in environmental economics by Grossman
and Krueger (1995) as the environmental Kuznets curve (EKC), becoming a
popular area of research with increasing attention to the ecological environment
in recent years. The EKC postulates a similar inverse U-shaped relationship
5
Chapter 1. Introduction
between per capita income and environmental degradation (Stern (2004)). An
example of Belgium (1870-2014) is shown in Figure 1.2.
This conjecture motivates a polynomial representation of f which will be
considered as the second type of models in the thesis. If a regressor xt is
stationary, its integer powers are also stationary. In this case, the inference on
unknown parameters is not much different from classical cases. However, a
different framework is needed because the regressor, which is the log GDP
per capita the EKC, is widely believed to be nonstationary, see Chapter 3 and
Chapter 4.
Of course, many other models are useful in practical studies. However, they
fall outside the scope of the thesis. These include large classes of, for instance,
smooth transition models (Teräsvirta et al. (2010), Chapter 3), time-varying
models (Zhang and Wu (2015), Li et al. (2020)) and transformation models
(Lin et al. (2020) and references therein). Recent machine learning techniques
for nonlinear models will also not be covered such as neural network models
and boosting methods (Phillips and Shi (2021)). Finally, we will not consider
the chaos theory. Although deterministic, chaotic dynamics are often used to
model nonlinearity in many physical sciences, economic variables are generally
not chaotic (Liu et al. (1992)). We refer interested readers to the monograph
by Kantz and Schreiber (2003).
1.3 The Modified Cholesky Decomposition (MCD)
Although our models are nonlinear in regressors, as will be seen later, they
are linear in parameters sometimes. In a similar spirit of the Gauss-Markov
Theorem (Kariya and Kurata (2004), Theorem 2.1), we will consider the gener-
alized least squares (GLS) estimation to improve the accuracy of estimators in
small samples. In time series, GLS estimators are typically constructed using





, u = (u1, u2, . . . , uT )′ . (1.3)
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Since the error process {ut} is unobservable, Σ and, more importantly, Σ−1
are unknown and have to be estimated in practice.
In general, Σ does not possess a simple structure as is usually assumed in
textbooks, e.g. Greene (2012). Traditional methods often fail due to the large
dimensionality as T increases. Therefore, many approaches such as banding
and tapering sample aurocovariance matrices have been proposed to deal with
the estimation ofΣ, see e.g. Bickel and Gel (2011), Bickel and Levina (2008),
McMurry and Politis (2010), Wu and Pourahmadi (2009), Xiao and Wu (2012)
and the book by Pourahmadi (2013). For GLS, it is more important to estimate
the inverse matrixΣ−1. To this end, we introduce a matrix decomposition that
serves as the basis of our approach (Chapter 2 and Chapter 3): the Modified
Cholesky Decomposition (MCD) by Pourahmadi (1999).
Suppose A is a T -dimensional positive definite matrix. Recall the Cholesky
decomposition, one can writeA = LDL′, where L is a lower unit triangular
matrix and D is a diagonal matrix. The MCD decomposes A into the same
structure. For illustrations, consider a stationary autoregressive process of
order 1, namely
ut = ρut−1 + εt,
where |ρ|< 1 and {εt} is an independent, zero mean process with variance σ2ε .














































FΣF ′ = S and Σ−1 = F ′S−1F . (1.4)
The key ingredient of the decomposition above is the orthogonality among the
elements of {u1, ε2, . . . , εT } after a linear transformation of {u1, u2, . . . , uT }. For
a general stationary process {ut}, the orthogonality can be obtained by linear
projections, i.e. the Gram-Schmidt process. The process can be described as
follows.
(i) Project u2 on the space spanned by u1. It can be written as a1(1) =
arg minc1∈R E (u2 − c1u1)
2. Then u2 − a1(1)u1 is orthogonal to u1.
(ii) Project u3 on he space spanned by u2 and u1. Namely, [a1(2), a2(2)]′ =
arg min(c1,c2)′∈R2 E (u3 − c1u2 − c2u1)
2. Then u3 − a1(2)u2 − a2(2)u1 is
orthogonal to both u1 and u2, and thus u2 − a1(1)u1.
(iii) Continue the procedure, an orthogonal sequence can be obtained.
Now, the MCD can be summarized as multiple minimization problems:
[a1(`), a2(`), · · · , a`(`)]′ = arg min
(c1,···,c`)′∈R`
E (ut − c1ut−1 − · · · − c`ut−`)2 ,
where 1 ≤ ` ≤ T − 1. Let F =
(





0, i < j,
1, i = j,
−ai− j(i − 1), 2 ≤ i ≤ T, 1 ≤ j ≤ i − 1.








, where s20 = E(u
2
t ) and
s2` = E [ut − a1(`)ut−1 − · · · − a`(`)ut−`]
2 , 1 ≤ ` ≤ T − 1.
Then we can obtain the MCD decomposition ofΣ−1 = F ′S−1F . The MCD
works not only in time series data that have natural orderings, but also in the
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data that can be ordered and predetermined, see Kang and Deng (2020).
1.4 Outline
We have broadly discussed the content of the core chapters in the previous
pages. One can additionally find an extended abstract and a detailed introduc-
tion at the start of each chapter. Here, we provide a summary of the thesis
in a bigger picture. As mentioned, this thesis aims to develop estimation and
inference methods for unknown parameters in nonlinear, nonstationary time se-
ries models, possibly with endogeneity. A GLS framework for the trend break
models is developed in Chapter 2. In Chapter 3, we propose a fully modified
GLS framework to study multivariate models that include deterministic trends,
stochastic trends and integer powers of stochastic trends, allowing for both
cross-sectional and serial dependence. We apply this framework to investigate
the EKC hypothesis for multiple countries. Chapter 4 poses a question in the
EKC debates for which researchers might need to be aware. The framework
of the previous chapter will be partly extended. In Chapter 5, we end this
dissertation by reviewing both the introduction and the core chapters. A short
outlook on further research questions will be provided. The bibliography,




GLS Estimation and Confidence Sets for
the Date of a Single Break in Models
with Trends
This chapter is based on the paper Beutner et al. (2021).
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Chapter 2. Trend Break Inference
Abstract
We develop a Feasible Generalized Least Squares (FGLS) estimator of the
date of structural break in models that allow level and/or trend breaks. The
estimator is based on a consistent estimation of the T -dimensional inverse
autocovariance matrix of errors that are stacked over time. We find a monotone
and continuous cubic polynomial transformation of the break date estimates
can be approximated by a nonstandard yet nuisance parameter free distribution
asymptotically. The new limiting distribution captures the asymmetry and
bimodality observed in finite samples. The polynomial transformation itself
contains some unknown parameters which can be estimated consistently, and
therefore the asymptotic results can immediately be applied for inference with
a single, known, set of critical values, requiring no simulation. We consider the
confidence intervals/sets for break dates based on both Wald-type tests and by
inverting multiple likelihood ratio (LR) tests. A simulation study shows that
the proposed FGLS estimator increases the empirical concentration probability
in a small neighborhood of the true break date and potentially reduces the
mean squared errors. We also find the LR-based confidence intervals/sets have
good coverage while maintaining relatively informative length even with highly
persistent error dynamics and small break sizes.
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2.1 Introduction
Practitioners often make use of a linear time trend to describe the long-term,
smooth tendencies that appear in levels of data. It is not surprising that evi-
dence of structural changes in deterministic trends is widely found in different
disciplines such as macroeconomics and climatology, see, e.g., Perron (1989),
Raj and Slottje (1994), Estrada and Perron (2017) and Friedrich et al. (2020).
The dates of breaks are usually unknown and have to be estimated. To link
the estimated break point to external events, the break date has to match the
event, and therefore a statistical assessment of the accuracy of the break date
estimate is essential. To this end, we develop a generalized least squares (GLS)
framework for estimation and inference of the single break date in models that
allow breaks in the slope of deterministic linear trend and/or the level.
Two break date estimators are specifically relevant to our analysis. Perron and
Zhu (2005) constructed the estimator as the minimizer of the sum of squared
residuals from ordinary least squares (OLS). Alternatively, Harvey and Ley-
bourne (2014) employed a quasi-differencing (QD) regression, resulting in a
more efficient estimator. Both articles have provided the corresponding limiting
distributions that deliver good approximations to finite samples. Unfortunately,
their representations depend upon a host of nuisance parameters or the exact
distribution of errors, and therefore the inference seems not straightforward.
A typical remedy to get rid of these dependencies in the literature is to adopt
the asymptotic framework whereby the break sizes are shrinking as the sample
size increases (Perron (2006)). Deng and Perron (2006) have found that the
limiting distributions developed in Bai (1997) and Bai et al. (1998) cannot
capture the signals of trend change, leading to a symmetric and unimodal shape.
Using these limiting distributions for inference can be misleading. It is because
simulation studies, for instance, in Perron and Zhu (2005), Deng and Perron
(2006) and Harvey and Leybourne (2014), have reported that the finite sample
distributions of least squares estimators are asymmetric and bimodal.
Our GLS estimator, which differs from the QD approach, further improves
the finite sample efficiency by including the full T -dimensional inverse au-
13
Chapter 2. Trend Break Inference
tocovariance matrix of disturbances into construction. Intuitively speaking,
our estimator takes the complete dynamics of errors into account, while the
QD estimator only captures the strongest serial correlation. We also adopt the
shrinking asymptotic framework. Our asymptotic results have two advantages
compared to previous studies. First, our asymptotics can be readily applied for
inference with a single, known, set of critical values, requiring no simulation.
Second, the asymptotic distribution captures the asymmetry and bimodality
observed in finite samples. The key ingredient of our asymptotic analysis that
allows for these results is a modification of the rates at which the level and
slope break sizes shrink. It is found that a monotone and continuous cubic
polynomial transformation of the break date estimates can be approximated by
a well-known distribution that is nuisance parameter free. The transformation
itself contains some unknown parameters which are consistently estimable.
The inverse autocovariance matrix is usually unknown in practice. To obtain
a feasible GLS estimator, a consistent estimator of the inverse matrix is thus
necessary. Based on the Modified Cholesky Decomposition (MCD) proposed
by Pourahmadi (1999), we can easily estimate the inverse matrix element-wise.
The elements are obtained by multiple autoregressions using the first-stage
regression residuals. Similar constructions based on MCD have been adopted
in several papers for different purposes, see Cheng et al. (2015), Ing et al.
(2016) and Lin and Reuvers (2020b). Nonetheless, the consistency results in
the previous studies can not be applied directly in the current context. The
main difference is that our first-stage ‘residuals’ are contaminated by break
date estimates which have a slow convergent rate (slower than root-T ). As a
result, one would need to bound the estimation errors differently. Our result
of consistency sheds some light on how the inverse autocovariance matrix
estimator is affected by estimates in the first stage.
So far, we have confined our attention to the estimation of break date and its
sampling distribution. For constructing confidence sets, one common way
is by inverting multiple locally best invariant (LBI) tests (Elliott and Müller
(2007), Harvey and Leybourne (2015)). It is well reported that the LBI-based
14
confidence sets have good empirical size properties irrespective of break mag-
nitudes, see discussions in Chang and Perron (2018) and Yamamoto (2018).
Nevertheless, the LBI-based confidence sets are often too wide to be informa-
tive, particularly, in the presence of strong serial correlations. We construct
confidence intervals/sets differently by looking at the likelihood ratio (LR) tests
as previously advocated by Hansen (2000) and Eo and Morley (2015). We find
that the test statistic is asymptotically pivotal in the shrinking framework. The
confidence sets of break dates then can be constructed by inverting multiple
LR tests. The LR-based confidence sets are not necessarily intervals. We
then obtain intervals by a simple modification of the LR-based sets. As a
benchmark, we also provide construction of intervals using Wald-type tests.
Our comprehensive simulation studies show some favorable properties of the
LR-based intervals, in terms of both coverage and length.
Throughout this chapter, C denotes a generic independent and positive
constant, 1{·} is an indicator function and [a] denotes the integer part





be the p-norm of the vector x ∈ Rn,
and ‖A‖p= max‖x‖p=1‖Ax‖p be the induced norm of a matrix A. The




‖A‖= (λmax (A′A) )1/2 where λmax(·) denotes the largest eigenvalue. We use
the symbol “
D
−→” to signify weak convergence, “
P
−→” for convergence in
probability, and “ D==” for equality in distribution. The stochastic order and
strict stochastic order relations are indicated by Op(·) and op(·).
2.2 The Model and Infeasible GLS
Consider the following model that allows breaks in both level and trend:
yt = µ + βt + µb1{t>k} + βb(t − k)1{t>k} + εt, t = 1, . . . ,T, (2.1)
where yt is a scalar observable variable, k is a potential break point, and εt is the
disturbance. The coefficients µb and βb capture the break sizes in the intercept
and trend slope, respectively. The trend function βt+βb(t−k)1{t>k} is continuous
15
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at date k. To express the model in matrix form, we define T -dimensional vectors
y and ε by stacking yt and εt over time, respectively. LetXk = (xk,1, · · · ,xk,T )′
be a T × 4 matrix with xk,t =
(
1, t, 1{t>k}, (t − k)1{t>k}
)′, and γ = (µ, β, µb, βb)′.
Throughout, the true parameters are denoted with a 0 subscript. In particular,
k0, the unknown true break date, and γ0 = (µ0, β0, µb,0, βb,0)′. Hence the
data-generating process (DGP) is
y = Xk0γ0 + ε. (2.2)
The omissions of random components in the model imply that the innovation
process {εt} may exhibit serial dependence. The dependence can also be strong
in particular for macroeconomic time series. We assume the dependence can






 εt = ηt. (2.3)
An efficient estimation of the parameters shall account for the serial correlation.




E (εsεt) , 1 ≤ s, t ≤ T
)
. (2.4)
WhileΣ simply contains the autocovariances of the innovations, the structure
of Σ−1 is seemingly complicated. An application of the modified Cholesky
decomposition (MCD) developed by Pourahmadi (1999) provides us some
insights into GLS. This method relates matrix decompositions with linear
minimum mean squared error (MSE) predictors. For ` ≥ 1, let




εt − c1εt−1 − · · · − c`εt−`
)2
,
σ2(`) = E [εt − a1(`)εt−1 − · · · − a`(`)εt−`]2 ,
(2.5)
and σ2(0) = Eε2t . Then the inverse matrix can be written asΣ
−1 = F ′S−1F ,
where S = diag
(
σ2(0), σ2(1), · · · , σ2(T − 1)
)





0, if i < j,
1, if i = j,
−ai− j(i − 1), if 2 ≤ i ≤ T, 1 ≤ j ≤ i − 1.
(2.6)
If one assumes {εt} is weakly dependent, those elements that are far below
the main diagonal of F are nearly 0. The inverse matrix Σ−1 thus can be
approximated by a truncated version that has less parameters. This method
is previously adopted by Cheng et al. (2015), Ing et al. (2016) and Lin and
Reuvers (2020b) with multiple applications as mentioned. The banded inverse
autocovariance matrix (BIAM) is constructed as
Σ−1(q) = F ′(q)S−1(q)F (q), (2.7)
where q  T is called the banding parameter, S(q) =
diag
(
σ2(0), σ2(1), · · · , σ2(q), · · · , σ2(q)
)




0, if i < j or {q + 1 < i ≤ T, 1 ≤ j ≤ i − q − 1},
1, if i = j,
−ai− j(i − 1), if 2 ≤ i ≤ q, 1 ≤ j ≤ i − 1,
−ai− j(q), if q + 1 ≤ i ≤ T, i − q ≤ j ≤ i − 1.
(2.8)
Under suitable assumptions (given in the next section), the approximation error
is negligible, i.e.
∥∥∥Σ−1(q) −Σ−1∥∥∥ = o(1). To compare the MCD and the
BIAM, an illustrative example is provided as follows.
Example 2.1






−a3(3) −a2(3) −a1(3) 1
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Consider y′Σ−1y = (F y)′ S−1 (F y). The premultiplications of y by F















There is clearly a reduction in the number of parameters.






= (y −Xkγ)′Σ−1(q)(y −Xkγ) (2.9)
be the infeasible GLS sum of squared errors function. As seen from Example
2.1, the loss function (2.9) is essentially a weighted sum of filtered errors. The
estimators of (k0,γ0) can be constructed by jointly minimizing the function
(2.9). It is computationally less heavy through concentration. Given k, the

















GLS break date estimator is now given as




















where ΓT is a subset of {1, · · · ,T }. Finally, the coefficient estimates are obtained
via the plug-in of k̂, i.e. γ̂k̂. Two remarks are in place.
Remark 2.1
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Our model above is also studied by Perron and Zhu (2005). Alternatively, one
can also use a discontinuous trend function t1{t>k} instead of (t − k)1{t>k} to
model trend breaks, see e.g., Bai (1997) and Bai et al. (1998). Note that





Thus, as mentioned in Perron and Zhu (2005), these two specifications yield the
same estimation results of parameters k, µ, β and βb in finite samples. However,
the limiting approximations using either of the models can be rather diverse
even under a common asymptotic framework; see the comparisons by Deng
and Perron (2006). As seen from the right hand side in (2.12), the level shift
µb + βbk would be drastically larger than the slope change βb in theory as
T increases. Yet, the continuous trend specification is not restricted to this
intrinsic property, and is theoretically more flexible in this sense. For this
reason, in situations where level shifts are relatively small, it leads to a better
approximation under suitable conditions.
Remark 2.2
We model a general Σ−1 directly on the contrary to the standard textbook
strategy for GLS, namely estimatingΣ first and then taking the inverse. This
conventional approach, as discussed in Lin and Reuvers (2020b), often poses
some difficulties in GLS. For instance, Greene (2012) estimatedΣ by imposing
certain special structures, which restricts the applications of GLS in many em-
pirical situations. More generally, Wu and Pourahmadi (2009) and McMurry
and Politis (2010) proposed estimators of Σ by banding or tapering sample
autocovariance matrices. Unfortunately, their estimators cannot be guaranteed
to be invertible in finite samples without specific treatments statistically.
2.3 Asymptotic Theory
The asymptotic results of infeasible GLS estimators are presented in this
section. Our analysis is carried out under the following set of assumptions.
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Assumption 2.1
Put ΓT = {n1T , n1T + 1, · · · ,T − n2T }, where n1T = [δ1T ] and n2T = [δ2T ]
for arbitrarily small numbers δ1, δ2 ∈ (0, 1/2). We assume k0 = [λ0T ] with
λ0 ∈ (δ1, 1 − δ2).
Assumption 2.2








, where dµ,0 and dβ,0 are con-







Suppose A(z) , 0 for all |z|≤ 1, where A(·) is defined in (2.3). The coefficients of
A(z) satisfy the summability condition
∑∞
j=0 j
2|a j|< ∞. The process {ηt} is a sta-
tionary ergodic martingale difference sequence (m.d.s.) w.r.t. its natural filtra-
tion Ft = σ(ηs, s ≤ t), where E(η2t |Ft−1) = σ
2 and sup−∞<t<∞ E(η
4
t |Ft−1) ≤ C
with probability 1.
Assumption 2.4
The banding parameter q ≡ q(T ) satisfies 1q +
q
T → 0 as T → ∞.
The trimming for ΓT ensures the invertibility of X ′kΣ
−1(q)Xk. Assumption
2.1 also requires k0 to be bounded away from the endpoints for specification
purpose. It is a conventional assumption in the relevant literature, e.g. Bai
(1997) and Bai and Perron (1998).
We assume the break sizes shrink to zero in Assumption 2.2, at the rates of
vT and v
3
T . Clearly, they cannot be too small for identifiability. The same
requirement for vT is adopted in Bai (1994). These rates provide appropriate
scalings so that a functional central limit theorem (FCLT) can be later applied.
The signals from both level and trend breaks can be captured under these
rates in our limiting distribution unlike the asymptotics of Deng and Perron
(2006). This shrinking framework can eliminate the dependency of asymptotic
20
distributions on the exact distributions of disturbances, and make a simple limit
approximation to be possible. As it is permitted to have only one break in
either level or slope, the DGP is therefore nested in our model in these cases.
Assumption 2.3 implies the spectral density function of {εt} is bounded and
bounded away from zero. Using the inversion formula, see e.g. Proposition
4.5.3 of Brockwell and Davis (1991) or page 6 in Jentsch and Politis (2015),
it is true that ‖Σ‖< ∞ and ‖Σ−1‖ < ∞. This assumption also enables us
to apply the FCLT in Theorem 3.15 of Phillips and Solo (1992), as well as
the First Moment Bound Theorem of Findley and Wei (1993) to obtain sharp
bounds for the moments of εt in quadratic forms. The purpose of Assumption
2.4 is twofold. First, we assume the banding parameter q grows with sample
size for reducing the loss incurred from truncations. Second, we require the
number of parameters inΣ−1(q) not to increase too fast. Under this condition,
any q rows of vectors or matrices such as F (q)ε and F (q)Xk are usually
negligible with appropriate scalings, which provides some convenience in
the proofs. Finally, Assumptions 3 and 4 together are sufficient to imply∥∥∥Σ−1(q) −Σ−1∥∥∥ = o(1).
2.3.1 Asymptotics of Infeasible GLS Break Date Estimator
We first establish the consistency and the rate of convergence for the break date
estimator.
Proposition 1
Under Assumptions 2.1 to 2.4, v2T (k̂ − k0) = Op(1).
Proposition 1 implies that the estimated break fraction λ̂ = k̂/T is Tv2T -
consistent. Intuitively speaking, if vT decays to zero faster, one would have
less signals for identifying break dates, leading to less accurate estimates. The
same result also holds in various settings such as Proposition 1 of Bai (1997)
and Lemma 1 of Qu and Perron (2007). Proposition 1 allows us to analyze
21
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the limiting distribution in a neighborhood of k0 with length M0v
−2
T for some
M0 > 0. Since the neighborhood increases as T grows, a FCLT is possible to
be applied to eliminate the reliance on error distributions.
Theorem 2.1
Under Assumptions 2.1 to 2.4,
β2b,0
3σ2ε
(k̂ − k0)3 +
µb,0 βb,0
σ2ε













where σ2ε = σ
2A(1)−2 is the long-run variance of εt, W(v) = W1(v) for v ≥ 0
and W(v) = W2(−v) for v < 0, and Wi(s), i = 1, 2, are independent standard
Brownian motions defined on [0,∞).
Theorem 2.1 has several implications. First of all, the left hand side of (2.13) is
a cubic polynomial transformation of k̂ − k0, which is rather different from the
‘standard’ form in the literature. It is typically found, for example, Proposition
3 in Bai (1997) and Theorem 4 in Bai et al. (1998), that certain linear functions
of k̂ − k0 converge toW. As will be seen later, this new-found transformation
captures the asymmetric and bimodal features in finite samples. Second, there
are two special cases given in the following corollary.
Corollary 2.1










−→W, if dµ,0 = 0. (2.15)
Suppose there is no trend break in the DGP (dβ,0 = 0), nevertheless, it is
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allowed in the model specification (2.1). The asymptotic distribution (2.14)
coincides with Equation (14) of Bai (1997) for a change-in-mean model. In
other words, there is no efficiency gain by ‘knowing’ no trend break. It is
strikingly different from the case dµ,0 = 0. If the model excludes a level break,
the limiting approximation is often unimodal, see Item 2 in Theorem 4 of Perron
and Zhu (2005) or Theorem 3(1) of Deng and Perron (2006), irrespective of
fixed or shrinking break sizes are assumed. Instead, the distribution (2.15) is
bimodal, see Figure 2.1 (a) below. An intuitive reason is as follows. When
a level break is included, around k0, any fluctuations in observations caused
by randomness can be recognized as a break in the intercept. Consequently,
the probability of incorrectly detecting a break before or after k0 is higher for
the model that excludes a level change. In this case, ‘knowing’ no level break
brings asymptotic gain.
It is not hard to obtain the limiting probability density function (pdf) of k̂ − k0.
The properties ofW are well-studied, see, e.g., Bhattacharya and Brockwell








 , x ∈ R, (2.16)
where Φ is the cumulative standard normal distribution function. The asymp-
totic pdf of k̂ − k0 now follows from Theorem 2.1.
Corollary 2.2
Denote by T a cubic polynomial transformation:
T
(




















)2. Under the conditions of Theorem 2.1, the asymptotic pdf
of k̂ − k0 is
k
(
x; µb,0, βb,0, σ2ε
)
= f [T(x)]T′(x), x ∈ R. (2.18)
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Figure 2.1: The asymptotic pdf’s f and k( · ; µb,0, βb,0, σ2ε ).
We plot the densities f and k( · ; µb,0, βb,0, σ2ε ) with varying parameters in Figure
2.1. Note that, since f is positive, k(x; µb,0, βb,0, σ2ε ) = 0 only at x = −µb,0/βb,0
if dβ,0 , 0. From Figure 2.1 (a), it is noticeable how the cubic term captures
the bimodality as widely reported in the literature, for instance, Figure 6 in
Perron and Zhu (2005), Figure 1 in Deng and Perron (2006), and Figure 1 in
Harvey and Leybourne (2014). Figure 2.1 (b) considers the cases of dβ,0 = 0.
The asymptotic pdf of k̂ − k0 preserves the features of f , that is, unimodality,
symmetry, continuity and non-differentiability at x = 0. When dµ,0dβ,0 , 0, as
shown in Figure 2.1 (c), the asymptotic pdf carries on the shapes together from
the previous two cases. Specially, it is no longer symmetric when both level
and trend breaks present, which is also found by the authors mentioned above.
Figure 2.1 (d) shows that the influences of break signal-to-noise ratios from
level and trend slope are different. Due to the fact that level break is generally
harder to be discriminated from randomness, when errors are less noisy, the
rise in detection probability mainly stems from level break.
2.3.2 Asymptotic Equivalence of LS Break Date Estimators
There are many papers reporting the finite sample and asymptotic equivalence
among LS estimators under various circumstances in the literature, for instance,
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see Grenander and Rosenblatt (1957) and Canjels and Watson (1997) for
trending models, Park and Phillips (1988) and Lin and Reuvers (2020b) for
cointegrating regressions. In this section, we give a brief comparison of the
proposed infeasible GLS estimator k̂ and the OLS and QD estimators that
are developed by Perron and Zhu (2005) and Harvey and Leybourne (2014)
respectively. More specifically, define
∆ρ = IT − ρLT , |ρ|< 1, (2.19)
where IT is the T -dimensional identity matrix, and LT = (Li j) is a lower shift
matrix such that Li j = 0 if i , j + 1, and Li j = 1 if i = j + 1. The OLS estimator
is based on SSR
(
k; γ̂k,OLS , IT
)










We make two observations. First, the GLS estimator k̂ can be equal to the
OLS and QD estimators in finite samples. For example, k̂ is equivalent to the
QD estimator if {εt − ρεt−1} is serially uncorrelated. In addition, we obtain the
OLS estimator for ρ = 0. Second,Σ−1(q) vanishes into σ−2ε in the asymptotic
distribution (2.13), suggesting that the GLS, QD and OLS break date estimators
might be asymptotically equivalent. In fact, it can be proved that the criterion
function of GLS in (2.11) only differs from the counterparts of QD and OLS by
a multiplicative constant asymptotically. As a result, we obtain the asymptotic
equivalence among these LS estimators.
Proposition 2
Under Assumptions 2.1 to 2.4, OLS, QD and GLS break date estimators share
the same limiting distribution (2.13).
2.3.3 Asymptotics of Infeasible GLS Coefficient Parameters
Next to inference on the break date, our approach also allows to conduct
inference on the coefficients. Here we provide the limit distributions of the
estimators.
25




µ̂k̂, β̂k̂, µ̂b,k̂, β̂b,k̂





































































































(iii) If dβ,0 , 0,
v−1T (µ̂b,k̂ − µb,0) = dβ,0v
2
T (k̂ − k0) + op(1)
D












3 + dµ,0dβ,0 s
















3 + dµ,0dβ,0 s









, s ≥ 0,
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and W1(s) and W2(s) are independent standard Brownian motions de-
fined on [0,∞).
Some additional remarks are in order. First, as argued for k̂ in Proposition
2, OLS, QD and GLS estimators of coefficient parameters are asymptotically
equivalent, which can be confirmed by comparing our Theorem 2.2 with part
4 in Theorem 6 of Perron and Zhu (2005). Similar conclusions can be also
found in Grenander and Rosenblatt (1957) and Canjels and Watson (1997) in
trending models without breaks. Second, µ̂b,k̂ has rather different asymptotic
behaviors, depending on the value of dβ,0. If dβ,0 = 0, µ̂b,k̂ is
√
T -consistent.
In this case, γ̂k̂ has the same limiting distributions as if the true break date
were known. Thus, the estimation of the coefficient parameters should not be
sensitive to the precision of break date estimates. This is in line with existing
results for change-in-mean models. It is also interesting to see that µ̂b,k̂ and β̂b,k̂
are asymptotically independent at λ0 = 1/2 because
6(1−2λ0)
λ20(1−λ0)
2 = 0. If dβ,0 , 0,
µ̂b,k̂ − µb,0 vanishes at rate v
−1
T in light of (2.23), which is slower than
√
T ,
and is affected by the performance of k̂ through the factor dβ,0. As discussed
below Corollary 2.1, the inclusion of level break in the model may likewise
has an influence on the precision of k̂. This is called the ‘feedback’ effect by
Perron and Zhu (2005), see their Section 5 for detailed discussions. Third,
(2.21) provides separate inference on βb,0. Moreover, one could conduct joint
tests on nonzero restrictions on µb,0 and zero restrictions on βb,0. Due to the
contaminating term k̂ − k0 in (2.21), it is unclear how to conduct joint tests
for nonzero restrictions on both µb,0 and βb,0. Finally, our large sample theory
relies on Assumption 2.2 which assumes the break sizes of level and trend
slope cannot be simultaneously zero. In view of this, it is not plausible to test
zero restrictions on both µb,0 and βb,0 within our framework.
2.3.4 Estimation of the Banded Inverse Autocovariance Matrix
Up to now, we have assumedΣ−1(q) is known. In this section, we discuss the
estimation of the BIAM, and show the consistency results. Since the errors
27
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are unobservable, we can only estimate Σ−1(q) via regression residuals. To
obtain residuals, we can first plug in the OLS or QD break date estimates
discussed in Section 2.3.2. It is necessary to select the QD parameter ρ for
implementing the latter approach. Following Harvey and Leybourne (2014), a
value of ρ can be conveniently chosen together with the break date estimate
by jointly minimizing sum of squared residuals across ΓT and a grid of the
interval (−1, 1). Accordingly, let
rm = { ρ̄i : −1 < ρ̄1 < ρ̄2 < · · · < ρ̄m < 1} (2.24)
be a grid of (−1, 1). Recall∆ρ = IT − ρLT , where LT is a lower shift matrix.















and define (k̂r, ρ̂r) = ( k̂rm,T , ρ̂rm,T ) by suppressing the dependence on m
and T .














ε̂1(k̂r), · · · , ε̂T (k̂r)
]′
= y −Xk̂r γ̂k̂r . (2.26)
For 1 ≤ ` ≤ q, a sample counterpart of (2.5) is given as
â(`, k̂r) =
[























t (k̂r). Plug these estimates into F (q) and S(q)
respectively,
F̂ (q, k̂r) =
(
F̂i j(q, k̂r), 1 ≤ i, j ≤ T
)
Ŝ(q, k̂r) = diag
(
σ̂2(0, k̂r), σ̂2(1, k̂r), · · · , σ̂2(q, k̂r), · · · , σ̂2(q, k̂r)
)
.
The resulting BIAM estimator is
Σ̂−1(q, k̂r) = F̂ ′(q, k̂r)Ŝ−1(q, k̂r)F̂ (q, k̂r). (2.28)
Note that (2.25) implies essentially the OLS break date estimator if rm = {0}.
For m > 1, (2.25) leads to the QD estimator. To derive the consistency of the
BIAM estimator, stricter assumptions on q are required.
Assumption 2.5
Assume q = q(T ) with 1q +
q3
T 1{dβ,0=0} + q
3v2T 1{dβ,0,0} → 0 as T → ∞.
When dβ,0 , 0, as T → ∞, the third term q3v2T → 0 in Assumption 2.5
implies q3/T → 0 using
√
TvT → ∞ (Assumption 2.2), and further implies
Assumption 2.4, and thus is the strongest. In this case, we could drop the second
term in the assumption when dβ,0 is known to be nonzero, i.e. q−1 + q3v2T
T→∞
−→ 0.
When dβ,0 = 0 (with change-in-mean only), the assumption reduces to a
common form q−1 + q3/T
T→∞
−→ 0 (Berk (1974), Lin and Reuvers (2020b)).
Therefore, the BIAM estimator is not affected by the first-stage break date
estimates asymptotically in this scenario. The following proposition gives the
consistency of estimated BIAM, which will be used to show that Feasible GLS
(FGLS) and infeasible GLS estimators share the same limiting distributions.
Theorem 2.3
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By the asymptotic equivalence, under Assumptions 2.1 to 2.4, it follows that
v2T (k̂r − k0) = Op(1), andD
1/2
T ( γ̂k̂r −γ0) = Op(1) provided dβ,0 = 0, and simi-
larly,D1/2vT ,T ( γ̂k̂r−γ0) = Op(1) if dβ,0 , 0, whereDvT ,T = diag (T,T
3, v−2T ,T
3).
2.3.5 Asymptotics of Feasible GLS Parameter Estimators
FGLS estimators of parameters can readily be obtained by the plug-in of the
















, where the subscript f stands for ‘feasible’
to discriminate from γ̂k defined in (2.10). Then the feasible GLS break date
estimator can be given as




k; γ̂k, f , Σ̂−1(q, k̂r)
)
, (2.30)
and finally the FGLS estimator of coefficient parameters is γ̂k̂ f , f . The next
proposition illustrates that the asymptotic results of infeasible GLS are also
valid for FGLS, and can be used for inference.
Proposition 3
Under Assumptions 2.1 to 2.3 and 2.5, the results in Propositions 1-2 and The-
orems 2.1-2.2 hold for FGLS estimators k̂ f and γ̂k̂ f , f =
(
µ̂k̂ f , β̂k̂ f , µ̂b,k̂ f , β̂b,k̂ f
)′
correspondingly.
2.4 Confidence Sets for Break Dates
It is common to construct confidence intervals for break dates via the inversion
of Wald-type (or t) statistics, see, e.g., Section D of Bai (1997). Simulation
studies often report poor coverage of the Wald-type interval when there are
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small breaks, see e.g. Chang and Perron (2018). Another option to form confi-
dence sets is by inverting multiple locally best invariant (LBI) tests, see Elliott
and Müller (2007) in stationary models, and Harvey and Leybourne (2015)
in trending models. It is widely recorded that the LBI-based confidence sets
yield accurate or conservative coverage with small break sizes. However, they
can be too lengthy to be informative, for instance, see Eo and Morley (2015),
Chang and Perron (2018) and Yamamoto (2018). Furthermore, based on a local
asymptotic framework, the LBI tests also suffer from the nonmonotonic power
problem that is well-known in the literature of structural change tests, i.e. the
power of tests can decrease as the break sizes increase. As a result, the length
of confidence sets can also increase as the break sizes increase. As suggested
in the conclusion of Chang and Perron (2018), “In the context of structural
change tests, one should be skeptical of the use of some local asymptotic
frameworks...” These concerns motivate us to seek for a method that has robust
performance in terms of both coverage and length. Moreover, the length shall
improve given a larger break. In this section, we first discuss the construction
of likelihood ratios (LR) based confidence sets and intervals by the inversion
of multiple LR tests. As a benchmark, we also provide the Wald-type intervals
using the asymptotic distribution in Theorem 2.1. Throughout, we denote qα
for a generic αth quantile of certain distributions.
2.4.1 LR-Based Confidence Sets and Intervals
We consider a sequence of tests for H0 : k = k0 against H1 : k , k0, where
k ∈ ΓT . The (quasi-)log-LR tests statistic based on FGLS is constructed as
LRT (k) = SSR
(
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where L = maxv∈(−∞,∞) {2W(v) − |v|} with the distribution function
P (L ≤ x) = (1 − e−x/2)2.
The limiting distribution L is free of nuisance parameters such as the long-run
variance σ2ε , which is different from Hansen (2000) and Eo and Morley (2015).
The serial correlation of error processes is automatically removed by the BIAM
estimator, and is thus scaled to unit variance. The distribution of L is studied
by Bhattacharya and Brockwell (1976). The analytic (1 − α)th quantile of L









k : LRT (k) ≤ q1−α
}
(2.33)
be the LR-based confidence sets. Under the assumptions in Theorem 2.4, Clr
is asymptotically valid for a level α, that is P (k0 ∈ Clr)→ 1 − α. The sample
paths k 7→ LRT (k), k ∈ ΓT , are often multimodal in finite samples. Thus,
Clr is possibly a disconnected confidence set. A reasonable modification into
intervals suggested by Siegmund (1988) is
C∗lr =
[
min Clr, max Clr
]
. (2.34)
There are a few words on the implementation of constructing the sets/intervals




k; γ̂k, f , Σ̂−1(q, k̂r)
)
, k ∈ ΓT
}
in the FGLS estimation of break date in (2.30) and then subtract it by its
minimum. Since no nuisance parameters are present inL, the sets/intervals can
be immediately obtained by comparing the sequence of values with q1−α.
2.4.2 Wald-type Confidence Intervals
As a benchmark, we provide a Wald-type construction of confidence intervals
using the asymptotics in Theorem 2.1. First, we can compute the inverse
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function T−1 of T such that
T−1
(











, βb,0 , 0,
σ2ε
µ2b,0
x, βb,0 = 0.
(2.35)
Second, substitute the corresponding FGLS estimates for the nuisance parame-
ters, and denote by
T̂−1(x) = T−1
(







is a consistent estimator of the long-run variance σ2ε , see, e.g., Berk
(1974) or Andrews (1991). Third, let cα/2 < 0 and c1−α/2 > 0 be the quantiles
ofW such that P
(
cα/2 ≤ W ≤ c1−α/2
)
= 1 − α.1 Then a feasible 100(1 − α)%

















∩ ΓT , (2.36)
where dxe takes the least integer that is greater or equal to x, and bxc denoting
the greatest integer that is less than or equal to x. Taking the intersection with
ΓT is to avoid the intervals to include dates that are out of samples. In practice,
whether βb,0 is equal to zero is unknown. One could use the asymptotics
in Theorem 2.2 to do inference for βb,0 first and then determine which case
in (2.35) to be applied.2 Since the inference of slope coefficients is not our
main consideration, we shall assume the information of βb,0 is known in the
simulations.
2.5 Prewhitening to Improve Finite-Sample Properties
The estimation and inference for break dates can be improved by employing
a prewhitening procedure when there is considerable temporal dependence.
1By the symmetry ofW, we have cα/2 = −c1−α/2. For α = 1%, 5%, 10%, c1−α/2 = 19.762,
11.040, 7.690, respectively.
2One may need to be aware of the issues resulting from conditional inference.
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It essentially extracts the main serial dependence of {εt} out in the first place.
Intuitively speaking, under a strong serial correlation, a good BIAM estimator
requires a large banding parameter regardless of the sample size. Nevertheless,
q is chosen to be small when T is small. The BIAM estimator is thus sensitive
to the selection of q in this case. More specifically, instead of estimatingΣ−1,






for some QD parameter |ρ|< 1. The QD errors ∆ρε = (εt − ρεt−1, 1 < t ≤ T )
can be viewed as prewhitening εt by an AR(1) process. A similar idea can be
also found in Andrews and Monahan (1992), in which a VAR-prewhitened
procedure is used to construct the heteroskedasticity and autocorrelation (HAC)
estimator developed in Andrews (1991), resulting in better finite sample results
of t tests. Similarly, by substituting εt − ρεt−1 for εt in Equations (2.5) to (2.8),






We then modify the two-step procedure in Section 2.3.4 as follows.
(S1) The first step remains unchanged. Now define π̂r = ( k̂r, ρ̂r).











and compute the QD residuals, w.r.t. |ρ|< 1,
ε̂(ρ, π̂r) =
[








For 1 ≤ ` ≤ qT , a sample counterpart of (2.5) is now given as
âρ(`, π̂r) =
[















ε̂t(ρ, π̂r) − âρ,1(`, π̂r)ε̂t−1(ρ, π̂r) − · · · − âρ,`(`, π̂r)ε̂t−`(ρ, π̂r)
]2










F̂ρ,i j(q, π̂r), 1 ≤ i, j ≤ T
)
Ŝρ(q, π̂r) = diag
(
σ̂2ρ(0, π̂r), · · · , σ̂
2





The implied BIAM estimator is




ρ (q, π̂r)F̂ρ(q, π̂r). (2.40)







and the FGLS-prewhitening break date estimator











Plugging k̂ρf into γ̂
ρ
k, f , we also obtain the FGLS-prewhitening coefficient
estimators.
The selection of QD parameter ρ remains flexible so far. For simplicity, we take
ρ = ρ̂r, which gave satisfactory results for all our simulation studies. Finally,
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All the asymptotic results in previous sections still hold for the prewhitened
estimators given a fixed ρ ∈ (−1, 1). Since the proofs are similar and do not
have much added value, we choose not to show them to avoid overburdened
notation.
2.6 Simulations
In this section, we evaluate the finite sample performance of the proposed FGLS
estimation and inference method. Two main themes are considered: (1) estima-
tion efficiency; (2) coverage and length of confidence sets. We consider the




∈ {(0.5, 0.05), (1, 0.1)},
k0 = [λ0T ], λ0 = 0.33, T ∈ {150, 300} and
εt = ρ0εt−1 + ηt + θ0ηt−1, ηt
i.i.d.
∼ N(0, 0.1), (2.42)
with ρ0 ∈ {0.5, 0.7, 0.9, 0.95} and θ0 ∈ {0.3, 0.6, 0.9}. Further details on imple-
mentations are as follow. First, we select the banding parameter q using the
subsampling and risk-minimization method proposed by Bickel and Levina
(2008). We use the same set of parameters as in Lin and Reuvers (2020b),
except taking [4.5 × T 0.15] as an upper bound of possible banding parameters
to adapt into our asymptotic framework. Second, for QD estimates, we take
rm = {0, 0.05, 0.1, . . . , 0.9, 0.95, 0.975} with m = 21.4 Third, in the estimation
of BIAM (Section 2.3.4), we obtain the first-stage residuals by plugging in
the QD estimates. Finally, for Wald-type confidence intervals (Section 2.4.2)
and LBI-based sets developed in Harvey and Leybourne (2015), we employ
the Berk-type estimator of σ2ε following the steps in Section 3.2 of Harvey
and Leybourne (2015). More specifically, as suggested on their page 267,
we construct σ2ε using the residuals obtained by plugging QD estimates to
improve the power of LBI tests. Similarly, we plug in FGLS estimates when
3Since different values of λ0, such as λ0 = 0.5, 0.7, yield similar conclusions, we only report
the outputs for λ0 = 0.3.
4Harvey and Leybourne (2014) found that a finer grid with grid length 0.01 gives similar
results.
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the Wald-type intervals are constructed. The same procedure (MAIC) for lag
length selection is adopted here as well. A presample of 200 observations is
taken to eliminate the effects of initial values. The results are based on 104
Monte Carlo replications.
2.6.1 Discussions of the Simulation Results
First of all, we consider the efficiency of different LS break date estimators: (i)
FGLS without prewhitening, (ii) improved FGLS with prewhitening (indicated
by FGLSprewhiten), (iii) OLS, (iv) QD. Considering the finite sample distribu-
tions of break date estimators in trending models are typically asymmetric
and bimodal as reported in the literature, we adopt two indicators – mean
squared error (MSE) and concentration probability (ConProb) – to describe
both characteristics of centers and tails. ConProb measures the probability of
break fraction estimates to lie in [λ0 − c, λ0 + c] for a certain radius c. Our
extensive, unreported simulations show the evidence that the ConProb for a
small radius, say c = 0.01 or even smaller, is highly relevant to the perfor-
mance of confidence sets. To show a better picture, we provide the outputs for
both c = 0.01 and c = 0.03. The outputs are presented in Table 2.1 and are
complemented by further results in the appendix.5 All the MSEs are expressed
relative to the QD. A value above one shows better performance of the QD.
Some observations can be summarized as follows. First, notwithstanding
the asymptotic equivalence in Proposition 2, notable improvements of FGLS
exist in finite samples. Viewed holistically, the FGLS estimators improve
the OLS and the QD for both MSE and ConProb, especially when the er-
rors are more persistent. Second, the advantage of prewhitening is mostly
revealed in ConProb under strong serial dependence, especially for larger
breaks (µb,0, βb,0) = (1, 0.1).
5As a benchmark, we also report the results of the infeasible GLS estimator in Section 2.2 in
the appendix. The infeasible GLS estimator is constructed assuming the knowledge of true
serial dependence.
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Table 2.1: The empirical mean squared error (MSE) and concentration probability
(ConProb) of break date estimators. The MSEs are expressed relative to QD. A value
that is larger than 1 signifies that QD performs better. The concentration probability
measures the probability of a break fraction estimator to lie in the interval [λ0−c, λ0+c].
Efficiency (µb,0, βb,0) = (0.5, 0.05) (µb,0, βb,0) = (1, 0.1)
ρ0 θ0 FGLSprewhiten FGLS OLS QD FGLSprewhiten FGLS OLS QD
T = 150
MSE
0.5 0.6 0.851 0.679 0.713 1 0.643 0.552 1.233 1
0.7 0.6 0.890 0.755 0.751 1 0.580 0.448 1.235 1
0.95 0.6 0.909 0.871 0.691 1 0.474 0.661 1.100 1
0.9 0.3 0.977 0.968 0.785 1 0.843 0.902 1.620 1
0.9 0.6 0.905 0.845 0.710 1 0.524 0.585 1.155 1
0.9 0.9 0.818 0.807 0.698 1 0.282 0.439 0.906 1
ConProb
c = 0.01
0.5 0.6 0.279 0.290 0.192 0.227 0.830 0.834 0.580 0.738
0.7 0.6 0.227 0.233 0.110 0.149 0.818 0.816 0.372 0.663
0.95 0.6 0.193 0.159 0.046 0.096 0.765 0.643 0.115 0.485
0.9 0.3 0.161 0.152 0.071 0.138 0.727 0.685 0.222 0.662
0.9 0.6 0.196 0.180 0.058 0.106 0.782 0.717 0.153 0.537
0.9 0.9 0.260 0.214 0.045 0.074 0.825 0.709 0.122 0.394
ConProb
c = 0.03
0.5 0.6 0.397 0.421 0.340 0.336 0.880 0.890 0.727 0.809
0.7 0.6 0.302 0.320 0.213 0.220 0.853 0.857 0.510 0.718
0.95 0.6 0.232 0.200 0.107 0.136 0.780 0.663 0.192 0.511
0.9 0.3 0.209 0.204 0.146 0.191 0.751 0.713 0.315 0.691
0.9 0.6 0.242 0.229 0.126 0.153 0.800 0.739 0.245 0.571
0.9 0.9 0.311 0.268 0.110 0.120 0.850 0.733 0.202 0.432
T = 300
MSE
0.5 0.6 0.779 0.713 0.897 1 0.493 0.459 1.593 1
0.7 0.6 0.781 0.571 0.854 1 0.398 0.355 1.865 1
0.95 0.6 0.875 0.811 0.725 1 0.410 0.511 1.379 1
0.9 0.3 1.044 0.802 0.830 1 0.885 0.714 2.026 1
0.9 0.6 0.878 0.652 0.713 1 0.364 0.318 1.311 1
0.9 0.9 0.661 0.542 0.694 1 0.072 0.121 0.974 1
ConProb
c = 0.01
0.5 0.6 0.414 0.423 0.308 0.318 0.906 0.907 0.694 0.813
0.7 0.6 0.351 0.365 0.166 0.226 0.893 0.895 0.470 0.728
0.95 0.6 0.206 0.186 0.046 0.095 0.849 0.767 0.114 0.531
0.9 0.3 0.193 0.204 0.082 0.176 0.784 0.781 0.258 0.730
0.9 0.6 0.231 0.242 0.060 0.116 0.876 0.847 0.181 0.615
0.9 0.9 0.401 0.362 0.048 0.079 0.961 0.900 0.134 0.452
ConProb
c = 0.03
0.5 0.6 0.606 0.625 0.556 0.534 0.949 0.953 0.845 0.903
0.7 0.6 0.501 0.527 0.372 0.407 0.929 0.932 0.681 0.826
0.95 0.6 0.262 0.251 0.131 0.167 0.864 0.790 0.252 0.594
0.9 0.3 0.294 0.327 0.201 0.288 0.837 0.838 0.461 0.798
0.9 0.6 0.305 0.331 0.160 0.209 0.900 0.875 0.355 0.697
0.9 0.9 0.459 0.436 0.135 0.157 0.971 0.916 0.290 0.551
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Table 2.2: The coverage and length of nominal 0.95-level confidence sets with the break size
(µb,0, βb,0).
Confidence set/interval (µb,0, βb,0) = (0.5, 0.05) (µb,0, βb,0) = (1, 0.1)
ρ0 θ0 Clbi C
∗





0.5 0.6 0.987 0.933 0.865 0.684 0.995 0.985 0.982 0.941
0.7 0.6 0.979 0.929 0.819 0.691 0.988 0.983 0.980 0.938
0.95 0.6 0.901 0.912 0.745 0.713 0.940 0.974 0.964 0.908
0.9 0.3 0.958 0.899 0.692 0.718 0.983 0.968 0.955 0.911
0.9 0.6 0.935 0.928 0.780 0.717 0.968 0.982 0.973 0.917
0.9 0.9 0.928 0.942 0.854 0.713 0.954 0.985 0.977 0.933
Length
0.5 0.6 0.617 0.377 0.219 0.338 0.285 0.074 0.045 0.244
0.7 0.6 0.807 0.569 0.308 0.437 0.422 0.126 0.066 0.325
0.95 0.6 0.857 0.747 0.396 0.623 0.798 0.337 0.125 0.636
0.9 0.3 0.889 0.680 0.309 0.565 0.725 0.262 0.099 0.481
0.9 0.6 0.880 0.744 0.405 0.592 0.750 0.295 0.113 0.542
0.9 0.9 0.887 0.778 0.510 0.601 0.794 0.305 0.128 0.596
T = 300
Coverage
0.5 0.6 0.994 0.959 0.915 0.766 0.996 0.989 0.987 0.959
0.7 0.6 0.989 0.954 0.896 0.798 0.994 0.989 0.988 0.968
0.95 0.6 0.941 0.930 0.745 0.737 0.975 0.985 0.978 0.955
0.9 0.3 0.977 0.912 0.729 0.750 0.992 0.982 0.973 0.958
0.9 0.6 0.969 0.934 0.786 0.761 0.986 0.989 0.985 0.973
0.9 0.9 0.962 0.960 0.909 0.777 0.982 0.993 0.992 0.988
Length
0.5 0.6 0.219 0.124 0.082 0.188 0.146 0.029 0.017 0.122
0.7 0.6 0.296 0.198 0.117 0.255 0.179 0.037 0.021 0.163
0.95 0.6 0.827 0.683 0.244 0.544 0.590 0.175 0.047 0.428
0.9 0.3 0.634 0.452 0.164 0.398 0.306 0.098 0.042 0.267
0.9 0.6 0.736 0.574 0.220 0.452 0.377 0.100 0.037 0.312
0.9 0.9 0.790 0.633 0.338 0.480 0.452 0.077 0.027 0.347
Now we compare the coverage and length of the confidence sets/intervals.6 As
benchmarks, we compare the suggested LR-based methods to the Wald-type
intervals (Section 2.4.2) and the LBI-based confidence sets by Harvey and
Leybourne (2015). For the sets/intervals developed in this paper, we only report
the results (indicated by the subscript ‘prewhiten’) based on the prewhitening
FGLS to save space. The interested reader is referred to the appendix for the
full results including those without prewhitening. The outputs are reported in
Tables 2.2.
Overall, interval C∗lr,prewhiten, which is the combination of FGLSprewhiten and
the LR-based interval C∗lr, works the most satisfactorily on the grounds of
6Traditionally, we compute the length (i) using the cardinality of a set, (ii) then normalizing it
by the cardinality of ΓT , (iii) and averaging over replications.
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both coverage and length. The Wald-type intervals and the LR-based sets
have the shortest lengths, but showing severe under-coverage for small breaks.
On the other hand, Clbi has good coverage but is the most lengthy. The
interval C∗lr,prewhiten has well-pleasing coverage in most scenarios, yet reducing
the length of Clbi by roughly 20% up to 80% (e.g. (µb,0, βb,0) = (1, 0.1),
ρ0 = θ0 = 0.9).7 In the case of (µb,0, βb,0) = (1, 0.1), the confidence set
Clr,prewhiten has the optimal performance for its ideal coverage and the shortest
length, followed closely by C∗lr,prewhiten. Furthermore, by fixing the value of
the MA coefficient θ0 and increasing the AR coefficient ρ0, the coverages
of C∗lr,prewhiten and Clr,prewhiten show certain uniform property across I(0)/I(1)
dichotomy, especially for (µb,0, βb,0) = (1, 0.1). Although our theory assumes
weakly stationary errors, these methods can be potentially applied in the models
with I(1) errors. Since C∗lr,prewhiten can have slight under-coverage for small
T and small break magnitudes, we recommend researchers to consider both
C∗lr,prewhiten and Clbi. If the length of C
∗
lr,prewhiten is much shorter than Clbi, for
instance, it is about 1/3 for (µb,0, βb,0) = (1, 0.1), then C∗lr,prewhiten can be a
reasonable choice.
In Figure 2.2, we further investigate how the performance of confidence
sets/intervals is affected by the magnitudes of break size. In the upper panel,
we fix the slope change βb,0 = 0.05 and increase the level break µb,0 from 0 to
1.2. Similarly, in the lower panel, the level change µb,0 = 0.5 is fixed while βb,0
is taken from 0 to 0.12. The remaining parameters remained unchanged in both
panels, namely λ0 = 0.3, T = 150, ρ0 = 0.7 and θ0 = 0.6. The coverage of all
the methods improves with increasing break sizes, except Clbi which is nearly
invariant. All of them have shorter length when βb,0 increases. Interestingly,
the length of Clbi first increases and then remains at a high level even with a
large µb,0. This is probably due to the nonmonotonic power problem of a local
asymptotic framework as discussed.
7The advantage of length of C∗lr,prewhiten compared to Clbi can be more significant if the median
length is used instead of the average length. In our unreported simulations, the distribution
of length of C∗lr,prewhiten is likely to be right-skewed, while Clbi tends to be left-skewed.
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Figure 2.2: The coverage (left column) and length (right column) of confidence sets/intervals
with varying break sizes. In the upper panel, we take (µb,0, βb,0) = (µb,0, 0.05), where µb,0 =
0, 0.1, . . . , 1.2. In the lower panel, we take (µb,0, βb,0) = (0.5, βb,0), where βb,0 = 0, 0.01, . . . , 0.12.
2.7 Conclusion
We proposed a (feasible) GLS estimation and inference framework in models
with breaks in level and/or trend slope. The suggested FGLS methods reduce
the mean squared error and improve the concentration probability of existing
approaches in finite samples. The confidence sets/intervals based on inverting
multiple likelihood ratio tests inherit the estimation efficiency of FGLS, and
show satisfactory coverage and length properties in various situations. There
are several possible extensions for future research. For instance, it is interesting
to generalize the methods to allow an unknown number of (multiple) breaks
and nonstationary errors.
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Appendix 2.A Preliminary Results for Infeasible GLS
Lemma 2.1
Let Aq(L) = 1 −
∑q
j=1 a j(q)L
j be the filter obtained by MCD with q lags. By
the Beveridge-Nelson (BN) decomposition, we can express Aq(L) as Aq(L) =
Aq(1) + (1 − L)Ãq(L), where Ãq(L) =
∑q
j=1 ã j(q)L
j−1 and ã j(q) =
∑q
i= j ai(q).
Let Bq(L) = Aq(L)A(L)−1 =
∑∞
j=0 b j(q)L




in (2.3). Suppose q = qT → ∞ as T → ∞, under Assumption 2.3,
(i) limT→∞ Aq(1) = A(1) and limT→∞
∑q
j=1 j




∣∣∣b j(q)∣∣∣ < ∞.
Proof Assumption 2.3 enables us to apply the generalized Baxter’s inequality, see The-
orem 6.6.12 of Hannan and Deistler (2012). First,
∣∣∣Aq(1) − A(1)∣∣∣ ≤ ∑qj=1 ∣∣∣a j(q) − a j∣∣∣ +∑∞
j=q+1|a j|≤ C
∑∞














( j2 + j)
∣∣∣a j(q)∣∣∣ . (2.43)
By the generalized Baxter’s inequality again, we have∑q
j=1 j
2
∣∣∣a j(q)∣∣∣ ≤ ∑qj=1 j2 ∣∣∣a j(q) − a j∣∣∣ + ∑qj=1 j2|a j|≤ C ∑∞j=1 j2|a j|< ∞.
Then the second result can be seen by letting T → ∞ in the both sides of (2.43).
Next we consider the summability of the coefficients of Bq(L). For convenience, let
C(L) = A(L)−1 =
∑∞
j=0 c jL





























c j−iai(q)L j = 1 +
∞∑
j=1





By construction, b0(q) = 1, b j(q) = c j −
∑min{q, j}












































∣∣∣a j(q)∣∣∣ < ∞,
where (2.44) is obtained by interchanging the order of summation. 
With a slight abuse of notation, the premultiplication by a lag polynomial in
the subsequent proofs should be understood as an operation on an element
of a time series. For instance, Aq(L) · 1 means we are looking at Aq(L) · ct,
where ct = 1 for t = 1, 2, . . . ,T . Similarly, Aq(L)1{t>k} stands for Aq(L)ct with
ct = 1{t>k}.
Lemma 2.2
For t = 1, 2, . . . ,T, k, k1, k2 ∈ ΓT , suppose Assumption 2.3 holds, then
supt∈R E|Ãq(L)εt|
4 < ∞ and













+ O(T−1), where j ∈ N+;
(iii) Aq(L)1{t>k} = Aq(1)1{t>k} + Ãq(L)1{t=k+1}, where the second term in the
RHS is bounded by |Ãq(L)1{t=k+1}| ≤
∑q
j=1 |ã j(q)|1{t=k+ j};
(iv) Aq(L)(t− k)1{t>k} = Aq(1)(t− k)1{t>k} + Ãq(L)1{t>k}. Moreover, for k1 , k2,
Aq(L)(t−k1)1{t>k2} = Aq(1)(t−k1)1{t>k2}+Ãq(L)1{t>k2}+(k2−k1)Ãq(L)1{t=k2+1},
where |Ãq(L)1{t>k2}| ≤ C1{t>k2}.























Proof First of all, by Minkowski’s inequality, see e.g. Stein (1970, A.1), and the law of
iterated expectation, Assumption 2.3 implies supt∈R E|εt |
4< ∞. Again by Minkowski’s




















Now we consider the six items in the lemma. By the BN decomposition, we imme-
diately obtain Items (i) and (v). Part (ii) is obtained by further using the binomial
expansion. For Item (iii), we can write
Aq(L)1{t>k} = Aq(1)1{t>k} + Ãq(L)(1 − L)1{t>k} = Aq(1)1{t>k} + Ãq(L)1{t=k+1}
which is the first part of (iii). Moreover, the second term in the right hand side above
is bounded by
∣∣∣∣∑qj=1 ã j(q)1{t=k+ j}∣∣∣∣ ≤ ∑qj=1 ∣∣∣ã j(q)∣∣∣ 1{t=k+ j}. For Item (iv), we only show
the case k1 , k2. The BN decomposition implies
Aq(L)(t − k1)1{t>k2} = Aq(1)(t − k1)1{t>k2} + Ãq(L)(1 − L)(t − k1)1{t>k2}
= Aq(1)(t − k1)1{t>k2} + Ãq(L)
[
(t − k1)1{t>k2} − (t − 1 − k1)1{t>k2+1}
]
= Aq(1)(t − k1)1{t>k2} + Ãq(L)(t − k1)1{t=k2+1} + Ãq(L)1{t>k2+1}
= Aq(1)(t − k1)1{t>k2} + Ãq(L)(k2 − k1 + 1)1{t=k2+1} + Ãq(L)1{t>k2+1}
= Aq(1)(t − k1)1{t>k2} + Ãq(L)1{t>k2} + (k2 − k1)Ãq(L)1{t=k2+1}










|ã j(q)|1{t>k2+ j−1} ≤ C1{t>k2}, (2.46)



























Then (vi) is straightforward by the BN decomposition and (2.47). 
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Lemma 2.3
Let W(·) be a standard Brownian motion defined on [0, 1]. Under Assumptions
2.1 to 2.4, ∀τ ∈ [0, 1],
(i) T−1/2σ−2(q)
∑[τT ]




































ε[τT ] − ε0
)
.
By a functional central limit theorem (FCLT) for linear processes (Theorem 3.15




−→ σεW(τ). Since the second term is










Then Part (ii) follows from standard textbook arguments, see, e.g., Section 17.5 of




[Aq(L) · 1][Aq(L)εt] = σ−2(q)Aq(1)2vT
[τv−2T ]∑
t=1
εk0+t + Op(vT ).
By the FCLT, we obtain (iii). Part (iv) is similar to (ii) and is thus omitted. 






that reduces computational effort in the proofs later.
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Xk0 −Xk − (k − k0)Zk
]
γ0 (2.49)
and Zk is a T × 4 matrix that the first three columns are 0’s and the last
column takes the third column of Xk, that is, Zk =
(
zk,1, · · · , zk,T
)′, zk,t =(
0, 0, 0, 1{t>k}
)′. The entries of dk can be explicitly given as:
dk,t = sgn(k − k0)
[
µb,0 + βb,0(t − k0)
]
1{min{k,k0}+1≤t≤max{k,k0}}. (2.50)










the results follow by straightforward linear algebra, hence are omitted here. 
For any M0 > 0, we first define two subsets of potential break points
VT (M0) = {k : |k − k0|> M0v−2T , k ∈ ΓT }
KT (M0) = {k : |k − k0|≤ M0v−2T , k ∈ ΓT }.
(2.51)
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We now derive the asymptotic orders of some crucial quantities that are related
to the three key objects in (2.48).
Lemma 2.5
Denote λ = k/T, and recall thatDT = diag (T,T 3,T,T 3). Under Assumptions








= σ2(q)Aq(1)−2Ω−1λ + O(T
−1), (2.52)
for any k ∈ ΓT , whereΩ−1λ is defined in (2.20) in Theorem 2.2 , and O(T
−1) is
uniform on ΓT . Furthermore,
sup
k∈KT (M0)
∥∥∥∥∥ [D−1/2T X ′kΣ−1(q)XkD−1/2T ]−1 − σ2εΩ−1λ0 ∥∥∥∥∥ = o(1). (2.53)
















The premultiplication ofXk by F (q) applies filters to the entries ofXk, and S−1(q)
implies weightings. The filter and scaling factor are precisely Aq(L) and σ−2(q),
respectively, for the components in the last T − q rows ofXk. Under Assumption 2.4,
it is not hard to show that the first q  T rows do not play asymptotic roles. Since the
rigorous proof only requires a slight modification with more cumbersome notation,
we may assume (without loss of generality) that Aq(L) and σ−2(q) applies for all
t = 1, 2, . . . ,T . Employing the BN decomposition for Aq(L)xk,t element-wise, and











































= σ−2(q)Aq(1)2Ωλ + O(T−1) (2.55)
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1 − λ 1−λ
2













The O(T−1) term in (2.54) originates from the BN decomposition, containing the
parts related to lag polynomial Ãq(L). The O(T−1) term in (2.55) includes additional




























(T − k)(3T + 1)
T 3
=
(1 − λ)2(2 + λ)
6
+ O(T−1).
It is not hard to see that both the O(T−1) terms in (2.54) and (2.55) are uniform on ΓT .
For any λ ∈ [δ1, 1 − δ2], it is easy to verify that all the leading principal minors ofΩλ
are positive, henceΩλ is positive definite and then invertible. By taking the inverse,
we have (2.52). Finally, we obtain (2.53) by noting σ2(q)Aq(1)−2 → σ2A(1)−2 = σ2ε
and λ→ λ0 as T → ∞. 
Lemma 2.6
Denote δk = |k − k0|. By the definition of dk,t in (2.50), for any k ∈ ΓT , we can
express the following (partial, squared and weighted) summation quantities
























































v3T + Rw(δk, vT )
(2.57)
where Rp, Rs and Rw are some functions of k, k0 and vT given in the proof.
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|Rw(δk, vT )| ≤ CTv−1T .
(2.58)









|Rw(δk, vT )| ≤ Cv−1T .
Proof Direct calculation yields (2.57) with





























3δ2k + sgn(k − k0)δk(3k0 + 1)
)
v3T .
The results for Rp and Rs are straightforward. The results for Rw follow from the
assumption k0 = [λ0T ]. 
Lemma 2.7
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∥∥∥∥(√TvT )D−1/2T X ′kΣ−1(q)dk∥∥∥∥ ≤ C. (2.61)












∥∥∥∥T 1/2(δkvT )−1D−1/2T X ′kΣ−1(q)dk∥∥∥∥ ≤ C.




−1(q)dk element-wise. If k > k0, we have
dk,t =
[




, and then using Lemma 2.2,










































































Aq(1)2td̃k,t + Aq(1)Ãq(1)(dk,t + d̃k,t)
Aq(1)21{t>k}d̃k,t + Aq(1)[Ãq(L)1{t=k+1}](dk,t + d̃k,t)
Aq(1)2(t − k)1{t>k}d̃k,t + Aq(1)[Ãq(L)1{t>k}](dk,t + d̃k,t)

, (2.65)
R(δk, vT ) = σ−2(q)Aq(1)2D
−1/2
T









R̃t︸                 ︷︷                 ︸
R2(δk ,vT )
, k > k0,
(2.66)
with Rp and Rw that are given in Lemma 2.6. For (2.60), we note that the supremum of
‖R(δk, vT )‖ is bounded above by the sum (up to some multiplicative positive constant)
of the respective suprema of ‖R1(δk, vT )‖ and ‖R2(δk, vT )‖. By looking atR1(δk, vT )
element-wise, the supremum of each element is nothing but the results given in
Equation (2.58) in Lemma 2.6.
It remains to consider the second component R2(δk, vT ) in (2.66) which contains
four elements by (2.65). It is sufficient to verify each of these elements can be
bounded similarly as in (2.60). By the inequality in Lemma 2.2 (iii), the first element
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Aq(1)2T−1/2
∑T
t=k0+1 d̃k,t ≤ CT
−1/2 ∑T
















(∣∣∣µb,0∣∣∣ + ∣∣∣µb,0 + βb,0δk∣∣∣ + ∣∣∣βb,0δk∣∣∣)
≤ CT−1/2











∣∣∣T−1/2 (|µb,0|+|βb,0δk |)∣∣∣ ≤ CvT /T 1/2 ≤ C(√TvT )−1, (2.67)
we can see this element Aq(1)2T−1/2
∑T
t=k0+1 d̃k,t indeed satisfies (2.60). Similarly, by























T + |Rp(δk, vT )|
)
.
Then similar results of (2.67) can be concluded for this element. For the third element




















By the definition of dk,t and the fact that Ãq(L)1{t=k+1} = 0 for t ≤ k, we find the middle














t=k0+1 |d̃k,t | which has the upper bounds given in (2.67), leading to the same















































 ≤ CT−1/2 T∑
t=k0+1
|d̃k,t |,
where we use T−1
∑T
t=k0+1 |Ãq(L)1{t>k}| ≤ C (by Lemma 2.2 (iv)) to obtain the final
inequality. Now, (2.60) should be clearly seen using (2.67).
For k < k0, summations should be taken from k + 1 (instead of k0 + 1) to T . The results
above hold with a slight modification. We thus omit the proof. Finally, (2.61) is a
direct result of (2.59) and (2.60). 
Lemma 2.8
Given Assumptions 2.1 to 2.4 hold, for any ε > 0, there exists a positive






∣∣∣(δ2kv4T )−1d′kΣ−1(q)ε∣∣∣ ≥ Cε
 < ε, if dβ,0 , 0. (2.69)











Proof We only show the case where k > k0 and dβ,0 , 0. The cases where k < k0 or
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∣∣∣∣∣∣∣ = Op(1). (2.71)
Recall dk,t =
[
µb,0 + βb,0(t − k0)
]
1{k0+1≤t≤k} from (2.50). Using the identity k = k0 + δk,



















Along with the literature, such as the proof of Proposition 4(ii) in Bai and Perron
(1998), we will employ a Hájek and Rényi (HR) type of inequality for the sums of






. An appropriate HR
inequality to be used here has been established in Proposition 1 of Bai (1994), which
will be used repeatedly in the remaining proofs. Three remarks about the validity of
applying the inequality are in place: first, note that η∗t = Aq(L)A(L)
−1ηt = Bq(L)ηt,




∣∣∣b j(q)∣∣∣ < ∞ satisfying Assumption (B) of Bai (1994); second,
although the inequality is stated for linear processes of i.i.d. sequence, it also holds for







is not appropriate. However, with some modifications of the proof of







Lemma 2.12 in Appendix Section 2.E). As a result, for any ε > 0, there exist αε > 0
















































































































where (2.72) is obtained by interchanging the order of summation. To establish (2.71),

























∣∣∣δ−1k η∗k ∣∣∣) = Op(vT ),
(2.74)
where by the HR inequality, we have
sup
k≥k0+1












∣∣∣∣∣∣∣∣ + δ−1k η∗k0
 = Op(1). (2.75)
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∣∣∣ã j(q)∣∣∣ ∣∣∣δ−1k+ jεk+ j∣∣∣ + (δkvT )−1 q∑
j=1
j



















 = Op(1), (2.76)
where v−1T supk>k0+M0v−2T



























v−1T δ−1k ∣∣∣∣∣∣∣ δk∑s=1 η∗k0+ j−1+s
∣∣∣∣∣∣∣
 = Op(v2T ) (2.77)
where, using the HR inequality, sup{δk : δk>M0v−2T }
v−1T δ−1k ∣∣∣∣∣∣∣ δk∑s=1 η∗k0+ j−1+s
∣∣∣∣∣∣∣
 can be bounded
with probability 1 by a constant that does not depend on the index j. Combining (2.74)
– (2.77), we have (2.71) and thus the lemma. 
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Lemma 2.9






















t=k+1 [Aq(L)(t − k)][Aq(L)εt]

+ σ−2(q)R̃∗k, (2.78)
where R̃∗k is defined in (2.82) below.





ln T ), sup
k∈KT (M0)
R̃∗k = op(1). (2.79)

















Σ−1(q)ε are asymptotically equivalent







−1(q)ε = op(1), (2.80)
where op(1) is uniform over KT (M0).
Proof Recall that η∗t = Aq(L)εt. Based on the same reasoning as the proof of Lemma
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t=1 [Aq(L)(t − k)1{t>k}]η∗t

. (2.81)
Note that the first two entries of (2.81) are equal to the ones in the vector of (2.78).
















Moreover, using Lemma 2.2 (iv) and the property Aq(1)(t − k) = Aq(L)(t − k) − Ãq(1),








































Now we move on to prove (2.79). Without loss of generality, we only show the case
k > k0. By norm equivalence, we consider the elements in (2.82) individually. Using
the identity Ãq(L)1{t=k+1} =
∑q
j=1 ã j(q)1{t=k+ j}, and then interchanging the order of
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summation, we have an upper bound for the third element of R̃∗k as∣∣∣∣∣∣ 1T 1/2 T∑
t=1
[Ãq(L)1{t=k+1}]η∗t






































∣∣∣δ−1/2t η∗t ∣∣∣) , (2.83)
where, by cr-inequality, δ
1/2
k+ j = |k+ j−k0|
1/2≤ (δk+ j)1/2 ≤ δ
1/2
k + j
1/2 ≤ 2δ1/2k j
1/2 if j ≥ 1.
Similarly as (2.75), by the HR inequality, we have supt≥k0+1














































k → ln δ
−1
1 as T → ∞ with δ1 defined in Assumption 2.1. Moreover,














∣∣∣∣∣∣∣ = Op(T−1). (2.86)
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Finally, by the identity Ãq(L)1{t>k} =
∑q
j=1 ã j(q)1{t>k+ j−1} and (2.86),∣∣∣∣∣∣ 1T 3/2 T∑
t=1
[Ãq(L)1{t>k}]η∗t





















∣∣∣∣∣∣ 1T 3/2 T∑
t=k+1
η∗t
∣∣∣∣∣∣ = Op(T−1) (2.87)
uniformly over ΓT . By (2.84), (2.86) and (2.87), we obtain (2.79).
For Part (ii), by Lemma 2.3 (i) and (ii), the first two components are Op(1) uniformly.




t=k+1 [Aq(L) · 1]η
∗
t
∣∣∣ = ∣∣∣Aq(1)∣∣∣ supk∈ΓT ∣∣∣ 1T 1/2 ∑Tt=k+1 η∗t ∣∣∣ =
Op(1) by (2.86). Similarly,
sup
k∈ΓT




∣∣∣Aq(1)∣∣∣ ∣∣∣∣∣∣ 1T 3/2 T∑
t=k+1
(t − k)η∗t
∣∣∣∣∣∣ + ∣∣∣Ãq(1)∣∣∣ supk∈ΓT















































 ≤ Cα−2ε T∑
t=[δ2T ]
t−1 < ε, (2.88)








Combining these results, we conclude the second part.




























By the HR inequality, we have supk∈KT (M0) δ
−1/2
k


















uniformly over KT (M0). The case k < k0 is similar. 
Lemma 2.10








≥ C0 + O(M−10 ) + O(M
−2
0 ), if dβ,0 , 0, (2.90)






Proof We only prove the case of dβ,0 , 0. It suffices to show that, for every M0 > 0
and k ∈ VT (M0), (XX)k/(δ3kv
6
T ) ≥ C0 + O(M
−1
0 ) + O(M
−2
0 ) for some C0 > 0, where the
terms O(M−10 ) and O(M
−2














= (dk −Xkβk)′Σ−1(q) (dk −Xkβk)
where βk =
(
βk,1, · · · , βk,4
)′ is the coefficient vector of the orthogonal projection of



























2. To continue, we first make a claim as follows:
For every M0 > 0 and k ∈ VT (M0), there exist l0,T ∗ > 0 such that
Ck ≥ l0 + O(M−10 ) + O(M
−2
0 ) whenever T > T
∗, where the terms O(M−10 )
and O(M−20 ) are uniform in k.
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Since x′Σ−1(q)x ≥ λmin(Σ−1(q))‖x‖2, under the claim above, we deduce
(XX)k/(δ3kv
6
T ) ≥ λmin(Σ
−1(q)) ‖dk −Xkβk‖2 /(δ3kv
6
T )
= λmin(Σ−1(q))Ck ≥ λmin(Σ−1(q))l0
=: C0 + O(M−10 ) + O(M
−2
0 ).























































We consider to derive a lower bound of Ck,2 −Ck,3 −Ck,4. To achieve this, we begin


























































+ R2(δk, vT ).
where the remainder terms are bounded as sup{δk : δk>M0v−2T }
∣∣∣T (δkv3T )−1R1(δk, vT )∣∣∣ ≤ C
and sup{δk : δk>M0v−2T }
∣∣∣T 2(δkv3T )−1R2(δk, vT )∣∣∣ ≤ C. To facilitate calculation, we further

















where (m1,m2,m3)′ ∈ R3. Clearly, g is linear. With the constructions of βk,1, βk,2 and
g at hand, we are now ready to derive the expressions of Ck,i, i = 2, 3, 4. By somewhat
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. As a result, together with (2.94), we obtain



























































2 + π− 14 is decreasing and takes infimum at π = 3, and δk/k = 1− k0/k < 1.











O(v2T ) + O(T




β,0 > 0, then Ck ≥ l0 + O(M
−1
0 ) + O(M
−2
0 ) when T is
sufficiently large. If dβ,0 = 0, let C0 = d2µ,0 > 0. 
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Appendix 2.B Infeasible Generalized Least Squares
We derive Propositions 1-2 as well as Theorems 2.1-2.2 in this section. These
results are based on the intermediate lemmas in the previous section.
Proof of Proposition 1 Assume dβ,0 , 0. To show Proposition 1, it suffices
to argue that P
(
k̂ ∈ VT (M0)
)











by definition, using (2.48) and Lemma
2.10, for every M0, there exist T ∗ = T ∗(M0) > 0 and C0 > 0 such that
{





















































∣∣∣∣∣∣ + supk∈VT (M0)
∣∣∣∣∣∣ (EE)kδ3kv6T







∣∣∣∣∣∣ + supk∈VT (M0)
∣∣∣∣∣∣ (EE)kδ3kv6T
∣∣∣∣∣∣ ≥ C0 + O(M−10 ) + O(M−20 )
}
=: ET . (2.97)
It suffices to show for every ε > 0, there exists a sufficiently large M0 = M0(ε) > 0
such that P (ET ) < ε, ∀T > T ∗. By the definition of (XE)k given in Lemma 2.4, and




∣∣∣∣∣∣ ≤ supk∈VT (M0)
∣∣∣∣∣∣d′kΣ−1(q)εδ3kv6T


































= M−10 Op(1). (2.98)







then (EE)k = ε′Pk0ε − ε















where the term within the curly brackets is a projection matrix. As a result, Pk is
positive semidefinite and has four nonzero eigenvalues. Second, suppose λk = λk,T > 0
is any nonzero eigenvalue of Pk. Then λ−1u ≤ λk ≤ λ
−1
l , where λl and λu are positive
constants that do not depend on k and T . To see this, we note that there exist λl, λu > 0
such that λl ≤ λ (Σ(q)) ≤ λu, where λ(A) denotes for some eigenvalue of a square
matrix A . Using equality PkΣ(q)Pk = Pk, we deduce λlλ
2
k ≤ λk ≤ λuλ
2
k and then
the result follows. By the spectral decomposition of Pk, these two properties imply












, k ∈ ΓT , where q′i,kq j,k = 1{i= j}.
Obviously, q′i,kε is a weighted sum of linear process {εt}. Assumption 2.3 allows us










O(1). By the Chebychev inequality, supk∈VT (M0)
∣∣∣∣∣∣ (EE)kδ3kv6T
∣∣∣∣∣∣ < M−30 supk∈VT (M0) |(EE)k | =
M−30 Op(1). Using Equation (2.98), for every ε > 0, there exists a sufficiently large
M0 > 0 such that P (ET ) ≤ P
(
Op(1) ≥ M0C0 + O(1)
)
< ε whenever T > T ∗. If
dβ,0 = 0, we have supk∈VT (M0)
∣∣∣∣ (XE)kδkv2T ∣∣∣∣ = Op(1) and supk∈VT (M0) ∣∣∣∣ (EE)kδkv2T ∣∣∣∣ = Op(1). With
Lemma 2.10 and some slight modifications, the result still holds. 
Recall that the premultiplication by a lag polynomial should be understood as
an operation on an element of a time series.
Proof of Theorem 2.1 Proposition 1 implies that k̂ will not lie in VT (M0) with high





on KT (M0). By the definition of (XX)k – (EE)k given in Lemma
2.4, together with Lemmas 2.5 and 2.7 – 2.9, we have
(XX)k = d′kΣ
−1(q)dk + o(1), (XE)k = d
′
kΣ
−1(q)ε + op(1) and (EE)k = op(1)
(2.99)
















where op(1) is uniform on KT (M0). For convenience, we let SSR(k0) − SSR(k) denote
for the LHS of (2.100) from here on. Following an analogous reasoning as in the
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proof of Proposition 3 in Bai (1997), for any given M0 > 0, we assume k = k0 + [sv−2T ],
where s ∈ [−M0,M0], and derive the corresponding limiting distribution of (2.100).
Consider s ≥ 0 first. For the term d′kΣ

























3 + dµ,0dβ,0 s




∣∣∣∣∑Tt=k0+1 dk,td̃k,t∣∣∣∣ ≤ ∣∣∣µb,0∣∣∣ ∑kt=k0+1 |d̃k,t | + δk ∣∣∣βb,0∣∣∣ ∑kt=k0+1 ∣∣∣∣ t−k0δk ∣∣∣∣ |d̃k,t | = O(v2T ) in the
























[Aq(L)dk,t][Aq(L)εt] =: Ia + Ib − Ic + Id, (2.103)















By the FCLTs (iii) and (iv) in Lemma 2.3, we have Ia
D





0 rdW1(r), where W1(r), r ≥ 0, is a standard Brownian motion. Moreover,
again by Lemma 2.3 (iii), we know Ic = Op(v2T ). Finally, Id = Op(vT ) using Cheby-
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∣∣∣ã j(q)∣∣∣ (δk sup
t∈R
E
∣∣∣η∗t ∣∣∣) ≤ CvT .
(2.104)











, s ≥ 0. (2.105)






















where W2(−r), r < 0, is a standard Brownian motion that is independent of W1(s),
s ≥ 0. Summarizing (2.100), (2.101), (2.105) and (2.106), we have




































, s ≥ 0,










−s; dµ,0, dβ,0, σ2ε
))
, s < 0,
−T
(






s; dµ,0, dβ,0, σ2ε
))
, s ≥ 0,
(2.107)
where T is defined in (2.17) (the function is continuous and also monotone since
T′(x; dµ,0, dβ,0, σ2ε ) = σ
−2
ε (dβ,0x + dµ,0)
2 ≥ 0).
Let ŝT = v2T (k̂ − k0). To obtain the distributional limit properties of ŝT , we are
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going to apply the continuous mapping theorem for argmax-functional (Argmax-
CMT) given in Corollary 5.58 of van der Vaart (1998). Note that G(s) is a Gaussian
process with continuous sample paths. By Lemma 2.6 of Kim and Pollard (1990),
sample paths of G(s) have unique maxima with probability 1. Moreover, ŝT =
arg maxs∈[−M0,M0]
{
SSR(k0) − SSR(k0 + [sv−2T ])
}
+ op(1) = Op(1) is uniformly tight by
Proposition 1. Applying the Argmax-CMT and the fact that lim|s|→∞G(s) = −∞





G(s) = arg max
s∈R
G(s), (2.108)
where the last equality is due to the fact that lim|s|→∞G(s) = −∞ almost surely (which
is true because the drift term dominates the random term in (2.107) when |s| is large).
Take W(v) = W1(v) for v ≥ 0 and W(v) = W2(−v) for v < 0 as given in Theorem 2.1.
By reparametrization, we obtain
T
(
















which completes the proof. 
Proof of Proposition 2 In Proposition 2, we compare the asymptotics of the afore-
mentioned LS break date estimators. Recall ∆ρ = IT − ρLT defined in (2.19). It is
noteworthy to mention that the asymptotic distribution of: (1) OLS estimator, which
relies on SSR
(
k; γ̂k,OLS , IT
)
, assuming fixed break sizes is derived in Perron and Zhu





drifts and AR(1) error process is developed in Harvey and Leybourne (2014). Since
we adopt different assumptions, their limiting distributions are not directly comparable.
To obtain the asymptotics, we essentially repeat the proofs starting from Lemma 2.4
for both estimators.
For a fixed |ρ|< 1, the asymptotic distribution of QD can be easily obtained by
modifying the previous proofs. More specifically, it can be fulfilled by replacing
Σ−1(q), Aq(L), σ−2(q) and Ãq(L), respectively, by ∆′ρ∆ρ, 1 − ρL, 1 and ρ. All the
derived asymptotic orders remain the same. We omit the steps and list some examples
below for illustration:
(i) In Lemma 2.4, the three key terms have the identical formu-





























(1 − ρ)−2Ω−1λ + O(T
−1). The term O(T−1) is again uniform over ΓT ;















































































In words, QD only differs from GLS with a constant scale (1 − ρ)−2σ−2ε asymptot-
ically. Taking ρ = 0, we immediately obtain the results of OLS. Clearly, they are
asymptotically equivalent. 
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=: σ−1ε W . (2.113)





Σ−1(q)Zk̂γ0. Note that Zk̂γ0 =











































+ Op(T−1v−2T ), (2.115)
where λ̂ = k̂/T as defined below Proposition 1. Note that T 1/2βb,0(k̂−k0) = Op(T 1/2vT ).
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, and using the fact that the covariance matrix
of W (defined in (2.113)) is Ωλ0 . Equation (2.116) has several implications. First,
















further implies the marginal distribution (2.22). Third, if dβ,0 , 0 and by (2.108), we
have v−1T βb,0(k̂ − k0) = dβ,0v
2
T (k̂ − k0)
D
−→ dβ,0 arg maxs∈RG(s). Since v−1T (µ̂b,k̂ − µb,0)−
v−1T βb,0(k̂ − k0) = T
−1/2v−1T Op(1) = op(1), then (2.23) follows. 
Appendix 2.C Consistency of Estimated BIAM
This section is dedicated to the proof of Theorem 2.3. Theorem 2 in Lin and
Reuvers (2020b) provides the consistency result with conditions that are easy
to verify. However, according to Lemma 2.11 below, their Assumption 2 is
violated and the result cannot be immediately applied.
Lemma 2.11
Under Assumptions 2.1 to 2.4,∥∥∥ε̂ (k̂r) − ε∥∥∥2 = Op(1)1{dβ,0=0} + Op (Tv2T ) 1{dβ,0,0}. (2.117)
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Proof Repeated addition and subtraction imply∥∥∥ε̂ (k̂r) − ε∥∥∥2 = ∥∥∥Xk̂r γ̂k̂r −Xk0γ0∥∥∥2 ≤ C (I + II + III) , (2.118)
where I =
∥∥∥∥(Xk̂r −Xk0) (γ̂k̂r − γ0)∥∥∥∥2, II = ∥∥∥∥(Xk̂r −Xk0)γ0∥∥∥∥2 and
III =
∥∥∥∥Xk0 (γ̂k̂r − γ0)∥∥∥∥2. To derive the asymptotic orders of these terms, it is
important to know the property of k̂r . As discussed below Corollary 6 of Harvey and
Leybourne (2014), k̂r is asymptotically independent of ρ̂r. It is reasoned as follows.
By (2.110),


























































































is independent of ρ̄. Moreover, the second part measures the errors
caused by difference between σ−2ε ∆
′
ρ̄∆ρ̄ andΣ
−1(q), which is obviously independent
of k. For any | ρ̄|< 1, the optimal value of k maximizes the infeasible GLS sum of










thus independent of ρ̂r and equivalent with other LS estimators by Proposition 2. Such
equivalence gives v2T ( k̂r − k0) = Op(1) and further implies the asymptotic equivalence
between γ̂k̂r and γ̂k̂. From Theorem 2.2 , we conclude thatD
1/2
T ( γ̂k̂r − γ0) = Op(1)
if dβ,0 = 0, and similarly, D
1/2
vT ,T
( γ̂k̂r − γ0) = Op(1) if dβ,0 , 0, where DvT ,T =
diag (T,T 3, v−2T ,T
3) is given in Remark 2.3. Now we discuss the terms in (2.118) for
different cases of dβ,0. If dβ,0 = 0, we have
I ≤
∥∥∥(Xk̂r −Xk0 )D−1/2T ∥∥∥2 ∥∥∥D1/2T ( γ̂k̂r − γ0)∥∥∥2 = op(1)Op(1) = op(1),
II = d2µ,0v
2
T | k̂r − k0|= Op(1),
III ≤
∥∥∥Xk0D−1/2T ∥∥∥2 ∥∥∥D1/2T ( γ̂k̂r − γ0)∥∥∥2 = ∥∥∥D−1/2T X ′k0Xk0D−1/2T ∥∥∥ ∥∥∥D1/2T ( γ̂k̂r − γ0)∥∥∥2 = Op(1).
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If dβ,0 , 0,
I ≤
∥∥∥(Xk̂r −Xk0 )D−1/2vT ,T ∥∥∥2 ∥∥∥D1/2vT ,T ( γ̂k̂r − γ0)∥∥∥2 = Op(1)Op(1) = Op(1),
II = Op
(
v2T | k̂r − k0|+v
4
T | k̂r − k0|
2+v6T | k̂r − k0|















2 ≤ v2T | k̂r − k0|+T
−3
(







op(1) = Op(1) by using v2T ( k̂r − k0) = Op(1) and the norm property ‖·‖≤ ‖·‖F .
Combining these results in Equation (2.118), we obtain the lemma. 
Proof of Theorem 2.3 Note that ‖Σ̂−1(q, k̂r) − Σ−1‖ ≤
‖Σ−1(q) − Σ−1‖ + ‖Σ̂−1(q, k̂r) − Σ−1(q)‖. Since the conditions in
Lemma 2 of Cheng et al. (2015) are implied by Assumption 2.3, we have







j|a j|→ 0 as T → ∞.8 By adding and subtracting,
the second term can be bounded as∥∥∥∥Σ̂−1(q, k̂r) −Σ−1(q)∥∥∥∥ ≤ ∥∥∥∥F̂ (q, k̂r) − F (q)∥∥∥∥ ∥∥∥∥Ŝ−1(q, k̂r)∥∥∥∥ ∥∥∥∥F̂ (q, k̂r)∥∥∥∥
+‖F (q)‖
∥∥∥∥Ŝ−1(q, k̂r) − S−1(q)∥∥∥∥ ∥∥∥∥F̂ (q, k̂r)∥∥∥∥+‖F (q)‖ ∥∥∥S−1(q)∥∥∥ ∥∥∥∥F̂ (q, k̂r) − F (q)∥∥∥∥ .
We prove ‖F̂ (q, k̂r) − F (q)‖ = op(1) (see (2.126) below) and ‖Ŝ−1(q, k̂r) − S−1(q)‖ =
op(1) subsequently. The remaining terms are bounded in probability, implying Theo-
rem 2.3. As Equation (A.49) in Cheng et al. (2015), we could write∥∥∥∥F̂ (q, k̂r) − F (q)∥∥∥∥ ≤ C √q max
1≤`≤q
∥∥∥â(`, k̂r) − a(`)∥∥∥ (2.119)
where â(`, k̂r) and a(`) are defined in (2.27) and (2.5), respectively. Note that[
â(`, k̂r) − a(`)
]′
ε̂t(`, k̂r) = η̂t+1(`, k̂r) − η̃t+1(`, k̂r),
where ε̂t(`, k̂r) =
[
ε̂t(k̂r), · · · , ε̂t−`+1(k̂r)
]′
is a `-dimensional vector containing residu-
8The condition (2.12) in Lemma 2 of Cheng et al. (2015) requires sup−∞<t<∞ E(η
S
t |Ft−1) ≤ CS ,
where S > 4. However, this lemma is later used to prove their Theorem 3 which replaces the
original condition by E(η2rt |Ft−1) ≤ C2r with r ≥ 2. In other words, taking r = 2 (Assumption
2.3) is sufficient. One could also refer to Lemma S4 by Lin and Reuvers (2020b).
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als in a reversed-order and
η̂t+1(`, k̂r) = ε̂t+1(k̂r) − a(`)′ε̂t(`, k̂r), η̃t+1(`, k̂r) = ε̂t+1(k̂r) − â(`, k̂r)′ε̂t(`, k̂r).
(2.120)
By the first-order condition (2.27), we obtain
(
â(`, k̂r) − a(`)



















We now argue that the ` × ` matrix 1T−`
∑T−1
t=` ε̂t(`, k̂r)ε̂t(`, k̂r)
′ is asymptotically in-
vertible with probability 1. It suffices to prove 1T−q
∑T−1
t=q ε̂t(q, k̂r)ε̂t(q, k̂r)
′ is asymp-
totically invertible. Define εt(`) = (εt, · · · , εt−`+1)′. By triangular inequality∥∥∥∥∥∥∥ 1T − q
T−1∑
t=q
ε̂t(q, k̂r)ε̂t(q, k̂r)′ − E
(
εt(q)εt(q)′
)∥∥∥∥∥∥∥ ≤ Ia + Ib, (2.122)
where
Ia =
∥∥∥∥∥∥∥ 1T − q
T−1∑
t=q








 1T − q
T−1∑
t=q
































2= Op(q) using Markov’s inequality. By Lemma 2.11






1{dβ,0=0} + Op (qvT ) 1{dβ,0,0} = op(1). Moreover, a
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direct application of the First Moment Bound Theorem of Findley and Wei (1993) leads






= op(1). The detailed proof is omitted here as it can be also found
in Lemma 2 of Ing and Wei (2003), (A.45) of Cheng et al. (2015) and a multivariate
generalization in Lemma S2 of Lin and Reuvers (2020b). Plugging the results of Ia
and Ib in (3.43), we see 1T−q
∑T−1
t=q ε̂t(q, k̂r)ε̂t(q, k̂r)
′ = E (εt(q)εt(q)′) + op(1), where
E (εt(q)εt(q)′) is a leading principal submatrix ofΣ and is thus invertible. Moreover,
we first make a claim for RHS in (2.121),
max
1≤`≤q









1{dβ,0=0} + Op (qvT ) 1{dβ,0,0}. (2.124)




t=` ε̂t(`, k̂r)ε̂t(`, k̂r)
′, (2.121) and (2.124),
max
1≤`≤q
∥∥∥â(`, k̂r) − a(`)∥∥∥
≤
∥∥∥∥∥∥∥

















1{dβ,0=0} + Op (qvT ) 1{dβ,0,0}, (2.125)
and eventually by (2.119), (2.125) and Assumption 2.5,




 1{dβ,0=0} + Op (√q3v2T ) 1{dβ,0,0} = op(1). (2.126)
We now return to show the claim (2.124), note that max1≤`≤q
∥∥∥ 1T−` ∑T−1t=` η̂t+1(`, k̂r)ε̂t(`, k̂r)′∥∥∥ ≤
IIa + · · · + IId, where
IIa = max
1≤`≤q






∥∥∥∥∥∥ 1T − ` T−1∑
t=`
(̂














∥∥∥∥∥∥ 1T − ` T−1∑
t=`
(̂
ηt+1(`, k̂r) − ηt+1(`)
) (
ε̂t(`, k̂r) − εt(`)
)′∥∥∥∥∥∥
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with ηt+1(`) = εt+1 − a(`)′εt(`) similarly as (2.120), and εt(`) is defined above (3.43).
By (A.31) in Cheng et al. (2015), which is based on Lemmas 3 and 4 of Ing and
Wei (2003), we have E
∥∥∥ 1T−` ∑T−1t=` ηt+1(`)εt(`)′∥∥∥2 ≤ C `T . By Chebyshev’s inequality,





























. Furthermore, if we write












ε̂t+1(` + 1, k̂r) − εt+1(` + 1)
)
, (2.127)



































































1{dβ,0=0} + Op (qvT ) 1{dβ,0,0}.














1{dβ,0,0}. Combining IIa to IId leads to (2.124).
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Finally, we consider ‖Ŝ−1(q, k̂r) − S−1(q)‖. Note that
‖Ŝ(q, k̂r) − S(q)‖ = max
{∣∣∣σ̂2(0, k̂r) − σ2(0)∣∣∣ , max
1≤`≤q
∣∣∣σ̂2(`, k̂r) − σ2(`)∣∣∣} .
By definition, the first term can be written as



























= Op(T−1/2)1{dβ,0=0} + Op (vT ) 1{dβ,0,0} = op(1). (2.129)
Moreover, as (A.53) in Cheng et al. (2015), using (2.120) and (2.121), we can write
max
1≤`≤q
∣∣∣σ̂2(`, k̂r) − σ2(`)∣∣∣ = max
1≤`≤q
∣∣∣∣∣∣ 1T − ` T−1∑
t=`





 1T − `
T−1∑
t=`
η̂t+1(`, k̂r)2 − σ2(`)








∣∣∣∣∣∣ 1T − ` T−1∑
t=`
η̂t+1(`, k̂r)2 − σ2(`)
∣∣∣∣∣∣ + C max1≤`≤q







For the first term, by definition, max1≤`≤q




∣∣∣∣∣∣ 1T − ` T−1∑
t=`
(̂
ηt+1(`, k̂r)2 − ηt+1(`)2
)∣∣∣∣∣∣ , IIIb = max1≤`≤q




We can use similar arguments for IIb and IIc below Equation (2.127) and obtain
IIIa ≤ C max
1≤`≤q
 1T − ` T−1∑
t=`
(̂






















1{dβ,0=0} + Op (qvT ) 1{dβ,0,0}.
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Moreover, using Lemma 6 of Ing and Wei (2005), we obtain
E
∣∣∣ 1T−` ∑T−1t=` ηt+1(`)2 − Eηt+1(`)2∣∣∣2 ≤ C(T − `)−1.9 It leads to IIIb = Op (√ qT
)
by
Chebyshev’s inequality. In summary, we have
max
1≤`≤q
∣∣∣∣∣∣ 1T − ` T−1∑
t=`







1{dβ,0=0} + Op (qvT ) 1{dβ,0,0}. (2.131)









1{dβ,0,0} according to (2.124.
Together with (2.131), from (2.130), we have
max
1≤`≤q
∣∣∣σ̂2(`, k̂r) − σ2(`)∣∣∣ = Op ( q√
T
)
1{dβ,0=0} + Op (qvT ) 1{dβ,0,0} = op(1). (2.132)
From (2.129) and (2.132), we see ‖Ŝ(q, k̂r) − S(q)‖ = op(1). The bound of the
difference between the inverses follows from ‖Ŝ−1(q, k̂r) − S−1(q)‖ ≤ ‖Ŝ(q, k̂r) −
S(q)‖ ‖Ŝ(q, k̂r)−1‖ ‖S(q)−1‖ = op(1). 
Appendix 2.D Feasible Generalized Least Squares
Proof of Proposition 3 We shall argue why the asymptotic results of infeasible GLS
continue to hold for feasible GLS in the order of Proposition 1, Theorem 2.1, Proposi-
tion 2 and finally Theorem 2.2. Since










k; γ̂k, f , Σ̂−1(q, k̂r)
)}
, (2.133)
we first decompose the difference between SSRs inside brackets into three key terms
as in Lemma 2.4. For convenience, if not explicitly mentioned, a notation with a hat
above indicates the feasible counterpart of infeasible one in previous sections. For
instance, ̂(XX)k, ̂(XE)k and ̂(EE)k are similarly defined as in Lemma 2.4 by replacing
Σ−1(q) with Σ̂−1(q, k̂r) in the constructions. We then write the difference term in
(2.133) into ̂(XX)k, ̂(XE)k and ̂(EE)k in the similar way of Lemma 2.4.
In order to mimic the proof of Proposition 1, we shall first obtain the inclusion result in
(2.97) for FGLS. This result requires Lemma 2.10 which is argued next. We observe
9Lemma 6 in Ing and Wei (2005) is valid for m.d.s. as assumed in Assumption 2.3, see their
Remark 5. A multivariate inequality can be found in Lemma S2 of Lin and Reuvers (2020b).
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that





















−1(q) and M̂k is the fea-




dk ≤ ‖M̂k −Mk‖ ‖dk‖
2=
op(1)‖dk‖2. If this is true, then we divide ̂(XX)k by δ3kv
6
T in both sides and apply (2.57)
in Lemma 2.6, obtaining similar result for ̂(XX)k as in Lemma 2.10. It suffices to





inequality implies ‖M̂k −Mk‖ ≤ Ia + Ib with Ia = ‖Σ̂−1(q, k̂r) −Σ−1(q)‖ = op(1) by
Theorem 2.3. Moreover,
Ib =














































and∥∥∥∥D−1/2T X ′kΣ̂−1(q, k̂r)XkD−1/2T −D−1/2T X ′kΣ−1(q)XkD−1/2T ∥∥∥∥
≤
∥∥∥∥Σ̂−1(q, k̂r) −Σ−1(q)∥∥∥∥ ∥∥∥D−1/2T X ′kXkD−1/2T ∥∥∥ = op(1), (2.134)
where both op(1) terms are uniform on ΓT . As a result, we have Ib = op(1) uniformly.
Combine the results of Ia and Ib for ‖M̂k −Mk‖, we deduce that
‖M̂k −Mk‖ = op(1), uniformly over k ∈ ΓT . (2.135)
Therefore, Lemma 2.10 is valid similarly for ̂(XX)k. With this validity, we find (2.97)
also holds for FGLS.
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With (2.97), we now need to show similar asymptotic results in (2.98) for FGLS. We
first mimic (2.98). Let P̂k = Σ̂−1(q, k̂r) − M̂k be the feasible projection matrix. We



















∣∣∣∣∣∣∣ = Op(1). (2.136)
The first part in (2.136) can be obtained by modifying the proof of Lemma 2.8. The
modification requires further notation Âq(L) = 1−
∑q
j=1 â j(q, k̂r)L
j, where we suppress
the dependence on k̂r without confusion. Similarly, for the case k > k0,
d′kΣ̂








Aq(L)dk,t + (Âq(L) − Aq(L))dk,t
][




Note that σ̂2(q, k̂r) = σ2(q) + op(1) by (2.132), and by ‖·‖1≤
√
q ‖·‖ and (2.125),
∣∣∣∣Âq(1) − Aq(1)∣∣∣∣ ≤ q∑
j=1
∣∣∣â j(q, k̂r) − a j(q)∣∣∣ ≤ √q ∥∥∥â(q, k̂r) − a(q)∥∥∥ = op(1). (2.138)
Consequently, supk∈VT (M0)
∣∣∣∣∣d′kΣ̂−1(q,k̂r)εδ3k v6T
∣∣∣∣∣ < M−10 σ̂−2(q, k̂r) (IIa + · · · + IId) = Op(1),
where we have IIa = supk∈VT (M0)



































































Similarly, we obtain IId = supk∈VT (M0)
∣∣∣(δ2kv4T )−1 ∑Tt=k0+1 [(Âq(L)−Aq(L))dk,t] [(Âq(L)−
Aq(L))εt
]∣∣∣ = op(1). The proof is similar for the case k < k0.
For the second part in (2.136), by the trace version of Cauchy-Schwarz inequal-




















By the consistency of BIAM and Weyl’s inequality (e.g. pages 40 and 46 in Tao
(2012)), the eigenvalues of Σ̂(q, k̂r) are bounded from infinity and below away from
zero in probability. Similar arguments below (2.98) imply ε′ P̂k
2
ε = Op(1) uniformly
over k ∈ ΓT . Using Lemma 2.6 for (d′kdk)





∣∣∣ = Op(1) as
expected for obtaining (2.136).
Finally, again using the property of bounded eigenvalues of Σ̂(q, k̂r), we see
supk∈VT (M0)
∣∣∣∣ ̂(EE)kδkv2T ∣∣∣∣ = Op(1) holds for ε′ P̂k0 ε − ε′ P̂k ε ∆= ̂(EE)k. Then Proposition 1
is immediately valid for k̂ f by (2.136).
We continue to argue that k̂ f has the limiting distribution in Theorem 2.1. Similarly,
we shall consider the properties of three key components ̂(XX)k, ̂(XE)k and ̂(EE)k.
Remember we have
̂(XX)k = (XX)k + op(1)‖dk‖2= d′kΣ
−1(q)dk + op(1) (2.139)
uniformly over k ∈ KT (M0) by (2.99). Next, we show ̂(XE)k = d′kΣ
−1(q)ε+ op(1) uni-
form on KT (M0). By (2.137), (2.138) and Lemma 2.1, straightforward modifications
of IIa to IId below (2.138) imply d′kΣ̂
−1(q, k̂r)ε = d′kΣ
−1(q)ε + op(1). Moreover,
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∥∥∥∥Σ̂−1(q, k̂r) −Σ−1(q)∥∥∥∥ ‖dk‖= op(1), (2.140)
we obtain D−1/2T X
′
kΣ̂





−1(q)dk + op(1) = op(1) by Lemma























t=1 [Âq(L)(t − k)1{t>k}]

[





−1(q)ε + op(1) = Op(1) (2.141)
for any k ∈ KT (M0). Using the results above and (2.134), we eventually have
̂(XE)k = d′kΣ̂






































 + op(1) = op(1),
we find ̂(EE)k = op(1). With (2.139) and (2.142), we finally deduce that
SSR
(











−1(q)ε + op(1) (2.143)
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which is equivalent with (2.100). Then Theorem 2.1 follows. Proposition 2 (asymptotic
equivalence) is a natural consequence of Theorem 2.1. Finally, by (2.111), (2.114),
(2.134), (2.140) and (2.141), we obtain D1/2T (γ̂k̂ f , f − γ0) = D
1/2
T (γ̂k̂ − γ0) + op(1).
Hence, Theorem 2.2 follows for γ̂k̂ f , f . 
Proof of Theorem 2.4 Recall the asymptotic equivalence between the difference of
infeasible SSR (2.100) and feasible SSR (2.143), the cubic polynomial transformation
T in (2.17) and G(s) in (2.107). By the definition of log-LR test and the continuous
mapping theorem,
LRT (k0) = SSR
(

































{2W(v) − |v|} ,
where the last step follows from the strict monotonicity of T. 
Appendix 2.E A Hájek and Rényi Inequality
The following result is a simple extension of Hájek and Rényi (HR) type of
inequality (see Proposition 1 of Bai (1994)) to allow for time trend.
Lemma 2.12 (HR Inequality)
Consider a linear process εt = C(L)ηt, where C(L) =
∑∞
j=0 c jL
j with c0 = 1
and
∑∞
j=0 j|c j|< ∞ and C(1) , 0, and {ηt} is a martingale difference sequence
with E(ηt|Ft−1) = 0 and E(η2t |Ft−1) = σ
2 almost surely. Let K j > 0, j =
1, 2, . . . , be a sequence of non-increasing sequence. For any α > 0,
P














where C0 < ∞ is a constant that only depends on c j’s.
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Proof By the Beveridge-Nelson decomposition (Lemma 2.1 in Phillips and Solo






k= j+1 ck and
∑∞
j=0|c̃ j|< ∞. Let η̃t = C̃(L)ηt. Since t∆η̃t = ∆(tη̃t) − η̃t−1, then∣∣∣∣∑ jt=1 tεt∣∣∣∣ ≤ ∣∣∣∣C(1) ∑ jt=1 tηt∣∣∣∣ + j|η̃ j|+ ∣∣∣∣∑ jt=1 η̃t−1∣∣∣∣. By the HR inequality for martingale
differences,
P













































2 by Minkowski’s inequality. Similarly, by Chebyshev’s
inequality and cr-inequality, we again obtain
P





















Take C0 = 27 max {C(1)2, (
∑∞
j=0|c̃ j|)
2}, then the lemma follows. 
Corollary 2.3




















 ≤ Cα2 1n .
Similarly, take K j = j−3/2, then
P






















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fully Modified GLS with an Application
to the Environmental Kuznets Curve
This chapter is based on the paper Lin and Reuvers (2020b).
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Chapter 3. Fully Modified GLS
Abstract
In this chapter, we develop the asymptotic theory of a Fully Modified Gen-
eralized Least Squares estimator for multivariate cointegrating polynomial
regressions. Such regressions allow for deterministic trends, stochastic trends
and integer powers of stochastic trends to enter the cointegrating relations. Our
fully modified estimator incorporates: (1) the direct estimation of the inverse
autocovariance matrix of the multidimensional errors, and (2) second order bias
corrections. The resulting estimator has the intuitive interpretation of applying
a weighted least squares objective function to filtered data series. Moreover,
the required second order bias corrections are convenient byproducts of our
approach and lead to standard asymptotic inference. We also study several
multivariate KPSS-type of tests for the null of cointegration. A comprehensive
simulation study shows good performance of the FM-GLS estimator and the
related tests. As a practical illustration, we reinvestigate the Environmental
Kuznets Curve (EKC) hypothesis for six early industrialized countries as in
Wagner et al. (2020).
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3.1 Introduction
In recent years, there has been an increasing interest in the theoretical properties
and theoretical justifications of nonlinear cointegrating relations. For theoret-
ical properties we refer to the textbook treatise by Wang (2015) , the recent
review article by Tjøstheim (2020), and the extensive references found in either
of them. Theoretical justifications are in some cases refinements of existing
economic theory, e.g. nonlinear cointegration among bond yields with different
times to maturity due to yield-dependent risk premia as discussed in Breitung
(2001), or nonlinear purchasing power parity due to transaction/transportation
costs and trade barriers (e.g. Hong and Phillips (2010)). In other cases, eco-
nomic theory postulates a nonlinear cointegrating relation from the outset. A
popular example of the latter is the Environmental Kuznets curve described in
Grossman and Krueger (1995).1
There are three branches of literature on the estimation of such nonlinear coin-
tegrating relations. First, the papers by Park and Phillips (1999) and Park and
Phillips (2001) are concerned with nonlinear cointegration analysis of a para-
metric form. Second, there is a literature on nonparametric kernel estimation
of nonlinear cointegrating equations, see for example Wang and Phillips (2009)
or Li et al. (2020). The third approach is reminiscent of a nonparametric sieve
estimation with power polynomial basis. That is, one estimates a cointegrat-
ing relation containing integer powers of integrated regressors. Wagner and
Hong (2016) named this a cointegrating polynomial regression (CPR). The
multivariate seemingly unrelated regressions extension is available in Wagner
et al. (2020). Our model specification builds on this Seemingly Unrelated
Cointegrating Polynomial Regression (SUCPR) setup.
We make two theoretical contributions to the literature on cointegrating poly-
nomial regressions. First, we propose the Fully Modified Generalized Least
1There is no direct reference to Kuznets in the original paper by Grossman and Krueger (1995).
But their nonlinear relations between environmental indicators and per capita GDP do
remind strongly of the inverted U-shaped between income inequality and economic growth
proposed by Kuznets (1901-1985). The term ‘environmental Kuznets curve’ was used later.
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Squares (FM-GLS) estimator. This estimator requires two main steps: (1)
It employs the inverse covariance matrix of the 2nT -dimensional innovation
vector, that is, the covariance matrix of the vector which stacks the n distur-
bances in the cointegrating equations and the n disturbances driving the I(1)
regressors over the time span T . The estimation of this inverse covariance
matrix is based on the Modified Cholesky Decomposition (MCD) originating
from Pourahmadi (1999). The approach is computationally simple because
the required quantities are obtained from the coefficients and prediction error
variances of best linear least squares predictors. In our setting this translates
into estimating multiple VAR models up to some maximum lag order q. Suf-
ficient conditions for consistency are provided. (2) We exploit the previous
results to correct the second-order biases, resulting in improved efficiency
and standard chi-square inference. Also note that the approach differs from
the linear cointegration results in Mark et al. (2005) and Moon and Perron
(2005) since our bias corrections do not rely on leads and lags augmentation.
Second, a multi-equation cointegration specification asks for a multivariate
cointegration test. Building upon the work by Choi and Saikkonen (2010), we
propose three such tests. The first test uses pre-filtered residuals to account for
serial correlation, whereas the other two are direct multivariate generalizations
of the KPSS-type of test in Wagner and Hong (2016). The estimator and
cointegration tests are subsequently studied by Monte Carlo simulation. In
our simulations, the FM-GLS estimator has a higher estimation accuracy and
its implied Wald test has better size control and higher size-adjusted power.
We find by simulation that prefiltering improves the size control of the cointe-
gration tests but has an adverse effect on power. In the empirical application
there is a surprisingly large spread in the widths of the confidence intervals. It
turns out that FM-SUR, and to a lesser degree FM-SOLS, underestimates the
parameter uncertainty compared to FM-GLS.
The plan of this chapter is as follows. Section 3.2 introduces the model and
the modified Cholesky block decomposition. This decomposition is the main
ingredient for the fully modified GLS estimator. The related asymptotic theory
and stationarity tests are discussed in Section 3.3 whereas a finite sample
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simulation study is presented in Section 3.4. The empirical application can
be found in Section 3.5 where we look at the environmental Kuznets curve.
Section 3.6 concludes. All proofs are collected in the Appendices.
Some words on notation. C denotes a generic positive constant. The inte-
ger part of the number a ∈ R+ is denoted by [a]. For a vector x ∈ Rn, its




When applied to a matrix, ‖A‖p signifies the induced norm defined by ‖A‖p=




and ‖A‖= (λmax (A′A))1/2 where λmax(·) is the largest eigen-
value. Similarly, λmin(·) denotes the smallest eigenvalue. The Frobenius norm
is denoted as ‖·‖F . The (n × n) identity matrix is written as In. The ith row or
ith column of an arbitrary matrix A are selected using coli(A) and rowi(A),
respectively. The Kronecker product is denoted “⊗”. We use the symbol “⇒”
to signify weak convergence and the symbol “ d=” for equality in distribution.
The stochastic order and strict stochastic order relations are indicated by Op(·)
and op(·).
3.2 The Model
As in Wagner et al. (2020), we study a system of seemingly unrelated cointe-
grating polynomial regressions (SUCPR), that is
yt = Z
′
tβ + ut, for t = 1, 2, . . . ,T, (3.1)
where the dependent variable yt := [y1t, y2t, . . . , ynt]′ and innovations ut :=
[u1t, u2t, . . . , unt]′ are (n × 1) random vectors. For the cross-sectional unit i, we
use as explanatory variables: (1) deterministic components such as an intercept
and polynomial time trends up to order di, and (2) integer powers of the I(1)
regressors xit up to degree si. Defining dit = [1, t, . . . , tdi]′, sit = [xit, . . . , x
si
it ],
and zit = [d′it, s
′
it]
′, we subsequently collect all explanatory variables in the
block diagonal matrix Zt = diag[z1t, . . . ,znt]. We are interested in the d-
dimensional parameter vector β where d =
∑n
i=1(di + si + 1). Overall, each
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cross-sectional unit in (3.1) specifies a single cointegrating relation containing
polynomials in deterministic and stochastic trends. For each i, the highest
orders of these polynomials, i.e. di and si, are assumed to be fixed and known.
We do not allow for cointegration in the cross-sectional dimension.
The innovation series {ut} is allowed to exhibit dependencies over time and
across series. We assume that these dependencies can be modeled by a station-





ut = ηt, (3.2)
(see Assumption 3.1 for further details). Efficient estimation of the parameter
vector β now requires the use of generalized least squares (GLS). Our Zellner
(1962)-type GLS estimator relies on the inverse of the (nT × nT ) matrixΣu =
E(uu′) where u = [u′1,u
′
2, . . . ,u
′
T ]
′. In this chapter, we directly estimate
Σ−1u using a multivariate extension of the modified Cholesky decomposition
by Pourahmadi (1999). This extension was named the Modified Cholesky
Block Decomposition (MCBD) by Kim and Zimmerman (2012) and Kohli et al.
(2016). The latter papers used the MCBD to parametrize the covariance matrix
of multivariate longitudinal data. As in Beutner et al. (2021), we use the MCBD
for the time series application mentioned above, i.e. the computation ofΣ−1u .












S(`) = E [ut −A1(`)ut−1 − · · · −A`(`)ut−`]
× [ut −A1(`)ut−1 − · · · −A`(`)ut−`]′ , (3.4)
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where S(0) = E(utu
′






where Su = diag
(














On×n, i < j,
In, i = j,
−Ai− j(i − 1), 2 ≤ i ≤ T, 1 ≤ j ≤ i − 1,
(3.6)
and theA j(i) follow from the partitioningA(`) = [A1(`), . . . ,A`(`)].
Weak stationarity of {ut} implies that the block elements of Mu being far
below the main diagonal are small. This suggests a banding approach in which
small elements are replaced by zeros. More specifically, we construct a Banded






where q  T is called the banding parameter, Su(q) andMu(q) are block ma-
trices given by Su(q) = diag
(













On×n, i < j or {q + 1 < i ≤ T, 1 ≤ j ≤ i − q − 1}
In, i = j
−Ai− j(i − 1), 2 ≤ i ≤ q, 1 ≤ j ≤ i − 1
−Ai− j(q), q + 1 ≤ i ≤ T, i − q ≤ j ≤ i − 1.
(3.8)
Example 3.1
Consider a stationary n-dimensional VAR(3) process specified as
ut =
∑3
j=1A jut− j + ηt with ηt
i.i.d.
∼ (0,Σηη). For T = 4, the MCBD
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uMu is based on
Mu =
 In O O O−A1(1) In O O−A2(2) −A1(2) In O
−A3 −A2 −A1 In
 , Su =  S(0) S(1) S(2)
Σηη
 . (3.9)
Alternatively, with banding parameter q = 2, the related banded inverse






 In O O O−A1(1) In O O−A2(2) −A1(2) In O
O −A2(2) −A1(2) In
 , Su(2) =  S(0) S(1) S(2)
S(2)
 . (3.10)
The model of (3.1) can be stacked over time to yield the representation y =
Zβ + u with y = [y′1,y
′
2, . . . ,y
′
T ]
′, Z = [Z1,Z2, . . . ,ZT ]′ and u as before.







A discussion on the properties of this infeasible estimator is informative be-
cause: (1) the incurred estimation error of an appropriately constructed esti-
mator Σ̂−1u (q) will be asymptotically negligible, and (2) we can suppress the
effect of banding by letting q increase with sample size.
Two remarks related to β̂GLS are instructive. First, the GLS estimator differs
from the usual least squares estimator β̂OLS := (Z′Z)−1Z′y by a weigh-
ing with the inverse covariance matrix Σ−1u (q). It is well documented in
standard econometric textbooks (e.g. chapter 7 of Davidson and MacKin-
non (2004)) that this weighing may lead to substantial efficiency gains. Sec-
ond, it is illustrative to substitute the Modified Cholesky Decomposition of
Σ−1u (q) into the definition of this infeasible GLS estimator. The result is
β̂GLS = (Z′f iltS
−1
u (q)Z f ilt)
−1Z′f iltS
−1
u (q)y f ilt where Z f ilt = Mu(q)Z, and
y f ilt = Mu(q)y. The premultiplications byMu(q) have the effect of filter-
ing and take care of serial correlation. S−1u (q) applies scaling and rotation
to account for the correlations between the series. The following univariate
autoregressive setting exemplifies this intuition.
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Example 3.2
A linear trend model yt = βt + ut has AR(1) innovations ut = ρut−1 + ηt where
ηt
i.i.d.
∼ (0, σ2) and |ρ|< 1. Taking n = 1, the expressions of Example 3.1 are






























and a similar transformation for the linear trend. The implied GLS estimator
coincides with the estimator from Prais and Winsten (1954).
3.3 Asymptotic Theory
In this section, we present the asymptotic results. More specifically, we derive:
(1) the limiting distribution of the GLS estimator, (2) the fully modified GLS
(FM-GLS) estimator that corrects for second order bias terms, (3) a Wald
test statistic, and (4) several multivariate KPSS-type of tests for the null of
cointegration. We will also compare this FM-GLS estimator with the two
fully modified estimators defined in Proposition 1 of Wagner et al. (2020).
The following assumption will facilitate the development of the asymptotic
theory.
Assumption 3.1 (Innovation Processes)
The innovations processes in the model satisfy the following assumptions:





′ is an independent and identically distributed







 0 and E(‖ζt‖2r) ≤ Cr < ∞ for
some constant Cr > 0 and some r > 2.
(b) det (A(z)) , 0 for all |z|≤ 1 and
∑∞
j=0 j‖A j‖F< ∞.
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(c) ∆xt = vt admits the VAR(∞) process D(L)vt = εt, where D(L) = In −∑∞
j=1D jL
j. Moreover, det (D(z)) , 0 for all |z|≤ 1 and
∑∞
j=0 j ‖D j‖F< ∞.
The stationary VAR(∞) specifications for {ut} and {vt} are natural given the
linear minimum MSE predictor formulae that underly the definitions of the
MCBD and BIAM. Moreover, the conditions in Assumption 3.1 ensure that the
lag polynomialsA(L) andD(L) are invertible (see for example Theorem 7.4.2
of Hannan and Deistler (2012)), thereby showing that our Assumption 3.1 is
similar to the linear processes assumptions that are regularly adopted in the
literature on nonlinear cointegration, cf. Choi and Saikkonen (2010), Wagner
and Hong (2016), and Wagner et al. (2020). The assumption det (D(1)) , 0
rules out cointegration among the components of {xt}.









where Bζ denotes an 2n-dimensional






3.1(b)-(c) justify the use of the Beveridge-Nelson decomposition (Phillips and
Solo (1992)). A functional central limit theorem for linear processes is thus










ξt ⇒ Bξ(r) ≡
Bu(r)
Bv(r)















 = A(1) OO D(1)
−1 Σηη Σηε
Σεη Σεε
 A(1)′ OO D(1)′
−1 .
(3.13)
Apart from this long-run covariance matrixΩ, we also introduce the one-sided










motion defined by Bu.v = Bu −ΩuvΩ
−1
vv Bv is by construction orthogonal to





We start our analysis assuming that the (nT × nT ) covariance matrix Σu(q)
is a known quantity for each q. The modified Cholesky block decomposition
of page 94 can now be used to derive the limiting distribution of this infea-
sible GLS estimator. A insightful exposition of our results requires further
notation.
(a) Introduce scaling matrices: Gdi,T := T
−1/2 diag[1,T−1, . . . ,T−di] for
the time trends, and Gsi,T := T
−1/2 diag[T−1/2,T−1, . . . ,T−si/2] for the
stochastic trends. Moreover, we define GT := diag
[








(b) Let di(r) :=
[















]′. Define d × n block-diagonal random matrix











Finally, we useBv j as shorthand notation for the j
th component ofBv.
Theorem 3.1 (Limiting Distribution of the infeasible GLS Estimator)
If Assumption 3.1 holds, and if q = q(T ) satisfies 1q +
q






































The limiting result in (3.14) coincides with the limiting distribution of the
MSUR estimator, β̃MS UR :=
(
Z′(IT ⊗ Ω̂−1uu )Z
)−1 (
Z′(IT ⊗ Ω̂−1uu )y
)
, as re-
ported in Wagner et al. (2020), see their Proof of Proposition 1. The equiva-
lence of these limiting distributions is caused by the facts that: (1) applying
a linear filter to an integrated series only affect its long-run variance (e.g.
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Phillips and Park (1988)), and (2) the previous statement remaining true when





vv dBv(r) and B in (3.14) reflect the presence of second or-
der bias terms caused by serial correlation and endogeneity. In Section 3.3.3,
we introduce the fully modified (FM) correction that adjust these bias terms
and leads to standard inference. We first introduce a feasible version of the
GLS estimator.
3.3.2 Consistent Estimation of Σ−1u (q) and Feasible GLS
Up to this point, we have discussed the infeasible estimator β̂GLS . A feasible
GLS approach requires a consistent estimator of the (nT × nT ) matrixΣ−1u (q).
Several authors, e.g. Wu and Pourahmadi (2009) and McMurry and Politis
(2010), have constructed consistent estimators of large covariance matrices
using banding or tapering to reduce the number of unknown parameters. Direct
usage of their results poses two difficulties because: (1) numerical inversion of
large matrices is computationally expensive for large nT , and (2) matrix inver-
sion might even be impossible because the estimated covariance matrix cannot
be guaranteed to be positive definite. In the light of the such considerations,
we will estimate Σ−1u (q) directly and ensure it to be positive definite. The
approach is the sample counterpart of the BIAM described on page 95. That
is, we replace true innovations by first stage OLS residuals ût = yt −Ztβ̂OLS ,
and subsequently minimise a sample moment in estimated residuals rather than
the population mean squared forecasting error. This method was previously
used by Cheng et al. (2015) and Ing et al. (2016) for univariate time series. For
a multivariate time series, we define
Â(`) =
[



















ût − Â1(`)ût−1 − · · · − Â`(`)ût−`
]′
, (3.16)




t . Similarly to (3.7)-(3.8),










Ŝ(0), Ŝ(1), . . . , Ŝ(q), . . . , Ŝ(q)
)
, and obtain the implied
multivariate BIAM estimator as






For û = [û′1, . . . , û
′
T ]
′ and u = [u′1, . . . ,u
′
T ]
′, assume ‖û − u‖2= Op(1).
Assumption 3.3
Assume q = qT satisfies 1qT +
q3T
T → 0 as T → ∞.
Assumption 3.2 requires the residuals to be sufficiently close to the true in-
novations. It is a rather mild assumption and it is satisfied if residuals are
computed by least squares. Assumption 3.3 places constraints on the banding
parameter qT . First, Assumption 3.3 requires the banding parameter to diverge
with sample size. This ensures that no nonzero elements are (asymptotically)
set to zero. Moreover, the assumption q3T/T → 0 establishes an upper bound
for the growth rate of qT . The definition of Â(`), see (3.15), shows that we are
fitting a vector autoregression (VAR) of increasing lag order to the residuals.
Identical rate requirements are reported by Lewis and Reinsel (1985) when they
derive consistency and asymptotic normality results when finite VAR models
are fitted to infinite order VAR processes. The following theorem shows the
consistent estimation ofΣ−1u and implies that the infeasible and feasible GLS
estimator have the same limiting distribution.
101
Chapter 3. Fully Modified GLS
Theorem 3.2 (Consistent Estimation ofΣ−1u )












3.3.3 Fully Modified Inference
The asymptotic results of Theorem 3.1 is not immediately useful for statistical
inference. There are two difficulties. First, the second order bias dislocates
the limiting distribution which can translate into substantial finite sample bias.
This leads to a loss in efficiency. Second, possible dependencies between the
Brownian motions Bu and Bv cause the limiting distribution to depend on
nuisance parameters. Critical values would therefore be nuisance parameter
dependent as well.
These two issues have received extensive attention in the linear cointegration
literature. A (non-exhaustive) list of solution methods is: joint modeling as in
Phillips (1991), Saikkonen’s (1992) dynamic least squares, and the integrated
modified OLS and fixed-b approaches by Vogelsang and Wagner (2014). We
rely on the fully modified (FM) approach advocated by Phillips and Hansen
(1990) and Phillips (1995). The idea is a twofold modification of the estimator:
(1) second order bias terms are subtracted, and (2) a transformation of the
dependent variable is introduced to obtain a zero-mean Gaussian mixture limit-
ing distribution. Recently, Wagner et al. (2020) have proposed two estimators
within the framework of seemingly unrelated cointegrating polynomial regres-
sions. These estimators, FM-SOLS and FM-SUR, rely on kernel estimators
of the one- and two-sided long-run covariance matrix (see Theorem 3.3). As
such, we introduce the following assumption.
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Assumption 3.4 (Consistent Estimation of Long-run Covariance Matri-
ces)
Ω̂ and ∆̂ are consistent kernel estimators of the long-run covariance matrix
Ω and the one-sided long-run covariance matrix∆, respectively.
Andrews (1991) and Newey and West (1994) use kernel estimators for long-run
covariance estimation. Their method involves the calculation of weighted sums
of the autocovariance matrices of the residuals. These weights are determined
by a kernel function and bandwidth parameter. Our Assumption 3.4 is easily
satisfied by imposing suitable conditions on the kernel function and bandwidth
parameter. We refer to Phillips (1995) and Jansson (2002) for an enumeration
of such conditions.
Alternatively, we can obtain consistent one- and two-sided long-run covari-
ance estimators within the BIAM framework of Section 3.3.2.2 This ap-
proach resembles Berk (1974). The GLS estimator and its FM counter-
part are thus constructed within a single framework. The estimators are
as follows. For all t = 1, 2, . . . ,T , we first stack ût and ∆xt = vt in the
2n-dimensional vector ξ̂t = [û′t ,∆x
′
t]
′. Since the BIAM estimator is fit-
ting VAR processes up to order qT , we will use the estimated VAR(qT )
approximations to define the long-run covariance estimators. For Ω, the















Σ̂qT = Ŝ(qT ) and F̂ j(qT ) denote respectively the estimated prediction er-
ror variance and the coefficient matrix of the jth lag when a VAR(qT ) is





t+h). It is thus intuitive to approximate this quantity by a finite
sum of estimated covariance matrices of {ξ̂t}Tt=1. These covariance matrices are
nothing but subblocks of the matrix Σ̂
ξ
(qT ) = M̂
−1




2An overview of the procedure is given here. Appendix D provides further details.
3We use Σξ to denote the (2nT × 2nT ) matrix E(ξξ′) where ξ = [ξ′1, ξ
′




matrices M̂ξ(q) and Ŝξ(q) are defined similarly to respectively M̂u(q) and Ŝu(q) (see
page 101). The matrix M̂ξ(qT ) is lower triangular with identity matrices on the main
diagonal. Therefore, its matrix inverse exists and is fast to compute.
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We therefore use
∆̂qT ,rT = Q
′
rT Σ̂ξ(qT )Q1 (3.19)
whereQr = [O2n×2n, · · · ,O2n×2n, I2n, · · · , I2n]′ is an (2nT × 2n) block matrix
of zeros of which the last r blocks have been replaced by identity matrices. To
ensure consistency, we place the following rate restriction on the number of
included autocovariance matrices.
Assumption 3.5




T → 0, and rT = O(qT ).
Definitions and limiting results for FM estimators are presented in Theorem
3.3. The FM-SOLS, FM-SUR and FM-GLS estimator all depend on estimators
for∆ andΩ. It is only the consistency of these estimators that is relevant for
the asymptotic analysis, not whether the kernel or BIAM approach is employed.
As such, we will not complicate notation by introducing additional notation to
indicate whether the kernel or BIAM approach is used. In subsequent theorems,
simulation results and the empirical application we will use kernel estimators
for FM-SOLS and FM-SUR, and the BIAM approach for FM-GLS. This seems
to be the logical choice for these estimators.
Theorem 3.3










, for i =
1, . . . , n. Also, define the (n×n) matrix ∆̂+vu as the (implied) consistent estimator
of∆+vu = ∆vu −∆vvΩ
−1
vv Ωvu.




)−1 (Z′y+ − Â ) , (3.20)
where y+ := [y+′1 ,y
+′
2 , . . . ,y
+′
T ]
′ with y+t = yt − Ω̂uvΩ̂
−1
vv ∆xt, and Â :=
[Â′1, . . . , Â
′
n]
′ with Âi = ∆̂+viui b̂i and ∆̂
+
viui being the i
th element on the
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main diagonal of ∆̂+vu. If Assumptions 3.1 and 3.4 hold, then
G−1T
(































sumptions 3.1 and 3.4 hold, then
G−1T
(

















′(IT ⊗ Ω̂−1uu Ω̂uvΩ̂−1vv )v − B̂+] ,
(3.24)
where v := [∆x′1, . . . ,∆x
′
T ]

















































The FM-GLS estimator is new to the seemingly unrelated CPR literature,
whereas the FM-SOLS and FM-SUR estimators have recently appeared in
Wagner et al. (2020). Theorem 3.3 indicates that all three estimators have
a zero-mean Gaussian mixture limiting distribution implying that standard
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inference is applicable for each. However, we also see from Theorem 3.3
that the limiting distributions are generally different because different types of
weighing are used in the construction of the estimators.4
For completeness, we also detail how the FM-GLS estimator can be used
to test linear hypotheses. A formal presentation of such a result is more
involved because of the different convergence rates of the individual parameter
estimators. That is, the parameters with the lowest convergence rate will
dominate the asymptotic distribution and one should take care to avoid a
degenerate limiting distribution. We will rule out such complications by
considering hypothesis tests on individual parameters.5 Therefore, let R
denote a (k × s) selection matrix in which every row contains a single 1 and
zeros otherwise. The null hypothesisRβ = r can be tested using the standard
chi-squared limiting distribution of the Wald statistic (Theorem 3.4). These
tests are practically relevant. For example, exclusion restrictions of the type
Rβ = 0 allow us to test whether the cointegrating relation is linear.
Theorem 3.4
Consider the null hypothesis H0 : Rβ = r, which imposes k linearly inde-









































4There are special cases in which some (pairs of) estimators become asymptotically equivalent.
For example, if n = 1, then all estimators are asymptotically equivalent because the
weighting matricesΩ−1u.v andΩ
−1
uu are now scalars. Also, under exogeneity, we haveΩuu =
Ωu.v and the FM-SUR an FM-GLS estimators share the same limiting distribution.
5For general linear hypothesis, we refer the reader to Sims et al. (1990) where a reordering
based on convergence rates is used to establish the limiting distribution of the Wald F
statistic for general linear hypothesis. The same approach is applicable in our setting but we
will not explore this in greater detail.
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3.3.4 Testing the Null of Cointegration
Stationarity tests are used to avoid spurious regressions and to verify the
correct specification of the cointegrating relation. To test for stationarity of
the seemingly unrelated cointegrating polynomial regressions (SUCPR) errors,
we combine the test statistic from Nyblom and Harvey (2000) with the sub-
sampling approach found in Choi and Saikkonen (2010) and Wagner and Hong












that is, a vector of length nb stacking the cumulative sums of {x j, . . . ,x j+b−1}.
If the innovations {ut}Tt=1 were known, we could use the full-sample KPSS-type
















to test for stationarity of the innovations. Under the null of stationarity, this
test statistic would converge weakly to
∫ 1
0 ‖W (r)‖
2dr withW (r) denoting an
n-dimensional standard Brownian motion. This limiting distribution is free of
nuisance parameters and the cumulative distribution function is available as a
series expansion derived in Appendix C.
The innovations u1, . . . ,uT are only available when cointegrating relations are
pre-specified. If these coefficients are estimated, then this additional parameter
uncertainty will contaminate the limiting distribution with nuisance parame-
ters.6 The idea behind the subsampling approach is to construct a test statistic
incorporating b = bT residuals while computing parameter estimators from all
T observations. If bT increases slowly with sample size, then the parameter
estimation error will be negligible relative to the randomness in the errors and




6There are exceptions. Shin (1994) reports a nuisance parameter free limiting distribution for
a single-equation linear cointegrating relation. This remains true if only a single integrated
variable enters the cointegrating regression with a higher power, see Proposition 5 in Wagner
and Hong (2016).
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The three KPSS-type of test are based on the following residuals: û+t,S OLS =
y+t −Ztβ̂
+
S OLS , û
+




S UR, and ût,FGLS = yt −Ztβ̂
+
















for i ∈ {S OLS , S UR}, and
KBIAMj,bT = b
−2
T ϕ j,bT ({ûFGLS })
′Σ̂−1u (qT , bT )ϕ j,bT ({ûFGLS }), (3.29)
where Σ̂−1u (qT , bT ) is the (nbT × nbT ) submatrix of Σ̂−1u (qT ) obtained by
selecting the rows and columns related to all time indices in the set {n(T −
bT ) + 1, n(T − bT ) + 2, . . . , nT }. The test statistic in (3.29) fits naturally into
the FM-GLS estimation framework.
Theorem 3.5
Let the assumptions from Theorem 3.3 hold.
(a) If 1bT +
bT




‖W (r)‖2dr, 1 ≤ j ≤ T−bT +1, for i ∈ {S OLS , S UR}.
(b) If qTbT +
bT






2dr for any 1 ≤ j ≤
T − bT + 1.
A sample of size T allows for up to M = bT/bT c series of nonoverlapping
blocks of residuals of length bT . Similarly to Choi and Saikkonen (2010),
we apply the Bonferroni procedure to use all these series and thereby in-
crease power. The approach is applicable to any of the three test statistics
in Theorem 3.5. As such, we keep the notation general and use a generic
K j to denote a test statistic based on the jth subseries, j = 1, 2, . . . ,M. In
the Bonferrroni adjustment we compute Kmax = {K1,K2, . . . ,KM} and do
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K j > cα/M
)
= 1 − α and we
see that the type-I error is under control by α asymptotically.
Remark 3.1
We suggest to follow Choi and Saikkonen (2010) in terms of the implementation
of the subsampling approach. That is, the block size bT is selected using the
minimum volatility rule by Romano and Wolf (2001). For this particular block
size we subsequently select subsamples by taking non-overlapping blocks from
alternatively the start and the end of the sample.
Remark 3.2
The limiting results in Theorem 3.5 guarantee a correct asymptotic size. Our
simulations show (1) that these tests have power against various alternative
hypotheses and (2) that power increases with sample size. A theoretical
investigation of the power properties is outside of the scope of this chapter.
3.4 Simulations
We now study the finite sample performance of the estimators and stationarity
tests. First, we compare the FM-GLS estimator with the FM-SOLS and FM-
SUR estimators from Wagner et al. (2020). All long-run covariance matrices
are computed using a Bartlett kernel and the automatic bandwidth selection
approach due to Andrews (1991). For FM-GLS, the banding parameter qT
is selected using the subsampling and risk-minimization approach explained
in section 5 from Bickel and Levina (2008).7 Infeasible counterparts of the
estimator are constructed assuming the knowledge of the true serial correlation
and/or cross-sectional dependence pattern. These estimators are denoted by
infSOLS, infSUR, and infGLS. Second, we look at the cointegration tests. We
consider three test statistics: KS OLS and KS UR use the residuals as in (3.28),
7More details concerning the implementation can be found in appendix.
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whereas KBIAM employs the pre-filtered residuals from (3.29). All tests are
implemented with minimum volatility block size selection and Bonferroni
correction.
We consider T ∈ {100, 200, 500} and n ∈ {3, 5}. All tests are performed at a
nominal significant level of 5%. For stationary processes, a presample of 200
observations is used to remove the influence of the starting values. All results
are based on 2.5 × 104 Monte Carlo replicates.
3.4.1 Monte Carlo Designs
We generate data according to a quadratic seemingly unrelated CPR. That is,
we adopt the DGP in (3.1) with zit = [1, t, xit, x2it]
′. The integrated variables
satisfy x0 = 0 and ∆xt = vt. We explore two error processes.
Setting A (Errors as in Wagner et al. (2020)): As a benchmark, we revisit
the simulation setting in Wagner et al. (2020) and generate innovations by








1 ρ · · · ρ





ρ ρ · · · 1

(3.31)
is a symmetric Toeplitz matrix. The parameter ρ1 controls the level of serial
correlation and ρ2 measures the degree of endogeneity. The parameters ρ3 and
ρ4 indicate the extent of correlation across equations induced through εt and et,
respectively. For simplicity, we assume identical values ρ1 = ρ2 = ρ3 = ρ4 =




βi = [1, 1, 5, βi,4]′ with βi,4 = −0.3, i = 1, . . . , n.
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Setting B (VARMA Errors): To further investigate the importance of serial
correlation, we consider a second specification of the innovation process:
ut = Λ1ut−1 + ηt +Λ2ηt−1, vt = Λ3vt−1 + εt, (3.32)




∼ N(0,Σ(θ)) and Σ(θ) ∈ R2n×2n as
in (3.31) but with parameter θ. The matrices Λi (i = 1, 2, 3) are generated
independently and similarly to Chang et al. (2004). That is, we take the
following three steps:
(a) Generate an n× n random matrixUi from U[0, 1] and construct the orthog-




(b) Generate n eigenvalues λi1, . . . , λin
i.i.d.
∼ U[λ, λ̄].
(c) Let Li = diag (λi1, . . . , λin) and compute Λi = HiLiH
′
i .
The parameter θ ∈ {0.3, 0.5} governs regressor-error correlation and cross-
equation correlation. The amount of serial correlation is specified through λ
and λ̄. The three scenarios (λ, λ̄) ∈ { (0.1, 0.5) , (0.5, 0.8) , (0.8, 0.95) } steadily
increase the autocorrelation in the generated data.
Setting C (Cointegration Tests): We continue to construct innovations ac-




∼ N(0,Σ(θ)) with θ = 0.3, and
we construct the matrices Λ2 and Λ3 using (λ, λ̄) = (0.1, 0.5). The eigenvalues
ofΛ1 are varied to explore both size and power properties. We always estimate
a quadratic seemingly unrelated CPR.
Size DGP. Take the eigenvalues ofΛ1 as before. That is, take λ11, . . . , λ1n
i.i.d.
∼
U[λ, λ̄] with (λ, λ̄) ∈ {(0.1, 0.5) , (0.5, 0.8) , (0.8, 0.95)}.
Power DGP1. We set λ1 j = 1 for 1 ≤ j ≤ J1 and generate λ1 j
i.i.d.
∼ U[0.1, 0.5]
for J1 + 1 ≤ j ≤ n. The integer J1 ∈ {1, 2, n} represents the number of
unit roots in {ut}.
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Power DGP2. The eigenvalues of Λ1 are sampled as
λ11, . . . , λ1n
i.i.d.
∼ U[0.1, 0.5], and the first J2 ∈ {1, 2, n}
series follow a cubic SUCPR specification:
yit =




it + uit, 1 ≤ i ≤ J2,
1 + t + 5xit − 0.3x2it + uit, J2 + 1 ≤ i ≤ n.
Power DGP3. We again take λ11, . . . , λ1n
i.i.d.




s=1 uis, 1 ≤ i ≤ J3,
1 + t + 5xit − 0.3x2it + uit, J3 + 1 ≤ i ≤ n,
where J3 ∈ {1, 2, n} represents for the number of equations that specify a
spurious relation.
Overall, the Power DGPs 1-3 consider: missing I(1) regressors, omitted higher
order powers of the I(1) regressor xit, and spurious regressions, respectively.
3.4.2 Discussion of the Simulation Results
Tables 3.1 and 3.2 report the empirical mean squared error (MSE) for both
feasible and infeasible estimators. As results are qualitatively similar across
equations, we only report on the estimators for β1,4 (the coefficient in front of
x21t). The column with FGLS contains the numerical value of the MSE and the
MSEs of all other estimators are expressed relative to this benchmark. Values
above 1 indicate a better performance of FM-GLS.
The FM-GLS estimator generally has the lowest MSE among all feasible
estimators. These efficiency gains are small at low levels of endogeneity
and serial correlation, but become sizeable at higher levels. Moreover, the
Monte Carlo outcomes for the infeasible estimators indicate that these gains
remain when the estimators are informed about the true endogeneity and serial
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Table 3.1: Empirical MSE for the coefficient βi,4 of x2it with i = 1 under error Setting
A. The column labeled FGLS contains the numerical value of the MSE of feasible
FM-GLS. Other MSEs are expressed relative to this benchmark. Values above 1
indicate a better performance of feasible FM-GLS.
n = 3 n = 5
ρ SOLS SUR FGLS infSOLS infSUR infGLS SOLS SUR FGLS infSOLS infSUR infGLS
T = 100
0 0.999 1.048 3.56E-05 0.937 0.937 0.937 0.988 1.047 3.81E-05 0.894 0.894 0.894
0.3 1.170 1.077 5.50E-05 1.098 0.959 0.907 1.186 1.064 5.43E-05 1.090 0.899 0.851
0.6 2.166 1.474 7.09E-05 2.017 1.180 0.864 2.260 1.426 6.85E-05 2.025 1.046 0.785
0.8 5.247 2.607 7.51E-05 6.547 2.474 0.878 5.720 2.589 7.40E-05 6.591 1.984 0.676
T = 200
0 1.012 1.042 4.09E-06 0.961 0.961 0.961 1.019 1.069 4.25E-06 0.939 0.939 0.939
0.3 1.146 1.043 6.64E-06 1.101 0.960 0.942 1.216 1.069 6.62E-06 1.124 0.937 0.907
0.6 2.045 1.295 1.01E-05 1.920 1.101 0.906 2.222 1.345 9.37E-06 2.032 1.056 0.851
0.8 5.206 2.434 1.29E-05 5.502 1.971 0.916 6.197 2.701 1.11E-05 6.106 1.778 0.813
T = 500
0 1.013 1.028 2.41E-07 0.988 0.988 0.988 1.016 1.039 2.55E-07 0.973 0.973 0.973
0.3 1.195 1.054 4.03E-07 1.162 0.998 0.975 1.224 1.052 4.02E-07 1.176 0.978 0.961
0.6 1.877 1.154 7.45E-07 1.789 1.054 0.952 2.142 1.217 6.49E-07 1.993 1.023 0.914
0.8 4.158 1.771 1.26E-06 4.011 1.456 0.935 5.341 2.031 1.03E-06 5.038 1.394 0.880
correlation properties. It is thus the GLS weighting of the data that improves
estimation accuracy.
There is one particular instance in Table 3.2 in which the performance of
the FM-GLS estimator has a high MSE, namely the case of high persistency
(λ, λ̄) = (0.8, 0.95), high endogeneity θ = 0.5, and small sample size T = 100.
This is caused by an inaccurate BIAM estimator resulting from the combination
of a small sample size, high endogeneity, and high persistency. The problem
disappears when T increases.
The subsequent set of simulations evolves around hypothesis testing, see Table
3.3 and Figures 3.1-3.3. The errors are simulated using Setting A and we use
the following Wald-type test statistics: the Wald-SOLS and Wald-SUR tests as
developed in Proposition 2 in Wagner et al. (2020), and the Wald-FGLS test
from Theorem 3.4. We consider: (i) the single equation test H0 : β1,4 = −0.3
against the two-sided alternative H1 : β1,4 , −0.3, and (ii) the joint test
H0 : β1,4 = β2,4 = . . . = βn,4 = −0.3 against the alternative which rejects when
at least one coefficient is unequal to −0.3.
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Table 3.2: Empirical MSE for the coefficient βi,4 of x2it with i = 1. under error Setting
B. For further explanations see caption for Table 3.1.
n = 3 n = 5
(λ, λ̄) T SOLS SUR FGLS infSOLS infSUR infGLS SOLS SUR FGLS infSOLS infSUR infGLS
Panel A: Low endogeneity θ = 0.3
(0.1, 0.5)
100 1.290 1.270 9.46E-05 1.270 1.131 0.865 1.256 1.275 9.51E-05 1.215 1.052 0.822
200 1.216 1.163 1.27E-05 1.191 1.077 0.916 1.220 1.164 1.22E-05 1.201 1.038 0.896
500 1.137 1.088 8.58E-07 1.133 1.033 0.961 1.159 1.106 7.65E-07 1.151 0.997 0.936
(0.5, 0.8)
100 1.790 1.825 3.99E-05 1.792 1.522 0.638 1.812 1.896 3.81E-05 1.802 1.431 0.594
200 1.677 1.681 4.91E-06 1.597 1.408 0.763 1.682 1.645 4.73E-06 1.581 1.271 0.733
500 1.467 1.404 3.34E-07 1.392 1.248 0.897 1.522 1.415 3.01E-07 1.432 1.185 0.864
(0.8, 0.95)
100 0.123 0.136 1.48E-04 0.212 0.145 0.022 0.001 0.001 2.67E-02 0.002 0.001 0.000
200 2.257 2.322 8.59E-07 2.537 1.986 0.517 1.622 1.577 1.04E-06 2.218 1.343 0.366
500 2.098 2.050 5.47E-08 2.021 1.686 0.703 2.031 2.014 4.90E-08 1.964 1.394 0.632
Panel B: High endogeneity θ = 0.5
(0.1, 0.5)
100 1.327 1.269 7.48E-05 1.579 1.230 0.899 1.335 1.299 7.26E-05 1.825 1.211 0.817
200 1.232 1.161 9.91E-06 1.394 1.131 0.949 1.269 1.225 9.26E-06 1.653 1.166 0.886
500 1.179 1.091 6.66E-07 1.297 1.079 0.980 1.162 1.093 5.99E-07 1.464 1.071 0.942
(0.5, 0.8)
100 1.880 1.892 3.08E-05 2.732 1.861 0.661 1.850 1.833 3.05E-05 3.170 1.718 0.575
200 1.793 1.727 3.72E-06 2.132 1.610 0.798 1.713 1.639 3.76E-06 2.143 1.381 0.697
500 1.480 1.370 2.62E-07 1.678 1.299 0.941 1.577 1.461 2.44E-07 1.739 1.256 0.863
(0.8, 0.95)
100 0.030 0.031 5.14E-04 0.172 0.077 0.005 0.000 0.000 3.27E+03 0.000 0.000 0.000
200 2.381 2.514 6.85E-07 5.002 2.825 0.541 1.880 1.771 7.83E-07 5.026 2.030 0.389
500 2.186 2.090 4.23E-08 2.756 1.850 0.712 2.184 2.044 4.03E-08 2.786 1.560 0.619
For the size property, Table 3.3 shows the Wald tests are typically oversized
but the three tests react differently to changes in ρ. Increases in ρ result in
an increasing size for the SOLS and SUR version of the Wald test, whereas
increases in ρ lead to size decreases for the GLS type of Wald test. For all
three Wald-type of tests, the size of the tests improves with sample size T .
Overall, the GLS test provides better size control. In Figure 3.1, we vary the
serial correlation parameter ρ1 and the endogeneity parameter ρ2 separately.
Overall, variation in ρ1 has a larger influence on size with the SUR test being
most sensitive and the GLS test being least sensitive.
Now we compare the finite-sample power property. The ordering in terms of
size-corrected power is the same throughout Figures 3.2-3.3. That is, size-
corrected power is lowest for Wald-SOLS, increases for Wald-SUR, and is
highest for the Wald-FGLS test.
Finally, we the KPSS-type of cointegration tests. The results can be found in
Table 3.4. The general conclusions are as follows. The empirical sizes of the
KS OLS and KS UR tests are similar. We observe very conservative results for
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Table 3.3: Empirical size (%) of the single-equation Wald tests for H0 : β1,4 = −0.3
and the joint Wald tests for H0 : β1,4 = β2,4 = · · · = βn,4 = −0.3, where βi,4 denote the
coefficients in front of x2it.
n = 3 n = 5
ρ Wald-SOLS Wald-SUR Wald-FGLS Wald-SOLS Wald-SUR Wald-FGLS
Panel A: Single-equation test
T = 100
0 11.75 13.44 9.89 14.30 17.84 13.44
0.3 13.25 15.09 9.92 15.32 19.59 13.55
0.6 16.13 19.03 7.54 18.80 27.65 11.86
0.8 20.56 26.60 4.70 26.72 43.11 10.13
T = 200
0 9.02 10.00 7.48 9.90 12.00 8.47
0.3 9.96 10.93 7.24 11.32 13.62 8.81
0.6 12.68 14.10 5.93 14.62 19.40 7.71
0.8 15.72 19.50 2.95 19.58 30.95 4.90
T = 500
0 7.02 7.44 5.89 7.32 8.47 6.19
0.3 8.07 8.41 5.76 8.54 9.50 6.04
0.6 9.41 9.68 4.78 10.34 12.54 5.94
0.8 10.92 12.48 3.09 13.47 18.96 3.73
Panel B: Joint test
T = 100
0 17.85 21.68 14.60 29.13 39.40 26.65
0.3 20.67 24.62 14.44 32.60 44.91 28.14
0.6 27.13 33.59 11.40 45.65 65.44 27.72
0.8 36.99 48.49 8.30 63.29 86.38 26.57
T = 200
0 11.66 13.74 9.00 17.49 22.90 13.26
0.3 14.11 16.25 8.77 21.35 28.23 14.55
0.6 19.08 22.71 7.10 30.58 44.07 12.88
0.8 26.21 33.92 4.19 44.82 69.44 10.60
T = 500
0 8.70 9.64 6.60 10.83 13.38 7.91
0.3 9.84 10.74 6.23 13.29 16.19 8.19
0.6 12.79 14.09 5.13 18.69 25.15 7.67
0.8 16.02 19.56 3.35 26.86 41.72 5.28
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Figure 3.1: Empirical size of the joint Wald tests H0 : β1,4 = β2,4 = · · · = βn,4 = −0.3,
where βi,4 denote the coefficients in front of x2it. In the left part of the figure, we vary the
serial correlation parameter ρ1 from 0 to 0.9 while keeping ρ2 = ρ3 = ρ4 = 0.8 fixed.
Similarly, the endogeneity parameter ρ2 is varied from 0 to 0.9 and ρ1 = ρ3 = ρ4 = 0.8
remain unchanged. The cross-sectional dimension is n = 3 for both parts.
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Figure 3.2: Empirical size-corrected power of the single-equation Wald tests H0 : β1,4 = −0.3
where β1,4 is the coefficient in front of x21t. We consider n ∈ {3, 5}, T ∈ {100, 200}, and
ρ1 = ρ2 = ρ3 = ρ4 = ρ ∈ {0.6, 0.8}.
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Figure 3.3: Empirical size-corrected power of the joint Wald tests H0 : β1,4 = β2,4 = · · · =
βn,4 = −0.3 where βi,4 are the coefficients in front of x2it. We consider n ∈ {3, 5}, T ∈ {100, 200},
and ρ1 = ρ2 = ρ3 = ρ4 = ρ ∈ {0.6, 0.8}.
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Table 3.4: Empirical size (%) and power (%) of Bonferroni-type (multivariate) sub-
sampling KPSS tests. The integer J1 in Power DGP1 indicates the number of unit
roots contained in errors {ut}, J2 is related to the number of equations that exclude
cubic power terms x3it, J3 specifies the number of spurious relations.
n = 3 n = 5
T KS OLS KS UR KBIAM KS OLS KS UR KBIAM
Panel A: Size
(λ, λ̄), serial correlation
(0.1, 0.5)
100 0.37 0.34 0.47 0.33 0.25 0.26
200 0.42 0.37 0.53 0.42 0.28 0.18
500 0.71 0.60 1.24 0.64 0.58 0.80
(0.5, 0.8)
100 8.10 7.28 1.86 22.35 19.65 1.29
200 3.54 3.22 2.91 8.70 7.57 1.09
500 1.92 1.69 4.54 4.02 3.40 4.78
(0.8, 0.95)
100 50.63 48.67 16.17 90.99 89.69 18.41
200 40.48 38.56 14.26 83.71 81.78 12.16
500 21.87 20.36 16.25 60.09 56.87 15.49
Panel B: Power DGP1
J1, # {unit roots}
1
100 44.03 39.92 21.14 57.65 52.05 14.00
200 57.97 50.90 33.85 74.09 66.64 27.24
500 67.23 57.37 56.63 88.41 80.23 49.93
2
100 66.64 63.83 38.07 84.77 80.36 29.12
200 77.77 73.00 52.88 94.38 91.16 49.87
500 84.19 78.83 78.40 98.57 96.89 72.02
n
100 78.89 77.41 54.26 99.39 99.24 64.89
200 88.40 86.53 70.07 99.97 99.95 88.75
500 91.28 90.19 89.55 100.00 100.00 96.53






100 10.92 10.51 3.47 18.67 18.40 1.91
200 26.41 25.58 7.72 41.90 41.41 4.95
500 55.72 55.28 24.10 77.76 77.22 18.36
2
100 17.83 16.97 6.15 30.77 29.77 3.70
200 40.29 39.04 15.57 62.01 61.15 10.51
500 69.64 68.50 38.48 91.66 91.27 30.87
n
100 23.16 22.53 9.88 53.66 51.21 10.45
200 47.25 45.60 22.83 83.78 82.73 29.05
500 75.60 73.98 56.79 98.23 98.15 69.35






100 77.03 77.06 28.34 94.26 94.12 21.04
200 89.55 89.14 35.64 98.97 98.84 31.79
500 97.26 97.05 55.61 99.91 99.91 48.48
2
100 87.40 86.75 52.85 98.95 98.81 43.05
200 94.95 94.33 57.95 99.89 99.89 58.15
500 98.69 98.49 77.59 100.00 100.00 69.59
n
100 91.55 90.60 71.95 99.97 99.92 87.87
200 96.71 96.33 74.85 99.99 100.00 93.86
500 98.04 97.62 91.66 100.00 100.00 98.02
Note: To decrease the computational burden we reduced the number of Monte Carlo replications to 104.
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low serial correlation, decent size for medium serial correlation, and strongly
oversized tests at high levels of serial correlation. These findings are completely
in line with the simulation results that are reported in table 3 of Choi and
Saikkonen (2010). The same behaviour is observed for the KBIAM test but
the deviations from the 5% level are less extreme. The power of the KFOLS ,
KS UR, and KBIAM tests behaves as expected: (1) power always increases with
sample size, and (2) power increases when more unit roots, more misspecified
equations, or more spurious relationships are incorporated in the DGP. The
KBIAM test has the lowest power among the three tests. This is caused by the
fact that the filter can nearly difference the data and hence make it appear more
stationary.
3.5 Empirical Application
The Environmental Kuznets Curve (EKC) conjectures an inverted U-shaped
relation between environmental degradation and income per capita. That is,
there is an initial decline in environmental quality with increasing economic
activity, but beyond a certain turning point (caused by e.g. industrial transfor-
mation and increasing environmental awareness), economic growth goes hand
in hand with environmental improvement. A more detailed description and
historical overview of the EKC can be found in Stern (2004) and Stern (2017),
respectively. The implications of further economic growth on pollution, e.g.
the emission of greenhouse-gases, are also key in understanding the future of
global warming (Nordhaus (2013)).
We builds upon and compare with Wagner et al. (2020). That is, we look at car-
bon dioxide (CO2) emissions and GDP as proxies for environmental pollution
and economic development (both per capita and in logarithms), respectively.
The data is collected from the Maddison Project Database (MPD) and the
homepage of the Carbon Dioxide Information Analysis Center (CDIAC).8 As
8The Maddison Project Database, Bolt et al. (2018), contains the data on population size and
real GDP. The data on CO2 originates from Boden et al. (2017). We follow the official
guidelines and multiply by 3.667 and 106 to convert the reported fossil-fuel emissions into
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Table 3.5: Outcomes for the joint tests of cointegration in the empirical study. At a
significance level of 5%, the null hypothesis of cointegration is rejected when ‘rejection
rule’ is less than 5%.
KS OLS KS UR KBIAM
Statistic 16.54 12.66 8.19
Rejection Rule (in %) 0.00 0.03 2.73
Block Size 22 20 22
#{blocks} 6 7 6
in Wagner et al. (2020), we consider Austria (AT), Belgium (BE), Finland
(FI), the Netherlands (NL), Switzerland (CH) and the United Kingdom (UK).
Our yearly data spans the period from 1870 to 2014. We refer to the latter
paper for a discussion of the stationarity properties of all series as well as the
motivation for this particular set of countries. Overall, the dataset consist of
n = 6 countries with T = 145 time series observations each. Such a panel
with small n and large T is ideally suited for our FMGLS approach since the
multivariate banded inverse autocovariance matrix remains computable.
We estimate the following quadratic model:
eit = βi,1 + βi,2t + βi,3git + βi,4g
2
it + uit, (3.33)
where eit are CO2 emissions, and git are GDP. As the first step in our analysis we
employ the multivariate stationarity tests of Section 3.3.4 to check this model
specification (Table 3.5 above). All three tests reject the null of cointegration
at a 5% level signalling inappropriateness of the quadratic formulation. Figure
3.4 shows the residuals on which these tests are based. What stands out in
these graphs is the erratic behaviour of the series around the two world wars.
Based on this fact, and to be able to compare to Wagner et al. (2020), we will
continue the analysis using model (3.33) and the given collection of countries.
Before doing so, it will be worthwhile to discuss the time series properties of
these residuals.
total carbon dioxide emissions.
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Austria Belgium Finland Netherlands Switzerland UK
Figure 3.4: The plots of the residuals ût,S OLS = yt − Ztβ̂+S OLS (top), ût,S UR = yt − Ztβ̂+S UR
(middle), and ût,FGLS = yt −Ztβ̂+FGLS (bottom) for the empirical study.
We consider the series {ût,FGLS } in the remainder of this section but the other
residuals series will provide qualitatively similar outcomes. When fitting
the VAR(p) models with 1 ≤ p ≤ 8 to these residuals, the BIC information
criterion selects a lag order of p = 1. The absolute eigenvalues of the estimated
coefficient matrix are (0.55, 0.55, 0.51, 0.31, 0.31, 0.11), and the estimate for
the error correlation matrix is
AT BE FI NL CH UK

AT 1 0.16 0.10 0.16 0.18 0.22
BE • 1 0.51 0.09 0.23 0.27
FI • • 1 0.13 0.26 0.22
NL • • • 1 0.22 0.10
CH • • • • 1 0.18
UK • • • • • 1
.
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There is thus serial and cross-sectional correlation to be exploited by the
FM-GLS estimator.
The FM-SOLS, FM-SUR and FM-GLS estimation results of Model (3.33)
are reported in Table 3.6. An inspection of the coefficient estimates and their
confidence intervals reveals that: (1) βi,3 is positive for each country, (2) βi,4
is negative for each country, and (3) all coefficients are significant at the 5%
level. All these three facts are in line with the EKC hypothesis.9 Accordingly,
there exists a turning point after which further per capita economic growth
reduces per capita carbon dioxide emissions. The numerical values for the
turning points are heterogeneous between countries.
The widths of the confidence intervals for βi,3 and βi,4 display a similar pattern.
From shortest to longest, the ordering is always FM-SUR, FM-SOLS, and
FM-GLS and we also see how widths vary substantially between methods. To
uncover the origin of these findings we conduct one final simulation study with
a parameter specification that closely mimics the properties of the dataset.10
The average empirical coverage probabilities of asymptotic 95% confidence
intervals are 78.0%, 66.5% and 89.0% for FM-SOLS, FM-SUR, and FM-GLS,
respectively. In other words, the calculated confidence intervals are generally
too short. By reverse engineering it turns out that the confidence intervals
should be scaled by factors of 1.67, 2.15 and 1.24 to bring them back to the
desired nominal level. Overall, the applied researcher should be careful when
using the confidence intervals as indications for parameter uncertainty.
9This is non-surprising because Wagner et al. (2020) have selected the current set of countries
because they display the EKC behaviour. Also, our estimation results are slightly different
from those in Wagner et al. (2020) due to the additional data for 2014, possible data updates,
and/or differences in the bandwidth selection of the long-run covariance matrices.
10The details of this simulation DGP are provided in Appendix F. A visualisation of the data
and the model fit are also provided there.
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Table 3.6: Estimates for βi,3 and βi,4 from the quadratic EKC model in (3.33). The
numbers between parentheses are 95% asymptotic confidence intervals. Turning points





xt x2t Turning point
SOLS 9.173 -0.411 68,900
(6.797,11.548) (-0.535,-0.288)
Austria
SUR 8.494 -0.370 76,211
(6.764,10.223) (-0.464,-0.276)
FGLS 6.553 -0.276 708,712
(2.138,10.967) (-0.513,-0.040)
SOLS 12.927 -0.645 22,420
(11.795,15.059) (-0.702,-0.589)
Belgium
SUR 9.973 -0.503 20,195
(9.158,10.787) (-0.545,-0.461)
FGLS 8.762 -0.443 19,795
(7.236,10,287) (-0.521,-0.365)
SOLS 15.676 -0.716 56,967
(14.162,17.289) (-0.788,-0.643)
Finland
SUR 15.136 -0.684 63,400
(14.030,16.242) (-0.742,-0.627)
FGLS 14.392 -0.646 68,775
(12.075,16.708) (-0.769,-0.523)
SOLS 11.382 -0.540 38,120
(10.140,12.624) (-0.602,-0.477)
Netherlands
SUR 10.063 -0.475 39,637
(9.183,10.944) (-0.522,-0.429)
FGLS 9.102 -0.430 39,908
(7.606,10.597) (-0.506,-0.353)
SOLS 7.070 -0.232 4.287 × 106
(5.516,8.624) (-0.310,-0.153)
Switzerland
SUR 6.962 -0.232 3.316 × 106
(5.481,8.443) (-0.308,-0.156)
FGLS 7.052 -0.254 1.074 × 106
(5.173,8.932) (-0.350,-0.158)
SOLS 8.450 -0.429 20,242
(6.976,10.020) (-0.502,-0.355)
United Kingdom
SUR 9.523 -0.475 22,596
(8.486,10.560) (-0.527,-0.423)




We proposed a framework to conduct inference on cointegrating polynomial
regressions. Parameters are obtained using a Fully Modified GLS estimator
and we studied a cointegration test that is based on filtered residuals. Monte
Carlo simulations revealed the advantages and disadvantages of these methods.
The empirical researcher should realize that all estimation approaches have a
tendency to underestimate parameter uncertainty and thus provide confidence
intervals that are too small. The FM-GLS estimator suffers the least from this
problem. Several interesting questions are left for future research. From a
theoretical viewpoint, it is interesting to study the behaviour of the modified
Cholesky decomposition (and BIAM) when the series under consideration is
nonstationary. This would give insights into the behaviour of: (1) the FM-GLS
estimator while estimating spurious regressions, and (2) the power properties
of the cointegration tests. From a practical viewpoint, there seems a need to
obtain more accurate standard errors of the parameter estimators.
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Appendix 3.A Auxiliary Results
In this section, we show some preliminary lemmas that are used to establish
the main results in this chapter.
Lemma 3.1
If {ut} satisfies Assumption 3.1, then for any m ≥ 1, there exists a constant
C > 0 such that
m∑
j=1
∥∥∥A j(m) −A j∥∥∥2F ≤ C ∞∑
j=m+1
∥∥∥A j∥∥∥2F . (3.34)
Proof In view of page 257 of Hannan and Deistler (2012), the summability condition
of Assumption 3.1 implies that the spectral density matrix is bounded and bounded
away from zero. The boundedness condition in Cheng and Pourahmadi (1993) is thus
satisfied and (3.34) follows from their Theorem 2.2. 
Lemma 3.2 (Implications of the First Moment Bound Theorem)
Let Assumption 3.1 hold, and define









The following three inequalities are true:
(a) E
∥∥∥ 1T−q ∑T−1t=q ut(q)ut(q)′ − E (ut(q)ut(q)′) ∥∥∥2 ≤ C q2T−q ;
(b) E
∥∥∥ 1T−` ∑T−1t=` (ηt+1,` − ηt+1)ut(`)′∥∥∥r ≤ C ( `T−` )r/2 (∑∞j=`+1 ∥∥∥A j∥∥∥2F )r/2, for some
r ≥ 2 and any 1 ≤ ` ≤ q;
(c) E
∥∥∥ 1T−` ∑T−1t=` (ηt+1,`η′t+1,`) − E(ηt+1,`η′t+1,`)∥∥∥r ≤ C(T −`)−r/2, for some r ≥ 2 and
any 1 ≤ ` ≤ q.
126


























where ui,t denotes the ith element ut. As remarked in the main text, the lag polynomial




C0 = In, and
∑∞
j=0 j ‖C j‖F< ∞. We observe that ui,t =
∑∞
j=0 rowi (C j)ηt− j. By Propo-





s=0|γu,k(s)|< ∞ where γu,k(s) = E(uk,tuk,t−s). The conditions for the
First Moment Bound Theorem (FMBT) in Findley and Wei (1993) are thus satisfied.






























 ≤ C(T − q).
This bound holds for general k, `, i and j, and (a) thereby follows from (3.36).
(b) For 1 ≤ ` ≤ q and r ≥ 2, we have
E


























)r/2 and the cr-inequality. By assumption, ηt+1 is uncorrelated with
[u′t−`+1, . . . ,u
′
t]
′ implying that E[
∑T−1
t=` (ηt+1,` − ηt+1)u
′
t−s] = O. The FMBT can
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thus be applied directly without having to express the quadratic form in deviations
from the mean. However, some rewriting is needed to obtain expressions in scalar
random sequences. To this end, use A j,kl and A j,kl(`) to denot the (k, l)th element of
A j and A j(`), respectively. Setting A j(`) = O for j > `, we have ηt+1,` − ηt+1 =∑∞































































l=1 (A j,kl − A j,kl(`))ul,t+1− j, where we suppress the dependence on
the index k (also below) without confusion. To apply the FMBT, we define the
autocovariances γu∗(t − h) = E(u∗t u
∗
h), the difference in lag polynomial coefficients
al(`) =
[
A1,kl − A1,kl(`), A2,kl − A2,kl(`), . . .
]′ andΣul,∞ = [γu,l(i− j), 1 ≤ i, j < ∞]. By
the Cauchy-Schwartz inequality, the cr-inequality, and boundedness of the maximum
eigenvalue ofΣul,∞, we obtain



























∥∥∥A j∥∥∥2F . (3.39)
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using (3.39) and the absolute summability of {γu,m(t)}. Combining (3.37), (3.38) and
(3.40) leads to the desired inequality.





j)C(L)ηt+1 shows that ηt+1,` has a linear
process representation in terms of ηt. Theorem 6.6.12 of Hannan and Deistler (2012)
implies that sup1≤`<∞
∑`
j=0‖A j(`)‖F< ∞. By Propositions 10.2(b) and 10.3 of Hamil-












s=0 are absolutely summable, where ηk,t+1,` is
the kth entry of ηt+1,`. The proof is completed using the cr-inequality and the FMBT,
that is, for r ≥ 2,
E

















































If Assumptions 3.1-3.3 hold, then
max
1≤`≤q
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Proof Recall the definition of ηt+1,` and ut(`) in (3.35). Similarly, define









. We first consider max1≤`≤q ‖Â(`) −A(`)‖. Since(
Â(`) −A(`)
)
ût(`) = η̂t+1,` − η̃t+1,` and 1T−`
∑T−1
t=` η̃t+1,`ût(`)
′ = O (the first-order
condition from (3.15)), we have
(
Â(`) −A(`)








If we can show that 1T−q
∑T−1
t=q ût(q)ût(q)





′ must also be asymptotically invertible with probability 1.11 By
the triangular inequality,
∥∥∥∥ 1T−q ∑T−1t=q ût(q)ût(q)′ − E(ut(q)ut(q)′)∥∥∥∥ ≤ Ia + Ib, where
Ia =










by Chebyshev’s inequality and Lemma 3.2 (i), and
Ib =






































T−q ‖û − u‖
2=
q




t=q ‖ut(q)‖= Op(q) by Markov’s inequal-






















′ is asymptotically invertible.
We subsequently bound the RHS of (3.42) as follows:
11If the matrixQ is invertible, then each leading principle submatrix ofQ is invertible as well.
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max1≤`≤q
∥∥∥ 1T−` ∑T−1t=` η̂t+1,`ût(`)′∥∥∥ ≤ IIa + . . . + IIe, where
IIa = max
1≤`≤q


































and IIe = max1≤`≤q
∥∥∥ 1T−` ∑T−1t=` (η̂t+1,` − ηt+1,`) (ût(`) − ut(`))′∥∥∥.
We consider these terms separately starting from IIa. Using the properties of Frobenius




















Assumption 3.1 justifies the use of Lemma 2 in Wei (1987) which gives
E
∣∣∣∑T−1t=` ηi,t+1u j,t−s∣∣∣2 ≤ C ∑T−1t=` E (u2j,t−s) ≤ C(T − `). By Chebyshev’s inequality,







































Lemma 3.2(ii) and Chebyshev’s inequality. For IIc, if we write η̂t+1,` − ηt+1,` =
[In,−A(`)][ût+1(`+1)−ut+1(`+1)], then by Cauchy-Schwarz inequality and Baxter’s































and IIe = Op (q/T ). Combining all results, we finally have
max
1≤`≤q
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By invertibility of 1T−`
∑T−1
t=` ût(`)ût(`)













(see (3.41)), we can write
max
1≤`≤q
‖Ŝ(`) − S(`)‖ = max
1≤`≤q







































Using (3.42) and the invertibility of 1T−`
∑T−1
t=` ût(`)ût(`)
′ for the last equation above,



















)∥∥∥∥∥∥∥ + C max1≤`≤q




























where the last step above follows from, using Lemma 3.2 (iii) and (3.44),
max
1≤`≤q



















By similar arguments as for IIc and IId above, the first term in the upper bound of



































The following lemma is a straightforward generalization of the results in
Lemma 2 of Cheng et al. (2015) and Propositions 2.1-2.2 of Ing et al. (2016).
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Lemma 3.4
Under Assumptions 3.1 and 3.3, we have
∥∥∥Σ−1u (q) −Σ−1u ∥∥∥ ≤ C 1√q
∞∑
s=q+1
s ‖As‖F . (3.45)
Proof Consider
∥∥∥Σ−1u (q) −Σ−1u ∥∥∥. A rewriting as in (3.61) shows that ‖Mu(q)−Mu‖
and ‖S−1u (q) −S
−1
u ‖ are the two important terms to bound. Hölder’s inequality implies
‖Mu(q) −Mu‖ ≤
√
‖Mu(q) −Mu‖1 ‖Mu(q) −Mu‖∞ . (3.46)
For the matrix 1-norm we are concerned with the maximum absolute column sum.
For an arbitrary (nT × nT ) matrix Q partitioned (block) column-wise, i.e. Q =
[Q1,Q2, . . . ,QT ], we have the bound ‖Q‖1= max1≤t≤T ‖Qt‖1≤
√
n max1≤t≤T ‖Qt‖F .
This implies ‖Mu(q) −Mu‖1 ≤
√





∥∥∥Aq+1+i(q + 1 + i + j)∥∥∥2F + q∑
i=max(1,q+1− j)







‖Ai(i + j) −Ai(q)‖2F
1/2 .
We will bound the three summations that are encountered in the expressions for Ia and
Ib. First, changing the summation index and using cr-inequality,
T−q−2− j∑
i=0



















‖Ak(s + j) −Ak‖2F
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For any j ≥ 0 and s ≥ q + 1, we have s2
∑s+ j











k=s+ j+1 k ‖Ak‖F
)2
by the L2-Baxter’s inequality.
The first term in the RHS above is thus bounded by CKq. Moreover,





















Now the second summation in Ia. We first consider the case 0 ≤ j ≤ q, or
max(1, q + 1 − j) = q + 1 − j, such that
q∑
i=max(1,q+1− j)
‖Ai(i + j) −Ai(q)‖2F =
q∑
i=q+1− j















using arguments detailed before. This upper bound remains valid for q + 1 ≤ j ≤
T − q− 2. It is likewise straightforward to derive
∑T−1− j




Collecting all the results, we have Ia ≤ C
√
Kq, Ib ≤ C
√




For ‖Mu(q) −Mu‖∞, we are bounding the maximum absolute row sums. For
an arbitrary (nT × nT ) matrix Q partitioned as Q = [Q′1,Q
′













∥∥∥A j(m)∥∥∥2F + q∑
j=1







∥∥∥A j(m)∥∥∥2F ≤ CKq and ∑qj=1 ∥∥∥A j(q) −A j(m)∥∥∥2F ≤ CKq, for any q +




. We conclude that ‖Mu(q) −Mu‖∞≤ C
√
Kq. Together with our









u (q)‖ we see that it suffices to inspect
‖Su(q) − Su‖ (the other norms are bounded). Exploiting the fact that both Su(q)
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and Su are block-diagonal, we have ‖Su(q) − Su‖ = maxq+1≤k≤T−1 ‖S(q) − S(k)‖ ≤
2 maxq≤k≤T−1
∥∥∥S(k) −Σηη∥∥∥. Let A j(`) = O for j > `, and recall the definition of











We thereby obtain ‖S−1u (q)−S
−1
u ‖ ≤ CKq. Together with the bound on ‖Mu(q)−Mu‖,




The proof is complete. 
Appendix 3.B Proofs of Main Theorems
Lemma 3.5
Let Aq(L) = In −
∑q
j=1A j(q)L
j denote the lag polynomial implied by the
coefficient matrices in (3.3). By the Beveridge-Nelson (BN) decomposition, we




with Ã j(q) =
∑q
i= jAi(q). If Assumption 3.1 holds, then





(b) There exists a q∗ > 0 such that
∑q
j=1 ‖Ã j(q)‖F < ∞ for all q > q
∗
Proof (a) By Cauchy-Schwartz, we have ‖Aq(1) −A(1)‖F ≤
∑q
j=1 ‖A j(q) −A j‖F +∑∞










j=q+1 ‖A j‖F and subsequently use
Lemma 3.1. (b) Using Baxter’s inequality in Theorem 6.6.12 in Hannan and Deistler
(2012) (also see their Remark 3) for the final inequality, we derive
∑q
j=1 ‖Ã j(q)‖F ≤∑q
j=1 j‖A j(q)‖F ≤
∑q
j=1 j‖A j(q) −A j‖F +
∑q
j=1 j‖A j‖F ≤ C
∑q
j=1 j‖A j‖F ≤ C. 
Proof of Theorem 3.1 The premultiplication byMu(q) applies a linear filter whereas
S
−1
u (q) implies weighting. Since the behaviour of the first q  T elements does not
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affect the asymptotic results, we take Zt = ut = O for t ≤ 0 and for all t = 1, 2 . . . , we











































∥∥∥∥∑qj=1 Ã j(q)∆Z′t− j+1GT ∥∥∥∥ ≤ ∑qj=1 ‖Ã j(q)‖ ‖∆Z′t− j+1GT ‖ and that for any t,
‖∆Z′tGT ‖ = max1≤i≤n
∥∥∥Gi,T ∆zit∥∥∥ = max
1≤i≤n
(∥∥∥Gdi,T ∆dit∥∥∥2 + ∥∥∥Gsi,T ∆sit∥∥∥2)1/2 . (3.51)
The vector Gdi,T ∆dit typically contains elements T
−(k+ 12 )[tk − (t − 1)k] where k =
0, 1, · · · , qi. By the inequality (a + b)n ≤ an + nb(a + b)n−1, for a, b ≥ 0, n ∈ N, we
obtain 0 ≤ tk − (t − 1)k ≤ ktk−1, and thus T−(k+
1
2 )[tk − (t − 1)k] ≤ qi T−3/2 ≤ CT−3/2.
As a result,
∥∥∥Gdi,T ∆dit∥∥∥2 ≤ CT−3. The vector Gsi,T ∆sit typically contains elements
T−(k+1)/2(xkit − x
k


















∥∥∥Gsi,T ∆sit∥∥∥2 = Op(T−2). Combining ‖∆Z′tGT ‖ = Op(T−1) with Lemma


























J (r)Ω−1uu J (r)
′dr. (3.52)
12The same argumentation is used in Phillips and Park (1988). The modification to obtain a
rigorous proof is straightforward.
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=: I + II, (3.53)



































 vec (Σ−1ηη + o(1)) , (3.55)





























where the limiting distribution of each block follows from Proposition 1 of Wagner
and Hong (2016). More specifically, the kth block will converge to a stochastic
integral and a second order bias term which is proportional toΣεkηi := E (εktηit) (the
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whereBi := diag
[
Σε1ηi b1, · · · ,Σεnηi bn
]
.












j=1A j + o(1)
)′
, we again consider
the limiting distributions block-wise. Every element in the blocks will rely






j − (t − 1) j]ηit | ≤ CT−3/2
∑T
t=1|ηit |= op(1). (2) By Assumption 3.1, for








size −1 and arbitrary size, respectively. A small variation on Theorem 17.9 from








allows for a LLN for the sequence {vitηit}, see e.g. Theorem 20.21
of Davidson (1994), implying T−1
∑T
t=1 ∆xktηit = T
−1 ∑T









vk (r)dr, where j ≥ 2. The specific reason is as





























































= Op(1). To see this, we refer to de Jong
(2002). The moment and NED conditions in his Assumption 1 are satisfied. Moreover,
since F(x) = x j−1 is homogeneous of degree j − 1, his Assumption 2 holds as well.









The final term in (3.56) is bounded by
∑q
j=2 ‖A j(q)‖ ‖
∑T
t=1GT ∆Zt− j+1ηit‖. Using
similar arguments above, we conclude that
∑T
t=1GT ∆Zt− j+1ηit = op(1) (lags of ∆Zt




t=1GT ∆Zt− j+1ηitÃ j(q)
′ =
138

















































J (r)Ω−1uu dBu(r) +Bεη (3.60)
where the symmetry property ofΣ−1ηη is used in the final step.
Consider the term II in (3.53). If we define
u∗t = [u
∗
1t, . . . , u
∗
nt] :=Aq(L)ut − ηt = −
∞∑
j=1
(A j(q) −A j)ut− j,










 vec (Σ−1ηη + o(1)).









































It implies II = op(1). The theorem follows from (3.49), (3.52), and (3.60). 
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Proof of Theorem 3.2 We start with the estimation error Σ̂−1u (q)−Σ−1u (q). Repeated
addition and subtraction yields
∥∥∥Σ̂−1u (q) −Σ−1u (q)∥∥∥ ≤ ∥∥∥∥M̂u(q) −Mu(q)∥∥∥∥ ∥∥∥∥∥Ŝ−1u (q)∥∥∥∥∥ ∥∥∥∥M̂u(q)∥∥∥∥
+ ‖Mu(q)‖
∥∥∥∥∥Ŝ−1u (q) − S−1u (q)∥∥∥∥∥ ∥∥∥∥M̂u(q)∥∥∥∥
+ ‖Mu(q)‖
∥∥∥S−1u (q)∥∥∥ ∥∥∥∥M̂u(q) −Mu(q)∥∥∥∥ . (3.61)
We will only consider the terms ‖M̂u(q) −Mu(q)‖ and ‖Ŝ
−1
u (q) − S
−1
u (q)‖. It is
not hard to derive that the remaining terms are bounded in probability. Define G =
M̂u(q)−Mu(q) and denote its (n×n) subblocks byGi j, 1 ≤ i, j ≤ T . This matrixG is
banded in such a way that there are at most 2q− 1 nonzero block in the block-columns
of GG′. Using this observation and various norm properties, we find
‖G‖2≤ ‖GG′‖1≤ max1≤ j≤T
T∑
i=1




























u (q) − S
−1
u (q) forms a symmetric and block diagonal matrix, hence
‖Ŝu(q) − Su(q)‖ = max
{
























13More specifically, for any matrixQ we have ‖Q‖2≤ ‖QQ′‖1. Moreover, ifQ is an (n × n)




Applying Lemma 3.3, we see∥∥∥∥∥Ŝ−1u (q) − S−1u (q)∥∥∥∥∥ ≤ ∥∥∥∥Ŝu(q) − Su(q)∥∥∥∥ ∥∥∥∥∥Ŝ−1u (q)∥∥∥∥∥ ∥∥∥S−1u (q)∥∥∥ = Op ( q√T
)
.
Overall, recalling (3.61), a bound on the estimation error can be given by∥∥∥∥Σ̂−1u (q) −Σ−1u (q)∥∥∥∥ = Op (√q3/T ). The bound on the truncation error,∥∥∥Σ−1u (q) −Σ−1u ∥∥∥ ≤ C 1√q ∑∞s=q+1 s ‖As‖F is given in Lemma 3.4. 
Proof of Theorem 3.3 (a)-(b) See the proof of Proposition 1 in Wagner et al. (2020).
(c) Since the residuals {ût} are obtained by first stage OLS, we get ‖û − u‖2≤
‖G−1T (β̂OLS − β)‖
2 ‖GTZ
′ZGT ‖= Op(1). Assumption 3.2 is thus satisfied and we















′(IT ⊗ Ω̂−1uu Ω̂uvΩ̂−1vv )v −GT B̂+] .
Given Theorem 3.2, we haveGTZ′Σ̂−1u (q)ZGT = GTZ
′Σ−1u (q)ZGT + op(1) and it
converges weakly to the expression in (3.52).
To continue, we define Âq(L) = In−
∑q
j=1 Â j(q)L
j and its BN decomposition Âq(L) =







j−1 with A∗j(q) =
∑q
i= j Âi(q).






j=1 ‖Ã j(q)‖F + op(q) are obtained
from the following two results: (1) ‖Âq(1) −Aq(1)‖F ≤
∑q
j=1 ‖Â j(q) −A j(q)‖F ≤
C
√









j(q) − Ã j(q)‖F ≤ q
∑q
j=1 ‖Â j(q) −A j(q)‖F = op(q). Using the BN
















J (r)Ω−1uu dBu(r) +Bεη,
where Ŝ(q) = S(q) + op(1) given in Lemma 3.3. Using the identity (3.54), it is not
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hard to deduce
GTZ








row1 (∆vv) col1 (Ω−1vv ΩvuΩ−1uu )b1
...
rown (∆vv) coln (Ω−1vv ΩvuΩ−1uu )bn
︸                              ︷︷                              ︸
Bvu
.
Combining the results above leads to:
GTZ
′Σ̂−1u (q)u −GTZ
′(IT ⊗ Ω̂−1uu Ω̂uvΩ̂−1vv )v ⇒ ∫ 1
0
J (r)Ω−1uu dBu.v(r) +B
+,




implies the limiting distribution in the theorem. 






′) [(RG−1T R′) Φ̂ (RG−1T R′)]−1 (RG−1T R′)(Rβ̂+FGLS − r).
Since the matrices G−1T and R
′R commute and RR′ = Ik, we have
(RG−1T R




FGLS −β) under the null hypothesis. Conditional
on Fv = σ(Bv(r), 0 ≤ r ≤ 1), this quantity is asymptotically normally distributed by


















The consistent estimation of all the quantities involved ensures that
(RG−1T R
′) Φ̂ (RG−1T R
′) has the same limit. Therefore, the Wald statistics is
conditionally chi-square distributed with k degrees of freedom. Since this distribution
does not depend on Fv, we know the unconditional distribution ofW is also χ2k . 
Proof of Theorem 3.5 The results for KS OLSj,bT and K
S UR
j,bT
follow from a straightforward
multivariate extensions of the proof of Proposition 6 in Wagner and Hong (2016). For
KBIAMj,bT , we first define the population counterparts of ϕ j,bT ({ûFGLS }) and Σ̂
−1
u (qT , bT ).











′ and let Σ−1u (qT , bT ) denote the
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subblock matrix of Σ−1u (qT ) formed by taking the elements with row and column












Σ̂−1u (qT , bT ) −Σ
−1
u (qT , bT )
)
ϕ j,bT + R(qT , j, bT ), (3.62)
where the remainder term is bounded as
|R(qT , j, bT )| ≤
∥∥∥∥b−1T (ϕ j,bT ({ûFGLS }) −ϕ j,bT )∥∥∥∥2 ∥∥∥∥Σ̂−1u (qT , bT )∥∥∥∥
+ 2
∥∥∥∥b−1T (ϕ j,bT ({ûFGLS }) −ϕ j,bT )∥∥∥∥ ∥∥∥∥Σ̂−1u (qT , bT )∥∥∥∥ ∥∥∥b−1T ϕ j,bT ∥∥∥ .
Poincaré’s separation theorem (e.g. page 347-348 of Abadir and Magnus (2005)) im-
plies λmin(A) ≤ λmin(B) ≤ λmax (B) ≤ λmax (A) whenB is a principal submatrix ofA.
By this inequality and Theorem 3.2, we conclude that ‖Σ̂−1u (qT , bT ) −Σ
−1
u (qT , bT )‖ ≤
‖Σ̂−1u (qT ) −Σ
−1
u (qT )‖ = op(1) and ‖Σ̂−1u (qT , bT )‖ = Op(1). Moreover,






















∥∥∥∥∥∥∥ ‖G−1T (β̂+FGLS − β)‖ = op(1)
by Theorem 3.3 and the assumption bT /T → 0 as T → ∞. Standard weak con-





Σ̂−1u (qT , bT )−Σ
−1
u (qT , bT )
)
ϕ j,bT = op(1) and R(qT , j, bT ) = op(1). By (3.62),
it remains to consider b−2T ϕ
′
j,bT
Σ−1u (qT , bT ) ϕ j,bT . Construct the nT × nbT selection
matrixR j,bT such that
R j,bTϕ j,bT =
0′, · · · ,0′,u′j, j+1∑
s= j





















u (qT )R j,bTϕ j,bT
= b−2T
(
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As argued in the proof of Theorem 3.1, by the assumption qTbT → 0 as T → ∞, we
can treat the premultiplication ofR j,bTϕ j,bT byMu(qT ) as applying the filterAqT (L)
block-wise. Under the same condition, S−1u (qT ) implies a scaling S
−1(qT ). By the












ηs + ÃqT (1)C̃(L)(ηt − η j−1) + ÃqT (L)ut.













T ) ⇒W (r).
The partial sum process
∑t



















An application of the continuous mapping theorem completes the proof. 
Appendix 3.C Multivariate KPSS-type Tests
In the next theorem, we derive the analytical expression of the limiting distri-
bution of multivariate KPSS-type tests.
Theorem 3.6
Let W (r) = [W1(r),W2(r), . . . ,Wn(r)]′ denote an n-dimensional standard















, x > 0,
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where k j,n = (−1) j
Γ( j+n/2)
j!Γ(n/2) , l j,n = 2
√
2 j + n√
2





Proof We follow the approach from Example 1 of Anderson and Darling (1952).
Let fn denote the probability density function of
∫ 1
0 ‖W (r)‖
2 dr and write L{·} and







2dr, independence of the components of W (r), and






















































where we use (i) a t with a positive real part, (ii) linearity of the inverse Laplace
operator, and (iii) the binomial expansion of [1 + e−2
√
2t]−n/2. The identity from Choi























Appendix 3.D Estimating Quantities for FM Inference
The FM-GLS estimator relies onΩ,∆, and E(ζtζ
′
t ) (see Assumption 3.1). For





byΣ. Please note the
difference betweenΣ and the large-dimensional matrixΣu. In this section, we
consider the estimation of these three quantities within the BIAM framework.
For conenience, we recall ξt = [u′t ,v
′
t ]
′ and define ξ = [ξ′1, ξ
′




larly to the definition ofΣu, we usedΣξ := E (ξξ′) to denote the (2nT × 2nT )
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autocovariance matrix of {ξt}. As a sample counterpart, we stack ût and
∆xt = vt in the 2n-dimensional vector ξ̂t = [û′t ,v
′
t ]
′. Using {ξ̂t}Tt=1, the





where the matrices M̂ξ(q) and Ŝξ(q) are defined similarly to M̂u(q) and
Ŝu(q), respectively. Since the BIAM estimator is fitting VAR processes
up to order qT (see (3.15)), the coefficient estimates F̂ j(qT ) of the jth lag
when a VAR(qT ) is fitted, j = 1, 2, . . . , qT , are immediate byproducts of the
BIAM procedure and can thus be used to construct our estimators. Finally,
if F (L) = diag [A(L),D(L)] := I2n −
∑∞
j=1 F jL
j, where F j = diag [A j,D j],
then F (L)ξt = ζt holds.
Theorem 3.7










j=1 F̂ j(qT )
)−1′
,
∆̂qT ,rT = Q
′











ξ̂t − F̂1(qT )ξ̂t−1 − · · · − F̂qT (qT )ξ̂t−qT
]′
,
whereQr = [O2n×2n, · · · ,O2n×2n, I2n, · · · , I2n]′ is an (2nT ×2n) block matrices
of zeros of which the last r blocks have been replaced by identity matrices. If
Assumptions 3.1-3.3 and 3.5 hold, then









 = op(1), (3.65)






















 = op(1). (3.67)
Proof Note that ξ̂t − ξt = [(ût − ut)
′,0′]′ and hence ‖ξ̂ − ξ‖2= ‖û − u‖2= Op(1)
by Assumption 3.2. The conditions for Lemmas 3.3 – 3.4 and Theorem 3.2 are thus
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satisfied and we can use these results in subsequent proofs. (a) The result (3.65) follows
from the triangle inequality, Lemma 3.3 and (3.48). (b) The second result (3.66) is






−1′, Lemma 3.3 and







the LHS of (3.67) can be bounded
∥∥∥∥∆̂qT ,rT −∆∥∥∥∥ ≤ ∞∑
h=rT
∥∥∥E(ξtξ′t+h)∥∥∥F + ‖Q′rTΣξ‖ ‖Σ̂−1ξ (qT ) −Σ−1ξ ‖ ‖Σ̂ξ(qT )Q1‖.




∥∥∥E(ξtξ′t+h)∥∥∥F ≤ r−1T ∑∞h=rT h ∥∥∥E(ξtξ′t+h)∥∥∥F = o(r−1T ) by As-
sumption 3.1. Moreover,
∥∥∥Q′rTΣξ∥∥∥ ≤ C √rT and ‖Σ̂−1ξ (qT ) −Σ−1ξ ‖ is discussed in
Theorem 3.2. Finally, showing ‖Σ̂ξ(qT )Q1‖ = Op(1) will complete the proof after a
straightforward comparison of the established stochastic orders. It suffices to prove
‖Σ̂ξ(qT )‖ = Op(1). Weyl’s inequality (e.g. pages 40 and 46 in Tao (2012)) and
Theorem 3.2 imply∣∣∣∣λmin(Σ̂−1ξ (qT )) − λmin (Σ−1ξ )∣∣∣∣ ≤ ‖Σ̂−1ξ (qT ) −Σ−1ξ ‖ = op(1).
By the uniform boundedness of ‖Σξ‖, for a sufficiently large T , there exists a constant






≤ C and thus ‖Σ̂ξ(qT )‖ ≤ C−1 with
arbitrarily high probability. 
Appendix 3.E Details on Implementation
The implementation of the BIAM estimator and the subsampling KPSS tests
requires selecting the banding parameter q and the block length b. In our
simulations and empirical application, we follow the subsampling and risk-
minimization approach previously used by Bickel and Levina (2008), Wu and
Pourahmadi (2009) and Ing et al. (2016) to select q. The steps are as follows:
Step 1 Split the series of (first-step OLS) residuals, {ût}Tt=1, into J0




for j = 1, . . . , J0 with J0 = [T/l0].
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Step 2 Select an integer H, 1 ≤ H < l0, and construct the (nH × nH) sample
autocovariance matrix Π̂u,nH = 1T−H
∑T−1
t=H ût(H)ût(H)
′ which is an






ût(`) = (û′t , · · · , û
′
t−`+1)
′. Compute Π̂−1u,nH .
Step 3 For every subsequence of residuals 1 ≤ j ≤ J0, compute the BIAM
estimate ofΣu,nH repeatedly for all possible banding parameters 1 ≤
q̄ < H, denoted as Σ̂−1u,nH(q̄; j).
Step 4 Select the banding parameter that minimizes the feasible average risk






∥∥∥∥Σ̂−1u,nH(q̄; j) − Π̂−1u,nH∥∥∥∥p .
We take p = 1, H = [2 × T 1/4] and l0 = [T/5] and obtain satisfactory
results for all the settings we have explored. As mentioned in Bickel and
Levina (2008), the use of another vector norm (e.g. p = 2) does not lead to
qualitatively different results. When we implement the minimum volatility rule
as mentioned in Section 3.3.4 to select b, the values of tuning parameters are
adopted from Wagner and Hong (2016), see their online supplement.
Appendix 3.F Additional Information for EKC
Appendix 3.F.1 Model fit
In Figure 3.5 below, we plot the fit of CO2 emissions using the FM-SOLS,
FM-SUR, and FM-GLS estimates.
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Figure 3.5: The fit of the FM-SOLS, FM-SUR, and FM-GLS estimates.
Appendix 3.F.2 Simulation DGP
The following procedure was used to obtain a simulation DGP that closely
mimics the data characteristics.
(a) Fit VAR(p) models (1 ≤ p ≤ 8) to the series {ût,FGLS } and {∆xt} individ-
ually. The BIC criterion select the VAR(1) specification for both series
(Table 3.7). Store the coefficient matrices Âu and Âv as well as the residual
series {η̂t} and {ε̂t}, respectively.
(b) Stack ζ̂t = [η̂′t , ε̂
′
t]





(c) Denoting the estimated coefficients from the data by β̂+FGLS , we generate







Chapter 3. Fully Modified GLS




 = Âu OO Âv
 ξt−1 + ζt, with ζt i.i.d.∼ N (0, Σ̂) .
Table 3.7: The numerical values for the BIC criterion.
p = 1 p = 2 p = 3 p = 4 p = 5 p = 6 p = 7 p = 8
ût,FGLS -23.88 -23.49 -22.75 -21.87 -21.25 -20.66 -20.11 -19.27




with Power Law Trends: Environmental
Kuznets Curve or Omitted Time Effects?
This chapter is based on the paper Lin and Reuvers (2020a).
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Chapter 4. Generalized Cointegrating Polynomial Regressions
Abstract
The Environment Kuznets Curve (EKC) predicts an inverted U-shaped re-
lationship between economic growth and environmental pollution. Current
analyses frequently employ models which restrict nonlinearities in the data to
be explained by the economic growth variable only. We propose a Generalized
Cointegrating Polynomial Regression (GCPR) with flexible time trends to
provide an alternative explanation for the nonlinearities in the data. More
specifically, a GCPR includes flexible powers of deterministic trends and in-
teger powers of stochastic trends. We estimate this GCPR by nonlinear least
squares and derive its asymptotic distribution. Endogeneity of the regressors
can introduce nuisance parameters into this limiting distribution but a simu-
lated approach nevertheless enables us to conduct valid inference. Moreover, a
subsampling KPSS test is proposed to verify the validity of the cointegrating
relation. The simulation study shows good performance of the simulated infer-
ence approach and subsampling KPSS test. We illustrate the GCPR approach
using a dataset on GDP and CO2 emissions for 18 industrialised countries. For
each of these countries, a linear cointegrating relation between GDP and CO2
around a power law trend is shown to provide an accurate description of the
data. This suggests that the environmental improvement of the last years are
due to economic factors different from GDP.
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4.1 Introduction
On page 370 of their seminal paper, Grossman and Krueger (1995) conclude:
“Contrary to the alarmist cries of some environmental groups, we
find no evidence that economic growth does unavoidable harm
to the natural habitat. Instead we find that while increases in
GDP may be associated with worsening environmental conditions
in very poor countries, air and water quality appear to benefit
from economic growth once some critical level of income has been
reached.”
The quote above suggests an inverted U-shaped relationship between environ-
mental degradation and economic growth. This relationship is currently known
as the Environmental Kuznets Curve (EKC) and it forms an active research
area. Its relevance becomes clear if we look at some forecasts of long-run
economic growth. The projected GDP per capita growth of the world is about
2.1% per year for the next decades (see, e.g., chapter 3 in Nordhaus (2013)
or Gillingham and Nordhaus (2018)) and this growth is (partially) powered
by carbon-based energy resources, water usage, and material consumption.
In absence of an EKC, economic growth will place more and more stress on
the environment. Alternatively, if the EKC exists, then the inverted U-shape
eventually implies a turning point after which economic growth and environ-
mental improvement go hand in hand. Due to such considerations, there is now,
some 25 years after its first conception, a rich literature that (1) reports on the
experimental evidence on the existence/nonexistance of the EKC, (2) provides
economic theory to explain the EKC, and/or (3) refines the econometric tools
that are used to analyse the EKC.1 To quantify the volume of the literature we
have entered the search query “Environmental Kuznets Curve” into the Web of
Science: more than 3,300 references are found.2
1Further references to these specific areas of research can be found in the review articles by
Dasgupta et al. (2002), Stern (2004), and Carson (2009) among others.
2Web of Science, accessed on January 29, 2021, http://www.webofknowledge.com.
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The studies on the EKC have been criticised on two main points. First, the GDP
variable was initially treated as a stationary variable even though unit root tests
do not reject the null hypothesis. This has further consequences since EKC
regressions include higher integer powers of GDP as well. The combination of
nonstationarity and nonlinearity places the EKC in the nonlinear cointegration
literature and appropriate econometric techniques should be employed. Such
techniques have been provided in Wagner (2015) and Wagner and Hong (2016)
under the name of Cointegrating Polynomial Regressions (CPRs), that is re-
gressions containing: deterministic variables, integrated processes, and integer
powers of integrated processes.3 These CPRs are estimated by fully modified
OLS to allow for standard inference on the coefficients. Seemingly unrelated
regressions to analyse multiple countries are discussed in Wagner et al. (2020)
and Chapter 3.
As a second point of critique, there is an ongoing debate on the model speci-
fication. First, one can consider various functional forms when modeling the
relationship between the GDP and the pollution variable. A quadratic specifica-
tion is widely used but a cubic relation (Wagner (2015)) and double-nonlinear
transformations (Lin et al. (2020)) have also been proposed. Various specifica-
tion tests are available to decide on the right specification (see, e.g. Hong and
Phillips (2010), Wang and Phillips (2012) and Wang et al. (2018)), or one could
resort to nonparametric estimation procedures as in Wang and Phillips (2009)
or Linton and Wang (2016). Whereas such modelling approaches do allow
for a more flexible relationship between GDP and the pollution index, they
also implicitly assume that nonlinear environmental effects are explainable by
economic growth only. However, relevant variables are possibly missing from
the model specification. Such omitted variables are a valid concern because
3The recent work by Stypka et al. (2017) confirms the importance of treating the growth
variable as nonstationary. However, it appears less important to use an estimation procedure
that incorporates the fact that several integer powers of the same integrated process appear as
regressors. Namely, Stypka et al. (2017) also find that the “standard estimator” which treats
higher order powers of the integrated regressor as additional I(1) variables has the same
limiting distribution as the CPR estimator (yet a slightly worse finite sample performance).
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adaptation to clean technology,4 pollution control policy,5 increasing energy
efficiency, and increasing environmental awareness may all influence pollution
levels yet are also difficult to quantify or available for short time spans only
(and for that reason often excluded from the reduced-form model). It has been
argued that the inclusion of deterministic time trends will control for such
omitted variables. In empirical applications, this typically translates into the
inclusion of a linear deterministic trend, see Panayotou (1997) and Stypka et al.
(2017), for example.
There seems no a priori reason why linear deterministic trends should control
for omitted variables and provide a valid EKC specification. On the contrary,
we will reason here, and later also in the empirical application, that omitted
nonlinear trends are more likely to result in erroneous EKC results. The
small simulation setting in Table 4.1 illustrates this point. We consider an
omitted nonlinear deterministic trend and estimate an EKC-type of regression:
yt = τ1+τ2t+φ1xt+φ2x2t +ut, where xt and yt are variables measuring economic
growth and environmental pollution, respectively. We test H0 : φ2 ≥ 0
versus Ha : φ2 < 0 because a significantly negative coefficient in front of x2t
is the typical result economists interpret as the existence of the EKC. It is
seen how a (correctly sized) Wald test misinterprets the negative curvature of
a deterministic trend for negative curvature caused by a squared integrated
variable (Panel (A)). In other words, a negative and significant coefficient in
front of the square of GDP might be caused by omitted nonlinear deterministic
trends rather than being any evidence for the EKC. To be on the safe side
we thus recommend researchers to include a nonlinear trend component in
their model specification. This is rather innocuous. Indeed, Panel (B) of Table
4.1 shows that: (1) significant results for nonlinear economic growth effects
continue to be found when φ is indeed unequal to zero, and (2) the added
4Nordhaus (2014) discusses the link between climate change and technological changes. As
another example, Figure 2 in Gillingham and Stock (2018) reports a steady decline in the
price of solar panels and a steady growth in solar panel sales. Cheaper solar energy can
substitute fossil energy thereby reducing pollution.
5A policy variable, ‘Repudiation of Contracts by Government’, was included by Panayotou
(1997) to proxy the quality of environmental policies and institutions.
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nonlinear deterministic trend has only a minor influence on statistical power.
Next to the well-developed literature on the different ways of incorporating the
GDP variable (see above), we will investigate the influence of more flexible
deterministic trend specifications. As such, this chapter augments the Coin-
tegrating Polynomial Regressions of Wagner and Hong (2016) with power
law deterministic trends. These power law trends are used in the literature to
allow for non-constant growth rates in technology indices (see e.g. Duggal
et al. (1999) and Duggal et al. (2007)) or production functions (Klein et al.
(2004)). Alternatively, as in Li and Linton (2021), the reader can also view
these flexible trends as a purely statistical method to model the data rather
than having any direct interpretation in terms of the dynamics of the process.
These trends now merely approximate missing variables and provide an out-
side option (next to the GDP variable) to describe nonlinearities in the data.
Theoretical properties of models with power law trends have been derived in
Phillips (2007), Robinson (2012) and Gao et al. (2020). Building upon this
strand of literature, we provide the limiting distribution of the estimator and
propose a simulated approach for parameter inference. Additionally, we show
how a KPSS-type of test remains useful in verifying the stationarity of the error
process hence avoiding spurious results or misspecification of the cointegrating
relation. A Monte Carlo study sheds light on the finite sample properties of
the simulated approach and stationarity test. As an empirical application, we
look at a dataset on 18 countries over the timespan 1870-2014 and study the
Environmental Kuznets Curve. For all 18 countries, we find that the flexible
deterministic trends sufficiently capture the nonlinearities in the data and turn
higher integer powers of log per capita GDP redundant. We thus recommend
researchers to check whether their EKC conclusions are robust to the inclusion
of power law trends.
This chapter is organized as follows. Section 4.2 introduces the model and the
estimation framework. Asymptotic properties of the estimators and parameter
inference are discussed in Section 4.3. The Monte Carlo simulations in Section
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Table 4.1: The rejection rate (in %) of a t-test for H0 : φ2 ≥ 0 versus H1 : φ2 < 0. (A)
A missing nonlinear deterministic trend in the model causing falsely inflated rejections
of H0 : φ2 = 0 versus Ha : φ2 < 0. (B) Adding an additional quadratic deterministic
trend to the model specification hardly influences the power of the test H0 : φ2 = 0
vs. Ha : φ2 , 0. That is, a significant coefficient in front of x2t remains after adding a
redundant quadratic trend.
Panel (A): Omitted t2 in EKC Specification
DGP: yt = 7 + 0.05t + τt2 + 5xt + ut
Model 1: yt = τ1 + τ2t + φ1xt + φ2x2t + ut
τ 0 -0.0001 -0.0002 -0.0003 -0.0004 -0.0005
T = 100 5.58 8.50 13.42 19.41 27.06 32.89
T = 200 5.08 37.67 57.88 64.92 69.14 70.79
Panel (B): Redundant t2 in EKC Specification
DGP: yt = 7 + 0.05t + 5xt + φx2t + ut
Model 2: yt = τ1 + τ2t + φ1xt + φ2x2t + ut
Model 3: yt = τ1 + τ2t + τ3t2 + φ1xt + φ2x2t + ut
φ 0 -0.1 -0.2 -0.3 -0.4 -0.5
T = 100 5.47 42.85 70.66 84.70 91.64 95.89
(5.65) (36.10) (66.23) (82.27) (90.46) (95.21)
T = 200 5.24 83.02 97.14 99.32 99.82 99.97
(5.31) (80.13) (96.66) (99.26) (99.80) (99.97)




∼ N (0, I2) and xt =
∑t
s=1 vs. In panel (B), we have placed
the results for Model 3 within parentheses.
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4.4 compare asymptotic results and the finite sample distributions. An in depth
discussion of the Environment Kuznets Curve can be found in Section 4.5.
Section 4.6 concludes. All proofs can be found in the Appendix.
Finally, some words on notation. The integer part of the number a ∈ R+




p)1/p. For a matrix A, say of dimension (n × m), the induced p-






a2i j , respectively. For p-norms, we will omit the subscripts
whenever p = 2. In denotes the (n × n) identity matrix. Two special linear
algebra operators are: the Hadamard product (element-wise multiplication)
denoted by “” and the Kronecker product denoted by “⊗”. We omit the
integration bounds whenever the integral is take over [0, 1]. The symbol
“⇒” signifies weak convergence, “ d=” stands for equality in distribution, and
“−→p” and “−→d” denote convergence in probability and in distribution. If
convergence occurs conditionally on the sample, then we add a superscript “*”
to the standard notation. The probabilistic Landau symbols are Op(·) and op(·).
Finally, the generic constant C can change from line to line.
4.2 The Model and NLS Estimation
Our model specification combines power law regressions with the cointegrat-
ing polynomial regression (CPR) introduced by Wagner and Hong (2016).
It combines integrated regressors (and their integer powers) with a flexible
deterministic trend specification. The resulting Generalized Cointegrating
















x′(i)tφi + ut = dt(θ)
′τ + s′tφ + ut, (4.1)
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where θ = [θ1, θ2, . . . , θd]′, τ = [τ1, τ2, . . . , τd]′, φi = [φi1, φi2, . . . , φi,pi]
′,
dt(θ) = [tθ1 , . . . , tθd ]′ and x(i)t = [xit, x
2
it, . . . , x
pi
it ]
′ collects the integer powers
of the ith integrated regressor (i = 1, 2, . . . ,m). The final equality in (4.1) relies
on the definitions st = [x′(1)t,x
′
(2)t, . . . ,x
′
(m)t]
′ and φ = [φ′1,φ
′




notation is introduced for theoretical generality and it allows for a fixed number
of d flexible deterministic trends to be incorporated into the model. Two
remarks are of particular relevance for the applied researcher. First, we envision
model specifications where d is small such that the deterministic trends cannot
fully represent the integrated regressors (see, e.g. Phillips (1998)). Second,
some elements of the vector θ can be fixed prior to the analysis. For example,
setting θ1 = 0 and θ2 = 1 automatically includes an intercept and linear trend
in the model. A typical model specification is yt = τ1 + τ2t + τ3tθ + s′tφ + ut.
Our approach and proofs are easily adapted to the case in which some elements
of θ are prespecified. The error term ut is stationary (see Assumption 4.2 for
more details).
We consider nonlinear least squares (NLS) estimators of the unknown pa-




t=1 (yt − dt(θ)
′τ − s′tφ)
2 and compute(










θ1, . . . , θd : −12 < θL ≤ θ1; θ j − θ j−1 ≥ δ, j = 2, . . . , d; θd ≤ θU < ∞
}
,
for some lower bound θL, some upper bound θU , and δ > 0. Note that Θ ⊂ Rp
is compact.
The optimization problem in (4.2) is easy to solve. For any given θ ∈ Θ, the












 , with zt(θ) = [dt(θ)′, s′t]′. (4.3)
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We can thus minimize the concentrated criterion function




to obtain θ̂T and run a subsequent OLS regression
to find τ̂T and φ̂T .
Remark 4.1
The fixed powers of xit allow us to test for their significance and thereby
distinguish between nonlinearities caused by deterministic and/or stochastic
trends. This is important for our empirical application on the Environmental
Kuznets Curve, see Section 4.5. Hu et al. (2019) study a model with a flexible
power of the integrated regressor. That is, these authors derive the limiting
distribution of the NLS estimators for β and γ when yt = β|xt|γ+ut with β , 0.
4.3 Asymptotic Theory
We subsequently study the asymptotic properties of the NLS estimators. To this
end we first collect all the unknown parameters in the vector γ = [θ′, τ ′,φ′]′.
This vector is assumed to be an element of the parameter space Γ = Θ × Rd+p.







For all 1 ≤ i ≤ d, we have τ0i , 0.
Assumption 4.2
Let ζt = [η′t , ε
′
t]
′ be a sequence of i.i.d. random vectors with E(ζt) = 0,
Σ = E(ζtζ
′
t ), and E ‖ζt‖


















The first assumption is needed to avoid identification issues. That is, if τ0i = 0
for some i ∈ {1, . . . , d}, then the corresponding θ0i is not identified and the
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Davies problem arrises when testing H0 : τi = 0 (see Davies (1977, 1987)).
We will not consider such difficulties in the current paper and this is reflected
in our model specification (4.1). That is, we consider flexible powers of the
deterministic trends but fixed powers of the stochastic trends thus allowing us
to test zero restrictions on (elements of) φ. This is of crucial importance in
the EKC application to see whether nonlinear effects in the economic growth
variable remain significant after nonlinear time trends have been added to the
model. For different model settings Assumption 4.1 has been relaxed in the
literature. Baek et al. (2015) and Cho and Phillips (2018) study the asymptotic
behaviour of a quasi-likelihood ratio test when Assumption 4.1 is violated and
the conditional mean of the data contains strictly stationary regressors and a
flexible time trend. Alternatively, one can use drifting parameter sequences
with different identification strengths as in Andrews and Cheng (2012).
Assumption 4.2 excludes cointegration among elements of xt and defines













whereB(r) denotes an (m + 1)-dimensional





















tioned similarly. Subscripts are used to refer to specific elements. For example,
Bvi and∆viu denote the i
th elements ofBv and∆vu, respectively.
A concise exposition of our results asks for additional notation. An enumeration
of various definitions is presented below.
(1) Introduce scaling matrices: Dd,T (θ) = diag[T θ1 ,T θ2 , . . . ,T θd ] for the
time trends and their coefficients, and Ds,T = diag[D(1),T , . . . ,D(m),T ]
for the integer powers of I(1) regressors, where
D(i),T = diag[T 1/2,T, . . . ,T pi/2]. Moreover, we define two
(2d + p) × (2d + p) nonrandom block matrices Lτ0,T and Dθ0,T such
that Lτ0,T =
[




















Dd,T (θ0) O O
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(2) Define (nonrandom and stochastic) vectors d(r;θ0) = [rθ10 , rθ20 , . . . , rθd0]′,
B(i)(r) = [Bvi(r),B
2
vi(r), . . . ,B
pi
vi (r)]
′ and their stacked random vector


















1∆v1u, . . . , b
′
m∆vmu]
′ for the second-order bias terms.
Theorem 4.1
Under Assumptions 4.1-4.2, as T → ∞, we have









The proof of Theorem 4.1 is closely related to the work by Chan and Wang
(2015). These authors provide the asymptotic distribution of NLS estimators
with nonstationary time series under a set of general conditions (see their
theorem 3.1). We verify that these conditions are also fulfilled when the scaling
matrix Gγ0,T is non-diagonal and depending on the true parameter vector
γ0. The results in Chan and Wang (2015) and Wang et al. (2018) suggest
that Assumption 4.2 can be replaced by a long memory specification for ∆xt.
However, long memory parameters will enter the limiting distribution and
inference will be complicated further.
We now illustrate Theorem 4.1 with two examples. These examples highlight
two mathematical features that may complicate parameter inference.
Example 4.1
We consider the model yt = τtθ + ut where the innovations satisfy Assumption
4.2. The limiting distribution of the parameter estimators depends solely on








and is therefore normally distributed (e.g., section 2.3 in Tanaka (2017)):
 T θ0+ 12 0T θ0+ 12 τ0 ln(T ) T θ0+ 12





 2τ20 −τ0(2θ0 + 1)
−τ0(2θ0 + 1) (2θ0 + 1)2
−1
 . (4.4)













depends on θ0 and is non-diagonal. The dependence on θ0 is unavoidable but
asymptotic results for the case of a diagonal scaling matrix are obtainable at
the expense of a singular joint distribution. The latter follows directly from


































, the continuous mapping theorem implies
T θ0+ 12 00 T θ0+ 12 /ln(T )




 × N (0,Ωuu(2θ0 + 1)3) .
This limiting distribution coincides with the result in theorem 6.3 of Phillips
(2007).
Example 4.2
















































This limiting distribution exhibits second order bias when ∆vu , 0, or when
Bu and Bv are correlated.
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Two features of the limiting distribution of Gγ0,T (γ̂T − γ0) deserve further
comments. First, as emphasised in Example 4.1, the scaling matrixGγ0,T fea-
tures two uncommon properties: (1) this matrix depends on the true parameter
vectors τ0 and θ0, and (2)Gγ0,T is not diagonal. These peculiarities are caused
by the nonlinearity and nonstationarity of the model. More specifically, these
features can be traced back to the presence of functions like f (t; τ, θ) = τtθ.
Limiting distributions with a similar mathematical structure can be found in
the structural breaks literature, cf. model setting II.b of Perron and Zhu (2005)
and its detailed analysis in Beutner et al. (2021).
Second, the nonstationary regressor xit enters the model (4.1) through a poly-
nomial transformation of the form g(x,φi) = φi1x + φi2x2 + . . . + φipi x
pi
(i = 1, 2, . . . ,m). In the terminology of Park and Phillips (2001) this part of
the regression function is a linear combination of H0-regular functions. It
is well-documented in the literature, e.g. Chang et al. (2001) and Chan and
Wang (2015), that this leads to second order bias terms and hence nonstan-
dard inference (except in the special case of strictly exogenous nonstationary
regressors).
4.3.1 General Considerations
Let us assume for the moment that θ0 is known. The resulting model, that is
yt = dt(θ0)′τ + s′tφ + ut, is now linear in the unknown parameters [τ
′,φ′]′.













parameter inference is relatively straightforward. For example, we can apply
the Fully Modified (FM) corrections as in Wagner and Hong (2016) to obtain
a zero-mean Gaussian mixture limiting distribution that allows for standard
inference.6
6The deterministic component in the CPR model by Wagner and Hong (2016) is a linear
combination of the elements in the vector [1, t, t2, . . . , tq]′. The FM corrections are thus
immediate if θ0 is known and takes values in the natural numbers. Based on Lemma 4.2
in the Appendix, it is also relatively straightforward to derive such corrections when θ0 is
known but not necessarily elements of the natural numbers.
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Given that θ0 is unknown in practice, it seems natural to first compute θ̂T by











The latter estimator is linear in y1, y2, . . . , yT and fully modified adjustments
seem possible. However, there are two issues. First, this estimator does not
allow us to conduct inference on θ. Second, it is not completely clear how the
estimation error in θ̂T influences the limiting results.7
There is also some good news. Namely, if the estimator in (4.5) is used to
calculate residuals, then these residuals can be used to construct consistent
kernel estimators for the long-run variance (LRV) matrices ∆ and Ω. With






























Vt( γ̂T )Vt( γ̂T )′,
(4.6)
for some kernel function k(·) and bandwidth parameter bT . The first element
in Vt( γ̂T ) is indeed the residual ût = yt − dt(θ̂T )
′τ̂T − s
′
tφ̂T . The remaining
elements are ∆xt = vt.
Assumption 4.3
(a) k(0) = 1, k(·) is continuous at zero, and supx≥0 |k(x)| < ∞.
(b)
∫ ∞
0 k̄(x)dx < ∞, where k̄(x) = supy≥x |k(y)|.
7We have investigated the asymptotic behaviour of a Fully Modified version of the estimator
in (4.5). Our efforts in bounding the estimation error of θ̂T lead to a term in the covariance
asymptotics that is Op(ln T ) instead of op(1) (also when imposing θL = 0). This fact and the
additional Monte Carlo simulations reported in Figure 4.3 in appendix suggests that this
Fully Modified estimator is not asymptotically valid.
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The conditions on the kernel function k(·), Assumptions 4.3(a)-(b), are identical
to those in Jansson (2002). Jansson (2002) remarks that these assumptions
“would appear to be satisfied by any kernel in actual use”. Commonly used
kernel functions such as the Bartlett, Parzen, and Quadratic Spectral kernels






= 0, by a factor ln T . The difference is
due to the estimation error in θ̂T . This error causes the residuals {ût} to be less
close to the innovations {ut} and we balance this by including autocovariance
matrices of higher lags at a lower rate.
Theorem 4.2
Under Assumptions 4.1-4.3, we have ∆̂T −→p ∆ and Ω̂T −→p Ω.
4.3.2 Simulated inference
The limiting distribution in Theorem 4.1 is nonpivotal and thus unsuited for
inference. We will use a simulated approach to account for the nuisance
parameters, i.e. τ0, θ0 and the parameters describing the covariance structure of
B(r). The main idea is to replace nuisance parameters by consistent estimates
and to rely on a Monte Carlo (MC) simulation to approximate the limiting
distribution. The empirical quantiles of these MC draws allow us to test
hypothesis and/or conduct inference. Clearly, this kind of approach will provide
exact inference when the limiting distribution is invariant with respect to the
nuisance parameters (e.g. Dufour and Khalaf (2002) and Dufour (2006)). In
the absence of such invariance, results as those in Wang et al. (2018) and
Bergamelli et al. (2019) show that the simulation approach can retain an
asymptotic justification. The following algorithm is an adaptation of the
simulated estimation by Wang et al. (2018). Among others, the current setting
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has to control for more nuisance parameters because of the flexible trend
specification.
Step 1: Estimate γ̂T and use the residuals {ût} to compute the estimators ∆̂T
and Ω̂T from (4.6)
Step 2: Repeat for j = 1, . . . , J,







= Ω̂1/2T en and construct the partial sum process
{χ̂n = [ χ̂1n, . . . , χ̂mn ]′}Nn=1 according to χ̂n = χ̂n−1 + υ̂n and
χ̂0 = 0.
(c) Set ŵn = [n, χ̂′n]





















ḟ (ŵn, γ̂T )̂µn
 + B̂−vu
 ,
where ḟ (ŵn,γ) =
[















































1, 2 1N ∑Nn=1 ( χ̂in√N
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Step 3 has been kept general for notational convenience. A more concrete
example is as follows. To construct a two-sided equal-tailed confidence interval
for θ01, we calculate the α2 and 1 −
α




















Suppose Assumptions 4.1-4.3 hold and let N = [κTα] for some κ > 0 and





















Theorem 4.3 establishes the asymptotic validity of the simulation approach.
That is, for a large enough J, the empirical quantiles of the simulated distri-
bution will coincide with the asymptotic distribution. According to Theorem
4.3, the length of the simulated time series should grow more slowly as θL
approaches − 12 . For the general case with θL arbitrary close to −
1
2 this is prob-
lematic since the allowed range for α will become arbitrary small. However,
in view of the EKC we are mostly interested in deterministic trends that do
not decay to zero over time and can take θL = 0. We can then use simulated
inference with N = T .
4.3.3 KPSS-type test for the null of cointegration
The correct specification of the nonlinear cointegrating relation will result
in a stationary error process {ut}t∈Z. Stationarity tests can thus be used to
detect spurious relationships and/or the omission of relevant terms from the
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cointegrating regression. We consider a KPSS-type test statistic for the null




















y+t − dt(θ̂T )
′ τ̂T − s
′
t φ̂T , and y
+
t = yt − Ω̂vuΩ̂
−1
vv ∆xt. The statistic is (stochas-
tically) bounded under the null hypothesis but diverges under the alternative.
Several authors have reported model settings in which the asymptotic null
distribution of K+T is known, e.g. Kwiatkowski et al. (1992) and Wagner and
Hong (2016).
The estimation of θ contaminates the limiting distribution of (4.7) with nui-
sance parameters.8 Choi and Saikkonen (2010), Wagner and Hong (2016),
Jiang et al. (2019), and Chapter 3, have shown that subsampling can resolve
this issue. We will follow their approach and use subsamples of size qT to
compute the test statistics.
Theorem 4.4
Under Assumptions 4.1-4.3 and if limT→∞
(
q−1T + (ln T )
(qT
T
)θL+ 12 ) = 0, then
for any ` ∈ {1, . . . ,T − qT + 1} we have











2 ⇒ ∫ 1
0
[W(r)]2dr, (4.8)
where Ω̂u.v is a consistent estimator of Ωu.v = Ωuu −ΩuvΩ
−1
vv Ωvu (Theorem
4.2) and W(·) denotes a standard Brownian motion.
Theorem 4.4 does not provide any guidance on the choices for the starting
8Proposition 5 in Wagner and Hong (2016) shows that the limiting distribution of K+T is free of
nuisance parameters if θ0 is known and only a single integrated regressor occurs with integer
powers greater than one. This result does not carry over to the current setting because of the
estimation error in θ̂T
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value ` and the subsample size qT . First, for a given qT , Choi and Saikkonen
(2010) argue that the use of a single subsample (instead of all T observations)
implies a significant loss of power. We follow their example and combine all
M = [T/qT ] subresidual series of length qT using a Bonferroni procedure. That
is, we create subresiduals series by selecting adjacent blocks of qT residuals
while alternating between the start and end of the sample. We calculate the
KPSS-type test statistic for each subseries, say K1, . . . ,KM, and reject the
null of stationarity at significance α whenever max{K1, . . . ,KM} exceeds cα/M





= α/M . Finally, we select the
block size qT using Romano and Wolf’s (2001) minimum volatility rule. The
approach is now completely data-driven.
4.4 Simulations
This section lists various Monte Carlo simulations showing that the asymp-
totic approximations from Section 4.3 provide useful guidance in finite sam-
ples. Further details on the implementation are as follows. We consider
T ∈ {100, 200, 500}.9 The long-run covariance matrices in (4.6) are computed
using the Barlett kernel, k(x) = 1 − |x| for |x|≤ 1 (and zero otherwise), and the
bandwidth selection method described in Andrews (1991). Simulated limiting
distributions are based on J = 999 replicates and we set N = T (because we
consider θL = 0 in our settings). We test at 5% significance and report results
based on 2.5 × 104 MC replications.
Foreshadowing the empirical application, we use the DGP
yt = τ1 + τ2t + τ3t θ + φ1xt + φ2x2t + ut, (4.9)
where xt =
∑t
s=1 vs. The chosen parameter values are θ = 2, τ = [τ1, τ2, τ3]
′ =
[7, 0.05,−5 × 10−4]′, and φ = [5, φ2]′ and these are representative of typical
9Figure 4.1 is an exception. This figure reports power curves and here we decided to use
T ∈ {100, 200, 300} instead. This reduces the computational burden and avoids large
parameter ranges with empirical power being equal to one.
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outcomes in empirical studies. The disturbance vector [ut, vt]′ is generated
from the VAR(1) specification10utvt





 i.i.d.∼ N (0, [ 1 ρρ 1
])
. (4.10)
In (4.10), we construct the autoregressive matrix A along the following two
steps: (1) generate a (2 × 2) random matrix U from U[0, 1] to construct the
orthogonal matrixH = U (U ′U )−1/2, and (2) computeA = HLH ′ using
(A) L = diag[0, 0], (C) L = diag[0.7, 0.5],
(B) L = diag[0.5, 0.3], (D) L = diag[0.9, 0.7].
Settings (A)–(D) gradually increase the serial correlation in the error processes.
The parameter ρ ∈ {0, 0.25, 0.5} governs the amount of endogeneity.
We report three simulation experiments.11 Our first simulation experiments
relate to testing the null of linear cointegration, i.e. we test H0 : φ2 = 0
versus its two-sided alternative Ha : φ2 , 0. The empirical size (φ2 = 0)
is computed using three different estimators: (1) the NLS estimator with
simulated critical values as described in Section 4.3.2 (SimNLS); the NLS
estimator with simulated critical values and the true value for θ0 = 2 being
provided (SimNLS(θ0)); and (3) the FMOLS estimator based on θ0 = 2
(FMOLS(θ0)). Since the Fully Modified approach is invalid for estimated
θ, we do not report such results in the main text. The related simulation
outcomes are listed in Panel (A) of Table 4.2. It is clear that simulated critical
values improve size control. We point out two other observations. First,
we see that the empirical size is rather insensitive to changes in ρ, whereas
the introduction of serial correlation makes the test (more) oversized. This
behaviour is well-documented in simulation settings where θ is known and




= 0 and subsequently use a presample of 50 observa-
tions to reduce the influence of these initial values.
11Additional simulation results regarding inference on θ can be found in appendix. More
explicitly, we discuss the empirical coverage and average length of confidence intervals for
θ there.
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restricted to be a natural number, cf. Wagner and Hong (2016) or Chapter 3.
Second, we compare the two estimators that are informed about the quadratic
deterministic trend: SimNLS(θ0) and FMOLS(θ0). The model is now linear
in its parameters and NLS estimation is no longer necessary. That is, we find
ourselves in the model specification previously analysed in detail by Wagner
and Hong (2016). The comparison of SimNLS(θ0) and FMOLS(θ0) indicates
that simulated inference still offers better size control than FMOLS. We thus
recommend the applied researcher to use the simulated approach (even if θ is
known).
Subsequent simulations are about testing power (Figure 4.1). Overall, the
power curves show the expected power gains when sample sizes increases or
φ2 moves farther away from zero. These power simulation indicate that the
hypothesis φ2 = 0 is correctly rejected when the nonlinear stochastic trend
variable x2t is indeed relevant. Practically speaking, if φ2 , 0 is interpreted as
evidence in favour of an EKC, then the test continues to have power also after
flexible time trends have been added. All simulations so far make us conclude
that we can properly decide on the relevance/irrelevance of x2t (or the GDP
variable within an EKC application) within the GPR framework.
Finally, we look at the finite sample properties of the KPSS test (Panel (B)
in Table 4.2). Comparing KPSS and KPSS(θ0), we see that knowledge of
the true value of θ0 is beneficial as it always brings the empirical size closer
to 5%. This difference aside, our KPSS outcomes are qualitatively similar
to the results reported in table 1 of Choi and Saikkonen (2010). That is, the
Bonferroni correction leads to conservative tests for up to moderate levels of
serial correlation. At high levels of serial correlation (Setting (D)) we approach
unit root behaviour and the KPSS tests are oversized.
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Table 4.2: (A): The empirical size (in %) of the coefficient test H0 : φ2 = 0 versus
Ha : φ2 , 0. The Monte Carlo results are based on: simulated inference with θ
estimated by NLS (SimNLS), simulated inference with θ = 2 (SimNLS(θ0)), and
a Fully Modified estimator being informed about θ = 2 (FMOLS(θ0)). (B): The
empirical size (in %) of the subsampling Bonferroni KPSS tests. The row labeled
‘KPSS’ is computable in practice. We additionally report simulation outcomes on the
same test when being informed about the true value of θ, see the row indicated by
‘KPSS(θ0)’.
(A) (B) (C) (D)
ρ 0.00 0.25 0.50 0.00 0.25 0.50 0.00 0.25 0.50 0.00 0.25 0.50
Panel (A): Empirical size of coefficient test for H0 : φ2 = 0 versus Ha : φ2 , 0 (see Figure 4.1 for empirical power)
T = 100
SimNLS 5.68 5.42 5.38 6.24 5.88 5.81 9.16 9.24 8.70 26.25 26.19 25.61
SimNLS(θ0) 5.43 5.38 5.31 5.42 5.00 5.08 7.16 7.25 7.01 19.29 19.48 19.28
FMOLS(θ0) 7.50 7.00 6.58 14.69 14.20 12.90 21.08 20.28 19.12 38.98 38.54 37.88
T = 200
SimNLS 5.44 5.37 5.28 5.12 4.85 5.14 6.66 5.92 5.97 14.44 13.80 13.36
SimNLS(θ0) 5.50 5.21 5.09 4.77 4.55 4.83 5.54 5.29 5.28 10.00 9.65 9.43
FMOLS(θ0) 6.08 6.02 5.79 10.90 10.85 10.20 14.58 14.65 13.32 26.02 25.98 25.02
T = 500
SimNLS 5.27 5.27 5.17 4.63 4.72 4.69 4.97 5.02 4.90 6.94 6.72 6.46
SimNLS(θ0) 5.31 5.34 5.25 4.44 4.67 4.70 4.75 4.74 4.55 5.74 5.71 5.19
FMOLS(θ0) 5.49 5.38 5.45 8.33 8.40 7.85 10.62 10.08 9.78 14.92 15.22 13.87
Panel (B): Empirical size of the KPSS-type of test for cointegration
T = 100
KPSS 0.34 0.43 1.34 0.92 1.00 1.39 2.03 2.09 2.16 20.47 20.22 20.22
KPSS(θ0) 0.69 0.78 1.90 1.32 1.46 1.89 2.30 2.23 2.23 16.48 16.51 16.42
T = 200
KPSS 0.79 0.94 2.31 1.46 1.70 2.42 2.22 2.19 2.26 10.70 10.61 10.17
KPSS(θ0) 1.19 1.24 2.69 1.82 2.08 2.70 2.43 2.38 2.50 8.92 8.86 8.24
T = 500
KPSS 1.08 1.48 2.90 2.08 1.91 2.40 2.21 2.10 2.43 5.10 4.72 4.20
KPSS(θ0) 1.36 1.76 3.13 2.27 2.24 2.56 2.32 2.27 2.54 4.35 3.98 3.68
Note: The DGP is yt = τ1 + τ2t + τ3tθ + φ1 xt + φ2 x2t + ut (numerical values are given on page 170) with xt =
∑t






















. A = HLH ′ with H = U (U ′U )−1/2 and U being a (2 × 2) matrix of uniformly distributed
random variables on [0, 1]. We consider four specifications for L: (A) L = diag[0, 0], (B) L = diag[0.5, 0.3], (C) L = diag[0.7, 0.5], and (D)
L = diag[0.9, 0.7].
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(a) Setting (A) (b) Setting (B)
(c) Setting (C) (d) Setting (D)
Figure 4.1: The power curve for the test H0 : φ2 = 0 versus its two-sided alternative
Ha : φ2 , 0. The simulation DGP is yt = τ1 + τ2t + τ3t θ + φ1xt + φ2x2t + ut. Results
are shown for settings (A)–(D) with ρ = 0.50.
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4.5 Empirical Application
We examine the evidence for an EKC for a collection of 18 countries over the
period 1870-2014 (T = 145). Economic growth is measured by GDP and we
use carbon dioxide (CO2) emissions as a proxy for air pollution. The origin of
these data is as follows. We used population and GDP data from the Maddi-
son Project (see https://www.rug.nl/ggdc/historicaldevelopment/
maddison/). Our carbon dioxide data are fossil-fuel CO2 emissions as made
available by the Carbon Dioxide Information Analysis Center (CDIAC, see
https://cdiac.ess-dive.lbl.gov). Both GDP and CO2 emissions are expressed per
capita and subsequently log-transformed. In accordance with the notation of
this chapter, we will denote them by xt and yt, respectively. The same data set
(or subsets thereof) has also been studied by Wagner (2015), Chan and Wang
(2015), Wang et al. (2018), Wagner et al. (2020), and Chapter 3.12 This con-
veniently allows us to compare results. All user choices (kernel specification,
bandwidth selection, etc.) are kept the same as during the simulation study
(see page 170).
Prior to the analysis of the econometric models we will discuss several features
of the time series for Belgium (Figure 4.2).13 An inverted U-shaped relationship
between GDP and CO2 (both in log per capita) is clearly visible in Figure
4.2(a) and results like these have triggered the research on the Environmental
Kuznetz Curve. However, the heat map time indication also shows that time is
almost monotonically increasing along the curve. Time effects - e.g. increasing
environmental awareness, advances in sustainable technologies - can be valid
alternative explanations for these nonlinearities and their omission can (falsely)
exaggerate the influence of GDP. It is for this reason that we developed and
analysed the Generalized Cointegrating Polynomial Regression (GCPR).
12The stationarity properties of the series have been extensively studied and commented on in
these papers. We will not repeat this analysis but refer the interested reader to the appendix
where such results can be found.
13The data for Austria, Belgium, and Finland are mentioned in both Wagner (2015) and Wagner
et al. (2020) to behave in line with the EKC. We discuss Belgium in the main text but
the interested reader can find the same figures for Austria and Finland in appendix. The
conclusions are the same.
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Figure 4.2: Overview graphs for Belgium over 1870-2014. (a) log(CO2) versus
log(GDP) (both per capita). (b) As subfigure (a) but using detrended variables. (c)
The log per capita CO2 emissions time series for Belgium. (d) The residual sum of
squares (RSS) for the nonlinear model specification yt = τ1 + τ2t + φ1xt + φ2xθt + ut
for various values of θ. (e) The RSS as a function of θ for the flexible nonlinear trend
specification yt = τ1 + τ2t + τ3tθ + φxt + ut. (f) The relation between xt and yt after
partialling out the constant, linear trend, and flexible deterministic trend.
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Table 4.3: An overview of all models discussed in the empirical application.
Model Specification
(M1) yt = τ1 + τ2t + φ1xt + φ2x2t + ut
(M2) yt = τ1 + τ2t + τ3t2 + φ1xt + φ2x2t + ut
(M3) yt = τ1 + τ2t + τ3tθ + φ1xt + φ2x2t + ut
(M4) yt = τ1 + τ2t + τ3tθ + φ1xt + ut
More evidence for the importance of time effects is available in Figure 4.2(b).
This figure depicts the same per capita series after detrending.14 The inverted
U-shape is now (visually) less pronounced or even absent.
Finally, we consider two competing possibilities to extend the traditional linear
cointegration specification: yt = τ1 + τ2t + φ1xt + ut. This model does not
account for any nonlinear behaviour over time and is therefore ill-suited to
fit the data displayed in Figure 4.2(c). Cointegrating polynomial regressions
use integer powers of xt to describe the curvature over time. Following Hu
et al. (2019) we can allow for an integrated regressor with a flexible power and
estimate yt = τ1 + τ2t + φ1xt + φ2xθt + ut. The residual sum of squares (RSS)
of the NLS estimator for this specification is shown in Figure 4.2(d). The
absence of a minimum at θ = 2 casts doubt on the commonly used quadratic
specification in xt. Moreover, the lack of any minimum might be interpreted as
a sign that log per capita GDP is not the source of nonlinearity. Alternatively,
we can opt for a flexible deterministic trend as in yt = τ1 + τ2t + τ3tθ +φ1xt + ut.
The RSS now exhibits a clear minimum, see Figure 4.2(e). Considerations like
these motivate the use of GCPRs. We will argue in the next pages that this
last model specification is well-suited to capture the important features of the
pollution data.
14The Perron and Yabu (2009) test allows us to test for the presence of a deterministic trend
irrespectively of the series being trend-stationary or having an unit root. The results of this
test (see appendix) indicate that log per capita GDP is likely to have a deterministic trend
component. It is thus recommended to have a deterministic trend in the model for log per
capita CO2 emissions and the visual inspection of the relationship between GDP and CO2
emissions (in log per capita) should take place after partialling out this deterministic trend.
177
Chapter 4. Generalized Cointegrating Polynomial Regressions
We continue the empirical analysis with a comparison of three model specifica-
tions, namely (M1)–(M3) as defined in Table 4.3. All three models are of the
form:
yt = τ1 + τ2t + τ3tθ + φ1xt + φ2x2t + ut. (4.11)
Model (M1) is the specification above with τ3 = 0. This model specification
(possibly with the additional constraint τ2 = 0) has been explored in various
papers, e.g. Piaggio and Padilla (2012), Wagner (2015), and Wang et al. (2018).
For this model specification (M1), an inverted-U relationship results when
φ1 > 0 and φ2 < 0 and empirical evidence hereof is traditionally interpreted as
the existence of the EKC. Moreover, if these coefficients have the correct signs,
then the turning point - the level of economic growth at which environmental
improvement starts - can be computed as exp (−φ1/2φ2). Model (M1) is
restrictive in the sense that nonlinear time effects (clearly visible in Figure 4.2)
can only be explaining using the term φ2x2t .
The model specifications (M2) and (M3) include deterministic nonlinear time
trends. For model (M2), we allow for τ3 , 0 but fix θ = 2. The model in
(4.11) without further restrictions is referred to as (M3). In the latter model,
the NLS estimator for θ is computed by a grid search over the values Θ =
[0.05, 0.95] ∪ [1.05, 10] and simulated inference is used (Section 4.3.2). Table
4.4 depicts how increasingly flexible nonlinear deterministic trends affect
the parameter estimates for φ1 and φ2. Judging only by the signs of φ̂1 and
φ̂2 (thus ignoring potential stationarity in the errors), the EKC exists for 17
out of 18, 9 out of 18, and 8 out of 18 countries for (M1), (M2), and (M3),
respectively. Moreover, the significance of squared log per capita GDP (that is
φ2) reduces when nonlinear deterministic time trends are included. For model
(M3), φ2 is never significantly different from zero at a 10% level and evidence
in favour of EKC becomes rather meagre. The results of the KPSS tests for
these models can be found in Table 4.4 under “Stationarity tests”. In general,
the cointegrating relations seem well-specified except maybe for Belgium,
Denmark, and UK.15

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Chapter 4. Generalized Cointegrating Polynomial Regressions
The insignificance of φ2 in model (M3) suggests us to return to the model
specification that was introduced earlier, namely
yt = τ1 + τ2t + τ3tθ + φ1xt + ut. (M4)
Model (M4) specifies a linear cointegrating relation around a flexible time trend
and does not incorporate nonlinear effects in log per capita GDP.16 That is, the
model specification does not allow for an EKC. As before, we check parameter
estimates and test for stationarity of the error terms (the columns labeled “(M4)”
in Table 4.4 and Figures 4.2(f), and 4.6). Some remarks concerning this final
model specification are:
1. For Belgium, the fitted model reads
ŷt = −0.049 + 0.0063t − 6.131 × 10−6 t2.603 + 1.006xt. (4.12)
The flexible power on the linear trend is estimated to be θ̂ = 2.603
resulting in nonlinear behaviour over time. Moreover, the negative
coefficient in front of t2.603 provides a contribution that is sloping down
over time. If time effects are ignored, then a 1% increase in GDP will
lead to an estimated 1.006% increase in fossil-fuel CO2 emissions.
2. The outcomes of the KPSS test do not point towards a misspecified
cointegrating relation (Table 4.4). The flexible deterministic trend is
apparently sufficient to describe the nonlinear behaviour of log per capita
CO2 emissions over time, that is squared log per capita GDP is not
needed in the model. Visual proof is found in Figures 4.2(a), 4.2(b)
and 4.2(f) where the incorporation of increasingly flexible time effects
is seen to remove any apparent nonlinear relationship between log per
capita GDP and CO2 emissions.
is implicitly a joint test. The interpretation of the individual outcomes therefore suffers from
the multiple testing problem. A multivariate stationarity test is discussed in Chapter 3.
16Model specification (M4) has the additional advantage of being invariant to the possible
presence of a drift component in log per capita GDP, also see footnote 14.
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4.6 Summary and conclusion
In this chapter we have extended the cointegrating polynomial regression model
of Wagner and Hong (2016) with power law deterministic trends. The unknown
powers are estimated jointly with the parameters in the cointegrating relation.
The limiting distribution is nonstandard because it involves a non-diagonal
scaling matrix and the usual second order bias effects. We therefore suggest
a simulation-based approach to conduct inference. The usual subsampling
KPSS-type for stationarity of the innovations of the nonlinear cointegrating
relation remains valid. Our results are supported by Monte Carlo simulation.
The empirical application on the Environmental Kuznets Curve shows that a
flexible trend can fully capture the nonlinearity in the data thereby making
higher order powers of log per capita GDP redundant. Our resulting model is
linear in log per capita GDP and suggests an alternative explanation in which
time effects (e.g. technological progress, environmental awareness) cause the
recent slowdown in pollution. Contrary to the opening quote in the introduction,
our data does not suggest that air quality will benefit from economic growth.
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Appendix 4.A Useful Lemmas
In this section, we first show some preliminary results that will be used in the
proofs of main theorems (Section B).
Lemma 4.1
(i) For aL > −1, we have supa≥aL
∣∣∣∣ 1T ∑Tt=1 ( tT )a∣∣∣∣ ≤ C,













≤ C(ln T )2k,
(iii) Under Assumption 4.2, for some aL and aU such that − 12 < aL < aU < ∞,
and any k ≥ 0, E
(
supa∈[aL,aU ]
∣∣∣∣∣ 1√T ∑Tt=1 ( tT )a (ln t)kut
∣∣∣∣∣) ≤ C(ln T )k,

















∣∣∣∣∣∣∣ ≤ C (ln T )k+1T 1+min(aL,0) .












































































The first summation in the RHS of (4.13) is bounded in view of Lemma 4.1(i) and∑∞








































































































































For the first term in the RHS of (4.14), we have E
∣∣∣∣∣ 1√T ∑Tt=1(ln t)kut
∣∣∣∣∣ ≤E ( 1√T ∑Tt=1(ln t)kut
)21/2 ≤ C(ln T )k by Lemma 4.1(ii) with a = 0. For the second



































To deal with the supremum of
∣∣∣∣(1 + 1s )a − 1∣∣∣∣ over [aL, aU], we define ga(x) = (1+x)a−1
for 0 ≤ x ≤ 1. If − 12 < a ≤ 1, then |ga(x)|≤ |a|x by Bernoulli’s inequality. If a ≥ 1,
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then convexity of ga(x) implies ga(x) ≤ (1−x)ga(0)+xga(1) ≤ (2a − 1) x. We conclude




































































)aL−1/2 ≤ C(ln T )k,
where we used E
∣∣∣∑st=1(ln t)kut∣∣∣ ≤ (E (∑st=1(ln t)kut)2)1/2 ≤ Cs1/2(ln s)k (the steps in
the proof of (ii) require a small modification to establish this) to go to the last line, and
(i) to obtain the final inequality. The proof is complete since we have bounded both
terms in the RHS of (4.14). (iv) If we divide the integral into integration intervals of



































































































∣∣∣∣∣∣ dr =: Ia + Ib + Ic, (4.16)
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using the triangle inequality. Clearly, Ia is bounded by T−(aL+1)(ln T )k. For Ib we can










(ln T )k − ka+1
∫ 1/T
0 r
a(ln r)k−1dr for k , −1, to obtain
∫ 1/T
0









(a + 1)1+ j















(a + 1)1+ j
(ln T )k− j.


























(ln T )k− j ≤ CT−(aL+1)(ln T )k.























We subsequently derive an upper bound for the integrand using an approach which
mimics the derivations in (D.14) and (D.15) in Robinson (2012). For any 2T ≤ ` ≤ 1
(such that 0 < s/` ≤ 12 ), we have∣∣∣`a(ln `)k − (` − s)a( ln(` − s))k∣∣∣
=
∣∣∣[`a − (` − s)a](ln `)k + (` − s)a[(ln `)k − (ln(` − s))k]∣∣∣
≤
∣∣∣[`a − (` − s)a](ln `)k∣∣∣ + ∣∣∣(` − s)a[(ln `)k − (ln(` − s))k]∣∣∣
= `a| ln `|k |1 − (1 − s/`)a | + `a(1 − s/`)a
∣∣∣(ln `)k − (ln(` − s))k∣∣∣ =: IIa + IIb, (4.18)
by the triangle inequality and the fact that |(`−s)a| = (`−s)a. For IIa similar arguments
as those found below (4.15) give |1 − (1 − x)a| ≤ Cx, and hence
IIa ≤ C`aL | ln `|k
s
`
≤ C`aL−1| ln `|k s
≤ C`aL−1| ln `|kT−1 ≤ C`aL−1| ln `|kT−1 ≤ C`aL−1( ln T )kT−1, (4.19)
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since |ln `|≤ |ln T | for all 2T ≤ ` ≤ 1. For IIb we first note that
1
2 ≤ 1 − s/` < 1
and therefore (1 − s/`)a < (1 − s/`)−1 ≤ 2. Moreover, we use the factorization
pn − qn = (p − q)
∑n−1
j=0 p
n−1− jq j to obtain17




(ln `)k−1− j( ln(` − s)) j
∣∣∣∣∣∣∣∣
≤ | ln(1 − s/`)|
k−1∑
j=0
|ln `|k−1− j |ln(` − s)| j ≤ k |ln(1 − s/`)| (ln T )k−1 ≤ 2k
s
`
( ln T )k−1,









Since 2T ≤ ` ≤ 1, we use the bounds on IIa and IIb to bound the integrand of (4.17)
as follows:
























aL−1 relies on the values of aL. We distinguish three
























aL−1 = O(T ) by














We find Ia, Ib, and Ic converge to zero as T → ∞. The proof follows from (4.16). 
17For any x > −1, we have the inequality x1+x ≤ ln(1 + x) ≤ x. This implies that |ln(1 − s/`)|=






Let Assumption 4.2 hold. For any a such that −12 < aL ≤ a ≤ aU < ∞, any















































Proof For r ∈ (0, 1], we define f (r) = ra(ln r)k. Two partial sum processes are
defined as S T (r) = 1√
T
∑[rT ]
s=1 us, and Xi,T (r) =
1√
T
xi,[rT ] = 1√
T
∑[rT ]













. (i) This result follows from lemma 1 of Hong
























































































































































S T (r)d fT (r) (4.23)
where we used the fact that S T (·) is piecewise constant. In view of Assumption 4.2,
we can suitably extend the probability space and have the following uniformly strong
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where the third line is obtained using integration by parts of the mean square
Riemann-Stieltjes integral, c.f. theorem 2.7 in Tanaka (2017). It remains to show
that
∫ 1/T














fT (r) − f (r)
]
dBu(r) are asymptotically
negligible. These quantities are zero mean so it suffices to show that their variances









[ f (r)]2dr ≤ CT−(2aL+1)(ln T )2k → 0, (4.25)































fT (r) − f (r)
]
dBu(r), we look at
∫ 1
1/T




















































T , . . . , 1
}
and recall that 0 ≤ s ≤ 1T (hence also 0 ≤
s
`
≤ 1). Using the
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triangle inequality, the expression in absolute values can be bounded as∣∣∣(` + s)a(ln(` + s))k − `a(ln `)k∣∣∣
=
∣∣∣∣[(` + s)a − `a] (ln(` + s))k + `a [(ln(` + s))k − (ln `)k]∣∣∣∣
≤
∣∣∣[(` + s)a − `a] (ln(` + s))k∣∣∣ + ∣∣∣∣`a [(ln(` + s))k − (ln `)k]∣∣∣∣
= `a
∣∣∣ (1 + s/`)a − 1∣∣∣ |ln(` + s)|k + `a ∣∣∣(ln(` + s))k − (ln `)k∣∣∣
=: IIc + IId. (4.27)
By the inequality |ga(x)|≤ Cx below (4.15) and the fact that |ln(` + s)| ≤ |ln `|+|ln(1 +
s/`)|≤ ln T + s/`, we obtain IIc ≤ C`aL s
`
∣∣∣ln T + s
`
∣∣∣k ≤ C`aL−1(ln T )k 1T . Moreover, the
factorisation pn − qn = (p − q)
∑n−1
j=0 p
n−1− jq j yields









|(ln T ) + 1|k−1 ≤ C`aL−1(ln T )k−1T−1. (4.28)
By combination of the bounds on IIc and IId, we conclude that∣∣∣(` + s)a(ln(` + s))k − `a(ln `)k∣∣∣ ≤ C`aL−1(ln T )k 1T and arrive at the following upper
bound on the RHS of (4.26):
∫ 1
1/T














1{aL< 12 } +
(ln T )2k+1
T 2












































fT (r) − f (r)
]
X ji,T (r)dr =: IIIa + IIIb. (4.30)
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if we can show that x 7→
∫ 1
0 f (r)x





















| f (r)|dr sup
r∈[0,1]
|x j(r) − y j(r)|≤ C sup
r∈[0,1]
|x(r) − y(r)|→ 0, (4.31)
because
∫ 1
0 | f (r)|dr =
k!
(1+a)k+1 is bounded. Continuity of the functional now follows












1/T | f (r) − fT (r)|








i,T (r)dr ⇒∫ 1
0 B
2 j
vi (r)dr. We conclude that IIIb = op(1). Now combine the limiting results
for IIIa and IIIb to complete the argument. 
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Lemma 4.3
Let f (wt,γ) = dt(θ)′τ + s′tφ, where wt = [t,xt]
′ and xt = [x1t, x2t, . . . , xmt]′
stacks all the stochastic trends. Let ḟ (wt,γ) and f̈ (wt,γ) denote the first and
second derivatives of f (wt,γ) with respect to γ.






(ii) Lτ0,T ḟ (wt,γ) =
[


































(iv) f̈ (wt,γ) =
[
diag[τ ] diag[dt(θ)](ln t)2 diag[dt(θ)]ln t Od×p













, where the blocks in this symmetric
matrix are given by:
F̈11,t = T−1Dd,T (θ0)−1
(
diag[τ ] diag[dt(θ)](ln t)2
−2 diag[τ0] diag[dt(θ)]ln tln T
)
Dd,T (θ0)−1
and F̈12,t = F̈21,t = T−1Dd,T (θ0)−1 diag[dt(θ)]ln tDd,T (θ0)−1.
(vi) Define a symmetric block matrix MT = [MT,i j]1≤i, j≤3 =
G′−1γ0,T
[∑T
t=1 ḟ (wt,γ0) ḟ (wt,γ0)
′
]
G−1γ0,T and a stacked vector
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Proof All results follow from linearity of the Hadamard product. 
Lemma 4.4
For a constant δ > 0, we define
Nδ,T (γ0) =
{
γ ∈ Γ :
∥∥∥Dd,T (θ0) (θ − θ0)∥∥∥ < δT−1/2ln T , ∥∥∥Ds,T (φ − φ0)∥∥∥ < δT−1/2ln T ,∥∥∥Dd,T (θ0)((τ − τ0) + [τ0  (θ − θ0)]ln T )∥∥∥ < δT−1/2ln T }, (4.33)
where γ0 ∈ Γ is fixed. In this lemma, we use supγ to stand for the supremum
over the set Nδ,T (γ0) for simplicity, i.e. supγ∈Nδ,T (γ0). Under Assumption 4.2,
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t=1 | f (wt,γ) − f (wt,γ0)|





∥∥∥Dd,T (θ0)−2 diag[dt(θ)]∥∥∥2 = o(1),
(vii) supγ T
−1(ln T )
∥∥∥∑Tt=1Dd,T (θ0)−2 diag[dt(θ)]ut(ln t)k∥∥∥ = op(1).
Proof When needed, let i ∈ {1, 2, . . . , d} be arbitrary. The ith component of θ0 and τ0
are written θ0i and τ0i, respectively. (i) The ith component ofDd,T (θ0)−1(dt(θ)−dt(θ0))













































)2θ |θi − θ0i|2 . (4.34)
The supremum in the RHS of (4.34) is bounded in view of Lemma 4.1(a). Moreover, if








∣∣∣tθi − tθ0i ∣∣∣ ≤ C(ln T )k+3T−(1+2θ0i) (4.35)
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which converges to zero because 1 + 2θ0i ≥ 1 + 2θL > 0. The result follows since














∣∣∣tθi − tθ0i ∣∣∣2 (ln t
T
)2













)2 |θi − θ0i|2
taking steps identical to those taken in (4.34). The supremum in the RHS is bounded
since supθL≤θ≤θU ]
∣∣∣∣ 1T ∑Tt=1 ( tT )2θ (ln tT )2 − ∫ 10 r2θ(ln r)2dr∣∣∣∣ → 0 (a consequence of
Lemma 4.1(iv)) and since
∫ 1
0 r
2θ0i (ln r)2dr is finite for all θ ∈ [θL, θU]. The proof is
easily completed after recalling that |θi − θ0i|2< T−(1+2θ0i) ln T whenever θi ∈ Nδ,T (γ0).
(iii) The contribution of the ith component ofDd,T (θ0)−1[(τ − τ0)  dt(θ0)]ln t to the
sum 1T (ln T )
k ∑T
t=1















)2θ (τi − τ0i)2. (4.36)
The supremum is bounded so it remains to say something about (τi − τ0i)2. By the
triangle inequality and the properties of norms (namely ‖diag[a]‖≤ ‖a‖), we have∥∥∥Dd,T (θ0)(τ − τ0)∥∥∥
≤
∥∥∥Dd,T (θ0)[τ − τ0 + [τ0  (θ − θ0)]ln T ]∥∥∥ + ∥∥∥Dd,T (θ0) diag[τ0](θ − θ0)∥∥∥ ln T
≤
∥∥∥Dd,T (θ0)[τ − τ0 + [τ0  (θ − θ0)]ln T ]∥∥∥ + ‖τ0‖∥∥∥Dd,T (θ0)(θ − θ0)∥∥∥ ln T
≤ δ(1 + ‖τ0‖)T−1/2(ln T )2, (4.37)
for all τ ∈ Nδ,T (γ0). (4.37) implies that (τi − τ0i)2 ≤ δ(1 + ‖τ0‖)(ln T )4T−(1+2θ0i) which
goes to zero as T → ∞. Now combine this finding with the RHS of (4.36) to establish
the result. (iv) Use similar arguments as used in the proofs of (i) and (iii). (v) By
definition of f (wt,γ) (see Lemma 4.3), it follows that




= [dt(θ) − dt(θ0)]′(τ − τ0) + dt(θ0)′(τ − τ0) + [dt(θ) − dt(θ0)]′τ0 + s′t(φ − φ0).
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and by the cr-inequality that
T∑
t=1
| f (wt,γ) − f (wt,γ0)|2 ≤ C
{ T∑
t=1







∣∣∣(dt(θ) − dt(θ0))′τ0∣∣∣2 + T∑
t=1
∣∣∣s′t (φ − φ0)∣∣∣2 } =: C{IVa + IVb + IVc + IVd}. (4.38)
It remains to bound the terms IVa-IVd uniformly over Nδ,T (γ0). We repeatedly rely




∣∣∣[Dd,T (θ0)−1(dt(θ) − dt(θ0))]′[Dd,T (θ0)(τ − τ0)]∣∣∣2
≤ T
∥∥∥Dd,T (θ0)(τ − τ0)∥∥∥2 1T
T∑
t=1
∥∥∥Dd,T (θ0)−1(dt(θ) − dt(θ0))∥∥∥2 → 0
on Nδ,T (γ0) as T → ∞ by (4.37) and Lemma 4.4(a). The bound on IVb is derived
similarly, that is
IVb ≤ T





















which is O((ln T )4) uniformly over Nδ,T (γ0) because
∥∥∥Dd,T (θ0)(τ − τ0)∥∥∥2 =







is bounded (see Lemma 4.1(i)). For
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)2θL = O((ln T )4)
using the mean-value theorem, Lemma 4.1(i), and the fact that
∥∥∥Dd,T (θ0)(θ − θ0)∥∥∥2 =
O(T−1(ln T )2) on Nδ,T (γ0). Finally, the bound on IVd. We have
IVd ≤ T



















which is Op((ln T )2) since
∥∥∥Ds,T (φ − φ0)∥∥∥2 ≤ δT−1(ln T )2 on Nδ,T (γ0) and since




T )2 j converge to
integrals of Brownian motions. (vi) It follows by ‖diag[a]‖≤ ‖a‖, ‖AB‖≤ ‖A‖ ‖B‖,



























Both terms are negligible because 1T (ln T )
k
∥∥∥Dd,T (θ0)−1∥∥∥ ≤ (ln T )kT−(1+θL) → 0 as
T → ∞, 1T
∑T
t=1




∥∥∥Dd,T (θ0)−1dt(θ0)∥∥∥2 is bounded in view of Lemma 4.1(i). (vii) Use similar
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Dd,T (θ0)−2 diag[dt(θ)]ut(ln t)k
∥∥∥ ≤ (ln T )T−(θL+ 12 )×
{∥∥∥∥∥ T−1/2 T∑
t=1
Dd,T (θ0)−1dt(θ0)ut(ln t)k︸                                       ︷︷                                       ︸
V(a)
∥∥∥∥∥ + ∥∥∥∥∥ T−1/2 T∑
t=1
Dd,T (θ0)−1(dt(θ) − dt(θ0))ut(ln t)k︸                                                     ︷︷                                                     ︸
V(b)
∥∥∥∥∥}.








Lemma 4.1(iii) and Chebyshev’s inequality imply that V(a) is Op((ln T )k). Further-
more, the mean-value theorem implies
‖V(b)‖ ≤
























T ‖θ−θ0‖∞ Op((ln T )k+2)
using Lemma 4.1(iii) and θ ∈ Nδ,T (γ0). Having established the stochastic orders of
V(a) and V(b) it is straightforward to verify the claim in (vii). 
Appendix 4.B Proof of Main Theorems
This section is devoted to the proof of Theorems 4.1 - 4.4. Before continuing,
we recall the criterion function being defined as QT (γ) = 12
∑T
t=1 (yt− f (wt,γ))
2
with f (wt,γ) = dt(θ)′τ + s′tφ and wt = [t,xt]
′. From theorem 3.1 in Chan
and Wang (2015), we haveGγ0,T (γ̂T − γ0) = M
−1
T zT + op(1), if the following
five conditions are fulfilled:18
(i)
∥∥∥G−1γ0 ,T∥∥∥→ 0 as T → ∞;
18The original result in theorem 3.1 of Chan and Wang (2015) does not explicitly allow for
deterministic trends and a scaling matrixGγ0 ,T that is parameter dependent. However, all
steps in the proof remain valid after allowing for these features.
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(ii) sup





















































We make two remarks before verifying these conditions. First, we set kT =




γ ∈ Γ : ‖Gγ0,T (γ − γ0)‖≤ δ ln T
}
by a supremum over the set Nδ,T (γ0) given in (4.33). Since
Ñδ,T (γ0) ⊂ Nδ,T (γ0), this replacement is innocuous. Second, note that
‖a  b‖ ≤ ‖a  b‖1 ≤ ‖a‖ ‖b‖ holds for comformable vectors a and b.
Proof of Theorem 4.1 (i) From ‖Lτ0,T ‖≤ ‖Lτ0,T ‖F=
(
2d + p + 2‖τ0‖2(ln T )2
)1/2
≤



















t bt(at − bt)
′ to














ḟ (wt,γ) − ḟ (wt,γ0)
) (



















∥∥∥∥D−1θ0 ,TLτ0 ,T ( ḟ (wt,γ) − ḟ (wt,γ0))∥∥∥∥2
+ 2
(ln T )2 T∑
t=1
∥∥∥∥D−1θ0 ,TLτ0 ,T ( ḟ (wt,γ) − ḟ (wt,γ0))∥∥∥∥2
1/2 (ln T )−2 T∑
t=1
∥∥∥D−1θ0 ,TLτ0 ,T ḟ (wt,γ0)∥∥∥2
1/2 .
(4.41)




∥∥∥∥D−1θ0 ,TLτ0 ,T ( ḟ (wt,γ) − ḟ (wt,γ0))∥∥∥∥2










∥∥∥Dd,T (θ0)−1(dt(θ) − dt(θ0))∥∥∥2 + 1T
T∑
t=1







∥∥∥Dd,T (θ0)−1((τ − τ0)  dt(θ0)) ln t∥∥∥2 . (4.42)
It follows from properties (i)-(iv) of Lemma 4.4 that each term in the RHS of (4.42)




≤ 2(ln T )2 for every t =










∥∥∥∥∥Dd,T (θ0)−1(τ0  dt(θ0))ln tT
∥∥∥∥∥2
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is Op(1) in view of Lemmas 4.1(i) and 4.2(iii). The combination of (4.41), (4.42), and










(ln T )4 T∑
t=1
∥∥∥G′−1γ0 ,T f̈ (wt,γ)G−1γ0 ,T ∥∥∥2
1/2 (ln T )−4 T∑
t=1
| f (wt,γ) − f (wt,γ0)|2
1/2 . (4.44)




∥∥∥G′−1γ0,T f̈ (wt,γ)G−1γ0,T ∥∥∥2 ≤ C(ln T )4 T∑
t=1
‖F̈11,t‖










∥∥∥Dd,T (θ0)−2 diag[dt(θ)]∥∥∥2 , (4.45)
which is o(1) uniformly over Nδ,T (γ0) by Lemma 4.4(vi). Note that the second
inequality in (4.45) makes use of the facts that: (1) all matrices in F̈11,t and F̈12,t are
diagonal and therefore commute, and (2) the triangle inequality gives
‖diag[τ ]‖≤ ‖τ ‖
≤
∥∥∥Dd,T (θ0)−1∥∥∥ ∥∥∥Dd,T (θ0)(τ − τ0)∥∥∥ + ‖τ0‖≤ C(ln T )2T−(θl+1/2) + ‖τ0‖≤ C
when γ ∈ Nδ,T (γ0) and T sufficiently large.19 The first term in (4.44) is o(1) and the














19For illustration, we consider (ln T )4
∑T
t=1 ‖F̈11,t‖
2. By the definition of F̈11,t in Lemma 4.3(v),









−1 diag[τ ] diag[dt(θ)]Dd,T (θ0)−1‖2 ≤
C (ln T )
8














Dd,T (θ0)−2 diag[dt(θ)]ut(ln t)2
∥∥∥∥∥∥∥




Dd,T (θ0)−2 diag[dt(θ)]utln t
∥∥∥∥∥∥∥ ,
and
∥∥∥∑Tt=1 F̈12,tut∥∥∥ = ∥∥∥T−1 ∑Tt=1Dd,T (θ0)−2 diag[dt(θ)]utln t∥∥∥. All relevant
terms are op(1) over Nδ,T (γ0) by Lemma 4.4(vii). (v) The convergence
results in Lemma 4.2 applied to the definitions in Lemma 4.3(vi) provide







as T → ∞. 
Proof of Theorem 4.2 Changing the summation indices, we can express the one-sided
long-run covariance estimator as












where we explicitly indicate the dependence on the parameter estimator γ̂T and
bandwidth bT . If we define Σ̂T (γ̂T ) = 1T
∑T
t=1 Vt(γ̂T )Vt(γ̂T )









t=1 Vt(γ̂T )Vt(γ̂T )
′
)
, then ∆̂T (γ̂T , bT ) = Σ̂T (γ̂T ) + Γ̂T (γ̂T , bT ). We
make two observations. First, we can write the two-sided estimator as
Ω̂T (γ̂T , bT ) = Σ̂T (γ̂T ) + Γ̂T (γ̂T , bT ) + Γ̂T (γ̂T , bT )′. (4.47)
It thus suffices to study the asymptotic behavior of Σ̂T (γ̂T ) and Γ̂T (γ̂T , bT ) only.
Second, the bottom right subblock ofVt(γ)Vt(γ)′ equals vtv
′
t (no parameter estimation
uncertainty here). The consistency results for this subblock are immediate from
theorem 2 of Jansson (2002). We will therefore restrict our attention to (1, 1)th
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The consistency proofs for the other elements in the first row/column of these matrices
follows easily using similar arguments. The following result will be used throughout






























= [dt(θ0) − dt(θ̂T )]
′τ0 + [dt(θ0) − dt(θ̂T )]
′ (τ̂T − τ0) − zt(θ0)′ [ τ̂T−τ0φ̂T−φ0 ] . (4.50)






t ), so it























It remains to establish T−1
∑T
t=1(ût − ut)
2 = op(1). Using (4.50), we see that the result





[dt(θ̂T ) − dt(θ0)][dt(θ̂T ) − dt(θ0)]
′





[dt(θ̂T ) − dt(θ0)][dt(θ0) − dt(θ̂T )]
′















We first look at the norm of the (i, j)th component of 1T
∑T









t̂θ j − tθ0 j




∣∣∣∣t̂θi−θ0i − 1∣∣∣∣ ∣∣∣∣t̂θ j−θ0 j − 1∣∣∣∣
≤ C
( ln T )2
T












. The statements in (4.51a) and (4.51b) follow easily. We





. The LHS of (4.51c)
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 (Dθ0,T [ τ̂T−τ0φ̂T−φ0 ]) . (4.53)




















with the convergence rates of these estimators
leads us to conclude that (4.51c) is also true.
(ii) To prove (4.49), we again show that the parameter estimation error is asymptotically
negligible. If this holds, then the remainder of the proof follows from Jansson (2002).

















































(ût+i − ut+i)(ût − ut)
 . (4.56)
We provide details for I = op(1) and omit the explicit proofs for II and III. Similar
(and tedious) calculations are applicable there. Using (4.50), we can further decompose
























ut+i[dt(θ0) − dt(θ̂T )]





















i ∈ {a, b, c}. If these quantities are stochastically bounded, then the result follows
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(ln T )−2 T∑
t=1





The upper bound above is bounded in probability due to lemma 1 of Jansson (2002),






















1/2 ×(τ̂T − τ0)′
(ln T )−2 T∑
t=1
[dt(θ̂T ) − dt(θ0)][dt(θ̂T ) − dt(θ0)]′




to show that T
1/2
bT ln T











































T 1/2ln T Dθ0 ,T




Now note that T
1/2
ln T Dd,T (θ0)(τ̂T −τ0) and T
1/2Ds,T (φ̂T −φ0) are Op(1). This completes
the proof. 
Proof of Theorem 4.3 For brevity, we define
Ĵ N
(


















We first show Ĵ N
(





























Dd,N(θ0)Dd,N(θ̂T )−1 diag[τ0 − τ̂T ]ln N Dd,N(θ0)Dd,N(θ̂T )−1
Op×d Op×d Ip
 .
We have RN −→p I2d+p. To see this, note that (1) a typical diagonal element
of Dd,N(θ0)Dd,N(θ̂T )−1 is Nθ0i−θ̂i for which N | θ̂i−θ0i | = exp
(











)θL+ 12 ∣∣∣∣T θ0i+ 12 ( θ̂i − θ0i)∣∣∣∣) −→p 1, and (2) ∥∥∥diag[τ0 − τ̂T ]ln N∥∥∥ ≤∥∥∥Dd,T (θ0)−1∥∥∥ ln TT 1/2 ( ln N) ∥∥∥∥ T 1/2ln T Dd,T (θ0)(τ̂T − τ0)∥∥∥∥ ≤ C ln TT 1/2+θL ( ln N)Op(1) = op(1).
Define Ñδ∗,N(γ0) similarly to Ñδ,T (γ0) (page 198 below (4.40)). Consequently, if








ḟ (ŵn, γ̂T ) ḟ (ŵn, γ̂T )′
G−1γ̂,N = R′NG′−1γ0 ,N
 N∑
n=1






ḟ (ŵn,γ0) ḟ (ŵn,γ0)′





ḟ (ŵn,γ0) ḟ (ŵn,γ0)′
G−1γ0 ,N + op(1), (4.57)





= 1 is easily satisfied because
∥∥∥Gγ0,N(γ̂T − γ0)∥∥∥ ≤∥∥∥∥Gγ0,NG−1γ0,T ∥∥∥∥ ∥∥∥Gγ0,T (γ̂T − γ0)∥∥∥ ≤ Cδ ln T =: δ∗ ln T , where
Gγ0,NG
−1
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and thus, by the norm property ‖·‖2≤ ‖·‖2
F
,
∥∥∥Gγ0,NG−1γ0,T ∥∥∥2 ≤ C(N/T ) (∥∥∥Dd,N(θ0)D−1d,T (θ0)∥∥∥2F (ln(N/T ))2 + ∥∥∥Ds,ND−1s,T ∥∥∥2F )





































Using Gγ0,N = Dθ0,NL
′−1
τ0,N
, we see from (4.32) that the first term in the




















∥∥∥∥∥Dd,N(θ0)−1(τ0  (dn(θ̂T ) − dn(θ0))) ln nN






∥∥∥Dd,N(θ0)−1((τ̂T − τ0)  dn(θ0)) ln n∥∥∥2 = Op ((ln T )4 NT 1+2θL
)
= op(1),
and where stochastic orders are established as in Lemma 4.4 (i) to (iv)































because Ω̂T −→p Ω and en
i.i.d.








n=1 ḟ (ŵn,γ0)̂µn + o
∗
p(1). Combining this result
with (4.57) gives Ĵ N
(

















itself. By independence between {en} and














Note that the elements of Ω̂ and ∆̂ are always multiplicative in the construction. By







































ḟ (ŵn,γ0) ḟ (ŵn,γ0)′
G−1γ0,N d∗→ ∫ 1
0
j(r;γ0)j(r;γ0)′dr. (4.61)
By (4.60) and (4.61), we obtain the theorem. 
Proof of Theorem 4.4 Without loss of generality, we set ` = 1. Subsequently, note
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=: VIa + VIb − VIc − VId. (4.62)
Assumption 4.2 justifies the use of a functional central limit theorem for
















2dr by the continuous
mapping theorem for functionals. Theorem 4.4 will thus follow if we can show that
VIb, VIc and VId are asymptotically negligible.
Because Assumptions 4.1-4.3 are required to hold, Theorem 4.2 implies that Ω̂T −→p




vv ‖−→p 0). It follows that VIb = op(1). We decom-





































(t̂θi − tθ0i )
 τ0i
∣∣∣∣∣∣∣


















by the mean value theorem, Lemma 4.1(i), and T θ0i+
1
2 (̂θi − θ0i) = Op(1). By the
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Cauchy-Schwartz and triangle inequality, we have











= (ln T )
(qT
T


















where we used T
1/2




= Op(1) (see Theorem 4.1). Similarly, we
bound

















For i = 1, 2, . . . , d, we can obtain that 1qT
∑[rqT ]
t=1

















and thus VIc(3) = op(1). Overall, VIc(1),
VIc(2) and VIc(3) are all three asymptotically negligle under the prerequisite that
(ln T ) (qT /T )θL+
1













































= Op(1), we see that |VId|= Op(qT /T ). 
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Appendix 4.C Additional Theoretical Results
In this section, we provide some details on Example 4.1 in the main text.
Moreover, we comment on the asymptotic invalidity of FMOLS estimator.
Appendix 4.C.1 Limiting Distribution for Example 4.1
Rreferring to Theorem 4.1, we find
 T θ0+ 12T θ0+ 12 τ0 ln(T ) T θ0+ 12
























We have to show that the quantity in the RHS is normally distributed with
mean and variance as provided in (4.4) of the main paper. Consider an arbitrary























c1τ0rθ0 ln(r) + c2rθ0
]
dWu.
Gaussianity is preserved under mean square integration (e.g. section 4.6 in
Soong (1973)), so Ac it suffices to derive mean and variance. Equation (4.190)






c1τ0rθ0 ln(r) + c2rθ0
]
dE(Wu) =
0. Moreover, by (2.16) in Tanaka (2017)
















































θ0 ln(r))2dr = 2(2θ0+1)3 ,
∫ 1
0 r
2θ0 ln(r)dr = − 1(2θ0+1)2 , and basic
linear algebra to recover the claim of Example 4.1.
Appendix 4.C.2 FMOLS Estimator
We here comment on the asymptotic properties of the FMOLS estimator. To





























where y+t and A
∗ are the usual second-order bias corrections. That
is, y+t = yt − Ω̂uvΩ̂
−1
vv ∆xt and A
∗ = [0′d×1,A
∗′
















and ∆̂+viu is the i
th row of
∆̂+vu = ∆̂vu − ∆̂vvΩ̂
−1
vv Ω̂vu (i = 1, 2, . . . ,m). If the converge speed of θ̂T is
sufficiently fast, then its estimation error is asymptotically negligible and the






We now focus on the limiting distribution. By linear algebra manipulations,
we find
D̃θ0 ,T
 τ̂ +T − τ0
φ̂+T − φ0


















+ ut − Ω̂uvΩ̂
−1
















ter having enumerate several intermediate results.
211
Chapter 4. Generalized Cointegrating Polynomial Regressions
Lemma 4.5
Define j̃(r;θ0) = [d(r;θ0)′,B′(1)(r), . . . ,B
′
(m)(r)]
′ and Bu.v = Bu−ΩuvΩ
−1
vv Bv.













































zt(θ̂T ) − zt(θ0)
) (















































Lemma 4.2(iii) implies that the first term in the RHS of (4.65) converges to∫ 1
0 j̃(r;θ0)̃j(r;θ0)
′dr. It remains to show that the term in brackets vanishes. By the
Cauchy-Schwarz inequality, we have∥∥∥∥∥D̃−1θ0 ,T T∑
t=1










∥∥∥D̃−1θ0 ,T (zt(θ̂T ) − zt(θ0))∥∥∥2 + 2 T∑
t=1








































−1(dt(θ̂T ) − dt(θ0))‖2. A typical contribution to the latter sum of

































)2θ∣∣∣∣∣∣∣ = op(1), (4.66)
where we used the mean-value theorem and Lemma 4.1(i). The claim follows.
(ii) Ω̂uv and Ω̂vv are consistently estimating Ωuv and Ωvv, respectively (Theorem










Lemma 4.2(ii) with u+t = ut − ΩuvΩ
−1













































′. The term −D̃−1θ0,TA
∗ is constructed to
asymptotically cancel out the term B̃
+



















































θk − tθ0k ). We show








τ0k(t̂θk − tθ0k )

































= Op(ln T ). (4.68)
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τ0k(t̂θk − tθ0k )























∣∣∣∣∣∣ j ( tT
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ln t


































zt(θ̂T ) − zt(θ0)
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2 (̂θi − θ0i)|
d∑
k=1
|τ0k | |T θ0k+
1















(v) By similar steps as before, and invoking Theorem 4.2, it is easy to show that it








































































































































Figure 4.3: Empirical size of feasible and infeasible FMOLS estimators, see the note for Table
4.2.
The current upper bounds in the lemma above suggest that the RHS of (4.64)
does not converge to a Gaussian mixture limiting distribution when θ0 is un-
known and has to be estimated. An additional simulation study was conducted
to verify this claim. That is, we extend the simulation study on the Monte
Carlo results for testing H0 : φ2 = 0 versus Ha : φ2 , 0 to higher sample
sizes. We consider serial correlation setting (D) and ρ = 0.50 as in the last
column of Table 4.2. For sample sizes as large as 15000, the empirical size
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of feasible FMOLS estimator that relies on θ̂T fluctuates around 11% (Figure
4.3). This indeed points towards a lack of asymptotic validity. On the contrary,
FMOLS(θ0) yields an empirical size close to 5%.
Appendix 4.D Simulation Results on Confidence
Intervals for θ
Table 4.5 reports the empirical coverage and average confidence interval (CI)
length of 95% confidence intervals for θ. The coverage is always below
the desired nominal level of 95%. Coverage can drop as low as 54% when
the sample size is small (T = 100) and the high serial correlation scenario
(D) is used. This lack of coverage is caused by the imprecise estimation of
the long-run variance (LRV) matrices. If we provide the true values of the
LRV matrices, see the rows labeled Coverage(Ω), then coverage is almost
exactly 95% throughout all designs. As expected, the average width of the CIs
decreases with sample size.
Table 4.5: Simulation results on the confidence intervals for θ. We report the empirical
coverage, the coverage(Ω) computed with the true LRVs, and average length of 95%
confidence intervals. All computations use simulated inference, see Section 4.3.2.
(A) (B) (C) (D)
ρ 0.00 0.25 0.50 0.00 0.25 0.50 0.00 0.25 0.50 0.00 0.25 0.50
T = 100
Coverage 93.08 92.65 92.20 84.64 84.77 84.24 76.90 76.85 76.66 54.54 54.74 55.35
Coverage(Ω) 94.55 94.64 95.44 94.49 94.38 94.07 94.72 94.59 94.45 95.66 95.76 96.14
Length 0.66 0.70 0.81 0.87 0.89 0.92 1.14 1.14 1.16 1.76 1.79 1.76
T = 200
Coverage 94.22 93.85 93.36 89.41 89.00 88.71 84.88 84.37 84.79 68.76 69.04 68.33
Coverage(Ω) 94.98 94.89 94.99 95.22 94.80 94.34 95.06 95.04 95.07 95.61 95.53 95.97
Length 0.12 0.13 0.15 0.17 0.17 0.18 0.24 0.24 0.24 0.39 0.39 0.39
T = 500
Coverage 94.55 94.44 94.35 91.68 91.61 91.60 90.22 90.02 89.42 82.49 82.33 81.90
Coverage(Ω) 94.94 95.03 94.89 94.75 94.64 94.40 95.01 95.02 94.51 95.07 95.26 95.51
Length 0.01 0.01 0.02 0.02 0.02 0.02 0.03 0.03 0.03 0.06 0.06 0.06
Note: The DGP is yt = τ1 + τ2t + τ3tθ + φ1 xt + φ2 x2t + ut (numerical values are given on page 170) with xt =
∑t






















. A = HLH ′ withH = U (U ′U )−1/2 and U being a (2 × 2) matrix of uniformly distributed random
variables on [0, 1]. We consider four specifications for L: (A) L = diag[0, 0], (B) L = diag[0.5, 0.3], (C) L = diag[0.7, 0.5], and (D) L = diag[0.9, 0.7].
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Appendix 4.E.3 Unit Root Tests
Table 4.6: The t-statistics for the ADF and DF-GLS unit root tests. The columns with header
‘const’ and ‘const & trend’ refer to the inclusion of only an intercept or both intercept and linear
trend. Rejection of the unit root hypothesis at a 10% and 5% level are indicated with one and
two stars, respectively.
ADF DF-GLS
const const & trend const const & trend
GDP CO2 GDP CO2 GDP CO2 GDP CO2
Australia 0.287 -2.549 -2.050 -1.986 2.046 1.379 -1.577 -0.732
Austria -0.055 -2.118 -1.943 -2.738 1.478 -1.143 -1.655 −2.718∗
Belgium 0.153 -2.336 -1.705 -2.818 2.041 -0.794 -1.287 -2.644
Canada -0.575 -1.133 -2.020 -1.120 1.117 0.874 -1.894 -0.387
Denmark -0.235 -2.446 -2.326 -0.136 1.393 0.410 -1.505 0.084
Finland -0.362 -1.327 -2.315 −3.248∗ 0.420 -0.076 -1.155 −3.217∗∗
France -0.557 -2.438 -1.823 -1.858 1.087 -0.267 -1.470 -1.212
Germany -0.374 −3.099∗∗ -2.767 −3.971∗∗ 1.195 -0.726 -2.474 -2.080
Italy -0.252 -1.546 -1.759 -1.987 1.213 0.354 -1.240 -1.860
Japan 0.010 -0.862 -1.733 -0.941 1.382 0.504 -1.272 -0.878
Netherlands -0.106 -1.629 -2.247 -3.106 1.378 0.213 -1.679 −2.818∗
Norway -0.680 -2.044 -2.064 -2.318 0.749 0.331 -1.017 -1.292
Portugal -1.432 -0.455 -1.697 -1.676 -0.708 0.593 -0.741 -1.923
Spain 0.402 -1.243 -1.354 -1.994 1.487 0.959 -1.077 -2.014
Sweden -0.789 -2.075 -2.289 -1.625 0.258 0.180 -1.513 -0.968
Switzerland -1.093 -1.963 -2.785 -1.989 2.272 0.368 -2.447 -1.237
UK -0.179 -0.721 -1.262 -0.402 2.446 -0.622 -0.608 -0.013
USA -0.349 -2.055 -2.871 -1.322 2.409 -0.101 −2.708∗ -0.812
Note: Asterisks denote rejection of the null hypothesis at the ∗∗∗1%, ∗∗5%, and ∗10% significance level.
Appendix 4.E.4 Perron and Yabu (2009) Test for
Deterministic Trend Coefficient
The Perron and Yabu (2009) test is used to test for the presence of a determin-
istic trend function in the log per capita GDP series, see Table 4.7. The test
allows for integrated or stationary errors. The details of the procedure can be
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found on page 61 of Perron and Yabu (2009). The asymptotic distribution of
this test statistic is standard normal (quantiles are z0.95 = 1.645, z0.975 = 1.96,
and z0.995 = 2.58).






















Appendix 4.E.5 Other Figures
As a robustness check, in addition to Belgium (see Figure 4.2), we also provide
overviews for Austria and Finland in Figures 4.4 and 4.5. Moreover, the fit for
the recommended model (M4) is displayed in Figure 4.6. Finally, we show the





Figure 4.4: Overview graphs for Austria over 1870-2014. (a) log(GDP) versus
log(CO2) (both per capita). (b) As subfigure (a) but using detrended variables. (c) The
log per capita CO2 emissions time series for Austria. (d) The residual sum of squares
(RSS) for the nonlinear model specification yt = τ1 + τ2t + φ1xt + φ2xθt + ut for various
values of θ. (e) The RSS as a function of θ for the flexible nonlinear trend specification
yt = τ1 + τ2t + τ3tθ + φxt + ut. (f) The relation between xt and yt after partialling out
the constant, linear trend, and flexible deterministic trend.
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Figure 4.5: Overview graphs for Finland over 1870-2014. (a) log(GDP) versus
log(CO2) (both per capita). (b) As subfigure (a) but using detrended variables. (c) The
log per capita CO2 emissions time series for Finland. (d) The residual sum of squares
(RSS) for the nonlinear model specification yt = τ1 + τ2t + φ1xt + φ2xθt + ut for various
values of θ. (e) The RSS as a function of θ for the flexible nonlinear trend specification
yt = τ1 + τ2t + τ3tθ + φxt + ut. (f) The relation between xt and yt after partialling out
























































































































































































































































































This chapter provides an overall summary of the thesis. More detailed, method-
specific conclusions can be found at the end of the core chapters, respectively.
To understand the complexity of the real world, simple, interpretable nonlinear
models are advantageous. We have developed different statistical frameworks
to infer the finite sample behaviors of the estimators of unknown parameters.
Nonlinearity, nonstationarity, and endogeneity are allowed in the models. We
have evaluated the performances of the proposed methods through simulations
and empirical applications. Practical recommendations are also made.
Chapter 2 studied models with structural breaks in level and/or trend slope.
We have developed a feasible generalized least squares (FGLS) estimator of
unknown break dates and derived the limiting distribution. The proposed
methods improve the estimation accuracy compared to some existing methods
in various scenarios. Based on our asymptotic results, we have also provided
the new constructions of confidence sets/intervals of break dates by inverting
Wald-type tests and multiple likelihood ratio tests. The estimation efficiency of
the FGLS estimator is inherited by the confidence sets/intervals, thus improving
both coverage and length in simulations.
We conducted inference on multivariate cointegrating polynomial regressions
(CPRs) in Chapter 3. Parameters were constructed using a Fully Modified
GLS approach. We tested for the null of nonlinear cointegration using sub-
sampling approach and filtered residuals. Simulations revealed the advantages
and disadvantages of different methods. We have found that all approaches
underestimate parameter uncertainty. Therefore, confidence intervals are often
too small. However, our method suffers the least from this problem.
In Chapter 4, we have extended the CPRs to allow possibly non-integer powers
of deterministic trends. We have estimated the unknown powers and the
parameters in the cointegrating relation jointly through nonlinear least squares.
We have derived the joint limiting distribution for inference. This distribution is
rather nonstandard and involves some second-order bias terms. The inference
is therefore challenging. We then put forward a simulation-based method to
conduct inference. Similarly, we have proved the validity of the common
228
subsampling test for nonlinear cointegration in our setting. A simulation study
supported our theoretical results. Finally, we revisited the Environmental
Kuznets Curve (EKC) hypothesis. We found that a flexible trend can fully
capture the nonlinearity in the data thereby making higher order powers of log
per capita GDP redundant. The resulting model was linear in log per capita
GDP and suggested an alternative explanation for the recent slowdown in
pollution. In contrast to the EKC hypothesis, our finding did not suggest that
air quality will benefit from economic growth, but it could be affected by other
factors such as technological progress.
This thesis contributes to the analysis of nonlinear, nonstationary time series,
however, it is far from being comprehensive and complete. There are various
unexplored research topics. For instance, apart from the preliminary study in
Yang (2017), the statistical properties of break date estimators in models with
multiple, unknown number of trend breaks remain largely unclear. Moreover,
the current framework assumes (weak) stationarity of error processes. This
assumption may not be fulfilled in practice. It is then interesting to extend the
current method to allow I(1) errors. A robust inference could be developed as
in Harvey et al. (2007, 2009).
As for nonlinear cointegration, there are multiple possibilities. Consider a
general parametric form yt = f (xt−1,γ) + ut, where f is not necessarily
polynomial. The statistical properties of this model have been well studied
by Chan and Wang (2015). It is not hard to imagine that yt may exhibit a
seemingly stationary behavior for some function f , even though xt is highly
persistent. Such property leaves a room for studying predictive regression
models. Moreover, current studies on nonlinear cointegration, except for CPRs,
focus on univariate time series. For forecasting, it would be useful to consider
multivariate time series or large panel models.
Another key issue is about test for nonlinear cointegration. It is well known
that the usual subsampling test is highly conservative because of Bonferroni
adjustments. It is also sensitive to the selection of parameters. To improve the
performance, some simulation-based approaches such as bootstrap methods
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can be helpful. To our best knowledge, the only available method is proposed
by Hanck and Massing (2021). They have considered a heteroskedastic fixed
regressor bootstrap and found good finite sample properties. Last but not least,
in Chapter 4, we have found that the log per capita GDP may not solely explain
the EKC. To obtain better insights and political implications, it is essential to
break down the sources from the time factors.
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In empirical time series analysis and forecasting, practitioners routinely adopt
linear models as simple approximations to complicated, typically nonlinear
economic relations. Linear models are useful in substantive economic problems.
Ignoring nonlinear features, however, can be misleading for policymakers. The
proposed methods in this thesis are additions to the toolkit for understanding
nonlinear relations. In this chapter, I will discuss some practical relevance of
the two main components of the dissertation – structural break inference and
cointegrating polynomial regressions with a focus on the application of the
Environmental Kuznets Curve (EKC) hypothesis.
As Hansen (2001)’s study lucidly remarked, “structural change is pervasive in
economic time series relationships, and it can be quite perilous to ignore. Infer-
ences about economic relationships can go astray, forecasts can be inaccurate,
and policy recommendations can be misleading or worse.” However, as will
be seen in the following debate, the break locations are not always evident to
modelers. It suggests the necessity of (trend) break estimation and inference as
considered in Chapter 2.
The debate mentioned above is about the changes in economic growth. In
recent years, it has been widely acknowledged that the nature of world economy
has been altered by some fundamental changes. The first of these changes is
associated with the sustained growth in human capital throughout the world,
which is summarized as one of the new Kaldor facts (Fact 5) by Jones and
Romer (2010). For example, the years of schooling in advanced countries have
a steady increase by 5 to 6 years in the past decades. The growth accounting
exercise conducted by Jones (2002) shows that educational attainment has
contributed around 30% of the growth in total output per hour in the United
States during 1950 to 1993. As such, educational level is potentially an
essential driving force of economic growth in the second half of the twentieth
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century. Another change is the advancement of information technology (IT)
including computers, semiconductors and software etc. Advocates of “New
Economy” believe that the developments in IT, and the spillovers from IT into
non-IT sectors can also drive the growth of economy persistently and stably;
discussions can be found in, for instance, Jorgenson and Stiroh (2000), Baily
and Lawrence (2001), Baily (2002), Black and Lynch (2004). The recent wave
of technological innovation in machine learning, artificial intelligence, genetic
engineering, 3D printing and so on, further leads many economists to see a
bright future for economic growth.
On the other hand, skeptics argue that the growth rate cannot remain high
permanently. At the end of the day, it must slow down because of a set of
headwinds such as economic inequality (Gordon (2012, 2014)). At the center of
debate for the U.S. economy, Robert J. Gordon takes the view that the demise of
growth has already occurred four decades ago (Gordon (2014)). He enumerated
some contradictions between the actual macro data of productivity growth and
the predictions of techno-optimists. For example, the growth rate of output
per hour is 1.59% on average from 1972 to 2013, substantially lower than the
average 2.36% from 1891 to 1972. Earlier on, he found that the effects of New
Economy on productivity growth are absent in 88% of the economy (Gordon
(2000)). Not coincidentally, “You can see the computer age everywhere but
in the productivity statistics”, Robert M. Solow has commented (cited in
Jorgenson et al. (2008)). Krugman (1999) supported from a similar standpoint
that “...the idea that we are living in an age of dramatic technological progress
is mainly hype; the reality is that we live in a time when the fundamental things
are actually not changing very rapidly at all”.1 This economic growth debate
shows opposite views of growth patterns, possibly leading to different policy
proposals. For this reason, a formal statistical evaluation is thus of crucial
importance. The results developed in Chapter 2 are potentially useful.
Similarly, the false conclusion of the EKC evidence may also bring an unde-
sirable shift in the development policies of both developed and developing
1See the essay “Technology’s Wonders: Not So Wondrous”.
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countries. The growth trajectories of the EKC support a “growing now, clean-
ing later” development tactic. It is because the EKC essentially implies an
automatic reversing behavior of deterioration when the income is beyond a
certain threshold. Without critical evaluation of the EKC, the implied strategy
may lead to some irreversible changes in Earth’s climate system. According
to Global Environment Outlook (GEO-6) published by the United Nations
Environment Programme, “the environmental change sweeping the world
is occurring at a faster pace than previously thought, making it imperative
that governments act now to reverse the damage being done to the planet.”
Moreover, it is a popular opinion that environmental change or deterioration
can cause tremendous pressure on overall human well-being including eco-
nomic prosperity and social justice. Therefore, believing the EKC evidence
mistakenly may have further negative impact on ecosystems and thus human
well-being. Chapters 3 and 4 consider the cointegrating polynomial models
and offer some statistical methods that allow researchers to assess the EKC
carefully.
All in all, the conclusions from this thesis are relevant for both academic and
non-academic researchers. I sincerely hope that this thesis offers rigorous
methods and valuable insights for policymakers to make the right decisions.
With this thesis, I have contributed to the research community, but definitely,
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