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Abstract
Two simple proofs of the triangle inequality for the Jaccard distance in terms of
nonnegative, monotone, submodular functions are given and discussed.
The Jaccard index [8] is a classical similarity measure on sets with a lot of practical
applications in information retrieval, data mining, machine learning, and many more (cf.,
e.g., [7]). Measuring the relative size of the overlap of two finite sets A and B, the Jaccard
index J and the associated Jaccard distance Jδ are formally defined as:
J(A,B) =def
|A ∩B|
|A ∪B|
, Jδ(A,B) =def 1− J(A,B) = 1−
|A ∩B|
|A ∪B|
=
|A△B|
|A ∪B|
where J(∅, ∅) =def 1. The Jaccard distance Jδ is known to fulfill all properties of a metric,
most notably, the triangle inequality—a fact that has been observed many times, e.g.,
via metric transforms [12, 13, 4], embeddings in vector spaces (e.g., [15, 11, 4]), min-
wise independent permutations [1], or sometimes cumbersome arithmetics [10, 3]. A very
simple, elementary proof of the triangle inequality was given in [5] using an appropriate
partitioning of sets.
Here, we give two more simple, direct proofs of the triangle inequality. One proof comes
without any set difference or disjointness of sets. It is based only on the fundamental
equation |A ∪ B| + |A ∩ B| = |A| + |B|. As such, the proof is generic and leads to
(sub)modular versions of the Jaccard distance (as defined below). The second proof unfolds
a subtle difference between the two possible versions. Though the original motivation was
to give a proof of the triangle inequality as simple as possible, the link with submodular
functions is interesting in itself (as also recently suggested in [6]).
Let X be a finite, non-empty ground set. A set function f : P(X) → R is said to be
submodular on X if f(A∪B)+f(A∩B) ≤ f(A)+f(B) for all A,B ⊆ X. If all inequalities
are equations then f is called modular on X. It is known that f is submodular on X if
and only if the following condition holds (cf., e.g., [14]):
f(A ∪ {x}) − f(A) ≥ f(B ∪ {x}) − f(B) for all A ⊆ B ⊆ X, x ∈ B (1)
A set function f is monotone if f(A) ≤ f(B) for all A ⊆ B ⊆ X; f is nonnegative if
f(A) ≥ 0 for all A ⊆ X. Each nonnegative, monotone, modular function f on X can be
1
written as f(A) = γ +
∑
i∈A ci where γ, ci ≥ 0 for all i ∈ X (cf., e.g., [14]). Examples are
set cardinality or degree sum in graphs. Standard examples of nonnegative, monotone,
submodular set functions are matroid rank, network flow to a sink, entropy of sets of
random variables, and neighborhood size in bipartite graphs.
Let f be a nonnegative, monotone, submodular set function on X. For sets A,B ⊆ X,
we define two candidates for submodular Jaccard distances, Jδ,f and J
∆
δ,f , as follows:
Jδ,f (A,B) =def 1−
f(A ∩B)
f(A ∪B)
, J∆δ,f =def
f(A△B)− f(∅)
f(A ∪B)
,
where Jδ,f (A,B) = J
∆
δ,f (A,B) =def 0 if f(A ∪ B) = 0. It is clear that 0 ≤ Jδ,f (A,B) ≤
J∆δ,f (A,B). If f is modular then Jδ,f = J
∆
δ,f . In particular, for f(A) = |A| (i.e., the
cardinality of the set A ⊆ X), we obtain the standard Jaccard distance Jδ = Jδ,f = J
∆
δ,f .
First, we give a simple proof of the triangle inequality for Jδ,f . Interestingly, this is
only possible for modular set functions (see the third remark after Theorem 3).
Lemma 1. Let f be a nonnegative, monotone, submodular set function on X. Then, for
all sets A,B,C ⊆ X, it holds that
f(A ∩ C) · f(B ∪ C) + f(A ∪C) · f(B ∩ C) ≤ f(C) ·
(
f(A) + f(B)
)
.
Proof. We easily obtain
f(A ∩ C) · f(B ∪ C)
≤ f(A ∩ C) ·
(
f(B) + f(C)− f(B ∩ C)
)
(submodularity of f)
≤ f(C) ·
(
f(B)− f(B ∩ C) + f(A ∩ C)
)
(monotonicity of f)
and, by swapping A and B, f(A∪C) · f(B ∩C) ≤ f(C) ·
(
f(A)− f(A ∩C) + f(B ∩C)
)
.
Overall,
f(A ∩ C) · f(B ∪ C) + f(A ∪ C) · f(B ∩C)
≤ f(C) ·
(
f(B)− f(B ∩ C) + f(A ∩ C) + f(A)− f(A ∩ C) + f(B ∩ C)
)
= f(C) ·
(
f(B) + f(A)
)
This shows the lemma.
Corollary 2. Let f be a nonnegative, monotone, submodular set function on X. Then,
for all sets S, T ⊆ X, it holds that
f(S ∩ T ) · f(S ∪ T ) ≤ f(S) · f(T ).
Proof. Apply Lemma 1 to sets A =def S, B =def S and C =def T .
Theorem 3. Let f be a nonnegative, monotone, modular set function on X. Then, for
all sets A,B,C ⊆ X, it holds that
Jδ,f (A,B) ≤ Jδ,f (A,C) + Jδ,f (C,B).
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Proof. Say that a set A is a null set iff f(A) = 0. Observe that if at least one of the sets is
a null set then the inequality is satisfied. So, it is enough to show the equivalent inequality
f(A ∩ C)
f(A ∪ C)
+
f(B ∩ C)
f(B ∪ C)
≤ 1 +
f(A ∩B)
f(A ∪B)
=
f(A) + f(B)
f(A ∪B)
(2)
for arbitrary non-null sets A,B,C ⊆ I. This is seen as follows:
f(A ∩ C)
f(A ∪ C)
+
f(B ∩ C)
f(B ∪ C)
=
f(A ∩C) · f(B ∪ C) + f(A ∪ C) · f(B ∩C)
f(A ∪ C) · f(B ∪ C)
≤
f(C) ·
(
f(A) + f(B)
)
f(A ∪C) · f(B ∪ C)
(by Lemma 1)
≤
f(C) ·
(
f(A) + f(B)
)
f
(
(A ∪ C) ∩ (B ∪ C)
)
· f(A ∪B ∪ C)
(by Corollary 2)
≤
f(C)
f
(
(A ∩B) ∪ C
) ·
f(A) + f(B)
f(A ∪B)
(monotonicity of f)
≤
f(A) + f(B)
f(A ∪B)
(monotonicity of f)
This proves the theorem.
Remarks: We comment on the proof of the triangle inequality for Jδ,f :
1. It follows from Theorem 3 that the triangle inequality is valid for the standard
Jaccard distance Jδ, the generalized Jaccard distance given for vectors x, y ∈ R
n by
1−
∑n
i=1min {xi, yi}∑n
i=1max {xi, yi}
(with the subcase that xi = µA(z) and yi = µB(z) denote multiplicities of (occur-
rences of) z in multisets A and B; cf. [9]), and the Steinhaus distance [12, 4] (i.e.,
any set measures, including probability measures). We mention that all these results
can equally easily be proven by the arguments in [5]; however, for modular functions
satisfying f(∅) > 0, these arguments fail.
2. Theorem 3 is true for nonnegative, monotone, modular functions defined over dis-
tributive lattices; Lemma 1 and Corollary 2 also hold for nonnegative, monotone,
submodular functions defined over distributive lattices. Notice that J∆δ,f is not de-
fined over all distributive lattices (see also the third remark after Theorem 4).
3. In general, Theorem 3 is not true for nonnegative, monotone, submodular functions:
Any set function f such that f(A) = f(B) = f(A ∪ B) > f(A ∩ B) ≥ 0 for non-
empty, incomparable sets A,B refutes Jδ,f (A,B) ≤ Jδ,f (A,A ∪B) + Jδ,f (A∪B,B).
Concrete examples include linear cost functions with budget restrictions, i.e., f(A) =
min{B,
∑
i∈A ci}, or the neighborhood size in a bipartite graph G = (U ⊎V,E), i.e.,
f(A) = |Γ(A)| where A ⊆ U and Γ(A) =
⋃
u∈A{v ∈ V |{u, v} ∈ E}.
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Next we give a simple proof of the triangle inequality for J∆δ,f .
Theorem 4. Let f be a nonnegative, monotone, submodular set function on X. Then,
for all sets A,B,C ⊆ X, it holds that
J∆δ,f (A,B) ≤ J
∆
δ,f (A,C) + J
∆
δ,f (C,B).
Proof. We split the set C into two disjoint sets C0 ⊆ A∪B and C1 ⊆ A ∪B, both possibly
empty, such that C = C0 ∪ C1. We obtain
f(A△C)− f(∅)
f(A ∪ C)
+
f(B△C)− f(∅)
f(B ∪ C)
≥
f(A△C) + f(B△C)− 2f(∅)
f(A ∪B ∪ C1)
(monotonicity of f)
≥
f(A△C ∪B△C)− f(∅)
f(A ∪B ∪ C1)
(submodularity, monotonicity of f)
≥
f(A△B ∪ C1)− f(∅)
f(A ∪B ∪ C1)
(monotonicity of f)
≥
f(A△B)
f(A ∪B)
−
f(∅)
f(A ∪B ∪ C1)
(submodularity of f , Cond. (1))
≥
f(A△B)
f(A ∪B)
−
f(∅)
f(A ∪B)
(monotonicity of f)
This shows the theorem.
Remarks: We comment on the proof of the triangle inequality for J∆δ,f :
1. It follows once more from Theorem 4 that the standard Jaccard distance, the gen-
eralized Jaccard distance, and the Steinhaus distance satisfy the triangle inequality.
Moreover, J∆δ,f is also a (pseudo)metric for, e.g., linear cost functions with budget
restrictions and the neighborhood size in bipartite graphs.
2. Theorem 4 suggests that J∆δ,f is the right definition of a submodular Jaccard distance.
As a consequence, one might say that the submodular Jaccard (similarity) index
should be defined as the inverse submodular Jaccard distance, i.e.,
J∆f (A,B) =def 1− J
∆
δ,f = 1−
f(A△B)− f(∅)
f(A ∪B)
Again, if f(A) = |A| then we obtain the standard Jaccard index J = J∆f = 1− Jδ,f .
3. Though J∆δ,f might generally not be defined over a given distributive lattice, it can be
seen that for each nonnegative, monotone, submodular function f : F → R defined
on a family F ⊆ P(X) closed under union and intersection, there is a (not necessarily
unique) nonnegative, monotone, submodular extension f : P(X) → R on X such
that f(A) = f(A) for all A ∈ F (e.g., [16]), so that J∆
δ,f
can be used instead.
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