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Variational inequality techniques are used to suggest a unified and general 
iterative algorithm for computing the approximate solution of a new class of 
complementarity problems. The convergence properties of this algorithm are also 
discussed. 5: 1988 Academic Press. Inc. 
1. INTRODUCTION 
Complementarity theory introduced and studied by Lemke [l] and 
Cottle and Dantzig [2] in the early 1960s has enjoyed a vigorous growth 
for the last twenty years. Recently, complementarity problems have been 
extended and generalized in various directions to study a large class of 
problems arising in control and optimization, economics and transpor- 
tation equilibrium, contact problems in elasticity, and fluid flow through 
porous media, see Lin and Cryer [3], Cottle [4], Crank [S], and the 
references therein for physical and mathematical formulations. An impor- 
tant and useful generalization of the complementarity problem is the quasi- 
(implicit) complementarity problem considered and studied by Pang 
[6, 71, Noor [S, 91, and Noor and Zarae [lo]. For the applications, see 
also Crank [S] and Bensoussan and Lions [ 111. Equally important is the 
class of mildly nonlinear complementarity problems introduced and studied 
by Noor 112, 131, which is another generalization of complementarity 
problems. It has been shown that the projection techniques can be applied 
to obtain the iterative algorithms for solving these compiementarity 
problems. 
Motivated and inspired by the recent research work going on in these 
fields, we introduce and study a further extension of these complementarity 
problems, which includes the above classes as special cases. We propose 
and analyze a general and unified algorithm for this class of complemen- 
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tarity problems after formulation. We also study the conditions under 
which the approximate solution obtained from the iterative algorithm 
converges to the exact solution. Several special cases are discussed. 
2. FORMULATION AND BASIC RESULTS 
We denote the inner product and norm on Iw” by (., .) and 11 .jl, respec- 
tively. For given matrix ME I&!” x “, a vector q E OX”, we consider the problem 
of finding UE IR” such that 
u 3 0, Mu+qZO (u, Mu + q) = 0. (2.1) 
The problem (2.1) is known as the linear complementarity problem, which 
was originally introduced and studied by Lemke [l] and Cottle and 
Dantzig [2]. During the last decade, considerable efforts have been made 
to solve the linear complementarity problem (2.1) by using the iterative 
methods, see Mangasarian [ 141, Ahn [IS, 161, Chan and Pang [ 171, and 
Noor [18]. 
Given a point-to-point mapping m from DB” into itself, we consider the 
problem of finding u such that 
u-m(u)>O, Mu+q30 (24 -m(u), Mu + q)) = 0, (2.2) 
Problem (2.2) is known as the linear quasi- (implicit) complementarity 
problem studied and considered by Pang [6,7] and Noor and Zarae [lo] 
using different techniques along with convergence criteria. Applications of 
problem (2.2) can be found in Crank [S] and Bensoussan and Lions [ 111. 
Note that if the point-to-point mapping m is zero, then problem (2.2) is 
exactly problem (2.1). Thus it is obvious that problem (2.2) is a 
generalization of problem (2.1). 
Recently Noor [ 131 has considered the problem of finding u such that 
u 3 0, Mu+q+A(u)30 (u, Mu+q+A(u))=O, (2.3) 
where A is a nonlinear transformation from Iw” into itself. Problem (2.3) is 
known as mildly nonlinear complementarity problem and arises, for exam- 
ple, as finite difference (finite element) approximations to constrained 
mildly nonlinear partial differential equalities of the type 
-wx) +f(x, u(x)) 2 0 in D 
u(x) 3 0 in D 
4x)[I-wx) +stx> u(x))] =o in D 
(2.4) 
4x) = g(x) on S, 
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where L is a given linear elliptic operator, D c R” is a domain with boun- 
dary S, f(x, u(x)) is a nonlinear function of x and u(x); and g is also a 
given data. Well-known examples of free boundary value problems which 
can be written in the form (2.4) include fluid flow through porous media 
and journal bearing lubrication problems, see [S, 3, 111. We remark that if 
the nonlinear transformation A is identically equal to zero, then problem 
(2.3) is equivalent to problem (2.1). 
It is obvious that problems (2.2) and (2.3) are two different 
generalizations of the linear complementarity problem (2.1) introduced by 
Lemke [l]. It is natural to consider the unification of these two 
generalized complementarity problems. 
Given a matrix ME R” xn, a vector q E R”, a point-to-point mapping m 
and a nonlinear transformation A from R” into itself, the quasi-com- 
plementarity problem is to find u E R” such that 
u-m(u)30, Mu+q+A(u)>O (u-mm(u), Mu+q+A(u))=O. 
(2.5) 
Let K* = {U E R”; (u, u) > 0 for all u E K}, be the polar cone of the convex 
cone K. If the convex cone K also depends on the solution itself, then the 
generalized quasi-complementarity problem is to find u E K(u) such that 
(Mu + q + A(u)) E K*(u), (u -m(u), Mu + q + A(u)) = 0, (2.6) 
where K*(U) is the polar cone of K(u). In many important applications, 
K(u), has the form 
K(u) = m(u) + K. (2.7) 
In this case, K*(u) = (m(u) + K)* = m(u) n K*. 
We note that if the point-to-point mapping m is zero, the problem (2.5) 
reduces to problem (2.3) and the problem (2.6) is equivalent to finding 
u E K such that 
(Mu+q+A(u))EK* (u,Mu+q+A(u))=O, (2.8) 
which is known as the generalized nonlinear complementarity problem, see 
Noor [12]. It is clear that problems (2.1), (2.2), (2.31, (2.5), and (2.8) are 
special cases of the generalized quasi-complementarity problem (2.6). Thus 
it obvious that the problem (2.6) is the most general and unifying one, 
which is the main motivation of this paper. 
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3. ITERATIVE ALGORITHMS 
We need the following results, the first one is a generalization of a result 
of Pang [6] and Noor [S]. 
LEMMA 3.1. If K is a positive cone in R”, then u E K(u), defined by (2.7) 
is a solution of problem (2.5) if and only IY UE K(u) satisfies the quasi- 
variational inequality 
(Tu+A(u),u-u)>O foralluEK(u). (3.1) 
Proof: Its proof is similar to that of Lemma 3.1 in [S]. 
LEMMA 3.2. Zf K(u) is defined by (2.7), then u E K(u) is a solution qf 
quasi-variational inequality (3.1) if and only if u satisfies the relation 
U=m(u)+P,[u-&Tu+A(u))-m(u)], (3.2) 
for some 6 > 0. Here P, is a projection of R” into K, the positive cone in R” 
and m is an arbitrary point-to-point mapping. 
Proof. See Noor [19]. 
From Lemmas 3.1 and 3.2, we conclude that quasi-complementarity 
problem (2.6) can be transformed into a fixed point problem of solving 
u = F(u), 
where 
F(u)=m(u)+P,[u-&(Mu+q+A(u))-m(u)]. 
These observations enable us to suggest the following new unilied and 
general algorithm for solving the problem (2.6). 
ALGORITHM 3.1. For any given u0 E K, compute 
U II+1 =m(u,)+P,Cu,-6E{Mu,+g+A(u,)+L(u,+,-u,)j-m(u,)l, 
for n=O, 1, 2, . . . . (3.3) 
Here 6 > 0 is a constant, E is a positive diagonal matrix, and L is either 
strictly lower or upper triangular matrix. This restriction may be relaxed, 
because the iterate u,+ i may be obtained by solving a variational 
inequality subproblem as pointed out in [7]. Here the original data 
remains intact throughout iteration, allowing this algorithm to be efficient 
both for large scale and specially structured problems. It is also clear that 
409/130/2-4 
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each iteration of Algorithm 3.1 is itself equivalent to a quasi-variational 
inequality problem as implied by Lemmas 3.1 and 3.2. 
We now discuss some special cases, which can be derived from 
Algorithm 3.1. 
Special Cases 
1. If the point-to-point mapping m is zero, then Algorithm 3.1 
reduces to the algorithm of Noor [12]. 
ALGORITHM 3.2. Let u0 E K. Compute 
un+ I = ~/J&l - ~E{Mu, + q + A(u,) + L(u,+ , - u,,}], n=o, 1,2, . . . 
for some 6 > 0. 
Noor [12] has established the convergence criteria of this algorithm for 
both the symmetric and nonsymmetric matrix M. 
2. If the point-to-point mapping m and the nonlinear transfor- 
mation A are zero, then Algorithm 3.1 is exactly the same as studied by 
Ahn [16] along with the convergence criteria. 
ALGORITHM 3.3. Given u0 E K, compute 
U II+1 = P,C% - (fwMu,z + 9 + u&l+ I - %))I, for n=O, 1,2 ,.... 
3. If the nonlinear transformation A is zero, then Algorithm 3.1 
becomes: 
ALGORITHM 3.4. Given u0 E K, compute 
u,+ 1 = dun) + P,du, - WMu, + 4 + Uu,, l - u,)) - 441 
for n=O, 1,2 ,.... 
Concerning the convergence of Algorithm 3.4, see [lo]. 
In brief, Algorithm 3.1 suggested in this paper is more general and 
includes several previously known algorithms as special cases, which are 
mainly due to Cryer [20], Mangasarian [ 141, Noor [18], Ahn [16], 
Pang [6, 71, and many others. 
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4. CONVERGENCE PROPERTIES 
In this section, we consider the convergence properties of Algorithm 3.1. 
We here only consider the special case, when K = [0, b] is a closed convex 
set in R”. We rely on the projection operator P,, which is defined as 
P,(u)=argmGi; (Iv--uII. 
If K = lR2, then (PK(u))i = max{ 0, u,}, i = 1, 2, . . . . n. In our case, we have 
(PK(U))i = (P[O.h,(U))i 
= min(max(0, u,}, bi}, i = 1) 2, . ..) n. 
For notational purpose, Pco,b, will be denoted as P,. This operator P, 
has the following properties: 
LEMMA 4.1 [ 161. For any u and u in I&‘“, 
i. u<v implies PK(u)< PK(u) 
ii. PK(u) - PK(v) 6 P,(u- v) 
iii. P,(u + v) d PK(u) + PK( v) 
iv. PK(u) + PK( -u) d ) ul; with equality, if and only if -b < u d b. 
In addition, the following concepts are also needed. A real matrix 
ME R” xn is said to be a Z-matrix (a P-matrix), if it has nonpositive off- 
diagonal entries (positive principal minors). A square matrix with non- 
positive off-diagonal elements and with a nonnegative inverse is called an 
M-matrix. It can be shown that a matrix which is both a Z-matrix and 
P-matrix is an M-matrix, see [21]. 
We now state and prove the main results of this section by modifying the 
techniques of Ahn [16] as extended by Noor and Zarae [IO]. 
THEOREM 4.1. Suppose that there exist nonnegative matrices NE R” x” 
and B E R” X ” such rhat 
/m(u)-m(v)l<Nlu-VI forallu,v, (4.1) 
and 
IA(u)-A(u)l<Blu-ul for all u, v. (4.2) 
If{un+, > and (u, > are the sequences generated by Algorithm 3.1, then 
Iu .+I-~~I~(Z-~EILI)-‘[~N+~EB+II-~E(M-L)I] Iu,,-u~~~~ 
(4.3) 
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lu .+I-ul$(I-6E(L()~1[2N+6EB+(I-6E(M-L)(j lu,-241, (4.4) 
for each n, u is the solution of the probEem (2.6) and L is either strictly bower 
or upper triangular matrix. 
ProoJ: From Algorithm 3.1, we have 
u nil - u, = m(u,) - m(u,- 1) + P,[u, - 6E(Mu, + q + L(u, + I- UJ 
+ A(%) > -m(u,)]-P,[u,-,-SE(Mu,_,+q 
+~,(U,--U,-1)+A(u,~1))-m(u,~,)l 
~mm(u,)-m(u,-,)+P,C(I-6E(M-L))(u,-u,-,) 
- 6E u&t+ 1 - u,) - m(d + m(u, - l 1 
- ~Jw(%J - 44- dl by Lemma 4.1. 
Again by the application of Lemma 4.1, we obtain 
mh?+ 1- 4 - (m(u,) - m(u, - I HI 
~P,[(I-6E(M-L)}(u,-u,~,)-6EL(u,+,-u,) 
-m(u,)+m(u,-,)-6E(Afu,)-A(u,~1))1- (4.5) 
In a similar way, we have 
fx-h2+, -~,)+mhJ-mh+J)l 
~~P,[{-I+6E(M-L)}(u,-u,_,)+6Et(u,+,-tc,) 
+m(tl,)--m(u,-,)+GE(A(u,)-A(u,-,))l. (4.6) 
Adding the inequalities (4.5) and (4.6), and using Lemma 4.1, we have 
by (4.1) and (4.2). Hence it follows that 
Since L either a strictly lower or upper triangular matrix, so the matrix 
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(I- 6E 1LI) is invertible and its inverse is nonnegative, that is, (I- 6E ILI) 
is an M-matrix. Hence 
lu .+,-u,~~(Z-~EILI)~‘[~N+~EB+IZ-~E(M-L)I] Iu,-~~_~I, 
which is the required result (4.3). Using similar arguments, we can obtain 
(4.4). 
Theorem 4.1 enables us to establish a sufficient condition for the con- 
vergence of the sequence {u, + I } generated by Algorithm 3.1 to be bounded 
and hence have an accumulation point, which is the solution of problem 
(2.6). 
THEOREM 4.2. Assume that 
o(G) < 1, 
G=(Z-6E ILI)-‘[2N+SEB+ IZ-6E(M-L)I], (4.7) 
with a denoting the spectral radius. Then for any initial vector uO, the 
sequence {4+ ,> g enerated by Algorithm 3.1 converges to a solution of 
problem (2.6). 
Proof: Its proof is similar to that of Theorem 4.2 in [lo, 161. 
Remark 4.1. The results obtained in this paper are more general than 
the one given in Noor and Zarae [lo], Noor [8], and Pang [7]. In fact, 
for A(u) E 0, the nonnegative matrix B becomes the zero matrix and con- 
sequently our results are exactly the same as proved by Noor and Zarae 
[lo] for linear quasi-complementarity problems. If the point-to-point map- 
ping m and the nonlinear transformation A are both zero, then our results 
reduce to the result of Ahn [16] for the nonsymmetric linear complemen- 
tarity problems. Here, we have shown only the possibility that the projec- 
tion algorithm can be extended to process the generalized quasi-com- 
plementarity problems of type (2.6). The algorithm 3.1 introduced and 
analyzed in this paper, may be viewed as an extension of the algorithm of 
Mangasarian. Most of the convergence properties of the Mangasarian’s 
algorithm studied previously for linear complementarity problems in [I& 
7, 14, lo] can be obtained as special cases from our main results. 
From the proof of Theorem 4.2, it is obvious that the condition a(G) < 1 
also provides the existence and uniqueness result for the generalized 
quasi-complementarity problem. It is also clear that the use of algorithms 
as constructive methods for proving the existence of solution brings the 
theory and computation closer together. Development and improvement 
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of an implementable algorithm of this class of problems deserve further 
research efforts. Much work still remains to be done to give a complete 
mathematical theory for nonlinear problems and on streamlining the 
computational process of this method. 
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