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Chapitre 1
Introduction
Tout le monde est affecte´ d’une manie`re ou d’une autre par
les baˆtiments - nous sommes ne´s en eux, y vivons, y
travaillons, et le plus souvent nous mourons en eux, pourtant
le profane a probablement moins de connaissances sur eux
que sur presque tout autre chose qui affecte sa vie.
The Book of Buildings
Richard Reid
1.1 Contexte e´nerge´tique actuel et futur
Un des de´fis du XXIe sie`cle est le de´veloppement durable, c’est a` dire maintenir la
qualite´ de vie pour une population croissante, avec des attentes de confort de plus en
plus e´leve´es, tout en respectant l’environnement. La production et la gestion d’e´nergie
ne´cessaires pour re´pondre a` ces attentes seront essentielles dans les prochaines anne´es.
La crise e´conomique a plonge´ le marche´ e´nerge´tique mondial dans une incertitude sans
pre´ce´dent. Le rythme de la reprise e´conomique conditionnera les perspectives e´nerge´tiques
pendant les anne´es a` venir. La crainte de re´cession et la multiplication des de´ficits publics
nationaux rendent particulie`rement difficiles les pre´visions pour l’e´conomie mondiale a`
moyen terme. Suite a` la crise, la consommation e´nerge´tique mondiale a diminue´ en 2009
pour la premie`re fois dans des proportions significatives depuis 1981 [6]. Malgre´ cette chute,
elle devrait repartir rapidement a` la hausse, une fois la reprise e´conomique amorce´e. E´tant
la principale source d’e´missions de gaz a` effet de serre, l’e´nergie (fossile) est au coeur du
proble`me de changement climatique et donc sa gestion fait partie inte´grante de la solution.
La confe´rence historique de l’ONU sur le changement climatique, tenue a` Copenhague
en de´cembre 2009, fixe l’objectif de limitation de la hausse de la tempe´rature moyenne
mondiale a` deux degre´s Celsius par rapport aux niveaux de l’e`re pre´industrielle. Cepen-
dant, meˆme si les engagements pris par les principaux pays e´metteurs de gaz a` effet de
serre e´taient inte´gralement tenus, ils ne nous me`neraient que partiellement sur la trajec-
toire des e´missions nous permettant d’atteindre l’objectif de 2◦C, trajectoire de´crite par
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le sce´nario 450, visant a` limiter la concentration a` long terme de gaz a` effet de serre a` 450
ppm (parties par million) d’e´quivalent CO2, pre´sente´ pour la premie`re fois dans [5].
L’e´dition [8] propose encore deux sce´narios de pre´diction relatifs a` une e´volution
possible d’ici 2050. Ainsi, le sce´nario ”politiques actuelles” (appele´ aussi sce´nario ”de
re´fe´rence”) de´crit l’e´volution des marche´s mondiaux de l’e´nergie si les politiques en vi-
gueur en 2010 restent inchange´es. Ce sce´nario pre´voit, a` long terme, la croissance de la
concentration de gaz a` effet de serre dans l’atmosphe`re supe´rieure a` 1000 ppm d’e´quivalents
CO2, provoquant une hausse de la tempe´rature moyenne mondiale pouvant atteindre 6
oC.
Le deuxie`me sce´nario, appele´ sce´nario ”nouvelles politiques”, prend en compte les enga-
gements politiques ge´ne´raux et les plans d’action annonce´s par les pays du monde entier.
La hausse rapide des e´missions de CO2 pre´vue dans le sce´nario ”politiques actuelles”
est due a` l’accroissement de la demande mondiale d’e´nergie fossile, qui restera la source
primaire pre´dominante dans le monde. Le charbon connaˆıt de loin la croissance la plus
importante, suivi du gaz et du pe´trole. Le principal moteur de la demande de charbon et
de gaz est l’augmentation inexorable des besoins en e´nergie pour produire de l’e´lectricite´.
L’apport de la production nucle´aire par rapport a` la production mondiale d’e´lectricite´ dimi-
nuerait. L’utilisation des technologies renouvelables modernes (hors hydraulique) telles que
l’e´olien, le solaire, la ge´othermie, l’e´nergie des mare´es et des vagues ainsi que la bioe´nergie
affiche l’essor le plus rapide a` l’horizon 2035. La demande de pe´trole dans le sce´nario ”de
re´fe´rence” devrait augmenter de 1 % par an en moyenne durant la pe´riode conside´re´e, le
secteur des transports e´tant a` l’origine de la plupart de cette augmentation.
Dans le sce´nario ”nouvelles politiques”, le taux de croissance de la demande mondiale
d’e´nergie primaire est de 1,2 % par an en moyenne, contre 2 % par an au cours des
vingt-sept anne´es pre´ce´dentes. Les facteurs qui contribueront a` freiner la croissance de la
demande en combustibles fossiles sont :
– l’augmentation des prix des combustibles fossiles pour les utilisateurs finaux, sous
l’effet de la pression des prix a` la hausse sur les marche´s internationaux et
– les pe´nalite´s de ”carbone” de plus en plus one´reuses, conjugue´es aux politiques en-
courageant les e´conomies d’e´nergie et l’adoption de sources d’e´nergie peu e´mettrices
de carbone.
Des nouveaux carburants e´mergent de´ja` pour se substituer aux produits pe´troliers dans
le domaine des transports. La demande de charbon devrait s’accroˆıtre jusqu’en 2025, puis
de´croˆıtre. La demande en gaz naturel de´passerait le´ge`rement celle des autres combustibles
fossiles en raison de ses caracte´ristiques e´cologiques et pratiques plus favorables. La part de
l’e´nergie nucle´aire et des e´nergies renouvelables modernes augmenterait conside´rablement.
Les re´ductions des e´missions de CO2 lie´es a` la consommation e´nerge´tique qu’exige le
sce´nario ”450” par rapport au sce´nario de re´fe´rence sont colossales. De plus, la faiblesse des
engagements de re´duction des e´missions de gaz a` effet de serre pris en vertu de l’Accord de
Copenhague re´duit indubitablement la probabilite´ de concre´tisation de l’objectif de 2◦C.
Pour l’atteindre il faudrait une transformation technologique a` un rythme sans pre´ce´dent.
L’ame´lioration de l’efficacite´ e´nerge´tique dans tous les secteurs semble eˆtre le principal
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moteur pour re´duire la demande d’e´nergie. Ainsi, plus de la moitie´ des e´missions seront
e´vite´es graˆce a` l’efficacite´ e´nerge´tique dans le sce´nario 450 par rapport au sce´nario de
re´fe´rence [6].
1.1.1 Importance des baˆtiments dans la consommation e´nerge´tique to-
tale
Le paragraphe pre´ce´dent a montre´ la ne´cessite´ d’ame´liorer l’efficacite´ e´nerge´tique du
consommateur afin d’atteindre les objectifs de re´duction de la demande e´nerge´tique dans
les prochaines de´cennies. Afin d’agir rapidement et efficacement il est important de cibler
les secteurs d’activite´s qui consomment le plus d’e´nergie et qui e´mettent donc le plus de
gaz a` effet de serre.
Les baˆtiments repre´sente´s par les secteurs re´sidentiel et tertiaire sont les plus impor-
tants consommateurs d’e´nergie dans l’EU27 1 ainsi qu’en France [7], suivis par le secteur
du transport et par l’industrie (voir la figure 1.1). Le parc re´sidentiel compte environ 70
% du parc immobilier europe´en [83]. Pourtant, les baˆtiments non-re´sidentiels sont loin
d’eˆtre ne´gligeables, ainsi le secteur re´sidentiel est responsable de 30 % de la consommation
d’e´nergie finale totale, tandis que le secteur tertiaire contribue a` hauteur de 11 % [83].
Par conse´quent, les efforts de re´duction de la de´pense e´nerge´tique doivent viser toutes les
cate´gories de baˆtiments.
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Figure 1.1 – Consommation d’e´nergie finale par secteur en 2008 dans la zone EU27 (a`
gauche) et en France (a` droite)
Le potentiel de re´duction de la consommation e´nerge´tique dans les baˆtiments est un
point cle´ dans les nombreuses de´marches pour combattre l’augmentation de la concentra-
1. Les 27 pays membres de l’Union europe´enne (l’Allemagne, l’Autriche, la Belgique, la Bulgarie,
Chypre, le Danemark, l’Espagne, l’Estonie, la Finlande, la France, la Gre`ce, la Hongrie, l’Irlande, l’Italie, la
Lituanie, la Lettonie, le Luxembourg, Malte, Les Pays-Bas, la Pologne, le Portugal, la Re´publique tche`que,
la Roumanie, le Royaume-Uni, la Slovaquie, la Slove´nie et la Sue`de.)
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tion de gaz a` effet de serre dans l’atmosphe`re, notamment celle du Groupement Intergou-
vernemental pour l’E´volution du Climat dans son e´valuation [3].
Pour les baˆtiments re´sidentiels, c’est la taille et la localisation qui ont l’impact le
plus fort sur la consommation d’e´nergie. La quantite´ et le type d’e´nergie utilise´e dans
les habitations sont non seulement lie´s aux conditions me´te´orologiques, a` la conception
architecturale, aux syste`mes e´nerge´tiques mis en œuvre mais aussi au comportement des
occupants. En ge´ne´ral, les logements dans les pays de´veloppe´s utilisent plus d’e´nergie que
ceux dans les pays aux e´conomies e´mergentes.
Le secteur tertiaire couvre tous les baˆtiments publics et commerciaux (bureaux, maga-
sins, e´coles, restaurants, hoˆtels, hoˆpitaux, muse´es, etc) avec une grande varie´te´ d’activite´s
et d’usages ayant un impact e´norme sur la qualite´ et la quantite´ d’e´nergie ne´cessaire. Les
baˆtiments de bureaux et de commerce sont les plus e´nergivores, repre´sentant en ge´ne´ral
plus de 50 % de l’e´nergie totale consomme´e par le secteur non-re´sidentiel [149]. La crois-
sance de la population implique une demande de services plus importante et requiert
e´videment plus d’e´nergie.
1.1.2 Le chauffage dans la consommation e´nerge´tique des baˆtiments
Si l’on conside`re la part des baˆtiments dans la consommation e´nerge´tique europe´enne et
franc¸aise (plus de 40 %), il convient d’affiner toujours plus l’analyse de ce secteur. Ainsi,
la figure 1.2 montre la distribution de la consommation dans les baˆtiments re´sidentiels
et tertiaires europe´ens. Le poste de chauffage est de loin le syste`me le plus gourmand
en e´nergie, e´tant responsable de plus de la moitie´ de la consommation. En France, la
hie´rarchie ne se modifie pas, mais les proportions sont encore un peu plus de´se´quilibre´es
[4], le chauffage de´passant meˆme 65 %.
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Figure 1.2 – Re´partition de la consommation e´nerge´tique dans les baˆtiments re´sidentiels
et tertiaires en Europe [2]
Les facteurs qui influencent la quantite´ d’e´nergie de´pense´e par le poste de chauffage
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d’un baˆtiment sont de´crits ci dessous.
1. Le climat est le facteur le plus important agissant sur la demande de chauffage dans
un baˆtiment. E´videment, plus il fait froid, plus le besoin en e´nergie pour le chauffage
augmente. Cette influence de la tempe´rature exte´rieure sur la demande de chauffage
est mesure´e en me´te´orologie en degre´s jour (DJ), qui repre´sentent l’e´cart entre la
tempe´rature moyenne exte´rieure pendant une journe´e et un seuil de tempe´rature
pre´e´tabli. Le nombre de degre´s jours unifie´s (DJu) est de´termine´ en utilisant comme
tempe´rature de re´fe´rence la valeur de 18◦C. Avec cette me´thode tre`s simple on peut
estimer la consommation d’e´nergie thermique. La demande e´nerge´tique peut eˆtre
re´duite selon l’intensite´ des apports solaires.
2. La ge´ome´trie du baˆtiment joue un roˆle non ne´gligeable. Un rapport e´leve´ volume
/ surface (une forme simple, de pre´fe´rence un cube) induit une consommation plus
faible du poste de chauffage, re´duisant les pertes de chaleur a` travers l’enveloppe.
3. Un autre facteur tre`s important est la performance thermique de l’enveloppe du
baˆtiment, autrement dit, les valeurs de coefficients U (coefficient de transmission
thermique, exprime´ en W/m2K) des parois et des feneˆtres. Plus les valeurs U des
e´le´ments de construction exte´rieurs sont faibles, moins il y aura de chaleur perdue
par e´change avec l’exte´rieur.
4. La ventilation peut jouer un roˆle cle´, surtout en ce qui concerne les baˆtiments a` faibles
besoins e´nerge´tiques ou les maisons passives. Pour re´duire les pertes de chaleur, les
syste`mes de ventilation me´canique inte´grant une re´cupe´ration de la chaleur sont de
plus en plus utilise´s.
5. La consommation e´nerge´tique totale d’un baˆtiment de´pend e´galement de l’efficacite´
du syste`me de chauffage, c’est-a`-dire du rendement de transformation de l’e´nergie
finale en chaleur.
6. La me´thode de controˆle du syste`me de chauffage joue a` la fois sur le confort et
la consommation e´nerge´tique. Ainsi, des e´carts significatifs apparaissent entre les
performances d’un syste`me de chauffage controˆle´ manuellement, un syste`me pilote´
par une loi de commande simple (de type tout-ou-rien ou P/PI/PID) et un syste`me
pilote´ par une loi commande avance´e (de type pre´dictif par exemple).
7. Lemode de vie des occupants a un effet de´cisif sur la facture e´nerge´tique. La ne´gligence
et les mauvaises habitudes peuvent re´duire sensiblement les avantages lie´s aux me-
sures de rendement e´nerge´tique pre´sentes dans le baˆtiment.
8. Les apports de chaleur provenant des occupants ou des diffe´rents appareils e´lectriques
(autres que les e´quipements de chauffage) peuvent avoir un effet appre´ciable dans
certaines situations (salles de the´aˆtre, cine´ma, e´coles, salles serveurs, etc).
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1.2 Des solutions pour re´duire la consommation du poste
de chauffage
1.2.1 Standards e´leve´s pour les nouveaux baˆtiments
Les baˆtiments sont ge´ne´ralement conc¸us pour eˆtre utilise´s pendant de nombreuses
de´cennies et, dans certains cas, plus d’une centaine d’anne´es. Ainsi, la construction des
nouveaux baˆtiments pre´sente une bonne occasion d’e´conomiser l’e´nergie sur le long terme,
car ils influencent la consommation e´nerge´tique du secteur pour beaucoup plus longtemps
que d’autres e´le´ments consommateurs d’e´nergie dont la dure´e de vie est limite´e a` quelques
dizaines d’anne´es.
L’ame´lioration de l’efficacite´ des baˆtiments au stade de la conception est relativement
simple, alors qu’apre`s leur construction elle est beaucoup plus difficile et tre`s couˆteuse. Les
de´cisions prises pendant la phase de projet du baˆtiment de´termineront la consommation
pendant la plus grande partie, sinon la totalite´, de la dure´e de vie d’un baˆtiment. Des
parame`tres importants pour l’efficacite´ e´nerge´tique du baˆtiment sont fixe´s une fois pour
toute a` la construction du baˆtiment (l’orientation de l’immeuble, l’orientation des feneˆtres,
les mate´riaux de construction, etc).
Les re´glementations concernant les baˆtiments abordent, en ge´ne´ral, les proble´matiques
lie´es a` l’enveloppe et aux syste`mes de chauffage, de climatisation, de ventilation et d’eau
chaude, e´le´ments qui sont responsables d’environ trois quarts de la demande e´nerge´tique
des logements [5]. Occasionnellement, ces standards portent sur d’autres e´quipements
comme l’e´clairage, ou l’utilisation des e´nergies renouvelables. Visant plutoˆt la thermique
des baˆtiments, les re´glementations diffe`rent d’une re´gion (pays) a` l’autre en fonction des
particularite´s climatiques locales.
Les premiers standards, mentionnant des valeurs pour les coefficients de transfert ther-
mique et des mate´riaux spe´cifiques ou multi-vitrage, remontent a` la fin des anne´es 1950
et le de´but des anne´es 1960 dans les pays scandinaves. Ces exigences e´taient destine´es a`
ame´liorer l’efficacite´ e´nerge´tique et le confort dans les baˆtiments. La crise pe´trolie`re du
de´but des anne´es 1970 a favorise´ l’e´mergence des re´glementations concernant l’efficacite´
e´nerge´tique des baˆtiments dans de nombreux pays et dans les anne´es qui suivirent ces
exigences ont continue´ d’augmenter. Des exemples de ces normes sont les standards cre´e´s
par IECC et ASHRAE utilise´s aux E´tats-Unis et au Canada, alors que dans l’Union eu-
rope´enne la directive EPDB requiert aux e´tats membres d’e´tablir des standards d’efficacite´
e´nerge´tique dans les nouveaux baˆtiments.
En France, le Grenelle Environnement a bouleverse´ la politique des re´glementations
thermiques qui devrait avoir une pe´riodicite´ de 5 ans (RT 2005, RT 2010, RT 2015, etc)
avec des ame´liorations de 15 % par rapport a` la version pre´ce´dente. Suite au Grenelle En-
vironnement, la re´glementation thermique 2012 (RT 2012), publie´e en octobre 2010, sera
applique´e a` partir d’octobre 2011 aux baˆtiments tertiaires et a` partir du de´but 2013 aux
baˆtiments re´sidentiels. Ainsi, les performances requises par la RT 2012 sont identiques au
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label Baˆtiment Basse Consommation (BBC 2005), c’est-a`-dire une consommation maxi-
male d’e´nergie primaire de 50 kW/m2/an.
Malgre´ tout, la grande majorite´ des nouveaux baˆtiments est construite exactement
aux exigences minimales d’efficacite´ e´nerge´tique. Cependant, certains baˆtiments ciblent
des normes de rendement beaucoup plus e´leve´es et parmi ceux-ci : les baˆtiments a` basse
consommation (BBC), les baˆtiments passifs, les baˆtiments a` e´nergie ze´ro, ou meˆme a`
e´nergie positive (RT 2020).
1.2.2 Travaux de re´novation
L’importance des normes d’efficacite´ e´nerge´tique s’e´tend au-dela` de leur roˆle lors de la
construction de nouveaux baˆtiments. Ces re´glementations servent souvent comme objectifs
d’efficacite´ pour les travaux de re´novation des baˆtiments existants. L’inte´reˆt accru pour
l’efficacite´ e´nerge´tique stimule la demande de re´novation des baˆtiments existants.
Des travaux de re´novation majeurs ont lieu tous les 30 - 40 ans pour les baˆtiments
re´sidentiels, principalement a` cause des de´gradations des parties principales ou des instal-
lations des immeubles. Une autre raison pour les travaux de re´novation est l’e´volution du
mode de vie et des exigences de confort dans la socie´te´ moderne. Des remplacements et
des re´parations de moindre envergure peuvent meˆme se produire plus souvent. Ces travaux
de re´novation ou de changement d’e´quipements offrent une formidable opportunite´ pour
ame´liorer l’efficacite´ d’un baˆtiment.
Parmi les e´tats membres de l’Union europe´enne, on peut observer que la re´novation
(durable) des centres urbains et la re´habilitation des logements sont devenues des priorite´s.
Des politiques nationales sont en cours de de´veloppement afin d’encourager cette nouvelle
priorite´. Selon [83], en France, des travaux de re´novation visant a` re´aliser des e´conomies
d’e´nergie ont e´te´ entrepris : 70 % sont concentre´s sur l’isolation thermique, en particulier
le double vitrage, l’installation de volets et l’isolation des planchers ou des toits. Les autres
activite´s sont destine´es a` renouveler principalement les syste`mes de chauffage (25 %), de
ventilation et de climatisation.
Bien que, dans la plupart des pays, les investissements pour travaux de re´novation
soient ge´ne´ralement beaucoup plus faibles que les montants investis dans des immeubles
nouvellement construits, le nombre de baˆtiments qui sont re´nove´s chaque anne´e est bien
plus important que le nombre annuel de constructions nouvelles. Par conse´quent, l’impact
de la re´novation du parc existant est plus grand que celui des constructions nouvelles.
Meˆme si les actions gouvernementales essayent d’encourager les travaux de re´novation
(le cre´dit d’impoˆt ≪ de´veloppement durable ≫, l’e´co-preˆt a` taux ze´ro), en ge´ne´ral, le prin-
cipal obstacle d’une telle de´marche est le manque de connaissances de la relation entre les
couˆts et les be´ne´fices espe´re´s.
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1.2.3 Optimisation du controˆle du chauffage
Le parc existant rece`le d’immenses gisements e´conomiques et des travaux de re´novation
efficaces sont ne´cessaires pour profiter de ces ressources. L’ame´lioration de la qualite´ de
l’enveloppe et du rendement des syste`mes de chauffage ne suffit pas. Il faut e´galement
optimiser le fonctionnement de ces derniers. Le de´veloppement technologique permet au-
jourd’hui d’e´quiper les immeubles avec des syste`mes de controˆle de haut niveau afin de
contribuer a` la transformation du baˆtiment en un syste`me intelligent.
Le principal objectif du syste`me de controˆle automatique du chauffage dans un baˆtiment
est d’assurer un certain niveau de confort thermique tout en minimisant la consommation
d’e´nergie ne´cessaire pour le re´aliser. La finalite´ du controˆle est de moduler la puissance du
syste`me de chauffage afin d’atteindre cet objectif. Si ces syste`mes e´taient toujours a` leur
capacite´ maximale, le besoin d’une loi de commande ne serait pas motive´. Cependant, la
plupart des syste`mes de chauffage sont conc¸us pour re´pondre aux demandes dans les pires
conditions (tempe´rature tre`s basse). Ces conditions se manifestent uniquement pendant
de courtes pe´riodes au cours de l’utilisation. La plupart du temps, le syste`me doit fonc-
tionner lorsque les besoins de chauffage sont bien infe´rieurs a` la capacite´ des e´quipements
de chauffage.
Malheureusement, de nombreux syste`mes de chauffage ont de mauvaises performances
parce que l’importance de la commande a e´te´ sous-estime´e par les producteurs. Ainsi,
la majorite´ des installations sont controˆle´es par une loi de commande simple, de type
”tout ou rien”, proportionnel (P) ou proportionnel a` action inte´grale voire de´rive´e (PI ou
PID). Ces structures de controˆle ont des performances acceptables pour la re´gulation de
la tempe´rature dans les immeubles de`s que le niveau de confort souhaite´ est atteint, ce
qui les a amene´es a` eˆtre utilise´es a` grande e´chelle. Mais l’e´volution du mode de vie et du
marche´ e´nerge´tique montre les points faibles de ces strate´gies de commande.
La plupart des baˆtiments ont une occupation intermittente. Maintenir la tempe´rature
de confort pendant les pe´riodes ou` certaines pie`ces sont vides conduit a` un gaspillage
d’e´nergie. Afin d’e´viter cela, l’utilisation d’une tempe´rature de consigne plus basse ou meˆme
l’arreˆt du poste de chauffage pendant les pe´riodes d’inoccupation devient une ne´cessite´ et
simultane´ment un proble`me pour le syste`me de commande. Pour remonter la tempe´rature
afin d’atteindre le confort thermique souhaite´, le chauffage doit de´marrer plus toˆt que
le de´but de la prochaine pe´riode d’occupation. Ce de´lai peut varier, en fonction des ca-
racte´ristiques du syste`me (e´quipement de chauffage + baˆtiment), des facteurs internes
(tempe´rature inte´rieure, apports internes, ...) et externes (tempe´rature exte´rieure, rayon-
nement solaire, ...) de quelques minutes a` plusieurs heures. L’absence d’une gestion op-
timale de ces transitions entre les pe´riodes d’occupation et celles d’inoccupation force le
chauffagiste a` re´duire l’e´cart entre la tempe´rature de confort et la tempe´rature de re´fe´rence
pendant l’inoccupation, augmentant la consigne d’inoccupation, ce qui ame`ne a` l’accrois-
sement non justifie´ de la consommation.
En France, malgre´ son couˆt d’utilisation e´leve´, le chauffage e´lectrique poursuit sa
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progression notamment dans les logements re´cents. En 2004, 7,1 millions de me´nages se
chauffent a` l’e´lectricite´ dont la consommation se stabilise a` 40,6 TWh [4]. Pour diminuer
les pics e´nerge´tiques, les producteurs choisissent d’utiliser des prix variables de l’e´lectricite´,
afin d’inciter la population a` consommer moins aux moments de forte demande. Pour l’ins-
tant, les tarifs e´lectriques, ont une dynamique journalie`re simple de type heures pleines
/ heures creuses (ou jour /nuit). Mais avec l’introduction des re´seaux e´lectriques intelli-
gents (smart grids) et les compteurs intelligents, l’e´volution de la dynamique des tarifs
e´lectriques peut conduire a` des plages de prix tre`s varie´es en fonction de l’e´tat courant
et pre´dit du rapport demande / offre du re´seau. Ainsi, la connaissance de l’e´volution du
prix, au bout d’un horizon relativement court (quelques heures), exploite´e de manie`re op-
timale par le syste`me de controˆle du chauffage e´lectrique, peut diminuer significativement
la facture d’e´lectricite´.
Re´duire la puissance souscrite peut s’ave´rer tre`s important dans la de´marche d’e´cono-
miser les couˆts de fonctionnement. Pourtant, une telle de´cision e´tablit une contrainte glo-
bale sur l’ensemble des e´quipements e´lectriques du baˆtiment. Meˆme si le poste de chauffage
e´lectrique est ge´ne´ralement le syste`me le plus e´nergivore dans un baˆtiment, il est loin d’eˆtre
le plus critique. Ainsi, aux moments de forte demande de chaleur, si la puissance disponible
est infe´rieure a` la puissance requise par le chauffage, certains e´quipements e´lectriques de´ja`
en fonctionnement peuvent eˆtre e´teints brutalement. Une commande optimale du chauf-
fage, pouvant prendre en compte la contrainte globale d’e´nergie disponible e´limine ce
proble`me.
Parmi les logements franc¸ais qui utilisent le chauffage e´lectrique, plus de 30 % de´clarent
l’utiliser comme chauffage d’appoint. Dans les maisons individuelles, il est fre´quemment
associe´ a` un chauffage au bois ou au gaz. L’utilisation de plusieurs types de syste`mes
de chauffage ne conduit a` une ame´lioration des performances que par l’utilisation d’une
commande avance´e afin de prendre en compte les avantages de chaque source de chaleur
(le couˆt moins e´leve´ du chauffage au combustible et la dynamique rapide du chauffage
e´lectrique).
Les paragraphes pre´ce´dents mettent en e´vidence l’importance de l’utilisation d’une loi
de commande optimale capable de re´duire la facture e´nerge´tique lie´e au chauffage tout en
offrant le niveau de confort de´sire´ aux occupants.
1.3 Notions de controˆle thermique des baˆtiments
1.3.1 Confort thermique
La consommation e´nerge´tique du poste de chauffage est fortement de´pendante du degre´
de confort thermique a` l’inte´rieur de l’immeuble. Il n’existe pas de standard absolu du
confort thermique, ce qui n’est pas surprenant car les humains vivent dans une gamme de
climats tre`s large. Pourtant, une de´finition internationalement accepte´e du confort ther-
mique, utilise´e par ASHRAE, est ≪ l’e´tat d’esprit qui exprime la satisfaction par rapport
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a` l’environnement thermique ≫(ISO 7730). L’ambigu¨ıte´ de cette de´finition souligne encore
une fois que l’estimation du confort est un processus cognitif influence´ par des facteurs
physiques, physiologiques et psychologiques.
Le standard international actuel concernant le confort thermique (ISO 7730) est base´
sur des travaux de recherche mene´s dans les anne´es 1960. Cette norme utilise le mode`le de
Fanger [56], appele´ PMV (vote moyen pre´dit). P.O. Fanger a de´termine´ expe´rimentalement
les conditions physiologiques ne´cessaires pour le confort thermique sous des conditions
thermiques homoge`nes et stationnaires. La formulation de l’indice PMV a e´te´ obtenue de
manie`re empirique, en fonction du me´tabolisme, de l’isolement vestimentaire et des quatre
parame`tres climatiques (tempe´rature de l’air, rayonnement, humidite´ et vitesse de l’air).
Ainsi, l’indice donne l’avis moyen d’un groupe important de personnes qui exprimeraient
un vote de sensation de confort thermique en se re´fe´rant a` une e´chelle de -3 (froid) a` +3
(chaud). Une valeur de PMV nulle exprime une sensation de confort thermique optimale.
Dans le controˆle des syste`mes de chauffage, l’inte´reˆt d’utiliser l’indice PMV est relati-
vement re´duit, duˆ au fait que le poste de chauffage n’agit que sur la tempe´rature de l’air
et sur la tempe´rature de rayonnement (tempe´rature moyenne des surfaces de parois). La
difficulte´ d’estimer les parame`tres concernant le me´tabolisme et l’habillement et la formu-
lation relativement complique´e du PMV sont d’autres aspects qui rendent difficile l’usage
de cet indice dans les structures de controˆle. Ainsi, dans les travaux pre´sente´s dans ce
me´moire, le confort thermique est de´fini soit par une tempe´rature de consigne, soit par
une bande de tempe´rature de confort.
1.3.2 Profil d’occupation
Il est e´vident que les exigences de confort ne doivent eˆtre satisfaites que lors de pe´riodes
ou` le baˆtiment est occupe´, pe´riodes que l’on appelle pe´riodes d’occupation. De`s lors, il
s’ave`re inutile, sauf pour des raisons de se´curite´, de pre´ciser des spe´cifications thermiques
au cours des pe´riodes ou` le baˆtiment est vide (pe´riodes d’inoccupation). Dans ce cas, le seul
objectif actif de controˆle est la minimisation e´nerge´tique et l’arreˆt du poste de chauffage
est sa solution optimale.
Le roˆle de l’usager devient tre`s important dans le bon fonctionnement du syste`me
de controˆle. Personne ne souhaite avoir a` e´teindre ou a` allumer son chauffage a` chaque
de´part ou rentre´e, par contre tout le monde aime be´ne´ficier des avantages e´conomiques
lie´s a` l’exploitation optimale du chauffage. Utilisant un syste`me de controˆle performant,
le rapport confort / couˆt de´pendra de la qualite´ du planning, comme c’est le cas dans de
nombreux autres domaines.
L’inte´reˆt e´nerge´tique du chauffage intermittent dans les baˆtiments a` occupation discon-
tinue est connu depuis longtemps [185]. Pour que la consommation d’e´nergie soit minimale,
sans baisser le niveau de confort, il est ne´cessaire d’optimiser la commande pendant les
pe´riodes de pre´chauffage (voir figure 1.3). Afin de pouvoir calculer la commande pendant
la pe´riode de pre´chauffage (relance), le syste`me de controˆle a besoin de connaˆıtre le mo-
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ment du de´but de la pe´riode d’occupation. De fac¸on similaire, pour un baˆtiment a` grande
inertie thermique, l’e´quipement de chauffage peut eˆtre arreˆte´ avant que les occupants ne
l’aient quitte´, sans induire une de´gradation du confort thermique pendant l’occupation.
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Figure 1.3 – Illustration du pre´chauffage
Une exploitation optimale du poste de chauffage dans le cadre d’un baˆtiment a` occu-
pation intermittente ne peut pas se re´aliser sans la connaissance a priori du profil d’oc-
cupation de ses pie`ces. Ce profil d’occupation doit contenir l’e´tat, occupe´ (1) ou inoccupe´
(0), du baˆtiment ou de chaque pie`ce sur un certain horizon futur de temps. Cette in-
formation peut eˆtre transmise par les agendas des occupants ou estime´e, en utilisant les
connaissances sur la dynamique des occupations pre´ce´dentes mesure´es par un capteur de
pre´sence. Ne´anmoins, si l’occupation d’une pie`ce n’est pas pre´vue dans son profil d’occu-
pation, le confort thermique sera affecte´.
1.3.3 Prix variables de l’e´nergie finale
Les valeurs statistiques de l’e´nergie consomme´e par le poste de chauffage pre´sente´es
dans les sections pre´ce´dentes sont exprime´es par rapport a` l’e´nergie finale totale. L’e´nergie
finale repre´sente l’e´nergie livre´e a` l’utilisateur. Certains types d’e´nergies passent par d’autres
stades, avant d’eˆtre livre´s. Ainsi, l’e´nergie primaire (brute) est celle qui n’a subi aucune
conversion (pe´trole non raffine´ par exemple). Ensuite, elle est transforme´e en e´nergie secon-
daire (produits pe´troliers raffine´s) et transporte´e vers l’utilisateur. L’e´nergie finale, rec¸ue
par l’utilisateur, est convertie par le syste`me de chauffage en chaleur qui constitue l’e´nergie
utile. Chaque passage de l’e´nergie d’un stade a` l’autre engendre des pertes lie´es au rende-
ment de transformation ou de transport. La faiblesse de l’efficacite´ e´nerge´tique franc¸aise,
e´nergie primaire / e´nergie finale, par rapport a` la moyenne de l’EU27 (9 % d’e´cart, selon
[7]) est due au grand apport des centrales nucle´aires qui ont des rendements tre`s faibles
par rapport aux centrales a` carburants fossiles.
Le chauffage e´lectrique repre´sente 10% de la consommation franc¸aise d’e´lectricite´ et il
e´quipe 30% de logements. Ceci est une valeur exceptionnelle en Europe, car le parc franc¸ais
de chauffage e´lectrique repre´sente la moitie´ du parc europe´en. Ainsi, un des proble`mes les
plus importants du re´seau e´lectrique, les pics de la demande, est lie´ aussi aux syste`mes de
chauffage. A cause de l’augmentation de la demande e´lectrique, ces pics de consommation
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sont de plus en plus e´leve´s, et font peser le risque de de´faillance sur le re´seau franc¸ais de dis-
tribution de l’e´lectricite´. Un moyen efficace de combattre ce proble`me est la diffe´renciation
des tarifs (heures pleines / heures creuses) qui incite les consommateurs a` re´duire leur
demande durant les pe´riodes les plus charge´es de l’anne´e. Les re´seaux intelligents (smart
grids) et les compteurs intelligents pourraient permettre d’affiner la politique des prix de
l’e´lectricite´ qui deviendraient dynamiques, en fonction du rapport offre / demande courant
sur le re´seau.
Les strate´gies de controˆle pour la re´gulation thermique des baˆtiments pre´sente´es dans
ce me´moire visent a` utiliser de fac¸on optimale ces tarifs d’e´nergie variables, l’utilisation de
plusieurs sources d’e´nergie ou des contraintes dynamiques sur l’e´nergie disponible. Le but
de ces lois de commande est de re´duire le couˆt du chauffage tout en gardant le niveau de
confort requis par les occupants.
1.4 Plan du document
La suite de ce me´moire est structure´e en quatre chapitres, re´sume´s dans les paragraphes
suivants.
Chapitre 2
Le deuxie`me chapitre peut eˆtre vu comme un e´tat de l’art. Il se focalise sur la synthe`se
des principales lois de commande en boucle ferme´e utilise´es pour la re´gulation thermique
des baˆtiments. Nous pre´sentons les avantages et inconve´nients de certains re´gulateurs de
type TOR et PID, des me´thodes d’autore´glage, des techniques base´es sur l’intelligence
artificielle et des correcteurs pre´dictifs. Pour cette dernie`re classe de correcteurs, nous nous
concentrons sur des techniques de distribution de la loi de commande, pour le controˆle de
baˆtiments de grande taille. Par conse´quent, une bre`ve synthe`se des diffe´rentes techniques
MPC distribue´ conclut le chapitre.
Chapitre 3
Dans le troisie`me chapitre, nous proposons diffe´rentes modifications du crite`re classique
de MPC afin de mieux re´pondre aux objectifs de controˆle. La minimisation de la commande
(et non plus de son incre´ment), l’inclusion du profil d’occupation dans la fonction de couˆt
et une strate´gie de variation de la taille de l’horizon de pre´diction sont nos principales
propositions. L’approche est initialement expose´e pour le cas d’une seule pie`ce, et ensuite
e´tendue a` un ensemble de zones. Dans ce dernier cas, nous pre´sentons une loi de commande
pre´dictive distribue´e, pour laquelle les horizons de pre´diction locaux sont variables, en
fonction des profils d’occupation.
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Chapitre 4
Pour favoriser des exigences d’ordre e´conomique, dans le chapitre 4 nous nous orientons
vers des formulations line´aires du crite`re. Ainsi, l’apparition des contraintes est impe´rative,
pour que la solution optimale soit finie. Nous conside´rons, tout d’abord, des contraintes
locales, propres a` chaque pie`ce et nous formulons un algorithme distribue´ similaire au
cas quadratique. La deuxie`me partie du chapitre propose une solution pour le cas ou`
plusieurs variables locales sont lie´es par une contrainte globale. Pour la re´solution du PL
ainsi formule´, nous proposons des solutions base´es sur la me´thode de de´composition de
Dantzig-Wolfe, que nous e´tendons pour re´pondre au mieux au proble`me pose´.
Chapitre 5
Le cinquie`me chapitre vient enrichir la me´thodologie de´ja` propose´e par l’ajout d’une
commande centrale, qui agit simultane´ment sur l’ensemble des pie`ces. En formulant le
proble`me d’optimisation de MPC sous la forme standard d’un PL, il n’est plus possible
de re´soudre le proble`me de manie`re de´centralise´e. Pourtant, la structure particulie`re du
PL est exploite´e par la me´thode de de´composition de Benders. A` partir de cela, nous
proposons un algorithme distribue´. D’une manie`re similaire au chapitre 4, nous pre´sentons
des modifications sur les algorithmes issus de ces me´thodes de de´composition afin de
prendre en compte les couplages entre les pie`ces adjacentes.
Conclusions et perspectives
Cette dernie`re partie dresse le bilan des travaux pre´sente´s dans ce manuscrit et pro-
posent des perspectives dans la continuite´ des travaux effectue´s. Les pistes futures e´voque´es
sont tant au niveau the´orique qu’au niveau applicatif.
Annexes
Ce me´moire inclut deux annexes. La premie`re regroupe une pre´sentation synthe´tique
du logiciel SIMBAD et de ses mode`les utilise´s dans les expe´riences pre´sente´es tout au long
du me´moire. La deuxie`me partie d’annexe propose au lecteur les principaux aspects de la
dualite´ des programmes line´aires qui sont utilise´s dans le de´veloppement des algorithmes
distribue´s base´s sur les me´thodes de de´composition.
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Chapitre 2
E´tat de l’art
Tout lecteur est soit un voyageur qui fait une pause ou
quelqu’un qui rentre chez lui.
La Bibliothe`que
Alberto Manguel
Dans ce chapitre, nous allons pre´senter dans un premier temps diffe´rentes techniques
de commande utilise´es pour la re´gulation thermique des baˆtiments, des lois de commande
depuis les plus simples jusqu’a` celles e´labore´es par des me´thodes de controˆle avance´. Quand
le syste`me est de grande taille, il peut eˆtre inte´ressant de distribuer la loi de commande. La
seconde partie de ce chapitre est consacre´e a` ces techniques de commande distribue´e. Pour
chacune des deux parties, nous insisterons davantage sur toutes les approches pre´dictives.
2.1 Techniques pour la re´gulation thermique des baˆtiments
Du point de vue de l’automaticien, les syste`mes de chauffage, ventilation et climatisa-
tion (CVC, ou l’anglais HVAC de heating, ventilation and air conditioning) ne sont pas en
soi des cas difficiles de controˆle-commande. C’est pourquoi, dans la plupart des baˆtiments,
les lois de commande utilise´es pour ce type d’e´quipement sont relativement simples. Pour-
tant, pour satisfaire des niveaux de performance de plus en plus e´leve´s, des structures
de commande plus sophistique´es ont e´te´ propose´es, pour lesquelles on cherche souvent a`
optimiser un compromis entre la consommation et le confort.
2.1.1 Controˆle classique
Le controˆle des syste`mes de chauffage du baˆtiment a e´te´ re´volutionne´, au de´but du
XXe sie`cle, avec la mise en place du thermostat. Ainsi, le re´gulateur de tempe´rature
se composait de trois e´le´ments : un thermostat, un amplificateur et un moteur ou un
me´canisme pour actionner les vannes ou les commutateurs [138]. Dans les paragraphes
suivants, nous allons pre´senter brie`vement les principales lois de commande utilise´es pour
le controˆle des diffe´rents syste`mes CVC.
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Parmi les controˆleurs les plus simples, on trouve :
– La loi de commande de type tout-ou-rien (TOR) controˆle l’e´tat du syste`me, u,
(marche ou arreˆt) en fonction d’un niveau d’erreur (ǫ(k) = Tref (k)− Tmes(k)) entre
la consigne et la valeur mesure´e. L’implantation usuelle aboutit a` un fonctionnement
a` hyste´re´sis afin de re´duire la fre´quence de commutation :
u(k) = fhyst (ǫ(k)) . (2.1)
Ce controˆleur est un bon choix pour les processus, qui permet un nombre re´duit de
valeurs pour la variable de commande (usuellement deux), comme par exemple le
bruˆleur d’une chaudie`re. Le comportement du syste`me controˆle´ par un re´gulateur
TOR est caracte´rise´ par des oscillations de la variable controˆle´e (figure 2.1).
– Pour les effecteurs a` commande continue, les controˆleurs de type proportionnel (P),
imple´mente´s ge´ne´ralement sous forme de vannes thermostatiques, ou proportionnel a`
action inte´grale voire de´rive´e (PI ou PID) sont e´galement utilise´s. En temps discret,
la loi de commande PID est de´crite par :
u(k) = KP ǫ(k) +KITs
k∑
i=0
ǫ(i) +KD
ǫ(k)− ǫ(k − 1)
Ts
, (2.2)
avec Ts la pe´riode d’e´chantillonnage. Les comportements obtenus par ces diffe´rents
controˆleurs sont pre´sente´s sur la figure 2.1. Bien que ces re´gulateurs ame´liorent les
performances de controˆle, le re´glage de ces parame`tres (KP , KI et KD) est loin
d’eˆtre trivial et ne´cessite une proce´dure efficace. Diffe´rentes proce´dures de re´glage
ou d’autore´glage ont e´te´ propose´es, quelques unes sont explicite´es dans le paragraphe
suivant.
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Figure 2.1 – Comportement des re´gulateurs classiques
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2.1.2 Proce´dures de re´glage et d’autore´glage
Le re´glage des parame`tres d’un controˆleur PID ne´cessite un mode`le mathe´matique du
processus et un algorithme efficace afin d’obtenir les performances exige´es en boucle ferme´e.
Trois types de me´thodes existent pour de´terminer les bonnes valeurs des parame`tres : le
re´glage manuel, le re´glage automatique et le re´glage adaptatif.
La proce´dure de re´glage manuel est une taˆche chronophage, couˆteuse et difficile [92].
L’autore´glage facilite e´norme´ment la mise en œuvre des controˆleurs PID, ame´liorant aussi
leur performance [14]. Pour re´aliser un bon re´glage des parame`tres du PID, dans [176]
les auteurs utilisent la me´thode Ziegler-Nichols [197], afin de controˆler la tempe´rature
de l’eau et l’humidificateur dans un syste`me de climatisation. De`s que les syste`mes ont
des parame`tres qui varient dans le temps, la proce´dure adaptative est la solution la plus
performante [95].
Des me´thodes d’identification ont e´te´ propose´es pour de´terminer les parame`tres du
mode`le du processus. En fonction des valeurs identifie´es, les trois parame`tres du PID sont
mis a` jour. Dans [24] le syste`me d’autore´glage se met en marche de temps en temps,
de´couplant le PID et envoyant des impulsions au processus afin d’identifier les parame`tres
d’un mode`le de second ordre avec retard. La proce´dure est pre´sente´e pour le cas monova-
riable ainsi que pour le cas d’un syste`me multivariable. Une identification en ligne d’un
processus variant dans le temps est propose´e dans [17] afin de commander l’e´quipement
de chauffage d’un syste`me de climatisation, ce qui correspond a` une proce´dure adaptative.
La structure du mode`le identifie´ est un premier ordre avec retard. Une loi de commande
line´aire base´e sur une proce´dure d’identification en ligne pour la re´gulation d’un ventilo-
convecteur est pre´sente´e dans [169].
w(k) ǫ(k)
+
-
PID Processus
u(k) y(k)
Autore´glage
KP KI KD
Figure 2.2 – Sche´ma ge´ne´rique pour les proce´dures d’autore´glage du PID
Le but principal des strate´gies d’autore´glage (figure 2.2) hors-ligne et en ligne men-
tionne´es ci-dessous, comme d’autres e´voque´es dans la litte´rature, est d’augmenter la por-
tabilite´ du controˆleur. Ainsi, les parame`tres du re´gulateur s’adaptent en fonction du com-
portement du syste`me, ce qui peut eˆtre pre´cieux lors de l’installation du mate´riel. La
non-line´arite´, plus ou moins importante, des diffe´rents types d’e´quipements CVC consti-
tue un autre inconve´nient qui est surmonte´ par la technique d’autore´glage, ce qui ame´liore
les performances de la commande line´aire. Ainsi, la prise en compte des connaissances
particulie`res des e´quipements thermiques utilise´s dans les baˆtiments requiert l’emploi d’un
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niveau supe´rieur de controˆle [133], qui ne peut plus eˆtre synthe´tise´ sous la forme d’un
simple PID. Les principales connaissances supple´mentaires qui peuvent eˆtre utilise´es sont
les suivantes : la de´finition d’une zone de confort thermique, le profil d’occupation, les
pre´visions me´te´orologiques, les prix des e´nergies, les couplages thermiques entre les pie`ces,
ainsi que diffe´rents types de contraintes (puissance maximale disponible). Pour les exploi-
ter au mieux, les travaux de recherche se sont oriente´s vers des structures de commande
plus e´volue´es, base´es sur de l’intelligence artificielle ou des approches de type commande
optimale, ce que nous de´veloppons dans les paragraphes suivants.
2.1.3 Controˆle avance´
Les structures de controˆle dit intelligent forment une classe de techniques de com-
mande construites sur diverses approches d’intelligence artificielle. Parmi les plus connues,
on trouve la logique floue, les re´seaux de neurones, les me´canismes d’apprentissage et les
algorithmes ge´ne´tiques. Cette nouvelle ge´ne´ration de controˆle, base´e sur l’intuition et le ju-
gement a pour objectif de parvenir a` un controˆle simple, adaptatif et performant, sans avoir
recours a` un mode`le structurel du processus. Leurs performances sont en ge´ne´ral compare´es
a` celles des re´gulateurs classique de type PID, et leur supe´riorite´ re´side principalement dans
le fait que des connaissances supple´mentaires sur le comportement du syste`me (exprime´es
dans le langage naturel - logique floue ou assimile´es par des me´thodes d’apprentissage -
re´seaux de neurones) ou un certain degre´ d’optimalite´ (algorithmes ge´ne´tiques) sont pris
en compte. Ces me´thodes sont applique´es a` la re´gulation thermique dans les baˆtiments
depuis les anne´es 1990, dont la plupart des travaux sont re´fe´rence´s dans l’article [50]. Nous
proposons ici de survoler rapidement ces techniques et quelques unes de leurs applications.
2.1.3.1 Re´seaux de neurones
Comme leur nom l’indique, les re´seaux de neurones artificiels (souvent abre´ge´ par
ANN, de l’anglais artificial neural networks) essayent de copier la structure du neurone
biologique. Le neurone est un syste`me de traitement d’information, caracte´rise´ par un
nombre tre`s important d’entre´es et une seule sortie. Ces re´seaux sont souvent employe´s
pour re´soudre des proble`mes de reconnaissance et de classification. Leur fonctionnement
est base´ sur des algorithmes d’apprentissage, qui leur fait me´moriser et classer les donne´es.
Ils ont e´te´ utilise´s dans le domaine de la thermique des baˆtiments pour re´soudre diffe´rents
proble`mes.
Ils ont e´te´ introduits pour de´finir la notion de confort thermique [15], dans les cas ou`
le calcul de l’indice PMV n’est pas envisageable. Une expe´rience dans une pie`ce climatise´e
a e´te´ effectue´e afin de prouver l’efficacite´ de la me´thode. Par extension, l’e´valuation du
confort thermique individuel est e´tudie´e dans [106, 100]. De plus, dans [100], il est propose´
une structure de controˆle mixte, ou` l’on trouve e´galement une strate´gie d’apprentissage
pour e´tablir la zone de confort thermique en fonction de commandes des utilisateurs,
avec en plus une strate´gie de controˆle a` puissance minimale pour re´aliser des e´conomies
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d’e´nergie.
On trouve des ANN e´galement dans la mode´lisation du comportement thermique et
e´nerge´tique d’une enceinte, mode´lisation qui peut eˆtre utilise´e par exemple pour obtenir
une pre´diction de la tempe´rature dans une serre, ou la pre´diction de la consommation
e´nerge´tique d’un baˆtiment solaire passif mono-zone dont les me´thodes sont de´taille´es res-
pectivement dans [60] et [87].
Enfin, pour ame´liorer les performances de controˆle, les re´seaux de neurones ont e´te´
utilise´s pour modifier en ligne les trois parame`tres du PID d’un re´gulateur de climatisation
[194]. Pour un syste`me similaire, l’e´tude de deux cate´gories de me´thodes d’apprentissage
de type feedforward est pre´sente´e dans [81]. Un autre usage des re´seaux de neurones a e´te´
propose´ dans [191], afin de calculer le moment optimal pour de´clencher le chauffage, apre`s
une pe´riode d’inoccupation. Dans cet algorithme, les variables d’entre´es du re´seau sont
la tempe´rature inte´rieure, la tempe´rature exte´rieure et ses gradients. L’inconve´nient de la
technique re´side dans le fait qu’elle a besoin d’un nombre significatif de donne´es pour la
proce´dure d’apprentissage afin qu’elle offre des solutions pre´cises.
2.1.3.2 Logique floue
Un autre type de controˆle intelligent est base´ sur de la logique floue. Cet outil exploite
davantage la performance qualitative du cerveau humain. Le syste`me flou repose alors sur
une connaissance pre´alable sur le processus. Cette connaissance s’exprime sous la forme
d’un ensemble de re`gles, qui peuvent s’e´noncer de manie`re ge´ne´rale comme : ≪ a` telle
situation convient tel comportement ≫.
La mode´lisation des syste`mes ou des composantes du CVC par la logique floue per-
met de surmonter l’absence d’un mode`le mathe´matique du processus. Un tel exemple est
pre´sente´ dans le cas d’un e´changeur de chaleur avec une caracte´ristique non-line´aire [177].
Dans cet article, le mode`le flou sert a` pre´dire le comportement du syste`me pour appliquer
ensuite une commande de type pre´dictif. Les auteurs utilisent un superviseur de type flou
pour ajuster les parame`tres du controˆleur. Dans [171], la logique floue permet de mode´liser
et identifier un syste`me de climatisation, mode`le qui sera ensuite utilise´ comme mode`le de
commande.
La commande floue a e´te´ adopte´e dans diffe´rents travaux de recherche, comme par
exemple, pour la re´gulation d’une chaudie`re [77], d’un ventilo-convecteur [66] ou d’une
climatisation [179]. Dans [49, 91], la logique floue permet de de´velopper un sche´ma de
commande pour le controˆle de l’e´clairage et de la tempe´rature dans les baˆtiments. Un
exemple inte´ressant est celui de la commande d’un syste`me de chauffage pour un baˆtiment
a` e´nergie renouvelable [192], ou` les auteurs proposent une structure de controˆle hie´rarchise´e
sur trois niveaux. Dans un premier niveau, on retrouve un arbre de de´cision qui de´finit un
ensemble approprie´ de re`gles en fonction des informations disponibles sur les conditions
exte´rieures et sur l’occupation. Le deuxie`me niveau de re`gles floues ge´ne`re un profil de puis-
sance optimale. Le troisie`me niveau de´termine le mode de fonctionnement des e´quipements
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et les valeurs des variables de commande. Les nombreux travaux sur la mode´lisation et la
commande de syste`mes CVC, utilisant la logique floue, sont re´pertorie´s dans un e´tat de
l’art tre`s complet [168].
Ces proble`mes de re´gulation de la tempe´rature et de l’e´clairage sont e´galement traite´s
dans [93]. Dans cet article, une structure de controˆle en cascade est adopte´e, avec un
controˆleur de type flou dans la boucle externe et un PID pour la boucle interne, qui
permet le re´glage du store.
On trouve e´galement des algorithmes d’autore´glage flou [173] ou encore des combinai-
sons PID-flou [29]. Le point inte´ressant de ce dernier exemple est l’emploi de la logique
floue pour compenser la non-line´arite´ de l’indice PMV.
2.1.3.3 Algorithmes ge´ne´tiques
L’optimisation du controˆle des e´quipements CVC dans les baˆtiments peut eˆtre re´alise´e
a` l’aide des algorithmes ge´ne´tiques (GA). Cette classe de me´thode appartient a` la fa-
mille des algorithmes e´volutionnistes. Les algorithmes ge´ne´tiques sont une abstraction de
la the´orie de l’e´volution, s’appuyant sur les principes de se´lection de Darwin et sur les
me´thodes de combinaison de ge`nes. Ces algorithmes fournissent des bonnes performances
a` de faibles couˆts surtout quand le proble`me d’optimisation posse`de de nombreuses solu-
tions admissibles [156].
En ce qui concerne l’application des algorithmes ge´ne´tiques, [190] de´crit comment cette
technique peut re´soudre le proble`me de controˆle optimal de la source de refroidissement
d’un syste`me de climatisation, qui posse`de des variables de commande continues mais aussi
discre`tes. Dans [40], c’est l’optimisation du controˆle de la concentration de CO2 qui est
de´crite. L’efficacite´ de l’approche propose´e est mesure´e en terme d’e´conomie d’e´nergie, en
utilisant le logiciel EnergyPlus.
Un crite`re d’optimisation pour un syste`me complet de climatisation est de´veloppe´ dans
[108], construit a` partir des mode`les mathe´matiques de chacun de ses composants. Selon les
caracte´ristiques des ope´rations et des interconnections entre ces sous-syste`mes, le proble`me
d’optimisation est simplifie´, afin d’eˆtre re´solu par l’algorithme ge´ne´tique de´veloppe´ dans
[130].
Toujours pour les proble`mes de climatisation, une structure hie´rarchise´e sur deux ni-
veaux est pre´sente´e dans [133]. L’optimisation des consignes est re´alise´e au niveau supe´rieur
par un algorithme ge´ne´tique, quant au niveau infe´rieur, des controˆleurs simples s’occupent
des re´gulations locales.
Nous venons d’aborder brie`vement quelques applications de commandes avance´es,
de´veloppe´es sur des techniques dites ≪ intelligentes ≫. Ce n’est e´videmment qu’un sur-
vol et ce paragraphe ne se veut en aucun cas exhaustif. La partie suivante pre´sente la
technique qui sera utilise´e tout au long de ce me´moire, la commande pre´dictive.
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2.1.4 Commande pre´dictive
La commande pre´dictive fait partie de la classe des commandes optimales. La the´orie
moderne du controˆle optimal a commence´ dans la deuxie`me moitie´ du XXe sie`cle. Les
travaux de Pontryagin et de ses collaborateurs sur le principe du maximum, ainsi que
l’e´quation d’Hamilton-Jacobi-Bellman, constituent des re´sultats fondamentaux dans le
domaine. Re´soudre des proble`mes d’optimisation est une taˆche quotidienne pour cha-
cun d’entre nous : comment arriver a` destination le plus rapidement possible, comment
organiser l’agenda afin de satisfaire les contraintes personnelles et professionnelles, etc.
L’objectif principal de la commande des syste`mes thermiques dans le baˆtiment, comme
par ailleurs la majorite´ des objectifs de controˆle, s’exprime sous forme d’un proble`me
d’optimisation : minimiser la consommation (ou le couˆt) tout en garantissant le niveau de
confort (thermique) de´sire´. Cet objectif semble l’argument suffisant pour l’utilisation de
la commande pre´dictive dans ce cas. Pourtant, le couˆt e´leve´ de la technologie ne´cessaire
a` l’implantation et la difficulte´ d’obtention d’un mode`le mathe´matique ont longtemps
pe´nalise´ l’utilisation des commandes optimales (pre´dictives) dans les baˆtiments.
Mais l’importance de ces deux inconve´nients a diminue´ progressivement. Ainsi, les
avance´es technologiques ont permis notamment a` la commande pre´dictive d’eˆtre employe´e
dans de nombreuses applications [152]. D’autre part, de nombreux outils de simulation de
thermique et / ou e´nerge´tique des baˆtiments ont e´te´ de´veloppe´s, parmi lesquels SIMBAD
[42], EnergyPlus [55], SIBIL [54], DOE-2 [25], HAP [38], BLAST [96], TAS [71], HVACSIM
[148], TRNSYS [19], SPARK [172], ESP-r [35], COMFIE [16] et bien d’autres. Due aux
avantages e´normes du logiciel (couˆt et vitesse), la majorite´ des re´sultats expe´rimentaux
concernant le controˆle thermique des baˆtiments s’appuient sur des simulations. A` partir des
de´tails de construction du baˆtiment re´el (orientation, structure, dimensions et composition
des murs, feneˆtres, e´quipements CVC), l’utilisateur du logiciel peut e´galement obtenir un
mode`le mathe´matique par une proce´dure d’identification ou par acce`s direct au mode`le
du logiciel, quand cela est possible.
2.1.4.1 Principe de la commande pre´dictive
Le principe de la commande pre´dictive [30] consiste a` optimiser une fonction de
couˆt, qui de´crit l’objectif de controˆle sur un horizon de temps fini. Afin de calculer la
se´quence de commandes qui optimise le crite`re de´fini, le controˆleur dispose d’un mode`le
(mathe´matique) du processus pour pre´dire son comportement. A` chaque instant, une
se´quence de commandes optimales en boucle ouverte, minimisant la fonction de couˆt, sur
l’horizon de pre´diction est calcule´e, mais seul le premier e´le´ment est applique´ au syste`me.
Cette proce´dure est reprise a` la pe´riode d’e´chantillonnage suivante (figure 2.3), mettant
a` jour les parame`tres courants du syste`me (mesures ou estimations), selon le principe
d’horizon fuyant.
En fait, la technique pre´dictive est similaire au comportement anticipatif de l’eˆtre
humain. Pour une analogie simple, prenons le cas de la conduite d’une voiture. Le conduc-
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Figure 2.3 – Principe de fonctionnement de la commande pre´dictive : Pre´diction de la
commande et de la sortie a` l’instant k sur un horizon fini (gauche) ; Re´ite´ration a` l’instant
suivant (droite)
teur connaˆıt la trajectoire a` suivre sur un horizon fini et, prenant en compte les ca-
racte´ristiques de la voiture (mode`le mental), de´cide d’actionner ses commandes. En utili-
sant un re´gulateur classique, comme le PID, les actions sont prises en fonction des erreurs
passe´es entre la sortie et la consigne, ce qui est e´quivalent, dans cet exemple, a` conduire
la voiture en regardant le re´troviseur [30]. Cette comparaison est pourtant le´ge`rement
ine´quitable pour le PID, sachant qu’il n’utilise pas les connaissances sur la consigne future
a` suivre.
Les e´tapes spe´cifiques de la mise en œuvre d’une loi de commande pre´dictive peuvent
eˆtre divise´es en deux cate´gories, en fonction de leur apparition par rapport au moment de
mise en service du re´gulateur (voir la figure 2.4) :
1. E´tapes hors ligne
– Le mode`le de commande est un e´le´ment essentiel a` la commande pre´dictive. Le
concept fondamental de ce type de controˆle, celui de pre´diction, s’appuie sur le
mode`le de commande. Ainsi, sa pre´cision devient de´terminante pour les perfor-
mances de la commande. Il faut mentionner que la commande pre´dictive est sou-
vent pre´ce´de´e d’une proce´dure d’identification [165], et e´videmment, plus le mode`le
de pre´diction est pre´cis, plus la commande applique´e sera efficace.
– Le crite`re d’optimisation est ensuite de´fini en fonction des objectifs de controˆle :
(a) Stabilite´. La structure de la fonction de couˆt est usuellement choisie telle
que l’optimum forme une fonction de Lyapunov pour le syste`me en boucle
ferme´e, qui garantit la stabilite´. Dans la pratique, cette exigence est souvent
relaxe´e pour le cas des syste`mes stables et lents, tels que les processus ther-
miques pre´sents dans les baˆtiments [76]. Ainsi, dans la suite de ce me´moire on
s’inte´ressera plutoˆt aux aspects technico-e´conomiques qu’a` la proble´matique
de stabilite´.
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E´laboration du mode`le de pre´diction
De´finition de la fonction de couˆt
Mise a` jour des variables (e´tat, sortie, consigne, perturbations, etc.)
Calcul de la se´quence de commandes (via l’optimisation)
Application du premier e´le´ment de la se´quence au syste`me
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Figure 2.4 – Proce´dure de synthe`se de la loi de commande pre´dictive
(b) Performances de la commande. Le crite`re est ge´ne´ralement, mais pas tou-
jours, utilise´ pour spe´cifier les performances souhaite´es en boucle ferme´e. Une
liste non exhaustive des travaux concernant l’application de la commande
pre´dictive (MPC) aux processus thermiques sera donne´e dans le paragraphe
suivant, dont diffe´rentes fonctions de couˆt sont propose´es pour minimiser
l’e´nergie, maximiser le confort ou optimiser un crite`re qui de´crit un compromis
entre ces deux objectifs.
Traditionnellement, la commande pre´dictive est formule´e via une fonction de couˆt
quadratique. D’un point de vue the´orique, l’optimisation quadratique pre´sente des
bonnes proprie´te´s, comme la de´rivabilite´ et la convexite´ du crite`re. La formulation
analytique de l’optimum, pour le cas sans contraintes, constitue un autre avantage,
en diminuant l’effort de calcul en ligne. Pourtant, les objectifs e´conomiques ont
souvent une importance majeure dans les performances des re´gulateurs. Ces ob-
jectifs, exprime´s sous une forme line´aire, transforme la formulation initiale en un
proble`me d’optimisation dans le cadre de la programmation line´aire (sous condi-
tions de line´arite´ du mode`le et des contraintes). Bien que le calcul de la solution
d’un programme line´aire exige un effort re´duit par rapport a` une optimisation qua-
dratique de meˆme complexite´, le principal inconve´nient reste la non-de´rivabilite´
de la fonction de couˆt [159]. Ainsi, les solutions analytiques ne sont ge´ne´ralement
pas disponibles.
– Une e´tape de pre´-calcul est souvent ne´cessaire pour re´duire la charge en ligne.
Ainsi, la loi de commande MPC a` crite`re quadratique sans contraintes peut eˆtre
implante´e sous la forme d’un re´gulateur line´aire de type RST, par exemple, comme
on le verra au chapitre suivant.
2. E´tapes en ligne
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– La mise a` jour des variables est une e´tape propre a` tout controˆleur en boucle
ferme´e. Cette e´tape peut viser e´galement a` actualiser les parame`tres spe´cifiques a`
la loi pre´dictive, comme par exemple les dimensions des horizons de pre´diction et
les valeurs des termes de ponde´ration ou bien les contraintes du proble`me d’opti-
misation.
– Un acteur de´cisif pour l’applicabilite´ de cette strate´gie de commande est le solveur
utilise´. Ainsi, il doit fournir une solution du proble`me d’optimisation dans un de´lai
de´fini, infe´rieur a` la pe´riode d’e´chantillonnage du processus.
– A` la fin de la proce´dure d’optimisation, seul le premier e´le´ment de la se´quence de
commande est applique´ au syste`me. A` l’instant suivant, de nouvelles informations
seront utilise´es pour le calcul de la se´quence optimale. Cette technique se base sur
le principe de l’horizon glissant.
2.1.4.2 Commande pre´dictive pour le controˆle thermique
Parmi les nombreuses me´thodes de commande pre´dictive, la commande pre´dictive
ge´ne´ralise´e (GPC de l’anglais Generalized Predictive Control) [37] est l’une des plus
connues. Sa popularite´ est principalement lie´e a` l’usage d’un mode`le entre´e-sortie, usuel-
lement de type CARIMA (Controlled AutoRegressive Integrated Moving Average), qui
aboutit a` l’implantation de la loi de commande sous une forme RST, quand le proble`me
pose´ est line´aire et sans contrainte. De nombreuses applications sont traite´es par la me´thode
GPC, essentiellement pour des syste`mes monovariables [26].
Rien n’impose une formulation spe´cifique de la fonction de couˆt, pourtant dans les
travaux mentionne´s ci-dessous, le crite`re pre´fe´re´ est celui de´crit par l’e´quation suivante :
J(k) =
N2∑
j=N1
δ(j)[yˆ(k + j|k)− w(k + j)]2 +
Nu∑
j=1
λ(j)∆u2(k + j − 1|k), (2.3)
ou` yˆ et w sont, respectivement, la sortie pre´dite (utilisant le mode`le CARIMA) et la
consigne, quand ∆u repre´sente l’incre´ment de la commande (∆u(k) = u(k) − u(k − 1)).
La notation x(k + j|k) traduit la pre´diction de la variable x, correspondant a` l’instant
k + j, calcule´e au pas de temps k. Le proble`me d’optimisation s’exprime alors comme la
minimisation du crite`re (2.3) :
min
∆u(k|k),∆u(k+1|k),...,∆u(k+Nu−1|k)
J(k). (2.4)
Dans la formulation (2.3) on peut e´galement identifier les parame`tres de re´glage spe´cifiques
a` la commande pre´dictive GPC :
– les horizons infe´rieur, N1, et supe´rieur, N2, de pre´diction sur la sortie,
– l’horizon de pre´diction sur la commande, Nu, au-dela` duquel les valeurs futures de
la commande sont conside´re´es constantes,
– les facteurs de ponde´ration sur l’erreur, δ, et sur l’effort de commande, λ.
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Pour la re´gulation de la tempe´rature dans une pie`ce chauffe´e par un convecteur e´lec-
trique, les auteurs proposent dans [52] un re´gulateur RST construit a` partir de la solution
analytique du proble`me d’optimisation de GPC. Afin de simplifier l’implantation, une
technique d’anticipation empirique est mise au point qui re´duit la dimension de l’horizon
de pre´diction. L’ide´e utilise´e est le de´calage dans le temps de la consigne future. Dans [33],
la commande GPC est applique´e a` un syste`me de chauffage par le plancher. L’identification
des parame`tres du mode`le CARIMA est base´e sur une me´thode d’estimation des moindres
carre´s. Suite a` cette proce´dure, les auteurs ont propose´ deux mode`les du syste`me (pour
le jour et pour la nuit). Les mode`les polynomiaux, spe´cifiques a` la commande pre´dictive
ge´ne´ralise´e, sont relativement difficiles a` manipuler dans le cas des processus multivariables.
C’est pourquoi, par exemple, on retrouve des structures de commande GPC de´centralise´es
(monovariables) [189, 162], pour des syste`mes de climatisation multivariables.
Pour les processus de grande taille, compose´s de plusieurs sous-syste`mes, la formulation
de la commande pre´dictive dans l’espace d’e´tat est pre´fe´rable [175]. Ce formalisme, com-
mune´ment appele´ MPC (Model Predictive Control) ou MBPC (Model-based Predictive
Control) [36], facilite e´galement l’analyse de stabilite´ et de robustesse du correcteur.
Dans [64], le passage de la formulation polynomiale vers celle de l’espace d’e´tat est
de´taille´. Le mode`le du syste`me de climatisation conside´re´ est suppose´ line´aire. L’ajout
de l’indice PMV au mode`le conduit les auteurs a` adopter une structure Hammerstein-
Wiener (base´e sur une fonction de transfert a` laquelle vient s’ajouter une non-line´arite´
statique). Diffe´rentes fonctions de couˆt quadratiques sont propose´es pour le controˆle de
la tempe´rature, de l’humidite´ et de l’indice de confort. Ainsi, on peut distinguer des for-
mulations quadratiques minimisant soit l’erreur de suivi, soit la commande, ou bien un
compromis entre les deux.
Dans le meˆme esprit, le travail de [150] pre´sente un sche´ma de commande MPC pour
un syste`me de chauffage par le plafond. Une proce´dure d’identification par sous-espaces a
e´te´ utilise´e pour obtenir un mode`le line´aire du processus. La tempe´rature exte´rieure est
incluse dans le mode`le sous forme de deux valeurs, Tmin et Tmax, qui de´finissent l’intervalle
de confiance de la pre´vision me´te´orologique. La fonction de couˆt est une modification de
(2.3) ou` le second terme ne minimise pas l’effort de controˆle ∆u2(k), mais directement la
commande u2(k). Les contraintes ”ine´galite´” sont impose´es sur l’amplitude et la vitesse
du signal de commande, ainsi qu’une limite infe´rieure de la tempe´rature. Les re´sultats
obtenus sur un baˆtiment re´el montrent des e´conomies importantes, entre 17 et 24 %, par
rapport a` une commande en boucle ouverte (en fonction de la tempe´rature exte´rieure).
Une formulation similaire de la fonction de couˆt est adopte´e dans [146], ou` les auteurs
comparent trois structures de controˆle. Le syste`me de chauffage conside´re´ posse`de deux
sources d’e´nergie : une source fossile et une source renouvelable. Les sche´mas de commande
inclus dans l’e´tude sont un PID, un PID-flou et un PID-MPC. Les re´sultats obtenus
montrent la supe´riorite´ du controˆleur PID-MPC par rapport a` un indice de performance
qui inte`gre l’erreur de suivi et le pourcentage relatif d’e´nergie fossile consomme´e.
Dans [144], la commande pre´dictive est employe´e pour le controˆle hygrothermique
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d’un incubateur pour les nouveaux ne´s. Un mode`le affine par morceaux (PWA) est ob-
tenu par un algorithme d’identification. Les commandes sont de´finies par un ensemble de
valeurs discre`tes. A` chaque valeur du signal de controˆle correspond un mode`le line´aire.
Deux controˆleurs, un pour la re´gulation de la tempe´rature et l’autre pour l’humidite´, sont
propose´s. Le crite`re quadratique utilise´ inclut seulement le carre´ de l’erreur de suivi.
Les travaux mentionne´s, de´die´s a` l’optimisation du controˆle des syste`mes CVC utilisent
des fonctions de couˆt quadratiques. Pourtant, le couˆt de fonctionnement est souvent pro-
portionnel a` l’e´nergie de´livre´e, et non a` son carre´ comme cela est propose´ dans le crite`re.
C’est pourquoi, pour satisfaire des objectifs e´conomiques, les proble`mes de minimisation
ont e´te´ oriente´s vers une formalisation line´aire du proble`me.
La commande pre´dictive a e´te´ e´tudie´e dans le projet de recherche OptiControl afin de
controˆler le climat dans les baˆtiments en utilisant les pre´visions des conditions me´te´oro-
logiques. L’objectif principal du projet est de maintenir la tempe´rature ambiante, la
concentration de CO2 et l’e´clairage dans une gamme de confort pre´de´finie tout en minimi-
sant la consommation [142]. Les re´sultats publie´s sont obtenus en simulation, en utilisant
diffe´rentes configurations d’e´quipements [140]. Trois structures de controˆle sont compare´es :
– La premie`re, prise comme re´fe´rence, est une strate´gie base´e sur des re`gles de type
≪ si condition alors action ≫, de´finie dans [74].
– La deuxie`me loi de commande est de type MPC. Les auteurs proposent une approche
stochastique [141]. Le crite`re a` minimiser est constitue´ par le couˆt de fonctionnement,
J(k) =
∑Nu
j=1 c
T (k + j − 1)u(k + j − 1|k). Le confort est exprime´ par une contrainte
line´aire stochastique, P [G(Ax(k) +Bu(k) +Cw(k)) ≤ g] ≥ α, ou` α ∈ [0, 1] de´signe
le niveau (ou degre´) de confiance, x(k) est l’e´tat du syste`me, u(k) et w(k) sont les
se´quences futures des entre´es et des perturbations. La fonctionG rend la se´quence fu-
ture de sorties pre´dites, en utilisant le mode`le d’e´tat de´fini par les matricesA,B etC ,
quand le vecteur de´signe les limites de la zone de confort. Cette formulation permet
d’e´viter l’infaisabilite´ du proble`me d’optimisation. Le mode`le de commande utilise´
est obtenu par la line´arisation d’un mode`le biline´aire, a` chaque pas d’e´chantillonnage
(1h).
– La troisie`me strate´gie est plutoˆt un concept. Il s’agit d’un controˆle optimal qui uti-
lise une pre´vision me´te´orologique parfaite, fournissant ainsi les performances limites
qu’un controˆleur peut atteindre.
Une me´thode pour re´duire le pic de la demande d’e´lectricite´ dans les baˆtiments a e´te´
e´galement propose´e dans [143]. Ainsi, le prix de l’e´lectricite´ qui intervient dans le crite`re,
cT (k), est calcule´ en fonction du prix au compteur, de la charge du re´seau et d’une variable
particulie`re a` la localisation.
Dans le cadre du programmeHomes [1] on retrouve e´galement des approches pre´dictives
pour la re´gulation globale de plusieurs syste`mes, comme le CVC, l’e´clairage et la qualite´
de l’air avec une consommation e´nerge´tique minimale. Les auteurs de [12] pre´sentent le
proble`me d’optimisation sous forme d’un PL. Le crite`re a` optimiser est la consommation
ou le couˆt e´nerge´tique, sous des contraintes de´finies par le mode`le de pre´diction, le ni-
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veau de confort et les limitations des actionneurs. Dans un premier temps, une proce´dure
ite´rative est propose´e pour surmonter l’inconve´nient lie´ a` la biline´arite´ du mode`le. Ainsi, le
proble`me initial est re´solu par la re´solution re´pe´titive d’un programme line´aire parame´tre´.
Les re´sultats montrent la convergence rapide de l’algorithme, pourtant la preuve the´orique
de la convergence est difficile a` obtenir. Une deuxie`me contribution est repre´sente´e par le
sous-e´chantillonnage de la se´quence future des sorties conjugue´ a` une parame´trisation de
la se´quence des entre´es [13], ce qui permet de re´duire la charge de calcul.
Une autre initiative re´cemment de´veloppe´e au Laboratoire de controˆle pre´dictif et dis-
tribue´ de l’UC-Berkeley, se concentre sur l’e´laboration de strate´gies MPC pour les syste`mes
de stockage de l’e´nergie [112, 111]. Le cas du syste`me de climatisation dans le campus uni-
versitaire est conside´re´. Ces travaux ont mis au point des mode`les simplifie´s pour les
refroidisseurs, les tours de refroidissement, les re´servoirs et les baˆtiments. L’objectif de la
commande pre´dictive est de minimiser la consommation d’e´lectricite´, satisfaisant la charge
de refroidissement requise. Pour traiter la complexite´ du syste`me, un mode`le de commande
simplifie´ sous forme hybride est utilise´ et le proble`me d’optimisation est re´solu par une
strate´gie de type branch and bound.
2.1.4.3 Motivation du choix de la commande pre´dictive
Les strate´gies de commande mentionne´es dans le paragraphe pre´ce´dent s’adressent aux
diffe´rents syste`mes thermiques. Malgre´ les caracte´ristiques particulie`res des e´quipements,
les objectifs de controˆle sont toujours les meˆmes : assurer un certain niveau de confort
avec un couˆt minimal, et c’est dans ce sens que la plupart des travaux ont e´te´ mene´s. Pour
satisfaire les exigences e´nerge´tiques impose´es aux baˆtiments, dans le cadre re´glementaire
(RT 2012), ou par les usagers eux-meˆmes qui veulent diminuer leur facture, l’utilisation
d’informations exoge`nes semble de plus en plus importante voire ne´cessaire. Voici une liste
non exhaustive des informations qui peuvent contribuer a` ame´liorer les performances du
controˆle du poste de chauffage dans un baˆtiment :
– l’intermittence, c’est-a`-dire le profil d’occupation,
– la consigne / zone de confort,
– le prix de l’e´nergie,
– les conditions me´te´orologiques,
– les apports des occupants et des e´quipements e´lectriques.
Ceci e´tant, connaˆıtre ces valeurs a` un instant donne´ ne suffit pas a` ame´liorer signi-
ficativement la qualite´ du controˆle. La raison est simple. Les syste`mes thermiques par
leur grande inertie ont des dynamiques relativement lentes. Pour exploiter au mieux ces
donne´es comple´mentaires, il est ne´cessaire de les anticiper.
L’utilisation du profil d’occupation futur permet par exemple de de´clencher le chauffage
en avance pour satisfaire le confort de`s le de´but des plages d’occupation. La connaissance
des horaires tarifaires (heures creuses - heures pleines) peut engendrer des e´conomies si-
gnificatives en utilisant la capacite´ de stockage thermique de l’immeuble. Une pre´vision
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plus ou moins correcte des perturbations (internes ou externes) peut e´viter les surchauffes.
C’est pour permettre de tels effets anticipatifs que nous avons utilise´ dans nos travaux
une commande pre´dictive, approche qui sera explore´e dans la suite du me´moire. La figure
2.5 propose ainsi un sche´ma illustrant la structure du controˆleur pre´dictif pour la re´gulation
thermique. Le prix a` payer pour l’exploitation optimale des informations exoge`nes n’est
pas ne´gligeable. Il faut un mode`le de pre´diction suffisamment fiable. Il faut de plus que le
proble`me d’optimisation re´sultant ne devienne pas trop complexe pour pouvoir eˆtre re´solu
en ligne avec une charge de calcul re´duite.
Pre´dicteur
Proce´dure
Mode`le de
Perturbations
Commande Sortie
Prix de l’e´nergie Profil d’occupation
Confort thermique
Controˆleur pre´dictif
d’optimisation
perturbations
Mode`le
Contraintes
perturbations
Pre´diction des
Objectif
Sortie / e´tat estime´
Figure 2.5 – Structure de controˆle pre´dictif pour la re´gulation thermique dans les
baˆtiments
Concernant la mode´lisation du syste`me thermique (baˆtiment et e´quipement de chauf-
fage), des mode`les de pre´diction line´aires seront utilise´s dans la suite du me´moire. Ils
repre´senteront le comportement du baˆtiment chauffe´ par des convecteurs e´lectriques ou par
un syste`me de chauffage par le sol, moyennant des hypothe`ses simplificatrices supple´men-
taires qui seront pre´cise´es le cas e´che´ant.
La complexite´ de l’implantation de la commande pre´dictive constitue l’autre point
faible de cette approche. La difficulte´ lie´e au temps de calcul en ligne a longtemps e´te´
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un verrou pour l’utilisation de cette technique dans certains domaines. Pour re´duire cet
effort de calcul, de nombreuses solutions ont e´te´ propose´es. Un des moyens les plus simples
est l’adoption du MPC sans contraintes. La solution du proble`me de minimisation qua-
dratique, avec un mode`le de pre´diction line´aire, s’obtient de manie`re analytique, ce qui
conduit a` une implantation sous la forme d’un controˆleur line´aire (RST) [26].
Ne´anmoins, un inte´reˆt majeur de la me´thode pre´dictive re´side dans sa capacite´ a`
prendre en compte les contraintes lors de la synthe`se de la commande. Ces contraintes
peuvent eˆtre lie´es aux aspects physiques, au confort, a` la suˆrete´, etc. D’un point de vue
technique, elles sont exprime´es en fonction des variables comme l’e´tat, l’incre´ment ou l’am-
plitude de la commande, tout comme la sortie. Le proble`me ne peut plus eˆtre re´solu de
manie`re analytique, mais en ligne. Pour une fonction de couˆt donne´e, la charge de calcul
ne´cessaire a` cette re´solution de´pend non seulement de la dimension du vecteur des variables
d’optimisation (dimension notamment lie´e a` l’horizon de pre´diction) mais aussi du nombre
de contraintes. Sachant que les contraintes dures qui apparaissent dans les proble`mes de
controˆle sont normalement justifie´es par des limitations physiques du syste`me, la re´duction
de l’horizon de pre´diction est devenue une pratique usuelle en commande pre´dictive afin de
diminuer le temps de calcul [30]. On trouve d’autres strate´gies de re´duction du nombre de
degre´s de liberte´, par exemple le blocage de certains e´le´ments de la se´quence de commande.
Elles sont analyse´es dans [28].
Pourtant, la solution analytique sans contrainte, comme la diminution du nombre de
degre´ de liberte´, impliquent une perte au niveau de l’optimalite´ par rapport a` la solution
du proble`me initialement pose´. Une approche plus inte´ressante dans cette optique est la
construction d’une loi MPC explicite [21, 72, 139] base´e sur les principes de la program-
mation multiparame´trique. Elle permet d’alle´ger l’effort de calcul en ligne requis par la
proce´dure de re´solution du proble`me d’optimisation sous contraintes. Ainsi, la commande
pre´dictive line´aire (avec mode`le de pre´diction line´aire) s’exprime comme une loi affine par
morceaux. Ceci permet le calcul hors ligne des lois affines et de leurs re´gions d’applicabi-
lite´, de sorte que la proce´dure en ligne est re´duite a` l’identification de la re´gion courante.
Malgre´ tout, l’application de cette technique aux lois de commande pre´dictives pre´sente´es
dans les chapitres suivants s’ave`re moins adapte´e, car les parame`tres du crite`re et / ou les
contraintes changent au cours du temps en fonction des informations exoge`nes.
Dans ce me´moire, nous verrons que nous devrons faire face a` deux difficulte´s. La
premie`re est lie´e au crite`re : l’horizon de pre´diction doit eˆtre important pour anticiper
efficacement les modifications sur les variables intervenant dans la fonction de couˆt, mais
e´galement pour exploiter la capacite´ de stockage thermique du baˆtiment. La seconde est
lie´e a` la taille du syste`me. Ainsi, pour les syste`mes de grande taille, une paralle´lisation de
la proce´dure d’optimisation du crite`re pre´dictif engendre ge´ne´ralement des avantages en
termes de temps de calcul mais aussi en ce qui concerne l’implantation et la maintenance
de la structure de controˆle. La distribution de la commande et par conse´quent la distri-
bution de l’effort de calcul font l’objet de nombreux travaux depuis quelques anne´es. La
partie suivante a pour objectif de sensibiliser le lecteur a` ces diffe´rents travaux et diffe´rents
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outils mathe´matiques qui leur servent de support.
2.2 Controˆle pre´dictif pour les syste`mes de grande taille
La plupart des travaux mettant en œuvre la commande pre´dictive pour la re´gulation
thermique dans les baˆtiments se focalisent au cas monozone.
Les perturbations externes conside´re´es sont de nature me´te´orologique, et dans les
mode`les propose´s, les couplages thermiques entre deux zones adjacentes sont ne´glige´s.
Cette simplification est usuellement faite de`s que l’on fait l’hypothe`se que la tempe´rature
est la meˆme dans toutes les pie`ces [142].
Dans la partie pre´ce´dente, nous avons souligne´ l’importance de la prise en compte de
l’intermittence d’occupation des pie`ces pour re´aliser des e´conomies d’e´nergie, que ce soit
pour des bureaux ou des habitations. Notons d’ailleurs que cette e´conomie d’e´nergie est
d’autant plus grande que l’e´cart de consigne entre la tempe´rature en pe´riode d’absence
et celle en pe´riode de pre´sence est important [62]. Si l’on conside`re que chaque zone a
son propre profil d’occupation, le transfert thermique entre deux pie`ces voisines n’est
plus ne´gligeable. Il est alors proportionnel a` l’e´cart de tempe´rature (voire Annexe A).
Par conse´quent, le mode`le thermique d’un baˆtiment multi-zone doit prendre en compte
ces interactions. Il pourra alors eˆtre mode´lise´ par plusieurs sous-syste`mes interconnecte´s
(figure 2.6).
Zone 1 Zone 2
Zone 3 Zone 4
Sous-syste`me 1 Sous-syste`me 2
Sous-syste`me 3 Sous-syste`me 4
(a) (b)
Figure 2.6 – Baˆtiment multi-zone (a) et structure des interconnexions (b)
Ce type de de´composition et d’interactions n’est e´videmment pas limite´ au proble`me
de la re´gulation thermique. De nombreux processus issus de l’industrie moderne sont com-
pose´s de plusieurs sous-syste`mes influence´s seulement par les sous-syste`mes voisins. Pour
satisfaire les exigences accrues de performance, les syste`mes de controˆle doivent prendre en
compte ces interactions spe´cifiques. Pour ces syste`mes de grande taille, diffe´rentes solutions
sont de´veloppe´es.
2.2.1 Commande centralise´e
Ge´ne´ralement, la commande pre´dictive est e´tudie´e via une approche centralise´e. La
pre´diction utilise un mode`le complet du processus, qui inclut toutes ses interconnexions.
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A` l’exception de l’optimalite´ de la commande ainsi calcule´e, la structure monolithique du
re´gulateur (voir figure 2.7.a) re´sultant souffre de nombreux inconve´nients potentiels :
– La croissance du temps de calcul avec le nombre des sous-syste`mes constitue un
de´savantage majeur de cette structure de commande. Pourtant, l’augmentation de
la puissance de calcul, les logiciels d’optimisation performants et les algorithmes
conc¸us spe´cifiquement pour le controˆle des syste`mes interconnecte´s [145] ont ame´liore´
l’aspect pratique du correcteur centralise´.
– Pour certains syste`mes, la difficulte´ ou l’impossibilite´ d’obtenir un mode`le du syste`me
global (trafic ae´rien, re´seaux, etc) rend la structure centralise´e inacceptable [85].
Quand ce mode`le est disponible, ses dimensions peuvent eˆtre prohibitives. De plus,
il doit eˆtre reconstruit a` chaque changement de la configuration du syste`me, par
exemple dans le cas d’arreˆt temporel d’un sous-syste`me en raison des actions de
maintenance ou de dysfonctionnement.
– Les ope´rateurs des syste`mes de grande taille conside`rent les structures de commande
centralise´es comme monolithiques et tre`s peu flexibles [184]. En outre, lorsque le
controˆleur central tombe en panne, la fonctionnalite´ du syste`me entier est compro-
mise.
– Dans nombreux cas, les diffe´rentes parties du syste`me global sont la proprie´te´ d’or-
ganisations diffe´rentes. Le partage des informations requis par l’usage du controˆleur
centralise´ est loin d’eˆtre e´vident.
Ces points faibles ont encourage´ le de´veloppement des strate´gies de´centralise´es.
2.2.2 Commande de´centralise´e
Dans le controˆle de´centralise´, voir la figure 2.7.b, les entre´s (ui) et les variables controˆle´es
(yi) sont regroupe´es dans des ensembles disjoints ui, yi . Ensuite, a` chaque ensemble est
associe´ un re´gulateur qui fonctionne inde´pendamment des autres. La solution du proble`me
est relativement simple lorsque les interactions entre diffe´rentes paires (sous-syste`mes) sont
faibles.
u1
u2
u3
MPC
y1
y2
y3
u1
u2
u3
MPC2
y1
y2
y3
MPC3
MPC1
(a) (b)
Figure 2.7 – Sche´ma de controˆle centralise´ (a) et de´centralise´ (b) pour le cas de trois
sous-syste`mes
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L’inte´reˆt pour le controˆle de´centralise´ remonte aux anne´es soixante-dix [188]. Depuis
lors, le nombre des travaux sur ce sujet a augmente´ plus qu’exponentiellement [90]. Les
techniques de controˆle de´centralise´es sont de´die´es aujourd’hui a` un large e´ventail d’ap-
plications, allant de la robotique a` l’ae´ronautique en passant par l’inge´nierie civile. Ce
grand inte´reˆt rend tre`s difficile l’inspection des approches propose´es dans la litte´rature et
va au-dela` du cadre de ce document.
La structure de´centralise´e est une solution tre`s efficace aux proble`mes engendre´s par
une commande centralise´e. Ainsi, le calcul de la loi de commande est paralle´lise´ de manie`re
naturelle et les mode`les de commande sont de´compose´s par sous-syste`me. La modularite´
de la structure augmente la fiabilite´ et la flexibilite´ du syste`me. L’arreˆt ou l’ajout d’un
sous-syste`me peut eˆtre effectue´ sans perturber le fonctionnement du syste`me global. Pour-
tant, le fait de ne´gliger les interactions provoque certaines re´percussions sur le me´canisme
de controˆle. Par conse´quent, les interactions fortes peuvent meˆme empeˆcher de parvenir
a` la stabilite´, tandis que pour les sous-syste`mes a` interactions relativement faibles, les
performances de´finies par le crite`re diminuent (par rapport a` la solution centralise´e).
Concernant le MPC de´centralise´, dans [115] les auteurs pre´sentent une loi de com-
mande stabilisante pour une classe de mode`les non-line´aires. La preuve de stabilite´ repose
sur l’utilisation d’une contrainte, appele´e contractive, propose´e dans [45]. Une autre ap-
proche qui s’appuie sur le concept de stabilite´ entre´e-e´tat (ISS, de l’anglais Input-to-State
Stability) est adopte´e dans [155]. Les interactions entre les sous-syste`mes sont conside´re´es
comme des perturbations borne´es et l’objectif revient donc a` concevoir une loi de com-
mande robuste.
Pour les proble`mes de re´gulation de la tempe´rature dans les baˆtiments, les inconve´nients
lie´s aux proble`mes de stabilite´ dus a` l’omission des couplages dans les mode`les de com-
mande sont loin d’eˆtre critiques. Ainsi, la structure de´centralise´e est utilise´e a` grande
e´chelle pour la re´gulation de la tempe´rature dans les baˆtiments multi-zone. Cependant,
l’utilisation de la commande pre´dictive de´centralise´e implique une diminution des perfor-
mances [122].
Cet e´cart par rapport a` la solution centralise´e peut augmenter encore, suite a` l’appa-
rition des contraintes couple´es (entre les sous-syste`mes). Ces contraintes sont ge´re´es de
manie`re sous-optimale par les controˆleurs locaux.
Quand le baˆtiment dispose de plusieurs sources de chauffage (une source centrale et
des sources locales) la gestion efficace privile´gie normalement la source la moins che`re.
Pourtant, les prix variables de l’e´nergie peuvent engendrer une hie´rarchie dynamique.
En outre, supposant que la source centrale chauffe toutes les zones de l’immeuble, son
rendement de´pend alors du degre´ d’occupation du baˆtiment.
Intuitivement, on espe`re que des e´changes d’informations entre les controˆleurs locaux
ame´lioreraient les performances du syste`me. Ceci conduit a` des architectures de commande
distribue´e base´es sur la coope´ration des re´gulateurs locaux dans lesquels la communication
joue un roˆle de´cisif.
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2.2.3 Commande distribue´e
Les structures de controˆle distribue´es, comme l’exemple illustre´ dans la figure 2.8, sup-
posent des e´changes d’informations entre les re´gulateurs locaux, afin que chacun d’entre
eux ait des connaissances sur le comportement des autres. Le de´veloppement des re´seaux
de communication et la technologie field-bus fournit les moyens ne´cessaires pour l’im-
plantation de cette me´thode de controˆle. La commande distribue´e apporte de nouvelles
spe´cifications dans le domaine du controˆle et permet d’envisager de nouvelles applications.
u1
u2
u3
MPC2
y1
y2
y3
Re´seau de
communication
MPC3
MPC1
Figure 2.8 – Sche´ma de controˆle distribue´
Cette strate´gie de controˆle est vue comme une alternative aux deux structures men-
tionne´es pre´ce´demment. Par conse´quent, elle est une option attractive pour les situations
ou` l’objectif global, tel que la stabilite´ en boucle ferme´e et / ou les exigences de per-
formance, ne peuvent pas eˆtre satisfaites par les controˆleurs de´centralise´s, tandis que les
inconve´nients de la re´gulation centralise´e sont inde´sirables.
Lorsque les controˆleurs sont de type pre´dictif, l’information transmise est compose´e
ge´ne´ralement des se´quences futures des variables (e´tats, commandes, sorties, etc). Ainsi,
tous les re´gulateurs peuvent pre´dire les effets des interactions sur l’horizon de pre´diction
conside´re´. Pour prendre en compte ces informations, les mode`les de pre´diction doivent
inclure les couplages entre les sous-syste`mes.
2.2.3.1 Mode´lisation des couplages
Le de´veloppement d’une strate´gie de commande pre´dictive distribue´e repose sur la
fac¸on de conside´rer les couplages. Un nombre important de strate´gies de commande pre´dic-
tive distribue´es propose´es dans les dernie`res anne´es, ainsi que celles propose´es dans ce
me´moire, s’appuient sur des mode`les de pre´diction line´aires et invariants dans le temps.
La majorite´ des e´tudes conside`rent que les ensembles des variables d’entre´es, d’e´tats et de
sorties locales sont disjoints. A` partir de cette hypothe`se, les vecteurs d’entre´es, d’e´tats et
de sorties du mode`le global :
{
xg(k + 1) = Agxg(k) +Bgug(k)
yg(k) = C gxg(k),
(2.5)
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sont obtenus par la concate´nation des vecteurs locaux :
ug(k) =
[
uT1 (k) · · · u
T
s (k)
]T
,
xg(k) =
[
xT1 (k) · · · x
T
s (k)
]T
,
yg(k) =
[
yT1 (k) · · · y
T
s (k)
]T
,
(2.6)
ou` s repre´sente le nombre des sous-syste`mes.
On retrouve dans la litte´rature cinq types de mode`les locaux, en fonction de la prise
en compte des couplages entre les sous-syste`mes :
1. Couplage complet [180, 119] : la repre´sentation la plus ge´ne´rale des sous-syste`mes
line´aires couple´s est de´crite par :

xi(k + 1) =
s∑
j=1
Ai,jxj(k) +
s∑
j=1
B i,juj(k)
y i(k) =
s∑
j=1
C i,jxj(k).
(2.7)
Alors, les matrices du mode`le global sont :
Ag = [Ai∈Ns1,j∈Ns1 ], Bg = [B i∈Ns1,j∈Ns1 ], C g = [C i∈Ns1,j∈Ns1 ], (2.8)
avec la notation suivante :
[Ri∈Ns1,j∈Nt1 ] =


R1,1 R1,2 · · · R1,t
R2,1 R2,2 · · · R2,t
...
...
. . .
...
Rs,1 Rs,2 · · · Rs,t

 . (2.9)
2. Couplage par les entre´es et par les e´tats [134, 183, 47] : les sorties locales
de´pendent uniquement des e´tats locaux :

xi(k + 1) =
s∑
j=1
Ai,jxj(k) +
s∑
j=1
B i,juj(k)
y i(k) = C i,ixi(k).
(2.10)
ainsi les matrices du mode`le global sont :
Ag = [Ai∈Ns1,j∈Ns1 ], Bg = [B i∈Ns1,j∈Ns1 ], C g = bloc-diag{C 1,1, ...,C s,s}. (2.11)
3. Couplage par les e´tats [86, 31, 196] : les e´tats locaux sont influence´s par les e´tats
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des autres sous-syste`mes :

xi(k + 1) =
s∑
j=1
Ai,jxj(k) +B i,iui(k)
y i(k) = C i,ixi(k).
(2.12)
et les matrices du mode`le global sont :
Ag = [Ai∈Ns1,j∈Ns1 ], Bg = bloc-diag{B1,1, ...,Bs,s}, C g = bloc-diag{C 1,1, ...,C s,s}.
(2.13)
4. Couplage par les entre´es [98, 195, 184, 114, 131, 68, 11, 174] : il s’agit d’un des
mode`les les plus fre´quemment utilise´s dans les approches pre´dictives distribue´es :

xi(k + 1) = Ai,ixi(k) +
s∑
j=1
B i,juj(k)
y i(k) = C i,ixi(k),
(2.14)
et les matrices du mode`le global sont :
Ag = bloc-diag{A1,1, ...,As,s}, Bg = [B i∈Ns1,j∈Ns1 ], C g = bloc-diag{C 1,1, ...,C s,s}.
(2.15)
5. Mode`le de´couple´ [163, 23, 153, 88, 99, 46, 32] : il repre´sente des sous-syste`mes
comple`tement inde´pendants :
{
xi(k + 1) = Ai,ixi(k) +B i,iui(k)
y i(k) = C i,ixi(k).
(2.16)
Ce type de mode`les intervient dans les structures de commande distribue´es dont les
parame`tres des sous-syste`mes sont re´unis par une contrainte globale ou une fonction
de couˆt non-se´parable. Les trois matrices du mode`le global ont une structure bloc-
diagonale.
En enlevant l’hypothe`se selon laquelle les ensembles de variables locales sont disjoints,
les mode`les de couplage pre´ce´demment de´crits deviennent composites [182]. Ainsi, quelques
entre´es, e´tats ou sorties locales peuvent eˆtre partage´es par plusieurs sous-syste`mes.
2.2.3.2 Caracte´ristiques du crite`re
Selon la figure 2.4, apre`s la de´finition du mode`le, l’e´tape suivante dans la conception de
la loi pre´dictive consiste a` formuler l’objectif de commande. Mathe´matiquement, cet ob-
jectif est exprime´ par un proble`me d’optimisation global, qui a la forme ge´ne´rale suivante :
min
u1(k),...,us(k)
J(u1(k), ...,us(k),x1(k), ...,xs(k)) (2.17a)
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sous les contraintes
dynamiques du syste`me (couple´) (2.17b)
fi(ui(k),xi(k)) ∈ F , ∀i ∈ N
s
1, (2.17c)
g(u1(k), ...,us(k),x1(k), ...,xs(k)) ∈ G, (2.17d)
ou` ui(k), ∀i ∈ N
s
1 de´notent les se´quences de commande sur l’horizon de pre´diction. En
fonction des objectifs de commandes locales, il existe de nombreuses variantes du proble`me
(2.17), pour lesquelles diffe´rentes hypothe`ses sont faites. Pourtant, la conception de l’ar-
chitecture distribue´e est fortement lie´e a` certaines proprie´te´s particulie`res du proble`me.
Une premie`re caracte´ristique importante est la se´parabilite´ (ou l’additivite´) de la fonc-
tion de couˆt : J =
∑s
i=1 Ji. On dit alors que Ji est un crite`re local. Ge´ne´ralement les
fonctions de couˆt utilise´es dans les applications de controˆle posse`dent cette proprie´te´. Ce-
pendant, en fonction de la structure du type de mode`le de couplage, le crite`re local, i,
de´pendra non seulement des variables locales, ui(k) et xi(k), mais e´galement des variables
d’autres sous-syste`mes.
Les contraintes appele´es de´couple´es ou locales (2.17c) re´unissent uniquement les va-
riables appartenant au sous-syste`me. Du point de vue de la distribution de l’optimisa-
tion, elles ne posent pas de proble`mes supple´mentaires. Toutefois, les contraintes couple´es
(2.17d) ont tendance a` compliquer l’algorithme ou a` de´grader ses performances [160].
L’objectif des paragraphes suivants sera d’exposer, sans eˆtre exhaustif, diffe´rentes
me´thodes de distribution de la loi de commande pre´dictive.
2.2.3.3 Techniques de distribution
Concernant les aspects algorithmiques, l’e´tat de l’art de R. Scattolini, [166], sugge`re
trois crite`res pour classer les structures MPC distribue´es.
1. Premie`rement, en fonction de la topologie du re´seau de communication, les deux cas
suivants peuvent eˆtre conside´re´s :
– algorithmes comple`tement connecte´s, dans lesquels l’information est envoye´e (et
rec¸ue) de tous les controˆleurs locaux vers tous les autres
– algorithmes partiellement connecte´s, dans lesquels l’information est envoye´e (et
rec¸ue) de tous les controˆleurs locaux seulement vers un sous-ensemble des autres
agents.
Sans doute les structures topologiques partiellement connecte´es sont plus se´duisantes
du point de vue de l’implantation, tout spe´cialement dans le cas des syste`mes de
grande taille. Ne´anmoins, la topologique de communication entre les agents suit,
naturellement, celle des interconnexions entre les sous-syste`mes.
2. Un aspect essentiel des algorithmes distribue´s re´side dans l’e´change d’informations
entre les controˆleurs. C’est d’ailleurs le de´tail qui fait la distinction entre les approches
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distribue´es et celles comple`tement de´centralise´es. Le nombre d’e´changes d’informa-
tion par pe´riode d’e´chantillonnage constitue alors un autre crite`re de classification.
Ainsi, on peut diffe´rencier :
– algorithmes non ite´ratifs, dans lesquels l’information est envoye´e (et rec¸ue) une
seule fois par instant d’e´chantillonnage
– algorithmes ite´ratifs, dans lesquels l’information est envoye´e (et rec¸ue) plusieurs
fois par instant d’e´chantillonnage.
3. Typiquement, les algorithmes ite´ratifs sont construits pour converger vers un consen-
sus global ou un point d’e´quilibre (de Nash). A` cet e´gard, une troisie`me classification
peut eˆtre conside´re´e :
– algorithmes communiquants, dans lesquels chaque controˆleur minimise un crite`re
local, en prenant en compte l’influence des autres sous-syste`mes sur ses propres
variables
– algorithmes coope´ratifs, dans lesquels chaque controˆleur local minimise un crite`re
qui prend e´galement en compte l’effet des actions locales sur l’objectif global.
Cette dernie`re classification a, probablement, les conse´quences les plus importantes sur
la complexite´ des correcteurs locaux. En re´duisant les connaissances du controˆleur local a`
son propre mode`le de pre´diction et a` la fonction de couˆt locale, le comportement des agents
sera caracte´rise´ par des actions e´go¨ıstes. C’est le cas des algorithmes de communication
ite´ratifs, qui convergent ge´ne´ralement vers un point d’e´quilibre, ou un point de Nash [132],
spe´cifique a` la the´orie des jeux [18].
Dans cette cate´gorie, rappelons les travaux de [86, 31] qui pre´sentent des algorithmes
communiquants. Une contrainte sur la matrice globale d’e´tat est utilise´e pour garantir la
stabilite´ nominale en boucle ferme´e. Une structure distribue´e, dans laquelle les interactions
entre les sous-syste`mes sont traite´es comme des incertitudes borne´es, est de´crite dans [85].
Chaque controˆleur impose des contraintes locales sur ses propres e´tats, contraintes qui
seront utilise´es par les autres agents afin de formuler un proble`me de type min-max.
La preuve de stabilite´ est obtenue en bornant l’ensemble des contraintes sur l’e´tat. Dans
[131], un autre algorithme inde´pendant est pre´sente´ dans le cadre sans contrainte. L’article
propose e´galement une me´thode afin de partitionner un syste`me global en sous-syste`mes,
par l’utilisation de la norme de Hankel, qui exprime l’e´nergie des paires entre´e/sortie. Dans
le meˆme cadre de travail, des conditions ne´cessaires et suffisantes pour la convergence et
la stabilite´ nominale sont de´termine´es dans [51, 98], utilisant la solution analytique du
proble`me d’optimisation quadratique. La stabilite´ de la boucle ferme´e est e´galement e´tudie´e
pour l’algorithme e´quivalent, non ite´ratif. Des conditions similaires sont montre´es dans [68].
De plus, un retard d’un pas d’e´chantillonnage, correspondant a` l’e´change d’information,
est ajoute´ dans [180].
Les travaux de [11] pre´sentent une me´thode de se´lection de la structure de controˆle
(parmi le MPC centralise´, l’algorithme distribue´ inde´pendant et la structure de´centralise´e).
A` partir de la solution explicite, les auteurs de´finissent un indice de performance du syste`me
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de commande, en fonction de la marge de robustesse et de la connectivite´ entre les sous-
syste`mes.
L’objectif des algorithmes coope´ratifs est d’assurer la convergence vers la solution op-
timale globale. Ge´ne´ralement, pour atteindre ce but, les controˆleurs locaux doivent agir
de fac¸on altruiste, ce qui suppose l’inclusion dans les fonctions de couˆt locales des termes
lie´s aux objectifs des autres agents.
Ainsi, l’algorithme coope´ratifs propose´ dans [184] implique la connaissance locale du
mode`le complet du syste`me, afin que la fonction de couˆt globale soit minimise´e locale-
ment. Dans l’approche pre´sente´e, de nombreuses proprie´te´s inte´ressantes sont prouve´es
comme la convergence de l’algorithme vers la solution optimale globale, mais e´galement
la faisabilite´ et la stabilite´ nominale en boucle ferme´e si l’algorithme est interrompu a`
une ite´ration interme´diaire. Un autre algorithme convergeant vers l’optimum global est
de´crit dans [195], mais par rapport au pre´ce´dent, cette e´tude est de´veloppe´e pour une
optimisation sans contraintes. L’avantage de l’approche re´side dans la minimisation locale
d’une fonction qui re´unit seulement le crite`re local et les crite`res des sous-syste`mes voisins
(directement interconnecte´s), ce qui augmente la flexibilite´ du syste`me de controˆle. Deux
algorithmes coope´ratifs sont analyse´s dans [103], dont le premier est non ite´ratif et suppose
des e´changes unidirectionnels entre agents, tandis que le deuxie`me est ite´ratif et utilise des
communications bidirectionnelles. Pour prouver la stabilite´ des deux architectures, les au-
teurs font appel a` la the´orie des ensembles invariants via l’utilisation d’une contrainte de
stabilite´. Les algorithmes sont ensuite applique´s au processus d’alkylation catalytique du
benze`ne [104], compose´ par quatre re´acteurs et un se´parateur. Des extensions de ces tra-
vaux, prenant en compte des mesures asynchrones ou retarde´es ainsi que la possibilite´ de
perte d’informations se retrouvent dans [105] et [80].
Un algorithme inte´ressant qui implique seulement deux e´changes d’information par
pe´riode d’e´chantillonnage est propose´ dans [113, 114] pour le cas de deux sous-syste`mes.
Chaque agent re´sout son propre proble`me d’optimisation et ensuite partage la solution
optimale locale obtenue. Apre`s le premier e´change, la proce´dure d’optimisation locale est
re´pe´te´e et la nouvelle solution partage´e, puis les agents choisissent la solution qui donne
la meilleure performance globale, parmi un ensemble de possibilite´s. L’inconve´nient de
l’approche vient du fait que le nombre des communications peut s’ave´rer e´norme pour des
syste`mes de grande taille.
Dans les approches mentionne´es pre´ce´demment, la connaissance locale des objectifs
d’autres agents re´duit l’aspect de´centralise´ de la structure de controˆle. Une alternative
inte´ressante est l’utilisation d’un me´canisme d’agent de prix, qui permet la convergence
vers l’optimum global, alors que chaque controˆleur n’a qu’une vue locale du crite`re. Ce
type d’algorithmes repose sur diffe´rentes techniques de de´composition.
Ainsi, la loi MPC distribue´e pre´sente´e dans [69] est base´e sur la de´composition duale
et la mise a` jour des multiplicateurs de Lagrange par une me´thode de sous-gradient qui
repose sur les travaux de [157, 158]. La vitesse de convergence faible est le principal in-
conve´nient de l’algorithme. Par conse´quent, les auteurs proposent un crite`re d’arreˆt de
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la proce´dure ite´rative de telle sorte qu’un certain degre´ de sous-optimalite´ est garanti si
la stabilite´ asymptotique du syste`me en boucle ferme´e est assure´e. L’implantation de la
strate´gie suppose normalement l’apparition d’un ou plusieurs agents de prix qui diffusent
les valeurs des multiplicateurs vers les controˆleurs locaux en fonction des solutions locales.
Une telle structure de controˆle est pre´sente´e dans [27], pour la commande d’un syste`me
de re´frige´ration controˆle´ par des variables boole´ennes ou dans [97], pour la gestion d’un
re´seau d’eau potable. Pour une application similaire, dans [84], un agent ne´gociateur est
employe´ pour chaque paire de re´gulateurs MPC qui partage une ou plusieurs variables. Il
re´sout un proble`me d’optimisation au moyen d’un algorithme d’apprentissage par renforce-
ment. D’autres structures de coordination, dont l’ide´e est de remplacer chaque contrainte
couple´e par un terme line´aire base´ sur les multiplicateurs de Lagrange, sont propose´es dans
[137, 135, 136], avec des applications approprie´es.
Afin de ge´rer de manie`re optimale les contraintes couple´es dans une approche MPC
distribue´e, l’article [134] s’appuie aussi sur la de´composition duale. Une solution alternative
pour le meˆme type de proble`me est propose´e dans [47], repre´sente´e par une version de
l’algorithme de Han [78] adapte´e a` la formulation quadratique de la fonction de couˆt
du MPC. L’ide´e principale de l’algorithme de Han est de re´soudre le dual du proble`me
d’optimisation centralise´e dans un environnement paralle`le. Ses ame´liorations sur la vitesse
de convergence de l’algorithme sont re´alise´es en utilisant des ponde´rations individuelles
pour chaque variable duale, ainsi qu’une solution initiale non nulle [48]. L’algorithme est
applique´ pour la re´gulation des niveaux d’eau dans un canal d’irrigation.
La manque de convergence de la de´composition duale pour le cas d’un syste`me non
line´aire compose´ de quatre re´servoirs a motive´ les auteurs de [167] pour proposer une
me´thode de gradient dynamique distribue´, dont l’ide´e est d’utiliser localement une infor-
mation sur le gradient du crite`re global. A` ce stade, les conditions ne´cessaires ou suffisantes
pour la convergence de l’algorithme repre´sentent les pistes futures de travail.
Concernant la programmation line´aire, une strate´gie pre´dictive de coordination base´e
sur la de´composition de Dantzig-Wolfe est analyse´e dans [34]. Afin que la me´thode soit em-
ploye´e, les couplages entre les sous-syste`mes sont ne´glige´s. La ne´cessite´ de la coordination
re´side dans l’existence d’une contrainte de couplage.
Plusieurs structures MPC distribue´es ont e´te´ propose´es pour des sous-syste`mes de´cou-
ple´s, dont l’interconnexion est re´alise´e par l’objectif de controˆle ou par les contraintes
couple´es. Une solution a` ce type de proble`mes est propose´e dans [163], ou` les sorties des
sous-syste`mes sont couple´es par une contrainte globale. Les agents re´solvent les proble`mes
d’optimisation locaux de manie`re se´quentielle, en e´changeant les valeurs pre´dites des va-
riables de couplage. Une preuve de faisabilite´ robuste est pre´sente´e brie`vement, en sup-
posant que les perturbations sur les sous-syste`mes sont inde´pendantes et borne´es. Une
approche distribue´e qui traite un proble`me similaire fait l’objet de l’e´tude dans [89], dont
chaque agent calcule les se´quences optimales locales ainsi que celles des voisins. Un autre
algorithme de´veloppe´ pour la commande d’un ensemble de sous-syste`mes couple´s unique-
ment par une fonction de couˆt non-se´parable est propose´ dans [53]. La stabilite´ est assure´e
56 2. E´tat de l’art
par une contrainte, dite de compatibilite´. Pourtant, cette contrainte peut conduire vers
des performances diffe´rentes par rapport au cas centralise´. Les architectures distribue´es
utilisant des mode`les de´couple´s ont des applications inte´ressantes pour les proble`mes de
vol en formation [88, 153], l’e´vitement de collisions [32, 46], etc.
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Figure 2.9 – Caracte´ristiques des diffe´rentes cate´gories d’algorithmes MPC
La figure 2.9 repre´sente un sche´ma synthe´tique des structures de commande pre´dictive
pour les syste`mes de grande taille. Le choix de l’algorithme de commande est ge´ne´ralement
la conse´quence d’un compromis entre le degre´ d’optimalite´ de la solution fournie et la
complexite´ des re´gulateurs.
2.3 Conclusion
Dans ce chapitre, nous avons cite´ des travaux sur les me´thodes de commande utilise´es
pour la re´gulation thermique dans les baˆtiments. Plus spe´cifiquement, nous nous sommes
concentre´s sur les approches base´es sur le controˆle classique de type TOR et PID, les
me´thodes d’autore´glage, les techniques de commande base´es sur l’intelligence artificielle et
e´galement sur des me´thodes de commande pre´dictives. C’est sur cette dernie`re classe de
lois de commande que nous avons insiste´, principalement en vertu de son effet anticipatif,
mais e´galement de l’optimalite´ de la solution par rapport a` un crite`re d’optimisation donne´.
Traditionnellement, l’architecture de commande des syste`mes CVC pre´sente une struc-
2.3. Conclusion 57
ture de´centralise´e. L’utilisation des re´gulateurs pre´dictifs locaux (pie`ce par pie`ce) implique
le calcul, a` chaque instant, d’une se´quence de controˆle qui de´crit le comportement futur du
sous-syste`me. Seule la premie`re valeur est applique´e, les autres n’e´tant pas exploite´es. Ce-
pendant, ces informations peuvent s’ave´rer tre`s utiles pour les pie`ces voisines pour prendre
en compte de manie`re optimale les couplages thermiques entre les pie`ces adjacentes. C’est
une des motivations pour se diriger vers les architectures distribue´es, qui connaissent un
inte´reˆt croissant dans la dernie`re de´cennie. C’est pourquoi, les principales approches de la
commande pre´dictive distribue´e ont e´te´ pre´sente´es.
L’objectif du chapitre suivant est de pre´senter une solution de commande de type
pre´dictif, a` crite`re quadratique, pour la re´gulation du poste de chauffage dans un baˆtiment
a` occupation intermittente. L’approche sera tout d’abord expose´e pour le cas monozone.
Les ide´es pre´sente´es pour le cas d’une seule pie`ce seront ge´ne´ralise´es pour un baˆtiment
multizone, pour lequel une architecture pre´dictive distribue´e sera de´veloppe´e.
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Chapitre 3
Commande pre´dictive quadratique
pour la re´gulation thermique des
baˆtiments 1
Ce que l’on conc¸oit bien s’e´nonce clairement,
Et les mots pour le dire arrivent aise´ment.
L’art poe´tique
Nicolas Boileau
Nous abordons dans ce chapitre le proble`me du controˆle thermique des baˆtiments par
des techniques de commande pre´dictive pour lesquelles l’intermittence de l’occupation des
pie`ces est prise en compte au sein d’un crite`re quadratique. Notre approche repose sur une
modification de la formulation du proble`me d’optimisation, qui devient ainsi dynamique,
en fonction du profil d’occupation. La de´marche est tout d’abord pre´sente´e dans le cas
d’une seule pie`ce, puis est e´tendue dans un second temps a` un ensemble de pie`ces pour
lequel la commande est e´labore´e de manie`re distribue´e.
3.1 Introduction
Une grande partie des locaux du secteur tertiaire n’est utilise´e qu’une dizaine d’heures
par jour [61]. En comptant en plus les jours fe´rie´s, les week-ends et les vacances, le taux
d’occupation ne de´passe pas 30 %. Il en est de meˆme pour le secteur re´sidentiel, meˆme
si le taux d’occupation est le´ge`rement plus important. Que ce soit pour le tertiaire ou le
re´sidentiel, assurer le confort thermique n’a d’inte´reˆt que si les pie`ces sont occupe´es. Pour
ces deux grandes classes d’immeubles, il devient donc important d’assurer les conditions
de confort thermique lorsque cela s’ave`re ne´cessaire.
La pratique de l’intermittence du controˆle thermique dans les baˆtiments a` occupation
discontinue est ainsi un des moyens les plus efficaces pour re´aliser des e´conomies d’e´nergie
1. Des parties de ce chapitre peuvent eˆtre retrouve´es dans [128, 129, 121, 125].
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importantes. Il faut, pour ce faire, ge´rer au mieux les transitions absence / pre´sence. Ainsi,
les lois de commande pre´dictives pre´sente´es dans ce chapitre ont e´te´ conc¸ues dans cette
optique.
L’organisation de ce chapitre est la suivante. Une premie`re partie s’attache a` pre´senter
le contexte du controˆle intermittent de la tempe´rature dans les baˆtiments, avec une premie`re
hypothe`se de travail : la connaissance a priori du profil d’occupation des pie`ces. Dans une
deuxie`me partie, nous modifions la loi de commande GPC classique afin de mieux re´pondre
aux objectifs de commande : une premie`re modification est l’inte´gration du profil d’occu-
pation dans le crite`re pre´dictif. La loi de commande re´sultante est alors implante´e sous la
forme d’un re´gulateur de type RST dont les coefficients des trois polynoˆmes sont variables
dans le temps. Une seconde modification est l’utilisation d’une feneˆtre de pre´diction, dont
la taille varie en fonction du profil d’occupation.
Les ide´es pre´sente´es pour le cas d’une seule pie`ce seront dans une troisie`me partie
adapte´es a` un ensemble de pie`ces. L’utilisation de controˆleurs pre´dictifs locaux inde´pen-
dants implique le calcul d’une se´quence de commande, dont seul le premier e´le´ment est uti-
lise´. Nous proposons alors une commande distribue´e, dans laquelle les se´quences pre´dites
de tempe´ratures locales sont e´change´es entre les agents locaux pour ame´liorer les per-
formances globales du baˆtiment. L’approche repose sur l’utilisation des mode`les locaux
couple´s par les sorties, ce qui permet de ge´rer e´galement des horizons de pre´diction locaux
de taille diffe´rente.
En revenant a` l’e´pigraphe de ce chapitre, nous voulons nous excuser aupre`s de nos
lecteurs pour les notations difficiles a` suivre de la troisie`me partie. La gestion des horizons
de pre´diction dynamiques, des multiples sous-syste`mes, des interactions entre eux et des
ite´rations de l’algorithme distribue´ nous a mene´s a` l’utilisation de plusieurs indices qui
alourdissent les e´quations.
L’efficacite´ des approches propose´es sera analyse´e par simulation tant pour une seule
pie`ce que pour un ensemble de trois pie`ces. Dans ce chapitre, les e´quipements de chauffage
conside´re´s sont des convecteurs e´lectriques.
3.2 Contexte
Une premie`re condition ne´cessaire pour la gestion de l’intermittence est la connaissance
du profil futur d’occupation. De manie`re pratique, cette hypothe`se de travail n’est pas en
soi une condition aberrante : les horaires de travail sont connus, de meˆme, il devient courant
de re´gler soi-meˆme un programmateur journalier voire hebdomadaire pour une utilisation
domestique du chauffage. Certaines e´tudes ont e´te´ propose´es pour de´finir un mode`le de
pre´diction de l’occupation des zones, construit a` partir de donne´es fournies par diffe´rents
capteurs de pre´sence [186].
Hypothe`se 3.2.1 Tout au long de ce me´moire, nous supposons que le profil d’occupation
future des zones est connu, au moins sur l’intervalle de temps de´fini par la feneˆtre de
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pre´diction du controˆleur. Il sera de´crit par un vecteur boole´en (voir le paragraphe 3.3.1).
L’objectif de controˆle peut eˆtre ainsi scinde´ en deux. Durant les pe´riodes d’occupa-
tion, la commande doit maintenir la sortie (tempe´rature mesure´e) autour d’une valeur de
consigne. Une des caracte´ristiques d’un baˆtiment est son inertie thermique. Il est alors
inte´ressant d’utiliser cette inertie pour couper le chauffage avant la fin de la pe´riode d’oc-
cupation, sans perturber le confort. A` l’inverse, pendant les pe´riodes d’inoccupation, le
temps de relance ne´cessaire pour obtenir une tempe´rature de´sire´e va de´pendre de l’e´tat
du syste`me (tempe´rature de l’air, des parois, etc.), de ses caracte´ristiques (structure,
mate´riaux, e´quipements de chauffage) et des perturbations (internes et externes). Ce temps
peut avoir des variations importantes, de quelques minutes a` plusieurs heures. L’effet
pre´dictif a pour objectif d’optimiser ce temps, en ge´rant le compromis entre la consomma-
tion e´nerge´tique et le confort de l’occupant. Ge´ne´ralement, une consigne de tempe´rature
basse est impose´e pendant les pe´riodes d’inoccupation pour re´duire la consommation
e´nerge´tique. Les e´conomies lie´es a` une bonne gestion de l’intermittence sont ge´ne´ralement
d’autant plus grandes que la consigne de tempe´rature durant l’inoccupation est basse
[185]. Cependant, pour certains baˆtiments a` tre`s grande inertie thermique, l’intermittence
du chauffage peut apporter des e´conomies peu significatives.
Cette strate´gie de controˆle repose ainsi sur un proble`me d’optimisation de la pe´riode de
pre´chauffage, ne´cessaire pour la remonte´e en tempe´rature pour atteindre les exigences de
confort. Une remonte´e sousestime´e ame`ne alors a` un inconfort en de´but de pe´riode d’occu-
pation. A` l’inverse, une anticipation surestime´e implique alors un gaspillage e´nerge´tique.
La plupart des re´gulateurs couramment utilise´s posse`dent des solutions simples pour
surmonter ce proble`me d’optimisation. Mentionnons ici la strate´gie de relance a` heure
fixe ou le calcul du de´but de la relance en fonction de la tempe´rature exte´rieure et / ou
inte´rieure. Ces techniques sont ge´ne´ralement e´labore´es empiriquement par les fabricants
et conduisent a` une surestimation des pe´riodes de pre´chauffage, pour pre´server le confort
en de´but d’occupation [61].
Des approches de type IA, comme la logique floue [62] ou les re´seaux de neurones
[191] sont associe´es habituellement a` des me´canismes d’apprentissage pour de´terminer le
moment optimal pour de´clencher le pre´chauffage. Leur principal avantage, e´voque´ par les
auteurs, repose sur le fait que le controˆleur n’a pas besoin d’un mode`le mathe´matique du
processus. Les informations qualitatives concernant le comportement du syste`me, issues de
l’expertise humaine ou de l’expe´rience, sont utilise´es dans la phase de conception de la loi
de commande. En revanche, en ge´ne´ral, les informations quantitatives, issues des entre´es-
sorties du syste`mes a` controˆler, sont assimile´es par le correcteur dans un processus ite´ratif
d’apprentissage. Par exemple, la proce´dure d’apprentissage propose´e dans [61] est base´e
sur l’e´cart entre la dure´e de relance calcule´e par le controˆleur et la dure´e re´elle constate´e a`
posteriori. Malgre´ tout, un grand nombre de donne´es est ne´cessaire afin que le re´gulateur
offre des solutions pre´cises.
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Disposant d’un mode`le mathe´matique du syste`me, la commande pre´dictive peut ex-
ploiter de manie`re optimale la connaissance du profil d’occupation. Traditionnellement, le
crite`re de la commande pre´dictive a une forme quadratique, qui simplifie l’analyse, mais
e´galement l’implantation du controˆleur. Par conse´quent, en formulant le proble`me d’opti-
misation sans contraintes, la solution optimale peut eˆtre de´termine´e de manie`re analytique.
Tant que le mode`le de pre´diction est line´aire, le re´gulateur e´quivalent posse`de la meˆme
proprie´te´, ce qui rend possible une mise en oeuvre sous forme polynomiale de type RST.
3.3 Commande pre´dictive a` crite`re dynamique
Pour bien comprendre tout l’inte´reˆt de cette approche, il est important dans un premier
temps de souligner les inconve´nients de l’utilisation classique de la commande pre´dictive
(2.3), pour le proble`me de re´gulation intermittente du chauffage. La figure 3.1 illustre le
comportement de la tempe´rature, en appliquant la commande pre´dictive classique.
Temps
Tempe´rature
b c
a
wo
wi
Sortie
Consigne
Figure 3.1 – Utilisation d’une commande pre´dictive classique
Comme on peut le constater, en supposant que la trajectoire future a` suivre est connue,
l’aspect anticipatif (a) est bien pre´sent. En fonction des re´glages, le suivi de consigne peut
eˆtre ame´liore´ pour re´duire le temps ne´cessaire pour remonter la tempe´rature, qui sera
toutefois limite´ par la puissance maximale du poste de chauffage. Un second proble`me
vient s’ajouter : le fait d’imposer une consigne en pe´riode d’inoccupation, wi, produit un
retard de la relance (b), mais e´galement une anticipation a` la fin de la pe´riode d’occupation
(c). Par conse´quent, pour l’utilisateur, ces phe´nome`nes viennent perturber son confort.
On peut penser a` de´caler la consigne pour atteindre la consigne haute wo de`s le de´but
de l’occupation. En se basant sur cette ide´e, les auteurs de [52] ont re´duit l’horizon de
pre´diction du controˆleur GPC, ne´cessaire pour assurer le temps de pre´chauffage. Plus
re´cemment, une strate´gie de ponde´ration de l’erreur de suivi a e´te´ pre´sente´e dans [67],
cette fois pour l’e´valuation de la charge thermique optimale. Selon la me´thode pre´sente´e,
la ponde´ration sur l’erreur est choisie e´gale a` ze´ro, avant le de´but de l’occupation, pour
un certain intervalle appele´ temps de relaxation. Par conse´quent, la dure´e de cet intervalle
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de´finit la dure´e de la relance. Une pe´riode de relaxation e´leve´e produit une commande
lisse et un pic de consommation re´duit, par contre l’e´nergie ne´cessaire a` la remonte´e de
la tempe´rature augmente. Ainsi, la gestion optimale de la pe´riode de pre´chauffage est
reformule´e dans un proble`me d’optimisation de l’intervalle de relaxation.
La de´marche propose´e dans les paragraphes suivants est base´e sur la prise en compte
du profil d’occupation dans la formulation de la fonction de couˆt.
3.3.1 Vecteur d’occupation
En conside´rant que le confort thermique est de´fini uniquement pendant les pe´riodes
d’occupation, on peut imaginer pe´naliser le terme exprimant l’e´cart entre la tempe´rature
de confort et la tempe´rature pre´dite uniquement pendant les instants d’occupation. Cette
ide´e est e´galement utilise´e dans un article contemporain a` nos travaux [154].
Le crite`re a` minimiser doit donc prendre en compte les pe´riodes d’occupation. Par
conse´quent, nous proposons l’introduction du vecteur dynamique suivant :
δ(k) =
[
δ(k +N1) δ(k +N1 + 1) · · · δ(k +N2)
]T
, (3.1)
qui de´crit le profil d’occupation de la pie`ce pendant l’horizon de pre´diction conside´re´.
Chaque composante du vecteur d’occupation est de´finie comme suit :
δ(k + j) =
{
1, pour k + j ∈ Occupation
0, pour k + j ∈ Inoccupation
, ∀j ∈ {N1, ..., N2}. (3.2)
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Instant de temps (k)2 4 6
δ(1) = [0000]T
δ(2) = [0001]T
δ(3) = [0011]T
δ(4) = [0111]T
δ(5) = [1111]T
δ(6) = [1111]T
Figure 3.2 – Construction du vecteur d’occupation, δ(k), pour N1 = 1 et N2 = 4
Notation 3.3.1 Dans la suite de ce document on utilisera la notation Nji pour de´signer
l’ensemble des entiers conse´cutifs naturels {i, i+ 1, ..., j}.
La figure 3.2 illustre la construction du vecteur (3.1), pour un exemple de profil d’oc-
cupation. Plusieurs me´thodes peuvent eˆtre envisage´es pour connaˆıtre la dynamique des
pe´riodes d’occupation :
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– les profils d’occupation sont introduits directement par les utilisateurs,
– les re´gulateurs ont acce`s aux agendas e´lectroniques des occupants,
– des pre´visions d’occupation sont re´alise´es en fonction des donne´es passe´es, mesure´es
par les capteurs de pre´sence [186].
3.3.2 De´finition du crite`re
Dans l’approche pre´dictive classique, c’est la variation de l’effort, ∆u, que l’on cherche
a` minimiser. En ce qui nous concerne, c’est la consommation que l’on de´sire diminuer,
c’est-a`-dire u directement. En ponde´rant les erreurs pre´dites par les e´le´ments du vecteur
δ(k), la fonction de couˆt a` optimiser a la formulation suivante :
J(k) =
N2∑
j=N1
δ(k + j)[yˆ(k + j|k)− w(k + j)]2 + λ
N2∑
j=1
u2(k + j − 1|k), (3.3)
dans laquelle N1 et N2 de´finissent respectivement la limite infe´rieure et la limite supe´rieure
de l’horizon de pre´diction, yˆ(k + j|k) est la sortie (tempe´rature de la pie`ce) pre´dite a`
l’instant courant, k, pour l’instant k + j et w(k + j) est la consigne future a` suivre (la
tempe´rature de confort) sur l’horizon glissant. λ est le coefficient de ponde´ration sur la
commande, u(k), qui exprime la puissance de chauffage et Nu repre´sente l’horizon de
pre´diction sur la commande.
En utilisant la fonction de couˆt (3.3), on donne de l’importance au suivi de consigne en
tempe´rature de`s que la pie`ce est occupe´e. La minimisation de la consommation e´nerge´tique
reste un objectif permanent.
Remarque 3.3.1 Usuellement, l’horizon de pre´diction sur la sortie est supe´rieur a` l’ho-
rizon de commande et on suppose que :
u(k + j|k) = u(k +Nu − 1|k), ∀j ∈ N
N2−1
Nu
, (3.4)
ce qui permet de re´duire la complexite´ du re´gulateur. Malgre´ tout, ce blocage des com-
mandes futures diminue l’optimalite´ de la solution par rapport au cas Nu = N2.
3.3.3 E´laboration de la loi de commande
Maintenant que notre crite`re a e´te´ clairement de´fini, nous pre´sentons dans cette section
les e´tapes qui permettent d’aboutir au controˆle pre´dictif optimal : la de´finition du mode`le,
la construction du pre´dicteur puis le calcul de la commande.
3.3.3.1 Mode`le de pre´diction
Dans un premier temps, repre´sentons le processus par un mode`le line´aire entre´e-
sortie monovariable. Celui-ci peut alors se mettre sous une forme ARX, repre´sente´e par
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l’e´quation :
A(q−1)y(k) = B(q−1)u(k − 1) + ξ(k), (3.5)
dans laquelle u(k) et y(k) sont respectivement l’entre´e et la sortie du mode`le, ξ(k) est
un bruit blanc centre´ et q−1 l’ope´rateur de retard. A(q−1) et B(q−1) sont des polynoˆmes
de´finis par : {
A(q−1) = 1 + a1q
−1 + · · ·+ anaqq
−na
B(q−1) = b0 + b1q
−1 + · · ·+ bnbq
−nb
. (3.6)
3.3.3.2 Pre´dicteur optimal
A` partir du mode`le de´crit par l’e´quation (3.5), en se basant sur les ide´es pre´sente´es
dans [37], on de´compose la sortie pre´dite pour l’instant k + j en re´ponse libre et re´ponse
force´e. Elle peut se mettre alors sous la forme suivante :
y(k + j|k) = Fj(q
−1)y(k) +Hj(q
−1)u(k − 1)︸ ︷︷ ︸
re´ponse libre
+Gj(q
−1)u(k + j − 1|k) + Jj(q
−1)ξ(k + j)︸ ︷︷ ︸
re´ponse force´e
,
(3.7)
dans laquelle les polynoˆmes Fj , Gj , Hj et Jj sont obtenus de manie`re unique, par la
re´solution des deux e´quations diophantiennes suivantes :
A(q−1)Jj(q
−1) + q−jFj(q
−1) = 1,
Gj(q
−1) + q−jHj(q
−1) = B(q−1)Jj(q
−1),
(3.8)
dont les degre´s des quatre polynoˆmes sont : degre´
[
Jj(q
−1)
]
= j − 1, degre´
[
Fj(q
−1)
]
=
na − 1, degre´
[
Gj(q
−1)
]
= j − 1 et degre´
[
Hj(q
−1)
]
= nb − 1.
Pour obtenir le pre´dicteur optimal, il suffit alors de conside´rer que la meilleure pre´diction
du bruit, ξ(k), est sa moyenne (nulle ici), et l’on obtient son e´quation :
yˆ(k + j|k) = Fj(q
−1)y(k) +Hj(q
−1)u(k − 1) +Gj(q
−1)u(k + j − 1|k). (3.9)
3.3.3.3 Minimisation du crite`re
Re´e´crivons l’e´quation (3.3) sous forme matricielle :
J(k) = [yˆ(k)−w(k)]T∆(k)[yˆ(k)−w(k)] + uT (k)Λu(k), (3.10)
avec les notations :
yˆ(k) =
[
yˆ(k +N1|k) yˆ(k +N1 + 1|k) · · · yˆ(k +N2|k)
]T
, (3.11)
w(k) =
[
w(k +N1) w(k +N1 + 1) · · · w(k +N2)
]T
, (3.12)
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u(k) =
[
u(k|k) u(k + 1|k) · · · u(k +Nu − 1|k)
]T
, (3.13)
∆(k) = diag {δ(k)} , (3.14)
Λ = diag
{[
λ · · · λ λ(N2 −Nu + 1)
]T}
. (3.15)
L’expression du dernier e´le´ment diagonal de la matrice Λ est la conse´quence de la contrainte
(3.4), qui inclut la pe´nalisation pour les commandes bloque´es.
Notation 3.3.2 On rappelle que tout au long de ce me´moire nous conside´rons les nota-
tions suivantes : une lettre minuscule ou majuscule en caracte`re normal de´signe un scalaire
(a, α, A), une lettre minuscule en caracte`re gras de´signe un vecteur (b, β) et une lettre
majuscule en caracte`re gras pour matrice (C , Γ).
A` partir de l’e´quation de pre´diction (3.9), on peut e´crire la se´quence de sorties futures
sous la forme suivante :
yˆ(k) =Gu(k) + f (q−1)y(k) + h(q−1)u(k − 1), (3.16)
avec les vecteurs polynomiaux :
f (q−1) =


FN1(q
−1)
FN1+1(q
−1)
...
FN2(q
−1)

 , h(q−1) =


HN1(q
−1)
HN1+1(q
−1)
...
HN2(q
−1)

 , (3.17)
et la matrice :
G =


gN1−1 gN1−2 · · · g0 0 · · · 0
gN1 gN1−1 gN1−2 · · · g0 0
...
...
. . .
. . .
. . .
. . .
. . .
...
gN2−1 gN2−2 · · · · · · · · · · · ·
∑N2−Nu
i=0 gi

 . (3.18)
Remarque 3.3.2 Les coefficients gi, ∀i ∈ N
N2−1
0 de la matrice G ∈ R
(N2−N1+1)×Nu issus
des polynoˆmes Gj(q
−1) = g0+ g1q
−1+ · · ·+ gj−1q
−j+1, correspondent a` ceux de la re´ponse
impulsionnelle du mode`le. En revanche, pour la formulation du crite`re en minimisant
∆u2 a` la place u2, les coefficients re´sultants de´crivent la re´ponse indicielle. Pour Nu =
N2−N1+1, la matrice G posse`de une structure de type Toeplitz. En re´duisant l’horizon de
commande, selon (3.4), la dernie`re colonne de la matrice devient la somme des dernie`res
N2 −Nu + 1 colonnes de la matrice de Toeplitz.
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Dans les de´veloppements a` venir, on introduit la notation γ ∈ R(N2−N1+1)×1 pour
de´signer la se´quence de re´ponse libre du syste`me sur l’horizon de pre´diction conside´re´ :
γ(k) = f (q−1)y(k) + h(q−1)u(k − 1). (3.19)
Reportons l’e´quation (3.16) et (3.19) dans (3.10), il vient alors :
J(k) = [Gu(k) + γ(k)−w(k)]T∆(k)[Gu(k) + γ(k)−w(k)] + uT (k)Λu(k). (3.20)
La solution optimale de la minimisation du crite`re (3.20) est obtenue de manie`re ana-
lytique par la re´solution de l’e´quation :
∂J(k)
∂u(k)
= 0, (3.21)
et peut s’exprimer ainsi :
u∗(k) = (GT∆(k)G +Λ)−1GT∆(k)(w(k)− γ(k)). (3.22)
Le vecteur de controˆle optimal est maintenant calcule´, mais seule la premie`re com-
posante est applique´e au syste`me. La loi de commande pre´dictive prend alors la forme
suivante :
u∗(k) = ξ(k)(w(k)− γ(k)), (3.23)
avec
ξ(k) =
[
1 0 · · · 0
]
Ξ(k), (3.24)
Ξ(k) = (GT∆(k)G +Λ)−1GT∆(k). (3.25)
Remarque 3.3.3 L’existence de la solution optimale u∗(k) est conditionne´e par le fait
que la matrice GT∆(k)G + Λ est non singulie`re. Ce qui signifie que cette matrice doit
eˆtre strictement de´finie positive, autrement dit, les matrices ∆(k) et Λ ne peuvent pas eˆtre
nulles simultane´ment. Sachant que le vecteur δ(k), qui de´finit la matrice ∆(k), peut eˆtre
nul, alors la condition ne´cessaire pour l’existence du minimum est donne´e par :
λ > 0. (3.26)
La formulation classique minimise l’incre´ment de la commande et introduit ainsi une
action inte´grale, ce qui assure une erreur statique nulle pour des consignes et perturbations
constantes.
De`s lors que u est conside´re´ ici, aucune action inte´grale n’est introduite dans le re´gula-
teur, engendrant une erreur statique a` prendre en compte quand δ 6= 1(N2−N1+1)×1. On
peut alors de´terminer le coefficient de ponde´ration λ qui assure une valeur donne´e de
l’erreur statique de´sire´e.
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Proposition 3.3.1 Soit le syste`me monovariable de´fini par l’e´quation
A(q−1)y(k) = B(q−1)u(k − 1), (3.27)
controˆle´ par la loi de commande (3.23). Si le vecteur d’occupation δ(k) = 1(N2−N1+1)×1,
alors l’erreur stationnaire relative de suivi en boucle ferme´e est :
ǫr =
λ
K2 + λ
, (3.28)
ou` K est le gain statique du syste`me : K =
∑nb
i=0 bi/ (1 +
∑na
i=1 ai).
Preuve A` l’e´quilibre, toutes les variables sont constantes. De plus, le crite`re peut eˆtre
exprime´ comme la fonction de couˆt sur un seul pas de pre´diction, multiplie´e par la taille
de la feneˆtre de pre´diction, alors :
J = (N2 −N1 + 1)
(
(yˆ − w)2 + λu2
)
, (3.29)
En remplac¸ant la sortie pre´dite stationnaire par yˆ = Ku dans (3.29), on obtient la com-
mande optimale a` l’e´quilibre, par la re´solution de l’e´quation ∂J∂u = 0, sous la forme :
u∗ =
wK
K2 + λ
. (3.30)
L’erreur stationnaire relative de suivi peut s’e´crire en fonction de la commande optimale
u∗ par la relation :
ǫr =
w −Ku∗
w
. (3.31)
Le re´sultat de la proposition est obtenu en reportant l’e´quation (3.30) dans (3.31).
3.3.3.4 Mise en oeuvre sous forme RST dynamique
Comme nous l’avions de´ja` e´voque´ dans l’introduction du chapitre, un autre avan-
tage apporte´ par la commande pre´dictive ge´ne´ralise´e est que, pour la formulation sans
contraintes, la loi de commande est line´aire. Elle peut se mettre sous la forme plus clas-
sique d’un re´gulateur RST, dont la structure est rappele´e figure 3.3. En effet, l’e´quation
(3.23) peut s’exprimer de manie`re suivante :
S(q−1)u∗(k) = −R(q−1)y(k) + T (q)w(k), (3.32)
dans laquelle les trois polynoˆmes S, R et T sont dynamiques et de´finis par :
S(q−1) = 1 + ξ(k)h(q−1)q−1,
R(q−1) = ξ(k)f (q−1),
T (q) = ξ(k)
[
qN1 qN1+1 · · · qN2
]T
,
(3.33)
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avec les dimensions
degre´
[
S(q−1)
]
= nb, degre´
[
R(q−1)
]
= na − 1, degre´ [T (q)] = N2. (3.34)
Remarque 3.3.4 La non causalite´ du polynoˆme T produit l’effet anticipatif du correcteur
a` condition que la se´quence future de consigne w(k) soit disponible. En utilisant le re´sultat
de la proposition 3.3.1 on peut obtenir un gain statique e´gal a` 1, pour le syste`me nominal,
pendant l’occupation, δ(k) = 1(N2−N1+1)×1. Ceci peut se faire par la modification des co-
efficients du polynoˆme non causal, qui devient ainsi : T ′(q) = K
2+λ
K2
T (q). On s’inte´resse a`
avoir un gain statique e´gal a` 1 que pendant les pe´riodes d’occupation, parce que autrement
on est soit dans la pe´riode d’inoccupation quand la commande est nulle, soit dans une
pe´riode de transition (inoccpation-occupation ou vice-versa), quand le re´gulateur n’est pas
stationnaire.
+
−
u(k) y(k)w(k +N2)
Processus
1
S(q−1)
R(q−1)
T (q)
Mode`le de
pre´diction
Optimisation
des coefficients
r0, ..., rnb
s0, ..., sna−1tN1 , ..., tN2
δ(k)
Figure 3.3 – Structure du sche´ma de controˆle
Si la de´marche propose´e dans cette section permet d’obtenir une solution analytique
au proble`me d’optimisation, l’implantation de cette loi de commande est e´galement un
point crucial et ne doit pas ne´cessiter un effort de calcul trop important. Rappelons que
notre approche aboutit a` de´finir un re´gulateur RST dynamique, ce qui signifie qu’a` chaque
pe´riode d’e´chantillonnage les coefficients des polynoˆmes doivent eˆtre mis a` jour. Mais, en
regardant de plus pre`s, on peut remarquer qu’un grand nombre de calculs peuvent eˆtre
effectue´s hors ligne, c’est-a`-dire une fois pour toutes. C’est le cas notamment des vecteurs
polynomiaux f , h et des matrices G et Λ. Finalement, seules les pe´riodes proches des
changements de mode ne´cessitent un calcul en ligne et une mise a` jour des coefficients,
et ce calcul correspond plus pre´cise´ment a` l’inversion de la matrice strictement de´finie
positive GT∆(k)G+Λ, qui peut eˆtre de´termine´e rapidement par l’algorithme de Choleski
par exemple, peu couˆteux en temps de calcul.
Si l’inversion de cette matrice s’ave`re un inconve´nient pour l’implantation de la com-
mande pre´dictive pre´sente´e, elle peut eˆtre remplace´e par un bloc de me´moire qui stocke
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les coefficients des trois polynoˆmes calcule´s pour toutes les se´quences possibles du vecteur
d’occupation, δ. Ainsi, la capacite´ de me´moire ne´cessaire est donne´e par :
ct = 2
N2−N1+1 (N2 −N1 + na + nb + 2) cc, (3.35)
ou` cc repre´sente le nombre de bits ne´cessaire pour stocker une seule valeur d’un coefficient.
Ce volume de me´moire augmente exponentiellement avec la dimension de l’horizon de
pre´diction. Pourtant, la plupart des se´quences possibles du vecteur d’occupation de´crivent
des profils d’occupation peu probables. Ainsi, en imposant des contraintes sur la dure´e mi-
nimale des pe´riodes d’occupation et / ou d’inoccupation on peut re´duire significativement
la capacite´ requise. Par exemple, cette capacite´ est re´duite a`
c′t = 2 (N2 −N1 + 2) (N2 −N1 + na + nb + 2) cc, (3.36)
en supposant qu’aucune pe´riode d’occupation et d’inoccupation n’aient une dure´e infe´rieure
a` la dimension de l’horizon de pre´diction.
C’est la` un autre point fort de la commande pre´dictive telle que nous l’avons pre´sente´e,
a` savoir un grand nombre de calculs a` effectuer hors ligne, pour un effort en temps re´el
minime. Des points qui restent encore en suspens sont dans un premier temps le re´glage
des parame`tres du controˆleur (choix des horizons de pre´diction et de la ponde´ration sur la
commande) puis dans un second temps l’efficacite´ de la de´marche de´veloppe´e. Ces aspects
sont analyse´s dans la section suivante.
3.3.4 Re´glage des parame`tres
Si la de´marche que nous avons pre´sente´e pre´ce´demment est ge´ne´rique et peut s’adap-
ter a` diffe´rents syste`mes de chauffage, le re´glage des parame`tres reste, comme tout dis-
positif de controˆle, propre au syste`me e´tudie´. Pour analyser les effets de ces parame`tres,
nous avons pris l’exemple d’un baˆtiment virtuel monozone. Sa configuration est de´crite
dans l’Annexe A. Pour nos manipulations, nous nous sommes servis de la boˆıte a` outils
SIMBAD, de´veloppe´e par le Centre Scientifique et Thermique du Baˆtiment (CSTB). La
bibliothe`que de mode`les SIMBAD est brie`vement pre´sente´e dans l’Annexe A. Les mode`les
MATLAB/Simulink fournis par cette bibliothe`que seront utilise´s comme des mode`les de
simulation.
3.3.4.1 Indices de performance
Pour ve´rifier l’efficacite´ des lois de commande pre´sente´es dans ce chapitre et les com-
parer a` d’autres me´thodes, nous introduisons deux indicateurs de performance. Ces deux
indices traduisent l’e´nergie consomme´e et le confort des occupants.
Le premier indicateur, Ec, de´crit la consommation e´nerge´tique du poste de chauffage,
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en [kWh], pendant la pe´riode de simulation conside´re´e :
Ec =
kf∑
k=k0
TsPnu(k)
3600
, (3.37)
dont k0 et kf de´finissent l’instant initial et final de l’intervalle de simulation. La commande
u repre´sente la puissance e´lectrique normalise´e, Ts est la pe´riode d’e´chantillonnage du
syste`me, tandis que Pn est la puissance nominale du convecteur, exprime´e en [kW].
Le deuxie`me indice mesure la qualite´ de la re´gulation du point de vue du suivi de
consigne et repre´sente l’indicateur du confort thermique dans le baˆtiment. Mentionnons
cependant que le confort thermique est ge´ne´ralement base´ sur le ressenti des occupants.
Pourtant les crite`res connus sous l’appellation de Vote Moyen Pre´visible (PMV - Predicted
Mean Vote) et Pourcentage Pre´visible d’Insatisfaits (PPD - Percentage of Persons Dissa-
tisfied) [56] ne´cessitent la mesure d’autres variables qui ne sont pas controˆle´es par le poste
de chauffage conside´re´. Par conse´quent, l’indice de confort que nous avons choisi mesure
la qualite´ de la re´gulation du point de vue du suivi de consigne, mais uniquement lors des
pe´riodes d’occupation de la zone, ce qui donne, en [oCh] :
Ic =
kf∑
k=k0
Ts · δ(k)|y(k)− w(k)|
3600
. (3.38)
Maintenant que ces indicateurs ont e´te´ clairement de´finis, l’e´tape suivante consiste a`
pre´senter le mode`le de commande, puis le re´glage des parame`tres du controˆleur, pour que
ces indicateurs soient les meilleurs (les plus faibles) possibles.
3.3.4.2 Mode`le de simulation et mode`le de commande
Pour les mode`les de simulation, la pre´cision est peut-eˆtre le principal indice de perfor-
mance. Cependant, la simplicite´ des mode`les utilise´s au sein des re´gulateurs (mode`les de
commande) pour pre´dire le comportement du processus est un facteur important. Ceci per-
met a` la fois une implantation peu couˆteuse du controˆleur, mais e´galement une proce´dure
d’identification moins complexe (moins de parame`tres a` identifier). Le mode`le fourni par
la bibliothe`que SIMBAD sera notre mode`le de simulation. La description du baˆtiment
virtuel simule´ est pre´sente´e dans l’Annexe A.
Comme mode`le de commande, nous proposons l’utilisation d’un mode`le line´aire du
second ordre. Ce type de mode`le met en e´vidence les deux constantes de temps principales
pre´sentes dans la dynamique thermique des baˆtiments : une constante de temps faible qui
de´crit la dynamique de la tempe´rature de l’air de la zone, Ta et l’autre, plus e´leve´e, qui
est associe´e a` la dynamique de la tempe´rature moyenne des parois Tw. L’utilisation de ce
mode`le pour la commande des syste`mes de chauffage date de la fin des anne´es 80 [41]. Des
travaux plus re´cents se sont oriente´s vers des proce´dures spe´cifiques d’identification qui
prennent en compte l’existence de ces deux constantes de temps. Dans [116], par exemple,
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les auteurs comparent trois me´thodes d’identification pour obtenir les parame`tres d’un
mode`le de type ARX. Leurs re´sultats mettent en e´vidence l’efficacite´ d’une proce´dure
d’identification a` deux e´chelles de temps, par rapport a` une me´thode des moindres carre´s.
Les mode`les de re´gression sont fre´quemment adopte´s pour l’identification de la dynamique
du syste`me thermique. Dans [63], deux mode`les du premier ordre sont identifie´s pour
pre´dire la tempe´rature et l’humidite´. Des mode`les identifie´s de type ARX et ARMAX
de diffe´rents ordres sont compare´s dans [164], en concluant que les meilleurs mode`les
d’identification pour le baˆtiment sont ceux d’ordre 2 et 3. Un mode`le ARX qui inte`gre
la commande du poste de chauffage, mais e´galement celles de la ventilation et du store
est propose´ dans [110]. T. Y. Chen [33] utilise deux mode`les ARX pour la commande
pre´dictive d’un plancher chauffant a` grande inertie (un pour le jour et l’autre pour la
nuit). Bien que le fait que les mode`les de re´gression adopte´s dans les travaux mentionne´s
comportent plusieurs entre´es (puissance de chauffe, tempe´rature exte´rieure, rayonnement
solaire, humidite´, vitesse du vent, etc.), nous utiliserons dans la suite uniquement deux
entre´es : la puissance du convecteur e´lectrique et la tempe´rature exte´rieure. Ce choix est
motive´ par le fait que l’objectif est d’e´tudier les performances de la strate´gie de commande
pre´dictive a` crite`re dynamique, pre´sente´e dans la partie 3.3 et non l’apport des pre´visions
me´te´o sur les performances du syste`me. Une telle analyse peut eˆtre retrouve´e dans le
rapport du projet OptiControl [76].
Apre`s simulations et phases d’identification, le mode`le de commande obtenu est :
y(k) =1, 7360y(k − 1)− 0, 7378y(k − 2)+
1, 8443u(k − 1)− 1, 7825u(k − 2)+
0, 0155Text(k − 1)− 0, 0139Text(k − 2),
(3.39)
ou` Text est la tempe´rature de l’air exte´rieur, en
oC. Les valeurs futures de la tempe´rature
exte´rieure ne´cessaires dans l’e´quation de pre´diction sont conside´re´es constantes et e´gales a`
la tempe´rature mesure´e a` l’instant courant, Text(k). La prise en compte de l’influence de la
tempe´rature exte´rieure dans le mode`le de commande implique une le´ge`re modification de
la structure du re´gulateur polynomial, par l’apparition d’un e´le´ment de type feedforward
(voir figure 3.4), de´crit par le polynoˆme :
V (q−1) = ξ(k)(q−1h′(q−1) + g ′), (3.40)
avec
g ′ =
[∑N1−1
i=0 g
′
i · · ·
∑N2−1
i=0 g
′
i
]T
, (3.41)
ou` le vecteur polynomial h′ et les coefficients g′i sont calcule´s de manie`re similaire a` (3.17)
et (3.18), pour le transfert Text → y. Les performances du correcteur augmenteraient si
une pre´vision des tempe´ratures exte´rieures sur l’horizon de pre´diction e´tait disponible, et
par conse´quent le polynoˆme V e´tait non causal.
Les pe´riodes d’e´chantillonnage des re´gulateurs discrets de type pre´dictif pour le controˆle
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Figure 3.4 – Structure du re´gulateur polynomial avec la partie feedforward
du poste de chauffage des baˆtiments, utilise´es dans la litte´rature, varient dans une plage
relativement importante. On retrouve ainsi des re´gulateurs discrets, avec Ts = 5min [107],
Ts = 10min [52], Ts = 20min [73] ou Ts = 30min [75], tandis que les re´gulateurs propose´s
plus re´cemment ont un pas de temps e´gal a` une heure [70, 112, 147, 140]. Pour le mode`le
(3.39) la pe´riode d’e´chantillonnage choisie est e´gale a` 30min, ce qui repre´sente pour notre
cas d’e´tude un bon compromis entre les performances de controˆle et l’effort de calcul.
3.3.4.3 E´tude sur l’influence des parame`tres de re´glage
Les syste`mes de chauffage sont caracte´rise´s par une forte inertie et des dynamiques
tre`s lentes. Ainsi, pour atteindre la tempe´rature de confort en de´but d’occupation, il
est ne´cessaire d’anticiper suffisamment a` l’avance. Pour pre´chauffer la zone, le re´gulateur
pre´dictif dispose d’une pe´riode d’action e´gale a` la dure´e de l’horizon de pre´diction. Par
conse´quent, le choix de la limite supe´rieure de l’horizon de pre´diction, N2, est lie´ a` la
pe´riode de pre´chauffage ne´cessaire, dans un cas peu favorable (tempe´rature inte´rieure et /
ou exte´rieure basse). La valeur choisie dans nos manipulations est N2 = 16, ce qui corres-
pond a` une pe´riode de pre´diction de 8h. Cet intervalle de temps est suffisant pour remonter
la tempe´rature de 10oC jusqu’a` 20oC, a` une tempe´rature exte´rieure constante Te = 10
oC,
avec une puissance de chauffe de 1,2kW.
Nous nous proposons ensuite d’e´tudier a posteriori l’influence des parame`tres Nu et
λ sur les performances du syste`me de commande. La figure 3.5 illustre l’impact de ces
parame`tres sur les deux indices de performance, (3.37) et (3.38), sur une journe´e de simu-
lation, avec une pe´riode d’occupation de 9h a` 19h.
On observe une tendance ge´ne´rale : la diminution de la ponde´ration λ engendre un
niveau de confort plus e´leve´, mais avec une consommation plus importante. Des valeurs
supe´rieures a` (N2 − N1 + 1)/2, pour le parame`tre Nu, ont un effet mineur sur les deux
indices. Cependant, pour une taille plus faible de l’horizon de commande, les performances
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Figure 3.5 – Influence de la dimension de l’horizon de commande, Nu, et de la
ponde´ration, λ, sur l’indice de confort (a) et sur la consommation e´nerge´tique (b), sur
une journe´e de simulation, avec une tempe´rature initiale y(0) = 12oC. La pe´riode d’occu-
pation conside´re´ est de 9h a` 19h et la dimension de l’horizon de pre´diction est de´finie par
N1 = 1 et N2 = 16. La tempe´rature de consigne est fixe´ a` 20
oC.
mesure´es ont des variations plus importantes. Le choix Nu = 1 ne semble pas approprie´,
sachant que le principal objectif de controˆle est d’assurer un niveau de confort e´leve´. Notons
que pour Nu > 1 les performances en termes de confort sont meilleures pour les horizons
de pre´diction plus faibles, ce qui n’est pas a priori intuitif.
Pour une meilleure compre´hension de ce phe´nome`ne, deux sce´narios sont conside´re´s,
en fonction de la tempe´rature initiale dans la pie`ce : pour le premier, y(0) = 16oC, ce qui
correspond a` une occupation journalie`re, tandis que le deuxie`me correspond a` une pe´riode
d’inoccupation relativement longue (un week-end), y(0) = 12oC. La figure 3.6 illustre les
signaux de sortie et de commande pour trois valeurs significatives de Nu, dans les deux
sce´narios.
Dans les sous-figures 3.6a et 3.6b, on observe que le parame`tre Nu influence les al-
lures des courbes pendant la relance et avant la fin de la pe´riode d’occupation, i.e. quand
la feneˆtre de pre´diction comporte des instants d’occupation et d’inoccupation. Une va-
leur faible de Nu avance dans le temps et diminue le pic de la demande pendant le
pre´chauffage. Malgre´ le fait que ce comportement soit sous-optimal (par rapport au cas
Nu = N2), il ame´liore le confort au de´but de la pe´riode d’occupation, notamment dans
le deuxie`me sce´nario (sous-figures 3.6c et 3.6d). Rappelons que l’on se trouve dans le cas
sans contraintes et que la puissance maximale du convecteur, ici 1kW, n’est pas prise en
compte dans le proble`me d’optimisation, par conse´quent, la commande est sature´e. Ainsi,
en utilisant un horizon de commande re´duit, le phe´nome`ne de saturation apparaˆıt plus toˆt
et diminue l’e´cart entre la consigne et la sortie en de´but de l’occupation.
Un cas particulier est Nu = 1, pour lequel la commande applique´e pendant la phase
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initiale y(0) = 16oC (a et b) et y(0) = 12oC (c et d)
de pre´chauffage est uniforme´ment distribue´e tout au long de la pe´riode de relance, due
au fait qu’a` chaque pas le controˆleur calcule une se´quence de commande dont toutes les
composantes sont e´gales. Ce re´gulateur est tre`s inte´ressant du point de vue nume´rique
car il engendre un effort de calcul re´duit. Malgre´ cela, cette configuration n’assure pas un
degre´ de confort acceptable.
En conside´rant le confort e´tant prioritaire a` la consommation, des valeurs infe´rieures
a` 2 pour λ sont retenues. Pourtant, le choix d’une ponde´ration tre`s faible de la commande
diminue l’importance de la minimisation e´nerge´tique dans le proble`me de controˆle. Pour
le choix de l’horizon de commande, plusieurs parame`tres doivent eˆtre pris en compte :
la complexite´ de calcul, qui croˆıt avec Nu et l’optimalite´ par rapport au crite`re de mi-
nimisation. De plus la saturation de la commande calcule´e par la re´solution analytique
du proble`me d’optimisation a e´galement un impact important sur les indices de perfor-
mance. Suite a` plusieurs essais, pour le cas e´tudie´ nous proposons l’utilisation des valeurs
suivantes : Nu = 3 et λ = 1.
3.3.5 Feneˆtre de pre´diction variable
Dans cette partie nous proposons une solution originale pour ame´liorer les performances
du re´gulateur pre´dictif pre´sente´ dans les paragraphes pre´ce´dents. L’ide´e consiste a` faire
varier l’horizon supe´rieur de pre´diction sur la sortie, N2, en fonction du profil d’occupation.
Ensuite nous motiverons notre approche par quelques aspects d’ordre qualitatif, et dans
la partie 3.3.6 nous pre´senterons les avantages quantitatifs sur un exemple nume´rique.
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3.3.5.1 Motivation
Comme nous l’avons de´ja` mentionne´ au de´but de ce chapitre, pour l’objectif de controˆle
du poste de chauffage dans un cadre d’occupation intermittente, on peut distinguer deux
cas, en fonction de la phase courante : occupation ou inoccupation.
Durant les pe´riodes d’inoccupation, le fait d’avoir une feneˆtre de pre´diction de grande
taille est particulie`rement inte´ressant pour couvrir une longue pe´riode de pre´chauffage.
Pendant l’occupation, cet argument disparaˆıt, sachant que les seules connaissances futures
disponibles au controˆleur sont le profil d’occupation de´crit par le vecteur δ et la se´quence
de consigne future, w. Le proble`me de controˆle est alors re´duit au proble`me de re´gulation
de la tempe´rature inte´rieure autour de la tempe´rature de confort. On peut alors penser a`
diminuer l’horizon de pre´diction pendant les phases d’occupation.
Si avoir une grande pe´riode de pre´diction permet de donner de meilleures marges de
stabilite´ au syste`me [26], la commande devient moins agressive [9]. Durant les pe´riodes
d’occupation, les fluctuations de tempe´rature sont fre´quentes et peuvent avoir des dy-
namiques relativement rapides, comme par exemple celles ge´ne´re´es par le rayonnement
solaire, par l’ouverture d’une porte, etc. C’est le cas des perturbations positives (apports
gratuits) qui nous inte´ressent en particulier, car elles nous permettent de re´aliser des
e´conomies d’e´nergie. Ainsi, en utilisant une taille re´duite de l’horizon de pre´diction pen-
dant l’occupation, le controˆleur devient plus re´actif et donc on peut espe´rer ame´liorer les
performances de controˆle par un rejet plus rapide des perturbations.
Les e´ventuelles ame´liorations en termes de performances re´alise´es avec une strate´gie
de variation de N2 n’impliquent pas un augmentation de la complexite´ de calcul en temps
re´el du re´gulateur (sous forme RST dynamique).
La taille de l’horizon de commandeNu influence e´galement le comportement du syste`me
de commande. Ainsi, l’accroissement du terme rN =
N2
Nu
implique une re´ponse plus lisse
de la part du correcteur pre´dictif [170] et en meˆme temps augmente la sous-optimalite´ de
la solution par rapport au cas ou` rN = 1, a` N2 donne´. L’augmentation de la valeur du
parame`tre Nu accroissent la complexite´ du proble`me d’optimisation (il agit sur le nombre
des variables de de´cision).
Les mode`les de pre´diction, ge´ne´ralement simplifie´s, ne´gligent souvent certaines dyna-
miques du syste`me, ce qui engendre des pre´dictions moins pre´cises vers la fin de la pe´riode
de pre´diction. Ceci est notamment le cas dans notre mode`le de pre´diction, dans lequel la
tempe´rature exte´rieure est suppose´e constante sur tout l’horizon. Cette approximation est
d’autant meilleure que cet horizon est court.
Un autre inte´reˆt de diminuer la valeur du parame`tre N2 sera mis en e´vidence dans
la partie 3.4, dans laquelle une architecture de commande distribue´e sera pre´sente´e. Une
valeur re´duite de la taille de l’horizon de pre´diction permettra une baisse de la quantite´
des informations e´change´es entre les controˆleurs locaux, ainsi qu’une augmentation de la
vitesse de convergence de l’algorithme ite´ratif.
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3.3.5.2 Une strate´gie de variation de l’horizon de pre´diction
Dans le paragraphe pre´ce´dent, on a brie`vement rappele´ comment la taille de la feneˆtre
de pre´diction influe sur les caracte´ristiques du syste`me asservi. Nous pre´sentons une
de´marche pour faire varier le parame`tre N2.
Notation 3.3.3 Dans la de´marche suivante, on note :
– N2, la taille minimale que peut prendre l’horizon de pre´diction, N2 ∈ N+, N2 ≥ N1
– N2, la taille maximale que peut prendre l’horizon de pre´diction, N2 > N2.
Nous proposons alors l’utilisation de la taille minimal de la feneˆtre de pre´diction pen-
dant les phases d’occupation, tandis que l’horizon de pre´diction maximale sera plus ap-
proprie´ aux pe´riodes d’inoccupation, afin d’anticiper la relance. Pour e´viter les variations
brusques de la dimension de l’horizon de pre´diction d’un pas d’e´chantillonnage a` l’autre
pendant les phases d’occupation, l’ide´e est la suivante :
– Re´duire progressivement la taille de la feneˆtre de pre´diction, jusqu’a` N2, de`s que
l’on entre en phase de pre´chauffage (voir figure 3.7). Le de´but de la pe´riode de
pre´chauffage est calcule´ par rapport a` l’horizon de pre´diction maximal. Il correspond
a` l’instant k telle que δ(k +N2 − 1) = 0 et δ(k +N2) = 1,
– Revenir a` une taille de pre´diction e´leve´e, de`s que l’on passe en pe´riode d’inoccupation.
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Figure 3.7 – E´volution de l’horizon de pre´diction (N1 = 1, N2 = 2, N2 = 4)
De manie`re formelle, on de´finit la valeur courante de l’horizon supe´rieur de pre´diction,
N2(k), par l’e´quation suivante :
N2(k) =


N2 , si δ(k) = 0(N2−N1+1)×1,
N2 , si δ(k +N1) = 1,
max (j,N2) , autrement,
(3.42)
ou` j = max {NN2N1+1|δ(k + j) > δ(k + j − 1)}. Ainsi, l’instant k + j indique le de´but d’une
pe´riode d’occupation. Pour calculer la taille courante de la feneˆtre de pre´diction, il est
78 3. Commande pre´dictive quadratique
ne´cessaire de disposer du profil d’occupation correspondant a` la feneˆtre de pre´diction
maximale, i.e. du vecteur : δ(k) =
[
δ(k +N1) · · · δ(k +N2)
]T
.
Remarque 3.3.5 Du point de vue formel, les modifications apporte´es par l’utilisation de
la feneˆtre de pre´diction variable (3.42), par rapport a` la de´marche pre´sente´e dans la section
3.3.3, sont mineures. Les dimensions des vecteurs polynomiaux f , h et des matrices G et
H deviennent ainsi variables dans le temps. Notons que pour N2 ≥ Nu, les vecteurs et les
matrices mentionne´s peuvent eˆtre obtenus en e´liminant les dernie`res N2−N2(k) lignes par
rapport au cas ou` la dimension de l’horizon de pre´diction est maximale. La structure du
controˆleur RST dynamique reste identique a` celle repre´sente´e figure 3.3, seule la dimension
du polynoˆme T devient variable dans le temps.
3.3.6 Re´sultats nume´riques
Reprenons le baˆtiment virtuel monozone de´crit dans l’Annexe A et le mode`le de com-
mande (3.39), pour tester l’efficacite´ du re´gulateur GPC a` horizon de pre´diction variable.
Dans la figure 3.8 sont repre´sente´es les valeurs des deux indices de performance sur une
anne´e de simulation, dont la saison de chauffe est comprise entre le 1er octobre et le 30
avril. Trois configurations diffe´rentes du controˆleur GPC sont compare´es :
1. GPCHC : la loi de commande de´crite par l’e´quation (3.23) (horizon de pre´diction
constant)
2. GPCHV1 : la loi de commande de´crite par l’e´quation (3.23), dont la dimension de
la feneˆtre de pre´diction varie selon (3.42) (horizon de pre´diction variable)
3. GPCHV2 : la loi de commande de´crite par l’e´quation (3.23), dont la dimension de
la feneˆtre de pre´diction prend uniquement deux valeurs, en fonction de la valeur du
premier e´le´ment du profil futur d’occupation, ainsi :
N2(k) =

N2 , si δ(k +N1) = 0,N2 , autrement. (3.43)
Les parame`tres du re´gulateur pre´dictif ont e´te´ choisis comme suit :
– N1 = 1, ce qui est le choix le plus pertinent pour les mode`le sans retard pur et a`
de´phasage minimal,
– la valeur maximale de l’horizon supe´rieur de pre´diction conside´re´e est e´gale a` la
valeur du parame`tre N2 du GPCHC, i.e. N2 = N2 = 16,
– la valeur minimale de l’horizon supe´rieur de pre´diction est N2 = Nu, ce qui nous
permet de maintenir constantes les dimensions de la matriceGT∆(k)G+Λ a` inverser
et de ne pas modifier la charge de calcul (surtout dans le cas avec contraintes)
– la valeur de la ponde´ration sur la commande, λ = 1.
Les deux configurations qui utilisent une taille re´duite de l’horizon de pre´diction pen-
dant les pe´riodes d’occupation favorisent les e´conomies d’e´nergie par rapport a` la confi-
guration e´quivalente du GPCHC. Ces gains e´nerge´tiques sont d’autant plus importants
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Figure 3.8 – Comparaison en termes d’indices de performances entre le controˆleur
pre´dictif a` horizon de pre´diction constant (GPCHC) et deux configurations a` horizon
de pre´diction variable (GPCHV1 et GPCHV2)
que l’horizon de pre´diction minimal est faible. Cette e´conomie e´nerge´tique est pourtant
associe´e a` une diminution de la qualite´ de confort, due principalement aux transitions
inoccupation-occupation ou` la commande du GPCHV1 est souvent sature´e a` la fin de la
relance.
Il apparaˆıt clairement que pour N2 = 2 on obtient l’ame´lioration la plus importante sur
les deux indices de performance en employant une strate´gie de diminution de la taille de
l’horizon. Ainsi, les e´conomies d’e´nergie par rapport au cas GPCHC s’e´le`ve a` 6,25 % pour
GPCHV1 et 0,98 % pour GPCHV2. L’e´conomie relative de l’e´nergie moins importante du
cote´ de GPCHV2 est associe´e a` une ame´lioration de 9,5 % de l’indice de confort.
Pendant la pe´riode de pre´chauffage, les lois de commande GPCHC et GPCHV2 sont
identiques. De manie`re similaire, les re´gulateurs GPCHV1 et GPCHV2 sont e´quivalents
durant les phases d’occupation. Pour Nu ≥ 8, les performances globales du GPCHV2 sont
le´ge`rement supe´rieures a` celles du GPCHC, ce qui est duˆ uniquement a` la diminution de
l’horizon de pre´diction pendant l’occupation. L’e´cart entre les re´sultats du GPCHV1 et
ceux du GPCHV2 re´side dans une gestion diffe´rente de la pe´riode de relance.
On peut e´galement remarquer que les allures des courbes qui repre´sentent la de´pendance
des deux indices par rapport au parame`tre Nu, pour le GPCHC sont similaires a` ceux de
la figure 3.5. Autrement dit, une analyse des re´sultats sur une seule journe´e permet d’ex-
trapoler qualitativement les performances a` une pe´riode de simulation plus longue.
Le tableau 3.1 regroupe les meilleurs re´sultats (en termes de confort et d’e´nergie)
obtenus en utilisant les controˆleurs GPCHC et GPCHV. Pour comparer ces re´sultats avec
une loi de commande couramment utilise´e, on a choisi le re´gulateur PI comme cas de
re´fe´rence. Pour avoir un comportement similaire au GPC, la consigne du re´gulateur PI est
anticipe´e. Sachant que les pe´riodes d’occupation journalie`res conside´re´es sont du lundi au
vendredi entre 9h et 19h, on a choisi de de´caler la consigne de manie`re diffe´rente les lundi,
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par rapport aux autres jours. Ainsi, les lundi, la relance du PI commence tl heures avant le
de´but de la pe´riode d’occupation, tandis que les autres jours la consigne est anticipe´e avec
tm−v heures. Les valeurs de ces deux parame`tres ont e´te´ e´tablies apre`s plusieurs tests, afin
d’obtenir des valeurs de l’indice de confort proches de celles obtenues par les controˆleurs
pre´dictifs. Ces intervalles de temps qui de´finissent les dure´es des relances sont souvent
surestime´es par les fabricants afin de pre´server le confort en de´but d’occupation.
Loi de commande
Ic [
oCh] Ec [kWh· an
−1· m2]
Type Spe´cificite´
PI avec anticipation
tl = 6h, tm−v = 3h 399,33 91,97
tl = 8h, tm−v = 3h 388,89 93,89
tl = 8h, tm−v = 4h 369,05 96,64
tl = 8h, tm−v = 5h 367,48 99,19
tl = 8h, tm−v = 8h 362,52 105,53
GPC-
-HC, Nu = 3 311,37 94,48
-HC, Nu = 16 355,48 90,47
-HV1, Nu = 8 347,39 89,21
Table 3.1 – Re´sultats comparatifs (confort et e´nergie) entre les controˆleurs de type GPC
a` crite`re dynamique et PI avec anticipation de la consigne
Le fait d’avoir les meˆmes horaires d’occupation journalie`re avantage le controˆleur PI
avec une relance a` heure fixe. Ainsi, en fonction de re´glages pour les deux types de
re´gulateurs, les e´conomies d’e´nergie apporte´es par la structure GPC montent jusqu’a`
15 %, sans de´grader l’indice de confort. De plus, la majorite´ des configurations GPC
pre´sente´es ci-dessous offrent de meilleures performances en termes de confort par rapport
aux controˆleurs de type PI.
Malgre´ les e´carts relativement faibles entre les performances de GPCHC et de GPCHV1
il faut souligner que les ame´liorations apporte´es par la commande a` horizon variable n’en-
gendrent pas une augmentation de la complexite´ du correcteur (la capacite´ de me´moire
ne´cessaire pour le stockage des coefficients polynomiaux est e´gale a` celle ne´cessaire pour
GPCHC).
La figure 3.9 pre´sente l’e´volution comparative de la tempe´rature a` l’inte´rieur du baˆti-
ment monozone conside´re´, et la puissance e´lectrique du convecteur pour une configuration
GPCHC et GPCHV1. Pour avoir une meilleure vision sur le contexte de simulation, les
principales perturbations me´te´orologiques sont e´galement repre´sente´es. On peut observer
que, pendant la relance, la tempe´rature inte´rieure pour la configuration GPCHV1 reste
toujours infe´rieure a` celle pour la configuration GPCHC.
Pendant les premiers N2−N2 instants de la pe´riode de pre´chauffage, un seul moment
d’occupation est pris en compte dans le proble`me d’optimisation. D’autre part le nombre
de degre´s de liberte´ du re´gulateur GPCHV1 relatif a` N2(k) augmente progressivement.
Ces deux phe´nome`nes contribuent a` retarder le pic de la commande. Ce comportement
s’approche de l’optimalite´ par rapport a` un crite`re line´aire (voir chapitre suivant), ou` la
meilleure strate´gie de controˆle pendant la relance est de chauffer au dernier moment a`
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puissance maximale. Pourtant, une amplitude e´leve´e du pic de consommation avant le
de´but de l’occupation peut causer une diminution du confort, a` cause de la puissance
limite´e du convecteur.
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Figure 3.9 – E´volution des principaux signaux, en configuration GPCHC et GPCHV1
En pratique, les pe´riodes d’occupation d’une pie`ce n’ont pas une pe´riodicite´ et une
dure´e constantes comme dans le profil d’occupation propose´. Par conse´quent, l’utilisation
d’une relance a` heure fixe engendre souvent un gaspillage de l’e´nergie.
3.3.7 Du monozone au multizone
La loi de commande pre´dictive propose´e dans la section 3.3 a e´te´ de´veloppe´e pour une
seule zone, comme d’ailleurs la plupart des e´tudes sur la re´gulation de la tempe´rature
dans les baˆtiments. Les mode`les utilise´s, ge´ne´ralement appele´s monozones, conside`rent
que l’inte´rieur complet du baˆtiment posse`de des caracte´ristiques thermiques homoge`nes,
autrement dit, toutes les pie`ces de l’immeuble ont la meˆme tempe´rature. La simplicite´
de cette famille de mode`les constitue leur principal avantage. Ils ne´cessitent uniquement
des informations ge´ne´rales concernant l’enveloppe, le syste`me de chauffage (et / ou de
climatisation) et les apports de chaleur pour la construction du mode`le [181]. Toutefois,
ils s’ave`rent insuffisants si des e´carts de tempe´rature existent entre les diffe´rentes pie`ces
du baˆtiment. Dans le cas d’une re´gulation intermittente de la tempe´rature, les mode`les
monozones restent approprie´s en supposant que toute les pie`ces du baˆtiment ont le meˆme
profil d’occupation. Or e´videmment, cette hypothe`se est trop restrictive pour la grande
majorite´ des cas.
Les mode`les multizones sont plus ade´quats pour les profils d’occupation propres a`
chaque zone. Ils comportent la mode´lisation d’une zone thermique pour chaque pie`ce ou
pour un groupe restreint de pie`ces. Cependant les mode`les multizones ne sont pas seule-
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ment des ensembles de mode`les monozones, les couplages entre les pie`ces e´tant e´galement
conside´re´s. Ces mode`les permettent ainsi de prendre en compte la re´partition non uniforme
des tempe´ratures dans les diffe´rentes pie`ces d’un baˆtiment.
3.4 MPC distribue´ a` horizon de pre´diction dynamique
Cette partie propose une extension de la loi de commande pre´dictive a` horizon dy-
namique au cas multizone. Pour les baˆtiments de grande taille, l’approche pre´dictive
centralise´e engendre des proble`mes de complexite´ de calcul, mais e´galement d’autres in-
conve´nients lie´s a` la structure monolithique du re´gulateur, mentionne´s dans le chapitre
pre´ce`dent. L’alternative adopte´e pour surmonter ces de´savantages est l’utilisation d’un
controˆleur par pie`ce. Si ces correcteurs locaux sont inde´pendants, alors on parle d’une loi
de commande de´centralise´e. Les performances de cette loi de commande se de´gradent de`s
que les interactions entre les zones deviennent importantes et que les pe´riodes d’occupation
et / ou les valeurs de consigne sont diffe´rentes.
En utilisant des correcteurs pre´dictifs locaux, on dispose alors, a` chaque instant, d’une
information qui de´crit le comportement futur local. L’e´change de ces donne´es entre les
re´gulateurs voisins (dont les mode`les locaux pre´sentent des couplages) pourrait ame´liorer
les performances globales, ce qui repre´sente l’ide´e de base de la commande distribue´e
pre´sente´e dans cette partie.
Nous de´veloppons dans les paragraphes suivants une approche pre´dictive distribue´e
capable de ge´rer facilement les feneˆtres de pre´diction variables. La difficulte´ du proble`me
re´side dans le fait que deux agents voisins, i et j, peuvent avoir, a` un certain instant k, des
horizons de pre´diction de taille diffe´rente, par exemple N2,i(k) < N2,j(k). En e´changeant
les informations sur leur comportement futur, l’agent j aura besoin de plus d’information
sur le comportement futur de son voisin que ce dont l’agent i ne dispose. Nous proposons
une approche pour traiter ce proble`me.
Dans les approches pre´dictives distribue´es examine´es dans la suite de ce me´moire, les
hypothe`ses suivantes seront utilise´es :
Hypothe`se 3.4.1 Les e´tats des sous-syste`mes sont mesurables.
Hypothe`se 3.4.2 Les controˆleurs (agents) locaux fonctionnent en mode synchrone.
Hypothe`se 3.4.3 Le re´seau de communication n’induit pas de retard sur les informations
e´change´es.
3.4.1 Mode`le couple´ par les sorties
En passant au cas multizone, les mode`les de pre´diction utilise´s dans ce me´moire sont
oriente´s vers le formalisme d’e´tat, qui permet une manipulation des syste`mes multiva-
riables beaucoup plus aise´e que la repre´sentation sous forme de fonction de transfert [175].
Conside´rons alors un baˆtiment compose´ de s zones, dont le comportement dynamique de la
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zone i ∈ Ns1 est repre´sente´ par un mode`le discret, line´aire et invariant dans le temps. Afin de
simplifier les notations et de garder une certaine cohe´rence par rapport au cas monozone,
on conside`re que les variables locales de commande et de sortie sont unidimensionnelles
ui, yi ∈ R. Alors, le sous-syste`me (zone) i est de´crit par :

xi(k + 1) = Aixi(k) + biui(k) +
∑
j∈Hi
ej,iyj(k)
yi(k) = c
T
i xi(k),
(3.44)
ou` la matrice Ai ∈ R
ni×ni repre´sente la matrice d’e´tat locale, tandis que les vecteurs
bi, ci ∈ R
ni×1 sont les vecteurs locaux de commande et d’observation, respectivement.
ej,i ∈ R
ni×1 de´signe le vecteur de couplage, qui traduit l’influence de la zone j sur la zone
i. On dit que deux zones i et j sont couple´es (adjacentes) si elles sont de´limite´es par une
paroi commune. Hi repre´sente l’ensemble des zones adjacentes a` la zones i.
Notation 3.4.1 Nous adoptons la notation suivante :
– xi pour une variable propre a` l’agent local i,
– xj,i pour une variable mettant en avant l’influence de l’agent j sur l’agent i. Le
dernier indice, i dans cet exemple, souligne l’appartenance de la variable a` l’agent.
Remarque 3.4.1 Le mode`le (3.44) est en fait un cas particulier du mode`le couple´ par les
e´tats (2.12), qui peut eˆtre obtenu en remplac¸ant ej,i par le produit ej,ic
T
j .
Du point de vue physique, le mode`le couple´ par les sorties suppose que le transfert
thermique entre deux zones adjacentes soit re´alise´ par conduction a` travers la paroi et par
convection entre l’air et la paroi (voir l’Annexe A).
En utilisant le mode`le zonal (3.44), le paragraphe suivant de´crit la mise au point de la
commande calcule´e par chaque agent local.
3.4.2 E´laboration de la commande distribue´e
De manie`re similaire a` l’approche monovariable, de´finissons le crite`re local a` horizon
variable, propre a` chaque agent i, par :
Ji(k) =
N2,i(k)∑
j=1
δi(k + j)[yi(k + j)− wi(k + j)]
2 + λi
N2,i(k)∑
j=1
u2i (k + j − 1|k), (3.45)
avec des notations similaires a` celles du paragraphe 3.3.2.
On conside`re dans la suite du chapitre que la valeur courante de l’horizon supe´rieur de
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pre´diction de l’agent i est de´finie par :
N2,i(k) =


N2,i , si δ i(k) = 0N2,i,1,
N2,i , si δi(k + 1) = 1,
max (max{j ∈ N
N2,i
2 |δi(k + j) > δi(k + j − 1)}, N2,i) , sinon.
(3.46)
On a choisi N1,i = 1, ∀i ∈ N
s
1 uniquement pour des raisons de simplicite´ du de´veloppement
suivant.
Le re´gulateur local i calcule la se´quence optimale de commande par la re´solution du
proble`me de minimisation :
min
ui(k|k),...,ui(k+N2,i(k)−1|k)
Ji(k),
sous les contraintes de´finies par (3.44) et
ui(k + j|k) = ui(k +Nu,i − 1|k), ∀j ∈ N
N2,i(k)−1
Nu
.
(3.47)
En incluant les contraintes du proble`me (3.47) dans le crite`re (3.45) on peut exprimer
la fonction de couˆt sous forme matricielle :
Ji(k) = (yˆ i(k)−wi(k))
T ∆i(k) (yˆ i(k)−wi(k)) + u
T
i (k)Λiui(k) (3.48)
ou` les vecteurs yˆ i(k), wi(k) et ui(k), comme les matrices ∆i(k) et Λi sont similaires a` ceux
de (3.14) et (3.15). A` partir du mode`le (3.44), l’e´quation de pre´diction du sous-syste`me i
s’e´crit comme suit :
yˆ i(k) = Ψi(k)xi(k) +Φi(k)ui(k) +
∑
j∈Hi
Φj,i(k)y˜
∗
j (k), (3.49)
avec les notations suivantes :
yˆ i(k) =


yˆi(k + 1|k)
...
yˆi(k +N2,i(k)|k)

 ,Ψi(k) =


cTi Ai
...
cTi A
N2,i(k)
i

 ,ui(k) =


ui(k|k)
...
ui(k +Nu,i − 1|k)

 ,
(3.50)
y˜∗j (k) =
[
y˜∗j (k) y˜
∗
j (k + 1) · · · y˜
∗
j (k + N˜2,j(k)− 1)
]T
, (3.51)
Φi(k) =


φi(0) 0 · · · · · · 0
φi(1) φi(0) 0 · · · 0
...
. . .
. . . · · ·
...
φi(N2,i(k)− 1) · · · · · · φi(N2,i(k)−Nu,i + 1)
∑N2,i(k)−Nu,i
j=0 φi(j)

 ,
(3.52)
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Φj,i(k) =


φj,i(0) 0 · · · · · · 0 01,N˜2,j(k)−N2,i(k)
φj,i(1) φj,i(0) 0 · · · 0 01,N˜2,j(k)−N2,i(k)
...
. . .
. . . · · ·
...
...
φj,i(N2,i(k)− 1) · · · · · · · · · φj,i(0) 01,N˜2,j(k)−N2,i(k)

 , (3.53)
φi(k) = c
T
i A
k
i bi, φj,i(k) = c
T
i A
k
i ej,i, N˜2,j(k) = max
i∈Hj
N2,i(k). (3.54)
Le vecteur y˜∗j repre´sente la se´quence de sortie optimale du sous-syste`me j sur une
feneˆtre de pre´diction de dimension e´gale a` la taille maximale des horizons courants parmi
tous ses voisins i ∈ Hj . Pourtant, les dernie`res N˜2,j(k) −N2,i(k) composantes du vecteur
y˜∗j ne sont pas utilise´es par le pre´dicteur de l’agent i (voir la dernie`re colonne bloc de
la matrice Φj,i(k)). Cette notation a pour but de simplifier le de´veloppement qui suit.
Le vecteur y˜∗j repre´sente ainsi la se´quence d’informations e´change´es entre les controˆleurs
locaux.
Par la substitution de l’e´quation de pre´diction (3.49) dans (3.45) et la re´solution de
l’e´quation ∂Ji(k)∂ui(k) = 0, on obtient la se´quence de commande optimale locale, dans le cas
sans contraintes, a` l’instant k, de´crite par :
u∗i (k) = Ξi(k)

wi(k)−Ψi(k)xi(k)− ∑
j∈Hi
Φj,i(k)y˜
∗
j (k)

 , (3.55)
avec
Ξi(k) =
(
ΦTi (k)∆i(k)Φi(k) +Λi
)−1
ΦTi (k)∆i(k). (3.56)
La formulation (3.55) suppose la connaissance des vecteurs de sorties futures des voi-
sins, calcule´s en fonction de la commande locale optimale u∗j (k), j ∈ Hi. La taˆche du
re´gulateur local j devient ainsi similaire a` celle de ses voisins i ∈ Hj , ce qui ge´ne`re une
boucle alge´brique. Une solution propose´e par les me´thodes de controˆle distribue´ implique
la re´solution ite´rative du proble`me local, minui(k) Ji(k), en utilisant dans l’e´quation de
pre´diction locale la se´quence de sortie des voisins calcule´e a` l’ite´ration pre´ce´dente. Par
conse´quent, a` chaque ite´ration l de l’instant k, l’agent i calcule sa propre se´quence de
commande selon :
u
(l(k))
i (k) = Ξi(k)

wi(k)−Ψi(k)xi(k)− ∑
j∈Hi
Φj,i(k)y˜
(l(k))
j (k)

 , (3.57)
ou` y˜
(l(k))
j (k) est la se´quence de sortie pre´dite, calcule´e par l’agent j a` l’ite´ration l(k) − 1
et diffuse´e vers tous les agents voisins.
Notation 3.4.2 Dans la suite du pre´sent me´moire, on utilisera un exposant entre pa-
renthe`ses, x(l(k)), pour de´signer le fait que la variable x est utilise´e a` l’ite´ration l de l’ins-
tant k pour le calcul de la se´quence courante de commande.
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3.4.3 Se´quence d’e´change
Le point cle´ de notre approche distribue´e re´side dans la construction du vecteur
d’e´change, y˜j(k). Sa structure de´pend de l’ite´ration de l’algorithme distribue´. A` l’ins-
tant k, on distingue ainsi l’ite´ration initiale, l0(k) et les autres ite´rations interme´diaires,
l(k). Cette diffe´renciation est lie´e au fait qu’a` l’ite´ration initiale, chaque controˆleur utilise la
se´quence de sortie envoye´e par ses voisins a` la dernie`re ite´ration du pas pre´ce´dent, lf (k−1).
Conside´rons dans la suite, la se´quence future de sortie calcule´e de manie`re distribue´e, par
l’agent i a` l’ite´ration l(k) :
yˆ
(l(k))
i (k) = Ψi(k)xi(k) +Φi(k)u
(l(k))
i (k) +
∑
j∈Hi
Φj,i(k)y˜
(l(k))
j (k). (3.58)
Dans les paragraphes suivants nous pre´sentons une me´thode de construction du vecteur
y˜j en fonction des tailles locales des feneˆtres de pre´diction.
3.4.3.1 Horizon de pre´diction constant dans le temps et identique pour tous
les agents
On commence par le cas le plus simple et le plus classique, celui dont la taille de
l’horizon de pre´diction est fixe´e une fois pour toute et ne varie pas d’un agent a` l’autre, i.e.
N2,i(k) = N2, ∀i ∈ N
s
1, k ∈ N. On conside`re qu’a` l’ite´ration initiale de l’instant k, l’agent i
utilise, afin d’obtenir la solution initiale u
(l0(k))
i (k), la dernie`re se´quence de sortie calcule´e
au pas pre´ce´dent par tous ses voisins :
y˜
(l0(k))
j (k) = yˆ
(lf (k−1))
j (k − 1), ∀j ∈ Hi. (3.59)
A` partir du premier e´change d’information a` l’instant k, on peut remplacer la composante
qui correspond a` y˜
(l(k))
j (k) par la valeur mesure´e, ainsi le vecteur y˜
(l(k))
j (k) a` une ite´ration
interme´diaire, l(k), est de´crit par :
y˜
(l(k))
j (k) =
[
yj(k) yˆ
(l(k)−1)
j (k + 1|k) · · · yˆ
(l(k)−1)
j (k +N2 − 1|k)
]T
. (3.60)
Remarque 3.4.2 La valeur courante de la sortie yj(k) n’est envoye´e vers tous les voisins
de l’agent j qu’apre`s l’ite´ration initiale, car tout au long des ite´rations du pas k elle restera
constante. A` chaque ite´ration, les N2− 1 premie`res composantes du vecteur yˆ
(l(k))
j (k) sont
diffuse´es vers tous les controˆleurs i ∈ Hj, sauf a` la dernie`re ite´ration, ou` son dernier
e´le´ment, yˆ
(lf (k))
j (k + N2|k), sera e´galement transmis. Il entrera dans la composition du
vecteur y˜
(l0(k+1))
j (k + 1).
3.4.3.2 Horizon de pre´diction variable dans le temps
L’objectif de ce paragraphe est d’e´tendre la me´thode de construction du vecteur y˜j
pour le cas ou` les dimensions des horizons de pre´diction de chaque agent sont variables
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dans le temps. Les tailles des feneˆtres locales sont calcule´es en fonction du profil futur
d’occupation, selon l’e´quation (3.46).
Le principe initial est le meˆme que dans le cas pre´ce´dent, i.e. a` chaque ite´ration initiale
les agents utilisent les se´quences de sortie des voisins calcule´es a` l’instant ante´rieur. Il
devient alors inte´ressant d’anticiper, au moment k − 1, la taille de l’horizon de pre´diction
correspondant au pas suivant. Ceci permet a` l’agent local j de construire le vecteur
y˜
(l0(k))
j (k) ∈ R
N˜2,j(k)×1. Ainsi, a` la dernie`re ite´ration du pas k − 1, lf (k − 1), l’agent j
doit connaˆıtre les dimensions des horizons de pre´diction locaux de tous ses voisins qui
seront employe´es au pas suivant, k. Chaque agent j calcule (et envoie), au pas k − 1, la
valeur du parame`tre local N2,j(k|k − 1). Pour ce faire, la valeur de l’e´le´ment δi(k +N2,j)
est ne´cessaire a` l’instant k − 1. Le profil futur d’occupation est ge´ne´ralement connu sur
un horizon de temps plus grand que la feneˆtre de pre´diction maximale, ce qui signifie que
la valeur exacte de N2,j(k) peut eˆtre obtenue. La diffusion de ce parame`tre vers tous les
agents locaux permet le calcul de N˜2,j(k) a` l’instant k − 1.
Alors, en fonction de la relation entre N2,j(k − 1) et N˜2,j(k), on distingue deux possi-
bilite´s pour la construction du vecteur y˜
(l0(k))
j (k).
– Si N2,j(k − 1) ≥ N˜2,j(k), alors la se´quence future de sortie, calcule´e de manie`re
distribue´e par l’agent j a` l’ite´ration lf (k−1), comporte touts les e´le´ments ne´cessaires
a` la construction du vecteur d’e´change :
y˜
(l0(k))
j (k) =
[
yˆ
(lf (k−1))
j (k|k − 1) · · · yˆ
(lf (k−1))
j (k + N˜2,j(k|k − 1))
]T
. (3.61)
– Si N2,j(k − 1) < N˜2,j(k), alors le vecteur yˆ
(lf (k−1))
j (k) n’a pas la dimension requise
par ses voisins pour la construction du vecteur d’e´change y˜
(l0(k))
j (k), dans le sens
ou` il manque des donne´es. On peut envisager alors de comple´ter les e´le´ments futurs
indisponibles yˆ
(lf (k−1))
j (k+N2,j(k− 1)|k− 1), ..., yˆ
(lf (k−1))
j (k+ N˜2,j(k)|k− 1) par des
valeurs calcule´es de manie`re de´centralise´e.
La me´thode que nous proposons pour calculer ces composantes indisponibles ne
suppose pas la re´solution d’un proble`me d’optimisation. Toutefois, pour avoir une
certaine pre´cision sur cette se´quence future des valeurs de sortie locale, on conside`re :
N2,i = N2, ∀i ∈ N
s
1, (3.62)
ce qui nous permettra, suite a` la de´finition de l’horizon de pre´diction variable (3.46),
d’affirmer que les instants k + N2,j(k − 1), ..., k + N˜2,j(k) correspondent soit a` une
pe´riode occupation ou d’inoccupation continue, soit a` une pe´riode d’occupation suivie
d’une pe´riode d’inoccupation. En exploitant ce de´tail, on peut approcher les e´le´ments
futurs en dehors de l’horizon local de la manie`re suivante :
1. Les sorties futures correspondant aux instants d’occupation seront e´gales a` la
consigne, i.e. on suppose que le controˆle local est parfait pendant la pe´riode
d’occupation qui suit juste apre`s le dernier instant de la feneˆtre courante de
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pre´diction.
2. Concernant les pe´riodes d’inoccupation, on sait que l’existence d’un instant
d’inoccupation δj(k − 1 + oj(k − 1)) = 0 en dehors de l’horizon de pre´diction
oj(k − 1) ∈ N
N˜2,j(k|k−1)−1
N2,j(k−1)
, implique le fait que tous les instant suivants, de
k − 1 + oj(k − 1) a` k − 1 + N2 sont des instants d’inoccupation. Dans ce cas,
en utilisant l’horizon de pre´diction N˜2,j(k|k − 1), la se´quence de commande
optimale locale qui correspond a` la pe´riode mentionne´e est nulle :
uj(k + i) = 0, ∀i ∈ N
N˜2,j(k|k−1)−2
oj(k−1)−1
, (3.63)
et par conse´quent les sorties futures seront comple´te´es par la re´ponse libre du
sous-syste`me j, a` partir de l’e´tat xˆi(k − 1 + N2,i(k − 1)|k − 1), i.e. le dernier
calcule´ en appliquant la se´quence de commande calcule´e de manie`re distribue´e.
La structure ge´ne´rale du vecteur de sortie du sous-syste`me j, utilise´ a` l’ite´ration initiale
de l’agent i ∈ Hj , contient alors trois composantes :
1. un vecteur de sorties futures calcule´ de manie`re distribue´e yˆj ,
2. un vecteur de consignes futures wj ,
3. un vecteur qui correspond a` la re´ponse libre yˆ0,j .
En fonction du profil d’occupation, les deux dernie`res composantes du vecteur peuvent eˆtre
vides. Cependant l’ordre des trois vecteurs dans la composition de la se´quence d’e´change
ne varie pas.
Pour ame´liorer l’efficacite´ de l’algorithme, a` partir de l’ite´ration l0(k)+1, il est impor-
tant pour les agents de prendre en compte les nouvelles informations disponibles a` l’instant
courant, k. Par conse´quent, on inclut e´galement la valeur mesure´e de la sortie locale a` la
place du premier e´le´ment du vecteur y˜
(l(k))
j (k). Il peut alors s’e´crire, de manie`re ge´ne´rale,
comme suit :
y˜
(l(k))
j (k) = Γ1,j(k)yj(k) +Γ2,j(k)yˆ
(l(k)−1)
j (k) +Γ3,j(k)wj(k) +Γ4,j(k)yˆ
(l(k)−1)
0,j (k + oj(k))
(3.64)
ou` yˆ
(l(k)−1)
0,j (k+ oj(k)) =
[
yˆ
(l(k)−1)
0,j (k + oj(k)) · · · yˆ
(l(k)−1)
0,j (k + N˜2,j(k)− 1)
]T
de´signe la
se´quence de re´ponse libre du sous-syste`me j. Les quatre matrices de se´lection, Γi,j(k),
i ∈ N41, sont de´finies ainsi :
Γ1,j(k) =
[
1
0(N˜2,j(k)−1)×1
]
, Γ2,j(k) =

 01×ζ1,j(k) 01×ζ2,j(k)I ζ1,j(k)×ζ1,j(k) 0ζ1,j(k)×ζ2,j(k)
0ζ3,j(k)×ζ1,j(k) 0ζ3,j(k)×ζ2,j(k)

 , (3.65)
Γ3,j(k) =

01+ζ1,j(k)×ζ1,j(k) 01+ζ1,j(k)×ζ4,j(k) 01+ζ1,j(k)×ζ5,j(k)0ζ4,j(k)×ζ1,j(k) I ζ4,j(k)×ζ4,j(k) 0ζ4,j(k)×ζ5,j(k)
0ζ6,j(k)×ζ1,j(k) 0ζ6,j(k)×ζ4,j(k) 0ζ6,j(k)×ζ5,j(k)

 , (3.66)
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Γ4,j(k) =
[
01+ζ1,j(k)+ζ4,j(k)×ζ6,j(k)
I ζ6,j(k)×ζ6,j(k)
]
. (3.67)
avec les notations suivantes :
– ζ1,j(k) = min(N2,j(k), N˜2,j(k) − 1) : nombre d’e´le´ments du vecteur yˆ
(l(k)−1)
j (k) qui
entrent dans la composition du vecteur d’e´change y˜
(l(k))
j (k),
– ζ2,j(k) = N2,j(k)− ζ1,j(k) : nombre des derniers e´le´ments du vecteur yˆ
(l(k)−1)
j (k) qui
ne sont pas ne´cessaires a` la construction du vecteur d’e´change y˜
(l(k))
j (k),
– ζ3,j(k) = max(0, N˜2,j(k)− 1− ζ1,j(k)) : nombre d’e´le´ments du vecteur d’e´change qui
doivent eˆtre calcule´s de manie`re de´centralise´e,
– ζ4,j(k) = max(0, oj(k) − k − 1 − ζ1,j(k)) : nombre d’e´le´ments du vecteur d’e´change
qui sont e´gaux aux valeurs de la consigne, oj(k) = minOj , ou` l’ensemble Oj = {i ∈
N
k+N˜2,j(k)−1
k+N2,j(k)+1
|δj(i) = 0} inclut tous les instants futurs en dehors de l’horizon courant
de pre´diction qui correspond a` l’inoccupation,
– ζ5,j(k) = N2 − ζ1,j(k) − ζ4,j(k) : nombre des derniers e´le´ments de la se´quence de
consigne qui n’entrent pas dans la composition du vecteur d’e´change,
– ζ6,j(k) = ζ3,j(k)−ζ4,j(k) : nombre d’e´le´ments correspondant a` la re´ponse libre locale
qui sont inclus dans le vecteur d’e´change.
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Pour illustrer la structure variable dans le temps du vecteur d’e´change a` une ite´ration
interme´diaire, y˜
(l(k))
j (k), prenons l’exemple d’un baˆtiment de trois zones, dont chaque zone
est adjacente avec les autres, Hj = N
3
1\{j}, ∀j ∈ N
3
1. La figure 3.10 montre la composition
du vecteur d’e´change par rapport aux quatre composantes (voir (3.64)). Ainsi, pendant
l’inoccupation, ce vecteur inclut la valeur mesure´e de la sortie suivie par une se´quence
calcule´e de manie`re distribue´e.
De`s que la feneˆtre de pre´diction entre progressivement dans la pe´riode d’occupation,
la valeur de N2,i(k) diminue, ce qui ne´cessite l’ajout de valeurs de consigne future afin
d’obtenir tous les e´le´ments du vecteur d’e´change. Vers la fin de la pe´riode d’occupation,
il est possible que des valeurs de sortie correspondant a` l’inoccupation soient ne´cessaires.
Elles seront calcule´es comme la re´ponse libre du mode`le de´centralise´.
Remarque 3.4.3 Dans la figure 3.10 on observe e´galement la quantite´ d’information
e´change´e entre les re´gulateurs a` chaque ite´ration. A` une ite´ration interme´diaire, l’agent
i transmet a` ses voisins les e´le´ments qui correspondent a` optimisation distribue´e et a` la
re´ponse libre. A` la dernie`re ite´ration on ajoute, e´ventuellement, des valeurs de consigne,
qui sont utilise´es a` l’instant suivant.
3.4.4 Algorithme pre´dictif distribue´
L’algorithme 1 synthe´tise la de´marche pre´sente´e dans les paragraphes 3.4.2 et 3.4.3. Le
programme est exe´cute´ localement par chaque re´gulateur i, a` chaque pas d’e´chantillonnage.
Les e´tapes principales de la proce´dure ite´rative consistent a` re´soudre le proble`me local
d’optimisation et a` communiquer la se´quence de sortie future aux agents voisins. Ensuite,
chaque agent compare le vecteur d’e´change nouvellement calcule´ a` celui obtenu a` l’ite´ration
pre´ce´dente. Si la condition d’arreˆt :
‖y˜
(l(k))
i (k)− y˜
(l(k)−1)
i (k)‖ ≤ ǫi (3.68)
est satisfaite pour tous les agents, alors on applique la commande calcule´e a` la dernie`re
ite´ration. Comme dans l’algorithme 1, la plupart des travaux re´fe´rence´s dans ce me´moire
ne pre´cise pas explicitement la norme utilise´e dans le crite`re d’arreˆt de l’algorithme ite´ratif
[51, 98, 195, 184, 131, 10, 103]. Pourtant, les choix usuelles sont la norme l2 [32] et la norme
infinie l∞ [68, 97].
Remarque 3.4.4 Dans les travaux mentionne´s ci-dessus, la condition d’arreˆt de l’algo-
rithme ite´ratif distribue´ est exprime´e en fonction de la se´quence de commande : ‖u
(l(k))
i (k)−
u
(l(k)−1)
i (k)‖ ≤ ǫi. Pour le cas de la re´gulation de la tempe´rature en utilisant des mode`les
couple´s par la sortie, la formulation (3.68) est plus approprie´e. Elle permet e´galement
d’e´tablir un lien entre la pre´cision des capteurs de tempe´rature et la complexite´ de l’algo-
rithme (le nombre d’ite´rations), car il n’a aucun sens de choisir ǫi infe´rieur a` la pre´cision
des capteurs.
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Algorithme 1 Proce´dure ite´rative de la commande pre´dictive distribue´e a` horizon
dynamique (pour chaque agent i, ∀i ∈ Ns1)
1 : Initialiser l(k) = l0(k)
2 : Mettre a` jour les variables locales xi(k), yi(k), δ i(k), wi(k)
3 : Calculer la taille de la feneˆtre de pre´diction locale pour l’instant suivant
N2,i(k + 1|k)
4 : Calculer la se´quence de commande optimale locale u
(l0(k))
i (k) (3.57) a` l’ite´ration
initiale
5 : Tant que (l(k) < lmax ET ‖y˜
(l(k))
i (k)− y˜
(l(k)−1)
i (k)‖ > ǫi, ∀i ∈ N
s
1) faire
5.1 : Ite´ration suivante l(k) = l(k) + 1
5.2 : Si (l(k) = l0(k) + 1) Alors
5.2.1 : Construire y˜
(l(k))
i (k) (3.64)
5.2.2 : Envoyer y˜
(l(k))
i (k) et N2,i(k + 1|k) a` tous les agents j ∈ Hi
5.2.3 : Recevoir y˜
(l(k))
j (k) et N2,j(k + 1|k) de tous les agents j ∈ Hi
Sinon
5.2.4 : Construire y˜
(l(k))
i (k) (3.64)
5.2.5 : Envoyer y˜
(l(k))
i (k) a` tous les agents j ∈ Hi
5.2.6 : Recevoir y˜
(l(k))
j (k) de tous les agents j ∈ Hi
Fin Si
5.3 : Calculer la se´quence de commande optimale locale u
(l(k))
i (k) (3.57)
Fait
6 : Appliquer la premie`re composante de u
(l(k))
i (k) au sous-syste`me local i
7 : Calculer N˜2,i(k + 1|k) et construit y˜
(l0(k+1))
i (k)
8 : Envoyer y˜
(l0(k+1))
i (k) a` tous les agents j ∈ Hi
9 : Recevoir y˜
(l0(k+1))
j (k) de tous les agents j ∈ Hi
10 : Mettre a` jour k = k + 1 et retour au pas 1
Suite a` la formulation de la fonction locale de couˆt (3.45), la convergence de l’algorithme
1, qui sera e´tudie´e dans la partie suivante, conduit les agents vers un consensus appele´
e´quilibre non coope´ratif ou e´quilibre de Nash [18]. L’algorithme pre´sente´ est exe´cute´ par
tous les agents i, a` chaque pas de temps.
Ge´ne´ralement, les contraintes temporelles, lie´es a` la pe´riode d’e´chantillonnage, ne per-
mettent pas de satisfaire la condition terminale et l’algorithme ite´ratif est arreˆte´ apre`s
un certain nombre d’ite´rations lmax. En choisissant lmax = l0 on obtient la version non
ite´rative de l’algorithme, avec une seule communication par pas de temps.
3.4.5 Analyse de la convergence
Nous nous proposons d’e´tudier la convergence de l’algorithme 1, a` un pas de temps
donne´. Pour des raisons de simplicite´ des notations, dans la de´marche suivante, on omet
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la de´pendance des variables en l’instant courant k. Reprenons l’e´quation (3.64), alors le
vecteur qui de´crit la se´quence future de sortie utilise´e par tous les voisins de l’agent i, a`
l’ite´ration l + 1, s’e´crit comme suit :
y˜
(l+1)
i = Γ1,iyi +Γ2,iyˆ
(l)
i +Γ3,iwi +Γ4,iyˆ
(l)
0,i, (3.69)
avec les notations utilise´es au paragraphe 3.4.3.
L’objectif principal des lignes suivantes consiste a` trouver une e´quation de re´currence,
qui exprime y˜ i a` l’ite´ration l+1 en fonction des pre´dictions obtenues a` l’ite´ration pre´ce´dente.
Ainsi, l’e´quation de pre´diction (3.49) pour l’agent i a` l’ite´ration l est la suivante :
yˆ
(l)
i = Ψixi +Φiu
(l)
i +
∑
j∈Hi
Φj,iy˜
(l)
j . (3.70)
Explicitons maintenant la partie re´ponse libre. Comme nous l’avons de´ja` mentionne´,
on conside`re comme e´tat initial la valeur pre´dite qui correspond au dernier instant de la
feneˆtre de pre´diction locale, xˆi(k +N2,i(k)), alors :
yˆ
(l)
0,i = Ψ0,i

A
N2,i
i xi +Φ0,iu
(l)
i +
∑
j∈Hi
Φ0,j,iy˜
(l)
j︸ ︷︷ ︸
xˆi(k+N2,i(k))

 , (3.71)
avec les matrices
Φ0,i =
[
φ0,i(N2,i − 1) · · · φ0,i(N2,i −Nu,i + 1)
∑N2,i−Nu,i
j=0 φ0i(j)
]
, φ0,i(k) = A
k
i bi,
(3.72)
Φ0,j,i =
[
φ0,j,i(N2,i − 1) · · · φ(1)0,j,i φ(0)0,j,i 0ni,N˜2,j−N2,i
]
, φ0,j,i(k) = A
k
i ej,i,
(3.73)
Ψ0,i =


cTi A0,i
...
cTi A
ζ6,i
0,i

 , A0,i = Ai + ∑
j∈Hi
ej,ic
T
j , ∀i ∈ N
s
1, k ∈ N. (3.74)
La matrice A0,i repre´sente la matrice d’e´tat de la zone i, en supposant que les valeurs des
sorties de toutes les zones adjacentes sont e´gales a` la sortie de la zone i.
Afin d’obtenir la condition de convergence de l’algorithme, on utilise la solution ana-
lytique du proble`me de minimisation du crite`re local (3.45) a` l’ite´ration l qui peut s’e´crire
comme suit :
u
(l)
i = −Ξi
∑
j∈Hi
Φj,iy˜
(l)
j + ξ i, (3.75)
avec la matrice Ξi de´finie par l’e´quation (3.56) et le vecteur ξ i = Ξi (wi −Ψixi) qui est
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constant par rapport aux ite´rations interme´diaires de l’algorithme distribue´.
En remplac¸ant (3.75) dans (3.70) et (3.71), ensuite (3.70) et (3.71) dans (3.69), on
obtient :
y˜
(l+1)
i =
∑
j∈Hi
Θj,iy˜
(l)
j +αi, (3.76)
avec les notations suivantes :
Θj,i = Γ2,iΦj,i +Γ4,iΨ0,iΦ0,j,i − (Γ2,iΦi +Γ4,iΨ0,iΦ0,i)ΞiΦj,i, (3.77)
αi = β i + (Γ2,iΦi +Γ4,iΨ0,iΦ0,i)ξ i, (3.78)
β i = Γ1,iyi +Γ3,iwi +
(
Γ2,iΨi +Γ2,iΨ0,iA
N2,i
i
)
xi. (3.79)
Alors, le vecteur global des se´quences de sorties e´change´es s’exprime par l’e´quation :
y˜(l+1) =


y˜
(l+1)
1
...
y˜
(l+1)
s

 = Θy˜(l) +α, (3.80)
ou`
Θ =


0N˜2,1×N˜2,1 Θ2,1 · · · Θs,1
Θ1,2 0N˜2,2×N˜2,2 · · · Θs,2
... · · ·
. . .
...
Θ1,s · · · Θs−1,s 0N˜2,s×N˜2,s

 . (3.81)
Les matrices Θj,i sont de´finies par (3.77) si les sous-syste`mes i et j sont couple´s, sinon
Θj,i = 0N˜2,i×N˜2,j . La matrice α est bloc diagonale : α = bloc-diag{α1, ...,αs}.
Maintenant on peut formuler une condition ne´cessaire et suffisante pour la convergence
de l’algorithme ite´ratif.
Proposition 3.4.1 (Convergence de l’algorithme ite´ratif). E´tant donne´ l’instant k, l’al-
gorithme 1 converge vers un consensus, si et seulement si la condition (3.82) est satisfaite :
ρ(Θ) < 1, (3.82)
ou` ρ(Θ) = maxi(|λi|) de´signe le rayon spectral de la matrice Θ et λ1, λ2, ..., λ∑s
i=1 N˜2,i
sont
les valeurs propres de Θ.
Remarque 3.4.5 Pendant les instants k pour lesquels δ i = 0N2×1, la matrice Θ est nil-
potente d’indice N2. Ceci est duˆ au fait que pour ces instants, l’expression de la matrice
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devient :
Θ =


0N2×N2 Γ2,1Φ2,1 · · · Γ2,1Φs,1
Γ2,2Φ1,2 0N2×N2 · · · Γ2,2Φs,2
... · · ·
. . .
...
Γ2,sΦ1,s · · · Γ2,sΦs−1,s 0N2×N2

 , (3.83)
ou` les matrices Φs,1 ∈ R
N2×N2 ont une structure triangulaire infe´rieure (voir (3.53)),
tandis que dans ce cas les matrices de se´lection Γ2,i ∈ R
N2×N2 sont de´finies par :
Γ2,i =


0 0 · · · 0
1 0 · · · 0
...
. . .
. . .
...
0 · · · 1 0

 , (3.84)
ce qui fait que tous les blocs de matrices qui entrent dans la composition de Θ sont soit
nuls, soit triangulaires infe´rieurs avec toutes les composantes diagonales e´gales a` ze´ro.
Ainsi, tous les blocs de matrices non nuls sont nilpotents d’indice N2, proprie´te´ qui est
e´galement transmise a` la matrice Θ. Par conse´quent, ΘN2 = 0sN2×sN2 et l’algorithme 1
converge apre`s N2 ite´rations.
La nilpotence de la matrice de convergence Θ pour le cas particulier pre´sente´ dans la
remarque pre´ce´dente, ainsi que la convergence rapide de l’algorithme (qui sera illustre´e par
un exemple nume´rique au paragraphe (3.4.6.3)) peuvent s’expliquer par les interactions
stables et relativement lentes entre les sous-syste`mes. Le couplage par les sorties, ainsi
que le blocage des composantes calcule´es de manie`re de´centralise´e contribuent e´galement
a` augmenter la vitesse de convergence de l’algorithme. Suite a` cette proprie´te´, un nombre
tre`s faible d’ite´rations est ne´cessaire pour obtenir de bonnes performances de controˆle.
De manie`re similaire, a` partir de l’e´quation (3.75), l’expression de la se´quence globale
de commandes calcule´e a` l’ite´ration l + 1 est donne´e par :
u(l+1) =


u
(l+1)
1
...
u
(l+1)
s

 = −Ξy˜(l) + ξ, (3.85)
avec les notations
Ξ =


0Nu,1×N˜2,1 Ξ1Φ2,1 · · · Ξ1Φs,1
Ξ2Φ1,2 0Nu,2×N˜2,2 · · · Ξ2Φs,2
... · · ·
. . .
...
ΞsΦ1,s · · · ΞsΦs−1,s 0Nu,s×N˜2,s

 , (3.86)
et ξ = bloc-diag{ξ1, ..., ξs}.
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3.4.6 Re´sultats nume´riques
Cette partie pre´sente les performances de la structure de controˆle distribue´e applique´e
a` la commande des convecteurs e´lectriques dans un baˆtiment virtuel qui est compose´
par trois zones thermiques. Le dimensionnent et les caracte´ristiques des mate´riaux du
mode`le simule´ sont regroupe´s dans l’Annexe A. La figure 3.11 illustre la configuration des
trois zones du baˆtiment. Chaque zone est e´quipe´e d’un convecteur e´lectrique de puissance
maximale Pn,i = 1, 2kW, surdimensionne´ par rapport aux normes en vigueur, ce qui est
souvent le cas des baˆtiments anciens.
u3
u1
u2
Zone1 Zone2
Zone3
y1
y2
y3
Transfert thermique
6m
2m
4m
Figure 3.11 – Configuration du baˆtiment simule´
De manie`re similaire au cas monozone, la tempe´rature exte´rieure a e´te´ ajoute´e comme
perturbation mesurable du mode`le de commande. Sachant que chaque zone est adjacente
avec les deux autres, alors les mode`les locaux contiennent quatre entre´es et une sortie. On
a choisi d’utiliser une structure tre`s simple pour le mode`le de commande, ce qui facilite
en meˆme temps la proce´dure d’identification ainsi que l’implantation du controˆleur. Par
conse´quent, chaque transfert E/S est mode´lise´ par un premier ordre, ce qui donne pour
chaque zone :
yi(s) =
Ki
τis+ 1
ui(s) +
Kext,i
τext,is+ 1
Text(s) +
∑
j∈Hi
Kj,i
τj,is+ 1
yj(s), (3.87)
avec la prise en compte de l’influence de la tempe´rature exte´rieure, Text. Les mode`les
locaux sont discre´tise´s avec une pe´riode d’e´chantillonnage Ts = 30min. Ensuite, ils sont
exprime´s sous la forme de repre´sentation d’e´tat (3.44), avec les matrices :
A1 =
[
0,9501 0 0 0
0 0,8215 0 0
0 0 0,8833 0
0 0 0 0,8916
]
, A2 =
[
0,9491 0 0 0
0 0,8193 0 0
0 0 0,8848 0
0 0 0 0,8885
]
, (3.88)
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A3 =
[
0,9585 0 0 0
0 0,8409 0 0
0 0 0,8938 0
0 0 0 0,8902
]
, b1 =
[
0
2,8606
0
0
]
, e2,1 =
[
0
0
0,0480
0
]
, e3,1 =
[
0
0
0
0,0361
]
, (3.89)
eext,1 =
[
0,0113
0
0
0
]
, b2 =
[
0
2,8657
0
0
]
, e1,2 =
[
0
0
0,0481
0
]
, e3,2 =
[
0
0
0
0,0367
]
, (3.90)
eext,2 =
[
0,0113
0
0
0
]
, b3 =
[
0
2,7269
0
0
]
, e1,3 =
[
0
0
0,0363
0
]
, e2,3 =
[
0
0
0
0,0362
]
, (3.91)
eext,3 =
[
0,0125
0
0
0
]
, ci = 14×1, ∀i ∈ N
3
1, (3.92)
Les caracte´ristiques des trois zones du baˆtiment conside´re´ sont assez similaires, ce qui
fait que les valeurs nume´riques des parame`tres des trois mode`les locaux sont assez proches.
Ils sont stables, commandables et observables. L’e´laboration de la loi de commande aux
paragraphes pre´ce´dents a e´te´ mene´e en supposant que les e´tats du syste`me sont connus, ce
qui n’est ge´ne´ralement pas le cas dans la pratique. Ici, sachant que les e´tats des mode`les ne
correspondent pas aux grandeurs physiques, il apparaˆıt ne´cessaire de mettre en place des
observateurs d’e´tat. L’observateur utilise le mode`le de commande avec une contre-re´action
qui ponde`re l’erreur de sortie. L’estimation de l’e´tat peut ainsi eˆtre effectue´e a` l’aide d’un
observateur de type Luenberger [109]. Ainsi, l’e´tat pre´dit estime´ a la forme suivante :
xˆi(k + 1) = Aixˆi(k) + biui(k) +
∑
j∈Hi
ej,iyj(k) + eext,iTe(k) + ki
[
yi(k)− c
T
i xˆi(k)
]
. (3.93)
La proprie´te´ d’observabilite´ nous permet de choisir les gains des observateurs, ki ∈
R
ni×1, pour placer leurs valeurs propres a` l’inte´rieur du cercle unite´. Comme on peut
l’observer, afin d’estimer l’e´tat xˆi, l’observateur local a e´galement besoin des valeurs des
sorties mesure´es par les capteurs des pie`ces voisines et aussi de Text. En supposant que les
observateurs locaux ont acce`s aux mesures des sorties des zones adjacentes et en choisissant
ses poˆles cinq fois plus rapides que les poˆles du mode`le, les gains des observateurs obtenus
sont :
k1 =
[
32, 0847 −2, 7697 178, 9277 −206, 8616
]T
,
k2 =
[
32, 9429 −2, 7582 432, 8484 −461, 6421
]T
,
k3 =
[
24, 0146 −3, 3348 −354, 5509 335, 1681
]T
.
(3.94)
En plac¸ant les poˆles de l’observateur beaucoup plus rapides que ceux du syste`me, les
valeurs des composantes du gain ki devient importantes. Sachant que les observateurs
a` gain e´leve´ (high-gain observers) peuvent amplifier les erreurs d’estimation (dues aux
perturbations et aux simplifications de mode´lisation), les poˆles de l’observateur ont e´te´
calcule´s afin d’obtenir de bonnes performances de controˆle [187], ainsi qu’une vitesse de
convergence satisfaisante des e´tats estime´s. Pour plus d’informations sur les observateurs
a` gain e´leve´ ou les observateurs pour certaines classes de syste`mes MIMO, le lecteur est
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invite´ a` consulter les travaux de [58, 59].
3.4.6.1 Mode`le de´couple´
Pour mesurer les ame´liorations sur les performances apporte´es par la prise en compte
du couplage entre les zones adjacentes, on va comparer les re´sultats obtenus en utilisant la
structure de commande distribue´e par rapport a` une strate´gie comple`tement de´centralise´e,
pour laquelle chaque agent calcule la commande locale de manie`re inde´pendante. Afin
d’utiliser la meˆme structure du mode`le de commande pour le cas de´centralise´, on formule
l’hypothe`se que les tempe´ratures sont e´gales dans toutes les zones du baˆtiment. Dans ce
cas, le mode`le local de´centralise´ devient :

x0,i(k + 1) =

Ai +
∑
j∈Hi
ej,ic
T
j︸ ︷︷ ︸
A0,i

x0,i(k) + biui(k) + eext,iTe(k)
yi(k) = c
T
i x0,i(k).
(3.95)
A` partir du mode`le (3.95), l’e´quation de l’observateur local de´centralise´ est la suivante :
xˆ0,i(k + 1) = A0,ixˆ0,i(k) + biui(k) + k0,i
[
yi(k)− c
T
i xˆ0,i(k)
]
, (3.96)
ou` le gain de l’observateur, k0,i est calcule´ par une proce´dure de placement de poˆles,
afin d’obtenir une dynamique de l’observateur cinq fois plus rapide que la dynamique du
mode`le.
3.4.6.2 Comparaison MPC de´centralise´ - MPC distribue´
Dans ce paragraphe nous allons comparer les performances en termes de confort et de
consommation de la structure de commande pre´dictive distribue´ (DiMPC) par rapport
a` la strate´gie comple`tement de´centralise´e (De´MPC). Pour ce faire, nous reprenons les
indices de´finis dans le paragraphe 3.3.4.1 pour une seule zone et nous les e´tendons a` un
baˆtiment multizone. Ainsi, la consommation du baˆtiment tout entier est la somme des
consommations locales :
Ec =
s∑
i=1
kf∑
k=k0
TsPn,iui(k)
3600
. (3.97)
De manie`re similaire, l’indice global qui mesure la qualite´ de la re´gulation est repre´sente´
par la somme des indices locaux :
Ic =
s∑
i=1
∑kf
k=k0
Tsδi(k) · |yi(k)− wi(k)|
3600
. (3.98)
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Dans cette e´tude, on se propose de comparer les performances de six strate´gies de
commande pre´dictive applique´es a` la re´gulation thermique du baˆtiment. On utilisera ainsi
des abre´viations similaires a` celles introduites au paragraphe 3.3.6 : le suffixe HC de´signe
le fait que la commande pre´dictive utilise une taille de feneˆtre de pre´diction constante,
tandis que les suffixes HV1 et HV2 indiquent le fait que la valeur du parame`tre local
N2,i est variable dans le temps. Pour avoir une meilleure vision sur les performances de
controˆle de chaque structure de´veloppe´e, les re´sultats sont compare´s sur quatre sce´narios
d’occupation. Les parame`tres de re´glage pour les controˆleurs pre´dictifs locaux sont les
suivants : Nu,i = N2,i ∈ N
10
2 , N2,i = 10, λi = 1, ǫi = 10
−2, ∀i ∈ N31.
Sce´nario 1. La zone 1 est occupe´e du lundi au vendredi de 8h a` 24h, tandis que les autres
pie`ces ne sont jamais occupe´es. Ceci est une cas tre`s particulier, qui est rarement rencontre´
dans la re´alite´. Pourtant, il est inte´ressant d’observer comment une zone chauffe´e influence
les zones inoccupe´es et ayant une tempe´rature inte´rieure faible (voir la figure 3.12a). On
peut observer une bonne qualite´ de la re´gulation pendant les phases d’occupation.
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Figure 3.12 – Sce´nario 1 : signaux de sortie (a) et de commande (b) pour les huit premiers
jours de l’anne´e et indicateurs de performance (c et d)
Des apports solaires plus importants les deuxie`me et quatrie`me jours provoquent de
le´gers de´passements. Les valeurs temporelles des principales perturbations lie´es aux condi-
tions me´te´orologiques simule´es peuvent eˆtre retrouve´es figure A.4 de l’Annexe A. En termes
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de performances, les strate´gies de commande distribue´es ame´liorent le confort en moyenne
de 8,3 % et re´duisent la consommation e´nerge´tique de 1,64 % par rapport a` une commande
e´quivalente comple`tement de´centralise´e.
Remarque 3.4.6 Dans cette partie on a omit de comparer les re´sultats des strate´gies
distribue´es avec ceux obtenus par l’application d’un re´gulateur MPC centralise´. Ceci pour
plusieurs raisons :
– la formulation du proble`me centralise´ a` horizon de pre´diction variable est loin d’eˆtre
e´vidente, duˆ a` des valeurs diffe´rentes de N2,i, pour chaque zone
– en favorisant le confort par rapport a` la consommation, dans le cas centralise´ on
peut avoir des situations ou` les e´quipements de chauffage des pie`ces non-occupe´es
sont mis en marche, pour aider le (pre´-)chauffage d’une pie`ce adjacente (ce qui ne
peut pas se passer en employant la strate´gie distribue´e, duˆ au fait que les re´gulateurs
minimisent uniquement des objectifs locaux).
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Figure 3.13 – Sce´nario 2 : signaux de sortie (a) et de commande (b) pour les huit premiers
jours de l’anne´e et indicateurs de performance (c et d) pour Nu,i = N2,i ∈ N
10
2 , N2,i = 10,
λi = 1, ∀i ∈ N
3
1
Sce´nario 2. On conside`re un profil d’occupation de´synchronise´ avec des pe´riodes d’oc-
cupation courtes. Ainsi, la zone 1 est occupe´e de 8h a` 12h, la zone 2 de 13h a` 17h, alors que
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la zone 3 est occupe´e de 18h a` 22h. Sur ce sce´nario, les ame´lioration relatives moyennes
des structures distribue´es sont de 21,8 % par rapport a` l’indice de confort, et dans le meˆme
temps la consommation est re´duite en moyenne de 2 %.
Par rapport au Sce´nario 1, on observe que l’e´cart en termes de performances entre
les De´MPC et les DiMPC augmente. Ceci s’explique par le fait que pendant les pe´riodes
de relance et d’occupation, les variations des tempe´ratures dans les trois pie`ces sont im-
portantes. Ces e´volutions temporelles sont prises en compte par les structures distribue´es,
graˆce aux e´changes d’informations.
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Figure 3.14 – Sce´nario 3 : signaux de sortie (a) et de commande (b) pour les huit premiers
jours de l’anne´e et indicateurs de performance (c et d) pour Nu,i = N2,i ∈ N
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1
Sce´nario 3. Dans ce troisie`me cas, on admet que les trois zones posse`dent le meˆme profil
d’occupation, de 8h a` 17h. Par rapport aux sce´narios pre´ce´dents, le rayonnement solaire
engendre des de´passements de consigne plus importants, jusqu’a` 2oC pour la pe´riode de
simulation repre´sente´e figure 3.14a. Pour ce profil d’occupation synchronise´e, l’e´cart moyen
entre l’indice de confort des structure de´centralise´es par rapport a` celles distribue´es est
re´duit a` 3,4 %, avec une e´conomie moyenne de 3,3 %.
Sce´nario 4. Dans ce quatrie`me sce´nario, un profil d’occupation semi-synchronise´ a e´te´
de´fini. Ainsi, la zone 1 est occupe´e de 8h a` 17h, la zone 2 de 10h a` 19h et la zone 3 de 14h a`
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18h. Admettons que les deux profils d’occupation pre´ce´dents repre´sentent deux extreˆmes,
celui-ci se situe quelque part entre les deux. A` partir de cette remarque, les re´sultats
obtenus sont relativement intuitifs. Les strate´gies pre´dictives distribue´es ame´liorent les
degre´ de confort avec une moyenne de 10,3 % tout en re´alisant des e´conomies e´nerge´tiques
de 2,4 %.
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Figure 3.15 – Sce´nario 4 : signaux de sortie (a) et de commande (b) pour les huit premiers
jours de l’anne´e et indicateurs de performance (c et d) pour Nu,i = N2,i ∈ N
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Cette e´tude comparative sur les quatre sce´narios d’occupation pre´sente´s ci-dessous
nous a permis de mesurer les performances de six structures de controˆle de´veloppe´es pour
la re´gulation de la tempe´rature dans le cadre multizone. Pour chaque sce´nario, on a mis
en e´vidence les ame´liorations sur les performances de controˆle issues de la prise en compte
des couplages thermiques entre les zones par l’interme´diaire des architectures distribue´es.
Pour les deux architectures de commande, De´MPC et DiMPC, on a e´galement com-
pare´ de manie`re quantitative les performances obtenues en utilisant deux strate´gies de
variation de la taille de l’horizon de pre´diction local par rapport au cas ou` la dimension
de l’horizon de pre´diction est constante. Les re´sultats sur les quatre sce´narios conside´re´s
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montrent, comme pour le monozone, qu’il devient inte´ressant de diminuer la taille de l’ho-
rizon de pre´diction dans le cas ou` des valeurs relativement faibles de la taille de l’horizon
de commande sont utilise´es.
3.4.6.3 E´tude expe´rimentale sur la vitesse de convergence
L’objectif de ce paragraphe est d’e´tudier, de manie`re expe´rimentale, la vitesse de
convergence de l’algorithme distribue´. Pour ce faire, on reprend les sce´narios d’occupa-
tion 2 et 4, pre´sente´s ci-dessus. Les figures 3.16 et 3.17 illustrent l’e´volution de l’e´cart
maximal parmi les agents entre deux vecteurs d’e´change conse´cutifs, exprime´e en norme
infinie, et e´galement la valeurs du rayon spectral de la matrice Θ.
5 10 15 20 25 30 35 40 45
0
0.5
1
 
 
5 10 15 20 25 30 35 40 45
10−20
100
1020
5 10 15 20 25 30 35 40 45
0
0.1
0.2
Pas
δ1(k) δ2(k) δ3(k)
δ i
m
ax
i(
‖y˜y y
(l
)
i
−
y˜y y
(l
−
1
)
i
‖ ∞
)
ρ
(ΘΘ Θ
)
Figure 3.16 – Sce´nario 2 : E´volution de la vitesse de convergence et du rayon spectral de
la matrice Θ en fonction du profil d’occupation, pour la configuration DiMPCHV1, avec :
N2 = 6, N2,j = 3, ∀j ∈ N
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Figure 3.17 – Sce´nario 4 : E´volution de la vitesse de convergence et du rayon spectral de
la matrice Θ en fonction du profil d’occupation, pour la configuration DiMPCHV1, avec :
N2 = 6, N2,j = 3, ∀j ∈ N
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La vitesse de convergence de l’algorithme distribue´ est relativement rapide. Pour les
quatre sce´narios e´tudie´s, un maximum de 4 ite´rations par pas d’e´chantillonnage est ne´ces-
saire pour satisfaire la condition de convergence avec ǫi = 10
−2. Un nombre e´leve´ d’ite´ra-
tions est atteint quand le rayon spectral ρ(Θ) est relativement important. Ces instants
correspondent a` la pe´riode de pre´chauffage pendant laquelle la vitesse de convergence
augmente progressivement.
Sce´nario
Loi de commande
Ic [
oCh] Ec [kWh]Type Spe´cificite´
1
DiMPCHV1
lmax = 1 158,64 175,67
lmax = 2 154,62 175,48
lmax = 10 154,61 175,46
De´MPCHV1 - 167,29 177,43
2
DiMPCHV1
lmax = 1 71,14 235,85
lmax = 2 66,44 235,39
lmax = 10 66,44 235,26
De´MPCHV1 - 84,48 237,23
3
DiMPCHV1
lmax = 1 620,99 249,57
lmax = 2 607,07 248,74
lmax = 10 606,86 248,83
De´MPCHV1 - 618,27 256,61
4
DiMPCHV1
lmax = 1 301,96 221,44
lmax = 2 294,93 221,24
lmax = 10 294,91 221,22
De´MPCHV1 - 323,24 225,50
Table 3.2 – Re´sultats comparatifs De´MPCHV1 - DiMPCHV1 pour les quatre sce´narios
d’occupation, avec les parame`tres : Nu,i = N2,i = 2, N2,i = N2,i = 10, λi = 1, ǫi = 0,
∀i ∈ N31
Dans le tableau 3.2, on compare les performances de la structure de commande dis-
tribue´e en utilisant plusieurs valeurs du nombre maximal d’ite´rations. On observe que la
version non ite´rative de l’algorithme 1 offre des re´sultats proches de ceux obtenus par la
proce´dure ite´rative, ce qui est principalement duˆ a` une bonne initialisation (voir le para-
graphe 3.4.3.2) La deuxie`me ite´ration permet une ame´lioration au niveau du confort de
2,25 a` 6,6 % avec des taux de consommation quasiment identiques. Pourtant, il semble
que l’augmentation du nombre d’ite´rations a` une valeur supe´rieure a` 2 ne modifie pas
de manie`re significative les performances de controˆle. Ceci peut s’expliquer par le fait
qu’a` partir de la deuxie`me ite´ration certaines composantes des vecteurs d’e´change restent
constantes. De plus, la se´quence de sortie calcule´e de fac¸on distribue´e n’a pas une e´volution
importante au fil des ite´rations (les termes de ponde´ration λi e´tant choisis afin de favoriser
le suivi de consigne).
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3.5 Conclusion
Le travail de´veloppe´ dans ce chapitre avait comme objectif de pre´senter une strate´gie
de commande pre´dictive a` crite`re quadratique pour la re´gulation du poste de chauffage des
baˆtiments, dans le cas d’une occupation intermittente. L’utilisation d’un mode`le line´aire
du syste`me (baˆtiment et organe de chauffe) permet, dans le cadre d’une optimisation sans
contraintes, d’exprimer la commande sous la forme d’une loi line´aire. Ainsi, le re´gulateur
pre´dictif peut eˆtre facilement implante´ sur une carte e´lectronique embarque´e.
Dans un premier temps, nous avons modifie´ la fonction de couˆt classique de la loi de
commande pre´dictive, pour mieux re´pondre aux objectifs de controˆle thermique dans le
cadre d’une occupation discontinue. Ainsi, le profil futur d’occupation a e´te´ inclus dans la
formulation de la fonction de couˆt. Ceci modifie l’objectif de controˆle en fonction de la phase
(occupation / inoccupation) de la zone. La loi de commande line´aire devient ainsi variable
dans le temps. Malgre´ le fait que la strate´gie de commande ait e´te´ pre´sente´e dans le contexte
de la re´gulation thermique, elle peut e´galement eˆtre une solution pour la commande des
syste`mes qui posse`dent un fonctionnement discontinu, comme par exemple les machines-
outils qui doivent usiner des pie`ces [79]. Il apparaˆıt des pe´riodes de temps pendant lesquelles
la machine n’usine pas, et dans ce cas seule la re´duction de sa consommation e´nerge´tique
est inte´ressante.
Pour faciliter la mise en oeuvre de la loi de commande pre´sente´e, une structure polyno-
miale dynamique de type RST, dont les coefficients des trois polynoˆmes sont variables dans
le temps, a e´te´ de´veloppe´e. Pour re´duire la charge de calcul en ligne, les coefficients des po-
lynoˆmes peuvent eˆtre stocke´s dans un bloc de me´moire. Afin d’ame´liorer les performances
de controˆle sans augmenter la complexite´ du correcteur, une strate´gie de diminution de
l’horizon de pre´diction sur la sortie, en fonction du profil d’occupation, a e´te´ pre´sente´e.
La de´marche de´veloppe´e pour une seule pie`ce a e´te´ adapte´e a` un baˆtiment multizone
ou` la commande est calcule´e de manie`re distribue´e. Les interactions thermiques entre les
zones adjacentes sont prises en compte dans le mode`le de commande par l’utilisation d’un
couplage par les sorties. Cette particularite´ du mode`le permet de re´duire la quantite´ d’in-
formations e´change´es entre les agents voisins, en employant une strate´gie de variation de
l’horizon de pre´diction. En fonction du profil d’occupation local et de l’ite´ration courante,
la se´quence d’information e´change´e parmi les agents est compose´e d’une partie calcule´e de
fac¸on distribue´e, mais peut e´galement inclure une partie e´value´e de manie`re de´centralise´e
sans avoir recours a` une proce´dure d’optimisation. Une condition ne´cessaire et suffisante
pour la convergence de l’algorithme propose´ a e´te´ formule´e.
Les re´sultats de simulation ont montre´ des augmentations sur le degre´ de confort ainsi
que des e´conomies d’e´nergie avec l’architecture distribue´e a` horizon dynamique. Le prix
a` payer pour ces ame´liorations de performance est l’utilisation d’un re´seau de commu-
nication, qui permet l’e´change d’information entre les re´gulateurs locaux. Pour le cas ou`
l’algorithme non ite´ratif n’offre pas les performances requis, une complexite´ supple´mentaire
s’ajoute, suite au calcul de la commande optimale a` chaque ite´ration de l’algorithme dis-
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tribue´.
Malgre´ les avantages de la commande pre´dictive a` crite`re quadratique, elle n’offre
pas une relance optimale du poste de chauffage. Celle-ci suppose le de´clenchement du
chauffage a` puissance maximale, au dernier moment, pour que la tempe´rature de la zone
atteigne la valeur de confort de`s le de´but de la pe´riode d’occupation. Comme on a pu le
constater, la dure´e de la pe´riode de pre´chauffage des re´gulateurs e´tudie´s dans ce chapitre
est de´finie par la taille de l’horizon maximal de pre´diction. Pourtant, l’e´volution de la
puissance de chauffe pendant la relance de´pend des parame`tres de re´glage du re´gulateur.
Sachant qu’il n’existe pas de re`gles permettant de calculer les parame`tres spe´cifiques a`
la commande pre´dictive, nous avons e´galement analyse´ les performances obtenues pour
diffe´rentes valeurs des parame`tres de re´glage.
Les performances e´conomiques e´tant ge´ne´ralement exprime´es via des crite`res line´aire
de performance , il s’ave`re alors inte´ressant d’e´tudier le comportement des re´gulateurs
pre´dictifs a` crite`re line´aire, cet aspect sera de´veloppe´ dans les chapitres suivants.
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Chapitre 4
MPC line´aire multivariable pour la
re´gulation thermique multizone 1
C’est un me´nage a` quatre : lui, elle, l’ide´e qu’elle se fait de lui
et l’ide´e qu’il a d’elle.
La vie de couple
Claude Roy
4.1 Introduction
La mise en œuvre de la commande pre´dictive est parfois limite´e par le temps de calcul
ne´cessaire a` la re´solution du proble`me d’optimisation. Ceci est une des raisons pour la-
quelle la formulation classique du MPC repose sur un crite`re quadratique. Pour le cas sans
contraintes, la solution optimale peut eˆtre, en effet, obtenue par la re´solution analytique
du proble`me d’optimisation, ce qui permet une implantation peu couˆteuse du correcteur.
Cet avantage a e´te´ mis en e´vidence dans le chapitre pre´ce´dent dans lequel la loi pre´dictive
a e´te´ implante´e sous la forme d’un re´gulateur classique de type RST. Ainsi les premiers
re´gulateurs MPC industriels, comme IDCOM ou DMC [152], ont e´te´ de´veloppe´s pour les
formulations sans contraintes des crite`res quadratiques. Ils ont e´te´ suivis par des correc-
teurs MPC base´s sur des algorithmes de programmation quadratique, qui optimisent un
proble`me sous contraintes. Plus tard, les efforts de la communaute´ scientifique se sont
concentre´s sur les aspects lie´s a` la faisabilite´ et a` la stabilite´ en boucle ferme´e [118].
Dans le chapitre 3 nous avons propose´ une me´thode de re´duction de la taille de l’ho-
rizon de pre´diction, ce qui nous a permis de mieux ge´rer les pe´riodes de relance, mais
e´galement d’augmenter le´ge`rement la robustesse du re´gulateur par rapport au cas de l’ho-
rizon constant. En diminuant la taille de l’horizon de pre´diction, on augmente l’agressivite´
de la loi de commande. Cependant, par ses proprie´te´s intrinse`ques, le MPC a` crite`re line´aire
1. Des e´le´ments de ce chapitre peuvent eˆtre retrouve´s dans [123, 120, 126].
107
108 4. MPC line´aire multivariable pour la re´gulation thermique multizone
est beaucoup plus agressif que le MPC a` formulation quadratique [159], ce qui peut en-
gendrer un comportement de type dead-beat. Meˆme si les actions brusques du correcteur
sont ge´ne´ralement inde´sirables, dans le cas des syste`mes e´lectriques de chauffage, elles ne
repre´sentent pas un inconve´nient majeur. Fre´quemment, en effet, ces e´quipements sont
commande´s par des correcteurs de type TOR.
Malgre´ ces points, en faveur d’un MPC quadratique, les principaux aspects qui mo-
tivent l’adoption dans la suite de ce document du MPC a` crite`re line´aire sont re´sume´s ci
dessous.
– Les crite`res de performance sont ge´ne´ralement formule´s sous forme line´aire. Cela est
plus intuitif et repre´sente mieux les objectifs e´conomiques. De manie`re ge´ne´rale, la
consommation e´nerge´tique est proportionnelle a` la commande applique´e au syste`me.
Ainsi, une fonction de couˆt line´aire permet de prendre en compte facilement les
variations (journalie`res) du prix de l’e´lectricite´.
– La meilleure strate´gie de controˆle pendant la phase de relance consiste a` de´clencher
l’e´qui-pement a` la puissance maximale au dernier moment, de´fini de sorte que la
tempe´rature atteigne le niveau de confort voulu de`s le de´but de la pe´riode d’occu-
pation. Dans le chapitre pre´ce´dent on a vu que ce comportement ne caracte´rise pas
la commande quadratique, pour laquelle la puissance de chauffe croit ge´ne´ralement
de manie`re progressive pendant la relance.
Ce chapitre sera alors focalise´ sur des strate´gies de commande pre´dictives distribue´es,
a` fonctions de couˆt line´aires. L’apparition explicite des contraintes dans la de´finition du
proble`me d’optimisation devient obligatoire, car la solution sans contraintes est infinie. La
section 4.3 traitera le cas des contraintes locales, propres a` chaque agent. Les contraintes
locales les plus importantes concernent les limites infe´rieures et supe´rieures sur les signaux
de commande, traduisant de limitations physiques de l’actionneur. Dans la partie 4.4,
nous introduirons une contrainte globale qui inte`gre des parame`tres appartenant soit a` un
ensemble de zones, soit au baˆtiment entier. La me´thode de de´composition de Dantzig-Wolfe
sera l’outil qui permettra la distribution de l’effort de calcul sur les diffe´rents re´gulateurs
locaux.
4.2 Contexte
La programmation line´aire est sans doute le me´canisme le plus naturel pour une for-
mulation aise´e d’une vaste gamme de proble`mes pratiques. Un proble`me de programma-
tion line´aire est caracte´rise´, comme son nom l’indique, par un objectif line´aire et par des
contraintes e´galite´s et / ou ine´galite´s line´aires. On peut penser, au premier abord, que les
formulations line´aires des proble`mes d’optimisation sont populaires parce que la formula-
tion mathe´matique est agre´able, la the´orie est riche et la charge de calcul est plus faible que
pour d’autres types de proble`mes d’optimisation. En fait, ce ne sont pas la` les principales
raisons. En termes de proprie´te´s mathe´matiques et calculatoires, il existe des classes de
proble`mes d’optimisation (quadratiques, par exemple) qui posse`dent des the´ories e´le´gantes
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et puissantes, et pour lesquelles des algorithmes efficaces sont disponibles. Cependant, il
semble que la popularite´ de la programmation line´aire soit plutoˆt due a` la phase de formu-
lation du proble`me qu’a` la phase de calcul de la solution optimale. Ainsi, la plupart des
contraintes et des objectifs qui se posent dans la pratique sont incontestablement line´aires.
La majorite´ des objectifs de controˆle dans le domaine de l’e´nergie posse`dent au moins
une composante e´conomique (minimisation de l’e´nergie consomme´e). Cette composante est
ge´ne´ralement une fonction line´aire des variables de de´cision. Pour un syste`me de chauf-
fage e´lectrique, les de´penses sont proportionnelles a` l’e´nergie e´lectrique consomme´e par le
poste de chauffage. Dans le cadre de la commande pre´dictive, ces objectifs e´conomiques
sont usuellement remplace´s par des crite`res quadratiques, comme on l’a vu au chapitre
pre´ce´dent, en vertu des bonnes proprie´te´s mathe´matiques de la programmation quadra-
tique [159].
Malgre´ cela, des performances meilleures en termes e´conomiques peuvent eˆtre obtenues
par des structures de controˆle pre´dictif a` crite`re line´aire. L’utilisation de la programma-
tion line´aire pour la re´solution des proble`mes de commande optimale date du de´but des
anne´es soixante [193, 151]. Ulte´rieurement, seuls peu d’auteurs ont e´tudie´ des formula-
tions line´aires de crite`res MPC, exprime´s comme de sommes de normes l1 ou de normes
l∞. Mentionnons ici les travaux relativement re´cents de [159, 20, 82]. Les deux derniers
articles se sont concentre´s sur l’aspect re´duction du temps de calcul en ligne, a` l’aide de
techniques de programmation line´aire multiparame´triques. Dans notre cas, la formulation
dynamique du crite`re (suite a` l’inclusion du profil d’occupation) re´duit l’inte´reˆt de l’utili-
sation d’une solution explicite. De`s lors, des solveurs efficaces doivent eˆtre implante´s sur
les controˆleurs afin de calculer, a` chaque pas, la commande a` appliquer au syste`me.
4.3 Contraintes locales
Dans cette partie, nous nous proposons d’e´tudier le comportement de trois structures
de commande pre´dictive a` crite`re de type norme l1 pour la re´gulation de la tempe´rature
dans un baˆtiment multizone :
– la structure de´centralise´e,
– la structure distribue´e,
– la structure centralise´e.
Les contraintes conside´re´es dans cette partie portent uniquement sur les grandeurs de
commande locales. On reprend, dans les paragraphes suivantes, les notations utilise´es au
chapitre pre´ce´dent.
4.3.1 De´finition du crite`re
Conside´rons la fonction de couˆt locale :
Ji(k) = ‖∆i(k) (yˆ i(k)−wi(k))‖1 + ‖Λi(k)ui(k)‖1 , (4.1)
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ou` la norme l1 d’un vecteur x ∈ R
n×1 est de´finie comme la somme des valeurs absolues
de ses composantes : ‖x‖1 = |x1|+ ...+ |xn|. Alors, chaque agent local minimise le crite`re
(4.1) sous la contrainte :
0Nu×1 ≤ ui(k) ≤ ui(k), (4.2)
qui spe´cifie les limitations sur la grandeur de commande locale. D’autres contraintes, sur les
variables d’entre´e, de sortie ou sur les incre´ments de la commande, peuvent eˆtre e´galement
ajoute´es.
Dans la suite du manuscrit, nous faisons l’hypothe`se suivante :
Hypothe`se 4.3.1 Les horizons de pre´diction sur la commande et sur la sortie sont les
meˆmes pour tous les agents locaux, i.e. N1,i = N1, Nu,i = Nu, N2,i = N2, ∀i ∈ N
s
1.
Cette hypothe`se est motive´e par le fait que la puissance de chauffe installe´e dans chaque
pie`ce est adapte´e a` ses caracte´ristiques (dimensions, de´perditions, localisation, etc.). Par
conse´quent, les dure´es de relance dans le pire des cas ne varient pas beaucoup d’une pie`ce
a` l’autre. Toutefois, le choix du parame`tre N2 est dicte´ par le temps de re´ponse le plus long
parmi tous les sous-syste`mes (zones). Duˆ au comportement plus agressif de type dead-beat
de la commande pre´dictive a` crite`re line´aire, la re´duction de la dimension de l’horizon de
pre´diction n’engendre pas d’ame´lioration significative au niveau des performances.
4.3.1.1 MPC line´aire de´centralise´
L’approche de´centralise´e constitue la structure de commande la plus utilise´e dans la
re´gulation thermique multizone. Chaque zone dispose d’un controˆleur qui re´gule la tempe´-
rature locale, en jouant sur la puissance locale de chauffe. Les couplages thermiques entre
les zones adjacentes sont ne´glige´s. Ainsi, dans le mode`le de commande, les tempe´ratures
des zones voisines sont conside´re´es e´gales a` la tempe´rature locale.
A` partir du mode`le local (3.44) de´fini au paragraphe 3.4.1, le mode`le local de´couple´
s’e´crit comme suit : {
xi(k + 1) = A0,ixi(k) + biui(k)
yi(k) = c
T
i xi(k),
(4.3)
ou` la matrice A0,i est de´finie par (3.74).
Par l’ajout de Nu + 2N2 variables auxiliaires, le proble`me d’optimisation local :
min
ui(k)
Ji(k) (4.4)
sous la contrainte (4.2) peut eˆtre pose´ sous la forme standard 2 d’un programme line´aire
2. Un proble`me de programmation line´aire est dit sous la forme standard lorsque toutes ses contraintes
sont des e´galite´s et toutes ses variables de de´cision sont non-ne´gatives.
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(PL) :
minu′i(k) λ
′T
i (k)u
′
i(k)
s.c. G0,iu
′
i(k) = g0,i(k)
u′i(k) ≥ 0(2Nu+2N2)×1.
(4.5)
La nouvelle variable d’optimisation u′i(k) est obtenue en concate´nant a` la se´quence de
commandes futures, les variables auxiliaires, de´crites ci dessous.
– Nu variables auxiliaires, χi(k) ∈ R
Nu×1, transforment les contraintes ine´galite´ en
contraintes e´galite´. Seule la contrainte qui indique la limite supe´rieure de la com-
mande est transforme´e en contrainte e´galite´, tandis que la limite infe´rieure, qui
de´signe la positivite´ de la variable de de´cision est implicite dans la formulation PL
standard.
– 2N2 variables auxiliaires, η i(k), η i(k) ∈ R
N2×1, sont ne´cessaires pour mettre sous
une forme line´aire le premier terme du crite`re (4.1). Ces variables de´crivent l’e´cart
entre les sorties pre´dites et les valeurs de consigne futures. Suite a` la positivite´ des
grandeurs de commande, le deuxie`me terme du crite`re (4.1) devient : ‖Λi(k)ui(k)‖1 =
λTi (k)ui(k).
Suite aux remarques pre´ce´dentes, le vecteur d’optimisation augmente´ et son couˆt as-
socie´ deviennent :
u′i(k) =


ui(k)
χi(k)
η
i
(k)
η i(k)

 , λ′i(k) =


λi(k)
0Nu×1
∆i(k)1N2×1
∆i(k)1N2×1

 . (4.6)
La matrice et le vecteur qui de´finissent la contrainte e´galite´ du proble`me (4.5) ont les
formulations suivantes :
G0,i =
[
INu INu 0Nu×N2 0Nu×N2
Φ0,i 0N2×Nu IN2 −IN2
]
, g0,i(k) =
[
ui(k)
wi(k)−Ψ0,ix0,i(k)
]
, (4.7)
avec :
Φ0,i =


φ0,i(0) 0 · · · · · · 0
φ0,i(1) φ0,i(0) 0 · · · 0
...
. . .
. . . · · ·
...
φ0,i(N2 − 1) · · · · · · φ0,i(N2 −Nu + 1)
∑N2−Nu
j=0 φ0,i(j)

 , (4.8)
Ψ0,i =


cTi A0,i
cTi A
2
0,i
...
cTi A
N2
0,i

 , ∆i(k) = diag{δ i(k)}, φ0,i(j) = cTi Aj0,ibi, ∀j ∈ NN2−10 . (4.9)
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4.3.1.2 MPC line´aire centralise´
Par opposition a` la structure de´centralise´e, la loi de commande centralise´e calcule la
solution optimale du proble`me d’optimisation globale du syste`me complet. Le re´gulateur
centralise´ dispose alors du mode`le global, ainsi que de toute l’information collecte´e sur le
syste`me entier. Il rec¸oit e´galement les profils d’occupation et les valeurs de consigne de
toutes les pie`ces du baˆtiment. Ce controˆleur central connaˆıt e´galement les objectifs locaux
ainsi que les contraintes locales de toutes le zones.
Le mode`le global de pre´diction employe´ par le MPC centralise´ :
{
xg(k + 1) = Agxg(k) +Bgug(k)
yg(k) = C gxg(k),
(4.10)
peut eˆtre construit a` partir des mode`les de zones couple´s (3.44). Les vecteurs d’e´tat,
de commande et de sortie, ainsi que les matrices qui de´crivent le mode`le global ont les
formulations suivantes :
xg(k) =


x1(k)
...
xs(k)

 , ug(k) =


u1(k)
...
us(k)

 , yg(k) =


y1(k)
...
ys(k)

 , (4.11)
Ag =


A1,1 · · · A1,s
...
. . .
...
As,1 · · · As,s

 , Ai,j =


Ai, si i = j,
ej,ic
T
j , si j ∈ Hi,
0ni×nj , autrement,
(4.12)
Bg = bloc-diag{b1, ..., bs}, C g = bloc-diag{c
T
1 , ..., c
T
s }. (4.13)
Le proble`me global d’optimisation minimise la somme des crite`res locaux sous les
contraintes locales de tous les sous-syste`mes. Il peut s’e´crire alors comme suit :
minu1(k),...,us(k)
∑s
i=1 Ji(k)
s.c. 0Nu×1 ≤ ui(k) ≤ ui(k), ∀i ∈ N
s
1.
(4.14)
De manie`re similaire au cas de´centralise´, on peut exprimer le proble`me (4.14) sous la forme
PL standard :
minu′(k) λ
′T (k)u′(k)
s.c. Gu′(k) = g(k)
u′(k) ≥ 0(2sNu+2sN2)×1,
(4.15)
avec les notations suivantes :
u′(k) =
[
uT (k) χT (k) ηT (k) ηT (k)
]T
, (4.16)
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λ′(k) =
[
λT (k) 01×sNu 11×sN2∆(k) 11×sN2∆(k)
]T
, (4.17)
u(k) =
[
uTg (k) u
T
g (k + 1) · · · u
T
g (k +Nu − 1)
]T
, (4.18)
λ(k) =
[
λ1(k) · · · λs(k) · · · λ1(k +Nu − 1) · · · λs(k +Nu − 1)
]T
, (4.19)
u(k) =
[
u1(k) · · · us(k) · · · u1(k +Nu − 1) · · · us(k +Nu − 1)
]T
, (4.20)
w(k) =
[
w1(k) · · · ws(k) · · · w1(k +N2) · · · ws(k +N2)
]T
, (4.21)
∆(k) = diag{δ1(k + 1), ..., δs(k + 1), ..., δ1(k +N2), ..., δs(k +N2)}, (4.22)
G =
[
I sNu I sNu 0sNu×sN2 0sNu×sN2
Φ 0sN2×sNu I sN2 −I sN2
]
, g(k) =
[
u(k)
w(k)−Ψxg(k)
]
, (4.23)
Ψ =


C gAg
C gA
2
g
...
C gA
N2
g

 , Φ =


φ(0) 0 · · · · · · 0
φ(1) φ(0) 0 · · · 0
...
. . .
. . . · · ·
...
φ(N2 − 1) · · · · · · φ(N2 −Nu + 1)
∑N2−Nu
j=0 φ(j)

 , (4.24)
φ(j) = C gA
j
gBg, ∀j ∈ N
N2−1
0 . (4.25)
4.3.1.3 MPC line´aire distribue´
La structure centralise´e et la strate´gie comple`tement de´centralise´e repre´sentent deux
extreˆmes du compromis entre les performances de controˆle, d’une part, et la fiabilite´, la
flexibilite´ et l’effort de calcul, d’autre part. Une structure qui permet une meilleure gestion
de ce compromis est repre´sente´e par l’approche distribue´e. Ainsi, les agents locaux mini-
misent des crite`res locaux et e´changent des informations concernant leur comportement
futur, permettant aussi d’ame´liorer les performances globales du syste`me par rapport a` la
strate´gie de´centralise´e.
Comme on l’a vu au chapitre pre´ce´dent, l’utilisation des mode`les couple´s par les sorties
ne´cessite de communiquer les se´quences locales de sorties pre´dites. L’approche distribue´e
pre´sente de ce fait une structure de´centralise´e. De plus, un re´seau de communication doit
eˆtre ajoute´, pour permettre l’e´change des informations entre les agents.
La formulation standard du proble`me d’optimisation local (4.4) pour le cas distribue´
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s’e´crit alors :
minu′i(k) λ
′T
i (k)u
′
i(k)
s.c. Giu
′
i(k) = g
(l(k))
i (k)
u′i(k) ≥ 0(2Nu+2N2)×1,
(4.26)
avec
Gi =
[
INu INu 0Nu×N2 0Nu×N2
Φi 0N2×Nu IN2 −IN2
]
, (4.27)
g
(l(k))
i (k) =
[
ui(k)
wi(k)−Ψixi(k)−
∑
j∈Hi
Φj,iy˜
(l(k))
j (k)
]
, (4.28)
avec les notations introduites au paragraphe 3.4.2. C’est dans le vecteur de´fini par (4.28)
que se trouvent les se´quences futures de sortie des zones voisines.
En se basant sur l’algorithme de coope´ration 1 pre´sente´ au paragraphe 3.4.4, on peut
formuler la proce´dure ite´rative a` exe´cuter par chaque agent i, a` tous les instants de temps,
qui est de´crite dans l’algorithme 2. Suite a` l’hypothe`se 4.3.1, la structure de l’algorithme 2
est en fait un cas particulier de l’algorithme 1 (paragraphe 3.4.4), pour lequel les dimensions
des feneˆtres de pre´diction de tous les agents sont e´gales et constantes dans le temps. Ainsi,
l’estimation et la transmission des valeurs pre´dites du parame`tre N2,i n’est plus ne´cessaire.
Algorithme 2 Proce´dure ite´rative de commande pre´dictive distribue´e a` crite`re
line´aire
1 : Initialiser l(k) = l0(k)
2 : Mettre a` jour les variables locales xi(k), yi(k), δ i(k), wi(k)
3 : Calculer la se´quence de commande optimale locale u
(l0(k))
i (k) a` l’ite´ration initiale
4 : Tant que (l(k) < lmax ET ‖y˜
(l(k))
i (k)− y˜
(l(k)−1)
i (k)‖∞ > ǫi, ∀i ∈ N
s
1) faire
4.1 : Ite´ration suivante l(k) = l(k) + 1
4.2 : Construire y˜
(l(k))
i (k)
4.3 : Envoyer y˜
(l(k))
i (k) a` tous les agents j ∈ Hi
4.4 : Recevoir y˜
(l(k))
j (k) de tous les agents j ∈ Hi et met a` jour g
(l(k))
i (k)
4.5 : Calculer la se´quence de commande optimale locale u
(l(k))
i (k), par la re´so-
lution du proble`me local (4.26)
Fait
5 : Appliquer la premie`re composante de u
(l(k))
i (k) au sous-syste`me local i
6 : Construire y˜
(l0(k+1))
i (k)
7 : Envoyer y˜
(l0(k+1))
i (k) a` tous les agents j ∈ Hi
8 : Recevoir y˜
(l0(k+1))
j (k) de tous les agents j ∈ Hi et met a` jour g
(l0(k+1))
i (k)
9 : Mettre a` jour k = k + 1 et retour au pas 1
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4.3.2 Re´sultats de simulation
Pour illustrer les ame´liorations sur les performances apporte´es par l’utilisation d’un
crite`re line´aire de type norme l1, nous reprenons le mode`le du baˆtiment pre´sente´ au para-
graphe 3.4.6.
Afin de pouvoir calculer la commande par le biais de la programmation line´aire, l’e´tat
du syste`me est estime´ a` l’aide d’un observateur ≪ pre´dicteur ≫ de type Luenberger. Il
utilise les vecteurs d’entre´es et de sorties de l’instant k−1 pour pre´dire l’e´tat a` l’instant k.
Dans le cadre de la commande pre´dictive a` crite`re line´aire, le choix du gain de l’observateur
peut avoir un impact plus important sur le comportement du re´gulateur (par rapport au
MPC quadratique). Les erreurs de mode´lisation, ainsi que l’apport des perturbations, sont
amplifie´s par un observateur rapide. L’agressivite´ des controˆleurs pre´dictifs pre´sente´s aux
paragraphes pre´ce´dents peut de´ge´ne´rer en une commande tre`s oscillante. Les gains des
observateurs pour les trois structures de commande ont e´te´ choisis afin de placer les poˆles
des observateurs trois fois plus rapides que les poˆles des mode`les de pre´diction.
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Figure 4.1 – Influence du parame`tre de ponde´ration λi sur les indices de performance
Certains auteurs [159] ont rapporte´ le fait que la commande pre´dictive a` crite`re line´aire
pre´sente, en fonction du choix des termes de ponde´rations pour l’erreur et pour la com-
mande, soit un comportement de type ≪ idle ≫ (commande nulle), soit un comportement
de type ≪ dead-beat ≫. La figure 4.1 met en e´vidence ce phe´nome`ne, en illustrant les
performances des trois structures de commande pre´dictives (MPC line´aire de´centralise´ -
De´MPCL, MPC line´aire centralise´ - CMPCL et MPC line´aire distribue´ - DiMPCL) en fonc-
tion de la ponde´ration sur la commande, λi. Les valeurs des indices de performance sont
obtenues sur une journe´e de simulation, avec le profil d’occupation de´crit par le Sce´nario 4
(paragraphe 3.4.6.2). Dans la figure 4.1 droite on observe qu’a` partir d’une certaine valeur
de λi, la consommation devient nulle, ce qui correspond au controˆle idle. Pour les valeurs de
λi dont on obtient Ec = 0kWh, l’indice de confort atteint son maximum d’environ 180
oCh.
Cette valeur de l’indice de confort correspond (pour le profil d’occupation conside´re´) a` un
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e´cart moyen de 8,18oC entre la valeur de consigne et la tempe´rature mesure´e pendant une
journe´e.
Une caracte´ristique importante de la commande de type dead-beat est le temps de
re´ponse minimal [82]. Ceci constitue le principal avantage de la loi MPC a` crite`re l1 par
rapport a` une commande a` crite`re quadratique. La figure 4.2 illustre le comportement des
lois de commande pre´dictives distribue´es a` crite`re line´aire (DiMPCL) et respectivement a`
crite`re quadratique (DiMPCHC). Dans les deux cas, les parame`tres de re´glage spe´cifiques a`
la commande pre´dictive sont identiques, Nu = N2 = 10, a` l’exception de λi qui a e´te´ choisi
pour que les performances en termes de confort des deux commandes soient similaires.
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Figure 4.2 – E´volution temporelle des signaux de sortie (a) et de commande (b) et des
indicateurs de performance (c et d) pour les huit premiers jours de l’anne´e
On peut observer que par l’emploi d’un crite`re de type norme l1, la pe´riode de relance
varie en fonction de l’e´tat du syste`me, tandis que pour une loi de commande quadratique,
comme celle de´finie au chapitre pre´ce´dent, la dure´e de la relance est toujours e´gale a` la
dimension de l’horizon de pre´diction. Naturellement, l’utilisation des re´gulateurs line´aires
engendrent des pics de consommation avant les de´buts des pe´riodes d’occupation. Si ce
phe´nome`ne s’ave`re eˆtre un inconve´nient, il peut eˆtre re´duit par la diminution de la borne
supe´rieure de la commande u(k). Du point de vue quantitatif, les sous-figures 4.2c et
4.2d montrent l’e´volution des indicateurs globaux de performance pour les deux strate´gies
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distribue´es. On observe une le´ge`re ame´lioration, au niveau des deux indices, apporte´e par
l’emploi du crite`re avec norme l1.
Sce´nario
Loi de commande
Ic [
oCh] Ec [kWh]Type Spe´cificite´
1
DiMPCHC
λi = 5, lmax = 1 207,30 174,07
λi = 5, lmax = 2 199,84 173,68
λi = 5, lmax = 3 199,67 173,66
DiMPCL
λi = 1, lmax = 1 197,28 171,58
λi = 1, lmax = 2 190,44 171,26
λi = 1, lmax = 3 190,42 171,26
De´MPCL λi = 1 221,89 166,11
CMPCL λi = 1 191,42 175,36
2
DiMPCHC
λi = 5, lmax = 1 125,60 227,47
λi = 5, lmax = 2 120,66 227,22
λi = 5, lmax = 3 120,61 227,19
DiMPCL
λi = 1, lmax = 1 119,70 219,04
λi = 1, lmax = 2 114,04 218,91
λi = 1, lmax = 3 113,99 218,91
De´MPCL λi = 1 229,55 207,34
CMPCL λi = 1 104,96 222,09
3
DiMPCHC
λi = 5, lmax = 1 747,64 248,40
λi = 5, lmax = 2 724,36 247,32
λi = 5, lmax = 3 724,17 247,32
DiMPCL
λi = 1, lmax = 1 745,29 240,47
λi = 1, lmax = 2 720,45 239,64
λi = 1, lmax = 3 720,45 239,63
De´MPCL λi = 1 856,65 248,37
CMPCL λi = 1 741,16 242,62
4
DiMPCHC
λi = 5, lmax = 1 396,38 217,63
λi = 5, lmax = 2 379,94 217,20
λi = 5, lmax = 3 379,79 217,18
DiMPCL
λi = 1, lmax = 1 365,92 210,37
λi = 1, lmax = 2 350,95 210,20
λi = 1, lmax = 3 350,95 210,19
De´MPCL λi = 1 472,75 212,25
CMPCL λi = 1 335,59 213,46
Table 4.1 – Re´sultats comparatifs entre les structures pre´dictives a` crite`re line´aire par
rapport a` la structure distribue´e a` crite`re quadratique pour les quatre sce´narios d’occupa-
tion, avec les parame`tres : Nu,i = N2,i = 10, ǫi = 0, ∀i ∈ N
3
1
Ensuite nous nous proposons de comparer les performances des trois structures pre´dic-
tives a` crite`re line´aire, dont les sche´mas-bloc de ces strate´gies de commande sont illustre´s
figures 4.3, 4.4 et respectivement 4.5. De plus, nous avons e´galement ajoute´ les re´sultats
obtenus par la commande distribue´e a` crite`re quadratique, avec un horizon de pre´diction
constant (DiMPCHC), pour pouvoir les comparer a` ce qui a e´te´ fait auparavant. Les
re´sultats sont synthe´tise´s dans le tableau 4.1.
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Il apparaˆıt clairement que le meilleur compromis, pour le cas distribue´, entre l’effort de
calcul et les performances de controˆle est donne´ par l’utilisation de deux ite´rations. Ceci
est valable pour les deux types de crite`re. Les gains relatifs du DiMPCL par rapport au
DiMPCHC s’e´le`vent a` 7,6 % pour le confort et 3,8 % concernant l’e´conomie de l’e´nergie.
Sachant que par le choix de la variable λi, le confort est prioritaire a` la consommation, la
structure de´centralise´e offre des performances nettement infe´rieures, i.e. des de´gradations
au niveau du confort de 14 % a` 50 %, par rapport au DiMPCL. Les re´sultats obtenus
par l’utilisation du controˆleur centralise´ peuvent paraˆıtre surprenants, surtout pour les
sce´narios 1 et 3. Meˆme si, du point de vue du crite`re global d’optimisation, CMPCL offre
la solution optimale, elle n’est pas forcement la meilleure par rapport aux indicateurs de
performance, mesure´s a posteriori. En revanche, pour les sce´narios 2 et 4, on observe des
ame´liorations au niveau de confort engendre´es par le CMPC.
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Figure 4.3 – Sche´ma-bloc de controˆle centralise´ pour le baˆtiment trois-zones
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Figure 4.4 – Sche´ma-bloc de controˆle de´centralise´ pour le baˆtiment trois-zones
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Figure 4.5 – Sche´ma-bloc de controˆle distribue´ pour le baˆtiment trois-zones
Compte tenu de ces remarques et des re´sultats pre´sente´s tableau 4.1 on peut conclure
que DiMPCL offre de meilleurs re´sultats en termes de confort et de consommation que
son ”e´quivalent” quadratique.
4.4 Contraintes couple´es
Une solution pour re´duire la facture e´nerge´tique, pour les baˆtiments chauffe´s par des
syste`mes e´lectriques, peut eˆtre la diminution de la puissance maximale souscrite. Elle
correspond a` la puissance mise a` disposition par le distributeur. La puissance souscrite est
e´tablie en accord avec le client afin de re´pondre aux besoins re´els de l’utilisateur (chauffage,
e´clairage, autres e´quipements e´lectriques) mais e´galement a` la fac¸on dont l’e´lectricite´ est
utilise´e (pendant les heures de la journe´e, jours de la semaine, saisons, etc.), autrement
dit, au profil d’occupation et aux habitudes des usagers. L’utilisateur a donc tout inte´reˆt a`
diminuer les pics de sa demande d’e´lectricite´, car ce sont eux qui de´terminent la puissance
maximale ne´cessaire. En re`gle ge´ne´rale, cette puissance est cale´e sur la pre´vision de la
valeur maximale de la puissance atteinte pendant l’anne´e.
Sachant que le syste`me de chauffage repre´sente, en France et en Europe, le plus impor-
tant poste de consommation dans un immeuble, en pe´riode de forte demande de chauffage
la puissance absorbe´e par l’e´tablissement peut eˆtre supe´rieure a` la puissance souscrite.
Usuellement, le de´passement de cette puissance est tole´re´, dans la mesure ou` elle n’exce`de
pas un certain pourcentage de la puissance maximale souscrite. Cependant, une facturation
d’une pe´nalite´ est applique´e sur le nombre de kWh en de´passement.
Ne´anmoins, il est possible de souscrire a` des puissances maximales diffe´rentes selon
les pe´riodes tarifaires horo-saisonnie`res (Pointe, Heures Pleines d’Hiver - HPH, Heures
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Creuses d’Hiver - HCH, Heures Pleines Demi-Saison - HPD, Heures Creuses Demi-Saison
- HCD, Heures Pleines d’Ete´ - HPE, Heures Creuses d’Ete´ - HCE, Juillet-Aouˆt - JA). De
plus, avec le de´veloppement des re´seaux e´lectriques intelligents (smart grid), la variation
du prix du kWh pourrait eˆtre encore plus fine. Elle pourrait ainsi de´pendre e´galement de
la puissance absorbe´e par le baˆtiment.
Dans un environnement de controˆle optimal, cette puissance souscrite agit comme une
contrainte de couplage sur les grandeurs de commande locales. Les controˆleurs classiques
de type PI et tout-ou-rien ne peuvent pas ge´rer cette contrainte de couplage autrement
qu’en la divisant en contraintes locales. Cette solution simple est pourtant loin d’eˆtre
optimale.
Dans les paragraphes suivants, nous proposons l’utilisation d’un algorithme distribue´
base´ sur la technique de de´composition de Dantzig-Wolfe [44]. Elle permet la prise en
compte d’une contrainte de couplage, tout en gardant la structure distribue´e de la loi de
commande. Le prix a` payer pour la prise en compte de cette contrainte d’une manie`re
optimale est l’apparition d’un agent coordonnateur qui doit communiquer avec tous les
controˆleurs locaux dont les variables sont couple´es par une contrainte.
4.4.1 De´finition du crite`re
Lors du paragraphe 4.3.2, on a observe´ les ame´liorations au niveau de la consommation,
engendre´es par l’utilisation d’une fonction de couˆt line´aire par rapport a` une fonction de
couˆt quadratique. Pour les deux crite`res, le confort est de´fini par une tempe´rature de
consigne. L’e´cart entre la tempe´rature pre´dite et la consigne future est diffe´remment prise
en compte (pe´nalite´ line´aire et respectivement quadratique). La subjectivite´ de la notion de
confort thermique n’implique pas une tempe´rature de confort stricte. Une de´finition d’une
bande de tempe´rature de confort offre plus de degre´s de liberte´ au syste`me de pilotage,
et en meˆme temps se rapproche des de´finitions du confort thermique propose´es dans les
standards internationaux (ISO 7730 et 55-2004 de ASHRAE).
Dans la suite du manuscrit le confort thermique de chaque zone i sera de´fini par une
bande de tempe´rature, de´limite´e par une borne infe´rieure wi et une borne supe´rieure wi.
Ces deux limites peuvent eˆtre fixes, calcule´es en fonction des autres facteurs (humidite´,
PMV, PPD, etc.) ou re´gle´es par les utilisateurs. En favorisant le confort ainsi de´fini, on
peut l’inte´grer dans les contraintes du proble`me d’optimisation de la loi pre´dictive, qui
devient alors :
min
ui(k),...,us(k)
J(k) =
s∑
i=1
λTi (k)ui(k) (4.29a)
s.c.
0Nu×1 ≤ ui(k) ≤ ui(k), ∀i ∈ N
s
1, (4.29b)
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s∑
i=1
ui(k) ≤ ut(k), (4.29c)
∆i(k)(wi(k)− yˆ i(k)) ≤ 0N2×1, ∀i ∈ N
s
1,
∆i(k)(yˆ i(k)−wi(k)) ≤ 0N2×1, ∀i ∈ N
s
1,
(4.29d)
ou` ut(k) repre´sente la se´quence future des puissances globales maximales.
L’ine´galite´ (4.29c) repre´sente la contrainte de couplage, tandis que les ine´galite´s (4.29d)
de´terminent le confort thermique. En prenant en compte le profil d’occupation de chaque
zone, les contraintes de confort deviennent dynamiques, dans le sens ou` elles disparaissent
pendant les pe´riodes d’inoccupation (voire figure 4.6).
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Figure 4.6 – Profil d’occupation et limites de confort dans le cadre de la commande
pre´dictive
Suite a` la formulation (4.29), le confort thermique est inte´gre´ dans le PL comme des
contraintes dures. Si, a` un instant donne´, une de ces contraintes ne peut pas eˆtre sa-
tisfaite, le proble`me d’optimisation devient infaisable. Dans la pratique, pour e´viter cet
inconve´nient, les contraintes sont relaxe´es, par l’ajout d’une pe´nalite´ dans la fonction de
couˆt, quand elles ne sont pas satisfaites. Ainsi, on peut reformuler le proble`me relaxe´ sous
la forme :
min
ui(k),...,us(k)
J(k) =
s∑
i=1

λTi (k)ui(k) + N2∑
j=1
fi(k + j)

 , (4.30)
sous les contraintes (4.29b) et (4.29c). La fonction locale de pe´nalite´ fi est :
fi(k + j) =


0, si µi(k + j) ≤ 0 et µi(k + j) ≤ 0
κiµi(k + j), si µi(k + j) > 0
κiµi(k + j), si µi(k + j) > 0,
(4.31)
avec les notations
µ
i
(k + j) = δi(k + j)(wi(k + j)− yˆi(k + j|k)),
µi(k + j) = δi(k + j)(yˆi(k + j|k)− wi(k + j)).
(4.32)
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Le choix de cette fonction de pe´nalite´ (illustre´e figure 4.7) pre´serve la structure line´aire du
proble`me d’optimisation, meˆme si elle peut eˆtre conside´re´e comme affine par morceaux.
Lors du paragraphe suivant, on verra que par un choix judicieux des variables auxiliaires,
le PL (4.30) peut eˆtre reformule´ sous la forme standard line´aire. Le parame`tre κi traduit
l’importance relative du confort par rapport au couˆt e´nerge´tique.
fi
0
wi wi
yˆi
δi = 1
κiwi
Figure 4.7 – Allure de la fonction de pe´nalite´
4.4.2 Mode`le de pre´diction de´couple´
Prenons tout d’abord le cas du mode`le de´couple´ (4.3), en conside´rant que les tempe´ratures
des zones adjacentes sont e´gales a` la tempe´rature de la zone locale.
4.4.2.1 Formalisation du proble`me global
Apre`s quelques manipulations, le proble`me d’optimisation global (4.30) peut eˆtre ex-
prime´ sous la forme PL standard :
min
z(k),u′′1 (k),...,u
′′
s (k)
λ′′T1 (k)u
′′
1(k) + · · · + λ
′′T
s (k)u
′′
s(k)
s.c. H 0z(k) + H 1u
′′
1(k) + · · · + H su
′′
s(k) = ut(k)
G′0,1u
′′
1(k) = g
′
0,1(k)
. . .
...
G′0,su
′′
s(k) = g
′
0,s(k)
z(k) ≥ 0Nu×1 , u
′′
1(k) , · · · , u
′′
s(k) ≥ 0(2Nu+4N2)×1,
(4.33)
avec les notations suivantes :
u′′i (k) =
[
uTi (k) χ
T
i (k) η
T
1,i
(k) ηT
2,i
(k) ηT1,i(k) η
T
2,i(k)
]T
, (4.34)
λ′′i (k) =
[
λTi (k) 01×Nu 01×N2 κiδ
T
i (k) 01×N2 κiδ
T
i (k)
]T
, (4.35)
H 0 = INu , H i =
[
INu 0Nu×Nu+4N2
]
, ∀i ∈ Ns1, (4.36)
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G′0,i =

 INu INu 0Nu×N2 0Nu×N2 0Nu×N2 0Nu×N2−Φ0,i 0N2×Nu IN2 −IN2 0N2×N2 0N2×N2
Φ0,i 0N2×Nu 0N2×N2 0N2×N2 IN2 −IN2

 , (4.37)
g ′0,i(k) =

 ui(k)−wi(k) +Ψ0,ixi(k)
wi(k)−Ψ0,ixi(k)

 . (4.38)
La mise sous la forme PL standard du proble`me (4.30) est re´alise´e par l’ajout de :
– Nu variables auxiliaires, z(k) ∈ R
Nu×1, ne´cessaires pour re´e´crire la contrainte (4.29c)
sous la forme de contrainte e´galite´,
– sNu variables auxiliaires, χi(k) ∈ R
Nu×1, ∀i ∈ Ns1, afin de transformer la deuxie`me
ine´galite´ de la contrainte (4.29b) en contrainte e´galite´ et
– 4sN2 variables auxiliaires comprises dans η
T
1,i
(k), ηT
2,i
(k), ηT1,i(k), η
T
2,i(k) ∈ R
N2×1,
∀i ∈ Ns1, ne´cessaires pour mesurer l’e´cart entre les valeurs pre´dites de la tempe´rature
locale et les se´quences futures qui de´finissent les limites de confort.
Le nombre de variables d’optimisation du PL (4.33) est proportionnel au nombre de
sous-syste`mes, s, tandis que le nombre de contraintes de´pend des parame`tres de re´glage
Nu et N2.
Remarque 4.4.1 En fonction des profils d’occupation locaux, certaines composantes des
vecteurs ηT
1,i
(k), ηT
2,i
(k), ηT1,i(k), η
T
2,i(k) ne sont pas ne´cessaires, quand la feneˆtre de pre´diction
locale inclut des instants d’inoccupation. Ainsi, dans une implantation efficace de l’algo-
rithme, les dimensions de la matrice de contraintes sont variables, en fonction des profils
d’occupation.
Dans la pratique de la re´gulation thermique des baˆtiments, on rencontre des proble`mes
qui peuvent atteindre plusieurs milliers d’e´quations et / ou d’inconnues. Malgre´ le fait
que cette complexite´ de calcul ne repre´sente pas un inconve´nient majeur pour les solveurs
tre`s performants existants sur le marche´, les re´gulateurs employe´s pour le controˆle de la
tempe´rature sont ge´ne´ralement implante´s sur des microcontroˆleurs a` faible puissance de
calcul. Ainsi, pour re´soudre ces proble`mes de grande taille, l’utilisation de certaines tech-
niques de de´composition s’ave`re opportune ou meˆme ne´cessaire, pour des raisons tech-
niques ou pratiques. Les me´thodes de de´composition permettent, pour certains types de
proble`mes, la construction d’un algorithme distribue´ qui converge vers la solution optimale
souhaite´e.
L’efficacite´ des techniques de de´composition de´pend de la structure du proble`me d’op-
timisation [39]. Pour la programmation line´aire, deux cas surviennent fre´quemment dans
la pratique : les contraintes couplantes et les variables couplantes. Le premier est traite´ lors
des paragraphes suivants, tandis que le deuxie`me sera analyse´ au chapitre 5 du me´moire.
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4.4.2.2 Me´thode de de´composition de Dantzig-Wolfe
La me´thode de de´composition de Dantzig-Wolfe (D-W) permet d’exprimer un PL
comme un ensemble de sous-proble`mes de dimensions re´duites. Ces sous-proble`mes sont
relie´s entre eux par une contrainte line´aire dite ≪ compliquante ≫ ou ≪ couplante ≫. Re-
soudre le proble`me de de´part qui contient un tre`s grand nombre de variables, revient alors
a` re´soudre plusieurs proble`mes de tailles re´duites. Le prix a` payer pour cette simplifica-
tion est la re´pe´tition. Ainsi, au lieu de re´soudre le proble`me original, deux proble`mes sont
re´solus de manie`re ite´rative :
– un proble`me maˆıtre, qui comporte toutes les variables du proble`me original et uni-
quement la contrainte compliquante, et
– un proble`me similaire au proble`me original, mais sans la contrainte compliquante,
appele´ le proble`me relaxe´.
Cette proce´dure ite´rative permet la prise en compte de manie`re progressive des contraintes
compliquantes. De plus, elle atteint l’optimum en un nombre fini d’ite´rations [43].
Malgre´ le fait que la me´thode de de´composition D-W peut eˆtre applique´e a` tous les
proble`mes d’optimisation line´aires, elle est particulie`rement efficace pour les PL dont la
matrice de contraintes a une structure particulie`re, appele´e bloc-angulaire primale. Ainsi,
le proble`me relaxe´ peut eˆtre re´solu par blocs, e´tant structurellement de´composable.
De´finition 4.4.1 Une matrice A est appele´e bloc-angulaire primale si sa structure a
la forme suivante :
A =


A0,1 A0,2 · · · A0,n
A1,1 0 · · · 0
0 A2,2 · · · 0
. . .
0 0 · · · An,n


. (4.39)
La technique de de´composition de Dantzig-Wolfe est base´e sur le the´ore`me de com-
binaison convexe et sur des techniques de ge´ne´ration de colonnes. Ainsi, nous pre´sentons
ci-dessous quelques de´finitions ne´cessaires a` la formulation du the´ore`me de combinaison
convexe.
De´finition 4.4.2 Soient n points {x1, ...,xn}. On appelle combinaison conique (ou
combinaison line´aire non ne´gative) de ces points, les points x tels que :
x =
n∑
j=1
υjxj , υj ≥ 0, ∀j ∈ N
n
1 . (4.40)
De´finition 4.4.3 Soient n points {x1, ...,xn}. On appelle combinaison convexe de ces
points, les points x tels que :
x =
n∑
i=1
αixi,
n∑
i=1
αi = 1, αi ≥ 0, ∀i ∈ N
n
1 . (4.41)
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De´finition 4.4.4 Un point pi inclus dans un ensemble convexe X qui ne peut pas eˆtre
de´crit par une combinaison convexe des autres points de X est appele´ sommet (ou un
point extreˆme).
De´finition 4.4.5 Soit un point r ∈ X. Le rayon ge´ne´re´ par r est l’ensemble de points
{x|x = θr, ∀θ ∈ (0,+∞)}.
Dans la suite du manuscrit nous utiliserons, par abus de notation, le point r pour
de´noter le rayon ge´ne´re´ selon la de´finition 4.4.5. Ainsi, un rayon r peut eˆtre vu comme une
direction infinie sur laquelle toutes les solutions du polye`dre non borne´ X sont re´alisables.
De´finition 4.4.6 Un rayon extre´mal d’un ensemble convexe X est le rayon qui ne peut
pas s’exprimer par une combinaison convexe de rayons de X.
The´ore`me 4.4.1 (de Minkowski) Tous les points appartenant au polye`dre convexe X =
{x|Ax = b,x ≥ 0} peuvent eˆtre repre´sente´s comme une combinaison convexe de l’ensemble
fini de ses sommets et une combinaison conique de l’ensemble fini de ses rayons extre´maux.
Selon le the´ore`me 4.4.1, chaque point x appartenant au polye`dre X peut eˆtre repre´sente´
sous la forme suivante :
x =
d∑
i=1
αipi +
e∑
j=1
υjrj ,
d∑
i=1
αi = 1,
αi ≥ 0, ∀i ∈ N
d
1,
υj ≥ 0, ∀j ∈ N
e
1,
(4.42)
ou` {pi}i∈Nd1
est l’ensemble fini de tous les points extreˆmes et {ri}i∈Ne1 repre´sente l’ensemble
fini de tous les rayons extre´maux du polye`dre X.
Apre`s ce rappel des notions, nous revenons au proble`me de programmation line´aire issu
de la formulation du crite`re MPC. Pour la pre´sentation de la me´thode de de´composition
de Dantzig-Wolfe, reprenons le PL (4.33) dont, pour la simplicite´ des notations, nous
omettrons la de´pendance des variables vis-a`-vis de l’instant de temps k. Alors, le proble`me
conside´re´ par (4.33) est de´crit par :
min
z,u′′1 ,...,u
′′
s
λ′′T1 u
′′
1 + · · · + λ
′′T
s u
′′
s
s.c. H 0z + H 1u
′′
1 + · · · + H su
′′
s = ut
G′0,1u
′′
1 = g
′
0,1
. . .
...
...
G′0,su
′′
s = g
′
0,s
z ≥ 0Nu×1 , u
′′
1 , · · · , u
′′
s ≥ 0(2Nu+4N2)×1.
(4.43)
Puisque la premie`re contrainte du proble`me (4.43) comporte toutes les variables de
de´cision, empeˆchant ainsi une solution par blocs, elle constitue la contrainte compliquante
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du PL. Le proble`me relaxe´ est alors de´fini par (4.43) dont on e´limine la premie`re contrainte
e´galite´ : H 0z +H 1u
′′
1 + · · ·+H su
′′
s = ut.
Suite a` la structure bloc-angulaire de la matrice de contraintes, le domaine admissible
de chaque variable d’optimisation locale u′′i est de´fini par le polye`dre U0,i = {u
′′
i |G
′
0,iu
′′
i =
g ′0,i, u
′′
i ≥ 0(2Nu+4N2)×1}. Selon le the´ore`me de Minkowski, u
′′
i peut s’exprimer comme
suit :
u′′i =
di∑
j=1
αi,jpi,j +
ei∑
j=1
βi,jri,j ,
di∑
i=1
αi,j = 1, αi,j , βi,j ≥ 0, ∀j ∈ N
di
1 , ∀i ∈ N
s
1, (4.44)
ou` di repre´sente le nombre de sommets et ei le nombre de rayons extre´maux du polye`dre
U0,i.
En reportant (4.44) dans (4.43), on peut formuler le proble`me maˆıtre (PM) :
min
z,αi,j ,βi,j
s∑
i=1
λ′′Ti

 di∑
j=1
pi,jαi,j +
ei∑
j=1
ri,jβi,j

 (4.45a)
sous les contraintes
H 0z +
s∑
i=1
H i

 di∑
j=1
pi,jαi,j +
ei∑
j=1
ri,jβi,j

 = ut : γ, (4.45b)
di∑
j=1
αi,j = 1 : σi, ∀i ∈ N
s
1, (4.45c)
z ≥ 0Nu×1, αi,j , βi,j ≥ 0. (4.45d)
ou` γ ∈ RNu et σi ∈ R sont les solutions duales
3 (multiplicateurs du Simplexe) correspon-
dantes au contraintes (4.45b) et (4.45c), respectivement. Le proble`me maˆıtre re´sultant a
moins de contraintes que le proble`me original (4.43), mais un nombre de colonnes beau-
coup plus important en raison d’une augmentation du nombre de variables. Ces variables
sont associe´es a` tous les points extreˆmes et a` tous les rayons extre´maux de U0,i. La solution
du proble`me relaxe´ peut eˆtre obtenu par la re´solution par blocs de chaque sous-proble`mes
(SPi) :
min
u′′i
λ′′Ti u
′′
i , (4.46a)
sous les contraintes
G′iu
′′
0,i = g
′
0,i, (4.46b)
u′′i ≥ 0(2Nu+4N2)×1. (4.46c)
3. Des ge´ne´ralite´s sur la dualite´ en programmation line´aire sont donne´es en Annexe B.
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Pour la re´solution du PM, en utilisant la me´thode du Simplexe par exemple, il est
ne´cessaire de proce´der par ge´ne´ration de colonnes afin de n’expliciter re´ellement qu’un
sous-ensemble de sommets et de rayons extre´maux, ceux susceptibles d’intervenir dans
la solution optimale. Ainsi, la solution optimale du proble`me (4.43) est obtenue par la
re´solution ite´rative d’un proble`me maˆıtre restreint (PMR) construit de manie`re dyna-
mique. Un sous-ensemble initial de sommets et de rayons extre´maux peut eˆtre calcule´ par
la re´solution (en paralle`le) de tous les sous-proble`mes (4.46) mais en utilisant des couˆts λˆ
′′T
i
diffe´rents (choisis arbitrairement), afin d’obtenir des sommets et / ou des rayons extre´maux
distincts.
Remarque 4.4.2 Le choix de manie`re arbitraire de couˆts λˆ
′′T
i , pendant la phase de ge´ne´-
ration d’un ensemble initial de solutions locales (sommets et / ou rayons extre´maux) ne
garantit pas la faisabilite´ du PMR, autrement dit l’existence de αi,j , βi,j positifs, tels que
(4.45b) et (4.45c) soient satisfaites. Il n’existe pas de re`gle ge´ne´rale pour choisir les couˆts
locaux tels que le PMR construit avec la base ainsi obtenue soit faisable. Pourtant, afin
d’e´viter l’infaisabilite´ du PMR, des strate´gies de relaxation sont propose´es [39]. Cependant,
la particularite´ du proble`me d’optimisation (4.43) rend possible un choix qui garantit la
faisabilite´ du PMR.
Proposition 4.4.1 Les solutions des sous-proble`mes (4.46), dont le vecteur de couˆt est
de´fini par
λˆ
′′
i =
[
λTi 01×Nu 01×N2 01×N2 01×N2 01×N2
]T
, (4.47)
conjugue´es a` des solutions obtenues en utilisant des couˆts choisis arbitrairement constituent
une base de colonnes initiales qui rend le PMR faisable.
Preuve E´tant donne´es les spe´cificite´s du PM et des SPi, l’utilisation des vecteurs de couˆt
locaux de´finis par (4.47) implique ui = 0Nu×1. Sachant que la contrainte couplante lie
uniquement les premie`res Nu composantes des solution locales et qu’elle est la relaxation
d’une contrainte ine´galite´, spe´cifiant une limite supe´rieure positive de la somme de ces
composantes, alors αi,1 = 1, αi,j = βi,j = 0, ∀j ≥ 2, tel que (4.45c) et (4.45d) repre´sentent
une solution faisable du PM.
Supposant que l’on dispose d’un ensemble initial de sommets et de rayons extre´maux,
et que la solution du PMR soit unique, alors par la re´solution du proble`me (4.45) on
dispose e´galement des multiplicateurs du Simplexe (solutions duales), note´s dans (4.45)
par γ et σi. La solution optimale du PMR est e´galement optimale pour PM si et seulement
si tous les points extreˆmes et tous les rayons extre´maux du domaine U = ∪i∈Ns1U0,i, qui
n’interviennent pas dans PMR, ne participent pas a` la solution optimale de PM. Pour
le savoir, il suffit de calculer les couˆts re´duits des variables n’intervenant pas dans PMR.
Ainsi, le couˆt re´duit associe´ a` la variable αi,j ou βi,j est :
fi,j =
(
λ′′Ti − γH i
)
pi,j − σi. (4.48)
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Pour le calcul des couˆts re´duits, les sous-proble`mes SPi sont modifie´s comme suit :
min
u′′i
(
λ′′Ti − γH i
)
u′′i , (4.49)
sous les contraintes (4.46b) et (4.46c). Notons que la modification apporte´e aux sous-
proble`mes est mineure et vise uniquement leur crite`re. Une fois les solutions de tous les
sous-proble`mes (4.49) obtenues, on peut de´cider si le nouveau sommet ou rayon extre´mal
de U permet d’ame´liorer la solution courante du PMR. Ceci se fait comme suit :
– si toutes les variables restantes ont un couˆt re´duit positif, i.e.
min
i,j
fi,j = min
i
(
λ′′Ti − γH i
)
u′′∗i − σi ≥ 0, (4.50)
alors la solution optimale de PMR est e´gale a` la solution optimale de PM
– s’il existe une ou plusieurs variables avec un couˆt re´duit strictement ne´gatif, alors la
solution optimale du PMR n’est pas optimale pour PM, ainsi une ou plusieurs de
ces variables doivent eˆtre ajoute´es au sous-ensemble de points du PMR.
Les deux tests permettent de ve´rifier si la solution courante du proble`me maˆıtre res-
treint co¨ıncide a` la solution du PM et donc a` la solution du proble`me initial. Souvent, dans
la pratique, il n’est pas force´ment ne´cessaire de faire le calcul exact de la solution optimale.
La me´thode de de´composition DW nous permet d’obtenir facilement les bornes courantes
(supe´rieure et infe´rieure) de l’optimum. Ainsi, a` chaque ite´ration lDW de l’algorithme, les
deux limites courantes de l’optimum global du proble`me PM sont :
J
(lDW ) =
s∑
i=1
λ′′Ti

 di∑
j=1
pi,jα
(lDW )
i,j +
ei∑
j=1
ri,jβ
(lDW )
i,j

 , (4.51)
J (lDW ) =
s∑
i=1
(
λ′′Ti − γ
(lDW )H i
)
u
′′(lDW )
i + γ
(lDW )ut, (4.52)
ou` l’indice supe´rieur (lDW ) de´note le nombre de l’ite´ration de D-W. Ces bornes permettent
d’arreˆter l’algorithme lorsque la solution courante est suffisamment proche de l’optimum.
Le de´veloppement pre´sente´ ci-dessus peut eˆtre synthe´tise´ dans un algorithme ite´ratif.
La proce´dure re´sume´e par l’algorithme 3 de´crit ainsi les e´tapes a` suivre pour tous les
agents afin que la solution propose´e, calcule´e par la re´solution du PMR, converge vers la
solution globale.
Le syste`me de controˆle distribue´ re´sultant a une structure de´centralise´e dont tous les
re´gulateurs locaux MPCi sont coordonne´s par le controˆleur MPCc, qui re´sout le PMR. Ce
controˆleur coordonnateur teste e´galement la condition d’arreˆt de l’algorithme, J
(lDW ) −
J (lDW ) ≤ ǫ. Bien que les sous-proble`mes soient inde´pendants, ils peuvent eˆtre calcule´s en
paralle`le, afin de re´duire la charge de calcul. Notons qu’a` la fin de chaque ite´ration, lDW ,
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une solution globale faisable est disponible :
u
′′(lDW )
i =
di(lDW )∑
j=1
pi,jα
(lDW )
i,j +
ei(lDW )∑
j=1
ri,jβ
(lDW )
i,j , ∀i ∈ N
s
1, (4.53)
ce qui permet d’appliquer au syste`me la solution fournie par l’algorithme dans un intervalle
de temps borne´ (limite´ par la pe´riode d’e´chantillonnage) ou meˆme d’utiliser un nombre
fixe d’ite´rations.
Algorithme 3 Proce´dure ite´rative de la commande pre´dictive distribue´e base´e sur la
de´composition de Dantzig-Wolfe
1 : Initialiser lDW = 1 et calcule un ensemble initial de solutions de base pi,j , ∀j ∈
N
di(lDW )
1 , ri,j , ∀j ∈ N
ei(lDW )
1 , ∀i ∈ N
s
1
2 : Re´soudre le PMR par MPCc, en obtenant α
(lDW )
i,j et β
(lDW )
i,j ainsi que les solution
duales γ (lDW ), σ
(lDW )
i
3 : Envoyer γ (lDW ), par MPCc, vers tous les controˆleurs locaux MPCi
4 : Re´soudre (en paralle`le) tous les sous-proble`mes modifie´s (4.49), par les MPCi
5 : Envoyer les solutions locales, u
′′(lDW )
i , de tous les MPCi vers MPCc
6 : Calculer les bornes courantes, supe´rieure (4.51) et infe´rieure (4.52), par MPCc
7 : Si (lDW ≤ lDWmax ET J
(lDW ) − J (lDW ) ≤ ǫ) Alors
7.1 : u′′∗i =
∑di(lDW )
j=1 pi,jα
(lDW )
i,j +
∑ei(lDW )
j=1 ri,jβ
(lDW )
i,j , ∀i ∈ N
s
1, Stop
Sinon
7.2 : Mettre a` jour lDW = lDW + 1 et ajouter la nouvelle solution faisable du
proble`me relaxe´ pi,di(lDW )+1 = u
′′(lDW )
i , di(lDW ) = di(lDW ) + 1 si SPi (4.49)
a une solution borne´e, et ri,ei(lDW )+1 = u
′′(lDW )
i , ei(lDW ) = ei(lDW ) + 1 si le
sous-proble`me i modifie´ pre´sente une solution infinie, alors u
′′(lDW )
i est un rayon
extre´mal ∀i ∈ Ns1 (par MPCc) et Goto pas 2
Fin Si
4.4.3 Mode`le de pre´diction couple´
Lors du paragraphe pre´ce´dent, nous avons expose´ les ide´es de base de la me´thode de
de´composition de Dantzig-Wolfe, a` partir desquelles on a formule´ un algorithme pre´dictif
distribue´. Suite a` l’utilisation des mode`les locaux de´couple´s, les sous-proble`mes pris en
charge par les controˆleurs locaux sont inde´pendants. Dans le cadre du controˆle thermique
multi-zone, utiliser ces mode`les revient a` ne´gliger les couplages thermiques entre les zones.
Pourtant, les re´sultats pre´sente´s dans les parties 3.4 et 4.3 ont montre´s l’importance de la
prise en compte de ces interactions, ce que nous de´veloppons dans les paragraphes suivants.
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4.4.3.1 Couplage par les sorties
Si les mode`les locaux couple´s par les sorties (3.44) sont employe´s pour la pre´diction de
la tempe´rature des zones, alors les domaines admissibles des sous-proble`mes i sont de´finis
par :
Ui = {u
′′
i (k)|G
′
iu
′′
i (k) = g
′
i(k), u
′′
i (k) ≥ 0(2Nu+4N2)×1}, ∀i ∈ N
s
1, (4.54)
avec les notations
G′i =

INu INu 0Nu×N2 0Nu×N2 0Nu×N2 0Nu×N2−Φi 0N2×Nu IN2 −IN2 0N2×N2 0N2×N2
Φi 0N2×Nu 0N2×N2 0N2×N2 IN2 −IN2

 , (4.55)
g ′i(k) =

 ui(k)−wi(k) +Ψixi(k) +∑j∈HiΦj,iy˜∗j (k)
wi(k)−Ψixi(k)−
∑
j∈Hi
Φj,iy˜
∗
j (k)

 . (4.56)
Dans la formulation du vecteur g ′i(k) on retrouve les se´quences futures des sorties des
zones j ∈ Hi. On peut alors penser utiliser les se´quences de sorties locales pre´dites a`
l’instant pre´ce´dent, k − 1. Dans ce cas, les vecteurs g ′i(k) deviennent :
gˆ ′i(k) =

 ui(k)−wi(k) +Ψixi(k) +∑j∈HiΦj,iy˜j(k|k − 1)
wi(k)−Ψixi(k)−
∑
j∈Hi
Φj,iy˜j(k|k − 1)

 . (4.57)
L’algorithme MPC distribue´ avec la prise en compte des couplages par les sorties a la
meˆme structure que l’algorithme 3 dont pour le calcul de la solution globale du proble`me
(pas 7.1), les re´gulateurs locaux envoient les se´quences de sorties a` tous les agents voisins.
L’algorithme ainsi conc¸u converge vers la solution optimale, pourtant, la formulation
du proble`me d’optimisation n’est pas ”optimale”, ce qui est duˆ au fait que les se´quences
de sorties calcule´es a` deux instants de temps conse´cutifs sont ge´ne´ralement diffe´rentes.
Pourtant, dans la pratique, l’e´cart entre les valeurs de sortie pre´dites correspondant au
meˆme pas k + j, mais calcule´es a` des instants diffe´rents est faible.
Suite a` l’apparition des e´changes entre les re´gulateurs locaux, l’architecture de controˆle
devient un peu plus complexe. Ainsi, chaque re´gulateur local, MPCi, e´change les se´quences
de sortie locales avec ses voisins et communique les se´quences de commande locales au
re´gulateur coordonnateur, MPCc. La figure 4.8 illustre les sche´mas des architectures MPC
distribue´es pour le cas du mode`le de´couple´ et respectivement pour le cas du mode`le couple´.
En de´veloppant le sche´ma de commande distribue´e, supposant de plus que le mode`le local
inclut e´galement l’influence de la tempe´rature exte´rieure, la structure bloc qui re´sulte est
repre´sente´e figure 4.9, pour l’exemple du baˆtiment a` trois zones conside´re´ pre´ce´demment.
E´tude nume´rique de la vitesse de convergence Pour e´tudier la vitesse de conver-
gence de l’algorithme distribue´ 3 par rapport a` une proce´dure centralise´e, nous avons
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u2x1
MPCc
MPC1 MPC2 MPCs
usu1 x2 xs u2x1
MPCc
MPC1 MPC2 MPCs
usu1 x2 xs
Figure 4.8 – Sche´ma de commande distribue´e base´ sur la me´thode de de´composition de
Dantzig-Wolfe, utilisant le mode`le de´couple´ (a` gauche) et le mode`le couple´ (a` droite)
y˜1y˜3
δ2, λ2, w2, u2
δ3, λ3, w3, u3
u1
u2
u3
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y2
y3
Observateur1
xˆ1
MPC2
MPC3
MPC1
Observateur2
Observateur3
xˆ2
xˆ3
y˜2
δ1, λ1, w1, u1
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MPCc
u′′2
γ
γ
u′′3 γ
u′′1
ut, Λ
Figure 4.9 – Sche´ma-bloc de controˆle distribue´ base´ sur la me´thode de de´composition de
Dantzig-Wolfe
de´cide´ d’utiliser un mode`le thermique simple d’une pie`ce, sachant que les dimensions des
proble`mes d’optimisation sont inde´pendants de la complexite´ (nombre des e´tats) du mode`le
de pre´diction. Pour les re´sultats pre´sente´s dans ce paragraphe, on conside`re que toutes les
pie`ces du baˆtiment ont les meˆmes caracte´ristiques et qu’elles sont dispose´es en se´rie (voir
figure 4.10). Le mode`le discret d’une zone s’e´crit alors sous la forme :


xi(k + 1) = Aixi(k) + biui(k) + eext,iText(k) +
∑
j∈Hi
ej,iyj(k)
yi(k) = c
T
i xi(k),
(4.58)
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Les zones situe´es aux extre´mite´s sont de´crites par les matrices :
A1 = As =

0, 9501 0 00 0, 8215 0
0 0 0, 8833

 , b1 = bs =

 02, 8606
0

 , (4.59)
e2,1 = es−1,s =
[
0 0 0, 0480
]T
, eext,1 = eext,s =
[
0, 0113 0 0
]T
, c1 = cs = 13×1,
(4.60)
tandis que toutes les autres zones ont deux voisins (se qui explique la dimension du vecteur
d’e´tat), elles sont alors de´crites par :
Ai =


0, 9501 0 0 0
0 0, 8215 0 0
0 0 0, 8833 0
0 0 0 0, 8833

 , bi =


0
2, 8606
0
0

 , ei−1,i =


0
0
0, 0480
0

 , (4.61)
ei+1,i =
[
0 0 0 0, 0480
]T
, eext,i =
[
0, 0113 0 0 0
]T
, c1 = cs = 14×1, (4.62)
avec une pe´riode d’e´chantillonnage de 30min. Mentionnons que les valeurs nume´riques des
matrices propose´es ci-dessus correspondent au mode`le de pre´diction de la zone 1, utilise´
au paragraphe 3.4.6.
Zone 1 Zone 2
Transfert thermique
3m
4m
Transfert thermique
Zone s
Transfert thermique
u1 y1 u2 y2 us ys
Figure 4.10 – Baˆtiment compose´ de s zones dispose´es en se´rie
Les deux premiers sce´narios pre´sente´s ci-dessous conside`rent le mode`le de pre´diction
de´couple´, tandis que le troisie`me prend en compte les couplages.
Nous nous proposons de mesurer le facteur de sous-optimalite´ relatif Sf [%] :
Sf =
Jd − Jc
Jc
· 100 (4.63)
au fil des ite´rations de l’algorithme, ainsi que l’influence du nombre de sous-syste`mes s
et de la taille de l’horizon de pre´diction sur la commande Nu. Dans l’e´quation (4.63),
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Jd repre´sente la valeur de l’optimum calcule´e de manie`re distribue´e, quand Jc repre´sente
la valeur de l’optimum calcule´e de manie`re centralise´e. Les autres parame`tres de re´glage
sont choisis comme suit : N1 = 1, N2 = 10. Les e´tats initiaux des sous-syste`mes ainsi
que le nombre d’instants d’occupation inclus dans l’horizon de pre´diction sont choisis de
manie`re ale´atoire pour avoir plus de cohe´rence du point de vue statistique. Les courbes
repre´sente´es figures 4.11, 4.12 et 4.13 repre´sentent les moyennes obtenues en conside´rant
50 essais diffe´rents.
Sce´nario 1 : On fixe Nu = N2 = 10 tandis que le nombre des sous-syste`mes change. Les
valeurs qui de´finissent la bande de confort sont choisies telles que le confort ne peut eˆtre
satisfait que par la saturation de la contrainte de couplage. Dans toutes les autres situa-
tions, l’algorithme converge en une seule ite´ration. En regardant la figure 4.11, on observe
que ge´ne´ralement le nombre d’ite´rations ne´cessaires pour atteindre l’optimum ou pour en
eˆtre tre`s proche est autour de 10. On constate e´galement la convergence exponentielle de
l’algorithme de`s que le nombre de sous-syste`mes est supe´rieur a` 4. La courbe obtenue pour
s = 2, qui peut paraˆıtre un peu surprenante s’explique par le fait que les deux pie`ces
sont concurrentes sur un ensemble de ressources. Duˆ au fait que les mode`les des zones
sont identiques, un nombre important de points sont situe´s sur l’hyperplan de´fini par la
contrainte couplante, ce qui explique la stagnation du crite`re sur les premie`res ite´rations
(pour un nombre faible de sous-syste`mes).
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Figure 4.11 – Influence du nombre de sous-syste`mes, s, sur la vitesse de convergence
Sce´nario 2 : On fixe le nombre de sous-syste`mes a` s = 40 et on joue sur la taille de
l’horizon de commande. La figure 4.12 montre la vitesse de convergence (en termes de
sous-optimalite´) de l’algorithme 3 au fil des ite´rations, en fonction de Nu. La re´duction
du parame`tre Nu de´termine une augmentation de la vitesse de convergence, ainsi qu’une
de´croissance du nombre des ite´rations. Ce phe´nome`ne s’explique par le fait queNu influence
le nombre de variables du proble`me d’optimisation ainsi que le nombre de leurs contraintes.
Sce´nario 3 : Le troisie`me sce´nario de ce paragraphe se concentre sur l’e´tude de l’in-
fluence des erreurs de pre´dictions entre deux pas conse´cutifs sur le facteur de sous-optima-
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Figure 4.12 – Influence de la taille de l’horizon de commande, Nu, sur la vitesse de
convergence
lite´ de la solution fournie par l’algorithme distribue´. Pour ce faire, nous calculons tout
d’abord de manie`re centralise´e les se´quences futures optimales de sortie et les multiplions
par une valeur ale´atoire, ξ ∈ (0, 1, 5). Ainsi, les se´quences locales de sortie utilise´es par
l’algorithme distribue´ sont :
y˜j(k) = ξ · y˜
∗
j (k). (4.64)
La figure 4.13 montre des facteurs de sous-optimalite´ tre`s faibles meˆme pour des e´carts
relativement importants entre la se´quence de sorties optimale, y˜∗j (k), et la se´quence uti-
lise´e pour la pre´diction, y˜j(k). Nous avons choisi de manie`re arbitraire 100 valeurs pour le
parame`tre ξ. De meˆme, les e´tats initiaux et les profils d’occupation ont e´te´ choisis arbi-
trairement, ce qu’explique les valeurs sensiblement diffe´rentes de Sf pour des valeurs tre`s
approche´es de ξ. Les valeurs ne´gatives des facteurs de sous-optimalite´ s’explique par le
fait que des se´quences de sortie supe´rieures a` celles optimales engendrent une baisse de
consommation et donc du crite`re. On observe e´galement que pour les valeurs de ξ autour
de 1, le facteur de sous-optimalite´ tre`s proche de 0, ce que illustre l’optimalite´ de la solution
distribue´e ainsi calcule´e.
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Figure 4.13 – Influence du parame`tre ξ sur l’optimalite´ de la solution distribue´e
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Suite a` l’analyse des trois sce´narios pre´ce´dents, on peut conseiller l’utilisation de l’al-
gorithme distribue´ pour un nombre de sous-syste`mes supe´rieur a` 8. Des valeurs faibles de
la taille de l’horizon de commande augmente la vitesse de convergence de l’algorithme. La
perte relativement faible d’optimalite´ dans le troisie`me sce´nario est due au couplage pas
fort entre les sous-syste`mes, ainsi que a` la formulation du proble`me d’optimisation.
4.4.3.2 Couplage par les entre´es
Comme on l’a vu au chapitre 2, la majorite´ des mode`les locaux de pre´diction uti-
lise´s dans la litte´rature sont couple´s par les entre´es (voir paragraphe 2.2.3.1). Dans ce
paragraphe nous proposons ainsi une modification de l’algorithme de Dantzig-Wolfe pour
prendre en compte ce type de couplage. Notons e´galement que dans l’Annexe A on pre´sente
un me´thode de construction du mode`le couple´ par les entre´es, a` partir du mode`le global
simple d’un baˆtiment deux zones. Conside´rons alors s mode`les locaux couple´s par les
entre´es : 

xi(k + 1) = Aixi(k) + biui(k) +
∑
j∈Hi
ej,iuj(k)
yi(k) = c
T
i xi(k).
(4.65)
Utilisant les meˆmes notations que celles employe´es dans les paragraphes pre´ce´dents, on
peut alors e´crire le proble`me global d’optimisation sous la forme line´aire standard comme
suit :
min
z(k),u′′1 (k),...,u
′′
s (k)
λ′′T1 (k)u
′′
1(k) + · · · + λ
′′T
s (k)u
′′
s(k)
s.c. H 0z(k) + H 1u
′′
1(k) + · · · + H su
′′
s(k) = ut(k)
G′1u
′′
1(k) + · · · + G
′
s,1u
′′
s(k) = g
′′
1(k)
. . .
...
G′1,su
′′
1(k) + · · · + G
′
su
′′
s(k) = g
′′
s(k)
z(k) ≥ 0Nu×1 , u
′′
1(k) , · · · , u
′′
s(k) ≥ 0(2Nu+4N2)×1,
(4.66)
avec
G′j,i =



0Nu×Nu 0Nu×Nu 0Nu×N2 0Nu×N2 0Nu×N2 0Nu×N2−Φj,i 0N2×Nu 0N2×N2 0N2×N2 0N2×N2 0N2×N2
Φj,i 0N2×Nu 0N2×N2 0N2×N2 0N2×N2 0N2×N2

 , si j ∈ Hi
0(Nu+2N2)×(2Nu+4N2), autrement
(4.67)
g ′′i (k) =

 ui(k)−wi(k) +Ψixi(k)
wi(k)−Ψixi(k)

 , ∀i ∈ Ns1. (4.68)
Par rapport aux cas traite´s pre´ce´demment, le proble`me (4.66) ne pre´sente pas une ma-
trice de contraintes de type bloc-angulaire. Par exemple, si les zones sont dispose´es en se´rie,
la matrice de contraintes du proble`me relaxe´ a une structure tridiagonale. L’apparition des
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matrices non nulles G′j,i empeˆche la re´solution par blocs du proble`me relaxe´.
Algorithme 4 Proce´dure ite´rative de la commande pre´dictive distribue´e base´e sur la
de´composition de Dantzig-Wolfe, avec la prise en compte des couplages par les entre´es
1 : Initialiser lDW = 1, li = 1 et calcule un ensemble initial de solutions de base pi,j ,
∀j ∈ N
di(lDW )
1 , ri,j , ∀j ∈ N
ei(lDW )
1 , ∀i ∈ N
s
1
2 : Resoudre le PMR par MPCc, en obtenant α
(lDW )
i,j et β
(lDW )
i,j ainsi que les solution
duales γ (lDW ), σ
(lDW )
i
3 : Envoyer γ (lDW ), par MPCc, vers tous les controˆleurs locaux MPCi
4 : Re´soudre (en paralle`le) tous les sous-proble`mes i en obtenant u
′′(lDW ,li)
i , par les
MPCi
5 : Si (li ≤ lmax ET
∥∥∥u′′(lDW ,li)i − u′′(lDW ,li−1)i ∥∥∥
∞
< ǫi, ∀i ∈ N
s
1) Alors
5.1 : Envoyer les solutions locales, u
′′(lDW )
i , de tous les MPCi vers MPCc
Sinon
5.2 : Envoyer u
′′(lDW ,li)
i de tous les MPCi vers tous leurs voisins j ∈ Hi
5.3 : Mettre a` jour li = li + 1 et Goto pas 4
Fin Si
6 : Calculer les bornes courantes, supe´rieure (4.51) et infe´rieure (4.52), par MPCc
6 : Si (lDW ≤ lDWmax ET J
(lDW ) − J (lDW ) ≤ ǫ) Alors
6.1 : u′′∗i =
∑di(lDW )
j=1 pi,jα
(lDW )
i,j +
∑ei(lDW )
j=1 ri,jβ
(lDW )
i,j , ∀i ∈ N
s
1, Stop
Sinon
6.2 : Mettre a` jour lDW = lDW + 1 et ajouter la nouvelle solution faisable du
proble`me relaxe´ pi,di(lDW )+1 = u
′′(lDW )
i , di(lDW ) = di(lDW ) + 1 si SPi (4.49)
a une solution borne´e, et ri,ei(lDW )+1 = u
′′(lDW )
i , ei(lDW ) = ei(lDW ) + 1 si le
sous-proble`me i modifie´ pre´sente une solution infinie, alors u
′′(lDW )
i et un rayon
extre´mal ∀i ∈ Ns1 (par MPCc) et Goto pas 2
Fin Si
On peut alors penser utiliser (comme dans le paragraphe pre´ce´dent) les se´quences
de commande calcule´es a` l’instant k − 1. Alors il faut ajouter les dernie`res composantes
de ces vecteurs car elles n’entrent pas dans l’horizon de pre´diction au pas k − 1. Une
autre solution est de mettre en place un algorithme de communication, similaire a` celui
pre´sente´ au paragraphe 4.3.1.3. Sachant qu’en recourant a` la premie`re ide´e on obtient un
algorithme tre`s similaire a` celui pre´sente´ au paragraphe 4.4.3.1, alors dans la suite du
paragraphe on se concentre uniquement sur la seconde option. Par conse´quent, a` chaque
ite´ration de Dantzig-Wolfe, la solution du proble`me relaxe´ sera calcule´e par la mise en
place d’un algorithme ite´ratif similaire a` l’algorithme 2. Ceci implique l’apparition des
ite´rations imbrique´es, note´es par li. Elles correspondent aux ite´rations de l’algorithme 2,
dont le couplage par les sorties a e´te´ remplace´ par un couplage par les entre´es.
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Notation 4.4.1 On utilisera un indice supe´rieur entre parenthe`ses sous la forme x(lDW ,li)
pour de´signer le fait que la variable x est utilise´e a` l’ite´ration imbrique´e li de l’ite´ration
exte´rieure (de Dantzig-Wolfe), lDW .
Comme on va le voir au paragraphe 4.4.4, la prise en compte des couplages entre les
sous-syste`mes ame´liore les performances globales du syste`me de commande. Malgre´ cela,
la convergence vers la solution optimale des algorithmes distribue´s, prenant en compte les
couplages entre les zones, n’est pas garantie.
La faiblesse de l’algorithme 4 a` couplage par les entre´es re´side dans les ite´rations im-
brique´es. La pre´sence de ces ite´rations n’implique pas la convergence vers la solution opti-
male. Ainsi, les solutions des proble`mes relaxe´s, obtenues a` l’aide des ite´rations imbrique´es,
ne sont pas forcement des sommets ou des rayons extre´maux des polye`dres Ui.
E´tude nume´rique de l’efficacite´ de l’algorithme distribue´ Pour l’e´tude de la
complexite´ de la proce´dure distribue´e a` ite´rations imbrique´es, de´crite par l’algorithme
4, conside´rons le mode`le (4.65) avec les valeurs nume´riques suivantes :
Ai =
[
0, 9921 0
0 0, 998
]
, bi =
[
0, 2595
0
]
, ej,i =
[
0
0, 02 · ξ
]
, cTi =
[
1
1
]
, (4.69)
dont le pas d’e´chantillonnage est Ts = 10min. Les valeurs nume´riques ont e´te´ obtenues
apre`s une identification expe´rimentale sur la pie`ce 1 du baˆtiment trois zones. Les zones
sont dispose´es en se´rie. La variables ξ a e´te´ introduite afin d’e´tudier l’influence du gain
statique de couplage sur les performances de l’algorithme distribue´.
Les performances de l’algorithme distribue´ sont compare´es a` celles du solveur centralise´
par rapport a` deux indicateurs :
– le facteur de sous-optimalite´, Sf [%] et
– le temps de calcul ne´cessaire a` la re´solution du meˆme proble`me par les deux strate´gies
L’algorithme ite´ratif a e´te´ imple´mente´ sur une machine se´quentielle. Ainsi le temps de
calcul e´quivalent, en utilisant un environnement distribue´ (en ne´gligeant le temps lie´ a` la
communication des informations entre les agents) est :
tdistr =
lDW∑
l=1

tMPCc(l) + li(l)∑
i=1
max
j∈Ns1
tMPCj (i)

 , (4.70)
ou` lDW repre´sente le nombre d’ite´rations de Dantzig-Wolfe ne´cessaires pour satisfaire la
condition d’arreˆt, tMPCc(l) est le temps de calcul requis par le controˆleur coordonnateur
MPCc pour re´soudre le PMR a` l’ite´ration l et tMPCj (i) est le temps de calcul requis par
le controˆleur local MPCj pour re´soudre son sous-proble`me a` l’ite´ration imbrique´e i de
l’ite´ration de Dantzig-Wolfe l.
Pour la strate´gie distribue´e, le temps de communication, qui peut eˆtre important dans
les applications en temps re´el, est proportionnel au nombre d’ite´rations. Par conse´quent,
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les re´sultats pre´sente´s ci-dessous vont mettre e´galement en e´vidence le nombre d’ite´rations
atteint par la proce´dure distribue´e.
Trois sce´narios sont propose´s, chacun illustrant l’influence sur les indicateurs de per-
formance d’un des parame`tres suivants :
– le nombre de sous-syste`mes, s,
– la taille de l’horizon de commande, Nu et
– le terme ξ, proportionnellement lie´ au gain statique de couplage entre les sous-
syste`mes.
Dans les re´sultats de simulation pre´sente´s ci-dessous, nous avons utilise´ les valeurs
suivantes pour les parame`tres de re´glage : N1 = 1, N2 = 30 et ǫ = ǫi = 10
−3. Le nombre
d’instants d’occupation inclus dans la feneˆtre de pre´diction de chaque pie`ce est e´gal a` 15.
Pour re´soudre les PL, nous avons utilise´ le solveur Simplexe de Matlab (fonction linprog
avec l’option simplex ) sur une machine Intel Pentium 4 a` 3GHz. Afin d’avoir des re´sultats
statistiques plus cohe´rents, cinq valeurs diffe´rentes pour les e´tats initiaux des sous-syste`mes
ont e´te´ conside´re´es. Ceci explique les multiples valeurs des parame`tres qui apparaissent
dans les figures de chaque sce´nario.
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Figure 4.14 – Influence du nombre de sous-syste`mes, s, sur les performances de l’algo-
rithme 4
Sce´nario 1 : Les parame`tres Nu = 15 et ξ = 1 sont fixes tandis que le nombre de
sous-syste`mes e´volue. La figure 4.14 montre une tre`s bonne capacite´ d’extensibilite´ de l’al-
gorithme distribue´ par rapport au solveur centralise´. Cependant, l’abaissement du temps
de calcul par l’utilisation de l’algorithme distribue´ est possible a` partir d’un certain nombre
de sous-syste`mes (10 pour le cas Simplexe, 100 pour CPLEX). En ce qui concerne le fac-
teur de sous-optimalite´, on observe que la solution distribue´e est tre`s proche de l’optimum
trouve´ par la me´thode centralise´e. On observe e´galement que pour plus de 100 pie`ces,
le solveur Simplexe centralise´ n’offre pas la solution optimale dans le de´lai d’une pe´riode
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d’e´chantillonnage. Ceci n’est pas un proble`me pour les solveur plus performants, comme
CPLEX.
Sce´nario 2 : Nous allons faire varier maintenant la dimension de l’horizon de commande
et nous fixons les parame`tres s = 40 et ξ = 1. Nu influence les dimensions de la matrice
de contrainte a` la fois du proble`me maˆıtre et des sous-proble`mes. On peut remarquer
figure 4.15 que l’e´cart entre le temps de calcul centralise´ et le temps de calcul distribue´
augmente avec Nu. Dans le meˆme temps, les indices de performance sont peu influence´s
par la variation de ce parame`tre.
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Figure 4.15 – Influence de la taille de l’horizon de commande, Nu, sur les performances
de l’algorithme 4
Sce´nario 3 : Dans ce sce´nario nous montrons l’influence du gain de couplage sta-
tique sur les performances de l’algorithme distribue´, pour s = 40 et Nu = 15. Intuitive-
ment, un gain de couplage supe´rieur implique une augmentation du nombre d’ite´ration
imbrique´es, ne´cessaires pour se rapprocher du point d’e´quilibre. Dans le meˆme temps, ce
point d’e´quilibre de Nash s’e´loigne de l’optimum global avec l’augmentation du facteur
de couplage ξ. Ainsi, le degre´ de sous-optimalite´ de la solution distribue´e grandit avec la
croissance de ξ.
4.4.4 Re´sultats de simulation
Dans les paragraphes pre´ce´dents, nous avons pre´sente´ deux algorithmes pre´dictifs dis-
tribue´s base´s sur la me´thode de de´composition de Dantzig-Wolfe ainsi que leur performance
en termes de vitesse de convergence, de degre´ d’optimalite´ de la solution et de temps de
calcul.
Le but du pre´sent paragraphe est de comparer ces algorithmes avec d’autres structures
de commande. Cette fois, les crite`res de comparaison sont le confort et le couˆt e´nerge´tique.
Pour ce faire, les algorithmes de controˆle sont applique´s au baˆtiment virtuel 3-pie`ces, de´crit
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Figure 4.16 – Influence du gain statique de couplage sur les performances de l’algorithme
4
dans l’Annexe A.
Les re´sultats de simulation pre´sente´s jusqu’a` pre´sent dans ce me´moire s’inte´ressaient
essentiellement a` la consommation e´nerge´tique lie´e aux e´quipements de chauffage et au
degre´ de confort des occupants. Comme indique´ dans l’introduction du chapitre, la formu-
lation line´aire du crite`re de MPC nous permet d’inclure facilement le prix de l’e´nergie et
de minimiser par conse´quent la facture et non pas le nombre de kWh.
Supposons donc que les couˆts locaux λi(k+ j) (en e/W) associe´s aux commandes des
convecteurs locaux s’expriment sous la forme :
λi(k + j) = ce(k + j)Ts/(36 · 10
5), ∀i ∈ Ns1, j ∈ N
Nu−1
0 (4.71)
ou` ce(k+j) repre´sente le prix de l’e´lectricite´ (en e/kWh). Le tarif de l’e´lectricite´ conside´re´
est constant et e´gal a` ce = 0, 0742e/kWh. La puissance maximale est de´finie par ut =
α
∑
i∈S ui avec α ∈ (0, 1). Les conditions me´te´orologique simule´es sont celles mesure´es a`
Rennes, le 1 Janvier 1998.
Le mode`le de pre´diction a e´te´ obtenu en e´crivant les e´quations thermiques, d’une
manie`re similaire a` [101], me´thode qui nous a amene´ a` construire un mode`le global a` 119
e´tats. Ce mode`le de commande est tre`s pre´cis par rapport au mode`le de simulation offert
par SIMBAD. Notons que par rapport au mode`le couple´ par les entre´es (4.65), le mode`le
de simulation utilise´ pre´sente deux entre´es de plus, i.e. la tempe´rature du sol (fixe´ a` 10oC)
et la tempe´rature exte´rieure. En supposant que le re´gulateur ne dispose pas des pre´visions
me´te´orologiques, alors les composantes de la se´quence future de tempe´ratures exte´rieures
seront e´gales a` la tempe´rature courante mesure´e. Pour les valeurs des parame`tres MPC,
les valeurs suivantes ont e´te´ utilise´es : Nu = N2 = 30, ǫ = ǫ
′ = 10−3, λi = 10
3, ∀i ∈ S,
Ts = 600s.
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Zone 1 Zone 2 Zone 3
wi [
oC] 19,5 20,5 21,5
wi [
oC] 20,5 21,5 22,5
PO 1 08h00 - 12h00 13h00 - 17h00 17h00 - 20h00
PO 2 08h00 - 17h00 10h00 - 19h00 14h00 - 18h00
PO 3 08h00 - 17h00 - -
Table 4.2 – Profils d’occupation
Pour avoir une meilleure vue sur les performances du syste`me de controˆle distribue´,
nous proposons de comparer les couˆts de chauffage de trois sce´narios d’occupation diffe´rents,
synthe´tise´s dans le tableau 4.2. Nous avons conside´re´ deux valeurs pour les conditions ini-
tiales (tempe´rature de l’air inte´rieur et tempe´rature des murs), ce qui correspond a` une
occupation quotidienne (16oC) et a` une pe´riode d’inoccupation d’un week-end (10oC).
α T0 [
oC] Loi de commande
Couˆt/jour [e]
PO 1 PO 2 PO 3
0,5
10
CMPC 1,15 1,21 0,80
DiMPCDW 1,17 1,23 0,80
PI 1,28 1,33 0,84
16
CMPC 0,81 0,86 0,49
DiMPCDW 0,82 0,86 0,49
PI 0,92 0,95 0,54
0,7
10
CMPC 1,15 1,21 0,80
DiMPCDW 1,17 1,21 0,81
PI 1,29 1,35 0,84
16
CMPC 0,81 0,86 0,49
DiMPCDW 0,81 0,86 0,49
PI 0,94 0,97 0,54
Table 4.3 – Comparaison en termes de couˆts de chauffage
Dans le tableau 4.3, nous comparons, en terme de couˆts de chauffage, la structure
distribue´ DiMPCDW, le controˆleur centralise´ e´quivalent CMPC et une structure de com-
mande de´centralise´e de type PI. Pour chaque profil d’occupation, nous avons conside´re´ que
la puissance souscrite est 50 %, respectivement 70 % de la puissance maximale installe´e.
Les consignes des PI locaux, wPIi (k) = δi(k)(wi(k) + wi(k))/2 ont e´te´ anticipe´es en fonc-
tion des conditions initiales. Ainsi, les controˆleurs PI (K = 0, 35, Ti = 3600s) de´clenchent
le chauffage 5 heures avant le de´but de la pe´riode d’occupation si T0 = 10
oC et 3 heures
quand T0 = 16
oC. La dure´e de ces pe´riodes de pre´chauffage a e´te´ de´termine´e de manie`re
expe´rimentale. D’un point de vue qualitatif, cette anticipation peut eˆtre observe´e sur la
figure 4.17 dans laquelle on illustre l’e´volution des principaux signaux sur une journe´e de
simulation pour la structure DiMPCDW et PI.
Pour que les comparaisons avec le PI soient re´alistes, vis-a`-vis de l’approche pre´dictive,
on choisit, dans le cas du PI, de diviser ut(k) entre les seules zones occupe´es, en saturant
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Figure 4.17 – Re´sultats de simulation sur une journe´e utilisant la commande DiMPCDW
et respectivement PI, dans la configuration PO 2, α = 0, 5, T0 = 16
oC
la commande locale avec :
uPIi (k) = min (ui, ut/o(k)) (4.72)
ou` o(k) repre´sente le nombre de pie`ces occupe´es a` l’instant k, incluant e´galement l’antici-
pation de la consigne dans la pe´riode d’occupation.
Les re´sultats synthe´tise´s dans le tableau 4.3 montrent que l’utilisation de la structure
distribue´e permet de re´aliser des e´conomies moyennes de 9 % par rapport a` la commande
de type PI.
Notons que l’approche propose´e peut e´galement eˆtre utilise´e si la puissance totale
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maximale est variable dans le temps. Un tel cas est illustre´ figure 4.18. Bien e´videment,
ceci ne´cessite la connaissance a` l’instant k de la se´quence
ut(k) =
[
ut(k + 1) · · · ut(k +N2)
]T
. (4.73)
De plus, dans ce cas, le choix Nu = N2 devient pre´fe´rable (afin d’avoir un nombre de
degre´s de liberte´ suffisant pour satisfaire la contrainte couplante), ce qui peut augmenter
conside´rablement l’effort de calcul. Ceci peut eˆtre un inte´reˆt de plus pour l’emploi d’une
strate´gie distribue´e meˆme pour les baˆtiments de taille moyenne.
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Figure 4.18 – Simulation DiMPCDW avec puissance maximale, ut, variable dans le temps
4.4.5 Conclusion
L’objectif de ce chapitre e´tait de poursuivre avec l’approche pre´dictive distribue´e pro-
pose´e au chapitre 3 et de s’orienter vers des formulations line´aires des crite`res. Sachant
que la plupart des contraintes qui peuvent apparaˆıtre dans des proble`mes de re´gulation
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thermique sont line´aires, on a e´tudie´ l’e´volution de la fonction de couˆt vers une formulation
line´aire. La principale motivation de ce choix est de nature e´conomique. Le re´gulateur mini-
mise alors le couˆt effectif de chauffage, sachant que celui-ci est ge´ne´ralement proportionnel
a` l’e´nergie consomme´e.
Les proble`mes d’optimisation engendre´s par la commande pre´dictive se posent alors
sous forme de programmes line´aires. L’apparition de contraintes, ne´cessaires pour de´finir
les bornes supe´rieures et infe´rieures des grandeurs de commande, devient ine´vitable.
Dans un premier temps nous avons conside´re´ le cas des contraintes locales, spe´cifiques
a` chaque zone. Les structures de´centralise´e, centralise´e et distribue´e ont e´te´ mises sous la
forme standard line´aire. Ensuite nous avons compare´ les re´sultats obtenus en simulation
pour les trois strate´gies, utilisant diffe´rents sce´narios d’occupation. Le comportement de
type dead-beat du MPC a` crite`re line´aire favorise le de´clenchement du poste de chauffage
au dernier moment, ce qui est la meilleure strate´gie du point de vue e´nerge´tique pour un
baˆtiment a` occupation discontinue. Ceci est la raison principale d’une e´conomie d’e´nergie
de plus de 7 % par rapport a` la formulation quadratique du crite`re.
Dans la deuxie`me partie du chapitre, une contrainte couplante a e´te´ ajoute´e, qui lie les
variables de de´cision d’une partie ou de la totalite´ des sous-syste`mes. Cette contrainte est
ge´ne´ralement de´termine´e par la valeur de la puissance souscrite dans le cas d’un baˆtiment
a` chauffage e´lectrique. Pour re´soudre le PL re´sultant dans le cadre d’une structure de
controˆle distribue´e, il a e´te´ fait appel a` la me´thode de de´composition de Dantzig-Wolfe.
L’algorithme distribue´ a e´te´ initialement conc¸u en ignorant les couplages thermiques entre
les zones. Ensuite, nous avons pre´sente´ deux manie`res de distribution de l’effort de calcul
en conside´rant des mode`les locaux couple´s par les sorties et par les entre´es, respectivement.
Des e´tudes nume´riques sur l’efficacite´ des algorithmes ont montre´ un bon comportement en
termes de vitesse de convergence et de degre´ d’optimalite´ de la solution fournie. Dans les
deux cax, la structure MPC distribue´e a e´te´ teste´e en simulation sur un baˆtiment virtuel
avec de bonnes performances e´conomiques.
Toujours dans le cadre line´aire de la fonction de couˆt, le chapitre suivant traitera la
gestion distribue´e de plusieurs types d’e´quipements de chauffage, proble´matique de plus
en plus importante de`s lors que l’on vise a` une diversification des sources d’e´nergie.
Chapitre 5
MPC line´aire multivariable pour
la re´gulation thermique multizone
et multisource 1
De´libe´rer est le fait de plusieurs. Agir est le fait d’un seul.
Me´moires de guerre
Charles de Gaulle
5.1 Introduction
Dans le chapitre pre´ce´dent, nous avons propose´ une me´thodologie de distribution de
la loi de commande pre´dictive multivariable pour la re´gulation de la tempe´rature pour un
baˆtiment multizone, dans lequel les sources de chauffage sont locales. Ce type de syste`me
correspond en particulier au chauffage e´lectrique. Deux architectures de commande ont e´te´
de´veloppe´es, en fonction du type de contraintes : locales et globales. Dans le premier cas,
la prise en compte des couplages thermiques entre les zones est re´alise´e par des e´changes
d’informations entre les agents voisins. L’apparition d’une contrainte globale ne´cessite un
agent coordonnateur pour converger vers la solution optimale.
Ce chapitre vient enrichir la me´thodologie de´ja` de´veloppe´e par l’ajout d’une source
de chauffage centrale, qui agit sur toutes ou sur une partie des pie`ces du baˆtiment. Ainsi,
chaque pie`ce peut eˆtre chauffe´e par deux types de sources : locale et centrale. La gestion de
plusieurs sources de chauffage peut devenir un enjeu majeur, notamment avec l’e´mergence
des e´nergie renouvelables.
1. Des parties de ce chapitre peuvent eˆtre retrouve´es dans [122, 124, 127].
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5.2 Contexte
Une solution de plus en plus fre´quente pour re´duire la facture e´nerge´tique est l’utili-
sation de plusieurs sources de chauffage. Un exemple usuel est la combinaison entre un
syste`me de chauffage central a` biocarburant (biocarburant liquide, bois, etc.) ou a` com-
bustible fossile (pe´trole, charbon, gaz, etc.) et des convecteurs e´lectriques utilise´s comme
chauffage d’appoint. Les deux syste`mes ont des dynamiques et des couˆts de fonctionnement
diffe´rents. Afin de profiter du prix relativement re´duit du chauffage a` base de combustibles,
et en meˆme temps de la dynamique plus rapide du syste`me de chauffage e´lectrique, une
loi de commande optimale doit eˆtre mise en place. Tel est le contexte de ce chapitre.
Peu de travaux ont e´te´ mene´s sur des algorithmes de commande pour la re´gulation
de plusieurs sources de chauffage. Mentionnons ici le brevet [161] dans lequel les auteurs
proposent une strate´gie base´e sur des re`gles pour la commande d’une pompe a` chaleur,
d’une chaudie`re et d’un syste`me e´lectrique, utilise´s pour chauffer l’air dans un syste`me de
climatisation. La source principale est la pompe a` chaleur, avec des couˆts de fonctionne-
ment re´duits, tandis que les autres sources sont conside´re´es comme auxiliaires. Pourtant,
le rendement de la pompe diminue conside´rablement quand la tempe´rature exte´rieure est
basse, c’est pourquoi plusieurs sources de chauffage sont utilise´es. Ainsi, les sources auxi-
liaires sont mises en marche de`s que la pompe a` chaleur ne fonctionne pas efficacement ou
quand elle n’a plus la capacite´ de chauffer l’espace inte´rieur.
Une vue un peu diffe´rente est propose´e dans [146]. Les auteurs conside`rent deux
syste`mes de chauffage. Le premier est suppose´ alimente´ par une e´nergie renouvelable.
Le second, conside´re´ comme syste`me d’appoint, est alimente´ par une e´nergie fossile. Les
strate´gies de commande de´veloppe´es (PID, PID-MPC et PID-flou) favorisent toujours la
source renouvelable, tandis que la source fossile doit rester marginale et n’intervenir que
lorsque la premie`re n’est pas suffisante pour chauffer le baˆtiment.
Les deux approches multisource mentionne´es ci-dessus ont le meˆme principe : faire
appel en priorite´ a` la source d’e´nergie la moins couˆteuse (du point de vue e´conomique ou
environnemental).
L’ide´e de notre de´marche est un peu diffe´rente. Elle s’appuie sur le fait que les deux
types de sources conside´re´es agissent diffe´remment sur l’ensemble des zones du baˆtiment.
On conside`re tout d’abord les sources locales qui, comme leurs nom l’indique, chauffent
leur propres zones. C’est le cas multizone traite´ dans les chapitres pre´ce´dents. La deuxie`me
source, appele´e centrale, chauffe simultane´ment une partie ou toutes les pie`ces du baˆtiment.
Un exemple d’un tel type de syste`me est donne´ par la combinaison entre un chauffage
e´lectrique et un chauffage central a` bois ou a` gaz, ce que l’on trouve dans environ 9 %
des logements franc¸ais [4]. Ge´ne´ralement, la source centrale est alimente´e par une e´nergie
moins che`re. En contre-partie, sa dynamique est moins rapide que celle de la source locale.
De plus, le fait qu’elle chauffe simultane´ment plusieurs pie`ces rend particulie`rement difficile
son controˆle, sachant que les zones peuvent avoir des profils d’occupation, ainsi que des
bandes de confort, diffe´rents.
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L’objectif de ce chapitre est de proposer une loi de commande pre´dictive distribue´e
pour la gestion optimale d’un syste`me de chauffage a` sources multiples. Dans ce cadre,
l’algorithme devra inte´grer, en plus des commandes propres a` chaque source locale, une
commande de la source centrale, appele´e par la suite ”commande centrale”.
5.3 MPC avec commande centrale
Nous allons tout d’abord de´finir le crite`re global d’optimisation et puis pre´senter la
me´thode de de´composition de Benders. Elle sera l’outil de base pour la construction de l’al-
gorithme distribue´. Les ide´es principales de la me´thode de de´composition seront pre´sente´es
en ignorant les couplages thermiques entre les zones. Ensuite, nous e´tendrons la proce´dure
distribue´e pour prendre en compte ces couplages. Les performances technico-e´conomiques
des algorithmes seront e´tudie´es en simulation.
5.3.1 De´finition du crite`re
En gardant la de´finition du confort avec une bande de tempe´rature, on peut exprimer
la fonction de couˆt du MPC sous la forme :
min
uc(k),u1(k),...,us(k)
J(k) = λTc (k)uc(k) +
s∑
i=1
λTi (k)ui(k) (5.1a)
sous les contraintes
0Nu×1 ≤ uc(k) ≤ uc(k), (5.1b)
0Nu×1 ≤ ui(k) ≤ ui(k), ∀i ∈ N
s
1, (5.1c)
∆i(k)(wi(k)− yˆ i(k)) ≤ 0N2×1, ∀i ∈ N
s
1,
∆i(k)(yˆ i(k)−wi(k)) ≤ 0N2×1, ∀i ∈ N
s
1,
(5.1d)
ou` uc(k) repre´sente la se´quence de commandes centrales, tandis que les autres notations
sont identiques a` celles utilise´es au chapitre pre´ce´dent. En utilisant la meˆme technique de
relaxation des contraintes que celle employe´e a` la section 4.3, le proble`me d’optimisation
(5.1) est transforme´ en :
min
uc(k),u1(k),...,us(k)
λTc (k)uc(k) +
s∑
i=1

λTi (k)ui(k) + N2∑
j=1
fi(k + j)

 , (5.2a)
sous les contraintes
0Nu×1 ≤ uc(k) ≤ uc(k), (5.2b)
0Nu×1 ≤ ui(k) ≤ ui(k), ∀i ∈ N
s
1, (5.2c)
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ou` la fonction de pe´nalite´ fi est de´finie par (4.31).
5.3.2 Mode`le de pre´diction de´couple´
Conside´rons dans un premier temps le cas de mode`les locaux inde´pendants. Chaque
zone i pre´sente deux entre´es, celle de la source locale et celle de la source centrale. Le
mode`le discret de la zone i peut s’exprimer alors sous la forme :
{
xi(k + 1) = A0,ixi(k) + bc,iuc(k) + biui(k)
yi(k) = c
T
i xi(k).
(5.3)
A` partir du mode`le (5.3), on peut e´crire l’e´quation de pre´diction locale :
yˆ i(k) = Ψ0,ixi(k) +Φ0,c,iuc(k) +Φ0,iui(k), (5.4)
avec Ψ0,i et Φ0,i de´finies par (4.8) et (4.9), tandis que la matrice Φ0,c,i est construite comme
suit :
Φ0,c,i =


φ0,c,i(0) 0 · · · · · · 0
φ0,c,i(1) φ0,c,i(0) 0 · · · 0
...
. . .
. . . · · ·
...
φ0,c,i(N2 − 1) · · · · · · φ0,c,i(N2 −Nu + 1)
∑N2−Nu
j=0 φ0,c,i(j)

 , (5.5)
φ0,c,i(j) = c
T
i A
j
0,ibc,i, ∀j ∈ N
N2−1
0 . (5.6)
Reportons l’e´quation (5.4) dans la formulation de la fonction de pe´nalite´ locale, apre`s
quelques manipulations on peut re´e´crire le proble`me (5.2) sous la forme standard PL :
min
u′′c (k),u
′′
1 (k),...,u
′′
s (k)
λ′′Tc (k)u
′′
c (k) + λ
′′T
1 (k)u
′′
1(k) + · · · + λ
′′T
s (k)u
′′
s(k)
s.c. K0u
′′
c (k) = uc(k)
K0,1u
′′
c (k) + G
′
0,1u
′′
1(k) = g
′
0,1(k)
...
. . .
...
K0,su
′′
c (k) + G
′
0,su
′′
s(k) = g
′
0,s(k)
u′′c (k) ≥ 02Nu×1 , u
′′
1(k) , · · · , u
′′
s(k) ≥ 0(2Nu+4N2)×1,
(5.7)
ou` les matrices G′0,i et les vecteurs g
′
0,i(k) sont de´finis par (4.7). Les blocs de matrices qui
composent la premie`re colonne-bloc de la matrice de contraintes sont de´finis par :
K0 =
[
INu INu
]
, K0,i =

0Nu×Nu 0Nu×Nu−Φ0,c,i 0N2×Nu
Φ0,c,i 0N2×Nu

 . (5.8)
De manie`re similaire a` la construction de u′′i (k), le vecteur qui inclut la se´quence future
5.3. MPC avec commande centrale 149
des commandes centrales inte`gre Nu variables auxiliaires, regroupe´es dans le vecteur χc(k).
Elles sont ne´cessaires a` la transformation de la deuxie`me ine´galite´ de la contrainte (5.2b)
en contrainte e´galite´. On a alors :
u′′c (k) =
[
uTc (k) χ
T
c (k)
]T
, λ′′c (k) =
[
λTc (k) 01×Nu
]T
. (5.9)
5.3.2.1 Me´thode de de´composition de Benders
La de´composition de Benders [22], connue comme la me´thode duale de la de´composition
de Dantzig-Wolfe, exploite la structure bloc-angulaire duale de la matrice de contraintes,
afin de paralle´liser l’effort de calcul ne´cessaire a` la re´solution du PL. De manie`re similaire
a` la me´thode de de´composition de Dantzig-Wolfe, la de´composition de Benders divise un
proble`me de programmation line´aire (de grande taille) en un ou plusieurs sous-proble`mes
coordonne´s par un proble`me maˆıtre (PM). La solution optimale du proble`me original est
identique a` la solution obtenue apre`s un nombre fini d’ite´rations de Benders [22]. Meˆme si
cette me´thode peut eˆtre aussi utilise´e dans la re´solution de proble`mes d’optimisation non
line´aires convexes [65, 39], dans le de´veloppement qui suit, nous pre´sentons et utilisons la
de´composition uniquement dans le contexte de la programmation line´aire.
De´finition 5.3.1 Une matrice A est appele´e bloc-angulaire duale si sa structure a la
forme suivante :
A =


A1,0 0 · · · 0
A2,0 A2,2 · · · 0
. . .
An,0 0 · · · An,n

 . (5.10)
Le PL associe´ pre´sente des variables couplantes qui empeˆchent la re´solution par blocs.
Ce sont les n0 premie`res variables de de´cision, ou` n0 est le nombre de colonnes des matrices
Ai,0.
En se rappelant la de´finition 4.4.1 d’une matrice bloc-angulaire primale, on observe
que la structure bloc-angulaire duale n’est rien d’autre que la transpose´e de la structure
primale. Par conse´quent on peut formuler la proposition suivante.
Proposition 5.3.1 (De´composabilite´ primale et duale [39]) Si un proble`me de program-
mation line´aire pre´sente une structure de´composable avec des contraintes couplantes, alors
son dual a une structure de´composable avec des variables couplantes. Et re´ciproquement,
si un PL pre´sente une structure de´composable avec des variables couplantes, alors son dual
a une structure de´composable avec des contraintes couplantes.
Revenons a` la formulation (5.7) du proble`me d’optimisation. Pour simplifier les e´qua-
tions utilise´es dans la de´marche suivante, nous omettrons la de´pendance des variables
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vis-a`-vis de l’instant de temps k. Alors, le PL a` re´soudre s’e´crit :
min
u′′c ,u
′′
1 ,...,u
′′
s
λ′′Tc u
′′
c + λ
′′T
1 u
′′
1 + · · · + λ
′′T
s u
′′
s
s.c. K0u
′′
c = uc
K0,1u
′′
c + G
′
0,1u
′′
1 = g
′
0,1
...
. . .
...
K0,su
′′
c + G
′
0,su
′′
s = g
′
0,s
u′′c ≥ 02Nu×1 , u
′′
1 , · · · , u
′′
s ≥ 0(2Nu+4N2)×1.
(5.11)
On peut identifier u′′c comme la variable couplante du PL (5.11). Si l’on dispose de la
valeur optimale de cette variable, alors l’optimum global pourra eˆtre calcule´ facilement
par la re´solution (en paralle`le) des sous-proble`mes (SPi) :
zi(u
′′
c ) = min
u′′i
λ′′Ti u
′′
i (5.12a)
sous les contraintes
G′0,iu
′′
i = g
′
0,i −K0,iu
′′
c , (5.12b)
u′′i ≥ 0(2Nu+4N2)×1. (5.12c)
L’ide´e principale de la me´thode de de´composition est de faire converger la valeur cou-
rante de la variable couplante vers la valeur optimale u′′∗c . En reportant (5.12a) dans (5.11),
le PL initial devient :
J = min
u′′c
λ′′Tc u
′′
c +
s∑
i=1
zi(u
′′
c ), (5.13a)
sous les contraintes
K0u
′′
c = uc, (5.13b)
u′′c ≥ 02Nu×1. (5.13c)
Suite a` la dualite´ line´aire, zi(u
′′
c ) est aussi l’optimum de la formulation duale du (5.12),
i.e. :
zi(u
′′
c ) = maxpi
pTi (g
′
0,i −K0,iu
′′
c ), (5.14a)
sous les contraintes
G′T0,ipi ≤ λ
′′
i . (5.14b)
La raison de l’utilisation de la formulation duale des sous-proble`mes est que le polye`dre
U0,i =
{
pi |G
′T
0,ipi ≤ λ
′′
i
}
, qui de´finit le domaine faisable du proble`me (5.14) est inde´pen-
dant de u′′c . La solution du PL (5.14) est un sommet ou un rayon extre´mal de U0,i. En
re´solvant (5.14), l’un des deux cas suivants peut se pre´senter.
1. Si l’optimum du PL (5.14) est fini, alors sa solution est un sommet p∗i ∈ {pi,j |j ∈ N
di
1 }
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du polye`dre U0,i. L’optimum peut s’exprimer alors par :
zi(u
′′
c ) = p
∗T
i (g
′
0,i −K0,iu
′′
c )
= max
j∈N
di
1
pTi,j(g
′
0,i −K0,iu
′′
c ).
(5.15)
2. Si U0,i n’a pas de borne supe´rieure, alors la solution du sous-proble`me dual (5.14)
est un des rayons extre´maux r∗i ∈ {ri,j |j ∈ N
ei
1 } avec la proprie´te´ suivante :
r∗Ti (g
′
0,i −K0,iu
′′
c ) > 0. (5.16)
Dans ce cas zi(u
′′
c ) = +∞.
En regroupant (5.15) et (5.16), on peut e´crire l’optimum du sous-proble`me sous la
forme :
zi(u
′′
c ) = minzi
zi, (5.17a)
sous les contraintes
pTi,j(g
′
0,i −K0,iu
′′
c ) ≤ zi, ∀j ∈ N
di
1 , (5.17b)
rTi,j(g
′
0,i −K0,iu
′′
c ) ≤ 0, ∀j ∈ N
ei
1 . (5.17c)
Remarque 5.3.1 Le proble`me (5.17) est simplement une re´e´criture du sous-proble`me
dual (5.14), dont l’objectif est e´value´ au ”meilleur” sommet du domaine de faisabilite´.
L’inte´reˆt de la contrainte (5.17c) apparaˆıt uniquement dans (5.18), car dans la formulation
(5.17) elle n’agit pas sur la variable de de´cision.
Reportons (5.17) dans (5.13) pour obtenir :
J = min
u′′c ,z1,...,zs
λ′′Tc u
′′
c +
s∑
i=1
zi, (5.18a)
sous les contraintes
K0u
′′
c = uc, u
′′
c ≥ 02Nu×1, zi ≥ 0, ∀i ∈ N
s
1, (5.18b)
pTi,jK0,iu
′′
c + zi ≥ p
T
i,jg
′
0,i, ∀i ∈ N
s
1, ∀j ∈ N
di
1 , (5.18c)
rTi,jK0,iu
′′
c ≥ p
T
i,jg
′
0,i, ∀i ∈ N
s
1, ∀j ∈ N
ei
1 . (5.18d)
On appelle (5.18) le proble`me maˆıtre complet, qui est e´quivalent au proble`me initial. Par
rapport au PL (5.11), on a e´limine´ toutes les variables u′′i , c’est a` dire s(2Nu+4N2) variables
scalaires, en ajoutant uniquement s variables scalaires. Cependant, cette transformation a
implique´ l’apparition d’un nombre conside´rable de contraintes.
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La formulation et la re´solution du proble`me (5.18) sont ge´ne´ralement plus difficiles
que la minimisation du proble`me initial. Sachant que pour la solution optimale peu
de contraintes sont actives, la me´thode de de´composition s’appuie sur une strate´gie de
ge´ne´ration de contraintes. L’ide´e derrie`re cela est de re´soudre le PM en utilisant unique-
ment un petit sous-ensemble de contraintes et de ve´rifier ensuite si l’une des contraintes
non-incluses est viole´e.
Conside´rons le proble`me maˆıtre restreint (PMR), qui comporte seulement s(lB − 1)
contraintes (de type sommet / rayon extre´mal) du proble`me (5.18). Alors, a` l’ite´ration lB,
le PMR peut s’e´crire comme suit :
J (lB) = min
u′′c ,z1,...,zs
λ′′Tc u
′′
c +
s∑
i=1
zi, (5.19a)
sous les contraintes
K0u
′′
c = uc, u
′′
c ≥ 02Nu×1, zi ≥ 0, ∀i ∈ N
s
1, (5.19b)
pTi,jK0,iu
′′
c + zi ≥ p
T
i,jg
′
0,i, ∀i ∈ N
s
1, ∀j ∈ N
k
1, (5.19c)
rTi,jK0,iu
′′
c ≥ p
T
i,jg
′
0,i, ∀i ∈ N
s
1, ∀j ∈ N
lB−1−k
1 , (5.19d)
ou` k repre´sente le nombre courant des sommets locaux identifie´s par la re´solution des
sous-proble`mes SPi.
A` cause de l’absence de certaines contraintes dans la formulation restreinte, l’optimum
du PL (5.19) repre´sente une borne infe´rieure de l’optimum du proble`me initial, i.e. :
J (lB) ≤ J. (5.20)
Afin de ve´rifier si les solutions du proble`me (5.19), u
′′(lB)
c , z
(lB)
i , sont e´galement optimales
pour le PM, il faut regarder si elles respectent toutes les contraintes non incluses, ce qui
peut eˆtre ve´rifie´ par la re´solution des sous-proble`mes SP
(lB)
i :
max
pi
pTi (g
′
0,i −K0,iu
′′(lB)
c ), (5.21a)
sous les contraintes
G′T0,ipi ≤ λ
′′
i , (5.21b)
comme suit.
1. Si la solution de (5.21) est infinie, alors l’algorithme de re´solution donne un rayon
extre´mal ri,lB qui satisfait la condition :
rTi,lB (g
′
0,i −K0,iu
′′(lB)
c ) > 0. (5.22)
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Alors, la contrainte rTi,lB (g
′
0,i−K0,iu
′′
c ) ≤ 0 n’est pas satisfaite et elle doit eˆtre ajoute´e
au PMR.
2. Si la solution de (5.21) est finie, elle repre´sente un sommet pi,lB du polye`dre U0,i. De
plus, si :
pTi,lB (g
′
0,i −K0,iu
′′(lB)
c ) > z
(lB)
i , (5.23)
alors la solution du PMR ne satisfait pas la contrainte pTi,lB (g
′
0,i−K0,iu
′′
c ) ≤ zi. Alors
elle doit ainsi eˆtre ajoute´e a` la formulation (5.19).
3. Si
pTi,lB (g
′
0,i −K0,iu
′′(lB)
c ) ≤ z
(lB)
i , ∀i ∈ N
s
1, (5.24)
alors la solution
(
u
′′(lB)
c , z
(lB)
1 , ..., z
(lB)
s
)
est faisable et optimale pour le PM. La condi-
tion (5.24) permet la ve´rification de l’optimalite´ de la solution courante du PMR par
rapport au PM.
Dans la pratique, il n’est pas force´ment inte´ressant de faire le calcul exact de la so-
lution optimale. La majorite´ des algorithmes de programmation mathe´matique offre la
possibilite´ d’arreˆter leurs ite´rations de`s que l’e´cart entre l’optimum et la solution courante
est infe´rieure a` une certaine erreur pre´de´finie ǫ. C’est aussi le cas de l’algorithme issu de
la me´thode de de´composition de Benders.
L’optimum du proble`me (5.19) repre´sente la borne infe´rieure courante de l’optimum
du proble`me initial, tandis que la borne supe´rieure est de´finie par :
J
(lB) = λ′′Tc u
′′(lB)
c +
s∑
i=1
λ′′Ti u
′′(lB)
i , (5.25)
ou` λ′′Ti u
′′(lB)
i est l’optimum du proble`me (5.21). Alors, la condition d’arreˆt s’exprime par
la relation : J
(lB) − J (lB) ≤ ǫ.
La figure 5.1 illustre l’e´volution du domaine admissible du proble`me maˆıtre restreint
pour le cas ou` le proble`me initial se de´compose en un PMR et un sous-proble`me.
Remarque 5.3.2 La faisabilite´ du proble`me initial implique la faisabilite´ du PMR tout au
long des ite´rations, i.e. les contraintes ajoute´es (appele´es coupes de Benders) ne re´duisent
pas le domaine admissible du PMR a` l’espace vide. Au contraire, si le proble`me initial est
infaisable, alors apre`s un nombre fini d’ite´rations le PMR devient e´galement infaisable.
La faisabilite´ du proble`me initial ne garantit pas cette proprie´te´ pour les sous-proble`mes.
Malgre´ cet aspect, la formulation du proble`me propose´e dans le me´moire (en relaxant les
contraintes de confort) assure la faisabilite´ des sous-proble`mes. Le point pour lequel toutes
les composantes de la se´quence de commande sont nulles reste toujours faisable et il peut
eˆtre e´galement utilise´ comme point de de´part de l’algorithme utilise´ pour la re´solution des
SPi.
Le de´veloppement expose´ ci-dessus aboutit sous la forme d’un algorithme ite´ratif. La
proce´dure 5 pre´sente les e´tapes a` suivre pour tous les controˆleurs afin qu’ils puissent
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Figure 5.1 – Exemple de l’e´volution du domaine admissible du PMR
converger vers la solution optimale de commande.
Algorithme 5 Proce´dure ite´rative de la commande pre´dictive distribue´e base´e sur la
de´composition de Benders
1 : Initialiser lB = 1
2 : Re´soudre le PMR (5.19) par MPCc, en obtenant u
′′(lB)
c et z
(lB)
i , ∀i ∈ N
s
1
3 : Envoyer u
′′(lB)
c de MPCc vers tous les controˆleurs locaux MPCi
4 : Re´soudre (en paralle`le) tous les sous-proble`mes par les MPCi, en obtenant les
solutions primales u
′′(lB)
i ainsi que les solutions duales (p
(lB)
i ou r
(lB)
i )
5 : Envoyer les solutions duales de tous les MPCi vers MPCc
6 : Calculer les bornes courantes, supe´rieure (5.25) et infe´rieure (5.19a), par MPCc
7 : Si (lB ≤ lBmax ET J
(lB) − J (lB) ≤ ǫ) Alors
7.1 : u′′∗c = u
′′(lB)
c , u′′∗i = u
′′(lB)
i , ∀i ∈ N
s
1, Stop
Sinon
7.2 : Mettre a` jour le PMR en ajoutant les nouvelles contraintes (par MPCc),
lB = lB + 1 et Goto pas 2
Fin Si
La me´thode de de´composition de Benders, synthe´tise´e dans ce paragraphe, requiert une
structure de commande distribue´e avec s agents locaux, MPCi, qui ge`rent les commandes
locales ui et un agent coordonnateur, MPCc, qui calcule la commande de la source centrale
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uc. Le sche´ma bloc de la structure de commande re´sultante est illustre´ figure 5.2 (gauche).
5.3.3 Mode`le de pre´diction couple´
Les paragraphes pre´ce´dents ont montre´ comment la me´thode de de´composition de
Benders peut repartir l’effort de calcul dans une architecture de commande pre´dictive
distribue´e. Nous avons expose´ les ide´es de base de l’approche, a` partir desquelles on a
formule´ un algorithme ite´ratif.
L’efficacite´ de la me´thode pre´sente´e s’appuie principalement sur la structure parti-
culie`re du proble`me d’optimisation. Plus pre´cise´ment, c’est la structure bloc-angulaire
duale de la matrice de contrainte qui permet de paralle´liser une importante partie de l’ef-
fort de calcul, du fait de l’inde´pendance des sous-proble`mes. Cela n’est plus valable si le
mode`le de pre´diction prend en compte les couplages thermiques entre les zones adjacentes.
Cette partie traite de la prise en compte des couplages (par les sorties et par les
entre´es) et leurs conse´quences sur les performances de la structure distribue´e. Du point de
vue mate´riel, en conside´rant ces interactions entre les zones, il apparaˆıt ne´cessaire de faire
communiquer les correcteurs locaux (voir la figure 5.2 droite).
uc u2x1
MPCc
MPC1 MPC2 MPCs
u3u1 x2 x3 uc u2x1
MPCc
MPC1 MPC2 MPCs
u3u1 x2 x3
Figure 5.2 – Sche´ma de commande distribue´e base´ sur la me´thode de de´composition de
Benders, utilisant le mode`le de´couple´ (a` gauche) et le mode`le couple´ (a` droite)
5.3.3.1 Couplage par les sorties
Nous conside´rons dans ce paragraphe les mode`les zonaux line´aires couple´s par les
sorties : 

xi(k + 1) = Aixi(k) + bcuc(k) + biui(k) +
∑
j∈Hi
ej,iyj(k)
yi(k) = c
T
i xi(k),
(5.26)
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Les diffe´rences, dans la formulation du PL, par rapport au cas de´couple´ sont au niveau
des matrices bloc qui entre dans la composition des contraintes :
min
u′′c (k),u
′′
1 (k),...,u
′′
s (k)
λ′′Tc (k)u
′′
c (k) + λ
′′T
1 (k)u
′′
1(k) + · · · + λ
′′T
s (k)u
′′
s(k)
s.c. K0u
′′
c (k) = uc(k)
K1u
′′
c (k) + G
′
1u
′′
1(k) = g
′
1(k)
...
. . .
...
K su
′′
c (k) + G
′
su
′′
s(k) = g
′
s(k)
u′′c (k) ≥ 02Nu×1 , u
′′
1(k) , · · · , u
′′
s(k) ≥ 0(2Nu+4N2)×1,
(5.27)
ou`
K0 =
[
INu INu
]
, K i =

0Nu×Nu 0Nu×Nu−Φc,i 0N2×Nu
Φc,i 0N2×Nu

 , (5.28)
Φc,i =


φc,i(0) 0 · · · · · · 0
φc,i(1) φc,i(0) 0 · · · 0
...
. . .
. . . · · ·
...
φc,i(N2 − 1) · · · · · · φc,i(N2 −Nu + 1)
∑N2−Nu
j=0 φc,i(j)

 , (5.29)
φc,i(j) = c
T
i A
j
ibc,i, ∀j ∈ N
N2−1
0 , (5.30)
tandis que les autres notations sont identiques a` celles utilise´es au paragraphe 4.4.3.1. Les
vecteurs g ′1(k), ∀i ∈ N
s
1 incluent dans leur formulations les se´quences optimales futures de
sorties qui correspondent aux zones j ∈ Hi :
y˜∗j (k) =
[
yj(k) yj(k + 1) · · · yj(k +N2)
]T
. (5.31)
Ces valeurs requises par le re´gulateur local MPCi sont difficiles a` obtenir dans un environ-
nement distribue´, car leur obtention peut alourdir significativement la charge de calcul.
Une strate´gie simple et efficace est de remplacer les se´quences (5.31) par les sorties pre´dites
en utilisant la se´quence optimale de commande calcule´e a` l’instant k − 1 :
yˆj(k − 1) =
[
yˆj(k|k − 1) yˆj(k + 1|k − 1) · · · yˆj(k +N2|k − 1)
]T
. (5.32)
La mise en place de cette strate´gie a peu de re´percussions sur l’algorithme 5. Ainsi, une
fois les ite´rations de Benders arreˆte´es a` l’instant k, les agents locaux calculent les se´quences
locales de sorties et les envoient vers tous les controˆleurs voisins. Elles seront utilise´es dans
les pre´dictions de l’instant k + 1.
E´tude nume´rique de la vitesse de convergence Sachant que la manie`re de prendre
en compte des couplages par les sorties ne modifie pas fondamentalement l’algorithme 5,
nous allons maintenant e´tudier les performances de la proce´dure de distribution de´crite
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par l’algorithme de´couple´. Pour ce faire, nous prenons la structure du mode`le de pre´diction
local (5.3) avec les valeurs nume´riques suivantes :
A0,i =
[
0, 9921 0
0 0, 9931
]
, bc,i =
[
0
0, 1376
]
, bi =
[
0, 2595
0
]
, ci =
[
1
1
]
, (5.33)
et la pe´riode d’e´chantillonnage Ts = 10min. Les valeurs nume´riques (5.33) correspondent a`
une pie`ce de 12m2. Notons que du point de vue de l’optimalite´ par rapport a` la formulation
du proble`me a` un instant donne´ k, l’utilisation de mode`les de´couple´s et de mode`les couple´s
par les sorties est similaire. C’est pour cela que nous conside´rons un mode`le de pre´diction
de´couple´.
L’efficacite´ de l’algorithme distribue´ sera mesure´e en fonction du temps de calcul dans
un environnement distribue´ (tdistr) et du nombre d’ite´rations requises. Cette e´tude est
divise´e en trois sce´narios, dans lesquels on fait varier le nombre de sous-syste`mes, les
dimensions des sous-proble`mes et la valeur de l’erreur qui de´finit la condition d’arreˆt. Les
parame`tres de re´glage spe´cifiques a` la commande pre´dictive utilise´s dans les expe´riences
sont N1 = 1 et N2 = 30, ce qui nous ame`ne a` un horizon de pre´diction de 5h. Pour chaque
valeur du parame`tre e´tudie´, nous avons re´alise´ cinq essais diffe´rents, avec des e´tats initiaux
ale´atoires.
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Figure 5.3 – Influence du nombre de zones, s, sur les performances de l’algorithme 5, en
utilisant le solveur Simplexe de MATLAB (a` gauche), la me´thode du point inte´rieur (au
milieu) et le solveur CPLEX de IBM (a` droite)
Sce´nario 1 : Dans ce premier sce´nario, on fixe Nu = N
i
o = 15 et ǫ = 10
−3 et on fait
varier le nombre de zones s ∈ {21, 22, ..., 29}. La figure 5.3 montre les performances de
l’algorithme distribue´, en utilisant trois solveurs diffe´rents : deux solveurs fournis par la
boite d’outils Optimization de MATLAB (Simplexe et une me´thode du point inte´rieur)
et CPLEX, de´veloppe´ par IBM. Intuitivement, le nombre d’ite´rations ainsi que le degre´
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de sous-optimalite´ ne sont pas influence´s par le type de solveur. Cependant, des e´cart si-
gnificatifs en termes de temps de calcul peuvent eˆtre observe´s, illustrant les performances
supe´rieures du CPLEX. On constate l’augmentation exponentielle du temps de calcul
centralise´ pour les deux solveurs de MATLAB. Pour CPLEX, cette croissance est signi-
ficativement diminue´e si le nombre de sous-syste`mes est faible (infe´rieur a` 16), pourtant
elle reprend l’allure exponentielle de`s que les dimensions des proble`mes deviennent signi-
ficatives. De meˆme, le temps de calcul distribue´ pre´sente une croissance tre`s faible avec
s.
Malgre´ la tre`s bonne extensibilite´ de l’algorithme, tdistr devient infe´rieur a` tcentr a` par-
tir d’un certain nombre de sous-syste`mes (4 pour les solveurs de MATLAB et 128 pour
CPLEX, respectivement). Malgre´ la supe´riorite´ du CPLEX, pour les re´sultats pre´sente´s
dans les sce´narios suivants nous utiliserons l’algorithme de Simplexe comme solveur prin-
cipal, car les correcteurs destine´s a` la re´gulation de la tempe´rature sont ge´ne´ralement
implante´s sur des puces a` faible puissance de calcul, sur lesquels il serait difficile de mettre
en place un algorithme tre`s e´labore´ comme CPLEX. Concernant le nombre d’ite´rations,
on observe une de´pendance logarithmique en s, tandis que le degre´ de sous-optimalite´ est
lie´ a` la valeur de ǫ.
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Figure 5.4 – Influence de la taille de l’horizon de commande, Nu, (a` gauche) et du nombre
d’instants d’occupation par zone, N io, (a` droite)
Sce´nario 2 : Nous nous sommes inte´resse´s ici a` e´tudier l’influence de la dimension
(nombre de lignes et de colonnes de la matrice de contraintes) des sous-proble`mes :
di = (Nu + 2N
i
o)× (2Nu + 4N
i
o), (5.34)
sur le temps de calcul et sur le nombre d’ite´rations. Dans (5.34), N io repre´sente le nombre
d’instants d’occupation inclus dans l’horizon de pre´diction de la zone i. Notons que par
rapport a` la formulation (5.7), nous n’avons pas pris en compte ici les variables auxiliaires
associe´es aux instants d’inoccupation. La figure 5.4 montre l’influence de Nu et N
i
o sur
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la vitesse de convergence. Les valeurs des autres parame`tres sont s = 50 et ǫ = 10−3.
Les re´sultats montrent un impact plus important de N io sur les indices de performance
conside´re´s, ce qui s’explique par un poids plus grand sur la dimension du proble`me. On
peut e´galement observer le caracte`re exponentiel de la de´pendance de tcentr vis-a`-vis des
deux parame`tres (Nu et N
i
o).
Sce´nario 3 : Dans ce troisie`me sce´nario nous illustrons les performances de l’algorithme
5 en fonction de la valeur de ǫ. Les re´sultats pre´sente´s figure 5.5 ont e´te´ obtenus avec s = 50,
Nu = 10 et N
i
o = 15. On a omis de repre´senter les facteurs de sous-optimalite´s, car ils
sont strictement lie´s a` la valeur de ǫ. On observe l’influence le´ge`re de ce parame`tre sur le
temps de calcul dans le cas distribue´. De plus, une de´pendance logarithmique du nombre
d’ite´rations sur ǫ peut eˆtre constate´e, ce qui montre la vitesse de convergence exponentielle
de la me´thode.
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Figure 5.5 – Influence de l’erreur, ǫ, qui de´finit la condition d’arreˆt
Les trois sce´narios pre´ce´dents ont montre´ les performances en termes de vitesse de
convergence et de l’optimalite´ de l’algorithme distribue´. Le temps de calcul ne´cessaire a`
la structure distribue´e afin de re´soudre le PL (5.11) reste infe´rieur au temps de calcul
centralise´ de`s que l’on de´passe un certain nombre de sous-syste`mes. La dimension des
sous-proble`mes influence e´galement la vitesse de convergence (le nombre d’ite´rations). En
conside´rant N2 fixe, les parame`tres qui jouent sur le nombre de contraintes et d’inconnues
sont N io eu Nu. Sachant que N
i
o n’est pas une parame`tre de re´glage, la diminution de Nu
peut re´duire sensiblement le nombre d’ite´rations et nous conseillons un choix Nu < N2/2.
Pourtant, il ne faut pas oublier la perte d’optimalite´ par rapport au cas Nu = N2, qui
devient encore plus importante quand la tarification de l’e´nergie est variable dans le temps.
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5.3.3.2 Couplage par les entre´es
Si l’on conside`re maintenant les s mode`les couple´s par les entre´es, alors la dynamique
de chaque sous-syste`me est de´crite par :

xi(k + 1) = Aixi(k) + bcuc(k) + biui(k) +
∑
j∈Hi
ej,iuj(k)
yi(k) = c
T
i xi(k).
(5.35)
En recourant a` une technique similaire a` celle pre´sente´e aux paragraphes pre´ce´dents, le
proble`me d’optimisation global peut s’exprimer comme suit :
min
u′′c (k),u
′′
1 (k),...,u
′′
s (k)
λ′′Tc (k)u
′′
c (k) + λ
′′T
1 (k)u
′′
1(k) + · · · + λ
′′T
s (k)u
′′
s(k)
s.c. K0u
′′
c (k) = uc(k)
K1u
′′
c (k) + G
′
1u
′′
1(k) + · · · + G
′
s,1u
′′
s(k) = g
′′
1(k)
...
. . .
...
K su
′′
c (k) + G
′
1,su
′′
1(k) + · · · + G
′
su
′′
s(k) = g
′′
s(k)
u′′c (k) ≥ 02Nu×1 , u
′′
1(k) , · · · , u
′′
s(k) ≥ 0(2Nu+4N2)×1,
(5.36)
et la structure bloc-angulaire duale de la matrice de contraintes se perd (voir la figure 5.6
pour un exemple de couplage de 6 zones). Les sous-proble`mes deviennent ainsi de´pendants
les uns des autres, ce qui ne permet plus la re´solution du proble`me relaxe´ par blocs.
Or, l’efficacite´ en termes de temps de calcul de la me´thode de de´composition s’appuie
exactement sur cette paralle´lisation (pas 4 de l’algorithme 5).
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Figure 5.6 – Exemple de baˆtiment multizone multisource (a` gauche) et structure de la
matrice de contraintes du PL associe´ (a` droite)
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Algorithme 6 Proce´dure ite´rative de la commande pre´dictive distribue´e base´e sur la
de´composition de Benders, avec la prise en compte des couplages par les entre´es
1 : Initialiser lB = 1, li = 1
2 : Re´soudre le PMR (5.19) par MPCc, en obtenant u
′′(lB)
c et z
(lB)
i , ∀i ∈ N
s
1
3 : Envoyer u
′′(lB)
c de MPCc vers tous les controˆleurs locaux MPCi
4 : Re´soudre (en paralle`le) tous les sous-proble`mes par les MPCi, en obtenant les
solutions primales u
′′(lB ,li)
i ainsi que les solutions duales (p
(lB)
i ou r
(lB)
i )
5 : Si (li ≤ lmax ET
∥∥∥u′′(lB ,li)i − u′′(lB ,li−1)i ∥∥∥
∞
< ǫi, ∀i ∈ N
s
1) Alors
5.1 : Envoyer les solutions duales (p
(lB ,li)
i ou r
(lB ,li)
i ) de tous les MPCi vers MPCc
Sinon
5.2 : Envoyer u
′′(lB ,li)
i de MPCi vers tous leurs voisins j ∈ Hi
5.3 : Mettre a` jour li = li + 1 et Goto pas 4
Fin Si
6 : Calculer les bornes courantes, supe´rieure (5.25) et infe´rieure (5.19a), par MPCc
7 : Si (lB ≤ lBmax ET J
(lB) − J (lB) ≤ ǫ) Alors
7.1 : u′′∗c = u
′′(lB)
c , u′′∗i = u
′′(lB)
i , ∀i ∈ N
s
1, Stop
Sinon
7.2 : Mettre a` jour le PMR en ajoutant les nouvelles contraintes (par MPCc),
lB = lB + 1 et Goto pas 2
Fin Si
Pour prendre en compte les couplages par les entre´es, nous proposons un compromis
entre le temps de calcul distribue´ et l’optimalite´ de la solution re´sultante. Sachant que
par leur de´finition, les matrices bloc-diagonales G′i sont dominantes, on peut envisager
d’utiliser les se´quences futures d’entre´es calcule´es a` une ite´ration pre´ce´dente (comme au
paragraphe 4.4.3.2). Cependant, il faut eˆtre conscient de la perte d’optimalite´ engendre´e
par le fait que les solutions duales des sous-proble`mes ainsi calcule´es ne sont pas force-
ment des sommets ou des rayons extre´maux du domaine admissible local. La proce´dure,
construite initialement pour des mode`les de´couple´s, se modifie, en ajoutant un me´canisme
d’ite´rations imbrique´es, ce que pre´sente l’algorithme 6.
La structure de controˆle re´sultante est sche´matise´e figure 5.7, dans laquelle on illustre
les principales composantes ainsi que les interactions et les informations e´change´es entre
les agents, pour le cas du baˆtiment trois pie`ces.
E´tude nume´rique de l’efficacite´ de l’algorithme distribue´ Pour tester l’effica-
cite´ du nouvel algorithme sur un exemple, conside´rons le mode`le (5.35) avec les valeurs
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Figure 5.7 – Sche´ma de controˆle distribue´ base´ sur la me´thode de de´composition de
Benders
nume´riques suivantes :
Ai =
[
0,992 0 0
0 0,993 0
0 0 0,998
]
, bc,i =
[
0
0,137
0
]
, bi =
[
0,259
0
0
]
, ci =
[
1
1
1
]
, ej,i =
[
0
0
0,02·ξ
]
, ∀j ∈ Hi.
(5.37)
La configuration du baˆtiment est repre´sente´e par un ensemble de s zones dispose´es en
se´rie, i.e. H1 = {2}, Hs = {s− 1} et Hi = {i− 1, i+1}, ∀i ∈ N
s−1
2 . Les valeurs nume´riques
(5.37) correspondent a` celles de (5.33) dont nous avons ajoute´ influence du couplage.
Nous utiliserons la variable ξ pour e´tudier l’influence du gain statique de couplage sur les
performances de l’algorithme.
L’e´tude de l’efficacite´ de l’algorithme 6 se de´roule d’une manie`re similaire a` celle
expose´e au paragraphe 5.3.3.1. De plus, nous pre´sentons e´galement les degre´s de sous-
optimalite´s des solutions distribue´es ainsi que le nombre moyen d’ite´rations imbrique´es
requises. Pour obtenir les re´sultats de simulation expose´s ci-dessous, nous avons utilise´ les
valeurs suivantes pour les parame`tres de re´glage : N2 = 30, N
i
o = 15 et ǫ = ǫ
′ = 10−3,
Ts = 10min.
Sce´nario 1 : On conside`re Nu = 15 et ξ = 1 fixe´s et on fait varier le nombre de
sous-syste`mes s ∈ {21, 22, ..., 28}. Comme nous l’avons de´ja` mentionne´, la proce´dure de
re´solution du proble`me relaxe´ par l’algorithme de communication ne converge pas force-
ment vers la solution optimale globale. Les solutions duales ainsi calcule´es peuvent eˆtre
5.3. MPC avec commande centrale 163
diffe´rentes des sommets et / ou des rayons extre´maux des sous-proble`mes. Par conse´quent,
l’algorithme 6 ne garantit plus la convergence vers la solution optimale. Ce phe´nome`ne est
observe´ figure 5.8, ou` certains degre´s de sous-optimalite´ obtenus sont supe´rieurs a` l’erreur
qui de´crit la condition d’arreˆt des ite´rations. Pourtant, Sf reste a` des valeurs faibles.
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Figure 5.8 – Influence du nombre de sous-syste`mes sur les performances de l’algorithme
6
Concernant la charge de calcul, en utilisant le solveur centralise´ le temps de calcul
de´passe 1200s (soit le double de la pe´riode d’e´chantillonnage conside´re´e) pour un ensemble
de 256 zones. Notons e´galement que l’utilisation de solveurs plus performants comme
CPLEX diminue conside´rablement le temps de calcul. L’extensibilite´ de l’algorithme 5
se conserve e´galement pour sa version a` ite´rations imbrique´es, ainsi que la croissance
logarithmique du nombre d’ite´rations de Benders. Pour un grand nombre de sous-syste`mes,
le nombre d’ite´rations imbrique´es augmente. Ceci engendre une hausse le´ge`re du temps de
calcul distribue´.
Sce´nario 2 : Ce sce´nario e´tudie l’effet du parame`tre Nu sur les performances de l’al-
gorithme. Pour ce faire nous fixons s = 40 et ξ = 1. La figure 5.9 montre que l’e´cart
entre le temps de calcul centralise´ et le temps de calcul de l’algorithme distribue´ augmente
avec Nu. Autrement dit, l’efficacite´ de la proce´dure distribue´e s’ame´liore avec l’augmenta-
tion de la dimension des sous-proble`mes. Ce phe´nome`ne est intuitif car les sous-proble`mes
sont re´solus en paralle`le. On observe e´galement une croissance le´ge`re du degre´ de sous-
optimalite´.
Sce´nario 3 : Ce troisie`me sce´nario nous montre les limitations, du point de vue temps de
calcul, de l’algorithme 6. Un couplage fort entre les sous-syste`mes provoque l’augmentation
du nombre des deux types d’ite´rations de l’algorithme. Cela a des re´percussions sur la
charge de calcul. On peut voir figure 5.10 l’augmentation du temps de calcul distribue´
avec ξ. Cependant, les performances du solveur centralise´ ne sont pas influence´es par
ce parame`tre, car les dimensions du proble`me global restent inchange´es. Malgre´ cette
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Figure 5.9 – Influence de l’horizon de commande sur les performances de l’algorithme 6
de´te´rioration du temps de calcul distribue´, la solution propose´e par l’algorithme 6 reste
toujours tre`s proche de la solution centralise´e et faible en temps de calcul.
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Figure 5.10 – Influence du gain statique de couplage (ξ) sur les performances de l’algo-
rithme 6
5.3.4 Re´sultats de simulation
Par rapport aux paragraphes pre´ce´dents ou` nous avons montre´ le calcul des algorithmes
distribue´s base´s sur la me´thode de de´composition de Benders, cette partie sera de´die´e a`
l’e´tude des performances e´conomiques de l’algorithme distribue´. La structure de controˆle
de´veloppe´e dans ce chapitre sera utilise´e pour la re´gulation de la tempe´rature dans un
baˆtiment virtuel divise´ en trois zones. La configuration du baˆtiment est illustre´e figure 5.11.
Toutes les zones (chacune d’une surface e´gale a` 12m2) sont chauffe´es par des convecteurs
e´lectriques identiques, de puissances maximales ui = 1200W. Ils constituent les sources
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locales de chauffage. La source centrale est repre´sente´e par un syste`me de chauffage par le
plancher. Ce dernier est compose´ d’une chaudie`re a` gaz, d’une pompe a` vitesse constante
et d’un re´seau de tuyaux. Une importante partie des syste`mes de chauffage par le sol ne
pre´sente pas de vannes locales, pour chaque zone, ainsi l’e´nergie calorifique est re´partie
simultane´ment dans l’ensemble des zones. C’est ce type de syste`me que nous conside´rons
dans la suite du paragraphe.
u3
u1
u2
Zone1 Zone2
Zone3
y1
y2
y3
6m
2m
4m
uc
Figure 5.11 – Baˆtiment multizone et multisource
Les grandeurs locales de commande, ui, sont repre´sente´es par les puissances e´lectriques
et la commande centrale, uc, exprime l’e´cart entre la tempe´rature de l’eau qui sort Twout
et la tempe´rature de l’eau qui entre Twin dans la chaudie`re. On suppose que la chaudie`re
est controˆle´e par un re´gulateur ide´al qui rec¸oit uc(k) = ∆T (k) = Twout − Twin comme
consigne. Les simulations ont e´te´ mene´es sous l’hypothe`se que cette boucle interne de
commande est stationnaire et transparente. De plus, nous ne´gligeons e´galement le retard
induit par le transport de l’eau dans la tuyauterie (e´tant nettement infe´rieur a` la pe´riode
d’e´chantillonnage Ts = 10min), ainsi que les pertes de chaleur du syste`me hydraulique. La
limite supe´rieure de la commande centrale est uc = 4
oC. Notons qu’il est tout a` fait possible
d’inclure d’autres contraintes (sur la tempe´rature de l’eau dans le circuit, sur l’incre´ment
de la commande, etc.), qui ne perturbent pas le fonctionnement de l’algorithme distribue´.
Les couˆts locaux λi(k + j) associe´s aux commandes locales sont calcule´s selon (4.71),
tandis que le couˆt associe´ a` la commande centrale s’exprime par :
λc(k + j) = cg(k + j)TsCpwρwqw/(36 · 10
5η), (5.38)
ou` cg repre´sente le tarif (en e/kWh) du gaz, Cpw, ρw et qw sont respectivement la capacite´
thermique massique, la densite´ et le de´bit de l’eau dans le circuit hydraulique. Le parame`tre
η correspond au rendement de la chaudie`re. Les simulations ont e´te´ re´alise´es en supposant
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que le tarif de l’e´lectricite´ est ce = 0, 0742 e/kWh et celui du gaz cg = 0, 063 e/kWh.
Le mode`le conside´re´ dans les re´sultats pre´sente´s dans ce paragraphe a e´te´ obtenu de
manie`re analytique, par le biais des e´quations thermo-dynamiques (inte´grant les phe´no-
me`nes de transfert convectif et radiatif), d’une manie`re similaire a` [102]. Nous ne de´taillons
pas le mode`le, a` cause de ses dimensions. Mentionnons que pour le baˆtiment conside´re´,
le mode`le global atteint 151 e´tats. Cette dimension relativement importante est princi-
palement duˆ a` la discre´tisation spatiale des parois, en plusieurs couches longitudinales,
pour simuler avec plus de pre´cision le transfert thermique a` travers les mate´riaux qui les
composent. Le nombre de couches de´pend des proprie´te´s thermiques des mate´riaux ainsi
que de leur e´paisseur. Par exemple, une paroi externe est divise´e en neuf couches. Apre`s
la discre´tisation temporelle du mode`le, nous avons re´duit sa dimension par le biais de la
technique de re´alisation e´quilibre´e, en arrivant a` 50 e´tats.
Le mode`le de pre´diction comporte deux entre´es de plus que celui de´crit par les e´quations
(5.35). Elles repre´sentent la tempe´rature exte´rieure et la tempe´rature du sol (dessus le
plancher bas). Dans l’e´quation de pre´diction, la tempe´rature exte´rieure est conside´re´e
constante pendant toute la pe´riode de pre´diction et sa valeur est e´gale a` la tempe´rature
courante mesure´e. La tempe´rature du sol est conside´re´e constante et e´gale a` 10oC.
Zone 1 Zone 2 Zone 3
wi [
oC] 19,5 20,5 21,5
wi [
oC] 20,5 21,5 22,5
PO 1 08h00 - 17h00 10h00 - 19h00 14h00 - 18h00
PO 2 08h00 - 12h00 13h00 - 17h00 18h00 - 22h00
PO 3 08h00 - 17h00 08h00 - 17h00 08h00 - 17h00
Table 5.1 – Profils d’occupation pour le cas multizone et multisource
Pour e´tudier les performances e´conomiques de l’approche propose´e dans ce chapitre on
conside`re trois profils d’occupation, qui sont synthe´tise´s dans le tableau 5.1. Ces profils
correspondent a` une occupation semi-synchronise´e (PO 1), non synchronise´e (PO 2) et
synchronise´e (PO 3). Les bandes de confort de chacune des pie`ces sont diffe´rentes.
Le tableau 5.2 re´sume les couˆts journaliers lie´s au poste de chauffage du baˆtiment trois
pie`ces, pour les sce´narios d’occupation propose´s. De plus on ajoute un autre parame`tre a`
cette e´tude, la tempe´rature initiale (au de´but de la journe´e) du baˆtiment, T0. Elle repre´sente
la tempe´rature de l’air dans les pie`ces, mais e´galement la tempe´rature initiale des parois.
Les deux valeurs choisies correspondent a` une pe´riode d’inoccupation longue (10oC) et a`
une occupation journalie`re intermittente (16oC), respectivement.
Nous comparons les couˆts journaliers obtenus par l’utilisation de la commande pre´dic-
tive (centralise´e et distribue´e) a` ceux obtenus par une re´gulation de type PI avec antici-
pation. Pour que la commande PI ait des performances similaires, en termes de confort,
aux controˆleurs pre´dictifs, les consignes locales des PIs, employe´s pour la commande des
convecteurs, sont anticipe´es. Pour que cette comparaison soit encore plus re´aliste, cette
anticipation est conside´re´e diffe´remment, selon la tempe´rature initiale : 2h et respective-
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T0 [
oC] Loi de commande Spe´cificite´
Couˆt/jour [e]
PO 1 PO 2 PO 3
10
PI K = 0, 5, Ti = 5400s 1,5855 1,6186 1,6066
DiMPCB
lBmax = 1 1,6559 1,6061 1,7157
lBmax = 2 1,3038 1,3190 1,4417
lBmax = 3 1,1929 1,2362 1,3366
lBmax = 100, ǫ = 10
−3 1,1250 1,1992 1,2340
CMPC - 1,1188 1,2095 1,2590
16
PI K = 0, 5, Ti = 5400s 1,0121 1,0558 0,9973
DiMPCB
lBmax = 1 1,0756 1,0804 1,0972
lBmax = 2 0,7586 0,8582 0,7343
lBmax = 3 0,7460 0,8558 0,7363
lBmax = 100, ǫ = 10
−3 0,7450 0,8569 0,7325
CMPC - 0,7457 0,8640 0,7281
Table 5.2 – Comparaison en termes de couˆts de chauffage pour le cas multizone et mul-
tisource
ment 4h. Pour le cas de la re´gulation PI, la chaudie`re est controˆle´e par une commande
en boucle ouverte, afin de monter la tempe´rature des pie`ces jusqu’a` 18oC au de´but de
l’occupation de la premie`re zone (c’est ce type de commande qui est couramment utilise´e
pour la re´gulation du poste de chauffage a` SUPELEC, sur le Campus de Rennes), sans
compter l’apport des convecteurs locaux.
Le tableau 5.2 montre e´galement les couˆts journaliers obtenus en utilisant peu d’ite´ra-
tions de Benders. La moyenne des diffe´rences relatives obtenues entre le solution distribue´e
issue de 3 ite´rations et la solution obtenue en ite´rant jusqu’a` l’obtention d’une erreur de
ǫ = 10−3 ne de´passe pas 3 %. Ceci montre que l’utilisation d’un nombre re´duit d’ite´rations
de Benders ne de´grade pas significativement les performances e´conomiques de la commande
distribue´e.
D’apre`s les re´sultats obtenus, les structures pre´dictives permettent des e´conomies de 18
a` 29 % par rapport a` la re´gulation PI. Sachant que les gains en termes de consommation
pre´sente´s lors des chapitres pre´ce´dents ont e´te´ sensiblement infe´rieurs, on de´duit alors
que l’utilisation d’une commande optimale, comme MPC, est beaucoup plus adapte´e a` la
gestion des sources multiples de chauffage.
De manie`re ge´ne´rale, les e´conomies apporte´es par la commande pre´dictive sont d’au-
tant plus importantes que la source centrale soit active. Ceci se passe quand l’horizon de
pre´diction inclut des pe´riodes d’occupation de plusieurs pie`ces. Les re´sultats le´ge`rement
meilleurs, dans certains sce´narios, de la solution distribue´e par rapport a` celle centralise´e
peuvent paraˆıtre surprenants. Ils s’expliquent par le fait que la solution optimale calcule´e
par CMPC n’est pas forcement la meilleure en pre´sence des perturbations et des erreurs
de mode´lisation.
La figure 5.12 illustre le comportement de la commande pre´dictive distribue´e (DiMPCB)
sur une journe´e, en utilisant le profil d’occupation PO 1, T0 = 16
oC et une tarifica-
tion constante dans le temps. La premie`re sous-figure montre l’e´volution temporelle des
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tempe´ratures mesure´es dans les trois zones, ainsi que les bandes de confort associe´es. La
deuxie`me sous-figure repre´sente les commandes locales, tandis que la troisie`me illustre la
commande centrale. On peut facilement observer l’effet anficipatif du MPC au de´but et a`
la fin des pe´riodes d’occupation.
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Figure 5.12 – DiMPCB - signaux principaux sur une journe´e (PO 1, T0 = 16
oC)
Par rapport aux re´sultats des chapitres pre´ce´dents, ici l’arreˆt du chauffage avant la fin
d’occupation est beaucoup plus visible, e´tant donne´ l’inertie du chauffage par le plancher.
Dans ce sce´nario, la source centrale est pre´fe´re´e pendant l’e´tape de pre´chauffage pour
mieux exploiter l’inertie thermique de ce type de chauffage, mais e´galement lorsque toutes
les pie`ces sont occupe´es. Les sources locales sont utilise´es comme sources comple´mentaires
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a` cause du prix e´leve´ de l’e´lectricite´. Elles sont employe´es pour le rejet des perturbations
ne´gatives et pour satisfaire les niveaux de confort diffe´rents de chaque zone. On observe
e´galement que la source locale de la zone 1 (pour laquelle on a de´fini le plus bas niveau de
confort) est utilise´e uniquement pendant la relance. Ensuite, son niveau de confort n’est
plus assure´ que par la source centrale. La quatrie`me sous-figure montre l’e´volution de la
tempe´rature de l’eau a` l’entre´e et a` la sortie de la chaudie`re. Notons qu’une contrainte
qui de´finit une borne supe´rieure de la tempe´rature de l’eau peut e´galement eˆtre incluse
dans la formulation du PL, pour pre´venir l’usure excessive des e´quipements. La dernie`re
sous-figure illustre les conditions me´te´orologiques simule´es.
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Figure 5.13 – DiMPCB - signaux principaux sur une journe´e (PO 2, T0 = 16
oC), tarifi-
cation fixe
Encore plus inte´ressant est de voir comment la commande s’adapte aux tarifications
variables des e´nergies de chauffe. Dans ce sens, nous avons utilise´ deux sce´narios de tarifi-
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cation : une tarification fixe (figure 5.13) et une tarification variable (figure 5.14). Les deux
simulations ont e´te´ mene´es pour le profil d’occupation PO 2, T0 = 16
oC, tandis que les
conditions me´te´orologiques sont identiques a` celles illustre´es par la dernie`re sous-figures
de la figure 5.12.
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Figure 5.14 – DiMPCB - signaux principaux sur une journe´e (PO 2, T0 = 16
oC), tarifi-
cation variable
Pour le cas d’une tarification fixe, on observe que la source centrale est utilise´e unique-
ment pendant des pe´riodes pour lesquelles au moins deux zones pre´sentent des instants
d’occupation inclus dans l’horizon courant de pre´diction. Par exemple, a` partir de 8h00,
la zone 1 est occupe´e, mais on ”voit” e´galement le premier instant d’occupation de la zone
2 (l’horizon de pre´diction est de cinq heures). Un phe´nome`ne similaire se passe a` partir de
13h00. Une exception est l’utilisation de la source centrale avant la pe´riode de pre´chauffage
de la zone 1. En chauffant l’eau qui circule par le sol, on diminue les de´perditions par le
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sol.
La figure 5.14 illustre les principaux signaux qui de´crivent le comportement de la
commande DiMPCB avec une tarification variable. Ainsi, de 00h00 a` 07h00 l’e´lectricite´
est moins che`re que le gaz et par conse´quent on ne voit plus l’utilisation de la source
centrale avant le pre´chauffage de la zone 1. Dans le meˆme temps, la pe´riode de relance est
le´ge`rement avance´e, pour be´ne´ficier encore plus du tarif infe´rieur de l’e´lectricite´. De 07h00
a` 11h00, on utilise les meˆmes tarifs que dans la figure 5.13 et on observe un comportement
similaire a` celui obtenu pour la tarification fixe. De 11h00 a` 15h00, on conside`re le gaz
environ 2,35 fois moins cher que l’e´lectricite´. Cette pe´riode inclut le pre´chauffage de la zone
2, ainsi au lieu d’utiliser la source locale (voir figure 5.13), on pre´fe`re la source centrale.
5.4 Conclusion
Dans ce dernier chapitre, nous avons propose´ une me´thodologie de distribution de la
commande pre´dictive pour la re´gulation d’un syste`me de chauffage un peu particulier,
dans le cadre multizone. Le poste de chauffage conside´re´ est compose´ de sources locales,
inde´pendantes, et d’une source centrale.
Le proble`me d’optimisation du MPC est formule´ pour minimiser les couˆts lie´s au chauf-
fage du baˆtiment sous des contraintes qui mode´lisent les limites physiques du processus
et le confort thermique des occupants. En employant la meˆme technique de relaxation de
contraintes que celle pre´sente´e au paragraphe 4.4.1, le proble`me de minimisation peut eˆtre
mis sous la forme standard d’un PL.
En ne´gligeant tout d’abord les couplages entre les sous-syste`mes voisins, on obtient
une structure particulie`re du PL. Cette spe´cificite´ du proble`me peut eˆtre exploite´e par
la me´thode de de´composition de Benders afin d’obtenir une structure de commande dis-
tribue´e, dont tous les correcteurs locaux sont coordonne´s par l’agent qui commande e´gale-
ment la source centrale. A` partir du proble`me MPC initial, nous avons pre´sente´ la me´thode
de de´composition, pour formuler un algorithme ite´ratif qui de´crit les e´tapes a` suivre par
chaque agent. La prise en compte des interactions entre les sous-syste`mes ne´cessite des
e´changes d’informations entre les re´gulateurs voisins. Deux types de couplage ont e´te´
conside´re´s : le couplage par les sorties et le couplage par les entre´es.
Les performances des algorithmes distribue´s ont e´te´ teste´es pour des exemples rela-
tivement simples de mode`les de pre´diction. Ainsi, nous avons analyse´ du point de vue
nume´rique les impacts des principaux parame`tres susceptibles d’avoir une influence sur
la vitesse de convergence et le degre´ d’optimalite´ de la solution distribue´e. Les aspects
e´conomiques ont e´te´ mis en e´vidence par l’application sur un baˆtiment virtuel.
Ce chapitre comple`te l’ensemble des algorithmes de commande distribue´e propose´s tout
au long du me´moire. Dans le chapitre suivant, nous soulignons les conclusions globales
sur les travaux pre´sente´s et nous proposerons des perspectives, a` la fois the´oriques et
applicatives.
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Chapitre 6
Conclusion ge´ne´rale et
perspectives
La vie est supportable uniquement parce que l’on ne va pas
jusqu’au bout.
Magazine litte´raire
Emil M. Cioran
L’ensemble de ce me´moire est de´die´ au de´veloppement de strate´gies MPC distribue´es,
applique´es a` la re´gulation thermique des baˆtiments. Trois classes de proble`mes ont e´te´
e´tudie´es dans les chapitres pre´ce´dents, a` savoir, la formulation quadratique sans contraintes,
la formulation line´aire avec contraintes locales et / ou contraintes globales et enfin la for-
mulation line´aire avec contraintes locales pour la gestion de sources multiples d’e´nergie.
Dans chaque chapitre, nous avons formalise´ et analyse´ les proble`mes pose´s, avant d’ex-
pliciter les solutions propose´es, tout en soulignant les diffe´rentes contributions apporte´es.
Chacune de nos strate´gies a e´te´ teste´e en simulation.
6.1 Synthe`se
La simplicite´ des solutions de controˆle a e´te´ toujours privile´gie´e, c’est pourquoi les
controˆleurs adopte´s par la communaute´ industrielle sont ge´ne´ralement base´s sur des com-
mandes de type ≪ si condition alors action ≫, combine´es a` des re´gulateurs simples, de type
PID. Ces re`gles, e´tablies par les constructeurs, sont usuellement heuristiques et obtenues
d’une manie`re empirique. Les controˆleurs re´sultants donnent des solutions sous-optimales.
La commande optimale des e´quipements de CVC est une e´tape cle´ vers l’ame´lioration
de l’efficacite´ e´nerge´tique des baˆtiments. Dore´navant, le re´gulateur du poste de chauffage
ne doit plus maintenir la tempe´rature de la pie`ce autour de la valeur de consigne, mais il
doit e´galement exploiter de fac¸on optimale, des informations concernant :
– l’occupation intermittente,
– la tarification variable de l’e´nergie,
173
174 6. Conclusion ge´ne´rale et perspectives
– la pre´vision me´te´o,
– la puissance disponible (variable).
De plus, le de´veloppement des re´seaux sans fil ainsi que la disponibilite´ de plusieurs sources
de chauffage dans un seul baˆtiment nous a conduit vers des strate´gies de controˆle dis-
tribue´es.
La commande pre´dictive est une technique puissante, e´prouve´e industriellement, pour
la re´gulation optimale des syste`mes complexes. Les re´sultats pre´sente´s dans ce manuscrit,
comme ceux fournis dans de nombreuses publications, ont souligne´ les avantages, en termes
de consommation et / ou de confort, de la commande pre´dictive. Malgre´ ces ame´liorations
en performance, l’industrie du baˆtiment reste encore re´ticente quant a` l’adoption du MPC
[117]. Les principaux inconve´nients de l’approche pre´dictive sont la ne´cessite´ d’un mode`le
du processus a` controˆler et les couˆts relativement e´leve´s de mise en œuvre.
Des travaux de recherche importants ont e´te´ mene´s durant ces dernie`res anne´es sur la
mode´lisation des phe´nome`nes thermiques pre´sents dans le baˆtiment. Les plus importants
d’entre eux ont abouti a` la mise en place de diffe´rents logiciels de simulation. Pourtant,
les travaux pre´sente´s dans ce manuscrit ne sont pas focalise´s sur la proble´matique de
mode´lisation. Nous nous sommes efforce´s de proposer des solutions aboutissant a` un com-
promis entre l’optimalite´ de la commande, d’une part, et la simplicite´ et la flexibilite´ de
l’implantation, d’autre part. Ainsi, la commande pre´dictive distribue´e a e´te´ choisie comme
principal outil de notre approche.
Le de´veloppement de la de´marche expose´e dans cette the`se est progressif. La figure 6.1
re´sume les principales proble´matiques aborde´es dans ce manuscrit et les solutions adopte´es,
ainsi que leur re´partition par chapitre.
Baˆtiment SolutionFormulation du proble`me MPC
multizone DiMPCL
line´aire, contraintes globales
line´aire, contraintes locales
quadratique, sans contraintes
multizone et
line´aire, contraintes locales
quadratique, sans contraintesmonozone
DiMPCHC, DiMPCHV
RST dynamique
DiMPCB
Chapitre
multisource
5
DiMPCDW
4
3
Figure 6.1 – Re´capitulatif des proble`mes et des solutions propose´es dans le manuscrit
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Nous avons conside´re´, tout d’abord, la formulation quadratique du crite`re MPC, pour
laquelle nous synthe´tisons un re´gulateur de type RST. La prise en compte du profil d’occu-
pation dans la fonction de couˆt a` minimiser rend dynamiques les coefficients du controˆleur
polynomial (pour le cas sans contraintes). Des ame´liorations de performance ont e´te´ ob-
tenues par la mise en place d’une strate´gie de variation de l’horizon de pre´diction, en
fonction du profil d’occupation. Malgre´ son impact relativement re´duit pour le cas mono-
zone, son importance devient significative en passant au cas multizone. La prise en compte
du couplage entre les zones nous a conduit vers une structure MPC distribue´e, qui pre´serve
les avantages de la de´centralisation de la commande tout en ame´liorant les performances
par rapport a` une structure comple`tement de´centralise´e. Les re´gulateurs locaux e´changent
des informations, concernant leur comportement futur, avec leurs voisins. En conside´rant
les mode`les locaux couple´s par les sorties, ces informations repre´sentent les se´quences des
sorties locales. Pour inte´grer facilement la strate´gie de variation deN2 dans la structure dis-
tribue´e, nous avons propose´ une me´thode simple pour comple´ter de manie`re de´centralise´e
les composantes qui ne peuvent pas eˆtre calcule´es de fac¸on distribue´e.
Afin de mieux satisfaire les objectifs e´conomiques de controˆle, nous sommes passe´s de la
formulation quadratique a` la formulation line´aire du crite`re MPC. Pour ce nouveau forma-
lisme, l’apparition des contraintes est impe´rative. On distingue ainsi des contraintes locales,
propres a` chaque zone, et des contraintes globales qui lient des variables appartenant a`
plusieurs zones. Conside´rant, en premier lieu, le cas des contraintes locales, nous avons
propose´ un algorithme distribue´ ”communiquant” similaire au cas quadratique afin de
comparer les performances des deux approches. Les re´sultats de simulation ont montre´ les
ame´liorations sur les performances par rapport a` la formulation quadratique. L’apparition
des contraintes globales ou couplantes rend particulie`rement difficile la re´solution locale
des sous-proble`mes, qui risque de mener le proble`me vers une solution infaisable. Afin de
contourner cet inconve´nient, nous nous sommes oriente´s vers la me´thode de de´composition
de Dantzig-Wolfe. Cet outil mathe´matique fournit un algorithme ite´ratif, pour lequel la so-
lution calcule´e a` chaque ite´ration est globalement faisable. Cette proce´dure de distribution
de la charge de calcul est particulie`rement efficace pour les PL a` structure bloc-angulaire,
structure qui correspond a` des mode`les locaux inde´pendants. Pour prendre en compte les
couplages entre les sous-syste`mes, nous avons propose´ deux strate´gies, en fonction du type
de couplage : par les sorties ou par les entre´es.
La dernie`re partie du document est consacre´e a` la distribution de la commande MPC
pour la re´gulation a` partir de plusieurs sources de chauffage. Plus pre´cise´ment, nous pre-
nons le cas de sources locales par pie`ce, associe´es a` une source de chauffage centrale, qui
agit simultane´ment sur l’ensemble des pie`ces. En reformulant le proble`me d’optimisation
globale sous la forme standard PL, la commande de la source centrale devient la variable
couplante (empeˆchant la re´solution locale des sous-proble`mes). Pour surmonter la difficulte´
lie´e a` la distribution de la charge de calcul du proble`me global, nous proposons l’utilisation
de la me´thode de de´composition de Benders. Ensuite, nous avons e´tendu l’algorithme issu
de la me´thode de de´composition pour la prise en compte des couplages.
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Bien que les approches propose´es dans ce me´moire aient e´te´ destine´es a` la re´gulation
thermique des baˆtiments, les algorithmes de´veloppe´s peuvent eˆtre applique´s pour d’autres
processus de grande taille pour lesquels on connaˆıt la trajectoire future de consigne. Des
exemples de ce type de syste`mes sont : les canaux d’irrigation, les processus industriels
compose´s de plusieurs re´acteurs, syste`mes de stockage (me´moires, entrepoˆts), syste`mes
compartimentaux (utilise´s fre´quemment pour la mode´lisation des phe´nome`nes de transport
et d’accumulation). De plus, certains de ces syste`mes peuvent avoir des pe´riodes de temps
pendant lesquelles ils n’ont pas a` eˆtre fonctionnels. On rejoint ainsi l’ide´e de l’utilisation
intermittente du syste`me.
6.2 Originalite´, contributions et faiblesses des approches pro-
pose´es
Le de´veloppement des travaux de the`se a permis de mettre en e´vidence plusieurs
e´le´ments originaux, a` la fois the´oriques et applicatifs.
Une premie`re contribution originale est lie´e a` la formulation du crite`re dynamique sous
forme quadratique du MPC. Il inte`gre le profil futur d’occupation. De plus, nous avons
propose´ une strate´gie a` horizon de pre´diction variable. L’approche a e´te´ de´veloppe´e pour
aboutir a` un re´gulateur de type RST dynamique, pour lequel les coefficients polynomiaux
sont variables dans le temps. Des restrictions sur la taille minimale des pe´riodes d’occu-
pation / inoccupation ont e´te´ propose´es. Elles permettent de re´duire conside´rablement la
capacite´ de me´moire ne´cessaire pour le stockage des coefficients.
La formulation du MPC pre´sente´e initialement pour une zone a e´te´ e´tendue a` un
baˆtiment multizone. Cette extension a permis de mettre en e´vidence d’autres aspects nova-
teurs. Mentionnons, tout d’abord, la mode´lisation du couplage entre les sous-syste`mes par
les sorties. Ensuite, nous avons propose´ une strate´gie efficace pour comple´ter les vecteurs
d’e´change entre les controˆleurs voisins. En utilisant cette strate´gie, nous avons e´galement
formule´ une condition ne´cessaire et suffisante pour la convergence de l’algorithme distribue´,
meˆme si l’algorithme propose´ ne converge pas vers la solution optimale globale. Ceci est
duˆ au fait que les fonctions de couˆt locales repre´sentent uniquement les objectifs locaux.
Cette classe d’algorithmes distribue´s converge ge´ne´ralement vers un point d’e´quilibre de
Nash [132], qui ne co¨ıncide pas forcement avec l’optimum global. Cependant, les re´sultats
de simulations ont montre´, que pour les syste`mes conside´re´s, ces points d’e´quilibre de Nash
ne sont pas tre`s loin de l’optimum. De plus, la vitesse de convergence est e´leve´e, ce qui per-
met d’arreˆter l’algorithme apre`s un nombre faible d’ite´rations. Ceci est principalement duˆ
aux bonnes proprie´te´s des mode`les thermiques (couplages relativement faibles et stables),
mais e´galement a` la fac¸on de prendre en compte les couplages.
Le passage vers la formulation line´aire du crite`re MPC augmente les performances
de la commande, mais rend plus difficile les preuves the´oriques de convergence. L’appa-
rition des contraintes e´limine la me´thode analytique de calcul de la solution. Les autres
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outils mathe´matiques, usuellement employe´s pour e´tablir des conditions de convergence,
reposent sur les me´thodes de gradients. Pourtant, ces derniers sont inutiles dans l’analyse
des programmes line´aires.
Nous nous sommes oriente´s vers des me´thodes de de´composition line´aire. Les formu-
lations des proble`mes d’optimisation, conjugue´es a` la structure et / ou aux contraintes
du syste`me a` controˆler a permis d’exploiter les avantages calculatoires des me´thodes de
de´composition de Dantzig-Wolfe et de Benders. L’efficacite´ des algorithmes issus de ces
me´thodes est moindre de`s que l’on conside`re les couplages entre les sous-syste`mes. Pour
surmonter cet inconve´nient, nous avons propose´ deux strate´gies diffe´rentes pour le cas du
couplage par les sorties et pour le cas du couplage par les entre´es. Dans le premier cas,
l’algorithme distribue´ converge vers la solution optimale, en utilisant les se´quences des
sorties calcule´es a` l’instant pre´ce´dent. Malgre´ cette optimalite´ par rapport a` la formula-
tion du proble`me, le comportement des sous-syste`mes locaux peut se modifier a` l’instant
k+1 par rapport a` celui pre´dit a` l’instant k. En ce sens, on se retrouve en pre´sence d’une
sous-optimalite´ par rapport a` la formulation du proble`me. Pour le cas des mode`les locaux
couple´s par les entre´es, nous proposons la re´solution du proble`me relaxe´ par un algorithme
distribue´ ”communiquant”. L’absence de garantie de l’optimalite´ de la solution ainsi ob-
tenue se re´percute sur l’algorithme issu de la me´thode de de´composition. Cependant, de
manie`re similaire a` l’approche quadratique, les algorithmes distribue´s, pre´sente´s pour les
crite`res line´aires de MPC, convergent rapidement et offrent de tre`s bonnes performances
e´conomiques avec un nombre faible d’ite´rations.
6.3 Perspectives
Plusieurs directions sont envisage´es pour les de´veloppements futurs, en prolongement
de ces travaux de the`se.
Les principales pistes the´oriques sont liste´es ci-dessous :
– e´tude the´orique de la stabilite´ de la formulation quadratique dynamique de MPC
pour le cas monozone, ainsi que l’extension au cas multizone
– e´tude de l’impact des observateurs d’e´tat locaux sur le de´veloppement the´orique de
la de´marche, ainsi que sur les performances de la commande
– e´tude de la fiabilite´ de la structure distribue´e 1 (ou` l’on peut envisager des de´fauts
sur les controˆleurs, sur les capteurs, sur les actionneurs ou sur le re´seau de commu-
nication).
– les ide´es pre´sente´es dans l’approche distribue´e a` horizon de pre´diction variable peuvent
eˆtre e´tendues au cas des syste`mes multi-e´chantillonne´s
1. Pour le cas multizone, avec des formulations sans contraintes ou avec contraintes locales, le de´faut
de fonctionnement d’un controˆleur local n’affecte pas le baˆtiment entier. Ainsi, plusieurs strate´gies peuvent
eˆtre envisage´es : les se´quences des sorties ou des entre´es futures que l’agent en de´faut doit transmettre a`
ses voisins peuvent eˆtre remplace´es par la se´quence des sorties futures ou respectivement, une se´quence de
commandes nulles.
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– ge´ne´ralisation des me´thodes de de´composition line´aires pour les mode`les a` com-
mandes discre`tes ou pour les mode`les non line´aires 2
– une me´thode qui permet la gestion simultane´e des contraintes couplantes et des
variables couplantes 3
– des strate´gies d’identification en ligne pour la commande distribue´e ou des strate´gies
adaptatives [94].
Toutes les pistes the´oriques mentionne´es ci-dessus pour le cas de la commande des
syste`mes CVC peuvent eˆtre conjugue´es aux proprie´te´s particulie`res des syste`mes positifs 4
[57].
D’un point de vue applicatif, les perspectives visent ge´ne´ralement l’application des
approches sur un baˆtiment re´el, mais e´galement :
– l’application des algorithmes distribue´s sur d’autres configurations de baˆtiments
– l’adaptation des structures de commande pour inclure la re´gulation d’autres syste`mes
pre´sents dans les baˆtiments (climatisation, ventilation, e´clairage, syste`mes de coge´ne´-
ration, etc.)
– la prise en compte des couplages thermiques entres les zones par des e´changes d’air
(ventilation me´canique ou naturelle).
2. Certaines pistes peuvent eˆtre retrouve´es dans [39, 178, 65]
3. Ce type de proble`mes peuvent eˆtre re´solus par l’imbrication des deux me´thodes de de´composition
[39]. Pourtant, il est inte´ressant d’e´tudier une possible re´solution en paralle`le de ces proce´dures, en utilisant
la structure un peu particulie`re du proble`me d’optimisation issu de MPC.
4. Un syste`me line´aire est appele´ positif (externally positive system) si et seulement si sa re´ponse force´e
(re´ponse correspondante a` l’e´tat initial nul) est positive pour toutes les commandes positives. [57]
Annexe A
Mode`les de simulation
Pourquoi la simulation des baˆtiments ?
Pour ame´liorer les performances des syste`mes de chauffage et de climatisation, il est im-
portant d’e´tudier comparativement diffe´rentes strate´gies de commande. Ces e´tudes peuvent
eˆtre re´alise´es sur des baˆtiments re´els par le biais de l’expe´rimentation, ou de manie`re vir-
tuelle, voire une combinaison des deux approches. Cependant, aujourd’hui, l’analyse des
performances de nouveaux controˆleurs est plus ge´ne´ralement mene´e dans des laboratoires
virtuels que par l’interme´diaire d’expe´rimentations re´elles. Ceci est duˆ a` plusieurs raisons,
les plus importantes e´tant mentionne´es ci-dessous.
– L’e´cart entre les investissements en temps et en couˆt est e´norme entre les deux
options (simulation et expe´rimentation).
– La non-reproductibilite´ des conditions me´te´orologiques rend difficile la comparaison
des diffe´rents re´gulateurs sur le meˆme baˆtiment. D’autre part chaque immeuble a
ses propres caracte´ristiques qui le rendent unique.
– L’e´valuation des performances e´nerge´tiques annuelles de certaines installations est
tre`s difficile, voire impossible, pour un immeuble re´el.
De nombreux outils de simulation ont e´te´ cre´e´s afin de contourner les proble`mes men-
tionne´s pre´ce´demment, tout en offrant des re´sultats satisfaisants par rapport au cas re´el.
Une liste non exhaustive des logiciels de simulation est donne´e section 2.1.4.
La bibliothe`que de mode`les SIMBAD
Les re´sultats de simulation pre´sente´s tout au long de ce manuscrit ont e´te´ obtenus a`
l’aide de la bibliothe`que de composants de ge´nie climatique SIMBAD Building and HVAC
Toolbox. Elle fournit des mode`les MATLAB/Simulink des baˆtiments et des composants de
syste`mes thermiques (chauffage et climatisation), pour re´aliser des simulations dynamiques
des installations de ge´nie climatique.
Les principaux mode`les de la bibliothe`que SIMBAD peuvent eˆtre groupe´s en :
1. Mode`les de zones :
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– Mode`les monozone avec des parame`tres pre´de´finis ou mode`les avec une description
de´taille´e des parois et des feneˆtres
– Mode`les multizone avec description de la configuration des zones et des parois
graˆce a` un fichier XML qui peut eˆtre cre´e´ en utilisant une interface graphique
appele´e SimBDI.
2. Ele´ments de production : pompes a` chaleur et diffe´rents mode`les de chaudie`res
3. Ele´ments de distribution hydraulique (pompe, vannes, tuyauteries, ...) et ae´raulique
(ventilateurs, tuyauteries, ...)
4. Ele´ments terminaux : ventilo-convecteurs, planchers et plafonds chauffants, radia-
teurs, convecteurs e´lectriques, ...
5. Syste`mes de re´gulation typiquement utilise´s dans la re´gulation thermique, de type
tout-ou-rien, PID ou PID en cascade, capteurs, ...
6. Syste`mes pre´de´finis pre´assemble´s et fonctionnels.
En plus de ces groupes de mode`les, l’outil de simulation offre e´galement des fichiers
me´te´o-rologiques, des profils d’occupation pre´de´finis, un mode`le d’e´clairage artificiel et des
blocs de conversion entre diffe´rentes grandeurs physiques.
Mode`le-bloc baˆtiment multizone
Les baˆtiments virtuels utilise´s dans les diffe´rentes simulations pre´sente´es dans le pre´sent
me´moire sont base´s sur le mode`le SIMBAD appele´ baˆtiment multizone. Ce bloc permet la
simulation des :
– parois opaques multicouches, pour lesquelles les hypothe`ses fondamentales suivantes
sont faites :
1. mode`le monodimensionnel : le transfert de chaleur a` travers la paroi se fait
uniquement sur l’e´paisseur
2. la re´sistance de contact entre diffe´rentes couches de la paroi est nulle (contact
parfait)
3. les proprie´te´s thermiques des couches sont constantes
4. l’e´change radiatif est line´arise´
– feneˆtres, caracte´rise´es par :
1. le coefficient de transmission thermique entre les deux faces
2. les coefficients d’e´change convectif aux deux surfaces
3. la transmissivite´ pour le rayonnement solaire
4. l’absorptivite´ pour le rayonnement solaire
– zones d’air : base´es sur l’hypothe`se d’une tempe´rature d’air homoge`ne dans chaque
zone (l’air de la zone est bien me´lange´).
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Notons e´galement que le mode`le suppose le baˆtiment simule´ place´ dans un site de´gage´,
et par conse´quent on ne tient pas compte de la pre´sence d’autres immeubles dans son voi-
sinage. La figure A.1 illustre les configurations en 3D du baˆtiment monozone et multizone,
utilise´es dans les simulations pre´sente´es dans ce manuscrit.
1m1m
1m
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2m2m
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Figure A.1 – Configuration du baˆtiment monozone (a` gauche) et trois zones (a` droite)
Ceci e´tant dit, on passe maintenant a` la description des entre´es et des sorties du bloc
MATLAB/Simulink qui mode´lise le baˆtiment multizone. Elles sont repre´sente´es figure
A.2. Les cinq premie`res entre´es du mode`le constituent des donne´es fournies par les fichiers
me´te´orologiques. La sixie`me entre´e, la tempe´rature limite, repre´sente la tempe´rature de
contact du plancher bas avec le sol. La valeur de cette tempe´rature est fixe´e a` 10oC. Les
mode`les de feneˆtre conside´re´s dans nos simulations ne prennent pas en compte des protec-
tions solaires, et donc la septie`me entre´e du mode`le n’est pas utilise´e. Dans nos simulations,
nous avons conside´re´ les apports de chaleur de la part des occupants et des e´quipements
e´lectriques (autres que les e´quipements de chauffage). Pendant les pe´riodes d’occupation,
l’apport des e´quipements est conside´re´ e´gal a` 10W/m2, il est de meˆme conside´re´ e´gal a`
80W pour chaque occupant. Les de´bits d’air entre les zones du baˆtiment sont conside´re´s
nuls. Le renouvellement de l’air de chaque pie`ce du baˆtiment est pris en compte. Ainsi,
le de´bit d’air frais entrant dans les zones occupe´es est e´gal a` 20m3/h/pers. Les diffe´rentes
valeurs mentionne´es pre´ce´demment sont des valeurs propose´es par de´faut par SIMBAD
et elles repre´sentent des bonnes approximations pour les valeurs rencontre´es dans la pra-
tique. La dernie`re entre´e du mode`le constitue la puissance de chauffe fournie par le poste de
chauffage, dans notre cas, les convecteurs e´lectriques. Les mode`les de planchers chauffants
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conside´re´s au chapitre 5 sont inte´gre´s a` l’inte´rieur du bloc multizone.
Tempe´rature de l’air exterieur [oC]
Rayonnement solaire direct [W/m2]
Rayonnement solaire diffuse [W/m2]
Jour de l’anne´e
Heure de la journe´e
Tempe´rature limite (sol) [oC]
Position du store
Sources internes
De´bits d’air entre les zones [kg/s]
Ventilations
Puissance convective et
radiative des e´quipements [W]
(convectives et radiatives) [W]
(protection des feneˆtres)
Multizone
Tempe´rature de l’air
des zones [oC]
Tempe´rature radiative moyenne
des zones [oC]
Besoins de chauffage
des zones [W]
Besoins de climatisation
des zones [W]
Figure A.2 – Entre´es et sorties du mode`le SIMBAD multizone
Seules les deux premie`res sorties du mode`le multizone sont utilise´es pour tester nos
structures de commande. Elles repre´sentent les tempe´ratures de l’air de chacune des zones
et les tempe´ratures radiatives moyennes (calcule´es en fonction des tempe´ratures des sur-
faces inte´rieures des parois).
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Type Composition
Epaisseur Densite´ Cap. therm. Cond. therm. Coef. d’e´change
[m] [kgm−3] [Jkg−1K−1] [Wm−1K−1] [Wm−2K−1](i / e)
B
aˆt
im
en
t
m
on
oz
on
e
Mur exte´rieur
Plaque de plaˆtre 0,010 1000 1000 0,430
5 / 20Polystyre`ne expanse´ 0,080 20 1450 0,047
Parpaings 0,200 950 920 0,46
Plancher bas
Plastique 0,020 270 1400 0,100
5 / ∞
Hourdis creux 0,200 1400 920 1,330
Polystyre`ne expanse´ 0,100 20 1450 0,047
Polyure´thane 0,075 1200 1800 0,250
Sable 0,150 1800 910 2,000
Toiture
Plaque de plaˆtre 0,010 1000 1000 0,430
5 / 20
Polystyre`ne expanse´ 0,080 20 1450 0,047
Hourdis creux 0,200 1400 920 1,330
Polyure´thane 0,075 1200 1800 0,250
Ne´opre`ne 0,010 1240 2140 0,230
B
aˆt
im
en
t
tr
oi
s-
zo
n
es
Mur exte´rieur
Plaque de plaˆtre 0,010 850 800 0,35
5 / 20Polystyre`ne extrude´ 0,080 35 1200 0,033
Be´ton plein 0,200 2300 920 1,75
Mur inte´rieur Plaques de plaˆtre 0,072 850 800 0,35 5 / 5
Plafond
Tablier de toit 0,019 530 900 0,140
5 / 20Fibre de verre 0,112 12 840 0,040
Plaques de plaˆtre 0,010 950 840 0,160
Plancher Be´ton 0,035 2200 879 1,3
3,2 / ∞
chauffant Tube de polye´thyle`ne 0,016 920 0,582 1,000
(s’applique uniquement Polyure´thane 0,0040 30 837 0,028
au mode`le multisource) Be´ton 0,070 2200 879 1,3
Table A.1 – Composition des parois du baˆtiment monozone
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Actionneur et capteur
Les mode`les des convecteurs e´lectriques fournis par la bibliothe`que SIMBAD sont repre´-
sente´s par des syste`mes line´aires du premier ordre de constante de temps Tconv = 180s.
La commande des convecteurs, u, prend des valeurs dans l’intervalle [0, 1]. Alors le gain
exprime la puissance maximale du convecteur Pmax. Les sorties des convecteurs e´lectriques
de chaque pie`ce sont connecte´es a` la dernie`re entre´e du mode`le multizone (voir figure A.2).
Les capteurs de tempe´rature sont e´galement mode´lise´s de manie`re simple par un premier
ordre, avec une constante de temps de Tcapt = 300s.
Convecteurs Multizone Capteurs
Perturbations
u y
P conv
P rad
T a
T rm
Figure A.3 – Sche´ma bloc du mode`le de simulation
En incluant ces deux e´le´ments, le sche´ma du mode`le de simulation est repre´sente´ figure
A.3. Comme on peut l’observer, la puissance de chauffe du convecteur pre´sente une partie
convective (95 %) et une partie radiative (5 %). De meˆme, le capteur de tempe´rature
mesure une moyenne entre la tempe´rature de l’air de la zone et la tempe´rature radiative
moyenne (ce que l’on appelle e´galement la tempe´rature ope´rationnelle).
Par rapport aux dynamiques des tempe´ratures de l’air et des parois, les dynamiques
relativement rapides des actionneurs et des capteurs conside´re´s sont ne´glige´es dans les
mode`les de commande utilise´s dans ce manuscrit.
Conditions me´te´orologiques
Les baˆtiments virtuels conside´re´s dans les simulations pre´sente´es tout au long de ce
me´moire sont situe´s a` Rennes, en France. Les donne´es me´te´o utilise´es pour simuler l’en-
vironnement dans lequel sont place´s les immeubles retracent les conditions climatiques
mesure´es a` Rennes, en 1998. La figure A.4 illustre l’e´volution des trois perturbations
exte´rieures prises en compte par le mode`le : la tempe´rature de l’air exte´rieur, le rayonne-
ment solaire direct et diffus, pour le mois de janvier de l’anne´e conside´re´. Les trois signaux
sont e´chantillonne´s avec un pas de temps de 1 heure.
Mode´lisation des couplages par les entre´es et par les sorties
Dans cette partie nous nous proposons d’illustrer les deux types de couplages utilise´s
dans ce manuscrit. Pour ce faire, nous conside´rons un baˆtiment multizone simple, compose´
de deux pie`ces. Pour simplifier encore plus le de´veloppement, nous prenons en compte
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Figure A.4 – Conditions climatiques mesure´es pour la ville de Rennes, en janvier 1998 :
tempe´rature de l’air exterieur, rayonnement solaire direct et rayonnement solaire diffus
uniquement les e´changes convectifs. Le mode`le global pour les deux zones peut alors s’e´crire
comme suit :


Ca1
dTa1(t)
dt
=Q1(t) +Qc(t)−Kw1(Ta1(t)− Tw1(t))−Ke1(Ta1(t)− Te(t))
−Kwi1(Ta1(t)− Twi(t))
Ca2
dTa2(t)
dt
=Q2(t) +Qc(t)−Kw2(Ta2(t)− Tw2(t))−Ke2(Ta2(t)− Te(t))
−Kwi2(Ta2(t)− Twi(t))
Cw1
dTw1(t)
dt
=−Kw1(Tw1(t)− Ta1(t))−Kw1e(Tw1(t)− Te(t))
Cw2
dTw2(t)
dt
=−Kw2(Tw2(t)− Ta2(t))−Kw2e(Tw2(t)− Te(t))
Cwi
dTwi(t)
dt
=−Kwi1(Twi(t)− Ta1(t))−Kwi2(Twi(t)− Ta2(t)),
(A.1)
ou` les variables C repre´sentent des capacite´s thermiques [J/oC], T des tempe´ratures [oC],
Q des puissances de chauffe [W] et les parame`tres K sont les coefficients de transfert
thermique [W/oC]. La figure A.5 illustre la distribution des indices sur les composantes
du syste`me thermique conside´re´. Comme on peut l’observer, nous avons conside´re´ une
seule couche pour chaque paroi ce qui est loin d’eˆtre le meilleur choix. Pourtant, le but de
l’utilisation de ce mode`le est d’exprimer d’une manie`re simple les deux types de couplages.
A` partir du syste`me d’e´quations (A.1) et en choisissant les tempe´ratures de l’air des
deux zones et les tempe´ratures des parois comme les e´tats du syste`me, on peut identifier
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Ta1 Ta2Tw1 Tw2Twi
Te
Q1 Qc Q2
Kwi1
Kwi2 Kw2
Kw2eKw1e
Kw1
Figure A.5 – Sche´ma du baˆtiment deux zones
les matrices du mode`le d’e´tat :



T˙a1(t)
T˙a2(t)
T˙w1(t)
T˙w2(t)
T˙wi(t)


︸ ︷︷ ︸
x˙(t)
=


−a11 0 a13 0 a15
0 −a22 0 a24 a25
a31 0 −a33 0 0
0 a42 0 −a44 0
a51 a52 0 0 −a55


︸ ︷︷ ︸
A


Ta1(t)
Ta2(t)
Tw1(t)
Tw2(t)
Twi(t)


︸ ︷︷ ︸
x(t)
+


b11 b12 b13 0
b21 b22 0 b24
b31 0 0 0
b41 0 0 0
0 0 0 0


︸ ︷︷ ︸
B


Te(t)
Qc(t)
Q1(t)
Q2(t)


︸ ︷︷ ︸
u(t)
[
Ta1(t)
Ta2(t)
]
︸ ︷︷ ︸
y(t)
=
[
1 0 0 0 0
0 1 0 0 0
]
︸ ︷︷ ︸
C


Ta1(t)
Ta2(t)
Tw1(t)
Tw2(t)
Twi(t)

 ,
(A.2)
avec
a11 = (Kw1 +Ke1 +Kwi1)/Ca1, a13Kw1/Ca1, a15Kwi1/Ca1, a22 = (Kw2 +Ke2 +Kwi2)/Ca2,
a24 = Kw2/Ca2, a25Kwi2/Ca2, a31 = Kw1/Cw1, a33 = (Kw1 +Kw1e)/Cw1, a42 = Kw2/Cw2,
a44 = (Kw2 +Kw2e)/Cw1, a51 = Kwi1/Cwi, a52 = Kwi2/Cwi, a55 = (Kwi1 +Kwi2)/Cwi,
b11 = Ke1/Ca1, b12 = 1/Ca1, b13 = 1/Ca1, b21 = Ke2/Ca2, b22 = 1/Ca2, b24 = 1/Ca2,
b31 = Kw1/Cw1, b41 = Kw2/Cw2.
(A.3)
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Couplage par les entre´es
Mode`le de la zone 1 :

x˙(t) = A︸︷︷︸
A1
x(t)︸︷︷︸
x1(t)
+


b12
b22
0
0
0


︸ ︷︷ ︸
bc,1
Qc(t)︸ ︷︷ ︸
uc(t)
+


b13
0
0
0
0


︸ ︷︷ ︸
b1
Q1(t)︸ ︷︷ ︸
u1(t)
+


0
b24
0
0
0


︸ ︷︷ ︸
e2,1
Q2(t)︸ ︷︷ ︸
u2(t)
+


b11
b21
b31
b41
0


︸ ︷︷ ︸
eext,1
Te(t)
Ta1(t)︸ ︷︷ ︸
y1(t)
=
[
1 0 0 0 0
]
︸ ︷︷ ︸
cT1
x(t).
(A.4)
Mode`le de la zone 2 :

x˙(t) = A︸︷︷︸
A2
x(t)︸︷︷︸
x2(t)
+


b12
b22
0
0
0


︸ ︷︷ ︸
bc,2
Qc(t)︸ ︷︷ ︸
uc(t)
+


0
b24
0
0
0


︸ ︷︷ ︸
b2
Q2(t)︸ ︷︷ ︸
u2(t)
+


b13
0
0
0
0


︸ ︷︷ ︸
e1,2
Q1(t)︸ ︷︷ ︸
u1(t)
+


b11
b21
b31
b41
0


︸ ︷︷ ︸
eext,2
Te(t)
Ta2(t)︸ ︷︷ ︸
y2(t)
=
[
0 1 0 0 0
]
︸ ︷︷ ︸
cT2
x(t).
(A.5)
Couplage par les sorties
Mode`le de la zone 1 :


T˙a1(t)T˙w1(t)
T˙wi(t)


︸ ︷︷ ︸
x˙1(t)
=

−a11 a13 a15a32 −a33 0
a51 0 −a55


︸ ︷︷ ︸
A1

Ta1(t)Tw1(t)
Twi(t)


︸ ︷︷ ︸
x1(t)
+

b120
0


︸ ︷︷ ︸
bc,1
Qc(t)︸ ︷︷ ︸
uc(t)
+

b130
0


︸ ︷︷ ︸
b1
Q1(t)︸ ︷︷ ︸
u1(t)
+

 00
a52


︸ ︷︷ ︸
e2,1
Ta2(t)︸ ︷︷ ︸
y2(t)
+

b11b13
0


︸ ︷︷ ︸
eext,1
Te(t)
Ta1(t)︸ ︷︷ ︸
y1(t)
=
[
1 0 0
]
︸ ︷︷ ︸
cT1

Ta1(t)Tw1(t)
Twi(t)

 .
(A.6)
188 A. Mode`les de simulation
Mode`le de la zone 2 :


T˙a2(t)T˙w2(t)
T˙wi(t)


︸ ︷︷ ︸
x˙2(t)
=

−a22 a24 a25a42 −a44 0
a52 0 −a55


︸ ︷︷ ︸
A2

Ta2(t)Tw2(t)
Twi(t)


︸ ︷︷ ︸
x2(t)
+

b220
0


︸ ︷︷ ︸
bc,2
Qc(t)︸ ︷︷ ︸
uc(t)
+

b240
0


︸ ︷︷ ︸
b2
Q2(t)︸ ︷︷ ︸
u2(t)
+

 00
a51


︸ ︷︷ ︸
e1,2
Ta1(t)︸ ︷︷ ︸
y1(t)
+

b21b41
0


︸ ︷︷ ︸
eext,2
Te(t)
Ta2(t)︸ ︷︷ ︸
y2(t)
=
[
1 0 0
]
︸ ︷︷ ︸
cT2

Ta2(t)Tw2(t)
Twi(t)

 .
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Annexe B
Dualite´ en programmation line´aire
L’ide´e de base de la dualite´ en programmation line´aire est d’associer au PL initial,
appele´ primal, un deuxie`me PL appele´ programme dual tel que :
– le PL dual a autant de variables que le nombre de contraintes du primal,
– il a autant de contraintes que le nombre de variables du PL primal
– le dual est un proble`me de minimisation si le primal est formalise´ comme un proble`me
de maximisation et vice-versa.
De´finition 1 Soit le proble`me de programmation line´aire :
min
x
cTx, (B.1a)
sous les contraintes
Ax ≥ b, (B.1b)
x ≥ 0, (B.1c)
alors sa forme duale est :
max
y
bTy, (B.2a)
sous les contraintes
ATy ≤ c, (B.2b)
y ≥ 0, (B.2c)
ou` y est appele´e la variable duale.
On peut identifier alors le PL (B.1) comme le proble`me primal, le PL (B.2) e´tant le
proble`me dual. La matrice de contrainte A et les vecteurs b et c de´finissent de manie`re
unique les deux proble`mes. Notons que chaque contrainte du proble`me primal comporte
une variable duale associe´e. Le the´ore`me suivant e´nonce la proprie´te´ de syme´trie de la
dualite´.
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The´ore`me 1 Si le proble`me (D) est le dual du proble`me (P), alors (P) est le dual du
proble`me (D).
Meˆme si le primal dans la de´finition du proble`me dual n’est pas sous la forme standard,
cette formulation est pre´fe´re´e parce qu’elle permet d’identifier plus facilement la syme´trie
entre les deux formulations. En utilisant cette de´finition, on peut exprimer le dual du
proble`me sous forme standard par le the´ore`me suivant.
The´ore`me 2 Le proble`me dual du proble`me sous forme standard :
min
x
cTx, (B.3a)
sous les contraintes
Ax = b, (B.3b)
x ≥ 0, (B.3c)
est :
max
y
bTy, (B.4a)
sous les contraintes
ATy ≤ c. (B.4b)
Contrainte
Variable
≥ ≤ = ≤ ≥ =
Primal (min) Dual (max)
Dual (min) Primal (max)
≥ ≥≤ ≤
sans
contr.
sans
contr.
Figure B.1 – Repre´sentation sche´matique des re`gles de transformation de primal en dual
et vice-versa [39]
Un proble`me de programmation line´aire dont la formulation n’est pas sous la forme
(B.1) ou sous la forme standard (B.3) a e´galement un e´quivalent dual. Pour faciliter l’ob-
tention du PL dual, a` partir d’un proble`me line´aire de´fini d’une manie`re quelconque, on
peut utiliser les ensembles de re`gles expose´s figure B.1.
L’importance de la relation entre les formulations primal-dual est donne´e par le the´ore`me
suivant et son corollaire.
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The´ore`me 3 (de dualite´ faible) Soit x une solution admissible du PL primal (B.1) et y
une solution admissible de son dual (B.2), alors cTx ≥ bTy.
Corollaire 1 Si cTx = bTy alors les solutions x et y sont optimales pour leur proble`me
respectif.
Les preuves des the´ore`mes pre´sente´s dans cette annexe peuvent eˆtre trouve´es dans
[39].
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Titre : Commande pre´dictive distribue´e. Approches applique´es a` la re´gulation ther-
mique des baˆtiments
Les exigences croissantes sur l’efficacite´ e´nerge´tique des baˆtiments, l’e´volution du mar-
che´ e´nerge´tique, le de´veloppement technique re´cent ainsi que les particularite´s du poste de
chauffage ont fait du MPC le meilleur candidat pour la re´gulation thermique des baˆtiments
a` occupation intermittente. Cette the`se pre´sente une me´thodologie base´e sur la commande
pre´dictive distribue´e visant un compromis entre l’optimalite´, la simplicite´ et la flexibilite´
de l’implantation de la solution propose´e. Le de´veloppement de l’approche est progressif :
a` partir du cas d’une seule zone, la de´marche est ensuite e´tendue au cas multizone et / ou
multisource, avec la prise en compte des couplages thermiques entre les zones adjacentes.
Apre`s une formulation quadratique du crite`re MPC pour mieux satisfaire les objectifs
e´conomiques du controˆle, la formulation line´aire est retenue. Pour re´partir la charge de
calcul, des me´thodes de de´composition line´aire (comme Dantzig-Wolfe et Benders) sont
employe´es. L’efficacite´ des algorithmes distribue´s propose´s est illustre´e par diverses simu-
lations.
Mots cle´s : Commande Pre´dictive, Commande distribue´e, Syste`mes de grande taille,
Me´thodes de De´composition Line´aires, Syste`mes de Chauffage des Baˆtiments, E´conomie
d’e´nergie.
Title : Distributed model predictive control. Approaches applied to building tempe-
rature regulation
The increasing requirements on energy efficiency of buildings, the evolution of the
energy market, the technical developments and the characteristics of the heating systems
made of MPC the best candidate for thermal control of intermittently occupied buildings.
This thesis presents a methodology based on distributed model predictive control, aiming
a compromise between optimality, on the one hand, and simplicity and flexibility of the
implementation of the proposed solution, on the other hand. The development of the
approach is gradually. The mono-zone case is initially considered, then the basic ideas
of the solution are extended to the multi-zone and / or multi-source case, including the
thermal coupling between adjacent zones. Firstly we consider the quadratic formulation of
the MPC cost function, then we pass towards a linear criterion, in order to better satisfy the
economic control objectives. Thus, linear decomposition methods (such as Dantzig-Wolfe
and Benders) represent the mathematical tools used to distribute the computational charge
among the local controllers. The efficiency of the distributed algorithms is illustrated by
simulations.
Keywords : Model Predictive Control, Distributed Control, Large-scale Systems, Linear
Decomposition Methods, Building Heating Systems, Energy Saving.
