Abstract. In this paper, we study the Cauchy problem for the following HamiltonJacobi equation
We show that the solution map in Besov spaces B 0 ∞,q (R d ), 1 ≤ q ≤ ∞ is discontinuous at origin. That is, we can construct a sequence initial data {u 
Introduction and main result
In our paper, we study the viscous Hamilton-Jacobi equation,
Note that the problem (1.1) is the special form of the following viscous Hamilton-Jacobi equation,
where d ≥ 1, p ≥ 1. The viscous Hamilton-Jacobi equation owns both mathematical and physical interest. Indeed, from mathematical point of view, it is the simplest example of a parabolic PDE with a nonlinearity depending only on the first order spatial derivatives of u, and it describes a model for growing random interfaces, which is known as the Kardar-ParisiZhang equation (see [14, 15] ).
An equation of the type (1.2) has attracted much attention [1, 2, 3, 7, 8, 9] in recent years. In the earliest of these papers [3] , under the assumptions that p = 1 and u 0 ∈ C 3 0 (R d ), results on the existence and uniqueness of a classical solution was obtained. Subsequently, under the hypothesis that u 0 ∈ C 2 0 (R d ) and p ≥ 1, the existence of a unique local (and actually global) classical solution of problem (1.2) was established in [2] . This result was recently extended to u 0 ∈ C 0 (R d ) and p > 0 in [9] . Under the much weaker assumptions on u 0 , the existence of a suitably-defined weak solution when 1 ≤ p < 2 and u 0 is a Radon measure was investigated in [1] . In [7] , Benachour and Laurençot investigated the existence and uniqueness of nonnegative weak solutions to problem (1.2) with initial data u 0 in the space of bounded and non-negative measures when 1 < p < (d + 2)/(d + 1) and in
provided that q is large enough. The result was generalized by Ben-Artzi, Souplet and Weissler in [8] . For more results of Hamilton-Jacobi equation, we refer the readers to see [6, 10, 12, 17, 20, 21] . To solve the original equations, we may consider the following integral equations:
where
Then we can define the maps A n for n = 1, 2, · · · by the recursive formulae
In this paper, motivated by [5, 11, 22] , we can construct a sequence f N such that
→ 0 when N tends to infinity. Here, it is easy to check that
The main key point, we can show that
for a small constant c independent of N and q. Furthermore, we also deduce that
for a big constant C independent of N and q. This show that (1.1) is ill-posedness in Besov spaces B 0 ∞,q (R d ). Our main ill-posedness result for Hamilton-Jacobi equation in Besov spaces reads as follows: 
Our paper is organized as follows. In Section 2, we give some preliminaries which will be used in the sequel. In Section 3, we will give the proof of Thorem 1.1.
Notation. In the following, since all spaces of functions are over R d , for simplicity, we drop R d in our notations of function spaces if there is no ambiguity. Let C ≥ 1 and c ≤ 1 denote constants which can be different at different place. We use A B to denote A ≤ CB.
Preliminaries
In this section we collect some preliminary definitions and lemmas. For more details we refer the readers to [4] . for all ξ = 0. We set Ψ(ξ) = 1 − j≥0 ϕ(2 −j ξ). For u ∈ S ′ , q ∈ Z, we define the Littlewood-Paley operators: 
Here, u ∈ S ′ h denotes u ∈ S ′ and lim
and the following norm is finite:
Definition 2.3. For 0 < T ≤ ∞, s ∈ R and 1 ≤ p, r, λ ≤ ∞, we set (with the usual convention if r = ∞):
We then define the spaceL
p,r ) < ∞. Next we recall Bony's decomposition from [4] .
This is now a standard tool for nonlinear estimates. Now we use Bony's decomposition to prove some nonlinear estimates which will be used in the proof of our theorem.
, and
.
Proof. Note that
and
This completes the proof.
. and
Proof. To prove the first inequality, it is enough to prove the following inequality:
for all r ≥ 1. Indeed, setting f = ∂ i u∂ i v and applying Lemma 2.4, we have
. Now we prove (2.1). By Young's inequality, we obtain
The proof of the second inequality is essentially coming from [16, 19, 23] and we omit it here.
, there exists a constant C depending only on d, p and q, but not on ρ, σ such that for u ∈Ḃ
Proof. See Theorem 2.1 in [13] .
, then there exists a positive time
we have the following blow criterion
Proof. We begin by formulating a mollified version of the Cauchy problem (1.1) sa follows:
Therefore (2.2) defines an ODE on H s and thus has a unique solution u n ∈ C([0, T n ); H s ), We also have u n = J n u n . Applying the operator D s to both sides of , multiplying both sides of the resulting equation by D s u n and then integrating over R d yields the following H s energy of u n identity:
Solving differential inequality gives
, we see from that the solution u n exists for 0 ≤ t ≤ T and satisfies a solution size bound
By a standard compactness argument, we deduce that (1.1) has a unique solution u ∈ C([0
which leads to
Using the Gronwall inequality again, we get for all t ∈ [0, T u 0 ),
Therefore, we can extend the solution past time T u 0 which contradicts the assumption. This completes the proof of Lemma 2.7.
Proof of the main theorem
In this section, we will give the details for the proof of the theorem. Define a smooth function χ with values in [0, 1] which satisfies
For the cases 2 < q ≤ ∞. Letting χ ± j (ξ) = χ(ξ ∓ 2 j e) for j ∈ Z, where e = (1, 1, · · · , 1), then we construct a sequence {f N } ∞ N =1 by its Fourier transform
It is easy to see that
Then, we can directly calculate its Besov norm
≤ Cδ and
According to Lemma 2.5, we have for all t ∈ [0, T f N ),
Choosing δ > 0 small enough, we infer from (3.1) that
Therefore, by Lemma 2.7, we deduce that u[f N ] ∈ C([0, ∞); H s ). Now, we need to estimate the second iteration. Let us first to rewrite second iteration as follows:
By the definition of Besov spaces, we have
According to (3.3), we have
Therefore, using the Fubini theorem, we have
Making a change of variable, we can infer form (3.4) that
Letting t = 2 −N , then we have 1 − e 2t(η−2 j e)·(ξ−η+2 j e) ≥ and
Combining (3.2) and (3.5), we show that for t = 2 −N ,
which yields to
For any T ≥ 1, we define
1,2 ). It is easy to see that
which along with Lemma 2.5 yields
Using the similar argument as in (3.6) , it shows that
Then, according to the definition of the Besov norm, we have
Therefore, choosing sufficient small δ > 0 and large enough N, it follows that
This completes the proof of the cases 2 < q ≤ ∞. Now, we will prove the theorem for the cases 1 ≤ q ≤ 2. We set χ ± j (ξ) = χ(ξ ∓ 2 j e 1 ) for j ∈ Z, where e 1 = 
Here, we have
Sinceχ is a Schwartz funtion, we have
Then, we have
Choosing δ > 0 small enough, we infer from (3.7) that for all t ∈ [0, T f N ),
. Therefore, by Lemma 2.7, we deduce that
Next, we need to estimate the second iteration in the Besov norm. To complete our goal, we will use the following lemmas to hackle with. Lemma 3.1. Let 1 ≤ q ≤ 2. Then, there exists a positive constant c independent of N and δ such that
Moreover, noticing that Supp Φ
Else if max{ℓ, m} < j, ℓ, m ∈ N(N), ℓ = m, we have Supp Φ
(3.10)
Moreover, using the facts that Supp Φ
we have
Therefore, plugging (3.9)-(3.11) into (3.8), we have
Note that
By choosing x = −2 j+1 e 1 and using F −1 ξ i χ (0) = 0, we have
Applying similar estimate as in (3.13), we have
Combining (3.12)-(3.14), we deduce that for N ≫ 1,
Therefore, by the definition of the Besov norm, we have
This completes the proof of this lemma. Now, we can rewrite
Lemma 3.2. Let 1 ≤ q ≤ 2 and t = δ2 −2N . Then there exists a constant C independent of N and δ such that
Proof. Using the Bernstein's multiplier estimates, we have
, one has that
which completes the proof of this lemma.
Lemma 3.3. Let 1 ≤ q ≤ 2, δ ≪ 1, and t = δ2 −2N . Then there exists a constant C independent of N and δ such that
Proof. Using the fact that ||e t∆ u|| L ∞ ≤ C||u|| L ∞ , we have Using Taylor's expansion, one has that
Since Supp f N ⊂ 2 N C, we see that Now, we will accomplish our proof of the theorem. For any T ≥ 1, we have
. On the other hand, we also have
, which implies
Then, by the definition of Besov norm, we show that ≥ cδ 3 , N → ∞.
