where, as above, z(t) denotes the value of the regression vector at time t (Cox 1972 ). Causespecific hazard functions (Chiang 1968 The likelihood function can be specified in terms of the overall survivor function 0 t ) F(t; z* ) = expX-I A(u; z)duJ, and the probability function for time to failure and cause of failure tj(t; z*) = Rj(t; z)F(t; z*), where z* = z*(t) denotes {z(u); u < t}.
Suppose now that n study subjects give rise to data (ti, ji, bi, z*f), i = 1, . . ., n, where ti is the failure time, ji is the cause of failure, bi is a censoring indicator, and z*i = z*f(ti ) is a vectorvalued regression function for the ith study subject. The censoring indicator takes value one if failure occurs and value zero otherwise. The cause of failureXi may be specified arbitrarily if bi = O. As usual an independent censoring mechanism will be assumed. This means that at any fixed {t, z(t)} individuals are not selectively censored on the basis of a relatively good or relatively poor prognosis. This condition is met by the usual censoring schemes such as fixed time censoring (Type I), independent random censoring, order statistic censoring (Type 11), as well as by more general censoring schemes in which censorship at {t; z(t)} depends arbitrarily on the previous number of failures and censorings. Further discussion of independent censoring mechanisms is given in Kalbfleisch and Mackay (1978a) .
The likelihood function under an independent censoring mechanism is, up to proportionality, Note that the likelihood funetion is eompletely speeified by the eause-specific hazard functions Rj(t, z),j = 1, . . ., m. Note also that upon rearrangement the likelihood factors into a component for eachj. In fact, the likelihood factor for Rj(t; z) is precisely the same as would be obtained by regarding all failures from causes other than j as censored at their time of failure. This provides a formal justification, at least for the estimation of Rj(t; z), for the common procedure of regarding failures from other causes as censored when studying factors that eSect a certain failure type. Also the likelihood factorization along with standard survival data techniques make it clear that the Rj(t; z) functions are identifiable; that is, the cause-specific hazard functions have the potential to be directly estimated from data of the form (t, j, 6, z* ). The above likelihood development implicitly assumes that the covariate functions z*(t) are deterministic or are generated by a stochastic mechanism external to the sample. ln sucll circumstances a survivor function for t given z*(t), for example, has clear meaning. More generally, however, it is necessary to consider the likelihood based on the joint distribution {T, J} and z*(T) which involves additional factors of the type P{z(t) | T 2 t; z(u), u < t}. It is still appropriate to use expression (1) for inference on the Rj(t, z) functions, though (1) is properly referred to as a partial rather than an ordinary likelihood (Cox 1975) . This matter will be discussed in more detail elsewhere.
Latent Failure Times
As mentioned above, competing risk problems are most often formulated in terms of latent or potential failure times Y1, , Ynz corresponding to the m failure types, aloIlg with the assertion that the observed T = min( Y1, 9 Ym). A multiple decrement or jOiIlt survivor function Q(Y1 . l Ym; z) = P(Y1 > Y1, , Ym > Ym; Z) is postulated, where z will be restricted to be time-independent in this section. Problems of the type (a), (b) or (c) are then formulated in terms of Q. Recent literature has eoncentrated on identifiability aspects of the multiple decrement function. Before discussing these, the more basic question of the physical meaning of the latent failure times will be addressed. Cox (1959) and Moeschberger and David (1971) , among others, define Yj to be the time of failure from cause j that would be observed if the possibility of failure from causes other than j were removed. They further assume that the observed T = min(Y1, , Yrll). While this point of view ascribes a physical meaning to the latent failure times, it involves the very strong assumption that the time of failure from cause j under one set of study conditions in which all m causes are operative is precisely the same as under an altered set of conditions in which all causes except theXth have been removed. Such an assumption may be reasonable ill very speeial situations, sueh as in an industrial study in which failure types occur ill components of a system that are physically and functionally, as well as statistically, independent. More generally, however, the elimination of certain failure types may well alteI the risks of other types of failure, as has long been recognized (Makeham 1874 , Cornfield 1957 ). Cox (1959) eomments that the latent failure time assumption may not be appropriate in certain examples he discusses, because different failure types do not arise in physically distinct components of the system under study. Evidently any assumption about the relatioIlship between the observed T and times to failure for specific causes, given the removal of other causes will require detailed knowledge of the system under study and of the mechanism for cause removal. This interpretation of latent failure times is not considered further.
A second approach to latent failure time interpretation asserts the existence of times Y1, , Yrn on each study subject under the actual study conditions. The random variable Y is the observed time of failure if the individual fails of cause j, while no physical meaning is attached to the unobserved Ys's. This point of view seems implicit in Gail (1975) Additional discussion of the latent failure time approach in relation to problems (a), (b) and (c) will be given in the next three sections.
Inference on Cause-specific Regression CoefWcients
As noted in Section 2 the likelihood function factors into a separate component for each Aj(t; z). The jth likelihood factor is precisely the likelihood that would be obtained if failures of types other than j were regarded as being censored. This implies that virtually a11 of the usual survival data methods for a single failure type can be utilized for testing and estimation of Aj(t; z), j = 1, . . ., m. For example, the proportiona hazards model of Cox (1972 Cox ( , 1975 may be utilized as in Holt (1978) and Prentice and Breslow (1978) 
j=1 z=1 le R(ty(n) where tj(f>, i = 1, . . ., dj denotes the dj times of failure of typej, zj(z) denotes the corresponding regressor variable, R(tj(i,) is the set of study subjects known to be at risk just prior to tj(X) and zj(f>, Zt are evaluated at tj(f. Standard asymptotic likelihood methods can be applied to (4) for estimation of the 's. Note that no assumption is required concerning the interrelation among the causes of failure. Thus inference on the eSects of treatment or exposure variables incorporated in z on specific types of failure can be made without introducing strong modelling assumptions. The interpretation of such eSects is, however, restricted to actual study conditions and there is no implication that the same regression estimates would prevail under a new set of conditions in which, for example, certain causes of failure have been eliminated. Of course in circumstances in which diSerent failure types arise in physically distinct components of a system, a stronger interpretation is possible in that Rj(t; z) is then precisely the hazard function for cause j given that other causes are inoperative. Note that specific j parameters can be estimated using theXth component of (4) A specialization of (3) (Holt 1978 ) that, when appropriate, would be expected to improve the efficiency of j estimation, is given by Rj(t; z) = SO(t)eN exp(zTv), j = 1, . . ., m.
In ( The latent failure time approach to the estimation of regression coeflicients would involve specification of a regression model for Q(y1, ., Ym; Z). In that only functions of (2) enter the likelihood, it seems more direct and less restrictive to model the cause-specific hazard functions directly. Usually, for tractability, the latent failure times in such a regression model (e.g., David and Moeschberger 1978) would be assumed independent. Under this assumption the Aj(t; z) and hj(t; z) functions are easily seen to be identical so that models for the causespecific hazard functions are in one-to-one correspondence with models for the multiple decrement function Q. It therefore seems important to concentrate on the Rj(t; z) functions for statistical modelling as they lead to procedures that have a clear interpretation regardless of the interrelation between causes of failure and yet are identical with the more traditional results, based on independent latent failure times, in circumstances in which an independence assumption is justifiable. 
Time-Dependent Risk Indicators
Since there are fundamental problems in studying interrelations among failure times and since one can argue that such interrelations should not, in any case, be identified with interrelations among corresponding failure types, it is natural to attempt to formulate such problems in terms of the observable quantities (T, J, z), rather than the latent failure times.
Failure types j1 and j2 will be said to be related if study subjects at high risk for a failure of type jl, say, are systematically at high, or low, risk for a failure of type j2. Clearly data in addition to (T, J) are required to examine such associations. One interesting possibility in this regard involves the use of multiple pathologic entities or multiple equipment faults at failure (Breslow, Day, Tomatis and Turusov 1974, Wong 1977). Suppose thatj1 refers to the primary cause of death listed on a death certificate for a human population; for example, jl may indicate death due to lung cancer. The frequency with which, say, cardiovascular disease (/2) is listed as a 'contributing' cause, relative to the frequency of such a listing with other primary causes, may provide some information on the relationship between jl and j2. This approach is clearly worth pursuing though there are some substantial difliculties to be overcome. For example, the pathologic data may primarily reflect developments that take place very close to death, brought on by the presence of advanced disease or by the treatment of the primary disease. For example, at face value, persons at high risk for Hodgkin's disease would also appear to be a high risk for bone marrow deficiency because of the conventional chemotherapeutic approach to the treatment of the disease. Also, death certificate data are likely to be subject to spurious associations between a 'primary' cause and certain contributory causes that are most likely to be discovered in diagnostic procedures related to the . , .
prlmary alsease.
A second and promising approach to the use of observable quantities (T, J, z) to study the relationship among failure types, involves the definition of risk-indicator variables for some failure types which can be related to cause-specific hazard functions for other failure types, as time-dependent covariates. Ideally a risk-indicator function for cause j would give an individual's propensity to fail from cause j at time t. Suppose a positive relationship is detected between such a time-dependent risk variable for cause j and the cause-specific hazard function for cause k. This would indicate that individuals at high risk for failure of type j (relative to other individuals at the same follow-up time and with similar characteristics) are simultaneously at high risk for failure of type k.
For a progressive fatal disease a risk-indicator function would be expected to be defined as a monotone function of time which reaches a limiting value at death from that disease. In chronic diseases a major component of a risk-indicator definition would involve the presence of early disease itself. In other situations only less direct 'risk factor' data may be available.
The idea of using time-dependent risk-indicator variables is similar to the illness-death process of Neyman ( 1950), Fix and Neyman ( 195 1 ) and Chiang ( 1968, p. 73 ). Risk-indicator variables would be included in the regression vector z(t). The proportional hazards model (3)
and partial likelihood (4) provide a very flexible method for estimating the relationship between such time-dependent risk variables and cause-specific hazard functions. Supplementary analyses may examine the association between the risk indicators themselves.
Example
Consider now an illustration from the Seattle marrow transplantation program mentioned in the introduction. We are indebted to Dr. E. D. Thomas for permission to discuss these data and to list some results from a recent analysis. These results are, however, intended for illustration only and a more comprehensive analysis will appear elsewhere. A question of significant biologic implication concerns the relationship between GVHD and leukemia relapse. For example, it may be that a graft versus host (GVH) reaction of a certain degree of severity is useful in the eradication of residual or new leukemia cells. Alternatively, a severe GVH reaction may simply be destructive to the patient's organs and be associated with immunologic abnormalities. Regular measurements are taken over the patient's post-transplant course that can be used to define a GVHD risk-indicator to be related as a time-dependent regression variable to leukemia relapse. For example the date of onset of GVHD is recorded and a GVHD grade is assigned on a scale of zero to four. Other details of the eSect of the GVHD on specific organs are also noted as is a designation of acute or chronic GVHD. Here, for the purpose of illustration, a GVHD risk-indicator variable is defined simply as a variable, z(t), that takes value zero between the time of transplant and the diagnosis of GVHD and value one thcreafter. This variable is then related to the cause-specific hazard function for leukemia relapse using the proportional hazards model (3). A partial likelihood (4) and NewtonRaphson iteration applied to data on 135 Seattle marrow transplant recipients gives a maximum partial likelihood estimate for the corresponding regression coefficient of d = -.792. The estimated standard error of d from the 'observed' information matrix is .320, giving a standard normal value of-2.47 which is significant at the .02 level. This suggests that the leukemia relapse rate is reduced by an estimated multiplicative factor exp(d) = .45 upon the onset of GVHD. Many refinements in the analysis are, of course, necessary before such association can be claimed. For example the 135 patients included 31 syngeneic (identical twin) transplants, which do not give rise to GVHD, as well as allogeneic (HLA matched sibling) transplants. The patient group was quite heterogeneous in terms of conditioning regimen, age and leukemia risk factors. The proportional hazards framework is convenient for adjusting for possible confounding eSects of such other variables. As a simple illustration, Table 1 extends the analysis given above to include an indicator variable for type of transplant (0-syngeneic, l-allogeneic) as well as a variable giving patient age. The estimated eSect of GVHD on leukemic relapse is virtually unchanged by these inclusions and is still significant at the .05 level.
Failure Rate Estimatlon Following Cause Removal 6.1 General
The estimation of failure probabilities given the removal of some or all other causes has been a central and long standing problem in competing risk methodology. Such qllantities are often referred to as net (all other causes removed) or partial crude (some but not all other causes removed) probabilities. Unlike the problems of Sections 4 and 5 this estimation involves extrapolation (Cornfield 1957 ) from one set of study conditions in which m causes of failure are operative to another set of conditions in which only a subset are active. The principal point to be made is that this problem is not, in general, well defined until the mechanism for cause removal is clearly specified. Such a specification in a sense prescribes the 'direction' or 'axis' for the extrapolation. Further, in order to make a valid extrapolation, it will usually be necessary to be in possession of detailed knowledge of the biological or physical mechanism giving rise to failures. Before illustrating these points some frequently used approaches to net and partial crude probability estimation will be reviewed.
Statistical Definitions of Cause Removal
Chiang (1968, p. 246) asserts that probability statements for cause j given that it is the only cause of failure that is operative should be based on the cause-specific hazard function Aj(t; z) (Chiang considered only homogeneous populations). This actually involves a very strong additional assumption that the instantaneous failure rate for cause j under actual study conditions, with all m causes acting, is identical to that under new conditions with only cause j possible. Similar strong assumptions attend Chiang's procedures for estimation of partial crude probabilities, which again simply involve setting equal to zero the cause-specific hazard functions for all 'removed' causes.
The more prevalent latent failure time approach to cause removal (reviewed in Gail 1975) also involves strong additional assumptions. The usual assumption is that a realization of the latent failure times (Y1, ..., ym) is unchanged by cause removal and that the observed time is no longer t = min(y1, ..., ym) but is rather the minimum of latent times for causes that have not been removed. In effect, the stochastic mechanism generating failures is assumed to continue beyond latent failure times for causes that have been removed until the smallest operative failure time is reached. This leads to the marginal survivor function for the remaining causes as the basis for failure probability calculations. Unfortunately, as noted in Section 3 for the Qj functions, these quantities are not estimable from data of the type (T, J, z), with z time-independent. This point of view then not only involves strong additional assumptions but it does not lead to useful inference techniques. It is perhaps surprising that this approach has received so much attention in the literature.
Other 'statistical' definitions of the meaning of cause removal would be possible within the multiple decrement framework. For example, the effect of removal of causes other thanj could be assumed to leave Yj unchanged but to condition probability statements on the region in which Yk > Yk°, k # j for suitable chosen large values Yk°. This would lead to other non-identifiable derivatives of the multiple decrement function.
Illustration
As suggested above, except in circumstances of complete biologic or physical independence among system components giving rise to the various failure types, it is unrealistic to suppose that general statistical methods can be put forward that will encompass all possible mechanisms for cause removal. Consider again the marrow transplantation setting. One can envisage two distinct mechanisms for the removal of GVHD as a cause of death. The two would be expected to have rather diCerent efTects on failure rates for the remaining causes of death such as leukemia relapse.
GVHD is presumed to arise through minor genetic differences between the marrow donor and the patient. One possible mechanism to remove GVHD as a cause of death would relate to a strengthening of the donor-recipient matching criteria for entry into the treatment program. Such a change would be expected to give rise to a substantially altered immunologic response of the marrow graft to residual or new leukemia cells. In fact, one could view patients (approximately half) that do not experience clinically detectable GVHD as having fortuitously experienced greater genetic similarity than that required for entry into the program. This line of thought, together with the analysis of Table 1, suggests that recurrent leukemia relapse rates would increase upon removal of GVHD by this mechanism. This illustration points out that, upon specification of a mechanism for cause removal, the data at hand may well be useful for extrapolating failure rates under cause removal. In the current setting the identical twin (syngeneic) transplants, which involve a total genetic match between donor and recipient, provide rather direct information on recurrent leukemia mortality if matching criteria were altered to the extent that absolutely no GVHD arose. Note also that the cause removal assumptions of both Chiang's approach and the latent failure time approach conflict with the graft versus leukemia efTect that is suggested by Table 1. A second conceivable mechanism for the removal of GVHD as a cause of death wo-uld involve treatment by an agent that is able to control the severity of the GVH reaction to the extent that patients survive through the acute phase of GVHD (one agent, antithymocyte globulin, appears to be somewhat efTective in this respect). Such a mechanism would in no way alter the donor recipient matching criteria, the conditioning treatment prior to marrow transplantation or the marrow grafting procedure itself, As such, any graft versus leukemia efTect (Table 1 ) would presumably remain. Also if the agent had antileukemic potential itself one might expect a reduction in the recurrent leukemia rates. On the other hand, an agent with severe immunosuppressive potential may simply lead to a more conducive environment for leukemia relapse and thereby higher recurrent leukemia rates. Once again knowledge of the mechanism for cause removal and of the interaction of this mechanism with the biological system giving rise to the recurrences is required for sensible extrapolations to be made.
Censoring as a Cause of Failure
Throughout the previous sections withdrawal or removal from a study was assumed to arise from an 'independent censoring mechanism'. This condition includes independent random censorship as well as many other censoring mechanisms. Suppose now that attention is restricted to random censorship but that the independence assumption is relaxed. This probability structure allows censoring to be included as one of the failure types. For simplicity suppose there are only two failure types, death and censoring. As a competing risk problem this formulation is unique in that there is an underlying death mechanism that is unaffected by the presence of the censoring. The system has, in this respect, more structure than has been assumed above. This structure gives physical meaning to a latent failure time for death and the marginal distribution that arises from the elimination of censoring is clearly the relevant target of estimation. In fact, it is suspected that attempts to model censorship as a competing risk have provided a primary impetus for the emphasis on latent failure times. As in Section 3, however, this marginal distribution is non-identifiable without additional assumptions, such as statistical independence of death and censorship. Williams and Lagakos (1978) and Kalbfleisch and Mackay (1978b) have provided a discussion of certain death and censoring systems, which permit the marginal distribution for death to be estimated.
It is of interest to examine whether the time-dependent risk-indicator approach of Section 5 can provide evidence for or against independence of censoring and death. This approach would require the determination of the relationship between a time-dependent measure of the risk of dying with the instantaneous censoring rate. One possibility in the clinical trial setting would utilize performance status measurements recorded over the patient's disease course. Such measures (e.g., Karnofsky scale) range from an upper level, at no clinical evidence of disease, to intermediate levels depending on the patient's ability for self-care and need for hospitalization, to a lower boundary at death. One could define a risk indicator z(t) for death as the difTerence between an individual's performance status and that of the average performance status for study subjects at risk at the same follow-up time, t. A test for a zero corresponding coefficient, in the presence of other regression efTects, would then examine whether individtlals are being selectively censored when they have a relatively poor, or relatively good, prognosis in comparison to other study subjects with similar characteristics at the same follow-up time. 
