Coupling of the earth's surface with the atmosphere is achieved through an exchange of momentum, energy, and mass in the atmospheric boundary layer. In mountainous terrain, this exchange results from a combination of multiple transport processes, which act and interact on different spatial and temporal scales, including, for example, orographic gravity waves, thermally driven circulations, moist convection, and turbulent motions. Incorporating these exchange processes and previous studies, a new definition of the atmospheric boundary layer in mountainous terrain, a mountain boundary layer (MBL), is defined. This paper summarizes some of the major current challenges in measuring, understanding, and eventually parameterizing the relevant transport processes and the overall exchange between the MBL and the free atmosphere. Further details on many aspects of the exchange in the MBL are discussed in several other papers in this issue.
Introduction
Mountainous areas contribute in major ways to atmospheric flows at a wide range of spatial scales. Clearly, a mountain range such as the Alps, the Rocky Mountains or the Himalayas constitutes an obstacle to the hemispheric or synoptic-scale flow and has sufficient vertical extension to substantially modify the geopotential fields in its vicinity so as to trigger thermodynamic responses (e.g., orographic precipitation [1] ), periodic perturbations (e.g., gravity waves [2, 3] ) or instabilities (e.g., lee cyclogenesis [4, 5] ). The impact of mountains on the atmosphere is communicated through the atmospheric boundary layer (ABL), where different processes can effectuate an exchange of momentum, energy, moisture, and other atmospheric components between the earth's surface and the atmosphere. While these processes are mainly restricted to vertical turbulent mixing over flat terrain, a multitude of additional processes can contribute to the exchange at different spatial and temporal scales in mountainous terrain [6] . The role of the atmospheric boundary layer in the climate system, that is, to effectuate the earth-atmosphere interaction, is thus extended in scale (to mesoscale flows at least), complexity (to non-homogeneous conditions at least), and possibly also effectiveness. This review attempts to give a comprehensive overview of the processes contributing to this exchange over complex terrain and in particular, to highlight current deficiencies in our understanding of the ABL over mountainous terrain and subsequently, in our treatment of the ABL in numerical weather prediction (NWP) models. The problem begins with the definition of the ABL over mountainous terrain. As will be shown in Section 3, the ABL over mountainous terrain exhibits oftentimes a more complex, multi-layered structure (e.g., [7] ) so that existing methods to determine the ABL height over Figure 1 . Examples of momentum (left), heat (middle), and mass (right) exchange over mountainous terrain from the literature, with the respective topography shown in the bottom row. Left column: momentum flux profile from airborne observations over the Rocky Mountains during the occurrence of a stationary wave (top) and streamfunction isopleths to show the topography (bottom) after Lilly and Kennedy [33] (© Copyright (1973) American Meteorological Society (AMS) Middle column: heat exchange (ratio of exported sensible heat through the top of the valley and provided heat by solar radiation ) over an idealized two-ridge valley as a function of the breakup parameter (i.e., a measure of the valley heat deficit). The symbols represent individual simulations and the lines are fits for different initial stability profiles; from Leukauf et al. [34] (© Copyright (2017) American Meteorological Society (AMS)). Right column: daily cycle of moisture flux out of the Riviera Valley (Switzerland). The black dashed line shows the total flux from a high-resolution large-eddy simulation; the blue dashed line shows the total flux from a coarse model; and the solid lines show flow divergence (red), thermal mesoscale circulations (green), and turbulent exchange at the lid (purple); adapted from Rotach et al. [35] (© Copyright (2014) American Meteorological Society (AMS)). Examples of momentum (left), heat (middle), and mass (right) exchange over mountainous terrain from the literature, with the respective topography shown in the bottom row. Left column: momentum flux profile from airborne observations over the Rocky Mountains during the occurrence of a stationary wave (top) and streamfunction isopleths to show the topography (bottom) after Lilly and Kennedy [33] (© Copyright (1973) American Meteorological Society (AMS)). Middle column: heat exchange (ratio of exported sensible heat through the top of the valley Q exp and provided heat by solar radiation Q prov ) over an idealized two-ridge valley as a function of the breakup parameter (i.e., a measure of the valley heat deficit). The symbols represent individual simulations and the lines are fits for different initial stability profiles; from Leukauf et al. [34] (© Copyright (2017) American Meteorological Society (AMS)). Right column: daily cycle of moisture flux out of the Riviera Valley (Switzerland). The black dashed line shows the total flux from a high-resolution large-eddy simulation; the blue dashed line shows the total flux from a coarse model; and the solid lines show flow divergence (red), thermal mesoscale circulations (green), and turbulent exchange at the lid (purple); adapted from Rotach et al. [35] (© Copyright (2014) American Meteorological Society (AMS)).
In the remainder of this paper we will use the following definitions for the terms transport and exchange. Transport is the general conveyance of a quantity, for example, heat, mass, or momentum, either within a defined volume or between different defined volumes, such as the valley atmosphere or the MBL. The term mass always includes moisture and other atmospheric components, such as, for example, aerosols or CO 2 . Exchange, on the other hand, refers specifically to the conveyance or transport of a quantity into a different volume or through an interface, for example, a transport of mass from the MBL into the free atmosphere aloft or from the surface to the atmosphere. An exchange process can also be considered a simultaneous transport in both directions, where, for example, a positive energy transport from the MBL to the atmosphere aloft is equivalent to a negative energy Atmosphere 2018, 9, 276 4 of 28 transport from the atmosphere aloft to the MBL, thus constituting an exchange of energy between the two volumes.
Current Research Developments
In recent decades, three major developments have occurred that are relevant with respect to the topic of exchange processes over mountainous terrain:
• Grid resolution in numerical models has drastically increased due to ever increasing computing power, thus leading to operational NWP modeling at grid spacing as small as one kilometer [36] [37] [38] .
• Climate applications have become as important as NWP and high-impact weather prediction, also-and especially-in mountainous areas (e.g., [20] ).
•
For proper impact modeling, atmospheric models, which were traditionally developed for, and seen as NWP models, are developing into Earth System Models (i.e., atmospheric models coupled with e.g., hydrological or atmospheric chemistry and dispersion models) containing chemical and biological processes in addition to pure hydrodynamics.
While the first development essentially means that the terrain in numerical models becomes steeper and thus more realistic (see Section 4 for a discussion of potential consequences), the second and third developments demand that not only the surface-to-atmosphere impact, but also the atmosphere-to-surface impact, needs to be understood and adequately modeled. In other words, small-scale physical processes such as radiation, boundary layer turbulence or cloud micro-physics need to be understood and correctly represented, even over mountainous areas and hence steep slopes. Thus, the correct radiation and evaporation conditions can be diagnosed for hydrological applications, wind speed at hub height for wind power applications, the boundary layer height for air pollution applications, etc. Only then will impact modeling for mountainous areas be possible. Therefore, it is most relevant to study and understand the interactions of processes at different scales. Different applications of atmospheric model output and their relation to exchange processes in mountainous terrain are discussed in detail in De Wekker et al. [39] .
With respect to spatial resolution (computing power), we begin to be able to model, at least in principle, what is traditionally called 'earth-atmosphere exchange' in a physically consistent manner, that is, the coupling between the surface and the atmosphere-even over complex mountainous areas. While this task essentially corresponds to using concepts of boundary layer meteorology (for flat terrain, we do indeed have a theoretical framework to treat boundary layer processes) over flat terrain, it includes processes at distinctly different scales (from synoptic and mesoscale to the local boundary layer scales), as well as their interactions over mountainous terrain.
Exchange Processes

The Mountain Boundary Layer (MBL)
According to Stull [40] , the ABL is 'that part of the troposphere that is directly influenced by the presence of the earth's surface, and responds to surface forcings with a timescale of about an hour or less'. Due to the interaction of the atmospheric flow with the surface-friction and exchange of thermal (radiative) energy-a distinctive characteristic of the ABL is furthermore that it is generally turbulent, resulting in highly effective mixing. The depth of the ABL is therefore usually defined as either the height up to which the flow is turbulent (determined by the equilibrium between friction and forcing) or, alternatively, as the height up to which turbulent mixing effectively determines the profiles of mean atmospheric variables. The former is often used in identifying the ABL depth in stable or neutral stratification (e.g., [41] ) while the latter is often employed for convective boundary layers (e.g., [42] ).
Atmosphere 2018, 9, 276 5 of 28 3.1.1. Unstable (Daytime) Conditions When transferring the above definitions of the ABL height to the unstably stratified atmosphere over complex, mountainous terrain ( Figure 2 ) it becomes clear that these two concepts can no longer be employed interchangeably. While the classical understanding of a convective valley boundary layer corresponds to a mixed layer growing from the valley floor 'until it reaches crest height' through a combination of growth from the surface and subsidence above the inversion layer [43] , this growth to crest height is only achieved if the available solar radiation is strong enough [44] or if the topography is shallow or wide enough [34] . Oftentimes, the inversion cannot be broken up in relatively deep and large valleys (such as the Riviera Valley in southern Switzerland [45] , the Kali Gandaki Valley in the Himalaya [46] , the Inn Valley in Austria [7] , and the Salt Lake Valley in Utah [47] ) and a quite characteristic three-layer valley atmosphere results ( Figure 3) -not only as an intermediate state during the inversion breakup [43] but even in the afternoon of a sunny, synoptically weak day (sometimes called 'valley wind day'). From a surface perspective, the boundary layer then only consists of the Mixed Layer (ML, Figure 3 ). The turbulence strength (as expressed by the magnitude of turbulence kinetic energy, TKE) in the Stable Valley Atmosphere (SVA), that is, above the height of the valley inversion, z iv in Figure 2 , is indeed often quite weak or even absent (e.g., [48] ). Idealized simulations indicate that for certain valley aspect ratios (height to width), an elevated mixed layer can develop due to a second 'slope wind circulation', separated from the surface-based ML through the SVA [49] (see also Figure 3 in Rotach et al. [6] ). Indications for this can also be detected in real-terrain observations ( Figure 3) . Hence, if the top of the ML is assessed from above rather than from below, a distinctly different boundary layer height than z iv results [49] . The height of the surrounding topography clearly has an impact on the depth of the different layers including the Transition Zone (TZ) between the SVA and the free troposphere ( Figure 3 ) but it does not, in general, correspond to one of the layer boundaries. to crest height is only achieved if the available solar radiation is strong enough [44] or if the topography is shallow or wide enough [34] . Oftentimes, the inversion cannot be broken up in relatively deep and large valleys (such as the Riviera Valley in southern Switzerland [45] , the Kali Gandaki Valley in the Himalaya [46] , the Inn Valley in Austria [7] , and the Salt Lake Valley in Utah [47] ) and a quite characteristic three-layer valley atmosphere results ( Figure 3) -not only as an intermediate state during the inversion breakup [43] but even in the afternoon of a sunny, synoptically weak day (sometimes called 'valley wind day'). From a surface perspective, the boundary layer then only consists of the Mixed Layer (ML, Figure 3 ). The turbulence strength (as expressed by the magnitude of turbulence kinetic energy, TKE) in the Stable Valley Atmosphere (SVA), that is, above the height of the valley inversion, ziv in Figure 2 , is indeed often quite weak or even absent (e.g., [48] ). Idealized simulations indicate that for certain valley aspect ratios (height to width), an elevated mixed layer can develop due to a second 'slope wind circulation', separated from the surface-based ML through the SVA [49] (see also Figure 3 in Rotach et al. [6] ). Indications for this can also be detected in real-terrain observations ( Figure 3 ). Hence, if the top of the ML is assessed from above rather than from below, a distinctly different boundary layer height than ziv results [49] . The height of the surrounding topography clearly has an impact on the depth of the different layers including the Transition Zone (TZ) between the SVA and the free troposphere ( Figure 3 ) but it does not, in general, correspond to one of the layer boundaries. [50] (used already in De Wekker and Kossmann [51] ) and idealized simulations by Wagner et al. [49, 52] , Leukauf et al. [34, 53] , and Lang et al. [54] . [50] (used already in De Wekker and Kossmann [51] ) and idealized simulations by Wagner et al. [49, 52] , Leukauf et al. [34, 53] , and Lang et al. [54] . [7] .
Despite the stable stratification (under convective conditions) and the reduced or sometimes absent turbulence, the SVA certainly conforms to Stull's original definition of the boundary layer (i.e., 'directly influenced by the presence of the earth') and it also contributes to the role of the ABL in the climate-atmosphere system, that is, to effectuate the exchange of mass, momentum, and energy between the surface and the free troposphere through the interaction with thermal flows. Leukauf et al. [34] show, based on idealized simulations, that even if the valley inversion is not broken up due to a lack of available energy, heat exchange between the valley and the atmosphere above may occur under certain conditions. We therefore suggest to define the MBL as the lowest part of the troposphere that is directly influenced by the mountainous terrain, responds to surface and terrain forcings with timescales of about one to a few hours, and is responsible for the exchange of energy, mass, and momentum between the mountainous terrain and the free troposphere. In Figure 2 , the bold, dashed green line corresponds to the MBL top based on this definition.
The MBL as defined above corresponds to a certain degree to what other authors have called the 'Aerosol Layer' (see De Wekker and Kossmann [51] and references therein). The present definition is somewhat more general as it recognizes the exchange of energy and momentum (not only mass, i.e., aerosols), and it explicitly includes portions of the mountain atmosphere that are strongly stratified and potentially non-turbulent such as the SVA, since they are directly influenced by the presence of the terrain with comparably short times scales, and since they play a role in the surface-atmosphere exchange. For strong enough convection (and availability of aerosols, of course) the aerosol layer will essentially be determined by large-scale advection so that a deep, horizontally uniform aerosol layer results, which extends higher up than the local MBL (over, e.g., a deep and relatively narrow valley) according to the present definition. Such cases have been reported by, for example, Nyeki et al. [57] and gave rise to the understanding of a horizontally relatively uniform layer influenced by topography (see also the conceptual sketch in De Wekker and Kossmann [51] , their Figure 11 ). We argue here that such situations may occur for relatively low topography (i.e., small aspect ratios) and that then the depth of the aerosol layer corresponds to the height of the MBL. For a major mountain range (such as the Alps, [57] ), on the other hand, the occurrence of an aerosol layer is relatively rare and largely tied to synoptic-scale processes, and thus controlled by timescales much larger than O(1 h). For such situations, we suggest to keep the present definition of the MBL and identify the aerosol layer as a layer that does not necessarily have boundary layer characteristics but is certainly influenced by the interaction of the MBL and the synoptic-scale flow. [55] using a spatial interpolation scheme [56] . Mean profiles along the valley axis are shown for the morning (left panel) and afternoon flights (right panel) on 29 and 30 August and 11 September 2013. Horizontal yellow lines depict diagnosed layers (the Mixed Layer ML, the Stable Valley Atmosphere SVA, the Transition Zone TZ, and the Free Troposphere FT, respectively), while red and blue straight lines correspond to interpreted layer characteristics, superimposed on the measurements. The horizontal dashed line corresponds to the mean terrain height. Adapted from Markl [7] .
The MBL as defined above corresponds to a certain degree to what other authors have called the 'Aerosol Layer' (see De Wekker and Kossmann [51] and references therein). The present definition is somewhat more general as it recognizes the exchange of energy and momentum (not only mass, i.e., aerosols), and it explicitly includes portions of the mountain atmosphere that are strongly stratified and potentially non-turbulent such as the SVA, since they are directly influenced by the presence of the terrain with comparably short times scales, and since they play a role in the surface-atmosphere exchange. For strong enough convection (and availability of aerosols, of course) the aerosol layer will essentially be determined by large-scale advection so that a deep, horizontally uniform aerosol layer results, which extends higher up than the local MBL (over, e.g., a deep and relatively narrow valley) according to the present definition. Such cases have been reported by, for example, Nyeki et al. [57] and gave rise to the understanding of a horizontally relatively uniform layer influenced by topography (see also the conceptual sketch in De Wekker and Kossmann [51] , their Figure 11 ). We argue here that such situations may occur for relatively low topography (i.e., small aspect ratios) and that then the depth of the aerosol layer corresponds to the height of the MBL. For a major mountain range (such as the Alps, [57] ), on the other hand, the occurrence of an aerosol layer is relatively rare and largely tied to synoptic-scale processes, and thus controlled by timescales much larger than O(1 h). For such situations, we suggest to keep the present definition of the MBL and identify the aerosol layer as a layer that does not necessarily have boundary layer characteristics but is certainly influenced by the interaction of the MBL and the synoptic-scale flow.
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Stable (Nighttime) Conditions
When the surface energy balance is negative, the near-surface atmospheric layer is stably stratified, and in the homogeneous case ( Figure 4 , left), a relatively shallow stable boundary layer builds up. Under weak synoptic forcing (upwind of the major peak in Figure 4 ), shallow ( O(100 m)) downslope-flow layers develop over the mountain sidewalls [58] , the height of which can probably be identified as z M . The downslope flows are often referred to as katabatic or drainage flows and theoretical models for their description are summarized in Serafin et al. [59] . This downslope-flow layer occurs in connection with a surface-based inversion, which, however, is typically shallower than the downslope-flow layer itself. In the along-valley direction, similar drainage flow regimes occur, either buoyancy driven (pure drainage flow) or driven by the hydrostatic pressure distribution (i.e., the regime corresponding to the daytime up-valley flow, with the valley atmosphere cooling more strongly during the night).
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When the surface energy balance is negative, the near-surface atmospheric layer is stably stratified, and in the homogeneous case ( Figure 4 , left), a relatively shallow stable boundary layer builds up. Under weak synoptic forcing (upwind of the major peak in Figure 4 ), shallow (≲O(100 m)) downslope-flow layers develop over the mountain sidewalls [58] , the height of which can probably be identified as zM. The downslope flows are often referred to as katabatic or drainage flows and theoretical models for their description are summarized in Serafin et al. [59] . This downslope-flow layer occurs in connection with a surface-based inversion, which, however, is typically shallower than the downslope-flow layer itself. In the along-valley direction, similar drainage flow regimes occur, either buoyancy driven (pure drainage flow) or driven by the hydrostatic pressure distribution (i.e., the regime corresponding to the daytime up-valley flow, with the valley atmosphere cooling more strongly during the night). corresponds to (upwind of the main peak). Synoptic wind is from the left. The flow direction in the valleys is down-valley (⊙) under quiescent ambient conditions, with the valley sloping into the page. Up-valley flows are possible, as indicated by the ⊗-symbol downwind of the major peak. The upwind (quiescent) portion of the MBL is based on Zardi and Whiteman [58] and Lareau et al. [60] concerning slope flows and cold air pools. The downwind (dynamically modified) side is based on 'scenario B' in Strauss et al. [61] . Note that the terrain has been changed in the downwind portion with respect to Figure 2 , because the typical scale of the valley must be large enough to allow for the development of, e.g., rotors.
On the valley floor or in basins, cold-air pools develop under these conditions, either for only one night or-under favorable conditions (warm-air advection aloft and influence of large-scale subsidence, [60] )-persistent over several days. They are characterized by stable stratification, with either surface-based or elevated inversion layers, or even multiple stacked stable layers, of which the height seems to be determined by the surrounding topography and modified by the forcing conditions. According to the above definition, the MBL can be identified as either the slope flow layer along the mountain sidewalls or as the cold-air pool above the valley floor (note that zM (thick green, dashed line) is not included in the upwind part of Figure 4 for graphical reasons as the thickness of the line would be larger than the depth of the layer).
For strong ambient flow (downwind of the major peak in Figure 4 ) the situation is quite different when-dependent on stratification and strength and direction of the ambient flow-lee waves and rotors may form. The characteristics of these waves and rotors are largely determined by the interaction of the synoptic flow and the processes in the valley atmosphere [61, 62] . For Figure 4 we have adopted 'scenario B' of Strauss et al. [61] , which corresponds to a stable (nighttime) valley [58] and Lareau et al. [60] concerning slope flows and cold air pools. The downwind (dynamically modified) side is based on 'scenario B' in Strauss et al. [61] . Note that the terrain has been changed in the downwind portion with respect to Figure 2 , because the typical scale of the valley must be large enough to allow for the development of, e.g., rotors.
On the valley floor or in basins, cold-air pools develop under these conditions, either for only one night or-under favorable conditions (warm-air advection aloft and influence of large-scale subsidence, [60] )-persistent over several days. They are characterized by stable stratification, with either surface-based or elevated inversion layers, or even multiple stacked stable layers, of which the height seems to be determined by the surrounding topography and modified by the forcing conditions. According to the above definition, the MBL can be identified as either the slope flow layer along the mountain sidewalls or as the cold-air pool above the valley floor (note that z M (thick green, dashed line) is not included in the upwind part of Figure 4 for graphical reasons as the thickness of the line would be larger than the depth of the layer).
For strong ambient flow (downwind of the major peak in Figure 4 ) the situation is quite different when-dependent on stratification and strength and direction of the ambient flow-lee waves and rotors may form. The characteristics of these waves and rotors are largely determined by the interaction of the synoptic flow and the processes in the valley atmosphere [61, 62] . For Figure 4 we have adopted 'scenario B' of Strauss et al. [61] , which corresponds to a stable (nighttime) valley situation, but it should be stressed that other scenarios of dynamically modified flow in the lee of major ridges discussed in Strauss et al. [61] also include unstable (daytime) conditions.
The lowest portion of the troposphere, including the gravity-wave region, is certainly influenced by the presence of the terrain (Figure 4) , and the dynamics of the different types of interactions between the wave and valley boundary layer are governed by processes with time scales between several hours and 10 min [61, 63] . Note that we have not included the longest time scales of approximately one day discussed in Strauss et al. [54] . This layer thus corresponds to some degree to our definition of the MBL from above. Moreover, the interaction between large-scale and small-scale processes is often associated with mid-level wave breaking, resulting in elevated turbulence production and hence the potential for effective exchange between the surface and the free troposphere. We therefore include this region of potentially strong dynamic interaction in the MBL.
MBL Height
A number of procedures exist to determine the ABL height. Methods for convective conditions are, for example, based on the height of the lowest temperature inversion, that is, the mixed layer height [64] , or based on the height of the largest temperature gradient, that is, the top of the entrainment layer [65] . For stable and neutral conditions, Zilitinkevich et al. [41] provide a very comprehensive overview of different approaches and their theoretical limitations. Seibert et al. [42] have compiled and compared the available practical approaches to determine the ABL height. The most prominent among these (and part of the diagnostics in many numerical models) are the 'parcel method', which assesses the level of neutral buoyancy of a rising air parcel, or modifications thereof, and the critical Richardson-number method, which finds the height where a critical value of the gradient Richardson number (most often Ri c ≈ 0.25) is first reached. The parcel method is based on the mean profile in the ABL, while the Ri c -approach is based on the fact that the ABL is the layer characterized by turbulence. Modern remote-sensing measurement techniques have also led to new methods to determine the ABL height, for example, based on backscatter profiles (see a review in Emeis et al. [66] )
Applied over mountainous terrain, these methods may yield the height of some sub-layers, but not, in general, the height of the MBL, z M (Figures 2 and 4) . Wagner et al. [49] used the ML property (potential temperature gradient smaller than a threshold) for their idealized simulations of valley flows under convective conditions to assess the ABL height (starting from the surface and starting from aloft) and additionally assessed the height of the largest potential temperature gradient. Clearly, for a situation as in Figure 3 this results in three different ABL heights. The same can be seen in the meso-γ panel of Figure 5 -compare the green, black, and gray dotted lines. Under these idealized conditions (cosine-shaped topography, symmetric peaks of equal height, no side valleys, continuously stratified background flow, etc.), the ABL height identified from the largest potential temperature gradient may probably serve as a MBL height-and the same applies for selected days in particular environments (e.g., those from Figure 3) . A systematic assessment including many different locations and atmospheric conditions and including the relation between the MBL height and that of the aerosol layer where present is necessary, however, to generalize this statement.
For stable (night-time or winter) conditions, that is, for quiescent situations with weak synoptic background flow (upwind of the major peak in Figure 4) , there are compilations for typical heights of the slope-wind layer and cold air pool [58] and for the height of the slope wind layer theoretical models provide certain guidance. To what degree these depths and hence z M correspond to stable boundary layer heights based on, for example, the Ri c criterion or other approaches based on surface layer turbulence [67] is quite unclear. No systematic evaluation has been performed according to our knowledge.
For dynamically modified near-surface flow under stable conditions (downwind side of the major peak in Figure 4 ) we have suggested a height for the MBL (using a line between the highest turbulent streamline and the lowest laminar streamline in the 'scenario B' sketch of Strauss et al. [61] as a rough indication), which is based on the judgment that a turbulent layer near the surface (and influenced by it) should be called the MBL. As this scenario is based on at least one intensive observational period in one valley during the Terrain-induced Rotor Experiment (T-REX; [68] ), it bears at least certain realism and, possibly, a Ri c criterion might work to diagnose the MBL. Again, to the authors' knowledge, this question has not been addressed in any systematic manner-neither based on numerical simulations nor based on observations-and thus remains a major open question for future research. 
Transport from and to the Surface
Over the plain (left-hand side of Figures 2 and 4) , earth-atmosphere exchange is essentially restricted to turbulent mixing and thus treated by sub-grid scale parameterizations in the large-scale models based on boundary-layer meteorology concepts. Over mountains, we have to deal with the full range of scales of mountain meteorology in addition to boundary layers in complex terrain.
Overviews of transport and exchange processes in mountainous terrain are given in, for example, Steyn et al. [70] , Rotach et al. [6] , and De Wekker and Kossmann [51] . Steyn et al. [70] summarize exchange processes that affect air pollution transport and dispersion, whereas De Wekker and Kossmann [51] focus on the growth of the convective boundary layer and exchange processes between the convective boundary layer and the free atmosphere. Comprehensive overviews of transport and exchange through dynamic, thermal, and moist processes in mountainous terrain are also given in Vosper et al. [62] , Serafin et al. [59] , and Kirshbaum et al. [71] , respectively. Hence, we will only briefly summarize the relevant processes here with a focus on their impact on the exchange. A schematic diagram of the different transport and exchange processes at different scales and their respective interactions is shown in Figure 5 and a list of processes is given in Table 1 . Table 1 . List of transport and exchange processes over mountainous terrain for momentum, energy, and mass. The references in columns 3-5 relate to studies in which specifically exchange of momentum, energy and mass has been studied or observed. The lists of references are non-exhaustive; no more than three references are shown for either process and exchange variable. Additional complexity stems from the fact that many of these processes can act simultaneously, thus stressing the importance of interactions. For example, the interplay of different thermally driven transport processes, including valley winds, slope winds, subsidence, and advective venting was observed by Adler and Kalthoff [101] and additional contributions from dynamically driven flows, such as wave breaking and enhanced turbulent mixing in hydraulic jumps, by Adler and Kalthoff [91] . As further terrain heterogeneities, such as water bodies or urban areas, are often present close to mountains, the combination of mountain effects with, for example, land-sea breezes [101] and urban effects [116] have also been observed.
Scale
Mass
Weigel et al. [117] determined the mass flux between the atmosphere in the Riviera Valley, Switzerland, and the free atmosphere aloft based on numerical simulations and found a vertical daytime export of up to more than 180% of the valley air mass due to local flow convergences and a narrowing of the valley. Day-to-day variations, however, were large, depending on atmospheric stability. Vertical mass flux out of the valley depends also on the valley-floor inclination and the valley depth and width as shown by the idealized simulations of Wagner et al. [49, 52] , who found that the vertical transport over a valley can be up to eight times larger than over a plain.
Different processes can transport air within the MBL (note that in the given references the names of the various layers are different from the present paper where we have introduced the concept of MBL) or through the top of the MBL into the free atmosphere (see Figure 2 and Table 1 ; [51, 70, 118] ), including the mountain-plain circulation [74] , along-valley winds [86, 119] , ambient winds across the top of the MBL [99] , updrafts in clouds [114] , and turbulent entrainment at the top of the valley ML [101, 114] . Slope winds have been shown to provide a particularly effective mechanism of transport from the valley floor to the mountaintops and above [49, 53, 69, 86, 120] , which is also enhanced by convergence near the mountain tops. The advective transport of mass in the slope-wind layer and the exchange with the atmosphere aloft depends, however, on the exact nature of the slope-wind circulation [53] and on the form of the topography [54] .
Transport by slope winds and their interactions with atmospheric stability can also lead to spatial variations in, for example, pollutant concentrations within a valley atmosphere, including horizontal intrusions and asymmetric distributions with respect to the valley axis [53, 86, 98, 121] . Air pollution dispersion generally depends strongly on atmospheric stability and thus the processes affecting the diurnal evolution of the ABL. During daytime over flat terrain, air pollutants disperse throughout the ABL. The associated strong gradients in aerosol concentration near the top of the ABL can thus be used to determine the depth of the ABL using lidar backscatter [42, 66] . However, as shown in Section 3.1, the convective MBL can be more complex with multiple layers of different stability, which will affect the dispersion and spatial distribution of air pollutants.
During nighttime or generally stable conditions, transport and exchange in mountainous terrain may be strongly inhibited by the formation of strong cold-air pools or temperature inversions, which can lead to the trapping of hazardous air pollutants near the surface. The valley heat deficit is sometimes used as a measure for quantifying the strength of an inversion (e.g., [122] ). It is an integrative measure of the energy that is required to break up the inversion, that is, to heat the valley atmosphere to the potential temperature above the valley. Relations between atmospheric stability measured by the valley heat deficit and particulate matter concentrations have been shown for cities in Rocky Mountain valleys [122, 123] and in the French Alps [124] . Leukauf et al. [53] used idealized simulations to develop an inversion breakup parameter based on the valley heat deficit to provide a measure for the amount of tracer export out of the valley. Dynamically forced flows over mountains can also impact cold-pool breakup and thus pollutant transport (e.g., [125] ).
Of special interest is also the transport and exchange of moisture, as it contributes to cloud and precipitation formation and has thus an impact on the whole hydrological cycle in mountainous terrain. Because of its impact, orographic precipitation has been studied in large field campaigns in the Alps, for example, as an important aspect of MAP [84] or in the dedicated Convective and Orographically Induced Precipitation Study (COPS; [126] ). The topic of orographic convection and related exchange is discussed in detail in Kirshbaum et al. [71] . Whiteman [127] lists several processes that contribute to the lifting of moist air in mountainous terrain and thus to condensation, including forced lifting of large-scale flow by the mountain, convergence of forced and thermally driven flows, and convection due to thermally driven upslope flows. In addition, the upward motion in gravity waves has been identified as another mechanism for cloud formation [1] .
Momentum
Orographic waves are the main contributor to wave stress in mid-latitudes [3] and gravity wave drag has long been recognized as a process that has an important impact on the hemispheric circulation and thus needs to be parameterized in global models [30, 128] . Additional drag due to non-resolved inhomogeneities in the orography also affects the momentum budget and is thus parameterized (e.g., [129] ). Wave stress due to internal gravity waves in the PBL, for example, can play an equally large role as frictional stress, which may lead to an underestimation of momentum fluxes in turbulence parameterizations when not treated (e.g., [93] ). Tsiringakis et al. [94] tested a parameterization for small-scale orographic gravity wave drag based on Steeneveld et al. [95] and found an improved model performance compared to commonly used turbulence parameterizations.
Parameterizations of stable boundary layer turbulence, on the other hand, are often tuned to produce too much surface drag in order to, for example, avoid extensive surface cooling, while at the same time affecting the large-scale circulation (e.g., [130] ). When testing a physically most advanced boundary layer scheme, which uses the total turbulence energy [131] rather than only turbulence kinetic energy, Pithan et al. [132] chose to tune the various parameters of the mountain drag parameterization in order to obtain better hemispheric circulation results. For the mountain-atmosphere community this means that the newly introduced total turbulence energy must be evaluated over mountainous terrain to investigate whether it might exhibit particular characteristics over mountains, which warrant the proposed tuning.
Energy
Contributions to heat or energy transport in mountain valleys come from several processes, including, for example, advection by valley winds, slope winds, subsidence, and turbulent mixing [31, 69, 85, 100, 102, 112] , which results in a stronger daytime upward heat transport over valleys than over a plain based on idealized simulations [49] . It needs to be distinguished, however, between a local and a bulk perspective, that is, the local energy exchange at a specific site within the valley and the bulk exchange of the valley atmosphere with the atmosphere aloft (see Serafin et al. [59] ). For example, idealized daytime simulations by Schmidli [69] showed local cooling in the slope-wind layer due to advection together with heating from turbulent exchange, which in combination with turbulent heating in the valley ML and advective heating due to subsidence above the ML, led to relatively homogeneous heating throughout the whole valley and a net heat export out of the valley. Going beyond the scale of individual valleys to the scale of entire mountain ranges, the mountain-plain circulation (or Alpine pumping, [72] ) also contributes to a heat transport [73] .
An important aspect of the nocturnal valley energy budget are temperature inversions. Cooling occurs mainly due to radiative and heat-flux divergence and advection from the slope winds [58] . The respective contributions of these processes, however, are not clear yet, for example, the role of advection [133] or radiative flux divergence [115] . Sheltering provided by the topography surrounding valleys has also been shown to reduce the turbulent heat flux within the valley, leading to the formation of cold pools [113, 134] . Similarly, enclosed basins provide additional sheltering from along-valley flows. Advection by down-valley winds produces heating [85] , thus leading to slower cooling in open valleys with a valley-wind circulation than in enclosed basins [135] .
Challenges and Open Problems
Modeling Challenges
Climate simulations take into account significantly longer impact time scales than NWP. This, of course, usually means a coarser model resolution. The Coordinated Downscaling Experiment-European Domain (EURO-CORDEX; [136] ) presently produces ensemble regional climate scenarios for Europe at 12.5 km (0.11 • ) horizontal grid spacing. Global simulations have been run on a km-scale for up to several weeks (see a list of references in Leutwyler et al. [137] ) and Ban et al. [138] have even run a 10-year climatology over Europe using a 2.2-km grid spacing. The increasingly higher grid resolution is also facilitated by the recent development to use GPUs for computing, which can make high-resolution climate simulations possible. For example, Leutwyler et al. [137] demonstrated a 3-month long COSMO (Consortium for Small-Scale Modeling) simulation at a convection-resolving grid resolution of 2.2 km over Europe.
The global European Centre for Medium-Range Weather Forecasts (ECMWF) Integrated Forecast System (IFS) is currently run at a horizontal grid spacing of 9.6 km, which has decreased rapidly over the past three decades, with past reductions in grid spacing following an exponential curve that describes a decrease by a factor of two approximately every 7.5 years ( Figure 6 ). According to Moore's Law [139] , which predicts a doubling of the number of transistors per microchip every two years after 1975 (Figure 6 ), the reduction of the grid spacing thus matches a corresponding increase in computer power of about 16 during the same period. Assuming that this increase continues into the future at the same rate, a horizontal grid spacing of 1 km would be possible around 2040 and a close-to-turbulence resolving grid spacing of 100 m (at least for large eddies during convective situations; [140] ) around 2065. Sullivan and Patton [141] showed that statistics in the convective boundary layer become grid independent when the boundary layer depth exceeds 60 times the filter length scales, thus requiring a grid spacing of about 30 m for a 2-km deep boundary layer. Disregarding other potential developments in computer sciences, which will of course impact weather and climate forecasting, operational, turbulence-resolving, global simulations for weather and especially climate applications seem still far in the future. Regional climate models have shown biases in Alpine areas (see references in Gobiet et al. [20] ), pointing to the need for model improvement over complex, mountainous terrain. At present, studies that investigate various issues concerning high-resolution numerical modeling in complex terrain are case studies using NWP models (e.g., [38] ), but they will be instrumental in assessing and interpreting the performance of climate scenario simulations. An example of poor model performance in mountainous terrain is atmospheric stability, particularly during cold-air pool episodes, oftentimes leading to an underestimation of the inversion strength and an overestimation of near-surface temperatures (e.g., [142] ). Several issues have been identified as potential error sources, including horizontal resolution [143] and the turbulent mixing parameterization calculated along terrainfollowing coordinate levels [144] . The correct representation of atmospheric stability, particularly under stable situations, is, however, crucial for simulating exchange processes between mountains and the atmosphere aloft correctly. Detailed discussions of several issues related to high-resolution modeling in complex terrain can be found in Zhong and Chow [145] , Doyle et al. [146] , and Chow et al. [147] and are thus only briefly summarized here. The topic of data assimilation in mountainous terrain and related challenges are discussed in Hacker et al. [148] .
Boundary-layer parameterization: Planetary boundary layer parameterizations are generally based on measurements over flat terrain (e.g., Figure 7a ), but are applied by necessity to conditions for which they have not been developed (e.g., Figure 7b) , potentially leading to poor performance (e.g., [149, 150] ). Stable boundary layers are particularly well known to prove challenging for numerical models, even over flat terrain [130, 151] , oftentimes producing excessive near-surface cooling and a decoupling from the atmosphere (e.g., [152] ). This can be exacerbated in complex terrain due to the oftentimes particularly strong and long-lasting inversions, as well as due to the interactions of different processes [150, 153] . Furthermore, turbulence parameterizations are oftentimes one-dimensional, which can underestimate the production of turbulence, particularly in mountainous terrain, where thermally driven circulations can cause non-negligible horizontal shear Regional climate models have shown biases in Alpine areas (see references in Gobiet et al. [20] ), pointing to the need for model improvement over complex, mountainous terrain. At present, studies that investigate various issues concerning high-resolution numerical modeling in complex terrain are case studies using NWP models (e.g., [38] ), but they will be instrumental in assessing and interpreting the performance of climate scenario simulations. An example of poor model performance in mountainous terrain is atmospheric stability, particularly during cold-air pool episodes, oftentimes leading to an underestimation of the inversion strength and an overestimation of near-surface temperatures (e.g., [142] ). Several issues have been identified as potential error sources, including horizontal resolution [143] and the turbulent mixing parameterization calculated along terrain-following coordinate levels [144] . The correct representation of atmospheric stability, particularly under stable situations, is, however, crucial for simulating exchange processes between mountains and the atmosphere aloft correctly. Detailed discussions of several issues related to high-resolution modeling in complex terrain can be found in Zhong and Chow [145] , Doyle et al. [146] , and Chow et al. [147] and are thus only briefly summarized here. The topic of data assimilation in mountainous terrain and related challenges are discussed in Hacker et al. [148] .
Boundary-layer parameterization: Planetary boundary layer parameterizations are generally based on measurements over flat terrain (e.g., Figure 7a ), but are applied by necessity to conditions for which they have not been developed (e.g., Figure 7b ), potentially leading to poor performance (e.g., [149, 150] ). Stable boundary layers are particularly well known to prove challenging for numerical models, even over flat terrain [130, 151] , oftentimes producing excessive near-surface cooling and a decoupling from the atmosphere (e.g., [152] ). This can be exacerbated in complex terrain due to the oftentimes particularly strong and long-lasting inversions, as well as due to the interactions of different processes [150, 153] . Furthermore, turbulence parameterizations are oftentimes one-dimensional, which can underestimate the production of turbulence, particularly in mountainous terrain, where thermally driven circulations can cause non-negligible horizontal shear [38] . On the other hand, the boundary layer structure in complex topography is only beginning to be investigated (e.g., [154] [155] [156] ). 
Representation of soil and land cover:
Mountainous terrain is prone to exhibit spatial variations in vegetation, snow cover, and soil characteristics by virtue of, for example, elevation changes and differences in slope orientation. Incorrect representation of land-use characteristics and snow cover and the resulting errors in surface albedo and surface heat fluxes can, however, impact different aspects of the model results (e.g., [158, 159] ). Similarly, the incorrect representation of soil moisture in the model affects the slope-and valley-wind circulations [160] [161] [162] and the temperature [163] and structure [162, 164] of the ABL, all of them being important parameters for atmospheric exchange. Massey et al. [163] concluded that assimilating soil moisture observations in the model would be an important step in alleviating similar model biases.
Gray zone: The terms 'terra incognita' [165] and 'turbulence gray zone' were originally defined for simulations with a resolution that is of a similar magnitude as the energy-containing turbulence length scale. Usage, however, has been extended to other processes, which have been traditionally parameterized, but which become increasingly resolved as grid spacing decreases, including exchange-relevant processes such as gravity wave drag. The gray zone thus refers to that range of grid spacing that is below the grid spacing, for which parameterizations have been developed, but above the grid spacing, at which the respective process is entirely resolved. Current grid spacing of operational (NWP) models is on the order of 1-10 km, that is, increasingly within one or multiple gray zones. As a result, model performance in the gray zone has become a focus of ongoing research, highlighting, for example, that convection characteristics can become grid dependent and differ from reality [166] or that gravity wave drag parameterizations may require topography-dependent tuning [75] . Model gray zones for complex-terrain simulations are discussed in detail in Chow et al. [147] .
Grid resolution: At least six to eight grid points are required to resolve processes properly (e.g., [145, 146] ). If the model grid spacing is not sufficiently fine to resolve specific phenomena, large errors can occur (e.g., [143, 146] ). Similarly, processes cannot be adequately simulated, if the terrain is not resolved accordingly, for example, valley and slope winds in small valleys that are not resolved in the model topography (e.g., [87, 145] ). Small-scale processes, such as slope winds, contribute strongly to the transport and exchange in the mountain atmosphere. Current grid spacing in NWP models, however, is generally not sufficient to resolve neither these small-scale processes, nor the small terrain features and heterogeneities leading to these processes.
Terrain-following coordinates: The formulation of the horizontal pressure-gradient term in terrain-following coordinates can produce significant errors [167, 168] , which represents a limitation for the steepness of the model terrain. As higher resolution results in more realistic and oftentimes Representation of soil and land cover: Mountainous terrain is prone to exhibit spatial variations in vegetation, snow cover, and soil characteristics by virtue of, for example, elevation changes and differences in slope orientation. Incorrect representation of land-use characteristics and snow cover and the resulting errors in surface albedo and surface heat fluxes can, however, impact different aspects of the model results (e.g., [158, 159] ). Similarly, the incorrect representation of soil moisture in the model affects the slope-and valley-wind circulations [160] [161] [162] and the temperature [163] and structure [162, 164] of the ABL, all of them being important parameters for atmospheric exchange. Massey et al. [163] concluded that assimilating soil moisture observations in the model would be an important step in alleviating similar model biases.
Terrain-following coordinates: The formulation of the horizontal pressure-gradient term in terrain-following coordinates can produce significant errors [167, 168] , which represents a limitation for the steepness of the model terrain. As higher resolution results in more realistic and oftentimes steeper model terrain, the problem will rather become more important. A way of simulating highly complex terrain is using immersed boundary methods [169] instead of traditional terrain-following coordinates, but only a limited number of studies have used and implemented these methods into numerical weather models, such as the Weather Research and Forecasting (WRF) model (e.g., [169] [170] [171] ). Other alternatives are finite-volume and finite-element methods, whose potential application to complex-terrain simulations is briefly discussed in Arnold et al. [172] . Further discussion of vertical coordinates and topography can be found in Chow et al. [147] .
Radiation parameterization: Parameterizing shortwave and longwave radiation fluxes in mountainous terrain poses additional challenges compared to flat terrain. The effects of slope angle and orientation on incoming solar radiation, as well as shading effects by the surrounding terrain are now increasingly represented in models and their positive effects on simulation results have been shown in multiple studies (e.g., [161, 173, 174] ). Topography, however, also induces three-dimensional effects in the local radiation budget, which are typically not captured by traditional one-dimensional (column) radiation parameterizations. For example, longwave radiation emitted by the surrounding terrain can reduce nocturnal cooling in valleys and basin topographies [115] and solar (direct and diffuse) radiation reflected by the terrain can contribute to total incoming solar radiation, particularly over steep slopes [175] . Parameterizations taking into account the surrounding terrain based on a sky-view factor have been suggested and tested for individual case studies (e.g., [176] ), including parameterizations taking into account subgrid-scale topography [177, 178] . Further observations, including observations of radiation components, are thus necessary to evaluate model parameterizations.
Theoretical Challenges
To improve parameterizations in numerical models, theoretical knowledge and an understanding of the relevant exchange processes are needed to describe the parameterizations accordingly in the model. This requires an identification and quantification of the relevant processes involved in the exchange.
Gravity wave parameterization: Probably thanks to the large impact that momentum transport due to orographic gravity waves has on the large-scale circulation and thus for numerical weather forecasting, it has long been studied and parameterized in numerical models [30, 179] . Even so, this issue cannot be considered as fully resolved, for example, regarding small terrain features, such as small islands, whose characteristics and thus their gravity wave drag may not be well represented by the model (e.g., [180] ). As current model grid spacing ranges in the gray zone (see Section 4.1) but is still relatively far from resolving such smaller terrain features and the model performance in this range has also been shown to depend on grid resolution and terrain (e.g., [75] ), gravity wave drag remains an active area of research. The representation of the impact of gravity waves and rotors on exchange processes is discussed in Vosper et al. [62] for high-resolution and large-scale models.
Turbulence scaling: Surface-atmosphere exchange parameterizations in NWP models are generally based on scaling relations, and particularly Monin-Obukhov similarity theory (MOST; [181] ). Atmospheric conditions in mountainous terrain, however, do not generally fulfill the assumptions underlying MOST, such as quasi-stationarity, horizontal homogeneity, or the near-surface presence of a constant-flux layer [182] [183] [184] . Only a relatively small number of studies, however, have evaluated the applicability of MOST or even local scaling in complex, mountainous terrain at a limited number of sites (e.g., [182] [183] [184] [185] ). The varying success of these efforts suggests a strong site dependency.
Mass and energy exchange parameterizations:
Several recent modeling studies have attempted to quantify the mass transport in the MBL and the exchange between the MBL and the free atmosphere in an idealized setting [34, 44, 49, 52, 53, 69] . The mass and energy exchange between non-resolved mountain valleys and slopes and the free atmosphere, however, is not parameterized in numerical models, which includes, for example, moisture transport contributing to moist convection.
Idealized simulations: Many of the studies trying to quantify the exchange between the MBL and the free atmosphere are based on idealized model simulations (e.g., [34, 49, 69] ), that is, idealized terrain (e.g., a simple, straight valley bordered by a smooth mountain on either side) and idealized weather conditions (e.g., clear-sky and no synoptic-scale wind or pressure gradient). This approach has the advantage that it avoids complicating interactions among different-scale processes as much as possible and thus allows a focus on individual processes, which can be studied and quantified more easily (e.g., the exchange due to slope-wind circulations without additional convergence due to a narrowing of the valley). The question, however, arises how representative these studies and their results are for real-world exchange, that is, what are the impacts of small-scale terrain heterogeneities, non-straight valleys, tributary valleys, clouds, synoptic pressure gradients, etc. While the idealized simulations provide an important starting point in identifying and quantifying exchange processes, further case studies are necessary to extend the research to the complexities of the real world and, importantly, observations are needed to evaluate the results from the modeling studies.
Non-closure of the energy balance: Surface energy measurements usually show that the fluxes of net radiation, sensible and latent heat fluxes, and the ground heat fluxes do not balance, but that relatively large residuals remain. For example, Oncley et al. [186] lists several studies with residuals on the order of 10-40%, with the authors finding a similar value of 10% in their own carefully designed study to measure the energy imbalance. Current knowledge suggests that the observed imbalance is related to advection due to surface heterogeneities and resulting quasi-stationary circulations, with lower residuals for highly homogeneous conditions [187, 188] . As mountainous terrain is clearly defined by heterogeneity, closing the energy balance seems to be a particular challenge [189] . The problem is further enhanced by difficulties in accurately measuring radiative and turbulent fluxes over sloping terrain (see Section 4.3).
Boundary-layer height definition: In Section 3.1 we proposed a new definition for a MBL, which is an attempt to extend traditional definitions of the ABL to include additional processes that affect the boundary layer and the exchange with the free atmosphere in mountain terrain. Since the proposed MBL differs sometimes significantly from traditional ABL definitions (e.g., including stable layers in the convective MBL), existing methods for determining MBL heights will likely fail and new methods need to be developed. In addition, while most of the relevant processes have been studied well individually, relatively little is known about their role in the exchange between the MBL and the free atmosphere. The proposed MBL is thus clearly a first suggestion that needs to be verified and adjusted based on the impact of individual processes on the mountain-atmosphere exchange and their respective time scales.
Measurement Challenges
The primary method to gain a better understanding of the atmosphere, including relevant transport and exchange processes, is to take measurements, as model simulations are only valuable as long as we know that they represent the atmosphere correctly, which can only be known through observations. A wide variety of instruments is available to study the atmosphere and an overview of different measurement techniques and related issues with a focus on the mountain atmosphere is given in Banta et al. [190] and in Emeis et al. [191] .
Representativeness: Over flat terrain such as the one shown in Figure 7a , conditions can be assumed to be relatively homogeneous and measurements will thus be representative of a relatively large area. Complex terrain such as the one shown in Figure 7b , on the other hand, is clearly far from horizontally homogeneous and the question of representativeness thus arises for every measurement site. Radiation is an example that highlights this problem. Strong variations occur in the radiation budget depending on the exposure of the surface towards the sun (i.e., the angle and orientation of the surface) and the surface characteristics (e.g., [192, 193] ), which also affect other fluxes in the energy budget [194, 195] . Measurements on the valley floor or an east-facing mountain sidewall of a north-south oriented valley give thus little information about the opposite west-facing sidewall or ridge top unless relationships can be established. Similarly, large spatial variations in temperature can be present when cold-air pools form in valleys, with strong vertical temperature gradients with values up to 0.2-0.4 K m −1 in extreme situations (e.g., [196, 197] ), but with temperature also varying from one valley or basin to the next (e.g., [198] ).
Remote sensing: An alternative to local in-situ measurements is remote sensing (i.e., radiometers, radars, sodars, lidars, ceilometers, etc.; [190] ). A major advantage of remote sensing is that the observations cover a larger spatial area, thus resolving some spatial variations in, for example, the wind field in the slope-wind layer [101] , the wind field in mountain waves [153] , or the temperature structure in the ABL [199] . Information on vertical variations in the ABL can also be used to determine ML heights [66] and aerosol-layer heights [200] . Several difficulties, however, exist with respect to remote-sensing applications in mountainous terrain (see [190] and [191] ), including, for example, the already mentioned, invalid assumption of horizontal homogeneity when averaging over volumes or interfering signals from the surrounding topography. The oftentimes complicated vertical structure of the MBL (see Section 3.1) with multiple layers of different stability, including elevated inversion layers, is also difficult to resolve for, for example, microwave radiometers [199] .
Turbulence measurements: With the need for further turbulence measurements in mountainous terrain, comes also the need for further research into best practices for measurements and data processing in mountainous terrain. For example, Stiperski and Rotach [201] compared different processing options for eddy-covariance measurements at two slope sites in an Alpine valley, including different coordinate rotations, detrending methods, and quality control criteria. They showed not only that differences due to post-processing methods such as coordinate rotation can be of a larger magnitude than the flux corrections applied to correct for systematic measurement errors (e.g., [202] ), but they also concluded that no single combination of processing options performed best and that the individual best options were site and stability dependent.
Coordinate system: The question of coordinate rotation also relates to the question of the appropriate coordinate system for evaluating turbulent fluxes, which becomes more complex in mountainous terrain compared to flat terrain, where both frictional stress and buoyancy act in the vertical direction [201, 203] . Over a sloping surface, on the other hand, frictional stress is normal to the underlying surface but buoyancy acts still in the vertical direction, except for a layer close to the surface where the isentropes may be parallel to the surface [201] . Similar to radiation measurements, the question of correct instrument orientation thus arises, that is, horizontal or terrain-parallel as conversion between horizontal and terrain-parallel measurements is complicated by the fact that the footprint of the measurement changes (e.g., [192] ).
Conclusions
Exchange of momentum, mass, and energy between the atmospheric boundary layer over mountainous terrain and the free troposphere is a result of multiple processes that act at different spatial and temporal scales, including the entire range of mountain-meteorology phenomena, such as orographic gravity waves, thermally driven flows, moist convection, and turbulent transport, etc. Despite ongoing increases in computer power and thus improvements in model resolution, several of these exchange processes cannot be adequately resolved yet by the models and are thus either parameterized (e.g., gravity wave drag) or not considered at all (e.g., energy transport by thermally driven winds). In this review paper, we have proposed a new definition for a mountain boundary layer (MBL) and briefly summarized some of the major processes contributing to the transport in the MBL and the exchange between the MBL and the free atmosphere. Particular emphasis was given to open research questions and existing challenges in measuring and treating these exchange processes in the models, which may require the attention from the mountain-meteorology community as a whole to improve the understanding and prediction of MBL-free atmosphere exchange. This requires contributions from both the observational and the modeling side to identify the relevant processes, to quantify the contributions from individual processes to the exchange, to quantify the exchange as a whole, and to understand the effect of interactions among the processes on the exchange. In the past, major progress in the understanding of the mountain atmosphere has often been achieved through several large, coordinated field programs such as ALPEX or MAP. It may thus be time to consider another international program to tackle the challenge of the MBL exchange in mountainous terrain.
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