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Povzetek
Naslov: Uporaba vsebnikov v navideznih ucnih okoljih
V magistrskem delu preucujemo razlike med dvema nacinoma virtua-
lizacije, tj. navideznimi napravami in vsebniki, ter njuno uporabnost na
podrocju navideznih ucnih okolij. V ta namen ustvarimo navidezno ucno
okolje, namenjeno za ucenje principov racunalniskih omrezij. Pri procesu
izdelave se osredotocimo na uporabo vsebnikov in izkoriscanje prednosti, ki
jih ta tehnologija ponuja. Sistem zasnujemo tako, da njegova uporabnost ni
omejena le na specicen primer, temvec omogoca kongurabilnost in upo-
rabo v razlicne namene. Izvedeno navidezno ucno okolje nato primerjamo
z okoljem StackLabs, ki za ustvarjanje uporabniskih okolij s pomocjo pro-
gramske opreme OpenStack uporablja navidezne naprave. Pri primerjavi se
osredotocimo na dve metriki, gostoto navideznih okolij in cas, potreben za
zagon posameznega ucnega okolja. Iz rezultatov je razvidno, da je izvaja-
nje nasega navideznega ucnega okolja hitrejse, hkrati pa porabi tudi manj
sistemskih virov.
Kljucne besede
vsebniki, navidezne naprave, navidezna ucna okolja, orkestracija

Abstract
Title: Using containers in virtual learning environments
In our master's thesis we study the dierences between two types of vir-
tualization, virtual machines and containers, based on their use in virtual
learning environments. For this purpose, a virtual learning environment that
focuses on teaching the principles of computer networks was created. Devel-
opment was focused on using the container technology and its advantages.
The system is designed to be very congurable, so that its usage is not limited
to a specic case. We compare our newly created virtual learning environ-
ment to StackLabs, which oers similar functionalities as our system but uses
virtual machines to create user environments. We compare them using two
metrics, density of virtual environments and time needed to start a single
learning environment. The results show a better performance of our system;
it uses less hardware resources and has a shorter startup time.
Keywords
containers, virtual machines, virtual learning environments, orchestration

Poglavje 1
Uvod
Izraz ucno okolje opisuje razlicne zicne lokacije, okoliscine in kulture, v ka-
terih se izvaja ucenje [1]. Tradicionalno je bilo ucenje izvedeno le v zicnih
ucilnicah, z razvojem informacijske tehnologije in interneta pa se je uvelja-
vilo tudi e-izobrazevanje, ki poteka s pomocjo informacijsko-komunikacijske
tehnologije in omogoca ucencu in ucitelju, da sta med seboj locena, tako
krajevno kot casovno. Z napredovanjem tehnologije je napredovalo tudi e-
izobrazevanje, ki se ga lahko izvaja v navideznih ucnih okoljih. Z vecanjem
kompleksnosti resitev sta postala kompleksnejsa tudi vzdrzevanje in nakup
infrastrukture, ki jo tako okolje uporablja. Ta problem je naslovila uporaba
navideznih naprav, ki omogoca socasno uporabo vec navideznih naprav na eni
infrastrukturi, od katerih ima vsaka ima svoj operacijski sistem in se obnasa
kot locena enota. Hkrati pa so se razvile tudi razlicne infrastrukturne resitve,
ki omogocajo se boljso dostopnost in lazje vzdrzevanje navideznih ucnih sis-
temov. Dober primer tega je oblacna infrastruktura.
V navideznih ucnih okoljih imajo navidezne naprave zelo pomembno vlogo,
saj pogosto zelimo uporabniku ponuditi loceno okolje, ravno to pa nam po-
nuja tehnologija navideznih naprav. Pri tem je potrebno upostevati pojem
gostote. Gostota predstavlja stevilo objektov, ki jih streznik lahko hkrati
gosti in z njimi operira. Vecja gostota pomeni boljso izkoriscenost sistema,
kar privede do cenejse uporabe in vzdrzevanja na enoto. Poleg tehnologije
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navideznih naprav, pa se je v zadnjih letih uveljavila se druga tehnologija
virtualizacije, imenovana vsebniki, ki lahko izboljsa gostoto na strezniku. Ti
za svojo uporabo ne potrebujejo lastnega operacijskega sistema, saj si ga
delijo z gostiteljem. Obstaja veliko raziskav [2, 3, 4, 5], v katerih avtorji
primerjajo navidezne naprave in vsebnike in pokazejo, da ceprav navideznih
naprav ne moremo vedno zamenjati z vsebniki, se ti lahko v marsikaterem
primeru izkazejo za primernejso resitev. Njihova najvecja prednosti je ravno
njihova preprostost uporabe, saj v primerjavi z navideznimi napravami za
svoje delovanje potrebujejo manj sistemskih virov, hkrati pa so zaradi delje-
nja operacijskega sistema z gostiteljem v nekaterih vidikih tudi hitrejsi.
Ker se je tehnologija vsebnikov razsirila sele v zadnjih letih, ne obstaja ve-
liko raziskav o uporabi vsebnikov za gradnjo navideznih ucnih okolij. Vecina
raziskav je usmerjena na primerjavo med posameznimi implementacijami teh-
nologij vsebnikov ali pa med vsebniki in navideznimi napravami. Prav tako se
pojavi problem z odprtokodnostjo resitev, saj vecina navideznih ucnih oko-
lij ni odprtokodnih in jih posledicno ne moremo poljubno spreminjati, kar
privede do problemov z razsirljivostjo. Problemi pa se pri nekaterih resitvah
pojavijo tudi zaradi uporabe navideznih naprav, saj je njihov cas zagona
lahko dolg, kar privede do slabse uporabnosti in uporabniske izkusnje, prav
tako pa porabijo vec sistemskih virov. Zaradi zgoraj opisanih problemov,
smo se v okviru naloge lotili izdelave navideznega ucnega okolja, ki teme-
lji na tehnologiji vsebnikov ter tako izkoristili prednosti, ki nam jih le ti
ponujajo. Ker je osnovna namembnost nasega navideznega ucnega sistema
izvajanje vaj za ucenje principov racunalniskih omrezij, kjer bo za vsako vajo
uporabnik moral ustvariti vec razlicnih navideznih naprav, nam vsebniki nu-
dijo odlicno alternativo, saj so v kontekstu porabe sistemskih virov nezah-
tevni. Namen pricujocega dela je ustvariti sistem, ki bo zadoscal pogojem
navideznega ucnega okolja, kar pomeni, da moramo omogociti sistematicno
dostavljanje vsebine in njeno kreiranje. Kljub temu da je glavna namembnost
navideznih ucnih okolij njihova pedagoska uporaba, se pri izdelavi nasega na-
videznega ucnega okolja na pedagoski vidik ne osredotocamo. Zanima nas
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predvsem uporaba tehnologije vsebnikov v namene izdelave takega okolja,
na katerem preverjamo izvedljivost izdelave. Navidezna ucna okolja so bila
izbrana zaradi sirokega nabora nacinov uporabe.
Cilj pricujoce naloge je dokaz izvedljivosti navideznega ucnega okolja z
uporabo vsebnikov. V magistrskem delu prikazemo, kako smo tako okolje
implementirali in nad njim izvedli vec analiz in testiranj. V analizi funk-
cionalnosti prikazemo, kako so bili izpolnjeni cilji in kaksne funkcionalnosti
nase okolje ponuja. Na nasem navideznem ucnem okolju nato izvedemo vec
testov zmogljivosti in rezultate teh testov primerjamo z rezultati testiranja
navideznega ucnega okolja StackLabs, opisanega v poglavju 2.4.3, ki za svoje
delovanje uporablja navidezne naprave. Z omenjenimi testi ovrednotimo, ali
je prehod na novo tehnologijo v primeru navideznega ucnega okolja smiselen.
1.1 Struktura dela
V prvem delu naloge bomo pregledali podrocje virtualizacije in navideznih
ucnih okolij, osredotocili se bomo na navidezne naprave in vsebnike ter na
primerjavo med tehnologijama. Nato bomo opisali tehnologije, ki smo jih v
nasem sistemu uporabili, in podali razloge za njihovo izbiro. V tretjem delu
bomo zapisali tehnicni opis okolja, ki bo razdeljen na opis spletne aplikacije in
opis arhitekture navideznega ucnega okolja. Zadnji del naloge bo osredotocen
na analizo uporabnosti in analizo zmogljivosti okolja.
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Poglavje 2
Pregled podrocja
Navidezna ucna okolja so platforme, ki nam pomagajo digitalizirati podrocje
izobrazevanja. Ponujajo nam razlicne vire, dejavnosti in interakcije, preko
katerih nam priblizajo ucenje. Na podrocju racunalnistva se za uvedbo na-
videznih ucnih okolij pogosto uporablja tehnologija virtualizacije.
2.1 Virtualizacija
Virtualizacija je tehnologija, ki se je v svetu racunalnistva pojavila ze pred
letom 1970. Na zacetku je bila omejena le na raziskave v laboratorijih podje-
tja IBM, kasneje pa je postala tudi komercialno dostopna [6]. Leta 1972 sta
Gerald J. Popek in Robert P. Golderberg [7] opisala mnozico lastnosti virtu-
alnih naprav in nadzornikov virtualnih naprav. Glede na njuno denicijo nas
pri analiziranju navideznih okolij zanimajo tri stvari: zvestoba, varnost in
uspesnost. Ceprav je bila ta dencija postavljena ze leta 1972 in je podrocje
virtualizacije od takrat zelo napredovalo, pa so ti principi se vedno veljavni
[8]. Navdusenje nad uporabo virtualizacije je upadlo v 80. in 90. letih [9],
nato pa je pred zacetkom novega tisocletja uporaba zacela narascati. Vec
dejavnikov je vplivalo na vse vecjo uporabo, vendar pa je bilo glavno gonilo
uporabe navideznih naprav zmanjsevanje stroskov, potrebnih za vpeljavo in
vzdrzevanje strojne opreme. Izkoriscenost strojne opreme, ki prej za svoje
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delovanje ni uporabljala virtualizacije, se je lahko z njeno vpeljavo povisala
z 10 na 80 odstotkov ali vec [6, 10].
Virtualizacija nam omogoca, da na isti strojni opremi ustvarimo vec navide-
znih okolij. To lahko storimo s pomocjo programske opreme, imenovane nad-
zornik (angl. hypervisor), ki se poveze neposredno s strojno opremo zicne
naprave in nam omogoca razcepitev te naprave v vec navideznih naprav. Te
navidezne naprave se zanasajo na razdelitev sistemskih virov preko nadzor-
nika. Vsaka navidezna naprava uporablja svoj operacijski sistem in se obnasa
kot neodvisna naprava [6].
Ceprav se cena strojne opreme cez cas zmanjsuje, je njihova ucinkovita upo-
raba pomembna. Nacin in ucinkovitost te uporabe pa sta v okviru navideznih
naprav odvisni le od nadzornika. Skozi cas je bilo razvitih veliko razlicnih
nadzornikov, ki se v svojem delovanju razlikujejo, zdruzuje pa jih dejstvo, da
so vecinoma lastniski. Primeri teh nadzornikov so VMware, Xen, Hyper-V
in KVM. Skoraj vsi so na voljo na razlicnih platformah, vendar pa so neka-
teri bolj primerni za dolocene naloge. Avtorji [11, 12] med seboj primerjajo
razlicne nadzornike, da bi ugotovili, kateri od njih je najbolj zmogljiv. Obe
raziskavi prikazeta podobno ucinkovitost nadzornikov, v obeh se v najvec
testih Xen izkaze kot najslabsi. V obeh raziskavah avtorji zakljucijo, da je
najpomembnejsi faktor izbire nadzornika namen uporabe in da noben nad-
zornik ni najboljsi za vse namene. Avtorji [11] se poudarijo, da so nadzorniki
tipa 1, ki se namestijo neposredno na napravo, brez dodatnega operacijskega
sistema, hitrejsi kot nadozorniki tipa 2, ki so namesceni kot navadni programi
v okviru gostujocega operacijskega sistema.
Tehnologija virtualizacije je temeljito spremenila nacine uvedb aplikacij, naj-
prej je omogocila boljso porabo virov znotraj zasebnih podatkovnih centrov,
potem pa se je vzpostavila kot gonilna sila racunalnistva v oblaku [12]. Njena
uporabnost se je pokazala tudi ob vzpostavitvi platforme, imenovane infra-
struktura kot storitev (angl. infrastructure as a service), kjer oblacni ponu-
dnik gosti infrastrukturo, ki jo uporabniki uporabijo za vzpostavitev navide-
znih naprav. Najvecje prednosti tega so, da ni vec potrebe po vzpostavitvi
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lastnih podatkovneih sredisc, prav tako pa se lahko izkoristi hitro uvedbo in
eksibilno razsirljivost teh oblacnih storitev.
Pomemben koncept, ki ga upostevamo pri gradnji nasega navideznega ucnega
okolja, je gnezdena virtualizacija. O njej sta tako kot o rekurzivni virtua-
lizaciji govorila ze Gerald J. Popek in Robert P. Golderberg [7]. Navadna
virtualizacija predstavlja okolje, kjer nadzornik skrbi za socasno delovanje
vec operacijskih sistemov, od katerih je vsakega na svoji navidezni napravi.
Gnezdena virtualizacija pa predstavlja nacin delovanja, pri katerem nadzor-
nik skrbi za socasno delovanje vec drugih nadzornikov v njihovih pripadajocih
navideznih napravah. Primer projekta gnezdene virtualizacije s pomocjo teh-
nologije KVM [13], ki je ze vgrajena v operacijski sistem Linux, preucujejo
avtorji v clanku [14]. Opisejo delovanje gnezdene virtualizacije in pokazejo,
da je mozno s pomocjo uporabe vecdimenzionalnih strani in dodelitve na-
prav na vec ravneh uporabiti gnezdeno virtualizacijo za produkcijske sisteme.
Analiza zmogljivosti je pokazala, da vsak dodatni nivo virtualizacije prinese
dolocen padec zmogljivosti, vendar je ta ob dobri zasnovi gnezdenja lahko le
6-8 odstotkov.
2.2 Vsebniki
Vsebniki so tehnologija, ki nam prav tako omogoca virtualizacijo, vendar pa
to naredi na drugacen nacin kot klasicna virtualizacija, opisana v poglavju
2.1. Obstaja vec razlicnih izrazov za nacin virtualizacije, ki jih ponujajo
vsebniki, kot sta npr. lahka virtualizacija (angl. lightweight virtualization)
ali virtualizacija na nivoju operacijskega sistema (angl. OS-level virtuali-
zation). Vsi ti izrazi opisujejo paradigmo, v kateri jedro dovoli obstoj vec
razlicnih instanc uporabniskih prostorov. Ta nacin virtualizacije, ceprav se
je razsiril sele v zadnjih letih, ni nov. Njegovi zacetki segajo v leto 2000, ko
so na operacijskem sistemu FreeBSD [15] uvedli ukaz jail, s katerim so upo-
rabniki lahko kreirali izolirano okolje za razlicne funkcionalnosti [16]. Leta
2006 so v podjetju Google izdali funkcionalnost jedra operacijskega sistema
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Linux, ki je omogocala izolacijo porabe virov za doloceno skupino procesov.
To funkcionalnost so leta 2008 dodali v jedro operacijskega sistema Linux
pod imenom cgroups, kar je pripeljalo do razcveta tehnologije vsebnikov.
Leta 2015 je podjetje Docker skupaj z drugimi vodilnimi ponudniki stori-
tev vsebnikov ustanovilo projekt Open Container Initiative, katerega cilj je
dolocitev standardov virtualizacije na nivoju operacijskega sistema oz. vseb-
nikov na sistemu Linux. Danes vsebniki predstavljajo ze dobrsen del oblacne
infrastrukture in vse hitreje prihaja do njihove vpeljave v novih projektih
[17, 18]. Prav tako pa vsebniki postajajo integralni del razlicnih oblacnih
storitev. Avtorji [4] pregledajo podrocje oblacne infrastrukture, platforme
kot storitve (angl. platform as a Service). Raziskujejo, katere tehnologije so
za to storitev primerne, kako se razlikujejo in katere ponudniki oblacnih sto-
ritev uporabljajo. Njihove ugotovitve pokazejo, da tudi najvecji ponudniki
oblacnih storitev vse vec uporabljajo tehnologijo vsebnikov.
Odkar se je tehnologija vsebnikov zacela razvijati, se je na trgu pojavilo ve-
liko razlicnih implementacij vsebnikov, kot so Docker, rkt in Mesos, vendar
pa med njimi po uporabi prednjaci sistem Docker. Kljub denitivni premoci
uporabe sistema Docker na trgu pa obstaja veliko raziskav, ki med seboj pri-
merjajo vec sistemov, ki omogocajo virtualizacijo na nivoju operacijskega sis-
tema. Avtor v clanku [19] opravi primerjavo najpogostejsih tehnologij vseb-
nikov z namenom preverjanja njihove zanesljivosti in ucinkovitosti izvedbe
na podrocju racunske moci in zmogljivosti omreziij. V clanku so uporabljene
tehnologije vsebnikov LXC, Docker in Singularity, avtor njihovo zmogljivost
primerja se neposredno z operacijskim sistemom brez virtualizacije in pa z na-
videzno napravo, ustvarjeno s pomocjo tehnologije KVM. Rezultati pokazejo
zelo majhne razlike pri obeh testih, vendar pa se najbolje odreze sistem brez
virtualizacije, saj virtualizacija doda sistemu se eno plast kompleksne logike,
s cimer se ji ucinkovitost nekoliko zmanjsa. Tako pri merjenju racunske moci
kot pri prepustnosti omrezij so imeli boljse rezultate vsebniki. Najslabse se
je odrezala navidezna naprava.
Za razumevanje teh razlik v rezultatih je potrebno primerjati nacin izvajanja
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Slika 2.1: Primerjava delovanja virtualizacije s pomocjo nadzornika in vseb-
nikov.
v obeh tehnologijah in razlike med njima. Tako pri vsebnikih kot pri navi-
deznih napravah gre za virtualizacijo, vendar je nacin virtualizacije razlicen.
Virtualizacija navideznih naprav s pomocjo nadzornika je predstavljena v
2.1, glavna razlika med njo in tehnologjo vsebnikov je ta, da navidezna na-
parava za svoje delovanje virtualizira celoten operacijski sistem s pomocjo
nadzornika, ki se ga namesti na poljuben operacijski sistem ali neposredno
na strojno opremo. Vsebnike pa se lahko ustvarja le na operacijskem sis-
temu, ki podpira vec, med seboj locenih uporabniskih imenskih prostorov
(angl. namespace). S pomocjo imenskih prostorov, cgroups in ufs se lahko
ustvari vsebnik. Glavna prednost vsebnikov je, da za svoje delovanje ne po-
trebujejo celotnega operacijskega sistema, saj se vsi vsebniki nahajajo na
istem, gostujocem operacijskem sistemu. Z uporabo tega nacina delovanja
pridobimo veliko prednosti, ki jih ta ponuja. Shema delovanja obeh razlicnih
nacinov virtualizacije je predstavljena na sliki 2.1.
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Te razlike v izvajanju pripeljejo do vprasanja, kateri nacin uporabe virtu-
alizacije je boljsi. Ker je bila ze vpeljava virtualizacije s pomocjo nadzornika
posledica neizkoriscenosti strojne opreme, je pomembno tudi vprasanje, ali
je s pomocjo vsebnikov mozno to se izboljsati. Obstaja veliko raziskav, ki so
preverjale, kaksna je razlika v ucinkovitosti med obema nacinoma virtualiza-
cije.
V clankih [2, 3] so se avtorji osredotocili na splosno primerjavo ucinkovitosti
obeh tehnologij. V [2] izvedejo splosno primerjavo, kjer merijo porabo sistem-
skih virov, kot sta procesorska moc in spomin, pa tudi ucinkovitost shranjeva-
nja podatkov in omreznega pretoka. Za testiranje virtualizacije so uporabili
tehnologijo KVM, za testiranje vsebnikov pa tehnologijo Docker. Rezultati
pokazejo, da se na testih tehnologija KVM kljub njenemu napredku v zadnjih
letih se vedno slabse odreze kot tehnologija vsebnikov. Najvecja razlika se
pojavi pri testiranju ucinkovitosti shranjevanja podatkov na disk, kjer se
KVM odreze skoraj 50 % slabse kot tehnologija Docker. Vendar pa avtorji v
clanku izpostavijo, da ima tehnologija vsebnikov kljub boljsim rezultatom na
testih varnostne pomanjkljivosti, saj vsi vsebniki uporabljajo isti operacijski
sistem in je izolacija procesov slabsa. Kot prednost vsebnikov pa izpostavijo
njihovo preprostost postavitve in pa nizke rezijske stroske (angl. overhead).
Primerjavo rezijskih stroskov virtualizacije in vsebnikov pa raziskujejo v [3].
Prav tako opravijo sklop razlicnih testov na obeh tehnologijah in primerjajo,
koliko casa je bilo porabljenega za rezijske stroske. Ugotovili so, da je teh-
nologija vsebnikov, ki jo v tej raziskavi predstavlja Docker, povprecno bolj
uspesna kot tehnologija virtualizacije in ima manjse rezijske stroske. Po-
trebno pa je omeniti, da je bila uspesnost pri obeh tehnologijah glede na
test zelo spremenljiva in je zato treba pred izbiro tehnologije za opravljanje
dolocene naloge preveriti, katera od njiju ima boljse rezultate pri tej nalogi.
Uporabo navideznih naprav in kasneje tudi vsebnikov je gnala zelja po zmanjs-
evanju stroskov uporabe strojne opreme. Podjetja so zelela strojno opremo
cim bolj izkoristiti. Cim vecja konsolidacija storitev je na podrocju oblacnih
infrastruktur zazeljena, saj s tem ponudniki oblacnih storitev potrebujejo
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manjse stevilo podatkovnih centrov. Avtorji [5] se osredotocijo na razliko
med porabo energije in kvaliteto storitve pri uporabi virtualizacije in vsebni-
kov v oblacnih infrastrukturah. Obe metriki so primerjali z eksperimentom,
ki vkljucuje spletno storitev, do katere dostopajo uporabniki. Kvaliteto stori-
tve primerjajo z uvedbo dolocenega stevila navideznih naprav oziroma vseb-
nikov na streznik in preverjanjem latence zahtevkov. Nato na podlagi teh
rezultatov primerjajo, kaksna je poraba energije glede na kvaliteto storitve.
Za tehnologjo virtualizacije je bil izbran KVM, kot predstavnik vsebnikov
pa Docker. Rezultati pokazejo, da so vsebniki boljsa izbira glede na obe
metriki. Sistem Docker je ob omejitvi latence na 3000 milisekund zmozen
skrbeti za 21 % vec storitev kot KVM. Po prenosu njihovih rezultatov na
nivo podatkovnega centra so avtorji ugotovili, da bi s prenosom vseh teh sto-
ritev z virtualizacije s pomocjo tehnologije KVM na virtualizacijo s pomocjo
vsebnikov lahko prihranili kar 28 % energije.
Tehnologija vsebnikov je torej primerna izbira za virtualizacijo v oblaku,
vendar pa njena uporaba ni omejena le na oblacno infrastrukturo. Avtorji
[20, 21] se osredotocajo na uporabo vsebnikov na podrocju visokozmogljivega
racunalnistva (angl. high performance computing). Tudi na tem podrocju se
uporablja virtualizacija, saj nam ponuja veliko uporabnih lastnosti, kot sta
izolacija in moznost razsiritve. V clanku [20] avtorji preizkusijo sistem Docker
s pomocjo dveh orodij za merjenje uspesnosti visokozmogljivih racunalnikov,
LINPACK in Graph500. Avtorji v raziskavi ne zavrnejo uporabe navideznih
naprav kot platforme za izvajanje visokozmogljivih racunskih operacij, ven-
dar zakljucijo, da so v vecni primerov, zaradi svoje skalabilnosti in manjsih
rezijskih stroskov vsebniki bolj primerni. Ta razlika je se bolj opazna, kadar
izvajamo podatkovno intenzivne aplikacije.
2.2.1 Orkestracija
Z razvojem in izboljsanjem orodij za upravljanje z njimi so postali vsebniki
pomemben del oblacnih storitev. Organizacije so vsebnike zacele uporabljati
tudi za izvajanje dlje casa trajajocih procesov, kar je privedlo do razvoja ar-
12 POGLAVJE 2. PREGLED PODRO CJA
hitekurnega modela, imenovanega mikrostoritve. Mikrostoritve predstavljajo
arhitekturni model, v katerem kljucne funkcionalnosti aplikacije razdelimo na
manjse enote, ki so samostojne, vzdrzljive, med seboj ohlapno povezane in
neodvisne za uporabo. Aplikacije, ki temeljijo na tem arhitekturnem modelu,
pogosto v posameznem grozdu vkljucujejo vec tisoc enot storitev, narejenih
s pomocjo tehnologije vsebnikov. Ti grozdi pa morajo biti ves cas dosegljivi,
se odzivati na spremembe v okolju, biti skalabilni in poskrbeti za kvaliteto
storitev. Ker lahko imamo vecje stevilo grozdov, na katerih se nahaja po-
ljubno stevilo storitev, kompleksnost hitro narasca. Zato potrebujemo sis-
tem, ki bo v poljubnem okolju skrbel za vsebnike. Takemu sistemu recemo
sistem za orkestracijo vsebnikov. Na trgu obstaja veliko razlicnih sistemov za
orkestracijo vsebnikov, kot so Kubernetes, Docker Swarm in Apache Mesos.
Delovanje sistemov za orkestracijo vsebnikov ni tocno doloceno in vsak sistem
vsebuje razlicne funkcionalnosti. Vendar pa so nekatere lastnosti za uspesen
sistem za orkestracijo zelo pomembne, avtor v clanku [22] predstavi sirse po-
drocje sistemov za orkestracijo vsebnikov in zapise nekatere glavne lastnosti,
ki bi jih ti morali imeti. Predstavljene lastnosti se opirajo na metodologjio
The Twelve-Factor App [23], ki opisuje grajenje ene izmed glavnih kategorij
oblacnih storitev, programske opreme kot storitve (angl. software as a ser-
vice). Te lastnosti so naslednje: upravljanje stanja grozdov in razvrscanje,
visoka dosegljivost in odpornost na napake, varnost, skrb za omrezje, odkri-
vanje storitev, neprekinjena dostava in uvedba ter spremljanje in upravljanje.
Uporaba orkestracijske tehnologije pa je na splosno v porastu v oblacnih sto-
ritvah, kot navajajo avtorji [24], je usmeritev na orkestracijo trenutno ena
izmed najvecjih skrbi v oblacni infrastrukturi platforma kot storitev. Ven-
dar pa avtorji izpostavijo, da kar nekaj nujnih lastnostni tehnologije orke-
stracije v praksi se ni dovolj razvitih, kot primer izpostavijo obvladovanje
napak. Razlicne implementacije tehnologije orkestracije ponujajo razlicne
stvari, zato je potrebno pred izbiro orkestratorja raziskati, kaj ta privzeto
ponuja in kako ga je z razlicnimi razsiritvami se mogoce nadgraditi.
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2.3 Navidezna ucna okolja
Navidezna ucna okolja so sistem programske opreme, ki zdruzuje vec razlicnih
orodij, ki se uporabljajo za sistematicno dostavljanje vsebine na spletu in ki
olajsajo izkusnjo ucenja te vsebine [25]. Denicij, ki opisujejo, kaj navidezna
ucna okolja sploh so, je veliko, zato avtorji [26] denicijo predstavijo kot
mnozico lastnosti, ki bi jih moralo tako okolje vsebovati.
1. zasnovan informacijski prostor;
2. druzabni prostor, v katerem potekajo izobrazevalne interakcije in ki
spremeni prostor v kraj;
3. navidezni prostor je izrecno predstavljen. Predstavitev informacij je
lahko v razlicnih oblikah, vse od besedila do 3D navidezne resnicnosti;
4. udelezenci niso samo aktivni, pac pa so tudi akterji. Soustvarjajo na-
videzni prostor;
5. niso omejena le na izobrazevanje na daljavo, obogatijo lahko tudi de-
javnost v ucilnicah;
6. vkljucujejo raznolike tehnologije in uporabljajo vec razlicnih pedagoskih
pristopov;
7. vecina se jih prekriva s zicnimi ucnimi okolji.
Z upostevanjem teh lastnosti lahko tudi preverimo, ali je mozno neko oko-
lje res klasicirati kot navidezno ucno okolje. Avtorji pa tudi opozarjajo,
da uporaba navideznih ucnih okolij v ucne namene ni nujno koristna. Pri
njihovem nacrtovanju je potrebno vkljuciti tudi pedagoske scenarije, ki nam
navidezno okolje spremenijo v navidezno ucno okolje.
Obstaja mnogo razlicnih zvrsti navideznih ucnih okolij, ki ustrezajo tem kri-
terijem, saj so zgoraj denirane lastnosti zelo ohlapne. V nasi raziskavi se
osredotocamo na navidezna ucna okolja, ki se jih uporablja za ucenje razlicnih
tem racunalnistva in informatike. Ali je ucenje s pomocjo takih navideznih
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ucnih okolij lahko bolj efektivno kot uporaba tradicionalnih oblik ucenja, sta
preverjala avtorja v raziskavi [27]. Na skupini ucencev (n = 210 ) sta izvedla
14-tedenski eksperiment, ki je preverjal efektivnost navideznih ucnih okolij
pri zacetnem tecaju racunalnistva. V kontrolni skupini so ucenci uporabljali
tradicionalne nacine ucenja, ki so vkljucevali demonstracije razlicnih funk-
cij programske opreme, uporabljanje projekcij in dodeljevanje tradicionalnih
domacih nalog, v eksperiementalni skupini pa so ucenci uporabljali navidezno
ucno okolje, preko katerega so se ucili enake snovi. Po resenem standardi-
ziranem testu in statisticni obdelavi odgovorov na vprasalnike sta avtorja
ugotovila, da je imela eksperimentalna skupina boljse rezutate na vseh po-
drocjih. Ucni uspeh, ocenjena samoucinkovitost, zadovoljstvo in razmere v
ucnem okolju so bile boljse pri teh ucencih.
Z razvojem navideznih ucnih okolij, e-izobrazevanja in tudi tehnologije so
vaje, ki jih lahko izvajamo, postale vse bolj racunsko zahtevne. Ta racunska
zahtevnost in vse vecja potreba po dostopnosti ucnih okolij sta pripeljali
e-ucenje do novega mejnika, navideznih ucnih okolij v oblaku. S pomocjo
oblacne infrastrukture je mozno se izboljsati uporabnisko izkusnjo [28]. S
prenosom v oblak pridobimo veliko prednosti, glavna od njih pa je zmanjsanje
stroskov, tako pri nakupu strojne opreme kot pri vzdrzevanju. S tem lahko
nase okolje postane dostopno tudi v okoljih, kjer si nakupa lastne strojne
opreme in njenega vzdrzevanja na lokaciji ne morejo privosciti.
S prehodom na oblacno infrastrukturo se nam pojavijo novi izzivi, glavni
izmed njih je dolocitev arhitekture, ki jo bo imelo navidezno ucno okolje v
oblaku. Dolocitev vrste oblacne infrastrukture in uporabljenih tehnologij je
prepuscena posamezniku. Niso pa vse izbire primerne za vse primere, saj
imajo razlicna navidezna ucna okolja razlicne vrste uporabnosti. Avtorji [29]
raziskujejo, kako izbrati najprimernejso infrastrukturo in tehnologijo glede
na nacin uporabe navideznega ucnega okolja. To storijo na primeru navi-
deznega ucnega okolja, ki je primerno za izvajanje analiz podatkov. Glede
na razlicne metrike predstavijo prednosti in slabosti razlicnih konguracij
oblaka, nato pa sestavijo diagram poteka, ki vodi do optimalne zasnove navi-
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deznega ucnega okolja. V diagramu poteka je zastavljenih vec vprasanj, kot
recimo "Ali so pricakovane delovne obremenitve majhne?" ter "Ali je mozno
predvideti stevilo uporabnikov in uporabe okolja?", s pomocjo katerih se lahko
izve vec o dobri zasnovi navideznega ucnega okolja.
Na izobrazevalnem podrocju so navidezne naprave ze pogosto uporabljene
v okviru navideznih ucnih okolij kot nacin poucevanja. Z njihovo pomocjo
lahko ucenje naredimo bolj interaktivno, saj omogoca ponuja priloznost, da
sami preizkusijo naucene koncepte. Vendar pa to prinese veliko izzivov upra-
vljanju z omejenimi sistemskimi viri. Zato avtorji [30, 31] preiskujejo pri-
mernost vsebnikov za uporabo v izobrazevalne namene. Glavni prednosti
vsebnikov, ki ju izpostavijo. sta njihova preprostost vpeljave in manjsa po-
raba sistemskih virov, v primerjavi z navideznimi napravami. Vseeno pa
poudarijo, da imajo navidezne naprave tudi svoje prednosti in da je soupo-
raba vsebnikov in navideznih naprav pogosto smiselna. Vsebnike izpostavijo
kot primernejse za uporabo s strani bolj izkusenih uporabnikov, saj ponujajo
slabse resitve za uporabo gracnega vmesnika. Vecina interakcije z vsebniki
poteka preko ukazne vrstice, kar pa zahteva tudi poznavanje posebnih ukazov
za doloceno tehnologijo vsebnikov.
Ceprav so navidezna ucna okolja za ucenje razlicnih racunalniskih vsebin upo-
rabno orodje, pa vecina resitev ni odprtokodnih, pac pa so pacljive in na voljo
s strani proizvajalcev. Prispevek k temu naredijo avtorji [32], ki s pomocjo
odprtokodne resitve OpenStack [33] implementirajo navidezno ucno okolje
v oblaku. OpenStack je platforma za racunalnistvo v oblaku, ki omogoca
nadzor nad oblacno infrastrukturo in njenimi viri. Avtorji uporabijo orodje
za upravljanje z navideznimi napravami in vsakemu ucencu po potrebi preko
razlicnih programskih vmesnikov ustvarijo svojo navidezno napravo, v kateri
lahko potem izvaja zastavljeno vajo. S tem so uspeli izboljsati zadovoljstvo
udelezencev na predavanjih. Izpostavita pa, da kljub vsem prednostim, ki jih
virtualizacija ponuja, pa za moznost uporabe navideznega ucnega okolja, ki
temelji na navideznih napravah, potrebujemo vec zelo zmogljivih streznikov.
To potrebujemo, da lahko podpremo vecje stevilo uporabnikov.
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To predstavlja temeljno tezavo uporabe navideznih naprav kot osnove za
ustvarjanje uporabniskih okolij, saj je kljub vsem prednostim, ki jih njihova
uporaba prinese, kolicina sistemskih virov, ki jih za izvajanje potrebujejo, se
vedno previsoka za nekatere sisteme. V nasem delu naslovimo to tezavo in
jo poskusamo resiti s pomocjo tehnologije vsebnikov.
2.4 Sorodne resitve
Navidezna ucna okolja so zaradi razllicnih nacinov uporabe lahko zelo razno-
lika, pri opisu sorodnih resitev se bomo zato osredotocili na taka, ki so po upo-
rabi podobna nasemu in se uporabljajo za ucenje na podrocju racunalnistva
in informatike. Teh okolij je veliko, vendar pa velika vecina ni odprtokodnih
in prostih za uporabo. Pri vecini takih okolij je za uporabo potrebno kupiti
licenco ali pa placati glede na uporabo. Opisali bomo stiri resitve, prve tri so
primeri oblacnih navideznih ucnih okolij in so po uporabnosti zelo podobna
nasemu, cetrti pa je simulator, ki se ga namesti na napravo uporabnika.
2.4.1 Katacoda
Katacoda je primer oblacnega navideznega ucnega okolja, do katerega se do-
stopa preko poljubnega brskalnika. Ponuja sirok nabor ucnih scenarijev, od
ucenja racunalniskih omrezij do ucenja posameznih programskih jezikov. Ob
izbiri scenarija se uporabniku odpre njegovo lastno okolje, ki je ze vzposta-
vljeno in vsebuje vse, kar uporabnik za izvajanje potrebuje. Uporabniku
je okolje na voljo 1 uro ali do osvezitve brskalnika. Ponujajo tudi moznost
ustvarjanja svojega scenarija, s cimer zelijo ustvariti povezanost v skupnosti.
Ponujajo tudi moznost vgrajevanja njihove storitve na druge spletne strani
s pomocjo njihove JavaScript knjiznice, s cimer omogocajo uporabo navide-
znega ucnega okolja tudi izven njihove strani.
Ceprav okolje ni odprtokodno in njegove arhitekture ne moremo dolociti,
pa po pregledu ugotovimo, da za ustvarjanje uporabniskih navideznih okolij
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uporabljajo navidezne naprave. Navidezne naprave, do katerih uporabnik
dostopa, so ustvarjene s pomocjo tehnologije KVM, operacijski sistem pa je
odvisen od vrste scenarija. Uporabniki do svojih okolij dostopajo s pomocjo
JavaScript knjiznice xterm.js, ki simulira terminal v brskalniku [34].
2.4.2 Instruqt
Instruqt je prav tako navidezno ucno okolje, do katerega dostopamo v brskal-
niku in uporablja oblacno infrastrukturo. Deluje na skoraj identicen nacin
kot Katacoda, uporabnik lahko izbira med razlicnimi tecaji, prav tako pa
lahko ustvari tudi svojega. Ponujajo kar nekaj zastonjskih tecajev, vendar
pa celotna infrastruktura za uporabo ni brezplacna. O sami sestavi navide-
znega okolja, ker projekt ni odprtokoden, ne moremo z zagotovostjo trditi,
vendar pa se vsakemu uporabniku ob zacetku tecaja ustvari navidezna na-
prava, do katere se potem poveze in ga v njej opravlja. Navidezna naprava
temelji na tehnologiji virtualizacije KVM. V primerjavi z aplikacijo Katacoda
ponuja manj tecajev, prav tako je odzivnost slabsa, pri vzpostavitvi povezave
do naprave povprecno traja 1 minuto, da se povezava popolnoma vzpostavi,
medtem ko je to pri sistemu Katacoda opravljeno nemudoma. Glede na to,
da vzpostavitev navidezne naprave ni takojsnja, lahko predvidevamo, da v
sistemu Katacoda navidezne naprave vzpostavijo ze vnaprej in se uporabnik
do nje poveze le, ko zacne opravljati neko vajo, instruqt pa z vzpostavitvijo
navidezne naprave zacne sele ob zacetku vaje [35].
2.4.3 StackLabs
StackLabs je ucno programsko okolje, ki je bilo ustvarjeno na Fakulteti za
racunalnistvo in informatiko in ponuja storitev ustvarjanja in skupne upo-
rabe navideznih okolij. Okolja, ki jih ponuja in ki si jih uporabnik lahko
oblikuje sam, se osredotocajo predvsem na ucenje principov racunalniskih
omrezij. Uporabniski vmesnik nam omogoca kreiranje omrezja, ki se ga nato
ustvari s klikom na gumb. Naprave, ki jih uporabnik v omrezju uporabi,
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se nato v oblaku vzpostavijo v obliki navideznih naprav. Za upravljanje
z navideznimi napravami in povezavami med njimi uporablja programsko
opremo OpenStack. Ker ustvarjena omrezja lahko vsebujejo vec naprav, se
v sklopu programske opreme OpenStack uporablja orkestracija navideznih
naprav. Orkestracija se izvaja s pomocjo modula Heat, ki ponuja motor za
orkestracijo navideznih naprav glede na tekstovne predloge. Predloga Heat
opise potrebno infrastrukturo za uvedbo oblacne aplikacije, vsebuje pa lahko
razlicne elemente, kot so strezniki, omrezja, vrata itd. OpenStack podpira
tudi vec nadzornikov navideznih naprav, StackLabs uporablja tehnologijo vir-
tualizacije KVM.
Ker so lahko ustvarjena uporabniska omrezja zelo obsirna, se pojavi problem
pri uporabi navideznih naprav. Vsaka naprava omrezja je predstavljena s
pomocjo navidezne naprave, ki za svoje delovanje porabi veliko sistemskih
virov. Pri vecjem stevilu uporabnikov ta stevilka lahko hitro naraste in sis-
tem se upocasni. Ker je OpenStack namenjen uporabi oblacne infrastruk-
ture, je torej ta preprosto razsirljiva, kar pa lahko privede do vecjih stroskov
vzdrzevanja. Sistem ustvarjen v okviru magistrskega dela je po ponujenih
ucnih funkcionalnostih podoben okolju StackLabs. Okolja med seboj primer-
jamo v poglavju 5.2, kjer pokazemo pohitritve, ki jih uporaba vsebnikov v
takem ucnem programskem okolju lahko prinese.
2.4.4 GNS3
Ker bo nase navidezno okolje nudilo ucenje konceptov racunalniskih omrezij,
predstavimo se eno orodje, ki je za ta namen specializirano. GNS3 je pro-
stodostopno orodje, s katerim lahko gradimo razlicne omrezne topologije in
nad njimi izvajamo razlicne akcije. To orodje deluje drugace od prejsnjih
dveh, saj spada v skupino simulatorjev. Glavna razlika, ki jo imajo taka
orodja v primerjavi z navideznimi napravami, je ta, da posnemajo delovanje
strojne opreme naprave in ne uporabljajo dejanskih operacijskih sistemov.
Prav tako pa lahko simulirajo lastnosti in funkcionalnosti naprav. Sestoji iz
dveh komponent - iz gracnega vmesnika, preko katerega se upravlja sistem,
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Slika 2.2: Uporaba navideznega ucnega sistema v sklopu spletne aplikacije
Katacoda.
in streznika s pripadajoco programsko opremo za upravljanje z omreznimi
napravami. Ta streznik pa je za lazjo uporabo po navadi namescen na na-
videzni napravi. Njegova uporabnost je predvsem v gradnji in preizkusanju
omrezij pred dejansko uvedbo [36].
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Slika 2.3: Prikaz nadzorne plosce ucnega programskega okolja StackLabs.
Slika 2.4: Grajenje omrezja s pomocjo programa GNS3 [37].
Poglavje 3
Uporabljene tehnologije in
orodja
3.1 Docker
Docker je sistem, ki omogoca upravljanje z vsebniki, in uporablja virtuali-
zacijo na nivoju operacijskega sistema. V skladu z denicijo vsebnikov so
tudi vsebniki Docker izolirane enote, ki vsebujejo vso potrebno programsko
opremo, knjiznice in konguracijske datoteke. Programska oprema, ki gosti
vse vsebnike in z njimi upravlja, se imenuje motor Docker (angl. Docker En-
gine). Docker je bil prvic predstavljen leta 2013, takrat je za svoje izvajanje
uporabljal se tehnologijo LXC, kasneje pa so spremenili izvajalno okolje in
ustvarili svojega.
V nasem sistemu navideznih ucnih okolij smo kot tehnologijo vsebnikov iz-
brali Docker, ker je od vseh tehnologij vsebnikov najbolj razsirjen in je postal
ze de facto standard na podrocju vsebnikov [38]. Prav tako ima Docker tudi
najvecjo knjiznico s slikami vsebnikov Docker Hub, ki vsebuje tudi ze neka-
tere, ki jih v nasem sistemu potrebujemo.
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3.1.1 Docker Compose
Compose je orodje, s katerim deniramo in zaganjamo Docker aplikacije, ki
vsebujejo vecje stevilo vsebnikov. To naredimo tako, da deniramo kongu-
racijsko datoteko in jo zazenemo. V tej konguracijski datoteki deniramo
storitve, ki jih mora Compose zagnati v sistemu Docker, ter kako naj se med
seboj povezujejo in kaksne lastnosti naj imajo. Ko imamo konguracijsko
datoteko v celoti denirano, jo zazenemo z enim ukazom in Compose poskrbi
za njeno izvedbo.
Za zaganjanje vsebnikov v nasem sistemu smo uporabili orodje Compose, ki
pa se v svojem izvajanju zelo razlikuje glede na verzijo. Verzija je denirana
kot prva vrstica v konguracjski datoteki in je sestavljena iz dveh stevilk, ki
predstavljata vecjo in manjso verzijo. Za nas sistem je se posebej pomembna
stevilka, ki predstavlja vecjo verzijo. Najnovejsa verzija orodja Compose je
3, za delovanje nasega sistema pa je potrebno uporabiti verzijo 2. Razlika
med verzijama ni samo v razlicni sintaksi konguracijskih datotek, temvec
v celotnem nacinu izvajanja. Docker je ob izdaji verzije 1.12 v svoj sistem
vkljucil nacin izvajanja Swarm [39], ki poleg samega ustvarjanja vsebnikov
vkljucuje se ogromno orodij za njihovo orkestracijo. Swarm je ob tej izdaji
in s konguracijskimi datotekami Compose verzije 3 postal privzet nacin iz-
vajanja. Temu se je prilagodila tudi konguracijska datoteka. Swarm sicer
vsebuje veliko stvari, ki jih nas sistem ne potrebuje, ker pa je v osnovi orodje
za orkestracijo vsebnikov, mu manjka nekaj stvari, ki jih nas sistem nujno
potrebuje. V nasi spletni aplikaciji dopuscamo dolocanje staticnih naslovov
IP napravam, cesar pa Swarm nacin izvajanja ne dopusca. Zato v nasem
sistemu uporabljamo datoteke Compose verzije 2.
3.2 Kubernetes
Izbrani sistem za orkestracijo v nasem okolju je Kubernetes, saj omogoca
vse, kar potrebujemo, in je trenutno najpogostejsa izbira pri uvajanju apli-
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kacij s pomocjo vsebnikov na oblacne sisteme. Sistem je bil s strani podjetja
Google prvic javno predstavljen leta 2014. Vendar pa so na njegov razvoj
mocno vplivale raziskave podjetja Google, ki je vsebnike uporabljalo ze vec
kot 5 let pred izdajo sistema Docker. Razvijalci so ze takrat zaceli izdelovati
sistem, ki bi lahko upravljal z vsebniki [40]. Ustvarili so sistem Borg, ki je
kasneje vplival na veliko konceptov sistema Kubernetes, ki se uporabljajo se
danes.
Kubernetes je orodje za orkestracijo, ki omogoca upravljanje z vsebniki na
vec grozdih. Omogoca podporo vec razlicnim vrstam vsebnikov, vendar pa
so najpogosteje uporabljeni ravno vsebniki Docker, ki jih uporabljamo tudi
v nasem sistemu [41]. Vsebniki so v sistemu Kubernetes predstavljeni kot
integralni del Kubernetes objekta, imenovanega strok (angl. Pod). Strok
je osnovna enota izvajanja v sistemu Kubernetes, je najmanjsi in najpre-
prostejsi objekt, ki se ga lahko ustvari ali razporedi. Predstavlja proces, ki
tece v gruci. Strok enkapsulira enega ali vec vsebnikov, vire za shranjeva-
nje podatkov in razlicne nastavitve, ki nam povedo, kako naj se vsebnik v
stroku obnasa. Pri uporabi sistema Kubernetes se nikoli ne operira direktno
z vsebniki, pac pa se uporablja njegove objekte programskega vmesnika, s ka-
terimi se opise, kaksno je zeljeno stanje sistema. Zeleno stanja se ureja preko
programskega vmesnika sistema Kubernetes, v katerega se posilje ustvarjene
objekte. Pogosto se to pocne preko terminala s pomocjo orodja kubectl. Ko
se enkrat nastavi zeleno stanje sistema, je kontrolna ravnina sistema Kuber-
netes odgovorna za ujemanje med deniranim stanjem in trenutnim stanjem
sistema [42]. Za dosego tega cilja ves cas preverja, ali je v sistemu na voljo
dovolj virov, ali ti viri opravljajo svojo nalogo in ali je potrebno kak strok
uniciti ali ga ponovno zagnati.
Vendar pa je Kubernetes zaradi svoje modularne sestave zelo lahko nad-
gradljiv. V nasem sistemu ga uporabimo tudi za upravljanje z navideznimi
napravami. To lahko dosezemo na dva nacina:
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1. Izvajalni vmesnik vsebnikov
Izvajalni vmesnik je programska oprema, ki se nahaja na najnizjih
plasteh vozlisca v sistemu Kubernetes in je med drugim zadolzena za
zagon in ustavitev vsebnikov [43]. S tem Kubernetes omogoca orkestra-
cijo razlicnih vrst vsebnikov. Najbolj znan izvajalni vmesnik je Docker.
Kubernetes upravlja z izvajalnimi vmesniki preko programskega vme-
snika objekta strok, ki ima vedno enake akcije, kateri izvajalni vmesnik
pa se za izvedbo teh akcij uporablja, pa Kubernetes ne ve in za njegovo
delovanje niti ni vazno. Z ustvarjenim novim izvajalnikom vmesnikov
lahko omogocimo, da preko Kubernetesa upravljamo z navideznimi na-
pravami preko strokov, v katerih se namesto vsebnika nahaja navidezna
naprava. S tem sistema Kubernetes sploh ne spreminjamo, spremi-
njamo le nacin izvajanja v samih strokih. To nam omogoca, da lahko
uporabimo vse njegove programske vmesnike objektov in akcije, kot so
Deployments, ReplicaSet in DaemonSet. Najbolj znan tak sistem je
Virtlet [44].
2. Deniranje lastnih virov po meri
Kubernetes vir je koncna tocka programskega vmesnika sistema Kuber-
netes, ki shranjuje zbirke razlicnih objektov programskega vmesnika.
Privzeto obstaja v sistemu vec virov, ki skrbijo za objekte, kot je na pri-
mer vir stroki, ki vsebuje zbirko strokov. Ponuja pa nam tudi moznost,
da njegov programski vmesnik razsirimo z deniranjem lastnih virov,
ki jih privzeto v sistemu ni. Z lastnimi viri lahko nato preko krmnilnika
programskega vmesnika, ki se nahaja v nadzorni ravnini sistema, upra-
vljamo enako kot z vsemi ostalimi objekti, ki jih sistem ze vsebuje. S
pomocjo teh virov lahko omogocimo, da Kubernetes upravlja z nasimi
navideznimi napravami. Vendar pa samo deniranje lastnega vira ni
dovolj, da bi lahko sistem upravljali s tem novim, nepoznanim virom,
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potrebno je dodati se logiko, ki z njim upravlja. Najbolj razsirjena teh-
nologija za upravljanje z navideznimi napravami je KubeVirt [45], ki ga
podpirajo tudi razvijalci sistema Kubernetes. KubeVirt nam omogoca
deniranje razlicnih navideznih naprav, njihovo razporejanje v gruce,
njihov zagon ter njihovo ustavitev.
Oba nacina nam ponujata upravljanje z navideznimi napravami v okviru
sistema Kubernetes, vendar ima vsak svoje prednosti in slabosti. Najvecja
prednost zamenjave le izvajalnega vmesnika vsebnikov je ta, da celoten nacin
uporabe Kubernetesa ostane enak, saj sistem obravnava navidezno napravo
kot strok in uporablja programski vmesnik tega vira. To pomeni, da za upo-
rabo navideznih naprav v sistemu ni potrebno uvajati novih Kubernetes virov
in jih lahko upravljamo preko ukazov, ki so defnirani za vir strok. Ceprav
to prihrani razvoj lastnih virov, pa je ravno to tudi slabost tega nacina, saj
smo omejeni na to, kar nam Kubernetes ze ponuja.
Vpeljava lastnih virov zahteva razvoj logike za upravljanje z novim virom.
Glede na zgradbo sistema Kubernetes je potrebno narediti dodatek za kr-
mnilnik programskega vmesnika, ki upravlja s tem virom, in nato se dele
sistema, ki so odgovorni za uvajanje in izvajanje tega vira. Kljub vsej tej do-
datni logiki, ki upravlja s tem virom, pa je ravno to tudi ena izmed najvecjih
prednosti, saj se vzpostavi preko tega celoten nadzor nad tem virom in se ga
po potrebi lahko spreminja. Ravno zaradi te nadgradljivosti in boljse pod-
pore skupnosti smo se odlocili, da v nasem sistemu navideznega ucnega okolja
uporabimo tehnologijo KubeVirt, ki temelji na deniranju lastnih virov.
3.2.1 KubeVirt
KubeVirt je dodatek za Kubernetes, ki nam ponuja moznost upravljanja z
navideznimi napravami. Tehnologija razsirja sistem Kubernetes z dodanimi
viri preko programskega vmesnika sistema Kubernetes in hkrati priskrbi vse
logicne dele, ki so potrebni za njegovo upravljanje. Ta programska logika
ni dodana direktno na Kubernetes, pac pa na gruco, v kateri bomo svoje
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navidezne naprave zaganjali. Glavna vira, ki nam ju za upravljanje z navi-
deznimi napravami priskrbi KubeVirt, sta VirtualMachine in VirtualMachi-
neInstance.
VirtualMachine nam nudi dodatne zmogljivosti za upravljanje VirtualMa-
chineInstance znotraj grozda [46], in sicer:
 zmoznost zaganjanja in ustavitve na nivoju krmilnika;
 spremembo konguracije in njeno samodejno uporabo ob ustvarjanju
nove navidezne naprave;
 preverjanje stanja vira VirtualMachine.
3.2.2 Minikube
Celoten sistem Kubernetes je precej kompleksen, moznosti njegove uporabe
variirajo od preproste lokalne namestitve do najvecjih produkcijskih siste-
mov. Ker je njegov razpon uporabe tako sirok, je tudi njegova namestitev
vse prej kot preprosta. Ravno zaradi tega so razvijalci Kubernetesa raz-
vili Minikube. Minikube je resitev, ki olajsa delo s sistemom Kubernetes
in zmanjsa cas, ki ga razvijalci porabijo za vzpostavitev lokalnega okolja.
Implementira lokalno Kubernetes gruco z enim vozliscem. Vso to okolje pa
privzeto zavije v navidezno napravo, do katere lahko dostopamo in jo prepro-
sto upravljamo. Ima tudi moznost izbire razlicnih gonilnikov, preko katerih
lahko Minikube zazenemo. Ce zelimo, da sistem zazenemo v svoji navidezni
napravi, lahko izbiramo med sestimi gonilniki [47], najveckrat uporabljena
od teh sta virtualbox, VirtualBox driver, in kvm2, Linux KVM driver. Sistem
pa lahko zazenemo tudi na lokalnem Linux strezniku z driverjem none, ki za
svoje delovanje uporabi streznikove knjiznice in namesceni Docker gostitelj.
Sistem Minikube zaradi nekaterih pomanjkljivosti, med katerimi je najvecja
omejeno stevilo vozlisc, ni primeren za uporabo v produkcijskem okolju, ven-
dar bo v nasem sistemu za primer dokazljivosti zadostoval.
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3.3 JavaScript
Vecina programske logike za upravljanje s sistemom je ustvarjene s pomocjo
skriptnega jezika JavaScript.
3.3.1 Node.js
Node.js [48] je odprtokodno izvajalno okolje jezika JavaScript, ki nam omogo-
ca njegovo izvajanje izven brskalnikov. Omogoca nam, da uporabimo isti pro-
gramski jezik znotraj brskalnikov in v zalednih sistemih. To nam omogoca z
motorjem Google V8 JavaScript in s pomocjo razlicnih modulov, ki skrbijo
za glavne funkcionalnosti, kot so skrb za omrezje, prenos podatkov, kripto-
grafske funkcije itd.
Node.js aplikacija tece v enem procesu in ne ustvari nove niti za vsak zah-
tevek. Node.js prav tako poskrbi, da splosno izvajane operacije ne bloki-
rajo izvajalne zanke, pac pa deluje na pirncipu opazovalca, kjer mora vsaka
vhodno-izhodna operacija delovati po principu metode povratnih klicev.
Za urejanje programskih knjiznic so razvijalci Node.js razvili tudi upravitelja
programskih paketov, npm [49]. Npm je najobseznejsa knjiznica programske
opreme na svetu in vsebuje preko milijon programskih paketov. S pomocjo
orodja pa lahko tudi upravljamo s programskimi paketi in jih namescamo
na najrazlicnejse sisteme. V datoteki package.json deniramo vse odvisnosti
nasega projekta, npm pa jih potem namesti na nas sistem in na sistem dru-
gih razvijalcev na nekem projektu. Omogoca pa tudi izbiro razlicnih verzij
paketov, kar se poveca stabilnost sistema.
V nasem sistemu smo Node.js uporabili za ravoj programskega vmesnika, ki
deluje preko protokolov HTTP in WebSocket.
3.3.2 xterm.js in D3.js
Tudi pri oblikovanju uporabniskega vmesnika spletne aplikacije in njene in-
teraktivnosti smo uporabili razlicne knjiznice JavaScript.
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D3.js je JavaScript knjiznica, ki se uporablja za manipuliranje dokumentov
glede na podatke. S pomocjo te knjiznice lahko v brskalniku omogocimo inte-
raktivnost, in sicer s komponento za vizualizacijo in upravljanje z objektnim
modelom dokumenta (angl. document object model). Na objektni model do-
kumenta lahko vezemo poljubne podatke in potem uporabimo na teh elemen-
tih uporabimo poljubne algoritme za preoblikovanje. S tem lahko povecamo
interaktivnost spletnega vmesnika.
V nasi spletni aplikaciji smo to knjiznico uporabili pri oblikovanju predsta-
vitvene plosce. Ob kliku na element se ta s pomocjo animacije prikaze na
zaslonu. Ob vezavi na drug element se ta dva elementa na predstavitveni
plosci animirano pomakneta blizje in s tem izboljsata preglednost.
Xterm.js je programska knjiznica, napisana v programskem jeziku JavaScript
s pomocjo sintakticnega modula TypeScript. S pomocjo te knjiznice lahko
uporabniku ponudimo predstavitev terminala operacijskega sistema Linux
v spletni aplikaciji. Je zelo priljubljena resitev in uporablja jo zelo veliko
razsirjenih resitev, kot sta Microsoft Visual Studio Code in Azure Data Stu-
dio. Uporablja pa ga tudi ena izmed aplikacij, opisanih v poglavju 2.4.1, Ka-
tacoda. Programska knjiznica le poskrbi za prikaz podatkov in ne upravlja z
nacinom pridobitve podatkov. Prav tako ta knjiznica ni narejena izkljucno
za prikazovanje podatkov iz lupine bash, ampak so podatki lahko poljubni.
Vkljucuje pa tudi moznost dodajanja dodatkov za razlicne jezike, s katerimi
se lahko omogoci poudarke sintakse.
Nadzor vecine omreznih naprav in sistemov se vrsi preko nekaksnega termi-
nala, zato je za uporabnisko izkusnjo zelo pomembno, da uporabnika cim
bolj priblizamo realnemu scenariju. Ko uporabnik ustvari naprave v svojem
navideznem ucnem okolju, se lahko preko simuliranega terminala poveze do
svojih naprav preko protokola WebSocket. Predstavitev terminala pa daje
uporabniku obcutek, da je do svojega okolja povezan direktno.
Poglavje 4
Navidezno ucno okolje
Zadan cilj magistrske naloge je bil dokaz izvedljivosti ucinkovitega navide-
znega ucnega okolja s pomocjo tehnologije vsebnikov. Zadano smo zeleli
ustvariti z namenom olajsanja ucnih procesov. Ker se nivo znanja med po-
sameznimi uporabniki razlikuje, je bilo nase glavno vodilo pri zasnovi na-
videznega ucnega okolja preprostost uporabe in kongurabilnost okolja. V
primerjavi z vec drugimi izvedbami navideznih ucnih okolij, ki od uporab-
nika zahtevajo izvedbo kar nekaj tehnicno zahtevnejsih korakov pred samo
uporabo, nas sistem za namestitev od uporabnika ne zahteva nikakrsnega
prehodnega znanja.
4.1 Tehnicne zahteve
Nas predlagani sistem navideznega ucnega okolja vkljucuje nekaj tehnicnih
zahtev, ki jim zelimo zadostiti:
 izdelava spletne aplikacije za upravljanje ucenja, ki temelji na najno-
vejsih tehnologijah in vsebuje prilagodljiv uporabniski vmesnik;
 vkljucitev razlicnih ucnih okolij v nas sistem, ki temeljijo na oblacni
infrastrukturi in so skalabilna ter kongurabilna;
 izdelava sistema, ki bo preko spletne aplikacije in navideznega ucnega
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okolja ponujal moznost usposabljanja na podrocju racunalnistva, s po-
sebnim poudarkom na povezovanju omreznih komponent in strezniski
administraciji;
 loceno okolje z zamejenim vplivom za vsakega uporabnika;
 izdelava podpornih sistemov za predavatelje pri izvajanju vaj;
 loceno okolje za uporabnika in predavatelja.
4.2 Tehnicni opis
Zaradi preprostosti uporabe smo se odlocili, da uporabnik za interakcije z
navideznim ucnim okoljem uporablja gracni uporabniski vmesnik. Nase
okolje smo zeleli priblizati cim vecim uporabnikom, zato smo se odlocili za
izdelavo spletne aplikacije, do katere lahko uporabnik dostopa preko brskal-
nika. S tem smo dosegli, da do okolja lahko dostopa katerakoli naprava z
nalozenim brskalnikom. Ker se uporabnikove akcije shranjujejo v zalednem
sistemu, lahko do svojih podatkov dostopa z razlicnih naprav. Uporabniski
vmesnik spletne aplikacije je izdelan z oznacevalnim jezikom za izdelavo sple-
tnih strani HTML ter skriptnim jezikom JavaScript. Povezuje se z zalednim
sistemom, ki deluje kot programski vmesnik (angl. API ). Povezava med upo-
rabniskim vmesnikom in zalednim sistemom poteka preko protokolov HTTP
in WebSocket. Vsi zahtevki so naslovljeni na tocno dolocen naslov na REST-
ful programskem vmesniku. Spletni streznik je bil implementiran s pomocjo
tehnologije Node.js, ki za svoje delovanje prav tako uporablja JavaScript. Ce-
loten sistem za upravljanje z razlicnim programskimi paketi uporablja orodje
za upravljanje s paketi NPM. Skupaj s tehnologijo Git, ki skrbi za upravlja-
nje s programsko kodo, je celoten sistem popolnoma prenosljiv.
Navidezno ucno okolje zdruzuje tehnologije Kubernetes, Kubevirt, Docker in
navidezne naprave. Za njihovo delovanje je potrebno, da je zaledni sistem,
ki upravlja z ustvarjanjem uporabniskih okolij, namescen na eni izmed dis-
tribucij operacijskega sistema Linux. Sistem je bil zaenkrat preizkusen le na
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operacijskem sistemu Ubuntu 18.04 LTS.
4.3 Spletna aplikacija
Spletna aplikacija predstavlja uporabniski vmesnik, preko katerega lahko
uporabnik upravlja s svojim navideznim okoljem. Ob vstopu v spletno apli-
kacijo si uporabnik ustvari svoj uporabniski racun, se avtenticira in izbere
zelene nastavitve. Tako uporabnik dobi poln dostop do aplikacije in njenih
zmoznosti.
Pri nacrtovanju izgleda nase spletne aplikacije smo upostevali principe od-
zivnega oblikovanja [50], katerih glavni princip je prilagajanje prikaza upo-
rabniskega vmesnika glede na velikost zaslona uporabnikove naprave. Kljub
temu, da smo uporabniski vmesnik prilagodili uporabi na vseh napravah, je
do navideznega ucnega okolja priporocljivo dostopati z namiznega racunalnika,
saj nasa aplikacija zahteva veliko komunikacije z vhodno-izhodnimi napra-
vami, kar pa na mobilnih napravah predstavlja oviro.
Spletna aplikacija je narejena s pomocjo skriptnega jezika JavaScript, ki
skrbi za vso uporabnisko logiko. Predstavitveni del pa je narejen s pomocjo
oznacevalnega jezika HTML in kaskadnimi stilskimi predlogami CSS. Zaradi
izboljsane uporabniske izkusnje smo se odlocili, da uporabimo tudi nekaj
zunanjih JavaScript knjiznic. Predstavitvena plosca, na kateri uporabnik
nacrtuje svoje navidezno okolje, je izvedena s pomocjo odprtokodne knjiznice
D3.js. Z njeno pomocjo naredimo predstavitveno plosco interaktivno, saj ima
uporabnik moznost spreminjanja polozaja vsakega elementa na njej. Hkrati
pa se s spremembo polozaja enega elementa prilagodijo tudi polozaji dru-
gih elementov, s cimer dosezemo, da uporabnik lahko poljubno organizira
gradnike, kar naredi nacrtovanje bolj pregledno. Uporabnik privzeto svoje
ucno okolje nacrtuje s pomocjo gracnih gradnikov, podatki o teh gradnikih
in povezavah med njimi se v spremenljivkah shranjujejo v JSON obliki. Te
spremenljivke se potem lahko shranijo v lokalno shrambo brskalnika ali pa na
streznik. S tem dosezemo, da uporabnik svoje nacrtovanje lahko nadaljuje,
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tudi ce med nacrtovanjem stran zapusti. Ko uporabnik gradnjo konca, se
JSON predstavitev podatkov s pomocjo knjiznice js-yaml pretvori v YAML
predstavitev. Ta je potem poslana na streznik, kjer se shrani in nato uporabi
za vzpostavitev navideznega ucnega okolja.
Po uspesni vzpostavitvi uporabnikovega ucnega okolja moramo uporab-
niku omogociti dostop do njega. Za upravljanje omreznih naprav, se posebno
takih, ki nimajo namescenih knjiznic gracnega vmesnika, se pogosto upo-
rablja terminal. Uporabnik preko poljubnega protokola prenasa podatke do
oddaljenega sistema, kjer se ti potem preberejo in izvedejo. Za boljso upo-
rabnisko izkusnjo smo se odlocili, da s pomocjo knjiznice xterm.js simuliramo
terminal, kakrsen se nahaja na sistemu Ubuntu Linux. Xterm.js je knjiznica,
ki nam ponuja le gracno predstavitev terminala, sama po sebi pa ne skrbi
za povezavo s kakrsnimkoli virom podatkov. Povezava med spletno aplikacijo
in ustvarjenim uporabnikovim navideznim ucnim okoljem ne poteka neposre-
dno, ampak kot posrednik pri tem procesu sodeluje zaledni streznik. Streznik
deluje kot programski vmesnik za spletno aplikacijo in pa WebSocket streznik
za povezavo do navideznega ucnega okolja.
Za vzpostavitev zalednega sistema smo uporabili odprtokodno resitev
Node.js, ki omogoca izvajanje JavaScript skript tudi izven okolja brskalnika,
s cimer nam omogoca pisanje tudi zalednih sistemov. Zaledni sistem je v
svoji osnovi sestavljen iz dveh locenih sistemov, HTTP streznika in WebSoc-
ket streznika. Glavna razlika med protokoloma HTTP in WebSocket je nacin
povezave med streznikom in odjemalcem. Z uporabo protokola HTTP poslje
odjemalec zahtevo strezniku, ta jo izvede ter vrne potrebne podatke uporab-
niku. Povezava med njima je nato prekinjena, ce zeli uporabnik ponovno
pridobiti podatke od streznika, mora narediti novo povezavo. WebSocket
protokol pa se v delovanju razlikuje v tem, da se povezava ne zapre po vsa-
kem zahtevku, temvec si odjemalec in streznik lahko posiljata podatke v obe
smeri, dokler eden izmed njiju povezave ne prekine [51]. Tako pridobimo
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moznost dvosmerne povezave, ki je potrebna za komunikacijo med uporab-
nikom in njegovim okoljem.
4.3.1 Streznik HTTP
Streznik HTTP v nasem sistemu skrbi za vse uporabniske akcije, ki se nepo-
sredno ne nanasajo na direktno povezovanje z ucnim okoljem uporabnika, kot
je npr. prijava v aplikacijo in shranjevanje konguracij. Deluje po principu
RESTful ahitekture, ki preko programskega vmesnika izpostavlja akcije za
upravljanje s podatki. Poleg uporabniskih akcij, se na tem strezniku nahaja
tudi koncna tocka, ki skrbi za stanje uporabnikovega ucnega okolja, ne pa
tudi za upravljanje z njim. Ob poslanem POST zahtevku na koncno tocko
initServer se na strezniku zacne proces pregleda stanja uporabnikovega oko-
lja. V okviru tega procesa se preveri, ali ima uporabnik ze dosegljivo instanco
okolja, ki bi se jo dalo uporabiti, ali pa je potrebno ustvariti novo. Ce sistem
ugotovi, da je kaksna primerna instanca ze ustvarjena, po tem doloci, ali jo je
mogoce ponovno uporabiti ali jo je potrebno ponovno zagnati. Po koncanem
pregledu se na sistemu vzpostavi uporabnikovo ucno okolje. Uporabnika se
nato obvesti o uspesnem zakljucku postopka.
Pri procesu pregleda sistema in drugih funkcijah, ki opravljajo vlogo nad-
zora sistema, je bilo potrebno izvesti kar nekaj sistemskih klicev. Za izvajanje
teh smo uporabili Node.js modul child process. Ta modul ponuja moznost
ustvarjanja novih procesov, ki jim potem postane stars. Njegova uporabnost
je primerljiva s funkcijo popen. Privzeto so izhodi procesa, ki ga ustvari child
process, preusmerjeni na starsevski proces, ki tece znotraj Node.js. Razliku-
jemo med dvema moznostma, ustvarjeni proces je lahko sinhron ali asinhron.
Razlikujeta se v tem, da prvi ustavi izvajanje JavaScript zanke dogodkov,
dokler se ne izvede do konca, drugi pa se izvaja v ozadju in tega ne povzroci.
Kot je omenjeno v [52], naj bi se vsak programski klic, ki to lahko stori,
izvajal vzporedno v ozadju in dovolil zanki dogodkov, da nadaljuje izvajanje.
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Slika 4.1: Shema delovanja spletne aplikacije. Uporabniki preko HTTP
povezave upravljajo s spletno aplikacijo, preko WebSockets povezave pa s
svojimi navideznimi okolji.
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Ravno zaradi upostevanja tega nacina izvajanja smo se odlocili za uporabo
asinhronega ustvarjanja procesov. S pomocjo tega modula lahko izvajamo
razlicne skripte, ki smo jih napisali za upravljanje s sistemom.
4.3.2 Streznik WebSocket
Streznik WebSocket skrbi za upravljanje z ucnim okoljem, ki ga uporabnik
ustvari. Streznik smo ustvarili s pomocjo knjiznice express-ws, s katero lahko
koncne tocke ustvarjamo identicno kot s sorodno knjiznico express, ki smo
jo uporabili za implementacijo programskega vmesnika HTTP. Na zalednem
sistemu je denirana le ena koncna tocka za povezave WebSocket, ki sluzi
kot most med uporabniskim vmesnikom in uporabnikovim ucnim okoljem.
To izvede tako, da se ob uspesno vzpostavljeni povezavi in avtentikaciji upo-
rabnika v obliki locenega sistemskega procesa zazene Unix lupina, s katero
potem upravlja s sistemom. Izbira lupine je odvisna od sistema, vendar
vecina naprav v nasem sistemu uporablja GNU Bash ali Ash. Uporabnik
v simulirani terminal v spletni aplikaciji vpise ukaz, ki ga zeli izvesti v iz-
brani lupini, ta se poslje na koncno tocko nasega streznika WebSocket, ki ga
preposlje do navidezne naprave, do katere dostopa.
Programska logika nase vmesne programske opreme pa ni sestavljena le iz
preprostega posredovanja podatkov, skrbi tudi za vec stvari, s katerimi po-
skrbimo za vecjo varnost sistema.
 Preverjanje uporabnikove identitete
Pred vzpostavitvijo WebSocket povezave med uporabnikom in stre-
znikom je potrebna ponovna avtentikacija uporabnika. Ta se zgodi
samodejno s poslanimi podatki preko zacetnega HTTP zahtevka. Ce
je overitev neuspesna, se povezava ne vzpostavi in uporabnik mora po-
skusiti ponovno.
 Spremljanje stanja sistema
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Vmesna programska oprema preverja tudi stanje navideznega ucnega
okolja uporabnika. Postopek je podoben, kot ga izvede programski
vmesnik, preden ustvari novo navidezno okolje. Glavni namen je ugo-
toviti, ali je uporabnikovo ucno okolje se primerno za nadaljnjo upo-
rabo. To je le dodaten mehanizem za zanesljivejse delovanje sistema, ki
deluje skupaj s preverjanjem orkestratorja Kubernetes. Delovanje Ku-
bernetesa je podrobnejse opisano v poglavju 4.4. Potrebno je poudariti,
da ceprav uporabnik s svojim navideznim ucnim okoljem komunicira
le preko te vmesne programske opreme, ta ni namenjena za njegovo
ustvarjanje in unicevanje, za to poskrbi steznik HTTP.
 Preciscevanje uporabniskih vnosov
Uporabnik ima moznost vnosa kakrsnihkoli ukazov v svoj terminal,
pred izvedbo ukaza se ta pregleda in doloci, ali je primeren za izvedbo.
Kot je razvidno iz sheme 4.1, se tako programski vmesnik kot streznik
WebSocket povezujeta do podatkovne baze. V podatkovni bazi se hranijo
podatki o uporabnikih, konguracijah in uporabniskih akcijah.
4.3.3 Uporaba
Uporabo spletne aplikacije predstavimo na dva nacina; prvi nacin predsta-
vlja uporabo s strani ucenca, drugi pa s strani predavatelja. Skupaj vsebujejo
tri glavne poglede, ki so med seboj povezani: gradnjo ucnih okolij, uporabo
ucnih okolij ter upravljanje z vajami. Ko ucenec dostopa do spletne aplika-
cije, lahko izbere med prostim grajenjem svojega navideznega okolja ali si
izbere vajo, pripravljeno s strani predavatelja. Vaja je sestavljena iz kon-
guracije navideznega ucnega okolja in navodil za resevanje. Ob izbiri vaje se
uporabniku prikaze ze ustvarjeno okolje, ki ga potem lahko zazene in zacne
s fazo uporabe. Ob izbranem nacinu proste gradnje pa lahko uporabnik po-
ljubno sestavi svoje navidezno okolje.
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Predavatelju pa je poleg prostega ustvarjanja razlicnih konguracij ucnih
okolij na voljo se faza upravljanja z vajami. Prosto ustvarjene konguracije
lahko predavatelj shrani v obliki vaje, v katero mora vkljuciti se tekstovna na-
vodila, v katerih poljubno opise strukturo vaje, cemu le ta sluzi ter navodila
za uporabo.
 Gradnja
Faza gradnje je prvotna faza toka uporabniske izkusnje in je dosto-
pna tako ucencem kot predavateljem. V njej uporabnik na interak-
tiven nacin zgradi svoje navidezno ucno okolje. Uporabnik lahko na
levi strani uporabniskega vmesnika izbira med elementi, ki jih zeli
vkljuciti v svoje navidezno ucno okolje. Ponujeni so nekateri osnovni
gradniki nacrtovanja racunalniskih omrezij, kot so: prehod, usmerjeval-
nik, omrezje in vsebnik. Element, ki jih povezuje se imenuje povezava.
S pomocjo povezave uporabnik zaznamuje, kateri elementi so med se-
boj odvisni in na kaksen nacin se povezujejo.
Vseh elementov med seboj ne moremo povezati, saj nekatere pove-
zave med njimi niso smiselne glede na teorijo nacrtovanja racunalniskih
omrezij. Povezava med vsebnikom, ki v nasem sistemu predstavlja
koncno napravo, in usmerjevalnikom direktno ni mogoca. Ce ju zelimo
povezati, je potrebno prej povezati vsebnik z omrezjem, kar v ozadju
samodejno doloci pripadajoci IP naslov, potem pa omrezje povezati z
usmerjevalnikom. Vse mozne povezave med elementi so prikazane v
tabeli 4.2.
Uporabnika ob prihodu na spletno aplikacijo pricaka prazna predstavi-
tvena plosca, na kateri se nahaja le prehod. Preko prehoda se upo-
rabnikovo nacrtovano navidezno ucno okolje povezuje z internetom.
Ob kliknu na dolocen element se ta prikaze na predstavitveni plosci
v obliki ikone, ki ta element predstavlja. Vsak element ima ob sebi
izpisane osnovne informacije, ki privzeto vsebujejo le ime in IP naslov,
v nastavitvah pa lahko uporabnik to spremeni in omogoci prikazovanje
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Omrezje Usmerjevalnik Vsebnik Prehod
X X
X X X
X
X
Slika 4.2: Dovoljene povezave med posameznimi gradniki navideznega
ucnega okolja.
se drugih.
Ker pa so si elementi med seboj razlicni, imajo tudi razlicne nastavitve,
ki jih uporabnik lahko v postopku gradnje sam spreminja. Nastavitve
se spreminjajo glede na stanje, v katerem je gradnik trenutno, potrebne
privzete nastavitve pa se gradniku nastavijo v trenutku, ko je narejen.
Gradniku vsebnik se ob kreiranju nastavi le unikatno ime ter Docker
slika, ki je za vse vsebnike privzeto Alpine Linux. Vsebniku lahko upo-
rabnik spremeni sliko, ki jo bo ta uporabil. Na izbiro so uporabniku
ponujene se druge razlicice Linux distribucij, kot sta Ubuntu in Debian.
Kot je razvidno iz tabele 4.2, je vsebnik mozno povezati le z gradnikom
omrezje. S temi povezavami oznacimo, del katerih omrezij bo vsebnik
ob vzpostavitvi navideznega ucnega okolja. Po vzpostavitvi te pove-
zave nas sistem ve, v katero omrezje vsebnik spada, in mu ponudi se
dodatne nastavitve, kot sta naslova IP in MAC, ki sta vezana na vseb-
nik v nekem omrezju. Vsebniku, ce je del vec omrezij, za vsako omrezje
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ta naslova nastavimo loceno.
Gradniku omrezje se ob ustvaritvi tako kot vsebniku, nastavi unika-
tno ime, poleg tega se nastavi se unikaten CIDR zapis. CIDR zapis
je nacin zapisa IP naslovov, ki izboljsa njihovo splosno dodeljevanje in
resuje nekatere probleme, ki jih je imelo dodeljevanje IP naslovov glede
na razred. CIDR temelji na spremenljivi dolzini omrezne maske in nam
omogoca, da omrezni naslov zapisemo s predpono, ki je predstavljena z
IP naslovom, in s pripono, ki je predstavljena s stevilko in doloca masko
omrezja. Ta stevilka predstavlja stevilo vodilnih bitov z vrednostjo 1 v
omrezni maski. V nasem omrezju se s to notacijo locijo omrezja med
seboj in glede na njo se dodeljuje IP naslove vsebnikom v posameznih
omrezjih. V nasem sistemu se uporabljajo IP naslovi, ki so rezervirani
za uporabo v zasebnih omrezjih. Ostale nastavitve gradnika omrezje
vkljucujejo nastavitve DHCP, DNS in prehoda.
Gradnik omrezje se lahko poveze tudi z usmerjevalnikom. S to po-
vezavo se ustvari vmesnik na usmerjevalniku, preko katerega se bodo
vsebniki povezovali med seboj in z internetom. Ena izmed glavnih kori-
sti uporabe nasega navideznega ucnega okolja je njegova izobrazevalna
vrednost, saj zelimo uporabniku ponuditi cim vecji nabor tehnologij,
ki jih lahko preizkusi. Zaenkrat sta uporabniku ponujena dva razlicna
operacijska sistema, ki ju lahko uporabi za konguriranje usmerjeval-
nika, OpenWRT ter VyOS. Oba temeljita na tehnologiji Linux in nista
placljiva. Tudi usmerjevalniku se lahko ze v fazi gradnje spreminja IP
naslove na razlicnih vmesnikih. Ko se usmerjevalnik poveze s preho-
dom, se lahko preko njega dostopa do interneta.
Ko uporabnik preneha z urejanjem omreznih gradnikov, je na pred-
stavitveni plosci predstavljen koncni vizualni model omrezja. Hkrati z
vizualnim modelom omrezja pa se v ozadju ustvarja podatkovna kon-
guracija omrezja. Omrezje je v osnovi predstavljeno z zapisom JSON,
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Slika 4.3: Predstavitvena plosca s shemo navideznega ucnega okolja. Shema
vsebuje pet razlicnih koncnih naprav, predstavljenih z vsebniki. Te koncne
naprave so razdeljene v dve omrezji in se preko usmerjevalnika povezujejo do
interneta.
ki pa se nato pretvori v zapis YAML. Ta pretvorba je potrebna zato,
ker je upravljanje z vsebniki prilagojeno sistemu Docker, ki svoje kon-
guracijske datoteke sprejema v zapisu YAML. Uporabnik lahko tako
pred posiljanjem konguracije na streznik v obdelavo spreminja njeno
predstavitev v YAML notaciji.
Ob koncanem vizualnem in rocnem urejanju konguracije lahko upo-
rabnik svoje okolje prenese na streznik, kjer se zazene, s cimer se zacne
korak upravljanja.
 Uporaba
Korak uporabe se zacne, ko se konguracija okolja poslje na programski
vmesnik. Ta s pomocjo konguracije vzpostavi uporabnikovo okolje in
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po koncani operaciji odgovori na zahtevek. Kako poteka vzpostavitev
navideznega ucnega okolja, je opisano v 4.4. Ce je operacija uspesna,
se uporabniku prikaze nadzorna plosca, ki sluzi za upravljanje s siste-
mom, prav tako pa preko nje streznik uporabniku sporoca, kaksno je
trenutno stanje sistema. Hkrati se tudi vzpostavi dvosmerna websocket
povezava s streznikom WebSocket, preko katerega uporabnik upravlja
s svojim okoljem.
Na voljo je vec akcij, ki se jih v koraku upravljanja lahko izvaja, uporab-
nik lahko vzpostavi povezavo do naprave v svojem navideznem ucnem
okolju, to povezavo prekine ali pa okolje popolnoma zaustavi. Z zausta-
vitvijo okolja se uporaba aplikacije zakljuci in uporabnik mora ponovno
zaceti s korakom gradnje omrezja. Naenkrat je lahko odprta le ena
WebSocket povezava do navideznega sistema, kar pomeni, da je upo-
rabnik lahko povezan socasno le na eno napravo. Povezava na doloceno
napravo poteka tako, da se ta naprava izbere na predstavitveni plosci,
kjer se s klikom na gumb sistemu sporoci, na katero napravo se uporab-
nik zeli povezati. Ce je kaksna povezava ze vzpostavljena, se najprej
ta prekine in nato ustvari nova. Ob uspesno vzpostavljeni povezavi se
v nadzorni plosci odpre terminal, preko katerega uporabnik upravlja s
sistemom. Povezava se vedno vzpostavi direktno do zelene naprave v
uporabnikovem okolju, ki se nahaja na strezniku.
Terminal je podoben terminalu operacijskega sistema Ubuntu Linux in
je zato njegova uporaba intuitivna. Uporabnik vanj vpise akcijo in ta
se izvede na napravi, na katero je trenutno povezan. V svoje navide-
zno ucno okolje je uporabnik prijavljen kot korenski uporabnik in tako
lahko izvaja poljubne ukaze. Predstavitvena plosca z ustvarjeno shemo
omrezja je prikazana na sliki 4.3, nadzorna plosca z aktivnim termina-
lom pa na sliki 4.4
Uporabniku so v sklopu sistema ponujene tudi razlicne vaje, ki jih na
sistemu lahko opravlja. Namenjene so razumevanju delovanja in upra-
vljanja racunalniskih omrezij.
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Slika 4.4: Nadzorna plosca z aktivnim terminalom, preko katerega se upo-
rabniki povezujejo do naprav in z njimi upravljajo.
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 Upravljanje z vajami
Upravljanje z vajami je korak, do katerega lahko dostopajo samo pre-
davatelji. Ker zelimo, da nase okolje izpolnjuje smernice za izdelavo
navideznih ucnih okolij, ima predavatelj moznost sistematicnega poda-
janja informacij. Predavatelji lahko v fazi gradnje zgradijo ucno okolje,
za katerega zelijo, da se uporabi pri neki vaji. Po koncu gradnje lahko
to konguracijo ucnega okolja shranijo, hkrati pa se jim potem ponudi
tudi moznost vnosa teksta, s katerim vodijo uporabnika pri uporabi
okolja z namenom ucenja. Vaje se shranjujejo in so vidne samo preda-
vatelju in uporabnikom v njegovi skupini. Vaje predavatelj dodeljuje v
skupine, do katerih imajo potem dostop uporabniki, ki so del te sku-
pine. Dober primer tega je uporaba vaj pri izvajanju vaj na fakulteti,
kjer predavatelj ustvari razlicne skupine za razlicne predmete. Preda-
vatelj ima tudi moznost urejanja in brisanja teh vaj.
4.4 Arhitektura
V poglavju 4.3 smo pregledali delovanje spletne aplikacije, s katero uporabnik
dostopa do nasega sistema in preko katere ureja svoje ucno okolje. V tem
poglavju predstavimo, kako je nase navidezno ucno okolje izvedeno.
4.4.1 Vloga vsebnikov
Pri izbiri tehnologije za razvoj navideznih ucnih okolij se odlocamo med
dvema tehnologijama; tehnologijo navideznih naprav in tehnologijo vsebni-
kov. Pri razvoju nasega sistema smo se odlocili za slednjo, katere prednosti,
ki nam pri razvoju navideznega ucnega okolja koristita, sta manjsa poraba
racunalniskih virov in hitrejsi cas zagona. Razlika v casu zagona je lahko
znantna ze pri uporabi le ene enote [3] , ker pa v nasem sistemu uporabnik
lahko sestavi kompleksno ucno okolje in hkrati zazene veliko stevilo enot,
se ta razlika se poveca. V nasem sistemu so torej vsi gradniki omrezja, ki
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jih uporabnik postavi na predstavitveno plosco, predstavljeni z vsebniki. Iz-
brana tehnologija vsebnikov je Docker.
Pri ustvarjanju navideznih ucnih okolij ne gre za zagon in vzpostavitev le
enega locenega vsebnika, temvec gre za sistem z vecjim stevilom vsebnikov,
ki se morajo zagnati hkrat. Za omrezje, predstavljeno na sliki 4.3, je potrebno
zagnati hkrati 6 vsebnikov, pri bolj kompleksnem primeru pa ta stevilka lahko
se naraste. V tem primeru se Docker ponovno izkaze kot primerna izbira, saj
vsebuje orodje, imenovano Docker Compose, ki nam pomaga z upravljanjem
vsebnikov. V nasem sistemu to orodje koristimo in vsebnike zaganjamo le z
njegovo pomocjo.
Kot omenjeno v poglavju 4.3.3, se ob urejanju elementov na predstavitveni
plosci spletne aplikacije v ozadju gradi konguracijska datoteka. Ta se ob
koncani gradnji poslje na programski vmesnik, kjer se po dodatni obdelavi s
strani streznika shrani kot konguracijska datoteka orodja Docker Compose.
Ta se potem izvede in s tem ustvari uporabnisko okolje. Uporabniske kongu-
racijske datoteke se shranjujejo na sistemu za moznost kasnejsega ponovnega
izvajanja.
V nasem sistemu se uporabljajo konguracijske datoteke Docker Compose
verzije 2.4, zapisane v notaciji YAML. V njej so denirane storitve, omrezja
in navidezne datotecne enote, ki se bodo v nasem sistemu nahajale. Primer
konguracijske datoteke je prikazan na sliki 4.5. S pomocjo konguracije
na sliki se v nasem okolju ustvarita dva vsebnika, router0 in container1, ki
sta oba del omrezja network0. Konguracijska datoteka je vedno sestavljena
iz enakih delov. V prvi vrstici se denira verzija konguracijske datoteke
Compose, ki je v nasem sistemu vedno 2.4. Nato sledi deniranje omrezij,
v katera se poveze vsebnike. Omrezja v sistemu Docker so uporabno orodje,
s katerim se lahko s precejsnjo enostavnostjo med seboj poveze vec vsebni-
kov. Denira se lahko vec razlicnih vrst omrezij, kot so: bridge host, overlay,
macvlan in none, prav tako se lahko denira svoje vticnike za upravljanje
z omrezji. Med njimi je mnogo razlik in vsak od njih ima svoje prednosti
uporabe, mi smo se pri izdelavi sistema odlocili za uporabo bridge nacina,
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version : '2.4 '
networks :
network0:
driver : bridge
ipam:
driver : default
config :
  subnet : 10.0.0.0/24
services :
router0 :
image: 'openwrtorg/rootfs :x86 64'
command: /bin/sh
tty : true
stdin open : true
privileged : true
cap add:
  ALL
networks :
network0:
ipv4 address : 10.0.0.1
container1 :
image: alpine
command: sh  c "tai l  f /etc/protocols"
tty : true
stdin open : true
privileged : true
cap add:
  ALL
mac address : B0 C0 90 BD 06 7D
networks :
network0:
ipv4 address : 10.0.0.2
Slika 4.5: Primer konguracijske datoteke za orodje Docker Compose, za-
pisane v notaciji YAML.
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ki je tudi v celotnem sistemu Docker privzeti nacin. Omrezje, ki deluje v
nacinu bridge, uporablja most narejen s programsko opremo, ki omogoca, da
vsebniki, povezani v isto omrezje, med seboj lahko komunicirajo, hkrati pa
so izolirani od tistih, ki niso del omrezja. Z deniranjem lastnega omrezja
omogocimo, da se vsebniki lahko povezejo na tocno doloceno omrezje in jim
hkrati tudi lahko dolocimo naslov IP, ce ga je uporabnik med konguranjem
nastavil.
Zadnji del konguracijske datoteke vkljucuje storitve, to so v nasem primeru
vsebniki, ki se bodo zagnali. Tem denicijam vsebnikov dolocimo lastnosti,
ki jih bodo imeli, ko se zazenejo. Dolocimo torej, katero sliko naj uporabijo, v
katero omrezje naj se povezejo in kaksen je njihov dodeljeni naslov IP, kateri
ukaz naj zazenejo ob vzpostavitvi in se mnogo drugega.
Sistem, ki smo ga opisali do sedaj, je ze dober priblizek temu, kar bi nas
sistem navideznih ucnih okolij z uporabo vsebnikov moral omogocati. S
pomocjo sistema Docker in orodja Docker Compose se na sistemu ze vzposta-
vijo potrebni vsebniki, ki se med seboj povezejo in so pripravljeni na izvedbo
razlicnih ukazov, poslanih s strani uporabnika. Sistem delovanja v tej fazi je
predstavljen na sliki 4.6. Vendar pa je ta se vedno pomankljiv, saj zelimo,
da bi lahko nase navidezno ucno okolje uporabljalo poljubno stevilo upo-
rabnikov, trenutni sistem pa tega ne omogoca. To je najbolj razvidno pri
nastavljanju naslovov IP, saj zelimo, da ima vsak ustvarjeni vsebnik uni-
katnega, vendar pa tega na enem Docker gostitelju z mnogimi uporabniki
ni mogoce izvesti. Preslikovanje naslovov bi to lahko resilo, vendar zaradi
nacina uporabe navideznega ucnega okolja to ni mogoce, saj mora uporabnik
za konguracijo omrezij poznati njihove naslove. Prav tako bi si zeleli, da
bi nas sistem omogocal spremljanje stanja vsebnikov in njihove uporabe s
strani uporabnika. Kot je opisano v poglavju 4.4.2, smo te probleme resili s
pomocjo orkestracije vsebnikov in navideznih naprav.
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Slika 4.6: Shema delovanja sistema z uporabo sistema Docker. Uporabniku
se naprave, ki jih je v fazi nacrtovanja dodal v omrezno shemo, vzpostavijo
kot vsebniki Docker.
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4.4.2 Orkestracija vsebnikov in navidezne naprave
Resevanja problemov, ki se vedno ostajajo tudi po vpeljavi sistema Doc-
ker, smo se lotili z vpeljavo sistema za orkestracijo vsebnikov. Orkestracija
vsebnikov je pojem, ki predstavlja avtomatizacjo zaganjanja in upravljanja z
vsebniki. Orkestracija se posveca upravljanju z vsebniki in njihovim okoljem
skozi vse njihove zivljenjske cikle. Preprosto povedano, s pomocjo sistemov za
orkestracijo si olajsamo delo z vsebniki, ki za njih na podlagi pravil, ki jih de-
niramo sami, skrbijo namesto nas. Izbrani sistem za orkestracijo vsebnikov
v nasem sistemu je Kubernetes, ki smo ga uvedli s pomocjo resitve Minikube.
Tako imamo na sistemu namescen orkestrator, ki nam ponuja marsika-
tere resitve, ki nam jih sam sistem Docker ni. Za upravljanje z vsebniki
je poskrbljeno, potrebno je le pravilno zapisati konguracijske datoteke za
razlicne elemente in jih predstaviti kot del stroka. S tem si resimo vecino
predstavljenih problemov, se vedno pa imamo problem z naslovi IP. Kot smo
omenili ze prej, Kubernetes ponuja razvijalcem dodaten sloj abstrakcije, kar
pomeni, da s konguracijskimi datotekami opisujemo le koncno stanje sis-
tema, ne zanima pa nas, kako bo sistem to dosegel. V grucah z vec vozlisci
ob vzpostavitvi stroka, ce tega ne dolocimo z eksplicitno z razlicnimi nalep-
kami, niti ne vemo, na katerem vozliscu se bo ta nahajal. To pa je tudi
cilj sistema, saj je narejen za oblacno infrastrukturo, kjer podatek o lokaciji
stroka ni pomemben.
Zaradi neizpolnitve pogojev, ki jih nas sistem nujno potrebuje, smo se odlocili
za vpeljavo hibridne resitve. Izhajamo iz predpostavke, podane v poglavju
4.4.1, kjer smo zapisali, da bi bil Docker v povezavi z Docker Compose ze
dovolj za sistem navideznih ucnih laboratorijev, ce bi ta imel le enega upo-
rabnika. Vse tezave (razen prekrivanja naslovov IP) smo resili z orkestracijo.
To tezavo pa naslovimo tako, da okolja uporabnikov popolnoma locimo med
seboj. To storimo s tehnologijo navideznih naprav, ki bo uporabila nekatere
elemente navideznih naprav in jih zdruzila z ze vzpostavljenim sistemom
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upravljanja z vsebniki v nasem okolju.
V nasem navideznem ucnem okolju se vsakemu uporabniku dodeli svojo
navidezno napravo, ki je le njegova in je ne deli z nobenim drugim upo-
rabnikom. Operacijski sistem, namescen na navidezni napravi, je poljuben.
Pomembno je, da se nanjo uporabnik lahko poveze in na njej izvaja poljubne
ukaze. Namescen mora imeti sistem Docker, saj ustvarjanje vsebnikov se
vedno temelji na njem. Za vzpostavitev stanja, ki ga je uporabnik prikazal
na predstavitveni plosci spletne aplikacije, sta potrebna dva koraka, ki sta
predstavljena v nadaljevanju.
1. Prenos konguracije
Vsak uporabnik ima na voljo svojo navidezno napravo, ki izhaja iz
osnovne slike, ki je enaka za vse uporabnike. Osnovna slika navidezne
naprave je pripravljena ze vnaprej, kar pomeni, da se uporabnikova
konguracija privzeto na njej ne nahaja, saj se konguracije razliku-
jejo od uporabnika do uporabnika. Nas sistem je odgovoren za prenos
konguracijske datoteke na navidezno napravo.
2. Izvedba konguracije
Sledi vzpostavitev okolja v sistemu Docker z orodjem Docker Com-
pose. Ker bo osnovna slika navidezne naprave vedno enaka in vnaprej
pripravljena, privzamemo, da je ta sistem na njej ze namescen. Po-
trebno se je le povezati na sistem in na njem preko Docker Compose
zagnati vsebnike, denirane v konguracijski datoteki.
Za uspesno izvedbo obeh korakov mora biti z navidezno napravo uporab-
nika mozno vzpostaviti povezavo, preko katere bomo prenasali podatke. Na
osnovni sliki navidezne naprave je ze namesceno orodje OpenSSH, ki omogoca
povezavo preko protokolov ssh, scp in sftp. Protokol scp se uporabi pri pre-
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nosu konguracije na instanco navidezne naprave, s protokolom ssh pa se
takoj po vzpostavitvi in kopiranju konguracije sistem samodejno poveze in
vzpostavi njegovo stanje. Za vse te operacije skrbijo razlicne skriptne dato-
teke, ki se nahajajo na strezniku.
Na ta nacin smo vzpostavili sistem, v katerem ima vsak uporabnik svoje
okolje v katerem lahko izvaja poljubne ukaze in s tem ne vpliva na stanje
sistema zunaj svoje navidezne naprave.
4.4.3 Orkestracija navideznih naprav
Vsakemu uporabniku se v nasem sistemu ustvari instanca navidezne naprave,
na kateri lahko v okviru navideznega ucnega okolja izvaja razlicne ukaze.
Vzpostaviti in zagnati navidezno napravo je preprosto, vendar za nase navi-
dezno ucno okolje potrebujemo sistem, ki to lahko pocne samodejno. V nas
sistem navideznega ucnega okolja vpeljemo sistem upravljanja virtualizacije.
Od nasega sistema zelimo da izpolnjuje vsaj naslednje pogoje:
 samodejno kreiranje navideznih naprav;
 moznost nastavitve porabe sistemskih virov;
 spremljanje stanja.
Kljub temu da je Kubernetes v svoji osnovi sistem za avtomatizacijo uvaja-
nja, skaliranja in upravljanja vsebnikov [53], smo ga v nasem sistemu izbrali
kot sistem za samodejno upravljanje navideznih naprav. Privzeto Kuberne-
tes ne pozna koncepta navideznih naprav, saj upravlja le v vsebniki, vendar
pa omogoca namestitev razlicnih dodatkov, ki to omogocijo. Locimo dva
nacina, na katera lahko na sistemu Kubernetes omogocimo uvajanje navide-
znih naprav, opisana v 3.2.1: spremembo izvajalnega vmesnika vsebnikov in
deniranje lastnih virov po meri.
Ker nam nacin deniranja lastnih virov po meri ponuja vecjo eksibilnost in
nadzor nad navideznimi napravami, v nasem sistemu za upravljanje navide-
znih naprav uporabimo resitev, ki deluje po tem principu, tj. KubeVirt.
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apiVersion : kubevirt . io/v1alpha3
kind : VirtualMachine
metadata:
name: !name!
spec :
running : false
template :
metadata:
labels :
kubevirt . io/size : small
kubevirt . io/domain: !name!
vmtemplatelabel : !name!
spec :
domain:
devices :
disks :
  name: containerdisk
disk :
bus : virtio
resources :
requests :
memory: ! flavor .ram!
cpu:
cores : ! flavor .cpu!
volumes:
  name: containerdisk
containerDisk :
image: !vm.image. repo !
path: !vm.image. disk .path!
Slika 4.7: Primer predloge vira VirtualMachine v notaciji YAML za sistem
Kubernetes pred vstavitvijo potrebnih parametrov.
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4.4.4 KubeVirt in navidezne naprave
V osnovi se v nasem sistemu denira za vsakega uporabnika vir VirtualMa-
chine, ki vsebuje podatke o navidezni napravi, kot so, katero sliko uporabiti
za navidezno napravo, katere navidezne particije bo nasa navidezna naprava
uporabila in koliko sistemskih virov se ji nameni. Nato je za nase navidezne
naprave zadolzen poseben krmilnik, ki z njimi upravlja. Primer denicije
tega vira v nasem sistemu je prikazan v 4.7. V konguraciji smo dolocili
spec.running kot neresnicno. Ko zelimo navidezno napravo zagnati, spreme-
nimo to zastavico na resnicno in krmilnik bo poskrbel, da se v nasem sistemu
vedno nahaja tocno ena instanca te navidezne naprave, defnirana z virom
VirtualMachineInstance. Ce zastavico prestavimo iz resnicne v neresnicno,
pa bo krmnilnik poskrbel, da se ta instanca ustavi. Obnasanje teh dveh vi-
rov je podobno obnasanju Kubernetes vira StatefulSet, ki ima v nastavitvah
denirano, da mora skrbeti le za eno instanco stroka. Ko se ustvari instanca
navidezne naprave, lahko njeno stanje spremljamo preko dveh zastavic: sta-
tus.created in status.ready. V primeru, da sta ti obe zastavici resnicni, nas
sistem ve, da je navidezna naprava pripravljena, in zacne z njeno vzpostavi-
tvijo, ki vkljucuje kopiranje konfugracije na navidezno napravo in zagon te
konguracije s pomocjo orodja Docker Compose. Ob uspesni vzpostavitvi
navidezne naprave lahko do nje dostopamo z dodatnim orodjem virtctl, ki
omogoca dostop preko serijske ali gracne konzole.
Pred uporabnikom zelimo skriti nacin izdelave njihovega navideznega ucnega
okolja, saj zanj nacin dostopa ni pomemben. S tem namenom se ustvari do
navidezne naprave tudi dostop preko protokola ssh. To se stori s pomocjo
Kubernetes vira service, ki uporabnikovo navidezno napravo izpostavi preko
dolocenih vrat.
Po izvedbi vseh teh korakov je uporabnikovo celotno okolje pripravljeno na
uporabo.
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4.4.5 Koncni sistem
Koncna shema sistema je prikazana na sliki 4.8. Uporabnik preko gracnega
vmesnika spletne aplikacije zgradi svoje omrezje, ki ga preko programskega
vmesnika shrani in zazene. V sklopu zagona uporabnikovega navideznega
okolja se mu najprej preko sistema Kubernetes in njegovega dodatka Ku-
beVirt ustvari instanca navidezne naprave VirtualMachineInstance, kamor
se po uspesni vzpostavitvi skopira konguracijo, ki se je zgradila ob gra-
dnji omrezja, in se jo s pomocjo orodja Docker Compose zazene v gostitelju
Docker. Vzpostavi se tudi ssh povezava do te instance, do katere se potem
povezuje streznik WebSockets. Ta streznik vzpostavi povezavo do navidezne
naprave ob prvi povezavi uporabnika na ta streznik in nato deluje kot posre-
dnik med navidezno napravo in uporabnikom. Po koncani uporabi navide-
znega ucnega okolja uporabnik zopet poslje zahtevek na programski vmesnik,
preko katerega potem svoje okolje ugasne in tako preneha z njegovo uporabo.
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Slika 4.8: Koncna shema delovanja sistema po uvedbi orkestracije navi-
deznih naprav. Uporabniku se vzpostavi navidezna naprava, do katere ima
dostop le on. V njej se nato vzpostavi omrezje, ki ga je nacrtoval. Naprave
v omrezju so predstavljene z vsebniki Docker, do katerih se povezuje preko
streznika WebSockets.
Poglavje 5
Testiranje in rezultati
5.1 Testiranje funkcionalnosti
Uspesna izvedba sistema, opisanega v poglavju 4, je izvedljiva, vendar pa
je treba izvedeno resitev primerjati s podanimi tehnicnimi zahtevami v po-
glavju 4.1. V tem poglavju prikazamo, kako je nas sistem zadostil podanim
tehnicnim zahtevam.
1. Spletna aplikacija s prilagodljivim uporabniskim vmesnikom
V okviru naloge smo delno uspeli zadostiti tej zahtevi, saj smo z upo-
rabo najnovejsih spletnih tehnologij naredili funkcionalno spletno apli-
kacijo. Ta spletna aplikacija je narejena s tehnologijami HTML5, CSS
in JavaScript, ki nam omogocajo implementacijo principov za grajenje
spletnih aplikacij. Ker je do nase spletne aplikacije mozno dostopati
preko brskalnika, je dostopna z vecine naprav. Zahtevi pa smo le delno
zadostili na podrocju mobilnih naprav. Ceprav je preko mobilnih na-
prav dostop do nase aplikacije mozen, saj je ta oblikovana tako, da
podpira locljivost mobilnih naprav, je uporaba nasega ucnega okolja
na mobilnih napravah slabsa v primerjavi z osebnimi racunalniki. Pri-
kaz predstavitvene plosce, terminala za upravljanje z okoljem in teksta,
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ki je namenjen ucenju vaje, je na mobilni napravi slabo pregleden. Upo-
rabniski vmesnik smo obogatili s pomocjo animacij, prav tako pa smo
uporabniku za prikazovanje vmesnika ponudili vec moznosti, s katerimi
si lahko prikaz prilagodi.
2. Skalabilna ter kongurabilna uporabniska okolja, izvedena na
oblacni infrastrukturi
Zadostitvi te zahteve je bila namenjena glavna pozornost nase razi-
skave, saj le ta predstavlja enega najpomembnejsih izzivov pri vzposta-
vljanju navideznega ucnega okolja. Zavedamo se, da se bodo izvedene
vaje med seboj zelo razlikovale, zato zelimo podpreti cim vecji nabor
le teh. Za podporo temu je bilo potrebno zasnovati sistem, ki omogoca
cim vecjo kongurabilnost ustvarjenih okolij. Vsakemu uporabniku je
dodeljena lastna navidezna naprava v kateri izvaja doloceno vajo. Vaje
se med seboj razlikujejo predvsem v tezavnosti, kar se pozna na porabi
sistemskih virov. Za kongurabilno uravnavanje sistemskih virov smo
poskrbeli ze na nivoju navidezne naprave, ki se ji lahko doloci porabo
spomina in procesorske moci. Prav tako pa je za samo vajo mozno urav-
navati, katere slike vsebnikov bodo naprave uporabljale, kar privede do
moznosti upravljanja s slikami izven nasega sistema. V primeru, da
nas sistem dolocene slike vsebnika nima lokalno shranjene, jo pridobi iz
repozitorija slik Docker, kar pomeni, da lahko sliko poljubno spreme-
nimo izven nasega sistema, jo potisnemo v repozitorij in jo potem pri
ustvarjanju okolja prenesemo. S tem si lahko okolje oblikujemo, kakor
zelimo. Tega pa ni potrebno narediti za vsako vajo, saj nas sistem po-
nuja ze kar nekaj vnaprej pripravljenih slik.
Izvedena spletna aplikacija in uporabniska ucna okolja se v nasi imple-
mentaciji ne ustvarjajo na oblacni infrastrukturi, temvec le na enem,
tocno dolocenem strezniku. Vendar pa smo za njihovo upravljanje upo-
rabili tehnologijo Kubernetes, katere znacilnost je doslednost pri ra-
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zvoju, testiranju in uvedbi, kar pomeni, da deluje na zicnem strezniku
enako kot v oblaku. Z nekaj preprostimi spremembami bi nase okolje
lahko prenesli z nasega streznika na oblacno infrastrukturo.
Tehnologija Kubernetes pa skrbi tudi za samo skalabilnost nasega sis-
tema. Za uvedbo okolja vsakega uporabnika je potrebno le dodati pre-
dlogo za njegovo instanco navidezne naprave, kar Kubernetes sam zazna
in jo nato ustvari. Ker Kubernetes omogoca uporabo vec grozdov, je
hkratno delovanje vec uporabnikov mogoce in preprosto, prav tako tudi
njihovo dodajanje in brisanje.
3. Moznost usposabljanja na podrocju racunalnistva
Glavna uporabna vrednost nasega okolja je moznost ucenja razlicnih
konceptov racunalnistva. Pri oblikovanju sistema smo se osredotocili
predvsem na ucenje konceptov racunalniskih omrezij in strezniske ad-
ministracije. To smo dosegli tako, da smo v spletni aplikaciji omogocili
kreiranje poljubnih omreznih naprav in povezovanje med njimi. Upo-
rabniku se v njegovem locenem okolju ustvari doloceno omrezje, do
katerega ima dostop le on in lahko nad njim izvaja poljubne operacije.
Tako lahko poljubno spreminja naprave in s tem preverja koncepte,
pomembne za doloceno vajo. Seveda pa ucna namembnost ni omejena
le na ta primer; ker so spremenljive tudi slike vsebnikov, lahko upo-
rabniku kreiramo loceno okolje, v katerem mu ponudimo peskovnik za
ucenje npr. dolocenega programskega jezika.
4. Loceno okolje, katerega vpliv je zamejen
Upostevanje te zahteve je za samo uporabnost okolja nujna, saj ne
zelimo, da bi akcije enega uporabnika vplivale na drugega. To izolacijo
smo dosegli s pomocjo tehnologije navideznih naprav. Uporabniku se
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ob zacetku izvajanja vaje ustvari navidezna naprava, v kateri se nato
ustvari okolje, v katerem jo bo izvajal. Nad tem okoljem lahko potem
izvaja operacije, katerih vpliv pa zaradi izolacije navidezne naprave ne
seze do drugih uporabnikov. Ko uporabnik vajo konca oz. se odloci, da
z njo ne zeli vec nadaljevati, se mu navidezna naprava ugasne in sistem
se povrne v prvotno stanje.
5. Loceno okolje predavatelja in ucenca
Ta zahteva se je pojavila zaradi potrebe po izdelovanju vaj, saj zelimo,
da se nas sistem uporablja za ucenje. Tej zahtevi smo ugodili tako,
da smo locili uporabnike na dve skupini, prva so navadni uporabniki,
ki bodo imeli vlogo ucencev, druga pa predavatelji, katerim je ponujen
dodaten sistem za urejanje vaj. Predavatelji imajo moznost izgradnje
omrezja, katerega konguracija bo sluzila kot osnova za vaje, katerim
lahko dodajo se druge potrebne atribute. Na locenem pogledu v spletni
aplikaciji lahko vaje nato shranjujejo, urejajo in brisejo.
Ucenec pa ima ponujeno moznost izbire vaje ali proste gradnje svojega
omrezja. Poleg tega pa je del neke skupine, ki si vaje med seboj deli.
S tem smo v nas sistem uvedli moznost poucevanja in izvajanja vaj.
6. Podporni sistemi za predavatelje ob izvajanju vaj
Ta zahteva sistema je bolj pedagoske narave, saj se osredotoca na
nacine, s katerimi bi lahko nas sistem omogocil predavateljem preda-
janje znanja v sklopu vaj. V sistem smo vgradili moznost vkljucitve
teksta v vajo, s katerim se korak za korakom vodi ucenca. Vendar pa
je to trenutno tudi edini nacin, na katerega lahko predavatelj ucencu
pomaga, zato smo to zahtevo izpolnili le delno. Za uvedbo dodatnih sis-
temov pomoci bi se bilo potrebno se dodatno posvetovati s predavatelji
in se osredotociti na pedagosko plat nasega okolja.
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5.1.1 Uporabnost
Ustvarjeno navidezno ucno okolje vsebuje vec funkcionalnosti, ki jih lahko
uporabljamo na razlicne nacine. Primeri uporabe nasega okolja so naslednji:
1. Preizkusanje kompleksnih omrezij pred izvedbo
Pred uvedbo kompleksnejsih racunalniskih omrezij je potrebno njihovo
nacrtovanje in preizkusanje. V postopku nacrtovanja se analizira zeleno
delovanje omrezja in lastnosti, ki jih mora le-to vsebovati. Postopek
preizkusanja nam to potem potrdi. Zaradi kompleksnosti omrezij je ta
druga faza lahko precej omejena, saj lahko kompleksna omrezja vse-
bujejo veliko omreznih naprav. Ravno to predstavlja najvecji problem
okolja StackLabs, ki za vsako omrezno napravo uporabi svojo navide-
zno napravo, kar pomeni porabo vecje kolicine sistemskih virov. Druga
moznost so simulatorji omrezij, kot je GNS3 2.4.4, ki za simulacijo
omreznih naprav porabijo manj virov, vendar pa ne delujejo na oblacni
infrastrukturi. Ravno te tezave pa resuje nase okolje, saj za ustvarja-
nje omreznih naprav uporablja vsebnike, ki za svoje delovanje porabijo
manj sistemskih virov in so zaradi uporabe oblacne infrastrukture do-
segljivi preko interneta.
2. Deljenje licencne programske opreme
Licencna programska oprema je lahko velik strosek za organizacije,
pogosto pa se dogaja, da je kljub svoji visoki ceni slabo izkoriscena.
Ceprav je bila uporabnost v ucne namene glavno vodilo nasega ra-
zvoja, pa nase okolje ponuja moznost resevanja tudi tega problema.
Na vsebnike ali navidezne naprave lahko namestimo potrebno licencno
programsko opremo in nato dolocimo velikost skupine, ki jo lahko upo-
rablja. Velikost skupine se ujema s stevilom licenc, ki jih je organizacija
zakupila. Nato lahko poljubnemu uporabniku, ki je v tem primeru za-
posleni v organizaciji, ponudimo dostop do te skupine, ce je v njej se
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prostor. S tem omogocimo deljenje taksne programske opreme znotraj
organizacije.
3. Izvajanje vaj na fakulteti
Kot ze omenjeno, je osrednja uporabnost nasega izvedenega okolja
grajenje shem racunalniskih omrezij, saj pokazemo primernost nasega
okolja na primeru vaje pri predmetu Racunalniske komunikacije. Vse-
bina opisane vaje vsebuje prakticno preizkusevanje delovanja stikala in
omrezij. Pred zacetkom prakticnega testiranja okolja morajo studentje
najprej vzpostaviti okolje GNS3 na fakultetnem ali svojem racunalniku.
Namestitev okolja in priprava potrebnih nastavitev zanj je zamuden
proces. Na fakultetnih racunalnikih je GNS3 ze namescen, vendar pa
je tudi v tem primeru potrebno izvesti kar nekaj korakov, preden se
programska oprema lahko zacne uporabljati. V primeru nasega okolja
je vsakemu studentu dodeljen svoj uporabniski racun, s katerim do-
stopa do sistema, ki je ze vnaprej pripravljen. Vse, kar mora student
narediti, pa je odpreti brskalnik in se vpisati v spletno aplikacijo.
Vsebina vaje vkljucuje tri lokalne streznike, ki jih povezemo s stika-
lom. Na streznikih izberemo vmesnik, preko katerega se povezemo
na stikalo, nato to shemo omrezja zazenemo in zacnemo s simulacijo.
Povezemo se do streznikov in jim z ukazom ifcong nastavimo naslove
IP iz podomrezja 192.168.1.0/24. Nato s pomocjo ukaza ping preve-
rimo dosegljivost med napravami. Pred nastavitvijo naslova IP naprave
med seboj niso dosegljive, po nastavitvah naslovov pa se to spremeni.
Tako v orodju GNS3 kot v nasem sistemu se s pomocjo vizualne pred-
stavitvene plosce nacrtuje omrezje in se omrezne naprave med seboj
poveze. Primer nacrtovanja te sheme v nasem okolju je predstavljen v
poglavju 5.1. Ceprav je vaja izvedljiva v obeh sistemih, ima nas sistem
vec prednosti, med katerimi je najpomembnejsa prednost dostop, saj
se omrezje ustvari na oblacni infrastrukturi in je dosegljivo preko inter-
neta, medtem ko se GNS3 simulator zazene na lokalnem racunalniku.
5.1. TESTIRANJE FUNKCIONALNOSTI 61
Slika 5.1: Izvajanje vaje v nasem okolju. Ustvarjena shema vsebuje eno
omrezje s tremi strezniki. Pc1 ima ze nastavljen svoj naslov IP, ki je
192.168.1.101. Povezemo se na pc0, preverimo povezljivost, nato nasta-
vimo naslov IP 192.168.1.100 in ponovno preverimo povezljivost, ki je tokrat
uspesna.
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To pa ni edina moznost uporabe nasega sistema pri vajah na fakulteti.
Ker so vsebniki preprosto razsirljivi, lahko za poljubni predmet pripra-
vimo vmesnik s potrebno programsko opremo, kot je npr. izvajalno
okolje poljubnega programskega jezika, in nato ta vsebnik shranimo v
repozitorij slik Docker. Nato ustvarimo skupino, v katero se studentje
vkljucijo, po tem pa znotraj skupine delimo vajo, ki vsebuje ta vsebnik.
Studentom tako ni potrebno nicesar namescati, le vpisejo se v sistem
in zazenejo vajo, za katero imajo na voljo vse, kar potrebujejo za njeno
uspesno izvedbo. Prav tako pa se jim hkrati pokazejo se navodila za
resevanje.
5.2 Testiranje zmogljivosti
Po koncani izvedbi sistema smo ga zeleli ovrednotiti. Nas glavni cilj je bil do-
kaz izvedljivosti ucinkovitega sistema navideznih ucnih okolij s pomocjo teh-
nologije vmesnikov. Ceprav smo zaradi prakticnih razlogov v nasem sistemu
uporabili tudi navidezne naprave, je najvecji doprinos nasega sistema upo-
raba vsebnikov. V nasprotju z nasim sistemom se v vecini drugih sistemov
za izvedbo navideznih ucnih okolij uporabljajo navidezne naprave. V pri-
meru, da je navidezno ucno okolje namenjeno ucenju konceptov racunalniskih
omrezij in omogoca grajenje omreznih shem, se obicajno za vsako omrezno
napravo uporabi svoja navidezna naprava, kar lahko privede do pocasnega de-
lovanja in visoke porabe sistemskih virov. Nas sistem pa z uporabo vsebnikov
to izboljsa. Za ovrednotenje te izboljsave izvedemo primerjavo zmogljivosti
sistema z uporabo izkljucno navideznih naprav v primerjavi s sistemom, ki
uporablja vsebnike. Nas sistem primerjamo s sistemom navideznih ucnih
okolij StackLabs, ki za svojo izvedbo uporablja izkljucno navidezne naprave,
ustvarjene s pomocjo sistema OpenStack. Sistem StackLabs je podrobnejse
opisan v 2.4.3. Med seboj ju primerjamo, ker ponujata podobne funkcio-
nalnosti; oba se osredotocata na ucenje konceptov racunalniskih omrezij in
omogocata njihovo grajenje in ustvarjanje. Primerjavo izvedemo s pomocjo
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dveh metrik.
Za izvajanje testov zmogljivosti smo uporabili dva zicna streznika z ena-
kimi zmogljivostmi. Zmogljivosti njune strojne opreme so opisane v tabeli
5.2. Prav tako so v tabeli predstavljene verzije programske opreme, ki so bile
uporabljene za uvedbo sistema. Tako operacijski sistem, ki ga uporabljamo
za vzpostavitev uporabniskih okolij s tehnologijo KubeVirt, kot tudi ope-
racijski sistem, ki ga uporabimo za navidezne naprave, ustvarjene v okolju
StackLabs, je Ubuntu Linux 16.04. Slika vsebnikov Docker, uporabljena pri
testiranju, je Alpine Linux. Pri ustvarjanju vsebnikov in navideznih naprav
lahko tako z orodjem KubeVirt kot z orodjem OpenStack dolocimo, koliko
sistemskih virov bodo te porabile. Pri nasih testih smo se odlocili, da navi-
deznim napravam, ki zaganjajo operacijski sistem Ubuntu Linux, dodelimo
512MB pomnilnika, vsebnikom pa 128MB.
Potrebno je tudi poudariti, da so pred izvajanjem meritev na sistem bile
prenesene vse potrebne slike vsebnikov in navideznih naprav, tako da smo
iznicili morebiten vpliv prenosa preko omrezja in smo izvajanje omejili le na
zaprto okolje nasega streznika.
Strojna oprema
Operacijski sistem Ubuntu 18.04 (64-bit)
Pomnilnik 8GB (4 x 2GB)
Procesor Intel(R) Xeon(R) CPU X3220 @ 2.40GHz
Omrezje Vmesnik s hitrostjo 100Mb/s
Programska oprema
Docker 18.09.7, build 2d0083d
Docker Compose 1.2.4
KubeVirt v0.21.0
OpenStack Ocata
 Metodologija testiranja zmogljivosti
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Nase okolje vzpostavimo na prvem strezniku, na drugem strezniku z
identicno strojno opremo vzpostavimo okolje sistema StackLabs. Oba
streznika sta namenjena le testiranju in na njiju so zagnani le procesi, ki
so za testiranje potrebni. Pripravimo predloge za testiranje, ki so napi-
sane v notaciji YAML. Predloge vsebujejo razlicne postavitve omrezij,
ki se med seboj razlikujejo glede na stevilo koncnih naprav, in sicer od
ene do petindvajset naprav. Izvedemo prvo testiranje, pri katerem na
vsakem od streznikov ustvarimo za vsako predlogo maksimalno stevilo
uporabniskih okolij. Glede na rezultate prvega testiranja nato dolocimo
stiri scenarije s smiselnim stevilom navideznih naprav in merimo cas,
ki pretece do vzpostavitve enega takega navideznega okolja na vsakem
sistemu.
5.2.1 Gostota
Gostota predstavlja stevilo uporabniskih okolij, ki jih lahko hkrati gostimo
na eni enoti, v nasem primeru na enem zicnem strezniku. Prvi test, ki smo
ga izvedli, je bilo merjenje gostote nasega sistema v primerjavi z sistemov,
izvedenim s pomocjo navideznih naprav v okolju StackLabs. Pojem gostote v
okviru racunalniske infrastrukture se je pojavil hkrati z navideznimi napra-
vami, saj se je sele takrat pojavila moznost uporabe enega zicnega streznika
kot gostitelja vec navideznih naprav. Potrebno je, da ima streznik na voljo
dovolj virov za neovirano delovanje navideznih naprav. S pomocjo gostote
se pogosto meri ucinkovitost sistemov, hkrati pa lahko z njeno pomocjo oce-
nimo stroske, ki jih bomo z navideznimi napravami imeli. Splosno gledano
zelimo na neki mnozici racunskih virov imeti, naj bodo zicni ali oblacni,
cim vecjo gostoto, saj je tako cena vzdrzevanja na enoto cenejsa. Vendar pa
je pri doseganju cim vecje gostote potrebno paziti, da ima vsaka navidezna
naprava za svoje delovanje na voljo dovolj sistemskih virov.
Vsebniki so na tem podorocju varcnejsi od navideznih naprav, saj jim za
delovanje ni potrebno virtualizirati celotnega operacijskega sistema in po-
sledicno porabijo manj sistemskih virov.
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Slika 5.2: Primerjava nasega okolja s sistemom StackLabs glede na gostoto.
Prikazuje stevilo uporabniskih okolij, ki jih testno okolje lahko gosti glede na
stevilo navideznih naprav, ki se v tem okolju nahajajo.
Pri nasih meritvah se nismo osredotocili na posamezne navidezne naprave
oziroma vsebnike, pac pa nas je zanimalo, koliko uporabnikov lahko posa-
mezen sistem gosti. Ta stevilka pa je vezana na kompleksnost omrezja, ki
ga uporabnik ustvari. Najvecja uporabnost obeh sistemov je v ucenju prin-
cipov racunalniskih omrezij, za kar je potrebno v vsako okolje vkljuciti vec
naprav. Vendar pa je to stevilo poljubno, zato smo primerjavo razdelili glede
na stevilo naprav, ki jih omrezje vsebuje.
V eksperimentu vzpostavimo z obema sistemoma cim vec delujocih upo-
rabniskih okolij. Za vzpostavitev vsakega izmed njih je potreben le en klic
programskega vmesnika s pripadajoco konguracijo, ki okolje ustvari in upo-
rabniku sporoci, ko je to nared za uporabo. Rezultati so predstavljeni v 5.2.
Kot je razvidno iz rezultatov, je povprecna gostota okolij v odvisnosti od
stevila naprav v uporabniskem okolju z uporabo nasega sistema vecja, kar
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pomeni, da lahko hkrati na enakem strezniku z uporabo nasega sistema izvaja
vaje vec ucencev kot na sistemu StackLabs. Ta razlika v rezultatih se pojavi
zaradi osnovne razlike med vsebniki in navideznimi napravami. Vsebniki
so v primerjavi z navideznimi napravami varcnejsi za uporabo, saj za svoje
delovanje ne virtualizirajo lastnega operacijskega sistema, pac pa si ga delijo z
gostiteljem. Ravno to predstavlja najvecjo razliko med sistemoma; nas sistem
za svoje delovanje ustvari eno navidezno napravo, ki predstavlja uporabnisko
okolje, ostale omrezne naprave pa so izvedene s pomocjo vsebnikov. Sistem
Stacklabs pa za vsako omrezno napravo ustvari svojo navidezno napravo,
kar prinese vecjo porabo sistemskih virov. V primeru, ko je v zgrajenem
uporabniskem omrezju le ena naprava, je gostota na strezniku ob uporabi
sistema StackLabs vecja. Do tega pride, ker nas sistem vzpostavi virtualno
napravo za uporabnikovo okolje, nato pa v njej zazene vsebnik, ki predstavlja
uporabnikovo napravo, StackLabs pa zazene le eno navidezno napravo. Cim
uporabnik v svojem omrezju uporabi vec naprav, kar je tudi prvotni namen
simulacije racunalniskih omrezij, pa gostota sistema StackLabs strmo pade.
Pri petih uporabniskih napravah lahko na takem strezniku gostimo le se tri
uporabnike, pri desetih uporabniskih napravah pa le se enega. Po drugi strani
pa v nasem sistemu z vecanjem stevila naprav gostota precej pocasneje pada.
Pri petnajstih napravah nas sistem se vedno lahko gosti stiri uporabnike,
medtem ko StackLabs na enaki infrastrukturi ne zmore gostiti niti enega.
5.2.2 Cas vzpostavitve
Ker je glavni cilj navideznega ucnega okolja njegova uporaba v ucne namene,
je potrebno pogledati na sistem tudi z uporabniskega vidika. Cetudi je nekaj
izvedljivo, se je potrebno osredotociti na cas, ki ga porabimo, da to izve-
demo. Dandanes je hitrost v okviru spletnih aplikacij izjemnega pomena
in uporabniki so navajeni hitrih storitev. Zato smo se odlocili, da je druga
metrika, s katero bomo izmerili ucinkovitost nasega sistema, cas vzpostavi-
tve navideznega ucnega okolja. Ta predstavlja cas, ki pretece od trenutka,
ko uporabnik sporoci zalednemu strezniku, da zeli zagnati svoje navidezno
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Slika 5.3: Primerjava nasega okolja s sistemom StackLabs glede na cas vzpo-
stavitve. Prikazuje stevilo sekund, potrebnih za vzpostavitev uporabniskega
okolja glede na stevilo navideznih naprav v njem.
okolje, kar je v primeru nasega sistema klic na koncno tocko programskega
vmesnika, ki je odgovorna za vzpostavitev okolja in sporocanje statusa upo-
rabniku, do trenutka, ko je navidezno okolje vzpostavljeno in se uporabnik
do naprav svojega okolja lahko poveze. Zelimo, da je ta cas cim manjsi, saj
se s tem izboljsa uporabniska izkusnja.
Izvedli smo vec razlicnih meritev, ki smo jih razdelili glede na stevilo navi-
deznih omreznih naprav, uporabljenih v shemi nacrtovanega omrezja. Prva
meritev vkljucuje vzpostavitev okolja z eno navidezno napravo, druga s tremi,
tretja s petimi in cetrta z osmimi. Rezultati meritev so prikazani v sekundah.
Predpostavimo, da je na strezniku, na katerem izvajamo meritve, dovolj sis-
temskih virov za zagon tega okolja. Cas vzpostavitve v odvisnosti od stevila
navideznih naprav je prikazan na grafu 5.3.
Rezultati pokazejo, da se tudi v tem testu nas sistem izkaze kot ucinkovi-
68 POGLAVJE 5. TESTIRANJE IN REZULTATI
tejsi, saj ima boljse rezultate skoraj v vseh meritvah. Slabse rezultate ima le
v primeru ene naprave, cemur botruje nacin izvajanja. Nas sistem mora pri
zagonu vsakega navideznega okolja zagnati se dodatno navidezno napravo, v
kateri se potem to okolje vzpostavi preko vsebnikov, medtem ko se pri sis-
temu StackLabs za tako okolje vzpostavi le ena navidezna naprava. Cim pa
uporabnik sestavi shemo z vec omreznimi napravami, pa se rezultati obrnejo
nasemu sistemu v prid. Pri omrezju s petimi napravami je razlika v casu
vzpostavitve ze 30 sekund, saj nas sistem caka le na zagon ene navidezne
naprave, ko se ta prizge, je vzpostavitev vsebnikov Docker v primerjavi z
navideznimi napravami hitrejsa. Vec kot je naprav, ki jih uporabnik v svo-
jem omrezju zeli imeti, vecja je razlika med casom vzpostavitve. Ceprav se
navidezne naprave ne vzpostavljajo zaporedno, ampak se njihove vzposta-
vitve prekrivajo, vseeno potrebujejo veliko sistemskih virov za svoje rezijske
stroske, kar privede do se vecje razlike. Vsebniki pa za svoj zagon potrebujejo
manj casa, saj ne rabijo virtualizirati operacijskega sistema.
Najvec casa, porabljenega za vzpostavitev uporabnikovega okolja, se v nasem
sistemu porabi za zagon navidezne naprave, v kateri se nato vzpostavi upo-
rabnikovo omrezje s pomocjo vsebnikov Docker. Vendar pa je ta navidezna
naprava za vsakega uporabnika identicna, ne glede na to, kaksno omrezje
ustvari. To lastnost lahko izkoristimo in s spremljanjem uporabnikove aktiv-
nosti njegovo navidezno napravo vzpostavimo, se preden on v svojem upo-
rabniskem vmesniku to izrecno zahteva. S predcasnim vzpostavljanjem upo-
rabnikove navidezne naprave se izognemo cakanju na njeno vzpostavitev ob
kreiranju uporabnikovega omrezja. Nato moramo vzpostaviti le se potrebne
vsebnike Docker. Slabosti te tehnike predstavljajo nepotrebno zagnane navi-
dezne naprave, vendar jih lahko s spremljanjem aktivnosti uporabnikov tudi
ugasnemo, kadar jih te vec ne potrebujejo. Ponovno izvedemo testiranje casa
vzpostavitve nasega okolja v primerjavi z okoljem StackLabs. Primerjava casa
vzpostavitve v odvisnosti od stevila naprav s predhodnim vzpostavljanjem
navideznih naprav je prikazana na grafu 5.4.
S to tehniko se cas vzpostavitve v nasem okolju znanto zniza in s tem
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Slika 5.4: Primerjava nasega okolja s sistemom StackLabs glede na cas vzpo-
stavitve s predhodno zagnanimi navideznimi napravami. Prikazuje stevilo
sekund, potrebnih za vzpostavitev uporabniskega okolja, glede na stevilo na-
videznih naprav v njem.
70 POGLAVJE 5. TESTIRANJE IN REZULTATI
poskrbi za boljso uporabnisko izkusnjo. Pri petih napravah v uporabnikovem
omrezju potrebuje nase okolje za vzpostavitev le dvanajst sekund, medtem
ko StackLabs potrebuje 82 sekund.
Poglavje 6
Sklepne ugotovitve
Z razvojem tehnologije se je le-ta zacela uporabljati tudi v ucne namene,
tako se je razvilo tudi e-izobrazevanje. Nova tehnologija, ki je vplivala tudi
na vseprisotnost interneta, nam je omogocila razvoj navideznih ucnih okolij.
Ta okolja se danes uporabljajo za sistematicno dostavljanje vsebine preko
spleta in nam tako olajsajo ucenje. Velik doprinos predstavlja tudi uporaba
virtualizacije, ki nam omogoca, da na enem zicnem strezniku vec ucencem
ponudimo loceno okolje, na katerem lahko izvajajo razlicne vrste ucenja.
Ceprav se je virtualizacija kot koncept pojavila ze v 70. letih prejsnjega sto-
letja, je za izdelavo navideznih ucnih okolij uporabljena se danes. Vse pogo-
steje pa se namesto navideznih naprav, ki temeljijo na virtualizaciji operacij-
skega sistema, uporabljajo vsebniki. Ti lahko v mnogo primerih nadomestijo
navidezne naprave in hkrati ponudijo vecjo zmogljivost in manjso porabo
sistemskih virov.
V pricujocem delu smo preverili nacin uporabe tehnologije virtualizacije v
okviru navideznih ucnih okolij, moznosti uporabe vsebnikov v njihovi gra-
dnji in nacine, kako najbolje izkoristimo njihove prednosti. Koncni cilj je
dokaz primernosti vsebnikov za uporabo v navideznem ucnem okolju. Pri
tem je potrebno poudariti, da smo se osredotocili na tehnoloski vidik razvoja
in pri tem nismo posvecali vecje pozornosti pedagoskemu vidiku. Navidezna
ucna okolja se lahko uporabljajo za ucenje poljubne tematike, mi smo se v
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nasem delu osredotocili na tista, ki ucencem pomagajo pri ucenju konceptov
racunalniskih omrezij in sistemske administracije. Zaradi svoje kongurabil-
nosti pa se jih lahko z le malo popravki uporabi tudi za izvajanje ucenja na
drugih podrocjih racunalnistva.
S pomocjo vsebnikov smo uspesno izvedli sistem za gradnjo in uporabo na-
videznih ucnih okolij. Shemo omrezja, na katerem se uporabnik zeli uciti,
si lahko zgradi sam ali pa mu jo zgradi ucitelj in do nje dostopa v obliki
vaj. Nato mu nas sistem to omrezje vzpostavi v locenem okolju. Naprave, ki
jih uporabnik vkljuci v omrezno shemo, se v uporabnikovem locenem okolju
izvajajo kot vsebniki Docker. Pomembno je poudariti, da imajo navidezne
naprave svoje prednosti pred vsebniki, med njimi je pomembna vecja izo-
lacija, zato smo za vzpostavitev uporabnikovega locenega okolja uporabili
navidezne naprave. Vsakemu uporabniku je dodeljena svoja navidezna na-
prava, do katere ima dostop samo on, s tem pa zamejimo tudi moznost vpliva
enega uporabnika na drugega.
Nas sistem, smo nato primerjali z navideznim ucnim okoljem StackLabs. Sis-
tema smo primerjali s pomocjo metrik gostote in casa vzpostavitve navide-
znega ucnega okolja. Gostota je pomembna tudi s nancnega vidika, saj
zelimo, da bi lahko sistem na enaki infrastrukturi podpiral cim vec upo-
rabnikov. Cas vzpostavitve pa se osredotoca predvsem na uporabnika, saj
zelimo, da je okolje za izvajanje vaj uporabniku na voljo cim hitreje. Po
primerjavi teh metrik lahko trdimo, da je nase okolje, izvedeno s pomocjo
vsebnikov, varcnejse pri porabi sistemskih virov in hitrejse pri vzpostavitvi.
Ta razlika se pojavi predvsem zaradi osnovne prednosti vsebnikov pred na-
videznimi napravami, in sicer, da za svoje delovanje ne rabijo virtualizirati
operacijskega sistema, s tem pa zmanjsajo svojo kompleksnost delovanja in
porabo sistemskih virov. Kljub temu pa ne moremo trditi, da je uporaba
vsebnikov vedno boljsa od uporabe navideznih naprav. Pokazali smo le, da
lahko s premisljeno rabo vsebnikov zasnujemo zmoglivejsi sistem. Navidezne
naprave pa nam med drugim ponujajo tudi vecjo izolacijo, zato smo se tudi
v nasem okolju odlocili za njihovo omejeno uporabo.
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Kljub opisanim prednostim, ki jih nase navidezno ucno okolje ponuja, bi se
bilo v nadaljevanju potrebno bolj osredotociti na uporabniski in pedagoski
vidik. Ker je ucinkovito izvajanje ucenja glavna motivacija nasega okolja, bi
bilo potrebno razsiriti funkcionalnosti spletne aplikacije. Primer tega je boljsi
pregled predavatelja nad vajami, ki se trenutno izvajajo, ter omogocanje ne-
posredne komunikacije med predavateljem in ucenci.
Z izdelano magistrsko nalogo smo dosegli cilje, ki smo si jih zastavili pri
prijavi teme. Pregledali smo podrocje virtualizacije, vsebnikov in navideznih
ucnih okolij, zasnovali smo novo navidezno ucno okolje, ki pri svojem izvaja-
nju uporablja vsebnike. To novo okolje smo nato ovrednotili in ga s pomocjo
dveh razlicnih metrik primerjali z okoljem StackLabs.
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