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The demixing of a binary fluid mixture, under gravity, is a two stage process. Initially
droplets, or in general aggregates, grow diffusively by collecting supersaturation from
the bulk phase. Subsequently, when the droplets have grown to a size, where their Pe`clet
number is of order unity, buoyancy substantially enhances droplet growth. The dynamics
approaches a finite-time singularity where the droplets are removed from the system
by precipitation. The two growth regimes are separated by a bottleneck of minimal
droplet growth. Here, we present a low-dimensional model addressing the time span
required to cross the bottleneck, and we hence determine the time, ∆t, from initial
droplet growth to rainfall. Our prediction faithfully captures the dependence of ∆t on
the ramp rate of the droplet volume fraction, ξ, the droplet number density, the interfacial
tension, the mass diffusion coefficient, the mass density contrast of the coexisting phases,
and the viscosity of the bulk phase. The agreement of observations and the prediction
is demonstrated for methanol/hexane and isobutoxyethanol/water mixtures where we
determined ∆t for a vast range of ramp rates, ξ, and temperatures. The very good
quantitative agreement demonstrates that it is sufficient for binary mixtures to consider
(i) droplet growth by diffusive accretion that relaxes supersaturation, and (ii) growth by
collisions of sedimenting droplets. An analytical solution of the resulting model provides
a quantitative description of the dependence of ∆t on the ramp rate and the material
constants. Extensions of the model that will admit a quantitative prediction of ∆t in
other settings are addressed.
Key words: Condensation/evaporation; Reacting multiphase flow; Mixing and disper-
sion; Low-dimensional models
1. Introduction
Precipitation emerges when aggregates, i.e. droplets, bubbles or solid particles that
are immersed in a fluid, grow to a size where their motion is affected by buoyancy. At
this point their motion changes from Brownian diffusion to Stokes settling, and the colli-
sion cross section increases dramatically. As a consequence aggregate growth is boosted
(Houghton 1959; McGraw & Liu 2003; Grabowski & Wang 2013), collective effects emerge
in their motion (Cau & Lacelle 1993; Kalwarczyk et al. 2008; Stevens & Feingold 2009;
Woods 2010), and virtually all volume condensed on the aggregates is precipitating out
of the fluid in a finite time (Cau & Lacelle 1993; Aarts et al. 2005; Kostinski & Shaw
2005). Precipitation is prevalent in natural processes, such as clouds (Houghton 1959;
McGraw & Liu 2003; Stevens & Feingold 2009; Tokano 2011), hot- (Ingebritsen & Rojs-
taczer 1993; Toramaru & Maeda 2013) and cold-water (Han et al. 2013) geysers, as well
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Figure 1. Episodic precipitation in binary mixtures. Panels a–f show false-colour plots
of the turbidity distribution in snap shots of the phase separation of an isobutoxyethanol/water
mixture subjected to a ramp rate, ξ = 2.5 × 10−5 s−1. Averaging in horizontal direction and
arranging the resulting vertical turbidity profiles next to each other produces a space-time plot
of the time evolution of the turbidity, panel g. The length scale is provided on its ordinate axis,
and the scales in the pictures a)–f) can be inferred by noticing that panel g shows the full height
of the samples. In section 2 we provide full details on the experimental setup and method, and
in Movie 1 we supply the full evolution in the false colours presented here, together with an
animation illustrating the construction of the space-time plot.
as lake (Zhang 1996; Zhang & Kling 2006) and volcano (Wylie et al. 1999; Cashman &
Sparks 2013) eruptions and the subsequent cooling of magma domes (Martin & Nokes
1988; Koyaguchi et al. 1990; Sparks et al. 1993). Moreover, it is also essential to many
technical processes, like synthesis of large colloidal particles (Nozawa et al. 2005), steel
processing (Yuan et al. 2004; Rimbert et al. 2014), and food science (Scholten et al. 2008;
Zhang & Xu 2008).
In spite of the abundance of applications, there are many unresolved issues in the
quantitative description of precipitation. For instance, a better understanding of rain
formation has been identified as one of the key ingredients of improved models for climate
modeling (Grabowski & Wang 2013; Blyth et al. 2013) and small-scale weather prediction
(Stevens & Seifert 2008). Here, we present a comprehensive set of experimental data that
allows us to critically survey the parameter dependence of the time scale ∆t for rain
formation. Data are provided for two binary fluid mixtures where demixing is driven
by a continuous temperature ramp. When the ramp induces a constant generation of
material, characterised by a constant value of the ramp rate, ξ, we observe repeated waves
of aggregate nucleation, growth and precipitation (figure 1). We denote these waves of
precipitation as episodic precipitation. The defining feature of episodic precipitation is
an oscillatory evolution of the aggregate size distribution and of the precipitation rate
in response to a slow continuous mass or heat flux into a fluid mixture. The flux leads
to aggregate nucleation and growth, and episodic release of the accumulated material
by precipitation events. The modulations of the precipitation rates has been observed in
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laboratory experiments where phase separation in a binary fluid was monitored during
pressure release (Soltzberg et al. 1997) or a temperature ramp (Mirzaev et al. 2010;
Auernhammer et al. 2005; Lapp et al. 2012).
Constant driving, ξ, induces periodic waves of precipitation in both coexisting phases
(figure 1). We identify the time scale ∆t for rain formation as the period of the episodic
response in the observed demixing. Hence, we obtain comprehensive data sets for the
dependence of the time scale ∆t on the viscosity, the diffusion coefficient, the mass
density contrast, the number density of aggregates and the driving. The latter all vary
over several orders of magnitude in our experiments (cf. appendix A).
The data on ∆t is compared to a low-dimensional model that accounts for diffusive
growth of small aggregates, and a crossover to collection-dominated growth for large
aggregates. The model differs from classical models of rain formation by modeling the
diffusive growth according to state-of-the-art models for nanoparticle synthesis (Sugimoto
1992; Tokuyama & Enomoto 1993; Leubner 2000; Clark et al. 2011), rather than adapting
classical Ostwald ripening (Houghton 1959; Wilkinson 2014). We will show that these
assumptions are sufficient to quantitatively predict the values of ∆t for the demixing of
binary fluid mixtures, and to faithfully capture the dependence of the period on their
material constants, the number density of droplets and the ramp rate.
For the demixing of binary fluid mixtures the time scale, ∆t, is selected by a bottle-
neck arising at the crossover from the diffusive growth of small aggregates to growth
dominated by collection of other aggregates. The crossover emerges once the motion of
the largest aggregates is affected by buoyancy. All applications mentioned above share
conditions where the overall droplet volume is growing in time. Under these conditions
the diffusive growth is typically dramatically faster than for classical Ostwald ripening,
i.e. in circumstances where the overall droplet volume is preserved and the droplet num-
ber decays like one over time. Indeed, for all experimentally accessible ramp rates, ξ > 0,
droplet growth progresses at a constant aggregate number density (Sugimoto 1992; Leub-
ner 2000; Tokuyama & Enomoto 1993; Clark et al. 2011; Vollmer et al. 2014). The focus
of the present paper will therefore be the characterisation and modeling of aggregate
growth and precipitation in settings with a sustained constant growth speed ξ of the
overall aggregate volume fraction, and the analysis of the dependence of ∆t on ξ, the
aggregate concentration n, and appropriate material constants.
The paper is organised as follows: In section 2 we provide details on the considered
mixtures, and the experimental procedure to determine ∆t. It culminates in the presen-
tation of a large data set that clearly establishes a strong dependence of ∆t on the ramp
rate ξ. The robust features of episodic precipitation call for a universal description of the
oscillation period. Such a theory is established in section 3. The resulting prediction is
in very good quantitative agreement with the experimental data. (All material constants
needed for the quantitative comparison are provided in appendix A.) The model allows
us to revisit problems encountered in quantitative descriptions of warm terrestrial rain
(section 4): diffusive droplet growth in a classical Ostwald-like scenario is too slow to
account for the observed time scale, ∆t. In contrast, our new model provides estimates
for clouds that are too fast. We attribute this to simplifications of the droplet collision
kernel that are well-justified for binary mixtures with relatively small settling rates, but
that substantially overestimate the growth rate in systems, like terrestrial rain, with large
density contrast of the coexisting phases. We conclude in section 5 with a summary of
our main results, and a discussion of extensions of the model that will allow us to address
precipitation arising in other settings.
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2. Experiment
We will discuss the parameter dependence of ∆t for repeated waves of precipitation
in two well-controlled laboratory experiments: mixtures of isobutoxyethanol/water and
of methanol/hexane that are subjected to a range of different temperature ramps. The
system is contained in a light scattering cuvette and its temperature is controlled by
immersion in a water bath so that we have full control over external perturbations. In
our experiment, figure 1, two partially miscible liquids form two layers with a phase
which is richer in the less dense fluid floating over a layer of the high-density phase.
The temperature of the mixture is varied smoothly away from the phase coalescence
point, Tc, and the time-dependence of the temperature is engineered so that the ramp
rate, ξ, of the droplet volume fraction remains constant in each run of the experiment. A
movie illustrating the corresponding temperature evolution together with a video of the
sample is provided in movie 2. In response to the ramp both layers show an alternating
variation in turbidity, figure 1.a)–f) and figure 2.c). Representing this evolution in a
space-time plot, figure 1.g), illustrates a variation of turbidity with a period ∆ti between
the ith and (i+ 1)st precipitation event. The accompanying periodic alternation in the
turbidity and the particle size distribution are characteristics of episodic precipitation.
The effect is robust. Episodic response has been observed in the particle size distribution
(Lapp et al. 2012) and in calorimetric data (Vollmer et al. 1997; Vollmer & Vollmer
1999; Auernhammer et al. 2005; Mirzaev et al. 2010) in a vast range of binary mixtures
(Vollmer et al. 1997; Auernhammer et al. 2005; Mirzaev et al. 2010; Lapp et al. 2012),
including olive oil and methylated spirit (Vollmer et al. 2007). It arises in the upper as
well as in the lower layer of the mixtures.
2.1. Experimental Setup
Figure 2.a) shows the experimental setup. The sample cell (1), a 3 mL fluorescence cell
117.100F-QS made by Hellma GmbH, is illuminated by a KL 2500 LCD Schott cold
light source (2) such that dark-field images can be taken with a BM-500CL monochrome
progressive scan CCD camera (3). The camera takes 772×1420 pixel images of the sample
cell with a frame rate between 0.1 and 3 Hz depending on the ramp rate ξ.
The sample temperature is controlled by immersion into a water bath that follows
a temperature protocol imposed by a computer-controlled thermostat (4): an immer-
sion cooler Haake EK20 is cooling with constant power, and a Huber CC-E immersion
thermostat is heating the water bath to the preset temperature. Additionally, the tem-
perature of the water near the sample is measured with a PT100 temperature sensor.
The temperature is controlled with an accuracy of 15 mK. Homogenisation for repeated
runs is provided by a magnetic stirring unit (5).
The inset (1a) in figure 2.a) shows a magnification of the sample cell. The camera cap-
tures the turbidity of the full cell, providing 8 bit turbidity data as shown in figure 2.c).
Averaging this data in horizontal direction and plotting the resulting scans of the tur-
bidity height profiles, provides the space-time plot figure 2.b). For visual inspection the
contrast in these pictures is conveniently enhanced by a representation in false colours,
figure 1. As supplementary online material we provide movies showing the black-and-
white turbidity data taken by the camera together with a plot of the time evolution of
the temperature, Movie 2, and an animation, Movie 1, illustrating the construction of
the space-time plot of the turbidity shown in figure 1.g).
The space-time plots, figures 1.g) and 2.c), clearly visualise the period ∆t between
subsequent waves of precipitation. Episodic precipitation goes along with marked oscil-
latory changes in the droplet size distribution (Lapp et al. 2012), and in the turbidity of
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Figure 2. Setup and raw data obtained from the CCD camera. a) Photo of the experi-
mental setup. Its components, (1)–(5) are described in the main text. b) Space-time plot based
on the turbidity data provided by the camera. The sample contains a mass fraction of 0.2751
isobutoxyethanol in water, and was subjected to a ramp rate ξ = 2.5× 10−5 s−1. c) Representa-
tive snap shots of the times where the snap shots were taken are indicated below the respective
photos, and by white bars in panel b). In Movie 2 we provide the full time evolution as captured
by our camera.
the samples (Auernhammer et al. 2005). The main panels of figure 3 show representative
traces of the turbidity of the samples when heated with different, constant ξ. The data
for ∆t are extracted from these traces as the distance between subsequent maxima of
the turbidity.
In addition to capturing the turbidity we succeeded to follow the time evolution of the
droplet size distribution of IBE droplets in water via an appropriately enhanced illumi-
nation and imaging (Lapp et al. 2012). Wherever available an analysis of the temporal
evolution of the droplet size distributions along the same line as the one for the space-
time plots of the turbidity, provides identical values for ∆ti with a higher experimental
accuracy. Further details on the experimental setup are provided in Lapp et al. (2012),
and the data analysis used to extract the oscillation period from the space-time plots has
been described in Auernhammer et al. (2005).
2.2. Investigated Mixtures
Two types of mixtures are considered:
Methanol/hexane (M+H) These mixtures are one of the classical model systems
of binary phase separation (Huang et al. 1974; Beysens et al. 1988; Abbas et al. 1997;
Iwanowski et al. 2006; Sam et al. 2011). The two liquids are fully miscible above the
critical temperature Tc = 34.45
◦C. The concentrations of the coexisting phases that are
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Figure 3. Phase diagrams and time traces of the turbidity. The insets show the phase
diagrams of a) IBE+W, and b) M+H, and the respective main panels show oscillations of the
turbidity in the lower layer for different ramp rates ξ: from top to bottom a) 2.5 × 10−5s−1,
1.25×10−5s−1, 5×10−6s−1 for IBE+W, and b) 4×10−4s−1, 2×10−4s−1, 1×10−4s−1 for M+H.
The data points of the turbidity correspond to the average turbidity of a region of 140µm height
and the full sample width, that is located 650µm below the meniscus. The different signals are
shifted vertically for better visibility.
formed for lower temperatures are shown in the phase diagram in figure 3.b). See Abbas
et al. (1997) for a detailed description.
Isobutoxyethanol/water (IBE+W) Mixtures of water and butoxyethanol have
become popular as an experimentally-friendly system that phase separates upon heat-
ing (see e.g. Emmanuel & Berkowitz 2006). For our present purposes IBE and water,
figure 3.a), is even preferential since the critical point of the mixtures, Tc = 25.61
◦C,
lies more than 10◦C below the one of the butoxyethanol mixture. This further enhances
the range of experimentally accessible temperatures (that must always lie well below the
boiling point of water). See Nakata et al. (1982) and Lapp et al. (2012) for more detailed
descriptions.
For the fit of the coexistence curve we follow the procedure of Aizpiri et al. (1990). To
first order they approximate the left and right branch of the coexistence curve by
Φr/l = Φc ±B θβ +D θ2β (2.1)
with the reduced temperature θ = |1 − T/Tc|, the critical point being at temperature
Tc with composition Φc, and the universal scaling exponent β = 0.325. For the M+H
mixture this provides a good fit, the solid green line, shown in the inset of figure 3.b), with
fit parameters listed in Table 1. On the other hand for IBE+W the exponent β = 0.325
only applies for θ < 10−3 (Nakata et al. 1982), which is too small for our purposes. Even
correction terms based on the Wegner expansion do not help (Nakata et al. 1982). To
have a simple set of parameters we therefore choose β = 0.25, which admits a faithful
description based on three free non trivial parameters (see figure 3.a) and Table 1).
The temperature ramps in our experiments amount to increasing temperature for
IBE+W, and decreasing temperature for M+H. For simplicity we denote this as heating,
and understand that the temperature ramp rate is negative for the latter mixture. On
the other hand, the ramp rate of the droplet volume fraction, ξ, is positive in either case,
as elaborated in section 2.3.
The evolution can most conveniently be described by focusing on a region in one of
the macroscopic phases. Its average concentration changes due to sedimentation of large
droplets. However, immediately after a precipitation event, the bulk and the remaining
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IBE + W M + H
β 0.25 0.325
Tc [K] 298.76 ± 0.12 307.88 ± 0.15
Φc 0.3093 ± 0.0032 0.3143 ± 0.0008
B 0.547 ± 0.002 0.726 ± 0.002
D 0.26 ± 0.015 0.323 ± 0.005
Table 1. Fit parameters of the coexistence curve for IBE+W and M+H.
small droplets are very close to an equilibrium composition at points on the coexistence
curve with composition Φb for the bulk phase, and Φd for the remaining droplets in the
fluid. The phases occupy the volumes Vb and Vd, respectively.
As the mixture is further heated, the equilibrium concentrations of the coexisting
phases change in response to the broadening of the miscibility gap, i.e. the region bounded
by the coexistence curve. A temperature difference δT causes a change in the equilibrium
composition by δΦb < 0 and δΦd > 0. It gives rise to a concentration current across the
interface of the droplets, which in turn leads to a growth of the droplets. In the following
subsection we review how the temperature protocol of the experiments was chosen in
order to fix the ramp rate, ξ, of the droplet volume fraction.
2.3. Calculating the ramp rate ξ
The derivation of the ramp rate, ξ, starts from the the average composition
φ = vdΦd + (1− vd) Φb (2.2)
of a small volume of a mixture, where droplets of composition Φd occupy a volume fraction
vd in a background phase of composition Φb. By definition, the average composition, φ,
is preserved when the droplets start growing in response to a change of temperature. On
the other hand droplet growth is accompanied by a change of the composition of the
phases,
0 = φ˙ = vd Φ˙d + Φd v˙d + (1− vd) Φ˙b − Φb v˙d . (2.3)
We introduce the notations
ζ = Φ−10
dΦ¯
dt
(2.4a)
ξ = Φ−10
dΦ0
dt
(2.4b)
ϕ =
φ− Φ¯
Φ0
(2.4c)
where Φ¯ =
1
2
(Φb + Φd) , (2.4d)
Φ0 =
1
2
(Φb − Φd) , (2.4e)
and substitute the resulting expressions for Φ˙d and Φ˙b into (2.3). Solving for v˙d one
obtains then after some straightforward algebra
v˙d =
1
2
(ζ + ξϕ) . (2.5)
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Here, ϕ is the reduced average concentration defined in (2.4c). It takes the value ϕ = 1
when φ = Φb, and smaller values for compositions inside the miscibility gap.
Assuming local equilibrium one can characterise the local bulk concentration by the
space dependent field ϕ(x, t). Its time evolution obeys a diffusion equation with a source
strength of 2 v˙d (Cates et al. 2003). According to the above consideration this source
term gives rise to a corresponding growth of the equilibrium droplet volume fraction.
From the point of view of the transport equations, the magnitude of the source strength
v˙d appears therefore as the relevant parameter characterising how strongly the mixture
is driven away from equilibrium. With this motivation we consider here temperature
protocols that correspond to fixed values of v˙d.
In (2.4) it is understood that Φ0 and Φ¯ are functions of T (t) due to their dependence
of Φd and Φb, i.e. on the borders of the two-phase region of the phase diagram. In
general these functions have a different temperature dependence. Hence, it is not clear
a priory that v˙d can be fixed to a constant value by choosing an appropriate form of
the temperature ramp T (t). Indeed, we choose different temperature protocols for the
two phases—i.e. for the M+H (and IBE+W) mixtures we adopt different temperature
ramps for methanol (IBE) droplets in hexane (water) than for hexane (water) droplets
in methanol (IBE). The optimal protocol is found by rearranging (2.5) to take the form
v˙d =
1
2Φ0(T )
dΦb
dt
− vd
Φ0
dΦ0
dt
≈ 1
2Φ0(T )
dΦb
dT
dT
dt
, (2.6)
where the approximation in the final step is based on the fact that the volume fraction
of droplets vd is always small in our experiments. According to (2.6) the ramp rate v˙d for
droplets in the upper and lower layer of our samples is found by appropriately assigning
the indices b and d to the respective branches of the phase diagram. Subsequently, the
temperature protocol of the ramp is obtained by integrating
dT
dt
= 2 v˙d Φ0(T )
(
dΦd
dT
)−1
. (2.7)
In practice there is only a small difference between v˙d and ξ since ζ  ξ for the phase
diagrams under consideration, and since ϕ is always very close to one. Hence, on the
one hand, we distinguish between v˙d and ξ for the sake of calculating the temperature
protocol. This avoids systematic errors in the numerical integration of (2.7). On the other
hand, for the further presentation of the data, we specify the ramp rate in terms of ξ.
This allows us to use terminology that is consistent with the pertinent literature (Cates
et al. 2003; Vollmer & Vollmer 1999; Auernhammer et al. 2005; Vollmer et al. 2007; Lapp
et al. 2012).
2.4. Experimental results for ∆t
Figure 4 compiles data of ∆t for a vast range of heating rates ξ, and four different
scenarios of phase separation in a binary mixture: a) the emergence and sedimentation
of water-rich droplets in an isobutoxyethanol-rich phase; b) the emergence and rising of
isobutoxyethanol-rich droplets in a water-rich phase; c) the emergence and sedimentation
of methanol-rich droplets in a hexane-rich phase; and d) the emergence and rising of
hexane-rich droplets in a methanol-rich phase.
Different data points for a given ramp rate are due to the drift of ∆t when perti-
nent material constants change upon moving further away from the critical point. In
appendix A we provide the temperature dependence of the material constants, which in
turn translates to a time dependence when inverting the protocol T (t) of the tempera-
ture ramp. For all data the height of the layer was h ≈ 1 cm. Measurements for samples
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Figure 4. The oscillation period, ∆t, plotted vs. the ramp rate ξ. The four panels
show ∆t for a) water-rich droplets in an IBE-rich continuous phase, b) IBE-rich droplets in a
water-rich continuous phase, c) methanol-rich droplets in a hexane-rich continuous phase, and
d) hexane-rich droplets in a methanol-rich continuous phase, respectively. The different symbols
denote measurements for different ranges of ramp rates, ξ. The colours and symbols encode differ-
ent heating rates ξ: open green circle, ξ < 6×10−6 s−1; blue cross, 10−6 s−1 < ξ < 1.3×10−5 s−1;
red plus, 1.3× 10−5 s−1 < ξ < 3× 10−5 s−1; open black square, 3× 10−5 s−1 < ξ < 6× 10−5 s−1;
green square, 6× 10−5 s−1 < ξ < 3× 10−4 s−1; and blue circle, 3× 10−4 s−1 < ξ. The grey lines
are guides to the eye that indicate the slope of a power law, ∆t ∼ ξ−3/7.
with varying heights between h = 0.25 cm and 5.5 cm for the lower layer showed that
∆t is hardly affected by h. The data points for the IBE+W mixture (left) are obtained
by particle tracking (cf. Lapp et al. 2012 for experimental details), and those for M+H
(right) refer to subsequent minima of turbidity measurements as shown in figure 3. We
verified that both methods provide the same results. However, the data obtained from
droplet tracking tend to be more accurate.
In the following section we establish a model for the droplet growth and sedimentation
that provides a quantitative description of ∆t for all data presented in figure 4.
3. Theory
As a first step to model ∆t we consider the reasons why the turbidity — and hence
the precipitation rate — in our experiment is not steady: the turbidity of a transparent
fluid mixture increases when a considerable number of droplets have grown to a size
comparable to (and eventually larger than) the wavelength of light. This manifests as
a change of colour in the lower part of the cell when the system progresses from the
snapshots shown in figure 1.b)–c). Conversely, the fluid becomes clearer again when vast
amounts of small droplets are collected during the sedimentation of the largest droplets
(transition from figure 1.d)–e)). Repetition of the cycle of nucleation, growth of droplets,
and resetting the system by sedimentation gives rise to episodic precipitation, as shown
in the space-time plot, figure 1.g). In the following the salient features of this dynamics
are modelled.
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Figure 5. Bottleneck in droplet growth. As a function of droplet size r the growth speed
r˙ of droplets shows a sharp minimum at a size r∗. Smaller droplets grow by diffusion — the
growth of larger droplets is speeded up by sedimentation, that promotes the collection of small
droplets (see insets).
3.1. Evolution of the radius of the largest droplets
We start with general considerations motivating the setup of the model.
1. Spatial degrees of freedom need not be considered to describe the evolution of
the largest droplets. For the nonlinear reactions terms characterising phase separation
the convective mixing efficiently eliminates spatial inhomogeneities of the droplet size
distribution (Benczik & Vollmer 2010, 2012). Indeed, based on visual inspection of the
accompanying movies, we estimate the mixing time scale to be of the order of seconds.
It is about three orders of magnitude smaller than the period ∆t.
2. It is sufficient to consider the characteristic size of the largest droplets rather than
the full droplet size distribution. For diffusively growing droplets the size distribution is
sharply bounded towards large droplets. Consequently, the largest droplets in the system
have a well-defined size and there are only few of these droplets (Slezov 2009; Clark
et al. 2011; Vollmer et al. 2014). When buoyancy starts to effect their motion these large
droplets collect smaller droplets, grow rapidly, and eventually clear the system from
droplets by precipitation (Kostinski & Shaw 2005).
3. While many different processes contribute to the droplet growth, it suffices to con-
sider only droplet growth by diffusive accretion that relaxes supersaturation, and the
collection of small droplets by sedimenting large ones in order to achieve a quantitative
description of ∆t. The processes are illustrated in figure 5, and we will now discuss them
in turn.
3.1.1. Growth by diffusive accretion that relaxes supersaturation
The dynamics of large droplets crossing the meniscus (Aarts et al. 2005) and droplet
nucleation (Binder & Stauffer 1976; Farjoun & Neu 2011) provide microscopic droplets
in the fluid. Subsequently, the supersaturation in the bulk relaxes by diffusion of the
minority component onto the droplets. The diffusive accretion of material on the droplets
relaxes supersaturation and induces droplet growth.
In the experiments the temperature ramp is adjusted in such a way that the volume
fraction of droplets grows linearly in time with a speed ξ. For these growth conditions
it was demonstrated in Sugimoto (1992); Tokuyama & Enomoto (1993); Clark et al.
(2011); Vollmer et al. (2014) that the number density of droplets is preserved. Droplets
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of a characteristic radius r and number density n occupy a volume fraction n 4pir3/3.
When the droplet volume fraction increases with speed ξ and the number density n is
conserved, diffusive growth provides a temporal change of the droplet radius
d
dt
4pi n r3
3
= ξ ⇒ r˙ = ξ
4pin
1
r2
. (3.1)
Alternatively, this growth law can be obtained as large k approximation of the diffusive
growth law (Clark et al. 2011; Vollmer et al. 2014)
a˙ =
σD
a2
(
k
a
〈a〉 − 1
)
, k = 1 +
ξ
4piσDn
(3.2)
describing the growth of a droplet of radius a in an assembly of droplets with distribution
P (a) and mean droplet radius 〈a〉 = ∫ da aP (a). In (3.2) D is the diffusion coefficient
for accretion of material on the droplets, and
σ =
2γV 2mC∞
RT
(3.3)
is the Kelvin length (Lifshitz & Pitaevskii 1981; Bray 1994), that depends on the inter-
facial tension γ, the molar volume Vm, and the equilibrium composition of the droplet
phase C∞ in units of mol/m3. (Specific values of the material constants are provided in
appendix A.) It was shown in Vollmer et al. (2014) that k takes values of the order to 106
under the conditions considered here, and that a ' 〈a〉 in the late stages of competitive
droplet growth at large k. Hence, (3.2) reduces to (3.1).
3.1.2. Growth by collection of smaller droplets
When the droplets become sufficiently large, they drift under the influence of buoyancy
forces. According to Stokes’ formula the velocity of a slowly settling droplet is (Taylor &
Acrivos 1964; Guyon et al. 2001)
u = κr2 with κ =
2
9
g∆ρ
µb
µd + µb
µd +
2
3µb
, (3.4)
where g is the gravitational acceleration, ∆ρ the density contrast, µb is the dynamic
viscosity of the bulk phase, and µd is the viscosity of the material in the droplets. When
the Stokes velocity of the the largest droplets in the system becomes noticeable they
collect smaller droplets in their path. Hence, the volume of a large droplet grows like
4pir2 r˙ = εpir2uξt, where ε is the collection efficiency for large droplets coalescing with
smaller ones, and ξt is the volume fraction of the smaller droplets. (Observe that r refers
to the radius of the largest droplets in the system—a minute minority of droplets that
accounts for only a small part of the droplet volume fraction.) Accordingly, we find the
collisional growth rate
r˙ =
εκξt
4
r2 . (3.5)
3.1.3. The bottleneck of droplet growth
The diffusive growth mechanism, (3.1), works very well for small droplets due to the
factor r−2, and it becomes less and less efficient when r grows. In contrast, growth by
collecting small droplets, (3.5), does not contribute to the growth as long as all droplets
are small, while it leads to runaway growth of the large droplets when their motion is
affected by buoyancy. Hence, we assert that the sum of the diffusive growth, (3.1), and
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the contribution accounting for the collection of smaller droplets, (3.5),
r˙ =
ξ
4pin
1
r2
+
εκξt
4
r2 , (3.6)
faithfully describes the growth of the largest droplets in the system. The growth law,
(3.6), shows a bottleneck of growth at the bottleneck radius, r∗, where the droplet growth
speed, r˙, takes its smallest value, r˙(r∗, t∗) = (2/3) (r∗)−2 (see figure 5),
r∗ = r(t∗) ' (pinεκ t∗)−1/4 . (3.7a)
The bottleneck is approached at the time t∗ required for droplets to grow from zero
radius to the radius r∗. Integrating (3.1) from r = 0 to r = r∗ yields 4pinr∗3/3 = ξt∗.
Together with (3.7a) this equation provides the following expressions for the bottleneck
time t∗ and the bottleneck radius r∗,
t∗ =
(
28 pi
34
n
ε3κ3ξ4
)1/7
, r∗ =
(
3
4pi2
ξ
εκn2
)1/7
. (3.7b)
Henceforth, we measure time in units of t∗, droplet radii in units of r∗, and, for concise-
ness of the notation, we denote the resulting dimensionless units still as (r, t). In terms
of these dimensionless variables (3.6) takes the form
r˙ =
1
3 r2
+
t r2
3
, (3.8)
such that the growth velocity r˙(r, t) takes its minimum at (r, t) = (1, 1).
3.2. Calculating the period ∆t
As long as buoyancy does not yet affect the motion of the largest droplets in the system,
the droplets grow diffusively by collecting supersaturation. In leading order for small
droplets one can then neglect the growth contribution tr2/3 in (3.8). For an initial droplet
size r(t = 0) = 0 this entails
r˙ ' 1
3 r2
⇒ rS(t) ' t1/3 , (3.9a)
where the index S in rS(t) stresses that the approximation applies as long as droplets
are small, rS . 1. As shown by the dotted line in figure 6.a) this approximation provides
a good estimate for values t < 1/2.
Similarly, for large droplets the contribution (3r)−2 to the growth is sub-dominant in
(3.8) such that in leading order
r˙ ' r
2 t
3
⇒ rL(t) ' 6
∆t2 − t2 . (3.9b)
Here, the index L in rL(t) indicates that this solution applies when the droplets are large,
rL & 1. The growth law, (3.9b), features a finite-time singularity when t approaches ∆t.
At the latest at this late time, the large droplets will rapidly fall out of the measurement
window, such that the system is reset to its initial state r ' 0. On the one hand, the
dash-dotted line in figure 6.a) shows that (3.9b) provides a very good description of the
numerical data for t & t? for the choice ∆t = 2.44. On the other hand, the expression
(3.9b) can not be matched continuously to (3.9a) because for ∆t = 2.44 the latter ex-
pression produces smaller values for r(t) for all t. Rather, a continuous and differentiable
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Figure 6. Finite-time divergence of droplet growth. a) Comparison of the numerical
solution of (3.8) (grey squares) to the analytical approximations, (3.10) (dashed blue line) and
(3.12) (solid red line), respectively. The green dotted line shows the leading order approximation
for small droplets, (3.9a), and the brown dash-dotted lines the description of the divergence of
the size of large droplets, (3.9b), evaluated for ∆t = 2.44. The analytical description of the
droplet growth, (solid red line), is also shown in panel b) which shows how (3.12) is obtained
by matching the expressions (3.11a) and (3.11b) for small and large droplets, respectively.
interpolation from (3.9a) to (3.9b) requires to choose
r(t) '
{
t1/3 for t 6 1 ,
6 (7− t2)−1 for t > 1 . (3.10)
The resulting first order estimate for r(t) is shown by the dashed blue line in figure 6.a).
It diverges at ∆t =
√
7 ' 2.646, thus overestimating the time ∆t required to reach the
finite-time singularity observed in the numerical data by about 8%.
A more accurate description of the numerical solution of (3.8) is obtained by taking
into account the leading order corrections of (3.9a) and (3.9b). A refined estimate for the
droplet growth is obtained by using rS(t) to approximate the sub-leading contribution
to the growth of r3 by tr4 ' t7/3. The resulting solution of (3.8) becomes
d
dt
r3 ' 1 + t7/3 ⇒ rs(t) '
(
t+
3
10
t10/3
)1/3
. (3.11a)
This expression provides an excellent fit to the numerical data for t . t?, as shown by
the the dotted green line in of figure 6.b).
For the large droplets a more accurate prediction is obtained by using rL(t) to approx-
imate the (3r)−2 term in (3.8),
− d
dt
r−1 =
t
3
+
1
3
r−4 ' t
3
+
1
3
(
∆t2 − t2
6
)4
⇒ rl(t,∆t) '
[
∆t2 − t2
6
(3.11b)
+
(∆t− t)5
3 · 64
(
t4
9
+
5 t3 ∆t
9
+
23 t2 ∆t2
21
+
65 t∆t3
63
+
128 ∆t4
315
)]−1
.
When evaluated at ∆t = 2.467 the expressions (3.11a) and (3.11b) match continuously
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Figure 7. Dependence of ∆t on n, κ, and ξ. The period of episodic precipitation in IBE+W
mixtures of various compositions collapse on a curve when plotting ∆t as a function of nκ−3ξ−4.
Here, the respective heating rates in units of s−1 are specified in the caption of figure 4 and
the measurement of the number densities, n, have been reported in Lapp et al. (2012). When
collecting the numerical prefactors and accounting for the temperature dependence of κ, the
collection efficiency, ε, remains as the only free parameter of the prediction (3.13). Varying ε
induces a vertical displacement of the line. Here, ε was set to the value ε = 0.3 for the thick
solid line. The thinner lines above and below correspond to the choices ε = 0.1 and ε = 1,
respectively.
and differentiable at the point (tm, rm) = (0.9304, 1.0526), [figure 6.b)]
r(t) '
{
rs(t) for t 6 tm = 0.9304 ,
rl(t,∆t = 2.4667) for t > tm = 0.9304 .
(3.12)
The thick solid red lines in both panels of figure 6 show the expression (3.12) over the
full t-range. It provides an excellent description of the numerical solution of (3.8) that is
shown by grey squares. In particular, the position of the predicted finite-time singularity,
∆t = 2.467, is only off by one percent from the numerically obtained value, ∆t = 2.44.
In conclusion, the parameter dependence of the time scale, ∆t, for the growth from
vanishingly small to very large droplets is provided by the time, t∗, required to grow to the
bottleneck size, r∗. Based on (3.7b) and the fit of ∆t in (3.9b) to match the asymptotics
of the numerical data shown in figure 6, we find
∆t ' 2.44 t∗ ' 3.39
(
n
ε3κ3ξ4
)1/7
. (3.13)
A first hint that this prediction might be faithful is obtained by observing that the
parts of a period where we observe high and low turbidity in figure 3 are of comparable
extent. This is consistent with the theoretical prediction that the singularity arises at
∆t = 2.44 t∗. A more thorough test is presented in figure 7 where we plot ∆t as function
of nκ−3ξ−4. The plot is based on data of Lapp et al. (2012) where the time evolution
of the droplet density was followed by particle tracking such that both, ∆t and n, are
known from the experiment. The data determining the temperature dependence of κ
is provided in appendix A. Hence, the collection efficiency, ε, remains as the only free
parameter of the prediction, (3.13). It induces a vertical displacement of the prediction
on the logarithmic scale in figure 7. The theoretical curves displayed in figure 7 show
the prediction (3.13) for the constant values, ε = 0.1, 0.3, and 1, respectively. These
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values correspond to the middle and the respective most extreme values observed for
other systems (Beard & Ochs 1993), where the collection efficiency ε was reported to
take values in the range 0.1 6 ε 6 1. All data points lie in the narrow band around the
prediction, well within the uncertainty of ε. There only is a slight systematic mismatch of
the slope. We attribute this trend to a weak temperature dependence of ε. The mismatch
arises from a correlation of the temperature dependence of κ and α, and the corresponding
dependence of ε.
3.3. Accounting for different droplet densities
Typically the droplet density, n, is not easily accessible. It is therefore desirable to provide
an estimate for n in order to arrive at a widely applicable theory for the period, ∆t. In
the context of our experiments this can be achieved by observing that the expression
k, defined in (3.2), is preserved during the periods of diffusive droplet growth (Klein
& Moisar 1963; Sugimoto 1992; Clark et al. 2011), and that k  1 for the present
experiments (Vollmer et al. 2014). Hence, the number density n is proportional to ξ/(σD).
Combining this proportionality with (3.13) we obtain
∆t = α
(
Dσκ3
)−1/7
ξ−3/7 . (3.14)
The factor α comprises numerical prefactors and the dependence of ∆t on quantities
that are not accessible in many circumstances: the collection efficiency, ε, and the pa-
rameter k characterising the diffusive growth. The coefficients D, σ and κ in (3.14) are
functions of material constants. They show a strong temperature dependence that arises
from the vanishing of the interfacial tension and the mass density contrast at the critical
temperature, Tc, of the phase transition. This, in turn, entails the vanishing of σ and κ
which are proportional to the interfacial tension and the mass density contrast, respec-
tively (cf. appendix A). Hence, (3.14) suggests that ∆t ξ3/7 should be a function of the
reduced temperature θ = |T − Tc|/Tc. This proposition is corroborated in figure 8. It
shows a remarkable data collapse for all data compiled in figure 4 when plotting ∆t ξ3/7
as function of θ. Moreover, the resulting temperature dependence is faithfully described
by the master curves, (3.14). The dimensionless prefactor α is the only free parameter in
this description. This parameter takes values very close to unity that only depend on the
selected mixture: α = 0.71 for IBE+W (left panels of figure 8), and α = 0.9 for M+H
(right panels of figure 8).
4. Discussion
In the present section we interpret the modeling of the data for the binary mixtures
with particular emphasis on the quality of the data collapses shown in figures 7 and 8.
What are the underlying assumptions? What would one expect for other systems?
4.1. Values of α for binary mixtures
The solid lines in figure 8 faithfully provide the θ dependence of ∆t even though (3.14)
only accounts for the temperature dependence of the material constants, and disregards
the temperature dependence of ε and k, that should be present according to our discussion
of figure 7 in section 3.2. Consequently, the dimensionless prefactor α is the only free
parameter in (3.14). Comparing (3.13), (3.2) and (3.14) one finds,
α ' 2.44
(
26
34
)1/7
(k − 1)−1/7 ε−3/7 , (4.1)
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Figure 8. Temperature dependence of ∆t ξ3/7 for IBE+W and M+H mixtures. Data
points are shown for the upper (top) and the lower layer (bottom) of mixtures of IBE+W (left)
and M+H (right), respectively. We use the same symbols and colours as in figure 4, and show
the theoretical prediction, (3.14), by solid lines. The same value of α is found for the upper and
the lower layer of the mixtures, α = 0.71 for IBE+W (left), and α = 0.9 for M+H (right).
where 2.44 is the ratio of ∆t and the bottleneck time scale t∗ found by the fit of (3.9b) in
figure 6. Typical values of ε are 0.1 . ε . 1 (Beard & Ochs 1993), and for the IBE+W
system Vollmer et al. (2014) reported 105 . k . 107. For k = 1.7× 105 and ε = 0.3 one
indeed finds the value α = 0.71 adopted in figure 8. There is only a weak variability of
α in spite of the substantial range of values taken by ε and k: the (1/7)th and (3/7)th
power in (4.1) strongly suppress these dependences.
4.2. Temperature dependence of ∆t
In contrast to a suggestion in the literature (Wilkinson 2014) we are reluctant to attribute
the θ dependence of ∆t ξ3/7 to the critical scaling of the material constants entering
(3.14), i.e. the dependence on D, σ = 2γV 2mC∞/(RT ) and κ = 2g∆ρ/(9µ). The reason
is fourfold:
(i) the values of θ in our experiments clearly lie outside the critical range. This is
documented in the appendix A where we report a much more involved θ dependence of
the material constants than the power-law singularities describing the scaling for small
reduced temperatures θ;
(ii) in addition to D, σ and κ also the collection efficiency ε shows a noticeable
temperature dependence, as observed in figure 7;
(iii) the parameter k entering the definition, (4.1), of α has a noticeable temperature
dependence (Vollmer et al. 2014);
(iv) for the mixtures under consideration the dependence of ε and k cancels partially.
Consequently, the close correspondence of the θ dependence of the prediction (3.14), and
the one obtained by considering α to be a constant and D, σ and κ to vary according
to the power laws valid very close to critical point might very well be a coincidence. A
proper discussion of the temperature dependence of ∆t should first address the intriguing
observation that k takes surprisingly large values in the present experiments, and that
the observed values vary so little that their dependence need not be considered to obtain
a good estimate of the oscillation period, figure 8.
4.3. Bottleneck radius
Figure 9 shows the time evolution of the distribution of the droplet volume fraction v(r, t)
of droplets of radius r. Panel a) provides an overview in terms of a radius vs. time plot
Crossing the bottleneck of rain formation 17
Figure 9. Evolution of the droplet size distribution for the lower layer of the IBE+W
mixture subjected to a ramp rate of ξ = 1.05× 105s−1. a) A radius-time plot of the distribution
of the droplet volume fraction v(r, t) clearly captures the oscillations in time. b–d) explicitly
provide the radial distribution of the volume fraction for the fourth, fifth and sixth oscillation.
To suppress fluctuations the distributions are determined as temporal averages over one of
twelve time intervals of equal length in each oscillations. Within each period the distributions at
different times are labelled by a colour coding ranging from blue to red, as specified in the legend.
The thicker green lines, number 7, correspond to the time where the bottleneck is crossed.
where v(r, t) is indicated by false colour. Each of the panels b)–d) shows twelve curves
that describe the evolution of the distribution during one oscillation. In the beginning
of each period there is a pronounced peak for small radii (blue lines). The maximum
of the distribution shifts to larger radii as the distribution evolves, it develops a shoul-
der (curve 3–5), becomes bimodal (thick green curve 7), and then the number of large
droplets rapidly decays (curves 8–12). We attribute the decay to precipitation. The aris-
ing of the shoulder reflects the broadening of the distributions when the largest droplets
have crossed the bottleneck (Beard & Ochs 1993; Kostinski & Shaw 2005). From this
perspective the minimum arising in the bimodal droplet spectra should amount to the
bottleneck radius, r∗. For the data of measurements in the lower layer of IBE+W, that are
shown in figure 9, the bottleneck radius is thus found to lie in the range r∗ ' 15 . . . 20µm
[cf. the thick green curves, number 7, in figure 9.b)–d)]. This experimental observation
matches exactly the radius calculated based on (3.7b). Indeed, for the data shown in
figure 7 we find values for r∗ that decrease from 20µm for small values of nκ−3ξ−4 to
10µm for the largest considered values.
It is instructive to compare r∗ to the droplet radius, rPe, where the Pe`clet number, Pe,
of the droplet motion crosses one. Calculating Pe = uL/Dd based on the sedimentation
velocity u = 2∆ρ g r2Pe/(9η), the droplet diameter L = 2rPe, and the Brownian droplet
diffusivity Dd = kB T/(6piη rPe) yields
Pe =
8pi
3
∆ρ g
kB T
r4Pe . (4.2)
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It takes values Pe ' 1 for droplet radii rPe = [kB T/(8pi∆ρ g)]1/4 ' 1.2µm. In line with
expectation, the bottleneck radius r∗ is of the same order of magnitude, even though
somewhat larger than rPe.
4.4. The role of Ostwald ripening
Wilkinson (2014) obtained (3.14) based on an analysis of the crossover from classical Ost-
wald ripening to the collection scenario also adopted in the present theory. His derivation
does not provide a physical interpretation of the values of α, and was criticised in Rohloff
et al. (2014) for not predicting physically sound values of ∆t and the bottleneck radius, r∗.
Classical Ostwald ripening is encountered for k = 1. For this value (4.1) does not apply
because (3.1) is obtained from the general equation (3.2) as a large k limit. Equation (3.2)
approaches the asymptotic scaling solution of Ostwald ripening for k = 1 where 0 6
a/〈a〉 6 3/2 (Lifshitz & Slyozov 1961). Consequently, the largest droplets follow (3.2)
with k ' 3/2, and (3.14) is recovered with a value α provided by (4.1) evaluated for
k = 3/2. Hence, we find a value of α = 4.36, which results in a prediction of ∆t that is
too large by a factor of about six.
The error in the prediction of the bottleneck radius is even more severe. When evalu-
ating the expression
r∗ =
(
12(k − 1)2D2σ2
εκξ
)1/7
(4.3)
provided in Wilkinson (2014) and Rohloff et al. (2014), one obtains values in the order
of 0.1µm that are too small by two orders of magnitude. In particular, they are much
smaller than the value where Pe = 1. These discrepancies rule out Ostwald ripening as
a relevant contribution to growth in our experiments. In this respect our findings are
fully analogous with the description of warm terrestrial rain where the effects of Ostwald
ripening is also believed to be insignificant (Clement 2008).
4.5. Predicting ∆t for warm terrestrial rain
It is instructive to evaluate, (3.13), for common situations in warm rain (Beard & Ochs
1993; Moran & Morgan 1997).
The number density of droplets has been determined in recent measurement campaigns
(Ditas et al. 2012), yielding n ' 4.7×108m−3. The material constants entering the settling
velocity of the droplets are the density contrast of water and air, ∆ρ ≈ 103kg/m3, and
the dynamic viscosity of air, µ = 1.8 × 10−5kg m−1s−1 at 10◦C (Rogers & Yau 1989,
p. 103). Given that the dynamic viscosity of air is much smaller than that of water,
this provides a value κ = 1.2 × 108m−1s−1 [cf. (3.4)]. Moreover, the ramp rates ξ were
estimated in Vollmer et al. (2014) to lie in the range ξ = 5× 10−6 . . . 5× 10−5s−1. For a
collection efficiency of ε = 0.3, equation (3.13) then provides time scales ∆t in the range
of 10 s and 30 s, and bottleneck radii of the order of 30µm.
The value observed for the bottleneck radius matches expectation (Kostinski & Shaw
2005; Clement 2008). On the other hand, the value of ∆t is too small as compared to
experiments. This is extremely remarkable, because common estimates (Houghton 1959;
Falkovich et al. 2002; Clement 2008) based on diffusive ripening processes and growth by
collection tend to provide estimates that are rather too large. Indeed, this is also what
one finds (Wilkinson 2014) when using (3.14) with α ' 1. We attribute this discrepancy
to limitations of the expression, (3.5), for the growth by collection. A model that only
considers the size of the largest droplets tends to overestimate the growth speed of the
droplets in this regime. After all, the collision frequency entering (3.5) should be based
on the relative droplet velocity rather than on the falling velocity, (3.4), of the large
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droplets. For the binary mixtures considered in the present paper the settling velocity of
the small droplets is negligible such that the approximation holds. However, for systems
with a large mass density contrast, ∆ρ, i.e. in particular rain droplets in clouds, this is
probably not justified. Follow-up work is in progress, where we incorporate information
on the evolution of the full droplet distribution, in order to enhance the model to also
cover this case.
5. Conclusion
In the present paper we have established a faithful description of the period, ∆t, of
episodic precipitation in binary mixtures. It is based on a low-dimensional model ac-
counting only for the interplay of diffusive droplet growth and a runaway instability of
the droplet size that arises when the largest droplets start to be effected by buoyancy.
The model neither accounts for spatial degrees of freedom, nor for the droplet size distri-
bution. In contrast to systems featuring reactive flow, the disregarding of spatial degrees
of freedom is justified: for the nonlinear reactions terms that characterise phase separa-
tion, the convective mixing efficiently eliminates spatial inhomogeneities of the droplet
size distribution (Benczik & Vollmer 2010, 2012). In addition, detailed knowledge about
the droplet size distribution is not needed to predict ∆t as long as there is some polydis-
persity in the distribution such that the largest droplets can effectively grow by collecting
small droplets. The treatment of growth by collection has been inspired by models for
initiation of warm rain (Houghton 1959; Beard & Ochs 1993; Kostinski & Shaw 2005).
However, in contrast to earlier work we modelled the diffusive growth according to re-
cently established models for aggregate growth in the presence of a sustained ramping
of the droplet volume fraction (Clark et al. 2011; Vollmer et al. 2014). Combining the
impact of the resulting diffusive growth, that is most effective for very small droplets, and
growth by collection, that arises when the largest droplets reach a size where their Pe`clet
number surpasses one, provides a low-dimensional model for the dependence of ∆t on the
number density of droplets, n, the ramp rate, ξ, the collection efficiency, and material
constants fixing the Stokes settling velocity of the droplets. This results in a master plot,
figure 7, where data for various ramp rates and temperatures collapse on the theoretical
prediction (3.13). The only free parameter in this fit is the collection efficiency that is
expected to take values in the range between 0.1 and 1 (Beard & Ochs 1993). The theory
also provides a relation, (3.2), between the droplet number density, n, the ramp rate,
ξ, and material constants characterising diffusive droplet growth. This relation can be
used to eliminate n from (3.13), thus obtaining a prediction (3.14) connecting ξ3/7 ∆t to
a nontrivial combination of material constants that is a known function of temperature.
The master plots shown in figure 8 demonstrate that this prediction is in quantitative
agreement with a vast set of data obtained for repeated waves of precipitation in both
phases of water/isobutoxyethanol and methanol/hexane mixtures. The data collapse es-
tablishes that the bottleneck of droplet growth quantitatively determines the time scale,
∆t, of rain initiation in binary mixtures, and its parameter dependence. The bottleneck
corresponds to the minimum of the droplet growth speed, arising for intermediate droplet
radii where growth by diffusive collection of supersaturation is no longer effective, and
collection of smaller droplets by large sedimenting droplets is not yet effective because
buoyancy is still negligible. The time scale ∆t amounts to a small multiple of the time
needed to cross this bottleneck.
Follow-up work will address the evolution of the full droplet size distribution in order to
explore how to reconcile the tendency of the distribution to become more monodisperse
(Klein & Moisar 1963; Sugimoto 1992; Wallace & Hobbs 2006; Clark et al. 2011; Vollmer
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et al. 2014) with the observation that growth of large droplets by collecting smaller ones
works best for a large size mismatch (Wallace & Hobbs 2006). The excellent data collapse
documented in figure 7 and figure 8 suggests that the approximation to still consider the
small droplets in the runaway regime as Brownian particles seems to be well-justified
for binary mixtures. In contrast, our estimate for warm terrestrial rain, section 4.5,
suggests that our model predicts too small values for ∆t due to an approximation of
the droplet collection rates that need not hold for terrestrial rain. Extending the present
work towards mixtures with a larger mass density contrast will allow us to systematically
develop models addressing the emergence of precipitation in systems with a higher mass-
density contrast between the coexisting phases. In particular, these generalisations of the
model will allow us to address the growth of droplets in terrestrial (Kostinski & Shaw
2005; Grabowski & Wang 2013) and exo-planetary clouds (Marley et al. 2013).
Our views on the theoretical interpretation of the present data developed in inten-
sive discussions with Michael Wilkinson, who also proposed to denote the investigated
repeated nucleation and sedimentation cycles as episodic precipitation. In addition, we ac-
knowledge very useful discussion with Charles Clement, Izabella Benczik, Itzhak Fouxon,
Raymond Pierrehumbert, Raymond Shaw, Axel Seifert, and Valerio Lucarini, and we are
grateful to Greg Bewley, Stephan Herminghaus, Jakob de Maeyer, and Marco Mazza for
comments on the manuscript.
Appendix A. Material Constants
Figure 4 shows the period, ∆t, of episodic precipitation for different ramp rates, ξ.
Different data points for a given ramp rate are due to the drift of ∆t when the per-
tinent material constants, D, σ, and κ(∆ρ, µb, µd) change upon moving further away
from the critical point. In the following we provide the temperature dependence of these
material constants. We cite the data here as they were provided in the original litera-
ture (even when we are in doubt that they are accurate to six significant digits for our
samples). Upon doing so we denote the mass fraction as φm and the molar fraction as
φn, respectively. The resulting temperature dependence of the diffusion coefficient D,
the Kelvin length σ provided by (3.3), and the sedimentation prefactor κ provided by
(3.4), are summarised in figure 10 in order to give easy access to the constants appearing
in the predictions (3.13) and (3.14). The temperature dependence translates to a time
dependence when inverting the protocol T (t) of the temperature ramp.
A.1. Isobutoxyethanol and water
The theoretical curves in figures 7 and 8 use data on material parameters from a variety
of sources (Steinhoff & Woermann 1995; Aratono et al. 1990; Doi et al. 2000; Menzel et al.
2003; Douheret et al. 2002). The index i ∈ {IBE,W} will be used to refer to material
properties of IBE and water, respectively, and in accordance with the phase diagram,
figure 3.a), the concentration are always given in terms of φ = φIBE.
A.1.1. Density (based on Doi et al. 2000)
The densities of the phases are determined by the composition, thermal expansion and
molar excess volume,
ρ(φm, T ) =
[
φm
ρIBE
+
1− φm
ρW
+
(
φm
MIBE
+
1− φm
MW
)
V nE
]−1
, (A 1)
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Figure 10. Material constants. a) The diffusion coefficient D, b) the Kelvin length σ, and
c) the sedimentation prefactor κ as a function of the reduced temperature θ for IBE+W (solid
lines) and M+H (dashed lines). The thick blue and the thin red lines show the dependence in
the lower and the upper layer of the fluid mixtures, respectively.
ρi(T0) [g cm
−3] αi [g cm−3 K−1]
water 0.997043 0.2571× 10−3
IBE 0.886255 0.968× 10−3
Table 2. Densities and thermal expansion coefficients for water and IBE according to Doi
et al. (2000).
where ρi = ρi(T ) are the (temperature-dependent) densities of the pure substances, Mi
their molar masses, and V nE = V
n
E (φ
n) is the molar excess volume.
The molar masses,Mi are 18.01528 g/mol for water (PubChem 2013a) and 118.17416 g/mol
for IBE (PubChem 2013b), respectively.
The temperature dependence of the density, ρi(T ), of the pure substances is linearly
approximated around T0 = 25
◦C,
ρi(T ) = ρi(T0)− αi (T − T0) (A 2)
with fit parameters for ρi and αi given in Table 2.
Moreover, the molar excess volume is fitted according to Doi et al. (2000):
V nE (φ
n) =
φn (1− φn)
1−G φ˜
(
A1 +A2 φ˜+A3 φ˜
2
)
(A 3)
with φ˜ = 1− 2φn
and G = 0.975 ,
A1 = −3.079 cm3/mol ,
A2 = 1.801 cm
3/mol ,
A3 = 0.839 cm
3/mol .
A slight temperature dependence of these fit parameters was reported in Doi et al. (2000).
However, it is so small that we need not take it into account here.
To get the dependence of the density difference on the reduced temperature the de-
pendence φ(θ) (coexistence curve) into (A 1).
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A [kg m−1 s−1] B C [(◦ C)−1] D [◦ C]
water 1.002× 10−3 1.3272 0.001053 105
IBE 3.4× 10−3 1.7 0.001 110
Table 3. Data of Weast et al. (1988) for the fit coefficients for the viscosity of water and IBE,
defined by (A 4). In both cases T0 = 20
◦C is used as reference temperature.
A.1.2. Viscosity (own measurements augmented by data of Weast et al. 1988; Menzel
et al. 2003)
We first provide the data of the pure phases, and then obtain the viscosity of the
mixture by appropriate interpolation.
Following Weast et al. (1988) we describe the temperature dependence of the pure
substances by
µi(T ) = Ai 10
Bi (T0−T )−Ci (T0−T )2
T+Di . (A 4)
In Table 3 we provide the values for pure water provided in Weast et al. (1988), and
parameters of a fit for IBE whose viscosity we determined with an Ubbelohde viscometer
type 537 10/I made by Schott.
To interpolate the viscosities for a mixed phase of given mass fraction φm we use
the composition-dependent viscosities at the reference temperature Tr = 25
◦C for a
homogeneous mixture in the single-phase regime (Menzel et al. 2003). The data is fitted
with a fifth order polynomial
µ(φm, Tr) = −40.66 (φm)5 + 103.44 (φm)4 − 100.32 (φm)3
+39.35 (φm)2 + 0.17φm + 0.91 (A 5a)
= wµ(φ
m) µIBE(T = 25
◦C) + [1− wµ(φm)] µW(T = 25◦C) , (A 5b)
where the latter equation defines the dimensionless, non-linear weight function wµ that
expresses µ(φm, T = 25◦C) as a function of the viscosities of the pure substances µIBE(T =
25◦C) and µW(T = 25
◦C), respectively.
Assuming that this weight function is not varying substantially in the temperature
range of our measurements, we can use the interpolation (A 5b) to determine the vis-
cosity of the mixture also at other temperatures. After all, the temperature dependence
µIBE(T ) and µW(T ) were provided by (A 4) with coefficients in Table 3. To check the
strong assumption entering this interpolation,
µ(φm, T ) = wµ(φ
m) µIBE(T ) + [1− wµ(φm)] µW(T ) , (A 6)
we measured the viscosity of the two coexisting phases at T = 40◦C. For both phases
the prediction of (A 6) was accurate to within 2%. This is sufficient for our purposes.
A.1.3. Diffusion coefficient (based on Steinhoff & Woermann 1995)
The renormalisation group theory predicts that the diffusion coefficient vanishes when
the critical point is approached. On the other hand, the renormalisation group theory
is precise only in the vicinity of the critical point, and its application to interdiffusion
coefficients has been a source of controversy (Sengers 1985; Das et al. 2006). For this
reason we choose to rely upon interpolations of experimental data. We do not expect
that our data follow the critical exponents because the temperatures in our experiments
lie outside the critical region. Hence, we fitted the data of Steinhoff & Woermann (1995)
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a0 [g cm
−3] a1 [g cm−3 K−1] a2 [g cm−3 K−2]
methanol 1.382 −3.135× 10−3 3.813× 10−6
hexane 0.6839 6.989× 10−4 −2.656× 10−6
Table 4. Coefficients of the density (Abbas et al. 1997).
with the following expression:
Di(θ) = Dc + δi θ (A 7)
with Dc = 6.4× 10−12m2/s, δIBE = 2.1× 10−9m2/s and δW = 4.1× 10−9m2/s.
A.1.4. Interfacial tension (based on Aratono et al. 1990)
The interfacial tension vanishes at the critical temperature, and its dependence at
higher temperatures can be represented by a power law
γ(θ) = γ0 θ
αγ , (A 8)
where a fit to the data of Aratono et al. (1990) yields γ0 = 7.3× 10−4N/m and αγ = 1.2.
A.1.5. Molar volume (based on Douheret et al. 2002)
According to Douheret et al. (2002) the molar volume V n can be approximated by
V n = φn V nIBE + (1− φn) V nW (A 9)
with V nIBE = 124cm
3/mol and V nW = 15.98cm
3/mol.
A.2. Methanol/hexane mixtures
In this subsection the index i ∈ {M,H} denotes material constants of the methanol and
hexane, respectively, and concentrations refer to methanol, φ = φM.
A.2.1. Density (based on Abbas et al. 1997; Orge et al. 1997)
The densities are again calculated according to (A 1). In this case the molar mass is
32.04186 g/mol for methanol (PubChem 2013c) and 86.17536 g/mol for hexane (Pub-
Chem 2013d). The temperature dependence of the pure substances amounts to (Abbas
et al. 1997)
ρi(T ) = a0 + a1 T + a2 T
2 (A 10)
with coefficients given in Table 4. The excess volume is expressed as (Orge et al. 1997)
V nE (φ
n) = φn (1− φn)
[
B0 +B1φ˜+B2φ˜
2
]
(A 11a)
with φ˜ = 1− 2φn
and B0 = 2.0741 cm
3/mol,
B1 = 0.3195 cm
3/mol,
B2 = 1.7733 cm
3/mol.
A.2.2. Viscosity (based on Assael & Polimatidou 1994; Eicher & Zwolinski 1972; Orge
et al. 1997)
We first provide the data of the pure phases, and then obtain the viscosity of the
mixture by appropriate interpolation.
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The viscosity of pure methanol (Assael & Polimatidou 1994) is
µM(T ) = A exp(B/T ) (A 12)
with A = 8.203× 10−6Pa s and B = 1251.4 K.
For hexane our analysis is based on the kinematic viscosity νH provided in Eicher &
Zwolinski (1972)
νH(T ) = ν
′
(
T
T ′
)n
exp
(
B(T ′ − T )
(T ′ − T0)(T − T0)
)
(A 13)
with n = −2.24057, B = 4.78496 K and T0 = 222.468 K, reference viscosity ν′ = 0.4604×
10−10m2/s, and reference temperature T ′ = 296.267 K. Together with the density of
hexane, which is provided in (A 10), this provides the dynamic viscosity µH = ρH νH.
The viscosity of the mixture is obtained by interpolating based on the excess viscosity
provided in Orge et al. (1997)
µ(φn, T ) = φn µM(T ) + (1− φn)µH(T ) + φn (1− φn) [B0 +B1(1− 2φn)] (A 14)
with B0 = −1.83× 10−4kg m−1 s−1
B1 = 0.91× 10−4kg m−1 s−1 .
A.2.3. Diffusion coefficient (based on Clark & Rowley 1986)
The dependence of the diffusion coefficient D(φn, θ) on the concentration φn of the
mixture and on the reduced temperature θ can be approximated by (Clark & Rowley
1986)
D(φn, θ) = A0 +A1 φ
n +A2 (φ
n)2 +A3 (φ
n)3 +A4 (φ
n)4 +Aθ θ
0.68516 (A 15)
with A0 = 3.2457× 10−9 m2/s,
A1 = −1.68497× 10−8 m2/s,
A2 = 3.63103× 10−8 m2/s,
A3 = −4.1949× 10−8 m2/s,
A4 = 2.223× 10−8 m2/s,
and Aθ = 2.5067× 10−9 m2/s . (A 16)
Similarly to the expression (A 7) the fit for the M+H mixture involves a constant back-
ground contribution, and the singular contribution expected from the theory of critical
phenomena. Clark & Rowley (1986) fitted the composition dependence of the background
contribution by a forth-order polynomial in φn, and introduced the term A5 θ
0.68516 to
account for the singular contribution to the diffusion. The latter term vanishes at T = Tc
with the appropriate critical scaling exponent, 0.68516.
A.2.4. Interfacial tension (according to Abbas et al. 1997)
Data of interfacial tension (Abbas et al. 1997) are parametrised according to (A 8)
with γ0 = 3.631 × 10−2N/m and αγ = 1.65. This data lies beyond the critical region of
θ < 10−2.5 where scaling with a critical exponents is expected (Abbas et al. 1997).
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A.2.5. Molar volume (according to Maruyama et al. 1995)
The molar volume is interpolated with (A 9) with V n = 41.1cm3/mol for methanol
and V n = 133.2cm3/mol for hexane (Maruyama et al. 1995).
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