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Abstrat
We onsider a two-dimensional integrable Hamiltonian system with a vetor and salar
potential in quantum mehanis. Contrary to the ase of a pure salar potential, the
existene of a seond order integral of motion does not guarantee the separation of variables
in the Shrödinger equation. We introdue the onept of "quasiseparation of variables"
and show that in many ases it allows us to redue the alulation of the energy spetrum
and wave funtions to linear algebra.
1
1 Introdution
A systemati searh for integrable lassial Hamiltonian systems in magneti elds was
started quite some time ago [3, 16, 17℄. A Hamiltonian ontaining salar and vetor
potentials was introdued in a two-dimensional Eulidean spae and additional integrals
of motion were onstruted as linear or quadrati polynomials in the momenta. The same
problem in quantum mehanis was investigated quite reently [2℄. Some new features
have emerged in this study of vetor potentials that distinguish this ase from that of
purely salar ones.
1. The existene of seond order integrals of motion does not imply the separation of
variables in the Hamilton-Jaobi, or Shrödinger equation.
2. Hamiltonian systems with seond order integrals of motion in lassial and in quan-
tum mehanis do not neessarily oinide [2℄.
3. In quantum mehanis an additional problem arises: it is neessary to hoose a
onvenient gauge in whih to write and solve the Shrödinger equation.
In the ase of Hamiltonians with purely salar potentials, quantum and lassial in-
tegrable systems may also dier, but only if the integrals of motion are third, or higher
order in the momenta [7, 8, 9, 10℄. Moreover, third and higher order integrals of motion
are not related to the separation of variables, at least in onguration spae, in the ase
of purely salar potentials either [9, 10℄.
Variable separation in the presene of magneti elds has also been investigated [1, 22,
23℄ and turns out to be quite rare. Separable systems in this ase only onstitute a subset
of the quadratially integrable ones.
Natural questions that arise, speially in the ontext of quantum mehanis, are the
following. What does one do with integrals of motion that do not lead to the separation
of variables? How do they help to integrate the Shrödinger equation and nd the energy
spetrum?
The purpose of this artile is to provide at least a partial answer to these questions.
The problem is formulated mathematially in Setion 2. Setion 3 is devoted to systems
with one rst order operator X, ommuting with the Hamiltonian H. In Setion 4 the
ommuting operator X is assumed to be a seond order operator of a spei ("artesian")
type. We introdue the onept of quasiseparation of variables and identify all ases when
quasiseparation ours. The Shrödinger equation is solved for a spei salar and vetor
potential in Setion 5. Setion 6 is devoted to onlusions.
2 General setting
The quantum Hamiltonian that we are onsidering is
H = −~
2
2
(∂2x + ∂
2
y)−
i~
2
(A∂x + ∂xA+B∂y + ∂yB) + V, (2.1)
2
where A, B and V are funtions of the oordinates x,y. The quantities of diret physial
importane are the magneti eld Ω and eetive potential W:
Ω = Ay −Bx, W = V − 1
2
(A2 +B2). (2.2)
These quantities are gauge invariant, i.e. unhanged by the transformation
V → V˜ = V + (A,∇φ) + 1
2
(∇φ)2,
A→ A˜ = A+∇φ, A = (A,B), (2.3)
where φ(x,y) is an arbitrary smooth funtion.
The lassial equations of motion are
x¨ = Ωy˙ −Wx, y¨ = −Ωx˙−Wy, (2.4)
so all we need to know is Ω and W (the dots indiate time derivatives). In quantum
mehanis we need the Hamiltonian (2.1). Hene, given Ω and W, we must still hoose a
gauge, i.e. the funtion φ in eq. (2.3), and alulate A, B and V.
The quantities Ω and W are obtained from the ommutativity ondition
[X,H] = 0, (2.5)
where X is the integral of motion, i.e. either a rst, or a seond order linear dierential
operator. The integral X is obtained from the same ondition.
The two equations to solve simultaneously, one a gauge is hosen, are
Hψ = Eψ, Xψ = λψ, (2.6)
and the vetor potential (i.e the gauge) should be hosen so as to simplify this pair.
3 First order integrals
A rst order integral of motion will have the form [2℄
X = α(L3 + yA− xB) + β(P1 +A) + γ(P2 +B) +m, (3.1)
where L3, P1 and P2 are the angular and linear momentum operators, i.e.
L3 = −i~(y∂x − x∂y), P1 = −i~∂x, P2 = −i~∂y, (3.2)
α, β and γ are onstants and the funtions m(x,y), Ω and W satisfy
(αx− γ)Ω +mx = 0, (αy + β)Ω +my = 0, (3.3)
(αy + β)Wx + (−αx+ γ)Wy = 0.
3
Two inequivalent possibilities our. For α 6=0 we an put α=1 and translate β and γ
into β=γ=0. For α=0, β2+γ2 6=0 we an rotate β into β=0 and normalize γ to γ=1. Let
us now look at the two ases separately and solve the Shrödinger equation in eah ase.
a) α=0, β=0, γ=1
We have [2℄
m = m(x), W = W (x), Ω = Ω(x) = m˙(x). (3.4)
The integral of motion (3.1) in this ase redues to
X = P2 +m(x) +B(x, y). (3.5)
A onvenient hoie of gauge is
B = −m(x), A = 0, (3.6)
and from (2.2) we obtain
Ω = m˙(x), V = W (x) +
1
2
m(x)2. (3.7)
The system (2.6) redues to
{−~
2
2
(∂2x + ∂
2
y) + i~m(x)∂y +W (x) +
1
2
m(x)2}ψ = Eψ,
i~∂yψ = kψ. (3.8)
With this hoie of gauge we have the separation of variables, i.e.
ψ(x, y) = fEk(x)e
− ik
~
y, (3.9)
− ~
2
2
d2f
dx2
+ [
k2
2
+ km+W +
1
2
m2 − E]f = 0. (3.10)
Equation (3.10) is exatly solvable for many hoies of m(x) (i.e. for many hoies of
the magneti eld Ω) and the salar potential V(x). For instane, if we have
m = ω2x2, Ω = 2ω2x, V (x) = 0, (3.11)
eq. (3.10) has the solution
f = e−
τ2x2
2 Hn(τx), τ =
√
ω
~
(2k)1/4, E =
k2
2
+ (2n+ 1)
~ω
2
√
2k, (3.12)
4
where Hn(ξ) is a Hermite polynomial. In this ase f(x) is regular and square integrable,
however the solution (3.9) involves a plane wave in y.
b) α=1, β=γ=0
In this ase the determining equations (3.3) imply [2℄
m = m(r), W = W (r), Ω(r) = −m˙
r
, (3.13)
where we are using polar oordinates
x = rcosΘ, y = rsinΘ. (3.14)
The operator (3.1) in this ase is
X = L3 + yA− xB +m, (3.15)
and a good hoie of gauge is given by
yA− xB +m = 0, (3.16)
leading to
A(r,Θ) = −m(r)
r
sinΘ, B(r,Θ) =
m(r)
r
cosΘ, (3.17)
V (r,Θ) = W (r) +
m2
2r2
. (3.18)
The solution of the system (2.6) an be written in separated forms as
ψ(r,Θ) = e−iMΘ
1√
r
RE,M(r), (3.19)
with R(r) satisfying
− ~
2
2
d2R
dr2
+ {W (r) + 1
r2
[
~
2M2
2
+
m(r)2
2
− ~m(r)M − ~
2
8
]}R = ER. (3.20)
Again, this equation is exatly solvable in speial ases, e.g.
m(r) =
α
r
, W = − α
2
2r4
. (3.21)
The onlusion from this setion is that rst order integrability in a magneti eld
leads to a separation of variables either in artesian, or in polar oordinates. To make this
happen, a proper hoie of gauge is ruial. Indeed, in a previous artile [2℄ a dierent
hoie of gauge was made, leading to R-separation, rather than ordinary separation. The
separated ordinary dierential equations (3.10) and (3.20) both have the form of one-
dimensional Shrödinger equations. The magneti eld and the eetive potential ombine
together into an x-dependent, or respetively r-dependent one-dimensional "potential".
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4 Seond order Cartesian integrability and the qua-
siseparation of variables
Let us now onsider a Hamiltonian of the form (2.1), admitting one seond order integral
of motion X. It has been shown that this operator X (or funtion in lassial mehanis)
an be transformed into one of four standard forms [2,3℄. They were alled Cartesian,
polar, paraboli and ellipti, beause in the absene of a magneti eld, their existene
leads to the separation of variables in Cartesian, polar, paraboli or ellipti oordinates,
respetively [6, 20℄. The diret relation to the separation of variables in the Shrödinger,
or Hamilton-Jaobi equation does not hold in the presene of a magneti eld, but we keep
the terminology. In this artile we restrit ourselves to the Cartesian ase.
The "Cartesian" integral of motion has the form [2, 3℄
X = −~
2
2
∂2x − i~[(A+ k1)∂x + k2∂y]−
i~
2
(Ax + k1x + k2y) +
1
2
A2 (4.1)
+m+ k1A+ k2B.
All funtions involved in the Hamiltonian (2.1) and the integral (4.1) an be expressed
in terms of two funtions of one variable eah, f = f(x) and g = g(y), satisfying
f¨ = αf2 + βf + γ, g
′′
= −αg2 + δg + ξ, (4.2)
where α, β, γ, δ and ξ are real onstants. We shall also use the rst integrals of eq. (4.2),
namely
f˙2 = P3(f), g
′2 = Q3(g) (4.3)
P3(f) =
2
3
αf3 + βf2 + 2γf + σ1, Q3(g) = −2
3
αg3 + δg2 + 2ξg + σ2
where σ1 and σ2 are further real onstants. The dots and primes are x and y derivatives,
respetively.
Eq. (4.2) and (4.3) an be solved in terms of ellipti funtions, or their degeneraies,
if the polynomials P3(f), or Q3(g) have multiple roots. In terms of f(x) and g(y) we have
Ω = f¨(x) + g
′′
(y),
W = −α
3
(f − g)3 − β + δ
2
(f − g)2 + (ξ − γ + µ)(f − g),
k1 = −g′(y), k2 = −f˙(x), (4.4)
m = −α
3
(g3 + 2f3 − 3gf2) + β(fg − f2)− δ
2
(f2 − g2)
−γ(2f − g) + µf + ξg.
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where µ, guring in the eetive potential W and in m is an additional onstant. The re-
sults (4.2) and (4.4) were obtained in lassial mehanis [3℄, but the lassial and quantum
results oinide in the ase of Cartesian integrability [2℄.
The vetor potential (A,B) is yet to be hosen, but must satisfy
Ay −Bx = Ω = f¨(x) + g′′(y). (4.5)
We shall in this setion assume f¨2 + g
′′2 6= 0.
Thus, we have a Hamiltonian H and rst integral X satisfying (2.1) and (4.1), respe-
tively, expressed in terms of quantities satisfying eq. (4.4). In general, variables do not
separate in eq. (2.6) in any system of oordinates.
Let us introdue the onept of "quasiseparation of variables". We take a linear om-
bination of the two equations (2.6), namely
{(H − E) + φ(x, y)(X − λ)}Ψ = 0 (4.6)
where φ(x, y) is a funtion to be determined. We wish to hoose the funtion φ(x, y) in
suh a manner that eq. (4.6) allows separation in Cartesian oordinates. The solutions of
eq. (4.6) will then have the separated form
ΨEλ(x, y) = vEλ(x)wEλ(y). (4.7)
The solution of the Shrödinger equation will be a superposition of separated solutions:
ΨE(x, y) =
∫
AEλvEλ(x)wEλ(y)dµ(λ) (4.8)
where µ(λ) is some measure to be hosen and AEλ is independent of x and y. For bound
states the integral in eq. (4.8) will redue to a sum.
On a more formal level we introdue the following denition.
Denition 1. The ommuting pair of operators {H,X} allows the quasiseparation of
variables in the system (2.6) if there exists a funtion φ(x, y) suh that eq. (4.6) allows
the separation of variables in the sense of eq. (4.7).
In this artile we are onsidering the ase when (x,y) are Cartesian oordinates in a
plane, but the onept of quasiseparation is easily generalized to other oordinates and
other spaes.
Substituting (4.7) into (4.6) we obtain the equation
− ~
2
2
vw
′′
+ φ1v¨w + φ2v˙w + φ3vw
′
+ φ4vw = 0 (4.9)
with
φ1 = −~
2
2
(1 + φ), φ2 = −i~A(1 + φ) + i~φg′ , φ3 = −i~(B − φf˙), (4.10)
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φ4 = W +
1
2
A2(1 + φ) +
1
2
B2 + φ(m− g′A− f˙B) (4.11)
− i~
2
((1 + φ)Ax +By)− E − λφ.
The neessary and suient ondition for variables to separate in eq. (4.9) is that we
have
φ1
φ4
=
V1(x)
V˜ (x) + W˜ (y)
φ2
φ4
=
V2(x)
V˜ (x) + W˜ (y)
(4.12)
−~2
2φ4
=
W1(y)
V˜ (x) + W˜ (y)
φ3
φ4
=
W2(y)
V˜ (x) + W˜ (y)
where Vi, Wi, V˜ and W˜ are some funtions.
Let us onsider the hoie φ(x, y) = −1 separately.
4.1 φ(x, y) = −1
With this partiular hoie, eq. (4.9) simplies, V2(x) redues to a onstant, and we nd
that
B(x, y) = −f˙ + W2(y)
V2
g
′
, and W1(y) =
~
2i
V2
g
′
. (4.13)
Condition (4.5) beomes
A(x, y) = g
′
+ τ(x), (4.14)
where τ(x) is arbitrary, and eqs. (4.12) redue to
g
′
φ4
= − V2
i~(V˜ (x) + W˜ (y))
. (4.15)
Thus
∂2
∂x∂y
(
φ4
g
′
) = 0 (4.16)
is a neessary and suient ondition for quasiseparation. A straightforward alulation
shows that this ondition only depends on g(y) and is equivalent to
g
′′2 − g′g′′′ = 0. (4.17)
The general solution of eq. (4.17) is g(y) = C1e
C2y + C3 and a two parameter lass
of partiular solutions is g(y) = g1y + g0. It follows that φ(x, y) = −1 only allows
quasiseparation in the ases α = δ = ξ = 0 and α = 0, δ > 0 (i.e. g(y) = g1e
√
δy +
g2e
−
√
δy + ξδ ) with g1g2 = 0.
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4.2 φ(x, y) 6= −1
Eliminating φ4 from the equations (4.12) and using relations (4.10) and (4.11) we obtain
A(x, y) = τ(x) +
φ(x, y)
1 + φ(x, y)
g
′
(y), B(x, y) = η(y) + φ(x, y)f˙(x), (4.18)
1 + φ(x, y) =
ǫ1
√
c1 − 2kf(x)
ǫ2
√
c2 + 2kg(y)
√
g
′(y)2
f˙(x)2
,
V1(x) = ǫ1
√
c1 − 2kf(x)
f˙(x)2
, W1(y) = ǫ2
√
c2 + 2kg(y)
g
′
(y)2
(4.19)
V2(x) =
2i
~
τ(x)V1(x), W2(y) =
2i
~
η(y)W1(y).
The funtions τ(x) and η(y) are arbitrary and an be modied by gauge transformations
(for instane they an be set equal to zero). The entries c1, c2, k, ǫ1 and ǫ2 are onstants
with ǫ21 = ǫ
2
2 = 1.
The onditions (4.18) on A, B and φ are neessary for separation of variables in eq.
(4.9). There is a further neessary ondition that together with (4.18) is suient, namely
W1(y)φ4(x, y) = X(x) + Y (y), (4.20)
where X(x) and Y (y) are arbitrary funtions.
In other words we must determine the onditions on the funtions f(x), g(y), τ(x),
η(y) and the onstants k, c1, c2, ǫ1, ǫ2 in suh a manner that eq. (4.20) is satised. All
of the above quantities are real and the square roots
√
c1 − 2kf and
√
c2 + 2kg must be
simultaneously real, or simultaneously imaginary.
To proeed further we use (4.11), (4.18) and (4.19) to obtain
W1(y)φ4(x, y) = R(x) + S(y) + T (x, y) (4.21)
R(x) =
− c2f˙
2(x) + (c1 − 2kf(x))(2λ − 2σ1 + σ2 − 2µf(x) + δf2(x)− τ2(x) + i~τ˙ (x))
2ǫ1
√
c1 − 2kf(x)
√
f˙(x)2
(4.22)
S(y) =
− c1g
′2(y) + (c2 + 2kg(y))(2ǫ − 2λ+ σ1 − 2σ2 + 2µg(y) + βg2(y)− η2(y) + i~η′(y))
2ǫ2
√
c2 + 2kg(y)
√
g
′
(y)2
(4.23)
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and
T (x, y) =
F1(x)g(y)√
c1 − 2kf(x)
+
f(x)G1(y)√
c2 + 2kg(y)
+i~[F2(x)g
′
(y)
√
c2 + 2kg(y)
g
′(y)2
+G2(y)f˙(x)
√
c1 − 2kf(x)
f˙(x)2
]. (4.24)
In (4.24) we have
F1(x) =
ǫ1[−kf˙2(x) + (c1 − 2kf(x))f¨(x)]√
f˙(x)2
, (4.25)
F2(x) =
ǫ2[kf˙
2(x) + (c1 − 2kf(x))f¨(x)]
2(c1 − 2kf(x))f˙(x)
,
G1(y) =
ǫ2[kg
′2(y) + (c2 + 2kg(y))g
′′
(y)]√
g
′(y)2
,
G2(y) =
ǫ1[kg
′2(y)− (c2 + 2kg(y))g′′ (y)]
2(c2 + 2kg(y))g
′ (y)
.
The separability ondition (4.20) is equivalent to the ondition
∂2T
∂x∂y
= 0. (4.26)
We an onsider the real and imaginary parts of eq. (4.26) separately. We obtain two
onditions:
1
f˙
( F1√
c1 − 2kf
).
= − 1
g
′
( G1√
c2 + 2kg
)′
= N1 (4.27)
kF˙2
√
c1 − 2kf
f˙2
= kG
′
2
√
c2 + 2kg
g
′2
= N2, (4.28)
where N1 and N2 are onstants.
More expliitly, eq. (4.27) and (4.28) an be rewritten as
−ǫ1[k2f˙4 + 2k(c1 − 2kf)f˙2f¨ + (c1 − 2kf)2(f¨2 − f˙
...
f )]
(c1 − 2kf)3/2(f˙2)3/2
= N1 (4.29a)
ǫ2[k
2g
′4 − 2k(c2 + 2kg)g′2g′′ + (c2 + 2kg)2(g′′2 − g′g′′′)]
(c2 + 2kg)3/2(g
′2)3/2
= N1 (4.29b)
10
kǫ2[2k
2f˙4 + k(c1 − 2kf)f˙2f¨ − (c1 − 2kf)2(f¨2 − f˙
...
f )]
2(c1 − 2kf)3/2f˙3
= N2 (4.29)
−kǫ1[2k2g′4 − k(c2 + 2kg)g′2g′′ − (c2 + 2kg)2(g′′2 − g′g′′′)]
2(c2 + 2kg)3/2g
′3
= N2 (4.29d)
We see that the funtions τ(x) and η(y) do not gure in (4.29), and hene have no inuene
on the separation of variables. The funtions f(x) and g(y) depend on the onstants α, β,
γ, δ and ξ of eq. (4.2) and on a total of four further integration onstants. Our aim now
is to nd all values of these onstants and of k, c1 and c2 for whih eq. (4.29) are satised.
Let us onsider the ases k = 0 and k 6= 0 separately.
I) k = 0
From (4.28) we haveN2 = 0 and (4.29,4.29d) are satised identially. Eq. (4.29a,4.29b)
simplify to
N1 = ǫ1
√
c1
−f¨2 + f˙ f¨
(f˙2)3/2
= ǫ2
√
c2
g
′′2 − g′g′′′
(g′2)3/2
. (4.30)
Using eq. (4.2) we obtain
3ǫ1N1f¨ = 2α
√
c1
√
f˙2, 3ǫ2N1g
′′
= 2α
√
c2
√
g
′2. (4.31)
Eq. (4.31) are only ompatible with (4.2) if we have α = N1 = 0. The assumptions c1 = 0
or c2 = 0 lead to ontraditions or φ(x, y) = −1, so we are left with f¨2 − f˙(
...
f ) = 0,
g
′′2 − g′(g′′′) = 0 and hene, using (4.2) again we nd that the only solutions for f(x) and
g(y) are
f(x) = f1e
√
βx + f2e
−√βx − γ
β
g(y) = g1e
√
δy + g2e
−
√
δy − ξ
δ
(4.32)
β > 0, δ > 0, f1f2 = g1g2 = 0,
where fi and gi are onstants, or one of the funtions f(x) or g(y) may be linear, the other
being as in (4.32).
II) k 6= 0
We shall run through dierent possible solutions of eq. (4.2) and determine whih of
them are ompatible with eq. (4.29).
1) α = β = δ = 0, γξ 6= 0.
We obtain
f(x) =
1
2
γx2 g(y) =
1
2
ξy2 (4.33)
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Eq. (4.29) and the ondition (c2 + 2kg(y))(c1 − 2kf(x)) > 0 imply
c1 = c2 = N1 = N2 = 0, ξγ < 0 (4.34)
2) α = 0, β2 + δ2 6= 0.
The funtions f(x) and g(y) will be expressed in terms of exponentials, trigonometri
funtions, or one of them may have the form (4.33). In none of these ases an eq. (4.29)
be satised.
3) α 6= 0.
In this ase we are dealing with the two nonlinear equations (4.3). If the ubi polyno-
mial on the right hand side has three distint roots, we obtain solutions in terms of ellipti
funtions. Otherwise the solutions involve elementary funtions.
Let us disuss the equation for f(x). We an assume with no loss of generality that we
have α > 0. Indeed, if we replae f(x) → −f(x),α → −α, β → β,γ → −γ,σ1 → σ1 in
eq. (4.3) we get the same equation. Hene we an hange the sign of α from negative to
positive (if neessary). We write
f˙(x)2 =
2
3
α(f(x)− f1)(f(x)− f2)(f(x)− f3), α > 0 (4.35)
We require f(x) to be real, hene f˙(x)2 > 0. If all three roots are real we order them as
f1 ≤ f2 ≤ f3. Otherwise we onsider f1 ∈ R and f2 = p + iq, f3 = p− iq, p, q ∈ R, q > 0.
The possibilities are:
a) f1 = f2 = f3 = − β
2α
, f(x) = − β
2α
+
6
α(x− x0)2 (4.36)
b) f1 = f2 < f3 < f, f(x) = f1 +
f3 − f1
sin2 ω(x− x0)
, (4.37)
f1 =
−β + 2
√
β2 − 4αγ
2α
, ω2 =
√
β2 − 4αγ
4
, (f3 − f1) = 6ω
2
α
c) f1 ≤ f ≤ f2 = f3, f(x) = f1 + (f3 − f1) tanh2 ω(x− x0), (4.38)
f1 = −β + 2
√
β2 − 4αγ
2α
ω2 =
√
β2 − 4αγ
4
(f3 − f1) = 6ω
2
α
d) f1 < f2 = f3 ≤ f, f(x) = f1 + f3 − f1
tanh2 ω(x− x0)
, (4.39)
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with f1, f3 and ω as in (4.38). In ases b,c and d we assume β
2 − 4αγ > 0.
e) f1 ≤ f ≤ f2 < f3, f1 < f2 f(x) = f1 + (f2 − f1)sn2(ω(x− x0), k), (4.40)
ω2 =
α
6
(f3 − f1), k =
√
f2 − f1
f3 − f1 ,
where sn(ωx, k) is a Jaobi ellipti funtion.
f) f1 < f2 < f3 ≤ f, f(x) = f1 + f3 − f1
sn2(ω(x− x0), k) , (4.41)
with k and ω as in (4.40).
g) f1 ∈ R, f2,3 = p± iq, q > 0, f(x) = f1 +A1− cn(ρx, k)
1 + cn(ρx, k)
, (4.42)
ρ =
√
2α
3
A, k2 =
A− f1 + p
2A
, A2 = (p− f1)2 + q2
The solutions for g(y) are similar and an be obtained from those for f(x) by the
substitutions
f(x)→ −g(y), α→ −α, β → δ, γ → −ξ, σ1 → σ2 (4.43)
The solutions for f(x) and g(y) an now be substituted into eq. (4.29) in order to
determine whether there exist onstants c1, c2, k and ǫ1, ǫ2 for whih the quantities N1
and N2 are indeed onstant. It turns out that if f(x) or g(y) are given by ellipti funtions,
eq. (4.29) are never satised. However, if both polynomials in eq. (4.3) have multiple
roots, eq. (4.29) an always be satised. We give the results for f(x) and g(y) in Tables
1 and 2, respetively. The alulations are quite umbersome and were performed using
Mathematia.
From the tables, we see that any f(x) from Table 1 an be ombined with any g(y)
from Table 2. The fat that N2 must be the same in both tables provides a relationship
between ǫ1 and ǫ2.
More speially, we have:
ǫ1 = ǫ2 for (F1, G3), (F2, G3), (F3, G1), (F3, G2), (4.44)
(F3, G4), (F4, G3)
ǫ1 = −ǫ2 for (F1, G1), (F1, G2), (F1, G4), (F2, G1), (F2, G2), (4.45)
(F2, G4), (F3, G3), (F4, G1), (F4, G2), (F4, G4)
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Similar tables are easily obtained for α < 0 and we shall not present them here. We
see that for α 6= 0 we must have k 6= 0 (k = 0 would imply c1 = c2 = 0). Otherwise, k
remains arbitrary, as do α, ..., ξ in eq. (4.2) and (4.3). The integration onstants σ1 and
σ2 must be suh that the polynomials P3(f) and Q3(g) in eq. (4.3) have multiple roots.
The onstants c1 and c2 are ompletely determined.
Let us sum up our results as a theorem.
Theorem 1. Separation of variables in eq. (4.6) for f¨2+ g
′′2 6= 0 ours if and only if we
have one of the following
1. α = δ = ξ = 0.
In this ase we have g(y) = g0y+g1 and f(x) is any solution of eq. (4.2) with α = 0.
We an put φ = −1, A = g′ and B = −f˙ .
2. α = 0, δ > 0,
g(y) = g1e
√
δy + g2e
−
√
δy − ξδ , g1g2 = 0
and f(x) is any solution of eq. (4.2) with α = 0.
We an put φ = −1, A = g′ and B = −f˙ .
3. α = β = δ = 0, ξγ < 0, c1 = c2 = 0, k 6= 0, φ =
√
− ξγ .
In this ase we have f(x) = 12γx
2
, g(y) = 12ξy
2
and we an put A = φ1+φg
′
and B = φf˙ .
4. α 6= 0, k 6= 0, f(x) and g(y) are solutions of eq. (4.2) as listed in Table 1 and Table
2, respetively, and φ, A and B as in eq. (4.18) where we an put τ = η = 0. The
values of the onstants c1 and c2 are listed in the tables and ǫ1 and ǫ2 are related as
in eq. (4.44) or (4.45).
The formulas for the vetor potential (A,B) an be modied by putting A→ A+τ(x),
B → B + η(y) without any eet on solutions.
5 Example of solving the Shrödinger equation by
quasiseparation of variables
In order to show how quasiseparation of variables allows us to solve the Shrödinger equa-
tion, let us onsider the simplest ase, namely (4.33). We have f(x) = γx
2
2 , g(y) =
ξy2
2
and hene
Ω = Ω0 = γ + ξ,W =
1
2
(ξ − γ + µ)(γx2 − ξy2), γξ < 0 (5.1)
Changing the notation of the onstants, we put
W =
1
2
(ω21x
2 + ω22y
2), Ω = Ω0, ω1 6= ω2, (5.2)
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In eq. (4.18) we hoose τ(x) = η(y) = 0 and obtain
A =
ω2Ω0
ω1 + ω2
y, B = − ω1Ω0
ω1 + ω2
x, φ(x, y) =
ω2 − ω1
ω1
. (5.3)
In terms of the onstant magneti eld Ω0 and the frequenies ω1 and ω2 the Hamil-
tonian H and integral X redue to
H = −~
2
2
(∂2x + ∂
2
y)− i~
Ω0
ω1 + ω2
(ω2y∂x − ω1x∂y) + (5.4)
1
2
(ω1 + ω2)
2 +Ω20
(ω1 + ω2)2
(ω21x
2 + ω22y
2),
X = −~
2
2
∂2x − i~
Ω0ω1
ω21 − ω22
(ω2y∂x − ω1x∂y) + 1
2
ω21
(ω1 + ω2)
2 +Ω20
(ω1 + ω2)2
x2. (5.5)
The linear ombination (4.6) of H and X that allows the separation of variables is in
this ase
{−~
2
2
[
ω2
ω1
∂2x + ∂
2
y ] +
1
2(ω1 + ω2)2
[(ω1 + ω2)
2 +Ω20](ω1ω2x
2 + ω22y
2)}ψ =
(E − ω1 − ω2
ω1
λ)ψ. (5.6)
Putting
ψ(x, y) = v(x)w(y), (5.7)
as in eq. (4.7) we obtain
− ~
2
2
ω2
ω1
vxx +
1
2
ω1ω2
(ω1 + ω2)2
[(ω1 + ω2)
2 +Ω20]x
2v +
ω1 − ω2
ω1
λv = k0v, (5.8)
−~
2
2
wyy +
ω22
2(ω1 + ω2)2
[(ω1 + ω2)
2 +Ω20]y
2w − Ew = −k0w,
where k0 is a separation onstant and (E,λ) are xed onstants. The solutions of eq. (5.8)
are of ourse well known and the regular, square integrable solutions are given in terms of
Hermite polynomials Hn as
v(x) = e−
τ2
1
x2
2 Hn1(τ1x), w(y) = e
− τ
2
2
y2
2 Hn2(τ2y). (5.9)
The onstants satisfy
τa =
√
ωa
~(ω1 + ω2)
[(ω1 + ω2)
2 +Ω20]
1/4, a = 1, 2, (5.10)
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k0ω1 − (ω1 − ω2)λ = ~ω1ω2
2(ω1 + ω2)
√
(ω1 + ω2)2 +Ω20(2n1 + 1),
E − k0 = ~ω2
2(ω1 + ω2)
√
(ω1 + ω2)2 +Ω20(2n2 + 1), (5.11)
ni=0,1,2,...
Eliminating k0 we have
Eω1 + λ(ω2 − ω1) = ~ω1ω2
ω1 + ω2
√
(ω1 + ω2)2 +Ω20(n+ 1),
n = n1 + n2. (5.12)
The solution ψ(x,y) thus depends on two nonnegative integers n1 and n2, whereas the
onstants E and λ depend only on n.
Let us now x E and λ, i.e. x n = n1 + n2 and write the solution of the Shrödinger
equation with Hamiltonian (5.4) as a superposition of solutions of eq. (5.6):
ψE,λ(x, y) = e
− 1
2
(τ21 x
2+τ22 y
2)
n∑
n1=0
An1,n−n1Hn1(τ1x)Hn−n1(τ2y), (5.13)
where the onstants An1,n−n1 are to be determined. We substitute (5.13) into the Shrödinger
equation, use the reursion relations for the Hermite polynomials and obtain a linear ho-
mogeneous equation for the onstants An1,n−n1. This equation is best written in matrix
form involving a tridiagonal matrix
M |A >= |0 >, (5.14)
i.e. 

α11 −S 0
nS α22 −2S . . .
0
.
.
.
.
.
.
.
.
. 0
.
.
. 2S αnn −nS
0 S αn+1n+1




A0n
A1n−1
.
.
.
An−11
An0

 =


0
.
.
.
.
.
.
.
.
.
0


(5.15)
α11 = R(ω1 + (2n + 1)ω2)− E, α22 = R(3ω1 + (2n− 1)ω2)−E,
αnn = R((2n − 1)ω1 + 3ω2)− E, αn+1n+1 = R((2n + 1)ω1 + ω2)−E, (5.16)
R =
~
√
(ω1 + ω2)2 +Ω20
2(ω1 + ω2)
, S =
i~Ω0
ω1 + ω2
√
ω1ω2.
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The energy is obtained from an algebrai equation of order n+1, namely
detM = 0. (5.17)
The onstant λ, for E and n given, is obtained from eq. (5.12). The wave funtion for E
and λ xed has the form (5.13) with oeients An1n−n1 obtained by solving the system
(5.15).
Thus, one eq. (5.6) is solved by separation of variables, the solution of the Shrödinger
equation redues to linear algebra. The energy operator is redued to blok diagonal form,
with eah blok of nite dimension, namely n+1. In this sheme the problem is "exatly
solvable".
For low values of n this an be done expliitly. For the ground state we have:
n = 0 E =
~
2
√
(ω1 + ω2)2 +Ω20, λ =
~ω1
2(ω1 + ω2)
√
(ω1 + ω2)2 +Ω20, (5.18)
ψ00 = A00e
− τ
2
1
x2+τ2
2
y2
2 .
The rst two exited states satisfy
n = 1 E± =
~
2
[2
√
(ω1 + ω2)2 +Ω
2
0 ±
√
(ω1 − ω2)2 +Ω20],
λ± =
~
2(ω22 − ω21)
[−2ω21
√
(ω1 + ω2)2 +Ω20 (5.19)
∓(ω1 + ω2)
√
(ω1 − ω2)2 +Ω20],
ψ± = e−
τ2
1
x2+τ2
2
y2
2 [A±01H1(τ2y) +A
±
10H1(τ1x)],
with
A±10 = −
i
2Ω0
[
√
(ω1 + ω2)2 +Ω20(ω1 + 3ω2)±
√
(ω1 − ω2)2 +Ω20(ω1 + ω2)]A±01. (5.20)
For n=2 and n=3 we must solve a ubi and quarti equation, respetively.
6 Conlusions
We have shown that in the presene of a magneti eld Ω 6= 0 the existene of a rst order
integral of motion leads to the separation of variables in the Shrödinger equation, one
we make the proper hoie of oordinates and gauge.
The existene of a seond order integral does no longer imply the separation of variables.
In many ases, identied in Theorem 1 of Setion 4, we an "`quasiseparate" variables,
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that is separate variables in one equation that is an appropriate linear ombination of the
two equations, Hψ = Eψ and Xψ = λψ. The solutions of the Shrödinger equation are
then linear ombinations of solutions of this equation, namely (4.6).
In Setion 5 we analysed one of the separable ases in detail, namely that of a onstant
magneti eld Ω0 and an anisotropi harmoni osillator eetive potential W (see eq.
(5.2)).
Thus quasiseparation of variables is reminesent of the Dira equation [12℄. The same
method an be used for all ases identied in Setion 4.
The question that remains is the following: What an we do in those integrable ases
when neither separation of variables, nor quasiseparation of variables ours? The same
questions arise in the ase of polar integrability where the magneti elds and eetive po-
tentials are known [2, 16℄, but the Shrödinger equation remains to be solved. Some exam-
ples of paraboli and ellipti integrability are known [17℄; the solutions of the Shrödinger
equation remain to be studied.
Finally, a few words about superintegrability [4, 5, 6, 9, 10, 11, 12, 14, 15, 16, 18, 19,
20, 21℄. In two dimensions, superintegrability means that two independent operators, X1
and X2, ommuting with H (but not with eah other) exist. The only known ase with
a nonzero magneti eld that exists, is that of a onstant magneti eld Ω0 and a zero
eetive salar potential W=0. In this ase there are three rst order integrals and they
generate a four-dimensional Lie algebra, isomorphi to a entral extension of the Eulidean
Lie algebra e(2) [2℄.
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Table 1
Funtions f(x) leading to quasiseparation of variables. We have
ω21 =
√
β2 − 4αγ
4
, β2 − 4αγ > 0, α > 0, f3 − f1 = 6ω
2
1
α
,N1 =
8ǫ2N2
kǫ1
No. f(x) c1 N2 Comment
F1
6
α(x−x0)2 −
β
2α
2kf1 ǫ2
k
2
√
−kα
3
f1 = f2 = f3 ≤ f(x)
f1 = − β2α
F2 f1 +
f3−f1
sin2 ω1(x−x0) 2kf3 ǫ2
k
2
√
−kα
3
f1 = f2 < f3 ≤ f(x)
f1 =
−β−
√
β2−4αγ
2α
F3 f1 + (f3 − f1)tanh2 ω1(x− x0) 2kf1 −ǫ2 k2
√
−kα
3
f1 ≤ f(x) ≤ f2 = f3
f3 =
−β+
√
β2−4αγ
2α
F4 f1 +
f3−f1
tanh2 ω1(x−x0) 2kf1 ǫ2
k
2
√
−kα
3
f1 < f2 = f3 ≤ f(x)
f3 =
−β+
√
β2−4αγ
2α
Table 2
Funtions g(y) leading to quasiseparation of variables. We have
ω22 =
√
δ2 + 4αξ
4
, δ2 + 4αξ > 0, α > 0, g3 − g1 = 6ω
2
2
α
,N1 =
8ǫ2N2
kǫ1
No. g(y) c2 N2 Comment
G1
δ
2α
− 6
α(y−y0)2 −2kg3 −ǫ1 k2
√
−kα
3
g(y) ≤ g1 = g2 = g3
g3 =
δ
2α
G2 g3 − g3−g1tanh2 ω2(y−y0) −2kg3 −ǫ1
k
2
√
−kα
3
g(y) ≤ g1 = g2 < g3
g1 =
δ−
√
δ2+4αξ
2α
G3 g3 − (g3 − g1)tanh2 ω2(y − y0) −2kg3 ǫ1 k2
√
−kα
3
g1 = g2 ≤ g(y) ≤ g3
g1 =
δ−
√
δ2+4αξ
2α
G4 g3 − g3−g1sin2 ω2(y−y0) −2kg1 −ǫ1 k2
√
−kα
3
g(y) ≤ g1 < g2 = g3
g3 =
δ+
√
δ2+4αξ
2α
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