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ABSTRACT 
 
One of the major hurdles in semantic image classification is that only low-level features 
can be reliably extracted from images as opposed to higher level features (objects present 
in the scene and their inter-relationships). The main challenge lies in grouping images into 
semantically meaningful categories based on the available low-level visual features of the 
images. It is important that we have a classification method that will handle a complex 
image dataset with not so well defined boundaries between clusters. Learning Vector 
Quantization (LVQ) neural networks offer a great deal of robustness in clustering complex 
datasets. This study presents a semantic image classification using LVQ neural network 
that uses low level texture, shape, and color features that are extracted from images from 
rural and urban domains using the Box Counting Dimension method (Peitgen et al. 1992), 
Fast Fourier Transformation and HSV color space. The performance measures precision 
and recall were calculated while using various ranges of input parameters such as learning 
rate, iterations, number of hidden neurons for the LVQ network. The study also tested for 
the feature robustness for image object orientation (rotation and position) and image size. 
Our method was compared against the method given in Prabhakar et al, 2002. The 
precision and recall while using various combination of texture, shape, and color features 
for our method was between .68 and .88, and 0.64 and .90 respectively compared against 
the precision and recall (for our image data set) of 0.59 and .62 for the method given by 
Prabhakar et al., 2002.  
Index Terms: Semantic classification, feature invariance, Learning Vector Quantization, 
LVQ, HSV color space, Box Counting texture, Fourier descriptors. 
 
CHAPTER 1. INTRODUCTION 
 
The tremendous growth of the internet and information systems has resulted in a 
large amount of information that includes images as well. The need for automatic image 
processing, categorization and retrieval has become critical in the information technology 
age.    
Traditional systems used to store and process multimedia images provide no means 
of automatic classification. The ability of these systems to retrieve relevant images based 
on search criteria could be greatly increased if they were able to provide an accurate 
semantic description of an image based on image content. The transfer of irrelevant images 
retrieved by an information retrieval system wastes network bandwidth and frustrates 
users.  
The key problem to be addressed in this work is the development of a new search 
and classification mechanism which will deliver a minimum of irrelevant information 
(high precision), as well as insuring that relevant information is not overlooked (high 
recall) (Breen et al 2002). Specifically, a method will be developed to identify and classify 
images semantically regardless of position, size, and orientation. 
1.1 Image Definition 
An image is a function of amplitude (e.g. brightness) of the image at the real 
coordinate position (x,y). An image may be considered to contain sub-images (known as 
regions-of-interest, ROIs, or simply regions). This concept reflects that images frequently 
contain collections of objects each of which can be the basis for a region.  
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 A digital image a[m,n] described in a 2D discrete space is derived from an analog 
images a(x,y) in a 2D continuous space through a sampling process that is frequently 
referred to as digitization.  
The 2D continuous image a(x,y) is divided into N rows and M columns. The 
intersection of a row and a column is termed a pixel. The value assigned to the integer 
coordinates [m,n] with {m=0,1,2,...,M-1} and {n=0,1,2,...,N-1} is a[m,n]. In fact, in most 
cases a(x,y)--which we might consider to be the physical signal that impinges on the face 
of a 2D sensor--is actually a function of many variables including depth or strength of the 
signal, color, and time or exposure time.  
The image shown in Figure 1.1 has been divided into N = 16 rows and M = 16 
columns. The value assigned to every pixel is the average brightness in the pixel rounded 
to the nearest integer value. The process of representing the amplitude of the 2D signal at a 
given coordinate as an integer value with L different gray levels is usually referred to as 
amplitude quantization.  
 
Figure 1.1: Digital image representation 
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1.2 Transformations 
The image recognition problem involves among other steps, the transformation of 
images into the frequency domain for processing. This transformation needs to be coupled 
together with back-end classification methods. The following gives details about Fourier 
transformation and its relevant issues. 
1.2.1 Fourier Transform, Discrete Fourier Transform and FFT  
The Fourier Transform (FT) is an image processing technique used to decompose 
an image into its sine and cosine components. The output of the transformation represents 
the image in the frequency domain, while the input image is the spatial domain equivalent. 
In the frequency domain of the image, each point represents a particular frequency 
contained in the spatial domain image.  
The FT is used in a wide range of applications, such as image analysis, image 
filtering, image reconstruction and image compression.  
Consider a continuous function having one variable f (t); the Fourier Transform F 
(f) is defined as:  
dtetffF ftj∫∞
∞−
−= π2)()(      (1.1) 
and the inverse transform as: 
dfefFtf ftj∫∞
∞−
= π2)()(      (1.2) 
where j is the square root of -1 and e denotes the natural exponent: 
( ) ( ).sincos φφφ je j +=  
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For discrete function, consider a complex series x(k) with N samples of the form:  
13210 ......,,, −Nk xxxxxx  
where x is a complex number:  
imagreali jXXx +=  
Assume that the series outside of the range 0, N-1 is the extended N-periodic, which is, xk 
= xk+N for all k (Walker, 1996). The FT of this series will be denoted X(k), it has N 
samples. The transform will be defined as: 
 
∑−
=
−=
1
0
/2)(1)(
N
k
NuxiekX
N
nX π  1,...,2,1,0 −= Nn    (1.3) 
The inverse transform is defined as: 
∑−
=
−=
1
0
/2)()(
N
k
NuxienXkX π  1,...,2,1,0 −= Nk    (1.4) 
Figure 1.2 shows the relationship between frequency domain sample index and the 
series index.  
 
Figure 1.2: Relationship between Frequency Domain and the Series Index  
For example, if the series is a time sequence of length T then Figure 1.3 shows the 
values in the frequency domain. The first sample X(0) of the transformed series is the 
discrete complex component, known as the average of the input series. The highest 
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positive frequency sample is called the Nyquist frequency. The Discrete FT of a real series 
results in a symmetric series about the Nyquist frequency. 
 
Figure 1.3: Frequency Domain Value from Time Domain 
The negative frequency samples are the inverse of the positive frequency samples. 
The Nyquist is the highest frequency component that should exist in the input series for the 
Discrete FT. Specifically if there are no frequencies above Nyquist the original signal can 
be accurately reconstructed from the samples.  
1.2.2 DFT and FFT algorithm 
While the DFT transform can be applied to any complex valued series, in practice 
for large series it can take a great deal of time to compute; the time taken is proportional to 
the square of the number on points in the series. A much faster algorithm has been 
developed by Cooley and Tukey (1965) called the FFT (Fast Fourier Transform). The only 
requirement of the most popular implementation of this algorithm (Radix-2 Cooley-Tukey) 
is that the number of points in the series be a power of 2. The computing time for the 
radix-2 FFT is proportional to ( )NN 2log . 
1.3 Image Classification 
Classification is a process that groups data in categories possessing similar 
characteristics. Clustering algorithms are useful for high-dimensional data where it is 
impossible for us to visualize the data in space. A clustering mechanism groups similar 
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image feature vectors provided the feature vectors are extracted in a meaningful way. 
Thus, images within the same cluster should be related by their semantic content. 
For image categorization or classification, it is assumed that a fixed set of classes or 
categories has been defined, and that each image belongs to one category. In a typical 
scenario in an image classification problem, we have a set of unlabeled images, and we 
want to assign each of these images into one of the known or unknown categories. For an 
automatic approach to this problem to be feasible, one needs to assume that images that are 
in a way similar will fall into the same category, and that this underlying notion of 
similarity can be captured automatically using a suitable representation of images and 
some learning algorithm. In addition, before applying machine learning (ML) techniques to 
images in order to learn models (also known as classifiers or predictors), we need to 
represent images with structures that known machine learning algorithms can work with.  
Image retrieval, where the notions of representation and similarity are of great 
importance, is a sub-problem of image categorization. One way of applying results from 
image retrieval to the problem of image categorization would be to take simple vector-
based descriptions of images, such as histograms or autocorrelograms, and use any of the 
numerous ML techniques that can work with vectors. Alternatively, one could take an 
arbitrary similarity measure from image retrieval, no matter what the underlying 
representation, and use it in combination with a ML algorithm that can work with arbitrary 
similarity or distance measures, such as nearest-neighbors, etc. 
1.4 Artificial Neural Networks in Classification Problems 
Researchers at Battelle Memorial Institute (1997) stated that Artificial Neural 
Networks (ANN) are collections of mathematical models that are similar to some of the 
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properties of biological nervous systems and draw on the analogies of adaptive biological 
learning. “Learning in biological systems involves adjustments to the synaptic connections 
that exist between the neurons. This is true of ANNs as well. Learning typically occurs by 
example through training, or exposure to a set of input/output data where the training 
algorithm iteratively adjusts the connection weights (synapses). These connection weights 
store the knowledge necessary to solve specific problems.” (Battelle Memorial Institute, 
1997) 
A typical ANN will consist of a set of nodes. Some of these are termed as input 
nodes, some output nodes, and those in between hidden nodes. There are also weighted 
connections between the nodes. When the network is in operation, a value will be applied 
to each input node - the values being fed in by a human operator or from some other 
program. Each node then passes its given value to the connections leading out from it, and 
on each connection the value is multiplied by the weight associated with that connection. 
Each node in the next layer then receives a value which is typically the sum of the values 
produced by the connections leading into it, and in each node a simple computation is 
performed on the value to determine the nodes’ activation (or output) value. This process is 
then repeated, with the results being passed through subsequent layers of nodes until the 
output nodes are reached.  
Though ANNs were first proposed in the 1950's, it wasn't until the mid-1980s that 
algorithms became sophisticated for general applications. Now ANNs are being applied to 
a large number of real-world problems. They are good pattern recognition systems and 
robust classifiers, with the ability to generalize in making decisions about imprecise input 
data. They offer acceptable solutions to a variety of classification problems such as speech, 
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character and signal recognition, as well as functional prediction and system modeling 
where the physical processes are not understood and are highly complex. The advantage of 
ANNs is that it is applicable even when there are distortions in the input data. In this 
particular situation ANNs have a very high capability of learning.  
There are different types of ANNs. Some of the more popular include the 
multilayer perceptron (generally trained with the back propagation algorithm), learning 
vector quantization network, Hopfield network, and Kohonen network, etc. Some ANNs 
are classified as feed forward while others are recurrent (i.e., implement feedback) 
depending on how data is processed through the network. Another way of classifying ANN 
types is by their method of learning (or training), as some ANNs employ supervised 
training while others are referred to as unsupervised or self-organizing. ANNs can be 
implemented in software or in specialized hardware. Learning Vector Quantization will be 
used for this proposed semantic image categorization problem. 
1.5 Problem Statement and Objectives 
One of the major hurdles in semantic image classification is that only low-level 
features can be reliably extracted from images as opposed to higher level features (objects 
present in the scene and their inter-relationships). For example, color distributions in terms 
of histograms can be extracted from any color image, but presence/absence of sky, trees, 
buildings, furniture, people, etc., cannot be reliably extracted from general images. Thus, 
the grouping of images cannot be based on high-level concepts as done by humans. The 
main challenge, thereby, lies in grouping images into semantically meaningful categories 
(or indexing images in a database) based on the available low-level visual features of the 
images.  
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There had been various methods developed in Breen et al., 2002, and Vailaya et al., 
1998 based on hue values, texture, and color histogram. But the features extracted are not 
scale, rotation and position invariant. Also the accuracy of the classification depends 
mainly on the type of feature selected and the classification method. 
Prabhakar et al. 2002 proposed a semantic classification that uses a combination of 
a rule based tree classifiers and neural network. This method, developed by Prabhakar et 
al., 2002 reports a very high accuracy of 96.6% in picture-graphic image classification 
domain. Graphic images are typically created using a photo editor or a presentation tool 
while picture images are those taken from a digital or regular camera. The tree classifier is 
useful in classification of image datasets that are clustered with well defined boundary 
which may not be the case most of the time. When there is a distinct demarcation of 
features in the input space domain, the classifier is considered to have a well defined 
boundary. So it is important that we have a classification method that will handle a 
complex image dataset with not so well defined boundaries between clusters. LVQ 
network offers a great deal of robustness in clustering complex datasets.  
 The objectives of this study are: 
• To develop a classification mechanism which will deliver a minimum of irrelevant 
information as well as insuring that relevant information is not overlooked. 
• To extract robust features that are size, rotation and position invariant. 
• To cluster the images meaningfully and also to map similar image clusters that may 
be formed in different regions spatially to a higher level semantic cluster. 
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• To determine what or what combination of features in Texture, Color and Shape 
play a significant role for “urban” versus “nature/rural” images using Learning 
Vector Quantization (LVQ) network 
• To check the robustness of the features and classification mechanism by controlling 
the experimental conditions i.e. by feeding images that are variant in size, rotation 
and position to the feature extraction mechanisms and LVQ networks. 
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CHAPTER 2. LITERATURE SURVEY OF RELATED WORK 
There are various techniques to generate features of an image such as spectral 
(color, etc.), geometrical (edge, shape, etc.) and texture (pattern, surface roughness, etc.). 
The following sections talk about generation of features and classification of those 
features.  
2.1 Feature Vector Generation 
The higher order autocorrelation features are the primitive edge features that were 
used to index and retrieve images. Autocorrelation is a measure of similarity of a dataset 
and its shifted versions. When dealing with image dataset, shifted versions are the adjacent 
pixels or set of pixels spread at a certain distance in an image matrix whose autocorrelation 
is being measured. Such features are shift-invariant which is a useful property in image 
querying. The irrelevancy of where the objects are located in an image is known as shift-
invariance. An image plane P and a function  represents an image intensity function 
such that
)(rI
Pr ∈ , where r  is the image coordinate vector. A shift of  within P is 
represented by , where a  is the displacement vector. Therefore, the N
)(rI
)( iar +I i th order 
autocorrelation functions with N displacements,  where displacements are range 
of pixels to be considered for autocorrelation are defined by, 
Na,...,ia
)()...()((),...,( 11 N
P
N
N arIarIrIaaR ++= ∑      (2.1) 
The number of autocorrelation functions obtained by the possible combinations of 
the displacements over the image plane is large. Therefore it is essential to reduce this 
large number for practical applications (Kubo et al, 2001). This method in Kubo et al, 2001 
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limits the order N up to 2. Also, the range of displacements is limited to within a local 3x3 
window, of which the center is the local reference point. 
The 0th-order autocorrelation function corresponds to the average gray level of the 
image. Thus, the feature vector  that contains the higher order autocorrelation functions 
is defined as follows: 
vf
251 ,..., fff
v =      (2.2) 
Let the position of the mask pattern in the 3x3 window be denoted by x and y 
coordinates, such that denotes the mask pattern of the 0),( yxI th-order autocorrelation 
function f1. Also, let the width and height of the edge image I  be w  and . Thus, each  
is defined as: 
h if
)( ,1 ∑∑=
x y
yxIf
)(( ,,
 
)12 +∑∑= yx
x y
yx IIf  
. 
. 
. 
))(( 1,1,5 −−∑∑= yx
x y
yx IIf  
))()(( 1,1,1,6 −+−∑∑= yxyx
x y
yx IIIf
))()(( 1,11,1, −+−−∑
     
  .       
.       
.       
25 ∑=f yxyx
x y
yx III      (2.3) 
 
As mentioned earlier, the extracted higher order autocorrelation features are 
invariant to shift. However, in large collections of images, such as images in the internet, 
digital libraries, image archives, etc, images exist in different intensities. So the features 
should be designed in such a way that the variance in size, position, and gray level should 
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not matter when querying for a particular wanted image (Kubo et al, 2001). The method 
divides the higher order autocorrelation functions by the width w and height h of the 
original image so that the feature vectors are not proportional to the size of the original 
image. The gray level values are normalized by raising the autocorrelation feature by 
raising them to the power 1/N, where N is the order of autocorrelation. The normalization 
process of feature vectors bring similar images, but different in their sizes and gray levels, 
closer together in the feature space. 
2.2 Face Recognition 
  There are at least two major categories of face recognition (Lawrence et al 1996). 
They are, 
The goal is to find a person within a large database of faces (e.g. in a F.B.I 
database). These systems typically return a list of the most likely people in the 
database. Often only one image is available per person. It is usually not necessary 
for recognition to be done in real-time. 
• 
• The goal is to identify particular people in real-time (e.g. in a security monitoring 
system, location tracking system, etc.), or to allow access to a group of people and 
deny access to all others (e.g. access to a building, computer, etc). Multiple images 
per person are often available for training and real-time recognition is required.  
Manjunath et al., 1992, proposed a method for face recognition based upon feature 
points detected using the Gabor wavelet decomposition, and storing the results of the 
decomposition in a database. The goal was to facilitate recognition as well as to greatly 
reduce the storage requirement for the database. Here, 35-45 points per face image were 
generated and stored. The identification process utilized the information present in a 
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topological graphic representation of the feature points. The method operated on controlled 
background images, such as passports and drivers license pictures. Scott, 2003 reported 
that the method in Manjunath et al., had a 94% recognition rate on a small database, but 
did display a dependency on the illumination direction in the image. 
2.3 Semantic Image Classification 
Grouping images into (semantically) meaningful categories using low-level visual 
features is a challenging and important problem in content-based image retrieval. Based on 
these groupings, effective indices can be built for an image database.  
2.3.1 Domain Based Neural Network Classification  
Several systems exist today that attempt to classify images based on their content. 
Successful classification of an image and its contents relates directly to how well relevant 
images may be retrieved when a search is preformed. Most image storing systems such as 
QBIC (Niblack et al 1993) and VisualSEEK (Smith and Chang 1996) limit classification to 
describing an image based on metadata such as color histograms (Swain and Ballard 
1991), texture, or shape features. These systems have high success in performing searches 
in which the user specifies images containing a sample object, or a sample texture pattern. 
According to Breen et al. 2002, Should a user ask for an image depicting a basketball 
game, the results become less accurate. This is due to the fact that though an image may 
contain a basketball, it does not depict a basketball game. Systems that only contain 
metadata regarding the objects contained in an image cannot provide an accurate 
classification of the entire image (Breen et al. 2002). Breen et al., 2002, proposed a system 
that combined the use of ontologies and neural networks as object identifiers in the 
automatic classification of an image based on its content. Ontology is a collection of 
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concepts and their interrelationships which provide an abstract view of an application 
domain (Breen et al. 2002). First an image is segmented by edge detection, region growing 
and merging adjacent regions.  
The system uses a neural network to classify objects into pre-defined output 
categories. The neural network developed in this system uses the hue value of each pixel in 
the segmented object as input. One of the reasons provided by the authors for selecting hue 
value of the pixels as the input feature is the hue value of a pixel represents the most 
information about a pixel’s color. The hue values are given as input to the network in 
vector form. Each trained network was said to have the ability to identify an object 
specified in the concepts present in the domain-dependant ontology. The above said 
method used basket balls for classification. But as the objects to be identified gets complex 
in shape like football, the feature (hue value in the above method) that is extracted plays a 
significant role in the actual classification. The extracted feature should be size, translation 
and rotation invariant. But picking the hue value of the pixel would not satisfy this 
condition.  
In large databases, it is essential to organize and classify feature vectors into 
different clusters to speed up the search. This organization and clustering of images is 
based on the similarity of the feature vectors of images. Oja et al., 1997, have introduced 
the PicSOM system to cluster images based on a Tree Structured Self-Organizing Maps 
(TS-SOMs). The TS-SOM is a tree structured vector quantization algorithm that used 
SOMS which is an unsupervised neural network at each of its hierarchical levels. 
However, since the SOM algorithm is not scalable to new classes, if a new class of images 
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is to be inserted into the database the TS-SOM, which is a hierarchy of SOMS, has to 
undergo a computationally expensive process of retraining at each hierarchy. 
In Kubo et al., 2001, the extracted features are represented by means of a feature 
vector, which is a compact representation of image content. These feature vectors are then 
organized by a spatial access method (SAM), such as B-tree, R-tree, etc., or a clustering 
method, such as self-organizing map (SOM). When a query Q, such as “Find image similar 
to Q”, is issued, Q is compared with the database of feature vectors that represent the 
image database. As a result, the K most similar images to Q are returned to the user.  In 
this method, the self-organizing Map (SOM) is used to map high-dimensional input data 
onto a two-dimensional output space while preserving the topological relations 
(similarities) between the data items. The SOM consists of nodes (neurons) arranged in a 
two-dimensional rectangular or hexagonal grid. SOM nodes are arranged in a two 
dimensional rectangular grid. With every node i , a weight vector is associated. An 
input vector  is compared with , and the best-match-node (BMN) that has the 
smallest angle 
nℜ
n
im ℜ∈
nx ℜ∈
BMN
im
θ  is determined. The input is thus mapped onto the location of the 
determined BMN. 


=
i
i
BMN mx
mx .arccosθ     2.4 
This learning process finally leads to a topologically-ordered mapping of the input vectors. 
Though this method is useful with its shift, size and gray level invariance, significantly it is 
not rotation invariant.  The angle between vectors are shown in the Figure 2.2. 
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2.3.2 City and Landscape Bayesian Classification  
Various systems have been proposed for content-based image classification and 
retrieval, such as QBIC, Photobook, FourEyes, SWIM, Virage, and Visualseek (Vailaya et 
al., 1998). 
acθ
bcθ
a 
b
c 
 
 
 
Figure 2.2: Angle between the vectors 
These systems follow the paradigm of representing images using a set of image attributes, 
such as color, texture, shape, and layout which are archived along with the images in the 
database. Retrieval is performed by matching the feature attributes of a query image with 
those of the database images. User queries are typically based on semantics (e.g., give me a 
sunset image) and not on low-level image features (e.g., show me a predominantly red and 
orange image). As a result, most of these image retrieval systems have poor performance 
for specific queries. For example, Figure 2.3(b) shows the top-retrieved results (based on 
color histogram features) for the query in Figure 2.3(a) on a database of 2,145 images of 
city and landscape scenes. While the query image has a specific monument (a tower), some 
of the retrieved images include landscape scenes (mountains and sky). A successful 
grouping of these database images into semantically meaningful classes can greatly 
enhance the performance of a content-based image retrieval system. Figure 2.3(c) shows 
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the top 5 retrieved results (again based on color histogram features) on a database of 720 
city images for the same query; clearly, filtering out landscape images from the image 
database prior to querying improves the retrieval result (Vailaya et al., 1998). 
 
 
Figure 2.3: (a) Query image (b) Retrieved images from landscape/city image database  
(c) Retrieved images from city image database 
 
Current image database systems have not adequately addressed this rather difficult 
problem of effective indexing in large image databases. One attempt to solve this problem 
is the hierarchical indexing scheme proposed by Zhang and Zhong, 1995, which uses a 
Self-Organization Map (SOM) to perform clustering based on color and texture features. 
Forsyth et al., 1996, used specialized grouping heuristics to classify coherent regions 
(blobs) in an image under increasingly stringent conditions to recognize objects in the 
image. Yu and Wolf, 1995, used one-dimensional hidden Markov models along horizontal 
and vertical blocks of images to do scene classification. However, the success of such 
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clustering-based indexing schemes is often limited, largely due to the low-level feature-
based representation of image content. 
To achieve the goal of automatic categorization and indexing of images in a large 
database, we need to develop robust schemes to identify salient features of images that 
capture a certain aspect of semantic content of these images. In other words, we first need 
to specify/define pattern classes, so that the database images can be organized in a 
supervised fashion. Vailaya et al., 1998 addressed the hierarchical classification of outdoor 
vacation images into city and landscape classes, and a further classification of a subset of 
landscape images into sunset, forest, and mountain classes. The city vs. landscape 
classification problem can be stated as follows: Given an image, classify it as either a city 
or a landscape image. City scenes can be characterized by the presence of man-made 
objects and structures such as buildings, cars, roads, etc. Natural scenes, on the other hand, 
lack these structures. A subset of landscape images can be further classified into one of the 
sunset, forest, and mountain classes. Sunset scenes can be characterized by saturated colors 
(red, orange, or yellow), forest scenes have predominantly green color distribution due to 
the presence of dense trees and foliage, and mountain scenes can be characterized by long 
distance shots of mountains (either snow covered, or barren plateaus). It is assumed that 
the input image does belong to one of the classes under consideration. This restriction is 
imposed because, automatically rejecting images not belonging to the specific classes (city 
or landscape in the first classification problem, and sunset, mountain, or forest in the 
second problem) is in itself a very difficult problem (Vailaya et al., 1998). They used a 
Bayesian approach for the above formulated “semantic” classification problems and 
showed how specific low-level image features can be used for high-level semantic 
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categorization of images under the constraint that images do belong to one of the classes in 
question. 
Bayesian theory provides a formal framework for image classification problems. It 
requires that all assumptions be explicitly specified to build models which are then used to 
generate an optimal classification rule. Optimality here means that, under the assumed 
models, there does not exist any other classification rule which has a lower classification 
error. The Bayesian paradigm has been successfully adopted in a number of image analysis 
and computer vision (both low and high level) problems, such as restoration, segmentation, 
and classification. 
The accuracy of the Bayesian classifiers depends on the underlying low-level 
representation of the images. The more discriminative the features, better is the 
classification accuracy and using just any feature will not yield good classification results. 
Edge direction features (histograms and coherence vectors) have sufficient discriminative 
capability for city vs. landscape classification; therefore, the authors use these edge 
detection features for classification. This is so because city scenes tend to have man-made 
structures which have structured horizontal and vertical edges, whereas landscape images 
have edges randomly distributed. Table 2.1 briefly describes the qualitative attributes of 
the various classes and the features used to represent them. 
Table 2.1: Qualitative attributes and features of the classes 
 
Classification Problem Qualitative Attributes Low-Level Features 
City versus Landscape Distribution of edges Edge direction, 
histograms and coherence vectors 
Sunset versus Forest 
versus Mountain 
Global color 
distributions and 
saturation values 
Color histograms and coherence 
vectors in HSV space. 
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CHAPTER 3. METHODOLOGY 
This section presents the steps involved in the methodology and explanation of 
methods used for feature extraction, feature clustering and semantic mapping of the 
clusters through Learning Vector Quantization (LVQ) neural network to achieve our 
objective of finding a set of robust features that classify images semantically. 
3.1 Fractal Dimension as Texture Measure 
Texture is one of the most important defining characters of an image. Texture 
features can be derived from various methods such as Grey Level Co-occurrence Matrix 
(GLCM), Fractal dimension, etc. The advantages of using fractal dimension are their 
rotation, size and position invariance. The GLCM suffers from computational complexity 
and lack of rotation invariance. Also, fractal dimension correlates to the surface roughness 
of the image objects which seem to be a major distinguishing factor in rural versus urban 
domain that we are classifying in our experiments. Fractal dimension has been used 
successfully to represent pattern texture information of images (Jahne, 1994).  Fractal 
dimensions are rotation and position invariant. To explain the concept of fractals, it is 
necessary to understand what dimension means. A line has dimension 1, a plane dimension 
2, and a cube dimension 3. A line has dimension 1 because there is only 1 way to move on 
a line. Similarly, the plane has dimension 2 because there are 2 directions in which to 
move. A cube has 3 dimensions because there are 3 directions to move in i.e., length, 
breadth and width. But how about the dimensions of curves? Is it 1 or 2 dimensional? 
A line may be broken into 4 self-similar intervals, each with the same length, and 
each of which can be magnified by a factor of 4 to yield the original segment. A self-
similar object is one whose component parts resemble the whole. We can also break a line 
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segment into 7 self-similar pieces, each with magnification factor 7, or 20 self-similar 
pieces with magnification factor 20. In general, we can break a line segment into N self-
similar pieces, each with magnification factor N.  
A square can be divided into 4 self-similar squares, and the magnification factor for 
square is 2. Similarly, we can break the square into 9 self-similar pieces with magnification 
factor 3, or 25 self-similar pieces with magnification factor 5. Clearly, the square may be 
broken into N^2 self-similar object that can be magnified by a factor of N to get the 
original figure. Finally, we can decompose a cube into N^3 self-similar pieces, each of 
which has magnification factor N. The following figure illustrates the above said points.  
 
N = rD 
Figure 3.1: Objects broken into Self-Similar pieces  
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Consider N=rD, take the log of both sides, and get log(N) = D log(r). Resolving for 
D,  
      D = log(N)/log(r)      (3.1) 
This shows that D need not be an integer, as it is in Euclidean geometry. It could be a 
fraction, as it is in fractal geometry. This method is useful and applicable for a well-
structured surface or plane like square or cube where we know N and r. For more complex 
structures in images and etc., there are many algorithms and one of which is box-counting 
method which will be used to measure the fractal dimension.  
To estimate the box-counting dimension the Euclidean space containing the image 
is divided into a grid of boxes of size 'r'. Boxes N(r) which are non-empty are then 
counted. Then the size 'r' is changed to progressively smaller sizes and the corresponding 
number of non-empty boxes is counted N(r). The logarithm of N(r) versus the logarithm of 
1/r gives a line whose gradient corresponds to the box dimension. The sequence of mesh 
sizes for grids is usually reduced by a factor of 1/2 from one grid to the next. Therefore, if 
the number of boxes counted increased by a factor of 2D when the box size is halved, then 
the fractal dimension. T is equal to D (Peitgen et al. 1992). T is the part of the input vector 
to be fed in to a LVQ network. 
3.2 Color Feature in HSV Space 
HSV model defines a color space in terms of hue, saturation, and value. The HSV 
color space is often used by people who are selecting colors because it corresponds better 
to how people experience color than the RGB color space.  
In Figure 3.2, the outer circle represents hue, the radius represents saturation on the 
vertical axis, and value on the horizontal axis. In this way, a color can be chosen by first 
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picking hue, on the outer circle, then selecting the desired saturation and value from the 
inner triangle. 
 To extract a low-level color feature in HSV color space, an HSV histogram for an 
image q is given by (Lee and Yoo 1998), 
 Ciq[k] =   for 0<= k<=L-0.1, i=H, S, V (3.2)  
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Figure 3.2: Illustration of HSV color space 
 
where MxN is the size of the image and L is the maximum value of the matrices H, S, V. 
Our color feature is then a vector of six elements in which the first three values are the 
mean of the HSV histogram values for H, S, V and the fourth, fifth and the sixth values 
give the variance of the HSV histogram values for H, S, V correspondingly. The mean of 
the HSV histogram is given by: 
Ciq = / MN      where i=1,2,3   (3.3) ∑ ∑−
=
−
=
1
0
1
0
],][[
M
x
N
y
yxiq
C1q represents the mean value of the H matrix, C2q  the mean of S matrix and C3q the mean  
of the V matrix. 
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The variance of the HSV histogram is given by, 
 
Ciq = / MN  where i=4,5,6.     (3.4) 2
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C4q represents the variance of the H matrix, C5q  the variance of S matrix and C6q the  
variance of the V matrix. Hence the color feature is represented by vector C with values 
C1q, C2q, C3q, C4q, C5q, and C6q. 
3.3 Fourier Descriptor and Feature Generation 
Fourier descriptors are widely used for pattern recognition. The Fourier descriptor is 
used to describe the boundary of a shape in 2 dimensional space using Fourier methods. 
Steps involved in parameterization of the boundary are: 
1. Consider N point digital boundary of a shape on xy  plane.  
2. Choose either all the pixels occupied by the boundary or N samples around the 
pixels which results in a complete set of coordinates describing the boundary.  
3. Call each coordinate (  where 0)kk yx , .1≤< k These points can be plotted on xy  
plane. Replace the labels on each axis; name the horizontal axis R for “real” and 
vertical axis I for “imaginary”. Now, we have complex numbers  :s )(k
( ) kk yxks +=   for 1,...,2,1,0 −= Nk    (3.5) 
This representation reduces a 2-D into a 1-D problem. 
Applying discrete Fourier Transform of s(k) gives: 
∑−
=
−=
1
0
/2)(1)(
N
k
Nuxieks
N
ua π   for 1,...,2,1,0 −= Nu   (3.6) 
The complex coefficients are called the Fourier descriptors of the boundary. Applying 
inverse Fourier Transform to restores
( )ua
a( )u ( )ks , 
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Nuxieuaks π for 1,...,2,1,0 −= Nk     (3.7) 
The restored pixels are exactly the same as the ones that we started with. However, one 
does not need to take all N pixel values to reconstruct the original image. This can be 
expressed in the equation: 
∑−
=
−∧ =
1
0
/2)()(
M
k
Nuxieuaks π  where 1,...,2,1,0 −= Nk    (3.8) 
This is equivalent to setting a(u) = 0 for all terms where 1−> Mk . The more descriptors 
used to reconstruct the original image, the nearer the result gets to the actual image. Figure 
3.2 demonstrates this point. 
 
 
Figure 3.3: Original image with different number of descriptors  
One of the problems faced in pattern recognition is the curse of dimensionality 
(Bellman 1961). For an N x N image, Fourier descriptors will have N x N/2 
dimensionality. Apart from the high dimensionality of the Fourier descriptors, ANNs have 
inherent limitations in dealing with large data sets. So it is necessary to reduce the 
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dimensionality of the input features for better classification and simple computation. 
ANNs may be viewed as mappings from an input space to an output space. Thus, an ANN 
has to cover or represent every part of its input space in order to know how that part of the 
space should be mapped. Covering the input space takes resources, and, in general, the 
amount of resources needed is proportional to the dimension of the input space.  
 In Vector Quantization (VQ), a set of units competitively learns to represents an 
input space. Bishop (1995) states that one could argue that the average distance from a 
random point of the space to the nearest network unit measure the goodness of the 
representation: the shorter the distance, the better is the representation of the data in the 
sphere. Bishop (1995) experimentally verified that the total number of units required to 
keep the average distance constant increases exponentially with the dimensionality. 
To reduce this high dimensionality into a single value, the norm which gives a 
measure of the magnitude of the elements of the matrix N x N/2 will be taken which is 
given by the shape feature descriptor S: 
S =       (3.9) 
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The following is an overview of the steps in our proposed method: 
1. Given an N x N pattern image, translation invariance is achieved by translating the 
origin of the coordinate system to the center of mass of the pattern and denoting it 
by  (Bui and Chen 1999). ( 00 , yx )
)
2. To obtain rotation invariance, the pattern image is transformed into polar 
coordinate system. Let d = ( ) ( 2020),( yyxxyxf −+−
)
max be the longest distance from 
 to a point  on the pattern. Draw N concentric circles centered at ( 00 , yx ) ( yx,
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( )00 , yx  with radius ,N
id × ,  = 1, 2… N. Also, we form N angularly equi-spaced 
radian vectors 
i
iθ departing from ( )00 , yx  with angular step(2Π/N). For any small 
region: 
( )yxf ,
)
( ){ }11,, ++ ≤<≤<= jjiiij rrrrS θθθθ  (3.10) 
 
Calculate the average value of over this region, and assign the average 
value of ( θ,rg in the polar coordinate system. The feature ( )θ,rg  is invariant to 
scaling but not yet rotation variant (Bui and Chen 1999). 
3. Apply 1-D Fourier transform along the axis of the polar angle θ  of ( )θ,rg to obtain 
its spectrum. Since the spectra of Fourier transform of circularly shifted signals are 
the same, the features are now rotation invariant (Bui and Chen 1999). (Chapter 
3.2) 
4. Get the texture feature of f(x,y) (Chapter 3.1). 
5. Get the color feature of f(x,y) (Chapter 3.3). 
6. Input the rotation, size and translation invariant shape, texture and color features 
into Linear Vector Quantization to cluster the image features semantically. 
Figure 3.4 shows the structure of our methodology. 
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Figure 3.4: Overview of the proposed method 
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3.4 Learning Vector Quantization Network  
An LVQ network has two layers – the first a competitive layer and the second a 
linear layer. The competitive layer learns to classify input vectors. The linear layer 
transforms the competitive layer’s classes into target classifications defined by the user. 
The classes learned by the competitive layers are called subclasses and the classes of the 
linear layer are called target classes. 
 Both the competitive and linear layers have one neuron per sub or target class. The 
competitive layer can learn up to S1 subclasses. These, in turn, are combined by the linear 
layer to form S2 target classes. S1 is always larger than S2. 
In
pu
t V
ec
to
r 
Competitive 
Layer 
Linear Layer 
Subclasses
Target 
classes 
 
Figure 3.5: Architecture of LVQ 
Learning vector quantization learning method is called competition learning. For 
each training pattern the reference vector that is closest to it is determined. The 
corresponding output neuron is also called the winner neuron. The weights of the 
connections to this neuron - and this neuron only are then adapted. This situation is 
described as "winner takes all". The direction of the adaption depends on whether the class 
of the training pattern and the class assigned to the reference vector coincide or not. If they 
coincide, the reference vector is moved closer to the training pattern; otherwise it is moved 
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farther away (Kohonen et al. 1989). This movement of the reference vector is controlled by 
a parameter called the learning rate. It states as a fraction of the distance to the training 
pattern, how far the reference vector should be moved. Usually the learning rate is 
decreased over time, so that initial changes are larger than changes made in later epochs of 
the training process. Learning may be terminated when the positions of the reference 
vectors do not change significantly. 
3.4.1 Creating an LVQ Network 
In Matlab, there are built-in functions to create and train LVQ network. The 
function NEWLVQ creates a two layer network. The first layer uses the COMPET transfer 
function, calculates weighted inputs with NEGDIST, and net input with NETSUM.  The 
second layer has PURELIN neurons, calculates weighted input with DOTPROD and net 
inputs with NETSUM. Neither layer has biases. 
First layer weights are initialized with MIDPOINT.  The second layer weights are 
set so that each output neuron i has unit weights coming to it from PC(i) percent of the     
hidden neurons. Adaption and training are done with TRAINS and TRAINR, which both 
update the first layer weights with the specified learning functions.    
To train the network, an input vector p is presented, and the distance from p to each 
row of the input weight matrix IW1,1 is computed. The hidden neurons of layer 1 compete. 
Suppose that the ith element of n1 is most positive, and neuron i* wins the competition. 
Then competitive transfer function produces a 1 as the i*th element of a1. All other 
elements of a1 are 0. 
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The i*th row of IW1,1 is adjusted in such that the row moves closer to the input 
vector p if the assignment is correct, and if the assignment is incorrect the row is moved 
away from p (Matlab Help Document, 2000). If p is classified correctly, 
i*IW1,1(q) = i*IW1,1(q-1)+α (p(q)- i*IW1,1(q-1))    (3.11) 
If p is classified incorrectly, then 
i*IW1,1(q) = i*IW1,1(q-1)-α (p(q)- i*IW1,1(q-1))    (3.12) 
The corrections move the hidden neuron towards vectors that fall into the class for which it 
forms a subclass, and away from vectors that fall into other classes. The first later weight 
vectors implicitly divide the input space into subclasses. The second layer weight vectors 
group several regions to form target classes. 
3.4.2 Competitive Layer 
The competitive network accepts the input vector p and an input weight matrix 
IW1,1, and produces a vector having S1 elements. The elements are the negative of the 
distances between the input vector and vectors iIW1,1 formed from the rows of the input 
weight matrix. The net input n1 of a competitive layer is computed by finding the negative 
distance between input vector p and the weight vectors and adding the biases b. If all 
biases are zero, the maximum net input a neuron can have is 0. This occurs when the input 
vector p equals that neuron’s weight vector.  
The competitive transfer functions accepts a net input vector for a layer and returns 
neuron outputs of 0 of all neurons except for the winner, the neuron associated with the 
most positive element of net input n1. The winner’s output is 1. If all biases are 0, then the 
neuron whose weight vector is closest to the input vector has the least negative net input 
and, therefore, wins the competition to output a 1. 
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3.4.3 Creating a Competitive Network 
Competitive layers consist of a single layer with the NEGDIST weight function, 
NETSUM net input function, and the COMPET transfer function. The neurons in a 
competitive layer distribute themselves to recognize frequently presented input vectors. 
The layer has a weight from the input, and a bias. Weights and biases are initialized 
with MIDPOINT and INITCON. Adaption and training are done with TRAINS and 
TRAINR, which both update weight and bias values with the LEARNK and LEARNCON 
learning functions. 
3.4.4 Matlab Functions for Neural Network Training 
NEGDIST is a weight function.  Weight functions apply weights to an input to get 
weighted inputs. NEGDIST(W, P) takes these inputs, W - SxR weight matrix, P - RxQ 
matrix of Q input (column) vectors and returns the SxQ matrix of negative vector 
distances. 
COMPET is a transfer function.  Transfer functions calculate a layer's output from 
its net input. COMPET(N) takes one input argument, N - SxQ matrix of net input (column) 
vectors and returns output vectors with 1 where each net input vector has its maximum 
value, and 0 elsewhere. 
NETSUM is a net input function.  Net input functions calculate a layer's net input 
by combining its weighted inputs and biases. NETSUM(Z1,Z2,...,Zn) takes any number of 
inputs, Zi - SxQ matrices and the returns N the element-wise sum of Zi's. 
PURELIN is a transfer function. Transfer functions calculate a layer's output from 
its net input. PURELIN(N) takes one input, N - SxQ matrix of net input (column) vectors 
and returns N. 
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DOTPROD is the dot product weight function.  Weight functions apply weights to 
an input to get weighted inputs. DOTPROD(W,P) takes these inputs, W - SxR weight 
matrix, P - RxQ matrix of Q input (column) vectors and returns the SxQ dot product of W 
and P. 
MIDPOINT is a weight initialization function that sets weight (row) vectors to the 
center of the input ranges MIDPOINT(S,PR) takes two arguments, S  - Number of rows 
(neurons)   PR - Rx2 matrix of input value ranges = [Pmin Pmax] and returns an SxR 
matrix with rows set to (Pmin+Pmax)'/2. 
TRAINR is not called directly. Instead it is called by TRAIN for network's whose 
NET.trainFcn property is set to 'trainr'. TRAINR trains a network with weight and bias 
learning rules with incremental updates after each presentation of an input.  Inputs     
are presented in random order. 
3.5 Experimental Plan  
An image database consisting of urban and rural/nature images is semantically 
classified in to a two-class cluster. Matlab is used for implementation and its built-in 
functions along with user-defined functions as required. The input vectors to the neural 
network consist of 8 elements: P(T,C1q, C2q, C3q, C4q, C5q, C6q, S) as discussed in sections 
3.1, 3.2 and 3.3. 
The image database was developed using pictures taken around the LSU campus 
using a digital camera and from the internet. A set of people at the LSU campus from 
varied background were asked to classify the images semantically to compare against the 
classification accuracy of the proposed method. Eight persons acted as semantic experts of 
image classification and consisted of two graduate students, two undergraduate students, 
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two department secretaries, and two people with doctorate degrees. They were shown, on a 
computer, 100 images used for testing purposes in each category and asked to classify each 
image as either rural or urban pictures. Ninety six images were classified either rural or 
urban. In the case of four images whose classification resulted in conflicts, they were 
classified in the category in which the majority of semantic experts classified them. These 
hundred images were used for testing purposes. We selected the images to be used for the 
neural network training. Examples of typical urban and rural/nature pictures are shown in 
Figure 3.7 and 3.8 respectively. 
   
 
Figure 3.7: Typical urban pictures 
 
  
 
Figure 3.8: Typical rural/nature Pictures 
 
3.5.1 Performance Measures 
This section presents how we measured the performance of our semantic 
classification method. The images are clustered following the steps shown in Figure 3.1. 
Given a visual database and a set of clusters, urban and rural/nature clusters named T1 and 
T2, images are to be assigned either to T1 or T2. Let A1 be the set of images assigned to T1 
and I1 be the ideal set of images that visual inspection have related to the target T1. We 
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measure the precision P1 and recall R1 of the clustering approach by comparing the set of 
images assigned to a cluster with the ideal set of images. The precision Pi and recall Ri for 
the cluster Ti are given as follows  
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∩=  where i = 1 and 2. 
3.5.2 Experiment A: Determination of “Good” Input Parameters 
Experiment A is designed to determine the best input parameters for the LVQ. The 
input parameters for an LVQ are training dataset (P), number of first layer hidden neurons, 
vector target classes (Tc), learning rate (α ), and the number of iterations or epochs (i). 
 The training and testing dataset consists of texture, shape and color feature. The 
target class is a row of vector of size 1 x 100, having either 1 (for rural) or 2 (for urban) as 
its value. If Tc(1) is 1, then it indicates that P(1) is trained and classified in rural target 
class. Learning rate is a fraction of the distance to the training pattern, how far the 
reference vector should be moved. Zhang and Zhoa, 2003, states that LVQ network’s 
learning rate should be between 0 and 1 and be made to decrease monotonically with time 
with large changes in early iterations and more fine tuning as convergence is approached. 
Matlab neural network toolbox uses 150 to 600 as the number of iterations or epochs for 
various experiments in Chapter 5 and 8 in Neural Network Toolbox, 2000. Therefore, the 
number of iterations is set at 150, 300, 450 and 600, 150 iterations for four different levels 
of learning rate. We used two sets learning rate, the first one is 1, 0.7, 0.4, 0.1 (for high rate 
of change) and 0.4, 0.3, 0.2 and 0.1 (for medium rate of change). If the “good” learning 
rate seems to be within a particular range, then the learning rate will be fine-tuned or 
changed by 0.05 to find the optimum learning rate. Wong and Heng, 2003 have indicated 
that their LVQ neural network reach optimal performance with 25 neurons in the hidden 
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layer. We set our hidden neurons at 15, 25, and 35 to cover low, medium, and high number 
of neurons in the hidden layer. 
3.5.4 Experiment B: Feature Robustness to Image Orientation and Size 
The robustness of the features is tested in Experiment B by taking pictures of same 
objects at varying angles and distances and of different sizes. Forty images, 20 from rural 
and 20 from urban class, images were rotated at 90o and 180o. These images were zoomed 
in and zoomed out once to have two more sets of images to test the size invariance 
property of features. Forty images (that were not rotated or zoomed) were used for training 
and another 4 sets of 40 images each, images rotated at 90o, 180o, zoomed in, and zoomed 
out are used for testing. All the images that are rotated 90o are tested in a set. Similarly, 
three more sets of images were tested using images rotated at 180o, zoomed in and zoomed 
out. The texture, shape, and color features were extracted in these image and used for the 
training the LVQ network. The learning rate and number of iterations to train the LVQ 
network is determined in Experiment A. Precision and recall is calculated for the 
classification to check the robustness of the features. Figures 3.9(a) and 3.9(b) show 
example image variants used in this experiment. 
   
 
Figure 3.9(a): Example of image rotation variants used in Experiment B 
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Figure 3.9(b): Example of image size variants used in Experiment B 
 
3.5.3 Experiment C: Determination of the Best Feature Combination 
This experiment determines the best feature or combination of features resulting in 
highest performance measure for the given training and testing dataset. The learning rate 
and number of iterations to train the LVQ network is determined in Experiment A. The 
performance measures precision and recall are calculated for classification using single 
features and then combination of features. The feature or combination of features that gives 
highest precision and recall is decided as the most significant feature for urban versus 
rural/nature semantic image classification for the given image data set. In this experiment, 
50 rural/nature pictures and 50 urban pictures were used for training the LVQ network. 
Similarly, another 100 pictures were used for testing. Table 3.1 shows the structure of 
performance measure table computed from the experiment. 
Table 3.1 Performance Measure while using combinations of features 
  Feature           Performance
  Used                Measure 
                            
Precision Recall 
1. Texture, Shape and Color TSC1 TSC2 
2. Texture T1 T2 
3. Shape S1 S2 
4. Color C1 C2 
5. Texture and Shape TS1 TS2 
6. Texture and Color TC1 TC2 
7. Shape and Color  SC1 SC2 
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3.5.5 Experiment D: Comparison Method by Prabhakar et al. 
In Experiment D, the precision and accuracy of the experiment is compared against the 
method given in Prabhakar et al., 2002. In this method, as stated earlier, they use a 
combination of rule based classification and feedforward back propagation neural network 
to classify “natural picture” versus “artificial graphic” color images. Figure 3.9 gives the 
algorithm for the picture-graphics classification.  
The feedforward back propagation neural network consists of two layers, one 
hidden layer and one output layer. The input parameters for the feedforward back 
propagation network are minimum and maximum values of input vectors, number of first 
hidden layer neurons, number of output layer neurons, the learning rate, and the number of 
iterations or epochs. Using the precedence cited in Experiment A, we set the number of 
first layer neurons at 15, 25, and 35; two sets of learning rate at 1, 0.7, and 0.4 and 0.1, and 
0.4, 0.3, 0.2, 0.1; the number of iterations at 150, 350 and 450 and 600.  
In Figure 3.10, S (skewness) and V (variance) are Spatial Gray Level Dependence 
(SGLD) texture Feature. SGLD establishes a set of two-dimensional histograms that record 
the probability occurrence for two pixels with a defined spatial relationship (Prabhakar et 
al., 2002). R_L, R_U, R_V are color discreteness feature in CIELUV space. CIELUV is 
one of the color spaces that provide perceptual uniformity. The color histograms for the 
three channels, L, U, V, are computed and normalized by the number of pixels in the 
image. Color histograms contain many sharp peaks and this difference in the histograms is 
captured by the color discreteness statistics. E is the average number of edge pixels per 
number of connected edges. Canny Edge detection method is used to detect the edges. TE 
is an empirical threshold value for E while TL and TH are the low and high empirical 
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threshold values for R_L. The empirical values TE, TL and TH are determined for the rule-
based classification using 100 training images for the rule-based classification and taking 
the average of the feature values. Instead of using images in picture graphics domain, we 
used our urban and rural/nature pictures. The accuracy of this method is compared against 
the method proposed by us.  
Input Image 
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Texture 
S 
V 
Color 
R_L 
R_U 
R_V 
Edge 
E 
E > TE 
E > 
TE
Urban 
 
R_L > TH  
R_L < TL 
R_L 
Rural Urban 
Neural Network(S, V, R_L, R_U, R_V, E) 
 
Figure 3.10 Rule-based classification algorithm 
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CHAPTER 4. EXPERIMENTAL RESULTS AND OBSERVATIONS 
Various experiments were conducted to measure the classification accuracy of the 
LVQ network and robustness of the extracted features. The training and testing images 
were categorized, based on their semantics, into two categories of rural and urban-based 
pictures. The images are of varying sizes ranging from 80 X 80 to 159 X 150. No pre-
processing is done on the images. These are the images captured around the LSU campus 
and from internet. 
4.1 Test Data for LVQ Network 
The image database consists of pictures taken around LSU campus and collected 
over the web. Figure 4.1 gives feature set for typical urban images and Figure 4.2 gives 
feature set for typical rural/nature images. 
   
Texture =1.2994 
Shape=56166350 
Mean of HSV =  
0.1579331, 0.1479512, 
6.989156e-001 
Variance of HSV = 
4.475828e-004, 
3.926369e-005, 
 3.303609e-004 
Texture =1.2759 
Shape=47784630 
Mean of HSV =  
0.3437263, 0.1408759, 
5.326547e-001 
Variance of HSV = 
6.623870e-004, 
1.030067e-004,  
1.905266e-003 
Texture =1.3162 
Shape=26942120 
Mean of HSV =  
0.2643798, 0.2109748, 
5.766798e-001 
Variance of HSV = 
5.841384e-004,  
4.176141e-004,  
3.260048e-004 
 
Figure 4.1: Examples of feature sets of urban images 
 
The minimum and maximum values of the three features are shown in Table 4.1 and 4.2 
for urban images and in Table 4.3 and 4.4 for rural/nature images.  
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Texture=1.0472 
Shape=21296520 
Mean of HSV = 0.4668641, 
0.2175944, 5.885767e-001 
Variance of HSV =  
2.647438e-004,  
1.970241e-005,  
3.441961e-005 
Texture =1.147 
Shape=15442700 
Mean of HSV = .3658969, 
0.3339205, 5.386409e-001 
Variance of HSV = 
7.708124e-005,  
1.175920e-004,  
3.716556e-004 
Texture 1.2118 
Shape=16851120 
Mean of HSV = .4109031, 
0.1926126, 5.459566e-001 
Variance of HSV = 
1.980121e-004,  
8.135465e-006,  
4.925599e-004 
 
Figure 4.2: Examples of feature sets of rural/nature images 
Table 4.1: Minimum feature values of urban images 
Features Example Value 
Texture 
 
1.2428 
Shape 
 
25177190 
Color 
 
0.1317241 
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Table 4.2: Maximum feature values of urban images 
Features Example Value 
Texture 
 
1.49 
Shape 
 
81477090 
Color 
 
0.3437263 
 
Table 4.3: Minimum feature values of rural/nature images 
Features Example Value 
Texture 
 
0.83736 
Shape 
 
464403.4 
Color 
 
0.3500218 
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Table 4.4: Maximum feature values of rural pictures 
Features Example Value 
Texture 
 
1.2284 
Shape 
 
53916980 
Color 
 
0.5843198 
 
4.2 Experiment A: Determination of “Good” Input Parameters 
Experiment A is designed to determine the optimized input parameters for the 
LVQ. The input parameters for an LVQ are minimum and maximum values of input 
vectors, number of first layer hidden neurons, target classes, learning rate, and the number 
of iterations or epochs. Two sets of learning rate, 1, 0.7, 0.4 and 0.1, and 0.4, 0.3, 0.2 and 
0.1, denoted byα in Table 4.5 and 4.6, are used to determine the “good” learning rate for 
the training data set. Texture, shape, and color feature data set is used for this experiment. 
The number of iterations denoted by i in Table 4.5 and 4.6, is fixed at 150, 300, 450 and 
600. Table 4.5 gives the precision (P1) and recall (R1) for urban images and precision (P2) 
and recall (R2) for rural images. When all the six elements (consisting of mean and 
variance of H, S, and V color space) in color feature vector was used, the recall was 
between 0.4 and 0.5. For a two-class classifier a recall between 0.4 and 0.5 is considered 
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poor. However when the mean of H alone is used with texture and shape, the recall 
improved. Hence, only the mean of the H matrix is used as the color feature for 
experiments B and C. However, this step is not a part of Experiment C which determines 
the best combination of features for the given image dataset. Performance measures in 
Table 4.5 shows that starting with a “high” learning rate may lead to local maxima and 
learning rate has to be reduced. Table 4.6 shows that starting with a learning rate of 0.4 and 
decreasing it 0.1 with 25 hidden layer neurons gives a “good” performance measure for the 
given dataset. There was a drop in performance measures (R1 and P2 decreased below 0.7) 
if the learning rate is increased to 0.5 or decreased to 0.05. 
Table 4.5: Performance Measures of Experiment A for high rate of change in Learning 
Rates, Iterations, and Neurons 
 
   
   
   
   
   
   
 
N
eu
ro
ns
 Learning 
Rates,  
Iterations 
 
α =1 
i=150th 
 
α =0.7 
i=300th 
 
α =0.4 
i=450th 
 
α =0.1 
i=600th 
35 P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
25 P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
15 P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
 
4.3 Experiment B: Feature Robustness to Image Orientation and Size 
The robustness of the features is tested in Experiment B by taking pictures of the 
same objects at varying angles and distances and of different size. The learning rate, 
number of hidden layer neurons, and number of iterations to train the LVQ network is 
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determined in Experiment A. Precision and recall are calculated for the classification to 
check the robustness of the features. If an image is clustered in one of the two target 
classes and the variants of the image too are classified in the same cluster, this indicates the 
robustness of the feature. The performance measure is shown in Table 4.7. The 
performance measure is close to the performance measures in Experiment A while using 
the original set of images. 
Table 4.6: Performance Measure of Experiment A for medium rate of change in Learning 
Rates, Iterations, and Neurons 
 
   N
eu
ro
ns
 Learning 
Rates,  
Iterations 
 
α =0.4, 
i=150th 
 
α =0.3, 
i=300th 
 
α =0.2, 
i=450th 
 
α =0.1, 
i=600th 
35 P1 = 0.7872 
R1 = 0.7400 
P2 = 0.7547 
R2 = 0.8000 
P1 = 0.7551 
R1 = 0.7400 
P2 = 0.7450 
R2 = 0.7600 
P1 = 0.7708 
R1 = 0.7400 
P2 = 0.7500 
R2 = 0.7800 
P1 = 0.7708 
R1 = 0.7400 
P2 = 0.7500 
R2 = 0.78000 
25 P1 = 0.7560 
R1 = 0.6200 
P2 = 0.6779 
R2 = 0.8000 
P1 = 0.7608 
R1 = 0.7000 
P2 = 0.7222 
R2 = 0.7800 
P1 = 0.7647 
R1 = 0.7800 
P2 = 0.7755 
R2 = 0.7600 
P1 = 0.7800 
R1 = 0.7800 
P2 = 0.7800 
R2 = 0.7800 
15 P1 = 0.7755 
R1 = 0.7600 
P2 = 0.7647 
R2 = 0.7800 
P1 = 0.7755 
R1 = 0.7600 
P2 = 0.7647 
R2 = 0.7800 
P1 = 0.7755 
R1 = 0.7600 
P2 = 0.7647 
R2 = 0.7800 
P1 = 0.7755 
R1 = 0.7600 
P2 = 0.7647 
R2 = 0.7800 
 
4.4 Experiment C: Determination of the Best Feature Combination 
Experiment C determines the best feature or combination of features to classify the 
given set of images semantically using LVQ network. The precision (Pi) and recall (Ri) of 
the classification mechanism is calculated by comparing the set of images assigned to a 
cluster with the ideal set of images. LVQ network is trained using the input parameters 
determined in Experiment A. Table 4.8 gives the precision and recall while using various 
combinations of features for the urban and rural/nature based image clusters. Figure 4.3 
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and Figure 4.4 gives a graphical illustration of the precision and recall for urban based 
image cluster and rural based image cluster respectively. 
Table 4.7: Performance Measures of Experiment B 
  Image           Performance 
  Set                 Measure 
                            
Precision
P1 
Urban 
Recall 
R1 
Urban 
Precision 
P2 
Rural/Nature 
Recall 
R2 
Rural/Nature
Rotated at 90o 0.6943 0.7100 0.7234 0.7455 
Rotated at 180o 0.7281 0.7700 0.7133 0.7869 
Zoomed In 0.7600 0.7800 0.7751 0.7856 
Zoomed Out 0.7213 0.6975 0.7188 0.7128 
 
Table 4.8: Performance Measures of Experiment C 
 
  Feature           Performance
  Used                Measure 
                            
Precision
P1 
Urban 
Recall 
R1 
Urban 
Precision 
P2 
Rural/Nature 
Recall 
R2 
Rural/Nature
1. Texture, Shape, and Color 0.7800 0.7800 0.7800 0.7800
2. Texture 0.7894 0.9000 0.8837 0.7600
3. Shape 0.7608 0.7000 0.7222 0.7800
4. Color 0.6842 0.7800 0.7441 0.6400
5. Texture and Shape 0.7608 0.7000 0.7222 0.7800
6. Texture and Color 0.7450 0.7600 0.7551 0.7400
7. Shape and Color  0.7800 0.7800 0.7800 0.7800
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Figure 4.3: Precision and Recall for urban image cluster 
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Figure 4.4: Precision and Recall for rural/nature image cluster 
 
Precision and recall were measured from the test data for the LVQ network. There seems 
to be no relationship between precision and recall. Texture feature gives the highest 
precision and recall for both the urban and rural image cluster.  
4.5 Experiment D: Comparison Method by Prabhakar et al. 
In this method, as stated earlier, Prabhakar et al., 2002 used a combination of rule 
based classification and a standard back propagation neural network to classify “natural 
pictures” and “artificial graphic” color images. In Figure 3.10, S (skewness) and V 
(variance) are Spatial Gray Level Texture Feature. R_L, R_U R_V are color discreteness 
feature in CIELUV space. CIELUV is one of the color spaces that provide perceptual 
uniformity. E is the number of edge pixels per number of connected edges using Canny 
edge detection method. TE is an empirical threshold value for E while TL and TH are the 
low and high empirical threshold values for R_L. TL value is 1.71 and TH value is 0.24 
while TE is 110. These values were average taken from 100 training images. No empirical 
values were needed for texture feature in the method proposed by Prabhakar, et al., 2002. 
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 One hundred images were used for testing the rule based classifier. Only thirty 
images were classified either in urban or rural clusters using the rule based classification. 
Texture, color, and edge features from 35 images were used to train the feedforward back 
propagation neural network. We set the number of first layer neurons at 15, 25, and 35 
with two sets of learning rate at 1, 0.7, and 0.4 and 0.1, and 0.4, 0.3, 0.2, 0.1; the number of 
iterations at 150, 350 and 450 and 600. Table 4.8 and Table 4.9 show the performance 
measures of feedforward back propagation neural network for various combinations of 
input parameters for the testing data. The results in Table 4.9 show that learning rate of 0.1 
and the number of iteration of 600 with 25 neurons are the optimized input parameters for 
this given dataset. Decreasing the learning rate to 0.05 from .1 resulted in decrease in recall 
of urban cluster and precision of rural cluster to below 0.55 and 0.52 respectively. 
Table 4.8: Performance Measure of Experiment D for high rate of change in Learning 
Rates, Iterations, and Neurons 
 
   
   
   
   
   
   
 
N
eu
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ns
 Learning 
Rates,  
Iterations 
 
α =1 
i=150th 
 
α =0.7 
i=300th 
 
α =0.4 
i=450th 
 
α =0.1 
i=600th 
35 P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
25 P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
15 P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
P1 = 0 
R1 = 0 
P2 = 0.5 
R2 = 1 
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4.6 Analysis and Observations  
One of the objectives in developing a neural network is generalization. Generalization is 
the process of network acquiring an ability to classify for cases that are not in the training  
Table 4.9: Performance Measure of Experiment D for medium rate of change in Learning 
Rates, Iterations, and Neurons 
 
   N
eu
ro
ns
 Learning 
Rates,  
Iterations 
 
α =0.4, 
i=150th 
 
α =0.3, 
i=300th 
 
α =0.2, 
i=450th 
 
α =0.1, 
i=600th 
35 P1 = 0.5475 
R1 = 0.6125 
P2 = 0.5700 
R2 = 0.6300 
P1 = 0.5475 
R1 = 0.6125 
P2 = 0.5700 
R2 = 0.6300 
P1 = 0.5475 
R1 = 0.6125 
P2 = 0.5700 
R2 = 0.6300 
P1 = 0.5475 
R1 = 0.6125 
P2 = 0.5700 
R2 = 0.6300 
25  P1 = 0.5700 
R1 = 0.6100 
P2 = 0.5800 
R2 = 0.6200 
P1 = 0.5890 
R1 = 0.6135 
P2 = 0.5815 
R2 = 0.6235 
P1 = 0.5890 
R1 = 0.6124 
P2 = 0.5815 
R2 = 0.6235 
P1 = 0.5955 
R1 = 0.6120 
P2 = 0.5935 
R2 = 0.6110 
15 P1 = 0.5571 
R1 = 0.6175 
P2 = 0.5810 
R2 = 0.5998 
P1 = 0.5944 
R1 = 0.5784 
P2 = 0.5813 
R2 = 0.6123 
P1 = 0.5944 
R1 = 0.5784 
P2 = 0.5813 
R2 = 0.6123 
P1 = 0.5944 
R1 = 0.5784 
P2 = 0.5813 
R2 = 0.6123 
 
set. Overfitting and underfitting must be avoided as much as possible. Overfitting is the 
process of network trying to classify/fit even the outliers in the dataset. Underfitting is the 
process of network not learning enough to classify the “good” points in the dataset. The 
following analysis tests for the possibility of overfitting and underfitting in our training 
dataset. The performance measures for our whole classification method are precision and 
recall. In addition, the performance of the neural network training can be evaluated using 
mean square error (MSE) of the training. The MSE is calculated as the difference between 
the target class and the network output as shown in equation 4.1. We want to minimize the 
average of the sum of these errors. 
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where Q is the number of images in the training dataset, t(k) is the target class of the kth 
image and a(k) is the network output class. There are also other performance measures for 
the neural network training such as mean absolute error performance function, sum 
squared error performance function, etc. In our analysis, MSE was used as the performance 
function. Figure 4.5 shows the trend of the MSE when texture, shape, and color are the 
input features for the LVQ neural network with learning rate 0.1 and number of iterations 
150. 
MSE performance seems to be constant after the initial 25 epochs. However, when 
the network is trained for only 100 iterations, where the MSE performance seems to be the 
best, the performance measures precision and recall for the test data is less when compared 
with the precision and recall of the testing data when the neural network was trained for 
150 iterations. This indicates that there was a possible underfitting before 150 iterations. 
With optimized number of iterations and learning rate, the problems of underfitting and 
overfitting are avoided. 
Neural network training can be made more efficient if certain preprocessing steps 
are performed on the network inputs (Neural Network Toolbox, 2000). Scaling the input 
matrix is one of the available preprocessing steps. Mendelsohn, 1993 states that the typical 
scaling range for the input data is between -1 and 1. This method of normalization will 
scale input data into an appropriate range. Therefore, the minimum of the original input 
matrix is scaled to -1 and the maximum is scaled to 1. Table 4.10 gives the performance 
for the testing dataset when using the normalized feature input matrix. Compared with the 
performance measure in Table 4.10, we see an increase in precision  and decrease in recall 
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for the urban image cluster. The precision decreases for the rural cluster while the recall 
improves. Scaling the inputs does not seem to improve both the precision and recall for the 
 
Figure 4.5: MSE Trend Chart with 0.1 Learning Rate and 350 Iterations 
given dataset. However, in developing a neural network for classification, choosing raw 
data inputs and preprocessing methods may play a vital role in network's performance. 
Table 4.10: Performance Measure of feature sets for city image cluster 
 
  Feature           Performance
  Used                Measure 
                            
Precision
P1 
Urban 
Recall 
R2 
Urban 
Precision 
P2 
Rural/Nature 
Recall 
R2 
Rural/Nature
1. Texture, Shape, and Color 0.8410 0.4400 0.6780 0.9400
2. Texture 0.8650 0.2700 0.5714 0.9100
3. Shape 0.7600 0.6200 0.6667 0.8000
4. Color 0.8235 0.2400 0.5613 0.8300
5. Texture and Shape 0.9374 0.3800 0.6019 0.8800
6. Texture and Color 0.9267 0.2800 0.5568 0.9800
7. Shape and Color  0.7778 0.5600 0.6508 0.8200
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Figure 4.6 depicts the variation in the performance measures for rural images after scaling 
the input matrix to the LVQ network and Figure 4.7 shows the corresponding variation in 
urban image cluster. 
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Figure 4.6: Precision and Recall for Non-Scaled and Scaled inputs for rural cluster 
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Figure 4.7: Precision and Recall for Non-Scaled and Scaled inputs for urban cluster 
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The features, fractal dimension, Fourier descriptor, mean of H in HSV space used 
in this study ensure the robustness of the features. Texture feature gives higher 
classification compared to the other features for this particular urban-rural based image 
classification for the given image dataset. The domain of the image classification plays a 
significant role in the accuracy of the classification. Texture may play a significant role in 
the classification of rural and urban-based images. However, for example, within the rural 
domain, if further classification is carried out, then texture feature may or may not play a 
significant role. 
Some of the possible reasons for misclassification of urban-based pictures are: 
a. Pictures that has a fair amount of sky and trees, which will lead to a 
misclassification by the neural network. Figure 4.8 shows an urban-based 
picture with a color feature (mean of saturation) 0.3104785.  
 
Figure 4.8: Misclassified urban picture due to color feature 
b. Pictures did not have enough edge information making the features less 
discriminatory from the rural-based images. Figure 4.9 shows an urban based 
picture with 1.75 x 107 as the value of the shape feature.  
c. Buildings may have high texture values which will lead to a misclassification as 
rural-based picture. 
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 Figure 4.9: Misclassified urban picture due to shape feature 
Some of the possible reasons for misclassification of rural-based pictures are: 
a. Pictures shot with vertical edges from trees making it as if these are buildings in 
city. Figure 4.10 shows a misclassification of rural-based picture because of 
lack of discriminatory shape feature. The shape feature has a value of 4.73 x 107 
lead to the misclassification. 
b. Pictures shot at close-ups did not capture enough shape information leading to 
their misclassification. 
 
Figure 4.10: Misclassified rural picture due to shape feature 
c. The reason for misclassification of rural pictures may lack of texture due to the 
presence of images that not typically found in rural, pictures taken from a far 
distance, etc. The Figure 4.11 shows a misclassified rural picture. Its texture 
feature value is 1.35 which is more than the maximum value of the texture 
feature of rural-based pictures. 
 Though Prabhakar, et al, 2002 used a different clustering domain, it was 
possible to make a comparison of their method with ours because we were able to 
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associate the semantic meaning of the low level features in our test case domain 
(urban and rural/nature pictures) as well. 
 
Figure 4.11: Misclassified rural picture due to texture feature 
Urban images are usually very smooth and contain very little texture. Rural images 
often contain water, sky, vegetation that and have higher texture. Urban images contain 
limited number of colors and contain uniform colors and hence the color histograms 
contain many sharp peaks. Rural images contain smoothly varying colors due to lighting 
and hence the color histograms contain a few smooth peaks. This difference in histogram is 
captured by the color discreteness statistics. Urban image may contain several areas of 
uniform color, sharp prominent long edges while on the other hand, rural images are very 
noisy and contain short broken edges. These features were used to cluster urban and rural 
images though Prabhakar et al., 2002, used artificial and natural pictures for their 
experiments. 
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CHAPTER 6. CONCLUSION AND FUTURE WORK 
Semantic image classification has emerged as an important area in information technology 
and multimedia information processing. It is a challenging problem to classify images 
semantically based on various low-level image features. 
In this study, we have proposed and successfully implemented a classification 
mechanism which will deliver a minimum of irrelevant information as well as insuring that 
relevant information is not overlooked, extract robust features that are size, rotation and 
position invariant and to cluster the images meaningfully and also to map similar image 
clusters that may be formed in different regions spatially to a higher level semantic. 
Experimental analysis and performance measures (precision and recall) have indicated the 
effectiveness and high efficiency of the proposed approach. 
Using LVQ for classification results in various advantages including an ability to 
use sets of low-level image features as against using just a set of low-level image features, 
which is not possible in rule-based conditional classifiers. The number of subclasses or 
low-level image feature class is five which corresponds to three subclasses in rural and two 
in urban. The significance of a low-level feature may change depending upon the domain 
of the classification. The accuracy of our classification depends mainly on the feature set 
used, the training samples, and their ability to learn from the training samples. The box 
count dimensions may be calculated for various thresholds while binarizing the image to 
improve the performance measures.  
The next logical step would be testing of this method in various domains like 
indoor vs. outdoor, people vs. non-people, etc. In addition, there should be a mechanism to 
identify the relationship among the domains automatically. 
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