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We consider the excitation of single-electron wave packets by means of a time dependent voltage
applied to the ballistic edge channels of the integer quantum Hall effect at filling factor ν = 2.
Due to electron-electron interactions, fractional excitations emerge along the edge. Their detailed
structure is analyzed by evaluating the non-equilibrium momentum distributions associated with the
different edge channels. We provide results for a generic time-dependent drive both in the stationary
regime and for intermediate times, where the overlap between fractionalized wave packets carries
relevant information on interaction strength. As a particular example we focus on a Lorentzian
drive, which provides a clear signature of the minimal excitations known as Levitons. Here, we
argue that inner-channel fractionalized excitations can be exploited to extract information about
inter-channel interactions. We further confirm this idea by calculating the zero frequency noise due
to the partitioning of these excitations at a quantum point contact and we propose a measurable
quantity as a tool to directly probe electron-electron interactions and determine the so-called mixing
angle of copropagating quantum Hall channels.
I. INTRODUCTION
Since its discovery, the quantum Hall (QH) effect1–5
has been the object of an intense research activity in
condensed matter physics. This peculiar state of mat-
ter hosts ballistic one-dimensional chiral edge chan-
nels, where backscattering is forbidden by topological
protection4,5. For this reason, quantum Hall-based sys-
tems have recently become of great interest for elec-
tron quantum optics (EQO)6,7. This branch of meso-
scopic physics is the condensed matter counterpart of
traditional quantum optics, where electrons instead of
photons are coherently manipulated at single-particle
level. Here, quantum point contacts (QPCs) can be
used as the electronic analog of beamsplitters, and chi-
ral quantum Hall edge channels come as the most nat-
ural waveguides for electrons. In passing, we mention
that also helical edge states of two-dimensional topolog-
ical insulators8–10 have been theoretically considered as
an alternative platform11–17.
Recently, the fast development of EQO has been
boosted thanks to the implementation of single-electron
sources, like the driven mesoscopic capacitor18–20 and
Lorentzian voltage pulses21,22. In particular, the sec-
ond approach has been shown to generate soliton-like
states known as Levitons, theoretically proposed sev-
eral years ago23,24. Following these developments, several
studies25–28 have been realized, implementing the analog
of Hanbury Brown-Twiss (HBT)29 and Hong-Ou-Mandel
(HOM)30 interferometers, allowing us to investigate sta-
tistical properties of excitations generated by the injec-
tion of few-electron wave packets.
A major difference between EQO and conventional
quantum optics is due to the fact that electrons inter-
act with each other via screened Coulomb interactions.
It is well known that the latter are responsible for dra-
matic effects in one-dimensional (1D) channels in com-
parison to what happens in higher dimensions. Indeed,
the low-energy physics of interacting 1D systems is well-
described by Luttinger liquid theory31–34, replacing Lan-
dau’s theory of Fermi liquid. The former predicts intrigu-
ing phenomena such as spin-charge separation35–37 and
fractionalization38–48. All these features originate from
the fact that 1D systems have to be described in terms
of collective excitations and QH edge states represent a
formidable playground to inspect interaction effects.
Moreover, in recent years, non-equilibrium properties
and interaction effects of quantum Hall edge states have
been the object of an intense research activity on its
own. Some examples are the study of interaction effects
in Mach-Zehnder interferometers49–52 and interaction-
induced decoherence of few-electron excitations53–61. In
particular, the physics of QH systems at filling factor
ν = 2, and the problem of equilibration when one of the
edge channels is driven out of equilibrium due to a biased
QPC has been considered both theoretically62–64 and
experimentally65–71. In particular, the non-equilibrium
energy distribution of electrons has been measured65–68
as a function of the propagation distance along the edge,
showing that a non-thermal steady state is eventually
reached68. All these studies demonstrate that dealing
with interactions is essential to understand the physics
of EQO in copropagating quantum Hall channels. How-
ever, a microscopic description of few-electron excitations
relevant for EQO, as well as the possibility to use them
as a probe of interactions, has received less attention to
date.
This is the problem we address in the present paper.
Here, we consider the excitation of single- or few-electron
wave packets in the edge states of the integer quantum
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2Hall effect at filling factor ν = 2, by using time-dependent
voltage pulses. The presence of screened Coulomb inter-
actions between copropagating channels leads to the frac-
tionalization of the injected pulse and create collective
excitations propagating at different velocities and car-
rying an interaction-dependent fraction of the charge of
the original wave packet50,72–76. In order to study their
detailed structure, with a particular focus on particle-
hole pair production, we evaluate non-equilibrium distri-
butions in momentum space, which allow us to clearly
distinguish, at a given momentum, between electron and
hole contributions to a given excitation.
At first, we study the stationary regime where frac-
tionalized excitations are well separated in space, so
that they can be addressed independently. As a result,
we show that non-equilibrium momentum distributions
of each wave packet provide clear signatures of Levi-
tons, i.e., minimal excitations generated by a Lorentzian
drive.Then we focus on the inner channel and we study
the transient regime taking into account the overlap be-
tween different excitations. In this regime, it is shown
that the overlap contribution to the momentum distri-
bution results in the reduction of the overall number of
electron and hole excitations with respect to the station-
ary one. Based on the previous findings, we suggest that
inner-channel excitations, instead of the more addressed
outer ones, could be exploited to extract the strength of
inter-channel interactions.
We further develop this idea by considering the noise
generated by partitioning these excitations at a QPC. In
particular, we will show that it is possible to construct
a measurable quantity, based on the expected noise be-
havior, demonstrating that, for a periodic train of rect-
angular pulses, it presents peculiar features which enable
to directly determine the mixing angle. Finally, by ex-
ploiting the experimentally relevant case of a periodic
voltage drive, we propose a tool to directly access and
probe electron-electron interactions.
The paper is organized as follows: in Sec. II we in-
troduce the model and the setup; Sec. III presents the
calculation of the distributions of fractional excitations
in momentum space; in Sec. IV we discuss the noise pro-
duced by partitioning fractional excitations at a QPC.
Finally, Sec. V contains our conclusions.
We choose units such that ~ = kB = 1.
II. MODEL AND SETUP
We consider a quantum Hall bar at filling factor ν =
2. In this regime, two copropagating ballistic channels
arise at each edge of the system, as depicted in Fig. 1(a).
We will use index α = 1, 2 to label the outer and inner
channels, respectively; indices r = R(= +) and r = L(=
−) will denote the right and left moving edges.
(a)
(b)
FIG. 1. (a) Sketch of the considered setup. A time-dependent
external voltage drive applied at terminal 1 drives the system
out of equilibrium, exciting electron wave packets into the
edge channels. Right after the driven contact, a gate (green)
acts as a filter, transmitting only outer-channel excitations.
After a propagation distance d, a quantum point contact is
set to fully transmit the outer channel and partially reflect
the inner one, thus creating current fluctuations at terminals
2 and 3 (see Sec. IV). (b) Sketch of the fractionalization of
the excited pulse: for q > 0 [see Eq. (15)] two electron-like
excitations are created in the outer channel, while hole-like
(q2−) and electron-like (q2+) excitations emerge in the inner
channel, to which it is not transferred any net charge.
A. Hamiltonian and equations of motion
The Hamiltonian of the edge channels is Hedge = H0 +
Hint, where
H0 =
∑
r=R,L
∑
α=1,2
vα
∫
dxΨ†rα(x)(−ir∂x)Ψrα(x) (1)
is the kinetic term and
Hint = 2piu
∑
r=R,L
∫
dxnr1(x)nr2(x) (2)
describes short range Coulomb interactions, with cou-
pling strength u, between different channels along a given
edge r = R,L. For sake of simplicity, intra-channel inter-
actions are not considered here, since their effects can be
taken into account by properly renormalizing the edge ve-
locities vα. It is worth mentioning that the above model
for short range Coulomb interactions33,50 has been suc-
cessfully used to interpret different experiments and is in
good agreement with very recent measurements of non-
equilibrium energy distributions in a ν = 2 system68.
Operators Ψrα appearing in H0 are fermionic fields, sat-
isfying anticommutation relations {Ψrα(x),Ψ†r′α′(x′)} =
δr,r′δα,α′δ(x−x′) and nrα(x) = Ψ†rα(x)Ψrα(x) are parti-
cle density operators.
3To deal with Coulomb interactions, fermion operators
can be expressed in terms of bosonic ones through the
standard bosonization procedure77
Ψrα(x) =
Frα√
2pia
e−i
√
2piΦrα(x) , (3)
where a is the usual short distance cutoff and Frα are
Klein factors77–79. Bosonic fields Φrα satisfy the commu-
tation relations 2[Φrα(x),Φr′α′(x
′)] = irδr,r′δα,α′sgn(x−
x′) and are related to the particle density operators
by nrα(x) = −r(2pi)−1/2∂xΦrα(x). Thanks to this
and to the fact that
∫
dx 2Ψ†rα(x)(−ir∂x)Ψrα(x) =∫
dx[∂xΦrα(x)]
2, the Hamiltonian Hedge is quadratic
when expressed in terms of bosonic field operators. Then,
the rotation(
Φr1
Φr2
)
=
(
cos θ − sin θ
sin θ cos θ
)(
Φr+
Φr−
)
, tan 2θ =
2u
v1 − v2
(4)
brings the edge Hamiltonian in diagonal form:
Hedge =
∑
r=R,L
∑
η=±
vη
2
∫
dx[∂xΦrη(x)]
2 . (5)
Here, Φr± are chiral fields (left- or right-moving de-
pending on the edge index r), describing free excitations
(called fast and slow modes in the literature) propagat-
ing at velocities v± = (v1 + v2)/2±u/ sin 2θ, in the same
direction on a given edge.
Next, we consider a time-dependent voltage drive, as
sketched in Fig. 1(a), which brings the system out-of-
equilibrium, generating electron wave packets on the edge
channels21,80–82. The excitation of wave packets along
the upper-edge outer channel is modeled by the Hamil-
tonian
HV = −e
∫
dxU(x, t)nR1(x) , (6)
−e being the electron charge and U(x, t) an external volt-
age drive. In the following we shall consider
U(x, t) = Θ(−x− d)V (t) , (7)
with Θ(x) the Heaviside step function, to describe that
the voltage drive V (t) is applied at terminal 1, i.e. for
x < −d [see Fig. 1(a)]. A practical way to create a wave
packet only in the outer channel could be to use a gate as
a filter right after the driven contact, similarly to what
has been done in Ref. 37. When the gate is biased so
that the outer channel is fully transmitted and the inner
one is fully reflected, the desired injection on the outer
channel is achieved, while no excitation is transmitted
to the inner channel. This situation can be modeled as
if the external drive U(x, t) only couples to the outer-
channel charge density nR1(x), as we considered in (6).
The equations of motion in presence of the coupling to
the external drive read
(∂t + v±∂x)Φr±(x, t) =
ζr,±√
2pi
U(x, t) , (8)
with ζL,± = 0, ζR,+ = −e cos θ and ζR,− = e sin θ. These
are solved by15,81,83
Φr±(x, t) = φr,±(x− v±t, 0) + ζr±√
2pi
ϕ±(x, t) , (9)
where φr±(x, t) are the free bosonic fields in the absence
of the drive and
ϕ±(x, t) =
∫ t
−∞
dt′ U [x− v±(t− t′), t′] (10)
describe the effect of the applied voltage. Similarly, the
time evolution of fermionic operators can be written as
Ψrα(x, t) = ψrα(x, t)e
− ie
∑
η=± σrαηϕη(x,t) , (11)
with ψrα(x, t) describing the time evolution when the ex-
ternal drive is absent and σr1η = −ζ2r,η, σr2η = ηζr,ηζr,−η.
This solution holds true for an arbitrary voltage drive,
with the only constraint that limt→−∞ U(x, t) = 0.
Equations (9) and (10), together with (3) and (4), com-
pletely determine the dynamics of the system and enable
one to compute expectation values of bosonic as well as
fermionic correlators. We shall denote these averages
with the symbol 〈. . .〉; since the whole time evolution is
attributed to operators, thermal averages are computed
with respect to the initial equilibrium density matrix at
t = −∞, characterized by temperature T .
B. Charge fractionalization
We now briefly recall some aspects of charge fraction-
alization occurring in interacting 1D channels50,63,74,76.
We remind the reader that, due to Coulomb interac-
tions, an electron wave packet generated in a 1D chan-
nel splits up into fractionalized wave packets carrying
fractions of the electron charge. Here, we compute
the excess charge densities ∆ρrα(x, t), i.e. the deviation
of the expectation values of particle density operators
ρr,α(x, t) = −enrα(x,t) with respect to the equilibrium
situation where no external drive is applied. The result
is ∆ρLα(x, t) = 0 and
∆ρR1(x, t) =
e2
2pi
Θ(x+ d)
[
sin2θ
v−
V
(
t− x+ d
v−
)
+
cos2θ
v+
V
(
t− x+ d
v+
)]
, (12)
∆ρR2(x, t) =
e2 sin 2θ
4pi
Θ(x+ d)
[
− 1
v−
V
(
t− x+ d
v−
)
+
1
v+
V
(
t− x+ d
v+
)]
. (13)
This shows that fast and slow excitations, retaining the
shape of the applied voltage pulse and propagating at
velocities v± respectively, emerge in both the outer and
4inner channels. The total charge carried by the fast/slow
excitation on channel α is given by −eqα±, with
q1+ = q cos
2θ , q1− = q sin2θ ,
q2± = ±q cos θ sin θ ≡ ±q2
(14)
where the dimensionless parameter q is defined as
q = − e
2pi
∫ +∞
−∞
dt V (t) . (15)
Notice that this quantity is related only to the external
voltage and represents the total excess charge (in units of
−e) present on the outer channel due to the coupling to
V (t). We stress that no net charge is transferred to the
inner channel, since its fractional excitations have equal
and opposite charges. A sketch of the fractionalization is
represented in Fig. 1(b). For the sake of definiteness, we
will only consider the case q > 0 (electron-like pulse). In
the next section we will analyze the properties of these
fractional excitations in detail by computing their non-
equilibrium momentum distribution.
III. MOMENTUM DISTRIBUTION
The above description of fractionalization relies on in-
tegrated quantities (i.e. charges) and, as such, does not
give any direct information on the detailed structure of
fractionalized excitations. In particular, it is not sensi-
tive to their particle-hole content. In order to investigate
these features, we can resort to the non-equilibrium mo-
mentum distribution, which allows for a microscopic in-
vestigation of non-equilibrium dynamics and interaction
effects, as we will show below. We will consider only the
dynamics of the upper edge, where the voltage is applied
and fractional pulses are generated. Throughout this sec-
tion we thus drop the index r, since we will only refer to
r = R.
Non-equilibrium momentum distributions are defined
as follows:
∆nα(k, t) =
〈
c†α(k, t)cα(k, t)
〉− n(0)α (k) , (16)
with cα(k) the operator annihilating an electron with mo-
mentum k on channel α. Note that we focus again on
the variation with respect to the initial equilibrium dis-
tribution n
(0)
α (k). As a consequence, positive (negative)
values of ∆nα will describe electron (hole) excitations.
Moreover, since the external voltage drives the system
out of equilibrium, the momentum distribution acquires,
in general, a non-trivial time dependence.
The previous expression can be conveniently written
as (we set the Fermi momentum to kF = 0)
∆nα(k) =
1
2pi
∫ +∞
−∞
dx
∫ +∞
−∞
dξ e−ikξ∆Gα(x, ξ; t) , (17)
where we have introduced the equal-time correlators
∆Gα(x, ξ; t) =
〈
Ψ†α
(
x− ξ
2
, t
)
Ψα
(
x+
ξ
2
, t
)〉
+
−
〈
ψ†α
(
x− ξ
2
, t
)
ψα
(
x+
ξ
2
, t
)〉
.
(18)
They are computed with the help of standard bosoniza-
tion techniques77 and read
∆G1(x, ξ; t) =
1
2pia
ecos
2θ G+(−ξ)+sin2θ G−(−ξ)
×
{
ei[ζ+ cos θ∆ϕ+(x,ξ;t)−ζ− sin θ∆ϕ−(x,ξ;t)] − 1
}
,
(19a)
∆G2(x, ξ; t) =
1
2pia
esin
2θ G+(−ξ)+cos2θ G−(−ξ)
×
{
ei[ζ+ sin θ∆ϕ+(x,ξ;t)+ζ− cos θ∆ϕ−(x,ξ;t)] − 1
}
.
(19b)
Here, we have introduced the equilibrium bosonic Green
functions
G±(x) =
〈
φ±(x, 0)φ±(0, 0)− φ2±(0, 0)
〉
= ln
[
a
a− ix
piTx/v±
sinh(piTx/v±)
]
(20)
and the phase differences
∆ϕ±(x, ξ; t) = ϕ±
(
x− ξ
2
, t
)
− ϕ±
(
x+
ξ
2
, t
)
. (21)
For the moment, we assume the time-dependent volt-
age V (t) to be a single pulse localized around t = 0,
with a characteristic temporal extension w. Moreover,
we shall study the evolution of the system at times such
that the external voltage pulse is negligible, i.e. t & w.
A. Stationary regime
Because of the different propagation velocities (v+ >
v−), fractional pulses on both the outer and inner chan-
nels become more and more separated in space as they
propagate along the edge. We now consider the case
when they are very well separated; since the fast/slow
excitation are centered around x± = v±t with spatial ex-
tension δx± = wv±, this is achieved when |x+ − x−| 
|δx+ + δx−|, i.e. for times t such that t  w v++v−v+−v− . As
proved in Refs. 17 and 60, in this regime it is possible to
separate the correlators in Eq. (19) as
∆Gα(x, ξ; t) = ∆Gα+(x+, ξ) + ∆Gα−(x−, ξ) , (22)
where x± = x− v±t and
∆Gα+(x+, ξ) =
esα,+G+(−ξ)+sα,−G−(−ξ)
2pia
×
[
eiζ+∂
2−α
θ sin θ∆ϕ+(x+,ξ) − 1
]
,
(23a)
5∆Gα−(x−, ξ) =
esα,+G+(−ξ)+sα,−G−(−ξ)
2pia
×
[
eiζ−∂
2−α
θ cos θ∆ϕ−(x−,ξ) − 1
]
,
(23b)
with s1,+ = cos
2θ = s2,− and s1,− = sin2θ = s2,+.
Technical details on the aforementioned procedure can
be found in Ref. 17. Here, we simply stress that the
separation (22) means that fast and slow excitations on
a given channel α are treated independently from one
another, which is reasonable when their overlap in space
is negligible. Now, thanks to Eqs. (17) and (22), we have
∆nα(k, t)→ ∆nα+(k) + ∆nα−(k) . (24)
Here, distributions on the r.h.s. of the last equation
are given by (17), with correlators (23) instead of (19),
and are time-independent thanks to the fact that ∆Gα±
depend on space and time only via the combinations
x − v±t17. Therefore any dependence on t is lost when
computing the integral over x in (17). This is why we
called this regime stationary.
We consider the particularly relevant case of a
Lorentzian pulse
V (t) = −q
e
2w
w2 + t2
, (25)
which, for positive integer q, is known to gener-
ate pure electron-like excitations without any particle-
hole pair (Levitons) in non-interacting quantum
conductors21,23,24,84, as well as in the strongly correlated
fractional quantum Hall phase81,85. For this drive the
correlators have the following zero-temperature expres-
sion:
∆Gα±(x, ξ; t) =
1
2piiξ
×{∏
η=±
[
iv±w − η(v±t± + ηξ/2)
iv±w + η(v±t± + ηξ/2)
]qα±
− 1
}
,
(26)
with qα± given in (14) and t± = t − x/v±. When qα±
are integer numbers, correlators ∆Gα± are thus analytic
functions of ξ (in the upper/lower half-plane, depending
whether qα± is positive/negative). Accordingly, when
calculating the integral over ξ to obtain the distribu-
tions ∆nα± [see Eq. (17)], the result vanishes for neg-
ative/positive momenta. Explicitly, for positive integer
q1+ = m+, q1− = m− and q2± = ±n, we have the follow-
ing expressions for the momentum distributions at T = 0
(see Appendix A):
∆n1±(k) = 2wv±Θ(k)
m±−1∑
j=0
|Lj(2wv±k)|2 e−2wv±k ,
∆n2±(k) = ±2wv±Θ(±k)
n−1∑
j=0
|Lj(±2wv±k)|2 e∓2wv±k ,
(27)
(a)
(b)
FIG. 2. Distribution ∆n2+(k) (in units of wv+) at fixed in-
teraction angle parameter θ = pi/4. In this case the charge
carried by the fractional excitation is −eq2 = −eq/2, which
is an integer multiple of −e for q ∈ 2N. (a) Zero temperature
result; for integer charges, the distribution is given by (27)
and describes a pure electronic excitation, with no associated
holes. In contrast, when q2 is not an integer, a divergence
appears near the Fermi momentum. (b) Finite temperature
distributions for Tw = 0.05 (T is the temperature). Note
that the divergence near the Fermi momentum is washed out.
Still, hole contributions do appear in the case of non integer
charges, while in the integer case the distribution is always
positive.
where Lj are Laguerre polynomials. It is easy to verify
that the total charge of each wave packet [see Eq. (14)] is
recovered by integrating its distribution over momentum
k. The distribution of a given excitation has thus an ex-
ponential profile, modulated by a polynomial. More im-
portantly, previous expressions indicate that both wave
packets on the outer channel and the fast one on the in-
ner channel are made only of electron excitations above
the Fermi level, while the slow wave packet on the inner
channel is made only of hole excitations below the Fermi
level. It is worth underlining that this feature is pecu-
liar of Lorentzian voltage pulses and it is not shared by
generic wave packets generated with other drives, which
would contain electron-hole pair contributions. As a last
comment, we note that the charges of the outer-channel
excitations can be simultaneously integer only if q it-
self is integer, since q1+ = m+ and q1− = m− imply
6q = m+ +m−. This condition, however, can be achieved
only for particular values of the mixing angle, such that
tan2θ = m+/m−, in agreement with Ref. 56. On the
inner channel, instead, given any interaction strength it
is possible to have both fractionalized excitations with
integer charge if q = 2n/ sin 2θ, with n ∈ N and with-
out further constraints. This means that, by finding a
quantity showing clear signatures whenever the charge of
fractionalized excitations is integer, and knowing the val-
ues of q for which this happens, the mixing angle can be
extracted from the last relation. This will thus provide
information on the strength of interactions in copropa-
gating edge channels. This idea will be further developed
in Sec. IV B.
At this point, we conclude the discussion of the station-
ary regime with the general case where the charge of a
given excitation is not an integer multiple of −e. In this
situation the momentum distribution features particle-
hole pair contributions. This is shown in Fig. 2(a), where
we plot the zero-temperature distribution ∆n2+(k) for
θ = pi/4 and compare the case of integer (q2 = 1) and
non-integer (q2 = 1/2) charges. In the latter case the dis-
tribution is evaluated numerically and clearly features a
divergence around k = 0, with negative contributions for
k < 0, thus signaling the presence of hole excitations. We
do not show ∆n2− since its behavior is analogous to the
one just described, with electron contributions replaced
by holes and vice versa. Indeed the two distributions are
linked by v+∆n2−(k/v−) = −v−∆n2+(−k/v+)
The divergence around k = 0 is common to all dis-
tributions ∆nα±, whose scaling behavior is analytically
obtained by asymptotically evaluating them for small k,
i.e. close to Fermi momentum. We have (see Appendix
B for details)
∆nα±(k → 0) ≈ 1− cos(2piqα±)
2pi2
1
k
, (28)
with qα± defined in (14). This is precisely the particle-
hole pair contribution appearing for non-integer qα±. We
see that the number of particle-hole pairs exhibit a log-
arithmic divergence23,24,84, as it is clear by integrating
the distributions over k. This is a manifestation of the
orthogonality catastrophe for fermions23. Finally, in Fig.
2(b) we present finite-temperature results, showing that
the zero-temperature divergence disappears and the dis-
tributions are smeared around k = 0.
B. Transient regime
Although the non-equilibrium momentum distribution
in the stationary regime described so far can give im-
portant information on its own, interesting effects can
arise also when considering the finite time regime with
partially overlapping pulses. We shall investigate this
regime by focusing on the inner channel, since it is more
sensitive in order to probe interactions effect with respect
to the outer one.
FIG. 3. Overlap distribution (33), together with stationary
ones (27), in the case q2 = 1. The blue (green) dashed (dot-
dashed) line represents ∆n2− (∆n2+), while the red full line is
20∆n2X for t/w = 8. Note that the latter describes electron
(hole) excitations for negative (positive) momenta, in contrast
with the behavior of the stationary distributions (27). In this
plot we have used γ = 1/5.
When slow and fast wave packets are not well sep-
arated, the full correlator (19b) must be used to com-
pute the momentum distribution ∆n2, without resorting
to the separation (22). However, it is always possible
to write the whole momentum distribution of the inner
channel as
∆n2(k, t) = ∆n2+(k) + ∆n2−(k) + ∆n2X(k, t) , (29)
where ∆n2±(k) are the stationary distributions of frac-
tional excitations considered independently, as discussed
in Sec. III A, while ∆n2X is a “crossed” term carrying all
information on their overlap. Note that the time depen-
dence is carried by the overlap term. It reads
∆n2X(k, t) =
1
2pi
∫ +∞
−∞
dx
∫ +∞
−∞
dξ e−ikξ
×
[
∆G2(x, ξ; t)−
∑
η=±
∆G2η(xη, ξ)
]
,
(30)
where the correlators appearing in the above equation
are given in (19b) and (23), and in general it has to be
evaluated numerically. To better appreciate the overlap
contribution, it is instructive to specialize to the case of
a Lorentzian pulse with q2 = n ∈ N. In this case, we
find the following expression in terms of an integral over
energies ω (see Appendix A)
∆n2X(k, t) =
γ
n∑
r,p=1
∂k
∣∣∣∣∫ +∞−∞ dω2pi χ˜r(ω)χ˜∗p(γω − v−k)e−iωt(1−γ)
∣∣∣∣2 ,
(31)
where we have introduced the ratio γ ≡ v−/v+ < 1 and
the functions
χ˜p(ω) = 2i
√
wpiΘ(ω)Lp−1(2wω)e−wω . (32)
7As a simple example we consider the case q2 = 1, where
the result reads
∆n2X(k, t) = − 8wγ(γ + 1)
−2
1 + t
2
w2
(
1−γ
1+γ
)2 ∑
η=±
ηvηΘ(ηk)e
−2ηvηwk .
(33)
As shown in Fig. 3, this mixed term describes electron
excitations (∆n2X > 0) at k < 0 and hole excitations
(∆n2X < 0) at k > 0. This means that the effect of
the overlap between two oppositely-charged pulses car-
rying integer charges results in an effective reduction of
the overall number of electron and hole excitations, with
respect to the case of completely separated wave pack-
ets. Note that the time-dependent overlap contribution
∆n2X(k, t) becomes negligible at times t w 1+γ1−γ , which
is precisely the relation introduced at the beginning of
Sec. III A as the condition allowing us to consider frac-
tional excitations well separated and independent.
In order to better characterize the particle-hole pair
production due to the overlap contribution in the tran-
sient regime, we compute the number of holes Nh(t) gen-
erated at time t as a consequence of the applied voltage.
Since hole contributions are given by negative values of
the momentum distribution, Nh(t) is
Nh(t) = −
∫ +∞
−∞
dk∆n2(k, t)Θ[−∆n2(k, t)] . (34)
At zero temperature, the previous expression reduces to
an integration over negative momenta. In this situation
we obtain (see Appendix C for details)
Nh(t) =
1
(2pi)2
∫ +∞
−∞
dx
∫ +∞
−∞
dy
1
(a+ iy)2
× cos
[
e
q2
q
(∫ t+− y2v+
t++
y
2v+
dt′V (t′)−
∫ t−− y2v−
t−+ y2v−
dt′V (t′)
)]
,
(35)
with t± = t − x/v±. The behavior of Nh(t) as a func-
tion of q2 and for different times is reported in Fig. 4,
where we again consider the Lorentzian drive (25). Note
that, upon increasing t/w, Nh(t) → q2 when q2 is inte-
ger, as expected from the previous analysis of completely
separated pulses. For intermediate times, instead, this
quantity reflects the effective charge reduction discussed
above due to the overlap contribution ∆n2X(k, t). More-
over, for non integer values of q2, we clearly see that Nh
grows upon increasing t/w. For sufficiently large t/w,
this increase is logarithmic in t or, equivalently, in the
propagation distance along the edge. This feature agrees
with the scaling behavior (28), appearing in the station-
ary regime: Eq. (28) indeed results in a logarithmic di-
vergence of the number of produced holes.
FIG. 4. Total number of injected holes as a function
of q2 = q cos θ sin θ at zero temperature, in the case of a
Lorentzian drive. Different curves refer to (from bottom to
top) t/w = 5, 10, 20, 30, 50. The ratio between slow and fast
velocities is γ = 1/5.
IV. NOISE AND PARTICLE-HOLE PAIR
PRODUCTION
Particle-hole pair production discussed above can
be experimentally accessed through low-frequency noise
measurements. It is indeed in this way that Levitons
were proved to be minimal excitations in non-interacting
quantum conductors21,84. We will here compute the noise
generated when fractional excitations are partitioned, af-
ter a propagation distance d, by a QPC allowing tunnel-
ing of electrons between the two edges of the Hall bar, as
shown in Fig. 1. This is known as the Hanbury-Brown
Twiss (HBT) configuration. The noise generated by par-
titioning outer-channel excitations at a QPC has been
considered in some works in the literature56,74,76. Here,
we focus on what happens in the inner channel, since it
is more suitable to probe interactions, as we will see in
the following. To this end, the QPC is assumed to be
polarized so as to completely transmit the outer channel
and weakly reflect the inner one. We shall therefore use
a tunneling Hamiltonian
HT = ΛΨ
†
R2(0)ΨL2(0) + H.c. , (36)
to be considered as a perturbation, Λ being a small con-
stant amplitude. The quantity we are interested in is
the noise measured at terminal 2, see Fig. 1(a). At first
we shall consider the noise produced by a single voltage
pulse; then we will turn our attention to the experimen-
tally more relevant situation of a periodic train of pulses.
8A. Single voltage pulse
We define the zero frequency noise as56,80,86–88
S =2
∫ +∞
−∞
dt
∫ +∞
−∞
dτ [〈J(t+ τ)J(t)〉 − 〈J(t+ τ)〉 〈J(t)〉] ,
(37)
where J(t) = −JL2(−d, t), with JL2 the current oper-
ator of the inner channel on the left-moving edge [see
Fig. 1(a)]. Note that the sign has been chosen in such a
way that the current flowing into terminal 2 is taken as
positive. The time evolution of current operators will be
computed at lowest order in the tunneling. Another use-
ful quantity is the excess noise ∆S = S − 2e〈J(t)〉, with
〈J(t)〉 = ∫ +∞−∞ dt 〈J(t)〉, physically measuring deviations
from the Poissonian value. However, in the particular
case we are considering, 〈J(t)〉 = 0 since it represents the
total charge flowing to the terminal 2 and this quantity
vanishes because the current on the inner channel is made
of two pulses carrying opposite charges. We can there-
fore refer to noise or excess noise interchangeably. The
calculation of the excess noise, showing that ∆S = S, is
provided in Appendix D. Here we simply state the result:
S =
4e2|Λ|2
(2pia)2
∫ +∞
−∞
dt
∫ +∞
−∞
dτ
(
a
a+ iv−τ
piTτ
sinhpiTτ
)2
× cos
[
e
q2
q
(∫ t
t−τ
dt′V (t′)−
∫ t+τd
t−τ+τd
dt′V (t′)
)]
,
(38)
where τd = d(v
−1
+ − v−1− ).
There are a few noteworthy aspects in the above for-
mula. First of all, Eq. (38) describes the noise generated
when two identical but oppositely charged excitations ar-
rive at the same side of the QPC, separated by a time τd,
due to the fractionalization mechanism. This result can
be formally mapped onto the one obtained with a HOM
setup in a non-interacting system. We recall that in a
HOM configuration, both terminals 1 and 4 [refer to Fig.
1(a)] are driven by external voltages, with a tunable time
delay between the drive applied at terminal 1 and the one
at terminal 4. With this setup, Eq. (38) can be obtained
in a non-interacting system where two identical excita-
tions, generated from terminals 1 and 4 and carrying the
same charge −eq2, arrive at the QPC from opposite sides
and with a time delay τd. This equivalence is sketched
in Fig. 5. Our HBT setup thus simulates a HOM inter-
ferometry of fractional excitations, where the time delay
is controlled by the propagation distance along the edge
and the different propagation velocities.
Secondly, the zero temperature limit of Eq. (38) re-
sembles the expression (35) for Nh, even though they are
not exactly the same. However, the analogy between the
two expressions suggests that, upon specifying a partic-
ular voltage, a relation between the time t appearing in
Nh and the time delay τd in S can be found so that noise
and number of holes are proportional. For the Lorentzian
1
2
3
4
1 3
2 4
=
FIG. 5. Equivalence between the investigated HBT setup at
ν = 2 (left) and a non-interacting HOM setup at ν = 1 (right).
In the first one, the two oppositely-charged excitations on
the inner channel arrive at a QPC from the left side and
are separated due to the fractionalization phenomena. In the
second one, two excitations with the same charge arrive at a
QPC from opposite sides and are separated due to the time
delay between the drive applied at terminal 1 and the one at
terminal 4.
drive (25), this is indeed the case: for
t?
w
=
√
γ
(γ − 1)2
(τd
w
)2
− 1 (39)
we find
S
S0
= 2Nh(t
?) , (40)
where S0 = 2e
2|Λ|2/v2− is a reference noise value. Note
that |Λ|2/v2− can be interpreted as the reflection proba-
bility of the QPC. The noise as a function of q2 presents
the same behavior as shown in Fig. 4. In particular,
S/S0 approaches the value 2q2 at integer q2, upon in-
creasing the propagation distance d. This is very clearly
understood from the HOM perspective: the greater the
propagation distance, the better the two wave packets are
separated and the greater is τd. From the HOM point of
view, this means that two Levitons arrive at the QPC
separated by a very long time and therefore they con-
tribute independently to the noise, which becomes twice
as big as the one a single Leviton would produce. In-
stead, when the overlap between the two wave packets is
not negligible, the noise is reduced because of the anti-
bunching effect80. This is fully consistent with what we
have found in the previous section discussing the behav-
ior of the nonequilibrium momentum distribution in the
transient regime. Finally, we recall that for other drives
than the Lorentzian pulse, the noise produced by two
well separated excitations carrying integer charges would
be bigger than 2q2, since each excitation is accompanied
by a cloud of particle-hole pairs contributing to it.
B. Periodic train of pulses
Electron quantum optics experiments rely on periodic
voltage drives, instead of single shot measurements7,80.
To make more connection with possible experimental im-
plementation, we thus turn our attention precisely to this
9situation: from now on, the voltage drive will be a peri-
odic train of pulses, so that V (t) = V (t+ T ). Therefore,
we have to properly modify the definition (37). This can
be done by taking the average of the noise over one period
of the drive, which formally amounts to replace
∫ +∞
−∞ dt
with
∫ T
0
dt
T . In the same way, 〈J(t)〉 becomes the time-
average of the current over the period of the drive. More-
over, in the definition (15) of the parameter q, we substi-
tute
∫ +∞
−∞ dt →
∫ T
0
dt so that −eq becomes the charge per
period carried by the pulse V (t). It can be linked to the
dc component of the voltage, namely Vdc =
∫ T
0
dt
T V (t),
by the relation qΩ = −eVdc, with Ω = 2piT −1 the an-
gular frequency of the drive. Thanks to the periodicity
of the drive, the phase factor exp[ie
∫ t
−∞ dt
′Vac(t′)], with
Vac(t) = V (t)−Vdc the ac component of the drive, is also
periodic and can be thus expanded in a Fourier series:
eie
∫ t
−∞ dt
′Vac(t′) =
+∞∑
`=−∞
p` e
−i`Ωt . (41)
Coefficients p` are called photo-assisted amplitudes
80; for
` < 0 (` > 0) they give the probability amplitude for
an electron to emit (absorb) |`| photons. They satisfy∑
` |p`|2 = 1 and
∑
` ` |p`|2 = 0. By using this formalism,
the noise (38) (after modifying the first time integral into
a T -average) can be written in the following form
S
S0Ω
=
1
2pi
+∞∑
`=−∞
|p˜`(q2, τd)|2 ` coth
(
`Ω
2T
)
, (42)
where coefficients p˜` read
p˜`(q2, τd) =
+∞∑
m=−∞
p`+m(q2)p
∗
` (q2)e
−i2piτd/T . (43)
As already mentioned, these coefficients are precisely the
ones we would obtain in a non-interacting HOM setup
where two excitations carrying the same charge −eq2
collide at the QPC, with a delay τd/T . The main dif-
ference with respect to the single pulse voltage discussed
in Sec. IV A is that now the result is periodic in τd/T and
the maximal separation between two consecutive pulses
is achieved for τd = T /2. The actual parameter con-
trolling the separation between the wave packets in the
periodic case is the ratio η between the temporal exten-
sion of each pulse of the drive and its period: η = w/T .
In the following we will consider two different drives.
As a first example, we choose a periodic train of
Lorentzian pulses
V (t) =
Vdc
pi
+∞∑
p=−∞
η
η2 + (t/T − p)2 , (44)
whose photo-assisted amplitudes are80,81
p`(q) = qe
−2piη`
+∞∑
s=0
Γ(q + `+ s)
Γ(q + 1− s)
(−1)se−4piηs
s!(`+ s)!
. (45)
(a)
(b)
FIG. 6. Panel (a): inner-channel noise 2piS/(S0Ω)
for the periodic Lorentzian drive (44), as a function of
q2 = q cos θ sin θ, for τd = T /2 and (from bottom to top)
η = 0.1, 0.05, 0.02, 0.01. The value 2q2 is reached at inte-
ger q2 upon lowering η. Panel (b): the function (46) at zero
temperature and τd = T /2 for the Lorentzian drive (44). We
note that, upon decreasing η, the zeros (in the neighborhood
of which X is decreasing) are more and more precisely local-
ized at integer values of q2.
We show in Fig. 6(a) the zero-temperature noise for
τd = T /2 and different values of η. We observe a behav-
ior similar to the single-pulse noise reported in Fig. 4,
though quantitatively different. In particular, for η → 0,
we recover that the noise reaches the value 2q2 at integer
q2. Here we would like to stress another feature: we note
that, upon decreasing η, S has an increasingly well de-
fined staircase behavior, the period of the steps being q2.
This important observation can be exploited to construct
a measurable quantity giving direct access to the mixing
angle θ. Let us explain how this idea can be developed.
We introduce the function
X(q) = 2pi
2S(q)− S(2q)
S0Ω
. (46)
In the limit η → 0, X(q2 ∈ N) = 0 for the Lorentzian
drive (44), indicating that it is a natural candidate to be
exploited. Indeed, one can realize that by plotting X as
a function of the tunable parameter q and looking at the
position of its zeros, the mixing angle θ could be directly
extracted. In Fig. 6(b) we show the function (46) at zero
temperature for a Lorentzian drive with different values
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of η. It presents two different classes of zeros, depend-
ing whether the function is increasing or decreasing. We
refer to those in the neighborhood of which the function
decreases. While it is clearly visible that upon decreasing
η, the zeros are more and more precisely localized at inte-
ger values of q2, we note that significant deviations from
this ideal situation already appear for η = 0.05. These
deviations are further enhanced by displacing τd from the
optimal value T /2 as well as by finite-temperature effects.
Therefore, from a practical point of view, the Lorentzian
drive cannot be used for the purpose of extracting the
mixing angle θ.
However, one may wonder if other drives, though not
generating clean pulses for integer values of q2, still ex-
hibit some signatures in the function (46) at those values,
allowing us to directly probe the value of θ. The answer
is affirmative: clear and stable signatures are found for a
train of rectangular pulses. For each period, the signal is
V (t) =
Vdc
2η
[Θ(t) + Θ(ηT − t)] , t ∈ [0, T ) . (47)
Here, η represents the width of the rectangular pulse in
units of the period. The photo-assisted coefficients for
this drive are given by89
p`(q) =
q
pi
eipi[η`+q(η−1)] sin{pi[η`+ q(η − 1)]}
(q + `)[η`+ q(η − 1)] . (48)
In Fig. 7(a) we show X(q) for this drive, in the case
τd = T /2 and at zero temperature. We observe, after a
transient at small values of q2, a regular oscillating pat-
tern, with local maxima in correspondence of integer q2
and principal maxima better and better located at half-
integer values of q2 the more η is decreased. When τd
differs from the optimal value T /2 principal maxima are
less precisely localized at half-integer q2, this effect being
more and more irrelevant the smaller η is. For instance, if
η = 0.1 and τd = T /4, we simply have a reduction of the
amplitude of oscillation, while the position of both prin-
cipal and secondary maxima is substantially unaffected
(not shown). Finally, finite temperature progressively
reduces the amplitude of oscillations, but has very little
influence on the position of the maxima, as it can be seen
in Fig. 7(b).
All features discussed above enable to determine the
value of the mixing angle θ from the quantity X intro-
duced in (46), by plotting it as a function of the tunable
external parameter q and looking for the values of q at
which X has principal or secondary maxima. For those
values the charge number of fractional excitations, i.e.
q2 = q cos θ sin θ, must be integer or half-integer, thus
allowing to extract the parameter θ.
V. CONCLUSIONS
In this work we have considered the nonequilibrium dy-
namics of few-electron wave packets in the ballistic edge
(a)
(b)
FIG. 7. The quantity X, defined in (46), as a function of
q2 for a rectangular pulse. (a) Zero-temperature result for
different values of η. Principal maxima are very well located
at half-integer q2 already for η = 0.1. In addition, the smaller
η the bigger the amplitude of oscillations. (b) Different curves
for temperatures ranging from zero to T = Ω/2 and η = 0.05.
In both panels the time delay is τd = T /2.
channels of the integer quantum Hall effect at filling fac-
tor ν = 2 in presence of time-dependent external drives.
Screened Coulomb interactions between copropagating
channels strongly affect the dynamics, leading to the frac-
tionalization of wave packets into collective excitations
propagating at different velocities along the edges. In
particular, on the inner channel two oppositely charged
excitations emerge. We have analyzed in detail their out-
of-equilibrium momentum distributions, showing that for
properly designed Lorentzian pulses, they vanish for mo-
menta smaller (greater) than the Fermi momentum when
the number of electron charges carried by each fractional
excitation is a positive (negative) integer. This is in con-
trast with the case of non-integer charges where a cloud
of particle-hole pairs is produced. They are distributed as
1/k close to the Fermi momentum, leading to a logarith-
mic divergence of the number of excitations produced by
the external pulse, which we have inspected by comput-
ing the number of holes Nh directly from the momentum
distribution. By focusing on the inner-channel excita-
tions, we have investigated effects linked to their spatial
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overlap, interpreting the results from the point of view
of an equivalent HOM interferometry between fractional
excitations. Finally, by considering a periodic drive, we
have showed that rectangular pulses constitute a power-
ful tool, suitable to extract the mixing angle θ controlling
the strength of interactions between edge channels. This
makes our results relevant for the investigation of cor-
relations and the microscopic nature of interactions in
quantum Hall edge channels.
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Appendix A: Calculation of momentum
distributions for integer charges
In this Appendix we derive formulas (27) and (31).
Let us begin with the first one (we prove the formula
for ∆n2±; the proof for ∆n1± is identical). The starting
point is Eq. (26), which we rewrite here (recall that this
is a zero-temperature expression)
∆G2± =
1
2piiξ
[∏
η=±
[
iv±w − η(v±t± + ηξ/2)
iv±w + η(v±t± + ηξ/2)
]±q2
− 1
]
,
(A1)
where q2 = q cos θ sin θ and t± = t − x/v±. When q2 =
n ∈ N, the following representation holds85,90,91:
∆G2± =
±1
v±
n∑
j=1
χ±j
(
t± − ξ
2v±
)
χ∓j
(
t± +
ξ
2v±
)
,
(A2)
where χ+j ≡ χj , χ−j ≡ χ∗j and
χj(t) =
√
w
pi
(t+ iw)j−1
(t− iw)j . (A3)
Eq. (A2) can be checked by direct calculation for n = 1
and then proved in general by induction. Now we sub-
stitute (A2) into (17), introduce the Fourier transform
χ˜j(ω) =
∫ +∞
−∞
dt χj(t) e
iωt
= 2i
√
wpiΘ(ω)Lj−1(2wω)e−wω ,
(A4)
use
∫ +∞
−∞ dx = v±
∫ +∞
−∞ dt± and find
∆n2±(k) = ±v±
2pi
n∑
j=1
|χ˜j(±v±k)|2 , (A5)
which is precisely the second line of (27), after substitut-
ing the expression (A4) for χ˜j(ω).
Let us now focus on the crossed contribution
∆n2X(k, t), given in (30). With the help of the repre-
sentation (A2), it can be written as
∆n2X(k, t) =
∫ +∞
−∞
dx
v+v−
∫ +∞
−∞
dξ (−iξ)e−ikξ C(t, x, ξ) ,
(A6)
with
C(t, x, ξ) =
n∑
r,p=1
∏
η=±
χηr
(
t+ − ηξ
2v+
)
χηp
(
t− +
ηξ
2v−
)
.
(A7)
By writing (−iξ)e−ikξ = ∂ke−ikξ and using the Fourier
transform (A4) we can easily perform the integrations
over x and ξ and we readily arrive at the expression (31)
given in the main text.
Appendix B: Scaling of the momentum distribution
In this Appendix we prove the scaling behavior for
k → 0 in Eq. (28), obtained in the stationary regime
when each fractional excitation can be treated indepen-
dently from the others. Since the proof is identical for all
distributions ∆nα±, we focus on ∆n2+:
∆n2+(k) =
∫ +∞
−∞
dξ
2pi
e−ikξ
2piiξ
∫ +∞
−∞
dx[ei
q2
q ∆ϕ+(x,ξ,t) − 1]︸ ︷︷ ︸
I(ξ)
(B1)
In the limit k → 0 the dominant contribution to the inte-
gral I(ξ) is given by large values of ξ. After calculating
the phase ∆ϕ+ for the Lorentzian pulse (25), the result
is
I(ξ) ≈
|ξ|→∞
|ξ|[ei2piq2 sgn(ξ) − 1] , (B2)
where we have written the leading term. Finally, we sub-
stitute this expression into (B1) and we obtain Eq. (28),
with q2+ = q2.
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Appendix C: Calculation of the number of excited
holes
The purpose of this Appendix is to derive the expres-
sion (35) for the number of injected holes at zero tem-
perature due to the voltage pulse V (t). Let us start by a
simple observation. We defined the momentum distribu-
tion for edge channel 2 as
∆n2(k, t) =
〈
c†2(k, t)c2(k, t)− c0†2 (k, t)c02(k, t)
〉
, (C1)
with c02 the annihilation operator for the equilibrium field
ψ2. Now, because of fermionic anticommutation relations
we clearly have ∆n2(k, t) = −∆n˜2(k, t), where
∆n˜2(k, t) =
〈
c2(k, t)c
†
2(k, t)− c02(k, t)c0†2 (k, t)
〉
. (C2)
Therefore the number of holes at zero temperature can
also be expressed as
Nh(t) = −
∫ 0
−∞
dk∆n2(k, t) =
∫ 0
−∞
dk∆n˜2(k, t) , (C3)
with
∆n˜2(k, t) =
1
2pi
∫ +∞
−∞
dx
∫ +∞
−∞
dξ
e−ikξ
2pi
1
a− iξ
{
exp
[
−ieq2
q
(∫ t− xv+ + ξ/2v+
t− xv+−
ξ/2
v+
dt′V (t′)−
∫ t− xv−+ ξ/2v−
t− xv−−
ξ/2
v−
dt′V (t′)
)]
− 1
}
.
(C4)
By using the integral representation Θ(−k) = 12pi lima→0
∫ +∞
−∞ dy
e−iky
a+iy . and
∫ +∞
−∞
dy
(a+iy)2 = 0, we arrive at
Nh(t) =
1
(2pi)2
∫ +∞
−∞
dx
∫ +∞
−∞
dy
1
(a+ iy)2
exp
[
−ieq2
q
(∫ t− xv+− y2v+
t− xv+ +
y
2v+
dt′V (t′)−
∫ t− xv−− y2v−
t− xv−+
y
2v−
dt′V (t′)
)]
. (C5)
Furthermore, one can show that the contribution proportional to the sine function in the last expression (we will
denote it by N sh) actually vanishes. To that end, we note that
lim
a→0
1
(a+ iy)2
= lim
a→0
a2 − y2
(a2 + y2)2
− ipi∂yδ(y) ≡ A(y)− ipi∂yδ(y) , (C6)
where evidently A(y) is an even function. Therefore N sh becomes
N sh =
−i
(2pi)2
∫ +∞
−∞
dx
∫ +∞
−∞
dy[A(y)− ipi∂yδ(y)] sin
[
e
q2
q
(∫ t− xv+− y2v+
t− xv+ +
y
2v+
dt′V (t′)−
∫ t− xv−− y2v−
t− xv−+
y
2v−
dt′V (t′)
)]
=
−i
(2pi)2
∫ +∞
−∞
dx
∫ +∞
0
dy[A(y)−A(−y)] sin
[
e
q2
q
(∫ t− xv+− y2v+
t− xv+ +
y
2v+
dt′V (t′)−
∫ t− xv−− y2v−
t− xv−+
y
2v−
dt′V (t′)
)]
+
eq2
4piq
∫ +∞
−∞
dx
∫ +∞
−∞
dy δ(y) cos
[
e
q2
q
(∫ t− xv+
t− xv+ +
y
v+
dt′V (t′)−
∫ t− xv−
t− xv−+
y
v−
dt′V (t′)
)]∑
η=±
η
vη
V
(
t− x
vη
)
=
eq2
4piq
∫ +∞
−∞
dx
[
1
v+
V
(
t− x
v+
)
− 1
v−
V
(
t− x
v−
)]
= 0 , (C7)
having used the odd parity of the sine and the even parity
of A(y). Equation (35) in the main text is thus proved.
Appendix D: Calculation of the excess noise
This Appendix briefly illustrates the calculation of the
excess noise (38). The starting point is the definition
(37). Up to second order in the tunneling, the time evo-
lution of the current operator J reads
J(t) = J0(t)− i
∫ t
t0
dτ
[
J0(t), H0T(τ)
]
+
−
∫ t
t0
dt′
∫ t′
t0
dt′′
[
H0T(t
′′),
[
H0T(t
′), J0(t)
]]
,
(D1)
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the superscript “0” denoting the time evolution with re-
spect to Hedge +HV. The first term in the previous equa-
tion is simply
J0(t) = − e√
2pi
[v+ sin θ ∂xφL+(−d+ v+t, 0)+
+ v− cos θ ∂xφL−(−d+ v−t, 0)] .
(D2)
First and second order contributions are determined by
using the time evolution given by Eqs. (9), (10) and (11).
We obtain:
S = 4e2A
∫ +∞
−∞
dt
∫ +∞
−∞
dτ
(
1
a+ iv−τ
piTτ
sinhpiTτ
)2
× cos
[
e
q2
q
(∫ t
t+τ
dt′V (t′)−
∫ t+τd
t+τ+τd
dt′V (t′)
)]
(D3)
〈J(t)〉 = −2ieA
∫ +∞
−∞
dt
∫ +∞
−∞
dτ
(
1
a+ iv−τ
piTτ
sinhpiTτ
)2
× sin
[
e
q2
q
(∫ t
t−τ
dt′V (t′)−
∫ t+τd
t−τ+τd
dt′V (t′)
)]
,
(D4)
where γ = v−/v+ and A = |Λ|2γ2 sin2θ(2pi)−2. Now, by
using the same procedure as in App. C, we can write the
current as
〈J(t)〉 = 2pie
2q2A
qv2−
∫ +∞
−∞
dt[V (t)− V (t+ τd)] = 0 . (D5)
Finally, we note that the constant γ2 sin
2θ appearing in A
can be reabsorbed in the tunneling amplitude Λ, so that
Eq. (D3) becomes identical to Eq. (38) given in the main
text.
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