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Asymptotic properties of the solutions to the Vlasov-Maxwell
system in the exterior of a light cone
Léo Bigorgne∗
Abstract
This paper is concerned with the asymptotic behavior of small data solutions to the three-dimensional
Vlasov-Maxwell system in the exterior of a light cone. The plasma does not have to be neutral and no
compact support assumptions are required on the data. In particular, the initial decay in the velocity
variable of the particle density is optimal and we only require an L2 bound on the electromagnetic field
with no additional weight. We use vector field methods to derive improved decay estimates in null
directions for the electromagnetic field, the particle density and their derivatives. In contrast with [2],
where we studied the behavior of the solutions in the whole spacetime, the initial data have less decay
and we do not need to modify the commutation vector fields of the relativistic transport operator. To
control the solutions under these assumptions, we crucially use the strong decay satisfied by the particle
density in the exterior of the light cone, null properties of the Vlasov equation and certain hierarchies in
the energy norms.
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1 Introduction
In this article, we study the asymptotic properties of small data solutions of the Vlasov-Maxwell (VM) system
in the exterior of a light cone Vb := {(t, x) ∈ R+ × R3 / |x| > t− b}, where, say, b ≤ −1. The system, which
is of particular importance in plasma physics, is given for one species of particles by1,2
TF (f) := v
0∂tf + v
i∂if + ev
µFµ
j∂vjf = 0, (1)
∇µFµν = J(f)ν :=
∫
v∈R3
vν
v0
fdv, (2)
∇µ∗Fµν = 0, (3)
where
• v0 =
√
m2 + |v|2, m > 0 is the mass of the particles and e 6= 0 their charge. For the remaining of this
paper, we take m = e = 1 and we denote
√
1 + |v|2 by v0.
• The function f(t, x, v) is the particle density, the 2-form F (t, x) is the electromagnetic field and ∗F (t, x)
is its Hodge dual.
1.1 Small data results for the VM system
The study of the small data solutions of the VM system has been initiated in [10] by Glassey-Strauss. Under
a compact support assumption in space and in velocity on the initial data, they proved global existence and
obtained the optimal decay rate on
∫
v
fdv. The compact support assumption in v is replaced by Schaeffer
in [16] by a polynomial decay but the data still have to be compactly supported in space. Moreover, the
optimal decay rate on
∫
v
fdv is not obtained by this method. None of these results contain estimates on the
derivatives of
∫
v fdv nor on the higher order derivatives of the electromagnetic field.
In [1], we removed all compact support assumptions for the dimensions d ≥ 4. For this, we used vector
field methods, developped in [4] for the electromagnetic field and [8] for relativistic transport equations. We
then obtained almost optimal decay on the solutions of the system and their derivatives and we described
precisely the behavior each null component of the electromagnetic field. We recently extended these results
to the 3d case and we also relaxed the assumptions on the initial data, allowing in particular the presence of
a non zero total charge. A better understanding of the null structure of the VM system as well as the use
of modified vector fields3 were the key for dealing with the slower decay rates of the solutions. We splitted
the electromagnetic field into two parts. The chargeless one on which we could then propagate a weighted
L2 norm and the pure charge part, given by an explicit formula, which decays as ǫr−2 despite of its infinite
energy.
1We choose to lighten the notations by considering only one species since the presence of other ones does not complicate the
analysis.
2We will, throughout this article, use the Einstein summation convention so that vi∂if =
∑
3
i=1 v
i∂if . A sum on latin letters
starts from 1 whereas a sum on greek letters starts from 0.
3Modified Vector fields, which depend on the solution itself, were already used by [6] (respectively [7]) in the context of the
Vlasov-Nordström (respectively the Einstein-Vlasov) system. They are built over the commutation vector fields of the relativistic
transport operator vµ∂µ in order to compensate the worst source terms of the commuted Vlasov equation.
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We also investigate the case where the particles are massless (i.e. m = 0). First in [1] for the high
dimensions, where we proved that similar results to the massive case hold provided that the velocity support
of the the particle density is bounded away from 0. These extra hypothesis appears to be necessary since
we also proved in [1] that the VM system do not admit a local classical solution for certain smooth initial
data which do not vanish for small velocities. Secondly, in our recent work [3], we proved sharp asymptotics
on the small data solutions and their derivatives to the massless VM system in 3d. Contrary to the massive
case, the proof does not require the use of modified vector fields but still necessitates a strong understanding
of the null properties of the system.
In this article, we study the asymptotic properties of the solutions to the VM system in the exterior of
a light cone under a smallness assumption but weaker decay near infinity. We obtain in particular almost
optimal pointwise decay estimates on the velocity average of the Vlasov field as well as its derivatives. The
hypotheses on the particle density in the variable v are optimal in the sense that we merely suppose f and its
derivatives to be initially integrable in v, which is a necessary condition for the source term of the Maxwell
equations (2) to be well defined. As f strongly decay in the domain studied, our proof merely requires the
boundedness of the L2 norm of the electromagnetic field. This has to be compared with our proof in [2],
where we study the same problem in the whole spacetime, which crucially relies on the propagation of a
weighted energy norm of F . Another remarkable point, still related to the good behavior of f in the region
Vb, concerns the commutation vector fields used to study the Vlasov equation. Contrary to [2], we do not need
to modify the commutation vector fields of the relativistic transport operator vµ∂µ in order to compensate
the worst source terms of the commuted Vlasov equations and then close the energy estimates. This leads
in particular to a much simpler proof.
Finally, let us mention the recent result [18] of Wang concerning the small data solutions of the massive
3d VM system. Using both vector field methods and Fourier analysis, he proved optimal pointwise decay
estimates on
∫
v fdv and its derivatives under strong polynomial decay hypotheses in (x, v) on f(t = 0). In
particular, the initial data does not have to be compactly supported.
1.2 Previous works on Vlasov systems using vector field methods
Results on the asymptotic behavior of solutions of several Vlasov systems were recently derived using vector
field methods. Let us mention the pioneer work [8] of Fajman-Joudioux-Smulevici on the Vlasov-NorstrÃűm
system (see also [7]) as well as the results of [17] on the Vlasov-Poisson system. The two different proofs,
obtained independently by [6] and [12], of the stability of the Minkowski spacetime as a solution to the
Einstein-Vlasov system constitute a culmination of these vector field methods.
1.3 Statement of the main result
In order to present our main theorem, we call initial data set for the VM system any ordered pair (f0, F0)
where f0 : R3x × R3v → R and F0 are both sufficiently regular and satisfy the constraint equations
∇i(F0)i0 = −
∫
v∈R3
f0dv and ∇i∗(F0)i0 = 0.
We precise that τ+ =
√
1 + (t+ r)2, τ− =
√
1 + (t− r)2 and we refer to Section 2 for the notations not yet
defined.
Theorem 1.1. Let N ≥ 9, b ≤ −1, 0 < δ < 18N , ǫ > 0, (f0, F0) an initial data set for the Vlasov-Maxwell
equations (1)-(3) satisfying4∑
|β|+|κ|≤N+3
∫
|x|≥b
∫
v∈R3
(1 + |x|)N+14+|β|2 (1 + |v|)|κ|
∣∣∂βx∂κv f0∣∣ dvdx+ ∑
|γ|≤N+2
∫
|x|≥b
(1+ |x|)2|γ|
∣∣∇∂γxF0∣∣2 dx ≤ ǫ
and (f, F ) be the unique classical solution of the system which satisfies f(t = 0) = f0 and F (t = 0) = F0.
Then, there exists C > 0 and ǫ0 > 0, depending only on N and δ, such that, if 0 ≤ ǫ ≤ ǫ0, (f, F ) is well
defined in Vb = {(t, x) ∈ R+ × R3 / r > t− b} and verifies the following estimates.
• Energy bound for the electromagnetic field F : ∀ t ∈ R+,∑
0≤k≤N
∑
Zγ∈Kk
∫
|x|≥t−b
|LZγ (F )|2 dx ≤ Cǫ,
4We could assume N ≥ 8 and save almost 15
4
powers of x in the condition on the initial norm of f0 with easy but cumbersome
modifications of our proof (see Remarks 4.2). Note also that following the strategy used in Subsection 17.2 of [7] to derive L2
estimates on the Vlasov field, we could avoid any hypotheses on the derivatives of order N + 1 and N + 2 of F0.
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• Pointwise decay estimates for the null components of LZγ (F ): ∀ |γ| ≤ N − 2, (t, x) ∈ Vb,
|α (LZγ (F ))| (t, x) .
√
ǫ
τ+τ
1
2
−
, |α (LZγ (F ))| (t, x) + |ρ (LZγ (F ))| (t, x) + |σ (LZγ (F ))| (t, x) .
√
ǫ
τ
3
2
+
.
• Energy bound for the particle density: ∀ t ∈ R+,∑
0≤k≤N
∑
Ẑβ∈P̂k0
∫
|x|≥t−b
∫
v∈R3
∣∣∣Ẑβf ∣∣∣ dvdx ≤ Cǫ(1 + t)δ.
• Pointwise decay estimates for the velocity averages of Ẑβf : ∀ |β| ≤ N − 4, (t, x) ∈ Vb,∫
v∈R3
∣∣∣Ẑβf ∣∣∣ dv . ǫ
τ2−δ+ τ−
and ∀a ∈ [1, 4] ,
∫
v∈R3
∣∣∣Ẑβf ∣∣∣ dv
(v0)2a
.
ǫ
τ3+a−δ+
.
Remark 1.2. Note that we can study the solutions to the Vlasov-Maxwell equations in the exterior of a light
cone, without any information on their behavior in the remaining part of the Minkowski space, by finite speed
of propagation. Every inextendible past causal curves of such a region intersect the hypersurface t = 0 once
and only once, i.e. the region is globally hyperbolic.
Remark 1.3. By a time translation, one can prove a similar result for b ∈ R (ǫ0 would then also depends
on b).
Remark 1.4. The pointwise decay estimates on the electromagntic field are sharp. For the Vlasov field, we
could derive the almost sharp decay estimate
∫
R3v
|f | dv|v0|N+10 . ǫτ
−3−N+82 +δ
+ (see Proposition 3.11) but we
would have to propagate a less convenient energy norm.
Remark 1.5. Assuming more decay on the electromagnetic field at t = 0, one could propagate a stronger
energy norm as in [2] or [3]. We then could assume less decay decay in x on f0 and improve the decay rate
of the null components of the electromagnetic field. Note however that if the total electromagnetic charge
Q(F )(t) := lim
r→+∞
∫
St,r
xi
r
F0idSt,r = − lim
r→+∞
∫
St,r
ρ(F )dSt,r =
∫
x∈R3
∫
v∈R3
fdxdv,
which is a conserved quantity in t, is non zero, we cannot obtain a better decay rate than r−2 on ρ(F ) and
assume that
∫
R3
r|ρ(F )|2dx is initially finite. We point out that our hypotheses on the electromagnetic field
are compatible with the presence of a non zero total charge.
Remark 1.6. The results of [8] and [6] are obtained using a hyperboloidal foliation and then require compactly
supported initial data in space. These compact restrictions on the data could be removed by adapting the
method used in this article to the Vlasov-NordstrÃűm system, provided that we could prove that a certain L1
norm on a hyperboloidal slice of the particle density is small. For that purpose, the estimate on the energy
norm of the Vlasov field given by Theorem 1.1 is not good enough since it is not uniform in t. This issue
can be solved by assuming a slightly stronger decay hypothesis on either the electromagnetic field or on the
Vlasov field (see Subsection 5.5).
Theorem 1.1 immediately implies the following result, concerning solutions arising from large data.
Corollary 1.7. Let N ≥ 8 and (f0, F0) an initial data set for the Vlasov-Maxwell equations (1)-(3) satisfying∑
|β|+|κ|≤N+3
∫
x∈R3
∫
v∈R3
(1 + |x|)N+14+|β|2 (1 + |v|)|κ| ∣∣∂βx∂κv f0∣∣ dvdx + ∑
|γ|≤N
∫
x∈R
(1 + |x|)2|γ||∇∂γxF0|2dx < +∞
and (f, F ) be the unique local classical solution to the system which satisfies f(t = 0) = f0 and F (t = 0) = F0.
Then, there exists b ≤ −1 such that (f, F ) is well defined in Vb and verifies similar estimates as those presented
in Theorem 1.1.
Proof. One only has to notice that there exists b ≤ −1 such that (f0, F0) satisfies the hypotheses of Theorem
1.1. 
Although global existence in the whole Minkowski spacetime for classical solutions to the VM system with
large data still remains an open problem, several continuation critera are known (see for instance the recent
results of [13], [11] and [14]). For the weak solutions, the problem was solved in [5] and revisited in [15].
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1.4 Main ingredients of the proof
We present here the strategy of the proof and the main differences with our study in [2] of small data solutions
to the VM system in the whole Minkowski spacetime. The proof of the main result of this paper is based on
vector field methods and then essentially relies on bounding sufficiently well the spacetime integrals of the
source terms of the commuted equations. For instance, at first order, if Z is a Killing vector field and Ẑ its
complete lift,
[TF , Ẑ](f) = −vµLZ(F )µi∂vif. (4)
Since the electromagnetic field decay initially as r−
3
2 , one cannot expect a better estimate than |LZ(F )|(t, x) .
(1 + t + r)−1(1 + |t − r|)− 12 . Moreover, since v0∂vif behaves as (t + r)∂t,xf + Ω̂f , where Ω̂ is part of the
commutation vector fields P̂0 of the transport equation, we have the following naive inequality∣∣∣[TF , Ẑ](f)∣∣∣ . 1
(1 + |t− r|) 12 |∂t,xf |+
1
(1 + t+ r)(1 + |t− r|) 12
∑
Ω̂∈P̂0
|Ω̂f |. (5)
We observe that there are two obstructions for closing the energy estimates by performing, say, a GrÃűnwall
inequality from (5).
1. The decay rate (1 + |t− r|)− 12 is non integrable.
2. The decay rates of both terms in the right hand side of (5) degenerate near the light cone t − r = 0.
We will deal with this issue by taking advantage of the null structure of the system.
1.4.1 Dealing with non integrable decay rates
The problem of using the decay in t − r or transforming it into a decay in t + r will be adressed later and
we only focus here on the first problem. In [2], our proof required to propagate a stronger energy norm
on the electromagnetic field, leading, by neglecting a logarithmal growth, to the estimate |LZ(F )|(t, x) .
(1 + t+ r)−1(1 + |t− r|)−1. Because of the presence of a charge5, this inequality is optimal for large r. This
gave us a better, but still not satisfying, naive estimate than (5). To deal with this issue, we considered
modifications of the commutation vector fields of the form Y = Ẑ + Φν∂ν . The coefficients Φ depend on
the solution itself, growth logarithmically and are constructed in order to compensate the worst error terms
in (4). In the exterior of the light cone V0, the solutions to the Vlasov equation behave better than in the
interior region. One can already see that with the following estimate (see Lemma 2.9), for g a solution to the
free transport equation vµ∂µg = 0,
∀ |x| ≥ t,
∫
v∈R3
|g|(t, x, v)dv .
∑
|β|+|κ|≤3
‖(v0)|κ|+2k(1 + r)|β|+k+q∂βt,x∂κv g‖L1x,v(t = 0)
(1 + t+ r)2+k(1 + |t− r|)1+q , (6)
whereas
∀ |x| ≤ t,
∫
v∈R3
|g|(t, x, v)dv . (1 + |t− r|)
k−1
(1 + t+ r)2+k
∑
|β|+|κ|≤3
‖(v0)|κ|+2k(1 + r)|β|+k∂βt,x∂κv g‖L1x,v(t = 0). (7)
One can then observe in (7) that, in the interior of the light cone,
∫
v∈R3
|g|(t, x, v)dv has a stronger decay
rate along null rays, where t − r = constant, than along timelike curves. In, say, the region |x| ≤ t2 , one
cannot expect a better decay rate than (1 + t)−3. The situation is completely different in the exterior of the
light cone since one can obtain arbitrary decay through (6) provided that the initial data decay sufficiently
fast. The idea is to capture this phenomenon by considering and controlling weighted L1 norms adapted to
our problem and by identifying several hierarchies in the commuted equations.
Remark 1.8. Contrary to [2], this strong decay allows us to avoid the use of modified vector fields. This is
also what allows us to assume less decay on the electromagnetic field and then to avoid any difficulty due to
the presence of a non zero total charge.
Let us illustrate how we will deal with the weak decay rate of F and which kind of hierarchies we will use.
5Note that even in the case of a neutral plasma, the slow decay rate of the Vlasov field in the interior region would prevent
us to improve this pointwise estimate with our method.
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• The translations provide extra decay in t− r. More precisely, |L∂xµ (F )| . (1 + t+ r)−1(1 + |t− r|)−
3
2
and the estimate (5) can be improved if Z = ∂xµ . As all the error terms have an integrable decay rate
in that case, one can expect to prove that ‖∂t,xf‖L1x,v is uniformly bounded in time.
• If Z 6= ∂xµ , the worst error terms only contain standard derivatives ∂t,xf of the Vlasov field. This
makes in some sens the system of the commuted equations triangular. However, at this point, we
cannot expect to prove a better bound than ‖Ẑf‖L1x,v(t) .
√
1 + t.
• We know that there exists z, which is a combination of weights preserved by vµ∂µ, such that 1+|t−r| . z
(see Subsection 2.4). Hence, if g is a sufficiently regular solution to vµ∂µg = 0, ‖zg‖L1x,v is constant.
This indicates that we should be able to bound sufficiently well ‖z∂t,xf‖L1x,v and then ‖Ẑf‖L1x,v since∣∣∣[TF , Ẑ](f)∣∣∣ . 1
(1 + |t− r|) 32 |z∂t,xf |+
1
(1 + t+ r)(1 + |t− r|) 12 |Ω̂f |.
• We will then consider energy norms of the form ‖zQ−βP Ẑβf‖L1x,v where βP is the number of homoge-
neous vector fields composing Ẑβ .
Remark 1.9. Note that
• a gain of decay such as (1 + |t− r|) 12+η, η > 0 is sufficient.
• Certain a priori good error terms become problematic. For instance, in order to control ‖zQ∂t,xf‖L1x,v ,
we will have to deal with |L∂t,x(F )|zQ|Ω̂f |. Since we merely control zQ−1|Ω̂f |, we will have to estimate
zQ by (1 + t + r)zQ−1. In our case, these terms could be handled but in different settings, they could
prevent us to close the energy estimates (see Remark 1.11 for further explanations).
We will then rather propagate the norms ‖zQ−( 12+η)βP Ẑβf‖L1x,v , which also have the advantage to require less
decay in x on the Vlasov field.
Remark 1.10. The inequality 1 + |t − r| . z, proved in Lemma 2.9, does not hold in the interior of the
light cone. However, our method can be used in order to deal with non integrable decay rates for solutions
to massless Vlasov systems in the whole spacetime since there exists z0 which is preserved by the flow of
|v|∂t + vi∂i and such that 1 + |t− r| . z0.
1.4.2 Null structure of the VM system
As we start with optimal decay in v, we cannot fully use (6). In particular, no extra decay in the t+r direction
can be obtained in that way. Moreover, since the initial data are not compactly supported in v, a problem
arises from large velocities, for which v0 ∼ |v|, so that the characteristics of the transport equation ultimately
approach those of the Maxwell equations. The consequence is that, in a product such as LZ(F ) · ∂t,xf , one
cannot, in view of support considerations, transform a |t−r| decay in a t+r one anymore. To circumvent this
difficulty, we take advantage of the null structure of the non linearities such as vµLZ(F )µi∂vif by expanding
them with respect to a null frame (L := ∂t + ∂r, L := ∂t − ∂r, e1, e2), where (e1, e2) is an orthonormal basis
on the 2-spheres.
In order to simplify the presentation, we introduce G a smooth solution to the free Maxwell equations,
g a smooth solution to the relativistic transport equation vµ∂µg = 0 and we study vµGµ
i∂vig as a model of
the error terms arising in the commuted Vlasov equation (4).
1. We know from [1] that |xir ∂vig| . |t− r||∂t,xg|+
∑
Ω̂ |Ω̂g| behaves better than |∂vjg|. We also observed
that the component vL allows us to exploit the decay in t − r. Indeed, denoting by Cu the null cone
t− |x| = u, there holds
sup
u∈R
∫
Cu
∫
R3v
vL
v0
|g|dvdCu . ‖g(0, ·, ·)‖L1x,v , so that
∫ +∞
t=0
∫
R3x
∫
R3v
vL
v0
|g| dvdxdt
(1 + |t− r|)1+η < +∞.
The good behavior of the angular component /v of the velocity vector v is reflected by |/v| .
√
v0vL.
Additional useful properties concerning vL and /v are proved in Lemma 2.9.
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2. We know from [4] that if |G| . r− 52 holds initially, then
|αi| := |GeiL| . (1 + t+ r)−
5
2 , |ρ|+ |σ| := 1
2
|GLL|+ |Ge1e2 | . (1 + t+ r)−2(1 + |t− r|)−
1
2 , (8)
whereas |αi| := |GeiL| . (1 + t+ r)−1(1 + |t− r|)−
3
2 .
Using the notation R1 ≺ R2 if R2 is expected to behave better than R2 and denoting by ∇vg the quantity
(0, ∂v1g, ∂v2g, ∂v3g), we have
• α ≺ ρ ∼ σ ≺ α,
• vL ≺ /v ≺ vL,
• (∇vg)ei ≺ (∇vg)L = (∇vg)L.
Our non-linearity vµGµ
i∂vig is bounded by(
|ρ|+ |/v|
v0
|α|
)|t− r| |∂t,xg|+ ∑
Ẑ∈P̂0
∣∣∣Ẑg∣∣∣
+ (|α|+ |/v|
v0
|σ|+ v
L
v0
|α|
)(t+ r) |∂t,xg|+ ∑
Ẑ∈P̂0
∣∣∣Ẑg∣∣∣
 . (9)
Note now that each term contains either two good factors, α, which is the best null component of G, or
vL, the best null component of v. Another important element, that we have already discussed and which is
crucial in the proof of Theorem 1.1, is that the translations ∂t,x are the only commutation vector fields hit
by the weights t− r and t+ r.
Apart from the last feature mentionned, we had to use the full null structure of the massless VM system
in [3] in order to prove that the norms ‖Ẑβf‖L1x,v are uniformly bounded in time. In [2], where we studied
small data solutions to the massive VM system in the whole Minkowski spacetime, the electromagnetic field
merely decay as r−2 initially, so that the component α, ρ and σ decay as (1+t+r)−2 and we could not exploit
all the null properties of the equations. Note however that α still have in this setting a better behavior when
F is estimated in L2 since we control
sup
u∈R
∫
Cu
(1 + t+ r)|α|2 + (1 + |t− r|)(|ρ|2 + |σ|2)dCu. (10)
In this paper, we start with weak decay assumptions on the electromagnetic field, |F | . r− 32 , and the good
components α, ρ and σ merely decay as6 (1+ t+ r)−
3
2 . Moreover, no weighted L2 bound such as (10) can be
propagated. As a consequence, we will unify the analysis of the terms containg one of the good component
α, ρ and σ as a factor, i.e. we will bound |t− r||ρ| by (t+ r)|ρ| and |/v|v0 |σ| by |σ|.
Remark 1.11. We can understand now why it could be necessary to consider energy norms of the form
‖zQ−κβP Ẑβf‖L1x,v , with κ < 1. Indeed, as we can see in Remark 1.9, we would have to deal with terms of the
form (|ρ|+ |/v|v0 |α|)(1 + t+ r)κzQ−κ(ξP−1)Ẑξf . However, in view of (9), the bad terms involving |ρ| and
|/v|
v0 |α|
carry a 1+ |t− r| weight. In some sens, taking κ = 1 implies to forget about one part of the null structure of
the system, which could be problematic in a different situation or for an other Vlasov system (e.g. when the
solution to the wave equation merely decay in the t+ r direction as (1 + t+ r)−1+δ , δ > 0).
We will also make fundamental use of the fact that the linear transport operator vµ∂µ is of degree 1 in
v whereas the non-linearity vµFµ
i∂vi is of degree 0. In the energy inequalities, this is reflected through the
schematic estimate
‖Ẑf(t, ·, ·)‖L1xv . ‖Ẑf(0, ·, ·)‖L1xv +
∫ t
0
∫
x
∫
R3v
|LZ(F )| |Ẑf |
v0
dvdxds.
For massless particles, v0 = |v| and this leads to additional difficulties (see [1] and [3]). In our case, this allows
us to use the inequality 1 .
√
v0vL and then to take advantage of the good properties of the component
vL. We point out that without this property, we would not be able to control sufficiently well the error term
(t+ r)|α| . (1 + t+ r)− 12 . Indeed, without any of the components /v or vL, one cannot use the extra decay
in t− r provided by our hierarchised energy norms.
6Note however that the null components of L∂t,x(F ) satisfy (8) (c.f. Proposition 3.20 and Remark 3.21).
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Finally, in order to prove that the L2 norm of the electromagnetic field and its derivatives is uniformly
bounded in time, which is crucial in our proof, we will have use the full null structure of the Maxwell equations.
Indeed, ∫
|x|≥t−b
|F (t, x)|2dx .
∫
|x|≥−b
|F (0, x)|2dx+
∫ t
0
∫
|x|≥s−b
∣∣∣∣∣Fµ0
∫
R3v
vµ
v0
fdv
∣∣∣∣∣ dxds
and with our weak assumptions in v on the Vlasov field, one cannot expect ‖ ∫
v
fdv‖L2x to decay faster than
(1 + t)−1. In order to avoid a small growth on
∫
R3
|F |dx, we will then take advantage of the fact that∣∣∣∣∣Fµ0
∫
R3v
vµ
v0
fdv
∣∣∣∣∣ . |ρ(F )|
∫
R3v
|f |dv + (|α(F )| + |α(F )|)
∫
R3v
|/v|
v0
|f |dv
so that each term contain at least either a good component of the Maxwell field or /v.
1.4.3 Sharp pointwise decay estimates in the exterior of the light cone
The problem of the estimates (6)-(7), which are given by a Klainerman-Sobolev inequality (see Proposition
3.5), is that they do not provide a sharp pointwise decay estimate on
∫
R3v
|g| dv(v0)2 near the light cone, for
g a smooth solution to the free relativistic massive transport equation vµ∂µ(g) = 0. Indeed, if one merely
assume that
∑
|β|+|κ|≤3 ‖|v0||κ|(1+ r)|β|∂βt,x∂κv g‖L1x,v is initially finite, we cannot fully use (6), which requires
the finiteness of a stronger energy norm, so that, for u ∈ R,∫
R3v
|g|(t, t− u, v) dv|v0|2 .
∫
R3v
|g|(t, t− u, v)dv . 1
(1 + t)2
∑
|β|+|κ|≤3
‖(v0)|κ|(1 + r)|β|∂βt,x∂κv g‖L1x,v(t = 0)
In [1], we proved that∫
R3v
|g|(t, t− u, v) dv|v0|2 .
1
(1 + t)3
∑
|β|+|κ|≤n
‖(v0)|κ|(1 + r)|β|∂βt,x∂κv g‖L1x,v(t = 0) (11)
holds in the interior region, i.e. for all u ≥ 0, and with n = 3. In this article, we prove a functional inequality
which implies that (11) also holds in the exterior of the light cone u < 0 and with n = 4.
Remark 1.12. The improved decay estimates on the velocity average of the Vlasov field given in Theorem
1.1 are obtained by applying this functional inequality. However, we do not need it in order to prove that the
solution of the system is global in time.
1.5 Structure of the paper
Section 2 contains most of the notations used in this article. The vector fields used in this paper and the
commuted equations are presented in Subsection 2.3. In Subsection 2.4, fundamental properties of the null
components of the velocity vector are proved. The energy norms used to study the Vlasov-Maxwell system
are introduced in Section 3. During this section, we also prove approximate conservation laws as well as
Klainerman-Sobolev type inequalities in order to control these norms and derive pointwise decay estimates
from them. Our new decay estimate for velocity averages is proved in Subsection 3.2. In section 4, we set up
the bootstrap assumptions, present their immediate consequences and describe the strategy of the proof of
our main result. Sections 5 (respectively 6) concerns the improvement of the energy bounds on the particle
density (respectively the electromagnetic field). Finally, we prove in Section 7 L2 estimates for the velocity
averages of the higher order derivatives of the Vlasov field.
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2 Preliminaries
2.1 Basic notations
In this article we work on the 3 + 1 dimensional Minkowski spacetime (R3+1, η˜) and we will use two sets of
coordinates. The Cartesian coordinates (x0 = t, x1, x2, x3) and null coordinates (u, u, ω1, ω2), where
u = t+ r, u = t− r
and (ω1, ω2) are spherical variables, which are spherical coordinates on the spheres (t, r) = constant. Apart
from r = 0 and the usual degeneration of spherical coordinates, these coordinates are defined globally on the
Minkowski space. We will also use the following classical weights,
τ+ :=
√
1 + u2 and τ− :=
√
1 + u2.
Remark 2.1. In this paper, we exclusively work in regions where 1 + t ≤ τ+(t, x) . |x|.
We denote by /∇ the intrinsic covariant differentiation on the spheres (t, r) = constant and by (e1, e2) an
orthonormal basis on them. Capital Roman indices such as A or B will always correspond to spherical
variables. The null derivatives are defined by
L = ∂t + ∂r and L = ∂t − ∂r, so that L(u) = 2, L(u) = 0, L(u) = 0 and L(u) = 2.
The velocity vector (vµ)0≤µ≤3 is parametrized by (vi)1≤i≤3 and v0 =
√
1 + |v|2 since we normalize the mass
of the particles to m = 1. Let T be the operator defined by
T : f 7→ vµ∂µf,
for all sufficiently regular function f : [0, T [×R3x×R3v. We will raise and lower indices using the metric η˜. For
instance, v0 = vµη˜µ0 = −v0 and x1 = xµη˜µ1 = x1. Finally, we will use the notation Q . R for an inequality
of the form Q ≤ CR, where C > 0 is a constant independent of the solutions but which could depend on N ,
the maximal number of derivatives, or on fixed parameters (δ and η).
2.2 A null foliation
We start by presenting various subsets of the Minkowski space which depends on t ∈ R+, r ∈ R+, u ∈ R or
b ∈ R. Let St,r, Σbt , Cu(t) and Vu(t), be the sets defined as
St,r := {(s, y) ∈ R+ × R3 / (s, |y|) = (t, r)}, Cu(t) := {(s, y) ∈ R+ × R3/ s < t, s− |y| = u},
Σ
b
t := {(s, y) ∈ R+ × R3 / s = t, |y| > s− b}, Vu(t) := {(s, y) ∈ R+ × R3/ s < t, s− |y| < u}.
The volume form on Cu(t) is given by dCu(t) =
√
2
−1
r2dudS2, where dS2 is the standard metric on the 2
dimensional unit sphere.
The sets Σ
u
t , Cu(t) and Vu(t)
Σ
u
t
Cu(t) Vu(t)
r = 0 −u
t
r
The following lemma illustrates that we can foliate Vb(T ) by (Σ
b
s)0≤s<T or (Cu(T ))u<b and will be used
several times during this article.
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Lemma 2.2. Let T > 0, b ∈ R and g ∈ L1(Vb(T )). Then∫
Vb(T )
gdVb(T ) =
∫ T
0
∫
Σ
b
s
gdxds =
∫ b
u=−∞
∫
Cu(T )
gdCu(T )
du√
2
.
We will use the second foliation in order to take advantage of decay in the t−r direction as ‖τ−1− ‖L∞(Cu(t)) =
(1 + u2)−
1
2 whereas ‖τ−1− ‖L∞(Σbs) = 1.
2.3 The commutation vector fields
The aim of this subsection is to introduce the commutation vector fields for the Maxwell equations, those
for the relativistic transport operator and certain of their basic properties. Let P be the generators of the
PoincarÃľ algebra, i.e. the set containing
• the translations ∂µ := ∂xµ , 0 ≤ µ ≤ 3.
• the rotations Ωij = xi∂j − xj∂i, 1 ≤ i < j ≤ 3.
• the Lorentz boosts Ω0k = t∂k + xk∂t, 1 ≤ k ≤ 3.
Let also O := {Ω12, Ω13, Ω23} be the set of the rotational vector fields and K := P∪{S}, where S = xµ∂µ is
the scaling vector field. We will use the vector fields of K for commuting the Maxwell equations. To commute
the operator T = vµ∂µ, we will rather use the complete lifts of the vector fields of P.
Definition 2.3. Let V be a vector field of the form V β∂β. Then, the complete lift V̂ of V is defined by
V̂ = V β∂β + v
γ ∂V
i
∂xγ
∂vi .
Consequently, for all µ ∈ J0, 3K, 1 ≤ i < j ≤ 3 and k ∈ J1, 3K,
∂̂µ = ∂µ, Ω̂ij = x
i∂j − xj∂i + vi∂vj − vj∂vi and Ω̂0k = t∂k + xk∂t + v0∂vk .
Since [T, Ẑ] = 0 for all Z ∈ P and [T, S] = T, we consider, as [8], the following set
P̂0 := {Ẑ / Z ∈ P} ∪ {S}.
For simplicity, we denote by Ẑ an arbitrary vector field of P̂0, even if S is not a complete lift. Note that the
vectorial space generated by each of these sets is an algebra. More precisely, if L is either K, P or O, then for
all (Z1, Z2) ∈ L2, [Z1, Z2] is a linear combination of vector fields of L. We also consider an ordering on each
of the sets O, P, K and P̂0, such that, if P = {Zi/ 1 ≤ i ≤ |P|}, then K = {Zi/ 1 ≤ i ≤ |K|}, with Z |K| = S,
and
P̂0 =
{
Ẑi/ 1 ≤ i ≤ |P̂0|
}
, with
(
Ẑi
)
1≤i≤|P|
=
(
Ẑi
)
1≤i≤|P|
and Ẑ |P̂0| = S.
If L denotes O, P, K or P̂0, and β ∈ {1, ..., |L|}q, with q ∈ N∗, we will denote the differential operator
V β1 ...V βr ∈ L|β| by V β . For a vector field X , we denote by LX the Lie derivative with respect to X and if
Zγ ∈ Kq, we will write LZγ for LZγ1 ...LZγq . We denote moreover the number of translations composing V β
by βT and the number of homogeneous vector fields by βP , so that |β| = βT + βP .
Let us recall, by the following classical result, that the derivatives tangential to the cone behave better
than others.
Lemma 2.4. The following relations hold,
(t− r)L = S − x
i
r
Ω0i, (t+ r)L = S +
xi
r
Ω0i and reA =
∑
1≤i<j≤3
Ci,jA Ωij ,
where the Ci,jA are uniformly bounded and depend only on spherical variables. Similarly, we have
(t− r)∂t = t
t+ r
S − x
i
t+ r
Ω0i and (t− r)∂i = t
t+ r
Ω0i − x
i
t+ r
S − x
j
t+ r
Ωij .
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We introduce now the notation ∇vg := (0, ∂v1g, ∂v2g, ∂v3g), so that (1) can be rewritten
TF (f) := v
µ∂µf + F (v,∇vf) = 0.
In order to commute the Vlasov-Maxwell system, we recall the following result (see Lemma 2.8 of [3] for
a proof) where the Kronecker symbol is extended to vector fields, i.e. δX,Y = 1 if X = Y and δX,Y = 0
otherwise.
Lemma 2.5. Let G be a 2-form and g a function both sufficiently regular. Then, for all Ẑ ∈ P̂0,
Ẑ (G (v,∇vg)) = LZ(G) (v,∇vg) +G
(
v,∇vẐg
)
− 2δẐ,SG (v,∇vg) .
If G and g satisfy ∇µGµν = J(g)ν and ∇µ∗Gµν = 0, then
∀Z ∈ K, ∇µLZ(G)µν = J(Ẑg)ν + 3δZ,SJ(g)ν and ∇µ∗LZ(G)µν = 0.
We then deduce the form of the source terms of the commuted Vlasov-Maxwell equations.
Proposition 2.6. Let (f, F ) be a sufficiently regular solution to the VM system (1)-(3) and Zκ ∈ K|κ|.
There exists integers nκγ,β and m
κ
ξ such that
[TF , Ẑ
κ](f) = TF
(
Ẑκf
)
=
∑
|γ|+|β|≤|κ|
|β|≤|κ|−1
nκγ,βLZγ (F )
(
v,∇vẐβ(f)
)
,
∇µLZκ(F )µν =
∑
|ξ|≤|κ|
mκξJ
(
Ẑξf
)
ν
,
∇µ∗LZκ(F )µν = 0.
Moreover, the number of homogeneous vector fields βP of Ẑβ satisfies the following condition.
• Either βP < κP
• or βP = κP and γT ≥ 1.
Note that the structure of the non-linearity F (v,∇vf) as well as the one of J(f) is preserved by commu-
tation, which reflects the null properties of the system. This is crucial for us since, as mentioned earlier,
if the source terms of the Vlasov equation (respectively the Maxwell equations) behaved as v0|F ||∂vf | (re-
spectively
∫
v
|f |dv), we would not be able to close the energy estimates for the Vlasov field (respectively the
electromagnetic field).
Remark 2.7. Let us explain why we count the number of the homogeneous vector fields in the source terms
of the Vlasov equation. As ∂vf ∼ τ+∂t,xf + Ẑf , the decay rate of the solutions will not be strong enough
for us to close the energy estimates without using a hierarchy on the derivatives of f . If γT ≥ 1, Lemma
2.4 will give us an extra decay in the u direction. Otherwise, the worst source terms to control in order to
bound ‖Ẑκf‖L1x,v will only involve Ẑβf , with βP < κP , making, in some sens, the system constituted by the
commuted Vlasov equations triangular.
2.4 The null components of the velocity vector and the weights preserved by T
We denote by (vL, vL, ve1 , ve2 ) the null components of the velocity vector v, so that
v = vLL+ vLL+ veAeA, v
L =
v0 + vr
2
and vL =
v0 − vr
2
.
If there is no ambiguity, we will write vA for veA . Let k1 and z be defined as
k1 :=
{
vµ
v0
/
0 ≤ µ ≤ 3
}
∪
{
zµν
/
µ 6= ν
}
, where zµν := xµ
vν
v0
− xν v
µ
v0
, and z2 :=
∑
w∈k1
w2.
Because of regularity issues, we will rather work with z than with the elements of k1. We point out that,
since 1 ∈ k1, |v
µ|
v0 ≤ 1 and |zµν | ≤ 2(t+ r), we have
1 . z . τ+. (12)
Two fundamental properties of these weights is that they are preserved by the flow of T and by the action
of P̂0.
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Lemma 2.8. For all Ẑ ∈ P̂0 and a ∈ R, we have
T(z) = 0 and
∣∣∣Ẑ(za)∣∣∣ . |a|za.
Proof. Let w ∈ k1. By straightforward computations, one can prove that
T(w) = 0 and Ẑ(v0w) ∈ v0k1 ∪ {0}, so that
∣∣∣Ẑ(w)∣∣∣ . ∑
w0∈k1
|w0|.
Indeed, considering for instance tv1 − x1v0, x1v2 − x2v1, Ω̂12 and S, we have
Ω̂12(tv
1 − x1v0) = −tv2 + x2v0, Ω̂12(x1v2 − x2v1) = 0,
S(tv1 − x1v0) = tv1 − x1v0 and S(x1v2 − x2v1) = x1v2 − x2v1.
Then,
T(z) =
∑
w∈k1
w
z
T(w) = 0 and
∣∣∣Ẑ(za)∣∣∣ = ∣∣∣∣∣aza−1 ∑
w∈k1
w
z
Ẑ(w)
∣∣∣∣∣ . |a|za−1 ∑
w0∈k1
|w0| . |a|za.

Recall that if k0 := k1 ∪ {xµvµ}, then τ−vL + τ+vL .
∑
w∈k0
|w|. Unfortunately, the weight xµvµ is not
preserved by7 T so we will not be able to take advantage of this inequality during this paper. In the following
lemma, which reflects the good behavior of the components vL and vA of the velocity vector, we prove a
similar inequality specific to the exterior of the light cone and adapted to the study of massive particles.
Lemma 2.9. We have, for all |x| ≥ t,
1 ≤ 4v0vL, |vA| .
√
v0vL and τ− + (1 + r)
vL
v0
+ (1 + r)
|vA|
v0
. z.
This implies in particular |vA| . v0vL.
Proof. Note first that 4r2vLvL ≥ r2 + ∑k<l |v0zkl|2. Indeed, as we study massive particles, we have
v0 =
√
1 + |v|2, so that
4r2vLvL = (rv0)2 − (xivi)2 = r2 + 3∑
i=1
(r2 − |xi|2)|vi|2 − 2
∑
1≤k<l≤3
xkxlvkvl,
∑
1≤k<l≤3
|v0zkl|2 =
∑
1≤k<l≤3
|xk|2|vl|2 + |xl|2|vk|2 − 2xkxlvkvl =
3∑
i=1
∑
j 6=i
|xj |2|vi|2 − 2
∑
1≤k<l≤n
xkxlvkvl.
The first inequality then comes from vL ≤ v0. The second one and (1 + r) |vA |v0 . z then ensue from rvA =
v0Ci,jA zij , where C
i,j
A are bounded functions depending only on the spherical variables such as reA = C
i,j
A Ωij .
The last part of the third inequality is specific to the exterior of the light cone. Recall that xi − t viv0 ∈ k1.
Then, τ− . z follows from 1 ≤ z (see (12)) and
(r − t) ≤ r − t |v|
v0
≤
∣∣∣x− t v
v0
∣∣∣ ≤ 3∑
i=1
∣∣∣∣xi − t viv0
∣∣∣∣ = 3∑
i=1
|z0i| ≤ z. (13)
Finally, remark first that vL ≤ v0, which treats the case |x| ≤ 1. If |x| ≥ max(t, 1), note that
2rvL = rv0 − rx
i
r
vi = rv
0 + (t− r)x
i
r
vi − x
i
r
v0
(
t
vi
v0
− xi
)
− rv0 = (t− r)vi x
i
r
− v0x
i
r
z0i and use (13).

Remark 2.10. In the cases where no extra decay can be obtained from the electromagnetic field, i.e. when
γT = 0 (see Remark 2.7), the hierarchies in the commuted Vlasov equation and a well-choosen energy norm
will allow us to gain decay from Lemma 2.9.
7Note however that xµvµ is preserved by the massless relativistic transport operator |v|∂t + vi∂i.
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2.5 The null decomposition of the electromagnetic field
In order to capture its geometric properties, the electromagnetic field will be represented all along this paper
by a 2-form. Let G be a 2-form defined on [0, T [×R3x. Its Hodge dual ∗G is the 2-form given by
∗Gµν =
1
2
Gλσελσµν ,
where ε is the Levi-Civita symbol, and its energy-momentum tensor is
T [G]µν := GµβGν
β − 1
4
ηµνGρσG
ρσ.
Note that T [G]µν is symmetric, i.e. T [G]µν = T [G]νµ. The null decomposition of G, (α(G), α(G), ρ(G), σ(G)),
introduced by [4], is defined by
αA(G) = GAL, αA(G) = GAL, ρ(G) =
1
2
GLL and σ(G) = Ge1e2 ,
so that the null components of T [G] are then given by
T [G]LL = |α(G)|2, T [G]LL = |α(G)|2 and T [G]LL = |ρ(G)|2 + |σ(G)|2. (14)
For a proof of the following classical results, we refer to Section 3 of [4] or to Subsection 2.3 of [3].
Lemma 2.11. Let G be a 2-form and J be a 1-form both sufficiently regular and such that
∇µGµν = Jν
∇µ∗Gµν = 0.
Then, ∇µT [G]µν = GνλJλ and, denoting by (α, α, ρ, σ) the null decomposition of G,
∇Lρ− 2
r
ρ+ /∇A(α)A = JL, (15)
∇Lσ − 2
r
σ + εAB /∇A(α)B = 0, (16)
∇L(α)A −∇L(α)A + 2 /∇eAρ−
1
r
αA − 1
r
αA = 0. (17)
Proof. As the equation (17) is less classical, we give its proof here. Recall that ∇µ∗Gµν = 0 implies the
tensorial equation ∇[λGµν] = 0 (see for instance Subsection 2.3 of [3] for a proof). Taking the (L,L,A)
component of this equation, we get, as ∇LL = ∇LL = 0 and ∇eAL = −∇eAL = 1r eA,
∇[LGLA] = 0 ⇔ ∇L(G)(L, eA) +∇L(G)(eA, L) +∇eA(G)(L,L) = 0
⇔ −∇L(α)(eA) +∇L(α)(eA) + 2∇eAρ−G(∇eAL,L)−G(L,∇eAL) = 0
⇔ −∇L(α)(eA) +∇L(α)(eA) + 2 /∇eAρ−
1
r
α(eA)− 1
r
α(eA) = 0,
which implies (17). 
3 Energy and pointwise decay estimates
We recall here classical energy estimates for both the Vlasov field and the electromagnetic field and how
obtain pointwise decay estimates from them. For all this section, we define T > 0 and b ≤ −1. The energies
defined below are adapted to the study of the Vlasov-Maxwell system in the exterior of the light cone u ≥ b.
3.1 Estimates for velocity averages
For the Vlasov field, we will use the following approximate conservation law.
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Proposition 3.1. Let H : Vb(T )× R3v → R and g0 : Σ
b
0 × R3v → R be two sufficiently regular functions and
F a sufficiently regular 2-form. Then, g, the unique classical solution of
TF (g) = H
g(0, ., .) = g0,
satisfies, for all t ∈ [0, T [, the following estimates,∥∥∥∥∫
v∈R3
|g|dv
∥∥∥∥
L1(Σ
b
t)
+ sup
u<b
∥∥∥∥∫
v∈R3
vL
v0
|g|dv
∥∥∥∥
L1(Cu(t))
≤ 2
∥∥∥∥∫
v∈R3
|g0|dv
∥∥∥∥
L1(Σ
b
0)
+ 2
∫ t
0
∫
Σ
b
s
∫
v∈R3
|H |dv
v0
dxds.
Proof. As T(|g|) = g|g|H − g|g|F (v,∇vg) and since F is a 2-form, integration by parts in v gives us
∂µ
∫
v
|g|v
µ
v0
dv =
∫
v
(
g
|g|
H
v0
− g|g|F
( v
v0
,∇vg
))
dv =
∫
v
(
g
|g|
H
v0
− v
jvi
(v0)3
Fji|g|
)
dv =
∫
v
g
|g|H
dv
v0
. (18)
Apply now the divergence theorem to
∫
v
|g| vµv0 dv in the region Vu(t), for u < b, in order to get∫
Σ
u
t
∫
v
|g|dvdx+
√
2
∫
Cu(t)
∫
v
vL
v0
|g|dvdCu(t) =
∫
Σ
u
0
∫
v
|g|dvdx+
∫ t
0
∫
Σ
u
s
∫
v
g
|g|H
dv
v0
dxds.
We then deduce that∫
Σ
b
t
∫
v
|g|dvdx = sup
u<b
∫
Σ
u
t
∫
v
|g|dvdx ≤
∫
Σ
b
0
∫
v
|g|dvdx +
∫ t
0
∫
Σ
b
s
∫
v
|H |dv
v0
dxds,
sup
u<b
∫
Cu(t)
∫
v
vL
v0
|g|dvdCu(t) ≤
∫
Σ
b
0
∫
v
|g|dvdx +
∫ t
0
∫
Σ
b
s
∫
v
|H |dv
v0
dxds,
which allows us to conclude the proof. 
In view of Remarks 2.7-2.10 and the previous proposition, we then define hierarchised energy norms. For
(Q, λ) ∈ N× [0, 12 ] and q ∈ [Q,+∞[, let
Eb[g](t) :=
∥∥∥∥∫
v∈R3
|g|dv
∥∥∥∥
L1(Σ
b
t)
+ sup
u<b
∥∥∥∥∫
v∈R3
vL
v0
|g|dv
∥∥∥∥
L1(Cu(t))
, (19)
E
q,η
Q,b[g](t) :=
∑
0≤j≤Q
∑
Ẑβ∈P̂j0
Eb[
√
z
q−(1+2η)βP
Ẑβg](t). (20)
Remark 3.2. As z ≥ 1 by (12), we have E[√zaẐβg](t) ≤ Eq,ηQ,b[g](t) for all 0 ≤ a ≤ q − (1 + 2η)βP .
The remainder of this subsection is devoted to the proof of a Klainerman-Sobolev type inequality. The
constants hidden by . will here depend on |a|. We start with a commutation property between the vector
fields of K and the averaging in v.
Lemma 3.3. Let g : Vb(T ) × R3v → R be a sufficiently regular function and a ∈ R. We have, almost
everywhere,
∀Z ∈ K,
∣∣∣∣Z (∫
v∈R3
za|g|dv
)∣∣∣∣ . ∫
v∈R3
za|g|dv +
∫
v∈R3
za|Ẑg|dv.
Proof. Consider for instance the case where Z = Ω01 = t∂1 + x1∂t. We have, almost everywhere,∣∣∣∣Z (∫
v∈R3
|zag|dv
)∣∣∣∣ = ∣∣∣∣∫
v∈R3
Ω̂01 (|zag|) dv −
∫
v∈R3
v0∂v1 (|zag|)dv
∣∣∣∣
=
∣∣∣∣∫
v∈R3
zag
|zag| Ω̂01 (z
ag) dv +
∫
v∈R3
v1
v0
|zag|dv
∣∣∣∣
≤
∫
v∈R3
∣∣∣Ω̂01 (zag)∣∣∣ dv + ∫
v
|zag| dv.
It then remains to use |Ω̂01 (za) | . |a|za. 
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Before presenting the Klainerman-Sobolev inequality used in this article, we prove the following estimate.
Lemma 3.4. Let h : S2 × R3v → R be a sufficiently regular function and a ∈ R. Then,
∀ω ∈ S2,
∫
v∈R3
za|h|(ω, v)dv .
∑
0≤j≤2
∑
Ωβ∈Oj
∥∥∥∥∫
v∈R3
za
∣∣∣Ω̂βh∣∣∣ dv∥∥∥∥
L1(S2)
.
Proof. Let ω ∈ S2 and (θ, ϕ) a local coordinate map in a neighborhood of w. By the symmetry of the
sphere we can suppose that θ and ϕ take their values in an interval of a size independent of ω. Using a one
dimensional Sobolev inequality, that |∂θu| .
∑
Ω∈O |Ωu| and Lemma 3.3, we have,∫
v
za|h|(ω1, ω2, v)dv .
∫
θ
∣∣∣∣∫
v
za|h|(θ, ω2, v)dv
∣∣∣∣ + ∣∣∣∣∂θ ∫
v
za|h|(θ, ω2, v)dv
∣∣∣∣ dθ
.
∫
θ
∫
v
za|h|(θ, ω2, v)dvdθ +
∑
Ω∈O
∫
θ
∫
v
za|Ω̂h|(θ, ω2, v)dvdθ.
Doing the same for the second spherical variable of
∫
v z
a|Ω̂βh|(θ, ω2, v)dv, we obtain the result. 
Proposition 3.5. Let g : Vb(T )× R3v → R be a sufficiently regular function and a ∈ R. Then,
∀ (t, x) ∈ Vb(T ),
∫
v∈R3
za|g|(t, x, v)dv . 1
τ2+τ−
∑
0≤j≤3
∑
Ẑβ∈P̂j0
∫
|y|≥|x|
∫
v∈R3
za
∣∣∣Ẑβg∣∣∣ dvdx.
Proof. Let (t, x) = (t, |x|ω) ∈ Vb(T ). One has, using successively Lemmas 2.4 and 3.3,
|x|2τ−
∫
v
za|g|(t, |x|ω, v)dv = −|x|2
∫ +∞
r=|x|
∂r
(
τ−
∫
v
za|g|(t, rω, v)dv
)
dr
. |x|2
∑
Z∈K
∫ +∞
r=|x|
(∫
v
za|g|(t, rω, v)dv + Z
(∫
v
za|g|(t, rω, v)dv
))
dr
.
∫ +∞
r=|x|
∫
v
za|g|(t, rω, v)dvr2dr +
∑
Ẑ∈P̂0
∫ +∞
r=|x|
∫
v
za|Ẑκg|(t, rω, v)dvr2dr. (21)
It then remains to apply the previous lemma and to recall that τ+ . r in Vb(T ). 
We can improve the decay rate in the u direction if we pay the price in terms of weights in v0 and z. The
decay in u can be improved without any loss in v0. More precisely, by Lemma 2.9, we have |v0|−2 . vLv0 . z1+r
and 1 . zτ− , so that, for any (k, q) ∈ R2+,
∀ (t, x) ∈ Vb(T ),
∫
v∈R3
|g|(t, x, v) dv
(v0)2k
.
1
τk+τ
q
−
∫
v∈R3
zk+q|g|(t, x, v)dv (22)
.
1
τ2+k+ τ
q+1
−
∑
0≤j≤3
∑
Ẑβ∈P̂j0
∥∥∥∥∫
v∈R3
zk+q
∣∣∣Ẑβg∣∣∣ dv∥∥∥∥
L1(Σ
b
t)
.(23)
Note that one can deduce the estimate (6) from this inequality and Proposition 3.1.
3.2 Improved decay estimates for velocity averages in the exterior of the light
cone
As mentionned during the introduction, the problem of the Klainerman-Sobolev inequality of Proposition
3.5, applied with a = 0, is that it does not provide a sharp pointwise decay estimate on
∫
R3v
|g| dv(v0)2 near the
light cone, for g a smooth solution to the free relativistic massive transport equation vµ∂µ(g) = 0. The aim
of this section is to prove the following functional inequalities.
Proposition 3.6. Let u ≤ 0 and f : Vu(T )× R3v → R be a sufficiently regular function such that∑
|β|≤3
∫
Σ
u
0
∫
R3v
∣∣∣Ẑβf ∣∣∣ dvdx < +∞.
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Then, for all (t, x) ∈ Vu(T ),∫
R3v
|f |(t, x, v) dv
(v0)2
.
1
(1 + t+ r)3
∑
|β|≤4
(∫
Σ
u
0
∫
R3v
∣∣∣Ẑβf ∣∣∣ dvdx + ∫ t
0
∫
Σ
u
s
∫
R3v
∣∣∣TF (Ẑβf)∣∣∣ dv
v0
dxds
)
. (24)
Moreover, if f is also defined and regular on [0, T [×R3x × R3v, we have, for all (t, x) ∈ [0, T [×R3x,∫
R3v
|f |(t, x, v) dv
(v0)2
.
1
(1 + t+ r)3
∑
|β|≤4
(∫
R3x
∫
R3v
∣∣∣Ẑβf ∣∣∣ (0, x, v)dvdx + ∫ t
0
∫
{s}×R3x
∫
R3v
∣∣∣TF (Ẑβf)∣∣∣ dv
v0
dxds
)
.
This improves in particular Theorem 5.1 of [1], where
∫
R3v
|f |(t, x, v) dv(v0)2 is estimated by norms with an
additional weight z.
Remark 3.7. Our estimate requires more regularity on f than a standard L∞ − L1 Sobolev-type inequality.
To understand why, we refer to Remark 3.8 below. Note that Georgiev proved in [9] a similar estimate for the
solutions of the Klein-Gordon equation −∂2t φ+∆φ = G which also requires to loose one derivative. Indeed,
the solution φ is controled pointwise by certain L2 norms of derivatives of G up to third order.
We point out that, for the interior region |x| ≤ t, the second estimate of the proposition is given by the proof
of Theorem 5.1 (the weight z was only used in order to deal with the exterior of the light cone |x| > t). The
remainder of this subsection is then devoted to the proof of (24). In order to lighten the notation, we do it
for u = 0 but one can check that the proof could be adapted, without any additional argument, to the cases
u < 0. The strategy consists in splitting V0(T ) into three parts.
1. The bounded subset t < |x| ≤ 2. Here, we use a standard Sobolev inequality for velocity averages but
since we want the domain of integration to be included in V0(T ), we need to be careful. For this, we
denote by εi the sign of xi, for any i ∈ J1, 3K and we remark that
{t} ×
∏
1≤i≤3
] min(εi∞, xi),min(xi, εi∞)[ ⊂ V0(T ).
Hence, applying successively three times the fundamental theorem of calculus and the inequality
|∂i(|h|)| ≤ |∂ih|, which holds for all sufficiently regular function h, we have∫
R3v
|f |(t, x, v)dv = −
∫ ε1∞
y1=x1
∂y1
∫
R3v
|f |(t, y1, x2, x3, v)dvdy1 ≤
∣∣∣∣∣
∫ ε1∞
y1=x1
∫
R3v
|∂1f |(t, y1, x2, x3, v)dvdy1
∣∣∣∣∣
≤
∣∣∣∣∣
∫ ε2∞
y2=x2
∫ ε1∞
y1=x1
∫
R3v
|∂2∂1f |(t, y1, y2, x3, v)dvdy1dy2
∣∣∣∣∣
≤
∣∣∣∣∣
∫ ε3∞
y3=x3
∫ ε2∞
y2=x2
∫ ε1∞
y1=x1
∫
R3v
|∂3∂2∂1f |(t, y, v)dvdy1dy2dy3
∣∣∣∣∣ ≤
∫
Σ
0
t
∫
R3v
|∂3∂2∂1f |dvdx.
It then remains to apply the energy inequality of Proposition 3.1 to ∂3∂2∂1f .
2. The region |x| ≥ max(2, 2t), on which τ+ ≤ 10τ−, so that the result is implied by the Klainerman-
Sobolev inequality of Proposition 3.5 and Proposition 3.1.
3. The subset of V0(T ) where min(2, t) < |x| ≤ 2t, on which a further analysis is required. The decay
rate |x|−3 will be obtained through a Sobolev inequality on Ha(t), defined in (26) below and which is
a piece of the hyperboloid r2 − s2 = a2. Hence, the second step consists in controlling the L1 norm of∫
R3v
|Ẑβf |dv onHa(t). To that end, we apply the divergence theorem to
∫
R3v
|Ẑβf | vµv0 dv in a well-choosen
domain Da(t) ⊂ V0(T ). More precisely, with a :=
√
|x|2 − t2 and q := 12 t−
√
a2 + 14 t
2, we define
Da(t) :=
{
(s, x) ∈ V0(T ) / s ≤ t
2
, s− |x| ≤ q
}
∪
{
(s, x) ∈ V0(T ) / t
2
≤ s ≤ t, |x|2 − s2 ≥ a2
}
(25)
and we observe that the boundary of Da(t) is constituted by
Σ
q
0, Σ
t−|x|
t , Cq
(
t
2
)
, Ha(t) :=
{
(s, x) ∈ V0(T ) / t
2
≤ s ≤ t, |x|2 − s2 = a2
}
. (26)
16
Da(t)
Cq(
t
2 )
Ha(t)
Σ
t−|x|
t
t
a
t
2
t = 0
r = 0
The set Da(T ) and its boundary
Remark 3.8. Note that the reason why we do not include in Ha(t) the part of the hyperboloid contained
in {(s, x) ∈ V0(T ) / s ≤ t2} is technical and will appear in (33) below. It will permit us to circumvent
a difficulty, related to the fact that the outward unit normal vector to Ha(t) is spacelike, by loosing
regularity. Let us mention that we do not have to deal with such a problem for the region |x|2 ≤ t ≤ |x|
(see Section 5 of [1] and in particular Lemma 5.7).
We will obtain the pointwise decay estimate in the region min(2, t) < |x| ≤ 2t from the following Sobolev
inequality on a hyperboloid.
Lemma 3.9. Let g : V0(T ) × R3v → R be a sufficiently regular function. Then, there exists an absolute
constant C > 0 such that, for all (t, x) ∈ V0(T ) satisfying |x| ≤ 2t,∫
R3v
|g|(t, x, v)dv ≤ C|x|3
∑
|β|≤3
∫
√
a2+ 14 t
2≤|y|≤|x|
∫
R3v
∣∣∣Ẑβg∣∣∣ (√|y|2 − a2, y, v) dvdy, a :=√|x|2 − t2.
We point out that since (t, x) ∈ V0(T ), |x| 6= 0.
Proof. Let (t, x) = (t, |x|ω) ∈ V0(T ) such that |x| ≤ 2t and introduce
h : r 7→
∫
R3v
|g|
(√
r2 − a2, rω, v
)
dv, a2 = |x|2 − t2.
It will be convenient to consider c :=
∣∣ 15
16
∣∣ 12 < 1, which satisfies, as |x| ≤ 2t,
c2|x|2 = a2 + t2 − |x|
2
16
≥ a2 + t
2
4
, (27)
so that h is well defined on [c|x|,+∞[. Applying a one-dimensional Sobolev inequality to the function
s 7→ h(|x|s) and then making the change of variable r = |x|s, we obtain∫
R3v
|g|(t, x, v)dv = h(|x|) .
∫ 1
s=c
|h|(|x|s)ds +
∫ 1
s=c
|x||∂r(h)|(|x|s)ds
=
1
|x|
∫ |x|
r=c|x|
|h|(r)dr + 1|x|
∫ |x|
c|x|
|x||∂r(h)|(r)dr.
Since |x| ≤ rc on the domain of integration of the two integrals on the right hand side of the previous
inequality, we get∫
R3v
|g|(t, x, v)dv . 1|x|3
∫ |x|
r=c|x|
|h|(r)r2dr + 1|x|3
∫ |x|
r=c|x|
|r∂r(h)|(r)r2dr. (28)
Note now that, with Ω0r = r∂t + t∂r,
r∂r(h)(r) =
∫
R3v
r2√
r2 − a2 ∂t(|g|)
(√
r2 − a2, rω, v
)
dv +
∫
R3v
r∂r(|g|)
(√
r2 − a2, rω, v
)
dv
=
r√
r2 − a2
∫
R3v
Ω0r(|g|)
(√
r2 − a2, rω, v
)
dv.
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Consequently, using that Ω0r = x
i
r Ω0i and applying Lemma 3.3,
|r∂r(h)(r)| . r√
r2 − a2
∣∣∣∣∣xir
∫
R3v
Ω0i(|g|)
(√
r2 − a2, rω, v
)
dv
∣∣∣∣∣
.
r√
r2 − a2
∑
|β|≤1
∫
R3v
|Ẑβg|
(√
r2 − a2, rω, v
)
dv. (29)
Since |x| ≤ 2t, one has, using (27),
∀ r ∈ [c|x|, |x|], r√
r2 − a2 ≤
2t√
c2|x|2 − a2 ≤ 4. (30)
Combining first (28) with (29)-(30) and then using again (27), we obtain∫
R3v
|g|(t, x, v)dv . 1|x|3
∑
|β|≤1
∫ |x|
r=c|x|
∫
R3v
∣∣∣Ẑβg∣∣∣ (√r2 − a2, rω, v) dvr2dr
≤ 1|x|3
∑
|β|≤1
∫ |x|
r=
√
a2+ 14 t
2
∫
R3v
∣∣∣Ẑβg∣∣∣ (√r2 − a2, rω, v) dvr2dr.
The result then follows from this inequality and from∫
R3v
∣∣∣Ẑβg∣∣∣ (√r2 − a2, rω, v) dv . ∑
|ξ|≤2
∫
θ∈S2
∣∣∣Ω̂ξẐβg∣∣∣ (√r2 − a2, rθ, v) dvdS2,
where Ω̂ξ ∈ {Ω̂12, Ω̂13, Ω̂23}|ξ|. To prove this last estimate, apply Lemma 3.4 to the function j : (θ, v) 7→
k(rθ, v), where k(rθ, v) := Ẑβf
(√
r2 − a2, rθ, v) and remark that, as Ω̂ij(r) = 0 and since Ω̂ij are homoge-
neous vector field,
Ω̂ξ(j)(θ, v) = Ω̂ξ(k)(rθ, v) = Ω̂ξ
(
Ẑβf
)(√
r2 − a2, rθ, v
)
.

We are led to prove the following energy inequality.
Lemma 3.10. Let g : V0(T )×R3v → R be a sufficiently regular function and (t, x) ∈ V0(t) such that |x| ≤ 2t.
Then, with a =
√
|x|2 − t2, we have∫
√
a2+ 14 t
2≤|y|≤|x|
∫
R3v
|g|
(√
|y|2 − a2, y, v
) dv
(v0)2
dy .
∑
|β|≤1
∫
Σ
0
0
∫
R3v
|Ẑβg|dxdv
+
∑
|β|≤1
∫ t
0
∫
Σ
0
s
∫
R3v
∣∣∣TF (Ẑβg)∣∣∣ dv
v0
dxds.
Proof. Recall from (18) that ∂µ
∫
v |g| v
µ
v0 dv =
∫
v TF (g)
g
|g|dv. Applying the euclidian divergence theorem to∫
v |g| v
µ
v0 dv in the domain Da(t) defined in (25) and which boundary is given in (26), we get∫
Cq(
t
2 )
∫
R3v
vL
v0
|g|dvdCu( t
2
) +
∫
Ha(t)
∫
R3v
|g|v · n
v0
dvdHa(t) +
∫
Σ
t−|x|
t
∫
R3v
|g|dvdx −
∫
Σ
q
0
∫
R3v
|g|dvdx
=
∫
Da(t)
∫
R3v
g
|g|TF (g)dvdDa(t),
where n is the outward pointing normal unit vector field to Ha(t) and dHa(t) (respectively dDa(t)) are the
volume form on Ha(t) (respectively Da(t)). If Ha(t) is parmeterized by y 7→ (
√
|y|2 − a2, y), we have, with
I3 = diag(1, 1, 1) and denoting by ty the transpose of y,
n =
1√
2|y|2 − a2 (
√
|y|2 − a2,−y), dHa(t) =
√√√√det(I3 + 1√|y|2 − a2 tyy
)
=
√
2|y|2 − a2√
|y|2 − a2 .
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Since ∫
Cq(
t
2 )
∫
R3v
vL
v0
|g|dv ≥ 0,
∫
Σ
t−|x|
t
∫
R3v
|g|dvdx ≥ 0,
we obtain∫
√
a2+ 14 t
2≤|y|≤|x|
∫
R3v
|g|
(√
|y|2 − a2, y, v
) √|y|2 − a2v0 − yivi√
|y|2 − a2v0 dvdy
≤
∫
Σ
q
0
∫
R3v
|g|dvdx+
∫
Da(t)
∫
R3v
|TF (g)|dvdDa(t).
The problem here is that the integrand in the left hand side of the previous inequality is not nonnegative.
Then, observe that, for s =
√
|y|2 − a2 and since v0 =
√
1 + |v|2,
sv0 − yivi ≥ sv0 − |y||v| = (s− |y|)v0 + |y|(v0 − |v|) = (s− |y|)v0 + |y| (v
0)2 − |v|2
v0 + |v| ≥ (s− |y|)v
0 +
|y|
2v0
.
Consequently, using also Da(t) ⊂ V0(t), Σq0 ⊂ Σ
0
0 and introducing the notation s(|y|) :=
√
|y|2 − a2, we get∫
√
a2+ 14 t
2≤|y|≤|x|
∫
R3v
|g| (s(|y|), y, v) |y|
s(|y|)
dv
(v0)2
dy ≤ 2
∫
√
a2+ 14 t
2≤|y|≤|x|
|y| − s(|y|)
s(|y|)
∫
R3v
|g| (s(|y|), y, v) dvdy
2
∫
Σ
0
0
∫
R3v
|g|dvdx+ 2
∫ t
0
∫
Σ
0
s
∫
R3v
|TF (g)|dvdxds. (31)
Since √
a2 +
1
4
t2 ≤ |y| ≤ |x| ⇒ |y|
s(|y|) =
|y|√
|y|2 − a2 ≥
√
a2 + 14 t
2√
|x|2 − a2 ≥
1
2
,
we have∫
√
a2+ 14 t
2≤|y|≤|x|
∫
R3v
|g| (s(|y|), y, v) |y|
s(|y|)
dv
(v0)2
dy ≥ 1
2
∫
√
a2+ 14 t
2≤|y|≤|x|
∫
R3v
|g|
(√
|y|2 − a2, y, v
) dv
(v0)2
dy.
(32)
Now, as 1s(|y|) ≤ 2t if |y| ≥
√
a2 + 14 t
2, one gets∫
√
a2+ 14 t
2≤|y|≤|x|
|y| − s(|y|)
s(|y|)
∫
R3v
|g| (s(|y|), y, v) dvdy
≤ 2
t
∫
√
a2+ 14 t
2≤r≤|x|
r2 (r − s(r))
∫
ω∈S2
∫
R3v
|g| (s(r), rω, v) dvdS2dr. (33)
Applying the inequality (21) to the function (s, y, v) 7→ g (s, |y|ω, v), we then obtain∫
√
a2+ 14 t
2≤|y|≤|x|
|y| − s(|y|)
s(|y|)
∫
R3v
|g| (s(|y|), y, v) dvdy . 1
t
∑
|β|≤1
∫
√
a2+ 14 t
2≤r≤|x|
∥∥∥∥∥
∫
R3v
∣∣∣Ẑβg∣∣∣ dv∥∥∥∥∥
L1(Σ
0
s(r))
dr.
Note now that, using |x| ≤ 2t and the energy inequality of Proposition 3.1,
1
t
∫
√
a2+ 14 t
2≤r≤|x|
∥∥∥∥∥
∫
R3v
∣∣∣Ẑβg∣∣∣ dv∥∥∥∥∥
L1(Σ
0
s(r))
dr ≤ |x|
t
sup
a≤r≤|x|
∥∥∥∥∥
∫
R3v
∣∣∣Ẑβg∣∣∣ dv∥∥∥∥∥
L1(Σ
0
s(r))
.
∥∥∥∥∥
∫
R3v
∣∣∣Ẑβg∣∣∣ dv∥∥∥∥∥
L1(Σ
0
0)
+
∫
0
∫
Σ
0
s
∫
R3v
∣∣∣TF (Ẑβg)∣∣∣ dv
v0
dyds.
The result then follows from (31), (32) and the last two inequalities. 
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The estimate (24) in the region min(2, t) < |x| ≤ 2t then ensues from Lemmas 3.9 and 3.10, applied respec-
tively to f and to Ẑξf for all |ξ| ≤ 3. This concludes the proof of Proposition 3.6.
Adapting Lemmas 3.9 and 3.10 to norms carrying weights in8 z and applying (22) to 1|v0|2 f , one can prove
the following estimate.
Proposition 3.11. Let u ≤ 0, (k, q) ∈ R2+ and f : Vu(T )× R3v → R be a sufficiently regular function. For
all (t, x) ∈ Vu(T ),
∫
R3v
|f |(t, x, v) dv
(v0)2+2k
.
1
τ3+k+ τ
q
−
∑
|β|≤4
(∫
Σ
u
0
∫
R3v
zk+q
∣∣∣Ẑβf ∣∣∣ dvdx
+
∫ t
0
∫
Σ
u
s
∫
R3v
zk+q
∣∣∣TF (Ẑβf)∣∣∣ dv
v0
dxds+
∫ t
0
∫
Σ
u
s
∫
R3v
zk+q−1 |F (v,∇vz)| |Ẑβf |dv
v0
dxds
)
.
3.3 Estimates for the electromagnetic field
In this subsection, we introduce first the energy norm used in this paper to study the electromagnetic field
and, secondly, we derive pointwise decay estimates from it through Klainerman-Sobolev inequalities. We
consider, for the remaining of this section, G a sufficiently regular 2-form defined on Vb(T ) and we denote by
(α, α, ρ, σ) its null decomposition. We suppose that G satisfies
∇µGµν = Jν
∇µ∗Gµν = 0,
with J a sufficiently regular 1-form defined on Vb(T ).
Definition 3.12. Let N ∈ N. We define, for t ∈ [0, T [,
Eb[G](t) :=
∫
Σ
b
t
(|α|2 + |α|2 + 2|ρ|2 + 2|σ|2) dx+ sup
u<b
∫
Cu(t)
(|α|2 + |ρ|2 + |σ|2) dCu(t),
EbN [G](t) :=
∑
0≤k≤N
∑
Zγ∈Kk
Eb[LZγ (G)](t).
Proposition 3.13. We have, for all t ∈ [0, T [,
Eb[G](t) ≤ 2Eb[G](0) + 8
∫ t
0
∫
Σ
b
s
|Gµ0Jµ|dxds.
Proof. Recall from Lemma 2.11 that ∇µT [G]µ0 = G0νJν . Hence, applying the divergence theorem in Vu(t),
for u < b, we get∫
Σ
u
t
T [G]00dx+
1√
2
∫
Cu(t)
T [G]L0dCu(t) =
∫
Σ
u
0
T [G]00dx−
∫ t
0
∫
Σ
u
s
G0νJ
νdxds. (34)
We then obtain
sup
u<b
∫
Cu(t)
T [G]L0dCu(t) ≤
∫
Σ
b
0
|T [G]00|dx+
∫ t
0
∫
Σ
b
s
|G0νJν | dxds,∫
Σ
b
t
T [G]00dx = sup
u<b
∫
Σ
u
t
T [G]00dx ≤
∫
Σ
b
0
|T [G]00|dx+
∫ t
0
∫
Σ
b
s
|G0νJν | dxds.
It then remains to add the previous two inequalities and to notice, using (14), that
4T [G]00 = |α|2 + |α|2 + 2|ρ|2 + 2|σ|2 and 2T [G]L0 = |α|2 + |ρ|2 + |σ|2.

8For this, note that since T0(z) = 0, TF (z) = F (v,∇vz). The other additional arguments are similar to those used in
Lemmas 3.3-3.4 and Proposition 3.5 in order to deal with the weight za.
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In order to prove pointwise decay estimates on G, we will use the following three Lemmas. The first one,
which is proved in Appendix D of [3], extends the results of Lemma 2.4 for the null components of a 2-form.
Lemma 3.14. We have, denoting by ζ any of the null component α, α, ρ or σ,
τ−
∣∣∇Lζ(G)∣∣ + τ+ |∇Lζ(G)| . ∑
|γ|≤1
|ζ (LZγ (G))| , (1 + r)
∣∣ /∇ζ(G)∣∣ . |ζ(G)| + ∑
Ω∈O
|ζ (LΩ(G))| .
The following result, also proved in Appendix D of [3], presents commutation properties between LΩ, ∇∂r ,
∇L or ∇L and the null decomposition of G.
Lemma 3.15. Let Ω ∈ O. Then, denoting by ζ any of the null component α, α, ρ or σ,
[LΩ,∇∂r ](G) = 0, LΩ(ζ(G)) = ζ(LΩ(G)) and ∇∂r (ζ(G)) = ζ(∇∂r (G)).
Similar results hold for LΩ and ∇∂t , ∇L or ∇L. For instance, ∇L(ζ(G)) = ζ(∇L(G)).
We now recall the Sobolev inequalities which will be used to prove the pointwise decay estimates on the
null components of the electromagnetic field. For this, we introduce |U(y)|2
O,k :=
∑
|β|≤k |LΩβ (U)|2, where
Ωβ ∈ O|β|.
Lemma 3.16. Let U be a sufficiently regular tensor field defined on R3. Then,
∀x 6= 0, |U(x)| . 1|x| 32
(∫
|y|≥|x|
|U(y)|2O,2 + |y|2|∇∂rU(y)|2O,1dy
) 1
2
.
If t ∈ R+ and |x| ≥ t− b, we have
∀x 6= 0, |U(x)| . 1
|x|τ 12−
(∫
|y|≥t−b
|U(y)|2O,2 + τ2−|∇∂rU(y)|2O,1dy
) 1
2
.
Proof. The first inequality is proved in Lemma 2.3 of [4] and the second one can be proved similarly as
inequality (ii) of Lemma 2.3 of [4]. 
We now prove the pointwise decay estimates used in this article.
Proposition 3.17. For all (t, x) ∈ Vb(T ), we have
|α|(t, x) + |ρ|(t, x) .
√
Eb2 [G](t)
τ+τ
1
2
−
, |α|(t, x) + |σ|(t, x) .
√
Eb2 [G](t)
τ
3
2
+
.
Remark 3.18. Following the proof of the estimates on α or σ, we could also prove
|ρ|(t, x) .
√
Eb2 [G](t) +
∑
|β|≤1 ‖rLZβ (J)L‖L2(Σbt)
τ
3
2
+
.
During the proof of Theorem 1.1, ‖rLZβ (J)L‖L2(Σbt) will not be uniformly bounded in time so we will rather
use the result of Proposition 3.19.
Proof. Let (t, x) ∈ Vb(T ). In this proof, Ωβ will always be in O|β| and Zγ in K|γ|. Let θ be any of the null
components α, ρ, σ or α and ζ be either α or σ. As ∇∂r and LΩ commute with the null decomposition (see
Lemma 3.15), Lemma 3.16 gives us
r2τ−|θ|2 .
∫
|y|≥t−b
|θ|2O,2 + τ2−|∇∂r (θ)|2O,1dy .
∑
|β|≤1
∑
|γ|≤2
∫
|y|≥t−b
|θ(LZγ (G)|2 + τ2−|θ(LΩβ (∇∂rG))|2dy,
r3|ζ|2 .
∫
|y|≥t−b
|ζ|2O,2 + r2|∇∂r (ζ)|2O,1dy .
∑
|β|≤1
∑
|γ|≤2
∫
|y|≥t−b
|ζ(LZγ (G)|2 + r2|ζ(LΩβ (∇∂rG))|2dy. (35)
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Since ∇∂r commute with LΩ and the null decomposition (see Lemma 3.15), we get, using 2∂r = L− L,
τ−|θ(LΩβ (∇∂rG))| = τ−|∇∂rθ(LΩβ (G))| ≤ τ−|∇Lθ(LΩβ (G))|+ τ−|∇Lθ(LΩβ (G))|,
r|ζ(LΩβ (∇∂rG))| = r|∇∂r ζ(LΩβ (G))| ≤ r|∇Lζ(LΩβ (G))| + r|∇Lζ(LΩβ (G))|. (36)
We start by dealing with θ. According to Lemma 3.14,
τ−|∇Lθ(LΩβ (G))| + τ−|∇Lθ(LΩβ (G))| .
∑
|γ|≤|β|+1
|θ(LZγ (G)|,
so that, as τ+ . r in Vb(T ),
τ2+τ−|θ|2 .
∑
|γ|≤2
∫
|y|≥t−b
|θ(LZγ (G)|2dx . Eb2 [G](t).
In order to improve the decay rate near the light cone for the components α and σ, note that we obtain from
the equations (16)-(17), applied to LΩβ (G),
r|∇Lα(LΩβ (G))| + r|∇Lσ(LΩβ (G))| . r|∇Lα(LΩβ (G))| + r| /∇α(LΩβ (G))| + r| /∇ρ(LΩβ (G))| + |LΩβ (G)|.
Applying Lemma 3.14, we then get
r|∇Lα(LΩβ (G))| + r|∇Lα(LΩβ (G))| + r|∇Lσ(LΩβ (G))| + r|∇Lσ(LΩβ (G))| .
∑
|γ|≤|β|+1
|LZγ (G)|, (37)
which implies, using (35)-(36) and since τ+ . r in Vb(T ),
τ3+(|α|2 + |σ|2) .
∑
|γ|≤2
∫
|y|≥t−b
|LZγ (G)|2dx . Eb2 [G](t).
This concludes the proof. 
The optimal pointwise decay estimate on the component ρ will be obtained by using the following result,
which requires to control one derivative more of the electromagnetic field in L2.
Proposition 3.19. Let C > 0 and assume that
∀ (t, x) ∈ Vb(T ),
∑
|γ|≤1
|LZγ (G)|(t, x) ≤ C
τ+τ
1
2
−
, |JL|(t, x) ≤ C
τ
7
4
+ τ
3
4
−
. (38)
Then, we have
∀ (t, x) ∈ Vb(T ), |ρ|(t, x) . C
τ
3
2
+
. (39)
Proof. Let (t, x) = (t, rω) ∈ Vb(T ) and recall that τ+ . r in this region. Using first (15) as well as Lemma
3.14 and then (38), we obtain
|∇L ρ|(t, x) . 1
τ+
∑
|γ|≤1
|LZγ (G)|(t, x) + |JL|(t, x) . C
τ
7
4
+ τ
3
4
−
. (40)
Let us now introduce the function
ϕ(u, u) := ρ
(
u+ u
2
,
u− u
2
ω
)
, which satisfies, |∇Lϕ|(u, u) . C
(1 + u)
7
4 (1 + |u|) 34 .
Hence, since |ρ|(0, x) ≤ C(1 + |x|)− 32 by assumption,
|ρ|(t, x) = |ϕ|(t + r, t− r) ≤
∫ t−r
u=−t−r
|∇Lϕ|(t+ r, u)du+ |ϕ|(t+ r,−t− r)
=
∫ t−r
u=−t−r
|∇Lϕ|(t+ r, u)du+ |ρ|(0, (t+ r)ω)
.
C
(1 + r + r)
7
4
∫ b
u=−t−r
du
(1 + |u|) 34 +
C
(1 + t+ r)
3
2
.
C
(1 + t+ r)
3
2
.

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Improved decay estimates can be obtained when translations are applied to the electromagnetic field.
Proposition 3.20. The null components of L∂µ(G), for µ ∈ J0, 3K, satisfy the following estimates on Vb(T ),
τ+|α(L∂µG)|+ τ+|σ(L∂µG)|+ τ−|α(L∂µG)| .
∑
|γ|≤1
|LZγ (G)|, τ+|ρ(L∂µG)| . τ+|JL|+
∑
|γ|≤1
|LZγ (G)|.
Proof. During the first step of the proof, we will use that ∇0L = −∇0L = 0 and ∇iL = −∇iL = xjr3Ωji =
CB eBr , where C
B are bounded functions. Hence, as αA = GAL and L∂µ = ∇∂µ , we have
|α(L∂µG)A| = |α(∇∂µG)A| = |∇µ (α(G))A −G(A,∇µL)| . |∇µα(G)| +
1
r
|σ(G)|.
Since ρ = 12GLL,
|ρ(L∂µG)| = |∇µρ(G)−
1
2
G(∇µL,L)− 1
2
G(L,∇µL)| . |∇µρ(G)|+ 1
r
|G|.
One can prove similarly, using for the component σ that ∇µeB = 1r (CLµL + C
L
µL + CDµ eD), where C
ν
µ are
bounded functions, that
|α(L∂µG)| . |∇µα(G)| +
1
r
|σ(G)|, |σ(L∂µG)| . |∇µσ(G)|+
1
r
|G|.
As τ− ≤ τ+ . r on Vb(T ), it remains us to bound |∇µζ(G)| for any null component ζ ∈ {α, ρ, σ, α}. The
starting point is the inequality
|∇µζ(G)| . |∇Lζ(G)|+ |∇Lζ(G)| + |∇e1ζ(G)|+ |∇e2ζ(G)|.
Let (dt, dr, de1, de2) be the dual basis of (∂t, ∂r, e1, e2). Note that if φ is a function and Φ = ΦDdeD a 1-form
tangential to the 2-spheres,
|∇eAφ| ≤ | /∇φ|, |∇eAΦ| = | /∇eAΦ+ ΓDArΦDdr| ≤ | /∇Φ|+
1
r
|Φ|,
where Γ are the Christofel symbols in Minkowski spacetime in the nonholonomic basis (∂t, ∂r, e1, e2), verifying
in particular |ΓDAr| . r−1. Applying this to φ = ρ, σ as well as Φ = α, α and using Lemma 3.14, we get
∀ (t, x) ∈ Vb(T ), |∇Lζ(G)|(t, x) + |∇e1ζ(G)|(t, x) + |∇e2ζ(G)|(t, x) .
1
τ+
∑
|γ|≤1
|ζ(LZγ (G))|(t, x).
Finally, one can bound |∇Lα(G)| by applying Lemma 3.14, |∇Lα(G)| + |∇Lσ(G)| using (37) and |∇Lρ(G)|
using the first inequality of (40). 
Remark 3.21. Following the proof of the previous Proposition and estimating |∇Lα(G)| by using the relation
of Lemma D.3 of [3] instead of (37), one could improve the decay estimate on α(L∂µG). More precisely,
there holds
τ+|α(L∂µG)| . τ+|/J |+
∑
|γ|≤1
|α(LZγ (G))| + |ρ(LZγ (G))| + |σ(LZγ (G))|, /J = (Je1 , Je2).
3.4 Null properties of the Vlasov equation
In order to take advantage of the null structure of the commuted transport equation, we will expand quantities
such as LZγ (F ) (v,∇vg), with g a regular function, in null coordinates. We will then use the following lemma.
Lemma 3.22. Let G be a sufficiently regular 2-form, (α, α, ρ, σ) its null components and g a sufficiently
regular function. Then,
|G (v,∇vg)| .
(
|α|+ |ρ|+ |σ|+ v
L + |vA|
v0
|α|
)τ+ |∇t,xg|+ ∑
Ẑ∈P̂0
∣∣∣Ẑg∣∣∣
 .
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Proof. Expanding G(v,∇vg) with null components, we get
G(v,∇vg) = 2ρ
(
vL (∇vg)L − vL (∇vg)L
)
+ vBεBAσ (∇vg)A − vLαA (∇vg)A + vAαA (∇vg)L
−vLαA (∇vg)A + vAαA (∇vg)L . (41)
It then remains to bound the components of ∇vg using v0∂vi = Ω̂0i − t∂i − xi∂t. Note that in order to
prove the inequality (9) written in the introduction, one has to notice that the radial component (∇vg)r =
1
2 (∇vg)L = − 12 (∇vg)L has a better behavior than ∇vg since
v0 (∇vg)r = x
i
r
v0∂vig =
xi
r
Ω̂0ig − Sg + (t− r)Lg.

4 Bootstrap assumptions and strategy of the proof
Let N ≥ 9, b ≤ −1 and (δ, η) ∈ R2+ be two constants such that 0 < 2δ ≤ η < 14N . From now, we drop the
dependance in b of all the quantities defined previously (such as the energy norms Eb and E
q,η
Q,b defined in
(19) and (20) or EbN ). Let (f0, F0) be an initial data set satisfying the assumptions of Theorem 1.1. Then,
by a local well-posedness argument, there exists a unique maximal solution to the Vlasov-Maxwell system
defined in Vb(T ∗), with T ∗ ∈ R∗+ ∪ {+∞}. Let T ∈]0, T ∗] be the largest time such that9, for all t ∈ [0, T [,
E
N+13,η
N−3 [f ](t) ≤ 4ǫ(1 + t)δ, (42)
E
N+9,η
N [f ](t) ≤ 4ǫ(1 + t)δ, (43)
EN [F ](t) ≤ 4ǫ. (44)
The remainder of this paper is devoted to the improvement of these inequalities which will prove that T = T ∗
and then T ∗ = +∞, implying Theorem 1.1. Let us expose the immediate consequences of the bootstrap
assumptions. Using the Klainerman-Sobolev inequality of Proposition 3.5 and (42) (respectively (43)), one
has, since 4− 3(1 + 2η) ≥ 0,
∀ (t, x) ∈ Vb(T ), |β| ≤ N − 6,
∫
v
√
z
N+9−(1+2η)βP
∣∣∣Ẑβf ∣∣∣ dv . ǫ (1 + t)δ
τ2+τ−
, (45)
∀ (t, x) ∈ Vb(T ), |β| ≤ N − 3,
∫
v
√
z
N+5−(1+2η)βP
∣∣∣Ẑβf ∣∣∣ dv . ǫ (1 + t)δ
τ2+τ−
. (46)
For the Maxwell field, we obtain from the bootstrap assumptions the following pointwise decay estimates.
Proposition 4.1. For all (t, x) ∈ Vb(T ) and |γ| ≤ N − 3,
|α (LZγ (F ))| (t, x) + |ρ (LZγ (F ))| (t, x) + |σ (LZγ (F ))| (t, x) .
√
ǫ
τ
3
2
+
, |α (LZγ (F ))| (t, x) .
√
ǫ
τ+τ
1
2
−
.
If Zγ contains at least one translation, i.e. if γT ≥ 1, we have the following improved decay estimates. For
all (t, x) ∈ Vb(T ) and |γ| ≤ N − 3,
|α (LZγ (F ))| (t, x) + |σ (LZγ (F ))| (t, x) .
√
ǫ
τ2+τ
1
2
−
, |α (LZγ (F ))| (t, x) .
√
ǫ
τ+τ
3
2
−
|ρ (LZγ (F ))| (t, x) .
√
ǫ
τ2−δ+ τ
1
2+δ
−
.
Proof. According to Proposition 3.17 and since (44) holds, we have for all (t, x) ∈ Vb(T ) and |γ| ≤ N − 2,
|α (LZγ (F ))| (t, x) + |σ (LZγ (F ))| (t, x) .
√
ǫ
τ
3
2
+
, |ρ (LZγ (F ))| (t, x) + |α (LZγ (F ))| (t, x) .
√
ǫ
τ+τ
1
2
−
. (47)
9Note that T > 0 by continuity. Remark also that, considering if necessary ǫ1 = C1ǫ, with C1 a constant depending only on
N , we can suppose without loss of generality that the energy norms are initially smaller than ǫ. We refer to Appendix B of [3]
for the details of the computations for similar energy norms.
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This gives the expected estimates for the components α, σ and α. The improved decay estimates on ρ, for
|γ| ≤ N − 3, can then be obtained using Proposition 3.19, (47) and (46).
If γT ≥ 1, then, as [Z, ∂µ] ∈ {0} ∪ {±∂λ / 0 ≤ λ ≤ 3} for 0 ≤ µ ≤ 3, we can assume without loss of
generality that Zγ = ∂µZγ0 . The result then follows from Proposition 3.20 applied to LZγ0 (F ), (46) and the
pointwise decay estimates proved previously. 
The proof is organized as follows:
• We start by improving the bootstrap assumptions (42) and (43) by several applications of the ap-
proximate conservation law of Proposition 3.1. Exploiting the null structure of the non linearity
LZγ (F )(v,∇vẐβf) is then fundamental in order to bound the spacetime integrals arising from the
energy estimates.
• Then, we improve the bound on the energy norm of the electromagnetic field (44). For this, we use the
energy estimate of Proposition 3.13 and we make crucial use of the null structure of the source terms
of the Maxwell equations.
• The last step consists in proving an estimate on ‖ ∫
v
|zẐβf |dv‖
L2(Σ
b
t)
for |β| ≥ N − 2. We then rewrite
all Vlasov equations as an inhomogeneous system of transport equations. We deal with the homogenous
part by taking advantage of the smallness assumption on the N + 3 derivatives of f at t = 0 as well
as the pointwise decay estimates of Proposition4.1. We will decompose the inhomogeneous part as a
product KY where |K|2Y ∈ L1vL1(Σ
b
t) and
∫
v |Y |dv is a decaying function.
Remark 4.2. We could control EN+13,ηN−2 [f ] and save one derivative by using the full null structure of the
system given by10 (9) and the estimate |ρ(LZγ (F ))| .
√
ǫmin(τ−1+ τ
− 12
− , τ
− 32+δ
+ ), for |γ| ≤ N − 2, which could
be obtained from Proposition 3.17 and Remark 3.18.
Let us also mention that a certain number of weights z could be saved in a few steps of the proof (e.g.
in (45)-(46), Subsection 5.2.2, Section 6). More precisely, we could propagate the weaker energy norms
E
N+Aη,η
N [f ] and E
N+Bη,η
N−3 [f ], where Aη = (N + 5)η +
5
2 and Bη = Aη +
5
4 + 2η, allowing us to save almost
15
4 power of x in the condition on the initial norm of the Vlasov field. For the readibility of the proof and
since the initial decay on f in x would not be optimal either, we prefer to work with more convenient energy
norms.
5 Improvement of the energy bound on the particle density
The aim of this section is to prove that, for ǫ small enough, EN+9,ηN [f ] ≤ 3ǫ(1 + t)δ for all t ∈ [0, T [
(we will sketch the improvement of the estimate on EN+13,ηN−3 [f ] as it is very similar). For this, recall that
E
N+9,η
N [f ](0) ≤ ǫ and let us prove that
∀ |κ| ≤ N, ∀ t ∈ [0, T [, E[√zN+9−(1+2η)κP Ẑκf ](t)− 2E[√zN+9−(1+2η)κP Ẑκf ](0) . ǫ 32 (1 + t)δ.
We then fix |κ| ≤ N and we denote 12 (N + 9− (1 + 2η)κP ) by a. Note, by Lemma 2.8, that
TF (z
aẐκf) = F (v,∇vza)Ẑκf + zaTF (Ẑκf). (48)
Thus, in view of the energy estimate of Proposition 3.1 and commutation formula of Proposition 2.6, it
suffices to prove that ∫ t
0
∫
Σ
b
s
∫
v
∣∣∣za−1F (v,∇vz) Ẑκf ∣∣∣ dv
v0
dxds . ǫ
3
2 (1 + t)δ (49)
and that the following proposition holds, where [γ] := max(0, 1− γT ).
Proposition 5.1. Let γ and β be such that |γ|+ |β| ≤ |κ|, |β| ≤ |κ| − 1 and βP + [γ] ≤ κP . Then,∫ t
0
∫
Σ
b
s
∫
v
∣∣∣zaLZγ (F )(v,∇vẐβf)∣∣∣ dv
v0
dxds . ǫ
3
2 (1 + t)δ.
10Note that the strategy used in Section 7 would then have to be adapted in order to keep of the null structure of the Vlasov
equation. See for instance [3].
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The pointwise decay estimates given in Theorem 1.1 on the Vlasov field can then be obtained from Proposition
3.11, (49) and the previous Proposition.
The remainder of the section is divided in four parts. The first two ones are devoted to the proof of
(49) and Proposition 5.1. Then, we explain briefly how to improve the bound on EN+13,ηN−3 [f ]. In the fourth
subsection, we prove an L2 estimate on
∫
v z|Ẑβf |dv which will be useful for Section 6. Finally, we briefly
explain how, under slightly stronger decay assumptions, we could prove a uniform bound on EN+9,ηN [f ].
5.1 Proof of inequality (49)
Note first that we have |∇t,xz| ≤ 1 and, using Lemma 2.8,
∣∣∣Ẑ(z)∣∣∣ . z. Applying Lemma 3.22 to (G, g) =
(F, z), we can then observe that it suffices to prove that
I :=
∫ t
0
∫
Σ
b
s
∫
v
(τ+ + z)
(
|ρ(F )|+ |α(F )| + |σ(F )|+ v
L + |vA|
v0
|α(F )|
) ∣∣∣za−1Ẑκf ∣∣∣ dv
v0
dxds . ǫ
3
2 (1 + t)δ.
According to the pointwise decay estimates of Proposition 4.1 as well as the inequalities 1 .
√
v0vL and
vL . τ−1+ v
0z, which come from Lemma 2.9, we have
|ρ(F )|+ |α(F )| + |σ(F )| .
√
ǫ
τ
3
2
+
, 1 .
√
v0vL .
v0
√
z√
τ+
,
so that, since 1 ≤ z (cf (12)),
(τ+ + z)(|ρ(F )|+ |α(F )|+ |σ(F )|) .
√
ǫ
v0
τ+
z.
Now, using the pointwise decay estimate on α(F ) given by Proposition 4.1 and the inequality vL + |vA| .
τ−1+ v
0z (see Lemma 2.9),
(τ+ + z)
vL + |vA|
v0
|α(F )| .
√
ǫ
τ+
z.
Consequently, using the bootstrap assumption (43),
I .
∫ t
0
∫
Σ
b
s
√
ǫ
τ+
∫
v
∣∣∣zaẐκf ∣∣∣ dvdxds . √ǫ ∫ t
0
E[zaẐκf ](s)
1 + s
ds
.
√
ǫ
∫ t
0
E
N+9,η
N [f ](s)
1 + s
ds . ǫ
3
2
∫ t
0
(1 + s)δ
1 + s
ds . ǫ
3
2 (1 + t)δ.
5.2 Proof of Proposition 5.1
Let γ and β satisfying |β|+ |γ| ≤ |κ|, |β| ≤ |κ| − 1 and βP + [γ] ≤ κP . We will estimate the electromagnetic
field pointwise if |γ| ≤ N − 3 and in L2 otherwise. For simplify the presentation, we will use ζ in order to
denote one of the good null components α, ρ or σ. According to Lemma 3.22, we need to bound by ǫ
3
2 (1+ t)δ,
for all Γ̂ ∈ P̂0, the following integrals,
Jaζ :=
∫ t
0
∫
Σ
b
s
|ζ (LZγ (F ))|
∫
v
∣∣∣zaΓ̂Ẑβf ∣∣∣ dv
v0
dxds, ζ ∈ {α, ρ, σ}
Iaζ :=
∫ t
0
∫
Σ
b
s
τ+ |ζ (LZγ (F ))|
∫
v
∣∣∣za∇t,xẐβf ∣∣∣ dv
v0
dxds, ζ ∈ {α, ρ, σ}
Jaα :=
∫ t
0
∫
Σ
b
s
|α (LZγ (F ))|
∫
v
|vA|+ vL
v0
∣∣∣zaΓ̂Ẑβf ∣∣∣ dv
v0
dxds,
Iaα :=
∫ t
0
∫
Σ
b
s
τ+ |α (LZγ (F ))|
∫
v
|vA|+ vL
v0
∣∣∣za∇t,xẐβf ∣∣∣ dv
v0
dxds.
In order to close the energy estimates, we will have to pay attention to the hierarchies discussed in Remark 2.7.
Indeed, if, say, |γ| ≤ N − 3 the pointwise decay estimates on the electromagnetic field given by Proposition
4.1 are not strong enough to compensate the weight τ+ in Iaζ and I
a
α. Consequently, we use the condition
βP + [γ] ≤ κP , so that
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• either βP < κP and we can gain decay through the inequality τ− . z since we control in that case
E[za+
1
2+2η∇t,xẐβf ].
• Or γT ≥ 1 and the electromagnetic field decay much faster in that case (see Proposition 4.1).
We fix, for the remainder of this subsection, Γ̂ ∈ P̂0. The proof is divided in two parts. First, we treat the
case where the electromagnetic field can be estimated pointwise (|γ| ≤ N −3). Otherwise we necessarily have
|β| ≤ 2 ≤ N − 7 and we can use the estimate (45) on the Vlasov field.
5.2.1 If |γ| ≤ N − 3
Suppose first that βP < κP , which implies a + 12 + η ≤ 12 (N + 9 − (1 + 2η)βP ). Note also that if ξ and θ
are such that Ẑξ = Γ̂Ẑβ and Ẑθ = ∂µẐβ, we have ξP ≤ βP + 1 and θP = βP . Consequently, the bootstrap
assumption (43) and Remark 3.2 give
E[zaΓ̂Ẑβf ](t) + E[za+
1
2+η∇t,xẐβf ](t) . EN+9,ηN [f ](t) . ǫ(1 + t)δ. (50)
According to the pointwise decay estimates of Proposition 4.1, we have |LZγ (F )| .
√
ǫτ−1+ , so
Jaα + J
a
ρ + J
a
σ + J
a
α .
∫ t
0
√
ǫ
1 + s
∫
Σ
b
s
∫
v
∣∣∣zaΓ̂Ẑβf ∣∣∣ dvdxds . √ǫ ∫ t
0
E[zaΓ̂Ẑβf ](s)
1 + s
ds
. ǫ
3
2
∫ t
0
(1 + s)δ
1 + s
ds . ǫ
3
2 (1 + t)δ.
For the remaining integrals, we need to use that we control the L1 norm of za+
1
2+η∇t,xẐβf in order to gain
decay through the weight z
1
2+η. Recall from Proposition 4.1 that, for ζ ∈ {α, ρ, σ} and since |γ| ≤ N − 3,
|ζ (LZγ (F ))| .
√
ǫτ
− 32
+ . Hence, using 1 .
√
v0vL and 1 . τ
− 12−η
− z
1
2+η (see Lemma 2.9), we get
τ+ |ζ (LZγ (F ))|
∫
v
∣∣∣za∇t,xẐβf ∣∣∣ dv
v0
.
∫
v
√
ǫvL
τ+τ
1+2η
− v
0
∣∣∣za+ 12+η∇t,xẐβf ∣∣∣ dv
.
∫
v
(√
ǫ
τ+
+
√
ǫvL
τ1+2η− v
0
) ∣∣∣za+ 12+η∇t,xẐβf ∣∣∣ dv,
Now use again Lemma 2.9 in order to get |vA| . v0vL and 1 . τ−
1
2−η
− z
1
2+η, so that, as |α (LZγ (F )) | .√
ǫτ−1+ τ
− 12
− by Proposition 4.1,
τ+ |α (LZγ (F ))|
∫
v
|vA|+ vL
v0
∣∣∣za∇t,xẐβf ∣∣∣ dv
v0
.
∫
v
√
ǫvL
τ1+η− v
0
∣∣∣za+ 12+η∇t,xẐβf ∣∣∣ dv.
This leads to
Iaα+I
a
ρ+I
a
σ+I
a
α .
∫ t
0
√
ǫ
1 + s
∫
Σ
b
s
∫
v
∣∣∣za+ 12+η∇t,xẐβf ∣∣∣ dvdxds+∫ t
0
∫
Σ
b
s
√
ǫ
τ1+η−
∫
v
vL
v0
∣∣∣za+ 12+η∇t,xẐβf ∣∣∣ dvdxds.
The first integral can be bounded using (50),∫ t
0
√
ǫ
1 + s
∫
Σ
b
s
∫
v
∣∣∣za+ 12+η∇t,xẐβf ∣∣∣ dvdxds . √ǫ ∫ t
0
E[za+
1
2+η∇t,xẐβf ](s)
1 + s
ds . ǫ
3
2 (1 + t)δ.
To deal with the second one, we need to use the null foliation (Cu(t))u<b (c.f. Lemma 2.2) and we recall that
τ− =
√
1 + u2 is contant on Cu(t). Hence, using (50), one has∫ t
0
∫
Σ
b
s
√
ǫ
τ1+η−
∫
v
vL
v0
∣∣∣za+ 12+η∇t,xẐβf ∣∣∣ dvdxds = ∫ b
u=−∞
∫
Cu(t)
√
ǫ
τ1+η−
∫
v
vL
v0
∣∣∣za+ 12+η∇t,xẐβf ∣∣∣ dvdCu(t) du√
2
=
∫ b
u=−∞
√
ǫ
τ1+η−
∫
Cu(t)
∫
v
vL
v0
∣∣∣za+ 12+η∇t,xẐβf ∣∣∣ dvdCu(t) du√
2
≤ √ǫ
∫ b
u=−∞
1
τ1+η−
E[za+
1
2
+η∇t,xẐβf ](t)du
. ǫ
3
2 (1 + t)δ
∫ b
u=−∞
du
(1 + |u|)1+η . ǫ
3
2 (1 + t)δ.
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We suppose now that βP = κP , so that γT ≥ 1. Note that (50) does not hold in that case. The bootstrap
assumption (43) merely gives us, as a = 12 (N + 9− (1 + 2η)βP ),
E[za−
1
2−ηΓ̂Ẑβf ](t) + E[za∇t,xẐβf ](t) . EN+9,ηN [f ](t) . ǫ(1 + t)δ. (51)
Applying successively the inequality |vA| . v0vL, which comes from Lemma 2.9, and Proposition 4.1 (γT ≥ 1),
we have
|α (LZγ (F ))| |v
A|+ vL
v0
. |α (LZγ (F ))| vL .
√
ǫ
vL
τ+τ
3
2
−
.
Recall that ζ ∈ {α, ρ, σ}. Using successively Proposition 4.1 (γT ≥ 1) and the inequality 1 .
√
v0vL of
Lemma 2.9, we get
|ζ (LZγ (F ))| .
√
ǫ
τ2−δ+ τ
1
2+δ
−
.
√
ǫ
√
v0vL
τ2−δ+ τ
1
2+δ
−
.
√
ǫ
v0
τ
5
2
+
+
√
ǫ
vL
τ+τ
3
2
−
.
Consequently, we obtain
Iaα + I
a
ρ + I
a
σ + I
a
α .
∫ t
0
∫
Σ
b
s
√
ǫ
τ
3
2
+
∫
v
∣∣∣za∇t,xẐβf ∣∣∣ dvdxds + ∫ t
0
∫
Σ
b
s
√
ǫ
τ
3
2
−
∫
v
vL
v0
∣∣∣za∇t,xẐβf ∣∣∣ dvdxds
and, using z
1
2+η . τ
1
2+η
+ ≤ τ+ (see (12)),
Jaα + J
a
ρ + J
a
σ + J
a
α .
∫ t
0
∫
Σ
b
s
√
ǫ
τ
5
2
+
∫
v
∣∣∣zaΓ̂Ẑβf ∣∣∣ dvdxds + ∫ t
0
∫
Σ
b
s
√
ǫ
τ+τ
3
2
−
∫
v
vL
v0
∣∣∣zaΓ̂Ẑβf ∣∣∣ dvdxds
.
∫ t
0
∫
Σ
b
s
√
ǫ
τ
3
2
+
∫
v
∣∣∣za− 12−ηΓ̂Ẑβf ∣∣∣ dvdxds + ∫ t
0
∫
Σ
b
s
√
ǫ
τ
3
2
−
∫
v
vL
v0
∣∣∣za− 12−ηΓ̂Ẑβf ∣∣∣ dvdxds.
It then remains us to bound four integrals. We introduce g ∈ {za− 12−ηΓ̂Ẑβf, za∇t,xẐβf} in order to unify
their studies and we remark that E[g](t) . ǫ(1 + t)δ by (51). Note first that, since δ < 14 ,∫ t
0
∫
Σ
b
s
√
ǫ
τ
3
2
+
∫
v
|g| dvdxds . √ǫ
∫ t
0
E[g](s)
(1 + s)
3
2
ds . ǫ
3
2
∫ t
0
ds
(1 + s)
3
2−δ
ds . ǫ
3
2 .
Applying Lemma 2.2 in order to take advantage of the null foliation (Cu(t))u<b, we have∫ t
0
∫
Σ
b
s
√
ǫ
τ
3
2
−
∫
v
vL
v0
|g| dvdxds ≤
∫ b
u=−∞
∫
Cu(t)
√
ǫ
τ
3
2
−
∫
v
vL
v0
|g|dvdCu(t)du
=
∫ b
u=−∞
√
ǫ
τ
3
2
−
∫
Cu(t)
√
ǫ
τ
3
2
−
∫
v
vL
v0
|g|dvdCu(t)du
≤ √ǫE[g](t)
∫ b
u=−∞
du
τ
3
2
−
. ǫ
3
2 (1 + t)δ.
This concludes the proof of Proposition 5.1 in the case |γ| ≤ N − 3.
5.2.2 When |γ| ≥ N − 2
In that case, we have |β| ≤ 2 ≤ N − 7. The strategy consists in separate the Maxwell field to the Vlasov field
through a Cauchy-Schwarz inequality in (t, x) and then use the null foliation (Cu(t))u<b in order to control
the particle density, which can be estimated pointwise. Additional features of the null structure of the system
will also be used for the most problematic terms.
According to Lemma 2.9, one has 1 . zτ− and τ+
|vA|+vL
v0 . z, so that, by the Cauchy-Schwarz inequality
in (t, x),
Iaζ .
∣∣∣∣∣
∫ t
0
∫
Σ
b
s
|ζ(LZγ (F ))|2
τ
3
2
−
dxds
∫ t
0
∫
Σ
b
s
τ2+
τ
1
2
−
∣∣∣∣∫
v
∣∣∣za+1∇t,xẐβf ∣∣∣ dv
v0
∣∣∣∣2 dxds
∣∣∣∣∣
1
2
,
Iaα .
∣∣∣∣∣
∫ t
0
∫
Σ
b
s
|α(LZγ (F ))|2
(1 + s)
3
2
dxds
∫ t
0
∫
Σ
b
s
(1 + s)
3
2
∣∣∣∣∫
v
∣∣∣za+1∇t,xẐβf ∣∣∣ dv
v0
∣∣∣∣2 dxds
∣∣∣∣∣
1
2
.
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By the bootstrap assumption (44) and since ζ ∈ {α, ρ, σ}, we have
∀ t ∈ [0, T [, sup
u<b
∫
Cu(t)
|ζ(LZγ (F ))|2dCu(t) +
∫
Σ
b
t
|α(LZγ (F ))|2dx . ǫ.
This yields∫ t
0
∫
Σ
b
s
|ζ(LZγ (F ))|2
τ
3
2
−
dxds =
∫ b
u=−∞
1
τ
3
2
−
∫
Cu(t)
|ζ(LZγ (F ))|2dCu(t)du . ǫ
∫ b
u=−∞
1
τ
3
2
−
du . ǫ,
∫ t
0
∫
Σ
b
s
|α(LZγ (F ))|2
(1 + s)
3
2
dxds .
∫ t
0
ǫ
(1 + s)
3
2
ds . ǫ.
Hence, as (1 + s)
3
2 ≤ τ
2
+
τ
1
2
−
, it remains us to bound sufficiently well
I :=
∫ t
0
∫
Σ
b
s
τ2+
τ
1
2
−
∣∣∣∣∫
v
∣∣∣za+1∇t,xẐβf ∣∣∣ dv
v0
∣∣∣∣2 dxds.
Using Lemma 2.2 in order to use a null foliation, the inequality 1v0 .
√
vL
v0 coming from Lemma 2.9 and the
Cauchy-Schwarz inequality in the variable v, we obtain
I .
∫ b
u=−∞
∫
Cu(t)
τ2+
τ
1
2
−
∫
v
∣∣∣za∇t,xẐβf ∣∣∣ dv ∫
v
vL
v0
∣∣∣za+2∇t,xẐβf ∣∣∣ dvdCu(t)du.
Now notice that by assumption, βP ≤ κP , so that a ≤ 12 (N + 9 − (1 + 2η)βP ). Using Remark 3.2, we get
according to the bootstrap assumption (42) as well as (45),
sup
u<b
∫
Cu(t)
∫
v
vL
v0
∣∣∣za+2∇t,xẐβf ∣∣∣ dvdCu(t) . EN+13,ηN−3 [f ](t) . ǫ(1 + t)δ, ∫
v
∣∣∣za∇t,xẐβf ∣∣∣ dv . ǫ (1 + t)δ
τ2+τ−
.
We then get
I .
∫ b
u=−∞
∥∥∥∥∥ τ2+τ 12− · ǫ
(1 + t)δ
τ2+τ−
∥∥∥∥∥
L∞(Cu(t)
· ǫ(1 + t)δdu . ǫ2(1 + t)2δ
∫ b
u=−∞
du
τ
3
2
−
. ǫ2(1 + t)2δ,
which implies Iaα + I
a
α + I
a
α + I
a
α . ǫ
3
2 (1 + t)δ. For the remaining terms, we obtain similarly that
Jaα + J
a
ρ + J
a
σ + J
a
α .
∣∣∣∣∣∣
∫ t
0
‖LZγ (F )‖2L2(Σbs)
(1 + s)
3
2
ds
∫ t
0
∫
Σ
b
s
(1 + s)
3
2
∣∣∣∣∫
v
∣∣∣zaΓ̂Ẑβf ∣∣∣ dv
v0
∣∣∣∣2 dxds
∣∣∣∣∣∣
1
2
.
√
ǫ
∣∣∣∣∣
∫ b
u=−∞
∫
Cu(t)
τ2+
τ
1
2
−
∫
v
∣∣∣za−1Γ̂Ẑβf ∣∣∣ dv ∫
v
vL
v0
∣∣∣za+1Γ̂Ẑβf ∣∣∣ dvdCu(t)du
∣∣∣∣∣
1
2
.
Since a− 1 ≤ 12 (N + 9− (1 + 2η)(βP + 1)), the bootstrap assumption (42) and (45) give
sup
u<b
∫
Cu(t)
∫
v
vL
v0
∣∣∣za+1Γ̂Ẑβf ∣∣∣ dvdCu(t) . EN+13,ηN−3 [f ](t) . ǫ(1 + t)δ, ∫
v
∣∣∣za−1Γ̂Ẑβf ∣∣∣ dv . ǫ (1 + t)δ
τ2+τ−
,
so that Jaα + J
a
ρ + J
a
σ + J
a
α . ǫ
3
2 (1 + t)δ.
5.3 The remaining energy norm
For the improvement of EN+13,ηN−3 [f ] ≤ 4ǫ(1 + t)δ we have, in view of (48) as well as Propositions 3.1 and 2.6,
to prove similar estimates than (49) and those of Proposition 5.1. More precisely, EN+13,ηN−3 [f ] ≤ 3ǫ(1+ t)δ on
[0, T [ ensues, for ǫ small enough, from the following proposition.
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Proposition 5.2. Let |κ| ≤ N − 3, γ and β be such that |γ| + |β| ≤ |κ|, |β| ≤ |κ| − 1 and βP + [γ] ≤ κP .
Then, ∫ t
0
∫
Σ
b
s
∫
v
z
N+13
2 −(
1
2+η)κP−1
∣∣∣F (v,∇vz) Ẑκf ∣∣∣ dv
v0
dxds . ǫ
3
2 (1 + t)δ.∫ t
0
∫
Σ
b
s
∫
v
∣∣∣z N+132 −( 12+η)κPLZγ (F )(v,∇vẐβf)∣∣∣ dv
v0
dxds . ǫ
3
2 (1 + t)δ.
Proof. One only has to follow Subsections 5.1 and, as |γ| ≤ N−3, 5.2.1 and to use the bootstrap assumption
(42) instead of (43). 
5.4 L2 estimates on velocity averages
The following result will allow us to improve our estimate on EN [F ].
Proposition 5.3. We have, for all t ∈ [0, T [,∑
|β|≤N
∥∥∥∥∫
v
z|Ẑβf |dv
∥∥∥∥
L2(Σ
b
t)
.
ǫ
(1 + t)
3
4
.
Proof. We start by considering |β| ≤ N − 3. Using successively the Cauchy-Schwarz inequality in v, the
pointwise decay estimate (46) and the bootstrap assumption (43), we get∥∥∥∥∫
v
z|Ẑβf |dv
∥∥∥∥2
L2(Σ
b
t)
.
∥∥∥∥∫
v
|Ẑβf |dv
∫
v
z2|Ẑβf |dv
∥∥∥∥
L1(Σ
b
t)
.
∥∥∥∥∫
v
|Ẑβf |dv
∥∥∥∥
L∞(Σ
b
t)
∥∥∥∥∫
v
z2|Ẑβf |dv
∥∥∥∥
L1(Σ
b
t)
.
∥∥∥∥∥ ǫτ2−δ+ τ−
∥∥∥∥∥
L∞(Σ
b
t)
E
N+9,η
N [f ](t) .
ǫ2
(1 + t)2−2δ
.
ǫ2
(1 + t)
3
2
.
The cases N − 2 ≤ |β| ≤ N are the purpose of Section 7. 
5.5 Improvements under stronger assumptions on the initial data
The only terms preventing us to take δ = 0 are those which are estimated by
∫ t
0
E
N+9,η
N
[f ](s)
1+s ds, i.e. (49), I
a
ζ
when |γ| ≤ N − 3 and Jaζ + Jaα when γT = 0 and |γ| ≤ N − 3. One can check that Jaζ + Jaα and the term
containing α in (49) could be bounded by ǫ
3
2 . For the other ones, which only contain the null components11
α, ρ and σ, the problem comes from a small lack of decay in t+ r. We present two different ways for solving
this issue. Assuming one of the following two stronger decay hypotheses∫
Σ
b
0
r2δ|LZγ (F )|2dx ≤ ǫ or EN+13+2δ,ηN+3 [|v0|4δf ](0) ≤ ǫ,
we could prove that EN+9,ηN [f ](t) ≤ 3ǫ for all t ∈ [0, T [. Indeed, in the first case we could12 prove using (15)-
(17) that |α|+ |ρ|+ |σ| . √ǫτ−
3
2−δ
+ . In the second case, we could obtain that E
N+9+2δ,η
N [|v0|4δf ](t) . ǫ(1+ t)δ
and then use this bound combined with the inequality 1 . |v0vL|2δ . |v0|4δτ−2δ+ z2δ in order to get Iaζ . ǫ
3
2 .
6 The energy bound on the electromagnetic field
According to the energy estimate of Proposition 3.13, the commutation formula of Proposition 2.6 and since
EN [F ](0) ≤ ǫ, we would obtain EN [F ] ≤ 3ǫ on [0, T [ for ǫ small enough if we could prove∑
|γ|≤N
∑
|β|≤N
∫ t
0
∫
Σ
b
s
∣∣∣∣LZγ (F )0ν ∫
v
vν
v0
Ẑβfdv
∣∣∣∣ dxds . ǫ 32 .
11Note that we could deal with the terms containing ρ or σ as a factor by using (9) instead of Lemma 3.22.
12The proof would be similar to the one of Proposition 3.19.
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We then fix |β| ≤ N , |γ| ≤ N and we denote by (α, α, ρ, σ) the null decomposition of LZγ (F ). Expanding
LZγ (F )0ν
∫
v
vν
v0 Ẑ
βf in null coordinates, we can observe that it suffices to prove that
Iρ :=
∫ t
0
∫
Σ
b
s
|ρ|
∫
v
∣∣∣Ẑβf ∣∣∣ dvdxds . ǫ 32 and Iα,α := ∫ t
0
∫
Σ
b
s
(|α|+ |α|)
∫
v
|vA|
v0
∣∣∣Ẑβf ∣∣∣ dvdxds . ǫ 32 .
Using succesively the Cauchy-Schwarz inequality in (s, x), the inequality τ+|vA| . v0z which comes from
Lemma 2.9 and then the bootstrap assumption (44) as well as Proposition 5.3, we have
∣∣Iα,α∣∣2 . ∫ t
0
‖|α|+ |α|‖2
L2(Σ
b
s)
(1 + s)2
ds
∫ t
0
(1 + s)2
∥∥∥∥∫
v
|vA|
v0
∣∣∣Ẑβf ∣∣∣ dv∥∥∥∥2
L2(Σ
b
s)
ds
.
∫ t
0
EN [F ](s)
(1 + s)2
ds
∫ t
0
∥∥∥∥∫
v
z
∣∣∣Ẑβf ∣∣∣ dv∥∥∥∥2
L2(Σ
b
s)
ds .
∫ +∞
0
ǫ
(1 + s)2
ds
∫ +∞
0
ǫ2
(1 + s)
3
2
ds . ǫ3.
Similarly, using τ− . z instead of τ+|vA| . v0z (see also Lemma 2.9) and Lemma 2.2, one gets
|Iρ|2 .
∫ t
0
∫
Σ
b
s
|ρ|2
τ2−
dxds
∫ t
0
∫
Σ
b
s
τ2−
∣∣∣∣∫
v
∣∣∣Ẑβf ∣∣∣ dv∣∣∣∣2 dxds
.
∫ b
u=−∞
∫
Cu(t)
|ρ|2
τ2−
dCu(t)du
∫ t
0
∫
Σ
b
s
∣∣∣∣∫
v
z
∣∣∣Ẑβf ∣∣∣ dv∣∣∣∣2 dxds
.
∫ b
u=−∞
EN [F ](t)
τ2−
du
∫ t
0
∥∥∥∥∫
v
z
∣∣∣Ẑβf ∣∣∣ dv∥∥∥∥2
L2(Σ
b
s)
ds .
∫ 0
u=−∞
ǫ
τ2−
du
∫ +∞
0
ǫ2
(1 + s)
3
2
ds . ǫ3.
This concludes the improvement of the bootstrap assumption (44).
7 L2 estimates for the higher order derivatives of the Vlasov field
In this last section, we complete the proof of Proposition 5.3. For this purpose, we follow the strategy used in
Section 4.5.7 of [8]. The first step of the proof consists in rewriting all transport equations as a hierarchised
system. Let I and I be the following two ordered sets,
I := {β multi-index / N − 2 ≤ |β| ≤ N} = {β1, ..., β|I|},
I := {ξ multi-index / |ξ| ≤ N − 3} = {ξ1, ..., ξ|I|}.
We also consider two vector valued fields R and W of respective length |I| and |I| such that
Ri = Ẑ
βif and Wi = Ẑξ
i
f.
We denote by V the vector space of functions {h / h : Vb(T )×R3v → R} and we recall that [γ] := max(0, 1−γT ).
Let us now rewrite the Vlasov equation satisfied by the vector R.
Lemma 7.1. There exists three matrices valued functions A : Vb(T ) × R3v → M|I|(V), B : Vb(T ) × R3v →
M|I|,|I|(V) and D : Vb(T )× R3v →M|I|(V) such that
TF (R) +AR = BW, TF (W ) = DW.
The matrices A and B are such that TF (Ri), for 1 ≤ i ≤ |I|, is a linear combination of the following terms,
where (θ, ν) ∈ J0, 3K2,
vµ
v0
LZγ (F )µνRj , with |γ| ≤ N − 6 and βjP + [γ] ≤ βiP + 1,
xθ
vµ
v0
LZγ (F )µνRj , with |γ| ≤ N − 6 and βjP + [γ] ≤ βiP ,
vµ
v0
LZγ (F )µνWq, with |γ| ≤ N and ξqP + [γ] ≤ βiP + 1,
xθ
vµ
v0
LZγ (F )µνWq, with |γ| ≤ N and ξqP + [γ] ≤ βiP .
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Similarly, D is such that TF (Wi), for 1 ≤ i ≤ |I|, can be written as a linear combination of the following
terms, where (θ, ν) ∈ J0, 3K2,
vµ
v0
LZγ (F )µνWq, with |γ| ≤ N − 3 and ξqP + [γ] ≤ βiP + 1,
xθ
vµ
v0
LZγ (F )µνWq, with |γ| ≤ N − 3 and ξqP + [γ] ≤ βiP .
Remark 7.2. Note that pointwise decay estimates can be obtained on the derivatives of the matrix A up to
order 3. This directly follows from the description of the components of A and from Proposition 4.1.
Proof. Applying the commutation formula of Proposition 2.6 to Ri = Ẑβ
i
f , we know that TF (Ri) can be
written as a linear combination of terms of the form
LZγ (F )(v,∇vẐβf), |γ|+ |β| ≤ |βi|, |β| ≤ |βi| − 1, βP + [γ] ≤ βiP .
Writing v0∂vi = Ω̂0i − t∂i − xi∂t, we obtain
vµ
v0
LZγ (F )µiΩ̂0iẐβf − tv
µ
v0
LZγ (F )µi∂iẐβf − xi v
µ
v0
LZγ (F )µi∂tẐβf. (52)
In order to lighten the notations, we fix now 1 ≤ i ≤ 3 and 0 ≤ λ ≤ 3.
• If N − 3 ≤ |β| ≤ N − 1, there exists βj , βk ∈ I such that Ω̂0iẐβf = Rj and ∂λẐβf = Rk. Since
βjP = βP+1 and β
k
P = βP , we obtain β
j
P+[γ] ≤ βiP+1 and βkP+[γ] ≤ βiP . Moreover, |γ|+|β| ≤ |βi| ≤ N
implies in that case that |γ| ≤ 3 ≤ N − 6, so that all the terms in (52) have the requested form.
• Otherwise, |β| ≤ N − 4 and there exists ξq, ξk ∈ I such that Ω̂0iẐβf = Wq and ∂λẐβf = Wk. As
before, we obtain ξqP + [γ] ≤ βiP +1 and ξkP + [γ] ≤ βiP . Since |γ| ≤ |βi| ≤ N , all the terms in (52) have
also the requested form in that case.
The construction of the matrix D is easier and follows from an application of Proposition 2.6 to Wi = Ẑξ
i
f .
Since |ξi| ≤ N − 3, all the error terms obtained contained derivatives of the electromagnetic field of order
|γ| ≤ N − 3. 
In order to establish an L2 estimate on the velocity average of R, we split it in R := H +G, where{
TF (H) +AH = 0 , H(0, ·, ·) = R(0, ·, ·),
TF (G) +AG = BW , G(0, ·, ·) = 0
and then prove L2 estimates on
∫
v
|H |dv and ∫
v
|G|dv. For the homogeneous part H , we will commute the
transport equation and take advantage of the decaying properties of the matrix A in order to obtain bounded-
ness on a certain L1 norm as for f in Section 5. The L2 estimate will then follow from a Klainerman-Sobolev
inequality and the bound obtained on E[H ]. The inhomogeneous part will be schematically decomposed as
G = KW , with K a matrix such that E[|K|2|W |](t) ≤ ǫ(1 + t) 14 . The expected decay rate on ‖ ∫
v
|G|dv‖L2x
will then be obtained using the pointwise decay estimates satisfied by the components of W .
7.1 The homogeneous system
With the aim of obtaining an L∞ estimate on
∫
v
|H |dv, we will have to commute at least three times the
transport equation satisfied by each component of H . In order to take advantage of similar hierarchies as
those considered in Subsection 5, we introduce the following energy norm
EH(t) :=
∑
1≤i≤|I|
∑
|β|≤3
E
[√
z
N+5−(1+2η)(βP+β
i
P )ẐβHi
]
(t).
We start with a technical result similar to Lemma 2.5.
Lemma 7.3. Let G be a 2-form defined on Vb(T ), g : Vb(T ) × R3v → R be a sufficiently regular function,
(θ, ν) ∈ J0, 3K and Z ∈ K. Then13, Ẑ ( vµv0Gµνg) can be written as a linear combination of
vµ
v0
LZ(G)µνg, v
µ
v0
Gµν Ẑ(g),
vκ
v0
vµ
v0
Gµξg, 0 ≤ κ, ξ ≤ 3.
13Recall that if Z is a Killing vector field, then Ẑ denotes its complete lift and if Z = S then Ẑ = S.
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Similarly, Ẑ
(
xθ v
µ
v0Gµνg
)
can be written as a linear combination of
xθ
vµ
v0
LZ(G)µνg, xθ v
µ
v0
Gµν Ẑ(g),
vµ
v0
Gµνg, x
λ v
κ
v0
vµ
v0
Gµξg, 0 ≤ κ, λ, ξ ≤ 3.
Proof. The second relation can be obtained from the first one by Leibniz formula as Ẑ(xθ) = 0 or Ẑ(xθ) = xλ
if Ẑ is an homogeneous vector field and ∂µ(xθ) = δθµ. Note now that by Leibniz formula,
Ẑ
(
vµ
v0
Gµνg
)
= Ẑ
(
1
v0
)
vµGµνg +
vµ
v0
Gµν Ẑ(g) +
1
v0
Ẑ (vµGµν) g.
As Ẑ
(
1
v0
)
= − vi|v0|2 if Ẑ = Ω̂0i and Ẑ
(
1
v0
)
= 0 otherwise, the first two terms on the right hand side of the
previous equality have the requested form. In order to study the last one, we introduce Zv := Ẑ −Z and we
remark that vµGµν = G(v, ∂ν). Hence,
Ẑ (vµGµν) = LZ(G)(v, ∂ν ) +G(v, [Z, ∂ν ]) +G([Z, v], ∂ν) +G(Zv(v), ∂ν).
To conclude the proof, it remains to notice that [Z, ∂ν ] ∈ {0}∪{±∂µ / 0 ≤ µ ≤ 3} and [Z, v]+Zv(v) = −δSZv.

We have the following commutation formula.
Lemma 7.4. Let |β| ≤ 3 and βi ∈ I. Then, TF (ẐβHi) can be written as a linear combination with
polynomial coefficients in { vλv0 / 0 ≤ λ ≤ 3} of terms of the following two families, where (θ, ν) ∈ J0, 3K and
|γ| ≤ N − 3.
vµ
v0
LZγ (F )µν ẐκHj , βjP + κP + [γ] ≤ βiP + βP + 1,
xθ
vµ
v0
LZγ (F )µν ẐκHj , βjP + κP + [γ] ≤ βiP + βP .
TF (Ẑ
βHi) can then be bounded by a linear combination of terms of the form(
|α(LZγ (F ))| + |ρ(LZγ (F ))|+ |σ(LZγ (F ))| + |v
A|+ vL
v0
|α(LZγ (F ))|
)
|ẐκHj|, |γ| ≤ N − 3,
where
• either βjP + κP ≤ βiP + βP
• or βjP + κP = βiP + βP + 1 and γT ≥ 1.
τ+
(
|α(LZγ (F ))|+ |ρ(LZγ (F ))| + |σ(LZγ (F ))|+ |v
A|+ vL
v0
|α(LZγ (F ))|
)
|ẐκHj |, |γ| ≤ N − 3,
where
• either βjP + κP < βiP + βP
• or βjP + κP = βiP + βP and γT ≥ 1.
Proof. The second part of the Lemma follows directly from the first part and∣∣∣∣vµv0 LZγ (F )µν
∣∣∣∣ . (|α(LZγ (F ))|+ |ρ(LZγ (F ))|+ |σ(LZγ (F ))|+ |vA|+ vLv0 |α(LZγ (F ))|
)
, (53)
which ensues from
vµ
v0
LZγ (F )µν = v
L
v0
LZγ (F )Lν + v
L
v0
LZγ (F )Lν + v
A
v0
LZγ (F )Aν , |LZγ (F )Lν | . |α(LZγ (F ))|+ |ρ(LZγ (F ))|.
It then remains us to prove the first assertion. The starting point is the relation
T(ẐβHi) = [TF , Ẑ
β](Hi) + Ẑ
β (TF (Hi)) .
Applying the commutation formula of Proposition 2.6, [TF , Ẑβ](Hi) gives, using v0∂vi = Ω̂0i−t∂i−xi∂t as in
(52), terms described in this lemma with j = i and |γ| ≤ 3 ≤ N −3. The other ones arise from Ẑβ (TF (Hi)).
Using Lemma 7.1, which describes the source terms of TF (Hi), and applying |β| times Lemma 7.3, we obtain
terms described in the Lemma with κP ≤ βP and |γ| ≤ N − 6 + |β| ≤ N − 3. 
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Hence, as R(0, ., .) = H(0, ., .), there exists C0 > 0 such that EH(0) ≤ C0ǫ. Following the proof of (49) and
Proposition 5.1 (for the cases where |γ| ≤ N −3), one can prove, if ǫ small enough, that EH(t) ≤ 3C0ǫ(1+ t)δ
for all t ∈ [0, T [. By Proposition 3.5, we then obtain
∀ (t, x) ∈ Vb(T ), 1 ≤ j ≤ |I|,
∫
v
|Hj |dv .
∫
v
√
z
N+5−(1+2η)(βjP+3)|Hj |dv . ǫ (1 + t)
δ
τ2+τ−
. (54)
7.2 The inhomogenous system
The purpose of this subsection is to prove an L2 estimate on
∫
v
|G|dv. We cannot proceed by commuting
TF (G) + AG = BW since B contains top order derivatives of F and we then follow the strategy exposed
earlier in this section. It will be convenient, in order to take advantage of the hierarchies used in Section 5,
to work with a slightly different vector than G
Definition 7.5. Let L and Y be two vector valued fields of respective length |I| and |I| such that, for i ∈
J1, |I|K and k ∈ J1, |I|K,
Li =
√
z
N+1−(1+2η)βiPGi, Yk =
√
z
N+3−(1+2η)ξkPWk.
The aim of the next lemma is to describe in details the transport equation satisfied by L.
Lemma 7.6. There exist three matrices valued functions A : Vb(T ) × R3v → M|I|(V), B : Vb(T ) × R3v →
M|I|,|I|(V) and D : Vb(T )× R3v →M|I|(V) such that
TF (L) +AL = BY, TF (Y ) = DY and ∀ (t, x) ∈ Vb(T ),
∫
v
z2|Y |(t, x, v)dv . ǫ (1 + t)
δ
τ2+τ−
.
The matrices A and B are such that TF (Li) can be bounded, for 1 ≤ i ≤ |I|, by a linear combination of the
following terms,
• τ+
τ−
(|α (LZγ (F ))|+ |ρ (LZγ (F ))|+ |σ (LZγ (F ))|) |Y |, |α (LZγ (F ))| |Y |, with |γ| ≤ N.
• √ǫ v
0
τ+
|L|, √ǫ v
L
τ1+η−
|L|.
Similarly, D is such that
∀1 ≤ i ≤ |I|, |TF (Yi)| .
√
ǫ
v0
τ+
|Y |+√ǫ v
L
τ1+η−
|Y |.
Proof. Remark first that since Yj =
√
z
N+3−(1+2η)ξj
P Ẑξ
j
f and |ξj | ≤ N − 3, the pointwise decay estimates
on
∫
v z
2|Y |dv are given by (46). Fix i ∈ J1, |I|K and note that
TF (Li) = TF (
√
z
N+1−(1+2η)βiPGi) =
√
z
N−1−(1+2η)βiP−2F (v,∇vz)Gi +
√
z
N+1−(1+2η)βiP
TF (Gi).
Following the computations of Subsection 5.1, we have∣∣∣F (v,∇vz)√zN−1−(1+2η)βiPGi∣∣∣ . √ǫ v0
τ+
z
√
z
N−1−(1+2η)βiP |Gi| .
√
ǫ
v0
τ+
|Li|.
By Lemma 7.1,
√
z
N+1−(1+2η)βiP
TF (Gi) can be written as a linear combination of the following terms.
• Those coming from BW ,
√
z
N+1−(1+2η)βiP v
µ
v0
LZγ (F )µνWj , with ξjP ≤ βiP + 1,
√
z
N+1−(1+2η)βiP xθ
vµ
v0
LZγ (F )µνWk, with ξkP ≤ βiP
and where |γ| ≤ N . Let (α, α, ρ, σ) be the null decomposition of LZγ (F ) and recall that for all 1 ≤ q ≤ |I|,
Yq =
√
z
N+3−(1+2η)ξq
PWq. Then, as 2 ≥ 1 + 2η and ξjP ≤ βiP + 1,∣∣∣∣√zN+1−(1+2η)βiP vµv0LZγ (F )µνWj
∣∣∣∣ . |LZγ (F )| |√zN+3−(1+2η)ξjPWj | . (|α|+ |ρ|+ |σ|+ |α|) |Y |.
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Using first |xθ| ≤ τ+, (53) as well as ξkP ≤ βiP and then τ− + τ+ |v
A|+vL
v0 . z (see Lemma 2.9), we get∣∣∣∣√zN+1−(1+2η)βiP xθ vµv0 LZγ (F )µνWk
∣∣∣∣ . τ+(|α|+ |ρ|+ |σ|+ |vA|+ vLv0 |α|
) √
z
N+3−(1+2η)ξkP
z
|Wk|
.
τ+
τ−
(|α|+ |ρ|+ |σ|) |Yk|+ |α||Yk|.
This concludes the construction of the matrix B.
• Those coming from AG,
Q1 :=
√
z
N+1−(1+2η)βiP v
µ
v0
LZγ (F )µνGj , with βjP + [γ] ≤ βiP + 1,
Q2 :=
√
z
N+1−(1+2η)βiP xθ
vµ
v0
LZγ (F )µνGk, with βkP + [γ] ≤ βiP
and |γ| ≤ N − 6, so that the electromagnetic field can be estimated pointwise. For simplicity, let us denote
again the null decomposition of LZγ (F ) by (α, α, ρ, σ). Recall from Proposition 4.1 that, for all (t, x) ∈ Vb(T ),
|α|(t, x) + |ρ|(t, x) + |σ|(t, x) .
√
ǫ
τ
3
2
+
, |α|(t, x) .
√
ǫ
τ+τ
1
2
−
, (55)
|α|(t, x) + |ρ|(t, x) + |σ|(t, x) .
√
ǫ
τ2−δ+ τ
1
2
−
, |α|(t, x) .
√
ǫ
τ+τ
3
2
−
, if γT ≥ 1. (56)
We also recall that for any 1 ≤ q ≤ |I|, Lq =
√
z
N+1−(1+2η)βq
PGq. We start by treating Q1. If β
j
P ≤ βiP ,
then, using (55),
|Q1| . |LZγ (F )|
√
z
N+1−(1+2η)βj
P |Gj | .
√
ǫ
τ+
|Lj|.
Otherwise, βjP = β
i
P + 1 so that γT ≥ 1. Consequently, using (53) and z ≤ τ+, we get
|Q1| .
(
|α|+ |ρ|+ |σ|+ |v
A|+ vL
v0
|α|
)
τ
1
2+η
+
√
z
N+1−(1+2η)βj
P |Gj |.
Then, as δ+ η ≤ 12 , the pointwise decay estimates (56) and the inequality |vA| . v0vL, coming from Lemma
2.9, give
|Q1| .
√
ǫ
τ
3
2−δ−η
+
|Lj|+
√
ǫ
vL
τ
1
2−η
+ τ
3
2
−
|Lj| .
√
ǫ
τ+
|Lj |+
√
ǫ
vL
τ1+η−
|Lj |.
We now turn on Q2. Remark first, using |xθ| ≤ τ+ and (53) that
|Q2| . τ+
(
|α|+ |ρ|+ |σ|+ |v
A|+ vL
v0
|α|
)√
z
N+1−(1+2η)βiP |Gk|.
If βkP ≤ βiP − 1, the inequalities 1 .
√
v0vL, |vA| . v0vL and τ
1
2+η
− . z
1
2+η lead, using also (55), to
|Q2| . τ+
√
ǫ
(√
v0vL
τ
3
2
+
+
vL
τ+τ
1
2
−
) √
z
N+1−(1+2η)βkP
τ
1
2+η
−
|Gk|
.
√
ǫ
( √
v0vL
τ
1
2
+ τ
1
2+η
−
+
vL
τ1+η−
)
|Lk| .
√
ǫ
v0
τ+
|Lk|+
√
ǫ
vL
τ1+η−
|Lk|.
Finally, if βkP = β
i
P , we have γT ≥ 1 and we obtain, using (56) instead of (55),
|Q2| . τ+
√
ǫ
( √
v0vL
τ2−δ+ τ
1
2
−
+
vL
τ+τ
3
2
−
)
√
z
N+1−(1+2η)βkP |Gk|
.
√
ǫ
( √
v0vL
τ1−δ+ τ
1
2
−
+
vL
τ
3
2
−
)
|Lk| .
√
ǫ
v0
τ
3
2−2δ
+
|Lk|+
√
ǫ
vL
τ
3
2
−
|Lk|.
It remains to notice that δ ≤ 14 and η ≤ 12 . The matrix D can be constructed from D exactly as A has been
constructed from A. Indeed, the components of the matrix D contain derivatives of the electromagnetic field
up to order N − 3 and can then be estimated pointwise (see Lemma 7.1). This concludes the proof. 
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Let K be the solution of TF (K)+AK+KD = B satisfying K(0, ·, ·) = 0. Note that KY satisfies TF (KY )+
AKY = BY and initially vanishes, so that KY = L. The goal now is to prove a sufficiently good estimate
on the energy norm
EG(t) :=
|I|∑
i=0
|I|∑
j=0
|I|∑
q=0
E
[∣∣∣Kji ∣∣∣2 Yq] (t).
In order to apply Proposition 3.1, remark that
TF
(
|Kji |2Yq
)
= |Kji |2D
r
qYr − 2
(
A
r
iK
j
r +K
r
iD
j
r
)
Kji Yq + 2B
j
iK
j
i Yq. (57)
Proposition 7.7. If ǫ is small enough, we have EG(t) . ǫ(1 + t)δ for all t ∈ [0, T [.
Proof. We use again the continuity method. Let T0 ∈]0, T ] be the largest time such that EG(t) . ǫ(1 + t)δ
for all t ∈ [0, T0[. Fix i ∈ J1, |I|K and (j, q) ∈ J1, |I|K2. According to the energy estimate of Proposition 3.1
and (57), we would improve the bootstrap assumption, for ǫ small enough, if we could prove that
IA :=
∫ t
0
∫
Σ
b
s
∫
v
∣∣∣|Kji |2DrqYr − 2(AkiKjk +KriDjr)Kji Yq∣∣∣ dvv0 dxds . ǫ 32 (1 + t)δ, (58)
IB :=
∫ t
0
∫
Σ
b
s
∫
v
∣∣∣BjiKji Yq∣∣∣ dvv0 dxds . ǫ 32 (1 + t)δ. (59)
Let us start with (58). In view of the description of the matrices A and D (see Lemma 7.6), we have, applying
Lemma 2.2,
IA .
∫ t
0
∫
Σ
b
s
√
ǫ
τ+
∫
v
|K|2|Y |dvdxds+
∫ b
u=−∞
∫
Cu(t)
√
ǫ
τ1+η−
∫
v
vL
v0
|K|2|Y |dvdCu(t)du
.
√
ǫ
∫ t
0
E[|K|2|Y |](s)
1 + s
ds+
√
ǫ
∫ b
u=−∞
du
τ1+η−
sup
u<b
∫
Cu(t)
∫
v
vL
v0
|K|2|Y |dvdCu(t).
The estimate (58) then follows from E[|K|2|Y |](s) + supu<b
∫
Cu(s)
∫
v
vL
v0 |K|2|Y |dvdCu(s) ≤ EG(s) and the
bootstrap assumption. Let us focus now on (59). According to Lemma 7.6, we have∣∣∣Bji ∣∣∣ . τ+τ− (|α (LZγ (F ))|+ |ρ (LZγ (F ))|+ |σ (LZγ (F ))|) + |α (LZγ (F ))| , where |γ| ≤ N.
By the bootstrap assumption (44) and dropping the dependence of α, α, ρ and σ in LZγ (F ), we have
∀ s ∈ [0, T [, ∀u < b, ‖|α|‖2
L2(Σ
b
s)
+
∫
Cu(s)
(|α|2 + |ρ|2 + |σ|2)dCu(s) ≤ EN [F ](s) ≤ 4ǫ.
Consequently, using the Cauchy-Schwarz inequality in v,
∫
v |Y |dv . ǫ(1 + s)δτ−2+ τ−1− and 1 . v0vL,
IB .
∫ t
0
∫
Σ
b
s
(
τ+
τ−
|α|+ τ+
τ−
|ρ|+ τ+
τ−
|σ|+ |α|
) ∣∣∣∣∫
v
|Yq|dv
∫
v
∣∣∣Kji ∣∣∣2 |Yq| dv(v0)2
∣∣∣∣ 12 dxds
. (1 + t)
δ
2
∫ t
0
∫
Σ
b
s
(
τ+
τ−
|α|+ τ+
τ−
|ρ|+ τ+
τ−
|σ|+ |α|
) √
ǫ
τ+τ
1
2
−
∣∣∣∣∫
v
vL
v0
∣∣∣Kji ∣∣∣2 |Yq|dv∣∣∣∣
1
2
dxds. (60)
By the Cauchy-Schwarz inequality in x and EG(s) . ǫ(1 + t)δ, we get∫ t
0
∫
Σ
b
s
|α|
√
ǫ
τ+τ
1
2
−
∣∣∣∣∫
v
vL
v0
|Kji |2|Yq|dv
∣∣∣∣
1
2
dxds .
∫ t
0
√
ǫ
1 + s
‖|α|‖
L2(Σ
b
s)
∣∣∣E [|Kji |2Yq](s)∣∣∣ 12 ds
. ǫ
∫ t
0
|EG(s)|
1
2
1 + s
ds . ǫ
3
2 (1 + t)
δ
2 . (61)
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Using the null foliation (Cu(t))u<b of Vb(t) and the Cauchy-Schwarz inequality in (u, ω), one has, for any
ζ ∈ {α, ρ, σ},
∫ t
0
∫
Σ
b
s
|ζ|
√
ǫ
τ
3
2
−
∣∣∣∣∫
v
vL
v0
|Kji |2|Yq|dv
∣∣∣∣
1
2
dxds .
∫ b
−∞
√
ǫ
τ
3
2
−
∣∣∣∣∣
∫
Cu(t)
|ζ|2dCu(t)
∫
Cu(t)
∫
v
vL
v0
|Kji |2|Yq|dvdCu(t)
∣∣∣∣∣
1
2
du
.
√
ǫ
∣∣∣EN [F ](t)E [|Kji |2Yq] (t)∣∣∣ 12 ∫ 0
u=−∞
du
τ
3
2
−
. ǫ
3
2 (1 + t)
δ
2 . (62)
From (60), (61) and (62), we finally obtain IB . ǫ
3
2 (1+ t)δ. This concludes the improvement of the bootstrap
assumption and then the proof. 
7.3 End of the proof of Proposition 5.3
Let i ∈ I. Using the Cauchy-Schwarz inequality in v, EH(t) . ǫ(1 + t)δ and the pointwise decay estimates
(54), we have∥∥∥∥∫
v
z|Hi|dv
∥∥∥∥2
L2(Σ
b
t)
.
∥∥∥∥∫
v
|Hi|dv
∥∥∥∥
L∞(Σ
b
t)
∥∥∥∥∫
v
z2|Hi|dv
∥∥∥∥
L1(Σ
b
t)
.
∥∥∥∥∥ ǫτ2−δ+ τ−
∥∥∥∥∥
L∞(Σ
b
t)
EH(t) .
ǫ2
(1 + t)2−2δ
.
As Li = K
j
i Yj , the Cauchy-Schwarz inequality in v, EG(t) . ǫ(1 + t)
δ and
∫
v
z2|Y |dv . ǫτ−2+δ+ gives∥∥∥∥∫
v
z|Li|dv
∥∥∥∥2
L2(Σ
b
t)
.
∥∥∥∥∫
v
z2|Y |dv
∫
v
∣∣∣Kji ∣∣∣2 |Yj |dv∥∥∥∥
L1(Σ
b
t)
.
∥∥∥∥∫
v
z2|Y |dv
∥∥∥∥
L∞(Σ
b
t)
∥∥∥∥∫
v
∣∣∣Kji ∣∣∣2 |Yj |dv∥∥∥∥
L1(Σ
b
t)
.
∥∥∥∥∥ ǫτ2−δ+
∥∥∥∥∥
L∞(Σ
b
t)
EG(t) .
ǫ2
(1 + t)2−2δ
.
To conclude the proof of Proposition 5.3, use 2δ ≤ 12 and notice that for all N − 2 ≤ |β| ≤ N , there exists
i ∈ I verifying Ẑβf = Hi +Gi and that |Gi| ≤ |Li|.
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