We report on the first dark-matter (DM) search results from PandaX-I, a low threshold dualphase xenon experiment operating at the China JinPing Underground Laboratory. In the 37-kg liquid xenon target with 17.4 live-days of exposure, no DM particle candidate event was found. This result sets a stringent limit for low-mass DM particles and disfavors the interpretation of previously-reported positive experimental results. The minimum upper limit, 3.7 × 10 −44 cm 2 , for the spin-independent isoscalar DM-particle-nucleon scattering cross section is obtained at a DMparticle mass of 49 GeV/c 2 at 90% confidence level. 
We report on the first dark-matter (DM) search results from PandaX-I, a low threshold dualphase xenon experiment operating at the China JinPing Underground Laboratory. In the 37-kg liquid xenon target with 17.4 live-days of exposure, no DM particle candidate event was found. This result sets a stringent limit for low-mass DM particles and disfavors the interpretation of previously-reported positive experimental results. The minimum upper limit, 3.7 × 10 −44 cm 2 , for the spin-independent isoscalar DM-particle-nucleon scattering cross section is obtained at a DMparticle mass of 49 GeV/c 2 at 90% confidence level. The dark matter is a leading candidate to explain gravitational effects observed in galactic rotational curves, galaxy clusters, and large scale structure formation, etc. [1] . Weakly interacting massive particles (WIMPs), a particular class of DM candidates, are interesting in particle physics and can be studied in colliders, indirect and direct detection experiments [2] . These particles can naturally arise from models beyond the Standard Model of particle physics, such as supersymmetry and extra dimensions [3] . Direct positive detection of WIMPs using ultra-low background detectors in deep underground laboratories would provide convincing evidence of DM in our solar system and allow the probing of fundamental properties of WIMPs.
Direct detection experiments using different technologies have produced many interesting results. The first reported positive observation was from the DAMA/LIBRA experiment which used NaI(Tl) crystal as targets [4] . The results can be explained by WIMPs with masses around 10 or 50 GeV/c 2 [5] . More recently, experiments using ultra-low threshold detectors with a germanium target (CoGeNT [6] ) and a silicon target (CDMS II-Si [7] ) reported signals above background, pointing to a lowmass WIMP particle near 10 GeV/c 2 . In addition, the CRESST-II experiment using the CaWO 4 crystal also reported signals indicating 10 or 30 GeV/c 2 WIMPs, but not confirmed by the upgraded detector [8, 9] . These results have produced much excitement in the community [10] and call for further examinations of the low-mass WIMP signals through other experiments [11] [12] [13] [14] .
In recent years, new techniques using noble liquids (xenon, argon) have shown exceptional potential due to the capability of background suppression and discrimination, and scalability to large target masses. The XENON10/100 [15] [16] [17] [18] [19] and LUX [20] experiments using the dual-phase technique have improved WIMP detection sensitivity by more than two orders of magnitude in a wide mass range.
The PandaX experiment, operated at the China JinPing Underground Laboratory (CJPL) [21] , uses the dual-phase xenon technique to search for both low and high mass WIMP dark matter. The first stage of PandaX (PandaX-I) employs a pancake-shaped time projection chamber (TPC) with about 120-kg active xenon target mass. This TPC, designed with a high light-yield thus low-energy threshold, is dedicated to searching for low-mass DM particles. A detailed description of the PandaX-I experiment and CJPL is given in Ref. [22] .
The PandaX TPC with a diameter of 60 cm and drift length of 15 cm is mounted in a stainless steel inner vessel, 75 cm in diameter and 103 cm in height, containing a total mass of 450 kg of liquid xenon (LXe). The inner vessel is over-dimensioned to accommodate the future upgrade to PandaX-II. It is contained in a vacuum cryostat constructed from 5-cm thick high-purity oxygen-free copper, and enclosed by a passive shield made of copper, polyethylene, lead, and polyethylene, from inner to outer layers. The gap between the copper cryostat and inner copper shield is continuously flushed with dry nitrogen gas to reduce radon to below 10 Bq/m 3 . The cryogenics and gas handling systems are installed outside the shield and maintain the LXe at a working temperature of 179.5 K and an absolute pressure of about 2.0 atm. During data taking the cryogenics system provided a thermal and pressure stability of better than 1%. Xenon is continuously recirculated through a getter purification system at a rate around 30 SLPM, resulting in a stable electron lifetime of approximately 260 µs.
The dual-phase xenon TPC technique enables the detection of both the primary scintillation signal (S1) in the liquid and the ionization signal through proportional scintillation (S2) in the gas. This allows discrimination of nuclear recoils (NR) from electron recoils (ER) via the S2 to S1 ratio [23] . Further background reduction is achieved through fiducialization of the target volume using 3D event position reconstruction. The PandaX-I TPC is operated with cathode, gate, and anode potentials setting to −15 kV, −5 kV, and ground, respectively. This generates an expected drift field of 667 V/cm, which agrees within 3% with the average simulated from the actual geometry. The electron drift velocity is 1.7mm/µs according to Ref. [24] , in excellent agreement with drift time distribution in our data. The liquid level is centered between the gate and anode, which are separated by 8 mm. The level can be adjusted to a precision of 0.1 mm with an externally-controlled overflow mechanism.
The scintillation light is collected by two opposing horizontal arrays of photomultiplier tubes (PMTs). The bottom array, consisting of 37 3-inch Hamamatsu R11410-MOD PMTs, is immersed in LXe 5 cm below the cathode. The top array consists of 143 1-inch Hamamatsu R8520-406 PMTs and is mounted in the gaseous xenon above the anode. The horizontal position of an event is reconstructed using the S2 signal captured by the top array, while the vertical position is determined using the time difference between S1 and S2 signals. During operation, three top PMTs and two bottom PMTs were disabled due to malfunction.
The PMT gains are adjusted to 2 × 10 6 , calibrated weekly using low-intensity LED light, and are stable within 10% over time. Random hits are used to monitor the PMT dark rates and gains. During the DM search run, dark rates of the top and bottom PMTs are approximately 50 Hz and 1 kHz, respectively. These rates have correlation with detector parameters such as cryogenic conditions, TPC high voltage, as well as ambient temperature. The data with spurious dark rates are removed from this analysis.
The raw signals from the PMTs get amplified by a factor of 10 through Phillips 779 amplifiers, then fed into CAEN V1724 14-bit 100 MS/s digitizers. The event trigger is constructed by summing, integrating, and discriminating the time-over-threshold ("Majority") outputs from the digitizers for the bottom PMTs. For events triggered by S2 signals relevant for DM search, the trigger threshold corresponds to 89 photoelectrons (PEs). Waveforms from the PMTs are recorded 100 µs before and after the trigger, with zero length encoding for signals below 1/3 PE on each channel.
We analyzed waveforms for each PMT channel to define physical events. Hits are identified from each PMT waveform with a threshold corresponding to about 40% single PE amplitude. These hits are clustered in time to form physical signals. Consistent selection results were obtained by alternatively implementing signal finding on the summed waveform. The S1 and S2 signals are identified primarily using their widths. An event relevant for DM search contains a single S1 signal before the S2 signal.
Data quality filters are applied to separate physical signals from noise. The 200 kHz noise originating from the PMT high-voltage supplies is filtered based on its ringing signature. Events with large baseline variations as well as abnormal S2 signal ratios of the bottom to top PMTs are rejected. A good S1 signal requires at least two PMTs fired and an appropriate pulse height-to-area ratio.
The horizontal position of an event is reconstructed by both a center-of-gravity (CoG) and neural network (NN) algorithm using the S2 pattern observed with the top PMT array. The average difference of the positions for the two methods is about 1 cm, and events with large difference due to abnormal S2 hit patterns are rejected. In our analysis, we use the CoG approach, and have confirmed that the conclusions do not change when the latter approach is used.
Calibration runs with 137 Cs and 60 Co gamma sources and a 252 Cf neutron source, deployed between the outer and inner vessels, were taken to characterize the detector response. The neutron source produces both elastic NR events as well as inelastic events with gamma energies of 40 ( 129 Xe) and 80 keV ( 131 Xe). The 40 keV inelastic events are utilized in the uniformity corrections to the S1 and S2 signals. After subtracting the NR contribution, the ER light yield is 5.1 (4.7) PE/keV ee (electron-equivalent) at 40 (80) keV. Extrapolating these light yields using the NEST model [25] , we obtain a light yield at 122 keV of 4.2±0.2 PE/keV ee at a drift field of 667 V/cm and 7.3±0.3 PE/keV ee at zero field (L 122 y ). The S1-S2 combined energy scale for ERs is defined as E ce ee = W · (S1/α + S2/β). The work function W = 13.7 eV [25] is the average energy needed to produce a quantum (photon or electron) in liquid xenon, α is the photon detection efficiency (PDE), and β is the product of the single-electron gas gain and the electron extraction efficiency (EEE). The single-electron gas gain is determined to be 22.1 PE/e with a 45% resolution by fitting single-electron S2 signals. The PDE and EEE are found to be (10.5±0.4)% and (79.8±7.0)%, respectively, by fitting the anti-correlation between S1 and S2 for 40 and 80 keV inelastic events (Fig. 1) . The uncertainties in these values are estimated from the difference between the values extracted from the two gamma peaks. The scintillation and ionization yields at 40, 80, and 662 keV ( 137 Cs) obtained from our data are consistent with the NEST predictions within 10-20%.
The detector response to ER and NR events is studied with 60 Co and 252 Cf calibration data. Single scattering events are selected and a fiducial cut of 20 cm radius and 20-80 µs drift time is applied to the reconstructed vertices. We select low-energy calibration events with S1 between 2 and 30 PE, and S2 from the bottom PMT array greater than 300 PE. The NR purity from the 252 Cf data within this energy range is expected to be approximately 98% based on a Monte Carlo (MC) simulation. The bands from ER and NR calibration data are shown in Fig. 2 
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60 Co calibration data. The mean of the ER band is computed for every 1-PE slice of S1, and fitted with a double exponential form. The width of the band was assumed independent in S1, due to limited statistics. An average ER Gaussian leakage fraction of 0.32% below the mean of the NR band (or 99.7% ER rejection efficiency) is obtained based on the width of the ER band. We have performed alternative fittings of the ER band, which generate about 0.1% change in the leakage fraction. The overall event detection efficiency is the combination of cut efficiency cut and signal acceptance A of the NR signal window. The cut efficiency cut includes the identification and quality cut efficiencies on both S1 and S2, and the trigger efficiency on S2 signals. The S1 identification and quality cut efficiencies are evaluated using the low-intensity LED data. The S2 identification efficiency is determined by regrouping closely-packed multiple S1 signals as mis-identified small S2 signals, and is close to 97%. The S2 quality cut efficiency due to bottom-to-top-charge-ratio cut is evaluated by selecting events well located on the NR band and taking the ratio of events with and without the cut. Finally, the S2 trigger efficiency is obtained by fitting the measured S2 NR spectrum assuming an exponential form of the true energy spectrum. Combining these, cut is found as a rising function of S1 with a maximum of about 70% at 25 PE, and then falls gradually due to the pulse height to area ratio quality cut on the S1 waveform. Consistent cut efficiency, depicted in Fig. 3 , is obtained by taking the ratio of the measured NR spectrum to the expected spectrum from the MC. This cut efficiency includes the contribution due to the 300 PE bottom S2 cut. The corresponding signal acceptance A is defined as the ratio of the number of NR events below the mean (i.e. average) of the NR band to the total, also shown in Fig. 3 together with the overall efficiency. The change of the acceptance as a function of S1 indicates the variation of the log 10 (S2/S1) distribution in different S1 slices. The events on the NR band with suppressed S2 could be due to multiple-scattered neutrons that deposit partial energy below the cathode. Using double-scatter neutrons with the second scatter in the very bottom layer of the TPC as a proxy, we estimate that those below-cathode events could lead to a maximum fractional reduction of 25% to the overall NR detection efficiency. A detailed study of this will appear in a separate publication. The analysis results reported here are from 17.4 live days of DM search data, taken from May 26 to July 5, 2014. Event rates are summarized in Table I for various cut levels. The reduction of background due to single S2 cut is consistent with the MC expectation. Dark matter candidates are selected by employing identical selection cuts used in the calibration data. The signal window for S1 between 2 and 30 PE corresponds to a mean energy range of 0.5 to 5.5 keV ee or 4.1 to 31.6 keV nr (nuclear recoil) based on the NEST model.
The signal vertex distribution before fiducial and ER rejection cuts is displayed in Fig. 4 . The fiducial cut indicated by the dashed box is asymmetric in the vertical direction to provide balanced shielding from radiation originating in the top and bottom PMT arrays. The cut in r 2 was optimized to reduce residual background near The measured energy distribution for events in the fiducial volume, after correcting for the detection efficiency, is in agreement with a GEANT4-based MC prediction [26] , taking into account known background from detector material radioactivities. The average background rate of 32±5 mDRU (DRU = events/keVee/kg/day) is consistent with the 43±11 mDRU MC expectation (Table II) . The Kr level is estimated from the delayed coincidence signals from 85 Kr and 85m Rb decays in the 120-kg target mass to be less than 83 ppt mol/mol (90% C.L.), assuming an abundance of 85 Kr of 2 × 10 −11 in Kr. This is consistent with a direct measurement of the xenon sample using a specialized residual gas analysis system with a cold trap [27] . 222 Rn and 220 Rn in the detector are identified by their characteristic β-α delayed coincidences. The total decay rate in the FV, dominated by 222 Rn, is measured to be 0.83±0.59 mBq, where the uncertainty is dominated by that in the efficiency of the β-α selection cuts. This results in a background of 2.7±2.0 mDRU based on a MC simulation. Gamma events which multiple-scatter in the detector with a large fraction energy deposition in the LXe below the cathode can fake NR events because their ionization energy is only partially captured in the S2 signal. These events, known as the "gamma-X" events [15] , contribute 0.2 events in the 17 days of dark matter data, as estimated by a MC simulation. The log 10 (S2/S1) versus S1 band from the DM data is shown in Fig. 5 . No candidate event survives the ER rejection cut. To determine the spin-independent isoscalar WIMP-nucleon scattering cross section as a function of WIMP mass, the WIMP event rate is calculated based on the standard isothermal halo model [28, 29] with a DM density of 0.3 GeV/c 2 /cm 3 , a local circular velocity of 220 km/s, a galactic escape velocity of 544 km/s, and an average earth velocity of 245 km/s. After modeling detection efficiencies, Poisson fluctuation in the S1 signal is applied to smear the S1 acceptance. The 90% C.L. upper limit of the DM signal is calculated from the Feldman-Cousins statistical model [30] with no observed event and an expected ER Gaussian leakage background of 0.15 event. For a more conservative DM limit, we did not add the gamma-X estimate into our expected background. The lowest cross section obtained is 3.7 × 10 −44 cm 2 at a WIMP mass of 49 GeV/c 2 . In Fig. 6 our results are presented together with recent world direct detection data [4, 6-8, 12, 14, 17, 19, 20] . To quantify the impact of uncertainties in the energy scale on the experimental limit, the calculation is performed using two different L eff ( [17] ) scalings between S1 and E nr . The first L eff is taken from the NEST model using the measured PDE of 10.5%. The second is the conservative L eff used by XENON100 [17] with our measured L 122 y . Below 10 GeV/c 2 , the latter gives a more conservative limit. Note that our results show a nominally better limit below 6 GeV/c 2 than that from LUX due to that LUX used an energy scale with zero light yield below 3 keV nr , which is very conservative compared to NEST or other phenomenological models (e.g. Ref [31] ). Our result is comparable in the high WIMP mass region to that of Ref. [17] with similar exposure, and is significantly more constraining in the low-mass region, demonstrating the advantage of the low-energy threshold of the PandaX-I detector. At the 90% C.L., our results are incompatible with the spin-independent isoscalar WIMP interpretation of previously reported observed signals from DAMA, CoGeNT, CRESST and CDMS II-Si [4, [6] [7] [8] . In the high WIMP mass region, our result confirms the power of the LXe dual-phase technique as one of the leading technologies to probe the theoretically-favored DM particles, e.g., predicted by supersymmetric models.
In summary, we report the first results using 17.4 livedays of data in the 37-kg fiducial mass from the PandaX-I dark matter experiment at CJPL. They place strong constraints in the low WIMP mass region which are being actively studied by many other experiments. PandaX-I continues to take data and explore low-mass WIMPs. PandaX-II, with about ten times larger fiducial mass and improved background properties, is being constructed to reach a sensitivity beyond the current best limits in a wide WIMP mass range.
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