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The need for effective approaches to handle big data that is characterized by its large volume, different types, and high velocity
is vital and hence has recently attracted the attention of several research groups. This is especially the case when traditional data
processing techniques and capabilities proved to be insufficient in that regard. Another aspect that is equally important while
processing big data is its security, as emphasized in this paper. Accordingly, we propose to process big data in two different tiers.The
first tier classifies the data based on its structure and on whether security is required or not. In contrast, the second tier analyzes and
processes the data based on volume, variety, and velocity factors. Simulation results demonstrated that using classification feedback
from a MPLS/GMPLS core network proved to be key in reducing the data evaluation and processing time.
1. Introduction
Big data is a new term that refers not only to data of big size,
but also to data with unstructured characteristic types (i.e.,
video, audio, unstructured text, and social media informa-
tion). The demand for solutions to handle big data issues has
started recently by many governments’ initiatives, especially
by the US administration in 2012 when it announced the big
data research and development initiative [1]. The initiative
aims at exploring proper and efficient ways to use big data in
solving problems and threats facing the nation, government,
and enterprise. It is also worth noting that analyzing big data
information can help in various fields such as healthcare,
education, finance, and national security.
Potential challenges for big data handling consist of the
following elements [3]:
(i) Analysis: this process focuses on capturing, inspect-
ing, and modeling of data in order to extract useful
information.
(ii) Treatment and conversion: this process is used for
the management and integration of data collected
from different sources to achieve useful presentation,
maintenance, and reuse of data.
(iii) Searching: this process is considered themost impor-
tant challenge in big data processing as it focuses on
the most efficient ways to search inside data that it is
big and not structured on one hand and on the timing
and correctness of the extracted searched data on the
other hand.
(iv) Storage: this process includes best techniques and
approaches for big data organization, representation,
and compression, as well as the hierarchy of storage
and performance.
(v) Visualization: this process involves abstracting big
data and hence it helps in communicating data clearly
and efficiently.
(vi) Security and sharing: this process focuses on data
privacy and encryption, as well as real-time analysis
of coded data, in addition to practical and secure
methods for data sharing.
The increasing trend of using information resources and
the advances of data processing tools lead to extend usage
of big data. The extensive uses of big data bring different
challenges, among them are data analysis, treatment and
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conversion, searching, storage, visualization, security, and
privacy.
Big data security and privacy are potential challenges in
cloud computing environment as the growing usage of big
data leads to new data threats, particularly when dealing with
sensitive and critical data such as trade secrets, personal and
financial information. Any loss that could happen to this data
may negatively affect the organization’s confidence andmight
damage their reputation. Moreover, moving big data within
different clouds that have different levels of sensitivity might
expose important data to threats.
However, the traditional methods do not comply with
big data security requirements where tremendous data sets
are used. Consequently, new big data security and privacy
techniques are required to overcome data threats and its risk
management.
Therefore, this research aims at exploring and investigat-
ing big data security and privacy threats and proposes twofold
approach for big data classification and security to minimize
data threats and implements security controls during data
exchange. The primary contributions of this research for the
big data security and privacy are summarized as follows:
(i) Classifying big data according to its structure that
help in reducing the time of applying data security
processes.
(ii) Using of data-carrying technique, Multiprotocol
Label Switching (MPLS) to achieve high-performance
telecommunication networks.
(iii) Transferring big data from one node to another
based on short path labels rather than long network
addresses to avoid complex lookups in a routing table.
(iv) Using labels in order to differentiate between traffic
information that comes from different networks.
(v) Analyzing and processing big data at Networks Gate-
ways that help in load distribution of big data traffic
and improve the performance of big data analysis and
processing procedures.
The rest of the paper is organized as follows. In Section 2,
the related work that has been carried out on big data in
general with a focus on security is presented. In Section 3, the
proposed approach for big data security using classification
and analysis is introduced. In Section 4, the validation results
for the proposed method are shown. Finally, in Section 5,
conclusions and future work are provided.
2. Related Work
Research work in the field of big data started recently (in
the year of 2012) when the White House introduced the big
data initiative [1]. The research on big data has so far focused
on the enhancement of data handling and performance. On
the other hand, handling the security of big data is still
evolving and just started to attract the attention of several
research groups. In this section, we present and focus on the
main big data security related research work that has been
proposed so far. Indeed, our work is different from others
in considering the network core as a part of the big data
classification process. Furthermore and to the best of our
knowledge, the proposed approach is the first to consider the
use of a Multiprotocol Label Switching (MPLS) network and
its characteristics in addressing big data QoS and security.
Authors in [2] propose an attribute selection technique
that protects important big data. The technique analyzes big
data by extracting valuable content that needs protection. It
mainly extracts information based on the relevance factor.
However, it does not support or tackle the issue of data
classification; i.e., it does not discuss handling different data
types such as images, regular documents, tables, and real-
time information (e.g., VoIP communications). In [3], the
authors investigated the security issues encountered by big
data when used in cloud networks. The main issues covered
by this work are network security, information security,
and privacy. The authors in [4] developed a new security
model for accessing distributed big data content within
cloud networks.The proposed security framework focuses on
securing autonomous data content and is developed in the G-
Hadoop distributed computing environment.
The challenge to legitimately use big data while con-
sidering and respecting customer privacy was interestingly
studied in [5]. In related work [6], its authors considered
the security awareness of big data in the context of cloud
networks with a focus on distributed cloud storages via
STorage-as-a-Service (STaaS). In [7], they also addressed big
data issues in cloud systems and Internet of Things (IoT).
Specifically, they summarized and analyzed the main results
obtained when external integrity verification techniques are
used for big data security within a cloud environment. In [8],
they proposed to handle big data security in two parts. The
first part challenges the credibility of security professionals’
discourses in light of the knowledge that they apparently
mobilize, while the second part suggests a series of conceptual
interchanges around data, relationships, and procedures to
address some of the restrictions of current activities with the
big data security assemblage.
Furthermore, in [9], they considered the security of real-
time big data in cloud systems. The work is based on a mul-
tilayered security paradigm that can protect data in real time
at the following security layers: firewall and access control,
identity management, intrusion prevention, and convergent
encryption. Another work that targets real-time content is
presented in [10], inwhich a semantic-based video organizing
platform is proposed to search videos in big data volumes.
The proposed technique uses a semantic relational network
model to mine and organize video resources based on their
associations, while the authors in [11] proposed a Dynamic
Key Length based Security Framework (DLSeF) founded on
a common key resulting from synchronized prime numbers.
The key is dynamically updated in short intervals to prevent
man in the middle attacks. In contrast, the authors in
[12] focused on the big data multimedia content problem
within a cloud system. They proposed a novel approach
using Semantic-Based Access Control (SBAC) techniques for
acquiring secure financial services.
Moreover, the work in [13] focused on the privacy prob-
lem and proposed a data encryption method called Dynamic











Figure 1: A flow chart of the general architecture for our approach.
Data Encryption Strategy (D2ES). The method selectively
encodes information using privacy classification methods
under timing constraints. Besides that, other research studies
[14–24] have also considered big data security aspects and
solutions.
3. Classification Approach
Big data can contain different kinds of information such
as text, video, financial data, and logs, as well as secure or
insecure information. Thus, the treatment of these different
sources of information should not be the same. Furthermore,
the proposed classification method should take the following
factors into consideration [5].
Velocity: the speed of data generation and processing.
Volume: the size of data generated and storage space
required.
Variety: the category of data and its characteristics.
The proposed classification algorithm is concerned with
processing secure big data. Since handling secure data is
different than plaintext data, the following factors should be
taken into consideration in our algorithm.
Confidentiality: the confidentiality factor is related to
whether the data should be encrypted or not.Therefore, with
security in mind, big data handling for encrypted content is
not a simple task and thus requires different treatment.
Authentication: some big data may require authentica-
tion, i.e., protection of data against modification. In addition,
authentication deals with user authentication and a Certifica-
tion Authority (CA).
Other security factors such as Denial of Service (DoS)
protection and Access Control List (ACL) usage will also be
considered in the proposed algorithm.
In the following subsections, the details of the proposed
approach to handle big data security are discussed.
3.1. General Architecture of the Classification Approach. In the
proposed approach, big data is processed by two hierarchy
tiers. The role of the first tier (Tier 1) is concerned with
the classification of the big data to be processed. In other
words, this tier decides first onwhether the incoming big data
traffic is structured or unstructured. Then, it checks the type
of security service that is applied on the data, i.e., whether
encryption is applied or not on the processed data, or if
authentication is implemented or required on the processed
data.The second tier (Tier 2) decides on the proper treatment
of big data based on the results obtained from the first tier,
as well as based on the analysis of velocity, volume, and
variety factors. A flow chart for the general architecture of the
proposed method is shown in Figure 1.
3.2. Tier 1: Data Classification. In this subsection, the algo-
rithm used to classify big data information (Tier 1) (i.e.,
whether data is structured or unstructured and whether
security is applied or not) is presented.
Before processing the big data, there should be an efficient
mechanism to classify it on whether it is structured or not
and then evaluate the security status of each category. The
proposed algorithm relies on different factors for the analysis
and is summarized as follows:
(i) Data Source and Destination (DSD): data source as
well as destination may initially help to guess the
structure type of the incoming data.This factor is used
as a prescanning stage in this algorithm, but it is not
a decisive factor. Hence, it helps to accelerate data
classification without the need to perform a detailed
analysis of incoming data. However, the algorithm
uses a controlling feedback for updating.
(ii) Data Header information (DH): it has been assumed
that incoming data is encapsulated in headers. There-
fore, header information can play a significant role
in data classification. For example, the IP networking
traffic header contains a Type of Service (ToS) field,
which gives a hint on the type of data (real-time
data, video-audio data, file data, etc.). In addition,














Figure 2: Tier 1 structure.
the protocol field indicates the upper layers, e.g., UDP,
TCP, ESP security, AH security, etc.
Furthermore, the Tier 1 classification process can be
enhanced by using traffic labeling. In other words, Labels
(L) can be used to differentiate or classify incoming traffic
data. Therefore, we assume that the network infrastructure
core supports Multiprotocol Label Switching (MPLS) or the
Generalized Multiprotocol Label Switching (GMPLS) [25],
and thus labels can be easily implemented and mapped.
Traffic that comes from different networks is classified at the
gateway of the network responsible to analyze and process big
data. AnMPLS network core uses labels to differentiate traffic
information. The MPLS header is four bytes long and the
labels are created from network packet header information.
The labels can carry information about the type of traffic (i.e.,
real time, audio, video, etc.). It is worth noting that label(s) is
built from information available at (DH) and (DSD). In the
Tier 1 structure shown in Figure 2, the gateway is responsible
for categorizing the incoming traffic into labels called labeled
traffic (L
𝑚
). At this stage, the traffic structure (i.e., structured
or unstructured) and type (i.e., security services applied or
required, or no security) should be identified.
Consequently, the gateway is responsible for distributing
the labeled traffic to the appropriate node (N
𝐾
) for further
analysis and processing at Tier 2. If the traffic has no security
requirements, or not required, the gateway should forward
that traffic to the appropriate node(s) that is/are designated
to process traffic (i.e., some nodes are responsible to process
traffic with requirements for security services, and other
nodes are designated to process traffic data with no security
requirements).This approach as will be shown later on in this
paper helps in load distribution for big data traffic, and hence
it improves the performance of the analysis and processing
steps.
3.3. Tier 2: Data Classification. At this stage, Tier 2 takes
care of the analysis and processing of the incoming labeled
big data traffic which has already been screened by Tier 1.
Moreover, Tier 2 is responsible for evaluating the incoming
traffic according to the Velocity, Volume, and Variety factors.
Each node is also responsible for analyzing and processing its
assigned big data traffic according to these factors.
Next, the node internal architecture and the proposed
algorithm to process and analyze the big data traffic are
presented.
3.3.1. Node Architecture. The main components of Tier 2 are




, . . ., NK).The internal node architecture
of eachnode is shown in Figure 3.An internal node consists of
a Name Node and Data Node(s), while the incoming labeled
traffic is processed and analyzed for security services based
on three factors: Volume, Velocity, and Variety.
Each Tier 2 node applies Algorithms 1 and 2 when
processing big data traffic. The first algorithm (Algorithm 1)
decides on the security analysis and processing based on the
Volume factor, whereas the second algorithm (Algorithm 2)
is concerned with Velocity and Variety factors.
Algorithms 1 and 2 can be summarized as follows:
(i) The two-tier approach is used to filter incoming data
in two stages before any further analysis.
(ii) Tier 1 is responsible to filter incoming data by decid-
ing on whether it is structured or nonstructured.
Thus, security analysis will be more likely to be
applied on structured data or otherwise based on
selection.
(iii) Tier 2 is responsible to process and analyze big data
traffic based on Volume, Velocity, and Variety factors.
The core idea in the proposed algorithms depends on
the use of labels to filter and categorize the processed
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Step 1: Receive (Labeled Big Data Traffic , Gateway number, Factor Vol,
Security Servic );
Function for getting Big Data traffic by Name node
Where:
Labeled Big Data Traffic → traffic label (TL), Data (D),
Gateway number→Value of Gateway sending labeled Big Data traffic (GN)
Factor Vol→ Volume factor type (V):
Assumptions:
(i) Real time data is assigned different label than file transfer data and
thus the label value should indicate the Volume size
(ii) Real time data are usually assumed less than 150 bytes per packet.
Security Service → Confidentiality (C), Authentication (Auth) are examined by
the label value of each traffic.
Step 2: Forward (Data node , Security Service)
Function for distributing the labeled traffic for the designated data node(s) with
security service assignment:
Security service required or applied?
True then go to data node(s) assigned to analyze and process security services.
Step 3: Data node Checking (packet headers, labels)
Performs header and label information checking:
→ Label checking performs label examination
→Header checking performs header examination:
Assumptions: secured data comes with extra header size such as ESP header
Step 4: Go to step 1









Figure 3: Node architecture.
big data traffic. The network core labels are used to
help tier node(s) to decide on the type and category of
processed data. Thus, the use of MPLS labels reduces
the burden on tier node(s) to do the classification
task and therefore this approach improves the perfor-
mance. On the other hand, if nodes do not support
MPLS capabilities, then classification with regular
network routing protocols will consume more time
and extra bandwidth.
3.3.2. Network Labeling and Mapping with Big Data Node
Architecture. So far, the node architecture that is used for
processing and classifying big data information is presented.
However, the proposed approach also requires feedback
from the network in order to classify the processed data.
Our assumption here is the availability of an underlying
network core that supports data labeling. As mentioned in
previous section, MPLS is our preferred choice as it has now
been adopted by most Internet Service Providers (ISPs). The
MPLS header and labeling distribution protocols make the
classification of big data at processing node(s) more efficient
with regard to performance, design, and implementation.
Figure 4 illustrates the mapping between the network
core, which is assumed here to be a Generalized Multiproto-
col Label Switching (GMPLS) orMPLS network.TheGMPLS
extends the architecture of MPLS by supporting switching
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Step 1: Receive (Labeled Big Data Traffic , Gateway number, Factor Vel Var,
DSD prob);
Function for getting Big Data traffic by Name node
Where:
Labeled Big Data Traffic → traffic label (TL), Data (D),
Gateway number→Value of Gateway sending labeled Big Data traffic (GN)
Factor Value→ Factor type ( Var || Vel):
Assumptions:
(i) Data Source and Destination (DSD) information are used and
integrated in Labeled traffic.
(ii) Data source indicates the type of data (e.g., streaming data,
structured nor not, ect.).
(iii) DSD prob is the probability of the Velocity or Variety data
type.
Step 2: Forward (Data node , Security Service)
Function for distributing the labeled traffic for the designated data node(s) with
security service assignment:
Based on the DSD probability value(s), decision is made on the security service?
True then go to data node(s) assigned to analyze and process security services.
Step 3: Go to step 1
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Figure 4: Network core/big data node mapping.
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for wavelength, space, and time switching in addition to
the packet switching. The core network consists of provider
routers called here P routers and numbered A, B, etc. The
GMPLS/MPLS network is terminated by complex provider
Edge routers called here in this workGateways.TheGateways
are responsible for completing and handling the mapping in
between the node(s), which are responsible for processing the
big data traffic arriving from the core network. In addition,
the gateways outgoing labeled traffic is the main factor used
for data classification that is used by Tier 1 and Tier 2 layers.
Algorithms 1 and 2 are the main pillars used to perform
the mapping between the network core and the big data
processing nodes.
3.3.3. Security Analysis. The proposed architecture supports
security features that are inherited from the GMPLS/MPLS
architecture, which are presented below:
Traffic Separation. The use of the GMPLS/MPLS core net-
work provides traffic separation by using Virtual Private
Network (VPN) labeling and the stacking bit (S) field that is
supported by the GMPLS/MPLS headers. To illustrate more,
traffic separation is an essential needed security feature. For
example, if two competing companies are using the same
ISP, then it is very crucial not to mix and forward the
traffic between the competing parties. Nevertheless, traffic
separation can be achieved by applying security encryption
techniques, but this will clearly affect the performance of
the network due to the overhead impact of extra processing
and delay. In the proposed GMPLS/MPLS implementation,
this overhead does not apply because traffic separation is
achieved automatically by the use of MPLS VPN capa-
bility, and therefore our solution performs better in this
regard.
Hiding Network Interior Design and Structure. One basic
feature of GMPLS/MPLS network design and structure is
that the incoming or outgoing traffic does not require the
knowledge of participating routers inside the core network.
Actually, the traffic is forwarded/switched internally using the
labels only (i.e., not using IP header information). Therefore,
attacks such as IP spoofing and Denial of Service (DoS) can
efficiently be prevented.
Reliability and Availability. Having reliable data transfer,
availability, and fast recovery from failures are considered
important protection requirements and thus improve the
security. Using an underlying network core based on a
GMPLS/MPLS architecture makes recovery from node or
link failures fast and efficient. Many recovery techniques in
the literature have shown that reliability and availability can
greatly be improved usingGMPLS/MPLS core networks [26].
Big Data Encryption and Authentication. GMPLS/MPLS are
not intended to support encryption and authentication tech-
niques as this can downgrade the performance of the net-
work. Therefore, security implementation on big data infor-
mation is applied at network edges (e.g., network gateways
and the big data processing nodes). However, Virtual Private
Networks (VPNs) capabilities can be supported because of
the use of GMPLS/MPLS infrastructure. The VPN capability
that can be supported in this case is the traffic separation, but
with no encryption. In case encryption is needed, it will be
supported at nodes using appropriate encryption techniques.
4. Evaluations and Results
The main improvement of our proposed work is the use
of high speed networking protocol (i.e., GMPLS/MPLS) as
an underlying infrastructure that can be used by processing
node(s) at network edges to classify big data traffic. Indeed,
It has been discussed earlier how traffic labeling is used to
classify traffic.
Now, our goal in this section is to test by simulations
and analyze the impact of using the labeling approach on
improving the classification of big data and thus improving
the security. Therefore, in this section, simulation exper-
iments have been made to evaluate the effect of labeling
on performance. The performance factors considered in the
simulations are bandwidth overhead, processing time, and
data classification detection success. The simulations were
conducted using the NS2 simulation tool (NS-2.35).
We have chosen different network topologies with vari-
able distances between nodes ranging from 100m to 4000Km
in the context ofwired networks (LAN,WAN,MAN). Indeed,
the purpose of making the distance between nodes variable is
to help measuring the distance effect on processing time.The
employed protocol as a routing agent for routing is the Open
Shortest Path First (OSPF), while the simulation takes into
consideration different scenarios for traffic rate and variable
packets sizes, as detailed in Table 1.
Figure 5 shows the effect of labeling on the network over-
head. The network overhead is here defined as the overhead
needed to communicate big data traffic packets through the
network core until being processed by edge node(s). Com-
munication parameters include traffic engineering-explicit
routing for reliability and recovery, traffic engineering- for
traffic separation VPN, IP spoofing. It can be clearly noticed
the positive impact of using labeling in reducing the network
overhead ratio. The type of traffic analyzed in this simulation
is files logs, and the simulated data size ranges from a traffic
size of 100 Mbytes to 2000 Mbytes.
The effect of labeling implementation on the total nodal
processing time for big data analysis has been shown in
Figure 6. It can be noticed that the total processing time has
been reduced significantly. Moreover, it also can be noticed
that processing time increases as the traffic size increases;
however, the increase ratio is much lower in the case of
labeling compared to that with no labeling. The type of
traffic used in the simulation is files logs. In addition, the
simulated network data size ranges from 100 M bytes to 2000
M bytes.
In Figure 7, total processing time simulation has been
measured again but this time for a fixed data size (i.e., 500
M bytes) and a variable data rate that ranges from 10 Mbps
to 100 Mbps. The type of traffic used in the simulation is files
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Table 1: Simulation parameters.
Parameter Type/Value
Traffic Type Long files, documents VoIP traffic










Packet size 100 bytes, 200 bytes500 bytes, 1 Kbytes
Network Infrastructure type Wired, LAN, WAN, MAN














100 M 300 M 500 M 1000 M 2000 M
Data size
Bandwidth overhead % (no
Labeling)
Bandwidth overhead % (with
Labeling)
Figure 5: The ratio effect of labeling use on network overhead.
logs. As can be noticed from the obtained results, the labeling
methodology has lowered significantly the total processing
time of big data traffic. Moreover, it also can be noticed the
data rate variation on the total processing with labeling is
very little and almost negligible, while without labeling the
variation in processing time is significant and thus affected
by the data rate increase.
We also have conducted a simulation to measure the
big data classification using the proposed labeling method












100 M 300 M 500 M 1000 M 2000 M
Data size (Type of files is :logs file)
Total processing time in seconds %
(no Labeling)
Total processing time in seconds %
(with Labeling)
Figure 6: Total processing time in seconds for variable big data size.
is used as shown in Figure 8. The type of data used in
the simulation is VoIP, documents, and images. It can be
clearly seen that the proposed method lowers significantly
the processing time for data classification and detection. We
also simulated in Figure 9 the effectiveness of our method
in detecting IP spoofing attacks for variable packet sizes that
range from 80 bytes (e.g., for VoIP packets) to 1000 bytes
(e.g., for documents packet types). Our proposedmethod has
more success time compared to those when no labeling is
used.











10 30 50 100
Data rate in Mbps (Type of files is :logs file and file size is 500 M bytes)
Total processing time in seconds % (no
Labeling)
Total processing time in seconds %
(with Labeling)













80 150 250 500 1000
IP packets size in bytes
Data classification detection success
times (IP spoofing) % (no Labeling)
Data classification detection success
times (IP spoofing) % (with Labeling)









100 M 300 M 500 M 1000 M 2000 M
Data size (data type: VoIP, documents, images)
Data classification detection processing
time % (no Labeling)
Data classification detection processing
time % (with Labeling)
Figure 9: Data classification processing time in seconds for variable
data types.
5. Conclusion and Future Work
In this paper, a new security handling approachwas proposed
for big data. The proposed method is based on classifying
big data into two tiers (i.e., Tier 1 and Tier 2). The clas-
sification requires a network infrastructure that supports
GMPLS/MPLS capabilities. The GMPLS/MPLS simplifies
the classification by providing labeling assignments for the
processed big data traffic. The obtained results show the
performance improvements of the classification while eval-
uating parameters such as detection, processing time, and
overhead. Future work on the proposed approach will handle
the visualization of big data information in order to provide
abstract analysis of classification. Furthermore,more security
analysis parameters are to be investigated such as integrity
and real time analysis of big data.
Data Availability
All-Schemes.TCL and Labeling-Tier.c files should be incor-
porated along with other MPLS library files available in
NS2 and then run them for the intended parameters
to generated simulation data. Data can be accessed at
https://data.mendeley.com/datasets/7wkxzmdpft/2.
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