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ON THE STRUCTURE OF ISOMETRIES BETWEEN
NONCOMMUTATIVE Lp SPACES
DAVID SHERMAN
Abstract. We prove some structure results for isometries between noncom-
mutative Lp spaces associated to von Neumann algebras. We find that an
isometry T : Lp(M1) → Lp(M2) (1 ≤ p < ∞, p 6= 2) can be canonically
expressed in a certain simple form whenever M1 has variants of Watanabe’s
extension property [W2]. Conversely, this form always defines an isometry
provided that M1 is “approximately semifinite” (defined below). Although
neither of these properties is fully understood, we show that they are enjoyed
by all semifinite algebras and hyperfinite algebras (with no summand of type
I2), plus others. Thus the classification is stronger than Yeadon’s theorem [Y1]
for semifinite algebras (and its recent improvement in [JRS]), and the proof
uses independent techniques. Related to this, we examine the modular theory
for positive projections from a von Neumann algebra onto a Jordan image of
another von Neumann algebra, and use such projections to construct new Lp
isometries by interpolation. Some complementary results and questions are
also presented.
1. Introduction
In any class of Banach spaces, it is natural to ask about the isometries. (Here
an isometry is always assumed to be linear, but not assumed to be surjective.) Lp
function spaces are an obvious example, and their isometries have been understood
for half a century. To the operator algebraist, these classical Lp spaces arise from
commutative von Neumann algebras, and one may as well ask about isometries in
the larger class of noncommutative Lp spaces. This question was considered by a
number of authors, with a variety of assumptions; a succinct answer for semifinite
algebras was given in 1981 by Yeadon [Y1]. In the recent paper [JRS], Yeadon’s
result was extended to the case where only the initial algebra is assumed semifinite.
We will call this the Generalized Yeadon Theorem (GYT) (Theorem 2.2 below), as
it was first proved by a simple modification of Yeadon’s original argument. But in
its most general form, the classification of isometries between noncommutative Lp
spaces is still an open question.
Let us agree that “Lp isometry” will mean an isometric map T : Lp(M1) →
Lp(M2), 1 ≤ p < ∞, p 6= 2. Adapting Watanabe’s terminology ([W2], [W3]), we
say that an Lp isometry is typical if there are
(1) a normal Jordan *-monomorphism J :M1 →M2,
(2) a partial isometry w ∈M2 with w∗w = J(1), and
(3) a (not necessarily faithful) normal positive projection P :M2 → J(M1),
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such that
(1.1) T (ϕ1/p) = w(ϕ ◦ J−1 ◦ P )1/p, ∀ϕ ∈ (M1)
+
∗ .
(Writing the projection as P :M2 → J(M1) will always mean that P fixes J(M1)
pointwise.) Here ϕ1/p is the generic positive element of Lp(M1); see below for
explanation. Since any Lp element is a linear combination of four positive ones,
this completely determines T . We will see in Section 2 that typical isometries
follow Banach’s original classification paradigm for (classical) Lp isometries, and
may naturally be considered “noncommutative weighted composition operators”.
Question 1.1. Is every Lp isometry typical?
Results in the literature offer evidence for an affirmative answer. GYT and
the structure theorem for L1 isometries imply that an Lp isometry with semifinite
domain must be typical. In [S1] typicality was proved for surjective Lp isometries.
And the paper [JRS] shows typicality for Lp isometries which are 2-isometries at
the operator space level, with J actually a homomorphism and P a conditional
expectation.
Our strategy here is the following. First we use a theorem of Bunce and Wright
[BW1] to show that L1 isometries are typical. (This has also been noted by Kirch-
berg [Ki].) Then given an Lp isometry, we try to form an associated L1 isometry,
apply typicality there, and deduce typicality for the original map. It is not clear
whether this procedure can work in general; it requires that continuous homoge-
neous positive bounded functions on Lp(M1)+ which are additive on orthogonal
elements must in fact be additive. This is a natural variant of the extension property
(EP) introduced by Watanabe [W2], so we call it EPp.
We will call a von Neumann algebra “approximately semifinite” (AS) if it can be
paved out by a net of semifinite subalgebras (see Section 5 for the precise definition).
The main results of Sections 3 through 5 are summarized in
Theorem 1.2.
(1) All L1 isometries are typical.
(2) An Lp isometry must be typical if M1 has EPp and EP1; for positive Lp
isometries EP1 is sufficient.
(3) An AS algebra with no summand of type I2 has EPp for any p ∈ [1,∞).
(4) The class of AS algebras includes all semifinite algebras, hyperfinite alge-
bras, factors of type III0 with separable predual, and others.
This is a stronger result than GYT, and the proofs are independent of Yeadon’s
paper. At this time we do not know any non-AS algebra, or any factor other than
M2 which does not have EPp. Further insight into these properties may help to
resolve Question 1.1, and they seem to merit investigation in their own right.
The converse of Question 1.1 is also interesting.
Question 1.3. For a given normal Jordan *-monomorphism J : M1 → M2 and
normal positive projection P : M2 → J(M1), does (1.1) extend linearly to an Lp
isometry?
If J(M1) is a von Neumann algebra, then P is a conditional expectation and the
answer to Question 1.3 is yes. This is not entirely new, but we collect the necessary
arguments in Section 6. Then in Section 7 we compare the general situation. We
are able to construct new Lp isometries from these data by interpolation, but now
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they seem to depend on the choice of a reference state. However, in Section 8
we show that the dependence is removed, and Question 1.3 can again be answered
affirmatively, if P factors through a conditional expectation fromM2 onto J(M1)′′.
Exactly this issue was addressed in a recent work of Haagerup and Størmer [HS2],
although in a more general setting. We extend their investigation in our specific
case, guaranteeing the necessary factorization wheneverM1 is AS. Combining this
with Theorem 1.2, we acquire a complete parameterization of the isometries from
Lp(M1) to Lp(M2) whenever M1 is AS.
EP was proposed as a tool for Lp isometries by Keiichi Watanabe, and I thank
him for making his preprints available to me. With his permission, a few of his
unpublished results are incorporated here into Theorem 5.3 (and clearly attrib-
uted to him). I am also grateful to Marius Junge and Zhong-Jin Ruan for helpful
conversations and for showing me Theorem 5.7 from [JRX].
2. History and background
It is not plausible to review the theory of noncommutative Lp spaces at length
here. The reader may want to consult [Te1], [N], [K1], [Ya] for details of the con-
structions mentioned below; [PX] also includes an extensive bibliography. Our
interest, aside from refreshing the reader’s memory, lies largely in setting up conve-
nient notation and explaining why “typical” isometries are a natural generalization
of previous results going back to the origins of the subject.
In fact the fundamental 1932 book of Banach ([B], IX.5) already listed the sur-
jective isometries of ℓp and Lp[0, 1] (with respect to Lebesgue measure). In the
second case, an Lp isometry T is uniquely decomposed as a weighted composition
operator:
(2.1) T (f) = h · (f ◦ ϕ) = (sgn h) · |h| · (f ◦ ϕ),
where h is a measurable function and ϕ is a measurable (a.e.) bijection of [0, 1].
Clearly |h| is related to the Radon-Nikody´m derivative for the change of measure
induced by ϕ. Although Banach did not prove this classification, he did make the
key observation that isometries on Lp spaces must preserve disjointness of support;
i.e.
(2.2) fg = 0 ⇐⇒ T (f)T (g) = 0.
We will see that the equations (2.1) and (2.2) provide a model for all succeeding
classifications.
The extension to non-surjective isometries on general (classical) Lp spaces was
made in 1958 by Lamperti [L]. His description was similar, but he noted that
generally the bijection ϕ must be replaced by a “composition” induced by a set-
valued mapping, called a regular set isomorphism. See [L] or [FJ] for details; for
many measure spaces [HvN] one can indeed find a (presumably more basic) point
mapping. As Lamperti pointed out, (2.2) follows from a characterization of equality
in the Clarkson inequality. That is,
(2.3) ‖f + g‖pp + ‖f − g‖
p
p = 2(‖f‖
p
p + ‖g‖
p
p) ⇐⇒ fg = 0.
This method also works for some other function spaces ([L], [FJ]).
It is interesting to note how much of the analogous noncommutative machinery
was in place at this time. First observe that from the operator algebraic point of
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view a regular set isomorphism is more welcome than a point mapping, being a map
on the projections in the associated L∞ algebra. In terms of this (von Neumann)
algebra, equation (2.2) tells us that the underlying map between projection lattices
preserves orthogonality. Dye [D] had studied exactly such maps in the noncom-
mutative setting a few years before, showing that they give rise to normal Jordan
*-isomorphisms. And Kadison’s classic paper [Ka] had demonstrated the correspon-
dence between normal Jordan *-isomorphisms and isometries. Noncommutative Lp
spaces were around, too, but the isometric theory would wait for noncommutative
formulations of (2.3).
Let us recall the definition of the noncommutative Lp space (1 ≤ p < ∞) asso-
ciated to a semifinite algebra M equipped with a given faithful normal semifinite
tracial weight τ (simply called a “trace” from here on). The earliest construction
seems to be due to Segal [Se]. Consider the set
{T ∈ M | ‖T ‖p , τ(|T |
p)1/p <∞}.
It can be shown that ‖ ·‖p defines a norm on this set, so the completion is a Banach
space, denoted Lp(M, τ). It also turns out that one can identify elements of the
completion with unbounded operators; to be specific, all the spaces Lp(M, τ) are
subsets of the *-algebra of τ -measurable operatorsM(M, τ) [N]. Clearly τ is playing
the role of integration.
Before stating Yeadon’s fundamental classification for isometries of semifinite Lp
spaces, we recall that a Jordan map on a von Neumann algebra is a *-linear map
which preserves the Jordan product x • y , (1/2)(xy + yx). (We denote this by •
instead of ◦ since we use the latter for composition very frequently.) The unfamiliar
reader may be comforted to know that a normal Jordan *-monomorphism from one
von Neumann algebra into another is the direct sum of a *-isomorphism π and a *-
antiisomorphism π′, where s(π)+s(π′) ≥ 1 [St1]. (We use s and its variants sℓ, sr for
“(left/right) support of” throughout the paper.) This is frequently misinterpreted
in the literature. Part (but not all) of the confusion comes from the fact that the
image is typically not multiplicatively closed; the simplest example is
J :M2 →M4, x 7→
(
x 0
0 xt
)
,
where t is the transpose map. Accordingly, we will refer to a Jordan image of a von
Neumann algebra as a “Jordan algebra” in order to remind the reader that it is
closed under the Jordan product and not the usual product. This slightly abusive
terminology should cause no confusion; we will not need the abstract definitions of
Jordan algebras, JW-algebras, etc.
Theorem 2.1. ([Y1], Theorem 2) A linear map T : Lp(M1, τ1) → Lp(M2, τ2) is
isometric if and only if there exists
(1) a normal Jordan *-monomorphism J :M1 →M2,
(2) a partial isometry w ∈M2 with w∗w = J(1), and
(3) a positive self-adjoint operator B affiliated with M2 such that the spec-
tral projections of B commute with J(M1), s(B) = J(1), and τ1(x) =
τ2(B
pJ(x)) for all x ∈M+1 ,
all satisying
(2.4) T (x) = wBJ(x), ∀x ∈ M1 ∩ L
p(M1, τ1)
Moreover, J,B, and w are uniquely determined by T .
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Note the striking resemblance between (2.1) and (2.4) - again, B is related to a
(noncommutative) Radon-Nikody´m derivative.
Traciality is essential in the construction of Lp(M, τ), so another method is
required for the general case. We proceed by analogy: if M is supposed to be a
noncommutative L∞ space, the associatedL1 space should be the predualM∗. This
is not given as a space of operators, so it is not clear where the pth roots are. Later,
in Section 6, we will discuss Kosaki’s interpolation method [K1]. Here we recall the
first construction, due to Haagerup ([H1],[Te1]), which goes as follows. Choose a
faithful normal semifinite weight ϕ on M. The crossed product M˜ , M ⋊σϕ R
is semifinite, with canonical trace τ¯ and trace-scaling dual action θ. Then M∗
can be identified, as an ordered vector space and as an M−M bimodule, with
the τ¯ -measurable operators T affiliated with M˜ satisfying θs(T ) = e−sT . We may
simply transfer the norm to this set of operators, and we denote this space by
L1(M). Of course, because of the identification withM∗, L1(M) does not depend
(up to isometric isomorphism) on the choice of ϕ.
We will use the following intuitive notation: for ψ ∈ M+∗ , we also denote by ψ
the corresponding operator in L1(M)+. (In the original papers this was written as
hψ, but several other notations are in use – it is ∆ψ,ϕ ⊗ λ in the crossed product
construction of the last paragraph. Some advantages and applications of our con-
vention, called a modular algebra, are demonstrated in ([C3], V.B.α), [Ya], [FT],
[JS], [S2].) Recall that x ∈ M and ψ ∈ M∗ are said to commute if the functionals
xψ = ψ(·x) and ψx = ψ(x·) agree. Of course this is nothing but the requirement
that x ∈ M ⊂ M˜ and ψ ∈ L1(M) commute as operators. We also have the useful
relations
ϕitψ−it = (Dϕ : Dψ)t; ψ
itxψ−it = σψt (x)
for ϕ, ψ ∈M+∗ , s(ϕ) ≤ s(ψ), x ∈ s(ψ)Ms(ψ).
Now we set Lp(M) (1 ≤ p < ∞) to be the set of τ¯ -measurable operators T for
which θs(T ) = e
−s/pT , and defining a norm ‖T ‖p = ‖|T |p‖
1/p
1 gives us a Banach
space. As a space of operators, Lp(M) is still ordered, and any element is a linear
combination of four positive ones. This all agrees with our previous construction
in case M is semifinite: the identification is
(2.5) Lp(M, τ)+ ∋ h↔ (τhp)
1/p ∈ Lp(M)+.
(Here τh(x) , τ(hx); more generally ϕh(x) , ϕ(hx) = ϕ(xh) whenever ϕ and h
commute.) But the reader should appreciate the paradigm shift: now L1 elements
are “noncommutative measures”. Any theory for functorially producing Lp spaces
from von Neumann algebras (i.e. without arbitrarily choosing a base measure)
is forced into such a construction, as von Neumann algebras do not come with
distinguished measures unless the algebra is a direct sum of type I or II1 factors. It
is more correct to think of a von Neumann algebra as determining a measure class
(in the sense of absolutely continuity), and this generates an Lp space of measures
directly. See [S2] for more discussion.
Now we revisit Theorem 2.1. The operator B commutes with J(M1), and so
when M1 is finite, the linear functional ϕ , |T (τ
1/p
1 )|
p = (τ2)Bp commutes with
J(M1). (Equivalently, the restriction of ϕ to J(M1)′′ is a finite trace.) Formulated
in this way, Theorem 2.1 extends to the case where M2 is not assumed semifinite
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(and M1 is not assumed finite). The result, which we call GYT for “Generalized
Yeadon Theorem”, was first noted in [JRS] but will be reproven as Theorem 5.5.
Theorem 2.2. ([JRS]) Let M1,M2 be von Neumann algebras, τ a fixed trace on
M1, and 1 ≤ p < ∞, p 6= 2. If T : Lp(M1, τ) → Lp(M2) is an isometry, then
there are, uniquely,
(1) a normal Jordan *-monomorphism J :M1 →M2,
(2) a partial isometry w ∈M2 with w∗w = J(1), and
(3) a normal semifinite weight ϕ on M2, which commutes with J(M1)′′ and
satisfies s(ϕ) = J(1), ϕ(J(x)) = τ(x) for all x ∈ (M1)+,
all satisfying
(2.6) T (x) = wϕ1/pJ(x), ∀x ∈ M1 ∩ L
p(M1, τ).
Remark. An operator interpretation of τ and ϕ requires a little more explanation
when they are unbounded functionals ([Ya],[S2]), or one can rewrite (2.6) as
(2.7) T (h1/p) = w(ϕJ(h))
1/p, h ∈M1 ∩ L
1(M1, τ)+,
and extend by linearity. We will use (2.7) in the sequel.
For Theorems 2.1 and 2.2, a key ingredient of the proofs is the equality condition
in the Clarkson inequality for noncommutative Lp spaces. Yeadon [Y1] showed this
for semifinite von Neumann algebras; a few years later Kosaki [K2] proved it for
arbitrary von Neumann algebras with 2 < p <∞; and only recently Raynaud and
Xu [RX] obtained a general version (relying on Kosaki’s work). It plays a role in
this paper as well.
Theorem 2.3. [RX] (Equality condition for noncommutative Clarkson inequality)
For ξ, η ∈ Lp(M), 0 < p <∞, p 6= 2,
(2.8) ‖ξ + η‖p + ‖ξ − η‖p = 2(‖ξ‖p + ‖η‖p) ⇐⇒ ξη∗ = ξ∗η = 0.
We remind the reader that Lp elements have left and right support projections in
M. Since sℓ(ξ) ⊥ sℓ(η) ⇐⇒ ξ∗η = 0 as elements of Haagerup’s Lp space, we will
call pairs satisfying the conditions of (2.8) orthogonal. (This can be interpreted in
terms of Lp/2-valued inner products, see [JS].) We mentioned earlier that isometries
of classical Lp spaces preserve disjointness of support: Theorem 2.3 tells us that all
Lp isometries actually preserve orthogonality, which is disjointness of left and right
supports.
Comparing (1.1) and (2.1), one sees that typical Lp isometries correspond to a
noncommutative interpretation of Banach’s classification result for Lp(0, 1). One
may think of the partial isometry w as a “noncommutative function of unit mod-
ulus” (corresponding to sgn h), and the precomposition with J−1 ◦ P as a “ non-
commutative isometric composition operator” (corresponding to f 7→ |h| · (f ◦ ϕ)).
3. L1 isometries
The starting point for our investigation is the following (paraphrased) result of
Bunce and Wright. Recall that an o.d. homomorphism (M1)∗ → (M2)∗ is a lin-
ear homomorphism which is positive and preserves orthogonality between positive
functionals.
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Theorem 3.1. ( ∼ [BW1], Theorem 2.6) If T : (M1)∗ → (M2)∗ is an o.d.
homomorphism, then the map
J : s(ϕ)→ s(T (ϕ))
is well-defined and extends to a normal Jordan *-homomorphism. We have T ∗(1)
central in M1, and
(3.1) T (ϕ)(J(x)) = ϕ(T ∗(1)x), ∀x ∈ M1, ∀ϕ ∈ (M1)∗.
Consider the case where T is a positive isometry of (M1)∗ into (M2)∗. Then
T is an o.d. homomorphism, as the equality condition of the Clarkson inequality
shows:
ϕ ⊥ ψ ⇒ ‖ϕ+ ψ‖+ ‖ϕ− ψ‖ = 2(‖ϕ‖+ ‖ψ‖)
⇒ ‖T (ϕ) + T (ψ)‖+ ‖T (ϕ)− T (ψ)‖ = 2(‖T (ϕ)‖+ ‖T (ψ)‖)
⇒ T (ϕ) ⊥ T (ψ).
Applying Theorem 3.1 and equation (3.1), we first note that
(3.2) ‖ϕ‖ = ‖T (ϕ)‖ = T (ϕ)(s(T (ϕ))) = T (ϕ)(J(s(ϕ))) = ϕ(T ∗(1)s(ϕ))
for each ϕ ∈ (M1)∗, which is only possible if J is a monomorphism and T
∗(1) = 1.
By (3.1) we have that T ∗ ◦ J = idM1 . Then P , J ◦ T
∗ is a normal positive
projection from M2 onto J(M1), T ∗ = J−1 ◦ P , and T is (J−1 ◦ P )∗.
The following observation will be useful. Since P = J ◦ T ∗, the supports of P
and T ∗ are the same. But s(T ∗) is the smallest projection in M2 such that for all
x ∈ (M2)+, ϕ ∈ (M1)+∗ ,
T (ϕ)(x) = ϕ(T ∗(x)) = ϕ(T ∗(s(T ∗)xs(T ∗)) = T (ϕ)(s(T ∗)xs(T ∗)).
Thus
(3.3) s(P ) = s(T ∗) = sup
ϕ
s(T (ϕ)) = sup
ϕ
J(s(ϕ)) = J(1) = P (1).
Now consider an isometry T from L1(M1) to L1(M2) which is not necessarily
positive. Let ϕ, ψ ∈ (M1)
+
∗ be arbitrary, and let the polar decompositions be
T (ϕ) = u|T (ϕ)|; T (ψ) = v|T (ψ)|; T (ϕ+ ψ) = w|T (ϕ+ ψ)|.
So u∗u = s(ϕ), and similarly for the others. Then
|T (ϕ+ ψ)| = w∗T (ϕ+ ψ) = w∗(T (ϕ) + T (ψ)) = w∗u|T (ϕ)|+ w∗v|T (ψ)|.
View both sides as linear functionals and evaluate at 1:
|T (ϕ+ ψ)|(1) = |T (ϕ)|(w∗u) + |T (ψ)|(w∗v) ≤ |T (ϕ)|(u∗u) + |T (ψ)|(v∗v)
= ‖T (ϕ)‖+ ‖T (ψ)‖ = ‖ϕ‖+ ‖ψ‖ = ‖ϕ+ ψ‖ = ‖T (ϕ+ ψ)‖ = |T (ϕ+ ψ)|(1).
Apparently the inequality is an equality, which implies by Cauchy-Schwarz that
w s(|T (ϕ)|) = u, w s(|T (ψ)|) = v. It follows that any partial isometry occurring in
the polar decomposition of some T (ϕ) is a reduction of a largest partial isometry
w, with sr(w) = ∨{sr(T (ϕ)) | ϕ ∈ (M1)+∗ }, so that T (ϕ) = w|T (ϕ)| for any
ϕ ∈ (M1)+∗ . Then ξ 7→ w
∗T (ξ) is a positive linear isometry, and we may use the
previous argument to obtain the decomposition T (ξ) = w(J−1 ◦P )∗(ξ). Necessarily
by (3.3) w∗w = J(1); if there is a faithful normal state ρ on M1, w occurs in the
polar decomposition of T (ρ).
We have shown that
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Theorem 3.2. An L1 isometry is typical.
A different proof of this can be found in Kirchberg ([Ki], Lemma 3.6).
Remark. Using GYT and Theorem 3.2, it is not difficult to prove that all Lp
isometries with semifinite domain are typical. For if (2.7) holds, one may define
the positive L1 isometry
T ′ : τx 7→ ϕJ(x), x ∈ L
1(M1, τ)+
and deduce typicality for T from that of T ′. As the development of this paper is
intended to be independent of GYT, we derive this fact (and GYT) formally in
Section 5.
4. Lp isometries, p > 1
Now consider an Lp isometry T with 1 < p <∞, p 6= 2. Define
T¯ : Lp(M1)+ → L
p(M2)+, T¯ (ϕ
1/p) = |T (ϕ1/p)|.
Is this map linear on Lp(M1)+? To attack this question, we make the following
Definition 4.1. A continuous finite measure (c.f.m.) on Lp(M)+ (1 ≤ p <∞)
is a nonnegative real-valued function ρ which satisfies
(1) ρ(λϕ1/p) = λρ(ϕ1/p),
(2) ϕ ⊥ ψ ⇒ ρ(ϕ1/p + ψ1/p) = ρ(ϕ1/p) + ρ(ψ1/p),
(3) ρ(ϕ1/p) ≤ C‖ϕ1/p‖ for some C <∞ (denote by ‖ρ‖ the least such C),
(4) ϕ
1/p
n → ϕ1/p ⇒ ρ(ϕ
1/p
n )→ ρ(ϕ1/p),
for ψ, ϕ, ϕn ∈M
+
∗ , λ ∈ R+.
A von Neumann algebra M will be said to have EPp (extension property for p)
if every c.f.m. ρ on Lp(M)+ is additive. This implies that ρ extends uniquely to
a continuous linear functional on all of Lp(M) and thus may be identified with an
element of Lq(M)+ (1/p+ 1/q = 1).
Remark. These definitions are adapted from [W2], where c.f.m. are defined
on L1(M)+ only (and C = 1, which is inconsequential). Thus Watanabe’s EP
corresponds to EP1 in our context.
Returning to T¯ , we see that each element ψ1/q ∈ Lp(M2)+ generates a c.f.m.
on Lp(M1)+ via ϕ1/p 7→< T¯ (ϕ1/p), ψ1/q > . The only nontrivial conditions to
check are (2) and (4). T¯ preserves orthogonality, so it is additive on orthogonal
elements, proving (2). (4) follows from a result of Raynaud ([R], Lemma 3.2) on
the continuity of the absolute value map in Lp, 0 < p <∞. The same lemma also
shows that the map
(4.1) Lp+ → L
q
+, ϕ
1/p 7→ ϕ1/q (0 < p, q <∞)
is continuous, which will be useful shortly.
If M1 has EPp, then the c.f.m. generated by ψ1/q must be evaluation at some
positive element of Lq(M1). We denote this element by π(ψ1/q), so
(4.2) < ϕ1/p, π(ψ1/q) >=< T¯ (ϕ1/p), ψ1/q > .
Now for all ϕ1/p ∈ Lp(M1)+,
< ϕ1/p, π(ψ1/q) >=< |T (ϕ1/p)|, ψ1/q >≤ ‖T (ϕ1/p)‖‖ψ1/q‖ = ‖ϕ1/p‖‖ψ1/q‖,
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so π is norm-decreasing. And
< ϕ1/p, π(ψ
1/q
1 + ψ
1/q
2 ) > =< T¯ (ϕ
1/p), ψ
1/q
1 + ψ
1/q
2 >
=< T¯ (ϕ1/p), ψ
1/q
1 > + < T¯ (ϕ
1/p), ψ
1/q
2 >
=< ϕ1/p, π(ψ
1/q
1 ) > + < ϕ
1/p, π(ψ
1/q
2 ) >,
so π is linear. Also denote by π the unique linear extension to all of Lq(M2). Now
by (4.2), T¯ agrees with π∗ on Lp(M1)+. In particular, T¯ is additive.
A symmetric argument shows that the map
(4.3) ϕ1/p 7→ |T (ϕ1/p)∗|, ϕ1/p ∈ Lp(M1)+
is additive. Knowing that these two maps are additive allows us to find one of the
ingredients of typicality, the partial isometry.
Choose ϕ, ψ ∈ M+∗ , and let the polar decompositions be
T (ϕ1/p) = u|T (ϕ1/p)|; T (ψ1/p) = v|T (ψ1/p)|;
T (ϕ1/p + ψ1/p) = w|T (ϕ1/p + ψ1/p)|.
We calculate[
u|T (ϕ1/p)|1/2 − w|T (ϕ1/p)|1/2
] [
u|T (ϕ1/p)|1/2 − w|T (ϕ1/p)|1/2
]∗
+
[
v|T (ψ1/p)|1/2 − w|T (ψ1/p)|1/2
] [
u|T (ψ1/p)|1/2 − w|T (ψ1/p)|1/2
]∗
= u|T (ϕ1/p)|u∗ + w|T (ϕ1/p)|w∗ − u|T (ϕ1/p)|w∗ − w|T (ϕ1/p)|u∗
+v|T (ψ1/p)|v∗ + w|T (ψ1/p)|w∗ − v|T (ψ1/p)|w∗ − w|T (ψ1/p)|v∗.
Now we use
u|T (ϕ1/p)|u∗+v|T (ψ1/p)|v∗ = w|T (ϕ1/p+ψ1/p)|w∗ = w|T (ϕ1/p)|w∗+w|T (ψ1/p)|w∗
(which follows from additivity of (4.3) and T¯ ) on the first and fifth term, and
u|T (ϕ1/p)|+ v|T (ψ1/p)| = w|T (ϕ1/p + ψ1/p)| = w|T (ϕ1/p)|+ w|T (ψ1/p)|
(which follows from additivity of T and T¯ ) on the third and seventh, and fourth
and eighth. This gives
w|T (ϕ1/p)|w∗ + w|T (ϕ1/p)|w∗ − w|T (ϕ1/p)|w∗ − w|T (ϕ1/p)|w∗
+w|T (ψ1/p)|w∗ + w|T (ψ1/p)|w∗ − w|T (ψ1/p)|w∗ − w|T (ψ1/p)|w∗ = 0.
We conclude that
u|T (ϕ1/p)|1/2 = w|T (ϕ1/p)|1/2, v|T (ψ1/p)|1/2 = w|T (ψ1/p)|1/2,
which means that u and v are restrictions of w. Then there is a largest partial
isometry w with T (ϕ1/p) = w|T (ϕ1/p)| for all ϕ1/p ∈ Lp(M1)+. This means that
the map
ξ 7→ w∗T (ξ), ξ ∈ Lp(M1)
is a positive linear isometry.
So it suffices to show typicality for a positive Lp isometry T . We will now assume
that M1 has EP1. Consider the map
(4.4) T ′ : (M1)
+
∗ → (M2)
+
∗ ; ϕ→ T (ϕ
1/p)p.
By mimicking the argument given above for T¯ , we may use EP1 to show that T ′ is
additive. (Each h in (M2)+ generates a c.f.m. on (M1)
+
∗ by ϕ 7→ T
′(ϕ)(h). If we
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denote by π′(h) the corresponding element of (M1)+∗ , then π
′ is linear and extends
to all of M2. We have that T ′ is the restriction of (π′)∗ to (M1)+∗ .)
Now extend T ′ linearly to all of M∗ (as (π′)∗). Apparently T ′ is an o.d. homo-
morphism (rememeber that T preserves orthogonality), so we may apply Theorem
3.1. Since T ′ is isometric on (M1)
+
∗ by (4.4), (3.2) again shows that J is a monomor-
phism and (T ′)∗(1) = 1. Then (T ′)∗ ◦ J = idM1 , and P , J ◦ (T
′)∗ is a normal
positive projection from M2 onto J(M1).
Finally, notice that for any x ∈M2,
T (ϕ1/p)p(x) = T ′(ϕ)(x) = ϕ((T ′)∗(x)) = ϕ(J−1 ◦ J ◦ (T ′)∗(x)) = ϕ(J−1 ◦ P (x)).
Therefore T (ϕ1/p) = (ϕ ◦ J−1 ◦ P )1/p. We have shown
Theorem 4.2. Let T be an isometry from Lp(M1) to Lp(M2) (1 < p <∞, p 6= 2),
and assume M1 has EPp and EP1. Then T is typical. If T is positive, then EP1
alone is sufficient to conclude typicality.
5. EPp algebras
Probably the reader is already wondering: Which von Neumann algebras have
EPp? This an Lp version of an old question of Mackey on linear extensions of
measures on projections. The most relevant formulation is the following: suppose µ
is a bounded nonnegative real-valued function on the projections in a von Neumann
algebra M which is σ-additive on orthogonal projections. Is µ the restriction of a
normal linear functional? The answer is yes, providedM has no summand of type
I2. This was achieved in stages by Gleason [G], Christensen [Ch], Yeadon [Y2]; for
a very general result see [BW2]. It is tempting to expect the same answer for EPp
- and this would resolve Question 1.1 affirmatively, by Theorem 4.2 - but there is
no obvious Lp analogue for the lattice of projections in a von Neumann algebra.
For example, a state with trivial centralizer [HT] cannot be written in any way as
the sum of two orthogonal positive normal linear functionals.
At the other extreme, a trace τ allows us to embed the τ -finite elements densely
into the predual while preserving orthogonality. This leads to Theorem 5.3, due es-
sentially to Watanabe ([W3], Lemma 6.7 and Theorem 6.9). Working with EP1, he
proved the first part for sequences and the second for finite von Neumann algebras.
With his permission, we incorporate his proof in the one given here.
We need a little preparation.
Definition 5.1. Let M be a von Neumann algebra and {Eα} a net of normal
conditional expectations onto increasing subalgebras {Mα}. We do not assume
that the Eα are faithful, but we do require that s(Eα) = Eα(1) (which is the unit of
Mα). Assume further that ∪Mα is σ-weakly dense in M, and Eα ◦ Eβ = Eα for
α < β. Then we say that M is paved out by {Mα, Eα}.
Theorem 5.2. ([Ts], Theorem 2) Let M be paved out by {Mα, Eα}.
(1) For any θ ∈M+∗ , (θ ◦ Eα)→ θ in norm.
(2) For any x ∈M, Eα(x) converges strongly to x. (We write Eα(x)
s
→ x.)
Theorem 5.2 is proved by Tsukada ([Ts], Theorem 2) in a slightly different guise.
He does not start by assuming that ∪Mα is σ-weakly dense in M, but reduces to
this case by requiring that all Eα preserve some faithful normal semifinite weight.
He also requires that the Eα are faithful, so let us show how his proof may be
altered to handle the weaker assumption s(Eα) = Eα(1).
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The faithfulness is used in showing that if Eα(x) = 0 for all α, then x = 0. First
Tsukada deduces that Eα(x
∗x) = 0 for any α, and of course the faithfulness of a
single Eα immediately implies that x
∗x = 0. Without faithfulness, we obtain that
Eα[s(Eα)(x
∗x)s(Eα)] = Eα(x
∗x) = 0⇒ s(Eα)x
∗xs(Eα) = 0.
By assumption s(Eα)ր 1, so we still conclude x∗x = 0.
Theorem 5.3. Let 1 ≤ p <∞.
(1) If M is paved out by {Mα, Eα}, and each Mα has EPp, then M has EPp.
(2) A semifinite von Neumann algebra with no summand of type I2 has EPp.
Proof. Assume the hypotheses of (1) and let ρ be a c.f.m. on Lp(M)+. Then
ρα(ϕ
1/p) , ρ((ϕ ◦ Eα)
1/p), ϕ1/p ∈ Lp(Mα)+,
defines a c.f.m on Lp(Mα)+. (Note that ρα is continuous because the map
(5.1) ϕ1/p 7→ (ϕ ◦ Eα)
1/p
generates an isometric embedding Lp(Mα) →֒ Lp(M), as reviewed in Section 6.
Since ϕ and ϕ◦Eα have the same support inMα ⊂M, ρα is additive on orthogonal
elements.) We have assumed that Mα has EPp, so there is ψ
1/q
α ∈ Lq(Mα)+,
‖ψ
1/q
α ‖ ≤ ‖ρ‖, with ρα(ϕ1/p) =< ϕ1/p, ψ
1/q
α >. Now for any θ1/p ∈ Lp(M)+,
we have (θ ◦ Eα)1/p → θ1/p in norm. This follows from Theorem 5.2(1) and the
continuity of (4.1).
We invoke the continuity of ρ to calculate
ρ(θ1/p) = lim ρ((θ ◦ Eα)
1/p) = lim ρα((θ |Mα)
1/p)
= lim < (θ |Mα)
1/p, ψ1/qα >= lim < (θ ◦ Eα)
1/p, (ψα ◦ Eα)
1/q > .
The last equality depends on the fact that the family of inclusions (5.1) also pre-
serves duality, as mentioned in Section 6.
These arguments show that
< θ1/p, (ψα ◦ Eα)
1/q >
=< θ1/p − (θ ◦ Eα)
1/p, (ψα ◦ Eα)
1/q > + < (θ ◦ Eα)
1/p, (ψα ◦ Eα)
1/q >
→ 0 + ρ(θ1/p).
(Note that ‖(ψα ◦ Eα)1/q‖ = ‖ψ
1/q
α ‖ is bounded.) Then ρ is the limit of linear
functionals and therefore linear itself, so M has EPp.
To prove part (2), first consider a finite algebra N with normal faithful trace
τ and no summand of type I2. Given a c.f.m. ρ, define the following measure on
the projection lattice of N : Φ(q) = ρ(qτ1/p). The continuity of ρ implies that Φ
is σ-additive. By the result mentioned at the beginning of this section, there must
be ϕ ∈ M+∗ with Φ(q) = ϕ(q). Since N is finite, ϕ is of the form τh for some
h ∈ L1(N , τ)+. We obtain
ρ(qτ1/p) = τh(q).
Any element of Lp(N , τ)+ is well-approximated by a finite positive linear combi-
nation of orthogonal projections, so ρ being a c.f.m. gives us
ρ(kτ1/p) = τ(hk), ∀k ∈ N+.
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Now the map kτ1/p 7→ τ(hk) is bounded (by ‖ρ‖), so we must have h ∈ Lq(N , τ)+.
That is,
ρ(kτ1/p) =< kτ1/p, hτ1/q >,
and so N has EPp.
Part (2) then follows from (1): givenM semifinite, we may fix a faithful normal
semifinite trace τ and notice that M is paved out by
{qαMqα, Eα : x 7→ qαxqα},
where qα runs over the lattice of τ -finite projections. 
Remark 1. Just as in Mackey’s question, von Neumann algebras of type I2 do
not have EPp. In M2, for example, the manifold of one-dimensional projections is
homeomorphic to the Riemann sphere S2. To extend (using Definition 4.1) to a
c.f.m. on Lp(M2)+, a continuous nonnegative function ρ on the sphere only needs
to satisfy
ρ(p) + ρ(1− p) = constant, ∀p ∈ S2.
(This is because 1 is the only element which may be written in more than one way
as an orthogonal sum of positive elements.) But typically such a c.f.m. will not be
linear with respect to the vector space structure of Lp(M2). The space of functions
defined above is an infinite-dimensional real cone, but Lq(M2)+ has dimension four.
Remark 2. If one wants to determine whether all von Neumann algebras (without
summands of type I2) have EPp, it suffices to work only in the σ-finite case. This
follows from the fact that any von Neumann algebraM is paved out by
{pαMpα, Eα : x 7→ pαxpα},
where pα runs over the lattice of σ-finite projections.
From Theorems 5.3(2) and 4.2, we see that an Lp isometry with M1 semifinite
(and lacking a type I2 summand) must be typical. After a preparatory lemma, we
finally use this to give a new proof of GYT.
Lemma 5.4. Let J :M1 →M2 be a normal Jordan *-monomorphism, P :M2 →
J(M1) a normal positive projection, x ∈M1, and y ∈M2.
(1) ‖P‖ = 1.
(2) P (J(x) • y) = J(x) • P (y).
(3) P (J(x)yJ(x)) = J(x)P (y)J(x).
(4) P (J(M1)′ ∩M2) = J(Z(M1)).
Proof. Since ‖P (1)‖ = 1, the first statement is a consequence of the corollary to the
Russo-Dye Theorem [DR]. The next two statements are straightforward adaptations
of ([St2], Lemma 4.1), but it will be useful to note here that the third follows from
the second by the general Jordan algebra identity aba = 2a•(a•b)−a2•b. The fourth
is not new, but less explicit in our sources. It follows from taking z ∈ J(M1)′∩M2
and a projection p ∈M1, and using the previous parts:
(5.2) J(p) • P (z) = P (J(p) • z) = P (J(p)zJ(p)) = J(p)P (z)J(p).
Applying J−1 to (5.2) and using the Jordan identity just mentioned gives
p • [J−1 ◦ P (z)] = p[J−1 ◦ P (z)]p.
This implies that J−1 ◦ P (z) ∈ Z(M1). 
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Note that Lemma 5.4(2) is the Jordan version of the fact that conditional ex-
pectations are bimodule maps.
Theorem 5.5. Let T be an Lp isometry, and assume (M1, τ) is semifinite with
no type I2 summand. Then GYT (Theorem 2.2) holds.
Proof. We first make the identification (2.5) between Lp(M1, τ) and Lp(M1). As
just noted, T is typical, so there are w, J, P satisfying (1.1). Letting ϕ be the
(necessarily normal and semifinite) weight τ ◦ J−1 ◦ P , we have ϕ(J(h)) = τ(h)
for h ∈ (M1)+. Equation (3.3) guarantees that s(ϕ) = J(1) = w∗w. It is left to
show that ϕ commutes with J(M1)′′, to derive (2.7), and to show uniqueness of
the data.
Because ϕ may be unbounded, the commutation is more delicate than ϕJ(x) =
J(x)ϕ. The precise meaning is that J(M1)′′ ⊂ (M2)ϕ, the centralizer of ϕ; we
need to show that σϕ, which is defined on s(ϕ)M2s(ϕ), is the identity on J(M1)′′.
One natural approach goes by Theorem 7.1, but here we give a different argument.
Let q be an arbitrary projection ofM1, and let s be the symmetry (=self-adjoint
unitary) 1− 2q. For y ∈ (M2)+, we use Lemma 5.4 to compute
ϕ(J(s)yJ(s)) = τ ◦ J−1 ◦ P (J(s)yJ(s)) = τ(sJ−1 ◦ P (y)s) = ϕ(y).
Thus ϕ = ϕ ◦Ad J(s). By ([T2], Corollary VIII.1.4), for any y ∈ J(1)M2J(1) and
t ∈ R,
σϕt (y) = σ
(ϕ◦Ad J(s))
t (y) = Ad J(s) ◦ σ
ϕ
t ◦Ad J(s)(y)
= J(s)σϕt (J(s))σ
ϕ
t (y)σ
ϕ
t (J(s))J(s).
Since y is arbitrary, we have that for each t, J(s)σϕt (J(s)) belongs to the center of
J(1)M2J(1). Then
[J(s)σϕt (J(s))]J(s) = J(s)[J(s)σ
ϕ
t (J(s))] = σ
ϕ
t (J(s))
⇒ J(s)σϕt (J(s)) = σ
ϕ
t (J(s))J(s).
Central elements are fixed by modular automorphism groups, so
J(s)σϕt (J(s)) = σ
ϕ
t (J(s))J(s) = σ
ϕ
−t[σ
ϕ
t (J(s))J(s)] = J(s)σ
ϕ
−t(J(s)).
Then
σϕt (J(s)) = σ
ϕ
−t(J(s))⇒ σ
ϕ
2t(J(s)) = J(s).
So σϕ fixes all symmetries in J(M1), so all projections in J(M1), so all of J(M1),
and finally all of J(M1)′′. We will use this in the proof of Proposition 8.2.
Now take any h ∈M1 ∩ L1(M1, τ)+, y ∈M2, and observe
ϕJ(h)[y] = τ ◦ J
−1 ◦ P [J(h1/2)yJ(h1/2)] = τ [h1/2J−1 ◦ P (y)h1/2] = τh ◦ J
−1 ◦ P [y].
This implies
w(ϕJ(h))
1/p = w(τh ◦ J
−1 ◦ P )1/p = T (h1/p),
which is exactly (2.7).
For uniqueness, we repeat the argument from [JRS] for the convenience of the
reader. Suppose that we also have data v,K, ψ verifying the hypotheses of GYT.
Then for any τ -finite projection q ∈ M1, we have
(5.3) w(ϕJ(q))
1/p = T (q) = v(ψK(q))
1/p ⇒ ϕJ(q) = ψK(q).
Now take any projection p ∈M1, and note that for all τ -finite q ≤ p,
‖ψK(q)‖ = ‖ϕJ(q)‖ = ϕJ(q)(J(p)) = ψK(q)(J(p)).
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This is only possible if J(p) ≥ K(q), and after taking the supremum over q we get
J(p) ≥ K(p). A parallel argument gives the opposite inequality, implying J = K.
By (5.3) we have ψJ(q) = ϕJ(q) for all τ -finite projections q, so ϕ = ψ as weights.
That w = v is now obvious.

Of course GYT and typicality still hold on I2 summands, by Yeadon’s theorem
and the remark at the end of Section 3. The uniqueness argument suggests the
same statement for typical isometries, which we now prove.
Proposition 5.6. Any typical Lp isometry can be written in the form (1.1) for a
unique triple w, J, P satisfying s(P ) = P (1)(= J(1)).
Proof. We always have that s(P ) commutes with J(M1) (Lemma 1.2 of [ES])
and has the same central support as P (1). So if we consider the new Jordan
*-monomorphism J0 : x 7→ J(x)s(P ) and the new projection P0 : y 7→ P (y)s(P ),
we have J−1 ◦ P = J−10 ◦ P0 and s(P0) = P0(1).
To show uniqueness, suppose that an Lp isometry can be written in terms of
two triples w, J, P and w′, J ′, P ′ satisfying all the necessary conditions. By taking
absolute values we get that ϕ ◦ J−1 ◦ P = ϕ ◦ J ′−1 ◦ P ′ for all ϕ ∈ (M1)+∗ , so we
must have that the maps J−1 ◦ P and J ′−1 ◦ P ′ agree. Applying these to J ′(p), p
a projection in M1, gives
p = J−1 ◦ P ◦ J ′(p), or J(p) = P ◦ J ′(p).
Using Lemma 5.4(3), we calculate
P (J(p)J ′(p)J(p)) = J(p)P (J ′(p))J(p) = J(p)J(p)J(p) = J(p) = P (J(p)).
But J(p)J ′(p)J(p) ≤ J(p), and P is faithful on J(1)M2J(1). Therefore the inequal-
ity is an equality, which implies J ′(p) ≥ J(p). The opposite inequality is derived
symmetrically, so J and J ′ agree on projections and must agree everywhere. Know-
ing this, it is easy to see that P = P ′ and w = w′. 
Because of Proposition 5.6, in the rest of the paper we will always assume that the
support of a normal positive projection P is equal to P (1). This was incorporated
into Definition 5.1 for the special case of conditional expectations, and we saw in
(3.3) that it already holds for all P generated by Theorem 3.1.
There are a few results in the literature which can be employed to establish EPp
in some type III von Neumann algebras. Haagerup and Størmer ([HS1], Theorem
8.3) used a construction of Connes ([C1], Corollary 5.3.6) to show that factors of
type III0 with separable predual are paved out by II∞ algebras, so by Theorem 5.3
they all have EPp. In another direction, we have the following theorem of Junge,
Ruan, and Xu, which is a nontrivial modification of fundamental results for type
III factors by Connes [C2] and Haagerup [H2].
Theorem 5.7. ([JRX], Theorem 4.3) LetM be a hyperfinite type III von Neumann
algebra. Then there exist a normal faithful state ϕ onM and an increasing sequence
of ϕ-invariant normal faithful conditional expectations {Ek} from M onto type I
von Neumann subalgebras {Nk} of M such that ∪Nk is σ-weakly dense in M.
This allows us to show
Proposition 5.8. Let M be a hyperfinite type III algebra. Then M has EPp.
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Proof. This is a direct consequence of Theorems 5.3 and 5.7. The only point which
may not be obvious is that one can avoid I2 summands. That is easy to fix: given
by Theorem 5.7 the paving
Ek :M→Nk
where Nk are type I, consider
Ek ⊗ id :M⊗M3 → Nk ⊗M3.
Since M is isomorphic to M⊗M3, {Nk ⊗M3} can be identified with conditioned
subalgebras ofM which have no summands of type I2. Theorem 5.3 applies to the
latter paving. 
Definition 5.9. A von Neumann algebra will be called approximately semifinite
(AS) if it can be paved out by semifinite subalgebras.
This terminology is an obvious analogy with the approximately finite-dimensional
(AFD) algebras, but the author has been unable to find it in the literature. In fact
any AS algebra can be paved out by finite subalgebras - since semifinite algebras
can - but we wish to avoid the term “approximately finite”, which has another
meaning. So far we have seen that AS contains all semifinite algebras, hyperfinite
algebras, and III0 factors with separable predual. It is closed under pavings, sums,
and tensor products, so it also contains others: for example, the tensor product of
a hyperfinite type III algebra with L(Fn), n ≥ 2. If we ignore I2 summands, we
have the inclusions of classes
AS ⊂ EPp ⊂ vNa.
As of this writing the author does not know if any of these inclusions are proper,
or whether EPp is independent of p (we doubt the latter). Regarding AS, we wish
to point out that a paving may necessarily avoid some subalgebras: the centralizer
of an inner homogeneous state on a hyperfinite type III algebra is not properly
contained in any other conditioned semifinite subalgebra (see [He], or 29.12 of [Str]
for a related result).
At this point we have verified all the assertions in Theorem 1.2. We should also
mention that it is possible to show directly that Lp isometries with AS domains
are typical: pave out the domain with semifinite Lp spaces, apply typicality to
each subspace, and argue that the associated Jordan maps, partial isometries, and
projections all converge in an appropriate sense. Such a proof would presumably
invoke Theorem 7.1.
6. Lp isometries from *-(anti)isomorphisms and conditional
expectations
The projection P occurring in our definition of typicality is formally very similar
to a normal conditional expectation. In this section we provide a construction of
Lp isometries associated to *-(anti)isomorphisms onto subalgebras which are the
range of a normal conditional expectation. Some of this material can be found
in the literature, but it seems worthwhile to organize and justify the arguments.
(See Section 2 of [J], or Section 3 of [W1] for related discussions.) In the succeeding
sections we will try to formulate the analogous theory for P and apply it to Question
1.3.
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We start by showing how a normal conditional expectation E :M→N induces
an inclusion of Lp spaces. Since Lp(s(E)Ms(E)) ⊂ Lp(M) naturally, we may
assume that E is faithful. One method is by Kosaki’s adaptation of the complex
interpolation method [K1]. Assume that N is σ-finite, fix a faithful state ϕ ∈ N∗,
and consider the left embedding of N in N∗: x 7→ xϕ. Then L
p(N ) arises as the
interpolated Banach space at 1/p ([K1], Theorem 9.1); more precisely, we have
(6.1) Lp(N )ϕ1/q = [N ,N∗]1/p ≃ L
p(N ), 1/p+ 1/q = 1.
Here the equality is meant as sets, while the isomorphism is an isometric identifi-
cation of Banach spaces.
We isometrically include this interpolation couple, by E∗, in the interpolation
couple for (M,M∗) arising from the embedding y 7→ y(ϕ ◦ E). The reader can
check that the following diagram commutes, with the horizontal compositions being
identity maps:
N −−−−→ M
E
−−−−→ Ny y y
N∗
E∗−−−−→ M∗
restriction
−−−−−−→ N∗
It is important here that E is a bimodule map: E(n1mn2) = n1E(m)n2! Then by
general interpolation theory (e.g. Theorem 1.2 in [K1]) one may interpolate these
1-complemented inclusions to get a 1-complemented inclusion at the Lp level. By
(6.1) we know that the map is densely defined by xϕ1/p 7→ x(ϕ ◦ E)1/p.
Proposition 6.1. The Lp isometry constructed in the previous paragraph is inde-
pendent of the choice of ϕ.
Proof. We show that when there is some C <∞ so that ϕ2/p ≤ Cψ2/p as operators
in the modular algebra,
(6.2) xϕ1/p = yψ1/p ⇒ x(ϕ ◦ E)1/p = y(ψ ◦ E)1/p, x, y ∈ N .
This is sufficient, because (see Section 1 of [JS])
ϕ2/p ≤ Cψ2/p ⇒ ϕ1/p = zψ1/p for some z ∈ N ,
and (6.2) then implies that the embeddings for ϕ and ψ agree on the dense set
{xϕ1/p | x ∈ N}. For any two faithful normal states ϕ, θ, we can conclude that the
embeddings each equal the embedding for (ϕ
2/p+θ2/p)p/2
‖(ϕ2/p+θ2/p)p/2‖
and therefore equal each
other.
To prove (6.2), first recall the Connes cocycle derivative equation (Corollary
VIII.4.22 of [T2])
(6.3) (D(ϕ ◦ E) : D(ψ ◦ E))t = (Dϕ : Dψ)t.
The condition ϕ2/p ≤ Cψ2/p guarantees that (Dϕ : Dψ)t extends to a continuous
N -valued function on the strip {0 ≥ Im z ≥ −1/p} which is analytic on the interior
( ∼ Theorem VIII.3.17 of [T2], or see [S2]). We calculate
xϕ1/p = yψ1/p ⇒ x(Dϕ : Dψ)−i/p = y
⇒ x(D(ϕ ◦ E) : D(ψ ◦ E))−i/p = y
⇒ x(ϕ ◦ E)1/p = y(ψ ◦ E)1/p.

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So we can avoid interpolation (and the choice of a reference state) altogether by
simply writing the Lp isometry as
(6.4) ϕ1/p 7→ (ϕ ◦ E)1/p, ϕ ∈ N+∗ ,
and extending linearly off the positive cone. In a manner similar to the proof of
Proposition 6.1, one can show that the family of inclusions (6.4) preserves the du-
ality between Lp(N ) and Lq(N ) (1/p + 1/q = 1). It is also worth noting that
right-hand embeddings of the form N ∋ x 7→ ϕx ∈ N∗, or even others, will neces-
sarily produce the same Lp isometry, namely (6.4).
In case N is not σ-finite, (6.4) defines an Lp isometry on each qN q, where q is
a σ-finite projection in N . Every finite set of vectors in Lp(N ) belongs to some
such qLp(N )q, as the left and right supports of each vector belong to the lattice
of σ-finite projections. Being defined by (6.4), these Lp isometries agree on their
common domains and so define a global Lp isometry.
Suppressed in the above scenario is an inclusion map ι : N →֒ M, which is
of course multiplicative. What if it is antimultiplicative? Since we have already
discussed the effect of the condtional expectation, let us consider only the map on
Lp(M) induced by a normal *-antiautomorphism α :M→M.
Fixing faithful ϕ, we set up the interpolation as follows. In the domain,M⊂M∗
via x →֒ xϕ, while in the range, M ⊂M∗ via y →֒ (ϕ ◦ α−1)y. This gives us the
commutative diagram
M
α
−−−−→ My y
M∗ −−−−→
(α−1)∗
N∗
Because the inclusions are commuting and surjective, we get a surjective Lp isom-
etry which by (6.1) is densely defined by xϕ1/p 7→ (ϕ ◦ α−1)1/pα(x).
Once again this map is independent of the choice of ϕ. The proof is the same as
that of Proposition 6.1: it suffices to verify
(6.5) xϕ1/p = yψ1/p ⇒ (ϕ ◦ α−1)1/pα(x) = (ψ ◦ α−1)1/pα(y)
under the assumption ϕ2/p ≤ ψ2/p. Temporarily assuming the cocycle identity
(6.6) (D(ψ ◦ α−1) : D(ϕ ◦ α−1))t = α((Dϕ : Dψ)−t),
we have
xϕ1/p = yψ1/p ⇒ x(Dϕ : Dψ)−i/p = y
⇒ α[(Dϕ : Dψ)−i/p]α(x) = α(y)
⇒ [(D(ψ ◦ α−1) : D(ϕ ◦ α−1))i/p]α(x) = α(y)
⇒ (ϕ ◦ α−1)1/pα(x) = (ψ ◦ α−1)1/pα(y).
Of course it remains to show
Lemma 6.2. Equation (6.6) holds.
Proof. Let α :M→M be a normal *-antiautomorphism. We first claim that
(6.7) σϕ◦α
−1
t = α ◦ σ
ϕ
−t ◦ α
−1.
Recall ([T2], Theorem VIII.1.2) that the modular automorphism group for ϕ ◦α−1
is the unique one-parameter automorphism group which (1) is ϕ ◦ α−1 invariant
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and (2) satisfies the KMS condition for ϕ ◦α−1. We check that the right-hand side
above meets the conditions. For the first,
ϕ ◦ α−1(α ◦ σϕ−t ◦ α
−1(x)) = ϕ ◦ σϕ−t ◦ α
−1(x) = ϕ ◦ α−1(x), x ∈ M.
For the second, fix x, y ∈ M. Use the KMS condition for ϕ to find a function
F = Fα−1(x),α−1(y) on {0 ≤ Im z ≤ 1} which is bounded, continuous, and analytic
on the interior - these properties are assumed but not stated for later functions on
the strip - with boundary values
F (t) = ϕ[(σϕt (α
−1(x)))(α−1(y))], F (t+ i) = ϕ[(α−1(y))(σϕt (α
−1(x)))].
Notice
F (t) = ϕ ◦ α−1[(y)(α ◦ σϕt ◦ α
−1(x))], F (t+ i) = ϕ ◦ α−1[(α ◦ σϕt ◦ α
−1(x))(y)].
Then G(z) , F (i− z) is a function on the strip which satisfies
G(t) = ϕ◦α−1[(α ◦σϕ−t ◦α
−1(x))(y)], G(t+ i) = ϕ◦α−1[(y)(α ◦σϕ−t ◦α
−1(x))].
Thus α ◦ σϕ−t ◦α
−1 satisfies the KMS condition for ϕ ◦α−1 at any x, y, and (6.7) is
proved.
We establish (6.6) in a similar way. Choose x, y ∈ M, and by ([T2], Theorem
VIII.3.3) find a function F = Fα−1(x),α−1(y) on the strip with
F (t) = ϕ[(Dϕ : Dψ)tσ
ψ
t (α
−1(y))α−1(x)],
F (t+ i) = ψ[α−1(x)(Dϕ : Dψ)tσ
ψ
t (α
−1(y))].
We rewrite this, using cocycle relations and (6.7):
F (t) = ϕ[σϕt (α
−1(y))(Dϕ : Dψ)tα
−1(x)]
= ϕ ◦ α−1[x α((Dϕ : Dψ)t)(α ◦ σ
ϕ
t ◦ α
−1(y))]
= ϕ ◦ α−1[x α((Dϕ : Dψ)t)σ
ϕ◦α−1
−t (y)].
Analogously, we obtain
F (t+ i) = ψ ◦ α−1[α((Dϕ : Dψ)t)(σ
ϕ◦α−1
−t (y))x].
Then G(z) , F (i− z) is a function on the strip which satisfies
G(t) = ψ ◦ α−1[α((Dϕ : Dψ)−t)(σ
ϕ◦α−1
t (y))x],
G(t+ i) = ϕ ◦ α−1[x α((Dϕ : Dψ)−t)σ
ϕ◦α−1
t (y)].
Again by Theorem VIII.3.3 of [T2], the existence of such a G for any x, y implies
that α((Dϕ : Dψ)−t) = (D(ψ ◦ α−1) : D(ϕ ◦ α−1))t, so we are done. 
The non-σ-finite case can be handled as in our previous discussion. We summa-
rize these observations in
Proposition 6.3. Let α be a normal *-isomorphism or *-antiisomorphism from
M1 intoM2, and suppose that there is a normal conditional expectation E :M2 →
α(M1). Then the map
ϕ1/p 7→ (ϕ ◦ α−1 ◦E)1/p, ϕ ∈ (M1)
+
∗ ,
extends off the positive cone to a (typical) isometry Lp(M1)→ Lp(M2).
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7. Modular theory and projections onto Jordan subalgebras
What happens to Proposition 6.3 when α and E are replaced with a normal
Jordan *-monomorphism J and a normal positive projection P? To answer this,
we first recall the Jordan version of modular theory. We can still construct Lp
isometries by interpolation, but the lack of a relative modular theory for Jordan
algebras (along the lines of (6.3) and (6.6)) has prevented us from concluding in
general that there is no dependence on the choice of reference state. In Section 8
we will introduce hypotheses which remove this (possible) dependence.
We will need to compare some modular objects for linear functionals on M1,
J(M1), andM2. Since the second is usually not a von Neumann algebra, we must
use in place of a modular automorphism group themodular cosine family [HH]. This
is defined generally for a normal (faithful) state ϕ on a JBW-algebra N ; we do not
need the generality but do need the five conditions which uniquely characterize ρϕt
([HH], Theorem 3.3):
(1) each ρϕt is a positive normal unital linear map;
(2) R ∋ t 7→ ρϕt (x) is σ-weakly continuous for each x ∈ N ;
(3) ρϕ0 = idN and ρ
ϕ
s ◦ ρ
ϕ
t = (1/2)[ρ
ϕ
s+t + ρ
ϕ
s−t];
(4) ϕ(ρϕt (a) • b) = ϕ(a • ρ
ϕ
t (b));
(5) the sesquilinear form
sϕ(a, b) =
∫ ∞
−∞
ϕ(ρϕt (a) • b
∗)(coshπt)−1dt
is self-polar.
(A positive sesquilinear form s(·, ·) is said to be self-polar ([HH], [Wo]) if (i) s(a, b) ≥
0, ∀a, b ∈ N+; and (ii) the set of linear functionals {s(·, h) | 0 ≤ h ≤ 1} is weak*-
dense in {ψ ∈ N ∗+ | ψ ≤ ϕ}.) When N is a von Neumann algebra, we have
ρϕt = (1/2)(σ
ϕ
t + σ
ϕ
−t)
and
(7.1) sϕ(a, b) =< ϕ
1/4aϕ1/4, ϕ1/4bϕ1/4 > .
The following result of Haagerup and Størmer is the Jordan algebra version
of Takesaki’s theorem [T1] for conditional expectations. We specialize it to our
situation.
Theorem 7.1. ([HS2], Theorem 4.2) Let J : M1 → M2 be a normal Jordan *-
monomorphism. Let ψ ∈ (M2)∗ be a faithful state, and denote by θ the restriction
ψ |J(M1). Then the following are equivalent:
(1) There is a normal positive projection P :M2 → J(M1) such that ψ = θ◦P ;
(2) sθ = sψ |J(M1)×J(M1);
(3) ρθt = ρ
ψ
t |J(M1), ∀t ∈ R.
When these conditions hold, P can be defined by
(7.2) sψ(y, J(x)) = sψ(P (y), J(x)), x ∈ M1, y ∈M2.
Note that the analogue for a normal ψ-preserving condtional expectation E : N →
M is
(7.3) ψ(yx) = ψ(E(y)x), y ∈ N , x ∈M.
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For a faithful normal state ϕ, we will make use of the following transform, familiar
from Tomita-Takesaki theory:
(7.4) Φϕ(x) =
∫ ∞
−∞
σϕt (x)(coshπt)
−1dt =
∫ ∞
−∞
ρϕt (x)(coshπt)
−1dt.
We have the equality ([vD], Lemma 4.1)
(7.5) ϕ1/2xϕ1/2 = (1/2)[Φϕ(x)ϕ + ϕΦϕ(x)] , ϕ •Φϕ(x).
So Φϕ(x) is the Jordan derivative of ϕ
1/2xϕ1/2 with respect to ϕ. (In fact Φϕ is a
right inverse for ρϕi/2 (which makes sense for a dense set, via analytic continuation).
One might also observe that (7.4) and (7.5) prove the implication (3) → (2) of
Theorem 7.1, as ϕ1/2xϕ1/2(y) = sϕ(x, y
∗).)
We will assume that M1 is σ-finite, and for the time being, assume also that P
is faithful. Choose a faithful state ϕ ∈ (M1)∗. Now we set up Kosaki’s complex
interpolation method [K1] again, but we require the symmetric embedding
(7.6) ι1 :M1 →֒ (M1)∗, x 7→ ϕ
1/2xϕ1/2.
This gives us the interpolation spaces
(7.7) ϕ1/2qLp(M1)ϕ
1/2q = [M1, (M1)∗]1/p ≃ L
p(M1), 1/p+ 1/q = 1,
where again the equality is between sets and the isomorphism is isometric. Accord-
ingly, we can base a construction of Lp(M2) on a symmetric embedding ι2 using
the faithful state ϕ ◦ J−1 ◦ P . We will often compress notation by denoting the
image of (J−1 ◦ P )∗ by a bar, so (ϕ ◦ J
−1 ◦ P ) = ϕ¯.
Theorem 7.2. With the setup of the preceding paragraph, the following diagram
commutes:
M1
J
−−−−→ M2
J−1◦P
−−−−→ M1
ι1
y ι2y ι1y
(M1)∗
(J−1◦P )∗
−−−−−−→ (M2)∗
J∗−−−−→ (M1)∗
This induces the 1-complemented inclusion of Lp spaces
Lp(M1) →֒ L
p(M2)։ L
p(M1),
densely defined by
(7.8) ϕ1/2pxϕ1/2p → ϕ¯1/2pJ(x)ϕ¯1/2p, x ∈ M1,
and
(7.9) ϕ¯1/2pyϕ¯1/2p → ϕ1/2p(J−1 ◦ P (y))ϕ1/2p, y ∈ M2.
Proof. Theorem 7.1 tells us that the restriction of ρ
(ϕ◦J−1◦P )
t to J(M1) is ρ
(ϕ◦J−1)
t .
By consulting the five conditions characterizing ρ
(ϕ◦J−1)
t , one checks that it agrees
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with J ◦ ρϕt ◦ J
−1. (This “must” be true, as J is a normal Jordan *-isomorphism
onto its image.) These facts imply
Φϕ¯(J(x)) =
∫
ρϕ¯t (J(x))(cosh πt)
−1dt
=
∫
ρ
(ϕ◦J−1)
t (J(x))(cosh πt)
−1dt
=
∫
J ◦ ρϕt ◦ J
−1(J(x))(cosh πt)−1dt
= J
[∫
ρϕt (x)(coshπt)
−1dt
]
= J(Φϕ(x)).
Now we are ready to check that the diagram in Theorem 7.2 commutes, starting
with the left-hand square. This amounts to showing that for x ∈M1, y ∈ M2,
(7.10) ϕ¯1/2J(x)ϕ¯1/2(y) = [(ϕ1/2xϕ1/2) ◦ J−1 ◦ P ](y).
We calculate
ϕ¯1/2J(x)ϕ¯1/2(y) = [ϕ¯ • Φϕ¯(J(x))](y)
= ϕ¯(Φϕ¯(J(x)) • y)
= ϕ¯((J(Φϕ(x))) • y)
∗
= ϕ(Φϕ(x) • (J
−1 ◦ P (y)))
= ϕ1/2xϕ1/2(J−1 ◦ P (y))
= [(ϕ1/2xϕ1/2) ◦ J−1 ◦ P ](y).
We used Lemma 5.4(2) in the equality marked
∗
=.
For the right-hand square, we need to demonstrate that for x ∈M1, y ∈M2,
[(ϕ¯1/2yϕ¯1/2) ◦ J ](x) = (ϕ1/2(J−1 ◦ P (y))ϕ1/2)(x).
But this equation is equivalent to (7.10), which was just shown.
It again follows from general interpolation theory that the inclusion and norm
one projection extend to the interpolated spaces. Since ϕ1/2xϕ1/2 is identified with
ϕ¯1/2J(x)ϕ¯1/2, the equality (7.7) gives us (7.8) and (7.9).

Remark 1. Theorem 7.2 holds without change if P is not faithful. With q the
support of P , replace M2 by qM2q, and notice that Lp(qM2q) ≃ qLp(M2)q ⊂
Lp(M2).
It also seems possible, if not pleasant, to extend Theorem 7.2 to non-σ-finite
M1 by using a weight. When P is a normal conditional expectation, most of the
necessary tools are in [Te2] and [I].
Remark 2. As mentioned, typicality may be related to a Jordan version of (6.3)
and (6.6). Cocycles are not symmetric objects (the “handedness” is apparent in
the modular algebra realization (Dϕ : Dψ)t = ϕ
itψ−it), so one cannot expect
either of these equations for the projection P . We can derive at least something
analogous using (7.10). Let faithful ϕ ≤ Cψ ∈ (M1)
+
∗ for some C < ∞, so
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y = (Dϕ : Dψ)−i/2(= ϕ
1/2ψ−1/2) exists in M1. Now write
ϕ¯ = ϕ ◦ J−1 ◦ P = ψ1/2y∗yψ1/2 ◦ J−1 ◦ P = ψ¯1/2J(y∗y)ψ¯1/2.
If we write z = (Dϕ¯ : Dψ¯)−i/2, this gives z
∗z = J(y∗y). Taking square roots,
|z| = J(|y|), or
|(Dϕ¯ : Dψ¯)−i/2| = J(|(Dϕ : Dψ)−i/2|).
8. Factorization and typical isometries
We have not been able to show that the isometry constructed in (7.8) is generally
independent of the choice of ϕ. We now introduce a hypothesis which removes the
(possible) dependence.
Proposition 8.1. Suppose J : M1 → M2 is a normal Jordan *-monomorphism
and P :M2 → J(M1) is a normal positive projection, with P factoring as
(8.1) P = P ′ ◦ F, F :M2 → J(M1)
′′ a normal conditional expectation.
Then (1.1) (taking w = 1) defines an Lp isometry. If M1 is σ-finite, then this
agrees with the Lp isometry (7.8) obtained in Theorem 7.2 for any faithful normal
state ϕ ∈ (M1)∗.
Proof. It suffices to prove these statements for the map
(8.2) Lp(M1)+ ∋ ϕ
1/p 7→ (ϕ ◦ J−1 ◦ P ′)1/p ∈ Lp(J(M1)
′′)+,
since precomposition with the conditional expectation F embeds Lp(J(M1)′′) in
Lp(M2) as discussed in Section 6.
Now J is the direct sum of a *-homomorphism π and a *-antiisomorphism π′,
so π(1) and π′(1) are orthogonal and central in J(M1)′′. We may assume that
the abelian summand of M1, if it exists, is in the support of π and not π′. This
decomposesM1 into three summands: s(π)(1− s(π′))M1, (1− s(π))s(π′)M1, and
s(π)s(π′)M1. Note that the images of the first two are central summands of J(M1)
which are multiplicatively closed, so they are also central summands of J(M1)′′.
Since P and P ′ respect this central decomposition (by Lemma 5.4), P ′ restricts
to the identity on these, and we are in the situation of Proposition 6.3. It is left
to discuss the third summand, so in the remainder of the proof we assume that
s(π) = s(π′) = 1 and that M1 has no abelian summand.
We first claim
J(M1)
′′ = {π(x) ⊕ π′(y) | x, y ∈M1} ≃M1 ⊕M
op
1 .
Let v ∈ M1 be a partial isometry with vv∗ = p ⊥ q = v∗v. Then J(M1)′′ contains
(π(v) ⊕ π′(v))(π(p) ⊕ π′(p)) = 0⊕ π′(v)
and is closed under multiplication, addition, and adjoints, whence it is easy to verify
the claim.
By Lemma 5.4(4), P ′(π(1)⊕ 0) = J(λ) ∈ J(Z(M1)), where 0 ≤ λ ≤ 1. Then
P ′(π(x) ⊕ 0) = P ′[(π(x) ⊕ π′(x)) • (π(1)⊕ 0)](8.3)
= (π(x) ⊕ π′(x)) • P ′(π(1)⊕ 0)
= π(x)π(λ) ⊕ π′(x)π′(λ)
= J(xλ),
Lp ISOMETRIES 23
and similarly
P ′(0⊕ π′(y)) = π(y)π(1 − λ) ⊕ π′(y)π′(1− λ) = J(y(1− λ)).
Note that λ and 1 − λ must be nonsingular, because faithfulness of P ′ is a conse-
quence of s(P ) = P (1)(= J(1)). We obtain that
ϕ ◦ J−1 ◦ P ′ = (λϕ ◦ π−1)⊕ ((1 − λ)ϕ ◦ π′−1).
The map (8.2) is then
ϕ1/p 7→ (λϕ ◦ π−1)1/p ⊕ ((1 − λ)ϕ ◦ π′−1)1/p.
Since π and π′ induce (surjective) isometric isomorphisms at the Lp level in each
summand, this map has a linear extension to all of Lp(M1). The image of ξ ∈
Lp(M1) is a vector whose two orthogonal components have norms ‖λ1/pξ‖ and
‖(1− λ)1/pξ‖; it has total norm
(‖λ|ξ|p‖+ ‖(1− λ)|ξ|p‖)1/p = ‖|ξ|p‖1/p = ‖ξ‖.
Therefore the map is isometric.
The second assertion of the proposition almost follows from the discussion in
Section 6 of Lp isometries induced by (possibly antimultiplicative) 1-complemented
inclusions. There we noted that any left or right embedding gave the same isometry,
and so was typical. Here we make this statement explicit for symmetric embeddings.
So suppose ϕ1/2pxϕ1/2p = ψ1/2pyψ1/2p ∈ Lp(M1)+. By taking square roots, we
can find a partial isometry v ∈ M1 with vx1/2ϕ1/2p = y1/2ψ1/2p. Considering first
the antimultiplicative embedding, we know by (6.5) that
(ϕ ◦ π′−1)1/2pπ′(vx1/2) = (ψ ◦ π′−1)1/2pπ′(y1/2),
so
(ϕ ◦ π′−1)1/2pπ′(x)(ϕ ◦ π′−1)1/2p
= [(ϕ ◦ π′−1)1/2pπ′(vx1/2)][(ϕ ◦ π′−1)1/2pπ′(vx1/2)]∗
= [(ψ ◦ π′−1)1/2pπ′(y1/2)][(ψ ◦ π′−1)1/2pπ′(y1/2)]∗
= (ψ ◦ π′−1)1/2pπ′(y)(ψ ◦ π′−1)1/2p.
Obviously this relation extends off the positive cone. A similar calculation holds
for π, so it holds for J . This means that the Lp isometry (7.8) does not depend on
the choice of state and therefore agrees with (8.2). 
The papers [HS2], [St3] consider exactly the factorization (8.1) for projections
onto arbitrary JW-subalgebras, which includes our situation. They do conclude the
factorization in case
(1) Z(J(M1)) = Z(J(M1)′′); or
(2) (M1, τ) is semifinite and the weight τ¯ = τ ◦ J−1 ◦ P is semifinite.
In our situation, condition (1) precludes the presence of both multiplicative and an-
timultiplicative homomorphisms on a non-abelian summand, so J(M1) = J(M1)′′
and the conclusion is automatic. Our final result subsumes condition (2) by assum-
ing only that M1 is AS.
Proposition 8.2. Let J :M1 →M2 be a normal Jordan *-monomorphism, and
P :M2 → J(M1) be a normal positive projection. If M1 is AS, then P factors as
P |J(M1)′′ ◦F , where F :M2 → J(M1)
′′ is a normal conditional expectation.
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Proof. First note that by the arguments in the beginning of the proof of Proposition
8.1, we may assume that J = π⊕π′, whereM1 has no abelian summand and both
π, π′ are faithful.
We start with the case where (M1, τ) is finite, writing τ¯ = τ ◦ J−1 ◦ P . In
the proof of Theorem 5.5 we saw that J(M1)
′′ is pointwise invariant under στ¯ , so
by Takesaki’s theorem [T1] there is a normal τ¯ -preserving conditional expectation
F :M2 → J(M1)′′. Now we use equations (7.2) and (7.3) to calculate
sτ¯ (P (F (y)), J(x)) = sτ¯ (F (y), J(x)) = τ¯
1/2J(x∗)τ¯1/2(F (y)) = τ¯ (J(x∗)F (y))
= τ¯ (J(x∗)y) = τ¯1/2J(x∗)τ¯1/2(y) = sτ¯ (y, J(x)) = sτ¯ (P (y), J(x))
for any x ∈ M1, y ∈ M2. This implies that P ◦ F = P , and the finite case is
complete.
Now let {Mα, Eα} be a paving of M1 by finite subalgebras, and denote by 1α
the unit of Mα (which may not be the unit of M1). Write
E¯α = J ◦ Eα ◦ J
−1 : J(M1)→ J(Mα).
Then E¯α ◦ P is a positive normal projection onto the Jordan image of a finite
algebra, so by the first part of the proof we can factor it as
M2
P
−−−−→ J(M1)
Fα
y yE¯α
J(Mα)
′′ Sλα−−−−→ J(Mα)
Here Fα is a normal conditional expectation, and Sλα is the symmetrization guar-
anteed by (8.3),
(8.4) Sλα : π(x) ⊕ π
′(y) 7→ J(λαx+ (1− λα)y),
where 0 ≤ λα ≤ 1α is an element of J(Z(Mα)). We also have, as before, that the
nonsingular element J(λ) , P (π(1)) is in J(Z(M1)). The commuting square gives
us the relation
E¯α(J(λ)) = E¯α ◦ P (π(1)) = Sλα ◦ Fα(π(1)) = Sλα(π(1α)) = J(λα).
This implies that λα = Eα(λ)
s
→ λ by Theorem 5.2(2).
It remains to construct the conditional expectation. Since s(P ) = J(1) by as-
sumption, we only need to consider elements in J(1)M2J(1). We use J(1) =
π(1) + π′(1) to write a generic element as
y =
(
a b
c d
)
,
where a ∈ π(1)M2π(1), etc. By Theorem 5.2(2) we have
(8.5) P (y) = s− lim E¯α ◦ P (y) = s− limSλαFα(y).
Since Fα is a conditional expectation and J(Mα) is inside the diagonal J(M1)
′′,
we may write
Fα
(
a b
c d
)
=
(
F 1α(a) 0
0 F 2α(d)
)
.
Then (8.5) becomes
(8.6) P (y) =
s− lim
(
π(λα)F
1
α(a)+π(1−λα)[π◦π
′−1(F 2α(d))] 0
0 π′(λα)[π
′◦π−1(F 1α(a))]+π
′(1−λα)F
2
α(d)
)
,
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which we claim can be written as
(8.7) P (y) = Sλ ◦ F (y), where F (y) = s− lim
(
F 1α(a) 0
0 F 2α(d)
)
.
To establish the claim, we check that (i) the strong limits in the definition of F do
exist, (ii) the factorization (8.7) is correct, (iii) F is normal, (iv) F is contractive,
(v) the range of F is contained in J(M1)
′′, and (vi) F fixes J(M1)
′′.
We have from the above that
P (( a 00 0 )) = s− lim
(
π(λα)F
1
α(a) 0
0 π′(λα)[π
′◦π−1(F 1α(a))]
)
,
so π(λα)F
1
α(a) is strongly convergent. We now represent π(M) faithfully and non-
degenerately as an algebra of operators on a Hilbert space, and let en = e[1/n, 1]
be spectral projections of π(λ). Since λ is nonsingular, these projections increase
to π(1). Given any vector ξ, we have
‖[F 1α(a)− F
1
β (a)]ξ‖ ∼ ‖[F
1
α(a)− F
1
β (a)]enξ‖
= ‖[F 1α(a)− F
1
β (a)]π(λ)(π(λ)
−1enξ)‖
= ‖((F 1α(a)[π(λ) − π(λα)] + [π(λα)F
1
α(a)− π(λβ)F
1
β (a)]
+ F 1β (a)[π(λ) − π(λβ)])(π(λ)
−1enξ)‖
→ 0 as α, β increase.
Note that the first approximation can be made independent of α and β since
{F 1α(a)} is a norm-bounded set. The same argument establishes the strong conver-
gence of F 2α(d), and (i) is obtained. Since π(λα), F
1
α(a), F
2
α(d) are strongly conver-
gent, (ii) follows from (8.6).
For (iii), again it suffices by symmetry to check that
(8.8) π(1)M2π(1) ∋ xγ
s
→ x⇒ F
((
xγ 0
0 0
)) s
→ F (( x 00 0 )) .
(All limits in this paragraph are along increasing γ.) Since P is normal, we have
P
((
xγ 0
0 0
)) s
→ P (( x 00 0 ))
and then
Sλ
((
s−limα F
1
α(xγ) 0
0 0
))
s
→ Sλ
((
s−limα F
1
α(x) 0
0 0
))
.
Reading off the upper left entry,
π(λ)[s − lim
α
F 1α(xγ)]
s
→ π(λ)[s − lim
α
F 1α(x)].
By an approximation argument similar to that of the previous paragraph,
s− lim
α
F 1α(xγ)
s
→ s− lim
α
F 1α(x).
But this is exactly the conclusion of (8.8), and we have (iii).
Now (iv) and (v) are automatic from the form of F , and (vi) follows from the
normality of F and the fact that F fixes ∪J(Mα)′′. The proof is complete.

The preceding propositions may seem somewhat technical, but they can be sum-
marized nicely.
Theorem 8.3. Let J :M1 →M2 be a normal Jordan *-monomorphism, and let
P : M2 → J(M1) be a normal positive projection. Each condition below implies
its successor:
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(1) M1 is AS;
(2) the projection P factors through a conditional expectation onto J(M1)′′;
(3) the map ϕ1/p 7→ (ϕ ◦ J−1 ◦ P )1/p, ϕ ∈ (M1)
+
∗ , extends linearly to an
isometry from Lp(M1) to Lp(M2).
9. Conclusion
From Theorems 1.2 and 8.3, we have arrived at a complete description of all the
isometries from Lp(M1) to Lp(M2), provided that M1 is AS. They are typical,
arising via (1.1), and arbitrary data J, P, w are allowed. WhenM1 is only assumed
to have EPp and EP1, which may be weaker, we can still say that all Lp isometries
are typical.
The main motivation for this paper was to develop Watanabe’s ideas, especially
EP, as far as possible. This certainly provides new methods and information, but
we have only been able to apply them to Questions 1.1 and 1.3 when the initial
algebra is well-approximated by semifinite algebras. We do not claim that further
work in this direction is necessary for a solution to one or both of these questions. It
certainly seems possible that a new technique may produce a relatively straightfor-
ward solution - for example, the paper [S1] handles the surjective case by different
methods. Nonetheless, we do think that EPp, AS, and condition (2) from Theorem
8.3 are worth investigating on their own merits, and our work here shows their
relation to Lp isometries.
References
[B] S. Banach, The´orie des operations line´aires, Warsaw, 1932.
[BW1] L.J. Bunce and J.D.M. Maitland Wright, On orthomorphisms between von Neumann
preduals and a problem of Araki, Pacific J. Math. 158 (1993), no. 2, 265-272.
[BW2] L.J. Bunce and J.D.M. Maitland Wright, The Mackey-Gleason problem for vector mea-
sures on projections in von Neumann algebras, J. London Math. Soc. (2) 49 (1994), no.
1, 133-149.
[Ch] E. Christensen, Measures on projections and physical states, Comm. Math. Phys. 86
(1982), no. 4, 529-538.
[C1] A. Connes, Une classification des facteurs de type III, Ann. Sci. E´cole Norm. Sup. 6
(1973), 133-252.
[C2] A. Connes, Classification of injective factors. Cases II1, II∞, IIIλ, λ 6= 1, Ann. Math.
(2) 104 (1976), no. 1, 73-115.
[C3] A. Connes, Noncommutative geometry, Harcourt Brace & Co., San Diego, 1994.
[D] H. Dye, On the geometry of projections in certain operator algebras, Ann. Math. 61
(1955), 73-88.
[DR] H. Dye and B. Russo, A note on unitary operators in C*-algebras, Duke Math. J. 33
(1966), 413-416.
[ES] E. Effros and E. Størmer, Positive projections and Jordan structure in operator algebras,
Math. Scand. 45 (1979), no. 1, 127-138.
[FT] T. Falcone and M. Takesaki, The non-commutative flow of weights on a von Neumann
algebra, J. Funct. Anal. 182 (2001), no.1, 170-206.
[FJ] R. Fleming and J. Jamison, Isometries on Banach spaces: function spaces, Chapman &
Hall/CRC, Boca Raton, 2003.
[G] A. Gleason, Measures on the closed subspaces of a Hilbert space, J. Math. Mech. 6 (1957),
885-893.
[H1] U. Haagerup, Lp-spaces associated with an arbitrary von Neumann algebra, Alge`bres
d’ope´rateurs et leurs applications en physique mathe´matique, CNRS 15 (1979), 175-184.
[H2] U. Haagerup, Connes’ bicentralizer problem and uniqueness of the injective factor of type
III1, Acta Math. 158 (1987), 95-148.
Lp ISOMETRIES 27
[HH] U. Haagerup and H. Hanche-Olsen, Tomita-Takesaki theory for Jordan algebras, J. Op-
erator Theory 11 (1984), 343-364.
[HS1] U. Haagerup and E. Størmer, Equivalence of normal states on von Neumann algebras
and the flow of weights, Adv. Math. 83 (1990), 180-262.
[HS2] U. Haagerup and E. Størmer, Positive projections of von Neumann algebras onto JW-
algebras, Rep. Math. Phys. 36 (1995), no. 2-3, 317-330.
[HvN] P. Halmos and J. von Neumann, Operator methods in classical mechanics II, Ann. of
Math. 43 (1942), 332-350.
[He] R. Herman, Centralizers and an ordering for faithful, normal states, J. Functional Anal-
ysis 13 (1973), 317-323.
[HT] R. Herman and M. Takesaki, States and automorphism groups of operator algebras,
Comm. Math. Phys. 19 (1970), 142-160.
[I] H. Izumi, Constructions of non-commutative Lp-spaces with a complex parameter arising
from modular actions, Internat. J. Math. 8 (1997), no. 8, 1029-1066.
[J] M. Junge, Doob’s inequality for non-commutative martingales, J. Reine Angew. Math.
549 (2002), 149-190.
[JS] M. Junge and D. Sherman, Noncommutative Lp modules, J. Operator Theory, to appear.
[JRS] M. Junge, Z.-J. Ruan, and D. Sherman, A classification for 2-isometries of noncommu-
tative Lp-spaces, preprint.
[JRX] M. Junge, Z.-J. Ruan, and Q. Xu, COLp structure for Lp spaces associated with hyper-
finite type III von Neumann algebras, in preparation.
[Ka] R. V. Kadison, Isometries of operator algebras, Ann. Math. 54 (1951), 325-338.
[Ki] E. Kirchberg, On nonsemisplit extensions, tensor products and exactness of group C*-
algebras, Invent. Math. 112 (1993), no. 3, 449-489.
[K1] H. Kosaki, Applications of the complex interpolation method to a von Neumann algebra:
non-commutative Lp spaces, J. Funct. Anal. 56 (1984), 29-78.
[K2] H. Kosaki, Applications of uniform convexity of noncommutative Lp-spaces, Trans. AMS
283 (1984), no. 1, 265-282.
[L] J. Lamperti, On the isometries of certain function spaces, Pacific J. Math. 8 (1958),
459-466.
[N] E. Nelson, Notes on non-commutative integration, J. Funct. Anal. 15 (1974), 103-116.
[PX] G. Pisier and Q. Xu, Noncommutative Lp spaces, Handbook of the geometry of Banach
spaces, Vol. II., North-Holland Publishing Co., Amsterdam, 2003.
[R] Y. Raynaud, On ultrapowers of non commutative Lp spaces, J. Operator Theory 48
(2002), 41-68.
[RX] Y. Raynaud and Q. Xu, On subspaces of non-commutative Lp-spaces, preprint.
[Se] I. Segal, A non-commutative extension of abstract integration, Ann. of Math. 57 (1953),
401-457.
[S1] D. Sherman, Noncommutative Lp structure encodes exactly Jordan structure, preprint.
[S2] D. Sherman, Applications of modular algebras, in preparation.
[St1] E. Størmer, On the Jordan structure of C*-algebras, Trans. Amer. Math. Soc. 120 (1965),
438-447.
[St2] E. Størmer, Decomposition of positive projections on C*-algebras, Math. Ann. 247
(1980), no. 1, 21-41.
[St3] E. Størmer, Conditional expectations and projection maps of von Neumann algebras, in
Operator algebras and applications, Kluwer Acad. Publ., Dordrecht (1997), 449-461.
[Str] S. Straˇtilaˇ, Modular theory in operator algebras, Abacus Press, Kent, 1981.
[T1] M. Takesaki, Conditional expectations in von Neumann algebras, J. Functional Analysis
9 (1972), 306-321.
[T2] M. Takesaki, Theory of operator algebras II, Springer-Verlag, New York, 2002.
[Te1] M. Terp, Lp-spaces associated with von Neumann algebras, notes, Copenhagen University,
1981.
[Te2] M. Terp, Interpolation spaces between a von Neumann algebra and its predual, J. Oper-
ator Theory 8 (1982), no. 2, 327-360.
[Ts] M. Tsukada, Strong convergence of martingales in von Neumann algebras, Proc. Amer.
Math. Soc. 88 (1983), 537-540.
[vD] A. van Daele, A new approach to the Tomita-Takesaki theory of generalized Hilbert al-
gebras, J. Funct. Anal. 15 (1974), 378-393.
28 DAVID SHERMAN
[W1] K. Watanabe, An application of orthoisomorphisms to non-commutative Lp-isometries,
Publ. RIMS 32 (1996), 493-502.
[W2] K. Watanabe, Problems on isometries of non-commutative Lp-spaces, Contemporary
Mathematics 232 (1999), 349-356.
[W3] K. Watanabe, On the structure of non-commutative Lp isometries, preprint.
[Wo] S. Woronowicz, Selfpolar forms and their applications to the C*-algebra theory, Rep.
Mathematical Phys. 6 (1974), no. 3, 487-495.
[Ya] S. Yamagami, Algebraic aspects in modular theory, Publ. RIMS 28 (1992), 1075-1106.
[Y1] F. Yeadon, Isometries of non-commutative Lp spaces, Math. Proc. Camb. Phil. Soc. 90
(1981), 41-50.
[Y2] F. Yeadon, Measures on projections in W*-algebras of type II1, Bull. London Math. Soc.
15 (1983), no. 2, 139-145.
Department of Mathematics, University of Illinois, Urbana, IL 61801
E-mail address: dasherma@math.uiuc.edu
