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Abstract
Continuing the earlier research from [T. Bigorajska, H. Kotlarski, Partitioning α-large sets: some lower bounds, Trans. Amer.
Math. Soc. 358 (11) (2006) 4981–5001] we show that for the price of multiplying the number of parts by 3 we may construct
partitions all of whose homogeneous sets are much smaller than in [T. Bigorajska, H. Kotlarski, Partitioning α-large sets: some
lower bounds, Trans. Amer. Math. Soc. 358 (11) (2006) 4981–5001]. We also show that the Paris–Harrington independent statement
remains unprovable if the number of colors is restricted to 2, in fact, the statement ∀a, b∃d d→∗ (a)
b+2
2 is unprovable in IΣb. Other
results concern some lower bounds for partitions of pairs.
c© 2007 Elsevier B.V. All rights reserved.
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In 1977 the famous paper Paris, Harrington [15] appeared. They gave a true combinatorial statement which cannot
be proved in Peano Arithmetic, PA. They also realized that their result gives a recursive function whose totality cannot
be proved in PA. J. Ketonen and R. Solovay [9] worked out some hierarchies of rapidly growing functions and gave
sharp upper and lower bounds for the recursive function given by the Paris–Harrington result. The first author in the
papers [2–4] (joint with Teresa Bigorajska) reworked the ideas of Ketonen and Solovay in terms of the so-called Hardy
hierarchy. Simultaneously, these results were generalized. Because of the nature of their problem Ketonen and Solovay
were interested merely in the existence of ω-large sets homogeneous for the appropriate partitions. The generalization
is to work out the situations of existence/nonexistence of β-large homogeneous sets for greater β < ε0. In particular,
α
Har→ (β)rm denotes the property: if A is an α-large set of natural numbers and [A]r is partitioned into m parts, then
there exists a β-large subset of A which is homogeneous for this partition. Our goal is to give an explicit construction
of partitions of sets and use them to give lower bounds for the notion of largeness determined by Hardy hierarchy.
That is we give an information of the following sort: how large must an ordinal β be with respect to α so that for
every set A if A
Har→ (α)mn , then A is β-large, for some α. The precise statement is in Theorem 3.2, it is a variant of the
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main result of [4] stated below as Theorem 3.1. We also show that partitions into two parts always suffice for lower
bounds (but we must extend the dimension by 1). Other results of the current paper concern partitions of pairs.
We want to stress that the origins of our work go back to J. Ketonen and R. Solovay [9], moreover on the more
personal level the first author was influenced by Z. Ratajczyk, see [16], [10], [11] and his final [17].
We would like to thank the anonymous referee for numerous remarks which allowed us to clarify the exposition.
In particular, he suggested including Section 1 rather than forcing the reader to have copies of [2] and [4] to hand.
1. Preliminaries
In this paper we work with the usual Hardy hierarchy, to be more specific with the version described in [2]. We
repeat some definitions and lemmas from [2] and [4] for convenience of the reader.
Let h be function sending some D ⊆ N into N. We assume that h increases the argument, that is ∀a ∈ D h(a) > a,
and is increasing in the usual sense of the word, that is ∀a, b ∈ D [a < b ⇒ h(a) < h(b)]. As an example let A ⊆ N
and let h = hA be the successor in the sense of A, i.e., the function with domain D = A \ {max(A)} if A is finite and
D = A if A is infinite, which maps every a in its domain to the next element of A. For α < ε0 we define the Hardy
iterations hα of h by induction on α. We let h0 ' idDom(h) and hα+1 ' hα ◦ h. Before defining the limit step we
need to define, for each limit λ < ε0, a sequence {λ}(n) of ordinals convergent to λ from below. We put {ω}(n) = n,
and, more generally, {ωα+1}(n) = ωα · n. For limit γ we put {ωγ }(n) = ω{γ }(n). Finally,
{ωα0 · m0 + · · · + ωαs · ms}(n) = ωα0 · m0 + · · · + ωαs · (ms − 1)+ {ωαs }(n),
where λ = ωα0 · m0 + · · · + ωαs · ms is the Cantor normal form expansion of λ, i.e., α0 > · · · > αs . It is easy to see
that these conditions determine exactly one sequence {{λ}(n) : n}, for each λ < ε0. We shall call the sequence {λ}(n)
the fundamental sequence for λ.
Now we are ready to define hλ for λ limit. We simply put hλ(x) ' h{λ}(x)(x). The sequence hα : α < ε0 is called
the Hardy hierarchy based on h. Of course, the symbol ' means that both sides are defined and equal or both sides
are undefined. But from now on we shall use directly the equality sign.
These notions apply to the usual successor function S(x) = x + 1, we shall denote the Hardy iterations of this
function by Sα .
Observe that as the domain of h may be finite, the same applies to hα . From now on we write f (x)↓ for “ f (x) is
defined”, that is x ∈ Dom( f ). The symbol ↑ will be used for the converse, that is we write f (x)↑ for x /∈ Dom( f ).
This notion allows us to define a set A of natural numbers to be α-large. That is A is α-large iff (hA)α(a) is defined,
where hA denotes the successor in the sense of A as above and a = min(A). This notion of largeness may be restated
as follows. A set A is 0-large iff it is nonempty. A is α + 1-large iff A \ {min(A)} is α-large. A is λ-large, λ limit, iff
it is {λ}(min(A))-large. Observe that Ketonen and Solovay [9] use a slightly different notion of largeness.
We shall say that A is α-small if it is not α-large. Also, say that A is at most α-large if A itself is α-small or
A \ {max(A)} is α-small.
Let a set A be given. Let µ < ε0. We define two sequences µ j , b j by the following induction. We let µ0 = µ
and b0 = a0 = min(A). Assume that µ j and b j are constructed. If µ j = 0 then the construction terminates. If
µ j > 0 and µ j is limit we let µ j+1 = {µ j }(b j ) and b j+1 = b j . If µ j is nonlimit then the construction terminates if
b j = ar−1 = max(A), otherwise we let µ j+1 = µ j − 1 and b j+1 = hA(b j ), the next element of A. This completes
the definition of the sequences µ j , b j . The following proposition is (essentially) the original definition of a µ-large
set, cf. Ketonen–Solovay [9].
Proposition 1.1. Under the notation introduced above, A is µ-large iff there exists j such that µ j = 0.
Proof. This is proposition 2.7 in [4]. 
This proposition allows one to associate with every a ∈ A an ordinal. That is, given a fixed µ such that A is µ-small
(or at least A \ {max(A)} is µ-small) we associate with every a ∈ A the nonlimit µ j such that a = b j . But, of course,
this assignment of ordinals to elements of A depends on µ. We shall write KS(µ; a) (or KSA(µ; a) if necessary) for
the last µ j with a = b j . Observe that for some µ, KS(µ; a) is not defined for all elements of A, but they are defined
if A is at most µ-large.
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For every α < ε0 let LM(α) denote the greatest (i.e., leftmost) exponent in the Cantor normal form expansion of α.
By RM(α) we mean the smallest (i.e., rightmost) exponent of α. We write β  α if either α = 0 or β = 0 or all the
exponents in the Cantor normal form of β are ≥ all the exponents in the normal form of α, i.e., RM(β) ≥ LM(α).
Observe that α  α iff α is of the form ωξ · k for some ξ and k.
We extend the notion of a fundamental sequence to nonlimit ordinals by putting {0}(n) = 0 and {α + 1}(n) = α.
For β, α < ε0 we write β →n α iff there exists a finite sequence α0, . . . , αk of ordinals such that α0 = β, αk = α
and for every m < k there exists jm ≤ n such that αk+1 = {αk}( jm). We write β ⇒n α if there exists a sequence as
above, but with each jm = n. Observe that both relations→n,⇒n are transitive and imply β ≥ α. We shall use some
properties of these notions, we collect them in the following lemmas.
Lemma 1.2. 1. For every α, b α ⇒b 0.
2. If β  α and α ⇒n γ then β + α ⇒n β + γ .
3. If k < l and n > 0 then ωα · l ⇒n ωα · k.
4. If β ⇒n α and n > 0 then ωβ ⇒n ωα .
5. α ⇒n {α}( j) and {α}(n)⇒n {α}( j) for j ≤ n.
6. {α}(n)⇒1 {α}( j) for 0 < j ≤ n.
7. If n ≤ b and α ⇒n β then α ⇒b β.
8. β ⇒n α iff β →n α.
9. If α < β then there exists b such that β ⇒b α.
Proof. See Ketonen–Solovay [9]. 
Lemma 1.3. Let h be a function as above. Then for every α < ε0
1. hα is increasing.
2. For every β, b if α ⇒b β then if hα(b) exists then hβ(b) exists and hα(b) ≥ hβ(b).
Proof. See [9]. 
Lemma 1.4. 1. For every α if A, B are finite sets of the same cardinality and such that for every i < Card(A) bi ≤ ai
then for every i < Card(A) if (hA)α(ai ) exists then (hB)α(bi ) exists and (hA)α(ai ) ≥ (hB)α(bi ).
2. If A, B are finite sets, A is α-large, Card(A) = Card(B) and for every i < Card(A) bi ≤ ai then B is α-large.
3. If A ⊆ B and A is α-large then B is α-large.
Proof. See [2]. 
Lemma 1.5. For every α and every D, E, if D ⊆ E, x ∈ D and (hD)α(x)↓ then (hE )α(x)↓ and (hE )α(x) ≤
(hD)α(x).
Proof. See [2]. 
The following lemma is, to our knowledge, due to S. Wainer.
Lemma 1.6 (On Compositions). Let h be as above. Then for every α and every β  α hβ+α = hβ ◦ hα .
Proof. By induction on α. 
We restate Lemma 1.6 in the following way.
Lemma 1.7. Let A be a finite set and let β  α. Then A is β+α-large iff there exists u ∈ A such that {x ∈ A : x ≤ u}
is α-large and {x ∈ A : u ≤ x} is β-large. 
Let α(+)β denote the natural sum of ordinals α and β.
Lemma 1.8. For all α, all β ≥ α and all a ≥ 1
{hωβ+ωα (a)↓ ⇒ [hωα ◦ hωβ (a)↓& hωα ◦ hωβ (a) ≤ hωβ ◦ hωα (a)]}.
Proof. See [4], Lemma 3.2. 
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Corollary 1.9. If hβ(+)α(a)↓, then hβ ◦hα(a)↓ and hβ ◦hα(a) ≤ hβ(+)α(a). In other words, if a set A is β(+)α-large,
then there exists u ∈ A such that {a ∈ A : a ≤ u} is α-large and {a ∈ A : u ≤ a} is β-large.
We define the pseudonorm of α as the greatest natural number which occurs in its (full) Cantor normal form.
Technically we define the function psn sending ordinals below ε0 into N by putting psn(n) = n for n < ω and for
α ≥ ω
psn(α) = max(psn(α0), . . . , psn(αs), a0, . . . , as)
where α is written in its Cantor normal form.
Lemma 1.10. For every limit β < ε0 we have:
∀α < β∀m > 1 {psn(α) < m ⇒ [α < {β}(m)& {β}(m)⇒m α]}.
Proof. See [4], Lemma 2.1. 
As an immediate corollary we obtain
Corollary 1.11. If β is limit, α < β and A ⊂ N is β-large and satisfies min(A) > psn(α) > 1, then A is α-large.
One of the main ingredients used in [4] is the following fact. Let F : ε0 → ε0 be defined as follows. If
α = ωα0 · a0 + · · · + ωαs · as + ωn · mn + · · · + ω0 · m0,
where α > α0 > · · · > αs ≥ ω and n < ω (we allow some mi ’s to be zero, moreover we write ω0 rather than 1 to
increase readability), then F(α) is equal
ωα0 · 2a0 + · · · + ωαs · 2as
+ωn · mn + ωn−1 · (mn + mn−1)+ · · · + ω0 · (mn + · · · + m0)
+ (a0 + · · · + as).
(1)
Note that F(α) is about α(·)2.
Lemma 1.12 (The Estimation Lemma). For every α < ε0 we have: for every A ⊆ N with min(A) > 0, if there exists
a strictly decreasing function G : A → (≤ α) such that ∀a ∈ A psn(G(a)) ≤ a, then A is at most F(α)-large.
Proof. See Section 3 in [4]. 
Let A ⊂ N. A function G : A → (< ωm) will be called an estimating function (or a function ωm-estimating A
if necessary) if it satisfies the assumptions of the estimation lemma, i.e. it is strictly decreasing and for all a ∈ A
psn(G(a)) ≤ a. If Γ ⊆ (< ε0) and Θ : Γ → (< ωm), we say that Θ is an ordinal estimating function (or a function
ωm-ordinal estimating Γ ) if it is strictly increasing and for all γ ∈ Γ psn(Θ(γ )) ≤ psn(γ ). We shall obtain estimating
functions from the ordinal estimating functions by means of KS.
We define the symbol GO(a, α) for a > 0 and α > 0 by induction on α. We let GO(a, 1) = 0, GO(a, ω) = a.
Other cases are as follows.
GO(a, α + 1) =
{
α if psn(α) ≤ a
GO(a, α) if psn(α) > a.
Before giving the general limit step we put
GO(a, ων) = ωGO(a,ν) · a + GO(a, ωGO(a,ν)).
Finally, if α = ξ + ων in short Cantor normal form and ξ 6= 0, then
GO(a, α) =
{
ξ + GO(a, ων) if psn(ξ) ≤ a
GO(a, ξ) if psn(ξ) > a.
It is easy to check (by induction on α) that GO(a, α) < α and psn(GO(a, α)) ≤ a. In fact, GO(a, α) is the greatest
ordinal with these properties.
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Lemma 1.13. For every a > 0 and every α > 0 we have: for all γ if γ < α and psn(γ ) ≤ a, then γ ≤ GO(a, α).
Proof. See [4], Lemma 3.6. 
2. More on the estimation lemma
In this section we give a refinement of the estimation lemma, i.e., Lemma 1.12.
Let G : A → (≤ α) be an estimating function. We define three sets: AG,0 = {a ∈ A : G(a) = 0},
AG,Succ = {a ∈ A : G(a) is a successor}, and AG,Lim = {a ∈ A : G(a) is limit}. Obviously, AG,0 has at most
one element. Our first goal is to show that the remaining two sets are not too large, we shall show this in Theorem 2.2.
Lemma 2.1. Let A be α-small, B be β-small and max(A) = min(B). Then A ∪ B is β(+)α-small.
Proof. Assume that E = A∪B is β(+)α-large. By Corollary 1.9 there exists u ∈ A∪B such that {x ∈ A∪B : x ≤ u}
is α-large and {x ∈ A ∪ B : u ≤ x} is β-large. If u ∈ A, then A is α-large because it contains {x ∈ A ∪ B : x ≤ u}
(cf. Lemma 1.4) contrary to the assumption. Thus u > max(A), but then B is β-large which is, again, impossible by
the assumption. 
We define two functions: FSucc and FLim by the following conditions:
1. FSucc(0) = 0 and FLim(0) = 0,
2. FSucc(α + 1) = FSucc(α)+ 1 and FLim(α + 1) = FLim(α),
3. if β  α, then FSucc(β + α) = FSucc(β)(+)FSucc(α) and the same condition for FLim,
4. FSucc(ω) = ω and FLim(ω) = 1,
5. FSucc(ω2) = ω2 + 1 and FLim(ω2) = ω + 1,
6. for n ≥ 3 FSucc(ωn) = ωn + 2 and FLim(ωn) = ωn−1 + 3.
7. for ν ≥ ω FSucc(ων) = ων + 2 and FLim(ων) = ων + 3.
Let the functions tow be defined by tow0(n) = 1, and towk+1(n) = ntowk (n). Thus, towk(n) is the tower of k n’s.
Fix m. Write
GO(a, ωm) = ωδ0 · d0 + · · · + ωδs · ds
in the Cantor normal form. Then it is easy to see that all coefficients d0, . . . , ds are equal a, the ordinal under
consideration is non limit (i.e. δs = 0) and the length s + 1 of this expansion is equal towm−1(a + 1).
Now let α ≤ ωm and assume that psn(α) ≤ a. Then for every term ωβ ·u of the Cantor normal form expansion of α
we have: β ≤ ωm−1, u ≤ a and ωβ · a occurs in the expansion of GO(a, ωm). In particular, under the assumptions
stated above, the length of the expansion of α cannot exceed towm−1(a + 1). It follows that
if α ≤ ωm and psn(α) ≤ a then
FSucc(α) = α + b for some b ≤ 2 · towm−1(a + 1) and
FLim(α) ≤ α + b for some b ≤ 3 · towm−1(a + 1).
Theorem 2.2. Let A ⊆ N and G : A → (≤ α) be an estimating function and a0 > 1. Then AG,Succ is FSucc(α)-small
and AG,Lim is FLim(α)-small.
Proof. By induction on α. If α = 0 then both sets under consideration are void, so the result is immediate. Assume
the result for α and let G : A → (≤ α + 1) be an estimating function. If α + 1 is not a value of G, then the result is
obvious by the inductive assumption. Otherwise G(a0) = α+ 1, so G(a1) ≤ α, so (A \ {a0})G,Succ is FSucc(α)-small,
so the result holds for this set. Also a0 ∈ AG,Succ, so AG,Lim = (A \ {a0})G,Lim, so AG,Lim is FLim(α)-small, so
FLim(α + 1)-small.
The limit case will be proved by separating several cases. We begin with the case: λ limit and its Cantor normal
form expansion is nontrivial. Thus, λ = γ + δ for some γ  δ and γ, δ < λ, so the inductive assumption may be
applied to both γ, δ. Let G : A → (≤ γ + δ) be an estimating function. Let u = max{x ∈ A : G(x) ≥ γ }. Then for
x ∈ A∩ [a0, u], G(x) must be of the form G(x) = γ + τ(x) and the function x 7→ τ(x) sends A∩ [a0, u] into (≤ δ).
By the inductive assumption (A ∩ [a0, u])G,Succ is FSucc(δ)-small. Also {x ∈ A : G(x) ≤ γ }G,Succ is FSucc(γ )-small,
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so the union of these two sets, i.e. AG,Succ is FSucc(γ )(+)FSucc(δ)-small by Lemma 2.1, so is FSucc(γ + δ)-small. The
argument for AG,Lim is the same.
Thus it suffices to give the proof of the step λ limit and its Cantor normal form expansion is trivial. Then λ = ων ,
where ν > 0. We proceed by induction on ν. The precise form of this induction is as follows. Let T (α) denote the
statement of the theorem (without the quantifier ∀α) and we prove
∀ν > 0 {[∀α < ων T (α)] ⇒ T (ων)} (2)
by induction on ν. We treat cases ν = 1 and ν = 2 separately because of the definitions of FSucc and FLim.
Let ν = 1. Then G : A → (≤ ω). Thus, AG,Lim is either void or has only one element a0, so is 1-small, i.e.,
FLim(ω)-small. If G(a0) = ω, then G(a1) ≤ a1 because G is an estimating function, so {x ∈ A : x ≥ a1} has at
most a1 + 1 elements, indeed, G being strictly decreasing is one-to-one, so this set cannot have more elements than
there are possible values of G. Moreover, if this set has that many elements, then G(max(A)) = 0, so (A \ {a0})G,Succ
has at most a1 elements, so is ω-small, so the whole AG,Succ is ω-small as well because a0 ∈ AG,Lim, so is FSucc(ω)-
small. If G(a0) < ω, then by the same argument AG,Succ is ω-small.
Let ν = 2, so G : A → (≤ ω2). CASE 1. G(a0) = ω2. Thus, a0 ∈ AG,Lim and G(a1) ≤ GO(a1, ω2) = ω ·a1+a1.
By the inductive assumption, AG,Succ is FSucc(ω · a1 + a1)-small, i.e., it is ω · a1 + a1-small. Assume that AG,Succ is
FSucc(ω2)-large, i.e., ω2 + 1-large. Then AG,Succ \ {a1} is ω2-large, i.e., ω · a2-large. It follows that AG,Succ \ {a1} is
ω · (a1 + 1)-large, indeed, a2 ≥ a1 + 1. It follows that AG,Succ \ {a1} is ω · a1 + a2-large, contradiction. Moreover
AG,Lim \ {a0} is FLim(ω · a1 + a1)-small, so is a1-small. If AG,Lim were FLim(ω2)-large, i.e., ω + 1-large, then
AG,Lim \ {a0} would be ω-large, i.e., a1-large. CASE 2. G(a0) < ω2. Then already G(a0) ≤ ω · a0 + a0 and the same
argument shows that AG,Succ is ω2 + 1-small and similarly for AG,Lim.
Assume the result for n, where n ≥ 2, we prove it for n + 1. Let G : A → (≤ ωn+1). CASE 1. G(a0) = ωn+1.
Thus, a0 ∈ AG,Lim and G(a1) ≤ GO(a1, ωn+1) = ωn · a1 + · · · + ω0 · a1. By the inductive assumption, AG,Succ is
FSucc(ωn · a1 + · · · + ω0 · a1)-small. This ordinal is
FSucc(ωn · a1 + · · · + ω0 · a1) = ωn · a1 + · · · + ω1 · a1 + 2(n − 1)a1.
Thus, AG,Succ is ωn · a1 + · · · + ω1 · a1 + 2(n − 1)a1-small. Assume it is FSucc(ωn+1)-large, i.e., ωn+1 + 2-large.
It follows that AG,Succ \ {a1, a2} is ωn+1-large, so ωn · a3-large, hence AG,Succ \ {a1, a2} is ωn · (a1 + 2)-large. Let
u = hωn (a3) andw = hωn (u) = hωn ·2(a3). In both of these definitions h denotes the successor in the sense of AG,Succ.
The interval AG,Succ ∩ [u, w] of AG,Succ is ωn-large, so is ωn−1 · u-large, so is ωn−1 · (a1 + 1)-large. It follows that
this interval of AG,Succ is ωn−1 · a1+ωn−2 · u-large, so is ωn−1 · a1+ωn−2 · (a1+ 1)-large. Continuing this argument
we see that AG,Succ ∩ [u, w] is ωn−1 · a1 + ωn−2 · a1 + · · · + ω0 · a1-large. Moreover, {x ∈ AG,Succ : x ≥ w} is
ωn · a1-large, so the set {x ∈ AG,Succ : x ≥ u} is ωn · a1 + · · · + ω0 · a1-large. Also AG,Succ ∩ [a1, u] is ωn-large, so
is 2(n − 1) · a1-large. Contradiction, so AG,Succ is FSucc(ωn+1)-small.
Let us analyze AG,Lim. By the assumption of the case, a0 ∈ AG,Lim and G(a1) ≤ ωn · a1 + · · · + ω0 · a1. A
calculation shows that
FLim(ωn · a1 + · · · + ω0 · a1) = ωn−1 · a1 + · · · + ω1 · a1 + (3n − 4)a1,
so AG,Lim \ {a0} is ωn−1 · a1 + · · · + ω1 · a1 + (3n − 4)a1-small. Assume that AG,Lim is FLim(ωn+1)-large, so it
is ωn + 3-large. Then AG,Lim \ {a0} is ωn + 2-large, so AG,Lim \ {a0, a1, a2} is ωn-large, so ωn−1 · a3-large, so is
ωn−1 · (a1 + 2)-large. Once again, we let u = hωn−1(a3) and w = hωn−1(u), where h denotes the successor in the
sense of AG,Lim. It follows that {x ∈ AG,Lim : x ≥ w} is ωn−1 · a1-large. Moreover, AG,Lim ∩ [u, w] is ωn−1-large,
so is ωn−2 · (a1 + 1)-large, so is ωn−2 · a1 + ωn−3 · (a1 + 1)-large. Iteration of this reasoning yields: AG,Lim ∩ [u, w]
is ωn−2 · a1 + · · · + ω0 · a1-large, so {x ∈ AG,Lim : x ≥ u} is ωn−1 · a1 + ωn−2 · a1 + · · · + ω0 · a1-large. Finally,
AG,Lim ∩ [a1, u] is ωn−1-large, so is (3n − 4)a1-large. Contradiction and AG,Lim is FLim(ωn+1)-small.
CASE 2. G(a0) < ωn+1. Then already G(a0) ≤ ωn ·a0+· · ·+ω0 ·a0 and one checks that AG,Succ is FSucc(ωn+1)-
small (i.e., ωn+1 + 2-small) exactly as above (but with a0 instead of a1) and the same for AG,Lim. This establishes the
result for all α < ωω.
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Let ν ≥ ω and let G : A → (≤ ων+1) be given and satisfy the assumption. CASE 1. G(a0) = ων+1. Then
a0 ∈ AG,Lim, so min(AG,Succ) ≥ a1. Further, G(a1) ≤ GO(a1, ων+1), hence AG,Succ is FSucc(GO(a1, ων+1))-small.
Pick the smallest m such that ων+1 ≤ ωm . It follows that
AG,Succ is ων · a1 + GO(a1, ων)+ 2 · towm−1(a1 + 1)-small.
Now assume that AG,Succ is FSucc(ων+1)-large. Then AG,Succ \{a1, a2} is ων+1-large, so ων ·a3-large, so ων ·(a1+2)-
large because a3 ≥ a1+ 2. Let u = hων (a3) and w = hων (u). Then {x ∈ AG,Succ : x ≥ w} is ων · a1-large. Moreover,
{x ∈ AG,Succ : u ≤ x ≤ w} is ων-large, hence this set is GO(a1, ων)-large by Corollary 1.11. Finally, the set
{x ∈ AG,Succ : a3 ≤ x ≤ u} is also ων-large. But ων > ωm−1 + 2, so by Lemma 1.10 this set is ωm−1 + 2-large. By
induction on m ≥ 2 we see that
∀m ≥ 2 ∀x ≥ 6 hωm (x) ≥ hω22(m+1)(x).1
By the last inequality we have: hωm−1+2(a3) = hωm−1(a5) ≥ hω2·2m(a5) ≥ towm(a5 + 1) > 2 · towm−1(a1 + 1),
so this set has more than 2 · towm−1(a1 + 1) elements. The same argument gives the required result for AG,Lim,
indeed, FLim(ων+1) = ων+1 + 3, so again we begin our considerations with a3 ≥ a0 + 3. CASE 2. G(a0) < ων+1.
By the definition of an estimating function G(a0) < GO(a0, ων+1) = ωGO(a0,ν+1)a0 + GO(a0, ωGO(a0,ν+1)). Let
psn(ν) ≤ a0. Then GO(a0, ν + 1) = ν and G(a0) ≤ ωνa0 + GO(a0, ων). By the inductive assumption AG,Succ is
FSucc(GO(a0, ων+1))-small. But then AG,Succ is ωνa0 + GO(a0, ων)+ 2towm−1(a0 + 1)-small.
Let AG,Succ be FSucc(ων+1)-large. Then AG,Succ \ {a0, a1} is ων+1-large, i.e., ωνa2-large and, hence, ων(a0 + 2)-
large because a2 ≥ a0 + 2. The remaining part of the argument is the same as in the previous case, but taking a0 in
place of a1 (here we need the assumption that a0 > 1). Checking the case of AG,Lim is similar, but we work with the
set AG,Lim \ {a0, a1, a2} and letting w = hων3(a3).
For a0 < psn(ν) we have GO(a0, ν + 1) < ν and GO(a0, ων+1) < ων . Assume that AG,Succ is FSucc(ων)-small,
i.e. ων + 2-small. If AG,Succ were FSucc(ων+1)-large, i.e. ων+1 + 2-large then the set AG,Succ \ {a0, a1} would be
ων+1-large and, hence ωνa2-large, so it would be ων2-large, so also ων + 2-large. The proof for AG,Lim is similar.
Let ν be limit and let m be such that ων < ωm . Assume firstly that ν is of the form ν = δ + ω, where δ  ω (i.e.
δ = 0 or is limit). Let G : A → (≤ ωδ+ω) satisfy the assumption. As usual, then G(a1) ≤ GO(a1, ωδ+ω). Let us look
at this ordinal. We have
GO(a1, ωδ+ω) = ωδ+a1 · a1 + GO(a1, ωδ+a1),
hence
FSucc(GO(a1, ωδ+ω)) = ωδ+a1 · a1 + GO(a1, ωδ+a1)+ 2 · towm−1(a1 + 1).
Once again, the same argument as above works, one derives that AG,Succ \ {a1, a2} is ωδ+ω-large, so is ωδ+a1+1-large,
so ωδ+a1 · a3-large, i.e., ωδ+a1 · (a0 + 2)-large. The remaining part of the reasoning is the same as in previous cases.
So let ν = δ + ωτ , where τ > 1. Then by a lemma (due to Z. Ratajczyk, see [10], Lemma 6.6) for all n and all
j < n
δ + ωτ ⇒n δ + ω{τ }( j) + n.
It follows that δ + ωτ ⇒n δ + ω{τ( j)}+1, and by standard results of Ketonen and Solovay (Lemma 1.22(iv))
ωδ+ωτ ⇒n ωδ+ω{τ }( j)+1. Now we repeat the same argument as above. 
Lemma 2.3.
∀m ≥ 2 ∀x ≥ 6 hωm (x) ≥ hω22(m+1)(x).
Proof. Let m = 2. Assume that x ≥ 6. By the properties of Hardy hierarchy (see Lemma 1.3) we have
hωω (x) ≥ hωx (x) ≥ hω3(x) = hω2x (x) ≥ hω26(x) = hω22(m+1)(x).
Assume the inequality for m, we check it for m + 1. We have hωm+1(x) = hωxm (x) ≥ hωm x (x) ≥ hωm6(x) ≥
hωm5(hωm (x)) ≥ hωm ·5(hω22·(m+1)(x)) ≥ hω2·6·2(m+1)(x) ≥ hω22(m+2)(x). 
1 This inequality will be checked below.
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3. An additional lower bound for partitions
The following fact is the main result of [4].
Theorem 3.1. Let k ≥ 3 and m > 1. Let A ⊆ N be at most ωm+k−2-large with min(A) ≥ k. Then there exists a
partition Rk : [A]k → 3k−2 such that every D ⊆ A monochromatic for Rk is at most F(ωm)+ (k−1)(k−2)2 -large.
The aim of this section is the following result.
Theorem 3.2. Let k ≥ 3 and m > 1. Let A ⊆ N be at most ωm+k−2-large with min(A) ≥ k. Then there exists a
partition Tk : [A]k → 3k−1 such that every D ⊆ A monochromatic for Tk is at most ωm + (k−1)(k−2)2 + 3-large.
As a matter of fact in order to prove Theorem 3.2 we must go slightly deeper in the proof of 3.1.
The main lemma for Theorem 3.1 is as follows.
Lemma 3.3. Let m > 1. Then for every k ≥ 3 there exists a partition Lk(ωm) of [ε0]k into 3k−2 parts such
that for every Γ ⊆ (< ε0) homogeneous for Lk(ωm), if max(Γ ) < ωm+k−2, then letting Γ ′ be Γ without last
(k−2)(k−1)
2 elements we have: there exists an ordinal estimating function Θ : Γ ′ → (< ωm) or Card(Γ ) ≤
towm+k−3(psn(max(Γ ))+ 1)+ k − 2.
Proof. See [4], Lemma 4.4. 
Proof of Theorem 3.2. Let A satisfy the assumption. Let L = Lk(a) be a partition of A with the properties described
in Theorem 3.1.Let KSA(a) denote KSA(ωm+k−2; a). For a = (a0, . . . , ak−1) we let
Pk(a0, . . . , ak−1) = L(KSA(a0), . . . ,KSA(ak−1))
and
Tk(a) = 〈Lk(a), Rk(a)〉,
where
Rk(a0, . . . , ak−1) =

0 if KSA(a0) = 0
1 if KSA(a0) is limit
2 if KSA(a0) is a successor.
Obviously Tk : [A]k → 3k−1. Let D be a subset of A which is homogeneous for Tk . Then D is homogeneous for
both Lk and Rk . Let Γ = {KSA(ωm+k−2; d) : d ∈ D} (observe that max(Γ ) < ωm+k−2). Let Γ ′ denote Γ without its
(k−2)(k−1)
2 smallest elements and let D
′ be D without its last (k−2)(k−1)2 elements.
CASE 1. There exists an ordinal estimating functionΘ : Γ ′ → (< ωm). (Let us recall thatΘ is strictly decreasing.)
But D is homogeneous for Rk , hence either all elements of Γ ′ are limit or all these elements are successors. By
Theorem 2.2 D is at most ωm + 3-large.
CASE 2. Card(Γ ) ≤ towm+k−3(psn (max(Γ )) + 1) + (k − 2). Then this cardinality is at most
Sω2·2(m+k−3)(psn(KS(d0))+ (k − 2) ≤ Sω22(m+k−2)(d0). Then D has the same cardinality, so is ωm + 3-small. 
Corollary 3.4. Let α = ωm + (k−2)(k−1)2 + 4. Let A be such that A → (α)k3k−1 and k ≥ min(A). Then A is ωm+k−2-
large.
Proof. We know that for every B, if B is α-small, then there exists C such that max(B) < min(C) and B∪C is exactly
α-large (cf. the proof of Corollary 4.8 in [4]). Knowing this we argue as follows. Assume that A is ωm+k−2-small.
Let C be like in the claim, so min(A) < max(C) and A ∪ C is exactly ωm+k−2-large. By the previous theorem there
exists a partition T of [A ∪ C]k into 3k−1 parts without ωm + (k−2)(k−1)2 + 4-large monochromatic set. We restrict T
to [A]k and see that this restriction does not admit ωm + (k−2)(k−1)2 + 4-large homogeneous set. 
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4. Reducing the number of parts
The goal of this section is to show that the number of parts may always be reduced to 2 (but the price is that we
must change the partition of k-tuples to a partition of k + 1-tuples).
Our starting point is the following well known lemma.
Lemma 4.1. Let P: [A]k → m be a partition. Let H be a subset of A such that every D ⊆ H of cardinality k + 1 is
homogeneous for P. Then the whole H is homogeneous for P.
Proof. See [15], Lemma 2.7, or [9], Lemma 1.2.1. 
Here is the main idea. Let P: [A]k → m be a partition of [A]k into m parts. We define a new partition G: [A]k+1 → 2
in the following manner. For x¯ = 〈x0, . . . , xk〉 ∈ [A]k+1 we let
G(x¯) =
{
0 if {x0, . . . , xk} is homogeneous for P
1 otherwise. (3)
Our goal is to show that under suitable assumptions every set homogeneous for G is colored by 0, so is homogeneous
for P .
In order to state the condition we need to work simultaneously with the partition relation → for Hardy largeness
and for the usual largeness given by cardinality. We shall denote by
Ram→ we denote the usual relation from Ramsey
theory. Thus, a
Ram→ (b)cd means that whenever we have a partition of [A]c, where Card(A) ≥ a, into d parts, then
there exists a b-element monochromatic subset of A. Observe that if a, b < ω, then both relations
Har→ and Ram→ make
sense, but their meanings are slightly different. Indeed, for finite z, A is z-large in the Hardy sense iff Card(A) > z.
Lemma 4.2. Let P: [X ]k → m be a partition of [X ]k into m parts. Assume that Card(X) Ram→ (r)k+12 for some r
which is large enough so that r
Ram→ (k + 1)km . Then the partition G: [X ]k+1 → 2 as defined above has the following
property: every H ⊆ X with cardinality at least r homogeneous for G is homogeneous for P.
Proof. Indeed, otherwise by Lemma 4.1 G would give [H ]k+1 color 1, so no x¯ ∈ [H ]k+1 would be homogeneous
for P . But by the assumption, P[H ]k has a homogeneous set of cardinality at least k + 1, take this one as x¯ . 
This result may be used together with the usual estimate of Ramsey numbers. One of them is as follows. We let גk(x)
be the iterated exponentiation (the stack of k twos and x as the highest exponent). Thus, ג0(x) = x , גk+1(x) = 2גk (x).
(Ketonen and Solovay [9] write Ek(x) rather than גk(x).)
Lemma 4.3. ג4m(c · n) Ram→ (n)mc .
Proof. See [9], 3.8, proved in section 5 of that paper. 
It follows that it suffices that the r in Lemma 4.2 is greater or equal ג4k((k + 1) · m). Cf. also [8] for other estimates
of Ramsey numbers.
Let the situation be like in Theorem 3.2, namely k ≥ 3, m ≥ 1, min(A) ≥ k, and A is at most ωm+k−2-large.
Let T : [A]k → 3k−1 be a partition with the property described in Theorem 3.2, that is, every subset H of A which
is monochromatic for T is at most ωm+k−2 + (k−1)(k−2)2 + 3-large. Define the partition G: [A]k+1 → 2 as in (3), of
course with T in place of P . Let H be homogeneous for G. Assume that G colors [H ]k+1 by 1, that is no k + 1-
element subset of H is homogeneous for T . This situation is impossible if Card(H)
Ram→ (k + 1)k3k−1 . By Lemma 4.3
this situation is impossible if ג4k(3k−1 · (k + 1)) ≤ Card(H). Together we have:
Lemma 4.4. If H is homogeneous for G and ג4k(3k−1 · (k + 1)) ≤ Card(H), then H is homogeneous for T , so is at
most ωm + (k−1)(k−2)2 + 3-large.
For m > 1, the function hωm dominates the function k 7→ ג4k(3k−1 ·(k+1)). But this is just the relation of domination
(for small arguments the desired inequality need not hold). But we obtained the following result.
122 H. Kotlarski et al. / Annals of Pure and Applied Logic 147 (2007) 113–126
Theorem 4.5. If H is homogeneous for G, ω-large andmin(H) > ג4k(3k−1 · (k+1)), then H is homogeneous for T ,
so is at most ωm + (k−1)(k−2)2 + 3-large.
Ketonen and Solovay [9] worked in a technically slightly different setting and were able to reduce the number of parts
in their partitions to 8. Of course, the technique presented above allows us to reduce the number of parts to 2 (but we
must go from partitions of k-tuples to partitions of k + 1-tuples). More exactly, we have the following result.
Theorem 4.6. The statement ∀a, b∃d d →∗ (a)
b+2
2 (cf. Paris, Harrington [15]) is unprovable in IΣb. In particular, the
statement ∀a, b∃d d →∗ (a)b2 is independent from Peano arithmetic. 
5. More on the Erdo¨s–Mills result
We come back to the usual notation, so the arrow symbol is like in Ramsey theory, but the notion of largeness is in
the Hardy sense. Our goal is to give some information about partitions of pairs, see Cholak, Jockush and Slaman [5]
for more in this direction.
Theorem 5.1. Assume that α is of the form ωµ, where µ µ. Let A be such that A Har→ (α)22. Then A is α2-large.
Observe that µ µ iff µ is of the form ω% · k for some % < ε0 and k ∈ N.
At first we give some information about iterations of Hardy iterations. Let h be as usual (that is: strictly increasing
and increasing the argument) and fix α < ε0. The Hardy hierarchy (hα)β : β < ε0 of Hardy iterations of hα is defined
as Hardy hierarchy based on hα . Thus we have: (hα)0 = id, (hα)β+1 = (hα)β ◦hα and (hα)λ(b) = (hα){λ}(b)(b). This
can be viewed as the sequence obtained from the whole sequence hγ by choosing every αth item, that is by taking
h0, hα, hα+α, hα+α+α, . . .
We recall the following fact. It is due to Teresa Bigorajska.
Lemma 5.2. Let λ be a limit ordinal smaller than ε0. Then if β  LM(λ) then for every n ∈ ω, {ωβ · λ}(n) =
ωβ · {λ}(n).
Proof. See [2], lemma 3. 
Lemma 5.3. ∀β ∀α  LM(β) (hωα )β = hωα ·β .
Proof. By induction on β. For β = 0 there is nothing to prove. Assume the conclusion for β, we prove it for β + 1.
So let α  LM(β + 1), then α  LM(β). We have (hωα )β+1 = (hωα )β ◦ hωα = hωα ·β ◦ hωα by the inductive
assumption. We write β = ωβ0 · b0 + · · · + ωβs · bs in the Cantor normal form and by α  LM(β), we have
ωα ·β = ωα+β0 ·b0+· · ·+ωα+βs ·bs . Moreover, all the exponents in this expansion of ωα ·β are greater than or equal
to α, hence we may apply the lemma on compositions. Thus we have hωα ·β ◦ hωα = hωα ·β+ωα = hωα(β+1). Thus the
inductive step from β to β + 1 holds.
Assume the conclusion for all β < λ, λ limit. Let α  LM(λ). Write λ = ωλ0 · l0 + · · · + ωλt · lt in the
Cantor normal form. Then α  λ j for every j = 0, . . . , t . Also, α  LM({λ}(u)) for every u. It follows that
(hωα )λ(u) = (hωα ){λ}(u)(u) = hωα ·{λ}(u)(u) = h{ωα ·λ}(u)(u) = hωα ·λ(u). The penultimate equality follows from
Lemma 5.2. 
Proof of Theorem 5.1. Assume that A is α2-small. Let h = hA be the successor in the sense of A and let f = hα . Let
b0 = a0 = min(A) and bi+1 = f (bi ) be the sequence of iterates of hα on a0. Then fα(a0) ↑, for otherwise A would
be α2-large by Lemma 5.3. Partition [A]2 by putting P(x, y) = 0 if x, y are in the same interval A∩[bi , bi+1) of A or
both are greater than or equal the last b j , and P(x, y) = 1 otherwise. This partition admits no α-large monochromatic
set. 
Essentially the same argument establishes the following result (the case α = ω of which was obtained by P. Erdo¨s and
J. Mills [6], cf. also [8], theorem 2, p. 171) and which was the main inspiration of [9] and, hence, all other papers in
this direction that followed.
Theorem 5.4. If α satisfies the assumption of Theorem 5.1 and A is such that A → (α)2m , then A is αm-large. 
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Proof. We follow the proof of Erdo¨s–Mills result as discovered in Theorem 2, p. 171 in [8] using hAα in the place of f ,
we leave the details to the reader. 
Observe that one can introduce the notion A
Har→ (α)mω (the same as above, but the partition is supposed to be into at
most min(A) parts). In the case m = 1 (i.e. when we partition 1-tuples, that is elements), the lower index may be an
ordinal (cf. [2]). In the case m > 1 we have no really sensible candidate for the appropriate notion.
Corollary 5.5. If α satisfies the assumption of Theorem 5.1 and A is such that A Har→ (α)2ω, then A is αmin(A)-large. 
The following corollary to Theorem 5.4 follows from the proof of the result of Erdo¨s and Mills mentioned above.
Corollary 5.6. If A is such that A Har→ (ωk)2m , then A is ωkm-large.
Proof. Let α = ωk in Theorem 5.4. 
Yet another generalization of the result of Erdo¨s and Mills is as follows.
Theorem 5.7. Let A be ωωα+1 -small. Then there exists a partition P of [A]2 into at most min(A) parts without
ωω
α
-large monochromatic set.
Proof. Let A be ωωα+1 -small, i.e. ωωα ·a0 -small, where a0 = min(A) as usual. By Lemma 5.3
h
ωω
α ·a0 = (hωωα ·(a0−1))ωωα . (4)
Let b0 = a0 and bi+1 = hωωα ·(a0−1)(bi ). The set B = {bi : i is such that bi↓} is ωω
α
-small by (4). Consider the
family {A ∩ [bi , bi+1) : i is such that bi↓} and one more subset of A, {a ∈ A : a ≥ b j }, where j is the greatest i so
that bi↓. Obviously, none of these intervals of A is ωωα ·(a0−1)-large. We denote this family of intervals of A by Ba0−1.
We define the family Ba0−2 of intervals of A in the following manner. Pick an interval in Ba0−1, write it as [u, w). Let
e0 = u and ei+1 = hωωα ·(a0−2)(ei ). We put all intervals of A gotten this way to Ba0−2. We also put to it the intervals
obtained in this manner from the last interval belonging to Ba0−1. Continuing in the same fashion we define further
families Ba0−3, . . . ,B1. We put
P(x, y) =
{
min r : x, y are in the same interval lying in Br if such i exists
0 otherwise.
Let D be a subset of A, D homogeneous for P . Assume that D is ωω
α
-large. Let r be the value of P on [D]2. We
assert that r = 1, this will be a contradiction because intervals in B1 are ωωα -small. But if r > 1, then each d ∈ D is
in some [u, w) ∈ Br . Consider the next family Br+1. Then each d ∈ D lies in some [t, s) ∈ Br−1 and the function
which associates t with d is one to one by homogeneity of D, so the set consisting of all t obtained from all d ∈ D is
ωω
α
-large (it has the same number of elements as D and its consecutive elements do not exceed consecutive elements
of D, so Lemma 1.5 may be applied). But this is impossible by construction, the set of all left ends of intervals in Br−1
is ωω
α
-small. Thus r = 0, hence distinct d ∈ D are in distinct intervals from Ba0−1, so D is ωωα -small because Ba0−1
is that small. 
6. The density property
The following notion is a variant of the idea due to J. Paris [14]. Let f :N→ N and let n, k, l ∈ N. We define a set X
of natural numbers to be (n, f, k, l)-dense by induction on n. X is (0, f, k, l)-dense if Card(X) ≥ max{7, f (min(X))}.
X is (n+ 1, f, k, l)-dense if for every partition P: [X ]k → l there exists an (n, f, k, l)-dense monochromatic Y ⊆ X .
J. Paris showed that the statement “for all a there exists d such that [a, d] is (a, id, 3, 2)-dense” is independent
from Peano arithmetic. Paris proved this independence by showing that the function Y (x, y) = max{z : [x, y] is
(z, id, 3, 2)-dense} is an indicator for the family of strong cuts, so for models of PA as well. But the essential reason of
this independence is the fact that the function F(x) = min{y : [x, y] is (x, id, 3, 2)-dense} grows too rapidly. In fact,
for all n ∈ N this function dominates hωn , where iterations are in the Hardy sense and h1(x) = S(x) = x + 1 is the
usual successor. Paris’ idea was developed by Z. Ratajczyk [16] (based on an earlier unpublished work by P. Pudla´k),
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who showed that this model-theoretic in character method may be used to obtain proof-theoretic results without cut
elimination. See also [10]. Further papers in this direction are [11,19,20] and [1].
We show that when we partition pairs, then we still are able to get some (but much weaker) lower bound.
Theorem 6.1. Let A ⊆ N be (n, id, 2, 2)-dense. Then A is ω2n -large in the sense of Hardy hierarchy.
Proof. By induction on n. For n = 0 the fact is immediate, the inductive step n → n + 1 follows directly from
Theorem 5.4. 
The following observation is worth noticing.
Proposition 6.2. If A is (n, id, k, l)-dense, then A Ram→ (min(A))kln .
Paris’ result mentioned above shows that (at least if k = 3) this lemma does not admit converse. The assumption is
far stronger than the conclusion. Indeed, by Paris’ result if [a, b] is (n, id, 3, 2)-dense for all n ∈ N, then b ≥ hωa (a),
but the conclusion of Proposition 6.2 concerns functions hωn and the largeness determined by them. Presumably
Proposition 6.2 also does not admit converse, but we cannot prove this (the positive results in Ramsey style from [9]
and [3] are too weak). Thus, the question is to obtain sharp lower and upper bound for the function F :N → (< ε0)
given by F(n) = min{α : every α-large A is (n, id, 2, 2)-dense}.
Proof of Proposition 6.2. By induction on n. If n = 0 there is nothing to be proved, indeed l0 = 1 so there is only
one part. Assume the lemma for n and let A be (n+1, id, k, l)-dense. Let P be a partition, P: [A]k → ln+1. We regard
the set of values of P as a productU ×W , where Card(U ) = ln and Card(W ) = l. For x¯ = 〈x0, . . . , xk−1〉 ∈ [A]k the
value P(x¯) is of the form 〈u, w〉, where u ∈ U and w ∈ W . Obviously, u and w are uniquely determined by x¯ , hence
we obtained two partitions T, S of [A]k given by T (x¯) = w and S(x¯) = u. By the assumption there exists B ⊆ A
which is homogeneous for S and (n, id, k, l)-dense. By the inductive assumption, T B admits a monochromatic Y
with Card(Y ) ≥ min(A). Obviously, Y being monochromatic for both T, S is monochromatic for P . 
Let log denote the integer part of logarithm to the base 2. Thus, if 2m ≤ k < 2m+1, then log k = m. Let also logd
denote the d-th iterate of log. Fix d and let f = logd .
We denote the integer part of x by xxy. Let the iterated exponentiation ג j (x) be as defined before the statement of
Lemma 4.3.
Lemma 6.3. Let f = logd as above. Let k ≥ גd(7). Let e0 = xlogd(k)y − 1, ei+1 = x(
√
2)eiy − 1. Let X ⊆ N be
such that min(X) ≥ k and Card(X) ≤ ei . Then X is not (i, f, 2, 2)-dense.
Let R22(n) be the smallest t such that t
Ram→ (n)22. It is known from the work of Erdo¨s (cf. [8]) that
(
√
2)n ≤ R22(n) ≤ 4n, (5)
cf. Section 4.2 in [8]. The assumption that k is large as stated in the lemma ensures that e0 ≥ 6 and, by high school
mathematics, the sequence en is strictly increasing.
Proof of Lemma 6.3. By induction on i , in each step using the left inequality in (5). Thus, for i = 0 there is nothing
to prove. Assume the lemma for i and assume that min(X) ≥ k and Card(X) ≤ ei+1. By the left inequality in (5) there
exists a partition P : [X ]2 → 2 without a homogeneous subset of size ei . Now assume that X is (i +1, f, 2, 2)-dense.
Then this partition admits a (i, f, 2, 2)-dense subset, say Y . By the inductive assumption, Card(Y ) > ei , which is
impossible by the choice of P . 
Let ei (l) be defined by e0(l) = l, ei+1(l) = (
√
2)ei (l) − 1.
Lemma 6.4. ei+1(l) > גi (l) · 4 for l ≥ 11.
Proof. Proof by induction on i . If i = 0 then we prove this by induction on l applied to the formula T (l):
(
√
2)l ≥ 4 · l + 1. Assuming the hypothesis for i we obtain ei+1(l) > (
√
2)גi−1(l)·4 ≥ 2גi−1(l)·2 − 1 ≥ גi (l) · 4. 
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Putting i = d and l = xlogd(k)y− 1 we get ed+2 ≥ k for k ≥ גd(12).
It follows that if min(X) ≥ k and Card(X) ≤ k, then X is not (d + 2, f, 2, 2)-dense, provided k is large enough.
In particular, the interval [k, 2k) is not (d + 2, f, 2, 2)-dense.
Let G0(x) = 2x and Gi+1(x) = Gxi (x) denote the Grzegorczyk hierarchy (based on the function x 7→ 2x). It is
well known that Gi = hωi , where the Hardy hierarchy is based on the same function as Grzegorczyk’s one.
Lemma 6.5. Let f = logd as above. Let k ≥ גd(12). If X ⊆ N is such thatmin(X) ≥ k and Card(X) ≤ Gi (min(X)),
then X is not (d + 2+ i, f, 2, 2)-dense.
Proof. For i = 0 there is nothing to prove. Assume the statement for i . Let X satisfy the assumption. Enumerate
X = {x0, . . . , xr−1} in increasing order. Thus, r − 1 < Gi+1(min(X)). Let y0 = x0, y1 = xGi (x0) and if y j = xs then
y j+1 = xGi (xs ). It is easy to see that y j ≥ xG ji (x0) for j ≥ 1. We partition [X ]
2 by putting P(a, b) = 0 if a, b lie in
the same interval X ∩ [ys, ys+1) of X or both are greater or equal the last y j which exists, and P(a, b) = 1 otherwise.
Let Y be a homogeneous subset of X . We assert that Y cannot be (d + 2+ i, f, 2, 2)-dense. Indeed, if P ∗ [Y ]2 = {0},
where f ∗ X denotes the image of X under f , then Y is contained in one of the intervals of X as above, so is not
(d+ 2+ i, f, 2, 2)-dense by the inductive assumption. Otherwise P ∗ [Y ]2 = {1} and Y cannot be (d+ 2+ i, f, 2, 2)-
dense as well because it has fewer than min(X) elements. The reason is that Gi+1(min(X)) = Gmin(X)i (min(X))↑ by
the assumption. 
Corollary 6.6. Under the notation above, the interval [k, k + Gn(k)) is not (n + 2+ d, f, 2, 2)-dense.
It follows that IΣ1 (Peano arithmetic with induction restricted to Σ1 formulas) does not prove the statement “for
all n there exists u such that the interval [n, u] is (n, f, 2, 2)-dense”. The reason is that IΣ1 does not prove totality of
the Ackermann function, cf. Mints [12] and [13]. Indeed, the Ackermann function is just hωω , where h(x) = x + 1 is
the usual successor function.
It turns out that if we change f in the above to a slower growing one, then the appropriate sentence is provable in
IΣ1 (in fact, in primitive recursive arithmetic, PRA). Let us make this precise.
Let log?(x) = min{d : logd(x) ≤ 2}. Thus, if גk(2) ≤ m < גk+1(2) then log?(m) = k. Let also UR j denote
iterations of the upper bound in Ramsey theorem for pairs, that is UR0(x) = x and UR j+1(x) = 22·UR j (x).
Lemma 6.7. Let Yk denote the interval [גk(2), גk+1(2)− 1]. Then for every i and every k ≥ 2i + 3 we have:
1. Card(Yk) ≥ URi (k),
2. every Z ⊆ Yk with Card(Z) ≥ URi (max{7, k})} is (i, log∗, 2, 2)-dense.
Proof. If i = 0, then Yk has cardinality ≥ גk(2) ≥ max{k, 7} and the same applies to each Z ⊆ Yk which satisfies the
assumption. Assume both parts for i . Let k ≥ 2i + 5. Then the cardinality of Yk+1 is greater or equal ג2(ג2i+3(k)) and
this number exceeds ג2(URi+1(k)), so exceeds also URi+1(k) as well, so the first part holds for i + 1. For the second
part let Z ⊆ Yk+1 satisfy the assumption. Then by (5) for each partition P: [Z ]2 → 2 there exists a homogeneous
set Z ′ of cardinality at least URi (max{7, k}), this one is (i, log∗, 2, 2)-dense by the inductive assumption. 
Obviously, the function k 7→ URk(k) does not grow too rapidly (e.g. it is dominated by hω3 , iterations in the Hardy
style based on the usual successor function), hence we have the following result for f = log?.
Theorem 6.8. The statement “for all n there exists u such that the interval [n, u] is (n, log?, 2, 2)-dense” is provable
in PRA.
Proof. It is well known that PRA proves totality of all hωm and allows simple combinatorial reasoning used in the
proof of Lemma 6.7. 
Let us give an upper bound for (n, id, 2, 2)-density. Let RCA0 be the theory considered in reverse mathematics (cf. [18]
for more in this direction). Let WKL denote the weak Ko¨nig’s lemma and let RT22 denote the formal statement (in the
language of second order arithmetic) of infinite Ramsey theorem for partitions of pairs into two parts.
Lemma 6.9. For each n ∈ N the theory RCA0 + WKL + RT22 proves the statement “for every u there exists an
(n, id, 2, 2)-dense set A with min(A) ≥ u”.
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Proof. By induction on n we prove that for each infinite X and each u there exists j such that the interval X ∩ [u, j]
of X is (n, id, 2, 2)-dense. This assertion is obvious for n = 0. Assume the assertion for n. Let X be an infinite set.
Assume towards a contradiction that there is no j such that X j = X ∩[u, j] is (n+1, id, 2, 2)-dense. Then for every l
there exists a partition P: [Xl ]2 → 2 without (n, id, 2, 2)-dense homogeneous subset. By weak Ko¨nig’s lemma there
exists a partition P: [X ]2 → 2 such that for all l the restriction P[Xl ]2 has no (n, id, 2, 2)-dense monochromatic
subset. By RT22 there exists an infinite Y ⊆ X which is homogeneous set for P . By the inductive assumption there
exists an initial segment B of Y which is (n, id, 2, 2)-dense. Let l = max(B) + 1. Then P[Xl ]2 has an (n, id, 2, 2)-
dense subset, contradiction. 
Corollary 6.10. RCA0 + RT22 +WKL plus uniform reflection for this theory proves the statement from Lemma 6.9
with the quantifier ∀n, that is the statement “for every n and every u there exists an (n, id, 2, 2)-dense set A with
min(A) ≥ u”.
Proof. The proof of Lemma 6.9 is effective enough to give a primitive recursive function which assigns to each n a
proof of the statement in that lemma, so we may apply the uniform reflection. 
The idea of the proof of Lemma 6.9 and its corollary goes back to [14], cf. also [7].
Question 1. Does there exist a function f which is primitive recursive in the Ackermann’s function such that for all n
the interval [0, f (n)] is (n, id, 2, 2)-dense?
If the answer to this question is positive, then this would give some information about question 13.7 in [5].
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