Abstract. In this work we study the linearization problem for a C k;1 ; k 1; contraction of a Banach space E near a xed point which satis es a spectral gap condition and a narrow band condition both of order k. We also assume that the part of the spectrum in each band satis es a nite nonresonant condition of order k relative to itself together with the part that lies in the larger bands. We show that there is a C k; linearization for su ciently small > 0. We give a precise estimate on in terms of the gap and band conditions.
Introduction
The problem of linearizing a map near a hyperbolic xed point plays an important rule in dynamical systems. It has been under investigation for many decades. In this work we study partial linearization and linearization of local contractions of a Banach space near a xed point, which we take to be the origin. Partial linearization is considered when the map is not invertible. We also consider local contractions of R n .
It turned out that the smoothness of the linearization of a contraction is sensitive to the spectral gaps in the spectrum of the linear part of the map at the xed point.
Another intricacy is that one has to work with maps that vanish up to order k at the origin but de ned on the whole space and their k th derivative has mixed di erentiability. For these maps, the standard C k; -norm is not the appropriate norm to use. In section 4.1 we introduce the Banach spaces of functions which are appropriate for this problem.
When considering maps of an in nite dimensional Banach space one has to pay special attention to a few issues that do not arise in nite dimensional spaces, namely :
An in nite dimensional Banach space does not always admit a smooth cut-o function 11], 13]. We will elaborate on this issue latter.
In a nite dimensional space, the spectrum of the linearization D (0) of the map at the xed point x = 0 lies on a nite number of circle and possibly 0 2 C . In this case, it is enough to state our theorem in terms of gap conditions. In an in nite dimensional space we would like the spectrum to lie inside a nite number of bands and possibly in the interior of a small disc around 0 2 C (if the map is not invertible). In this case the gap conditions are not enough. We need two more conditions, one that relates the widths of the bands to the gap conditions, and the other requires that the part of the spectrum inside each band satis es a nite nonresonant condition of order k relative to itself together with the part that lies in the larger bands. The fact that we can eliminate nonresonant terms from maps of in nite dimensional Banach spaces requires a more technical proof than in the case of nite dimensional spaces. A proof of this statement was given rst in 12] . See also 7]. We include a proof in an appendix for completeness. In this work we prove two main theorems. Theorem 1 deals with partial linearization of a contraction when part of the spectrum lies inside a small disc around 0 2 C and Theorem 2 deals with linearization when the map is a di eomorphism. Theorem 2 is a special case of Theorem 1. We break down the proof of Theorem 1 into several parts each of which is proved under the minimum hypotheses needed. In this way we can see the structure of the proof.
In Section 2 we give two general theorems. Theorem 4 gives certain estimates that arise from the existence of an invariant manifold under some additional conditions that can be obtained from nite nonresonance conditions. These estimates are independent of the type of the invariant manifold (stable, unstable, weak-stable, ... ) and of the method used to show its existence. Theorem 5 is a general elimination theorem for any map that satis es the estimates in the conclusion of Theorem 4. We prove Theorem 4 in Section 5 and Theorem 5 in Section 4 in order not to obstruct the ow of ideas. We also use a weak-stable manifold theorem under gap conditions. See for example Theorem 5.1 in 10, page 53]. However, we need a weak-stable manifold for maps that satisfy the vanishing properties (3.14 ) and (3.15) below. These vanishing properties are essential for the linearization step in Theorem 5. Such a theorem appears as part of a more general theorem in 6] and we state it as Theorem 6 in the present notation.
In Section 3 we prove Theorem 1 granting Theorems 4 and 5.
We give some comments on the literature of contractions in Section 1.5.
Let E be a Banach space and : E ! E be a C k;1 ; k 1; map with a xed point. Without loss of generality we may assume that the xed point is 0 2 E and that the map takes the form (x) = x where
We assume that is a contraction near 0 2 E. That is, 0 j j < 1 for all 2 ( ), where ( ) is the spectrum of .
The linearization problem is to nd a C k; di eomorphism of a neighbourhood of 0 2 E which transforms 1.1 to the map z = z 1.1. Assumptions and setup. At a certain point of the proof we will need to invoke Theorem 6 on the existence of a weak-stable manifold under a gap condition. The smallness assumptions on F(x) are needed for such a theorem. This is the only place in the proof where they are needed. First let us see how one can avoid the smallness assumptions in nite dimensional spaces: In a nite dimensional space we can replace \ For su ciently small > 0" in the conclusion by \In a su ciently small closed ball B (0)". Then we can obtain the smallness assumptions as follows: (a) For > 0, we multiply F(x) by a smooth cut-o function which vanishes outside a closed ball B 0(0); 0 < . We will continue to denote the new nonlinear part of the map by F(x). (c) Thus for all > 0 we can take > 0 su ciently small so that our new map satis es (H4). We can perform step (b) in an in nite dimensional Banach space. However, we cannot perform step (a) because an in nite dimensional Banach space does not necessarily admit a smooth cuto function. In 11], it is shown that the space of continuous functions on an interval does not admit a C 1 cut-o function. In 13], it is shown that a separable Banach space admits a Fr echet di erentiable cut-o function i its dual space is separable.
In general, we can perform step (a) in any space that admits smooth cut-o functions. Any space in which the map x 7 ! jxj is di erentiable away from the origin will admit cut-o functions which are as smooth as the map j j. 1.4 . Contractions of R n . When our map is a contraction of R n , we do not need many of the hypotheses in Theorem 1. The hypothesis that we need is the gap condition. For the sake of precision, we restate Theorems 1 and 2 for maps of R n , then we make a few comments on the hypotheses. Remarks.
1. In the nite dimensional case, ( ) is a subset of a nite number of circles and possibly the interior of a small disc centered at 0 2 C .
Thus we do not need to assume the nonresonant condition H2]
because it follows from the gap condition A1]. 3. We do not need to assume the band condition H3] because we can always choose I < I < b I close enough to I so that (1.5) and (1.6) hold. Then we can construct the H older exponent as in Theorem 1.
4. Since smooth cuto functions on R n exist, we also do not need to assume the smallness condition H4]. We can use the method of Remark 1.3.4.b to obtain the smallness condition we need. Then we replace the "for su ciently small > 0" in the conclusion of Theorem 1 by "for su ciently small > 0" where is the radius of a ball centered at 0 2 R n . 1.5. Classical results on contractions of R n . In the following we summarize a few classical results on contractions of R n . We also show that there are some statement in the literature that are vacuous when the rest point is resonant.
1. Poincar e showed that if a contraction is analytic with analytic inverse and the xed point is nonresonant, then there is an analytic linearization. See 1]. 2. Sternberg showed that if a contraction is C 1 with C 1 inverse and the xed point is nonresonant, then there is a C 1 linearization 19]. 3. In 9], Hartman showed that any C 1;1 contracting di eomorphism is C 1; linearizable for su ciently small 0 < < 1. The gap condition (H1) of order k = 1 is trivially satis ed. For maps of a nite dimensional space, we do not need hypotheses (H2-4) since the spectrum lie in a nite number of circles and possibly inside a small disc around 0 2 C . 4. It is known that if a xed point has a resonance of order 2, a C 2 linearization may not exist. In 19] Sternberg showed that the following contraction on R 2 does not have a C 2 linearization for any 0 < a < 1: x = ax y = a 2 y + x 2 Notice that 2 = a 2 = 2 1 . Thus the term x 2 is resonant and cannot be eliminated. 5. In the literature on linearization of contracting di eomorphisms (in this case o = ;) one nds the following statements stated in terms of the natural log where ( ) = fa 1 ; ; a n g, and 1 < 2 < < N are the distinct ones among fja 1 j; ; ja n jg:
(a) Assume that the map is C k and the xed point satis es NR(k). If and that the xed point satis es NR(k). If
then the contraction is C j linearizable. (c) In 2] the authors study di eomorphisms that preserve volume, contact or symplectic structures. In the case of a contraction that does not preserve any structure they obtain a su cient condition which is slightly weaker than (S). Namely: Assume that the map is C k and the xed point satis es NR(k). If
then the contraction is C k linearizable. 6. Now, if the xed point satis es NR(k) but has a resonance of order (k + 1) then ( 1 ) j 1 ( N ) k+1 < ( N ) k It follows that (St), (Se) and (BLW) can never be attained for a resonant xed point. 7 . In view of the above we can see that there is no theorem that provides a su cient condition for C k ; k 2; linearization near a resonant xed point. Theorem 2 provides such a condition.
Two General Theorems
In this section we state two theorems that are of general interest because they can be used in other situations. We give their proofs latter. The rst Theorem 4 gives some estimates that arise from the existence of an invariant manifold. These estimates are independent of the type of the invariant manifold and of the method used to show its existence. The second Theorem 5 is a general elimination theorem for maps that satisfy the conclusions of 4.
2.1. A general estimate resulting from the existence of an invariant manifold. 1 . Let E = X Y Z be a Banach space. Consider a C k; ; 0 1, map x = Ax + R(x; y; z) (2.1) y = By + S(x; y; z) z = Cz + T(x; y; z)
2. Let = (x; y); F = (R; S) and M = blockdiag(A; B). 3 . Assume that kD j Fk < ; kD j Tk <
4. Assume that the map (2.1) has a C k; invariant manifold of the form = w(z) (2.5) kD j w(z)k jzj k+ ?j ; j = 0; 1; ; k kD j z G( ; z)k < j j 0 j k (2.8) kD j z g( ; z)k j j j j q j + jzj q j ] 0 j k ? 1 (2.9) kD j g( ; z)k j j r?j + jzj r?j ] 0 j k (2.10) kD j g( ; z)k j j r?j + jzj r?j ] 0 j k
The proof of Theorem 4 will be given in Section 5 in order not to obstruct the ow of the discussion.
Theorem 5 (A general elimination theorem). Consider a map ( ; z) which is C k; ; 0 < 1, and takes the form x = Ax + f( ; z) (2.19) y = By + g( ; z) z = Cz 
We prove Theorem 5 in Section 4.
Proof of Theorem 1 granting Theorem 4 and Theorem 5
We will proof Theorem 1 by reversed nite induction on 1 ; ; J?1 and J . The induction is done as follows:
After possibly adding a dummy variable with z = 1 z, we may assume that we linearized the part of the map which corresponds to I+1 ; ; J . Then we eliminate certain nonresonant terms from the map. The resulting map will satisfy hypotheses (2.1)-(2.4) of Theorem 4 as stated in Section 2.1. The resulting map also satis es the hypotheses of Theorem 6, Section 3.6 below. Thus, it has a weakstable manifold of the form (2.5). Now we straighten up the weakstable manifold which corresponds to I+1 ; ; J , i.e., in the zdirection. The resulting map is of the form (2.6) (with h 0, which wouldn't hurt 3.1. Induction hypothesis.
1. We may assume that the map has been partially linearized for we can add a dummy variable, say z, and let z = 1 z with 0 < 1 < 1 is close enough to 1 such that hypotheses (H1-4) are satis ed. The map takes the following form in the variables (x; y; z): x = Ax + R(x; y; z) (3.8) y = By + S(x; y; z) x = Cz 3.3. Eliminating nonresonant monomials. In a nite dimensional space R n , the next step in the proof would be to eliminate certain nonresonant monomials of degree 2 to k from the map. In an in nite dimensional Banach space we have to work with symmetric j-multilinear functions. As we mentioned above (in the introduction) eliminating such functions in the in nite dimensional case is more technical. (1) is given ( rst) in 12] and 6]. In Appendix 6 we present a proof in our notation for completeness. Assertion (2) follows from (3.11) and the nonresonance condition. Assertion (3) follows from assertion (2) and the concept of a spectrum. Assertion (4) follows from the Inverse Mapping Theorem (which is an immediate corollary to the Open Mapping Theorem in the present case). 3. There is a di eomorphism of the form = id+u : E ! E, where u is the sum of j-monomials, 2 j k, which eliminates all jmonomials in z , 2 j k, from R(x; y; z) and all j-monomials in (x; y; z) , 2 j k, S(x; y; z). In other words, we may assume that the map (3.8) satis es jR( ; z)j < jzj k+ + j j(j j + jzj)] 3.6. Weak-stable manifolds. At this point we need to invoke a theorem that guarantees the existence of a weak-stable manifold under a gap condition. See for example Theorem 5.1 in 10, page 53]. However, we need a weak-stable manifold for maps that satisfy the vanishing properties (3.14 ) and (3.15 ) . We also need the resulting weak-stable manifold to satisfy certain vanishing properties. These vanishing properties are essential for the linearization step. Such a theorem appears as part of a more general theorem in 6] and we state it here in the present notation.
We would like to point out that this is the only point in the proof of Theorem 1 where we need the smallness assumptions (H4) on the nonlinear part. For the rest of the proof, since we work with a contraction, the smallness assumption can be obtained with the method of Section 1.3.4.b.
Theorem 6. Consider a C k; map, 0 < 1; k = 1; 2; , = M + F( ; z) (3.16) z = Cz + T( ; z)
Assume that there is b < c such that 1. b < c k+ .
2. j j < b; 2 (M). 3. j j > c; 2 (C). 4. jF( ; z)j < (jzj k+ + j j). 5 . kD j Fk < ; kD j Tk ; j = 0; 1; ; k. Step 1: If < d, then g 2 X d .
Proof. This assertion follows from Theorem 4 which tells us that for < d, kgk < ; (g) < ) and D i g(0; 0) = 0; 0 i k. Thus g 2 X d .
Step 2: We will show that for su ciently small > 0, there is 2 (0; 1) such that for all u 2 X d k?uk kuk
Step 3: For su ciently small > 0, maps X d to itself and is a contraction and hence has a unique attractive xed point in X d . Step 4: H(X; Y; Z) in the new map (2.23) has the stated properties.
To prove Theorem 5, it remains to prove steps 2 and 4.
4.4. Notation. 1 . In what follows t will stand for a continuous function t( ) ! 0 as ! 0 which is independent of u 2 X d and depends only on the map. 2. All norms are assumed to be box norms. O(j j p j + jzj p j )
Since we are using the box norm, it follows from the rst two estimates that ?u( ; z) is well de ned on j j 1; jzj 1.
Proof. The lemma follows immediately from Theorem 4. 
By (2.16) k (k) z G( ; z) ? (k) z G( ;ẑ)k tj j s jz ? z 0 j Also notice that H (~ (k) (u)) 2d which is independent of u 2 X d . By the vanishing properties of P k , given in (4.10), and by (4.14) we have B tj j s jz ? z 0 j (2) Adding (1) and (2) and taking the sup we obtain the desired estimate. 
Appendix On The Homological Equation in Banach Spaces
In order to eliminate a nonresonant symmetric j-multilinear term g j (x) from a map of Banach spaces, we need to solve the homological equation (3.9) . In doing so, we use Lemma 3.4. The technical part of that lemma is the rst assertion which is simple for maps of nite dimensional spaces. The proof for maps of Banach spaces can be found in 12]. We present the proof in our notation for completeness. To simplify notation we let R n] A = R 1 A R n A ; L n = L(X n ; Y ) and S n = S(X n ; Y ). Let 2 (R n] A ; L n ). In order to show that 2 (R n] A ; S n ) we need to show the following: Given any w 2 S n , there is 2 S n such that This proves (6.6) which implies (6.7).
Since R n]
A and L C commute, (6.4) and (6.7) shows that (K A;C ) = (L C R n] A ) (L C ) (R n] A ) (C) (A) n : which nishes the proof of the lemma.
