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The stability of co-authorship structures
Marjan Cugmas · Anuška Ferligoj · Luka
Kronegger
Abstract This article examines the structure of co-authorship networks’ stability in time.
The goal of the article is to analyse differences in the stability and size of groups of re-
searchers that co-author with each other (core research groups) formed in disciplines from
the natural and technical sciences on one hand and the social sciences and humanities on
the other. The cores were obtained by a pre-specified blockmodeling procedure assuming
a multi-core–semi-periphery–periphery structure. The stability of the obtained cores was
measured with the Modified Adjusted Rand Index. The assumed structure was confirmed
in all analysed disciplines. The average size of the cores obtained is higher in the second
time period and the average core size is greater in the natural and technical sciences than
in the social sciences and humanities. There are no differences in average core stability be-
tween the natural and technical sciences and the social sciences and humanities. However,
if the stability of cores is defined by the splitting of cores and not also by the percentage
of researchers who left the cores, the average stability of the cores is higher in disciplines
from the scientific fields of Engineering sciences and technologies and Medical sciences
than in disciplines of the Humanities, if controlling for the networks’ and disciplines’ char-
acteristics. The analysis was performed on disciplinary co-authorship networks of Slovenian
researchers in two time periods (1991–2000 and 2001–2010).
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1 Introduction
Collaboration in science plays an important role in the production and dissemination of new
scientific knowledge. (Beaver, 2004, pp. 399) presented strong and persuasive philosophi-
cal and scientometric arguments ”in favor of collaborative research having greater epistemic
authority than research performed by individual scientists alone”. In order to achieve greater
efficiency in the use of available resources, higher productivity, improved prestige and visi-
bility, many R&D policies have been adopted to increase scientific collaboration at all levels
and across all disciplines (Chinchilla-Rodrı́guez et al, 2012).
Many studies deal with scientific collaboration and several definitions of this phenomenon
have been proposed. Laudel (1999, p. 32) defined scientific collaboration ”as a system of re-
search activities by several actors related in a functional way and coordinated to attain a
research goal corresponding with these actors’ research goals or interests”. Later, he divided
scientific collaboration into six categories: (i) collaboration involving a division of labour;
(ii) service collaboration; (iii) the provision of access to research equipment; (iv) the trans-
mission of know-how; (v) mutual stimulation; and (vi) trusted assessorship. Half of them are
invisible in formal communication channels (Laudel, 2002). Katz and Martin (1997) argued
that the borderline of scientific collaboration is unclear and that there is no accurate way to
measure scientific collaboration.
Nevertheless, scientific collaboration is usually operationalised through co-authorship,
which is treated as one of the main results of scientific collaboration. Yet this operationalisa-
tion is often criticised. Katz and Martin (1997) presented many cases of collaboration which
do not result in co-authorship. Even within the various co-authorships there exists a different
intensity of collaboration between the authors. Even if co-authorship is only one aspect, 1 of
collaboration, it is still the most useful and efficient way of measuring research collaboration
(Lundberg et al, 2006). Last but not least, a co-authorship publication represents one of the
most formal manifestations of scientific communication (Groboljšek et al, 2014).
An approach commonly used for studying scientific collaboration through co-authorship
is based on analysis of a co-authorship network. Here, the network units represent authors
connected by an undirected line if they have co-authored one or more publications. In com-
parison with the often analysed citation network, where the network nodes are publications
and the links between them are citations represented by asymmetric lines (Mali et al, 2010),
co-authorship implies a much stronger social bond. Citations can occur without the authors
knowing each other and therefore citation networks are not personal social networks. Fur-
ther, citations span across time (Liu et al, 2005; Mali et al, 2012).
Co-authorship networks can be used to answer a broad variety of questions about collab-
oration patterns (Newman, 2004) and to investigate the correlation between certain authors’
characteristics and the structure of their relationships. The results of many studies indicate a
strong relationship between collaboration and the quality of the research as well as between
collaboration and the speed of diffusion of scientific knowledge (Hollis, 2001; Frenken et al,
2005; Abbasi et al, 2011; Lee and Bozeman, 2005). Glänzel (2002) showed that ”the extent
of co-authorship and its relation with productivity and citation impact largely varies among
fields”. This relationship depends on how collaboration and productivity are measured. It
also depends on the scientific discipline – the correlation between these phenomena can also
be negative (Hu et al, 2014).
1 De Haan et al (1994) distinguished five other indicators for measuring collaboration between researchers:
shared editorship of publications; shared supervision in Ph.D. projects; writing research proposals together;
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The question about the way co-authorship ties are formed is often addressed in co-
authorship network analysis. For example, Moody (2004) indicated that authors with many
collaborators and high scientific prestige gain more connections from newcomers than their
colleagues. Based on a study of a longitudinal co-authorship network of one scientific dis-
cipline,2 Abbasi et al (2012) exposed the importance of node centrality to the attachment
of new researchers to them. In contrast, less attention is given to the factors influencing the
persistence of collaboration ties. This can be studied on the micro level (individuals), meso
level (e.g., institutions) and macro level (e.g., countries). Beside individual-level factors, fac-
tors on the institutional level and national research policy have an impact on collaboration
among scientists (Garg and Dwivedi, 2014).
Nevertheless, less attention has been paid to the factors influencing the persistence of
collaboration ties. Many scholars have studied the benefits of cohesive social structures or-
ganised into well-defined, tightly knit communities of connected individuals (Lambiotte and
Panzarasa, 2009). This can be partly extended on the level of long- and short-term scientific
collaborations. Depending on the research area, long-term collaborations can lead to neg-
ative or positive effects on scientific work. As summarised by Lambiotte and Panzarasa
(2009), long-term collaborations can result in greater stability of social processes, which
can lead to long-term development on all research levels. Further, socially embedded links
reduce competition and increase the motivation to transfer information. The easiest access
to information leads to facilitating innovation, knowledge creation and scientific creative
endeavours. Long-term collaboration enables a deeper insight into the research problem, but
collaborations that last too long can also result in no or very slow progress. One reason can
be the researchers’ isolation as a result of a lack of connections with new social circles. On
the other hand, there is strong pressure on specialists to extend their cooperation beyond
their narrow disciplinary borders in the case of disciplines where new and fresh ideas are
obsolete in a few years. Short-term collaborations are usually more dynamic, innovative and
enable pooling of the knowledge of different specialists and, potentially, fields (Howells
et al, 2003). In that case, the probability of further developing and extending the short-term
collaboration is lower.
Kronegger et al (2011) studied the structure of co-authorship networks of four scientific
disciplines (Physics, Mathematics, Biotechnology and Sociology) in four five-year periods
(1986–2005). One of the key findings was that, regardless of the research discipline, the co-
authorship structure very quickly consolidates into a multi-core–semi-periphery–periphery
structure. The term core denotes the group of researchers who publish together in a sys-
tematic way with each other. The semi-periphery consists of researchers who co-author less
systematically but have at least one co-authored publication with researchers from the dis-
cipline, while the periphery includes authors who publish just as a single author or with
authors outside the boundary of the defined disciplinary network (Mali et al, 2012). Kroneg-
ger et al (2011) also addressed the question of the stability of cores (groups of researchers)
in the context of studying the evolution of a blockmodel structure in time by a visual pre-
sentation.
The main goal of this article is to obtain the network structure of almost all scientific
disciplines in Slovenia in two time periods (1990–2000 and 2001–2010). The stability of
the obtained cores, measured by the Modified Adjusted Rand Index 1, for each scientific
discipline in the two time periods is studied. The differences in core stability are explained
by certain characteristics of the obtained blockmodels and networks.
2 The analysis was done on bibliographic units written in the English language, which include the keyword
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2 Research hypotheses
Ferligoj and Kronegger (2009) performed an analysis of the co-authorship3 network of
Slovenian sociologists who were registered at the Slovenian Research Agency (ARRS) in
2008 (95 researchers). They applied a blockmodeling approach to obtain the co-authorship
structures of Slovenian sociologists. They concluded that there is a clear multi-core–semi-
periphery–periphery structure, which is defined in the same way as described above (Mali
et al, 2012), i.e., the core consists of a group of researchers who all co-author with each
other in a more systematic way than with the others from a certain scientific discipline.
There can be several cores on the diagonal of the blockmodel. The semi-periphery is de-
fined by several researchers from the same scientific discipline who co-author with each
other in a less systematic way. The periphery consists of researchers who do not co-author
with any other researcher from the same scientific discipline, but they can co-author with
researchers from a different scientific discipline or with researchers without a research ID
assigned by the Slovenian Research Agency (SRA). Later, Ferligoj and Kronegger (2009)
extended the analysis to four scientific disciplines in four time periods. They confirmed the
multi-core–semi-periphery–periphery structure of the network and also pointed out that this
structure is not present in newly emerging scientific disciplines in early time periods (Kro-
negger et al, 2011). Therefore, the first hypothesis is:
H1 Research disciplines consolidate into a multi-core–semi-periphery–periphery structure.
The distinction between the natural and technical sciences on one side and the social
sciences and humanities on the other is quite common.4 Kronegger et al (2011) studied the
differences in co-authorship patterns of researchers from four scientific disciplines repre-
senting different fields. They highlighted that the differences among disciplines not only
depend on the subject of research but also on the nature of the work. They confirmed that
disciplines where teamwork is not so crucial for scientific activity have less co-authorship
activity. This can be explained by the motives for scientific collaboration. Beaver and Rosen
(1978) identified 18 of such motives. Some of them are similar to the motives for scien-
tific collaboration studied by Melin (2000) on the micro-level using a survey and semi-
standardised interviews. He found that collaboration is characterised by strong pragmatism
and a high degree of self-organisation. His results show the importance of social reasons for
collaboration (e.g., a long-standing relationship) and also of cognitive (e.g., research special-
isation) and technical reasons (e.g., research equipment). The latter is especially important
in the context of Big Science which started after World War II where scientists became even
more dependent on large and very sophisticated instruments, while the existence of large
research centres became closely connected with expensive research equipment that requires
and integrates different technical expertise from various scientific fields (Groboljšek et al,
2014, p. 866–867). An increasing trend of collaboration (and co-authorship) is typical of
many scientific disciplines (e.g., Borrett et al (2014), Kronegger et al (2015)), but its inten-
sity varies across different scientific disciplines. Melin (2000) concluded that in the medical
sciences there are almost always teams working together, from time to time collaborating
with other teams, while in the humanities there are basically no teams and collaboration is
3 The following co-authored publications were included: articles in journals with an impact factor, other
original scientific articles, chapters in scientific monographs, and scientific monographs.
4 The term natural and technical sciences in the current paper includes the following fields according to
the ARRS Classification Scheme: Natural sciences and mathematics, Engineering sciences and technologies,
Medical sciences, and Biotechnical sciences. The term social sciences and humanities includes the field of
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not very common. Kyvik (2003) also reports that the highest level of multi-authored papers
in Norway (in the period 1980 to 2000) is in medicine, followed by the natural sciences,
social sciences and humanities. Hu et al (2014) endorsed the hypothesis that collaborations
in theoretical disciplines are less effective than those in experimental disciplines. Therefore,
the following hypotheses will be tested:
H2 The average size of cores is increasing in time.
H3 The average size of all cores in the natural and technical sciences is greater than the
average of all cores in the social sciences and humanities.
H4 The stability of cores is lower in the social sciences and humanities than in the natural
and technical sciences.
The stability of cores over time in a scientific discipline is defined by the following rules:
(i) if any core does not change in time, the stability of a discipline does not decrease; (ii)
if cores from the first time period merge in the second time period, the stability does not
decrease; and (iii) if a core from the first time period splits into several cores or leaves
the network in the second time period, the stability decreases.
3 Methods
The analysis has three main parts. In the first part, the multi-core–semi-periphery–periphery
structure is tested by blockmodeling on most scientific disciplines (in the two time periods).
In the second part, the stability of the cores thus obtained is measured by the Modified
Adjusted Rand Index 1 for each analysed scientific discipline. In the last part, the stability of
the cores obtained for each scientific discipline is explained by scientific fields using linear
regression analysis. The hypothesis about the average size of the cores across disciplines is
tested using a standard t-test.
3.1 Blockmodeling
Some authors, e.g., Adams et al (2005), studied the (size of) research teams by counting
the number of co-authors of a scientific paper. With blockmodeling, more comprehensive
information about research teams, their integration into the co-authorship network and the
general structure of the co-authorship network can be obtained.
The goal of blockmodeling is to reduce a large, potentially incoherent network to a
smaller, comprehensible and interpretable structure. It is based on the idea that units in a
network are grouped according to some meaningful equivalence (Batagelj et al, 1998). The
most established approaches to equivalence are structural and regular equivalence (Doreian
et al, 1994). Two units are structurally equivalent if they are connected to all others in the
same way (Lorrain and White, 1971) and two units are regularly equivalent if they link in
equivalent ways to other units that are also equivalent (White and Reitz, 1983). Every two
units that are structurally equivalent are also regularly equivalent. In the case of structural
equivalence, the blockmodeling procedure is more robust than the other equivalences – small
changes in the network do not have a great impact on the final solution (Nooy et al, 2011).
The problem of blockmodeling can be seen as an optimisational clustering problem
(Batagelj et al, 1992a). There are two basic approaches to blockmodeling (Batagelj et al,
1992b): indirect and direct. The indirect approach is generally used to determine the num-
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(b) 2001 - 2010
Number of researchers = 210
Fig. 1: Blockmodels of co-authorship networks of the discipline Mechanical design in two
time periods
(Batagelj et al, 1992a), is used to produce the final blockmodeling solution. The algorithm
implemented in Pajek (Nooy et al, 2011), a computer program for the analysis of a large net-
works, tries to decrease the criterion function by moving a randomly selected unit from one
cluster to another or by interchanging two units in different clusters. The process continues
until it can no longer improve the value of the criterion function (Nooy et al, 2011). The cri-
terion function is the difference between the theoretical (ideal, assumed) and the empirical
block structure.
Research by Kronegger et al (2011) on co-authorship networks showed that every struc-
ture of blockmodels became a multi-core–semi-periphery–periphery structure. In Figure 1,
such a structure is denoted by a matrix where the rows and the columns represent the units
(researchers) and the black dots in the cells in the matrix represent the (co-authorship) ties
between the researchers.
As described above, in the case of the procedure of pre-specified blockmodeling of
co-authorship networks the term core denotes the group of researchers from a scientific dis-
cipline (co-authorships outside this scientific discipline are not considered in this structure)
who as co-authors published at least one scientific bibliographic unit together. In the first
blockmodel in Figure 1, the nine cores are presented on the diagonal. Ideally, the cores are
complete blocks with all possible connections (Mali et al, 2012).
The semi-periphery consists of researchers who co-author in a less systematic way (Mali
et al, 2012). In the first blockmodel in Figure 1, the semi-periphery is the largest cluster with
a few connections in its diagonal block. On the periphery there are authors who published
just as a single author or with authors outside the boundary of the defined disciplinary net-
work (Mali et al, 2012). In the first blockmodel in Figure 1, the periphery consists of the
researchers in the last diagonal block without any connection.
The pre-specified blockmodeling procedure was performed using the Pajek program. As
explained in the introduction, a multi-core–semi-periphery–periphery structure is assumed.
The number of cores was estimated by observing the dendrogram obtained by the indirect
approach where the corrected Euclidean distance (Burt et al, 1983) was used. The final
blockmodel was obtained using the direct approach.
The algorithm implemented in Pajek (Batagelj et al, 1992a) had some difficulties detect-
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very large number of researchers. To solve this problem, the following algorithm and Ward
agglomerative procedure was used:
Algorithm 1 Blockmodeling optimization algorithm
1: find the components that are also the cliques
2: find the periphery
3: extract (1) and (2) from the network
4: run the blockmodeling procedure on the rest of the network
5: merge the extracted part of the network with the solution obtained by the blockmodeling procedure
The results of the blockmodeling procedure for the first and for the second time period
are two partitions of researchers of a studied scientific discipline.
3.2 Measuring core stability
Many indices have been developed to measure the similarity of two partitions (Albatineh
et al, 2006). Most of them assume a single set of units for classification, which may be
impractical for the current research problem. In the case of studying the stability of cores
of a co-authorship network, it has to be considered that some new researchers appear and
others leave the network in the second time period. This means that the partitions are not
obtained for the same set of units. Further, the splitting and merging of clusters have the
same (negative) impact on the value of these measures.
Cugmas and Ferligoj (2015) proposed three versions of the Modified Rand Index which
do not assume single set of units for classification, but there can be two, where one set is a
subset of the other set. In the paper, one of the measures that they proposed, the Modified
Rand Index 1 (MRI1), will be used. It assumes that the second set of units for classification is
a subset of the first set of units. The data from the first and the second set of units are usually
measured in two time points (periods). The term unit here denotes the researchers included
in the blockmodeling. In the context of measuring the stability of the cores, the researchers
present in the cores in the first time period but not present in the network in the second time
period (e.g., retired researchers or those who did not co-author) or the researchers who were
in one of the cores in the first time period but are in the semi-periphery or periphery in the
second time period are denoted as drop-outs. Researchers not present in the first time period
(newcomers) or researchers who were classified in the non-core part of the blockmodel were
removed from the network as they do not affect the stability measure.
Given two sets of researchers S = {O1, ...,On} and T = {O1, ...,Om}, where T ⊂ S,
suppose U = {u1, ...,ur} is the partition of S with r clusters and V = {v1, ...,vc} is the
partition of T with c clusters. The drop-outs S\T define a new cluster vc+1 in partition
V . When including vc+1 in V , the number of researchers in U is equal to the number of
researchers in V . Let ni j denote the number of researchers that are common to clusters ui and
v j. Then the overlap between the two partitions can be written in the form of a contingency
table where ni. and n. j are the numbers of units in clusters ui (row i) and v j (column j). If
the cluster representing the drop-outs is arranged in the last column, then the contingency
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V
U
Class v1 v2 ... vc vc+1 Sums
u1 n11 n12 ... n1C n1(c+1) n1.
. . . . . .
. . . . . .
. . . . . .
ur nr1 nr2 ... nrc nr(c+1) nr.
Sums n.1 n.2 ... n.c n.(c+1) n..= n
Then, the MRI1 is defined as the proportion of all pairs of researchers in S∩T that are
placed in a cluster in U and in a cluster in V and all possible pairs of researchers of S that



























The measure is defined on the interval between 0 and 1, where a higher value of the
measure indicates a more stable classification. The value 1 is only possible when there are
no drop-outs. The merging of clusters in the second time period does not result in a lower
value of the measure, while splitting does. It is assumed that the merging of the two cores
should not decrease the value of the measure of stability because merging indicates a higher
number of ties (co-authorships) among researchers and this does not affect the ties created
in the first time period. On the other hand, if the merging of the cores were to increase the
value of the measure, the maximum value of the measure would be greater than 1.
Since the expected value of two random and independent partitions does not take a con-
stant value, Cugmas and Ferligoj (2015) proposed an adjustment. The adjustment can be
obtained by simulations in which the order of units of partition U and partition V is inde-
pendently and randomly permuted many times. For each permutation of both partitions, the
value of the MRI1 is calculated. The mean of those obtained values represents the expected
value of the MRI1 in the case of two random and independent partitions. The value of the





The expected value of the MARI 1 in the case of two random and independent partitions
is 0 and the maximum value is 1. As noted before, in the case of measuring the stability
of cores of co-authorship blockmodels by the MRI1, the incoming researchers should be
removed from the network. In the process of obtaining the expected value of the measure
in the case of two random and independent partitions, this can be done before or after each
permutation of the researchers of each partition. In the case of studying the stability of cores
of co-authorship networks, the differences between the mentioned methods is expected to
be very small (the value of Pearson’s correlation coefficient on the empirical data is r =
0.99). The differences can be explained by many factors. One of the most prominent is the
percentage of researchers who were classified in the core part in the first time period and in
the non-core part in the second time period.
In the current analysis, the researchers classified in the non-core part of the blockmodel
were excluded from the network after the permutation procedure. In any case, the results
of the (linear regression) analysis are almost equal, including the values of the regression
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4 The data
The data sources are the Co-operative Online Bibliographic System and Services (COBISS)
and the Slovenian Current Research Information System (SICRIS), maintained by the Insti-
tute of Information Science (IZUM) and ARRS.
SICRIS contains data about researchers (including information on their education, em-
ployment status, gender etc.) who have a research ID at the research agency. Information
about the research groups, projects and research organisations to which the researchers be-
long is also gathered. COBISS is a national bibliographic database. Connecting these sys-
tems enables the formation of complete personal bibliographies of all researchers who have
ever been registered at ARRS.
The analysis is performed on data for the period between 1991 and 2010. The data
are aggregated into two consecutive ten-year time periods5, which reflect major changes
in the R&D policies in Slovenia. The first time period, spanning from 1991 to 2000, is
determined by the independence of the country, which meant that Slovenia started to adopt
and implement its own science policies (Kronegger et al, 2011). In particular, R&D policy
actors showed increasing interest in adopting its former classification system of science,
which were affected by isolationism and parochialism before the independence of Slovenia,
as well as in the standards of both the European Union and the Organisation for Economic
Co-operation and Development (Kronegger et al, 2015). Moreover, the break in the trend in
time series of the absolute number of published scientific publications and the development
of the Internet and electronic communications is also characterised by the beginning of
this time period Kronegger et al (2011). The second time period, from 2001 to 2010, is
characterised by the country joining the European Union (EU) and adopting EU standards,
and joining the North Atlantic Treaty Organization (NATO). In this time period, Slovenia
started to participate in many EU and other international institutions. By the end of this time
period, Slovenia had already (partly) integrated its national science system into the European
one. In addition, ARRS was established in 2004, which had many positive effects on R&D
evaluation procedures (Kronegger et al, 2015).
Collaboration between two researchers is operationalised by co-authorship of at least
one relevant bibliographic unit according to ARRS: original, short or review articles, pub-
lished scientific conference contributions, monographs or parts of monographs, scientific
or documentary films, sound or video recordings, complete scientific databases, corpus and
patents.
The analyses were conducted on the level of scientific disciplines according to the ARRS
Classification Scheme, where six scientific fields6 are defined: Natural sciences and mathe-
matics (including 9 scientific disciplines), Engineering sciences and technologies (including
22 scientific disciplines), Medical sciences (including 9 scientific disciplines), Biotechno-
logical sciences (including 6 scientific disciplines), Social sciences (including 13 scientific
5 The analysis on four five years long time periods was also performed. The results regarding the block-
model structure was the same as in the case of two ten-year long time periods.
6 Actually, there are seven scientific disciplines in the ARRS Classification Scheme. The 7th is Interdisci-
plinary studies (including two disciplines: NCKS Research programme and Interdisciplinary research), which
”never gained full recognition as a separate field in the research and development (R&D) policy context in
Slovenia because R&D policy remained conservative concerning interdisciplinary-oriented research despite
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disciplines) and Humanities (including 12 scientific disciplines) (Table 1). In the analysis,
43 (out of 70) scientific disciplines were included7.
Most of the excluded disciplines were removed because of their small size in the first
or second time period. Another reason for excluding a discipline was the absence of co-
authorships in the current time period. One of the disciplines excluded is Theology that had
not a single co-authored scientific bibliographic item published in the first time period.
The disciplines Computer science and informatics (565 researchers) and Chemistry (553
researchers) are the disciplines with the greatest number of researchers in the second time
period. The number of researchers in the second time period is increasing in almost all anal-
ysed scientific disciplines (the average growth in the number of researchers in the second
time period is 34 %). Exceptions are Veterinarian medicine (a 1.75 % decrease), Stomatol-
ogy (a 1.54 % decrease) and Mining and geotechnology (a 10.00 % decrease) (Table 1).
The percentage of solo authors or authors who publish only in co-authorship with au-
thors outside the discipline (the periphery) is decreasing in time. The average share of re-
searchers in the periphery in the first time period is 38.7 %, while in the second time period
it is 29.9 %. The largest decrease in the percentage of the periphery in the second time period
is observed in the discipline Criminology and social work (a 64.6 % decrease).
The analyses dealing with scientific fields can be less accurate because of the specific
national classification scheme that classifies research disciplines into research fields. For
example, the discipline Geography is classified into the field of the Humanities according
to the ARRS Classification Scheme, while according to the Common European Research
Classification Scheme (CERIF) the discipline Geology, physical geography is classified in
the field of the Natural sciences and mathematics. Some studies also show differences in the
publication culture across scientific disciplines (Kronegger et al, 2015). According to the
latter, the discipline Geography is more similar to the natural and technical fields than to the
Humanities (Kronegger et al, 2015).
Another key characteristic on the level of scientific disciplines is the existence of sub-
disciplines within scientific disciplines (according to De Haan et al (1994) this reflects the
formation of research groups due to the cultural capital of researchers). The best known
example is Physics which can be divided into theoretical and experimental physics. Such a
distinction can be made in almost all scientific disciplines and is reflected in different ways,
e.g., Yoshikane et al (2006) identified differences between the leader and the follower in
the discipline of computer sciences (based on co-authorship). They concluded that the men-
tioned rules are separated more clearly in the application area than in the theoretical area.
Similarly, Moody (2004) concluded that quantitative work is more likely to be co-authored
than non-quantitative work in Sociology.
5 Results
The results of the described analysis will be presented in two parts. First, visualisations of
the transitions will be shown along with a general and detailed interpretation of the measure
7 Due to their small size (according to the number of researchers in the first or second time period), the fol-
lowing disciplines were excluded from the analysis: Computer-intensive methods and applications, Control
and care of the environment, Geodesy, Mechanics, Traffic systems, Mining and geotechnology, Hydrology,
Technology-driven physics, Communications technology, Psychiatry, Stomatology, Landscape design, Ar-
chitecture and design, Information science and librarianship, Criminology and social work, Sport, Ethnic
studies, Theology, Urbanism, Anthropology, Archaeology, Ethnology, Philosophy, Culturology, Literary sci-
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12 Marjan Cugmas et al.
of stability. In the second part, the hypotheses about the average core size will be tested
using a general t-test and the hypothesis about the stability of the cores across scientific
fields will be tested using a linear regression model.
5.1 The structure of the obtained blockmodels and core stability
Figure 2 visualises the transitions of researchers in the two time periods for each analysed
discipline. Each plot has two parts. The black rectangles on the top part of each plot represent
the cores in the first time period and the black rectangles on the bottom represent the cores
in the second time period. The rectangles located third from the right (orange coloured)
represent the semi-periphery while those second from the right (red coloured) represent the
periphery. The researchers who were not present in the network in the first time period
are added to the partition obtained for the first time period. These researchers are called
newcomers and are represented by the last rectangle on the top (green coloured) of each
visualisation. Similarly, the researchers who left the network in the second time period are
added to the partition obtained for the second time period. These researchers are called
drop-outs and are represented by the last (green coloured) rectangle on the bottom of each
visualisation. The number of researchers is then the same in both time periods. The edges
connecting the clusters in partitions in the first time period and in the second time period
represent the transition of the researchers between the clusters of two partitions.
The visualisations of the transitions confirm the first hypothesis about the co-authorship
structure as well as the assumption that the majority of researchers’ transitions happen in
the non-core part of the blockmodel (also mentioned in the previous section). This is the
common characteristic of all analysed scientific disciplines. The majority (between 58 %
and 86 % in both time periods) of researchers were classified in the non-core part of the
blockmodels, including newcomers. Many of them were classified into the semi-periphery
or periphery. Abbasi et al (2012) obtained similar results in the field of steel structures.
They observed many new authors who were not connected to any of the previously existing
authors. While the number of researchers is larger in the second time period in almost all
analysed disciplines, the size of the non-core part cannot be directly interpreted by the plot
of transitions in Figure 2 because of the groups of newcomers and drop-outs.
In general, the core stability of the analysed disciplines in time is relatively low (Fig-
ure 2). There are all kinds of transitions between the obtained cores. Some researchers
moved from the core to the semi-periphery or periphery, some stayed in the core and others
even disappeared from the network in the second time period. There are many cores that
moved into the non-core part of the blockmodel, some cores split into two or more new
cores, and some merged into one core. These are all the possible transitions of researchers
between the two time periods, which affect the value of the proposed measure of the stability
of the cores in the two time periods.
The cores obtained by the pre-specified blockmodeling procedure are least stable in the
discipline of Biochemistry and molecular biology (MARI1 = 0.01). A relatively high per-
centage of cores moved to the semi-periphery or to the periphery in the second time period.
Some researchers also left the co-authorship network in the second time period (Figure 3b).
The discipline with the highest value of MARI1 is Plant production (MARI1 = 0.49).
Some relatively small cores moved to the semi-periphery or left the co-authorship network
in the second time period, but not one researcher moved from the cores into the periphery.
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Fig. 2: The transitions of researchers in the two time periods (red the number in parantheses
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(a) Plant production
(MARI1 = 0.01, N = 312)
(b) Biochemistry and molecular biol-
ogy
(MARI1 = 0.49, N = 301)
Fig. 3: The discipline with the least stable cores and the discipline with the most stable cores
in the two time periods
period as well. There are also some splits that decrease the value of the index and also some
merged ones which do not decrease the value of the index (Figure 3a).
5.2 Core stability: the natural and technical sciences vs. the social sciences and humanities
Following the well-known distinction between the natural and technical sciences and the
social sciences and the humanities, the comparison of the average stability (measured by
MARI1) of the cores can be treated by the dichotomous variable: the natural and technical
sciences and the social sciences and humanities. For this purpose, the scientific fields are
classified into two categories: fields 1, 2, 3, 4 into the category the natural and technical
sciences and 5, 6 into the category the social sciences and humanities.
The hypothesis about the higher average stability of cores in the disciplines classified
into the natural and technical sciences (MARI1 = 0.21), compared to the average stability of
cores of disciplines classified into the social sciences and humanities (MARI1= 0.21), could
not be rejected (t = −0.06, d f = 30, 15, p > 0.95). As there is a high level of variability
in the characteristics of the co-authorship networks and the blockmodel structures across
scientific disciplines, the relationship across scientific fields and core stability was controlled
by these characteristics in the linear regression model. In this section, the units are scientific
disciplines (n = 43). The dependent variable in the regression model is the stability of cores
measured by the Modified Adjusted Rand Index 1 (MARI1). The considered explanatory
variables are scientific fields (the natural and technical sciences vs. the social sciences and
humanities) and selected control variables which are some characteristics of the networks
and characteristics of the obtained blockmodels. Some variables were measured in the first
time period and some in the second time point. A detailed description of the control variables
describing the networks’ characteristics and blockmodels’ characteristics is:
– the networks’ characteristics;
– the number of researchers (1st time point) and the growth of the number of
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The latter variable to some extent indicates the saturation of a specific discipline.
According to Price (1963), the (growth of) scientific production follows a logistic
S-curve. After the exponent phase, the linear phase follows and then saturation.
– growth of density (1st and 2nd time point) and average core size (1st time point);
As described in the previous section, the density presents the share of all realised ties
from all possible ties. This value often depends on the number of researchers and
cannot be interpreted as an indicator of structural cohesion, especially because of the
many subgroups in the networks (Friedkin, 1981). However, the value is typically
greater in the case of smaller networks with a low rate of periphery and cores with
many researchers. Controlling for other network characteristics, the following can be
argued: in the case of a greater density, there are more researchers who co-authored
only occasionally (semi-periphery) and more complete cores with a higher number
of researchers. Therefore, the probability of creating ties with new researchers is
lower and the stability of the cores is higher.
– the blockmodels’ characteristics;
– percentage of cores (average percentage of the 1st and 2nd time point);
The variable is defined as the percentage of the number of researchers classified into
the cores compared to all researchers in a certain scientific discipline. Controlling
by the other explanatory variables, the negative impact of the average percentage
of cores on the stability of cores may explained by follows: in scientific disciplines
where working in research teams in a systematic way is not so common, those who
still work in that way are more probably part of long existing and well-established
research groups whose work requires some special research equipment or they are
part of a research group which is involved in any other long-term projects.
– presence of the bridge (1st time point);
The bridging core is defined as a group of researchers (core) who also publish to-
gether with at least two other groups of researchers (cores) in a systematic way. They
connect two or more groups of researchers. This kind of collaboration can result in
the merging of two or more cores in the latter time period.
As can be seen from Table 2, there is no statistically significant difference in average
core stability (p < 0.05) between the natural and technical sciences and the social sciences
and humanities, controlling for other explanatory variables. With all explanatory variables
included, 20 % of the variance (Adjusted R Square) of MARI1 can be explained. It can also
be seen that the average core size and growth of density have a statistically significant impact
on the stability of the cores (p< 0.005). The impact of both explanatory variables is positive.
As described earlier, when controlling for other network and blockmodel characteristics
the greater density indicates that there are many complete cores with a higher number of
researchers in the discipline. The probability of creating new ties with other researchers is
then lower and the stability of the cores is higher. Similarly, De Haan et al (1994) mentioned
that the size of the research group affects the persistence of collaboration.
According to the already mentioned differences between the ARRS Classification Scheme
and the publication cultures across various disciplines, further analysis is performed on
the level of all six fields rather than the level of two classes of fields. The Humanities is
used as the reference field since many studies suggest that the Social sciences are becoming
more similar to the natural and technical sciences with regard to their publishing behaviour
(Kyvik, 2003; Kronegger et al, 2015). The results (Table 3) are similar to the analysis on
the level of two classes of scientific fields presented in Table 2. The considered explana-
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Table 2: The impact of the characteristics of the network, blockmodel and two classes of
scientific disciplines on the stability of the cores
b SE(b) p
intercept 0.0681 0.1936 0.73
number of researchers (first time point) -0.0002 0.0003 0.46
growth of number of researchers (1st and 2nd time point) 0.0000 0.0014 0.96
growth of density (1st and 2nd time point) 0.0015 0.0006 0.03
average core size (1st time point) 0.0553 0.0154 0.00
percentage of cores (1st and 2nd time point) -0.0028 0.0046 0.55
presence of the bridge (1st time point) 0.0266 0.0420 0.59
Natural and technical sciences vs. social sciences and humanities -0.0276 0.0493 0.65
Number of observations (disciplines): 43
R2: 0.34
Adjusted R2: 0.20
Residual std. error: 0.12 (df = 35)
F Statistics: 2.521 (df = 7 and 35) (p < 0.03)
Method of estimation: Least Squares Method
stability of scientific disciplines classified in the scientific field of the Humanities is higher
than with other scientific fields. However, when controlling for other variables the differ-
ences between the Humanities and all other scientific fields are not statistically significant
(p < 0.05). There are two control variables with a statistically significant impact (p < 0.05)
on the stability of the cores as in the case of two classes of disciplines (growth of density
and average core size).
Table 3: The impact of the characteristics of the network, blockmodel and disciplines on the
stability of the cores
b SE(b) p
intercept 0.0906 0.2027 0.66
number of researchers (first time point) -0.0002 0.0003 0.58
growth of number of researchers (1st and 2nd time point) 0.0010 0.0015 0.53
growth of density (1st and 2nd time point) 0.0015 0.0010 0.04
average core size (1st time point) 0.0625 0.0177 0.00
percentage of cores (1st and 2nd time point) -0.0054 0.0049 0.28
presence of the bridge (1st time point) 0.0404 0.0450 0.38
Humanities (reference category)
Natural science and mathematics -0.1511 0.0892 0.10
Engineering sciences and technologies -0.0120 0.0834 0.89
Medical sciences -0.0850 0.0954 0.38
Biotechnical sciences -0.0353 0.1008 0.72
Social sciences -0.0707 0.0844 0.41
Number of observations (disciplines): 43
R2: 0.43
Adjusted R2: 0.23
Residual std. error: 0.12 (df = 31)
F Statistics: 2.151 (df = 11; 31) (p < 0.05)
Method of estimation: Least Squares Method
The stability of cores is operationalised by four main rules (see Section 2). In summary,
the splitting of cores and the percentage of researchers who leave the cores are the main
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linear model the percentage of drop-outs as an explanatory variable, the stability of the
cores can only be interpreted by the splitting of the cores due to the fact that the percentage
of drop-outs is part of the core stability index (MARI1). Significant differences between
the Humanities and other scientific fields would indicate that the different stability of cores
across scientific fields is caused by the splitting of the cores.
Table 4: The impact of the characteristics of the network, blockmodel, disciplines and per-
centage of drop-outs on the stability of the cores
b SE(b) p
intercept 0.8349 0.1840 0.00
number of researchers (first time point) 0.0001 0.0002 0.77
growth of number of researchers (1st and 2nd time point) 0.0004 0.0010 0.72
growth of density (1st and 2nd time point) 0.0091 0.0005 0.07
average core size (1st time point) 0.0053 0.0152 0.73
percentage of cores (1st and 2nd time point) -0.0069 0.0033 0.05
presence of the bridge (1st time point) -0.0005 0.0313 0.99
percentage of drop-outs -1.0160 0.1667 0.00
Humanities (reference category)
Natural science and mathematics 0.0378 0.0680 0.58
Engineering sciences and technologies 0.1339 0.0615 0.04
Medical sciences 0.1421 0.0748 0.07
Biotechnical sciences 0.0338 0.0694 0.63
Social sciences 0.0847 0.0626 0.19
Number of observations (disciplines): 43
R2: 0.75
Adjusted R2: 0.65
Residual std. error: 0.081 (df = 30)
F Statistics: 7.375 (df = 12; 30) (p < 0.01)
Method of estimation: Least Squares Method
The average core stability is lowest in the field of the Humanities. The average value is
highest in Engineering and technologies (p < 0.05) and Medical sciences (p < 0.10). The
values of the regression coefficients indicate that the average stability of the Natural sciences
and mathematics and Biotechnological sciences is greater in comparison to the Humanities,
but the differences are not statistically significant (Table 4).
The growth of density (p < 0.10), the average percentage of cores (p < 0.05), and the
percentage of drop-outs (p < 0.01) have statistically significant impacts on the core stabil-
ity. The impact of the average core size on the core stability is not statistically significant
(p < 0.10) when the variable the percentage of drop-outs is included in the model as an ex-
planatory variable (Table 4). Most of the explained variance of MARI1 (the current model
explains 65 % of variance of MARI1) is caused by this variable, indicating that the instability
of the cores is a consequence of short-term collaborations and less because of the splitting
of the cores.
5.3 The difference in average core size between the natural and technical sciences and the
humanities and social sciences
Many studies have observed an increasing trend in co-authorship and scientific collabora-


















































Fig. 4: The average core size by field and time period
several cores. There can be less or more cores of a different size, e.g., the discipline Admin-
istrative and organisational sciences consist of 6 cores in the first time period and 16 cores in
the second time period. While there are more clusters in the second time period, the average
number of researchers classified in each cluster is lower (the average core size in the first
time period is 4.25, while the average core size in the second time period is 2.64) (Table 1).
From Table 1, the average core size for each time period can be also calculated. The overall
average core size in the first time period is 4.4 researchers, while in the second time period
the overall average core size is 5.6 researchers (t =−3.03, d f = 72.35, p< 0.01). Across the
disciplines, the highest average core size in the first time period is observed with Oncology
(8.3 researchers) and Human reproduction (8.0 researchers), while the lowest average core
size in the first time period is observed with Linguistics (2.6 researchers) and Psychology
(2.9 researchers). Following the distinction between the natural and technical sciences and
the social sciences and humanities, the comparison of the average size of the cores can be
treated by the dichotomous variable. The average size of the cores in the fields of the natural
and technical sciences is 4.6 researchers, while in the fields of the social sciences and hu-
manities the average size of the cores is 3.8 researchers (t =−2.18, d f = 23.41, p < 0.05)
(Figure 4).
6 Conclusions
Many studies have sought to explain the factors that promote collaboration in science, where
the collaboration is usually operationalised by co-authorship. This article addresses the
stability of the cores obtained by pre-specified blockmodeling on networks measuring co-
authorship in the periods 1991–2000 and 2001–2010 in the Slovenian science system. The
obtained cores represent those groups of researchers who systematically co-authored. The
stability of the obtained cores is measured by the Modified Adjusted Rand Index 1 (MARI1).
Four main hypotheses were tested. The first hypothesis addressed the structure of the











The stability of co-authorship structures 19
considered the average stability of the obtained cores across disciplines by fields in the two
time periods.
Findings about the structure of co-authorship networks proposed by previous research
studies (Ferligoj and Kronegger, 2009; Kronegger et al, 2011) were confirmed. Each anal-
ysed scientific discipline has a multi-core–semi-periphery–periphery structure. The majority
of researchers were classified into the semi-periphery or periphery in all of the analysed sci-
entific disciplines. Between 14 % and 44 % of all researchers in the blockmodel (in both time
periods) were classified into the cores in the blockmodels. However, as observed by many
authors, the average number of authors who publish as co-authors is increasing in time. De-
spite the differences among the disciplines within scientific fields and even the differences
within the scientific disciplines (such as the frequency of collaboration with foreign authors
which were not included in the analysis), the differences in the average core size between
the natural and technical sciences and the social sciences and humanities are statistically
significant. The average core size is higher in the natural and technical sciences.
The differences in the average size of cores can be affected by the fact that authors from
abroad are not included in the analysis. This would be reflected in cores with a lower number
of authors in the natural and technical sciences. Kronegger et al (2015) reported that the rate
of co-authored publications with researchers from abroad is higher in the fields of the natural
and technical sciences than in the social sciences and humanities. Kyvik (2003) listed three
main reasons for differences in the rate of publications in English and domestic languages
across the mentioned fields. The listed reasons can be generalised on the level of scientific
collaboration: (i) the tendency to study phenomena that have a specific geographic and social
context; (ii) the poorer publishing possibilities in international or English-language journals;
and (iii) the less motivating reward system for international publishing in Sociology.
The hypothesis about the stability of the obtained cores in time was partly confirmed.
There are no statistically significant differences in the average stability of cores between the
natural and technical sciences and the social sciences and humanities, even when consid-
ering some control variables (number of researchers in the scientific discipline, growth in
number of researchers, growth in density, average core size, average percentage of cores,
presence of a bridge). The results are also similar when the six scientific fields are included
in the linear model instead of two categories represented by the natural and technical sci-
ences on one hand and the social sciences and humanities on the other.
If the stability of cores is defined only by the splitting of cores and not by the percentage
of drop-outs, there are some statistically significant differences in core stability across the
considered scientific fields’ impacts on the core stability if controlling for the mentioned ex-
planatory variables. The average stability of the cores in the Natural sciences and mathemat-
ics, Biotechnological sciences and Social sciences is higher than the average core stability
of the Humanities, but not statistically significant. On the other hand, the average value of
the stability of the cores in Engineering sciences and technologies and Medical sciences is
statistically significantly higher than in the Humanities.
The goal of this study was to measure the extent of the persistence of co-authorship
collaboration of researchers and analyse the factors that explain this persistence. The study
was based on administrative data on all active researchers available in the Slovenian research
system. Combining these data with data obtained from a survey for at least some selected
scientific disciplines would allow a deeper insight into the analysed phenomenon.
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