An interactive decision-aiding technique is developed to assist a human operator in selecting a satisfactory goal in a control task. An attainability set of a system is introduced as a set of all goals that the system can potentially achieve. The goal selection problem is modeled as a decision problem of exploration of the attainability set. Experiments demonstrating the advantages of the proposed technique in comparison with traditional control methods are described.
Goal Setting Paradigm

Introduction
We are considering a class of systems that are goal or target oriented. A system of this kind performs a task that is described by some goal. The goal is usually specified as a set of conditions on a desirable final state of the system. As soon as all these conditions are satisfied, the goal is considered achieved. The system gets the goal specifications from a human operator/decision-maker (DM). After accepting the goal, the system operates autonomously and independently of the human.
The human however can monitor the system's advancement towards the goal and can intervene if needed. The human's involvement in controlling such a system is best described by the supervisory control paradigmI5lI61. The major feature of a system in consideration is that during its operation the system constantly assesses its current state and uses some state feedback mechanism (algorithm) to generate actions necessary to attain its goal. A system of this kind is also adaptive in the sense that it attempts to generate corrective control actions to accomplish the goal, even in the case of unforeseen perturbations.
The corrective control might be able to compensate for some perturbations, such as small disturbances, inaccuracies of computation, etc. Any system, however, has limited resources for generating control actions. A large perturbation or an accumulation of small ones may be impossible to compensate with available controls. A system that has been subjected to such perturbations might never be able to attain its goal. A human decision is usually needed to come up with a new goal.
The present work addresses the problem of selecting an initial attainable goal as well as a new goal when the old goal becomes unattainable. A decision-aiding technique described in this work helps the operator to explore different alternatives and make an informed decision as to which new goal to select.
Formulation of the Problem
Task Goal
Let us envision a system that evolves in time while performing some task. We assume that the system performance during t h s a s k is characterized by several scalar indicators Gi (i = l,M), which can be calculated at every moment of time. In the most general case the values of these indicators a t any instant of time are functions of time, the system's initial state and the entire history of the system's evolution from the beginning until that instant of time.
The purpose of the task is to achieve some goal. The goal is d e f i n e d b y a set of acceptable, or target levels, (9; , g?), (i = l , M ) that are specified for each of the system's indicators. A goal is achieved as soon as the values of all indicators fall within these levels, i.e. when
The goals considered in this work can be characterized as terminal goals. The goal is accomplished at the first instant of time when the goal conditions (1.1) become true.
A goal thus specifies a region ( a hyper-parallelepiped) in the space of the target function Gi.
The range of goals that the system can reach depends on the system's ability to generate control actions necessary for achieving the goal and on the perturbations the system is subjected to.
Perturbations
The system strives to achieve the task goal in the environment with perturbations. The possibility of future perturbations affects the reachability of a goal. In general, the reachability, or attainability of the goal depends on two factors: the controls that the system generates and the perturbations that obtain during the system advancement towards the goal.
There can be different schemes to account for the effect of the future perturbations when selecting the goal for a task. The following planning scheme is suggested and followed in this work: since the perturbations are not known in advance, during the planning stage they are approximated by a con-stant.
For example if the values of perturbations are known to be within a certain interval, then the middle value or the extreme values of that interval can be taken as approximating constant. Or if the distribution of the values of the perturbations is known, then the expected value of this distribution can be taken as the constant approximating the perturbations.
T h e main idea of the goal planning process followed in this work can be formulated as follows: since the range of attainable goals depends on both the control actions and the perturbations t h a t obtain in the future, making a deterministic assumption about the future perturbations removes uncertainty from the problem of finding the set of attainable goals. As soon as the periurbations are approximated as a constant, the set of attainable goals becomes a function of control actions only.
Attainability Set
T h e attainability set of a system is a set of all possible future values of the target functions, calculated under assumption that the future perturbations are known as deterministic functions of time (e.g. constants). T h e attainability set changes with time. A t any instant of time i t depends on the already occured perturbations, the system's state space trajectory and the limitation of the system's resources.
Using the notion of the attainability set, it is possible t o answer a question whether a particular goal is accomplishable. Each goal defines a goal box in the goal space:
If the goal box has a non-empty intersection with the attainability set of the system calculated at time to then this goal is achievable from time to assuming that future perturbations are deterministically known.
If the perturbations were unticipated precisely, the attainability set would have had to be calculated only onceat the beginning of the task. However even in the absence of perturbations, the once attainable goal might become unattainable in the future. For example this might happen only due to a bad control action'.
A reasonable aid in this situation might be the one t h a t recalculates the attainability set as time goes by. If poor ontrol actions are being executed, then the intersection of the attainability set with the goal region would reduce t o the empty set. If this reduction takes place gradually, then just monitoring the change of the attainability set with time might be helpful t o correcting control actions. However by the time the intersection of the attainability set with the goal region vanishes, no future control actions could remedy the situation. A new goal must be selected then. The presence of perturbations makes the need for recalculation of the attainability set as time passes more pronounced.
1
An example of a bad control action is to drive a car in a wrong direction on the highway If the goal was to get to some destination within some desired time, and that goal was accomplishable at the onset, then it might become unattainable after the car has driven for a while in the wrong direction 238
Multiple Objective Decision-Making
If it is desired t o attain extreme values of all target functions then the goal selection problem gets close to the traditional problem of Multiple Objective Decision-Making 1' 1 l31I41l71.
T h e traditional MODM methods assist the DM in selecting a point from the Pareto boundary of the attainability set. No traditional method, however deals with the presence of perturbations. Because of the presence of perturbations the DM prefers to choose a point not on the Pareto boundary of the attainability set, but rather inside of the attainability set and still close to its boundary. T h e method described in this work helps the DM t o select such a point (see 121 for details).
Approximation of the Attainability Set
It is apparent that the DM needs to know and be able t o explore the attainability set in order to select a reasonable goal. To do so she also needs to be able to establish if a particular goal g-,g+ is attainable.
T h e attainability set is a set in a multi-dimensional space. I t is difficult, if not impossible, for humans t o visualize it. T h e technique described in this work helps the DM t o get a feel for the attainability set, allows her to explore this set interactively, and to select an attainable goal. This technique is based on a causal approximation of the attainability set by adjustable ranges in the goal space.
The DRT Method
Range Approximation of a Set
T h e Dynamic Range Tradeoff (DRT) method is a method of interactive exploration and approximation of the attainability set of a decision problem. This method can be used for the exploration of dynamic (i.e. changing with time) as well as static attainability sets. This method helps the D M select an attainable goal.
Under most circumstances the DM is interested in selecting a goal that is located away from the boundary of the attainability set, so t h a t this goal will be robust against future perturbations. However the fact t h a t it is frequently desired t o attain the lowest values of some or all of the target functions drives the choice close t o the boundary.
It is clear that in all cases the DM needs to know where the boundary of the attainability set is. However very often it is difficult t o compute that boundary. Moreover, if the dimension of the attainability set is greater than three, it is difficult if not impossible for the humans even to visualize that set.
T h e D R T method helps the DM explore an approzimation of the boundary of the attainability set and select a goal in a controlled proximity from that boundary. T h e basic idea of the D R T method is that the DM explores the attainability set by specifying some desired region in the goal space, while the computer in turn estimates the area inside of the specified region that contains the attainability set.
As soon a s it is detected that no part of the attainability set belongs to the declared goal region, the goal is determined unattainable. T h e DM is immediately warned about that.
-~ T h e basic notion of the D R T method is the notion of a range. Range is a construction t h a t is used in the D R T for approximating and exploring arbitrary sets in finitedimensional spaces. T h e use of ranges has several advantages -the range construction is natural and intuitively clear, ranges are flexible t o use, and they can be relatively easily computed. Some other useful mathematical properties of the ranges are discussed in (21.
A range can be visualized as two boxes (hyperparallelepipeds), one inside of another in the M-dimensional space. T h e outer box (called the active bounds box) is controlled by the DM: each of its sides can be moved independently of all other sides. T h e inside box (called the passive bounds box) approximates the piece of the attainability set t h a t is contained inside of the outer box. A range establishes a causal relationship between the sets of active and passive bounds, expressing the latter as the functions of the former. This causal relationship is reflected in the notation (2.4).
I t is clear from the definition of a range that the box corresponding t o the passive bounds is the minimal box containing the intersection of set 3 with the box corresponding t o the active bounds. In other words, the passive bounds are the bounds of a piece of 3 , that is located inside of the .box determined by the active bounds of the range.
In the process of exploring 3, the DM interactively selects a sequence of ranges by defining their active bounds. The computer in turn generates and displays t o the DM the corresponding passive bounds. Interactively trying out different sets of active bounds and observing the evolution of the corresponding passive bounds provides the DM with valuable insight into the global structure of 3 , If the attainability set changes with time, the passive bounds are recomputed as frequently as possible to keep up with the changing attainability set, even when the D M does not change the active bounds.
Maximal Satisficing Sets
If the attainability set changes with time, then this set might eventually "slip out" of the active bound box due to perturbations. When t h a t happens the goal becomes unattainable and the passive bounds cannot be calculated. As a consequence, the corresponding range becomes infeasible. A t this point the D M needs to change the active bounds so t h a t they define another, an attainable goal.
In most cases the D M would want t o change the original (infeasible) range as little as possible. However, t o find out what minimum changes the infeasible range has t o undergo to become feasible, one needs to have a measure of proximity of one range from another. In the D R T method the following measure of the range proximity is used: the number of the bounds of an infeasible range which must be changed t o make the range feasible. All feasible ranges that preserve the maximum number of the active bounds of the original infeasible range are automatically generated and presented t o the DM. These ranges are called the maximal satisficing ranges. These ranges have a special meaning: they reflect the minimum necessary modifications t h a t must be made t o a goal (defined by the active bounds of the original infeasible range) t o make it attainable.
Though the maximal possible number number of the maximal satisficing sets can be quite large, in practice there are many fewer alt,ernative MSSs than the maximal number. All of these MSSs can be effectively generated and presented t o the DM for her consideration. The algorithm for generating all MSSs is presented in 121.
Maximal satisficing sets provide a useful tool t o the DM in her search for an attainable goal. Maximal satisficing ranges can be generated whenever a range defined by the task goal becomes infeasible. By providing the DM with all MSSs the computer effectively enunciates: "the present goal is unatt,ainable, the range is infeasible. In order t o select an attainable goal, some of the present goal specifications have t o be changed. These are all the maximal combinations of the old specifications t h a t still can be retained".
Experimental Evaluation of the DRT Method
The System and the Experimental Tasks
T h e following system has been selected for the case study and the experimental testing of the D R T method:
T h e system consists of a boat and an energy-consuming T h e boat moves in a 2D plane (Fig. 1) . It is controlled with two independent thrusters propelling it in X-and Ydirections. A force generated by a thruster is controlled by the amount of fuel flowing into t h a t thruster.
refrigerating unit t h a t sits aboard the boat. T h e following was assumed about the direction of the ocean currents and the system's controls: 1) the current is always directed from the upper right corner of the screen down t o the lower left corner; 2) the X-direction thruster can propelphe boat only to the right; 3) the Y-direction thruster can propel the boat only in the upward direction; 4) the maximum values of the thruster controls are limited.
T h e boat carries on board some cargo that is stored inside of the refrigerator unit. The cargo is preserved by a chemical that is being continuously absorbed inside of a refrigerator. T h e temperature of the cargo (and that of the chemical) depends on the fuel Row into the freezing unit of the refrigerator. This Row is of the same order of magnitude as the flows into the thrusters.
T h e fuel flow t o the freezer unit can be controlled, thus affecting the temperature inside of the refrigerator, which in turn affects the rate of absorption of the chemical. The latter is important, since the total amount of the chemical on board is limited. T h e lower the temperature of the cargo, the slower is the rate of the absorption of the chemical. The DM's goal in all experimental tasks was to navigate the boat in the ocean and to collect as high a score as possible. T h e boat was navigated from its original position to the destination selected by the DM. The time allotted for each task was limited only by the supply of the fuel and the chemical. The task was automatically terminated when either oT these two resources ran out.
A chain of islands was marked on the ocean map (Fig.   1 ). It was displayed on the map as a straight line. T h e performance score which accrued during a task was calculated based on the boat's proximity from this island chain. Each subject was given two trials to do each task. During a single trial a subject could continue to operate the boat until it ran out of either the fuel or the chemical. I . Target Approaching. T h e goal of a task of this kind was to navigate the boat from its original position t o the one t h a t was as close as possible to a given destination on the islands. T h e destination was marked on the map with a big circle. T h e achievement score for this task was the closest distance from the destination attained during a trial.
Line Crossing. The goal of a task of this kind was t o cross the chain of islands as far along the chain as possible.
T h e numbers along the chain reflected the score achieved after each crossing of the islands. The performance score for a trial was a maximum score of all achieved crossing scores.
A subject always collected some score doing a Target Approaching task. However she could completely fail the Line Crossing task and collect no score a t all. T h e overall scoring scheme however was such that i t was to the subject's advantage to continue the task as long as possible, since in both kinds of tasks the score could only go higher.
Perturbations in the experimental tasks manifested themselves in two ways. T h e first type of perturbation was the ocean current and the second one was an unplanned failure. While the subjects knew the direction and the relative intensity of the current, they had t o cope with only a partial knowledge of the ocean current. An unplanned failure was a sudden loss of some fuel and/or chemical that occurred a t random. T h e subjects were prepared for these failures but did not know whether and when they would take place.
T h e following parameters varied from one task t o another: the constants in the dynamics equations (3.5) -(3.6), the model of the ocean currents (the perturbations), the location of the islands, and the initial conditions. The details of the experimental design are described in 121.
Control of the System
The system (3.5) -(3.6) was simulated on a Silicon Graphics 2400 T u r b o graphics workstation. T h e DM entered all information into the computer using a computer mouse and a keyboard. T h e type of information she could exchange with the computer depended on the type of the control mode.
Three modes of controlling the system (boat+refrigerator) were tested and compared in the experiments: Manual, Automatic and Decision (DRT) control modes. T h e Manual mode provided the DM with a conventional "hand on" manual control of the system. T h e Automatic mode was equipped with an Autopilot for navigating the boat towards a specified target. The Decision mode was the implementation of the D R T control technique.
In all control modes the DM was provided with a Map Display and an Instantaneous Predictor Display (Fig.  1) . T h e following instantaneous information was displayed to the DM: a distance from the boat to the closest location on the islands; a distance from the boat to the islands along the instantaneous direction of motion; a score of the point on the island chain the boat is heading towards; a distance from the destination on the island chain; the time left before the boat crosses the islands if it continues to travel with the same speed and in the same direction as it does a t the moment; the time for how long the fuel will last if the fuelflows in the thrusters and the freezing unit continues at the same rate as at the moment; the time for how long the chemical will last if it continues t o be absorbed at the same rate as at the moment. T h e DM was also provided with the boat speed and the temperature gauges, as well as with the gauges that showed the total remaining amounts of the fuel and the chemical on board (Fig. 1). 
Manual Control Mode
T h e most basic control mode was the Manual Mode. In this mode the DM was able t o adjust manually all 3 controlled values of the fuel flows into the thrusters and into the freezer. This could be done by changing (with a cursor) the length of the corresponding control bar on the display (Fig.  1) . T h e Manual Mode was always available to the DM and it could be entered and re-entered from any other mode.
Automatic Control Mode
In the Automatic Mode the DM could run the system with an Autopilot. The DM could give the computer a goal and the Autopilot would navigate the boat towards that goal. A goal was defined as a 4D vector g = (Xg,Yg,Mg,Fg).
(3.7)
The goal (3.7) was achieved at the first instance of time t, when the coordinates of the boat and the remaining amounts of fuel and chemical on board simultaneously satisfied the following conditions:
is the total amount of the fuel left at time t.
Having received the goal specification (3.7) from the DM, the Autopilot navigated the boat synthesizing an optimal control strategy, i.e. adjusting the fuel flows into the thrusters and the freezer so that the overall fuel ezpenditures were minimized. Conditions (3.8) served as the terminal conditions for the optimal control problem.
Decision Control Mode
The Decision Mode was designed t o help the DM t o select a goal. This mode was in essence a D R T incarnation of the Automatic Mode. The goal specification for this mode was a 4D active range:
(3.9) The goal (3.9) was achieved at the first instance of time t, that the following conditions became true (compare them with (3.8):
(3.10)
The goal specifications imposed a t time to defined the active bounds of a 4D range:
The active bounds confined the desired area for the system's state at some time t,. The corresponding passive bounds were computed and displayed to the DM in almost real time. The passive bounds approximated the attainability set inside the active bounds. Fig. 2 shows a typical computer screen for the Decision Mode.
As in the Automatic Mode, if the optimal control problem of minimizing the fuel flow had a solution, that solution was realized by the Autopilot.
T h e DM also had an option to explore all Maximum Satisficing Sets of the problem, when the goal was unattainable. T h e computer generated all MSS's and the interface was set up so that the DM could scroll all the MSS's and select a desired one.
Design of the Experiments
Twenty tasks were selected for the experiments. Ten of those tasks were Target Approaching tasks and ten were Line Crossing tasks. Four subjects participated in the formal data-collection experiments and two subjects participated in the preliminary informal experiments. All of the subjects had either Mechanical Engineering or Mathematical background and were either graduate or former graduate students of MIT.
T h e experiment was designed in a random block fashion. A choice of a control mode was randomly assigned to each of the twenty baseline tasks and these tasks were presented to the subjects in a random order (different for each subject). A special precaution was taken t o avoid a close (sequential) appearance of the same task with different control modes. All in all, each subject expected to solve sixty distinct (as she was told) tasks.
Results of the Experiments
T h e following hypothesis was tested in the experiments: the Decision (DRT) control mode was superior t o the Automatic and the Manual modes. T h e scores achieved by the same subjects doing the same tasks were used for the comparison of different modes. Tables 1 and 2 summarize the qualitative comparative performance results taken over all subjects. Table 1 shows combined subjects' performance using the average scores for each mode/task pair, taken across the subjects. The numbers in Table 2 were obtained using the best scores for each mode/task pair, taken across the subjects.
Conclusions from the Experiments
T h e Decision control mode was shown t o be a much better way t o accomplish the experimental tasks. In spite of the variability of its advantage from one subject to another, on the average it was clearly the best of all control modes. The average scores achieved by the subjects using the Decision mode were better than the scores achieved with any other mode in 19 out of 20 tasks. T h e best scores achieved using the Decision mode were better in 17 out of 20 tasks. To summarize the results of the experiments:
The performance of the subjects using the Decision mode was consistently better than that when using either the Automatic or the Manual modes;
T h e spread of individual performance scores was tighter for the Decision mode;
T h e failure rate was much smaller (non-existent) when the subjects used the Decision mode;
T h e individual performances using the Decision mode ranged from far superior to fairly better compared with either of the other two modes;
All subjects explicitly confirmed that the Decision mode was the best and the easiest mode (out of the three modes they were offered) of controlling the experimental system.
