. This, apparently paradoxical, reduction in the propensity to sleep in the evening is driven by the opposing interaction between the sleep homeostasic and the circadian drives. The wake-promoting circadian signal, controlled by the suprachiasmatic nucleus (SCN) of the hypothalamus, increases throughout the waking day, peaking in the evening, and overrides the increased homeostatic drive for sleep that occurs with increasing time awake, resulting in the WMZ (Borbély et al., 1989) . The wake-promoting role of the circadian system is further demonstrated given that SCN lesions lead to loss of the circadian rhythm in sleep and increase the total duration of sleep per day (Edgar et al., 1993) . These mechanisms have to be taken into account when one aims to model sleep and alertness dynamics, particularly under conditions of circadian misalignment. In the current study, therefore, we propose an improvement to our earlier arousal state model to enable more accurate prediction of sleep propensity (see, e.g., Postnova et al., 2013) .
The relative contributions of circadian and homeostatic processes to sleep propensity are generally studied in forced desynchrony (FD) protocols, where sleep-wake cycles are set at a "day" length, T, that the circadian system cannot entrain to, typically either significantly longer or shorter than 24 h (e.g., Lavie, 1986; Dijk and Czeisler, 1995; Dijk et al., 1997 Dijk et al., , 1999 Wyatt et al., 1999 Wyatt et al., , 2004 Münch et al., 2005; Buysse et al., 2005; Grady et al., 2010; Zhou et al., 2011) . These schedules forcibly desynchronize the sleep-wake and light-dark cycles from the endogenous circadian clock, so that sleep opportunities are scheduled across all circadian phases, thereby enabling examination of the effects of the circadian phase on sleep while holding prior wake duration constant. These studies collectively demonstrate that wakefulness is maximal (or sleep propensity is minimal) around 240 to 270 circadian degrees (where 0/360° is defined at the peak in the blood plasma melatonin rhythm), which corresponds to WMZ appearing at 2000 to 2200 h under entrained conditions, assuming a sleep onset of 0000 h (Dijk et al., 1997) . The WMZ is associated with an increase in alertness and performance (Lavie, 1986; Strogatz et al., 1987; Wyatt et al., 2004; Shekleton et al., 2013) and is followed by an abrupt increase in sleep propensity as the circadian drive decreases rapidly, coincident with the beginning of melatonin synthesis signaling the start of the biological night. A high propensity to sleep is sustained throughout the biological night, reaching a maximum at about 345° (0300 h) until decreasing again at ~60° to 90° (0800-1000 h), and decreases gradually through the day until the minimum in the evening.
Existing models that predict sleep propensity either do not directly reproduce the above experimental studies or have not been tested for their ability to do so. The 2-process model used a circadian oscillator that peaked in the subjective evening to successfully predict the overall profile of daytime vigilance (Borbély et al., 1989; Achermann and Borbély, 1994) . The model was not tested against data from FD protocols, however. A neuronal-level model of sleep-wake cycles by Rempe et al. (2010) used the skewed sine function from Borbély et al. (1989) as a circadian input that peaked in the evening to simulate the FD data from Dijk and Czeisler (1995) but underestimated the TSTs, with zero sleep predicted between 90° and 200° (with 0° defined as core body temperature [CBT] minimum), corresponding to 1200 to 2000 h under entrained conditions. Finally, the functional model by Bes et al. (2009) reproduced the continuous sleep propensity profile as a function of multiplicatively related circadian and homeostatic processes, whose time course was derived from latency to rapid eye movement sleep and delta power, respectively. By design, this model requires sleep times as an input to predict sleep propensity profile, however, which precludes prediction of sleep times and direct comparison with FD data.
Our previous model of arousal state dynamics combined a physiologically based model of the ascending arousal system with a functional model of the dynamic circadian oscillator. It was calibrated and tested on a number of experimental protocols, including the effect of diurnal preferences on sleep timing, the effects of light on the circadian phase, and spontaneous internal desynchrony (Phillips et al., 2010 Postnova et al., 2012 Postnova et al., , 2013 Postnova et al., , 2014 . It failed, however, to reproduce the sleep propensity profile observed during FD protocols, predicting the lowest propensity to sleep in the afternoon around 1500 h, several hours earlier than the experimentally observed WMZ. In this study, therefore, we aimed to improve our model of the arousal state dynamics to enable more accurate prediction of the sleep propensity profile and validate the model against experimental data.
ModelS and MethodS
Our original model of the arousal state dynamics consists of 2 earlier models: a model of the ascending arousal system developed by Phillips and Robinson (2007) and a model of the circadian oscillator by St. Hilaire et al. (2007) . It has been described previously elsewhere Postnova et al., 2013; Robinson et al., 2015) , but, for completeness, we provide a detailed description in the supplementary online material (SOM). Here we focus only on the improvements of this original model required to account for the sleep propensity profile.
Circadian Process in the old Model
Originally, the circadian process C driving the sleep-wake switch of the Phillips and Robinson (2007) model was simulated as
where X (formerly x) is the circadian variable of the St. Hilaire et al. (2007) model, whose dynamics are influenced by both the light-dark cycle and nonphotic inputs. The circadian process C old follows the nearly sinusoid shape of the variable X, peaking at ~1530 h under entrained conditions, and is normalized in Eq.
(1) to vary approximately between 0 and 1.
Improvement of the Circadian Process: Revised Model
The circadian process as introduced in Eq. (1) results in prediction of the minimum sleep propensity appearing around 1500 h, which does not agree with experimental data showing a WMZ around 2000 to 2200 h (see the Results section for detail). We therefore now revise process C to allow for better agreement with experimental observations. Sleep propensity studies imply that the wake-promoting circadian signal peaks in the evening around WMZ and then decreases rapidly. The minimum of the circadian signal is expected around 0400 to 0600 h. To provide this shape, we introduce a new relationship between the drive C and the variables of the circadian model such that
where C old follows Eq. (1) and X and Y (formerly x c ) are the circadian variables of the St. Hilaire et al. (2007) model. As shown in Figure 1 , the new term C adj causes the shape of the circadian signal to be skewed, with circadian peak appearing at 2220 h and minimum at 0540 h under normal sleep-wake cycles and ambient light conditions. The square of C adj provides for a rapid decrease of C after its peak to enable the rapid increase of sleep propensity after WMZ. The term C old maintains a standard sinusoid waveform and allows an increase in circadian amplitude during the growing part of C. The weighted sum of C old and C adj 2 is then the new circadian drive, C, which is shown by a solid line in Figure 1 . Note that such a relationship is possible because the circadian variables of the model by St. Hilaire et al. are dimensionless, thus permitting any combination of X and Y to construct drive C. For consistency with prior models, the revised circadian drive C varies approximately between 0 and 1.
normal Sleep-Wake Cycles
We define the normal sleep dynamics as sleep starting at ~2330 h with a duration of ~8.5 h. We increased the default sleep duration from 8 h in our previous studies to satisfy the experimental findings demonstrating that sleep duration reaches an average asymptote of ~8.5 h (8.12-8.7 h) in young people (Wehr et al., 1993; Van Dongen et al., 2003; Rajaratnam et al., 2004) . To achieve these dynamics in ambient light conditions (see below) with our revised circadian drive, we adjust the values of the homeostatic time constant (τ H ), rate of homeostatic growth (v Hm ), and external input to the MA population (A m ). Once adjusted, the parameters are fixed for all simulations. ambient light is used during baseline days before the experimental protocol starts.
Simulated experimental Protocols
To test the model, we simulate 8 experimental FD protocols with enforced sleep-wake (T) cycles with a duration of T = 1.5 h, T = 3.75 h, T = 20 h, T = 28 h (n = 3), and T = 42.85 h (n = 2; Buysse et al., 2005; Münch et al., 2005; Wyatt et al., 1999; Dijk and Czeisler, 1995; Dijk et al., 1997 Dijk et al., , 1999 Wyatt et al., 2004; Grady et al., 2010) . From the published FD studies available, a sample of those presenting objective sleep data are selected, and only the data from control/young participants are used.
All simulated studies have similar design in that 1) in all experimental cases, the sleep:wake ratio was 1:2, similar to physiological sleep-wake cycles, and 2) lighting during scheduled sleep was 0 lx and during scheduled wakefulness was <15 lux (I = 10 lx in simulations) except for Buysse et al. (2005; T = 3.75 h), where lighting during the scheduled wakefulness was reported to be between 50 and 250 lx depending on the angle of gaze, (I = 100 lx in simulations). The scheduled sleep-wake cycles were repeated between 14 and 40 times, depending on the value of T, to collect sufficient information on sleep dynamics at different circadian phases. In all experiments, participants started the protocol in an entrained and well-rested state by controlling sleep-wake timing and sleep duration prior to laboratory admission and during initial baseline sleep nights in the laboratory.
Circadian Phase estimation
Circadian phase in the experiments was estimated by 1) the timing of the core body temperature rhythm minimum (CBTmin) when collected under highly controlled conditions (Dijk and Czeisler, 1995; Dijk et al., 1999; Wyatt et al., 1999; Grady et al., 2010) or 2) the timing of the plasma melatonin peak (MELpeak) when measured under highly controlled lighting conditions (Dijk et al., 1997; Wyatt et al., 2004) . The timing of the CBTmin and MELpeak in the model are calculated based on the formulas provided in earlier studies (St. Hilaire et al., 2007) and adjusted once to fit baseline data from Dijk and Czeisler (1995) for CBTmin and Dijk et al. (1997) for MELpeak. The values obtained are then used across all other studies, as detailed in the SOM.
In the ultra-short FD protocols (Münch et al., 2005; Buysse et al., 2005) , circadian phase was not measured and data were reported against clock time. Clock time was taken as a proxy for circadian time assuming that the participants were entrained when starting the protocol and would not have phase shifted substantially during the short protocols, minimizing potential error. We wish to compare our model to data from a wide range of protocols, and, while it is preferable to have actual circadian phase data, there are no published ultra-short FD studies reporting circadian phase using a reliable marker to our knowledge, and so the above studies are included for completeness.
Parameter Calibration and Fitting
Most of the parameters of the revised model remain the same as in the prior model version, which was calibrated on multiple experimental protocols (Phillips and Robinson, 2007; St. Hilaire et al., 2007; Phillips et al., 2011; Postnova et al., 2012 Postnova et al., , 2013 Fulcher et al., 2014; Postnova et al., 2014) . The shape and strength of the circadian drive, as well as time constants of neuronal populations, are adjusted based on the study by Dijk and Czeisler (1995) . Further, adjustments of homeostatic parameters are made to reproduce normal sleep-wake dynamics with the new circadian process. More specifically, we have to 1) increase the value of the circadian coupling v vc to −0.5 from −5.7 mV (i.e., reduce inhibition of the sleepactive neuronal population) to reproduce the non-100% sleep efficiency during the biological night as observed in experiments (Dijk and Czeisler, 1995) ; 2) increase time constants of the wake-and sleep-active neuronal populations τ m and τ v to 50 from 10 s to allow for longer sleep onset latencies (defined as the time between the end of forced wakefulness and sleep onset time) observed in the data even after extended wake intervals (Dijk and Czeisler, 1995) ; and 3) adjust the homeostatic time constant τ H and the level of the baseline sleep drive to the ventrolateral preoptic nucleus (VLPO), A v , to reproduce normal sleep-wake cycles under ambient light conditions and revised parameter values. All these parameter values are provided in the SOM.
To achieve a better fit to specific experimental data, we allow a change in the model parameter V WE , which sets the minimum voltage of the wake-active monoaminergic neuronal population (MA) during forced/scheduled wakefulness. A change in V WE reflects the different levels of neuronal activation, which could depend on individual subjects, activities being performed, and/or the effort that is needed to stay awake during the protocol. To estimate quantitatively the goodness of fit of the model to the data, we use root mean-squared error, which is normalized to allow for easier comparison between studies: 
Here, n is the number of data points and y ei and y si are the experimental and simulated values at data point i.
The best fit by V WE is found when root mean square error (RMSE) is minimal. Where more than one measure is fitted in the same study, the mean RMSE for these measures is used for fitting the model. To compare the old and revised model in the view of new parameters being introduced for the circadian process, we calculate the Akaike information criterion (AIC), allowing estimation of a tradeoff between the number of parameters and goodness of fit (Burnham and Anderson, 2003) . AIC is calculated for each model and experimental protocol as 
where k is the number of new parameters (k rev = 4, k old = 0). The relative probability for the old model to optimize information loss compared with the revised model in each of the experiments is then
ReSultS
To test the revised model for its ability to predict sleep propensity, we examine its dynamics on FD protocols reporting a variety of sleep-related measures with varying durations of the sleep-wake (T) cycles. We separate these studies into 2 categories, those with long (T ≥ 20 h) and short (T = 1.5-3.75 h) T cycles. Figure 2 shows examples of the simulated raster plots for these protocols.
In all FD protocols, T is chosen to be beyond the range of entrainment for the human circadian pacemaker under the light conditions chosen (Klerman et al., 1996) . The non-24-h T cycles ensure that sleep is scheduled at different circadian phases, forcibly desynchronizing it from the endogenous circadian clock. The resultant rhythms in sleep quantity and quality highlight the dependence of sleep on the circadian phase at which it is attempted (Figure 2 ). Furthermore, when the studies employ low lighting conditions, the circadian pacemaker runs close to its endogenous period which, on average, is 24.2 h Duffy et al., 2011) . This is reflected in the simulated dynamics of the circadian markers (CBTmin and MELpeak) shown in Figure 2 demonstrating baseline dynamics and mean daily delay of 0.2 h in agreement with experimental studies (e.g., Dijk and Czeisler, 1995; Dijk et al.. 1997) .
Model dynamics under long T-Cycle Fd Protocols
Comparison of the Revised and Old Models: TST and SOL. We now examine predictions of the old and revised models against the data from the 28-h protocol of Dijk and Czeisler (1995) and the results for TST and SOL are shown in Figures 3A and B . The revised model predicts minimum TST = 427 min at 210° (phase relative to CBTmin), baseline TST = 530 min on average during the biological night, and gradual decrease of TST between 0° and 210°, which is in excellent agreement with the experimental data. Predicted dynamics of SOL show similarly good agreement, with SOL peaking at 240° (SOL = 16.57 min) and having a minimum at 0° with SOL = 4.9 min. On the contrary, predictions from the old model do not agree with the data, as demonstrated in Figures  3C and D. A minimum TST = 417 min is predicted at 90° instead of 210°, and TST = 560 min is predicted at most other circadian phases, which occupies the entire allowed time in bed. SOL in the old model is predicted to be much shorter than in the experiment with a peak of 2.6 min at 120° to 180° and SOL = 0 min at all other phases.
Quantitative comparison of the revised and old model predictions on the protocol of Dijk and Czeisler (1995) is shown in Table 1 using RMSE (see the Methods section). The best fits by the parameter V WE are found for both models when minimum RMSE was achieved at varying V WE . The revised model demonstrates up to 4.36 times lower RMSE than the old model. Similarly, we compare quantitative agreement between the model predictions and the data under all other protocols considered, and the revised model shows better agreement with the data in every case, as detailed in Table 1 and below.
dynamics of the Revised Model
We further compare the revised model predictions with data from the remaining long T-cycle protocols as summarized in Figure 4 .
Wake and Sleep Ratio. The wake ratio (WR) and sleep ratio (SR) represent the percentage of time within a given circadian phase bin spent in a wake or sleep state, respectively. Figures 4A and B The model predicts maximum WR at the same circadian phase as observed in the data, that is, at 270° relative to the melatonin peak, which corresponds to the maximum WR at 2200 h in entrained conditions for a person who normally sleeps between 2330 and 0800 h. The WR peak is followed by a rapid decrease both in the data and the model, which then changes to gradual increase between 75° and 270°. The SR profile in Figure 4B qualitatively mirrors that of the WR, but the minimum of SR is predicted at 300° instead of 270° due to the larger bin size (60° vs. 15°) chosen for averaging in the study by Wyatt et al. (2004) . We also simulate the study by Grady et al. (2010) , which uses a protocol identical to that of Wyatt et al. (2004) . Quantitative comparison between the predictions and the experimental data for this study is shown in Table 1 but not illustrated in a figure to avoid redundancy. For all studies above, the RMSE values corresponding to the best fit by V WE and comparison with the old model are also shown in Table 1 .
Both WR and SR profiles are strongly determined by the shape of the circadian signal, which peaks at 2220 h, and the circadian amplitude, v vc , which allows the nonzero WR (and SR <100%) during biological night. At the best fit by V WE , the model appears to slightly underestimate WR (and overestimate SR) between 120° and 240°. This may indicate that the circadian amplitude should be higher in this phase interval without changes in others, but this is not easily achieved when the process C is constructed from the circadian variables of the oscillator model. Sleep Efficiency. Predictions for sleep efficiency compared with the experimental data under FD protocols with T = 28 h and T = 20 h (Wyatt et al., 1999) are shown in Figures 4C and D , respectively. The data are plotted against the circadian phase relative to CBTmin. Note that sleep efficiency differs from SR in that it measures the percentage of time spent asleep within the entire scheduled time in bed (9.33 h in Fig. 4C and 6 .66 h in Fig. 4D ) relative to the circadian phase of the middle of the scheduled sleep episode instead of calculating the ratio of sleep within a circadian bin.
Under both protocols, the model predicts minimum sleep efficiency at 180°, which corresponds to 1800 h under entrained conditions (CBTmin was reported at 0600 h by Dijk et al., 1999) . Under entrained conditions, this means that on average, minimum sleep efficiency would be observed when sleep is scheduled to start between 1120 and 1520 h for T = 28 h and between 1240 and 1640 for T = 20 h. Interestingly, this prediction fits perfectly the data from Dijk et al. (1999) , whereas a later minimum, at 240°, is observed in the experimental data on the 20-h protocol. This difference could be attributed to individual variability and a low number of subjects in both studies, but it is also possible that shorter than 24-h sleep-wake cycles produce changes in the circadian process that result in the change of the sleep propensity profile, which are not accounted for in the model. More data from 20-h protocols, however, would be needed to test this.
Model dynamics under Short T-Cycle Fd Protocols
To account for a broad range of sleep propensity data, we test the model dynamics on short FD protocols. In this case, multiple sleep-wake cycles are scheduled within one circadian cycle, with TST and SOL reflecting the sleep propensity profile. The studies included here are those by Münch et al. (2005) with T = 3.75 h and Buysse et al. (2005) with T = 1.5 h. Figure 5 shows simulations for TST and SOL under the short FD protocols. For both studies, the model shows excellent agreement with data but only starting from the biological evening on the first protocol day (i.e., from about 2200 h). After the first protocol day, high TST is predicted for both studies between table 1. Comparison of the best fits to data in the revised and old models . the best fit by V WE is defined when the minimum root mean square error (RMSE) is achieved for the specific protocol . the default V WE is obtained as a best fit across all protocols. data are reported for each of the model versions as well as the degree of improvement as a ratio of best RMSE in the old model version to that of the revised model. asterisks (*) indicate RMSE calculated for sleep opportunities starting from the fifth data point in Münch et al. (2005) 0130 and 1630 h, with a maximum reaching 67.5 min out of 75 min time in bed in Figure 5A and 24 min out of 30 min time in bed in Figure 5B . This high TST observed during early biological day appears due to sleep disturbance introduced by the protocol during the prior biological night in combination with the yet low circadian drive. The minimum TST (after the first protocol day) in both protocols is predicted for sleep episodes scheduled around 2100 h, coincident with the WMZ (Fig. 5) . The SOL prediction and experimental data in Figure 5C mirror that of the TST data in Figure 5B , indicating that most of the wake appears in the beginning of the scheduled time in bed. The model does not agree with the data for the first ~10 h of either protocol. The model predicts no sleep, given that the ultra-short sleep-wake schedules start after a week of controlled sleep at home and one to two 8-h baseline nights in a laboratory. In the data, however, high TST is present during the naps directly following the baseline sleep. These data likely indicate that the participants retain some sleep debt at the start of the study and are not sleep satiated (Wehr et al. 1993; Van Dongen et al. 2003; Rajaratnam et al. 2004) . Another explanation would be that even at zero sleep debt, sleep can be initiated if a person is exposed to the right environmental conditions, for example, darkness and quiet. The latter is in agreement with the somnificity concept, which states that sleep propensity is affected by environmental conditions, posture, and activity (Johns, 2002) but is not yet accounted for in the model.
Predictions
The values for the parameter V WE are constrained to the range between −0.23 and 0.34 mV by the best-fit values obtained for the above simulations. Remarkably, the parameter values are clustered according to the length of the T cycle with larger T associated with larger V WE for long protocols: V WE = −0.23 mV for T = 20 h, V WE = {-0.06; −0.01; 0.04} mV for T = 28 h, and V WE = {0.22; 0.29} mV for T = 42.85 h. Ultrashort protocols, however, are associated with the largest best fit values of V WE = {0.33; 0.34} mV. This may indicate an increase of V WE with time awake on the long protocols, which may be considered in future studies. The high V WE values on the ultra-short protocols may be associated with sleep inertia, which has a strong influence over the short wake episodes compared with protocols with large T.
All V WE values from the constrained range can be used in future predictions to provide qualitative predictions of sleep propensity. To determine the best overall value of V WE , however, we find V WE leading to the lowest mean RMSE across all studies. This value is V WE = 0.07 mV, and the corresponding RMSE values for each study are shown in Table 1 . As expected, the agreement is much better than for the best fits of the old model but slightly worse than for individual fits to each study in the revised model. The corresponding figures of simulations obtained with V WE = 0.07 mV are shown in the SOM (Suppl. Figs. S1 and S2). As seen from Table 1 , predictions at this new default value of V WE are better for T = 28 h protocols, which is explained by the higher number of 28 h protocols in the data set compared with other T cycles.
Finally, we compare the revised and old models using AIC to make sure that addition of the new parameters adjusting the shape of the circadian process in Eqs. (2) and (3) does not introduce overfitting. We find that the relative probability for the old model to optimize information loss compared with the revised model is on the order of 10 -6 in 7 of 8 experiments (see Eq.
[6] for calculation). This clearly confirms better predictive power of the revised model.
dISCuSSIon
We have developed a model of arousal state dynamics that predicts the sleep propensity profile depending on the circadian phase at which sleep is attempted. The model was tested against the data from a wide range of FD protocols with day lengths ranging from 1.5 to 42.85 h to ensure that the interaction between the circadian and homeostatic processes was incorporated correctly. The model agrees exceptionally well with the experimental data and makes correct predictions for SOL, TST, sleep efficiency, and wake/sleep ratio at different circadian phases. To our knowledge, no other model of sleep propensity reproduces such a wide range of experimental data. The revised model should thus allow for better predictions of sleep times and therefore alertness profiles during circadian misalignment, real-world examples of which will be considered in future studies include shiftwork, jet lag, and other circadian sleep-wake rhythm disorders.
The revised model is an improvement of our earlier model (Phillips et al., 2010 Postnova et al., 2012 Postnova et al., , 2013 Postnova et al., 2014 ) and provides much more accurate fits to the data, as detailed in Table 1 . To achieve this improvement, the circadian input in the model was modified to 1) peak in the evening (≡2220 h under entrained conditions), where it counteracts the increased homeostatic drive to sleep, and 2) decrease rapidly after the peak to allow for the steep change in sleep propensity observed experimentally at melatonin onset (Dijk and Czeisler, 1995; Dijk et al., 1997) . Such model structure is in line with the opponentprocess concept, postulating that the circadian process has an active wake-promoting role during daytime (Borbély et al., 1989; Edgar et al., 1993; Dijk and Czeisler, 1995) . A simulated skewed time profile of the circadian drive was originally introduced in several modifications of the original 2-process model using a sum of sine functions (Borbély et al., 1989; Achermann and Borbély, 1994) . These studies, together with the present one, support the notion that such a shape of the circadian input, with a peak in the evening, is essential to properly reproduce sleep propensity as well as alertness. The advantage of the present study, however, is that we maintain the link to the dynamic circadian oscillator, allowing for the effects of light on the circadian oscillator, which is essential in future research (e.g., on shiftwork).
The refined time course of the circadian process is achieved by introducing a function of the variables X and Y of the circadian model, as shown in Eqs (2) and (3). This is a simple way to combine the dynamic circadian model with the model of the ascending arousal system without introducing new variables. Mathematically, similar shapes can also be achieved with other transformations involving X and Y allowing for correct predictions of sleep propensity. The key is to maintain the timings of the peak and trough as well as the gradient of change.
To achieve good quantitative agreement with the data in the revised model, we had to 1) reduce the strength of circadian inhibition of the VLPO (v vc ) and 2) increase the time constants of MA and VLPO (τ m , τ v ). The reduction of the circadian inhibition allowed us to account for the correct sleep durations during biological night, while the increase of the time constants allowed for a better quantitative fit for SOL. The increase of time constants slows the transitions between sleep and wake. As a result, we not only increased baseline sleep latency but also introduced a longer transition to full wakefulness when the model is woken up by external stimuli before the physiologically predicted wake-up time (e.g., by an alarm clock).
Surprisingly, to fit the model to each individual study, we needed to change only one model parameter: the minimum MA voltage during forced wakefulness, V WE . This change reflects different levels of MA activation (e.g., depending on activities being performed and/or the effort that is needed to stay awake during the protocol). Physiologically, there is more than one parameter different between the groups of subjects in each of the considered studies, especially given the small n in each of them. However, use of V WE allows us to minimize the number of changes. This parameter affects the rate of homeostatic accumulation during forced wakefulness, via the dependence of H on Q m (see Eq.
[S4] in SOM), thereby influencing sleep drive. The main constrain on this parameter is that it has to be above the sleep threshold set to −2 mV and below physiologically justified maximum levels of activity (i.e., 5 mV, as suggested by Phillips and Robinson, 2007) . As shown in Table 1 , in the studies shown here, the best fit to data is achieved at V WE between −0.23 mV and 0.34 mV, which satisfies both conditions and further constrains the parameter. The range of V WE in the revised model is thus 0.57 mV, which is smaller than in the old (0.88 mV), showing that V WE is better constrained in the revised model.
We have also calculated the best overall fit across studies at V WE = 0.07 mV, which is set to be a new default value for this parameter and is suggested as the best choice for prospective predictions under FD. Note, however, that observed differences in the best fit V WE are associated with differences in the subject groups and study conditions, so no single value of V WE would be able to match all studies equally well.
The outcomes of most of our earlier studies are not affected by the new modification, because they modeled sleep at a fixed phase angle and therefore were not concerned with dependence of sleep duration on the circadian phase (for summary, see Robinson et al., 2015) . The modeling studies that may be affected are those concerned with circadian misalignment, where sleep would be attempted at a different circadian phase (Postnova et al., 2012 (Postnova et al., , 2013 . To test this assumption, we repeated the study in Postnova et al. (2013) , which compared the effects of bright versus normal light during night shifts on the circadian phase and sleep duration. The outcomes for the revised model showed better quantitative agreement with the experiment than the previous version of the model, whereas qualitatively, the dynamics are the same. It is thus expected that the revised model will more accurately predict sleep measures during shiftwork, which will be examined in detail in future.
aCKnoWledGMentS

