Associative classification (AC) is an important data mining approach which effectively integrates association rule mining and classification. Prediction of test data is a fundamental step in classification that impacts the outputted system accuracy. In this paper, we present three new prediction methods (Dominant Class Label, Highest Average Confidence per Class, Full Match Rule) and one rule pruning procedure (Partial Matching) in AC. Furthermore, we review current prediction methods in AC.
Introduction
Association rule mining and classification are analogous tasks, with the exception that classification aims to forecast the class labels, while association rule describes correlations among items in a transactional dataset. In the last decade, association rule has been successfully used to build accurate models (classifiers), which resulted in an approach, known as AC. Several studies [18, 15, 33, 28, 29, 4, 17] provide evidence that AC is able to derive more accurate classifiers than traditional classification techniques, such as decision trees [21] , and rule induction [7] .
Generally, to build a classifier using AC, the complete set of Class Association Rules (CARs) (see Definition 11 of Sec. 2.1) is first extracted from the training dataset and a subset is selected to form the classifier. The selection of such a subset can be accomplished in many ways, for instance in the CBA [18] , and L 3 [5] algorithms, the classifier is chosen by evaluating the complete set of CARs on the training data and considering only the rules that correctly cover a certain number of training cases. On the other hand, the CPAR algorithm [33] uses a greedy method to choose the classifier. Once the classifier is created, its predictive power is then evaluated on test data to forecast their classes.
Several AC techniques have been proposed in recent years, such as CBA, CAEP [8] , CMAR [16] , ARC-AC [2] , CPAR, L 3 , MMAC [29] , 2-PS [20] , MCAR [28] , CACA [26] , ACCF [17] , and BCAR [34] . These techniques use several different approaches to extract rules, store rules, prune redundant rules (rules that lead to incorrect classification), and predict new test cases. In this paper, we focus on the prediction and pruning steps in AC.
Prediction in classification is one of the important steps that play a major role to determining the accuracy for the outputted system. The challenge here is to make use of the rules generated in the previous step (learning step) in order to produce a good accuracy. The next example describes a rule-based model and illustrates most of the different general prediction strategies, which can be used. Table 1 shows a Text Categorisation (TC) data, several pre-processing tasks including transformation from unstructured data into structured data, stemming, stop words elimination, and feature selection, have been applied. After the training dataset gets processed, it becomes ready for mining in which a classifier is derived using any learning method such as decision trees, AC and rule induction. Table 2 shows rules (ranked according to the ranking procedure of [18] ), which were generated from the text collection of Table 1 using an AC algorithm named CBA with minimum support and minimum confidence of 15%, and 40%, respectively. Now, suppose we are given a test case t such as the one inside Table 3 in order to be classified. The subset of rules that are applicable to t are shown in bold in Table 2 . Applicable rules are those which share with t any of its keywords in their body. Now, different methodologies can be used to classify t when these rules are utilised.
. If we classify t using the highest ranked rule, we have to predict class \Sport". . If we cluster rules according to classes and then compute the average confidence for each group, and select the group with the largest average, t will be classified as \Politics". . If we classify t by the largest number of applicable rules per class, we have to predict class \Sport" since three rules predict the class \Sport".
The majority of the current AC techniques [18, 28, 29, 26] classify test cases using the highest confidence rule applicable to the test case, i.e. R1 in Table 2 . Using the largest confidence rule for prediction in AC is considered a simple approach for two reasons, first, only a single rule is used for classification, and second the highest ranked rule plays the major role in classifying test cases. However, this approach can be criticised, as it is possible that there could be more than one rule applicable to a test case with similar confidence. In fact and according to the test case (t), there are six rules in Table 2 that may contribute to its class assignment (R1 to R6) with high confidence values, which makes just using a single rule to make the decision questionable. The case becomes worse if one of the applicable rule body exactly matches the test case, and that rule ranked below the other applicable rules with respect to confidence. This makes the final prediction decision highly undesirable (see Sec. 3.1 for a detailed example). Another drawback for using a single rule is that the highest confidence rule sometimes is ineffective especially for datasets that have unbalanced distribution of classes [16, 19] . Thus, grouping a small subset of rules to make a decision seems to be more appropriate. The ultimate aim of this research paper is to improve the classifier predictive accuracy by the development of new prediction procedures that consider multiple rules to make the assignment of class in the prediction step. Particularly, we consider a combination of rule criteria such as class distribution among rules and rules confidence to measure the strength of classes before making the test data class assignment. In addition, unlike current multi-rule prediction procedures in AC such as [8, 16, 35] , which are computational expensive, and hard to understand, we consider a simple approach that takes in accounts the above criterion and partial matching (Assumption 1 in Sec. 4) between the rule body and the test data to make the classification. The main reason for utilising partial matching during prediction step is to give a chance for more rules to contribute to the final decision, which may positively impact the classification accuracy. We show the impact of using partial matching on the classification accuracy of different datasets in Sec. 5. In this regard, the research questions in which this paper attempt to answer are:
. When the rule body fully matches the test data in the classification, does that impact the accuracy?, and . Does the accuracy of the classifier get improved if partial matching is considered?
The complementary motivation of this research is rule pruning. This is attributed to the large classifiers often produced by AC approach. There have been attempts to cut down the number of rules derived, i.e. the database coverage [18] , and lazy pruning [4] . The removal of such rules may improve the classification accuracy according to several experimental studies [18, 16, 28] . In this paper, a new rule pruning method originated from the database coverage that considers partial matching of the rule body and the test data is presented. The proposed rule pruning method usually derives smaller classifiers than the current AC algorithms, which is generally preferred by human experts due to their ease of maintenance and interpretability. This paper is structured as follows: AC problem is summarised in Sec. 2. A critical assessment of current prediction methods is presented in Sec. 3. Section 4 is devoted to present the new rule pruning and prediction methods. The critical evaluation of the proposed approaches compared to current classification methods is given in Sec. 5. Finally, conclusions and outlines of future work are summarised in Sec. 6.
Associative Classification Mining
AC, also known as classification based on association, is an integration of two important data mining tasks: association rule discovery and classification. In 1998, AC has been successfully employed to build classifiers by [18] and later attracted many researchers, e.g. [16, 8, 33, 17] , from data mining and machine learning communities. In this section, we briefly give a formal definition of the AC problem.
Associative classi¯cation problem
AC is a special case of association rule in which only the class attribute is considered in the rule's consequent [18] , for example in a rule such as X ! Y , Y must be a class attribute. Let us define the AC problem, where a training dataset T has m distinct attributes A 1 ; A 2 ; . . . ; A m and C is a list of classes. The number of rows (cases) in T is denoted jT j. Definition 1. A row or a training case in T can be described as a combination of attributes A i and values a ij , plus a class denoted by c j .
Definition 2. An attribute value can be described as a term named A i and a value a i , denoted < ðA i ; a i Þ >.
Definition 3. An AttributeValueSet can be described as a set of disjoint attribute values contained in a training case, denoted < ðA i1 ; a i1 Þ; . . . ; ðA ik ; a ik Þ >. 
A classifier is a mapping form H : A ! Y , where A is the set of AttributeValueSet and Y is the set of class labels. The main task of AC is to construct a set of rules (model) that is able to predict the classes of previously unseen data, known as the test data, as accurately as possible. In other words, the goal is to find a classifier h & H that maximises the probability that hðaÞ ¼ y for each test case.
Current Prediction Methods in Associative Classification
Predicting the classes of test cases is the primary aim for classification task in data mining. Generally, this can be categorised into two main groups in AC, one that makes the prediction based on the highest precedence single rule applicable to the test case (Single Accurate Rule Prediction) and one that makes the prediction based on multiple rules (Group of Rules Prediction). Existing prediction methods of both categories are surveyed in the following subsections, respectively.
Single accurate rule prediction
When using the single rule prediction and given a classifier with a set of rules R and a test case t, only the highest precedence rule with reference to confidence in R that matches the test case body is considered. There are several AC algorithms that utilise the single rule matching approach, e.g. [18, 31, 5, 26, 17] . Using the largest confidence rule for classification is a straightforward approach since only the highest ranked rule is used for prediction. However, this approach has been criticised, as it is possible that there could be more than one rule applicable to a test case with similar confidence. For instance, assume that a test case t is to be classified, and there are three rules (r1; r2; r3) with confidence values of 70%, 75%, 75%, respectively, applicable to t. Assume that r1; r2; r3 are associated with different classes (c1; c2; c3). Now, most existing AC algorithms assign either class \c2" or \c3" randomly since they belong to the highest confidence rule applicable to the test case. Using such an approach to make the assignment decision is simple but questionable since there are multiple rules with close confidence values applicable to t. Therefore, utilising all the applicable rules to perform the prediction may be a more effective approach since these rules are highly representative and hold useful information.
Group of rules prediction
In the prediction process of a test case, there can be multiple applicable rules for a test case and these rules may have very close confidence values, making the decision to assign only a single rule undesirable. In this section, we shed the light on techniques in AC that employ multiple rules prediction. The CMAR algorithm exploits a prediction method that selects a subset of high support rules applicable to a test case and analyses the correlation among them, to make the prediction decision. The correlation is measured using a weighted chi-square (Max 2 ) [15] , which examines the strength of a rule based on its support. For a rule R: P ! c, let Supp(c) denote the number of training cases associated with class c and Supp(P) denote the number of training cases associated with itemset P. Also assume that jDj denote the total number of rows in the training data. The Max 2 of R k is defined as:
Zaïane and Antonie [35] developed a prediction method closely related to this one, where the class of the subset of rules in R k with the largest dominance factor gets assigned to the test case t. Another related prediction procedure, which lets every Emerging Pattern (EP) of a class that contains the test case, contributes to the final decision was proposed in [8] . An EP can be defined as an item whose support changes considerably from one dataset to another, with the ratio of the change larger than a constant factor . The ratio of the support between two datasets for a given item is called the growth-rate. Specifically, the growth-rate of an item i from dataset p to p 0 can be defined as:
Given a test data case (t), each available class is given an estimated score based on the EPs that contain t for that class and t is assigned the class with the highest score. Given t and a set Eðc i Þ of EPs for class c i discovered from the training data, the score of c i is computed as:
In [34] , the authors proposed a normalised prediction score model for uneven distributed training samples, the score of c j is computed as
where wðc j Þ is a weight function of a class c j defined as
where confðr i Þ is the confidence value of r i and R j is the set of the rules with the class c j as their consequents, Y is the number of classes, and P j is the sum of prediction scores for class j defined as
where S ij is the score which r i produces supporting that the class of test case is c j .
Another multi-rule prediction procedure was developed in CPAR [33] . Unlike the score based prediction procedures, the comparison between groups is performed using the Laplace expected error estimate [6] , where the expected accuracy for each rule is calculated before classifying a test case. For further details refer to [33] .
A common drawback of the above mentioned methods is that they adopt complicated formula from statistics to measure the strength of the rules before making the assignment in the prediction step. This indeed requires time and memory resources especially for large, dense, and multi-class classification datasets, and consequently the prediction time becomes excessive. The task becomes harder when the number of rules produced is massive. Imagine a situation where there are 100 rules associated with six classes and applicable to a test case. Using [33] prediction method for instance, one has to measure the correlation between the rule antecedent and consequent of a rule to come up with the expected accuracy for each rule. This means 100 calculations are performed, then rules are grouped by their classes, and compared to choose the class with the highest accuracy in order to assign it to the test case. The task becomes extreme when the expected rule accuracies of the groups are similar though these rules are associated with different classes. This is one of the main reasons that motivate us to propose multi-label prediction procedures that are effective yet simple to understand by humans and easy to implement. We show experimentally in Sec. 5 that the proposed prediction methods are highly competitive with respect to classification accuracy with most of the existing approaches.
The Proposed Prediction and Pruning Methods
In this section, we present three novel prediction methods and one rule pruning heuristic. We implement our methods within a known AC algorithm called MCAR [28] , which consists of three main steps. First, in the rule generation, an efficient technique that requires one training data scan is utilised. This rule discovery method is based on simple intersection of the attribute value TIDs. The TIDs of the attribute value store its locations (row numbers) in the training dataset. Second, a rule pruning method is used to remove rules redundancy and misleading rules that may decrease classification accuracy and increase training time. Third, a prediction method based on the high precedence rule, is used.
In the proposed prediction procedures, we utilise two different voting schemas. The first one counts the number of rules for each class, and then assigns the test case the class of the group that has the highest count (dominant class). The second voting method divides the rules according to the class, and computes the average confidence per class. Then it assigns the test case the class of the group that has the highest average. We consider the following assumptions in the proposed prediction methods: Assumption 1. In our rule based system, a rule can be part of the classifier if it covers partially at least one training document inside the training data collection.
Assumption 2. A rule can be considered significant if its class value correctly classifies at least one training data object during the process of building the classifier.
The following sections discuss the detail of the proposed pruning and prediction methods, respectively.
The proposed rule pruning method
Several pruning methods have been used effectively to reduce the size of the classifiers in AC, some of which have been adopted from decision trees, like pessimistic estimation [21] , others from statistics such as chi-square testing ( 2 ) [24] . These pruning methods are employed during rule generation step, for example, an early pruning, which removes itemsets that do not survive the support threshold, may occur in the step of discovering frequent itemsets. Another pruning such as 2 may take place when rules are produced, and pruning heuristic called database coverage [18] may be fired after rules are generated.
The database coverage is the mostly wide pruning in AC, which is usually invoked after rules have been created. If at least one case among all the cases in training dataset is fully matched by the rule, the rule is inserted into the classifier and all cases covered are removed from the training dataset. The rule insertion stops when either all of the rules are used or no cases are left in the training dataset. The majority class among all cases left in the training data is selected as default class. After this process, the first rule which has the least number of errors is identified as the cutoff rule. All the rules after this rule are not included in the final classifier since they often produce errors [18] . The database coverage method was used first by CBA and then latterly by other associative algorithms, including CBA (2) [19] , ARC-BC [2] , ACN [10] , Multi-label Classification based on Association Rules [29] , and ACCF [17] .
The proposed rule pruning method will be explained by example as follows. Assume that the rules shown in Table 4 were produced using MCAR algorithm with minsupp and minconf of 20% and 40%, respectively, from the training dataset shown in Table 5 . Before pruning kicks in the rules must be ranked according to confidence and support values in descending manner. The rule ranking conditions which we used are adopted from [29] , and works as follow:
(1) The rule with a higher confidence has a higher rank than others. (2) If the confidences are the same for two or more rules, then the one with a higher support has a higher rank than the other(s).
(3) If the confidences, and supports for two or more rules are similar, then the rule with fewer number of words in its antecedent has a higher rank. In other words, we prefer short rules (general rules) rather than long ones if other sorting conditions (confidence, support) are equal. (4) If the number of words in the left-hand side of two or more rules is the same, then the rule with a higher class count (majority class) has a higher rank than others. (5) If all of the above conditions are identical for two or more rules, then the rule that was generated first has a highest rank than others.
According to Table 4 , Rule-5 is the highest ranked rule since its confidence is the largest one among the rest of the rules. Further, Rules 1, 6, 7, 9, 10, and 11 have similar confidence values, but Rule-1 is ranked higher due to its larger support. Still Rules 6, 7, 9, 10, and 11 have similar confidence and support values but Rule-6 is ranked higher due to the fact that it has less number of values in its antecedent. Further, Rules 9 and 10 have the same class count, but Rule-9 is ranked before because it was generated before Rule-10.
Once the rules produced are sorted, not all of them can be used in the prediction step, and therefore some rules will be deleted. A pruning heuristic depicted in Fig. 1 is proposed to remove redundant rules from the set of produced rules. To describe this pruning method, let's use the example described earlier in this section and start with the highest ranked rule, i.e. Rule-5, and apply it on the training data (Table 5 ). This rule covers correctly (partially matches some cases, and the class of this rule is identical to the actual class of these cases) documents 3 and 4. Partial matching has been used so that the largest number of applicable rules can be included in the final classifier. This is vital since we are looking for the best effective rules with respect to confidence, support, and class distribution in the training dataset, to be used during the prediction phase. This indeed may improve the predictive power of the resulting classifiers. To the best of the author's knowledge, there are no AC algorithms which employed partial matching during the pruning phase.
So, we insert this rule into the classifier, and we remove documents 3 and 4 from the training dataset. We proceed to the second ranked rule i.e. Rule-1, and repeat the same steps on the remaining training documents until the training dataset becomes empty. At that point, the classifier gets constructed and it consists of the rules that covered correctly at least on training case, and the remaining rules that never been used are discarded. Finally we only consider the rules within the classifier for the prediction phase. In this example, the classifier contains only four significant rules (R5, R1, R6, R9), and the remaining rules are deleted. The difference between our pruning method and the database coverage pruning is that in our proposed method a rule gets inserted into the classifier if it partially covers at least one training case. On the other hand, in the database coverage of CBA algorithm, a rule must fully match the training case antecedent (rule body) in order to be considered part of the classifier.
The proposed prediction methods
In the next sub-sections, we discuss three new prediction methods implemented with MCAR algorithm. Assumption 3. In classification, let R be the set of generated rules and Ts be the set of test cases to be classified.
Dominant class label method
The basic idea of this prediction method as shown in Fig. 2 is to choose the majority class among a set of high confidence, representative and general rules in R to predict Ts. In classifying a test case (line 1), the proposed method uses a simple procedure, which counts the frequency of classes of all rules that partially match the test case body (line 6), and assigns the class that has the largest count (line 10) to Ts. In cases where no rule matches Ts condition, the default class will be assigned to the test case (line 7). The main difference between this prediction method and that of [35] is that our method does not consider the dominance factor (@) which is a statistical measure computed for each document category associated with the applicable rules, and only the category with @ above a certain user threshold can be used to make the classification decision. [35] method suffers in cases when there are two or more categories with similar @, making the choice of which category to assign a hard task.
On the other hand, the dominant class label method selects the class associated with Given a test data (Ts), the classification process works as follow: the largest number of applicable rules. In cases of two or more classes are associated with the same number of rules, the one with the largest frequency in the training dataset is selected.
Highest average confidence per class prediction method
The idea of this prediction method as shown in Fig. 3 is to select the class of the rules with the highest average confidence value among a set of rules in R to predict Ts.
In classifying a test case (line 1), the proposed prediction algorithm divides the applicable rules to Ts into groups according to the classes. Then, it computes the average confidence per group (line 6), and finally classifies Ts to the group class with the highest average (line 10). In cases where no rule matches the Ts condition, the default class will be assigned to the test case (line 7). This indeed gives the chance for the highest confidence rules in the classifier to participate in making the prediction decision, and limits the chance of using just a single rule. Particularly, instead of limiting the decision to the class of the rule with the largest confidence, this method computes the average confidence per class of all rules related to the test case, and picking up the class that belongs to the largest average, which eventually strengthen the credibility of the decision.
Input: Classifier (R), test dataset (Ts), array Tr Output: Accuracy, Recall, Precision and Break-even point measures.
Given a test data (Ts), the classification process works as follow: 
Full match rule prediction method
This prediction method as shown in Fig. 4 selects the rule among a set of rules in R that fully match the body of Ts and assigns the class of this rule to Ts. In classifying a test case (line 1), this method states that the first rule in the set of ranked rules that fully matches the test case condition classifies it (line 4). In cases where no rule matches the test case condition, the default class will be assigned to the test case (line 8). This method differs from CBA evaluation method since it considers only the highest rule that fully matching the test case, whereas, CBA considers partial matching in the prediction step.
Experimental Results
Two popular TC datasets have been investigated in this paper, i.e. Saudi Press Agency (SPA) [1] , and Reuters-21578 [14] . SPA are collected from (SPA site, 2008), and it consists of 1526 Arabic documents of different lengths that belong to six different categories (Economic \ ", Cultural \ ", Political \ ", Social \ ", Sports \ ", General \ "). Table 6 summarises the number of documents for each category. Arabic text is different than English one since it is highly inflectional and derivational language which makes monophonical analysis a complex task. Also, in Arabic scripts, some of the vowels are represented by diacritics which usually left out in the text and it does use capitalisation for proper nouns that creates ambiguity in the text. In this Arabic dataset, each document file was saved in a separate file within the corresponding category's directory, i.e. this data documents are single-labeled. In representing Arabic dataset documents, we aim to transform the Arabic text documents to a form that is suitable for the classification data mining algorithms. In the phase of data representation, we followed [11, 23] approaches and processed the Arabic documents according to the following steps:
(1) Each article in the Arabic dataset is processed by removing the digits and punctuation marks. (2) We have followed [23] in the normalisation of some of the Arabic letters such as (hamza ( ) or ( )) in all its forms to (alef ( )). are the words that are not useful, e.g. The Arabic prefixes, pronouns, and prepositions. To avoid high dimensionality we selected the top 30 features using Chi-square method [32] .
The second benchmark used in the experiments is the Reuters-21578 [14] . The Reuters-21578 is a widely used test collection in the TC research. We used the ModApte version of Reuters-21578 [14] since it is the mostly used split in the TC literature. This spilt leads to a corpus of 9,174 documents consisting of 6,603 training samples and 2,571 testing samples.
We tested our prediction procedures within the MCAR algorithm on the seven most populated categories (Table 7) with the largest number of documents assigned to them in the training dataset. Table 7 presents the number of documents for each category in the Reuters-21578 dataset. On these documents we performed stopword elimination but not stemming, and we select the top 1000 features using Chi-square method. The experiments were conducted on 2.8 Pentium IV machine with 1GB RAM and the proposed methods and MCAR are implemented using VB.Net programming language with a minsupp and minconf of 2%, and 40%, respectively. The minsupp has been set to 2% since more extensive experiments reported in [18, 15, 28] suggested that it is one of the rates that achieve a good balance between accuracy and the size of the classifiers. The confidence threshold, on the other hand, has a smaller impact on the behaviour of any AC method and it has been set to 40%. In the following sections, we show a comparative analysis between the results of our proposed prediction methods and other well-known algorithms on Arabic and English datasets.
The Saudi press agency dataset results
On this dataset we tested our produced classification systems using the different proposed prediction methods within the MCAR algorithm. The classification accuracy (Definition 13) is used as the base of the comparison. The accuracy is computed by dividing the number of correctly classified documents by the total number documents in the testing dataset. Table 8 shows a comparison between the proposed prediction methods (Dominant Number (DN), The Highest Average (HA), Full Match (FM)), and MCAR as well as other well-known TC algorithms on the SPA dataset. The TC algorithms used in the comparison are: Naïve Bayes [27, 12] , which is a simple probabilistic classifier based on Baye's theorem [9] . This method is easy and language independent. SVM [30] , which is one of the effective algorithm that performs classification by constructing an N-dimensional hyperplane that optimally separates the data into two categories. C5.0, which is a decision tree classification algorithm developed by Ross Quinlan [21] . C5.0 is an extension of Quinlan's earlier ID3 and C4.5 algorithms.
All of our classifiers produced using the different prediction methods outperformed the original MCAR, NB, C5.0 and SVM with reference to the accuracy performance measure in Table 8 . Another notable result that was also reported is . In all the proposed prediction methods we acheived 100% classification accuracy for the \Sport" category. However, for the \General" category we acheived an accuracy between 4.1% and 78.4%. These poor results indicate that the \General" category is highly overlapped with other categories with reference to terms.
Reuters-21578 dataset results
In the experiments of this dataset we used the Macro-breakeven point (BEP) evaluation measure [13] as the base of our comparison. In the Macro-break even point, one contingency table (Table 9) per class is used, and a BEP is computed for each table, and lastly all results are averaged. It should be noted that the breakeven point is the point where precision equals recall. BEP is computed based on the following equation:
Precision and recall are widely used evaluation measures in information retrieval and machine learning and defined as:
where equation variables are as summarised in Table 9 , To explain precision and recall, let's say someone has 5 blue and 7 red tickets in a set and he submitted a query to retrieve the blue ones. If he retrieves 6 tickets where 4 of them are blue and 2 that are red, it means that he got 4 out of 5 blue (1 false negative) and 2 red (2 false positives). Based on these results, precision ¼ 4=6 (4 blue out of 6 retrieved tickets), and recall ¼ 4=5 (4 blue out of 5 in the initial set) [27] . Table 10 depicts a comparison between the classifiers produced by MCAR algorithm using our prediction methods and other known TC algorithms. It should be noted that the results of the BCAR algorithm is reported in [22] and the results for the other classification systems are given in (Baoli, 2007) . The results in Table 10 revealed that all proposed prediction methods, i.e. (DN, HA, FM) outperformed the traditional TC techniques we consider. Furthermore, the HA prediction method achieved the lowest results among the proposed methods with respect to BEP. However, its BEP is 15.3% and 2.3% higher than that of Bayes and SVM algorithms, respectively. Only the BCAR algorithm outperformed the HA and FM prediction methods by 2.5% and 0.4%, respectively on the Reuters dataset. Generally, our proposed techniques if compared to other traditional classification techniques demonstrated competitive results on large and small categories, except the \Interest" category. Moreover, the proposed techniques performed better on the BEP scores than the other TC methods. Finally, the results show that utilising the proposed prediction procedures in AC mining (MCAR) can produce more accurate classification systems (see Table 11 ). Table 11 shows a comparison between our prediction methods when the proposed pruning heuristic is implemented. In other words, the proposed pruning method is implemented in the original MCAR with its own prediction method (see Sec. 3.1), MCAR with DN prediction method, MCAR with HA prediction method, and MCAR with FM prediction method. This pruning as described in Sec. 4.1 states that a rule is considered in the classifier if it correctly covers at least one training case. In Table 11 , all the proposed prediction techniques outperformed the other traditional classification techniques on the given categories. Particularly, the Adapted-MCAR achieved the highest BEP, i.e. 94.9. The won-tied-loss records of Adapted-MCAR against DN, HA, and FM are 4-1-2, 5-1-1, and 2-2-3, respectively. On average our pruning method preformed well when combined with AC prediction methods. Thus, using pruning in AC not only reduce the number of produced rules but also may improve the classification accuracy. The results reveal that the proposed pruning procedure seems to suit the MCAR algorithm and MCAR with FM prediction method for datasets with small number of training instances, i.e. (class \Interest"). This is since the numbers of high confidence rules produced per class are small, making the class assignment decision not highly recommended. So, in these cases methods which employ single rule prediction perform better than those which utilise multiple rules.
Conclusions
In this paper, the problem of predicting test data cases in associative classification (AC) mining has been investigated. The outcomes are the following:
. New three effective prediction methods called Dominant Class Label, Highest Average Confidence per Class, and Full Match Rule. . A new rule pruning method that removes unnecessary rules. . A review on the current prediction methods in AC.
We have selected a large number of English and Arabic data collections (Reuters, SPA) to evaluate our proposed methods. Further, a number of well-known text categorisation algorithms (SVM, KNN, NB, C4.5) as well as AC methods (MCAR, BCAR, 2-PS, ARC-BC), have been compared with our proposed methods against the Reuters and SPA text collections. The bases of the comparison are the classification accuracy and the break-even-point (BEP) evaluation measures.
The extensive performance studies indicated that our proposed prediction methods are highly competitive when compared with traditional TC prediction algorithms such as those of SVM, C4.5, KNN, and NB in terms of prediction accuracy and BEP. Specifically, on the SPA dataset the proposed FM prediction method have 5.9%, 3.2%, 37.2%, 19.1%, 12.6%, and 29.1% higher accuracy figures than DN, HA, MCAR, SVM, C5.0, and NB algorithms, respectively. Moreover, and for the Reuters-21578 benchmark, the proposed DN prediction method have 10.5%, 14.9%, 19%, 16%, 1.2%, 7.4%, 7.8%, 6%, 3.7%, 1.6%, and 8.5% higher BEP figures than 2-PS, ARC-BC, Bayes, C4.5, BCAR, KNN, SVM (poly), SVM (rbf), HA, FM, and MCAR algorithms, respectively. Furthermore, our prediction methods scales well if compared with popular AC prediction approaches such as those of 2-PS, ARC-BC and BCAR with regards to BEP.
Finally, using pruning in AC improves the accuracy of the outputted classifier and this was clear when the proposed pruning method have been utilised in MCAR algorithm. In near future, we intend to develop other pruning and prediction methods for multi-label classification where a rule can be associated with more than one class.
