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Abstract 
Scowcroft, P. and A. Macintyre, On the elimination of imaginaries from certain valued fields, 
Annals of Pure and Applied Logic 61 (1993) 241-276. 
A nontrivial ring with unit eliminates imaginaries just in case its complete theory has the 
following property: every definable m-ary equivalence relation E(x, y) may be defined by a 
formula f(x) =f(y), where f is an m-ary definable function. We show that for certain natural 
expansions of the field of p-adic numbers, elimination of imaginaries fails or is independent of 
ZFC. Similar results hold for certain fields of formal power series. 
Introduction 
Poizat’s definition in [12, p. 11541 declares that a complete theory T eliminates 
imaginaries just in case one may associate, with any JU k T and any formula q(_?, 5) 
with parameters 2 from M, a subset A of M with the following property: if X Z= .& 
and s: X+X is an automorphism, then 
s{X E Nk: q(.?, a)} = {X E Nk: ~(2, a)} 
just in case s IA is the identity on A. A useful corollary of the definition states 
that when T is a complete theory in which at least two objects are definable, T 
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eliminates imaginaries just in case every T-definable m-ary equivalence relation 
E(j, y) may be defined in T by a formula 
where p is a function, definable in T, with m-ary arguments and n-ary values (for 
some positive integer n) [12, p. 11551. 
Say that a structure JCI eliminates imaginaries when Th(&) does. Using this 
terminology, we may summarize Poizat’s specific examples by saying that the 
standard model of arithmetic, the ordered set of rational numbers [12, p. 11541, 
any algebraically closed field [12, pp. 1158-11601, and any differentially closed 
field of characteristic zero all eliminate imaginaries. When discussing definable 
Skolem functions in [3, p. 6291, van den Dries notes that the ordered field of real 
numbers eliminates imaginaries because a special selection theorem is true in 
@, <, +, -2 *, 0,l). In that context, if {Si}xeA is a definable family of sets- 
i.e., A is definable, and ‘1 E S,’ is definable - then there is a definable function f, 
with domain 
such that f(Z) always belongs to S,, and f(x) = f(Z) whenever S, = Sf (2, Z E A’). 
If we apply this result to the equivalence classes of a definable equivalence 
relation, we obtain a definable function p that satisfies the second condition given 
above for elimination of imaginaries. 
Does the field of p-adic numbers eliminate imaginaries? Like R, Cl!, admits 
definable Skolem functions [3, pp. 627-6281, and Section 1 will show that C$, 
satisfies a selection theorem that, when interpreted over R, yields the selection 
theorem mentioned by van den Dries. But the topological differences between R 
and Q, prevent these two facts from combining over Q, to eliminate imaginaries. 
If at least two distinct objects are definable in a complete theory T that admits 
definable Skolem functions, then an easy argument shows that T eliminates 
imaginaries just in case every T-definable equivalence relation has a T-definable 
set of representatives. Since the equivalence relation given by 
(*) the p-adic value of x = the p-adic value of y 
is definable over the ring Q, but has no definable set of representatives [16, 
p. 11461, 9p does not eliminate imaginaries. 
To force Q, to eliminate imaginaries, and thereby to add to the analogies 
betweeen R! and Q,, we might expand the class of sets definable over Q, by 
adding a set of representatives for the equivalence relation (*). The most obvious 
set of representatives is the set of powers of p, and if we expand the language of 
rings to make this set definable over Q, -say by adding a symbol for the 
function r : Q, + 62, given by r(0) = 0 and 
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when uN # 0 -we obtain essentially the theory of QP studied by Ax and Kochen 
[l]. While (Q,, +, -, 0, r, 0, 1) shares many model-theoretic properties with 
(R, <, +t -7 .? 0, I) and (QP, +, -, *, 0, l), it still does not eliminate im- 
aginaries. In 1986 we found that the definable equivalence relation given by 
(*) x -y is integral 
has no set of representatives definable in (Q,, +, -, a, r, 0, l), and we give a new 
proof of this result in Section 2. 
If we continue to follow the strategy used to vanquish (*), we should consider 
the structure (Q,,, +, -, -, r, T, 0, l), where T: 42, + Qp is the function giving the 
tail 
T(&ai~~) = &aipi 
of the p-adic number CiaN a,~‘. Certainly T(x) is the most obvious representative 
of x’s equivalence class with respect to (*), and we can show that any 
equivalence relation definable in the ring QP has a set of representatives definable 
in (QP, +, -, -, r, T, 0, 1). But in Section 3 we prove that the statement 
(Q,, +, -, ., r, T, 0, 1) eliminates imaginaries 
is independent of ZFC. The approximate reason for this pathology is that we can 
define second-order arithmetic inside (Q,, +, -, ., r, T, 0, l), and 
Second-order arithmetic eliminates imaginaries 
is independent of ZFC. Yet Sections 4-6 point out that the argument is more 
subtle than this remark suggests. While the definition of second-order arithmetic 
still works for structures (R((t)), +, -, ., r, T, 0, l), (Q$((t)), +, -, -, r, T, 0, l), 
and (c((t)), +, -) s7 r, T, 0, 1) analogous to ((IX!,,, +, -, ‘, Y, T, 0, 1), the inde- 
pendence result applies only to the first two of these new structures; (C((t)), +, -, 
*, r, T, 0, 1) does not eliminate imaginaries. 
Although we cannot rule out the possibility that less obvious sets of 
representatives for (*) and (*) may avoid these independence results, they may 
suggest hat we should not try to eliminate imaginaries by adding to the definable 
subsets of QQpm. In the Conclusion we will discuss another approach, related to 
Shelah’s Teq (as in [9, p. 195]), that may yield conclusions more definite about 
elimination of imaginaries over QD. 
1. A selection theorem for Q, 
Before we discuss differences between families of sets definable over R and 
over QP, we will note a point of similarity. If 9 = {Si}xeA is a definable family of 
subsets of Q;, a selection for Y is a definable family 5 = {T,},,, such that 
{(S,, T,): f E A} 
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is a function and each Ti E S,. If each Ti belongs to a class C% of sets, we will say 
that 3 is a selection of 9%. Using this terminology, we may state 
Lemma 1. Let {Si}FEA be a definable family of subsets of ~2;. Zf each S, has 
dimension zero (in the sense of [16, §3]), then {Si}*_, has a selection of singletons. 
Proof. This result is a slight elaboration of Lemma 7.1 in Denef’s [2]. A definable 
subset of Q,” has dimension zero just in case it is a nonempty finite set (by the 
proof of Theorem 3.2(iii) in [16] and Theorem 2 of [S]). So {Si}XEA is a definable 
family of nonempty finite sets. Because the theory of the ring C&, is algebraically 
bounded [8, Theorem 41, there is (Y E N such that 
for all X E A. If we wanted merely a function f : A + 62; such that each f(i) E S,, 
we could finish the proof by invoking Lemma 7.1 of [2]; we must examine its 
proof, however, to show that f (i) depends on S, rather than X. 
Suppose, first, that m = 1. Denef’s procedure for obtaining definable functions 
starts with a definable family {Tz}iEB of subsets of Q, such that 
for all X E B, and produces a definable family { Ti}xEB of sets such that 
for all X E B. If we call the production of { T6}iBB from {Ti}icB a step, at most 
(Y - 1 steps produce a definable function f : B+ Cl!, for which f (2) E Ti when 
2 c B. Ti depends on T,, (Y, and an arbitrary ordering of the cosets in O,* of kth 
powers, where 
k = q(p”‘) and Z= max v(n) 
l=S?l<CK 
(q is Euler’s function, and v : Q, ---f Z is the p-adic valuation). 
To reduce our freedom of choice in defining {TL}X‘EB from {T,},,,, we start by 
fixing, for each k, an ordering of the cosets in Qp* of kth powers that will be used 
in all future steps. Given { Ti}xeB, we now define 
a=max(T,I 
ZEB 
and define 1 and k from a: as above. {Ti}ieB is now a selection for {T,-},,B; so if 
we start with {SZ}xeA and perform at most 
+‘lW)-1 
of these modified steps, we obtain a selection of singletons for {SZ}xsA. 
Elimination of imaginaries 245 
To extend the result from m to rn + 1, we employ the procedure used by Denef 
in [2, p. 141; note that any projection of a zero-dimensional set is still 
zero-dimensional (by Theorem 3.2(ii), (iv) of [16]). 
By induction on m, the proof is complete. 
We now examine a very different instance of our result: 
Lemma 2. If {Sy}i,, is a definable family of nonempty open subsets of Q,“, then 
{Sj}xtA has a selection of nonempty compact open sets. 
Proof. If x = (x,, . . . , n,) E QT, we let 
1x1 = sup{lx,L . . . , lGnl?~ 
where ]xi( is the p-adic absolute value of Xi E Q,; x H 1x1 induces the usual 
topology on QT. By ‘the open ball with center x and radius r E (0, 00)’ we mean 
this set is clopen in Q,“, and we may always assume that r is a power of p. 
Given a nonempty open U c Q,“, we want to find a nonempty compact open 
V c U, definable from U, that depends only on U’s topological structure and not 
on formal properties of U’s definition. If U = Cl!:, we can take V = B(6, 1); so 
suppose that U # Cl;. Say that a ball B(x, r) E U is maximal just in case it is not a 
proper subset of any other open ball contained in U. Since U #CDT, an easy 
argument shows that every x E U is a center of a maximal ball contained in U; this 
argument certainly depends on the ultrametric inequality, which guarantees that 
every point of a ball is a center of the ball. Say that r E {p”: n E Z} is a maximal 
radius just in case r is the radius of a maximal ball. If the set of maximal radii is 
bounded above, then the least upper bound of the maximal radii is also a 
maximal radius, since {p”: n E Z} is discrete. So with U we may associate r,, 
which is the greatest maximal radius, if the maximal radii are bounded above, and 
is otherwise the least maximal radius greater than one. If we look at a maximal 
ball B of radius r,, x e 1x1 achieves a minimum value nB on the compact set B. If 
ns = 0, then B = B(6, ru), and we may let V = B@, ru); so, suppose that no 
n B = 0. By the ultrametric inequality, no maximal ball of radius r, can have 
points in common with B(6, ru), and so there is a minimal n, which is positive. 
Call it nu, and let V be the union of all maximal balls B, of radius r,, such that 
nB = n,. V is nonempty and open, and V is bounded since 
V c B(& r, + n,,). 
If {x,},~~ is a sequence in V that converges to x E QT, then there is N E N such 
that 
b/v-&lI<c/ for all n 2 N. 
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xN E V belongs to some maximal ball B, of radius rU, with nB = 11”, and so is a 
center of B by the ultrametric inequality; thus every X, with n 2 N belongs to B, 
and x = limx, belongs to B c V since B is closed. Thus V is closed, as well as 
bounded, and so is compact. Using the fact that {(x, y) E CD;: 1x1~ ]y I} is 
definable [16, p. 11391, we may show that V is definable from U; clearly the 
definition relies on U’s topological structure, rather than on formal properties of 
u’s definition. The A-indexed family of sets V corresponding to sets U = S, is a 
selection of the desired sort. 
We may now prove 
Theorem 1. Let {S,},,, be a definable family of subsets of QDpm. There is a 
selection {Si},_, for {Si}x,, such that each Sk has the same dimension as S, and is 
homeomorphic by projection to a compact open subset of Ci$ for some k 6 m. 
Proof. While proving Theorem 1, we may assume that the dimension of S, is 
constant for X E A. For if we can prove this special case of Theorem 1, we can 
obtain the general case by the following argument. Because each S, G CD;, each 
S, has dimension at most m [16, Theorem 3.2(i), (ii)], and so A is the disjoint 
union of the sets 
Ak = {X E A: S, has dimension k}, 
where k E {--co} U (0, . . . , m}. Each Ak is definable [16, Theorem 3.2(iii)], and 
so yields a definable family {Sz}xcA,. If we apply the special case of Theorem 1 to 
each of these families, and then take the union of all the resulting families 
{S&4,, we obtain a definable family {Si},_, that satisfies the requirements of 
Theorem 1. So we assume, in what follows, that every S, has dimension k, where 
k E (-00) U (0, . . . , m}. 
If k = -a, each S, = 0, and we may let Si = PI. 
If k = 0, then Lemma 1 provides the desired selection; note that a singleton is 
homeomorphic, by projection, to Qg, a compact open subset of 0:. 
If k = m, then by the proof of Theorem 3.2(iii) in [16], each S, has nonempty 
interior in CP;. Lemma 2 therefore provides a selection for {int Si}XBA which 
meets our requirements. 
Suppose, finally, that every S, has dimension k, where 0 < k < m. Fix an order 
< on the set 9 of k-element subsets of (1, . . . , m}. If 
F = {il < . ..<i,}~%, 
let nF : Cl!;+ CD,” be projection onto the xi,-, . . . , xi,-axes. If f E A, then since S, 
has dimension k, the proof of Theorem 3.2(iii) in [16] implies that int nFSi # 0 for 
some F E 9; let FF E 9 be the <-least such F. Since A is the disjoint union of the 
definable sets 
A,={XEA:F,=F}, 
Elimination of imaginaries 247 
where F E %, an argument like that given at the start of this proof allows us to 
assume that Fi has the constant value F E 9 for Z E A. Let n = x~. {int zS,},,, is 
a definable family of nonempty open subsets of Qi; so by Lemma 2, there is a 
selection {Ci},,, for {int J&},,~ of nonempty compact open subsets of Q$. If 
i EA and 
Hi = (2 E C,: dim(Y’(i) n S,) > 0}, 
then dim H,- < k: otherwise, Corollary 3.2(ii) of [16] implies that 
k = dim S, P= dim{G E S,: Ed E Hi} s 1 + k. 
Thus D? = C, - H2 c U2: has dimension k [16, Theorem 3.2(ii)] and so has 
nonempty interior in Cl!: [16, Corollary 3.13. Let 
A’={(Z,~)EAXQ;:~ED~}. 
By the definition of D,-, {S, fl n-‘(jj)}(2,jjEA. is a definable family of zero- 
dimensional subsets of QT. Lemma 1 therefore provides a selection {Ez}ZtAr of 
singletons for {& fl JG-‘(‘J)}(~,~)~~.. For X E A define fi: D2+ QF by 
U&9] = &,Y) 
and let 
Dk = {j E Dgf? is continuous at J}. 
Because D,- has nonempty interior, Theorem 1.1 of [16] implies that 0: also has 
nonempty interior. So by Lemma 2 again, there is a selection {Di},,, for 
{int D:T}?_, of nonempty compact open subsets of Q$. If 
S; =ff(D;) 
for X E A, then SJ is a nonempty subset of S,. Each ff TDi is continuous, and fZ is 
one-to-one: for if J, ti E domf, = D,- and f&j) =fi(U), then J!$~) = ,!&) and so 
{Y> = W,,,,,) = 4q.q) = {U>. S’ mce each D$ is compact, each f2 TDG is a 
homeomorphism of 0: onto fi(DI) = Si, a compact, k-dimensional subset of S, 
homeomorphic via (f2 TO&‘>-’ = n TSi to the compact open set 0: G Q,“. An easy 
argument now shows that {Sg},_, is a selection for {.Si}xeA. 0 
Theorem 1 has the following weaker corollary: 
Corollary 1. Let {S,},,, be a definable family of nonempty subsets of 62:. There 
is a selection {Si},-,A for {S,},,, f o nonempty sets homeomorphic by projection to 
compact open subsets of Q!,k for various k s m. 
If in Corollary 1 we replace the ring Q, by the ring R, we get the selection 
theorem, by van den Dries, mentioned in the Introduction: for the only 
nonempty subsets of R” homeomorphic, via projection, to compact open subsets 
of some R“ (k G m) are singletons, which are homeomorphic to R”. Of course, 
we cannot replace QP by [w in Theorem 1, and the existence over Q, of definable 
compact open sets of positive dimension certainly suggests that definable families 
of sets may prove more complicated over Q, than they do over R. In fact, Q, 
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allows no selection of singletons for the family of equivalence classes of the 
relation 
I4 = IYI 
mentioned in the Introduction. This example, and later ones to be discussed 
below, long suggested that over Q, we could not choose, in elementary fashion, 
an interesting subset of a definable set that depended only on the set. The present 
results show that more is possible along these lines than we had imagined. 
2. The Ax-Kochen language for Q, 
To eliminate imaginaries from C!$ we must dispose of this last example, and the 
most obvious way to dispose of it is to add a set of representatives for 
{(x, y) E C$: (xl = Iyl} to the definable sets. We may reach this goal by adjoining, 
to the structure of Q, as a ring, the function r that associates with every x E Cl$ 
the power of p with the same order as x: 
r(0) = 0, r =pN if aN#O. 
The subsets of Cl!: definable over Y’i = (a,, +, -, ., r, 0, 1) are exactly the 
subsets of 0; definable in the Ax-Kochen language for Q, (see [l] and [15]), and 
the theory of 9, shares many desirable properties with the theory of the ring Cl!,: 
both are model-complete, eliminate quantifiers in simple definitional extensions 
of their languages [15], [S], and admit definable Skolem functions [14], [3]. 
Unfortunately, 
Theorem 2. (CD,, +, -, *, r, 0, 1) does not eliminate imaginaries. 
Proof. The proof of the corresponding result for rings relies on the fact that 
definable subsets of Q, without interior are finite. The present proof also relies on 
special topological properties of definable sets without interior, though these sets 
now may be infinite; 
is an obvious example. 
If Y1 eliminates imaginaries, then since it also admits definable Skolem 
functions, every definable equivalence relation has a definable set of repre- 
sentatives (see the Introduction, p. 242). By the ultrametric inequality 
R = {(x, y) E Q;: 1.x - y I s l} 
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is an equivalence relation, and R is definable even in the language of rings (since 
‘]u( c (~1’ is so definable). Let S be a definable set of representatives for R. 
S c Qp has no interior, and so has dimension zero (in the sense of [1.5, p. 9161). If 
S’= 
1 
p-“C a;p’:a,#O& c a,pks ={r(.q’x:O#xES}, 
iZM i3M > 
then S’, the image of S under a definable map, also has dimension zero [15, 
Theorem 31. Thus the definable set S’ 5 Q, has no interior in Q, [15, p. 9161, and 
so some finite Cantor-Bendixson derivative of S’ is empty [15, Theorem 11. But 
since S’ is dense in {x E QP : 1x1 = l}, no Cantor-Bendixson derivative of S’ is 
empty, and we have a contradiction. 0 
3. An expanded language for 6& 
If we handle this new equivalence relation by following the strategy applied to 
((4 Y) E Q;: I4 = IY I>, we should consider the structure Yz = (U&,, +, -, 
a, r, T, 0, l), where T :Q,, + Q$ is the function giving what we will call the tail 
T(izMaiPi) = MzcOaiPi 
: 
of a p-adic number. But the following theorem may reveal a flaw in the strategy, 
for 
Theorem 3. ‘(C&, +, -, *, r, T, 0, 1) eliminates imaginaries’ is independent of 
ZFC. 
Proof. Our argument runs roughly as follows: second-order arithmetic may be 
defined in Y;; ‘Second-order arithmetic eliminates imaginaries’ is independent of 
ZFC; and our particular interpretation of second-order arithmetic allows us to 
transfer the independence result back to 9,. 
Here second-order arithmetic is the structure & = (N, 2N, +, ., ap, 0, l), where 
2N is the set of (0, l}-valued sequences and ap:2” x N-t (0, l} is the function 
that applies sequences to arguments. If 
(2”)’ = (j5) &Pi: Vi E N (ai = 0 v ai = 1) 1 
and ap’ : (2N)' x N+ (0, l} is given by 
aP’(~aiP’, i) =aj, 
then 
&=.Ni = (N, (2”)‘, +, ., ap’, 0, 1); 
we will show that JV”~ is definable in 9,. 
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The definable set 
S = {r($‘T(x): X E Q, & 1x1> l} 
is the set of all natural numbers not divisible by p. Thus 
fV=SU’J {xEQDp: Ixl<l&i+xES} 
i=l 
is definable, and the restrictions of addition and multiplication on Q, to N give 
the usual arithmetical operations on N. 
To define (2N)’ and ap’ in .!Yz, we first define the map c :ZP x N+ (0, . . . , 
p - l} which gives the coefficient of pi in the standard representation of a p-adic 
integer: 
C(I$4Piji) =aj. 
The idea behind the definition is that if we multiply C&, a,p’ by p-j and remove 
the tail of the result, we get C&LZ~+~#, whose constant term, so to speak, is ai. 
Note, first of all, that since y E N *py E N is primitive recursive, it is definable in 
(M +, *, 0, 1) [6, p. 2411 and so definable in our present context. So if we write 
C(X, y) = 2 e (XI S 1 & y E N & 2 E (0, . . . , p - l} 
& ((pyx - (T((pY)_lx) + 2)l-c 1, 
we show that c is definable. Thus 
and 
(29’ = {x E z&,: vy E N (C(X, y) = 0 v C(X, y) = 1)) 
ap’=cr(2rm)’ X N 
are definable. 
Now for the first half of the independence result. 
Lemma 3. If 2” has a well-ordering dejinable in (FV, 2”, +, ., ap, 0, l), then 
(Q,, +, -9 *, r, T, 0, 1) eliminates imaginaries. 
Proof. Given the hypothesis of the lemma, we know that (2N)’ has a well- 
ordering definable in Yz. If there is an injection h : Z, += (2N)’ definable in Yz, 
then we may transfer the well-ordering of (2”)’ to a well-ordering of ZP definable 
in Yz. By placing ZP before C.& - ZP, and transfering &,‘s well-ordering to 
Q,, - Z,, by taking reciprocals, we find that Yz has a definable well-ordering. The 
criterion on p. 242 of the Introduction implies that any structure with a definable 
well-ordering eliminates imaginaries, and so the proof is complete if h exists. 
We will let h(CLo aipi) be the element of (2N)’ corresponding to the sequence 
01~~~101~~~101~~~10~~~ . 
‘--- 
a(, + 1 times a, + 1 times n2+ltimes ... 
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so for x E ZP,, 
251 
w=Cp 
c(x,/)+l 
cm</ (c(xvm)+2) c Pk. 
I=0 k=l 
The function f : N --, N given by 
is primitive recursive, and so definable in (FV, +, *, 0,l) and in Y& Let 
g : Zp x N * N be the function given by 
g(-G 0 = z, (CC% m) + 2). 
Since g is essentially a primitive-recursive function, we may define it in 9, by 
using Dedekind’s trick and the recursion-theoretic coding machinery available in 
(IV, +, ., 0,l). Treating natural numbers as codes for finite sequences of natural 
numbers, we may let (x, y) E N2 * (x), E N be a recursive function giving the yth 
entry of the sequence coded by x [6, pp. 230,241]. Then 
g(x,l)=y e 3aE~[(a),=O&tfb~N(b<z~ 
(a)b+l = (a)h + c(x, b) + 2) & (a)[ = rl; 
since < ]RJ2 is a primitive-recursive relation, g is definable in 9,. We may now 
define the function s : Zp x N + N, given by 
s(x, n> = 2 pCm</ (c(w=)+z) 
c(x,t)+l 
C pk, 
I=0 k=l 
as follows: 
s(x, n) = y ++ 32 E N [(a),, =pg(Xzo)f(c(x, 0) + 1) 
&Vb E N (b < n--, (u)~+~ =(a), + pg(xSb+‘)f(~(~, b + 1) + 1)) &(a), = y]. 
Thus h receives the following definition in Yz: 
h(x)=y c, V~#O3m~NVn~N(~y-s(x,rn+n)~~(~(). 0 
Note that the existence of the definable map h : i&, L, (2N)’ does not depend on 
the hypothesis of Lemma 3, and so we may exploit h in: 
Lemma 4. Assume that there is no function f : 2”-, 2N, definable in (N, 2”, +, 
a, ap, 0, l), such that 
f(x) = f (y) ++ x and y difier in only finitely many places 
for all x, y E 2N. Then (Q,, +, -, ., r, T, 0, 1) does not eliminate imaginaries. 
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Proof. The equivalence relation 
R = 
N 
2 f(i)P’, 2 g(i)P’) E ((2N)‘)2: f, g E 2N differ in only finitely many places 
i=O i=O 
is definable in &2: 
xRy ++ 3m E N Vn E N (c(x, m + n) = c(y, m + n)). 
So if Yz eliminates imaginaries, there is a function g : (2”)‘+ 0); (m > 0), 
definable in Yzsp2, such that 
XRY - g(x) = g(y) 
for all x, y E (2”)‘. If g = (gl, . . . , g,), where each gi: (2N)‘-, Q,, define 
k, : (2”)’ + (2’) by 
h(pgi(x)) 
“@) = {h(l + g,(x)-‘) 
if g,(x) E &, 
if g,(x) Z Z,. 
k = (k,, . . . , k,) : (2”)‘-+ ((2N)‘)” is definable 
(*) xRy - k(x) = k(y) 
for all x, y E (29’. 
in .Yz, and 
Assume that we may define in Nz an isomorphic copy pz of sP,- with the 
domain $ of $ contained in 2”- and an isomorphism 1 between J& and the 
copy (Nk)^ of JV~ in $. Let fi and k be the copies of R and k in pz. Since .Y?~ is
definable in .& so are 2 and L, and (*) implies that 
WfZUb), W)) - (/&l)(a) = (t&l)(b) 
for all a, b E 2N. Because I is an isomorphism, the definition of R implies that 
JQ != @(a), l(6)) ++ a and b differ in only finitely many places 
for all a, b E 2”. Thus the .&definable function i 0Z violates Lemma 4’s 
hypothesis, which must also rule out functions like f but with values in (2N)m. So 
if we can define gz and 1 in J&, Lemma 4 is true. 
We approach the definition of $ by defining a copy of (ZP, +, -, 0, r, 0, 1) 
inside &. ZP will correspond to 
% = {q E 2? q(0) = 0 & vx E N [(q(x) = o- q(x + 1) = 1) 
& (q(x) = l-+2Y GP (4(x +y) = O)>l) 
in the following way: C;“=. sip’ E ZP is encoded by the sequence 
01~~~101~~~101~~~101~~~. 
‘W-V 
a0 + 1 times a, + I times (I~ + 1 times 
+, -> -7 and r correspond, under this coding, to functions definable in &, and 0 
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and 1 correspond to definable elements of %‘. Though the definitions are not 
very interesting in themselves, we feel obliged to give a few to bolster our claim; 
so we will define the function a : %‘+ ‘3 that corresponds to addition. The idea 
behind the definition is that the coefficient of p” in CrL, a,p’ + CL, b,p’ depends 
only on CrEO aipi and ~~+ bipi; so if we can define functions F, H: % X N-+ N 
and G : IV-+ %’ such that 
F code for 2 aipi, n 
i=O > 
G( ,zo atpi) = code for g0 aipi, and 
H code for 2 aipi, n = a,,, 
i=O > 
then a(q, S) is the unique u E %’ such that 
Vx E N (H(u, x) = H(G(F(q, x) + F(s, x)), x)). 
We start with H. The function H,: Vi?-+ N such that 
Ho 
( 
code for 2 a,p’ 
> 
= a0 
i=O 
is easily defined: 
H,(q)=y ++ O~y<p&k’z~y(q(l+z)=1)&q(l+y+1)=O. 
We may also define a function shift : ‘G: +- % such that 
m 
shift 
( 
code for 2 Uipi 
) 
= code for 2 aipi-‘: 
i=O i=l 
namely, 
shift(q) = s * Vz E N (S(Z) = q(H,(q) + 2 + z)). 
Then H: %“+ %’ is the unique function obeying the recursion schema 
H(q, 0) = H,(q), H(q, z + 1) = H(shift(q), z). 
If (,> : N2+ N is a primitive-recursive bijection of N2 onto N, then (,) is 
definable in (IV, + , +, 0, l), and we may define H explicitly as follows: 
H(q,z)=w ++= 3u~2~[dnu((O,n))=q 
& Vk E N {Anu( (k + 1, n)) = shift(Anu( (k, n)))} 
& w = H,(Anu((z, n)))]. 
To define G, note that the code for zero is the characteristic function of the 
odd natural numbers, and that the function N: %-, % for which 
m m 
N 
i 
code for c a,p’ 
> 
= code for 1 + 2 a,p’ 
i=O i=O 
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is also definable: 
N(q)=s f, VxEN((H(q,x)=p-l&.+X)=0) 
v3xE~[H(q,x)#p-l&Vy<x(H(q,y)=p-1) 
&Vy<x(H(s,y)=O)&H(s,x)=H(q,x)+l 
& VY ‘x (%I Y) = H(q, Y))l* 
So G is the unique function that obeys the recursion schema 
G(0) = code for zero, G(z + 1) = N(G(z)). 
Here is an explicit definition: 
G(x)=q f, 3u~2~[Vx(u((O,2x))=O&u((O,2x+1))=1) 
& Vk E N (Anu( (k + 1, n)) = N(Anu( (k, n)))) & q = Anu( (x, n))]. 
F obeys the identity 
F(q, z) = c H(q, wIpw, 
wsz 
and so may be defined as follows: 
F(q, z) = v @ 3~ E N [(Y)o = Wq, 0) 
CQ v.x <z ((YL+1 = (Y Ix + ff(q, x + llPxtl) & v = (Y )=I. 
Having defined F, G, and H, we conclude that a : %‘--t % is definable in ,hrz; 
similar arguments how that functions on % corresponding to - , . , and r also are 
definable. 
We may now encode elements x E CD, - ZP by sequences 
(1. * . 1)-q, 
-u(x) times 
where q E % is a code for P(X)-‘X (and v : Q, + Z is the p-adic valuation). Thus 
~~=~u{qE2~:q(O)=1&3x(q(x)=O&vy<x(q(y)=1)&hz(q(x+z))~~}. 
With the help of the functions, on %‘, corresponding to + , - , a, and r on Z,,, we 
may define functions on $ corresponding to + , - , 3, r, and T on C$,. The 
definitions do feature many cases: when we define the function corresponding to 
addition, for example, we must distinguish different cases corresponding to the 
different possible relations between the orders of C aipi, C bipi, and C a,p’ + 
C b,p’. But only patience is needed to write down all the cases, and we leave 
them to the reader. We conclude that $ is definable in N2. 
The isomorphism 1: &-+ (.Ni)^ must take II E N to the code for n, viewed as a 
p-adic integer: so 1 r N = G. 1 must take q E 2N to the code for CT=“=, q(i)p’: so l(q) 
is the unique u E % such that 
q = Ax H(u, x). 
Thus 1 is definable in .&, and the proof of Lemma 4 is complete. 0 
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Theorem 3 follows from Lemmas 3 and 4 together with independence results in 
set theory. The axiom of constructibility implies that 2N has a well-ordering 
definable in JV~; remarks on pages 276 and 467 of [ll] imply the analogous result 
for NN and (N, Nrm, +, ., ap, 0, l), and coding tricks like those used in the proof of 
Lemma 4 allow the transfer of this result back to 2N and J&. On the other hand, 
forcing produces a model of ZFC in which there is no function f : LPw+ PO, 
definable in the language of set theory, such that 
(*) VX, YE 9’0 (X a Y is finite tf f(X) =f(Y)); 
in such a model & will satisfy the hypothesis of Lemma 4. The model of set 
theory is that discussed by Feferman on pp. 341-342 of [4], and the argument that 
no definable f obeys (*) goes as follows (see [4, pp. 341-3421 for notation). No 
condition Q that forces ‘f : L!?‘o-+ Bw & (f)’ will also force I E f (S), or I 4 f(S) 
for every 1 E w: otherwise, there is a transform r, with r(Q) = Q, such that 
Sa z(S) is infinite but f(S) =f(tS), and (*) fails. Thus there are I E w and 
conditions Qi, Q2, forcing ‘f : P’w-+ 9”~ & (k)‘, such that Qr It 1 E f (S) and 
Q, It l efV>. W e may therefore build transforms tr, t2 such that each ti(S) n S is 
finite and each r,(Q) E Diag(S), and (*) now yields a contradiction. Thus ‘.& 
eliminates imaginaries’ is independent of ZFC in such a way that Theorem 3 is 
true. 0 
While it suggests that the strategy followed so far will not eliminate imaginaries 
any time soon, the following result shows that the equivalence relations that 
drove us to 9, no longer cause any trouble. 
Theorem 4. Let {S_F}PEA be a family, definable in the language of rings, of 
nonernpty subsets of QT. In (Cl&,, +, -, *, r, T, 0, 1) one may define a selection 
{ Ti}?_, for {Si}xtA of singletons. 
Proof. By an argument like that on p. 246 of Section 1, we may suppose that 
k = dim S, is constant for all .? E A. Since Lemma 1 implies the desired result if 
k = 0, we may suppose that k > 0. We may also suppose, by an argument like 
that on pp. 246-247 of Section 1, that there are i, < . . . < i, in { 1, . . . , m} such that 
if JC: CD,“+ Ci$ is projection onto the xi,-, . . . , xik-axes, then every int JCS~ # @ 
The proof of Theorem 1 yields a selection {Si},,, for {&}?_,, definable in the 
language of rings, such that each JL 1 Si is a homeomorphism of SJ onto a 
nonempty open subset of 0;. 
Assume that there is an yzP,-definable well-ordering i, of Q“ c Qsi. Since each 
.nSi is nonempty and open, each JCS~ contains a point with rational coordinates, 
and we may let T, = {Z}, where z(t) is the <,-least element of Q“ II ES;. So if 
-K~ exists, the proof is complete. 
Clearly 4, will exist if Q has a well-ordering <1 definable in Y;. If there is an 
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Yz-definable surjection g : N3* Cl!, then we may let 
x(ry c, x,yErang&3a,6,c,dVe,f[g(a,b,c)=x 
& (g(6 c, f) = y +a<dv(a=d&b<e)v(a=d&b=e&c<f))]. 
But since N G Q, is definable in Yzp2, we may let 
0 if c = 0, 
g(a, b, c) = bc-’ ifc#Oanda=O, 
-bc-’ ifc#Oanda#O 
for a, b, c E N. Cl 
4. Related results on (F{(t)), +, -, ., r, T, 0,l) 
Before suggesting a new strategy to eliminate imaginaries over Q,, we want to 
point out that the results of Sections 2-3 also apply to certain rings of formal 
power series. Let F be Q,, R, or C. We will show that equivalence relations 
analogous to those already considered prevent the ring F((t)) and the structure 
N(t)), +, -> .y r, 0, 1) from eliminating imaginaries, where r : F((t))-, F((t)) 
sends 0 to 0 and 
r 
( > 
C J;f’ = tM 
i=A4 
when fM E F*. When we advance to (F((t)), +, -, ., r, T, 0, l), where 
T: F((t))* F((t)) obeys 
we will find that elimination of imaginaries is independent of ZFC when F is Q, 
or R. When F = C, however, the abundance of Q(t)-automorphisms of C((t)) 
allows us to show that (C((t)), +, -, a, r, T, 0, 1) does not eliminate imaginaries. 
Because our treatment of (F((t)), +, -, a, r, T, 0, 1) will rely on coding tricks 
similar to those just used in Section 3, we will treat this structure first and leave 
F(Q)) and U?(t)), +, -, e7 r, 0, 1) to later sections. Just as before, we start by 
defining a copy of second-order arithmetic. 
Lemma 5. Let F be a field of characteristic zero: then a copy of (N, 2N, +, 
0, ap, 0,l) is definable in Y= (F((t)), +, -, ., r, T, 0, 1). 
Proof. We proceed much as we did in Section 3, although some differences will 
arise when we must deal with power series in the transcendental t rather than 
power series in p E Q. 
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To define F in Y, we start by defining Ft, whose nonzero members are the 
elements of F((t)), of minimal positive order, that do not contain more than one 
power of t. If x H 1x1 is the t-adic absolute value on F((t)), then the relation on 
F((t)) given by 
1x1 s IY I 
is definable in the ring F((t)) [5, p. 501. S o in 9’ we may define Ft as follows: 
YeFt ++ l~l<Ill&(~fO -+Vt (lyl< IzI+ ]I( c lz]) & 7(y-‘) =y-‘. 
Because 
F = {y E F((t)): 3z, w E Ft (w #O&yw = z)}, 
F is definable in Y. 
Now we define F[t]. PO = {r(x)-‘T(x): (xl > Ill} is the set of polynomials of 
order zero, and so 
F[t]=P,U {y: 3x~ F (x+y EP”)}. 
Since F has characteristic zero, a result of R. Robinson shows that N c F[t] is 
definable in the ring F[t] [13, $21; so N is definable in 9’. 
Following the discussion of Section 3, we note that JV~= (lV, (2”)‘, +, 
-9 ap’, 0,l) = JV”~, where 
(29’ = (09 l>[ltll 
and ap’: (2”)’ x N-+ (0, l} is given by 
ap’(~.D’, i) =fi- 
Just as before, we can show that & is definable in 9’ if we can define 
c: F[[t]] x N-+ F in Y, where 
And c will be definable in Y if the function n E N ++ t” is definable in 9, since 
c(-Gy)=z - l-4 6 111 &y E N 8.~2 EF & I(t’)-‘x - (T((ty)-‘x) + z)l < 111. 
In Section 3, n E N HP” E N played the role of n E fV H t”, and so we could 
exploit coding tricks from arithmetic to define n -pn. But since the t”‘s are not 
integers, we must invent some new coding to handle recursive definitions of 
functions like n H t”. After defining N[t] in 9, we will encode finite sequences 
from N[t] as single elements of N[t], and then use these codes in familiar ways to 
give recursive definitions of functions taking values in F[t]. 
We start by defining an analogue cO: F[[t]] x P-+ F of c, where 
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The definition is very much like c’s: 
c&, y) = t ++ 1x1~ (1) &y E P &z E F & Jy-lx - (T(y-‘x) + z)l < 111. 
Given cO, we may define N[t] as the set of all elements of F[[t]] whose coefficients 
belong to N and are almost all zero: 
x E N[t] ++ x E F[[t]] & Vy E P (c,(x, y) E N) 
& 3y E P vu E P (luj G (Y(-,C”(X, u) = 0). 
We may now treat elements of N[t] as codes for finite sequences of elements of 
N[t], and extend the decoding function (x, y) E N2 * (x), E N of Section 3 to a 
function (x, y) E N[t] x N - [xl, E N[t], where [xl, is the yth polynomial in the 
sequence of polynomials coded by X. Thus 
[Xl, = z * X, 2 E N[t] & y E N & Vu E P (C”(Z, u) = (C”(X, u)),). 
Finally, we may use Dedekind’s trick to define it E NH t” E N[t]: 
y=t” ++ nE~&&32,E~[t]([U]o=l&V(iE~((i<II--,[21]j+l=[V]it)&y=[V],), 
and t is definable in 9 because 
x = t e I(X) =x & 1x1< (II &Vy (1yl-C Ill-t (y( s 1x1). 
Thus the proof is complete. Cl 
The first half of the independence result follows from: 
Lemma 6. Let F be R or C!$. If 2N has a well-ordering definable in (N, 2N, +, 
., ap, 0, I), then (F(Q)), +, -, a, r, T, 0, 1) eliminates imaginaries. 
Proof. As in the proof of Lemma 3, we need show merely that there is an 
Y-definable map h : F[[t]] % (2N)‘. B ecause we may encode sequences of elements 
of (27’ as elements of (29’, we need find just an Y-definable h,: F 4 (2N)‘: if 
(, ) : N2-+ N is a primitive-recursive bijection of N2 onto N, and ho is available, 
then we may define 
h(x) = y t, x E F[[t]] & y E (2N)’ 
& vm, n E N (ap’(y, (m, n )) = ap’(&(c(x, m)), n)), 
where c and ap’ are the Y-definable functions from the proof of Lemma 5. 
For the rest of this proof, let 1x1 be the absolute value, relative to F, of x E F. 
{(x, y) E F2: 1x1 s I y 1) is definable in the ring F, and so definable in Y. Because 
N, Q, and n E NH~” E N are all definable in Y, 
(x,y,n)EFXQXN:n+O&lx-yl~~ 
1 
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is definable in 9. Now, Y certainly permits the definition of a bijection b : N 4t Q. 
Since Q is dense in F, we may define a : F x N-+ N in Y by 
a(x, m) = the least n E N such that (x, b(n), m + 1) E V. 
We may now let h,,(x) be the element of (2’)’ corresponding to the sequence 
0 ,1.:-1, 0 ,1* 1’1, 0 J *:. 1, 0 . *. . 
0(x,0) + 1 times a(x.1) + 1 times 0(x,2) + 1 times 
so 
h,(x) = 2 t 
a(x,l)+l 
C,<r(~(%m)+2) c tk. 
I=0 k=l 
Following the argument on pp. 251-252 of Section 3, but using the FV[t]-coding 
machinery where appropriate, we may define h, in 9. Cl 
Note that if F is any field, with absolute value, in which Q is dense, the 
argument for Lemma 6 goes through as long as V is definable in Y. 
The second half of the independence result begins with: 
Lemma 7. Let F be a field, of characteristic zero, deJinable in (N, 2N, +, 
.> ap, 0,l). Assume that there is no f :2N-+ 2N, definable in (FYI, 2N, +, 
0, ap, 0, l), such that 
f(x) = f (y) ++ x and y differ in only finitely many places 
for all x, y E 2N. Then (F((t)), +, -, r, T, 0, 1) does not eliminate imaginaries. 
Proof. The proof of Lemma 4 gives the result desired as long as we may define in 
JV* an isomorphic copy 9 of 9 -with domain contained in 2rm -and an 
isomorphism I between & and the copy (&)- of & in 9. Let F# be the copy of 
F defined in ,Irz. We may assume, without loss of generality, that F# E 2N. 
As in Lemma 4, we begin by defining a copy of (F[[t]], +, -, ., r, 0, 1) inside 
.&. F[[t]] will correspond to 
that is, we encode C fmt” by a sequence of codes for the fm’s. Since Oft, l# E 2N 
are definable in &, the codes in ‘% for 0 = C;Z, Ot’ and 1 = 1 + CTzI Ot’ are 
definable elements of 2N. +, -, ., and r also correspond to functions definable in 
,Y;: for example, the function a : @+ %’ corresponding to addition may be 
defined by 
a(q, S) = w t, Vm E N [kzq(( m, n)) +#Ans((m, n)) = kzw((m, n))]. 
We may now encode x E F((t)) - F[[t]] by a sequence whose first -V(X) 
columns encode I* and whose other columns together encode r(x)-lx 
(v : F((t))+ Z is the t-adic valuation). Thus the domain of 9 will be the union of 
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% with 
{q E 2”: Anq((0, n)) = 1” & 3m (Anq((m, n)) = 0’ 
&Vk<m(Anq((k,n))=1*&3s~%I/k,n(s((k,n)) 
= q((m + k, n))))). 
By proceeding as suggested in the proof of Lemma 4, we may define analogues 
on the domain of 9 of the operations of Y, and so obtain a copy $? of Y in &. 
To define the isomorphism 1: .N2* (.Nl\r;)” between .& and the copy of .Ni inside 
of 9, we must define 1 on N and on 2N. Since ((N’)^, (<‘)^) is definable in .& 
and isomorphic to the well-ordered set (N, <), we may use Dedekind’s trick once 
again to define 1 on N. If q E 2N, Z(q) should be the code in 9 of the power series 
CZzO q(m)t”; so for q E 2N and s E %, 
l(q)=s - VbEN[(q(b)=O4ns((b+l,n))=o#) 
&(q(b)=l+Ans((b+l,n))=l#)]. 0 
The second half of the independence result also needs 
Lemma 8. The fields R and Q, are definable in (N, 2N, +, a, ap, 0,l). 
Proof. By the proof of Lemma 4, we need consider only R. Let @, 0 : N2+ N be 
primitive-recursive functions, and 0 c N2 a primitive-recursive relation, such that 
(N, 69, 0,O) = (Q, +, *, <). We may now view elements of 2” as characteristic 
functions of subsets of Q, and in & we may single out the set lR# of characteristic 
functions of lower cuts. So q E 2N belongs to Iw* just in case 
3m~N(q(m)=1)&3m~N(q(m)=O) 
&VmEN[q(m)=l +SzEN(mOn&q(n)=l) 
& Vn E N (n 0 m + q(n) = l)]. 
We may exploit in .N2 the definitions in [lo, Appendix F] of arithmetic operations 
on lower cuts to define the field R in .Nz. 0 
As on p. 255 of Section 3, with the help of Lemmas 5-7, we now obtain: 
Theorem 5. Zf F is R or Q,, ‘(F((t)), +, -, *, I, T, 0, 1) eliminates imaginaries’ is 
independent of ZFC. 
However, we also have: 
Theorem 6. (C((t)), +, -, ., r, T, 0, 1) does not eliminate imaginaries. 
Proof. As noted at the start of this section, C[[t]] E @((t)) is definable in the 
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language of rings. Let - G @[[t]]” be the equivalence relation given by 
x- y ++ x and y differ in only finitely many coefficients. 
Since 
x -y f, 3m E N Vn E N (c(x, m + n) = c(y, m + n)), 
where c is the function defined in the proof of Lemma 5, - is definable in Y. We 
will show, however, that there is no function f : @[[t]]+ C((t))” (n > 0), definable 
in Y, such that 
(*) X-Y t, f(x) =f(y) 
for all X, y E C[[t]]. 0 ur argument will exploit Y’s many automorphisms: if CJ is 
any automorphism of the field @, and we extend o to @((t)) by defining 
o ( > izf;ti = iz o(jX 
then G is an automorphism of 9’. 
Suppose that Y permits the definition of an f = (fi, . . . , fn) obeying (It). We 
may assume that ran(f) c @[[t]]“, f or we may otherwise replace each fi by the 
function 
1 $(x> x ++ 1 +&(x)-l if J(x) E Wtll, if&(x) E a=(@)) - @Ktll 
(remember that t is a definable element of 9’). If x E C[[t]], then the coefficients 
of each A(X) are rational functions of the coefficients of X: otherwise, there is an 
automorphism o of @ that fixes each of X’S coefficients but changes some 
coefficient of an A(x), and o extends to an automorphism of Y that fixes x but 
moves f(x). 
Now let x = C&g$’ and y = C~ohiti be power series such that the g’s and h’s 
are algebraically independent: i.e., if S(Xi,, . . . , Xi,, q,, . . . , I$,) is any nonzero 
polynomial with rational coefficients, then 
s(gi,7 . . * j gi, 2 hiI 2 . . * > hj,) f 0. 
Since there is an automorphism (7 of @ with a(gi) = hi for each i, there is an 
automorphism of Y that sends x to y, and so f(x) to f(y). Since the h’s are 
algebraically independent, we conclude that for each 1 <j <n the rational 
functions that produce the coefficients of J(X) from the g’s are formally the same 
as the rational functions that produce the coefficients of fi(y) from the h’s. 
This conclusion still holds when x and y each have algebraically independent 
coefficients: i.e., when we assume merely that if s(X,,, . . . , Xi,) is a nonzero 
polynomial with rational coefficients, then 
s(gi,, . . . f gi,)s(h,, 7 . . . j hi,) + 0. 
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For since @ has uncountable transcendence degree over Cl!, there is a power series 
z = Cyz”=o kit’ such that the g’s and k’s are algebraically independent, and also the 
h’s and k’s are algebraically independent; two applications of the earlier result 
give the desired conclusion. 
So for 1 <j s 12 let s&X), s,,~(X), . . . E Q(Xo, X1, . . .) be rational functions 
such that 
i($l Siti) = zO Si,j(&T)ti 
whenever the g’s are algebraically independent. If CTzogiti and CT=“=, hit’ are 
power series, each with algebraically independent coefficients, such that gi = hi for 
almost all i, then (*) says that each 
But since each Si,j(X) has only finitely many arguments, and since @ has 
uncountable transcendence degree, this identity implies that no s~.~(X’> can 
depend on its arguments: i.e., every Si,j(X) is a constant Si,j E @. So f is constant 
on the set of all power series with algebraically independent coefficients. Since 
this class of power series is not contained in an equivalence class of -, (*) fails 
and we have a contradiction. 0 
5. Imaginaries in F((t)) 
If F is Q,, R, or C, our treatment of the ring F((t)) and the structure 
(F(Q)), +, -, ., r, 0, 1) will differ from the treatment of (Cl&,, +, -, *, r, 0, 1) in 
Section 2. There, we exploited the existence of definable Skolem functions to 
reduce elimination of imaginaries to the existence of definable sets of repre- 
sentatives for definable equivalence relations. We then used information about 
the topology of definable sets to rule out a set of representatives for the 
equivalence relation 
V(X-y)>O. 
Here we still can derive the necessary results on the topology of sets definable in 
F(G)) or in (F((t)), +, -, ., r, 0, 1). But only when F is Q, or R may we invoke 
definable Skolem functions to reduce our problem to one on definable sets of 
representatives. So to treat the various cases in as uniform a manner as possible, 
we have used arguments different from those in Section 2, although Q, and 
(a,, +, -, *, r, 0, 1) could be handled with the more elaborate arguments 
presented below. In fact, our model-theoretic treatment of (F((t)), +, -, 
., r, 0, 1) is a descendant of our 1986 treatment of (Q,, +, -, *, r, 0, 1). 
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We handle F((t)) much as [16, Note 21 handles Q,. We extend the elementary 
theory of the ring F((t)) by introducing new predicate symbols P,, for n 2 2, with 
the defining axioms 
vzd (K(x) 
We also introduce 
language. 
++ 3y (y#O&y” =x)). 
a new constant symbol c to denote t. Let 55’ be the resulting 
Lemma 9. The Z-theory of F((t)) admits elimination of quantijiers. 
Proof. This result follows easily from quantifier-elimination theorems in [18]. Let 
YQ be the following three-sorted language for valued fields. There is an 
F-sort-with F-variables X, y, . . . - for the valued field, a r-sort-with r- 
variables ct; p, . . . -for the value group, and an &-sort-with &,-variables 
r, s, . . . -for the residue field. The F-sort has function symbols +, -, I, 
-1 
-corresponding to addition, additive inverse, multiplication, and multiplica- 
tive inverse - and constant symbols 0, 1, c corresponding to zero, one, and t. The 
&-sort has analogous symbols except for c. The r-sort has function symbols +r, 
-r-corresponding to addition and inverse in the value group-constant 
symbols Or, l’, and m-corresponding to the identity element of the value 
group, to its smallest positive element, and to the order of zero-and predicate 
symbols cr and =n, for each n L 2; Cr corresponds to the order on the value 
group, while =,, corresponds to the relation of congruence modulo II in the value 
group (a Z-group, in what follows). There are also function symbols u for the 
valuation map from field to value group, and res for the residue-field homo- 
morphism. The ring F((t)) may be expanded, in an obvious way, to a structure 
for &,, which is interpreted so that 0-l = 0, --ym = ~0, VCX [(CX +rm = ~0) & ((Y # 
co+ LY <r co)], and Vx [v(x) cr O* res(x) = 0] are true. 
Weispfenning shows that the theory of F((t)) admits elimination of quantifiers 
in an extension .ZZF of Z0 that depends on F [18, Theorem 4.121. If F = C, we may 
let ZS& = ZO; if F = IR, we extend 5!$ to ZR by adding, to the &,-sort, a two-place 
predicate symbol < corresponding to R’s ordering; if F = Q,, we extend ,Ce, to 
.J&, by adding, to the &sort, predicate symbols PA, for II 5 2, that correspond to 
the sets of nonzero nth powers in US,,. 
Let ~(2) be any _&formula whose free variables are among the F-variables X. 
An easy argument based on Weispfenning’s results shows that cp(i) is equivalent, 
over F((t)) viewed as an .J$-structure, to a quantifier-free formula built from 
formulae 
(9) a = b, v(a) 0 v(b), A res(E), res (i) Ores($), 
where a, b, a’, b’ are polynomials in X, q is an atomic predicate of the r-sort, and 
A and 0 are atomic predicates of the &-sort. In this argument we exploit 
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c -which does not figure in Weispfenning’s results-to eliminate occurrences of 
1’ from atomic r-formulae. So Lemma 9 will hold if each formula in (*) that is 
not of the F-sort is equivalent to a quantifier-free Z-formula. 
Hensel’s lemma shows that 
v(a) = v(b) ++ a = b = 0 v (a, b # 0 & P,(a’+ cb2) & P2(b2 + ca’)) 
and that 
v(u) <r v(b) ++ (a # 0 & b = 0) v (a, b # 0 & P2(u2 + cb2) &lP2(b2 + ~a’)). 
To handle v(u) sn v(b), we first note that in the multiplicative group of F((t)), 
the subgroup of nonzero nth powers has only finitely many cosets, each with a 
representative named by a closed Z-term. When F = @, these terms are 
1, c, 2, . . . ) d-l; when F = R, they are 1, c, . . . , CT’, -1, -c, _ . . , -d-l; and 
when F = Q,, they are a, UC, . . . , acn-‘, where a ranges over a finite set of terms 
naming integers in the finitely many cosets of nonzero nth powers in Q,. Let T% 
be the finite set of terms needed for the cosets of nth powers in F((t)), and 
partition TF into T$‘, . . . , T>“-‘, where the terms in T”;’ are exactly those 
which, under the standard interpretation of 2, name elements of order i in 
F((t)). Then 
v(a)Env(b) ti a=Ovb=O v (a, b #O&~~~I-,~~~~~,,P,(ca)&P,(db)). 
We also have 
res(%) = res($) c, (v(u) #v(b) & v(a’) # v(b’)) v (v(u) = v(b) & V(a’) = v(b’) 
&(v(bb’)<,v(ub’-u’b)va=a’=b=b’=O)); 
using the equivalences already obtained, we may transform the right-hand side 
into a quantifier-free Z-formula. 
We thus handle Z. = Ze. To handle Pn, we note that 
res(E)<res($) t, ( v(a) cr v(b) & v(a’) = v(b’) & P2($)) 
v 
( 
v(a)=v(b)&v(u’)<,v(b’)&P, y 
( 1) 
v (v(ub’-bu’)=v(bb’)&P2(u’bb;,b’a)). 
Using the equivalences already obtained, we may eliminate the r-sort formulae 
in favor of quantifier-free .Y-formulae. In R((t)) 
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where T = Ti is the set of terms given above; so we may reduce res(a/b) < 
res(a’/b’) to a quantifier-free Z-formula. 
Finally, to handle ZoD we note that 
PA res b ( (“)) t-, v(a)=W&P,(;) 
and that 
P, ; t-, a, bfO&~~T(P,(cu)tzP,(cb)), 0 
where T = T&, is the set of terms given above. 0 
The equivalence relation on F((t)) given by 
is definable in the language of rings [5, p. 501. If there is no function 
g:F((t))+ F((t))“, definable in the language of rings, such that 
u(x) = V(Y) ++ g(x) = g(y) 
for all x, y E F((t)), then the ring F((t)) will not eliminate imaginaries. Suppose 
that such a g = (gi, . . . , gn) exists. Since g is definable in the language of rings, 
Lemma 9 implies that each gi may be defined by some quantifier-free Z-formula. 
Familiar arguments-see, e.g., [16, pp. 1142-11431 -now provide nonzero 
polynomials hi(X, Y) E Z[t][X, Y] such that each 
hi+, g,(x)) = 0 for all x E F((t)). 
If x E F((t)) has order N E Z, then 
hi(x, gi(tN>) = O; 
since there are infinitely many x’s of order N, 
hi(X, gj(t”)) = 0 in F((t))[X], 
and so Y -gj(tN) divides hi(X, Y) in F((t))[X, Y]. Because hj(X, Y) has only 
finitely many factors Y - z with t E F((t)), there is an infinite set of integers on 
which N wgi(tN) is constant. Repeating this argument several times, we find that 
NH g(t”) must be constant on an infinite set of integers, though g is one-to-one 
on the set of powers of t. This contradiction implies that 
Theorem 7. Zf F is Q,, R, or @, then the ring F((t)) does not eliminate 
imaginaries. 
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6. Imaginaries in (F(Q)), +, -, *, r, 0,l) 
When F is Cl&,, R, or C, we may dispose of the example behind Theorem 7 by 
considering, once again, the structure (F((t)), +, -, ., r, 0, 1). To show that it 
does not eliminate imaginaries, we will work directly from Poizat’s definition in 
the Introduction. We will produce a model Jbl of Th(F((t)), +, -, 1, r, 0, 1) and a 
formula p7(x, a), with a EM, such that there is no A c M with the following 
property: for any automorphism s of any JV 3 &, 
s{x E N: q(x, a)} = {x EN: cp(x, a)} iff s 1 A = id 1 A. 
We begin with X. Assume the continuum hypothesis; we can eliminate it later 
on in the usual way. Let K be the saturated elementary extension of (F((t)), +, 
-, a, r, 0, 1) of size X1. Starting from [7, Theorem 51, we may view X as a field of 
generalized power series. Let Z be the saturated Z-group of size X1 and F’ be the 
saturated elementary extension of F of size K1. We may take JV to be 
(F’((rZ))Ko, +, -, ., r, 0, l), 
where F’((fZ))KO is the set of generalized power series with coefficients from F’, 
exponents from Z, and countable, well-ordered support; here r is defined at 
nonzero CiczLt’ by 
r ( > C hti = tie, icZ 
where i0 is the least i E Z such that 5 # 0. 
The countable group Q x Z, ordered lexicographically, is a Z-group, and so 
may be viewed as an elementary substructure of Z. N# = F((t”““)),, is Henselian 
[7, p. 3901, and its value group and residue-class field are elementary substruc- 
tures of those for F’((tZ)),. Since r(N*) c N’, 
X* = (N#, +, -, ., r, 0, 1) 
is a substructure of .K So X* =5 N as a result of the following lemma. 
Lemma 10. Zf .7C is a substructure of JV, 5Y is Henselian, X’s value group is a 
Z-group, and X’s residue field is elementarily equivalent to F, then Yt < N. 
Proof. We may identify the value group of N (Yt) as that subgroup of x’s (%?s) 
multiplicative group determined by the range of r (r 1 K). If we borrow =5&F from 
the proof of Lemma 9, and interpret the r-sort as the last sentence suggests, X 
and Yt expand to 2’F-structures X* and X*, with YC* a substructure of X*. X* 
and X* have cross-sections-the inclusion maps of their value groups into their 
fields- and if we expand -Ce, to 2?F,X by adding a symbol n for those 
cross-sections, X* and X* determine 5EF,,-structures X**, Yt* *, with X** a 
substructure of X* *. Since these structures are Henselian, valued in Z-groups, 
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have residue fields elementarily equivalent to the model-complete field F, and 
carry cross-sections, results mentioned in [18, p. 4501 imply that Th(X**) = 
Th(X**) is model-complete. Thus X* * < X**, and so 3” < X. 0 
Since (0, 1) is the smallest positive element of Q x Z, t = tcovl). If u = t(‘*‘), a 
simple computation shows that 
N* = F((toX”)),, = (F(t)))((uo))N,. 
The valuation u : IV*+ Q X Z corresponding to r is given by 
where (iO, jo) is the least element (i, j) of Q x Z such that Jj # 0. If (i, j), 
(i’, j’) E Q X Z, we write 
(i, j) << (i’, j’) when i < i’ in Q. 
To state the next lemma, we need some notation. Let F((t))A consist of the 
elements of F((t)) algebraic over Q(t). Expand the language 2? of Lemma 9 to a 
language 2’ by adding constant symbols for all the elements of 
G = F((t))A({u’: r E Q}). 
We may interpret 2’ in K by letting c name t and giving the obvious 
interpretations to the other symbols. Let 
a=u 4 + u-3/2 + u-5/4 + . . . E p. 
Then we have 
Lemma 11. Zf b E N’ and v(u-‘) << v(b), then a and a + b have the same Y-type. 
Proof. Because the Y-theory of X’ admits elimination of quantifiers, we need 
show only that if 
f(X x,. . . f L) E F((t))“[X K, . . . 2 Yml, 
rl, . . . , r,,, E 62, and n 2 2, then 
(I) f (a, ~‘1, . . . , u”) = 0 iff f (a + b, uq, . . . , u”) = 0 
and 
(II) P,(f (a, zP, . . . , u”)) iff P,(f (a + b, url, . . . , u”)). 
Suppose that 
Lemma 12. H = U,“=, F((t))A((ul’n)) is algebraically closed in N#. 
Then since neither a nor a + b belongs to H, a and a + b are transcendental over 
G, and (I) holds. 
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As for (II), we may assume that each ur, is a positive power of a fixed ui”, with 
s a positive integer; then the problem reduces to showing that 
(III) P,(f(a, u’“)) iff P,(f(a + b, u’“)) 
when f(X, Y) E F((t))A[X, Y]. S’ mce we may assume that f(X, Y) # 0, and since a 
is transcendental over G, f(a, u”‘) #O, and so (III) holds just in case 
If k is the degree in X of f(X, Y), then 
f(a + b, cd”) =f(u, d”) + 1$1 ;g, (a, d’“)b 
by Taylor’s theorem. @/ax’ # 0 for 1s 1 c k, and so 
Assume, for the moment, 
Lemma 13. If&X, Y) E F((t))A[X, Y] - {0}, then 
u(u) <<v ( (@/=)(a, uy g(u, ZP) > 
Then 
b(Tf/dXm)(u, d”) 
(am-y/ axy(u, ZP) 
for every 1 c m S k, 
o << v f(a ( + b, u1’7 _ 1 f(u, P) 1 ’ 
and (IV) holds by Hensel’s lemma. 
Proofs of Lemmas 12 and 13 will therefore complete the proof of Lemma 11. H 
determines a substructure X of X: so if ZE < N, Lemma 12 follows. By Lemma 
10, X< X if K is Henselian, is valued in a Z-group, and has residue field 
elementarily equivalent to F. The value group of 9C is Q x Z, and the residue field 
of 5?’ is the prime model of Th(F). F((t)) A is Henselian, and each F((t))A((~““)) 
is Henselian with respect to the coarsening of u obtained by dividing ((l/n)Z) x Z 
by (0) x Z (i.e., by replacing < by <<). An easy argument based on these facts 
shows that H is Henselian, and completes the proof of Lemma 12. 
The argument for Lemma 13 is more complicated. If F((t))A is the algebraic 
closure of F((t))A, then 
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is an algebraically closed [17, p. 981 valued field whose valuation, onto Q x Q, 
extends the valuation G inherits from X#. Take G’s algebraic closure in .J& to 
obtain a valued subfield &i of &. Let z& be the valued field obtained from X#‘s 
algebraic closure by adjoining a valuation, onto Q x Q, extending K#‘s. Because 
the theory of algebraically closed, nontrivially valued fields admits prime model 
extensions of substructures [18, Corollary 3.61, there is an elementary embedding 
h : sdl + d2 fixing every element of G. 
Given g(X, Y) as in Lemma 13, we may assume that g has positive degree 1 in 
X. g(X, ~4~“) factors in &i as 
g(X, CP) = c(P) fI (X - lj;), 
i=l 
where c(Y) E F((t))A[Y] - (0). If we can show that each 
v(a - h(5ri)) << zI(U-‘), 
then since 
(aglax)(a, .y 
g(4 .1’s> =g#;(,,~ I 
we can conclude that 
as desired. 
Fix an i between 1 and 1. If v(&) << V(U-“) in til, then v(h(&)) << V(U-*) in 
d2, and 
U(U - h(ci)) = U(h(cj)) <<V(U) < V(Lf-‘)e 
Suppose, then, that the series & begins with a multiple of U-‘. Because a is not a 
Puiseux series, there is m 2 -1 for which 
!5E,~oup 
(l+*-‘) + S,Ur + . . . = cy + s,u, + . . . ) 
where r > -(l + 2-“) belongs to Q and s, E F((t))A is not 1 if r = -(l + 2-@+‘)). 
If r = -(l + 2@+‘)), then 
U+(& - a) - 1 = (s, - 1) + U-r(* . .), 
where 0 << V(U-‘(0 . e)) and s, - 1 E Fo)A h as order bounded by that of some t” 
with n E Z. So in d2 
V(U-r(h(&) - Ly) - 1) = ?J(h(s, - 1)) s v(P). 
But 
21(u-r(u _ a) _ 1) = u(U-rU-(1+2m(m+y = u(U2-(m+‘)-2m(m+7 >> v(t”) 
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and so 
v(u_‘(a - h(&)) = v([uP(a - cw) - l] - [u_‘(h(&) - cx) - 11) 
= t.J(u_‘(/2(&i) - a) - 1) <v(F); 
hence 
v(U - h(~i)) ~ V(t”Ur) << V(U-‘). 
If rf-(1+2- (m+1)), then either s, = O-in which case & = a, h(&) = a, and 
v(a - h(&)) = v(a - a) << u(u-‘) -or s, # 0 and v(& - a) = v(s$). Since s, E 
F((t))A, v(tq) 6 u(s,) s v(P) for certain n, q E Z, and 
tJ(tW) s tJ(S$) < u(t”u’); 
hence 
u(tW) C v(h(&) - a) =z v(t”2.C). 
Note that v(u - a) = v(z.-(~+~-(‘“+‘))). If r < -(l + 2-(m+1)), then 
rJ(h(5;) - (Y) C v(t”u’) << ?J(u- (1+2~(m+‘9) = V(u _ a) 
and so 
?J(u - h(&)) = rJ(h(&) - @) << V(U-(1+2~(m+‘))) <<V(cC’). 
If -(1+2- (m+1)) < r, then 
v(u - (y) = U(U-(i+2~(m+‘9 ) << V(t’U’) ~ v(h(~i) - ~) 
and so 
v(U - h(5i))= v(U - (u)= V(U~~'+2~~m+'~~)<< V(U-'). 
In all cases, therefore, 
v(u - h(&)) << V(C’), 
and the proof of Lemma 13 is complete. 
Let 
Zr = (9 U {r}) - {Pn: n 2 2}, 
9; = (9’ U {r}) - {P,: 12 2 2). 
Tr (9;) is the language appropriate for (.i\r, t) ((JV, t)G). The following result 
corresponds to Lemma 11: 
Lemma 14. If b E N# and v(u-‘) << v(b), then a and a + b have the same L$-type. 
Proof. If X’ is the F-structure induced by X, Lemma 11 implies that there is an 
automorphism s of X’ that sends a to a + b. s is the identity on G, and if G(a)A 
(G(u + b)A) is the algebraic closure in N of the field G(u) (G(u + b)), then s 
maps Go onto G(u + b)A. Because b E N#, this field contains both G(u) and 
G(u + b). So all three fields have image, under v, equal to the Z-group Q x Z, 
and an easy argument shows that 
~(G(u)~) = v(G(u + b)A) = Q’x Z. 
Elimination of imaginaries 271 
Thus 
~(G(u)~) = r(G(a + b)A) = {tmur: m E B & r E Q}, 
and we may expand Go and G(a + b)A to 3?;-substructures NU and &+b of 
(.&“, t)o. Because ~(G(u)~) E G, s induces an isomorphism between N0 and JV~+~, 
and the 3:-type, in &a, of u equals the 3?;-type, in &+b, of a + b. Since J+$, 
x a+b =S (N, r)G by Lemma 10, Lemma 14 follows. 
We now focus on the elementary substructure .& of X whose domain is Go: 
i.e., we restrict & to the language of JV. By [5, p. 501, the relation on F((t)) 
given by 
is definable in the language of rings. So if (F((t)), +, -, *, r, 0, 1) eliminates 
imaginaries, there is a subset A of M for which 
s{x EN: V(X -a) ~O}={x~N:v(x-u)sO} iff s rA=id rA 
whenever s: X-,X is an automorphism. As a first step towards showing that no 
such A exists, we prove: 
Lemma 15. Let GA be the algebraic closure of G in N, and let s: X-t X be an 
automorphism. Ifs 1 G = id 1 G, then s 1 GA = id 1 GA. 
Proof. Clearly s(GA) = GA. G c H = U~=l F((t))A((~“n)), and Lemma 12 says 
that H is algebraically closed in N#, which is algebraically closed in N: so GA 
consists of the elements of H algebraic over G. If 5 E H, then r(f) E G, and so 
~(s(ij)) = r(E). We thus need show merely that s fixes elements of GA whose 
order is zero. If we look upon such a E E H as a power series in some u”“, with 
coefficients from F( (t ))” , we need show only that s(c) has the same constant term 
in F((t))A as 5; repetition of the argument will then yield the desired result. But 
if 
E =f"(t) + Uk’% 
where J,(t) E F((t))A - {0}, k > 0, and y E F((t))A[[~l’n]], then 
n(5 -f”(o) ’ WY 
for all m E Z. Because ‘V(X) > v(y)’ is definable in .J$ from t, which is fixed by s, 
and s also fixes f;,(t) E F((t))A, 
n@(5) -f”(t)) ’ v(t”> 
for all m E Z. s(g) E GA c H must be a power series in some u~‘~; if go(t) E F((t))A 
is the constant term of s(E), then v(f”(t) -go(t)) > v(t”) for all m E Z and so 
fo(t) = go(r). Thus s fixes every element of GA. Cl 
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Lemma 15 already tells us that the set A s M cannot be contained in GA: for 
while every G-automorphism of X is the identity on GA, Lemma 14 produces 
G-automorphisms of X that send a to a + u-1/2, and 
v((a + u-y - a) = v(u-1’2) << 0. 
So if A exists, it must contain points of M - GA. However, we now run into: 
Lemma 16. Zf CE M -GA, then there is a b E M, with v(b) >> 0, and a 
G-automorphism s of X such that s(a) = a + b and s(c) # c. 
Given this lemma, we find that A can contain no c E M - GA: for if b and s 
obey the conditions in Lemma 16, then s 1 A #id r A, but 
v(x -a) 30 iff v(sx -sa) 30 iff v(sx -a -b) 2 0 iff v(sx -a) a0 
for any x EN. Lemma 16 thus implies that (F((t)), +, -, *, r, 0, 1) does not 
eliminate imaginaries. 
We start to prove Lemma 16 by noting that since c EM = Go, there is a 
nonzero polynomial Cz,q(X, Y)Z’ E F((t))A[X, Y, 21, of degree n >O in 2, 
such that 
$& c,(a, u”)ci = 0 
for some d > 0 in Q. We may assume that n is the least positive integer for which 
such a d exists, and we may also assume that C ci(X, Y)Z’ is irreducible in 
F(@))“[X, Y, Zl. If 
go ci(a + b, ud)ci # 0 
for some b E M (&N’) with v(b) >> 0, then Lemma 14 provides a G- 
automorphism s of X that sends a to a + b, and the last display implies that 
s(c) # c. So, suppose that 
~ Ci(U + b, Ud)Ci = 0 
i=O 
for all b E M with v(b) >> 0. This identity holds whenever b = b(u) for some 
b(X) e F((t))A[X] divisible by X, and 
n-1 
~~ [Ci(U, Ud)C,(U + b(u), U”) - Ci(U + b(u), Ud)C,(U, Ud)]Ci = 0. 
So by the minimality of n, 
ci(a, ud)c,(a + b(u), u”) = c,(a + b(u), ud)c,(a, u”) 
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for 0 <i s IZ and b(X) as above. The polynomials 
Ci(Uy Ud)C,(U + Xp U”) - C;(U + X7 Ud)Cn(U, I%“) 
in G(a)[X] thus have infinitely many roots and are identically zero: 
(*I c&z, Ud)Cn(U +x, u”) = Ci(U +x, Ud)C,(U, u”). 
Because c Ci(X, Y)Z’ is irreducible, some c,(X, Y) is not divisible by X, and so 
Cj(O, Y) f 0 and Cj(O, u”) # 0. Letting X = --a in (*), we find that 
Cj(Ut U”)C,(O, U”) = Cj(0, Ud)C,(U, Ud); 
so c,(O, u”) # 0 and 
Ci(Ut U”) Ci(Op U”) 
c,(u, u”) = c,(O, u”) 
for every i, 0 c i s II. Thus 
0 = i Ci(U, ud)ci = c,(u, u”) 2 ci(a, Ud> ci 
i=O i=O Cn(“, ud) 
and 
n Ci(O, U”) 
= c,(a, Ud) c 
i=O C,(Oy U”) ’ 
i 
$. c,(O, Ud)Ci = 0. 
Thus c is algebraic over G, contrary to hypothesis. Cl 
We close by eliminating the continuum hypothesis from our assumptions. 
Remarks following Corollary 4.17 in [18], together with well-known decidability 
results, imply that Th(F((t)), +, -, ., r, 0, 1) is primitive-recursively decidable. 
This theory eliminates imaginaries just in case every definable equivalence 
relation corresponds to a definable function as described in the Introduction (p. 
242). So we can eliminate imaginaries in this theory just in case a certain II, 
sentence in the language of arithmetic is true. We have shown that ZFC + CH 
refutes this sentence; thus ZF + V = L refutes it, and so ZF refutes it since 
ZF + V = L is conservative over ZF with respect to arithmetical statements 111, 
p. 5261. So the arithmetical sentence is false, and 
Theorem 8. Zf F is CD,, R or @, then (F((t)), +, -, ., r, 0, 1) does not eliminate 
imaginaries. 
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Conclusion 
We have tried to eliminate imaginaries from various valued fields K in which 
the equivalence relation 
is definable. In these fields, this equivalence relation cannot be given by a 
definable function as described in the Introduction; so we add a Skolem function 
r : K --, K that picks out the obvious representative of an equivalence class. Since 
V(X -y)==O 
now provides a definable equivalence relation not given by a function definable in 
(K, r), we once again add a Skolem function T : K+ K that picks out the obvious 
representative of an equivalence class. But elimination of imaginaries for 
(K, r, T) is, at best, independent of ZFC; so we must ask how we might change 
our strategy. 
The smallest change would keep the Skolem functions r and T, but change 
their values. When K = Q,, for example, we might try working with r and T such 
that whenAU{b}cQ,, r(b) (or T(b)) is algebraically independent of r(A) (or 
r(A U {b)) U T(A)) w h en r(b) 4 r(A) (or T(b) $ T(A)). We have not examined 
this possibility, and do not know how these new demands on r and T would affect 
desirable properties of Th(Q,, r) like model-completeness and decidability. 
Another, perhaps more promising approach disposes of the requirement that 
the new functions r and T pick elements of equivalence classes, rather than simply 
distinguish between different classes and take constant values on any single class. 
Our choice of Skolem functions picking representatives of equivalence classes was 
natural for most of our fields K, since most of them already admitted definable 
Skolem functions: given this property, we must find definable sets of representa- 
tives for equivalence classes if we are to eliminate imaginaries. But even if the 
results of Sections 3-4 had not cast doubt on our Skolem functions, the example 
of K = @((t)) -which does not admit definable Skolem functions - might have 
made us wonder whether the addition of Skolem functions was appropriate. 
If we do not insist on structures that admit definable Skolem functions, we 
may eliminate imaginaries in K by expanding it to a model of Shelah’s Th(K)eq. 
As described in [9, p. 1951, his construction introduces a new sort for every 
equivalence relation definable in K, together with function symbols, from the 
K-sort to the new sorts, corresponding to functions taking tuples from K to their 
equivalence classes. This expanded structure does eliminate imaginaries (by [9, p. 
196,1. 5-101) and yet does not have model-theoretic properties drastically different 
from K’s: both, for example, produce the same definable subsets of each K”. Of 
course, the expanded structure may not admit definable Skolem functions, since 
there may be no definable function taking equivalence classes in a given sort to 
tuples from K that belong to those equivalence classes. 
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Should one favor the use of Th(K)““, one must ask whether all these new sorts 
are necessary, or whether addition of only a few permits elimination of 
imaginaries. When handling (I&, for example, we would add sorts, and function 
symbols, at least for 
V(X) = v(y) and for V(X - y) I 0; 
need any other sorts be considered? We do not know the answer to this question, 
though we suspect that more sorts may be needed. The sort corresponding to 
V(X) = v(y) provides codes for orders of elements of Q,,; the sort corresponding 
to V(X - y) > 0 provides codes for closed balls (so to speak) of radius 1 in Q,. 
Theorem 1 suggests that if we are to eliminate imaginaries over Q,, we need 
codes at least for balls of arbitrary radius: that is, we need a definable function f 
on pairs such that 
(x, y) - (2, w) iff f(4 y) =f(z, w), 
where (x, y) - (z, w) just in case 
V(X -z) z= v(y) = v(w). 
Can one define fin terms of the codes for orders and the codes for closed balls of 
radius l? If we had the function r of Section 2, f could be reduced to codes for 
balls of radius 1, but otherwise the reduction seems to succeed only for balls of 
radius p” (n E Z). So introduction of a new sort for - may be necessary, unless 
we expand QP to (Q,, r) before we add new sorts. Since even these three new 
sorts may not eliminate imaginaries over &BP, interesting questions remain open 
for attack by our readers. 
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