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It is well known that a minimum error quantum measurement for arbitrary binary optical coherent
states can be realized by a receiver that comprises interfering with a coherent reference light, photon
counting, and feedback control. We show that, for ternary optical coherent states, a minimum error
measurement cannot always be realized by such a receiver. The problem of finding an upper bound
on the maximum success probability of such a receiver can be formulated as a convex programming.
We derive its dual problem and numerically find the upper bound. At least for ternary phase-shift
keyed coherent states, this bound does not reach that of a minimum error measurement.
Optical state discrimination is one of the most fun-
damental issues in quantum optics and quantum infor-
mation science. Since coherent beams of laser light are
commonly used for optical communication and sensing
applications, distinguishing optical coherent states as ac-
curately as possible is an important task. A quantum
measurement that maximizes the success probability for
coherent states can be analytically or numerically de-
rived. However, it is a highly difficult problem how to
physically implement such a measurement.
In 1973, Dolinar [1] proposed a receiver based on a
combination of a beam combiner, a local coherent light
source, a photon detector, and a feedback circuit, and
showed that this receiver realizes a measurement, called
a minimum error measurement (MEM), that maximizes
the success probability for binary coherent states. This
was later demonstrated experimentally [2]. Following
Dolinar’s work, several theoretical and experimental at-
tempts have been made to realize a receiver distinguish-
ing binary coherent states [3–9]. Also, many receivers
comprising interfering with a coherent reference light,
photon counting, and feedback or feedforward control,
which we call Dolinar-like receivers, have been proposed
to distinguish more than two coherent states [10–16], and
related experimental demonstrations have been reported
[17–19]. However, it has been a long-standing question
whether a Dolinar-like receiver can realize an MEM for
more than two coherent states. It should be mentioned
that a more complicated receiver realizing an MEM for
more than two coherent states was proposed [20], but this
receiver requires a special-purpose quantum computer,
making it impractical at present.
A coherent state |α〉 of duration T can be divided into
N time intervals of duration T/N : |α〉 = |α/
√
N〉⊗ · · ·⊗
|α/
√
N〉. Let us consider a measurement, called a se-
quential measurement, on the N systems that is realized
by carrying out local measurements on the individual
systems adaptively, where one adapts subsequent mea-
surements based on the results of the previous ones. A
Dolinar-like receiver can be thought of as a sequential
measurement with the limit of N → ∞ (see Fig. 1). If
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FIG. 1. Dolinar-like receiver, which comprises interfering with
a coherent reference light, photon counting, and feedback (or
feedforward) control.
N divides N ′, a sequential measurement on N ′ systems
is a special case of that on N systems. In particular,
a Dolinar-like receiver is a special case of a sequential
measurement on any finite N systems. Thus, the maxi-
mum success probability of a Dolinar-like receiver is up-
per bounded by that of such a sequential measurement.
In this paper, we investigate the maximum success
probability of a sequential measurement on two parties
(i.e., N = 2), Alice and Bob. As described above, this
probability is an upper bound on that of a Dolinar-like re-
ceiver. We show that the problem of obtaining this prob-
ability can be reduced to an optimization problem with
only Alice’s measurement, and that its dual problem can
be easily derived. An upper bound on the maximum suc-
cess probability of a sequential measurement for ternary
phase-shift keyed (PSK) coherent states is numerically
computed using the dual problem. We find that this up-
per bound is smaller than the success probability of an
MEM, which was obtained in Refs. [21, 22]. This means
2that, in the case of PSK coherent states, a Dolinar-like
receiver cannot realize an MEM, which partially answers
the above-mentioned long standing question. This upper
bound also tells us at least how large the difference be-
tween the success probabilities of an optimal Dolinar-like
receiver and an MEM.
To begin, we assume that Alice and Bob share a quan-
tum system that is prepared in one ofM known quantum
states given by density operators ρ1, · · · , ρM . They try to
distinguish them using the following sequential measure-
ment. Alice first performs a measurement, represented
by a positive operator valued measure (POVM) {Aj},
on her system, and sends the measurement result j to
Bob. Then, Bob performs a measurement {B(j)m } on his
system, the choice of which depends on j. The outcome
m ∈ {1, · · · ,M} of Bob’s measurement represents the fi-
nal measurement result. This sequential measurement is
given by the POVM {Πm =
∑
j Aj ⊗ B(j)m }. The condi-
tional probability of obtaining the outcome m given that
the unknown state is ρk is Tr(ρkΠm). Let ξm be the prior
probability for the state ρm; then, the success probability
is PS ≡
∑
m ξmTr(ρmΠm). In order to maximize PS, we
must optimize both Alice’s and Bob’s POVMs, i.e., {Aj}
and {B(j)m }.
In this paper, we recast this problem in the following
way. Each of Bob’s POVM is uniquely labeled by an
index ω [23]. Let {B(ω)m } be Bob’s POVM indexed by ω,
and Ω be the entire set of all possible values of ω. Alice
first performs a continuous measurement {Aω : ω ∈ Ω}
to determine which measurement Bob should perform,
and then sends the result ω to him. He then performs
the corresponding measurement {B(ω)m }. In this scenario,
the sequential measurement is given by {Πm} with
Πm =
∫
Ω
A(dω)⊗B(ω)m .
It is worth noting that any sequential measurement on
two systems can be expressed in this form.
Let us consider the problem of obtaining the maximum
success probability when only sequential measurements
are allowed. Since which measurement Bob performs is
completely determined by the outcome ω of Alice’s mea-
surement A, this problem can be formulated as the fol-
lowing optimization problem with only A:
P : maximize PS(A) ≡
∑
m
ξmTr
[
ρm
∫
Ω
A(dω)⊗B(ω)m
]
subject to A ∈ R, A(Ω) = 1A,
where R is the entire set of A satisfying positivity (i.e.,
A(ω) ≥ 0 for any ω ∈ Ω) and countable additivity (i.e.,
A(∪kωk) =
∑
k A(ωk) with mutually disjoint {ωk} ⊂ Ω).
The above constraint, which states that A must be a
POVM, is convex, and thus Problem P is convex pro-
gramming. Let P ⋆S be the optimal value of Problem P.
According to the duality theory [24], the dual problem
of Problem P provides an upper bound on P ⋆S . To derive
the dual problem, we construct the following Lagrangian
function
L(A,X) ≡ PS(A) + Tr[X [1A −A(Ω)]] (1)
with A ∈ R and X ∈ S, where S is the entire set of
Hermitian operators. In the case of A(Ω) 6= 1A, let X =
t |x〉 〈x| with |x〉 6∈ Ker[1A − A(Ω)]; then, L(A,X) goes
to −∞ when t goes to ∞ or −∞. Thus, in this case,
minX L(A,X) = −∞. This indicates
max
A
min
X
L(A,X) = max
{A:A(Ω)=1A}
PS(A) = P
⋆
S .
Therefore, since maxx f(x, y) ≥ maxxminy f(x, y) al-
ways holds, we have
s(X) ≡ max
A
L(A,X) ≥ P ⋆S . (2)
The dual problem is to minimize s(X) overX ∈ S. From
Eq. (1), L(A,X) can be expressed as
L(A,X) = Tr X +Tr
∫
Ω
[
TrB
∑
m
ξmρmB
(ω)
m −X
]
A(dω).
Now, let us introduce the following set:
X ≡
{
X ∈ S : X ≥ TrB
∑
m
ξmρmB
(ω)
m , ∀ω ∈ Ω
}
.(3)
In the case of X 6∈ X , there exist ω and a vector |x〉
satisfying 〈x| (TrB
∑
m ξmρmB
(ω)
m − X) |x〉 > 0. In this
case, letting A(ω) = t |x〉 〈x| and taking t to infinity yield
L(A,X) = ∞; i.e., s(X) = ∞. In the other case (i.e.,
X ∈ X ), s(X) = Tr X , which is given by A(ω) = 0 for
any ω ∈ Ω. Therefore, the dual problem can be rewritten
as
DP : minimize Tr X
subject to X ∈ X .
From Eq. (2), any feasible solution, X ∈ X , to Prob-
lem DP satisfies Tr X ≥ P ⋆S . By exploiting the convex-
ity of Problem P, one can show that the gap between
the optimal values of Problems P and DP is zero (see
Appendix A). Note that, in the above discussion, we
have considered Alice’s measurement to be continuous, of
which a measurement with a finite number of outcomes is
a special case. But, we can see that there always exists an
optimal sequential measurement in which Alice performs
a measurement with finite outcomes (see Appendix B).
In order to show that, at least in some cases, an MEM
cannot be realized by any sequential measurement on two
systems, we will numerically show that the optimal value,
P ⋆S , of Problem P is strictly smaller than the success
probability (denoted as PMEMS ) of the MEM. To do this,
it is sufficient to show Tr X < PMEMS for a certain fea-
sible solution X ∈ X to Problem DP. However, whether
X ∈ X or not could be hard to say for a given X in
general, since X is defined in terms of all Bob’s POVMs.
Instead of X , we will use a subset X of X , as discussed
3later, such that we can investigate whether X ∈ X in
feasible computation. Let us consider the following opti-
mization problem:
DP′ : minimize Tr X
subject to X ∈ X .
Since X is a subset of X , the optimal value of Prob-
lem DP′ is not smaller than that of Problem DP; thus,
any feasible solution X ∈ X to Problem DP′ satisfies
Tr X ≥ P ⋆S . We will compute the optimal value of Prob-
lem DP′ as an upper bound of P ⋆S , and show that this
value is smaller than PMEMS .
We now examine the case of 3-PSK optical coher-
ent states {|αm〉} with equal probabilities, where αm =
α exp(i2pim/3). Let us divide the time duration of the
input light into two equal time intervals; the coherent
state |αm〉 can be expressed as |αm〉 = |βm〉 ⊗ |βm〉
with βm = αm/
√
2. Substituting this into Eq. (3) gives
X = C(Q), where
C(Q) ≡
{
X ∈ S : X ≥
∑
m
qm
3
|βm〉 〈βm| , ∀{qm} ∈ Q
}
.
(4)
Q ∈ R3 is the entire set of collections {q1, q2, q3} of the
conditional success probabilities associated with Bob’s
measurement {B(ω)m } for the quantum states {|βm〉}; i.e.,
Q ≡
{
{qm = 〈βm|B(ω)m |βm〉} : ω ∈ Ω
}
.
It is easily verified that Q is convex.
Q is defined in terms of all Bob’s measurements. In-
stead of Q, we use a polyhedron Q that is a superset of
Q. How to construct Q will be described below. From
Eq. (4) and Q ⊃ Q, C(Q) ⊂ C(Q) = X . Let X ≡ C(Qv),
whereQv is the entire set of vertices of the polyhedronQ.
We can easily verify that X = C(Q), since Q is convex,
and thus X ⊂ X . Since the number of elements of Qv is
finite, whether X ∈ X can be numerically determined.
Q is constructed in the following way. We choose fi-
nite points from the extremal points {qm} ofQ (satisfying
qm > 0 for any m), and then compute the tangent plane
to Q at each chosen point. The tangent planes make the
polyhedron Q [25]. As the number of chosen points in-
creases, Q tends to converge to Q; i.e., the optimal value
of Problem DP′ tends to converge to that of Problem DP.
We can efficiently compute the optimal value of Prob-
lem DP′ by exploiting the symmetry that the states
{|βm〉} have. Indeed, there exists a diagonal three-
dimensional matrix X , in a certain fixed basis, that is an
optimal solution to Problem DP′ (see Appendix C). This
indicates that X can be represented by only three real
numbers. Moreover, Problem DP′ is convex program-
ming; thus, we can relatively easily compute the optimal
value.
We have computed the optimal value of Problem DP′
as an upper bound on P ⋆S using a polyhedron Q with
about 100,000 vertices, in the range of |α|2 ≤ 2.0, where
0.0 1.0 2.010
−3
10−2
10−1
100
Er
ro
r p
ro
ba
bi
lit
y
Lower bound on 1 − P ⋆S
Quantum limit 1 − PMEMS
0.0 1.0 2.0
Average number of photons |α|2
1.0
1.2
1.4
1.6
Lo
we
r b
ou
nd
 o
n
(1
−
P
⋆ S
)/(
1−
PM
EM
S
)
FIG. 2. (a) A lower bound on the error probability of a se-
quential measurement for 3-PSK optical coherent states with
equal prior probabilities. (b) The ratio of the lower bound to
the quantum limit.
|α|2 is the average number of photons in the input light.
For visual convenience, instead of an upper bound on
P ⋆S , we plot a lower bound on 1 − P ⋆S , i.e., the error
probability of a sequential measurement. The result is
shown in Fig. 2. We can see that this lower bound is
larger than the error probability of an MEM (called the
quantum limit). We remind that the error probability of
a Dolinar-like receiver cannot be smaller than this lower
bound. Therefore, this result concludes that, at least
in this range, any Dolinar-like receiver cannot realize an
MEM. Moreover, from this result, we cannot say that
the difference between the lower bound and the quantum
limit is negligible; in particular, in the range of 1.6 ≤
|α|2 ≤ 2.0, the lower bound is more than 1.5 times larger
than the quantum limit.
We will now discuss multipartite systems. These might
be useful for computing a tighter bound, since if N > N ′,
then the maximum success probability of a sequential
measurement on N systems (obtained by appropriately
dividing the duration of the input light) does not exceed
that onN ′ systems. For simplicity, let us consider the tri-
partite case; i.e., besides Alice and Bob, there is one more
party, Charlie. We consider a sequential measurement
where Alice, Bob, and Charlie perform measurements in
this order. Without loss of generality, a sequential mea-
surement on Bob and Charlie is given by a POVM {Φm}
with
Φm =
∑
j
Bj ⊗ C(j)m ,
where {Bj} and {C(j)m } are respectively Bob’s and Char-
lie’s measurements with finite outcomes. Such a POVM
4can be uniquely identified by an index ω, as is in the bi-
partite case. A sequential measurement on three parties
is given by {Πm} with
Πm =
∫
Ω3
A(dω)⊗ Φ(ω)m ,
where Ω3 is the entire set of all possible values of ω. We
can formulate the problem of obtaining the maximum
success probability by substituting B
(ω)
m = Φ
(ω)
m and Ω =
Ω3 into Problem P. We can derive in the same manner
as described above that its dual problem is expressed as
minimize Tr X
subject to X ∈ X3,
where
X3 ≡
{
X ∈ S : X ≥ TrBC
∑
m
ξmρmΦ
(ω)
m , ∀ω ∈ Ω3
}
.
However, since X3 is defined in terms of all sequential
measurements on Bob and Charlie, computing the opti-
mal (or near-optimal) value of the above dual problem is
harder than in the bipartite case. A detailed investiga-
tion of multipartite systems is left for future studies.
Our technique of investigating the maximum success
probability of a sequential measurement can be general-
ized in several ways. Obviously, this can be generalized
to arbitrary prior probabilities. Another generalization
we can make is the case of several different states, such as
amplitude-shift keyed states or pulse-position modulated
states. By analyzing these states, we expect to be able
to address the question of which type of modulation is
more effective when only sequential measurement strate-
gies are allowed. Most of the ideas we proposed in this
paper are applicable in these general settings. Finally,
generalization to other optimization criteria, such as the
Bayes criterion, the Neyman-Pearson criterion, and their
unambiguous (i.e., error-free) version, can be considered.
These topics are discussed in another publication [26].
Note that some results related to ours were independently
obtained by Croke et al. [27], who gave a necessary and
sufficient condition that a sequential measurement max-
imizing the success probability must satisfy.
In summary, we have derived the dual problem to the
problem of finding the maximum success probability of a
sequential measurement, and proposed a method of nu-
merically computing an upper bound on this probability
by exploiting the dual problem. We have also shown
in numerical experiment that an MEM of 3-PSK optical
coherent states cannot be realized by any sequential mea-
surement in certain cases. This indicates that a Dolinar-
like receiver, which comprises interfering with a coherent
reference light, photon counting, and feedback or feed-
forward control, could not realize an MEM.
We are grateful to O. Hirota of Tamagawa University
for support. T. S. U. was supported (in part) by JSPS
KAKENHI (Grant No.16H04367).
Appendix A: Proof of zero duality gap
We prove that the optimal values of Problems P and
DP are equal. Let ρ˜m = ξmρm. When X ∈ X , Tr X =
s(X) ≥ P ⋆S from Eq. (2). Thus, it is sufficient to show
that there exists X ∈ X satisfying Tr X ≤ P ⋆S .
Let us consider the following set:
Z ≡ {(A(Ω)− 1A, u− PS(A)) : (A, u) ∈ T } ,
where
T ≡ {(A, u) : A ∈ R, P ⋆S < u ∈ R} .
Since PS(A) ≤ P ⋆S < u when A(Ω) = 1A, (0, 0) 6∈ Z.
Also, Z is convex; i.e., if (C1, x1), (C2, x2) ∈ Z, then
(t1C1+ t2C2, t1x1+ t2x2) ∈ Z for any t1, t2 ≥ 0 with t1+
t2 = 1. Indeed, let (An, un) be (A, u) ∈ T corresponding
to (Cn, xn) ∈ Z for each n ∈ {1, 2} Also, let A′ = t1A1+
t2A2 and u
′ = t1u1 + t2u2. Then, (A
′, u′) ∈ T obviously
holds, which gives
(t1C1 + t2C2, t1x1 + t2x2)
= (A′(Ω)− 1A, u′ − PS(A′)) ∈ Z.
Since Z is a convex set with (0, 0) 6∈ Z, from separat-
ing hyperplane theorem (e.g., [24]), there exists (0, 0) 6=
(Z, α) ∈ S ⊗ R such that Tr(ZC) + αx ≥ 0 for any
(C, x) ∈ Z. Thus,
Tr[Z[A(Ω)− 1A]] + α[u− PS(A)] ≥ 0 (A1)
for any (A, u) ∈ T . Taking the limit u→∞ in Eq. (A1)
yields α ≥ 0. We can show α > 0 by contradiction.
We assume α = 0. From Eq. (A1), Tr[Z[A(Ω)−1A]] ≥ 0
holds for any A ∈ R, which gives Z = 0. This contradicts
(Z, α) 6= (0, 0).
Let X ≡ Z/α. To complete the proof, it is sufficient to
show that such X satisfies Tr X ≤ P ⋆S and X ∈ X . From
Eq. (A1), we have
Tr[X [A(Ω)− 1A]] + u− PS(A) ≥ 0. (A2)
Substituting A(ω) = 0 (∀ω ∈ Ω) into Eq. (A2) and
taking the limit u → P ⋆S give Tr X ≤ P ⋆S . In contrast,
let |a〉 ∈ HA and t ∈ R, where HA is Alice’s Hilbert
space. Substituting A(ω) = t |a〉 〈a| for certain ω ∈ Ω
and A(ω′) = 0 for any ω′ ∈ Ω with ω′ ∩ ω = 0 into
Eq. (A2) and taking the limit t→∞ give
〈a|
[
X − TrB
∑
m
ρ˜mB
(ω)
m
]
|a〉 ≥ 0.
Since this holds for any |a〉 ∈ HA, X ≥ TrB
∑
m ρ˜mB
(ω)
m ;
i.e., X ∈ X . 
Appendix B: Alice’s measurement with finite
outcomes
We show that there exists an optimal solution to Prob-
lem P in which Alice performs a measurement with a fi-
nite number of outcomes. Let A⋆ be an optimal solution
5to Problem P. By using the results of Ref. [28], A⋆ can
be expressed by
A⋆(ω) =
∫
E(x)(ω)p(dx),
where p(x) is a certain probability density with a random
number x and E(x) is a POVM with finite support. Let
x⋆ be a value satisfying
x⋆ ∈ argmax
x
PS[E
(x)].
Then, we have
P ⋆S = PS(A
⋆)
=
∑
m
ξmTr
[
ρm
∫
Ω
∫
E(x)(dω)p(dx) ⊗B(ω)m
]
=
∫
PS[E
(x)]p(dx) ≤ PS[E(x
⋆)].
Since PS[E
(x⋆)] ≤ P ⋆S must hold, PS[E(x
⋆)] = P ⋆S . Thus,
E(x
⋆) is an optimal solution to Problem P in which Alice
performs a measurement with finite outcomes. 
Appendix C: Proof of existence of a symmetric
optimal solution
Suppose that we obtain Qv such that, for any {qm} ∈
Qv, each permutation of {qm} (e.g., {q1, q3, q2}) is also
in Qv. Such Qv can be easily obtained. We show that,
in a certain fixed basis, there exists a three-dimensional
diagonal matrix X that is an optimal solution to Prob-
lem DP′. The 3-PSK coherent states {|βm〉} has a Z3
symmetry; i.e., there exists a unitary operator V with
V 3 = 1A such that |βm〉 = V m−1 |β1〉. Alice’s Hilbert
space HA is chosen as the three-dimensional Hilbert
space spanned by the states {|βm〉}. Here, we take the
basis of eigenvectors of V . Obviously, V is a three-
dimensional diagonal matrix.
Let X⋆ be a three-dimensional matrix that is an opti-
mal solution to Problem DP′, but not necessarily diago-
nal. We have that for any {qm} ∈ Qv and k ∈ {0, 1, 2},
V kX⋆V †k −
∑
m
qm
3
|βm〉 〈βm|
= V k
[
X⋆ −
∑
m
qm
3
V †k |βm〉 〈βm|V k
]
V †k
= V k
[
X⋆ −
∑
m′
q′m′
3
|βm′〉 〈βm′ |
]
V †k ≥ 0, (C1)
where m′ = m − k if m > k; otherwise, m′ = m − k +
3. {q′m} is the permutation of {qm} such that q′m′ =
qm. The inequality follows from X
⋆ ∈ X = C(Qv) and
Eq. (4). It follows that V kX⋆V †k ∈ X from Eq. (C1).
Let X ≡∑2k=0 V kX⋆V †k/3; then, we can easily see that
X ∈ X . Also, we have
Tr X =
1
3
∑
k
Tr(V kX⋆V †k) =
1
3
∑
k
Tr X⋆ = Tr X⋆.
Therefore, X is also an optimal solution to Problem DP′.
In contrast, since
V XV † =
1
3
∑
k
V k+1X⋆V †k+1 = X,
X commutes with V ; i.e., X is diagonal. 
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