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Resume { Cet article est consacre aux performances asymptotiques d'algorithmes haute resolution, du second ordre, utilises
en imagerie d'antenne bande etroite lorsque la traditionnelle hypothese d'independance des snapshots successifs n'est pas valide.
Nous etablissons que le resultat classique de normalite asymptotique reste vrai pour une grande classe de modeles de correlation
temporelle de sources et pour la plupart des algorithmes d'imagerie d'antenne haute resolution. Nous montrons que la matrice de
covariance asymptotique des angles estimes ne depend pas de la distribution et du modele de correlation temporelle des sources
pour la plupart de ces algorithmes classiques. Par contre, nous montrons que les techniques de Toeplization et d'augmentation y
sont tres sensibles.
Abstract { This paper is focused on the asymptotic performance analysis of direction of arrival (DOA) nding algorithms
when the classical assumption of independence of the snapshots is not valid. It is established that the classical asymptotic
normality results remain valid for a wide class of statistical models for temporally correlated source signals for most high-resolution
covariance-based DOA estimators. Hence, under mild assumptions, closed-form expressions of the asymptotic covariance matrices
of these DOA estimators do not vary with the dependence model of the source signals. On the other hand, for uniform linear
or rectangular array, it is shown that the Toeplitzation and the augmentation techniques are very sensitive to this independence
assumption.
1 Introduction
Motive par la popularite des algorithmes du second or-
dre d’estimation de directions d’arrivee (DOA), de nom-
breux articles ont ete consacres a l’etude de leurs perfor-
mances statistiques asymptotiques. Parmi eux, Sharman
et al. [1] presenterent une analyse preliminaire de l’al-
gorithme MUSIC, Kaveh et Barabell [2] rent une ana-
lyse asymptotique des algorithmes MUSIC et Min Norm,
Stoica et Nehorai [3] connecterent ces performances a la
borne de Cramer-Rao et Pillai et Kwon [4] etendirent
ces resultats a des sources spatialement correlees ou co-
herentes. Enn, Cardoso et Moulines [5] montrerent que
ces proprietes asymptotiques ne dependent pas de la loi
de probabilite des sources. Toutes ces contributions s’ap-
puient sur l’hypothese d’independance des snapshots suc-
cessifs. Cette hypothese est justiee lorsque ces methodes
reposent sur la matrice interspectrale empirique obtenue
en moyennant n periodogrames successifs xk(f)xHk (f) avec
xk(f)
def=
1
L
L−1X
l=0
xkL+le−i2lf ; k = 1; : : : ; n;
ou xt represente le signal observe au temps t, car les
snapshots xk(f) sont asymptotiquement independants et
gaussiens centres circulaires lorsque L ! 1 [7, theoreme
7.2.5]. Par contre, lorsque ces algorithmes reposent sur la
matrice de covariance spatiale estimee par moyennage de
n dyadics temporels successifs xtxHt , cette traditionnelle
hypothese d’independance n’est plus justiee. Or cette si-
tuation est frequemment rencontree dans les applications
en radar passif et en telecommunication. Il est donc impor-
tant de determiner dans quelle mesure, les performances
de ces algorithmes sont aectees par cette hypothese de
non independance.
Le but de cette contribution est d’etudier les perfor-
mances des algorithmes d’estimation de DOA en presence
de sources correlees temporellement. Notre analyse inclut
le cas general de sources non gaussiennes et correlees spa-
tialement. Sous les hypotheses classiques d’independance
et de distribution gaussienne des snapshots, les analyses
de performances reposent sur des calculs de perturba-
tion induits par la loi de Wishart complexe de la matrice
de covariance spatiale empirique Rx(n)
def= 1n
Pn
t=1 xtx
H
t
ou sur un theoreme de continuite (voir par exemple [8,
theoreme, p. 122]) exploitant la loi asymptotique gaus-
sienne de Rx(n) issue du theoreme central limite classique.
Avec nos hypotheses, nous adopterons l’approche fonc-
tionnelle de [6] dans laquelle les lois aymptotiques gaus-
siennes des diverses estimees de DOA sont deduites de
la distribution asymptotique gaussienne de Rx(n) pour
dierents modeles de correlation temporelle de sources.
Cela nous permet de donner des expressions analytiques
des matrices de covariance asymptotique de la plupart des
algorithmes du second ordre de DOA dans ces diverses
conditions.
Apres avoir introduit les notations classiques de l’image-
rie d’antenne bande etroite et precise le modele de correla-
tion temporelle de sources, un theoreme central limite por-
tant sur Rx(n) est donne. Nous en deduisons par une
approche fonctionnelle, la gaussianite asymptotique de la
plupart des estimees au second ordre de DOA. Le cas de
reseaux d’antennes presentant un centre de symetrie et de
reseaux lineaires ou plans reguliers utilisant les techniques
de \Toeplitzation" et d’\augmentation" sont consideres.
Enn des resultats de simulation examinent les parametres
qui influencent les performances statistiques de ces tech-
niques et montrent que notre analyse asymptotique est
valide pour de faibles nombres d’observations et de faibles
valeurs de SNR.
2 Matrice de covariance spatiale
Considerons un reseau d’antennes compose de M cap-
teurs recevant K sources stationnaires centrees de moment
d’ordre 4 ni. Avec les hypotheses classiques d’imagerie
d’antenne bande etroite, l’observation est :
(xt)t=1;:::;n =
KX
k=1
ut;ke(k) + vt;
de matrice de covariance spatiale Rx = E()RuEH()+
2vC, ou Ru et 2vC designent respectivement les ma-
trices de covariance spatiale des sources et du bruit. Nous
considerons deux modeles de correlation temporelle de
sources :
1) ut;k est ARMA centre, la matrice interspectrale des
K sources est Su(f) et leur matrice des cumulants d’ordre
quatre Qu est denie par
[Qu]i+K(j−1);k+K(l−1)
def=Z +1=2
−1=2
Z +1=2
−1=2
i;j;l;k(f; f 0;−f 0)dfdf 0
ou k1;k2;k3;k4(f; f 0; f 00) designe le polyspectre :X
;0;00
Cum(u0;k1; u

;k2
; u0;k3 ; u

00;k4)e
i2(f+f 00+f 0000):
2) ut;k =
PLk
l=1 ak;le
ik;lei2fk;lt ou (fk;l)k=1;:::;K;l=1;:::;Lk
sont xees et distinctes dans ] − 1=2; +1=2[, ak;l sont des
reels xes positifs et k;l sont des v.a. uniformement dis-
tribuees dans [0; 2] et independantes entre elles. Avec ces
modeles, le theoreme suivant est etabli :
Theoreme 1
p
n (Vec(Rx(n))− Vec(Rx)) converge en
loi vers une loi gaussienne complexe non circulaire centree
de matrice de covariance CRx : 1 2 3p
n (Vec(Rx(n)) −Vec(Rx)) L! N (0; CRx ; CRxK):
1. K designe la matrice de permutation qui transforme Vec(A)
en Vec(AT ) pour toute matrice carre A et A ⊗c B represente le
produit de Kronecker bi;jA.
2. Nous rappelons qu'une v.a. p-dimensionnelle z centree com-
plexe a une distribution Gaussienne non circulaire caracterisee par
par une matrice p  p denie positive 1 et une matrice com-
plexe symetrique 2, notee N (0;1;2), si la v.a. reelle 2p-
dimensionnelle associee est une v.a. Gaussienne scalaire, c'est a dire
si pour tout p-vecteur complexe w, la v.a. reelle wHz + (wHz)H
a une distribution gaussienne centree de variance 2wH1w +
wH2w
 + wT 2w ou E(zz
H) = 1 et E(zz
T ) = 2.
3. Cov (Vec(Rx(n))) designe E(Vec(Rx(n) −Rx)VecH(Rx(n) −
Rx)) et puisque E(Vec(Rx(n) − Rx)VecT (Rx(n) − Rx)) =
E(Vec(Rx(n) − Rx)VecH(Rx(n) − Rx))K. la loi gaussienne com-
plexe non circulaire de Vec(Rx(n)) est caracterisee par CRx seule-
ment.
et
lim
n!1nCov (Vec(Rx(n))) = CRx
ou CRx s'ecrit:
 (E() ⊗c E())
 Z +1=2
−1=2
Su(f) ⊗c Su(f)df + Qu
!
(
EH() ⊗c EH()

+ 4vC⊗c C + (2.1)(
E()RuEH() ⊗c 2vC

+
(
2vC⊗c E()RuEH()

avec  = 1 dans le cas de signaux sources ARMA et  = 0
dans le cas de signaux sources harmoniques.
Indication de preuve (par manque de place) : Dans le cas
ARMA, la demonstration repose sur une adaptation de
resultats classiques (ex [9, corollaire 2 du theoreme 3,
chap. 3]) et dans le cas harmonique, ce theoreme est direc-
tement issu de la verication de la condition de Lyapounov
[10, p. 371] portant sur un theoreme central limite associe
a une somme de v.a. independantes non uniformement
distribuees. Notons que ce theoreme exclut des frequences
egales fk;l dans deux directions dierentes.
Alors que Rx(n) est tres sensible a la distribution et
au modele de correlation temporelle des sources (Rx(n)
est non bornee a puissances de sources ARMA imposees),
nous montrons dans la section suivante que les estimees
(n) n’y sont en general pas sensibles.
3 Distribution asymptotiques des
estimees de DOA
3.1 Approche fonctionnelle
Nous adoptons une analyse fonctionnelle [6] qui consis-
te a considerer tout algorithme du second ordre d’estima-
tion de DOA comme une relation fonctionnelle (n) =
alg(Rx(n)). Comme  = alg(Rx), ces algorithmes alg(:)
constituent diverses extensions de l’application Rx ! 
generees par Rx(n). Nous allons considerer des algorith-
mes tels que la fonctionnelle alg(:) est dierentiable dans
un voisinage de Rx (dont D
alg
;Rx
represente la matrice de
la dierentielle associee au point Rx)
alg(Rx + R) =  + D
alg
;Rx
Vec(R) + o(R) (3.1)
et veriant l’une des deux conditions suivantes. Pour tout
 et pour toute matrice denie positive Ru (condition 1)
ou pour tout  et pour toute matrice diagonale denie
positive Ru (condition 2) :
alg(E()RuEH() + 2vC) = : (3.2)
La condition 1 est veriee par la plupart des algorithmes
qui s’appliquent a des sources spatialement correlees ou
non (MUSIC, ESPRIT, TAM...), tandis que la condition
2, plus faible ne s’applique qu’aux algorithmes qui exigent
des sources sources spatialement non correlees. Gra^ce a la
dierentiabilite de l’application alg(:) (3.1), il est immediat
de montrer que ces conditions 1 et 2 (3.2) impliquent les
contraintes respectives suivantes sur Dalg;Rx :
Dalg;Rx(E() ⊗c E()) = O; (3.3)
Dalg;Rx(e(k)⊗c e(k)) = 0; k = 1; : : : ; K: (3.4)
3.2 Antenne de geometrie quelconque
La premiere contrainte (3.3) nous permet de demontrer
en utilisant un theoreme classique de continuite (ex [8,
theoreme, p. 122]) applique a alg(Rx(n)), le theoreme sui-
vant qui generalise un resultat presente dans [5].
Theoreme 2 Pour des sources gaussiennes ou non gaus-
siennes, ARMA ou harmoniques, les estimees des algo-
rithmes de DOA du second ordre qui n'exigent pas des
sources spatialement non correlees sont asymptotiquement
gaussiennes :
p
n ((n)−) L! N (0; C) (3.5)
avec C donne par
Dalg;Rx(E()RuE
H()⊗c 2vC +
2vC⊗c E()RuEH() + 4vC⊗c C)

Dalg;Rx
H
(3.6)
3.3 Antenne de geometrie particuliere
Nous etudions ici la sensibilite des algorithmes du se-
cond ordre d’estimation de DOA a diverses transforma-
tions notee trans(:) de Rx(n) appropriees a des geometries
d’antenne particulieres. En considerant l’application com-
posee alg[trans(:)] des applications alg(:) et trans(:) com-
me un nouvel algorithme algtrans(:), nous etablissons les
resultats suivants.
{ Pour les antennes centrosymetriques avec C cen-
trosymetrique, l’application algch(:) = alg[ch(:)] (ou
ch(:) designe le moyennage centrosymetrique appli-
que a Rx(n)) verie la condition 1 de la section 3.1.
Par suite le theoreme 2 s’applique pour ces algo-
rithmes algch(:) avec
Dalg
ch
;Rx
= Dalg;ch(Rx)

1
2
(I + (J⊗c J)K)

ou ch(Rx) = 12 (Rx + JR

xJ).
{ Pour les reseaux d’antennes lineaires ou rectangu-
laires reguliers avec C = I et des sources spatiale-
ment non correlees, l’application algto(:) = alg[to(:)]
(ou to(:) designe la Toeplitzation ou block Toeplit-
zation de Rx(n)) verie la condition 2 mais pas la
condition 1 de la section 3.1. Par suite, le theoreme 2
ne peut plus s’appliquer. (3.5) subsiste mais C est
maintenant sensible a la distribution et a la correla-
tion temporelle des sources. Par application du theo-
reme de continuite (ex [8, theoreme, p. 122]) ap-
plique a alg[to(Rx(n))] :
C = D
alg
;Rx
AtoCRxAto

Dalg;Rx
H
; (3.7)
ou Ato designe la matrice de projection de Toeplitza-
tion (Vec(to(Rx(n)) = AtoVec(Rx(n))). En exami-
nant la structure de (3.7), nous pouvons demontrer
les resultats suivants :
{ La Toeplitzation n’est pas sensible a la distri-
bution des sources lorsque les sources sont inde-
pendantes.
{ La Toeplitzation n’est insensible a la correlation
temporelle des sources que dans le cas d’une
source. Dans le cas de plusieurs sources, nous
pouvons demontrer que le phenomene de \sa-
turation" observe dans [11] pour des sources
blanches s’attenue progressivement lorsque leurs
spectres se recouvrent de moins en moins et dis-
para^it lorsque leurs spectres sont disjoints. De
plus, dans ce dernier cas, C a la me^me expres-
sion pour des sources ARMA ou harmoniques.
{ Pour les reseaux d’antennes lacunaires lineaires ou
plans, les techniques d’augmentation classiques [12]
ne verient aucune des conditions 1 et 2 de la sec-
tion 3.1 car algau(:) n’est pas denie sur Rx(n) mais
sur certains de ses termes seulement. (3.5) subsiste
et la aussi C est sensible a la distribution et a la
correlation temporelle des sources :
C = D
alg
;Rx
AauCRxAau

Dalg;Rx
H
;
ou Rx designe la matrice de covariance spatiale du
reseau complet et ou Aau est la matrice de l’operateur
d’augmentation (Vec(au(Rx(n)) = AauVec(Rx(n))).
Les simulations montrent ci dessous que ces tech-
niques sont peu sensibles a la distribution et tres
sensible a la correlation temporelle des sources.
4 Simulations
Nous considerons un scenario a deux sources de me^me
puissance 2, le rapport SNR est deni par 2
2
2v
, les DOA
sont estimees par l’algorithme MUSIC et le nombre des
realisations de Monte Carlo est de 500. Les sources ARMA
sont generees par un ltre de Butterworth (10.10) excite
par un signal blanc gaussien. Ces simulations attestent
l’adequation de notre analyse asymptotique pour de faible
nombre d’observations et de valeurs de SNR (ex n = 100
pour SNR = 5dB). Elles montrent que le parametre es-
sentiel de correlation temporelle des sources auquel les
techniques de Toeplitzation et d’augmentation sont sen-
sibles est le recouvrement spectral des dierentes sources.
Cette sensibilite etant par ailleurs fonction du nombre de
capteurs.
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Fig.1 MSE theorique et estimee de k(n) en fonction du
SNR, pour respectivement des signaux blancs (o), colores AR-
MA (+) et harmoniques () pour un reseau lineaire regulier de
10 capteurs, n = 100 avec Toeplitzation (|) et Toeplitzation
(- - -).
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Fig.2 MSE theorique et estimee de k(n) en fonction de la
largeur de bande de signaux ARMA centres sur 0; 25 pour
un reseau lineaire regulier de 10 capteurs, SNR = 20dB apres
Toeplitzation.
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Fig.3 MSE theorique et estimee de k(n) en fonction du
nombre de capteurs pour un reseau lineaire regulier, SNR =
20dB, n = 100 pour des signaux blancs (o), colores ARMA (+)
et harmoniques () apres Toeplitzation.
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Fig.4 MSE theorique et estimee des azimuth et elevation
k(n) et k(n) en fonction du SNR, pour des signaux respec-
tivement blancs (de distribution soit gaussienne soit de Ber-
noulli) (o), colores ARMA (+) et harmoniques () pour un
reseau Greene et Wood de 12 capteurs [13], pour n = 100,
utilisant la technique d'augmentation (|) ou non (- - -).
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