In this article we have suggested some improved estimators of a scale parameter of log-logistic distribution (LLD) under a situation where the units in a sample can be ordered by judgement method without any error. We have also suggested some linear shrinkage estimator of a scale parameter of LLD. Efficiency comparisons are also made in this work.
Introduction
Ranked set sampling (RSS) is a method of sampling that can be advantageous when quantification of all sampling units is costly but a small set of units can be easily ranked, according to the character under investigation, without actual quantification. The technique was first introduced by McIntyre (1952) for estimating means pasture and forage yields. The theory and application of ranked set sampling given by Chen et al. (2004) .
A random variable X is said to have a log-logistic distribution with the scale parameter  and the shape parameter  if its cumulative distribution function (CDF) and probability density function (PDF) are respectively given as (see, Lesitha and Thomas (2012) 
Also, the kth moment of (2) 
where B denotes beta function.
The applications of log-logistic distribution are well known in a survival analysis of data sets such as survival times of cancer patients in which the hazard rate increases initially and decreases later (for example, see Bennett (1983) ). In economic studies of distributions of wealth or income, it is known as Fisk distribution (see Fisk (1961) ) and is considered as an equivalent alternative to a lognormal distribution. For further details on the importance and applications of a log-logistic distribution one may refer to Shoukri et al. (1988) , Geskus (2001) , Robson and Reed (1999) and Ahmad et al. (1988) . For current reference in this context the reader is referred to Singh and Mehta (2013; 2014 , a, b, 2015 , 2016 , Mehta and Singh (2014) and Mehta (2015) . 
For a detailed description of various properties of order statistics arising from a    , 1 LLD one may refer to Ragab and Green (1984) . Balakrishnan and Malik (1987) 
By using (4) in (6)- (8) Lesitha and Thomas (2012) 
Thus, by Gauss-Markov theorem Lesitha and Thomas (2012) gives the BLUE  based on order statistics of a random sample of size n as:
where Lesitha and Thomas (2012) further estimate  based on the mean of unbiased estimators of  defined from each individual observations in the balanced ranked set sampling as: 
where 
where
When n is small the estimators *  and * *  may not be acceptable for the expected level of precision. In such situations Lesitha and Thomas (2012) makes N cycles of RSS. For details see Chen et al. (2004) . Suppose 
Median ranked set sampling (MRSS) was first introduced by Muttlak (1997) to estimate the mean of a normal distribution. In general, MRSS is applied as a modification of RSS when one is interested in estimating a parameter associated with the central tendency of a distribution. The procedures of MRSS are given as:
Select n independent samples each with n units as in the case of RSS. Then rank the units in each sample either by judgement method or by using some inexpensive means without having actual measurement on the unit. Lesitha and Thomas (2012) used MRSS method to estimate  as: 
Thus, the resulting minimum MSE estimator of  is given by 
and
We have from (12) - (15) and (17) that
It follows from (18) 
The value of
at (20) 
The biases and mean squared errors (MSEs) of the estimators
and 
Proof:
From (12) - (15) and (23), we have that (24) reduces to (17) and (23) we have that
Hence the theorem. 
Relative efficiencies
We have computed the relative efficiencies of various suggested estimators to usual estimators by using the formulae: 
Conclusion

