High Frequency Constraints on the Layout of Wide Band Gap-Based Power Electronic Assemblies Within Shielded Enclosures by Itokazu, Jonathan Hajime
University of Wisconsin Milwaukee
UWM Digital Commons
Theses and Dissertations
May 2019
High Frequency Constraints on the Layout of
Wide Band Gap-Based Power Electronic
Assemblies Within Shielded Enclosures
Jonathan Hajime Itokazu
University of Wisconsin-Milwaukee
Follow this and additional works at: https://dc.uwm.edu/etd
Part of the Electrical and Electronics Commons, and the Electromagnetics and Photonics
Commons
This Thesis is brought to you for free and open access by UWM Digital Commons. It has been accepted for inclusion in Theses and Dissertations by an
authorized administrator of UWM Digital Commons. For more information, please contact open-access@uwm.edu.
Recommended Citation
Itokazu, Jonathan Hajime, "High Frequency Constraints on the Layout of Wide Band Gap-Based Power Electronic Assemblies Within
Shielded Enclosures" (2019). Theses and Dissertations. 2079.
https://dc.uwm.edu/etd/2079
HIGH FREQUENCY CONSTRAINTS ON THE LAYOUT OF
WIDE BAND GAP-BASED POWER ELECTRONIC ASSEMBLIES
WITHIN SHIELDED ENCLOSURES
by
Jonathan H. Itokazu
A Thesis Submitted in
Partial Fulfillment of the
Requirements for the Degree of
Master of Science
in Engineering
at
The University of Wisconsin-Milwaukee
May 2019
ABSTRACT
HIGH FREQUENCY CONSTRAINTS ON THE LAYOUT OF
WIDE BAND GAP-BASED POWER ELECTRONIC ASSEMBLIES
WITHIN SHIELDED ENCLOSURES
by
Jonathan H. Itokazu
The University of Wisconsin-Milwaukee, 2019
Under the Supervision of Professor Robert Cuzner
Since its integration into power electronic converters, the value proposition of wide band
gap semiconductors has yet to be holistically realized due to the high frequency effects as-
sociated with increased switching speeds. The United States Navy’s Smart Ship System
Design (S3D) platform enables the investigation of wide band gap-based devices in ship-
board Medium Voltage Direct Current (MVDC) Integrated Power and Energy Systems
(IPES) through the use of metaheuristic model-based scaling laws. These physics-based
scaling laws are produced from a virtual prototyping approach which takes into account the
discrete building blocks associated with multi-cell based power conversion and distribution
equipment and can be used to predict size, weight, losses, cost and reliability. In present
practice, the discrete building blocks consist of power electronic assemblies laid out and
enclosed within shielded enclosures. In an effort to incorporate the high frequency effects
associated wide band gap-based Power Electronic Building Blocks (PEBB) into the virtual
prototyping approach, a mathematical model which captures the high frequency effects is
formulated in this thesis.
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Chapter 1
Introduction
Power electronic converters convert electric power from one type to another through various
switching schemes. The silicon (Si)-based semiconductor switching devices in the converter
are controlled on or off at various intervals, allowing voltages and currents can be converted
from AC to DC, DC to AC, AC to AC, or DC to DC; making power electronic converters
an essential part of power distribution systems. As power conversion equipment, converters
need to be highly efficient and reliable in addition to meeting performance requirements. For
shipboard power systems, converters should also be as power dense as possible in order to
maximize space and the use of fuel. In order to achieve these goals, significant developments
in Si power semiconductor technology have been achieved over past the 50 years.
Despite present day Si-based power converters being highly efficient, with efficiencies up
to as high as 98%, they are not as efficient as traditional electromagnetic converters [1]. The
relatively high loss and limited switching speed of Si devices introduces heat and switch-
ing ripples, necessitating the implementation of cooling systems and passive components
for waveform smoothing and filtering, thus limiting further improvements towards higher
power density. With shipboard power demands steadily rising, system currents are reaching
the limits of electromechanical switchgears and breakers, thus necessitating higher system
voltages to manage current levels. Additionally, transformers and filters are very heavy and
bulky, but their size and weight can be dramatically reduced by increasing operating and
switching frequencies.
1
Current Si power semiconductor devices, namely the Si Insulated Gate Bipolar Transis-
tor (IGBT), are approaching material theoretical limitations in regards to voltage blocking
capabilities, operation temperature, and conduction and switching performance. The high-
est voltage rating commercially available is 6.5 kV and there are no commercial Si-based
devices with junction temperature capability above 175 ◦C [1, 2]. These intrinsic limita-
tions become a barrier to improve power converters further, however, the emergence of
Wide-Bandgap (WBG) power semiconductor devices promises to revolutionize power elec-
tronic converters by remedying these limitations.
1.1 Wide Band Gap Power Semiconductors
A comparison of the characteristics between Si and WBG semiconductors is summarized in
the figure below [3].
Fig. 1.1: Summary of Si, SiC, and GaN relevant material properties [3]
The two semiconductor materials of interest for power applications are Gallium Nitride
(GaN) and Silicon Carbide (SiC). Although GaN offers better high-frequency and high-
voltage performances, the lack of availability of good-quality bulk substrates and its lower
thermal conductivity make SiC better suited for medium and high voltage applications [4]
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and will be the main focus on this work.
In comparison to Si, the higher critical electric field of SiC allows for higher blocking
voltages for a given thickness. Alternatively, the higher electric field enables a thinner drift
layer with a higher doping concentration to be used for WBG power devices at the same
blocking voltage and leads to a lower on-state resistance, resulting in a reduction in switching
losses, and a reduction in chip area. This reduction in size also results in a decrease in the
junction capacitance which allows for fast switching capability. Furthermore, the electron
velocity is, which a measure of carriers being swept out of the depletion region during a
turn-off transient, is significantly higher than that of Si, which also leads to an increased
switching speed. The thermal conductivity of SiC allows WBG devices to dissipate heat
much more efficiently than Si devices. As a result, WBG devices can handle larger amounts
of power at a given junction temperature.
The benefits of WBG devices in shipboard electric power systems can be realized primar-
ily in four ways. The first of which is the substitution of Si PIN diodes with SiC Schottky
diodes, this alone can lead to a reduction in switching losses and cooling requirements due
to the superior reverse recovery characteristics of SiC Schottky diodes [5]. Second is the
substitution of Si active switches with WBG devices which has the potential to lead to lower
active switching loss, reduced cooling requirements, and smaller passive components which
directly impacts efficiency, power density, and temperature capabilities of the converter.
The third realization is the impact of the high-voltage and high-frequency capabilities of
WBG devices on converter topologies. The use of WBG devices enables simpler topologies
to be employed while achieving the same functionality and performance of more complex
topologies employed by Si devices, thus enabling the amount of passive components and
their size to be reduced. The fourth realization is the modification of system level configura-
tions which are enabled by WBG device characteristics. In shipboard systems, an example
of this realization can be seen when considering how the fast switching capabilities of WBG
devices can enable high-speed motor drives, thus reducing motor size and yielding higher
power density, smaller footprints, and potentially lower system cost [1].
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1.2 High Frequency Effects of WBG
The benefits of WBG devices do not come without fault. Much of the performance benefit
gained from WBG devices is attributed to their increased switching speeds (dv/dt, di/dt),
which in turn increases the generation of Electromagnetic Interference (EMI), due to stray
capacitances and inductances in interconnections, and cables [6, 7], with spectral content
in the previously un-encountered range of 10-100 MHz [6, 8, 9].
Fig. 1.2: Spectra of trapezoidal waveforms with different fundamental frequencies and rise/fall
times[8]
Figure 1.2 shows the magnitude spectra and spectral envelopes of three symmetrical
trapezoidal waveforms having the same amplitude and duty cycle, but different fundamental
switching frequencies f0 and rise/fall times, τr and τf indicated in the figure. The yellow,
red, and blue waveforms are representative of present IGBT technology, direct replacement
of IGBTs with SiC-based devices, and a significant increase in switching frequency using
SiC-based devices, respectively. The investigation in [8] carried out by Oswald et al. showed
that an order-of-magnitude reduction in switching losses can be obtained by exploiting the
full switching-speed capability of SiC based devices. However, this reduction comes at the
cost of a 20-30 dB increase in the high-frequency spectral content and a 5-fold node increase
in switching node dv/dt. It is also noted in [8] that if the devices are operated at switching
speeds significantly lower than what they are capable of, a reduction in switching losses of
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50%-75% are obtainable while meeting EMI requirements by the same methods employed in
IGBT-based drives. While this reduction is switching losses leads to a reduction in volume
of cooling systems, the promises of increased power density and efficiency offered from SiC
devices are not realized.
1.3 Thesis Objective
Present research efforts are directed towards addressing these issues at the device level [10–
12], however, the value of WBG devices at the system level have yet to be fully realized
and understood due to the complexities of the interactions between subsystems and high
frequency effects of WBG devices. Effective implementations of medium voltage power
conversion systems consist of Lowest Replaceable Units (LRUs) which enable voltage and
power scalable systems. LRUs are comprised Power Electronic Building Blocks (PEBBs),
EMI filters, passive components, etc. arranged and interconnected within an enclosure.
Following the methodology proposed in [13], the LRUs undergo a Virtual Prototyp-
ing Process (VPP) which incorporates a Multi-Objective Optimization (MOO), ensuring
Pareto optimized solutions against multiple objectives, and results in obtaining physics-
based scaling laws. These scaling laws will predict size, weight, losses, cost and reliability
as a function of design space variables such as voltage, frequency, power levels, topolog-
ical choices, etc. With the wavelengths of the spectral content approaching the vicinity
of the enclosure dimensions, it becomes important to incorporate models which take into
account radiated EMI behavior into the VPP. This work aims to develop the framework
which informs the VPP of the high frequency effects incurred from WBG devices by out-
lining potential constraints, design space variables, and optimization objectives from the
perspective of radiated EMI.
5
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Chapter 2
Multi-Objective Optimization
To support early concept explorations on ship system designs from electrical, mechanical,
thermal and layout standpoints, the United States Navy has developed the Smart Ship Sys-
tem Design (S3D). S3D is a platform that combines multiple disciplines of engineering and
areas of physics with a three dimensional ship design and arrangement layout environment.
By incorporating scalable models of WBG power conversion and distribution equipment into
S3D, naval architects should be able to understand the value proposition of WBG devices
into their ship designs. These models should be capable of exploring various topological
implementations for a given power conversion or distribution function, as well as show how
equipment scales in size, weight, efficiency, etc. with choice of topology.
This work is built around the methodology proposed by Cuzner et al. in [13, 14], which
produces meta-heuristic model (metamodel)-based scaling laws from a virtual prototyping
approach that takes into account the discrete building blocks associated with multi-cell
based power conversion and distribution equipment. This approach is aimed at develop-
ing scalable modules for the Leading Edge Architecture for Protoyping Systems (LEAPS)
database, which serves as a catalog of equipment for S3D, and is optimized to one of
five selectable objectives within S3D: power density(ρ); specific power(γ); efficiency(η);
reliability(λ−1); or specific cost(σ). While metamodels for scalable electromagnetic energy
conversion devices, such as generators and motors, have already been introduced into the
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S3D environment [15, 16] the development of metamodels for power conversion and distri-
bution equipment faces difficulties due to the multidisciplinary nature of power electronic-
based system designs, the strong influence of cabinet structure and accessibility on power
density as the equipment scales up in size, and the need to incorporate power electronic
system implementations into enclosures that mitigate the impact of the power electronics
on the surrounding thermal and Electromagnetic Compatibility (EMC) of the environment.
This chapter is dedicated to providing an overview of the shipboard module ontology, the
metamodeling approach, and the VPP, which takes place within the metamodeling ap-
proach, that this works work aims to inform.
2.1 Shipboard Module Ontology
Fig. 2.1: Notional Integrated Energy and Power System [17]
For shipboard power systems, Integrated Energy and Power System (IPES)-based electrical
architectures are used for their ability to be re-configurable. In an IPES based architecture,
all power and energy flows from generational sources and energy storage devices through
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power electronic-based modules. The modules which make up the notional IPES archi-
tecture shown above in Figure 2.1 consists of a Power Generation Module (PGM), which
converts chemical energy to Medium Voltage Direct Current (MVDC) electrical energy; a
Power Conversion Module (PCM), which converts MVDC electrical energy to inter-zonal
Low Voltage Direct Current (LVDC) distribution systems; a Power Distribution Module
(PDM), which longitudinally distributes zonal MVDC power and energy; a Propulsion
Motor Module (PMM), which converts MVDC electrical energy to mechanical propulsion
energy; and a Pulsed Power Module (PMM), which converts MVDC electrical energy to
projectile or directed energy for energy-based weaponry.
From a dimensional perspective, the physical layout of the module can be sub-divided
into either cylindrical structures, such as turbines, generators, or motors, and rectangu-
lar structures. Scalable metamodels for cylindrical structures already exist within S3D
[17], thus the metamodeling approach referenced within this work aims to develop scalable
metamodels for implementation within S3D. The rectangular structures will scale in an on-
tological structure which organizes LRUs into drawers, multiple drawers into compartments,
which are then organized into bays as depicted in Figure 2.2.
Fig. 2.2: Top (left) and front (right) view of a Modular Multi-level Converter arranged into a bay
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The bay serves as the fundamental building block for module scaling and is optimized
to a specific objective such as minimum size, weight or cost, or maximum efficiency or
reliability. The size and weight of the bay is built up from PEBB and inductor LRU types
arranged in drawers, which are arranged optimally within compartments based on given
height constraints, which are arranged into the bay with each level having allocations for
dielectric stand-off, thermal management, frame and paneling structure, accessibility, and
cable and bus interconnections.
2.2 Metamodel Generation Process
Fig. 2.3: Overview of metamodel generation process [17]
An overview of the metamodel generation process is shown above. The VPP, which will
be discussed in the following subsection, receives subsets rν and xν of the shipboard design
constraints rs and design space xs as its inputs. The design space consists of a range
of design variables, which serve as the building blocks of the design. Examples of design
variables would be various PEBB types, ambient operating temperatures, voltage levels,
operating frequencies, etc.
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The output of the VPP is a ρ − γ − η − λ−1 − σ Pareto optimized feature space of
the bay and results in total of 5 ·N design, where N is the number of possible meaningful
combination of the design space variables. For example, if a design space consisted of
Ptype = {PEBB 1000, PEBB 6000}
〈vd〉 = {12 kV, 18 kV, 24 kV}
fe = {60 Hz, 120 Hz, 180 Hz},
every meaningful combination would enter this process as a subset, i.e., a single design. Then
for a particular subset, e.g., xν = {PEBB 6000, 18 kV, 180 Hz}, entering the generation
process results in 5 designs, each optimized to one of the objectives.
The LRU and Drawer performance features, e.g., LRU stresses, drawer level losses,
pressure drop, temperature increase, etc., and the parameters associated with the Pareto
front of the performance space, e.g., drawer dimensions and weight, are then extracted
through the feature and parameter extraction blocks and mapped back to the VPP design
space inputs xν . The surface fitting block performs least square surface fitting of the LRU
and Drawer performance features so that behavior models can be derived as a function of
those subsets xν which will form dynamic module interfaces.
The metamodel data is then constructed from these inputs and is used to create a
metamodel that is a function of module design space inputs and performance versus design
space. This metamodel is then programmed into the LEAPS database. The metamodel
generation process also analyzes the the Pareto front performance space and functions in
order to produce metrics for performance as a function of design space changes. From
the surface fitting block, scaling laws which estimate the impacts of design changes on
future metrics can be derived by including least square curve fitting to the parameter
surfaces, enabling the entire process to provide insight on the impacts of inserting emerging
technologies into shipboard equipment.
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2.3 Virtual Prototyping Process
The main objective of the virtual prototyping process within the metamodel generation
process is to obtain an optimal system design for the cabinet base of the ship. Figure 2.4
shows the overall VPP which takes place within the metamodel generation process depicted
in Figure 2.3.
Fig. 2.4: Overall virtual prototyping process [18]
Design variables enter the first step of the VPP which calculates dependent variables
from the system model and design constraints according to the flowchart shown below in
Figure 2.5.
12
Fig. 2.5: Virtual prototyping process - step 1 [18]
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The calculated values become design constraints for the optimal LRU design process and
is input into the second step of the VPP along with the LRU design space variables and
constraints. The second step of the VPP optimizes the LRU for each design point using
a genetic algorithm. The optimized design’s physical characteristics and attributes are
then input into the third step of the VPP, where the LRUs are arranged into drawers
which include system level dimensional allocations for things such as dielectric stand-off,
thermal management, frame structure, cabling, etc. The drawers are then arranged into
compartments, which are then arranged into bays, with system level dimensional allocations
included at each level of arrangement. The result of the third step of the VPP is an optimized
bay building block, which is then used to generate a range of module designs over the design
space as shown below in Figure 2.6
Fig. 2.6: Pareto optimal front [18]
The Genetic Algorithm (GA) embedded within the VPP uses the principles of biological
genetics as a computational algorithm for optimization in order to locate a solution, or set of
solutions. The use of GAs enables the inclusion of a wider design space through a gene pool
Θ, which contains parameters associated with the optimal design of the LRU. The notable
differences between traditional optimization algorithms and GAs can be summarized in four
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ways. First, GAs operate on an encoding of the argument to the function being optimized
rather than the argument of the function being optimized itself. Second, traditional opti-
mization algorithms iterate to improve an estimate for an optimizer, whereas GAs iterate to
improve a large number of different estimates of the optimizer. This collection of estimates
is known as a population and when used, improves the chances of finding a global optimum.
Third, GA operations are solely based on the values of the objective function and does not
use gradients and Hessians; a useful property for dealing with discontinuous functions and
discrete or mixed, i.e., discrete and continuous, search spaces. Lastly, GA operations are
based on probabilistic computations rather than deterministic [19].
The GA optimization process used within the VPP can be summarized as consisting
of an initialization stage, manipulation of population stage, and a stopping criteria stage.
The first generation is created in the Initialization stage. In this stage, a design space is
formed by constants and a range of values presented by each gene, i.e., each design factor.
The LRU models are created through random selections of gene values until an initial
population is established. Once an initial population is established, each member of the
population is evaluated through constraints and assigned a relative fitness value according
to success in maximizing or minimizing objectives. This is accomplished through the use of
the less-than-or-equal-to and greater-than-or-equal-to functions, defined as
lte(x, xmx) =

1, x ≤ xmx
(1 + x− xmx)−1, x > xmx
(2.1)
gte(x, xmx) =

1, x ≥ xmx
(1 + xmx − x)−1, x < xmx
(2.2)
where x and xmx are the metrics associated with a particular member and a given constraint,
respectively.
In the manipulation of population stage, diversity control is implemented through the
scaling of fitness values in order to prepare the population for selection and prevent the
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immediate convergence of designs around any local extrema. Members of the population
are then randomly selected to form a mating pool, with members possessing high scaled
fitness values more likely to be selected. Selected members then enter the mating process,
which is comprised of chromosome crossover, segregation, and mutation, resulting in the
generation of offspring designs, which while similar to the parent design, have slight genetic
variations. During this stage, members of the population are also randomly selected to
be removed, with members possessing low fitness values more likely to be removed. This
process is known as death and serves as a mechanism which holds the size of the population
constant.
Once the population has been manipulated, a new generation of the population is es-
tablished and each member is then evaluated again. This process repeats until a stopping
criterion is met and the process enters the stopping criteria stage. The stopping criteria
for this particular GA is a specified maximum number of generations. Once satisfied, the
remaining population forms the performance space, which within the context of [17], con-
tains the set of LRU configurations that have been optimized to the specified objectives.
This set of LRU configurations is known as the Pareto front and can be used to describe
the trade-offs between competing optimization objectives.
2.4 Scientific Contributions
The VPP implemented by Cuzner et al is built off the work done by [20] and distinguishes
itself in two significant ways. The first is the incorporation of high frequency behavioral
models into the VPP which introduces additional limitations on the design space and various
dimensional quantities. The second is the incorporation of spatial and weight allocations
associated with insulation, structural interfaces, and cabling between building blocks. This
thesis aims to develop the mathematical model for the PEBB LRU while capturing the
radiated high frequency effects of WBG devices. The model will inform the VPP through
physics-based equations, which can be coded into computational software, and will result
in additional constraints derived from the high frequency effects.
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Fig. 2.7: PEBB assembly layout within enclosure
Furthermore, the constraints on the layout of the PEBB assembly derived from this
thesis will directly contribute to the 10kV, 240A [21] and 1.7kV, 400A SiC dual modules
[22] based PEBB presently being developed at Virginia Tech and will be instrumental in
developing the GA within a VPP for the PEBB LRU. To elaborate, a PEBB LRU is laid
out with spatial allocations as shown above in Figure 2.7. The PEBB LRU is comprised
of a PEBB assembly, which consists of a bus bar, interconnections, a thermal management
system, a power module, a gate drive, electronic assemblies and capacitor assemblies, en-
closed within metal cavity with space allocations for dielectric material and accessibility.
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The shielded enclosure, which encloses the PEBB assembly, is held at ground potential and
imposes voltage stand-off requirements on the components internal to the PEBB assembly.
In practice, these requirements are satisfied by increasing the distances between compo-
nents, leading to larger volumes and subsequently, decreased power density. Furthermore,
cases have been observed in practice where the PEBB enclosure acts as a resonant cavity,
amplifying radiated noise internal to the PEBB and leading to self-compatibility issues. The
high frequency model, formulated in the following chapter, is centered around the charac-
terization of the PEBB LRU’s inherent cavity modes with the objective of eliminating any
resonances and will contribute to the metamodeling approach, the development of a VPP
for the PEBB LRU, and provide high frequency constraints on the layout of the PEBB
assembly.
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Chapter 3
Electromagnetic Theory and
Formulation of High Frequency
Model
The PEBB LRU of Figure 2.7 presents a significant challenge in terms of near field analysis.
The in-homogeneity and geometry formed by all of the components necessitates the use of
electromagnetic modeling software. Performing such an analysis is not only time consuming
and computationally expensive, but also cannot feasibly be integrated into the VPP. Given
the objective of developing models which incorporate high frequency effects and the fact
that the PEBB assembly is currently under development, it will be assumed that the layout
of the internal components which make up the PEBB assembly is variable.
Fig. 3.1: Results of initial calculation of resonant modes
19
As a first step, the existence of resonant modes were confirmed by assuming an empty
air filled cavity with dimensions ` = 1.25 m, w = 0.8 m, and h = 0.565 m. A simple
calculation in MATLAB reveals the existence of modes located within the frequency range
of the switching harmonics as summarized by Figure 3.1.
Next, the length, width, and height of the cavity are varied, simulating the existence
of a rectangular slab of a Perfect Electrical Conductor (PEC) spanning the plane formed
by the cavity’s length and width. This step is performed in order to confirm the presence
of resonant modes given constraints on length, width, and height used in current layout
strategies and assumes that the PEBB assembly is laid out as shown below in Figure 3.2.
Fig. 3.2: Assumed PEBB assembly layout within enclosure
The layout assumes that the sum of the distances of the dielectric stand-off and acces-
sibility between the enclosure wall and the components are roughly λ/10. This assumption
allows the analysis to neglect any minor cavities formed by the components within the en-
closure. Additionally, since a majority of the components below the bus bar are conductors,
everything below the uppermost conducting plane of the bus bar can be treated as PEC.
These assumptions eliminates the need for any cavity perturbation theories and simplifies
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the analysis to a level which can feasibly be incorporated into the VPP. Beginning with
the derivation of the Helmholtz equation, this chapter will develop a mathematical model
which can be used to obtain the frequency dependent cavity modes and their associated
fields and surface current distributions.
3.1 Derivation of the Helmholtz Equations
In the Temporal Fourier Transform domain, Faraday’s law (3.1) and Ampe´re’s law (3.2), in
Maxwell-Bofi form, are
∇×E(r) = −iωµH(r)− Jm(r) (3.1)
∇×H(r) = iωεE(r) + Je(r). (3.2)
For homogeneous media, Maxwell’s equations tell us
∇ ·H = 0. (3.3)
Since any divergenceless vector is the curl of another vector, we conclude that the
relationship between the magnetic field intensity H and the magnetic vector potential A to
be
H = ∇×A. (3.4)
In the absence of magnetic sources, substituting equation 3.4 into equation 3.1 yields
∇× (E + iωµA) = 0. (3.5)
The vector identity,
∇× (∇φ) = 0, (3.6)
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states that a vector whose curl is zero, is the gradient of a scalar. Thus, we obtain
E + iωµA = −∇φe, (3.7)
where φe is the electric scalar potential. Substituting equations 3.4 and 3.7 into Ampe´re’s
law yields
∇×∇×A = ω2µεA− iωε∇φe + Je, (3.8)
which, by the vector identity
∇×∇×A = ∇(∇ ·A)−∇2A, (3.9)
can be expressed as
∇(∇ ·A)−∇2A− k2A = Je − iωε∇φe, (3.10)
where k ≡ ω√µε. The Helmholtz theorem states that a vector field is determined by
specifying its curl and divergence. The curl of A has already been specified by equation
3.4, thus by specifying the divergence of A as
∇ ·A = −iωεφe, (3.11)
we obtain the Helmholtz equation for the magnetic vector potential,
(∇2 + k2)A = −Je. (3.12)
A dual equation to equation 3.12 can be obtained in a manner similar to that of the above.
In the absence of electric sources, since Maxwell’s equations tell us that ∇ · E = 0, we
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specify the curl of the electric vector potential F as
E = −∇× F (3.13)
and substitute this into Ampe´re’s law to obtain
∇× (H + iωεF) = 0. (3.14)
Applying the vector identity outlined in equation 3.7 to equation 3.14 results in
H + iωεF = −∇φm, (3.15)
where φm is magnetic scalar potential and is the dual to the electric scalar potential φe.
Faraday’s law then becomes
−∇×∇× F = −ω2µεF + iωµ∇φm − Jm, (3.16)
which, upon applying the vector identity outlined by equation 3.9 and simplifying, becomes
−∇(∇ · F) +∇2F + k2F = iωµ∇φm − Jm. (3.17)
Again, we are free to choose the divergence of F. Thus, by specifying the divergence of F
as
∇ · F = −iωµφm, (3.18)
we obtain the Helmholtz equation for the electric vector potential.
(∇2 + k2)F = −Jm (3.19)
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3.2 Codable Formulation of Modal Solutions
When considering multi-objective optimization, it is desirable to have degrees of freedom
when analyzing a particular component or sub-system. In this particular case, we seek to
find the TE and TM modes of a rectangular cavity for a given set of parameters. The
geometric symmetry of a rectangular cavity makes choosing a coordinate which the fields
are TE or TM to arbitrary. For this reason, a general method of obtaining the modal
solutions will be implemented in order to provide codability to the choice of coordinate.
An advantage of choosing to express the fields in terms of potentials, rather than the
fields themselves, is that it allows us to fully exploit the dual nature of the field equations.
Furthermore, since the field equations are linear, we can consider the total field to be
a superposition of the field due to only electric and only magnetic sources. Thus, in a
homogeneous source-free region the total fields can be expressed as
E = Em + Ee (3.20)
H = Hm + He (3.21)
where the superscripts m, and e denote the components of the total field due to solely
magnetic and electric sources respectively, or expressed in terms of the vector potentials,
E = −∇× F + 1
iωε
∇×∇×A (3.22)
H = ∇×A + 1
iωµ
∇×∇× F. (3.23)
In the absence of sources, the general equations for the vector potentials derived previ-
ously become
∇×∇×A− ω2µεA = −iωε∇φe (3.24)
∇×∇× F− ω2µεF = −iωµ∇φm. (3.25)
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Then, noting that ∇ · A = −iωεφe and ∇ · F = −iωµφm, we can express E in a more
convenient form by re-arranging equation 3.24
∇×∇×A = −iωε∇φe + ω2µεA
= ∇(∇ ·A) + ω2µεA
and substituting the result into 3.22 to obtain
E = −∇× F + 1
iωε
(
ω2µεA +∇(∇ ·A))
= −∇× F− iωµA + 1
iωε
∇(∇ ·A). (3.26)
Repeating this for H, the general expressions for the fields become
E = −∇× F− iωµA + 1
iωε
∇(∇ ·A) (3.27)
H = ∇×A− iωεF + 1
iωµ
∇(∇ · F). (3.28)
Additionally, equations 3.24 and 3.25 reduce to
(∇2 + k2)A = 0 (3.29)(∇2 + k2)F = 0 (3.30)
with the Cartesian components of the magnetic and electric vector potentials also satisfying
the scalar Helmholtz equation,
∇2ψ + k2ψ = 0. (3.31)
In general, we can write
A =
∑
i=x,y,z
ψ
(a)
i uˆ i F =
∑
i=x,y,z
ψ
(f)
i uˆ i (3.32)
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where ψi, also known as the wave function, is a scalar component of the vector potentials
guided along the uˆ i direction. The superscripts a and f are used to distinguish between
the wave functions which correspond to A and F respectively.
With this formulation, we are able to obtain the fields which are TM or TE to any
direction as long as suitable wave functions are known. For example, if we wish to obtain
the scalar field components of a field TM to xˆ , we choose F = 0 and select
A = ψ(a)x (r) xˆ . (3.33)
Plugging this in to the field expressions yields
E = −iωµψ(a)x xˆ +
1
iωε
∇(∇ · ψ(a)x xˆ )
= −iωµψ(a)x xˆ +
1
iωε
(
∂2ψ
(a)
x
∂x2
xˆ +
∂2ψ
(a)
x
∂y∂x
yˆ +
∂2ψ
(a)
x
∂z∂x
zˆ
)
=
1
iωε
(
∂2ψ
(a)
x
∂x2
+ k2ψ(a)x
)
xˆ +
1
iωε
∂2ψ
(a)
x
∂y∂x
yˆ +
1
iωε
∂2ψ
(a)
x
∂z∂x
zˆ (3.34)
H = ∇× ψ(a)x xˆ
=
∂ψ
(a)
x
∂z
yˆ − ∂ψ
(a)
x
∂y
zˆ (3.35)
(3.36)
with the field components
Ex =
1
iωε
(
∂2ψ
(a)
x
∂x2
+ k2ψ(a)x
)
Hx = 0
Ey =
1
iωε
∂2ψ
(a)
x
∂y∂x
Hy =
∂ψ
(a)
x
∂z
Ez =
1
iωε
∂2ψ
(a)
x
∂z∂x
Hz = −∂ψ
(a)
x
∂y
.
This can be accomplished since modes which are TM to a specified direction, for example,
x, are expressible in terms of A having only a x−component and modes which are TE to
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x can be expressed in terms of F having only a x−component. Thus, following a similar
procedure to that performed above, for A = 0 and
F = ψ(a)x (r) xˆ , (3.37)
the fields are
E = −∇× ψ(f)x xˆ
= −∂ψ
(f)
x
∂z
yˆ +
∂ψ
(f)
x
∂y
zˆ (3.38)
H = −iωεψ(f)x xˆ +
1
iωµ
∇(∇ · ψ(f)x xˆ )
= −iωεψ(f)x xˆ +
1
iωµ
(
∂2ψ
(f)
x
∂x2
xˆ +
∂2ψ
(f)
x
∂y∂x
yˆ +
∂2ψ
(f)
x
∂z∂x
zˆ
)
=
1
iωµ
(
∂2ψ
(f)
x
∂x2
+ k2ψ(f)x
)
xˆ +
1
iωµ
∂2ψ
(f)
x
∂y∂x
yˆ +
1
iωµ
∂2ψ
(f)
x
∂z∂x
zˆ (3.39)
with the field components
Ex = 0 Hx =
1
iωµ
(
∂2ψ
(f)
x
∂x2
+ k2ψ(f)x
)
Ey = −∂ψ
(f)
x
∂z
Hy =
1
iωµ
∂2ψ
(f)
x
∂y∂x
Ez =
∂ψ
(f)
x
∂y
Hz =
1
iωµ
∂2ψ
(f)
x
∂z∂x
.
Thus leaving only the need to find suitable wave functions.
3.3 Derivation of TE and TM modes
The field equations, expressed in terms of the wave functions, are
E = −∇×
(
ψ
(f)
i uˆ i
)
− iωµ
(
ψ
(a)
i uˆ i
)
+
1
iωε
∇
(
∇ ·
(
ψ
(a)
i uˆ i
))
(3.40)
H = ∇×
(
ψ
(a)
i uˆ i
)
− iωε
(
ψ
(f)
i uˆ i
)
+
1
iωµ
∇
(
∇ ·
(
ψ
(f)
i uˆ i
))
. (3.41)
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With parameterizability in mind, we then seek to construct A and F in terms of suitable
wave functions.
3.3.1 Wave Functions
To obtain suitable wave functions associated with A and F, we begin with the vector
Helmholtz equation
∇2Ψ + k2Ψ = 0, (3.42)
where Ψ represents either A or F. Expanding and taking a dot product with respect to
each component yields three scalar components,
(∇2 + k2)ψa/fx (r) = 0 (3.43)(∇2 + k2)ψa/fy (r) = 0 (3.44)(∇2 + k2)ψa/fz (r) = 0, (3.45)
each of which satisfies the scalar Helmholtz equation. The superscript a/f in equations
3.43-3.45 is used here to denote the wave functions associated with both A and F. Each of
these equations is then solved by employing separation of variables, which seeks to obtain
solutions which are in the form of
ψ
a/f
i (r) = ψ
a/f
i (x)ψ
a/f
i (y)ψ
a/f
i (z) (3.46)
where i = {x, y, z}. Substituting equation 3.46 into the Helmholtz equation
(∇2 + k2)ψa/fi (r) = 0(
∂2
∂x2
+
∂2
∂y2
+
∂2
∂z2
+ k2
)
ψ
a/f
i (x)ψ
a/f
i (y)ψ
a/f
i (z) = 0,
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operating on the wave function with the partial derivatives and multiplying though with
(ψ
a/f
i (x)ψ
a/f
i (y)ψ
a/f
i (z))
−1 yields
1
ψ
a/f
i (x)
∂2ψ
a/f
i (x)
∂x2
+
1
ψ
a/f
i (y)
∂2ψ
a/f
i (y)
∂y2
+
1
ψ
a/f
i (z)
∂2ψ
a/f
i (z)
∂z2
+ k2 = 0. (3.47)
We then define separation constants kx, ky, and kz by letting
1
ψ
a/f
i (x)
∂2ψ
a/f
i (x)
∂x2
= −k2x
1
ψ
a/f
i (y)
∂2ψ
a/f
i (y)
∂y2
= −k2y
1
ψ
a/f
i (z)
∂2ψ
a/f
i (z)
∂z2
= −k2z
(3.48)
such that the separation constants satisfy
k2x + k
2
y + k
2
z = k
2. (3.49)
Thus separating equation 3.47 into three separate equations, leading to
∂2ψ
a/f
i (x)
∂x2
+ k2xψ
a/f
i (x) = 0 (3.50)
∂2ψ
a/f
i (y)
∂y2
+ k2yψ
a/f
i (y) = 0 (3.51)
∂2ψ
a/f
i (z)
∂z2
+ k2zψ
a/f
i (z) = 0. (3.52)
The equations have the characteristic equation
λ2i + k
2
j = 0, (3.53)
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where i = {x, y, z} and j = {x, y, z} with eigenvalues λi1,i2 = ±ikj which leads to the
eigenfunctions
ψ
a/f
i (x) = A sin(kxx) +B cos(kxx) (3.54)
ψ
a/f
i (y) = C sin(kyy) +D cos(kyy) (3.55)
ψ
a/f
i (z) = E sin(kzz) + F cos(kzz). (3.56)
Thus the general solutions are
ψa/fx (r) = [A1 sin(kxx) +B1 cos(kxx)][C1 sin(kyy) +D1 cos(kyy)][E1 sin(kzz) + F1 cos(kzz)]
(3.57)
ψa/fy (r) = [A2 sin(kxx) +B2 cos(kxx)][C2 sin(kyy) +D2 cos(kyy)][E2 sin(kzz) + F2 cos(kzz)]
(3.58)
ψa/fz (r) = [A3 sin(kxx) +B3 cos(kxx)][C3 sin(kyy) +D3 cos(kyy)][E3 sin(kzz) + F3 cos(kzz)].
(3.59)
3.3.2 Boundary Conditions
For a rectangular cavity, whose height a, width b, and length c is defined by
{x ∈ R | 0 ≤ x ≤ a}
{y ∈ R | 0 ≤ y ≤ b }
{z ∈ R | 0 ≤ z ≤ c },
we impose that the tangential components of the electric field vanish at the perfectly con-
ducting cavity walls, i.e., E‖ = 0. The symmetry of the cavity allows the fields to be
expressed as TM or TE to any coordinate. The simplest approach is to exploit the fact
that modes which are TM or TE to the ith coordinate is expressible in terms of A or F,
respectively, having only an ith component.
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For the modes which are TM to x, A = ψ
(a)
x (r) xˆ and F = 0. The field components are
Ex =
1
iωε
(
∂2ψ
(a)
x
∂x2
+ k2ψ(a)x
)
Hx = 0
Ey =
1
iωε
∂2ψ
(a)
x
∂y∂x
Hy =
∂ψ
(a)
x
∂z
Ez =
1
iωε
∂2ψ
(a)
x
∂z∂x
Hz = −∂ψ
(a)
x
∂y
.
The boundary conditions at the cavity walls in the xz−plane and the xy−plane are satisfied
when
Ex =
1
iωε
(
∂2ψ
(a)
x
∂x2
+ k2ψ(a)x
)
=
k2 − k2x
iωε
ψ(a)x = 0. (3.60)
Applying this condition at r = (x, y, 0) and r = (x, 0, z), we find
Ex(x, y, 0) = 0
k2 − k2x
iωε
[A1 sin(kxx) +B1 cos(kxx)][C1 sin(kyy) +D1 cos(kyy)][E1 sin(0) + F1 cos(0)] = 0
F1[A1 sin(kxx) +B1 cos(kxx)][C1 sin(kyy) +D1 cos(kyy)] = 0
F1 = 0
(3.61)
Ex(x, 0, z) = 0
k2 − k2x
iωε
[A1 sin(kxx) +B1 cos(kxx)][C1 sin(0) +D1 cos(0)]E1 sin(kzz) = 0
D1[A1 sin(kxx) +B1 cos(kxx)]E1 sin(kzz) = 0
D1 = 0.
(3.62)
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At r = (x, y, c) and r = (x, b, z),
Ex(x, y, c) = 0
k2 − k2x
iωε
[A1 sin(kxx) +B1 cos(kxx)]C1 sin(kyy)E1 sin(kzc) = 0
E1 sin(kzc) = 0 (3.63)
Ex(x, b, z) = 0
k2 − k2x
iωε
[A1 sin(kxx) +B1 cos(kxx)]C1 sin(kyb)E1 sin(kzz) = 0
C1 sin(kyb) = 0. (3.64)
To avoid obtaining the trivial solution, we further impose that C1, E1 6= 0, thus imposing
that the harmonic functions must be zero. Since the sine function is zero when the argument
is either zero or integer multiples of pi, we find that
kyb = mpi
ky =
mpi
b
(3.65)
kzc = ppi
kz =
ppi
c
(3.66)
where m and p are integers. Then, at the remaining two walls the tangential components
of the electric are Ez and Ey, thus, boundary conditions are satisfied when
Ey =
1
iωε
∂2ψ
(a)
x
∂y∂x
= 0. (3.67)
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Then, in terms of ψ
(a)
x , the tangential electric field is
Ey =
1
iωε
∂2
∂y∂x
[A1 sin(kxx) +B1 cos(kxx)]C1 sin(kyy)E1 sin(kzz)
= C1E1
kx
iωε
∂
∂y
[A1 cos(kxx)−B1 sin(kxx)] sin(kyy) sin(kzz)
= C1E1
kxky
iωε
[A1 cos(kxx)−B1 sin(kxx)] cos(kyy) sin(kzz). (3.68)
Applying boundary conditions, at r = (0, y, z) yields
Ey(0, y, z) = 0
C1E1
kxky
iωε
[A1 cos(0)−B1 sin(0)] cos(kyy) sin(kzz) = 0
A1C1E1
kxky
iωε
cos(kyy) sin(kzz) = 0
A1 = 0. (3.69)
Then, at r = (a, y, z) we find
Ey(a, y, z) = 0
−B1C1E1kxky
iωε
sin(kxa) cos(kyy) sin(kzz) = 0
B1 sin(kxa) = 0 (3.70)
and impose the condition that B1 6=, which leads to
kx =
npi
a
. (3.71)
Then, letting Ax ≡ B1C1E1, we obtain the scalar x−component of A
ψ(a)x (r) = Ax cos
(npix
a
)
sin
(mpiy
b
)
sin
(ppiz
c
)
. (3.72)
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For the modes which are TM to y, A = ψ
(a)
y (r) yˆ , and F = 0, the field components are
Ex =
1
iωε
∂2ψ
(a)
y
∂x∂y
Hx = −∂ψ
(a)
y
∂z
Ey =
1
iωε
(
∂2ψ
(a)
y
∂y2
+ k2ψ(a)y
)
Hy = 0
Ez =
1
iωε
∂2ψ
(a)
y
∂z∂y
Hz =
∂ψ
(a)
y
∂x
.
The boundary conditions at four of the six cavity walls are
Ey =
1
iωε
(
∂2ψ
(a)
y
∂y2
+ k2ψ(a)y
)
=
k2 − k2y
iωε
ψ(a)y = 0 (3.73)
and
Ez =
1
iωε
∂2ψ
(a)
y
∂z∂y
= 0 (3.74)
at the remaining two cavity walls. Following a procedure similar to that used to obtain ψ
(a)
x ,
applying boundary conditions at x = 0 and z = 0, leads to B2 = F2 = 0; and imposing
A2, E2 6= 0 at x = a and z = c leads to
kx =
npi
a
kz =
ppi
c
.
The tangential field at the remaining cavity walls is given by
Ez = A2E2
1
iωε
∂2
∂z∂y
sin(kxx)[C2 sin(kyy) +D2 cos(kyy)] sin(kzz)
= A2E2
ky
iωε
∂
∂z
sin(kxx)[C2 cos(kyy)−D2 sin(kyy)] sin(kzz)
= A2E2
kykz
iωε
sin(kxx)[C2 cos(kyy)−D2 sin(kyy)] cos(kzz). (3.75)
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Then, applying boundary conditions at y = 0 and y = b leads to C2 = 0 and
ky =
mpi
b
. (3.76)
Thus, the scalar y−component of A is
ψ(a)y (r) = Ay sin
(npix
a
)
cos
(mpiy
b
)
sin
(ppiz
c
)
. (3.77)
where Ay ≡ A2D2E2. Lastly, for the modes which are TM to z, A = ψ(a)z (r) zˆ , and F = 0,
the field components are
Ex =
1
iωε
∂2ψ
(a)
z
∂x∂z
Hx =
∂ψ
(a)
z
∂y
Ey =
1
iωε
∂2ψ
(a)
z
∂y∂z
Hy = −∂ψ
(a)
z
∂x
Ez =
1
iωε
(
∂2ψ
(a)
z
∂z2
+ k2ψ(a)z
)
Hz = 0.
The boundary conditions at four of the six cavity walls are
Ez =
1
iωε
(
∂2ψ
(a)
z
∂z2
+ k2ψ(a)z
)
=
k2 − k2z
iωε
ψ(a)z = 0 (3.78)
and
Ex =
1
iωε
∂2ψ
(a)
z
∂x∂z
= 0 (3.79)
at remaining two. Applying boundary conditions at x = 0 and y = 0, leads to B3 = D3 = 0;
and imposing A3, C3 6= 0 at x = a and y = b leads to
kx =
npi
a
ky =
mpi
b
.
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The tangential field at the remaining cavity walls is given by
Ex = A3C3
1
iωε
∂2
∂x∂z
sin(kxx) sin(kyy)[E3 sin(kzz) + F3 cos(kzz)]
= A3C3
kz
iωε
∂
∂x
sin(kxx) sin(kyy)[E3 cos(kzz)− F3 sin(kzz)]
= A3C3
kzkx
iωε
cos(kxx) sin(kyy)[E3 cos(kzz)− F3 sin(kzz)]. (3.80)
Then, applying boundary conditions at z = 0 and z = c leads to E3 = 0 and
kz =
ppi
c
. (3.81)
Thus, the scalar z−component of A is
ψ(a)z (r) = Az sin
(npix
a
)
sin
(mpiy
b
)
cos
(ppiz
c
)
, (3.82)
where Az ≡ A3C3F3. Thus, A is then
A(r) =

Ax cos(nxpix/a) sin(mxpiy/b) sin(pxpiz/c)
Ay sin(nypix/a) cos(mypiy/b) sin(pypiz/c)
Az sin(nzpix/a) sin(mzpiy/b) cos(pzpiz/c)
, (3.83)
where the subscripts x, y, and z have been used to distinguish between integers of different
components with
knmp =
√(nipi
a
)2
+
(mipi
b
)2
+
(pipi
c
)2
(3.84)
and
nx = 0, 1, 2, ..., mx = 1, 2, 3, ..., px = 1, 2, 3, ... (3.85)
ny = 1, 2, 3, ..., my = 0, 1, 2, ..., py = 1, 2, 3, ... (3.86)
nz = 1, 2, 3, ..., mz = 1, 2, 3, ..., pz = 0, 1, 2, ... (3.87)
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Furthermore, with k = ω
√
µε, a general expression for the resonant frequency can be
obtained for a given mode TM to a specified direction
fTM =
1
2
√
µε
√(ni
a
)2
+
(mi
b
)2
+
(pi
c
)2
(3.88)
where i = {x, y, z}. For the TE modes, the same procedure is followed while using the dual
nature of the equations.
For modes which are TE to x, F = ψ
(f)
x (r) xˆ and A = 0. The field components are
Ex = 0 Hx =
1
iωµ
(
∂2ψ
(f)
x
∂x2
+ k2ψ(f)x
)
Ey = −∂ψ
(f)
x
∂z
Hy =
1
iωµ
∂2ψ
(f)
x
∂y∂x
Ez =
∂ψ
(f)
x
∂y
Hz =
1
iωµ
∂2ψ
(f)
x
∂z∂x
.
The boundary conditions at the four cavity walls in the xy−plane and the yz−plane and
the two cavity walls in the xz−plane are
Ey = −∂ψ
(f)
x
∂z
= 0 (3.89)
Ez =
∂ψ
(f)
x
∂y
= 0 (3.90)
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respectively. Applying boundary conditions at z = 0 and x = 0 leads to
−∂ψ
(f)
x (x, y, 0)
∂z
= 0
−kz[A1 sin(kxx) +B1 cos(kxx)][C1 sin(kyy) +D1 cos(kyy)][E1 cos(0)− F1 sin(0)] = 0
−E1kz[A1 sin(kxx) +B1 cos(kxx)][C1 sin(kyy) +D1 cos(kyy)] = 0
E1 = 0
(3.91)
−∂ψ
(f)
x (0, y, z)
∂z
= 0
−kz[A1 sin(0) +B1 cos(0)][C1 sin(kyy) +D1 cos(kyy)][−F1 sin(kzz)] = 0
B1kz[C1 sin(kyy) +D1 cos(kyy)]F1 sin(kzz) = 0
B1 = 0,
(3.92)
and applying boundary conditions at z = c and x = a leads to
kx =
upi
a
(3.93)
ky =
wpi
c
. (3.94)
Applying boundary conditions at y = 0 and y = b, we find
∂ψ
(f)
x (x, 0, z)
∂y
= 0
kyA1 sin(kxx)[C1 cos(0)−D1 sin(0)][−F1 sin(kzz)] = 0
−C1kyA1 sin(kxx)F1 sin(kzz) = 0
C1 = 0 (3.95)
and
ky =
vpi
b
. (3.96)
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Thus, setting Fx ≡ A1D1F1, the scalar x−component of F is
ψ(f)x (r) = Fx sin
(upix
a
)
cos
(vpiy
b
)
cos
(wpiz
c
)
. (3.97)
For modes which are TE to y, F = ψ
(f)
y (r) yˆ and A = 0. The field components are
Ex =
∂ψ
(f)
y
∂z
Hx =
1
iωµ
∂2ψ
(f)
y
∂x∂y
Ey = 0 Hy =
1
iωµ
(
∂2ψ
(f)
y
∂y2
+ k2ψ(f)y
)
Ez = −∂ψ
(f)
y
∂x
Hz =
1
iωµ
∂2ψ
(f)
y
∂z∂y
.
The boundary conditions at the four cavity walls in the xy−plane and the xz−plane and
the two cavity walls in the yz−plane are
Ex =
∂ψ
(f)
y
∂z
= 0 (3.98)
Ez = −∂ψ
(f)
y
∂x
= 0 (3.99)
respectively. Noting that
Ex(x, y, z) = kz
(
[A2 sin(kxx) +B2 cos(kxx)]
[C2 sin(kyy) +D2 cos(kyy)][E2 cos(kzz)− F2 sin(kzz)]
)
(3.100)
Ez(x, y, z) = −kx
(
[A2 cos(kxx)−B2 sin(kxx)]
[C2 sin(kyy) +D2 cos(kyy)][E2 sin(kzz) + F2 cos(kzz)]
)
(3.101)
and applying boundary conditions leads to A2 = D2 = E2 = 0, with
kx =
upi
a
ky =
vpi
b
kz =
wpi
c
. (3.102)
39
Thus obtaining the scalar y−component of F
ψ(f)x (r) = Fy cos
(upix
a
)
sin
(vpiy
b
)
cos
(wpiz
c
)
(3.103)
where Fy ≡ A2D2E2.
For the modes TE to z, F = ψ
(f)
z (r) zˆ and A = 0. The field components are given by
Ex = −∂ψ
(f)
z
∂y
Hx =
1
iωµ
∂2ψ
(f)
z
∂x∂z
Ey =
∂ψ
(f)
z
∂x
Hy =
1
iωµ
∂2ψ
(f)
z
∂y∂z
Ez = 0 Hz =
1
iωµ
(
∂2ψ
(f)
z
∂z2
+ k2ψ(f)z
)
.
Noting that,
Ex(x, y, z) = −ky
(
[A3 sin(kxx) +B3 cos(kxx)]
[C3 cos(kyy)−D3 sin(kyy)][E3 sin(kzz) + F3 cos(kzz)]
)
(3.104)
Ez(x, y, z) = kx
(
[A3 cos(kxx)−B3 sin(kxx)]
[C3 sin(kyy) +D3 cos(kyy)][E3 sin(kzz) + F3 cos(kzz)]
)
, (3.105)
and imposing that the tangential components of E are zero at the cavity walls; we find that
at Ez(0, y, z), A3 = 0; at Ez(x, 0, z), D3 = 0; and at Ex(x, y, 0), F3 = 0. Then, applying
boundary conditions at Ez(a, y, z), Ez(x, b, z), and Ex(x, y, c) leads to
kx =
upi
a
ky =
vpi
b
kz =
wpi
c
. (3.106)
The resulting expression for the scalar z−component of F is
ψ(f)x (r) = Fz cos
(upix
a
)
cos
(vpiy
b
)
sin
(wpiz
c
)
. (3.107)
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Thus, F is then
F(r) =

Fx sin(uxpix/a) cos(vxpiy/b) cos(wxpiz/c)
Fy cos(uypix/a) sin(vypiy/b) cos(wypiz/c)
Fz cos(uzpix/a) cos(vzpiy/b) sin(wzpiz/c)
, (3.108)
where the subscripts x, y, and z have been once again used to distinguish between integers
of different components with
kuvw =
√(uipi
a
)2
+
(vipi
b
)2
+
(wipi
c
)2
, (3.109)
where i = {x, y, z} and
ux = 1, 2, 3, ..., vx = 0, 1, 2, ..., wx = 0, 1, 2, ..., vz = wz = 0 excepted (3.110)
uy = 0, 1, 2, ..., vy = 1, 2, 3, ..., wy = 0, 1, 2, ..., uz = wz = 0 excepted (3.111)
uz = 0, 1, 2, ..., vz = 0, 1, 2, ..., wz = 1, 2, 3, ..., uz = vz = 0 excepted. (3.112)
As it was the case with the TM modes, since k = ω
√
µε,
fTE =
1
2
√
µε
√(ui
a
)2
+
(vi
b
)2
+
(wi
c
)2
. (3.113)
3.4 Electric and Magnetic Field Expressions
As previously mentioned, the fields which are TE or TM to the ith direction, are obtained
by substituting the ith−component of equations 3.83 and 3.108 into
E = −∇× F− iωµA + 1
iωε
∇(∇ ·A) (3.114)
H = ∇×A− iωεF + 1
iωµ
∇(∇ · F) (3.115)
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and employing superposition. Having derived every component of A and F, it is sufficient to
consider modes TM and TE to one specified direction. It is conventional in electromagnetic
theory to classify modes as TM and TE to z; for the remainder of the this work, the same
convention will be followed.
3.4.1 TMz Fields
For TMz fields,
A = sin
(nzpix
a
)
sin
(mzpiy
b
)
cos
(pzpiz
c
)
zˆ , F = 0. (3.116)
Substituting into equations 3.114-3.115, the electric field is then
E = −iωµ sin
(nzpix
a
)
sin
(mzpiy
b
)
cos
(pzpiz
c
)
zˆ
+
1
iωε
∇
(
∇ · sin
(nzpix
a
)
sin
(mzpiy
b
)
cos
(pzpiz
c
)
zˆ
)
= −iωµ sin
(nzpix
a
)
sin
(mzpiy
b
)
cos
(pzpiz
c
)
zˆ − pzpi
iωεc
∇sin
(nzpix
a
)
sin
(mzpiy
b
)
sin
(pzpiz
c
)
= −nzpzpi
2
iωεac
cos
(nzpix
a
)
sin
(mzpiy
b
)
sin
(pzpiz
c
)
xˆ
− mzpzpi
2
iωεbc
sin
(nzpix
a
)
cos
(mzpiy
b
)
sin
(pzpiz
c
)
yˆ
−
(
p2zpi
2
iωεc2
+ iωµ
)
sin
(nzpix
a
)
sin
(mzpiy
b
)
cos
(pzpiz
c
)
zˆ ,
which simplifies to
E =
ipi2
ωε

nzpz
ac cos
(
nzpix
a
)
sin
(mzpiy
b
)
sin
(pzpiz
c
)
mzpz
bc sin
(
nzpix
a
)
cos
(mzpiy
b
)
sin
(pzpiz
c
)(
p2z
c2
− k2
pi2
)
sin
(
nzpix
a
)
sin
(mzpiy
b
)
cos
(pzpiz
c
)
, (3.117)
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and the magnetic field is
H =∇× sin
(nzpix
a
)
sin
(mzpiy
b
)
cos
(pzpiz
c
)
zˆ
=
mzpi
b
sin
(nzpix
a
)
cos
(mzpiy
b
)
cos
(pzpiz
c
)
xˆ − nzpi
a
cos
(nzpix
a
)
sin
(mzpiy
b
)
cos
(pzpiz
c
)
yˆ .
(3.118)
For modes TM to z, nz = 1, 2, 3, ...; mz = 1, 2, 3, ...; and pz = 0, 1, 2, .... The magnitude of
the electric and magnetic fields for the first TM mode, which is the TM110 mode, are shown
in Figures 3.3 and 3.4 below in order to visualize the fields.
Fig. 3.3: Plot of |Ex(r)|, |Ey(r)|, |Ez(r)|, and |E(r)| for the TM110 mode
Fig. 3.4: Plot of |Hx(r)|, |Hy(r)|, and |H(r)| for the TM110 mode
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The fields are shown within a rectangular cavity with c = 0.56 m, b = 0.8 m, and a = 1.2
m. Given the assumptions on the layout which were made in the beginning of this chapter,
the fields which are plotted are not exactly the same as the fields within the actual enclosure,
however, the information can be used as an early approximation to obtain optimal designs
and can be later refined within electromagnetic modeling software once a design is selected.
The electric field, having only a z -component, is strongest at (x, y) = (0.26, 0.4) for all
values of z. The magnetic field has both, a x and y-component and is at a maximum at
(x, y) = (0.26, 0) and (x, y) = (0.26, 0.8) for all values of z.
3.4.2 TEz Fields
For TEz fields,
A = 0, F = cos
(uzpix
a
)
cos
(vzpiy
b
)
sin
(wzpiz
c
)
zˆ . (3.119)
Substituting into equations 3.114-3.115 yields
E = −∇× cos
(uzpix
a
)
cos
(vzpiy
b
)
sin
(wzpiz
c
)
zˆ
=
vzpi
b
cos
(uzpix
a
)
sin
(vzpiy
b
)
sin
(wzpiz
c
)
xˆ − uzpi
a
sin
(uzpix
a
)
cos
(vzpiy
b
)
sin
(wzpiz
c
)
yˆ
(3.120)
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and
H = −iωε cos
(uzpix
a
)
cos
(vzpiy
b
)
sin
(wzpiz
c
)
zˆ
+
1
iωµ
∇
(
∇ · cos
(uzpix
a
)
cos
(vzpiy
b
)
sin
(wzpiz
c
)
zˆ
)
= −iωε cos
(uzpix
a
)
cos
(vzpiy
b
)
sin
(wzpiz
c
)
zˆ
+
wzpi
iωµc
∇cos
(uzpix
a
)
cos
(vzpiy
b
)
cos
(wzpiz
c
)
= −uzwzpi
2
iωµac
sin
(uzpix
a
)
cos
(vzpiy
b
)
cos
(wzpiz
c
)
xˆ
− vzwzpi
2
iωµbc
cos
(uzpix
a
)
sin
(vzpiy
b
)
cos
(wzpiz
c
)
yˆ
−
(
w2zpi
2
iωµc2
+ iωε
)
cos
(uzpix
a
)
cos
(vzpiy
b
)
sin
(wzpiz
c
)
zˆ
which simplifies to
H =
ipi2
ωµ

uzwz
ac sin
(
uzpix
a
)
cos
(vzpiy
b
)
cos
(
wzpiz
c
)
vzwz
bc cos
(
uzpix
a
)
sin
(vzpiy
b
)
cos
(
wzpiz
c
)(
w2z
c2
− k2
pi2
)
cos
(
uzpix
a
)
cos
(vzpiy
b
)
sin
(
wzpiz
c
)
 (3.121)
For modes TE to z, uz = 0, 1, 2, ...; vz = 0, 1, 2, ...; wz = 1, 2, 3, ... with uz = vz = 0 excepted.
The magnitudes of the fields and their components for the TE011 mode within a cavity of
the same dimensions as in Figures 3.3 and 3.4 are shown below.
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Fig. 3.5: Plot of |Ex(r)|, |Ey(r)|, and |E(r)| for the TE011 mode
Fig. 3.6: Plot of |Hx(r)|, |Hy(r)|, |Hz(r)|, and |H(r)| for the TE011 mode
The electric field, solely consists of a x -component and is strongest at (y, z) = (0.4, 0.625)
for all values of x. The magnetic field has both, a y and z -component and, with the
y-component being roughly two orders of magnitude less than the z -component, is at a
maximum at (y, z) = (0, 0.625) and (y, z) = (0.8, 0.625) for all values of x.
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3.5 Surface Currents
During the VPP, the PEBB undergoes thermal and mechanical optimization. These pro-
cesses typically will consider cooling methods such as air cooling, water cooling, etc, which
introduces the possibility of having ventilation slots or apertures. The placement of these
slots or apertures can have a detrimental impact on the system by allowing radiation to leak
out of the cavity. Therefore, it is desirable to select locations for these slots or apertures to
be in regions where this effect is minimized. The surface current at each wall is given by
Jsij = nˆ ×H (3.122)
where nˆ is the unit vector normal to the ij−plane. Then, the surface currents for the TMz
modes are
Jsxz = yˆ×
(
mzpi
b
sin
(nzpix
a
)
cos
(mzpiy
b
)
cos
(pzpiz
c
)
xˆ
− nzpi
a
cos
(nzpix
a
)
sin
(mzpiy
b
)
cos
(pzpiz
c
)
yˆ
)
= −mzpi
b
sin
(nzpix
a
)
cos
(mzpiy
b
)
cos
(pzpiz
c
)
xˆ (3.123)
Jsyz = xˆ×
(
mzpi
b
sin
(nzpix
a
)
cos
(mzpiy
b
)
cos
(pzpiz
c
)
xˆ
− nzpi
a
cos
(nzpix
a
)
sin
(mzpiy
b
)
cos
(pzpiz
c
)
yˆ
)
= −nzpi
a
cos
(nzpix
a
)
sin
(mzpiy
b
)
cos
(pzpiz
c
)
yˆ (3.124)
Jsxy = zˆ×
(
mzpi
b
sin
(nzpix
a
)
cos
(mzpiy
b
)
cos
(pzpiz
c
)
xˆ
− nzpi
a
cos
(nzpix
a
)
sin
(mzpiy
b
)
cos
(pzpiz
c
)
yˆ
)
=
nzpi
a
cos
(nzpix
a
)
sin
(mzpiy
b
)
cos
(pzpiz
c
)
xˆ
+
mzpi
b
sin
(nzpix
a
)
cos
(mzpiy
b
)
cos
(pzpiz
c
)
yˆ (3.125)
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and the surface currents for the TEz modes are
Jsxz = yˆ ×
i
ωµ
{
uzwzpi
2
ac
sin
(uzpix
a
)
cos
(vzpiy
b
)
cos
(wzpiz
c
)
xˆ
+
vzwzpi
2
bc
cos
(uzpix
a
)
sin
(vzpiy
b
)
cos
(wzpiz
c
)
yˆ
+
(
w2zpi
2
c2
− k2
)
cos
(uzpix
a
)
cos
(vzpiy
b
)
sin
(wzpiz
c
)
zˆ
}
=
i
ωµ
[(
w2zpi
2
c2
− k2
)
cos
(uzpix
a
)
cos
(vzpiy
b
)
sin
(wzpiz
c
)
xˆ
− uzwzpi
2
ac
sin
(uzpix
a
)
cos
(vzpiy
b
)
cos
(wzpiz
c
)
zˆ
]
(3.126)
Jsyz = xˆ ×
i
ωµ
{
uzwzpi
2
ac
sin
(uzpix
a
)
cos
(vzpiy
b
)
cos
(wzpiz
c
)
xˆ
+
vzwzpi
2
bc
cos
(uzpix
a
)
sin
(vzpiy
b
)
cos
(wzpiz
c
)
yˆ
+
(
w2zpi
2
c2
− k2
)
cos
(uzpix
a
)
cos
(vzpiy
b
)
sin
(wzpiz
c
)
zˆ
}
=
i
ωµ
[
−
(
w2zpi
2
c2
− k2
)
cos
(uzpix
a
)
cos
(vzpiy
b
)
sin
(wzpiz
c
)
yˆ
+
vzwzpi
2
bc
cos
(uzpix
a
)
sin
(vzpiy
b
)
cos
(wzpiz
c
)
zˆ
]
(3.127)
Jsxy = zˆ ×
i
ωµ
{
uzwzpi
2
ac
sin
(uzpix
a
)
cos
(vzpiy
b
)
cos
(wzpiz
c
)
xˆ
+
vzwzpi
2
bc
cos
(uzpix
a
)
sin
(vzpiy
b
)
cos
(wzpiz
c
)
yˆ
+
(
w2zpi
2
c2
− k2
)
cos
(uzpix
a
)
cos
(vzpiy
b
)
sin
(wzpiz
c
)
zˆ
}
=
i
ωµ
[
− vzwzpi
2
bc
cos
(uzpix
a
)
sin
(vzpiy
b
)
cos
(wzpiz
c
)
xˆ
+
uzwzpi
2
ac
sin
(uzpix
a
)
cos
(vzpiy
b
)
cos
(wzpiz
c
)
yˆ
]
. (3.128)
Plots of the surface currents at the cavity walls, obtained by equations 3.123-3.128, are
shown below in Figure 3.7 for the TM110 mode and the TE011 mode.
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Fig. 3.7: Plot of |Js(r)| for the TM110 mode (left) and |Js(r)| for the TE011 mode (right)
Using this data, we are able to determine general locations where the radiation will be
minimized if an aperture or slot is made in the cavity.
For example, the current on the upper cavity wall in the yz -plane for the TE011 shown
above in Figure 3.7 is directed in the uˆ = yˆ + zˆ direction. Narrow ventilation slots placed
in parallel with the direction of the current where the current is at a minimum will result
in minimal radiation. On the other hand, placing a narrow ventilation slot perpendicular
to the current, or in locations where the current is at a maximum, will result in significant
radiation.
Fig. 3.8: Example of good and bad placement of a ventilation slot and aperture
This concept is depicted above in Figure 3.8. The arrow indicates the direction of the
current, the green markings represent an example of good placement, and the red markings
represent an example of bad placement.
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Chapter 4
Integration into the Virtual
Prototyping Process
The mathematical formulation can be modeled through computational software and inte-
grated into the VPP by considering the objective of removing any resonant modes created
by the enclosure. The spectral location of the modes are dependent on the volume of the
cavity, thus constraints on the volume of the cavity formed by the enclosure and the compo-
nents, and subsequently the overall dimensions of the PEBB LRU must be derived in order
to satisfy the objective. This chapter will present some possible approaches to integrating
the high frequency model into the VPP and discuss how the constraints derived from these
models can benefit the VPP.
4.1 Frequency-Objective-Based Constraints
Equations 3.88 and 3.113, shown below for reference,
fTM =
1
2
√
µε
√(ni
a
)2
+
(mi
b
)2
+
(pi
c
)2
fTE =
1
2
√
µε
√(ui
a
)2
+
(vi
b
)2
+
(wi
c
)2
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enables one to determine the frequency at a which specific mode occurs for a given volume.
For a rectangular cavity with a ≤ b ≤ c, dominant mode is the TE011 mode and this will
be the main focus throughout this chapter. For other resonant modes, Table 4.1 [23] shows
(fr)nmp/(fr)011 for a ≤ b ≤ c.
b
a
c
a TE011 TE101 TM110
TM111
TE012 TE021 TE201 TE102 TM120 TM210
TM112
TE111 TE112
1 1 1 1 1 1.22 1.58 1.58 1.58 1.58 1.58 1.58 1.73
1 2 1 1 1.26 1.34 1.26 1.84 1.84 1.26 2.00 2.00 1.55
2 2 1 1.58 1.58 1.73 1.58 1.58 2.91 2.00 2.00 2.91 2.12
2 4 1 1.84 2.00 2.05 1.26 1.84 3.60 2.00 2.53 3.68 2.19
4 4 1 2.91 2.91 3.00 1.58 1.58 5.71 3.16 3.16 5.71 3.24
4 8 1 3.62 3.65 3.66 1.26 1.84 7.20 3.65 4.03 7.25 3.82
4 16 1 3.88 4.00 4.01 1.08 1.96 7.76 3.91 4.35 7.83 4.13
Table 4.1: (fr)nmp/(fr)011 for a Rectangular Cavity, a ≤ b ≤ c [23]
Note that all resonant modes associated with Table 4.1 are TEz. The first approach is to
derive constraints on the range of volumes by extracting volumes for which the TE011 exists
above the frequency range of the switching harmonics. First, the initial limits, both upper
and lower, on the length, width, and height and the dimensions of the PEBB assembly
can be used to determine the limits which describe the cavity formed between the PEBB
assembly and the enclosure. The difference between the limits should then be discretized
according to a sample size which gives adequate resolution. The dimensions should then
be converted into N ×N ×N matrix in order to capture every possible cavity volume. In
computational software such as MATLAB, this can accomplished through the use of the
meshgrid() function. The dimensions are then used to create a three dimensional matrix
F011 by using Equation 3.113, and will take the form of
F011 =
1
2
√
µε
√(
0
A
)2
+
(
1
B
)2
+
(
1
C
)2
, (4.1)
resulting in a three dimensional matrix, where each point within the matrix is the frequency
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of the TE011 mode which corresponds to a specific length, width, and height within the
range defined. Volumes which do not contain the TE011 within the frequency range of
the switching harmonics can then be extracted out of the data by iterating through F011,
selecting only the elements which have values larger than the greatest switching harmonic
of interest.
4.2 Modal-Objective-Based Constraints
Another approach is to begin with determining the number of modes for a given frequency
and then derive constraints on the volume. Liu, Chang, and Ma [24] have extensively studied
the resonant frequencies of rectangular cavities and have determined the total number N of
modes with eigenvalues knmp less than or equal to k by computer counting using equations
3.84 and 3.109. Although N as a function of k or f is discontinuous, they have also derived
a smooth approximation Ns given by [24]
Ns(k) =
abc
3pi2
k3 − a+ b+ c
2pi
k +
1
2
(k > 0), (4.2)
or in terms of frequency f ,
Ns(f) =
8pi
3
abc
f3
ν3
− (a+ b+ c)f
ν
+
1
2
(f > 0), (4.3)
where ν = 1/
√
µε.
Equations 4.2 and 4.3 can be utilized in the VPP in two significant ways. Unlike the first
approach, the harmonic content associated with a specified switching frequency, as well as
the limits of the PEBB assembly dimensions which are required in order to create a design
space which accounts for every possible length, width, and height are used as inputs. Then,
for a specific frequency, a plot of all of the designs with N < 1 can be generated as shown
below in Figure 4.1.
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Fig. 4.1: Designs with N < 1 for f = 220 MHz
While the results are similar to the first approach, in the sense that constraints on the
volume are derived from a frequency, this approach can also be used to derive constraints
on the switching frequency. Spectral decomposition can be performed for a given switching
frequency and the resulting harmonics can be input into this model, yielding a set of volumes
for which the number of modes are less than 1, i.e., non-existent. This enables the VPP
investigate the feasibility of various switching frequencies and its impact on volume, as well
as the switching capabilities of WBG devices.
4.3 Constraints on the Layout of the PEBB
While incorporating a near-field analysis on the PEBB assembly within the VPP is not
feasible, the assumptions made in this work, in regards to the layout of the assemblies within
the PEBB LRU, provide a baseline for which the high frequency effects can be captured
and integrated into the VPP. The calculation of the surface currents at the cavity walls
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can be incorporated into the VPP, providing constraints on the placement of ventilation
holes or apertures while providing additional information to the selection of a thermal
management system. Once a optimal design is achieved, one could then fine tune the layout
using electromagnetic modeling software by investigating various components of differing
geometries. Furthermore, the constraints on the volume derived above provide a baseline
for which the PEBB assembly should be laid out to avoid resonances.
The resonant modes associated with a rectangular cavity, whose height a, width b, and
length c are such that a ≤ b ≤ c, are highly dependent on variations in width and length
and seemingly invariant on variations in height. Since the height a is taken in this formu-
lation to be the distance between the PEBB assembly and the enclosure, layout decisions
which impact the length and width of the PEBB assembly drive any resonances which may
exist in the main cavity of the PEBB LRU. Not only does the constraints derived on the
length and width of the PEBB assembly provide insight on the layout, but it also provides
additional constraints on the method of cooling, i.e., thermal management systems, allo-
cations for dielectric stand-off distances, accessibility, and frame support, interconnections,
cabling, capacitor sizes, and bus bar designs. These constraints, informed by the LRU level,
can be used to identify genes which can be used in a VPP to determine the optimal place-
ment of components, spacing between components, and placement of apertures or slots for
ventilation for a given design.
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Chapter 5
Conclusion and Future Works
The value proposition of WBG devices have yet to be realized in their application to power
electronic converters due to the trade-off between exploiting their full switching capabilities
and the generation of EMI. The VPP approach [18], which incorporates the high frequency
effects of WBG devices into the metamodel generation process, provides the means to
comprehensively investigate these trade-offs within the framework of the United States
Navy’s platform for ship design, S3D. A mathematical model which captures the radiated
high frequency effects of WBG devices for the PEBB LRU was formulated in this work.
The constraints derived in this work, while only a starting point, will be used to incor-
porate radiated high frequency effects into the metamodeling approach via the VPP and
provide a baseline for the development of PEBB assemblies through volumetric constraints
on the layout. Future works include developing a VPP for the PEBB LRU, the incorporation
of near-field measurements into the VPP using approaches such as [25], and investigating
the effects of higher switching frequencies and resonances within the framework of this the-
sis for low voltage systems. The use of near-field measurements will refine the VPP for the
PEBB LRU, which is built upon this work, and will enable more detailed designs to be
investigated through the VPP. For low voltage systems which do not have constraints on
switching frequency, the VPP can obtain a set of designs for which the dominant mode has
been eliminated at higher switching frequencies, thus enabling a method of determining the
value of WBG devices in low voltage systems or the associated trade-offs.
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