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ABSTRACT
This paper is devoted to the study of the nonlinear harmonic response of an industrial blade model subjected to
large geometrical deflection. A reduction procedure is performed on the blade model using the linear normal modes
of the structure. Geometrical nonlinear effects are taken into account by considering cubic and quadratic stiffnesses
in the dynamical reduced model. Reduced nonlinear stiffness coefficients are computed with the STiffness Evaluation
Procedure (STEP) and periodic solutions are sought using the Harmonic Balance Method (HBM) coupled to a
pseudo-arclength continuation. Along with the harmonic response, a bifurcation analysis is performed to compute
both turning and branching points. Specific attention is paid to the internal resonance phenomenon. 2 to 1 internal
resonance occurred during the frequency response analysis close to the first and second modes of the reduced model.
Mode coupling phenomena occurred during the harmonic analysis and secondary branches of solutions were obtained
from branching point bifurcations.
NOMENCLATURE
x(t) Vector of unknows in the physical basis
M, C, K Mass, damping and linear stiffness matrices
f nl, f ext External and nonlinear forces
q Vector of unknowns in the modal basis
Φ Truncated modal basis
•˜ Variables in the modal basis
Kc, Kq Quadratic and cubic reduced stiffness tensors
•ˆ Vector of Fourier coefficients
Nh Number of harmonics
Z Dynamic stiffness matrix
F, F¯ Direct and inverse discrete Fourier transform matrices
s Arc-length parameter
HBM Harmonic Balance Method
STEP STiffness Evaluation Procedure
DOF Degree Of Freedom
AFT Alternating Frequency-Time
BP, TP Branching and Turning Points
INTRODUCTION
The aeronautic industry is constantly confronted by economic and environmental issues, such as gas emis-
sion and noise level reduction, and the need to decrease fuel consumption. The development of high-bypass
ratio machines is a current trend in engine design intended to reach such objectives. This has led to the con-
ception of slender components including fan blades which may undergo large deflections. In such conditions,
the response of the blades to harmonic excitation can involve mode couplings leading to so-called internal resonances.
Internal resonances are a feature of nonlinear systems. Having no counterpart in linear systems, they correspond
to an exchange of energy between several modes of a structure. They occur when two or more frequencies of the
structure are commensurable or nearly commensurable [1], which can be summarized by the following condition,
∑
k
mkωk ≈ 0 mk ∈ Z, k ≥ 2 (1)
where the frequencies ωk need not be the linear frequencies of the structure [2].
Understanding internal resonance phenomena is essential in the design process of the components mentioned
previously. As such phenomena are usually encountered during experimental trials, being able to predict and
simulate them may lead to considerable savings of money and time. Several approaches to study internal resonance
phenomenon can be found in the literature. The multiple scales analysis [1] is commonly used and furnishes
pertinent results for small nonlinear systems [1, 3, 4]. However, its application is limited to weak nonlinear systems.
Furthermore, multiple scales analysis is an analytical approach, then, its use for large systems is not feasible.
Boivin et al. proposed in [5] an approach based on multi-mode invariant manifolds to treat interactions between
modes [6, 7]. In [2, 8], internal resonances were obtained for nonlinear normal modes (NNM) calculation by a
shooting method. In addition, King and Vakakis proposed in [9] an energy-based approach to compute resonant
NNM. Moreover, frequency-based methods like the Harmonic Balance Method (HBM), have shown promising
results concerning internal resonances [10, 11]. Though these methods have been able to predict modal interactions
through internal resonance with good precision, there is little in the literature on their application to industrial cases.
In practice, industrial models are reduced to smaller ones with reduction methods. In these cases, the evaluation
of nonlinear reduced terms can prove difficult. Indeed, the direct application of the projection basis onto the full
numerical model to extract the nonlinear terms may be time-consuming. One solution is to estimate a priori the
nonlinear reduced forces associated with the reduction basis. That is the purpose of the STiffness Evaluation
Procedure (STEP) [12].
Moreover, obtaining the harmonic response of dynamical systems is of particular interest and the Harmonic
Balance Method (HBM) is a relevant tool for achieving this goal. Avoiding transient phase calculation, it is used to
find the periodic solution of an ordinary differential equation that guarantees significant time-cost reductions in
comparison with classical direct time integration methods. HBM is often completed by a continuation technique.
These approaches enhance the following solution branches and optimize time-cost reduction.
In this paper, we propose a study of the internal resonances of a reduced industrial blade model subjected
to large geometrical deflection. The reduction is performed by modal projection. The nonlinear stiffnesses are
determined by a STiffness Evaluation Procedure (STEP) and the simulations are performed using HBM coupled
with a pseudo arc-length continuation procedure.
1 NUMERICAL APPROACH
In the following, the equations of motion of an n-degrees-of-freedom (DOFs) system subjected to geometrical
nonlinearities are written in the form:
Mx¨(t) + Cx˙(t) + Kx(t) + f nl(x(t)) = f ext(t) (2)
where x(t) is the vector of unknown displacements, M, C, K are the usual structural matrices, i.e. mass, damping
and stiffness, respectively. The f nl (x(t)) vector refers to the geometrical nonlinear terms. Finally f ext (t) is the
vector of external forces acting on the system.
1.1 Reduction
For industrial models, the size of the system (2) is generally large and calculation costs quickly reach prohibitive
levels. To overcome this difficulty, reduction methods are generally employed to restrict the number of unknowns
and lead to appropriately sized systems. In this paper, the reduction is carried out by classical modal projection
using the linear normal modes (LNM) Φi of the underlying undamped linear system of Eqn. (2). To this end,
matrix Φ including a subset of r eigenvectors is introduced to expand the displacement vector as follows:
x(t) = Φq(t) (3)
Substituting this expression in Eqn. (2) leads to,
M˜q¨(t) + C˜q˙(t) + K˜q(t) + Φᵀf nl (Φq(t)) = f˜ ext (t) (4)
where
M˜ = ΦᵀMΦ
C˜ = ΦᵀCΦ
K˜ = ΦᵀKΦ
f˜ ext (t) = Φᵀf ext (t)
(5)
The size of the reduced system (4) is r with r  n. Generally, the expressions of the nonlinear terms in Eqn. (2)
are not available since they originate from a finite element program. Their expression in Eqn. (4) is therefore
unknown. The stiffness evaluation procedure (STEP) allows overcoming this difficulty.
1.2 STiffness Evaluation Procedure (STEP)
The STiffness Evaluation Procedure is a method for determining the nonlinear modal stiffness coefficients from
an arbitrary finite element model. The principle is to assume the expression of the nonlinear reduced modal forces
in the following form [12],
Φᵀf nl (Φq(t)) =
r∑
j=1
r∑
k=j
Kqjkqjqk +
r∑
j=1
r∑
k=j
r∑
l=k
Kcjklqjqkql (6)
where Kq and Kc are second and third order tensors whose components are quadratic and cubic nonlinear stiffness
coefficients. Then, the method proposed in [12] suggests determining the unknown coefficients Kqjk and Kcjkl using
a series of prescribed nodal displacements xp. The procedure is summarized as follows.
By assuming the nodal displacement along one of the linear eigenvectors Φj , xp = Φjqj , coefficients Kqjj and
Kcjjj associated with the nonlinear modal restoring force can be isolated in Eqn. (7),
Φᵀf nl (Φjqj) = Kqjjqjqj + Kcjjjqjqjqj (7)
Then, by employing another displacement expression, xp = Φjqj + Φkqk, a new relationship can be obtained
between the coefficients Kqjkqjqk, Kcjjkqjqjqk and Kcjkkqjqkqk and the nonlinear modal force,
Φᵀf nl (Φjqj + Φkqk) = Kqjjqjqj + Kcjjjqjqjqj + K
q
kkqkqk
+ Kckkkqkqkqk + K
q
jkqjqk + K
c
jjkqjqjqk + Kcjkkqjqkqk
(8)
Finally, coefficients Kcjkl are obtained by enforcing the displacement xp to be equal to Φjqj + Φkqk + Φlql, leading
to the following equation,
Φᵀf nl (Φjqj + Φkqk + Φlql) = Kqjjqjqj + K
q
kkqkqk + K
q
llqlql
+ Kqjkqjqk + K
q
jlqjql + K
q
klqkql + K
c
jjjqjqjqj + Kckkkqkqkqk
+ Kclllqlqlql + +Kcjjkqjqjqk + Kckjjqkqjqj + Kcjjlqjqjql
+ Kclljqlqlqj + Kckklqkqkql + Kcllkqlqlqk + Kcjklqjqkql
(9)
Coefficients Kqjk and Kcjkl are determined by combining Eqns.(7), (8) and (9). For instance, the unknowns K
q
jj
can be obtained by summing Φᵀf nl (Φjqj) and Φᵀf nl (−Φjqj). In the same manner, subtracting Φᵀf nl (Φjqj)
and Φᵀf nl (−Φjqj) enables computing coefficients Kcjjj .
1.3 Harmonic Balance Method
A harmonic balance strategy was developed [13] to estimate the nonlinear response of the nonlinear dynamical
equations. The principle of the Harmonic Balance Method (HBM) is to approximate the periodic solution of an
ordinary differential equation using a truncated Fourier series:
x(t) = a0 +
Nh∑
k=1
ak cos(kωt) + bk sin(kωt) (10)
Substituting Eqn. (10) and its derivatives in the equations of motion and projecting the resulting expression, using
the Galerkin method [14], onto the harmonic function basis B = {1, cos(kωt), sin(kωt), k = 1 . . . Nh} by way of the
following scalar product,
〈 f(t), g(t)〉 = ω
pi
∫ 2pi
ω
0
f(t)g(t)dt (11)
yields the nonlinear algebraic system,
Z(ω)xˆ + fˆ nl(xˆ) = fˆ ext (12)
where xˆ is the vector of unknowns [aᵀ0 ,a
ᵀ
1 ,b
ᵀ
1 , . . . ]ᵀ, fˆ nl and fˆ ext are the Fourier coefficients of f nl and f ext. Z is
the so-called dynamic stiffness matrix defined by,
Z =

2K
Z1
. . .
ZNh
 , Zk =
[
K− (kω)2M kωC
−kωC K− (kω)2M
]
(13)
In spite of its limitation to harmonic solutions, the harmonic balance method is a useful method since no
hypotheses are made concerning the transient phase of the response. Indeed, the latter is ignored during the
procedure. Furthermore, despite the increase of unknowns, the resolution of an algebraic system offers a significant
reduction in computational costs compared to traditional time integration methods.
1.4 Alternating Frequency Time (AFT)
Determining the Fourier coefficients fˆ nl(xˆ) in Eqn. (10) is generally not straightforward except in some rare
cases where analytical expressions can be derived. Even in these cases, the Alternating Frequency/Time (AFT)
procedure is generally preferred. The AFT method allows computing the coefficients required by transposing
frequency-domain terms in the time-domain terms [15]. The general procedure, recalled by Eqn. (14), is summarized
as follows. By expressing xˆ in time space using inverse discrete Fourier transform (iDFT), allows evaluating the
nonlinear forces, after which the Fourier coefficients of the nonlinear forces in frequency space are derived using the
direct Fourier transform (DFT).
xˆ iDFT−−−→ x(t) −−−−→ f nl (x(t)) DFT−−−→ fˆ nl (xˆ) (14)
As an algebraic nonlinear system, Eqn. (12) can be solved using usual Newton-like methods for which an analytical
expression of the Jacobian is required. Using both the AFT procedure and the composed function derivation rule,
the computation of the first derivatives of the nonlinear terms can be done easily by applying Eqn. (15),
∂ fˆ nl
∂xˆ = F
∂f nl
∂x F¯ (15)
where F (resp. F¯) stands for the DFT (resp. iDFT). Note that nonlinear terms are independent of ω since the
nonlinearity is purely displacement dependent.
Most of the time, system (12) is extended so as to include a parametrization equation to ensure the continuation
of the solution branch.
1.5 Continuation
Continuation or path following methods consist in finding a set of solutions of a system by varying a parameter
called continuation parameter [16]. In frequency response analysis, this parameter often corresponds to the system
excitation frequency Ω. The most common continuation methods rely on a predictor-corrector scheme.
Geometrical nonlinear systems often exhibit multiple solution branches featuring bifurcation points such
as turning points (TP) and branching points (BP) (Fig. 1). For such dynamical systems, predictor/corrector
approaches such as sequential continuation generally fail to track solution branches. To overcome turning point
failures, branches of solutions are parametrized by the arc-length parameter s, that is, (x,Ω) = (x(s),Ω(s)).
A wide range of predictor/corrector methods using arc-length parametrization are available in the literature [17].
In this paper, the estimated solutions are computed with tangent prediction while the correction uses the pseudo
arc-length method [18].
The pseudo arc-length method forces the corrected point to belong to a hyperplane orthogonal to the tangent
prediction vector (Fig. 1). Assuming that the equations of the predicted point are:
xprei+1 = xi + ∆x
ωprei+1 = ωi + ∆ω
(16)
with t = [∆xᵀ,∆ω]ᵀ the tangent to the branch at previous solution point [xᵀi , ωi]ᵀ and [x
pre
i+1
ᵀ
, ωprei+1]ᵀ the prediction
of the next solution point, pseudo arc-length is reduced to:
[
xi+1 − xprei+1
ωi+1 − ωprei+1
]ᵀ
.t = 0 (17)
or equivalently,
(xi+1 − xi)ᵀ∆x + (ωi+1 − ωi)∆ω −∆s2 = 0
∆ω2 + ∆xᵀ∆x = ∆s2
(18)
with ∆s = ||t||.
Pseudo arc-length continuation is carried on by appending Eqn. (18) to Eqn. (12), leading to the so-called
extended system.
1.6 Bifurcation
As mentioned earlier, nonlinear systems can exhibit nonlinear phenomena such as bifurcation points. They
appear at points for which the Jacobian of the system becomes singular [19]. Although turning points (TP) are
automatically computed thanks to arc-length parametrization, branching points (BPs) are tricky to handle [20]. At
the same time, since internal resonances originate from BP [2], being able to predict them and follow bifurcated
branches is of particular interest for our study. In the following we denote the nonlinear system as f(x, ω) and
assume that its size is equal to n. BP analysis can be summarized in 3 steps:
1. Localization of the BP
2. Resolution of the branching system;
3. Computation of the bifurcated branches.
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Fig. 1: Nonlinear frequency response. (a) Bifurcation points: turning points [ ], branching points
[ ]. (b) Pseudo arc-length continuation: Solution points [ ], Iteration points [ ]
The first step relies on monitoring the determinant of the Jacobian fx (= ∂f/∂x) of the system. A change of sign
of this determinant for two consecutive solution points indicates the presence of a bifurcation point. This step is
similar for both the turning and the branching points. The type of bifurcation is determined along with the next
step. The second step is aimed at finding the exact position of the previously identified bifurcation point. This
procedure is performed using the so-called branching system [21],
 f(x, ω)fx(x, ω)h
||h|| − 1
 = 0 (19)
where h is a nontrivial eigenvector associated with the null eigenvalue of fx(x, ω). The type of bifurcation is
determined by the rank of the rectangular matrix [fx fω] (= [∂f/∂x, ∂f/∂ω]). For a full rank n the bifurcation is a
turning point, while for a rank at most equal to n− 1 the bifurcation is a branching point and it is necessary to go
on with step 3. An alternative to the system (19), is described in [22]. It prevents the singularity of the Jacobian
of the system (19) near BPs. This approach was used in this document. The last step consists in determining the
branches emanating from the identified BP. This can be done by applying a branch switching algorithm whose proce-
dure is fully described by Kuznetsov in [23]. Here, we briefly present the main idea of the branch switching algorithm.
The purpose of the method is to determine the tangents to the branches at the branching point. For the sake
of simplicity, we here consider the case of only two emanating branches. In the following, we define y := (x, ω) and
denote by superscript ’0’ variables at the branching points. A BP will hence be noted y0. Kuznetsov showed that
the tangents can be written in the form,
t = β1q1 + β2q2 (20)
with (β1, β2) ∈ R2 and {q1,q2} = span{Ker
(
fy
(
y0
))}. Supposing the null-space of fy at the BP already identified,
the definition of the tangents resumes to determine the values of the coefficients β1 and β2 in Eqn. (20). As
demonstrated in [23], they are the solution of the quadratic form system,
b11β
2
1 + 2b12β1β2 + b22β22 = 0
with bij = 〈ϕ,B(q1,q2)〉, i, j = 1, 2
(21)
with ϕ belonging to the null-space of fᵀy
(
y0
)
and B being the second order derivative of f (i.e. the Hessian). The
scalar product in Eqn. (21) is defined as follows,
〈ϕ,B(q,q)〉 =
n∑
i=1
n+1∑
j,k=1
ϕi
∂2fi(y)
∂yj∂yk
∣∣∣∣
y=y0
qjqk (22)
The second order system (21) possesses 2 independent nontrivial solutions if b11b22 − b212 < 0. These two solutions
correspond to the two desired tangents. By diagonalizing the matrix associated with the quadratic form of Eqn. (21),
it is possible to express β1 in terms of β2. The values of these two coefficients will be estimated by enforcing the
norm of the tangent vectors.
2 APPLICATION FOR AN INDUSTRIAL MODEL
2.1 Presentation of the industrial blade model
The model considered for the application of the numerical methods described previously is a finite element
industrial blade model. The blade, composed of 59765 DOFs, is shown in Fig. 2.
Fig. 2: Finite element model of the industrial blade
As recalled in the introduction of this document, slender components such as engine blades can undergo large
displacements leading to nonlinear behavior. Here, we focus on a particular feature of nonlinear systems, namely
internal resonance. In particular we focus on the first torsional mode and the second bending mode whose linear
eigenfrequencies are nearly commensurable, so that ω2 ' 2ω1.
2.2 Model reduction and hypothesis
As we are dealing with an industrial blade model, the number of DOFs is too large to carry out the nonlinear
analysis planed in this paper. Consequently, the blade model must be reduced. This reduction was performed
Table 1: Modal quadratic and cubic stiffness coefficients of the reduced model
Modal Equation 1 2
Kq11 8.79× 103 -9.04× 103
Kq12 -1.81× 104 3.83× 104
Kq22 1.91× 104 -1.97× 104
Kc111 5.85× 106 -3.24× 106
Kc112 -9.73× 106 1.66× 107
Kc122 1.66× 107 -1.42× 107
Kc222 -4.72× 106 1.51× 107
using the procedure presented in the first part of the present document. Since we are interested in the interaction
between the first torsional mode and the second bending mode of the blade, the reduction basis is composed only
of these two modes. The resulting reduced model therefore depends on two generalized coordinates denoted q1 and q2.
To complete the reduced model, the following hypotheses are made. First, we assume an external force in the
form of a punctual cosine excitation with pulsation Ω and amplitude F0 acting on the blade tip. The damping
matrix is assumed to be diagonal with a damping ratio ζ1 equal to 0.02% for the first mode and ζ2 equal to
0.016% for the second mode. Finally, the reduced stiffnesses are computed using the STEP method with prescribed
displacements qj = 1×10−2 and qk = 5×10−2 in Eqns. (7) and (8). The nonlinear stiffness coefficients obtained
using the STEP method are given in Tab. 1. It is important to point out that a set of values ranging from 1×10−2
to 1×101 was used for the prescribed modal displacements qj and qk. For each choice, the STEP simulations
provided very similar results. Besides, these choices of modal displacements correspond to a deflection magnitude
at blade tip ranging from 0.1 mm to around 5 cm. These remarks highlight the great stability of the STEP method
and its potential for handling large nonlinearities. Tab. 1, clearly shows that reduced cubic stiffness coefficients are
predominant in comparison with the quadratic coefficients. The reduced model has the form of Eqn. (4), and in
the rest of this article we consider the two pulsations ω1 and ω2 such that ω2 ' 2ω1.
In the following, the frequency response of the model is analyzed near the two pulsations of the reduced system
using the numerical methods presented in the first part. Results in physical coordinates are retrieved using the
modal projection (3) and vibration motion is studied at blade tip. Particular attention is given to the computation
of bifurcated branches. All the pulsations will be made dimensionless with respect to the first pulsation of the
system and the dimensionless variables will be denoted by superscript ’*’.
2.3 Numerical results
2.3.1 Excitation near ω1
The frequency response at blade tip corresponding to an excitation of amplitude F0 = 0.015 N around the first
pulsation ω1 of the reduced model is shown in Fig. 3. The simulation was carried out with Nh = 5 harmonics in
the Fourier series decomposition and 128 time-steps for the AFT procedure. Due to the predominance of reduced
cubic stiffness coefficients, the frequency response exhibits a significant stiffening effect.
The evolution of the Fourier coefficients of the response at blade tip for points (a) to (d) (Fig. 3) is depicted in
Fig. 4. Starting form point (a), the response is linear with an harmonic 1 dominant compared to the others. For
point (b) near Ω∗ = 1 the second harmonic begins to participate in the response. The first effects of the 2 to 1
internal resonance occur. From (b) to (c) the relative level of the second harmonic growths with the excitation
pulsation. Finally from (c) to (d) the presence of the harmonic 2 stops i.e. the effects of the internal resonance
cease and only the fundamental harmonic responds to the excitation.
The internal resonance occurrence can be further characterized by observing the temporal signal of the two
generalized coordinates q1(t) and q2(t) for points (a) to (d) (Fig. 5). The signals were obtained by applying the
inverse discrete Fourier transform on the Fourier coefficients. From (a) to (b) the signals are in phase with a
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Fig. 3: Frequency response at blade tip near ω1
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of the response at blade tip for an excitation close to ω1
pulsation corresponding to the fundamental harmonic of the excitation. For both signals, harmonic 1 is dominant.
From (b) to (c) the nonlinear coupling between the modal coordinates allows q2 to vibrate with a pulsation equal
to the double of the excitation pulsation. Harmonic 2 in q2 becomes dominant over harmonic 1. This situation
clearly shows that the internal resonance acts on the second mode of the reduced system. From (c) to (d) the
signals get back to an harmonic 1 response.
Hence, the characteristics of the nonlinear system permits the occurrence of a 2 to 1 internal resonance. In
other words, when the excitation is close to ω1 the intrinsic nonlinear behavior of the reduced system activates the
internal resonance and harmonic 2 of the excitation appears in the response.
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Fig. 5: Temporal signals of the modal coordinates q1(t) [ ] and q2(t) [ ]
2.3.2 Excitation near ω2
Let us now focus on the frequency response at blade tip for an excitation around the second pulsation of the
reduced system. The response was obtained with a force amplitude F0 = 0.10 N and the results are shown in Fig. 6.
It is important to note that we here expect a response with a pulsation equal to half the pulsation of the excitation.
Hence, we consider a pulsation of excitation in the form 2Ω with Ω close to ω2/2. In this manner, in absence of
internal resonance, only harmonic 2 responds to the excitation. As in the previous case, the curve still exhibits
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Fig. 6: Frequency response at blade tip near ω2. Principal branch [ ], Secondary branch [ ].
Temporal integration [ ]
a stiffening behavior. However, contrary to the previous case, two bifurcated branches of solutions can be seen
near the high amplitudes. These branches, referred to as secondary branches, were computed using the algorithm
presented in section 1.6. Branches with commensurable shapes were observed in [24]. It is noteworthy that the
branches reach high amplitudes for a very small range of pulsations. A first conclusion can be drawn; in conception
phase, missing the secondary branches can lead to underestimate the level of vibration.
Because of the atypical shapes of the response branches, we wished to validate our results by a temporal method.
Thus, a temporal integration method using an explicit Runge-Kutta formula was performed on the reduced model
and initial conditions was chosen close to the harmonic balance results. Results for several excitation pulsations are
superimposed to the frequency response in Fig. 6. Results present a very good correlation for the principal branch of
solution as well as the secondary branches. Then, the comparison enables to validate the results obtained by HBM.
Note that owing to probable instability purposes, only a few solution points were obtained on the secondary branches.
The evolution of the Fourier coefficients at blade tip for four chosen solution points was determined. It is
illustrated in Fig. 7(a) to (d). On the principal branch of solutions, only harmonic 2 participates in the response
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of the response at blade tip for an excitation close to ω2
(harmonic 0 also participates but at a much smaller level). For this branch, no internal resonance occurs (Fig. 7 (a)
and (b)). However, on the first and second bifurcated branches (points (c) and (d)), the first harmonic participates
in the frequency response (Fig. 7(c) and (d)). Thus, a 2 to 1 internal resonance occurs for secondary branches. In
addition, the amplitude of harmonic 1 growths along the secondary branches and can be considerably superior
than the amplitude of the second harmonic (Fig. 7(d)). Thus, in contrast with the first case of excitation, the
internal resonance only occurs for bifurcated branches.
Again, an overview of the temporal signals of the modal coordinates q1 and q2 helps understanding of the
transition from classical nonlinear interaction to the occurrence of internal resonance (Fig. 8). For points belonging
to the principal branch of solutions, both q1(t) and q2(t) respond with the harmonic of the excitation, corresponding
to harmonic 2 (Fig. 8(a) and (b)). By examining the signals in Fig. 8(c) and (d), it is clear that q1(t) responds
with the first harmonic while q2(t) responds with the second harmonic. Thus, internal resonance impacts the
dynamic of the first modal coordinate. In addition, Fig. 8(d) shows that for an excitation case close to ω2, the
response amplitude of q1(t) can be higher than the amplitude of q2(t).
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Fig. 8: Temporal signals of the modal coordinates q1(t) [ ] and q2(t) [ ]
3 CONCLUSION
Large engine components such as fan blades may undergo large geometrical deflection due to their slender
shape. This behavior implies serious nonlinear effects whose comprehension is essential for designers. Indeed, these
effects may significantly alter the linear behavior of the structures. One feature of nonlinear effects is the internal
resonance phenomenon which, involving modes coupling, can increase vibratory levels. Thus, their prediction and
identification in conception phase represents an important challenge for industrial designers.
In this paper, the nonlinear harmonic response of an industrial blade model undergoing large deflection has
been studied. For computational purposes, the model has been reduced using the linear normal modes of the
structure. Nonlinear effects have been taken into account through polynomial stiffnesses and reduced nonlinear
stiffness coefficients were obtained by a stiffness evaluation procedure. The harmonic balance method coupled
to a pseudo arc-length continuation approach has been used to determine the periodic solutions of the nonlinear
dynamic system. During the simulations, attention has been paid to internal resonance risks.
Excitations close to the first and second mode of the reduced model have been studied. In both cases, frequency
response at blade tip has been obtained by modal projection. In the first case, the internal resonance was activated
as soon as the excitation pulsation reached the pulsation of the first mode. In this case the response of the second
mode initiated with a pulsation equal to two times the excitation pulsation. In the second case, internal resonance
occurred through secondary branches of solutions computed by a branch switching method. On these branches,
participation of harmonic 1 corresponding to half the harmonic of the excitation has been observed. The atypical
behavior of the frequency response has been verified thanks to temporal integration. The comparison has permitted
to validate the results obtained by the harmonic balance method.
The study presented in this document has been conducted on a significantly reduced model, however this paper
highlights the potential of the described methods to predict internal resonance phenomena for an industrial model
with the harmonic balance method. In further works, it would be interesting to complete the reduction basis using,
for instance, modal derivatives [25].
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