We apply dimensional perturbation theory to the calculation of Regge pole positions, providing a systematic improvement to earlier analytic first-order results. We consider the orbital angular momentum l as a function of spatial dimension D for a given energy E, and expand l in inverse powers of ϵ(DϪ1)/2. It is demonstrated for both bound and resonance states that the resulting perturbation series often converges quite rapidly, so that accurate quantum results can be obtained via simple analytic expressions given here through third order. For the quartic oscillator potential, the rapid convergence of the present l(D;E) series is in marked contrast with the divergence of the more traditional E(D;l) dimensional perturbation series, thus offering an attractive alternative for bound state problems.
I. INTRODUCTION
In scattering theory, Regge poles correspond to singularities of the scattering matrix in the complex angular momentum plane ͑at real energies͒, providing a description of resonances complementary to the more familiar complexenergy ͑and real angular momentum͒ viewpoint. [1] [2] [3] One perspective or the other may be natural in a given situation. The usual partial wave expansion is most useful when only a few partial waves contribute significantly, as in electron-atom scattering, particularly at low energy. In such cases, a description of resonances as complex energy states for each partial wave l may be the most appropriate view. On the other hand, as the system becomes more classical ͑short wavelengths compared to the range of the potential͒, for instance in molecular collisions, a large number of partial waves ͑hundreds or even thousands͒ may become significant, diminishing the utility of the partial wave series. It is in this situation that the complex angular momentum viewpoint becomes most attractive, offering the possibility of describing resonance scattering in terms of a few Regge pole positions and residues ͑for a recent application to reactive molecular scattering, see Ref. 4͒ .
Compared to eigenvalue problems involving bound states, or even complex-energy resonances, relatively few methods exist for computing Regge pole positions and/or residues. This is due in part to numerical difficulties with such calculations, but also because of the great ͑and early͒ success of semiclassical methods. 5, 6 Sukumar and Bardsley 7 applied a variational complex rotation approach to the calculation of Regge pole positions; they also used direct numerical integration in the complex coordinate plane to compute both positions and ͑via a fitting of the S-matrix in the vicinity of the pole͒ the associated residues. Both of these techniques ͑and also the semiclassical ones͒ locate the poles by iteration in the complex-l plane. Two other quantum mechanical methods, each combining numerical integration with a complex-l root search, have been given by Bosanac 8 and Pajunen. 9 In contrast, the method described here requires no iteration, and thus no prior estimate of the pole location. Furthermore, the computational effort is quite modest; the third-order perturbation theory expressions given in the Appendix permit calculations by hand, which ͑for the examples studied͒ are as accurate as any of the available quantum methods.
In Section II we describe the method, first reviewing the first-order treatment due to Kais and Beltrame, 10 then discussing the iterative method used to compute higher order terms. We note that the present approach is essentially equivalent to the semiclassical ប-expansion of Kobylinsky et al., 11 although the computation of higher order correction terms is more transparent in the present work. Section III presents numerical results for specific systems. We first consider bound states, since by expressing l as a function of spatial dimension D, for fixed energy E, the resulting l(D;E) function turns out to be much better behaved than E(D;l), which is the usual focus of dimensional perturbation theory. As a result, the l(D;E) series obtained here provides an alternative method to traditional dimensional perturbation theory for the computation of bound state energies. We demonstrate this possibility for the quartic oscillator. Several prototypical calculations of complex angular momentum Regge poles are then presented, demonstrating the rapid convergence of the present series to accurate quantum mechanical pole positions. Concluding remarks are given in Section IV.
II. DIMENSIONAL PERTURBATION THEORY
Dimensional perturbation theory has been applied with great success to the calculation of ground and excited state eigenvalues for several systems, such as the helium atom 12, 13 and the hydrogen atom in a magnetic field. 14, 15 For the latter system, other properties such as expectation values 15 and dipole transition elements 16 have been accurately computed by such methods. Resonance states have also been explicitly treated, with several calculations of complex energy eigenvalues for both central potentials and for the hydrogen atom in electric or parallel electric and magnetic fields.
For spherically ͑or cylindrically͒ symmetric systems, an important feature of dimensional perturbation theory is the exact relationship between spatial dimension D and orbital angular momentum l ͑or ͉m͉). Such ''interdimensional degeneracies'' have been exploited to provide an extremely accurate description of circular Rydberg states (͉m͉ϭnϪ1ӷ1) of the hydrogen atom in a magnetic field. 15, 16 In the present work we will restrict ourselves to spherically symmetric potentials V(r), for which the D-dimensional Schrödinger equation, in reduced atomic units (បϭϭ1), is
where ϵ(DϪ1)/2 ͑Refs. 22 and 23͒. The intimate link between angular momentum and dimensionality is evident in this form, since both l and only appear in the centrifugal term, and then only in the combination lϩ. In the present work we will rescale Eq. ͑1͒ such that this exact link is broken, in order to permit an expansion of l in inverse powers of , but the rapid convergence of such an expansion implies that a simple connection remains.
A. First-order perturbation theory
We next review the application of first-order dimensional perturbation theory to this problem by Kais and Beltrame. 10 The Schrödinger equation Eq. ͑1͒ is not directly suitable for perturbation about →ϱ, since in this limit the centrifugal potential diverges. This may be remedied by scaling the energy units by a factor of 2 , namely
where ⌳ϵ(1ϩ␦(lϪ1))(1ϩ␦l) and ␦ϵ Ϫ1 . Note that is defined such that it is unity in the physical three-dimensional world, so that the scaling is basically a formality; with this in mind, we will drop the tildes from Ṽ(r) and Ẽ. This scaling does have the consequence of breaking up the interdimensional degeneracies present in Eq. ͑1͒, which is necessary if l is to be expanded in a nontrivial series in ␦. This expansion is most easily accomplished by first expanding ⌳ as
Subsequently, this series may be recast into a series in ␦ for
namely via the identities
We see that in the infinite-dimensional (␦→0) limit of Eq. ͑2͒, the derivative term vanishes, leaving the particle at the minimum ͑or more generally, a complex stationary point͒ of an effective potential
Stationary points of Eq. ͑6͒ are obtained by the condition
where the prime denotes differentiation with respect to r. Combining this with the requirement that V eff (r m )ϪEϭ0 gives the equation to be solved for r m :
In some cases, the solution of Eq. ͑8͒ may be obtained in a closed form; 10 otherwise a simple root search such as Newton's method may be employed. The leading order term ⌳ 0 is then obtained from Eq. ͑7͒.
Anticipating the extension of the perturbative treatment to higher orders, we expand the wavefunction in powers of , then one obtains
͑9͒
where
The parenthesized terms in Eq. ͑9͒ may individually be set to zero, providing an infinite set of differential equations to be solved. The leading ( pϭ0) harmonic Schrödinger equation, H 0 ⌿ 0 (x)ϭ0, determines ⌳ 1 :
where n is the harmonic quantum number. Kais and Beltrame 10 have evaluated the first-order result ␣ϭ␣ 0 ϩ␦␣ 1 analytically for power law potentials, and obtained numerical results for other potentials which are in excellent agreement with available quantum and semiclassical calculations.
B. Higher order terms
The pϾ0 terms of Eq. ͑9͒ provide the means for computing the higher order perturbation coefficients ⌳ i . This set of equations may be solved recursively by various techniques; a particularly elegant approach which has recently been described for dimensional perturbation theory is the matrix method of Dunn et al. 24 The central idea behind this approach is that the wavefunction expansion terms ⌿ j (x) may be expressed in the harmonic oscillator basis set given by the leading order Hamiltonian H 0 . In this basis, H 0 is obviously diagonal, and because the coordinate operator x has a simple ͑bidiagonal͒ representation in a harmonic basis, the higher order Hamiltonians H jу1 are also straightforward, since they are merely polynomials in x. There are thus no matrix elements to evaluate numerically, providing a great savings in computational effort compared to the variational method of Sukumar and Bardsley. where 0 is the null vector. These equations must be solved iteratively for the a j and ⌳ i . We note that an expression for a p could be obtained immediately if H 0 had an inverse; however, the requirement H 0 a 0 ϭ0 means that the diagonal element of H 0 corresponding to the harmonic quantum number n is zero. Fortunately, the orthogonality condition
implies that this element of the wavefunction vector a j is zero for jϾ0. Therefore we may define K as a diagonal matrix with elements
which has the property KH 0 a j ϭa j ( jϾ0). Now multiplication of Eq. ͑13͒ by K gives a p as
The orthonormality condition Eq. ͑14͒ may also be used to obtain an expression for ⌳ i . For even p, H p includes the ͑undetermined͒ constant term 1 2 ⌳ (pϩ2)/2 . By multiplying Eq. ͑13͒ on the left by a 0 T and invoking Eq. ͑14͒, one obtains
This equation is automatically satisfied for odd p due to the alternating parity of the H j , and consequently of the a j . For even p, Eq. ͑16͒ fixes the value of the ͑previously undetermined͒ term 1 2 ⌳ (pϩ2)/2 in H p . In the Appendix, we give analytic expressions for the first three terms ⌳ i in the perturbation series for the two leading Regge poles. These expressions and analagous ones for higher poles may be obtained from the recursion relations given above; however, these relations are more easily implemented directly on a computer, permitting computation to any arbitrary order. In practice, the achievable order is limited by the accumulation of roundoff error, in some cases to no more than tenth order. However, as we will now demonstrate, only a few terms are needed to give highly accurate results in most cases ͑particularly for the leading Regge poles͒.
III. RESULTS

A. Bound states
Bound states are identified by locating integral values of l(E). Kais and Beltrame
10 have noted that for power law potentials, the first-order expression for l(E) may be analytically inverted, exactly reproducing the entire spectrum in the case of the Coulomb potential V(r)ϭϪ1/r:
͑Note that here n represents the radial quantum number, rather than the usual principal quantum number.͒ On the other hand, the usual dimensional perturbation theory treatment is limited to harmonic level spacings at first order, giving in the Coulomb case
This perturbation series has a finite radius of convergence due to a second order pole at ␦ϭϪ(nϩl)
Ϫ1 , except for the nϭlϭ0 ground state, whose series terminates at the zeroth order term EϭϪ (1/2).
This simple example suggests that the present application of dimensional perturbation theory to Regge poles may actually have some practical value as a method for bound states. Since the l(D;E) function seems to be much more well behaved ͑i.e., more rapidly convergent͒ than the usual E(D;l) function, dimensional perturbation theory for l(D;E) may be used to locate the bound states at energies E where l(D;E) is integer-valued. This procedure has been carried out analytically 10 for the case of first-order perturbation theory applied to power-law potentials. Improving the accuracy of this simple first-order treatment requires a rootfinding iteration using higher order perturbation results; Fig.  1 demonstrates this procedure for the quartic oscillator potential, V(r)ϭr 4 . In order to demonstrate our claim that the ␦ expansion for l(D;E) is more rapidly convergent than that for E(D;l), Table I contains the first few partial sums for each approach, at the nϭ0, lϭ3 bound state. We observe that direct summation of the E(D;l) perturbation series is divergent, although Padé summation produces reasonable results at higher orders. On the other hand, the l(D;E) series is rapidly convergent, whether the original ⌳ series of Eq. ͑3͒ is summed to yield l(lϩ1), which is then solved for l, or whether the ⌳ series is converted to a ␦ series for ␣ϭ␦l itself, Eq. ͑4͒. Of course, the proposed approach suffers the disadvantage of requiring iteration of the energy until convergence to the desired accuracy is obtained. This is not uncommon; such a root-finding procedure is also necessary in direct numerical integration of the Schrödinger equation.
B. Lennard-Jones (12,6) potential
As a specific example of Regge pole calculations for complex angular momentum resonances, we consider the Lennard-Jones ͑12,6͒ potential with an optional imaginary ͑optical͒ r Ϫs term
where ⑀ is the well depth and the radius at the potential minimum. By taking as our unit of distance and the reduced mass as the unit of mass, we can write the potential in these reduced atomic units as
where ⑀, W and E are measured in the energy units 2 /ប 2 . The relevant ͑dimensionless͒ parameters may be taken as the wavenumber kϭͱ2E, the energy-to-well depth ratio E/⑀, and the strength of the optical term, W.
First, we take the leading pole for the commonly studied case kϭ141.425, E/⑀ϭ5 and Wϭ0, which may be compared with earlier quantum 6,9 and semiclassical 6 results. Table II contains the first few expansion coefficients ⌳ j , as well as their partial sums ͑converted from ⌳ϭl(lϩ1) to l). The first order result compares well with the semiclassical calculation, as noted previously by Kais and Beltrame. 10 The rapid convergence of the succeeding terms is striking; thirdorder perturbation theory ͑corresponding to the simple analytic expressions given in the Appendix͒ already yields a pole location in complete agreement with the most accurate previous quantum calculation that we are aware of. approximants ͑up to 20th order in ␦, for either the ⌳ or l series͒ are presented, in order to illustrate the diminishing usefulness of dimensional perturbation theory for the higher poles. Again, these results are in complete agreement with the results of Pajunen, 9 except for some insignificant differences in the final digit for some of the higher poles.
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IV. DISCUSSION
The semiclassical methods of Connor, Delos and coworkers appear to yield sufficiently ͑and often remarkably!͒ accurate Regge pole positions and residues for most practical calculations, with the possible exception of the leading pole residue, which has been found to be in error by as much as 10%. Nevertheless, the possibility of efficient quantum calculations is always desirable. Unfortunately, the previous quantum methods [7] [8] [9] all proceed via a root search in the complex-l plane, which means that ͑1͒ an estimate of the pole position is required, and ͑2͒ iteration is required. Furthermore, the methods involving numerical integration in the complex-r plane 7, 9 require great care in the choice of integration path, with proper attention paid to the Stokes and anti-Stokes lines, for instance.
In contrast, the method presented here ͑see also Refs. 10 and 11͒ offers the best of both worlds: a simple ͑yet accurate͒ analytical expression, with easily computed higher order correction terms. Particularly for the leading Regge poles, which are often the most important contributions to the observable cross section, just a few terms in the 1/ expansion yield pole positions more accurately than previous quantal calculations. And because no iteration of the pole position or numerical quadrature is required, evaluation of these terms should be simpler to carry out than even the semiclassical method.
Whenever using Regge theory in practice, the locations of the poles are only half of the story; the associated residues of the poles are vital in obtaining scattering cross sections. All of the available techniques ͑both quantum and semiclassical͒ proceed by first locating the poles and subsequently computing their residues by numerical methods, either directly or by fitting the S-matrix in the vicinity of the poles. The present analytical approach takes advantage of the pseudo-bound state character of the poles, and thus appears ill-suited for the calculation of residues, which requires knowledge of the S-matrix ͑or equivalently, the wavefunction͒ for complex angular momentum close to the Regge pole. One possible approach is to use the present theory to locate the poles accurately, and then use an alternative method, such as direct numerical integration, to compute the residues; this is in the same spirit as the approach taken by Sukumar and Bardsley. 
