Abstract. Let A be a p. i. algebra with 1 in characteristic zero, satisfying a Capelli identity. Then the cocharacter sequence c n (A) is asymptotic to a function of the form an g n , where ∈ N and g ∈ Z.
The second author conjectured that if A is any p. i. algebra in characteristic zero, with cocharacter sequence c n (A), then the asymptotic behaviour of this sequence should be given by
where is a non-negative integer, t is an integer or a half-integer, and a belongs to Q[ √ 2π, √ b], for some 0 < b ∈ Z. We call n the exponential part and a · n t the rational part of the codimension growth.
Giambruno and Zaicev made progress on this conjecture by proving that for some non-negative integer ,
where f 1 (n) and f 2 (n) are Laurent polynomials, but not necessarily of the same degree.
In this paper we make some progress towards verifying the above conjecture by proving the following theorem. This theorem can help to determine whether or not the generating function f (x) = n≥0 c n (A)x n of the codimensions is algebraic. For example, if g ∈ Z and is negative, then f (x) is not algebraic; see Lemma 3.2 in [1] .
This application raises the following further question about Theorem 1: when is g < 0? The techniques of [6] imply the following: Let A j , j = 1, 2, be p. i. algebras with T -ideals of identities id(A j ) = I j . This is known to be the case, for example,
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if A j is the algebra of n × n matrices. Assume c n (A i ) a j · n g j · n j with g 1 , g 2 < 0. Then the algebras with T -ideals of identities equal to I 1 I 2 and I 1 ∩ I 2 also have that same property g < 0. However, the comment at the end of the introduction implies that one can construct many algebras with g ≥ 0.
The Giambruno-Zaicev theorem was proven in two stages: In [10] they proved it in the special case that A is finitely generated, or more generally that A satisfies a Capelli identity, and in [11] they proved the general case. In the current paper we will prove a slightly weaker version of the conjecture in the case that A satisfies a Capelli identity and has a unit. We will show that c n (A) an t n , where is a non-negative integer, t is an integer or half integer but we don't have control over the constant a. Getting such control would involve evaluating a certain integral, which we describe in the second section. Under the weaker assumption that c n (A) is an increasing sequence, we prove that a 1 n t n ≤ c n (A) ≤ a 2 n t n . The proof combines and adapts ideas from the first author's paper [5] and the second author's paper [14] . The main idea is that for any p. i. algebra, c n (A) = m λ d λ , where d λ is the degree of the S n -character corresponding to λ, and m λ is the multiplicity of that character in the cocharacter sequence. If A satisfies a Capelli identity, then m λ will be zero unless λ has height bounded by some constant k. For such a λ, the multiplicities were estimated in [5] . We think of the multiplicities as functions from N k → N. In [5] we showed that N k could be partitioned into a finite number of regions such that m λ was equal to a polynomial on each. In section 1 we show that as far as the asymptotic behaviour of c n is concerned, we need only consider regions of the form
where the v i are all partitions, all except v 0 are linearly independent and have height at most the exponent ≤ k, and v 1 is the partition (1 ), thought of as the vector (1, . . . , 1, 0, . . . , 0) ( 1's and k − 0's). In the next section, we compute m λ d λ over one such region, adapting the arguments from [14] . In that work the second author computes the asymptotic behaviour of d β λ , where λ runs over partitions of n with at most parts. The sum we need to compute differs both in the region we are summing over and the function we are summing, but for all that, the computations from [14] turn out to be just what we need here. The main result of this section is that m λ d λ over such a domain is asymptotic to a function of the form an t n , where a, t and all have the required form. Finally, in the last section we deal with the technical problems involved in summing the m λ d λ from the various domains.
Based on these computations we present a conjecture. We close this introduction with a lower bound on the degree of the rational part of c n (A). Proof. Let I be the ideal of identities of A, and denote by I a the ideal of identities of a × a matrices. It is implicit in [10] and explicit in Theorems 2.5 and 2.8 of [7] that there exist a 1 , . . . , a k such that I ⊆ I a 1 · · · I a k and such that the generic algebra with identities I a 1 · · · I a k has the same exponential rate of growth as A. Since this algebra will have cocharacter sequence less than or equal to that of A, it suffices to prove our lower bound in the case of I = I a 1 · · · I a k . It follows from Theorem 1.4 of [6] that the exponential rate of growth of such an algebra is = a
and that the degree of the rational part is
We minimize this sum by making k as small as possible.
It turns out that there is no upper bound on the degree of the rational part. Here is an example taken from [13] . It generalizes easily to any value of . Let A be the subalgebra of k × k matrices spanned by e 11 and all e ij with i < j. Then all identities of A are consequences of [x 1 , x 2 ]x 3 · · · x k and c n (A) an k−1 . So, the exponent k − 1 can be made as large as desired while the exponential rate of growth is equal to 1.
The multiplicities m λ
We first describe the relevant theorem from [5] . The space R k can be partitioned into a finite number of subsets such that the multiplicity function m λ restricted to each of these subsets is equal to a polynomial in the coordinates. In order to describe this decomposition, it is useful to have a definition. Here then is the theorem we need from [5] . 
Note that here and throughout we use R + instead of R ≥0 for the non-negative real numbers.
Here is an example to illustrate the theorem; see [4] and [9] . It involves trace cocharacters instead of ordinary cocharacters, but the theory is the same. Note that the set of partitions is divided into partitions with λ 1 ≥ 2λ 2 and λ 1 ≤ 2λ 2 . These two sets are each cones: The former is C ((2, 1), (1, 0) ) and the latter is C ((2, 1), (1, 1)), and within each of these cones, the partitions are further divided up according to which lattice (a, b) + 6Z × 6Z they belong to.
k , we will say that f is almost polynomial.
In Theorem 5, each R i is a finite intersection of affine cones. Our next goal is to show that each such intersection can be written as a finite union of simplicial cones.
Definition 7. A polyhedral set in R
k is an intersection of finitely many halfspaces. If the half-spaces can all be defined by equations with rational coefficients, we call the polyhedral set rational. Note that the intersection of the half-spaces
and so a polyhedral set may be contained in a hyperplane of dimension less than k. The dimension of a polyhedral set is the dimension of the smallest hyperplane containing it. (We use the term hyperplane to refer to a translate of a subspace of R k , not necessarily of dimension k − 1.) Note that an intersection of affine cones is a polyhedral set. Given S ⊆ R k we denote by conv(S) the convex closure of S, i.e., the smallest convex set containing S.
there exist finitely many disjoint rational polyhedral sets each with the same dimension as F and together containing all of the integer points of conv(p, F ).
Proof. Let Π be a (k − 1)-dimensional rational hyperplane containing Π and not containing p. Let Π have equation 
is contained between these two hyperplanes. But there are only finitely many integers b j between b and b (inclusive) and so only finitely many hyperplanes parallel to Π containing integer points. Each of these hyperplanes intersects conv(F, p) in a polyhedral set having the same dimension as F .
We now need a general fact from convex set theory. Let S ⊆ R k be any infinite, closed, convex set, and let p and q be two points of S. Given a v ∈ R k the ray p + R + v will be contained in S if and only if the ray q + R + v is contained in S. Based on this fact, the characteristic cone of S is defined to be
An important theorem about cc(S) is that it is indeed a cone and if S is a polyhedral set, then it will be a linear cone; see for example section 2.5 of [12] or section 1.5 of [16] . We record this as a lemma. Proof. We use induction on d = dim F to prove the lemma. The case of d = 1 is easy since a convex one-dimensional set is a line segment or a ray. A line segment will contain only finitely many integer points, and a ray is an affine linear cone.
In the general case, let F be a rational polyhedral set of dimension d and let p be a rational point in the interior of F ; see Figure 1 . The (d − 1)-dimensional faces of F are called facets and their union is the boundary of F . Let F 1 , . . . , F a be the facets of F and for each i let P i = conv(F i , p). For example, in Figure 1 , the two-dimensional figure F is bounded by the one-dimensional facets F 1 , . . . , F 4 . Note that if the facet F i is contained by the (d−1)-dimensional hyperplane Π i , then p ∈ R k − Π i ; hence Lemma 8 can be applied. By that lemma, the integer points of P i are covered by finitely many (d − 1)-dimensional rational polyhedral sets. So there exist polyhedral sets of dimension d − 1, P ij , such that ∪ j P ij has the same integer points as P i . By induction each P ij is the union of disjoint rational affine cones. In the example, P 2 and P 3 are finite and will have only finitely many integer points, and these points are not covered by cones in this example. The regions P 1 and P 4 are infinite, and Lemma 8 implies that in each there are a finite number of rays containing all of their rational points.
However, the union of the P i may not cover all of F . The points of F − ∪P i consist of the union of all rays with endpoint p which do not intersect the boundary of F . Hence it is the union of all rays starting at p and completely contained in F . In the example, F − ∪P i is a 2-dimensional cone. In general, we may apply Lemma 9 to conclude that it is an affine cone. Hence F will be the union of this cone with the P i , and since there are finitely many affine cones containing all but finitely many of the integer points of ∪P i , this completes the proof. 
One of the main results of [14] is that if λ has all parts close to equal, then d λ has exponential behaviour k n . Lemma 16 below shows that if none of the basis vectors is (1, . . . , 1) , then the exponential behaviour of d λ is strictly less.
. . , v r = 0 partitions where none is proportional to (1, . . . , 1) .
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Proof.
Proof. Let n = |λ|. By the hook formula,
m to the r.h.s. of (2). After discarding a few terms of the order of magnitude of √ n we have d λ (1/g(x)) n where
.
It is easy to show that g(x) monotonically increases: let h(x) = ln g(x)
; then h (x) = ln[(
decreases with x. Since g(0) = 1/k, therefore for 0 < x ≤ 1/k, g(x) > 1/k and we can write 1/g(x) = k − for some > 0. 
Given 0 ≤ ≤ k we let R k, ⊆ R k be the vectors with the last k − coordinates all equal to zero and we let 1 k, be the vector in R k, with first coordinates equal to 1. We now have this corollary. 0 and a polynomial p(x 1 , . . . , x k ) such that for every partition λ ∈ C,
Corollary 17. Let C = C(v
In [10] Giambruno and Zaicev proved that for any p. i. algebra A satisfying a Capelli identity of degree k, the sequence { n c n (A) } has a limit = e(A) which is a non-negative integer less than or equal to k. (Gaimbruno and Zaicev denote the limit by e for exponential rate of growth, but we need to reserve e for 2.71 · · · .) In the course of proving this (Theorem 3 in their paper), they also proved that there was a constant K (in their paper K = dq − d) such that for every n, the cocharacter sequence contains χ λ , λ ∈ Par(n), with non-zero multiplicity and λ close to a rectangle of height , in the sense that i=1 |λ i − n | ≤ K, and i> λ i ≤ K, and that it doesn't contain any χ λ with λ = (λ 1 , λ 2 , . . .) and with λ +1 large. Translating these two facts into the language of Theorem 5 yields the following lemma. We attribute it to Giambruno and Zaicev since it is immediate from their work. To state the lemma more easily, let C = C(v 0 ; v 1 , . . . , v r ) be a simplicial cone. We will say that C is in the support of m λ if m λ is a non-zero polynomial on the intersection of C with some lattice i = (dZ) k .
Lemma 18 (Giambruno and Zaicev). Let A be a p. i. algebra which satisfies a Capelli identity and with exponential rate of growth of the codimensions. Let C be a simplicial cone in the support of m λ , as above. Then each of the basis elements of C is a partition of height at most . Moreover, there exists at least one simplicial cone C in the support of m λ with basis element (1 ).
Proof. 
and such that the multiplicity function m λ restricted to each C i is almost polynomial.
Proof. Combining Theorem 5 with Corollary 11 shows that Par(n) can be written as a union of a finite number of disjoint rational affine simplicial cones {C i } containing all partitions of height at most k such that m λ is almost polynomial in each one of them. Hence,
If 1 k, is not a basis element of any such C i , then by Corollary 17 the sum over C i is at most Cn t ( − ) n for appropriate constants. But the Giambruno and Zaicev lemma shows that c n (A) is bounded below by a function of the form Cn t n and so the sum of over the C i not containing 1 k, may be ignored.
The sums m λ d λ in cones
In this section we fix an affine simplicial coneC = C(v 0 ; v 1 , . . . , v r ) ⊂ R k whose basis vectors are partitions contained in R k, and the first one is v 1 = 1 k, , a lattice i + (dZ) , and a non-negative polynomial function with rational coefficients, m λ . It is our goal to estimate
For convenience we modify this slightly by letting C be the corresponding linear cone C = C(v 1 , . . . , v r ) and replacing i by i − v 0 . This changes the sum to
Our computation of this sum will imitate the computations in sections 1 and 2 of [14] . In that paper the asymptotic behavior of d β λ is computed, where λ was restricted to have at most non-zero parts. In adapting the proof to the current situation we need to deal with the facts that our λ is additionally restricted to be in an affine cone and a lattice, and that the sum is of a polynomial times d λ instead of a power of d λ .
It is possible that some λ i = λ j for every λ ∈ C. As in [14] , we define θ 1 , . . . , θ p to be maximal such that
Remark 20. Note that the sum m λ d λ with the above restrictions on λ will be empty unless the sum of the parts of i is congruent to n mod d, which we take to be the case.
Generalizing the notation Λ (n) from [14] we define Λ θ (n) to be the set of all partitions of n with height at most that satisfy equation (4) . The degrees d λ of such partitions are estimated in [14] , and we now recall some notation from that paper. 
Definition 21. Given a partition
where by c 2 we mean c
In order to take the v 0 into account we use this lemma.
Lemma 23. Let 1 ≤ ≤ k, let ν be a fixed partition of height k and denote byν the sum i> ν i . Let λ ∈ Λ θ (n) be such that each λ θ 1 +···+θ i − λ θ 1 +···+θ i +1 goes to infinity. As n goes to infinity,
where b ∈ Q is a constant.
Proof. By the Young-Frobenius formula (or by the hook formula),
and similarly
Compare corresponding terms in the ratio d λ+ν /d λ . The fraction |λ + ν|!/|λ|! is asymptotic to n |ν| ; for i = 1, . . . , the fraction (
; and for i > it is the rational number (
Multiplying by n |ν| gives a rational number times nν. Finally, estimate
If i > , then λ i = λ j = 0, and the corresponding term is a rational number. It follows that A r for some r ∈ Q. The lemma now follows.
We now recall and modify some more definitions from [14] .
Definition 24. Let Λ θ (n, a) be the partitions in Λ θ (n) with each |c i | ≤ a and Λ θ (n, a, δ) be the partitions in Λ θ (n, a) with each c θ
Combining this definition with the previous two lemmas yields:
where K is a constant in Q( √ π) depending only on , θ and v 0 .
Recall that C is the simplicial cone C = (v 1 , . . . , v r ) where v 1 = 1 k, . Since v 1 , . . . , v r are linearly independent and by Lemma 18 they belong to R k, , r will be less than or equal to = dim R k, , since elements of R k, have k coordinates, but the last k − coordinates are = 0.
Let λ ∈ C, so it is a positive combination of the v i 's, and write that combination in the form
In order for the sum to be in C we require that α i ≥ 0 for i = 2, . . . , r and
Comparing to the previous description we have
Keeping in mind that v 1 = 1 k, , this implies that
and so we define
c ). (5)
Let τ n be given by
Since C(v 1 , . . . , v r ) is assumed to be simplicial, the v i are linearly independent and so T and hence τ n are one-to-one. Note that |v 1 | = and τ n (α) will have parts sum to n precisely when α i |v i | = 0, where by |v i | we mean the sum of the parts of v i . This is equivalent to
and denote Definition 28. Let
Two related sums are
Remark 29. Note by equation (3) that S C (n) represents the contribution of the characters in the cone C intersecting the lattice i + (dZ) to the codimension, and recall by Remark 20 that Par(n) ∩ (i + (dZ) ) will be empty unless n ≡ |i| mod d.
We note that m λ is assumed to be a non-negative polynomial function of λ 1 , . . . , λ with rational coefficients. Let the vector v i have coordinates v ij . Then it follows from the definition of τ n that if λ = τ n (α), then each λ j equals v 1j n + √ n i α i v ij . Let the multiplicity function m λ be equal to the polynomial m(x 1 , . . . , x ) on the intersection of the cone and the lattice. By substitution,
and so each x j is replaced by v 0j + v 1j n + i α i v ij and so
where µ is an integer or a half-integer and g is a polynomial with rational coefficients. The following is a direct analogue of Lemma 2.2 of [14] and the proof is the same.
Lemma 30.
Referring to Remarks 20 and 29, let n ≡ |i| mod d. Then, as n → ∞ (namely, n = |i| + q · d and q → ∞), the sum S C (n, a, δ, θ) is asymptotic to
, and where
Note that Q(a) and Q(a, δ) are bounded (r − 1)-dimensional surfaces and we can consider their volumes. The proofs of Lemmas 2.3 and 2.4 of [14] now go over essentially unchanged.
We now record the analogues of the next three lemmas of [14] . The proofs are essentially unchanged, although since we are restricting to partitions in the intersection of the cone C with the lattice (i = (dZ) ) we replace the condition that n + c j √ n ≥ 0 must be an integer with τ n (α) ∈ (i + (dZ) ) and, in order for the intersection to be non-empty, we require n ≡ |i| mod d as in the previous lemma.
Lemma 32 (= Proposition 2.5 of [14] ). Let n ≡ |i| mod d and let
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be summed over (α 2 , . . . , α r ) ∈ Q(n, a) − Q(n, a, a −r ) and
Now, we may choose a small cube U in Q(1) with volume V 1 such that
We now have this analogue of Lemmas 2.6 and 2.7 of [14] .
Lemma 33 (= Lemma 2.6 of [14] ). 
Lemma 34 (= Lemma 2.7 of [14] ). Let
be summed over (α 2 , . . . , α r ) / ∈ Q(n, a) and
Just as in [14] we can combine these lemmas together with Lemma 1.6 of that work to get the following analogue of Theorem 2.8 of [10] :
. Then,
As in [14] , the limit of v(n,a) √ n r−1 , defined in Lemma 33, converges to a certain integral. To see this, we need some concepts from lattices. The volume of a lattice In order to prove that the t m are equal we need only assume that the c n are non-decreasing. This is true whenever the algebra A has 1, but it is also true under a weaker hypothesis, such as xA = 0 for every 0 = x ∈ A.
Lemma 39. With notation as in the previous lemma, if xA = 0 for all 0 = x ∈ A, then all t m are equal.
Proof. The map f (x 1 , . . . , x n ) → f (x 1 , . . . , x n )x n+1 takes non-identities of A to non-identities. It follows that the codimension sequence is non-decreasing. If not all t m were equal, there would be an m such that, say, t m > t m+1 . But this would imply that for all n ≡ m mod d, c n+1 (A) c n (A) a m+1 (n + 1)
a m n t m n −→ 0, contradicting the fact that the c n (A) are non-decreasing.
In this case we have a 1 n t n ≤ c n (A) ≤ a 2 n t n for some 0 < a 1 ≤ a 2 . Drensky showed in [8] that the cocharacter sequence of A is Young derived, whenever A has a unit. We record that theorem by way of reminding the reader of the definition of Young derived sequences. We now need to verify that c n (A) has growth properties similar to those of c n (A) as described in Theorem 36. This will be Lemma 43. In order to prove this, we need to show that the sequence {ψ n } has the same properties of χ n (A) that we used in the proof of Theorem 36. First note that {ψ n } is supported by partitions of height at most k, since the cocharacter sequence of A is. The next ingredient we need is Theorem 5. This theorem is a consequence of the fact that the Poincaré series for (the generic algebra of) A is a nice rational function, see [5] , which is based on [3] . A nice rational function is one in which the numerator and denominator are polynomials with integer coefficients and the denominator can be written as a product of terms of the form (1 − u), where u is a monic monomial. Section 2 of [5] shows that if a nice rational function is also a symmetric function, then the coefficients of the Schur functions are as in Theorem 5. Let m λ denote the multiplicity of χ λ in {ψ n }, so ψ n = m λ χ λ . Define g(x 1 , . . . , x k ) to be m λ S λ (x 1 , . . . , x k ), where S λ (x 1 , . . . , x k ) are Schur functions. Then Drensky proved that g is related to the Poincaré series of A via
