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Introduction
Efforts to find an appropriate model with acceptable explanatory and predictive power have led to many papers on model specification tests and model selection criteria. In this paper we compare Bayesian and sample theory model specification criteria to choose an appropriate model. Although the model specification criteria we consider can be applied to any non-nested models, we focus our attention on two asset pricing models: the Cox-Ingersoll-Ross model or the CIR model (1995) and the Vasicek model (1977) .
Within Bayesian model selection criteria, Bayes factors and Bayesian modifications of the Akaike information criterion (BAIC) have been frequently used. In this paper we use the deviance information criterion (DIC) of Spiegelhalter et.al. (2002) and the cumulative density function (cdf) of the mean squared errors of forecast (MSEF), since these model selection criteria are easily obtained by using Markov chain Monte Carlo (MCMC)algorithms.
As a sample theory model specification test, we use the conditional Kolmogorov test (CKT). The
CKT is a hypothesis test whereas the Bayesian criteria are to choose the model that explains the data best. Both the CKT and Bayesian criteria rely on random number generation: in the case of the CKT bootstrap methods are used, and in the case of the Bayesian criteria Markov chain Monte Carlo algorithms are used.
The organization of the paper is as follows. In Section 2.1 we present the DIC and the cumulative density (cdf) of the mean squared errors of the forecast (MSEF). In Section 2.2 the CKT is discussed.
In Section 3 using a simulated data we present the DIC, and we explain how to use the cdf of the MSEF as a model selection criterion. Also, we explain the CKT that is obtained by the in-sample prediction.
We demonstrate how the α % critical value (CV) is generated by bootstrap methods. In Section 4, we conduct Monte Carlo experiments to see the performances of the Bayesian criteria and of the CKT. In Section 5, we apply the Bayesian criteria and CKT to the real data: the daily data on uncollateralized Japanese call rate during the period between January 1 1990 and April 18 1996. Concluding remarks are given in Section 6.
Bayesian Model Choice Criteria and Conditional Kolmogorov Test of Model Selection

Bayesian Model Choice Criteria
The spot asset price model, discretized by the Euler-Maruyama scheme, is r t = κ θ + (1 − κ)r t−1 + σ t u t = α + β r t−1 + σ t u t , u t ∼ N(0, 1),
where r t is the spot rate; α = κ θ, and β = 1 − κ. If we set σ t = √ r t−1 σ we have the CIR model. If we set σ t = σ we have the Vasicek model. In both models, there are three unknown parameters: α, β, and σ.
Let us derive the posterior probability density function (pdf) of the parameters assuming that the prior pdf is given by
The posterior pdf's of the CIR and Vasicek models are given by
where Let us use the deviance information criterion (DIC) (Spiegelhalter et.al. (2002) ) and the distribution of the mean squared errors of forecast (MSEF) as the criteria to choose between equation (1) and (2).
The DIC is given by
where
, and L(y|θ) is the likelihood function evaluated at the posterior
The parameter p D measures the model complexity and it is given by p D =D − D(θ). In the MCMC algorithmD is evaluated by
where θ (i) is the i-th MCMC draw of θ, and N is the number of MCMC draws. We choose the model with the smaller DIC. DIC is a widely used statistic for comparing models, and it is a built-in procedure in software packages such as WinBUGS. We draw θ (i) by the Gibbs sampler algorithm as well as by the Metropolis-Hastings algorithm. These two MCMC algorithms yield quite similar draws of θ (i) .
The distribution of the mean squared errors of forecast is obtained by the MCMC algorithms as follows:
The joint pdf ofỹ and θ is given by
where f (ỹ|θ) is the pdf ofỹ given θ and data=(y 0 , y 1 , · · · , y T ).
West (2006) discuss three ways to generate the sequences of regression estimates necessary to make predictions: recursive scheme, rolling scheme, and fixed schemes. We use the fixed scheme that is to draw
is the i-th draw ofỹ given the i-th draw of θ, θ (i) , using data from 1 to T .
Since the CIR and Vasicek models follow AR(1) processes, we drawỹ T +1 ,ỹ T +2 , · · · ,ỹ T +m sequentially:
. . .
After drawingỹ (i) we transform it into the mean squared errors of forecast by
where y T +j is the actual realized value at time T + j, andỹ
T +j is the i-th MCMC draw of the predicted value at time T + j. The mean squared errors of forecast, MSEF, is a summary statistic popular both in sample theory and Bayesian inference. By the MCMC algorithm we can obtain the distribution of this popular statistic, and plot its pdf and cumulative density function (cdf). In comparing two models, we may choose the model that has a pdf close to the origin or that has a dominating cdf.
Conditional Kolmogorov Test for Model Selection
The conditional Kolmogorov-Smirnov tests (CKT) have been used by Andrew (1997), Min and Hong (1997) , Whang (2000) , Horowitz (2003) , Bai (2003) , Scaillet (2005) , Swanson (2005, 2006 
is the cdf of the τ -step ahead in-sample prediction r Θ t+τ given r Θ t = r t , and t = 1, 2, · · · , T − τ. The term in-sample prediction is explained later.
Unlike the Bayesian inference that is parametric, the CKT is based on semi-parametric inference employing large sample (asymptotic) properties. First, the sample path, r Θ t is obtained by the Milstein scheme (Seydel (2009) ):
where σ(·) = σ r Θ t−1 if H 0 is the CIR model and σ(·) = σ if H 0 is the Vasicek model. ǫ t is the standardized normal: ǫ t ∼ N(0, 1).
and u, andū are the lower and upper bounds of the prediction interval. Since u andū are fixed, the prediction interval is a fixed constant. The random sample path r Θ s,t+τ is obtained for given t, by equation (9) using a consistent estimate of Θ, Θ, under the null hypothesis and replacing r Θ t with r Θ s,t for s = 1, 2, · · · , S; where S is the number of simulated sample paths and I(·) is the indicator function. The value of S is chosen much larger than the sample size T and here set S = 5T . The random variable r Θ s,t+τ is called the in-sample prediction because Θ is estimated by using all the sample observations from 1 to
The critical value for the in-sample prediction interval is computed by generating
The standard block-bootstrap method (Hall (1986) , Hall and Horowitz (1996), Horowitz (2003) ) is used to draw r * t from the data r 1 , r 2 , · · · , r T , and Θ * is estimated by the generalized methods of moments (GMM) or by the simulated generalized methods of moments (SGMM) given in Duffie and Singleton (1993) using the bootstrap sample. The sample path, r * Θ * s,t , is obtained using equation (9) under the null hypothesis. The bootstrap test statistic V * T (v|τ, u, u) of equation (13) is computed using the test statistic V T (v|τ, u, u) of equation (11) and centering around V T (v|τ, u, u) . The centering of the test bootstrap test statistic is suggested by Hansen (2005) . From the empirical distribution of V * T (v|τ, u, u) the α-% critical value is found.
There are three sets of moments to choose for the GMM: the unconditional, conditional, and simulated moments. For the CIR model the unconditional moments are derived by Jiang and Knight (2002):
The conditional moments are
The expressions for the unconditional and conditional moments for the Vasicek model are similarly obtained. The simulated moments for SGMM are simulated from sample path
where N is the bootstrap sample length.
There are two schemes to obtain the covariance matrix W T . The first way is the heteroskedastic autocorrelation (HAC) covariance matrix:
and ℓ T is the lag length often set at ℓ T = [T 
In comparing the CIR and Vasicek models, the CKT is carried out as follows: Given the data (r 1 , r 2 , · · · , r T ) first put the CIR model as the null hypothesis H 0 , and compute the test statistic
Then we compare it with the α-% critical value of the confidence interval,
, we accept the null hypothesis. Otherwise, reject the null hypothesis concluding that the data is not from the CIR model. Now put the Vasicek model in the null hypothesis H 0 , and
we accept H 0 that the data is from the Vasicek model. Otherwise, reject the null hypothesis.
Example with a Simulated Data
Before we conduct Monte Carlo experiments, let us make a simulated data analysis to illustrate the Bayesian model selection criteria as well as the conditional Kolmogorov test. We draw two samples of size T : one drawn from the Vasicek model of equation (1) and the other drawn from the CIR model of equation (2). We use the following parameter values:
We generate 212 observations (T = 212) and use the first 200 observations to estimate the parameters κ, θ, and σ. We use the additional 12 observations for the out-of-sample forecast. As the out-of-sample forecast periods, m, we choose m = 1, 2, 4, 12. If data is monthly, then we are examining one month, two months, 4 months and 12 months ahead predictions. If data is weekly, then we have one week, two weeks, 4 weeks (one month), and 12 weeks (one quarter) ahead predictions. Let us call this the m-step ahead prediction.
Before we report the results of the model selection criteria, let us present the point estimates of the parameters. Table 1 gives the posterior means, while Table 2 presents the GMM estimates. As discussed in the previous section, for the GMM estimation, there are three ways to compute the moments (unconditional moments, conditional moments, and simulated moments), and two residuals (with and without HAC). Both the Bayesian and GMM point estimates of the parameters are reasonable. Table 1 and Table 2 Here
Bayesian model selection criteria
First let us discuss the MSEF's. Since we have the distributions of the MSEF's, we examine the probability density functions (pdf) and cumulative density functions (cdf) of the MSEF's. Figure 1 presents the pdf's and cdf's of {1, 2, 4, 12}-step ahead predictions for the data generated by the Vasicek In Table 3 we present the DIC, the means, medians, and modes of the MSEF's for the data generated by the CIR model as well as for the data generated by the Vasicek model. As discussed in the previous section, we choose the model with a smaller DIC. For the data generated by the CIR model, the DIC of the CIR model is −920.7102 that is smaller than the DIC of the Vasicek model that is −876.5910. Hence we choose the CIR model. Similarly, when the data is generated by the Vasicek model, the DIC of the Vasicek model is −384.6277 which is smaller than −315.5180, the DIC of the CIR model. To save space, we only present the means, medians, and modes of the MSEF's. Table 3 Here.
Conditional Kolmogorov test
Let us turn to the CKT proposed by BCS (2008) . In the previous section we presented V T (τ, u, u) and (11) is for computing the test statistic and V * T (τ, u, u) in equation (13) Given τ and the predictive interval, we compute the test statistic V T and we find the α% critical value V * α T from the bootstrap distribution of V * T . We accept the null hypothesis of H 0 : CIR model if V T < V * α T . Next we switch H 0 to the Vasicek model and compute V T and V * α T and accept Vasicek model if V T < V * α T . As we observe in Pesaran (1974) , Pesaran and Hall (1988) and Davidson and MacKinnon (1988) , hypothesis test used for model selection sometimes yields the result that none of the models considered is selected.
BCS (2008) consider two prediction intervals: (u, u) = (r ± .5σ R ) and (u, u) = (r ± σ R ), wherer is the sample mean of r t , and σ R is the sample standard deviation of r t . As for α% BCS (2008) chooses 5%, 10%, 15% and 20%. Hence, given the null hypothesis H 0 , there are eight V T (τ, u, u)'s, and each V T (τ, u, u) is compared against the α% critical value V * α T (τ, u, u). In summary, given H 0 , we have 32 combinations of 4 τ 's, 2 confidence intervals, and 4 α% critical values (V * α T 's) as shown in Table 4 that gives the CKT results for data generated by the CIR model. In the table V * α T is denoted as α%CV. Table 4 Here.
The first half of Table 4 is for the CIR model as H 0 . The only cases where the test statistic V T (τ, u, u) are less than the critical values are for the 12-step ahead in-sample prediction (τ = 12) by the CIR model. 
Monte Carlo Experiments
Let us make Monte Carlo experiments assuming the error term u t is non-normal. We make 500 sample replications. The parameters and the sample size are the same as those for the one sample replication.
The stylized fact about financial data is that their distributions are leptokurtic and slightly skewed. If we make Monte Carlo experiments drawing u t from a leptokurtic and slightly skewed distribution, the CKT test may perform better than the Bayesian criteria, since the CKT test is derived without assuming the distribution of u t .
Let us assume that u t is generated from a leptokurtic and slightly skewed distribution:
where IVG(µ, η) is the inverse Gaussian distribution with parameters µ and η. The algorithm for generating random numbers from IVG(µ, η) is given in Michael et.al. (1976) and Devroye (1986) . We set µ = 1.8 and η = .8. The skewness is −.687 and kurtosis is 24.6. Compared to the N(0,1) density the distribution is sharply peaked with fat tails.
The results of the Monte Carlo experiments with the non-normal distribution are given in Table 6 for the Bayesian model selection criteria and in Table 7 for the CKT. For the Bayesian model selection criteria the DIC criterion chooses the correct models: 92% (98.5%) of the times when the CIR (Vasicek) is the correct model. The medians of the {1, 2, 4, 12}-step ahead MSEF's choose the CIR model 58.0%
to 64.0% of times when data are generated by the CIR model. When data are generated by the Vasicek model it is chosen from 57.0% to 71.5% of times.
The results for the CKT are given in Table 7 . The acceptance rates of both the CIR model and the Vasicek model are very low, and this is due to the fact that the CKT test is sensitive to the non-normal error term. The reason is due to the way the test statistic V T (v|τ, u, u) in equation (11) and the critical value V * T (τ, u, u) in equation (13) are computed using sample paths simulated by the Milstein scheme with the normal error ǫ t as given in equation (9). Tables 6 and 7 Here.
Application to Japanese Call Rates
Let us apply the Bayesian model selection criteria and the conditional Kolmogorov test to the daily uncollateralized call rate of Japan. The data is daily averages from January 1 1990 to April 18 1996 for the total of 2,300 observations. This period corresponds to the beginning of the bursting of the Japanese bubble economy to the early period of the zero interest rate.
The call rate kept increasing even after the Japanese bubble bursted in early January 1990. The call rate peaked on March 14 1991 at 8.56%, and one year after the bubble bursted the call rate was still around 5.8%. It took four and a half years more for the call rate to get down to .5% on September 15 1995 which is regarded as the beginning of the zero-interest rate period. Learning from the Japanese and we see that the Japanese call rates exhibit the typical stylized fact of the return of the financial rates.
We applied the Bayesian model selection criteria and the conditional Kolmogorov test to see which model, the CIR or Vasicek, explains the Japanese call rate. Table 8 presents the DIC and the modes of the MSEF's and Table 9 presents the CKT test.
Tables 8, 9 and Figure 2 Here.
From Figure 2 . From Table 9 we see that the CKT's, V T , are all greater than all the critical values regardless of putting the CIR or Vasicek models in the null hypothesis. Accordingly we conclude the Japanese call rate follows neither the CIR nor the Vasicek model.
Concluding Remarks
Using two non-nested models of spot asset pricing models, the CIR and Vasicek models, we compared the Bayesian model choice criteria to the conditional Kolmogorov test (CKT). The Bayesian criteria are designed to choose the model that explains the data best, while the CKT is a hypothesis test to accept the null hypothesis that one model is true at a pre-specified significance level. We used two Bayesian criteria:
the deviance information criterion (DIC) of Spiegelhalter et.al. and the cumulative density function (cdf) of the mean squared errors of forecast (MSEF).
Using a simulated data we demonstrated how to use the cdf of the MSEF as a model selection criterion: by plotting the cdf's of two MSEF's of the non-nested models we choose the model with the dominating cdf. If the two cdf's cross, we may choose the model whose median MSEF is smaller. The CKT is to obtain the in-sample prediction and compare it with the α % critical value that is generated by bootstrapping. We conducted Monte Carlo experiments to see how the Bayesian model selection criteria and the CKT perform. Among the DIC, the cdf of the MSEF, and the CKT the clear winner is the DIC.
Then we applied the DIC, the cdf of the MSEF, and the CKT to the daily data of the uncollateralized Japanese call rate from January 1 1990 to April 18 1996 for the total of 2,300 observations. The sample period begins at the inception of the bursting of the Japanese bubble and ends at the beginning of the zero interest rate period. We find that the CIR model explains the data better than the Vasicek model The random number generation for the Bayesian model selection criteria is used to obtain the posterior distributions of the log of the likelihood function to compute the DIC and of the mean squared errors of the forecast. In the Bayesian inference, the parameters of the model are generated while the data are treated as fixed. The random number generation for the CKT is used to generate bootstrap samples from the data. Given the bootstrap samples the distributions of the CKT are generated. Notes: The true parameters are κ = .3068, θ = .0558, σ = .1180.
Sample size is 200. Metropolis-Hastings algorithm is used. Notes: Metropolis-Hastings algorithm is used. 1-step-ahead means that the MSEF of 1 period out-of-sample prediction. 2-step-ahead means that the MSEF of 2 periods out-of-sample prediction. 4-step-ahead means that the MSEF of 4 periods out-of-sample prediction. 12-step-ahead means that the MSEF of 12 periods out-of-sample prediction. Notes: The GMM with unconditional moments is used. Two confidence intervals (u,ū) areR ± .5σ R andR ± σ R are created for each of τ = 1, 2, 4, 12.
V T is the test statistic. CV 's are the critical values at 5%, 10%, 15% and 20%. A number with * indicates that the test statistics V T 's lead to the acceptance of the null hypothesis. Notes: The GMM with unconditional moments is used. Two confidence intervals (u,ū) areR ± .5σ R andR ± σ R are created for each of τ = 1, 2, 4, 12.
V T is the test statistic. CV 's are the critical values at 5%, 10%, 15% and 20%. Notes: Non-normal error term is the Normal × Inverse Gaussian error term. The median of the MSEF is used for the model selection "#-step-ahead" denotes the # periods out-of-sample prediction. 
Notes: The GMM with unconditional moments is used. Two confidence intervals (u,ū) areR ± .5σ R andR ± σ R are created for each of τ = 1, 2, 4, 12. Non-normal error term is the Normal × Inverse Gaussian error term. Notes: The Metropolis-Hastings algorithms are used. #-step ahead denotes the # periods out-of-sample prediction. 
