Abstract. In the paper we will show the integration of the real-time calculus with event driven real-time analysis like the periodic or the sporadic task model. For the event-driven real-time analysis, flexible approximative analysis approaches where proposed to allow an efficient real-time analysis. We will provide an easy but powerful approximative description model for the real-time calculus. In contrary to the existing description model the degree of approximation is chooseable allowing a more accurate description.
The event pattern Θ is modeled by an arrival curve R f (t) which denotes the number of events arriving within a time interval of length I. R u f (t) denotes the upper bound and R l f (t) the lower bound for this curve. These functions are sub-additive and deliver for every t the maximum respective the minimum amount of events which can occure in any interval of length t. The service curves β u r (t) and β l r (t) model the upper and lower bound of the computational requirements which can be handled by the ressource during a time interval of length t. The real-time caclulus provides equations to calculate the outgoing arrival and service curves out of the incoming curves of a task.
To make it possible to evaluate the modification equations independently from each other, a good finite description for the curves is needed. The complexity of the relationship equations depends directly on the complexity of this description. In [5] and [1] an approximation for the arrival and service curves was proposed in which each curve is described by three straight line segments. One segment describes the initial offset or arrival time, one an initial bursts and one the long time rate. As outlined in [6] this approach is too simplified to be suitable for complex systems. It only has a fixed degree of exactness. No suitable descriptions for the function are known so far.
In this paper we will propose a model for the curves having a selectable approximation error. A trade-off between this degree of accuracy and the necessary effort for the analysis becomes possible.
SymTA/S [7] , [8] is another approach for the modularized real-time analysis. The idea was to provide a set of interfaces which can connect different event models. Therefore the different modules can uses different event models for analysis. Unfortunately, the event models for which interfaces are provided are quite simple. In [7] an event model covering all this models was described. The problem of these models is that multiple bursts or bursts with different minimum separation times cannot be handled.
The event stream model proposed by [9] with its extension, the hierarchical event stream model proposed by [10] can model systems with all kinds of bursts efficiently. The problem is that it can only model discrete events and not the continious service function as needed for the real-time calculus.
Contribution
In the paper we will give the following contributions. We will propose a simple but flexible and powerful approximative model for the explicit description of the curves of the real-time calculus. This model combines the description of arrival and service curves efficiently and allows to model them with a selectable degree of exactness. Its approximation follows the same scheme like the existing approximation for event models as proposed in [11] . Therefore it is possible to transfer previously existing event models, like the periodic or the sporadic task model, the event stream model, the sporadically task model, the model of SymTA/S or the hierarchical event stream model in this new model. This allows the integration of the approximative analysis for the event models and the real-time calculus to a new powerful overall analysis for distributed systems.
We will outline this transfer methods for the various event models and the resulting real-time analysis for the new model for EDF and static priority scheduling. For the realtime calculus the new model provides a flexible and efficient approximative description of the curves. We will give the first methodology to implement all operations needed by the real-time calculus. This is more accurate than the methodology used in the original literature.
Model
In the following we will give a new approximative model for the curves of the real-time calculus allowing a less pessimistic modeling of the curves. It guarantees the approximation error. In [11] such an approximation was proposed for the periodic task model with EDF scheduling. It is now extended to distributed systems and is integrated in the model itself.
We model each curve of the real-time calculus by a test list Te = {te} consisting of a set of test-list elements te = (I, c, G) each modeling one segment of the curve. I is an interval determining the start point of the segment, c are costs additionally occuring at the start of the segment and G determines the gradient within the segment and is the increment between the gradient within the segment and the gradient within the previous segment. The total gradient is the sum of all gradients of previous test list elements with an interval I < I.
For example, four events with a distance of 10 to each other and with an execution time of 2 can be modeled by the test list: Te = {(0, 2, 0), (10, 2, 0), (20, 2, 0), (30, 2, 0)}. The proposed model is not limited to model time discrete events, it can also model the capacity and allows to describe systems with varying capacity over the time. The gradient is useful to model the capacities or the remaining capacities of processing units (PUs). The standard case in which a PU can handle one time unit execution time in one time unit can be modeled by te = (0, 0, 1). More sophisticated service functions like a case in which only half of the processor capacity is available during the first 100 time units can also be described by a few elements Te = {(0, 0, 1 2 ), (100, 0, 1 2 )}. Note that the gradients are always only the differences between the resulting gradient and the previous gradient. Therefore in the example the function has a gradient of 1 2 for the first 100 time units and after them a resuling gradient of 1 for the remaining time.
Approximation
General event models generate an infinite set of events and would therefore require an infinite number of test-list elements. In the periodic task model for example each task τ = (T, cw, d) represents an infinite number of jobs sharing the same worst-case execution time cw and relative deadline d and having a periodic release pattern with period T . An approximation is necessary to bound this number of elements and to allow a fast analysis. The idea for the approximation is to consider the first n jobs of a task exactly and to approximate the following jobs by the specific utilization of the task. This approximation can be represented by the test-list model. The selection of the parameter n allows a trade-off between the exactness and the analysis effort. For example a task τ = Definition 1 ([11]) Let Γ be any taskset bound on any resource ρ. Let ρ l be the resource with the minimum capacity on which Γ is feasible. An approximation with approximation error ε is a test algorithm which 1. returns "non-feasible" in those cases in which Γ on ρ is non-feasible 2. returns "feasible" in all those feasible cases in which C (ρ)
This idea can be used in a similar way for all other task and event models. Formally, a periodic task τ with τ = (T, cw, d) and a degree of exactness of n can be transferred into a test list Te with the elements
with deadline d τ . We can transfer this test list further in a test representing the demand bound function Ψ (I, τ) for τ by shifting it by the deadline (
. The service functions might also require an approximation. But in contrary to above it is necessary to underestimate the original functions. A service function of a processor which is not available every 100 time units for 2 time units due to operation system processes can be modeled with an degree of exactness of 4 by Te = {(2, 0, 1), (100, 0, −1), (102, 0, 1), (200, 0, −1), (202, 0, 1), (300, 0, −1), (302, 0, 98 100 )}.
Event bound function
The amount of events occuring in some intervals I, therefore the value of the real-time calculus curves can be calculated with the following event bound function.
Definition 2 An event bound function ϒ (I) gives the amout of events which can occure at most in any interval of length I.
The calculation can be done as follows:
5 Real-Time Analysis
In the following we will show how simple an efficient schedulability analysis can be realized with the introduced model.
Algorithm 1 Feasibility Analysis
Algorithm Superposition Given: testList Te (sorted with rising I) r = 0; G = 0; I old = 0; FOR ALL (te ∈ Te) r := r + (a te − I old )G IF (r < 0) THEN ⇒not feasible r := r + cw te IF (r < 0) THEN ⇒not feasible
EDF
Schedulability analysis for EDF can be done using the processor demand criteria which was introduced by [12] , [13] . Proof: See [12] and [11] Both, the demand bound and the service function can be described by test lists as we have already seen. C (I,Γ ) −Ψ (I,Γ ) can be simplified to one test list. The overall demand bound function of the taskset is the sum of the demand bound functions of the single tasks:
The demand bound function of a single task can be derived out of the event bound function of this task by shifting this function by the value of the deadline:
So the resulting analysis for EDF reads:
For the demand bound function a test list can be calculated out of the test lists of the event bound functions using the shift and add functions as we will define in section 6.
In algorithm 1 we give the short implementation to prove the condition ϒ (I, Te) ≥ 0 for all I ≥ 0 and therefore to do the real-time analysis.
The best way to do this is to calculate and check the intervals of the test-list elements step-wise in rising order starting by I = 0. We have to test each element twice, once after the costs resulting of the previous gradient are added and once after the costs of the element are added. Otherwise, the situation can occure that the costs value can compensate a negative value of the functions which would therefore be undetectable.
Analysis for static priorities
The real-time analysis of systems with static priority scheduling requires another function, the request bound function Φ(I,Γ ).
Definition 4 ([12])
The request bound functions Φ(I) contains the amount of execution time requested by those events having occured within I.
Events occuring exactly at the end of I are excluded:
For the analysis it is necessary to consider each task seperatly.
Lemma 2. (similar to [3] ) The worst-case response time of a task is given by:
Schedulability for a job of a task τ is given if r τ ≤ d τ .
Proof: See [12] .
The schedulability analysis can also simply be done by checking for each I ≥ 0 and each τ ∈ Γ : Ψ (I, τ) ≤ C (I, τ) C (I, τ) denotes the capacity available for task τ within I. For the task with the highest priority this is the capacity of the resource C (I, ρ). For all other tasks it is the remaining part of the capacity after all tasks with a higher priority have been processed. The calculation of this remaining capacity can be done for each task seperately. The problem is that an amount of capacity reached for some intervals I is also available for each larger interval I even if between I and I a large amount of computation request occures, so that Φ(I , τ) − Φ(I, τ) > C (I , τ) − C (I, τ). No part of this requested computation time can be processed within I as this would require to process it before it is requested.
For the calculation of this remaining capacity the exceeding costs function is useful:
) Exceeding costs ϒ (I,Γ ) denotes those part of the costs requested within the interval I by the taskset Γ which cannot be processed within I with either scheduling due to the late request times. See figure 2 for some examples for exceeding costs. For example for the job ψ 1,i arriving at time 18 and requesting 4 time units computation time at least 2 time units cannot be processed within I = 20 even if the job fully gets the remaining processor time. The exceeding costs get an even higher value taking other jobs into account. Job ψ 2, j alone would not contribute to the exceeding costs, but together with job ψ 1,i the contribution gets even higher than the contribution of job ψ 1,i alone. The reason is that the jobs steal the capacity from each other. Only the sum of the exceeding computation time is relevant not from which task it is requested. The value and the calculation of the exceeding costs is independent of the concrete scheduling.
The exceeding cost function can be used for a simple schedulability analysis for systems with static priorities [14] . Lemma 3. A task set Γ is feasible if for each task τ ∈ Γ and each I > 0:
or if τ i−1 is the task with next higher priority than τ i : The calculation of the remaining capacity can be therefore done by
Proof: See [14] .
This allows a step-wise calculation of the remaining capacity and also an integration of the analysis for EDF and for fixed priority scheduling to one hierarchical schedulability analysis. Figure 3 visualizes its calculation. The exceeding costs function starts equally to the difference of the request bound function and the available capacity function (Φ(I, τ) − C (I, τ)). It remains equal to this function until it drops below zero for the first time, e.g. more capacity is available than required by requested jobs. Then the exceeding costs function remains zero until the difference function starts rising again, e.g. new request arrives. Then the exceeding costs function will also rise and run further in parallel to the difference function but with a higher value. 
Practical issues
Blocking time, scheduling overhead and the priority inheritance protocol can easily be integrated in the above equations. A blocking time b can be integrated by either adding b to the equations or by integrating the test-list element te = (0, b, 0).
Operations and Basic Functions
In the following we will introduce some operations on test-lists and their implementation.
Adding/Subtracting (+, −)
The add-operation for two test lists can be simply realized by a union of the sets of test list elements of the two test lists: The resulting test list can be simplified by eliminating test list elements with equal intervals. Proof: It is obvious that the negation of a test list can be done by the negation of each relevant parameter.
We can write Te C = Te A + (−Te B ).
Shift Operation (↑, ↓)
The shift operation can be realized by adding or subtracting the shift-value from each interval of all test list elements. The operation to shift a value left by the value t (Te ↓ t) can be defined in an equal way.
Scaling with a cost value
Another operation on test lists is to scale the total stream by a cost value. This is for example necessary for the integration of the worst-case execution times into the analysis. 
Operations of the real-time calculus
A scheduling network is a system consisting of several chains of tasks and a set of resources. Each task τ of the task chain is mapped to one resource ρ. Tasks mapped on the same resource are scheduled with fixed priority scheduling. Different tasks of a chain can be mapped on different resources. In the figure 1 the tasks τ 1 , τ 4 , τ 6 form a task chain and the tasks τ 1 , τ 4 , τ 7 form another task chain. Each task τ is triggered by an upper and lower arrival curve R u τ (I) and R l τ (I) and the available computational effort for this task is described by an upper and lower service curve β u τ (I) and β l τ (I). Figure 4 gives a closer look at one single task τ and their curves. For each task we have an incoming (upper and lower) arrival curve R u τ (I) and R l τ (I) modeling the workload for τ. It includes and is based on the arrival times of those events generating workload for τ. We also have an (upper and lower) service curve β u τ (I) and β l τ (I) modeling the amount of workload that can be handled by the task. The analysis of a task generates outgoing (upper and lower) arrival (R u τ (I) and R l τ (I) ) and service curves (β u τ (I) and β l τ (I) ). The outgoing arrival curve is a modification of the incoming arrival curves and is also the incoming arrival curve of the following task in the chain. The outgoing service curve is the incoming service curve reduced by the workload handled by the task. It is the incoming service curve for the task with the next lower priority on the same resource.
The real-time calculus provides the equations to describe the relationships between the incoming and outgoing curves [1] . For the calculation the functions sup and inf are needed providing upper and lower bounds. Their value can be reachable, but does not need to be.
The outgoing service curves, giving the available capacity for the task with the next lower priority on the same processor, can be calculated by: We can set β x τ (I) = C x (I, τ) and R x τ (I) = Φ x (I, τ). The outgoing lower arrival curve is given by: The idea is to keep either I or I − I fixed, calculate the fixed value for either R l τ (I ) or β l τ (I − I ) and complete this value to every possible interval I with the test list of the other function. The resulting test list for this completion operation can be calculated and the overall resulting test list is given by the infimum over the test lists of all possible fixed values for I and I − I . Necessary for them is a algorithm to find the step-wise minimum or infimum of two test lists. The implementation of such an algorithm is very straight forward and therefore skipped here. It is simply processing both lists in the ascending order of their test-list elements and to register always the dominating element (the element leading to the lower overall cost value). In case of different gradients of the corresponding elements the domination can change at an interval I between two intervals. The calculation of I is simply the calculation of the crossing point of two lines. The outgoing upper arrival curve is given by: 
