Abstract-Visible light communications (VLCs), in general, and resource allocation for VLC networks in particular, have gained lots of attention recently. In this paper, we consider the resource allocation problem of a VLC downlink transmission system employing dynamic time division multiple access, where time and power variables are tuned to maximize the downlink spectral efficiency (SE). As for the operational conditions, we impose constraints on the average optical intensity, the energy budget, and the quality-of-service. To solve this non-convex problem, we transform the objective function into a difference of concave functions by solving a second-order differential inequality. Then, we propose a low-complexity algorithm to solve the resource allocation problem. Finally, we show by simulations the SE performance gains achieved by optimizing time and power allocation over the initial total power minimization solution for the considered system.
I. INTRODUCTION
O PTICAL wireless communications (OWC) has gained lots of interest to mitigate the spectrum scarcity and the ever-exploding demand on wireless data traffic [2] . OWC offers alternative transmission options through infrared, visible light, and ultraviolet bands. The superiority of OWC systems over their radio frequency counterparts appears clearly in terms of area spectral efficiency (SE), which in turn gives it the advantage to be one of the key promising technologies for 5G networks [3] . Furthermore, the energy consumption of optical transmitters such as light emitting diodes (LEDs) is lower than its counterpart in RF spectrum [4] . Among the optical frequency bands, the visible light band is of special interest for different reasons. The visible light infrastructure built for illumination purposes can be used in communications, thanks to the development of LED devices for lighting. LED can be switched at very high rates supporting fast data transmission and providing in the same time higher illumination efficacies than traditional lamps. Moreover, visible light is safer to human health than ultraviolet waves, which alleviates transmitted power restriction limits for visible light communications (VLC). Furthermore, VLC systems are more energy efficient, because the paid energy cost covers two simultaneous services, i.e., lighting and communications.
The advantages offered by VLC systems in supporting multiple services are associated with some challenges [5] . The VLC system designers should take illumination constraints into consideration [6] . In addition, it is desirable to avoid flickering, maintain chromaticity of the VLC transmitter and support dimming and color control capabilities. As for the communication service, it suffers from the relatively small spatial coverage of the LED source, which requires deployment of a large number of LEDs and controlling frequent handovers that will occur consequently. VLC links are highly sensitive to the availability of line-of-sight (LOS), i.e. high data rates are achievable only if LOS exists. Moreover, uplink implementation in VLC is a major issue as it is inconvenient to install an illuminating LED at the mobile terminal, so infrared or modulating retro-reflectors can be used instead [7] .
To optimize VLC systems performance, the system available resources should be allocated properly to the users while taking indoor lighting constraints into consideration. Resource allocation problems with various objectives for VLC networks have been investigated in different contexts [8] - [17] . In [9] , Chaaban et al. considered the power allocation problem to maximize the achievable rate for optical wireless parallel channels with total light intensity constraint. In [10] , Gong et al. considered rate maximization and total power minimization problems by optimizing power allocation of each color LED subject to minimum and maximum illumination constraints, and constant chromaticity. In [11] , Jiang et al. studied power allocation for a multi-user downlink VLC system subject to chromaticity, illumination, and amplitude constraints with the objective of maximizing the sum-rate of the setup. In [13] Shen et al. optimized transmit beamforming to maximize the achievable sum rate of the downlink of a VLC system subject to transmit power constraints. Moreover, the same authors considered the downlink of a Multi Input Single Output (MISO) VLC system where zero-forcing beamforming vector is optimized to maximize the sum rate of the setup [14] . In [15] , Bykhovsky and Arnon considered power allocation, user association, and subcarrier allocation to maximize the minimum user rate of a multi-cell VLC system subject to a total power constraint. Note that a practical system generally combines a multitude of constraints (optical intensity, electrical energy consumption, and quality of service (QoS)).
In this paper, we consider the downlink of a VLC cell that serves a number of users through time division multiple access (TDMA). In fact, TDMA is of special interest due to its relatively high power efficiency [18] , and its integrability with other multiple access schemes as code division multiple access (CDMA) and space division multiple access (SDMA) [19] , [20] . Dynamic TDMA system can adds additional degree of freedom in illumination control through the adaptive time allocation. On the other hand, CDMA has the highest electrical power requirements due to the increasing effect of inter-symbol-interference [7] . Moreover, orthogonal frequency division multiple access (OFDMA) suffers from high peak-to-average power ratio problem [21] . We investigate joint time and power allocation problem that maximizes the SE of this system considering a set of constraints on the energy consumption, light intensity and QoS. In contrast to its RF counterpart with the celebrated water-filling solution, this problem is much harder because of the inherent non-convexity of its objective function. To solve the maximization problem, we transform it to a difference of convex/concave (DC) programming formulation. This reformulation is achieved by introducing an auxiliary function that is found by solving a differential equation. We propose a low-complexity algorithm to solve the problem iteratively by solving a series of convex optimization problems. To the best of our knowledge, the joint time and power resource allocation problem along with the considered constraints has not been considered before in the literature.
The rest of this paper is organized as follows, in section II we present the adopted system model of this work, then in section III we provide the mathematical formulation of the considered SE maximization problem and explain our proposed algorithm to solve it. After that, in section IV we test the proposed algorithm by extensive simulations for different parameter values and compare its performance against two algorithms with varying complexity. Finally, we present the paper conclusion in section V.
II. SYSTEM AND CHANNEL MODEL
Consider the downlink of a single cell VLC system where a single LED transmitter is used to serve K users via dynamic TDMA, where the transmitter communicates with each user at a different time-slot, i.e. each user experiences an interference free channel, with varying durations as could be seen in Fig. 1 . In this setup, the transmitter encodes different users' data streams using the LED excitation current at each user's time-slot. In addition, it controls the durations of timeslots allocated to each user and the average LED excitation current during each time-slot within the transmission frame. The transmitter manages these resources aiming at maximizing a certain network utility function such as the overall SE whilst satisfying the imposed average illumination constraint, transmission rate requirements for all users, minimum time slot duration imposed by the LED modulation bandwidth, and total energy consumption per transmission frame.
At its corresponding time slot, each receiver converts the received optical signal to an electrical one and then the detection process is performed to extract the transmitted symbols as shown in Fig. 2 . The received signal at the i-th user can be modeled as
where s i is the current intensity used to transmit a symbol to the i-th user, η eo is the efficiency of converting the electrical signal s i to the transmitted optical signal O in i , η oe is the efficiency of converting the received optical signal O out i to electrical signal s o , and h i is the VLC channel gain coefficient between the transmitter and the i-th receiver, and n i is a zero mean additive white Gaussian noise with variance σ 2 n . The transmission frame period T is divided between the users such that the VLC and the time slot duration of each user is τ i T , where As for the channel model presented in Fig. 3 , we adopt the followed channel model in [22] where the channel gain h i between the transmitter and receiver i depends solely on the relative position of the receiver with respect to the transmitter, and is given by:
where m = − ln 2/ ln (cos (φ a )) is the Lambertian order, φ a is the semi-angle at half-power of the light source emission pattern, R PD is the photo-detector responsivity, A PD is the effective photo-detector area, d i is the distance between the transmitter and user i, ψ i is the angle between the incident light ray and the normal to the photo-detector plane, ψ a is the field of view of the user's receiver, and rect(x) is the rectangular function defined as rect(x) = 1 if |x| ≤ 1, and 0 otherwise. We assume perfect knowledge of h i ∀i at the transmitter. In the quasi-static channel model, h i maintains the same value throughout a transmission block, and changes in between blocks due to change of location.
III. SPECTRAL EFFICIENCY OPTIMIZATION
In this section, we study the resource allocation problem of the downlink of a VLC system to maximize its SE. To this end, we express the overall system SE using the achievable SE of optical IM/DD channels lower bound presented in [23, eq . 26], with s i being drawn randomly from an exponential distribution with rate parameter 1/x i , i.e., s i ∼ exp(1/x i ), as
where, γ i is the i-th user VLC channel-to-noise ratio defined
The resource allocation problem aims to compute the average current intensity vector
according to the following optimization problem:
As for the constraints: C1 guarantees that the total energy consumption of the transmitter does not exceed the available budget. C2 guarantees fixed average optical intensity by fixing the average current intensity used at the transmitter and C3 guarantees a minimum rate of R th for each user, which can be selected based on the applications or services that is going to be supported by the network and expected number of users to be served. As for C4, it is adopted to ensure that the total allocated time durations consume the transmission frame. C5 enforces that each user is allocated a minimum amount of time due to practical switching limitations. In addition, it secures the non-negativity of the average LED current being allocated during each time slot.
It can be shown that (P1) is a non-convex problem. To solve this problem, we first adopt the transformation of variables (z i = τ i x i ), which reformulates (P1) to:
Unlike P1,P1 can be written in a DC format allowing us to solve it in a tractable way. In the following subsections, we first explain how (P1) can be transformed into a DC optimization problem. Then, we employ successive convex approximation (SCA) to find a solution of the DC problem by solving alternatively two convex problems: power and time allocation. Finally, we summarize the proposed approach that jointly allocate the find a joint power and time allocation solution.
A. DC Programming Problem Reformulation and Proposed Solution
The objective function of (P1) is not concave in the considered optimization variables. This objective function is a sum of functions having the form τ ln 1 + γ
which we reformulate into a difference of two concave functions based on the following proposition:
∀τ > 0 can be expressed as a difference of two concave functions as:
where ρ = . Now, we apply the result of Proposition 1 on (P1) in order to express it as a DC programming problem as
To solve (P2), we use SCA procedure to approximate the objective function using its first order Taylor series approximation and solve the following convex optimization problem successively
is the first order Taylor series approximation of the second term in the objective function of (P2) aroundz i ,τ i , which is expressed as
where a i is defined as
and b i is defined as
Now, we solve (P3) by dividing the optimization variables into two vectors τ and z where we keep one of them constant while optimizing the other and then switch between them until convergence. Therefore, the solution of (P3) is obtained by solving two subproblems, one to optimize the fractional time, i.e., τ , while the other one optimizes the weighted current intensity, i.e. z, as will be analyzed in the following subsections.
B. Weighted Current Intensity Allocation
Define the z optimization problem for a fixed τ as
We can further simplify (P3 a) by reducing C5a and C6 to be C7a: (z min,i ≤ z i ≤ z max,i ∀i) as shown below:
By defining ζ i as:
The bounds of C7a can be calculated as:
The Lagrangian of P3a can be formulated as:
where λ a , μ a , ν a,i , and α a,i ∀i are the Lagrange multipliers. By applying Karush-Kuhn-Tucker (KKT) conditions, we get
The convexity of (P3 a) implies that strict complementary slackness applies. From the power budget constraint perspective (C1), we have two possibilities
For scenario (i), the optimal values of z elements are calculated as follows in terms of (λ a and μ a ):
. . , K}, such thatŪ , U min , and U max are mutually exclusive. We substitute (16) in C2 and solve for λ a getting
By defining d, f , and X as follows:
We can then express λ a as:
By substituting (21) in C1 and solving for μ a we get:
After calculating μ a , λ a can be calculated using (21), and consequently z * i ∀i ∈Ū using (16). For scenario (ii), since μ a = 0, λ a can be calculated using (21) , then z * i ∀i ∈Ū using (16) . To solve problem (P3 a), we assume at first that α a,i = 0 ∀i and ν a,i = 0 ∀i i.e.Ū = {1, . . . , K}, and assume that μ a = 0 then we find z * i ∀i ∈Ū and check if they satisfy C7a. If some users violate C7a, the most violated constraint is then satisfied, i.e. its corresponding z i is set to either z min,i or z max,i depending on the violation direction subsequently, the previous steps are repeated again until all users satisfy C7a, then we check if the found solution satisfies the current assumption regarding power budget
to terminate the algorithm. Otherwise, we reset the computed users' sets to their default values and restart the algorithm with the assumption that μ = 0 as shown in Algorithm I.
C. Fractional Time Allocation
Now, we consider the second subproblem (P3 b) where τ vector is optimized while the power allocation vector z is kept fixed.
It can be shown that C6 and C5b can be reduced to C7b (τ min,i ≤ τ i ≤ τ max,i ∀i), such that:
where φ i , is given by:
So (P3 b) can be rewritten as:
Since this problem is convex and it can be shown that it satisfies Slater's condition, therefore, KKT conditions are sufficient for optimality. To this end, we solve the KKT system of equations presented below taking into consideration that strict complementary slackness applies here due to convexity. The Lagrangian function of problem (P3 b) can be expressed as:
where λ b , μ b , α b,i , and ν b,i ∀i are the Lagrange multipliers. The KKT conditions for (P3 b) are expressed as:
Algorithm I: Weighted current intensity allocation (10), (11) respectively. 5 : while i ≤ K do 6: if μ flag = 0 then μ a ← 0
7:
else Compute from μ a using (22) 8:
Compute λ a from (17), then {z i } i∈Ū from (16) 10:
Continue

14:
else 15 :
Terminate the algorithm 17: end if 18: end if
19:
Compute z 
end if
Terminate the algorithm 32:
end if 33: end while Based on the previous conditions, it can be shown that τ * i can be expressed in terms of μ b and λ b as: 
It can be noticed that
is a monotonically decreasing function in λ b then:
Thus, (32) has exactly one real root for a feasible U min,b and U max,b choice, which can be solved using bisection method with max λ In case μ b = 0, we have two equality constraints C4 and C1, by substituting (31) in C1 and C4 and after some simple algebraic manipulations, it is proved that:
Also, μ b can be expressed in terms of λ b as:
The L.H.S of eq. (33) is monotonically decreasing ∀λ b ≥ −b min , cf. Appendix C for the proof. Also, it is lower bounded by (33) as follows:
afterwards, we find the intersection between the calculated upper bound of (33) L.H.S and R to obtain an upper bound on λ b as follows,
To solve problem (P3 b), we assume at first that α b,i = 0, ν b,i = 0 ∀i i.e.Ū = {1, . . . , K}, and μ b = 0 then solve (32) for λ b by bisection method. To find τ * i ∀i ∈Ū, we use (31) and check if they satisfy C7b. If some users violate C7b, the most violated constraint is then satisfied, i.e. its corresponding τ i is set to either τ min,i or τ max,i depending on the violation direction. The previous steps are repeated again until all users satisfy C7b. After that, we check if the found solution satisfies the current assumption regarding power budget (
so the algorithm is terminated. Otherwise, we reset the computed users' sets to their default values and restart the algorithm assuming that μ = 0 where we solve (33) for λ b , then we find μ b using (34), and the unknown τ variables as explained in Algorithm II.
D. Proposed Algorithm Summary
In this section, we summarize the the resource allocation solution of the VLC downlink cell by introducing the joint power and time allocation (JPTA) algorithm that solves the optimization problem P1 through three nested phases. In the first phase, the equivalent problem P2 is iteratively approximated by different versions of P3 using SCA iterative approach. In the second phase, each formulated version of P3 is solved iteratively by solving P3a and P3b in an alternating manner till the stopping criterion is met. The last inner phase of the JPTA algorithm solves P3a and P3b based on KKT conditions using Algorithm I and Algorithm II respectively. Different configurations for the dual variables associated with inequality constraints are scanned based on the complementary slackness possibilities till a configuration is found that satisfies stationarity conditions and primal feasibility.
IV. PROBLEM FEASIBILITY AND STARTING POINT CALCULATION
Due to the complexity of the feasibility region considered in this paper, it is not easy to determine the problem feasibility nor to get an initial point τ init , z init to start the SCA process. To this end, we formulate (P0), if this problem is feasible and its minimum objective value is less than P M , then (P1) is feasible and the solution of (P0) can be used as an initial Algorithm II: Fractional time allocation (23), (24) respectively. 5 Compute {τ i } i∈Ū b from (31) 10: if τ min,i < τ i < τ max,i ∀i ∈Ū b then 11 :
Continue
14:
19:
Compute τ 
end if 30 :
end if 33: end while point for the SCA iterations.
It can be noticed that the constraints of (P0) represent a convex set except for C3 which is not convex for all values Algorithm III: Joint power and time allocation (JPTA)
while Δ outer > outer do 5: while Δ inner > inner do 6: Solve (P3 a) to update z * using Algorithm I.
7:
Solve (P3 b) to update τ * using Algorithm II.
8:
Compute Δ inner as the difference between the latest two objective function values of (P3) 9: end while 10: Compute Δ outer as the difference between the latest two objective function values of (P1) 11: end while 12: Output z * and τ * and compute x * .
Algorithm IV: Initial Point Calculation
2: Solve (P V 0) to get I min the minimum illumination for feasibility 3: if I min > I then 4: Terminate (The problem is considered infeasible). 5: else 6: Solve (P V 0) to get P min and z init , τ init 7:
if P min > P M then 8: Terminate (The problem is considered infeasible).
9:
end if 10: end if 11: Output z init , τ init .
of z i and τ i . However, a necessary condition on the convexity of the set represented by the simultaneity of C3 and C5 can be obtained as follows:
Based on the previous discussion, (P0) is equivalent to:
The feasibility region is convex if
2 R th
Thus, one can easily show that the convexity condition is equivalent to R th ≥ τiBv 2
∀i. In addition, since τ i ≤ 1, R th ≥ Bv 2 becomes a sufficient condition for the convexity of g i (τ i ) and the problem as well. On the other hand, if the convexity condition is not satisfied, we use the following approximated convex problem
where we add C9 to the constraints set to ensure the convexity of the feasibility region which can be seen in Fig. 4 as the area above the curve and the tangent line drawn that represents (C9 :) needs to be chosen carefully to have a good convex approximation for the original feasibility region. It is worthy mentioning that τ o,i should be greater than τ , such that τ = 2 R th /B v (inflection point of g i (τ i ) ∀i) and less than 1. We choose τ o,i that minimizes the discarded area from the original feasibility region defined by rate constraint due to approximation (the area between the blue curve and the tangent line as shown in Fig. 4 ) that is expressed as follows:
where
, which can be rewritten as:
By multiplying the previous equation by √ γ i , it becomes clear that τ int does not vary for each user because of channel variations. Similarly it can be proved that the optimal τ o,i is constant for all users, i.e. τ * o,i = τ * o . This fact implies that the scheduler can calculate τ * o for the required QoS given the available bandwidth once, and use it as long as these factors are kept constant. We find τ * o by exhaustive search over the range [τ , 1] .
In order to investigate the feasibility of (P0), we need to solve the following problem and check that the optimal value is less than I.
which is a convex optimization problem that can be solved with interior point method.
So, to check the feasibility of (P1), we first solve (P0) to make sure that (P0) is feasible, otherwise we consider that (P1) is infeasible. Then, we solve (P0) and check, if the optimal objective obtained is less than P M then (P1) is feasible. Then, we use the solution τ init , z init to start the SCA otherwise, (P1) is considered infeasible.
V. COMPUTATIONAL COMPLEXITY ANALYSIS
In this section, we analyze the computation complexity of the proposed JPTA algorithm. The complexity is analyzed in terms of the number of evaluations needed for all variables, which is written as
where C P3a (K) and C P3b (K) represent the number of computation evaluations for both z and τ , respectively, I SCA is the number of SCA iterations and I Alt is the number of alternate optimization iterations. Firstly, we evaluate C P3a (K) based on Algorithm I assuming worst case, where it needs takes 2K iterations to calculate the setsŪ, U max , and U min or terminate. In each iteration when μ a = 0, λ a is calculated in addition to a number of z variables that decreases linearly by one in each iteration, which results in 2 K i=1 (i + 1) = K 2 + 3K variable computations. On the other hand, when μ a = 0 the calculations will include μ a computation giving 2 K 1 (i + 2) = K 2 + 5K unkonwn variable computations. As a result, we have C P3a (K) = 2K 2 + 8K. Secondly, we find C P3b (K) from Algorithm II, which is very similar to C P3a (K), except that λ b does not have closed form expression as λ a . In Algorithm II, λ b is calculated using bisection method with log 2 Consequently, C P3b (K) is expressed as
It is worth to discuss also the compuation complexity of the feasibility problems used before executinh the JPTA algorithm. Since both (P0) and (P0) are solved using the interior point method algorithm, the number of variable computations can be given, respectively, as [24] :
,
where α 1 and α 2 are the number of iterations.
VI. SIMULATION RESULTS
The simulation setup consists of a large indoor area as in a lecture hall or a library section where a single VLC transmitter at the ceiling at a height H from the ground. The receivers clearance from ground surface is assumed to be h T . We assume that receivers are uniformly distributed over a circle of radius R m centered around the transmitter which is horizontally oriented as the receivers as shown in Fig. 3 . The average SE presented results are calculated based on 1000 realizations of users placed at random locations according to uniform distribution on the coverage circle surface. Unless otherwise stated, we use the simulation parameters listed in Table I . We assume line-of-sight existence for all links.
In this section, we study the performance of four different solutions for the considered SE maximization problem, namely, the JPTA, an upper bound for it where we do SCA but solve (P3) optimally using interior point method (JPTA int.), the initial solution found by Algorithm II which aims at power minimization subject to the same original constraints, and the uniform allocation scheme, where power and time budgets are divided equally between users i.e. minimum rate violation could occur (SE of this realization is set to zero). In the following simulations realizations that are considered infeasible are assumed to have zero SE when the average SE is calculated.
In the first simulation, we study the effect of increasing number of users on the SE performance of the three algorithms as shown in Fig. 5 . The unimodal behavior seen vs K owes back to two facts; the first is that for small K values as K increases the transmitter gets better chances of having users with better channel gains (higher degrees of freedom) without having much pressure from the rate requirement constraints with the available power budget. The second fact is that when K gets large enough, feasibility space becomes tightly squeezed by rate constraints that force losses in SE performance. That is because the transmitter becomes obligated to allocate more resources to users experiencing bad channels, and even worse infeasible problem instances which contribute with zero SE to the monitored average SE metric, become more frequent.
In the second simulation, for small values of I, the system experiences outage because rate requirements can not be satisfied as I is less than minimum I value required for feasibility (optimal value of problemP0), as can be noticed in Fig. 6 . Moreover, the system experiences outage for large values of I, where available power budget is insufficient to satisfy the illumination and rate requirements. The SE performance is improved when I increases because the feasibility region becomes larger which implies that probability of problem feasibility gets larger. In addition, performance gaps between SCA based algorithms (JPTA and JPTA interior point) and the initial solution (power minimization) are enlarged, because of the conflicting objectives of the algorithms, which is highlighted as the degrees of freedom available for the system increases by increasing I.
In the third simulation, we study the effect of increasing radius of the circle where users are distributed uniformly on the SE performance of the system. It can be seen in Fig. 7 that as users are distributed over larger circles, the attainable SE gets worsened because as this happens users are more likely to have worse channel gains as they get further. However, optimization gains gets larger, i.e. gaps between initial point solution SE performance and both interior point based approach, and the alternating optimization approach get wider.
In the fourth simulation, the effect of increasing the transmitter half-power beamwidth on the SE of the system is studied for the three allocation strategies, which is depicted in Fig. 8 . It is observed that as φ A increases, the SE experiences a unimodal behavior, because for a very small beamwidth, only users near the transmitter will experience good channels, while users near the cell edge will suffer. In other words, as beamwidth increases, far users start to get better channels and near users lose partially their channel gain, this loss is outweighed by the improvement of far users channel gains from the SE performance perspective till the beamwidth reaches a critical value, above which SE performance deteriorates as channel gains of far users either stop to get enhanced (because the transmitter power is being distributed over a larger area than that occupied by the users), or that gain becomes less than the loss of channel gains for near users. Moreover, it can be seen that for low values of φ A the slope of the curve is sharper than for large values, because of large number of infeasible cases when transmitter beamwidth is narrow. However, for large φ A values channels deterioration, which degrades the SE performance in consequence, is not as severe. That is because, it does not encompass a lot of infeasible instances of the problem. It can be noticed as well that as R th increases the optimal beamwidth increases, due to increase of infeasible cases chances for low φ A values.
It can be observed in all simulations that, as R th increases, the performance gaps between the proposed SCA approaches and the one using the initial point solution decreases, as the feasibility space becomes smaller, and the available resources become hardly sufficient to cover the increased rate requirements. Moreover, number of infeasible problems is increased which have the same zero SE performance contribution, hence the average performances of the considered algorithms get closer. A similar observation can be noticed for the uniform allocation solution as well. It can be seen also that in all simulations as the problem constraints become tighter, the uniform allocation approach solution gets outperformed by the initial point solution, although initial point solution always attempts to achieve a conflicting objective with SE (minimizing energy consumption), this owes to the increase of number of infeasible realizations for uniform allocation as constraints get tighter.
In Fig. 9 , we plot the average SE performance achieved by using the JPTA algorithm and the JPTA interior point algorithm for different values of R th as the number of iterations of the loop responsible for the SCA procedure increases. In this simulation, the value of the objective function is kept fixed when convergence is reached. The presented simulation results shows consistent average monotonically increasing behavior for the objective functions which demonstrates the effectiveness and the convergence rate of the proposed algorithm.
VII. CONCLUSION
In this work, we proposed an algorithm with low-complexity to solve the non-convex joint time and power allocation problem for a VLC system employing dynamic TDMA with illumination, power budget, and minimum rate constraints. To solve this problem, we first showed that it can be modeled as DC programming problem, then we solved each of the convex problems encountered in each iteration of SCA by alternating optimization, where the optimization problems found therein are solved based on a KKT approach. We proposed a method to detect feasibility of this hard problem. We compared our proposed algorithm with the obtained initial solution of the feasibility problem and with another approach, where we solve the SCA problems using interior point method, and the simulation results showed that the performance gap between the formerly mentioned approach and ours is small, whilst both of them significantly outperform the initial point solution. The proposed resource allocation algorithm provieds a therotical lower bound performance limit that can be conisidered a good benchmark for future practical adaptive VLC modulation schemes.
APPENDIX A
In this appendix we prove proposition 1. It can be noticed that f (τ, z; γ) = τ ln 1 + γ
is the perspective transform 2 of ln 1 + γz 2 . Since the perspective transform preserves convexity/concavity, we decompose ln 1 + γz 2 into a difference of two concave functions format, then take the perspective transform of that decomposition to obtain DC decomposition for f (τ, z; γ). For this purpose, we express ln 1 + γz 2 as log 1 + γz
where h(z) and g(z) are defined, respectively, as
To ensure that h(z) and g(z) are concave, we need to find f (z) such that h (z) = dz 2 ≤ 0. First, we express h (z) and g (z), respectively, as 2 The perspective transform of f (z) with respect to t is tf ( z t ) t > 0 and it maintains the function convexity/concavity.
where f (z) =
