Abstract This research was to apply the combination of the particle swarm optimization method and artificial neural network training with the aim of building a quantitative model to forecast the size of copper nanoparticles (Cu-NPs) prepared in sodium alginate. Sodium alginate, sodium hydroxide, copper sulfate, hydrazinium hydroxide, and ascorbic acid were used as stabilizer, pH moderator, copper precursor, reducing agent, and antioxidant, respectively. The results showed that the different sizes of Cu-NPs were obtained by changing these functions. Meaning that by increasing the amount of sodium alginate and or increase the volume of hydrazine hydrate, particle sizes of Cu-NPs were reduced. Other variables had the opposite effects due to the increase of the size of the Cu-NPs. The prediction results were remarkably in agreement with the experimental data with a correlation coefficient of 0.99 and a mean square error of 0.0058.
Introduction
Nanotechnology is emerging as a rapidly growing field with its applications in science and technology for the purpose of manufacturing new materials at the nanoscale level [1] . Over the past decade, metal nanoparticles have attracted much attention in the emerging areas of nanoscience and engineering technology due to their unusual chemical and physical properties, such as catalytic activity, novel electronic, optic, and magnetic properties [2, 3] . Also among inorganic nanostructures, metal oxide nanoparticles are highly valued due to their important role in many areas of physics, chemistry, and materials science [4] . Copper (metallic and oxide) particles have captured even more attention due to their low cost compared to the gold and silver particles and there use in tunable catalytic, optical, and electrical applications [5] [6] [7] [8] .
Recently, Cu-NPs synthesized with polymers as a stabilizing agent were reported to have improved stability and biocompatibility and enhancement of the capability for immobilization due to the superior properties of the formed nanocomposites [9] .
Sodium alginate (SA) is a natural linear polysaccharide (NaC 6 H 7 O 6 ) n of (1-4) linked a-L guluronate G) and b-D-mannuronate (M) residues arranged in a nonregular, block-wise pattern along the linear chain. Also, SA is regarded as a biocompatible, non-toxic, non-immunogenic, and biodegradable polymer, which makes it an attractive candidate for biomedical applications. Bearing in mind its gelling ability, stabilizing properties, and high viscosity in aqueous, SA and its derivatives are widely used in the food, cosmetics, biomedical, and pharmaceutical industries, as well as sewage treating industries [10] [11] [12] [13] .
The choice of SA as a stabilizer of the Cu-NPs is because of its ability to chelate metals, which makes a perfect candidate for metal nanoparticles synthesis. Generally, the use of biopolymers as stabilizers for the synthesis of Cu-NPs is gaining momentum because of their availability, biocompatibility, and low toxicity. Here in this research, we report a simple synthesis of Cu-NPs via a chemical method under an ambient atmosphere with SA as stabilizer, hydrazine as the reducing agent, and ascorbic acid as an antioxidant.
In addition, in the last two decades, the artificial neural network (ANN) has been used and developed as a useful tool for non-linear multivariate modeling [14] . The power of ANN is that it is generic in structure and possesses the ability to learn from historical data. It can save large amounts of pattern information with reasonably few neurons and connections [15, 16] . The ANNs are promising tools used in machine learning processes to deal with nonlinear and stochastic problems, which have recently gained popularity in chemical [17] and biochemical [14] processes due to the complexity of them, for example, in nanomaterial engineering [18, 19] , nanofibrous scaffolds [20] , and membrane contactors [21] .
In order to determine the network structure and appropriate parameters such as connecting weights, there is the need to solve several optimization problems, and particle swarm optimization (PSO) [22] is one good optimization method, which is a population-based algorithm. In the PSO method, each solution was proposed as individuals (particles) that move through a search space and each individual has a velocity that acts as an operator to obtain a new set of individuals. Particles change their movements depending on both their own experience and the population's experience [23, 24] .
Employing neural network models would lead to saving time and cost reduction by predicting the results of the reactions so that the most promising conditions can then be verified [25] [26] [27] . Therefore, the objective of this paper is to develop an ANN model to predict the size of Cu-NPs, based experimental data with also investigating the effect of important variables on the size of nanoparticles [28, 29] .
Then the implementation of the PSO method was applied to decide on the parameters to be employed in a ANN model. Therefore the hybrid artificial neural networks and particle swarm optimization algorithm (PSO-ANN) were presented for the prediction of the size of Cu-NPs with the amounts of SA, NaOH, hydrazinium hydroxide, and the volume of CuSO 4 as inputs of the model.
Materials and methods

Materials
In this study, all chemical regents were analytical grade. The CuSO 4 Á5H 2 O (99 %) was sourced from Hamburg Chemical GmbH; ascorbic acid (90.0 %) was supplied by Sigma Aldrich, while hydrazinium hydroxide (N 2 H 4 ) and NaOH (99 %) were obtained from MERCK, Germany and N 2 H 4 was obtained from Sigma Aldrich (USA). All these solutions were prepared with double distilled water.
Synthesis of Cu-NPs in SA media
The synthesis of Cu in SA was done by using a chemical reduction method. In the first step a blue colored solution of CuSO 4 was made by adding in a certain volume of double distilled water to produce different molar concentrations of CuSO 4 , then these solutions were added to solutions of SA containing a different percentage of SA (0.05, 0.1, 0.2, 0.4, 0.5, and 1.0 wt%) in different flasks. With constant stirring at 120°C, 0.5 mL of ascorbic acid (0.05 M) was added to these solutions. In the second step, different volumes of NaOH (0.6 M) were added to each solution until the color of solutions changed to light green. Finally, different volumes N 2 H 4 (0.05, 0.1, 0.2, 0.3, 0.4, and 0.5 mL) was added to the different percentages of SA and brown, red, and brick red coloration were obtained, indicating formation of different Cu-NPs, respectively. The nanoparticles were isolated by centrifugation at 14,000 rpm for 15 min and vacuum dried overnight at 60°C. The pH of the nanoparticles solution was kept at 8.5.
Characterization methods and instruments
The synthesized Cu-NPs were characterized using X-ray diffraction (XRD) and transmission electron microscopy (TEM). Meanwhile, the structures of the Cu-NPs were studied using X-ray diffraction (XRD, Philips, X'pert, Cu Ka) at a scanning speed of 4°/min. TEM images were obtained with a Hitachi H-7100 Ò electron microscope (Hitachi High-Technologies Corporation, Tokyo, Japan), and the mean particle size distributions of nanoparticles were determined using the UTHSCSA Image Tool Ò Version 3.00 program (UTHSCSA Dental Diagnostic Science, San Antonio, TX, USA).
Artificial neural network model
One of the popular soft computing modeling techniques is the artificial neural network (ANN) that developed based on mimicking the brain's biological system [30] . In ANNs' models, a set of data is applied to well train the network, and then the model is generalized over the unseen data [30, 31] . A famous architecture of the ANN model is feed-forward topology, as a multilayer perceptron (MLP), which has been used with the back propagation (BP) algorithm to build the predictive models. In this structural design, data always flow in a forward direction, i.e., from input layer to output layer [32] . The connection between inputs, hidden and output layers consist of weights (w) and biases (b) that are considered parameters of the ANN model. There are many types of BP algorithms for training ANNs; during the training step the weights and biases are iteratively updated by one of the optimization methods until the convergence to a certain value is achieved [18, 19] . Then the weights and biases of each layer are passed through a transfer function, some are of the famous transfer functions such as the hyperbolic tangent sigmoid transfer function (tansig), log-sigmoid transfer function (logsig) and linear transfer function (purelin) [30, 33] . In this research, tansig was applied as the transfer function between the input and hidden layer, and between the hidden and output layer, as shown by the following equations:
The results of the ANN model were evaluated statistically on the basis of the coefficient of determination (R 2 ) and mean square error (MSE) between the real and predicted values obtained from the neural network model as Eqs. (2, 3):
where r is the total number of data, p j is the target value, and o j is the network output value, and pm is the average of the target values. The closer the R 2 value is to 1, the better the model fits to the real data.
In order to avoid errors of different sizes for the variables, inputs and output were normalized within a uniform range of [-1, 1] according to following relationship:
where x is variable, x min is a minimum value and x max is a maximum value.
Particle swarm optimization (PSO)
One of most popular and population-based optimization methods is the particle swarm optimization algorithm that is motivated by the simulation of social behavior [34] . Each particle in PSO moves in the search space with a velocity that is dynamically adjusted according to its own moving experience and its population's moving experience [35] . Compared with other evolutionary optimization methods, PSO has some attractive properties such as memory and structural cooperation between particles, therefore, it has more of a chance to ''move'' into the better solution areas more quickly and discover reasonable quality solutions much faster [34, 36] . In the PSO algorithm, each particle has two values, the position p j i and velocity v j i ; and they will be changed by the particle best value p jÃ g and global best value p j g . Kennedy and Spears [37] presented the inertia weighing technique, and brought inertia weight, w, into the basic update rule. Then, the particles are updated into a better search area to find a better applied solution using a more efficient technique [32] . The particles' new position and velocity is updated by Eq. (5, 6): 
Results and discussion
The schematic illustration of the synthesized Cu-NPs by the chemical reduction method is depicted schematically in Fig. 1 . The SA solution is a colorless solution; after addition of Cu ions, the color of this solution turned to light blue, which indicates formation of the Cu and SA complex, and, after addition of ascorbic acid and NaOH, it turned to light green. In the last step with the addition of hydrazinium hydroxide, the Cu-NPs were formed with a quick brick red.
X-ray diffractometer
The XRD analysis of the synthesized Cu-NPs was performed to confirm the crystal phase of Cu-NPs of the prepared natural polymer matrix. The broad diffraction peak, which was centered at 13.35°, is assigned to SA. From Fig. 2 , the sample demonstrated a high crystallinity level with diffraction angles of 43.48°, 50.58°, and 74.24°, which correspond to the characteristic face centered cubic (fcc) of copper lines indexed at (111) (200), and (220), respectively [38] . The diffraction angle observed at 13.35°is related to the SA medium [39] . The absence of any noticeable 
Morphology study
TEM image and the corresponding particle size distributions of Cu-NPs on SA are shown in Fig. 3a, b . For the TEM study, drops of the Cu-NPs solutions synthesized were deposited onto a TEM copper grid. After drying, the grid was imaged using TEM. The TEM image and its size distribution revealed that the mean diameter of Cu-NPs was less than 20 nm. It can be observed clearly that Cu-NPs are surrounded by the SA substrate in the high magnification of TEM. Thus, these results confirm that SA can control shape and size of the Cu-NPs. This result proved that the size of the synthesized Cu-NPs depended to the volume of NaOH and hydrazinium hydroxide, and also the SA and CuSO 4 concentration.
Predictive modeling with ANN
Predictive modeling with ANN was based on preliminary experiments. Four variables including amounts of Sodium Alginate, Volume of NaOH, amount of Simulation and modeling of synthesis Cu nanoparticles… 2837 hydrazinium hydroxide, and volume of Cuso 4 were selected. The main factors (input parameters) range for ANN modeling of nanoparticles is shown in Table 1 . The efficiency of an ANN model depends on the data set. The experimental data set was randomly divided into two subsets, train and test,as follow: 80 %, 20 %, respectively. The architecture of the network is very important for prediction of output values. The ANN model as optimized involves three layers with four inputs, one hidden layer including 10 neurons and one output layer (4:10:1). The optimal topology of the developed ANN model is shown in Fig. 4 . The following Eq. (7) presents the fitness function for the ANN model that correlates the inputs with output:
where x 1 ; x 2 ; x 3 and x 4 represent the inputs. w i ; b i ; i ¼ 1; 2 ð Þwere matrixes of weights and biases inputs and output layers, respectively. Figure 5 presents the goodness of fit between the predicted results and the experimental data given by the ANN model. Figure 6 shows the evaluation of the MSE during the training phase by using the PSO algorithm. The MSE for training and test data sets were 0.009 and 0.0078, respectively.
The values of connection input weights (w 1 ), output weights (w 2 ),and biases of middle and output layers b i ; i ¼ 1; 2 ð Þfor the optimized ANN model are presented in Eq (7). This information can be used by other research, for prediction of size of copper nanoparticles in other situations without the need to doing any real experimental work. The process of analyzing and fitting models for an experimental data set are an important part in exploration for an important effective procedure in a chemical process. Engineers and scientists use data fitting techniques, which include nonparametric methods, mathematical equations, and statistical methods. In Fig. 7a-d are shown two-dimensional plots for presenting the effects of each input variable on output (size of nanoparticles) based on polynomial equations [40] . It was observed that the measurement of the size of Cu-NPs decreased rapidly with the increase in the amount of SA and volume of hydrazinium hydroxide, whereas increasing the volume of NaOH and CuSO 4 concentration did not have a direct effect on the size of nanoparticles.
Conclusion
In this research, Cu-NPs have been successfully synthesized via a chemical method. The amounts of stabilizer, copper precursor, volumes of NaOH and reducing agent were studied as variable functions. The XRD and TEM results show that the amount of SA and volume of hydrazinium hydroxide have substantial effects on the control size and dispersal of Cu-NPs. The Cu-NPs were investigated from the experimental standpoint and the results were used to generalize the network in order to predict the size of Cu-NPs at various experimental conditions. The best network architecture was obtained with three layers 4-10-1, so that introduces the greatest R 2 and least MSE, among others. The PSO as a good method to use was applied to optimization of the ANN modeling process. The maximum value for the determination coefficient was obtained at 0.99 and the minimum value for the mean square error was reached at 0.0058. The results demonstrate ANN's potential capability in predicting the behavior of nanoparticles. Therefore, the results of this research can be useful for other research to prevent doing unnecessary experimental to obtain the especial size of Cu-NPs.
