Abstract. We analyze a dual approximation for the solution to an optimal control problem. The differential equation is handled with a Lagrange multiplier while other constraints are treated explicitly. An algorithm for solving the dual problem is presented.
1. Introduction. In computing the solution to an optimal control problem, most of the difficulty centers around the differential equation. In this paper, we consider a dual approach where the differential equation is handled with a Lagrange multiplier, while other constraints are treated explicitly. This scheme was first studied by Rockafellar [47] , who establishes existence results and optimality conditions for primal and dual solutions. We now analyze the following numerical aspects of the dual procedure:
(1) Existence of finite dimensional approximations.
(2) Regularity of dual solutions. (3) Relations between dual multipliers and primal solutions. (4) Error estimates for piecewise polynomial approximation. (5) Techniques for solving the dual problem.
The first error estimate for a dual approximation to a control problem is given by Bosarge and Johnson [5] , who study unconstrained problems with quadratic cost and linear system dynamics. For piecewise polynomials of degree k, they show that the ,Q92 error in the approximating control and state is order k. In [14] Advantages of the dual scheme are its speed and generality; problems with endpoint, control and state constraints can be handled. Although our convergence theory assumes that the system dynamics is linear, the scheme applies to nonlinear systems. Unfortunately, there are cases [31] , [46] where the dual does not solve the primal. A cure for "duality gaps" is the multiplier methods [4] , [21] , [41] , [48] , [49] which combine penalty and duality techniques. -R where R denotes the real numbers and R is the n-fold Cartesian product R x R .
R. For convenience, let us assume that ff is the interval [0, 1]c R. Throughout this paper, Lebesgue measure is used for if, and measurable functions are equal if they are equal almost everywhere. Let denote the set of pairs (x, u) where x is absolutely continuous and u is summable.
The admissible set for the control problem is described by two types of constraints.
First there is the system dynamics M(x,u)=O where M:-is a differential operator which we assume is linear"
M(x, u)(t):= x'(t)-A(t)x(t)-B(t)u(t);
here w is the space of summable functions f: ff R n, A(t) is an n x n matrix for each -whose individual elements are summable, and B(t) is an n x rn matrix for every We assume these conditions are embedded in the cost functional by setting C(x, u) when the constraint is violated. This convention is discussed in Rockafellar's paper [52] . Hence C" Y--> R where R is the extended reals R t3 {oo}, and the control problem takes the form minimize C(z) (1) subject to M(z)=0, z Of course, z denotes the pair (x, u). Since the cost is minimized, we are only concerned with those z for which C(z) is finite. The effective domain of C is given by dom C := {z It is assumed that C proper and there exists a feasible function for (P); that is, the effective domain of C is nonempty and there exists z e dom C such that M(z)= O. Now we formulate the dual of (P). Letting oo be the space of essentially bounded functions f: ---> R n, the dual functional L" G--> R t.J {-oo} is defined by L(p) inf {C(z)+(p,M(z))" z where (.,.) is the usual 2 inner product" (f, g):= f f(t) g(t) dt for all measurable f, g" ---> R n. Here is the Euclidean dot product. The Clearly, from the definition of L, (2.1) sup {L(p): p }<=inf {C(z): zY,M(z)=O}. This inequality is sometimes called weak duality [31] . The Proof. Let c be the space of continuous functions y" R" and define A: c R by A() (f, '). Since a() <= f*(1)11 11
A can be extended to a continuous linear functional A" c R. By the Riesz representation theorem, there exists g e such that g(1)= 0 and /() (t). dg(t) V e c.
In particular, if b c and 4(0)= 0, integration by parts gives us (6) =-(g, 6')= A(6)=(f, 6').
Therefore, f(t) -g(t) almost everywhere. 4 . Absolute continuity, I. Although there exist dual solutions with bounded variation, the following example, called the obstacle problem, shows that a continuous dual solution may not exist:
where a s is given data. It turns out that the optimal state is the profile of an elastic string lying in the (t, x) plane with ends fastened at (0, 0) and (1, 0) and stretched over the obstacle a(t); moreover, a solution to the dual problem is the derivative of the optimal state. Hence, a dual solution can be discontinuous when the obstacle has discontinuous derivatives.
For problems with "smooth" data, we have already established the existence of a Lipschitz continuous dual solution [15] . On the other hand, the next section refines our earlier work [19] 
for all z (x, u) .S ince , is nondecreasing, f is convex and we have the standard inequality [31, p. 
for all x, y M. Inserting x= and recalling that f()=0, ( In some cases, the y produced by Proposition 5.3 can be described more precisely. Suppose that G(t) is an s n matrix for each e if, and define Gx" R by (Gx)(t) G(t)x(t) where x" 3-R n. [30] extends these results to problems with nonlinear system dynamics. Returning to the question concerning the relation between p and the costate, we show in [19] that p+ w corresponds to the usual costate.
Interiority. Suppose that 5e={x : x(t)X(t) Vt 3-} where X(t)c R for each 3-. A map such as X from 3-to subsets of another space is called a multifunction [51] . If X(t) is convex for every 3-, we say that X is convex-valued. In this section, properties of b are studied under the POINTWISE INTERIORITY ASSUMPTION. The interior of X( t) is nonempty for every 3-and the set ':= {(t, x)" t 3-, xintX(t)}c 3-xR is open.
Above, "int" denotes interior.
Rockafellar [45, Lemma 2] shows that X is lower semicontinuous when X is convex-valued and pointwise interiority holds, and in proving [45, Thm. given by supp ,
is a convex combination of points in the interior of X(t) for every LEMMA 
V(t) abl (t) + w(t) 2(t).
Observe that v 6, v(o-)= a, and v(t)= w(t) except on a set of measure <=e. The second part of the theorem follows almost immediately.
7. Pointwise minimization. The next section provides a convenient representation for the dual functional when the cost and the constraints assume a special form. Here we review some theorems on measurability, drawing on Rockafellar's work [51] , and develop preliminary results. Let us consider the following problem:
inf {I(x): x where I: --> R is defined by
for some f:Rnx 3---> R. We assume that I is proper, and the integrand is measurable and majorizes a summable function whenever x e .
Classically, f(x(. ),. is measurable when x(. is measurable if the Carathodory conditions hold; that is, f(., t) is continuous for each fixed t e 3-and f(x,. is measurable for each fixed x e R n. On the other hand, we may wish to embed constraints in the cost functional. For example, the constraint x(t)X(t) almost everywhere can be incorporated in the cost through the definition f(x, t)=c ifxC_X(t). The normal integrand, introduced by Rockafellar [51] , is a natural one-sided extension of the Carath6odory integrand. The integrand f'Rnx 3---> R is normal if f(x, t) is 
Since the reverse inequalities are trivial, the proof is complete.
If E(y)=e(y (1)) where e:R-R, then (7.1) is satisfied if domecintX(1).
Moreover, under these hypotheses, inf {E(x)" x 5} inf {e(a)" a R}. inf {H(a, q, x, u)" x c, u }= e*(a) +inf {H(a, q, x, u)" x &eT, u } =e*(a)+f*(q).
Combining these relations, it follows that e*(a)+ f*(q)=inf {H(a,q, z)" zY}. [24] and [33] . The primal version of the following problem is found in [56] (see Fig. 3 ). Problem IV. To conclude this section, let us examine the relations between solutions to the primal and the dual problems. If q is related to pc through (8.2), and z: is a measurable function such that f(z(t), t)-q(t) z(t)=rain {f(z, t)-q(t) z: z e R "+m} almost everywhere, we say that (p, z) is a rain-pair. (9.6) g (y). w-<_ (g, (y)-g (y)). w where w-y-x. Interchanging y and x in (9.5) and combining with (9.6)gives us g,(y)-gx(x)<-g' (y) w-,lwl(g' (y)-g'(y)) w-lwl .
Finally, utilizing the inequality we get (9.4). 
OgIIZ--ZhII2 f [g(z(t), qh(t), t)--g(zh(t), qh(t), t)] at .I f [g(z(t), q(t), t)--g(zh(t), qh(t), t)] dr+ f z(t). (q(t)--qh(t)) dt
.I f*(q)--f*(qh) +<Z, q--qh>.
Integrating the last term by parts, (z, q--qh) x(O)" (ph(O)--p(O))--X(1)" (ph(1)--p(1))
since M(z) 0. By Theorem 8.2, (Z, q--qh> <-e*(a)-e*(ah).
Combining these relations, the proof is complete. [ 
ql(t)=(p(t)+A(t)Tp(t)) B(t)Tp,(t)
Pro@ As in the last theorem's proof, we hold fixed and apply Lemma 9.1 to g(.,., t) taking ql(t) and/x q(t). Integrating (9.4) over 3-and utilizing Theorem 8.2, 
{ 6q'(t) + G'(t) T 6u(t) + A(t) T 3p(t) q () q B( t) T p( t) 6p(t)=p(t)--p(t), 6u(t)=u(t)--v,(t), 6q(t)=6p(t)--G(t)T6u(t).
10. Error estimates. We now estimate the error in piecewise polynomial approximation. Given an interval J c R, let k(j) be the space of polynomials defined on J with degree at most k. Associated with a collection of points from fir: 0 t0< tl <'''<iN'-1, we have the spacing parameter h maximum { tj tj_l: ] 1, 2,. ., N}, and we let h denote the n-fold Cartesian product of sets of functions f" 3-R whose restriction to each interval J=(t-l, t) lies in k(j). The points {to, fi,'", tu} are called the mesh. [8] and [55] Suppose that 0 to < 81 <" < tN 1 Proof Since a nontrivial interval can be mapped by an affine transformation onto if, there is no loss of generality in assuming that J ft. Let I be the interpolation operator described by the lemma. Since I is linear and g =g if g is constant, we can also assume that f(0)= 0. In this case, observe that ft (t) 4f()t(1 t) + f(1)t(Zt-1). (10.4) f (1) 
otherwise. Since the measure of mesh intervals intersecting {o)} is at most lh, relations (9.15) and (9.16) complete the proof. 13 For problems without state constraints, the analysis is much easier. In [18] we give a simple treatmeflt of quadratic cost problems with control constraints. Although smoothness considerations limit the f2 convergence rate to 1.5, higher rates are achieved when the grid points are free parameters in the optimization process--see 14] . 11. Algorithms. Section 10 establishes the convergence of dual finite element approximations to constrained control problems. We now consider the practical side: How is the dual problem solved? When the dual optimization is unconstrained, steepest descent, conjugate gradient and quasi-Newton methods can be applied, but the cost functional is ill-conditioned, and computing time on an IBM 370 computer can be one hour for simple problems! Our main objective in this section is to present a new algorithm which quickly solves the dual problem. We also examine the tightness of the error estimates that were established in 10.
To illustrate the conditioning problems that can arise when standard optimization techniques are applied to the dual problem, the following experiment is cited: Consider the approximation (Dh) to the dual of Problem II from 8 where the approximating space 5h is a space of linear splines on a uniform mesh (see [8] , [38] , or [55] for a discussion of piecewise polynomial spaces). The time needed to solve this dual problem using" 1000 basis elements (which gives 5-place accuracy), an IBM 370 model 3033 computer, the IMSL conjugate gradient routine, the FORTRAN IV (H) optimizing compiler and the initial guess zero, is 1 hour. We now develop an algorithm which solves this dual problem in 1 second.
For the dual problems in 8, observe that the dual integrand at time is chosen from a finite set. For example, the dual integrand in Problem I is l(x, y, t)=1/2[x2+ y2] if y =< a and l(x, y, t) 1/2Ix 2--a(2y-a)] if y > a. In general the dual integrand is expressed in terms of a partition {1,"' ", k} of R2"X or and integrands 11,'' ", lk defined on R2nx Or. And the integrand l(p'(t), p(t), t) of the dual functional satisfies (11.1) l(x, y, t)= l(x, y, t) whenever (x, y, t) i. For Problem I, we have: ll(X, y, t) 1/2Ix 2 + y2], 12(x, y, t) 1/2Ix 2 + a(2y-a)], l {(x,.y, t) 6 R R Or: y_<a}, l12 {(x, y, t) e R x R x Or: y>a}.
In formulating our algorithm for the dual problem, we assume that the dual function has the form f l(p'(t),p(t),t) dt where 4" s R U {-m} and satisfies (11.1) for some partition {1," "', k} of R znx Or and integrands 11,"', Ik defined on R znx Or. Now, given a partition T= {T1," , Tk} of Or into measurable sets, let us define the functional pc .More generally, it can be shown that the elements of S(p) are measurable if "the multifunctions YI,""", Ytk are measurable--see [51] . Henceforth Observe that the inequality (11.10) is essentially the relation (11.6) characterizing the solution to the dual approximation (Dh) while the iterations defined by (11.11) correspond to our scheme (11.3) . The inequality (11.13) is a crucial step in our proof of Theorem 11.3. In Robinson's study [43] of the implicit function theorem for inequalities, he establishes this relation in a very general setting whenever the "strong regularity" assumption is satisfied. Moreover, in finite dimensions it follows from his Although equality constraints are not explicitly stated in the primal problem, the inequality g(x) => 0 becomes equality when N {0}.
Under certain convexity hypotheses and constraint qualifications, a "typical duality theorem" asserts that there exists a solution to the dual problem and L(A) supremum {f(x): g(x) >-O, x X}. For example, see [28] [42] that the feasible set {x R"" g(x, ) <-O, h(x, ) =O} is stable with respect to perturbations in : and hence by [44] 
