The key to the explosion of the Internet of Things and the ability to collect, analyze, and provide big data in the cloud is edge computing, which is a new computing paradigm in which data is processed from edges. Edge Computing has been attracting attention as one of the top 10 strategic technology trends in the past two years and has innovative potential. It provides shorter response times, lower bandwidth costs, and more robust data safety and privacy protection than cloud computing. In particular, artificial intelligence technologies are rapidly incorporating edge computing. In this paper, we introduce the concepts, backgrounds, and pros and cons of edge computing, explain how it operates and its structure hierarchically with artificial intelligence concepts, list examples of its applications in various fields, and finally suggest some improvements and discuss the challenges of its application in three representative technological fields. We intend to clarify various analyses and opinions regarding edge computing and artificial intelligence.
I. INTRODUCTION
For over a decade, centralized cloud computing has been considered as a standard information technology (IT) platform and a new paradigm. Cloud computing is a service that enables users who access the Internet to access computing resources centered on storage [1] - [7] . Cloud computing can be used to efficiently manage the resources stored on a centralized cloud server and utilize those resources without the limitations of time and space. In addition to processing engines such as the Google File System [8] , MapReduce [9] , Apache Hadoop [10] , and Apache Spark [11] , which support cloud services, scalable infrastructures also have a major impact on how businesses operate. However, as the technology of future innovation has been developed recently, the disadvantages of cloud computing are revealed, and also new requirements for the high technology are needed.
With the recent increase in Internet of Things usage [12] , the number of devices connected to the Internet is increasing daily. In 1992, the number of connected devices reached 1 million, and in 2003, notebook usage increased to more than 500 million. Based on the inclusion of wearable devices The associate editor coordinating the review of this manuscript and approving it for publication was Joel Rodrigues . in 2012, this figure became 8.7 billion. In 2013, this number became 11.2 billion owing to connected home appliances, and in 2014, 14.4 billion owing to the usage of smart devices. By 2020, the number of devices connected to the Internet is expected to reach approximately 50 billion [13] , [14] .
This will make it impossible to process the data from this large number of Internet of Things devices, irrespective of how vast the cloud server is [15] . As the cloud usage increases, the time required to process the data also increases, thus resulting in longer latency for users, which in turn increases the load on the server and network. In addition, cloud computing is vulnerable to security and network environments. As mentioned above, when a cloud data center that stores important information of a growing number of devices is attacked, extensive information leakage occurs [16] - [20] .
As a solution to these problems, a new computing technology called edge computing is attracting attention. Edge computing is known for its use of a variety of concepts such as fog computing [21] - [23] , cloudlet [24] - [26] , and mobile edge computing [27] - [29] . Edge computing is a technology that instantly analyzes and processes data at the edge of the network where the data is collected. It is not a physically remote data center that processes and computes data. It is a VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ technology wherein devices are located or data is analyzed and processed within a terminal device. In this manner, data is processed in real-time at physically close edges in order to support data flow acceleration. This greatly reduces the data latency and allows users to provide a fast service [30] - [38] . Fig. 1 shows the difference between cloud computing and edge computing. Cloud computing is responsible for all the tasks that IoT devices perform through the cloud. Edge computing, on the other hand, works by distributing the work of the device to the edge node near the physical distance as well as the cloud. Edge computing, in contrast to cloud computing, does not have centralized computing resources, and thus, the data overload is reduced, which can in turn reduce the backhaul traffic to the central repository. In addition, important data such as personal data can be processed without having to send it to the cloud server, which enhances data security as sensitive information is processed at the edge, and only the remaining data is encrypted and transmitted to the cloud server [15] , [30] , [31] , [39] , [40] . With these advantages, edge computing is suitable for application in technologies that make use of a vast amount of data such as autonomous vehicles, smart factories, and mobile applications, which are currently being developed, and which are important for real-time processing. Recently, there has been a trend of companies focusing on edge computing technology rather than cloud computing, and Gartner and Trendforce have selected edge computing as a promising future technology.
The contributions of this research work are:
• The concept of currently popular edge computing and AI-based edge computing have been described more clearly while considering the architectures, technologies, and challenges related to the edge computing technology.
• The direction of future study has been pointed out after understanding the trends of existing studies through most recent research surveys conducted for edge computing.
• The concept and operating mode of edge computing have been described in an easier and clearer way, while the comparative analysis between cloud computing and edge computing.
• The concepts of typical technological fields (i.e., Cloud offloading, Video content analysis, Autonomous Vehicle, Smart Home, Smart Factory, Smart City, and MEC) which can be utilized for edge computing were introduced along with the application forms and the possible methods of utilizing the edge computing technology by analyzing the relevant contents in detail.
• Corresponding to the core keyword 'Convergence' in the era of the 4th Industrial Revolution, the technological fields (i.e., MEC, IoT, AI-based autonomous vehicles) which are being considered as some of the typical challenges associated with technological convergence of edge computing have been explained together with their current issues, existing solutions, and the future research direction. This paper is organized as follows: Section 2 introduces the concept and architecture of edge computing. Section 3 introduces the techniques comprising the use of edge computing, and Section 4 discusses the challenges faced with the implementation of edge computing. Section 5 concludes this paper. Please note that the abbreviation and acronyms used in the paper are presented in Table 1 . 
II. CONCEPTS AND ARCHITECTURE
Edge computing is a concept similar to distributed cloud computing, but as shown in Fig. 1 , there are differences between these two methods, in that, the physical distance to which the data is transmitted. If cloud computing is a method used for communicating directly with a central data center wherein computing resources are stored, edge computing comprises communication primarily with a so-called edge data center (edge server [15] ) located close to the endpoint device and processes secondary work (storage functions, etc.) on cloud server.
Many people are familiar with edge computing concepts such as fog computing and cloudlets. ''Fog computing'' means mist-distributed computing technology (as can be interpreted from the meaning of the word ''fog''), and the term ''cloudlet'' is used to indicate platforms [21] - [26] .
Figs. 2 and 3 show that there is little difference between the fog computing and cloudlet paradigms. Another concept, MEC has a paradigm similar to that shown in Fig. 2 . Eventually, the primary work is executed on the edge server close to the terminal device having the same structure as edge computing, and the secondary work is processed in the central cloud. As shown in Figs. 2 and 3, edge computing divides cloud computing into two categories. We can consider the first process to be a complementary technology to the centralized cloud computing by processing the secondary process in the subordinate distributed cloud in the upper central cloud. Often two computing technologies seem to compete in a completely different manner, but in fact, they are closer to symbiosis than competition. Table 2 is a comparison between cloud computing and edge computing. The major difference is that the former is a centralized computing system whereas the latter is a distributed computing system. Such a structural difference makes the differences described in this table.
To explain the principle of service provision, cloud computing allows the user to perform his/her task by using the data center through internet and edge computing lets the user use the nearby local network device (edge) [16] . Although the cloud computing system consumes more power and its data load can be heavy as all the data has to be processed at the data center, it is relatively easier to expand the system. In contrast, the edge computing system has to provide an edge to each area but requires rather a small amount of power and its data load is lighter since it just needs to process the local user's data only. In addition, location-aware function is possible by providing a service from the edge located close to the users. Because of its short physical distance between edges and users, a shorter latency and response time can also be expected.
In terms of security, it is logical to assume that the edge computing system having a distributed form is more secure than the cloud computing system where all the data is being gathered in one place. Thus, it will be possible to increase system security by processing some of the sensitive data at the edge and send the rest to the data center after encrypting them. Additionally, the stability of the infrastructure adopting the edge computing system will be increased more since data can be processed at the edge without any interruption, maintaining some of the services. The cloud computing system cannot achieve this as all the IoT equipment connected to the central data center will cease to operate when it shuts down for some reason. Fig. 4 is a three-tiered description of the architecture of edge computing. As shown in Fig. 4 , edge computing consists of the cloud, edge, and device tiers. The device tier is a user-used device, and the green block in the edge tier indicates the edge server. The edge server collects, aggregates, analyzes, and processes data before overloading the data to the cloud tier. When a user requests a service through the device, the data is collected, aggregated, analyzed, and processed by the edge server before it is distributed to the cloud server. If the edge server alone can complete the work, it will process the data in real time and provide the required services; however, if this is not the case, the same tier will be offloaded to another server or offloaded to the cloud [15] . Let us assume that the cloud in Fig. 4 provides functionality A and B; if one of the devices in physical location X is attempting to perform Task B, activity A is already performed at the edge server in # 1, and thus, the data regarding Work B must be offloaded to another edge server or cloud. However, in # 2's edge server, the data is offloaded to the cloud because the work A for the physical location Y is being performed. The offloaded data is processed in the cloud and sent back to the end device.
In this manner, the edge has a two-way computing stream that can perform off-roading, data storage, caching, and processing, but there are aspects to consider before off-loading the data. First, the edge itself must meet the requirements of services, such as reliability, security, and privacy, while considering the priority of the task, the resource utilization of the server, the cost of computing, and the physical distance or distance cost of the server used [15] .
III. APPLICATION FIELDS AND TECHNOLOGIES
With the advent of edge computing, existing technologies may develop due to edge computing, and new technologies based on edge computing have been developed.
This section introduces technologies related to edge computing and describes how the technology can be changed by using edge computing.
A. CLOUD OFFLOADING Fig. 5 presents the architecture of the mobile cloud computation offloading system with three main components: resource monitoring, cost, and partitioning. Resource monitoring models are used to collect data regarding CPU usage, battery level, and speed. The partition model divides the application's configuration classes into remote partitions and local partitions, which are offloaded to the cloud and the latter runs locally on the mobile device. The cost model is the most important, and the off-road decision is determined based on six criteria-energy, price, storage cost, performance, robustness, and security-as shown in Fig. 5 [41] . In this paradigm of cloud computing, most of the calculations are performed in the cloud, which requires more time (e.g., long tail waiting time) than edge computing. To date, we have dealt with cloud off-roading as a side of energy performance compromise in a mobile cloud environment. Edge computing has a specific computational resource in edges and provides an opportunity to offload some of the work in the cloud [42] - [46] . The evolution of distributed computing environments has resulted in the development of many technologies that facilitate the division of tasks that can be performed in multiple geographical locations (for example, by dividing workflows into different locations).
However, now that data is not only cached on the edge server, the task of processing the data must also be cached in the edge. When the task is cached in the edge, there exists a problem that the edge node must be performed in an automated manner. Therefore, it is necessary for developers who can use edge nodes to develop a scheduler that defines the computational pipeline and distributes the divided work to the edge node for flexibility of the work.
The program that can benefit the most from the development of edge computing is online shopping services. By default, all changes to online shopping are made in the cloud, and new shopping items are updated on the customer's device. This process takes time depending on the speed of the network and the load level of the server. However, as the bandwidth of the mobile network is relatively low, the delay time may be longer if online shopping is used on a mobile device. Thus, the waiting time will be greatly reduced if the online shopping cart updates are offloaded from the cloud servers to the edge nodes.
When edge computing is applied to online shopping services, all the shopping cart data and related tasks (such as adding, updating, deleting, and modifying items) can be performed on the edge node. However, the data of the edge node must be synchronized with the cloud server, but this can be performed in the background [30] .
Other applications of edge computing are as follows.
• The navigation program allows navigation or searching services to be performed at the edge of the local area, where only some map blocks are involved.
• In content filtering/counting, you can perform tasks such as filtering/counting on edge nodes to reduce the amount of data being sent.
• Vision-aid entertainment games and mobile applications that require real-time requests can also be responded to promptly using the edge node. Another problem in edge computing is that when a user moves from one edge node to another, it involves the collaboration of several edges. A simple solution to this is to cache data on all edges that you reach, but this creates a synchronization problem between the next edge nodes. If these issues are resolved, it will become possible to provide users with a higher service quality owing to the reduction in the waiting time.
B. VIDEO CONTENT ANALYSIS
VCA, also known as intelligent video analysis, is based on the analysis of visual scenes (such as CCTV images). As described above, the objective of the VCA is to understand visual scenes in order to learn, interpret, and extract meaningful information from the video sequence. The applications of VCA include video search, human detection and tracking, anomalous behavior detection, real-time vehicle monitoring and traffic control, surveillance, face recognition, and fire detection. A typical VCA system consists of a video collection device, a video storage and display device, and a processing device network, as shown in Fig. 6 . The camera collection works within the application for visual data collection. The visual data of the camera can be partially analyzed within the camera before being transmitted to the CMU and can be displayed on the display device without processing it. Video streams are stored separately in storage devices for subsequent playback. Processing units facilitate the analysis of video streams using VCA software. The results of the analysis are stored in storage, displayed on the monitor, or used to take action on the results [47] .
The following are the details for the performance of the VCA.
• Ease of deployment: The system's users can easily configure the VCA application; they can fine-tune the parameters of the performance measurements and applications. The interface should be easy for users to use, especially when multiple video streams are being monitored simultaneously, such as when alarms and triggers are required.
• Computational efficiency: This indicates the ability to achieve a high accuracy without increasing the load of the video stream analysis work to a certain extent, and the system should have a high reliability and availability. This affects the processor and scalability with an increase in the frame size, speed, and number of channels in the video streams.
• Real-time processing: It is a function that matches the real-time responses to scenarios of other applications. For example, in order to analyze the video stream and take necessary measures to prevent crime, the necessary work must be performed in a short time and a separate alarm must be set up to inform the person concerned about the incident.
• Cost-efficiency: Cost-effective VCA systems include the parameters of the video stream analysis algorithm, and the scaling of the number of processors and system components. The recent increase in the use of mobile phones and network cameras has popularized video analysis as a new and innovative technology. Cloud computing is unsuitable for applications that require video analysis owing to data transmission latency and privacy issues-a typical example of such an application is finding a person. When a person is missing, the camera captures the missing scene. However, camera data is not generally uploaded to the cloud owing to privacy issues or costs, which makes it difficult to use visual data obtained from a lot of cams. Even if the visual data is uploaded to the cloud, a large amount of time is required to upload, search, and analyze vast amounts of visual data [48] .
On using edge computing, visual data is received from the edge servers that are physically closer to the cloud, analyzed, and responded to in real time, and the above disappearance or other crime cases are quickly processed. In addition, as bidirectional streams are possible, the analyzed results can be reported to the cloud again.
C. AUTONOMOUS VEHICLE (SELF-DRIVING CAR)
Automatic vehicles are cars that recognize the driving environment without human intervention, judge the risk, plan the VOLUME 7, 2019 driving route, and operate themselves. They comprise obstacle detection systems, central control devices, and actuators and require the use of advanced technologies such as robotics and computer engineering, global positioning system, geographic information system, precision sensors, and electronic control.
The simple system structure of the autonomous vehicle system is presented in Fig. 7 [49] . As shown in Fig. 7 , the required functions in autonomous vehicles are divided into two main functions: the function of detecting danger and that of controlling the vehicle. The ability to detect danger includes the functions of lane departure warning, speed limit indication, forward collision warning, automatic emergency braking, adaptive cruise control, and traffic jam assist. Recently, the development of such deep-learning technology has been progressing rapidly, which is accelerating the realization of autonomous driving cars. However, the current reliability and accuracy of this technology are insufficient for autonomous driving cars to perform with the same reliability and accuracy as that exhibited by people. This is because the sensor used cannot collect and process data at the same level as humans in the process of collecting information regarding the driving environment as well as owing to the limit of the extant AI technology [50] .
Edge computing technology is a key strategy of 5G, a network technology that is currently attracting attention as a technology that is optimized for data collection and processing. Edge computing provides an optimal service environment for real-time access to wireless network information and location recognition as well as a short waiting time and high bandwidth. If 5G is realized by the advantage of edge computing, it can provide high service by analyzing data obtained from autonomous vehicle sensor in a short time. If edge computing technology and AI technology are developed together in the future, autonomous driving vehicles will be realized [51] , [52] .
D. SMART HOME
Smart home technology can be used to monitor and control various devices such as home appliances, energy consumption devices, and security devices by connecting them to a communication network. A smartphone or AI speaker is used to recognize the user's voice, connects all the IoT devices in the house, and operates them automatically or remotely.
In order to realize a smart home, we use machine learning, connectivity, voice recognition, and big data technology in terms of software, which is a vital to providing personalized services to users. In the past, if you thought about the optimized method and movement line for the user, you now learn individual behavior patterns and present the best way to consider the user's habits and usage space. Connectivity is an essential element of connecting multiple products in the house in order to facilitate control at a single contact point. This function is performed by smart speakers or certain home appliances that can recognize mobile apps or voice and by special edgeOS. If the edge gateway runs a special edge operating system at home, it can easily connect and manage home appliances and process data from the edge to reduce the burden on the network bandwidth [30] . An edgeOS uses multiple communication networks to collect and fuse data obtained from various sources in order to deliver information to users.
Gartner, a global ICT research firm, expects global IoT equipment usage to increase to 8.4 billion units in 2017 and reach 20.4 billion units by 2020. Big data, one of the key driving forces of the AI-based Internet, is also an essential element affecting this increase. Furthermore, computing technology is required to manage big data in the IoT environment and to achieve business innovation through machine learning. Therefore, there is an operation processor in IoT devices, and edge computing technology that can respond to data input/output in real time is attracting attention. Edge computing technology responds in real time and ensures stability because it analyzes and processes data on the network edge.
Amazon Echo accounted for 67% of the global smart speaker market-as shown in Table. 3 [53] -because it was an excellent scalable and open platform for developers, and it was also able to effectively utilize edge computing to meet the varied and diverse needs of users. It is a tool that can be connected with and controlled using electronic products in the home, and it is advantageous to add only new products to control new products using Amazon Eco.
Each technology that involves the implementation of the smart home ecosystem may not be very new. However, it is also true that technologies such as machine learning, AI, and voice recognition are based on the smart home market. While global companies are intent of developing smart homes, it is necessary to note that edge computing is still problematic, and there is plenty of room for improvement.
E. SMART FACTORY
A smart factory is a factory wherein sensors (used for IoT) are implemented in the factory facilities and machines, and data can be collected and analyzed in real time, such that all situations in the factory can be observed at a glance and analyzed and controlled according to the requirement.
As the recession of the manufacturing industry has had a great impact on the economy owing to the global financial crisis, the world is paying attention to the importance of manufacturing and making alternatives such as largescale investment and policy establishment for manufacturing innovation. The fourth industrial revolution is accelerating and creating corporate competitiveness by combining manufacturing and ICT, and thus, building a smart factory, which would be a comprehensive solution for creating new value beyond manufacturing, is essential.
The objective of the smart factory is to connect industrial devices and the entire production process to the network and to build a flexible response system for addressing customer needs. We thus need to systemize comprehensive, realtime interactions between humans and automated machines and integrate forecast simulations and pre-stage engineering to improve the production efficiency as well as market and customer-customized production systems. Technical overview is presented in Fig. 8 .
When the smart factory is implemented, it has a data-based factory operating system that analyzes data and makes decisions based on the data collected from each factory. Thus, you can derive a correlation between the worksite situation and the problem, identify the causes of sudden failure or quality defects, and respond immediately. Edge computing technology can be used to respond in real time. It is suitable for a manufacturing environment wherein real-time data processing is important, and it does not require broadband to collect and process data directly from each edge. It is a new alternative to the construction of a smart factory because of its high response speed. In addition, the overload of data is greatly reduced, and problems that have occurred in the existing bandwidth can be alleviated.
The introduction of the smart factory would be a shortcut to securing and improving corporate competitiveness by enabling customized production processes, multiproduct production, procurement and logistics innovation, and machine and human collaboration.
F. SMART CITY
The smart city is an urban area in which various types of electronic data collection sensors are used to provide the information necessary for the efficient management of assets and resources [15] . This includes data collected from citizens, devices, and assets, which is then processed or analyzed to monitor and manage transportation and transportation systems, power plants, water supply networks, waste management, law enforcement, information systems, schools, libraries, hospitals, and other community services. The concept of the smart city involves the integration of the Internet and information and communication technologies, which comprise various physical devices connected to the network to optimize the efficiency of the city operations and services and to connect with citizens. An example of the smart city model is presented in Fig. 9 . As previously stated, the smart city functions provide urban mobility and urban resilience as well as aid in solving local community issues such as lighting, parking, waste, and public safety. Past and real-time data can be used for enabling urban mobility by facilitating the observation of traffic and population movements from a global perspective and for providing important information regarding future economic and infrastructure plans. Urban elasticity can be facilitated through the collection and analysis of data obtained from many suppliers to realize complete visibility and to manage artificial and natural risk factors based on this information. This facilitates super-localized monitoring that can be used to measure toxic-gas, fire, flood, and noise levels and prevent using simulations and real-time forecasting [54] .
In the case of a smart city, it is necessary to collect, analyze, and process large amounts of data to perform all the aforementioned functions, which causes data flooding. Data floods are a challenge that is required to be steadily alleviated in order to realize sustainable smart cities, which are difficult and costly to manage. Edge analysis automatically computes and processes the data collected from the sensors, network switches, and other devices using the edge analysis algorithm in order to determine the information value and send or discard information to the cloud. This reduces the decision-making time of the connected device. Edge analysis requires hardware and software platforms to store, prepare, educate, and process algorithms and to process and store data.
However, edge analysis alone is insufficient for realizing the smart city of cutting-edge intelligence. Edge intelligence comprises state-of-the-art computing through machine learning that can save time and money by reducing data floods and communication delays by providing closer data sources using data preprocessing and decision-making capabilities.
If we can analyze all the data collected on the edge and all the actions performed to give citizens a new and improved quality of life, the value of edge computing used in the smart city will be enormous.
G. MEC
MEC is a technology which can create new local services by relieving the communication network congestion by providing various types of services and caching contents from the position close to the user, which can be achieved by applying the distributed cloud computing technology to the radio base stations. This technology offers a cloud computing capability as well as some type of an IT service environment to the application developers or contents providers at the mobile network edge while providing ultra-low latency, high-capacity bandwidth, and real-time network information access capability to the application programs, in addition to situation awareness, rapid inter-RAT handoff, and low power consumption capabilities. The network providers leave their RAN edges open to the qualified external institutions as a third party to provide this technology to introduce some innovative applications or services to mobile subscribers, firms, and industries rapidly. The introduction of MEC technology along with its industry standard and platform will create a new profit model for the firms while becoming a differentiator between them.
MEC can create some innovative services/applications and provide a better QoE for the users. The possible service scenarios with the MEC technology are as follows [55] - [58] :
• Intelligent Video Acceleration (Fig. 10 ): This is a technology that accelerates mobile contents delivery by guiding the video source according to the real-time network capacity. The MEC applications linked to the radio analytics provide information about the processible volume by the wireless downlink interface to the remote video server. This information is used to make an adjustment according to the estimated capacity of the wireless downlink. The application of MEC improves user QoE through the provision of decreased 'time-to-start' effect for the contents and/or the video-stalling effect, as well as maximization of wireless network resources. • Video Stream Analysis (Fig. 11 ): This is a technology that analyzes video streams and uses its results for the monitoring system. The collected information is sent to a remote cloud-based monitoring system and such technology is being used for security purpose at various facilities. A large-volume transmission on the network can be prevented by delivering only small-size information to the MEC server after processing it locally. • Augmented Reality (Fig. 12 ): As part of the virtual reality technology, this is a computer graphics technology which synthesizes (compose) a virtual object or information in a real environment to make it appear as if it is actually existing in that environment. One of the typical methods being used is to let a person face the object he/she is interested through the mobile terminal and while doing so, some additional information will be added to the view. Since a rapid information update is required to show the augmented image on a realtime basis, a MEC server which can perform low-latency processing for a large amount of data is used commonly. 5G is a next-generation mobile communication system which satisfies various technological requirements in AI, big data, IoT, and cloud systems. As shown in Fig. 13 , MEC is the core technology for 5G and plays a vital role in reallocating the network functions or applications. Especially, as an important structural technology that achieves low latency, it plays a complementary role with the NFV technology which is the core technology for the network softwarization. And yet, MEC requires much more research for improvement and needs to surmount various technological challenges in order to be completely adapted to the 5G environment.
IV. CURRENT RESEARCH STUDIES FOR EDGE COMPUTING
The current research trends are compared and analyzed in Table 4 .
V. DESIGNING AI TO THE EDGE: ENGINEERING APPROACH
Following the rapid development of AI technology playing a central role in almost every advanced system, the approaches for analyzing various types of data generated on the 'edge' to derive a meaningful insight are being developed in the field of edge computing. During the course of transformation from the era of cloud computing to the era of edge computing, intelligence has migrated to the edge systems such as mobile devices, smart speakers, sensors, wearable sensors, sensor networks, etc. enabling a much speedier data processing tasks including inference, pattern matching, and others. Ultimately, smart IoT devices or sensors instantly process data and provide the most optimal information promptly as the need for transferring data to the central server has been reduced due to the fact the hardware in the edge systems has become powerful enough to support AI-based algorithms, especially in terms of power and function. At the same time, system sensors have become smaller in size but their memory or processing capacity is continuously increasing.
Meanwhile, since the IoT-based smart homes, factories, and cities are now holding some of the central position in the technology strategy in the era of the 4th industrial revolution, analysis of data streaming through AI technologybased edge computing has become possible largely increasing visibility and cognitive ability. Also, the edge systems (e.g., IoT devices, etc.) in edge computing are gradually becoming smarter with the assistance of AI so that they are able to read a pattern or detect abnormality in the data generated a smart sensor or device automatically through machine learning. The information could be about temperature, pressure, or vibration. Such an intelligent performance allows a timely provision of new service or product, increased operating efficiency, and proper risk management.
The main reason for AI and edge computing should be combined is that cloud computing is being centralized too much following the continuous increase in its computing scale so that increase in the number of small-size edge systems along with automated service could solve some of the problems inherent in it. Many more players who can deal with various types of demands associated with data, infrastructure, or application should appear in the future to understand the data generating from a variety of context. The merits which can be obtained by grafting AI into edge computing are as follows:
• The edge-based AI responds quite prompt. When compared to a cloud computing-based model, it performs almost on a real-time basis leading to higher customer confidence or friendliness.
• Improved security can be provided by minimizing the risk by reducing the number of data transferring/receiving processes or steps. The design of an AI-based edge computing environment can be described as below.
As presented in Fig. 14, basically , in a cloud used in cloud computing, many functions such as broad network access, ondemand self-service, availability, certifiability, and resource pooling are involved to provide a single service. However, it is possible to extend the design of data analytics part within the cloud to let it play the role of a core platform which is able to perform a smooth AI-based analysis in an edge system. It is also possible to deploy a machine-learning model in an edge system which will then carry out inference locally using the pre-learned learning process and exchange information among the various types of sensors while reducing response delays and increasing flexibility to provide a better service. Thus, a foothold for AI technology to gradually pervade into our daily lives through edge computing by reducing the learning time or providing a quick response has been prepared. 
VI. CHALLENGES A. MEC
Nowadays, as the mobile communication industry establishes 5G communication network, the services like autonomous driving which requires a low-latency and a stable connection are increasing gradually. 5G offers a network which satisfies the technological characteristics such as low latency, high bandwidth, mass connectivity and has a service-oriented architecture that can provide such network characteristics individually or on a per-service basis. As a service-oriented model, edge network requires multi-accessing resources and a service API and currently, MEC is being regarded as the technology that can satisfy such a network system, along with SDN and NFV technologies which are the key components in a 5G network.
The standardization of MEC is being carried out by ETSI (European Telecommunications Standards Institute) and many attempts are being made in various industries to apply it to an LTE or 5G network. Even though a variety of MEC-applied applications, services, or platforms have been developed or launched by the companies in a variety of areas, any tangible results are yet to be seen in the market. MEC still has a number of issues such as how to distribute contents or applications between the edge and central data center, or how to achieve an ultra-low latency in a 5G network.
MEC is a technology that distributes the load and traffic of the enormous amount of data flowing into the central server due to the technological advancement in AI, IoT, or big data technologies, to which edge computing technology has been applied to allow the applications requiring a low-latency to access a network in real time. In a RAN playing the role of an edge, the task that can be processed by MEC itself is handled by itself and if not, it will be assisted by peripheral MEC server or the data center of a cloud (Fig. 15 ). The workload and traffic can be distributed in this way so that low-latency services such as autonomous driving or traffic control which are sensitive to the latency can be implemented. Such a technology can be utilized for the computation offloading through MEC's computer resources or the computation migration using an MDP. Basically, computation offloading is often performed to enhance computing power by utilizing MEC's computer resources and there are two ways to achieve it: CloneCloud [42] processes the codes by separating them as the code that should be handled by the terminal or the MEC by the thread unit, whereas MAUI [68] , [69] separates applications by the method unit and proceed with the code that should be handled by MEC only. Meanwhile, computation migration is used when a service has been performed by the terminal but has to be moved to a nearby MEC server after moving to another area. The migration is carried out in a way that minimizes the cost after measuring the distance between two MEC servers by using an MDP.
As such, MEC reduces latency by allocating the computing load from the existing cloud computing to edge computing and create a new service by reducing the congestions in the central network. However, MEC is still in its early stages and require more research to solve the problems involved with resource management, partitioning of online jobs, or optimization:
First, the offloading process should be carried out through several channel blocks. This is the task that requires has to be researched even for a single-user MEC system having a deterministic job arrival [70] - [75] .
Second, it is necessary to prevent the occurrences of inefficient and unfeasible offloading and degradation of computing performance by establishing an online job partitioning strategy. Currently, the job partitioning algorithms have been developed for the applications having a serial job call graph only and the solutions for general job models are yet to be utilized [76] .
Third, it is necessary to co-manage resources to provide several mobile devices simultaneously through collaboration between multiple MEC servers to achieve full-scale optimization. However, as the size of a network increases, a series of problems in optimizing resource management could occur in relation to allocating wireless/computing resources or many offloading decisions [77] . A full-scale distributed and lowcomplex optimization algorithm should be developed to manage resources effectively to solve such problems [33] .
There are other necessary improvements to be made as well for the problems involving layer scheduling for computing resources, or service instance handover. Although it may not be easy to standardize the 5G networking technology which satisfies all these requirements, the problems have to be solved as early as possible for the diversity of service migrations in mobile networks.
B. INTELLIGENT IOT
Since the introduction of the IoT technology and its smooth pervasion into people's daily lives, various types of technological demands are rising so that major global IT companies are developing their own IoT-driven systems to strengthen their business competitiveness. There various products available on the market to keep up with the demands and at the same time, the research on the method of processing huge amount of data collected through various types of IoT equipment is performed in priority, regarding Edge computing as one of the effective technologies for that purpose.
As the IoT becomes increasingly practical, the amount of data to be processed in real time is increasing. As it is difficult to process a large amount of data at the central data center in the cloud, it is expected that edge computing technology will be used to process, analyze, and utilize the data collected from the terminal. Edge acts as a gateway to optimize the industrial data and can immediately deal with task-related matters. Edge and cloud computing are attracting attention in all business areas because they can respond more efficiently, quickly, and safely in order to analyze and apply a large amount of data.
One such typical example is traffic signal facilities such as traffic lights and streetlights, which use the edge-to-cloud platform to process information from edge-computing-based devices and transmit data to the cloud. Traffic-related applications collect data from their respective locations, respond to changes, and perform meaningful analyses.
In the IoT field, edge computing is a new technology, and there are many challenges yet to be tackled: heterogeneity, standard protocols and interfaces, availability, security, and privacy [63] .
Firstly, it is necessary to solve the problem of the heterogeneity of computing and communication technologies. Communication technology can be heterogeneous in relation to the data rate, transmission range, and bandwidth; thus, it is necessary to develop a software solution that is portable across different environments. However, as this software solution may vary depending on the hardware, it is necessary to develop a programming model that can execute workloads simultaneously at multiple hardware levels [63] .
Secondly, communication protocols and interfaces must be standardized. Standard protocols and interfaces should be developed because the interface for communicating with different devices in a heterogeneous environment and the communication protocol required differ [63] , [78] .
Thirdly, the availability of resources and services for IoT devices must be guaranteed. It is difficult to guarantee the availability of resources and services for the increasing number of IoT devices. So, we have to maximize the average time between errors, and optimize the availability by minimizing the failure probability and average recovery time [79] .
Fourthly, robust security and privacy are required. In the IoT field, the network is not protected by the very dynamic environment at the edge of a network. Data obtained from various devices contains sensitive personal information [79] , [80] , and thus, it is necessary to prevent intruders from using data for illegal purposes. Therefore, through the use of a hierarchical fog computing framework, the personal information of user content is protected, and the data traffic on the core network is reduced.
C. AUTONOMOUS VEHICLES WITH AI
One of the keywords in the 4th Industrial Revolution is 'convergence' between two areas and the most typical example can be found in autonomous driving technology where auto industry meets with AI. The autonomous driving applied with a deep learning technology allows the vehicle to drive safely based on a more accurate assessment of the current situation without any intervention from the driver most of the time. It is expected that the technologies similar to this one will bring about innovations in a wide range of infortainment services including 5G network-based HD map, video phone, media streaming, etc., generating some additional value-added services like the in-vehicle electronic payment systems. The business models being pursued in some of the IT-advanced countries include robot taxi, car sharing, and unmanned delivery systems.
It is quite clear that these business models will cause high-level latency and traffic overload due to the exponential increase in data exchange volume. Edge computing is a model that can analyze and process big data. For example, as a latency-sensitive technology, autonomous driving requires a rapid computing capability to accurately control the vehicle and edge computing is the right one for this purpose.
As shown in Fig. 16 , each sensor installed in an autonomous vehicle collects data by checking the surrounding terrain and road conditions/traffics and this data is used to rapidly deal with the various types of incidents that can occur while driving. The tasks which can be processed in an intermediate stage are handled in real time by the edge computing system without having to reach the cloud server. The current autonomous vehicles are not completely autonomous and stay at SAE (Society of Automotive Engineers) Level-2, meaning partially automated vehicles [81] . The industries involved in designing this type of vehicles are trying to develop a perfect autonomous vehicle but there are many technological obstacles to be cleared.
The issues pertaining to the future research subjects associated with edge computing are as follows:
First, an edge computing system that can rapidly process a huge volume of the vehicle's internal sensor data and driving data is required. The most important sensor currently used for autonomous vehicles is a LIDAR sensor (image sensor) which generates the data size from hundreds of megabytes to gigabytes per second and them in a cloud form. If the data is to be collected in raw form, it could amount up to terabytes per hour, not to mention the hundreds of gigabytes of data that can be generated from the image cameras installed in the vehicle. Since more sensors are expected to be used to accurately assess the surrounding conditions, the data volume will expand much more so that the researches on the technologies that can enhance computing power should be consistently carried out along with the data compression/conversion techniques.
Second, the big data collected continuously from the traffic infrastructure needs to be processed in addition to the sensor data generated by the autonomous vehicles or the traffic infrastructure, all of which should be computed by the edge computing device to return responses immediately. It is also essential that the issues involved in the architecture of network infrastructure and intelligent network operating systems have to be dealt with to guarantee uninterrupted data stream for collection.
In order for autonomous vehicles to establish themselves as a safe traffic infrastructure in today's society, the technologies involved in designing/manufacturing have to be developed along with the communication technology that can increase their safety. The importance of edge computing is emphasized in this aspect and in the near future, this technology will evolve into a model which supplements the cloud service by assuming the role of a central service on edge device as well as on the central server. It is expected that some special AI chips will be mounted on a variety of edge devices within five years to establish a perfect traffic infrastructure for safe autonomous driving.
VII. CONCLUSION
Edge computing is a new technology that has recently attracted attention, and there is much room for improvement in order to obtain efficient distributed computing. By processing data from edges, reducing the response times, and improving the reliability, a greater number of services will move from the cloud to the edge. The three problems of the cloud are service delay, increased processing load, and information infringement; edge computing technology can be used to solve these problems.
Edge computing is a good solution to perform stable operations in real time with specific functions in a field, and it is distinct from the cloud. It is expected to become an important success factor in the market if we use various technologies such as AI and Big data as well as IoT in a balanced manner to meet our objectives.
Recently, one of the keyword for edge computing is empowered edge. Gartner, an information technology consulting firm, stated that empowered edge is one of the top 10 strategic technology trends in 2019. Empowered edge will soon evolve into a model that complements cloud services managed as central services in the central servers as well as distributed on-premises and edge devices themselves. Over the next 5 years, special AI chips can be trained with huge volumes of data, such as images, text, and language will be installed in various edge devices, and it will be difficult to manage the long-life cycle of assets such as heterogeneity and industrial systems in these embedded IoT fields. When these problems are solved, the expanded edge computing environment will be used to build central services and strong communications with 5G.
Moreover, the hybrid computing method that combines cloud and edge computing is also becoming widely used. This does not mean that edge computing is replacing the cloud. The cloud can provide the same performance as that provided by edge computing with its advanced (AI) processor. Thus, we will use the cloud computing for high-level operations and edge computing for low-level operations. The challenge in this is to complement and effectively leverage the cloud and edge computing with the advanced (AI) processor.
The authors hope that the significance and potential of edge computing will be understood better by both academia and industry through this research work and more works or projects will be performed in the future.
