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Absolute binding energies of core electrons in molecules and bulk materials can be efficiently cal-
culated by spin paired density-function theory employing a ∆ Kohn-Sham (∆KS) scheme corrected
by offsets that are highly transferable. These offsets depend on core level and atomic species and can
be determined by comparing ∆KS energies to experimental molecular X-ray photoelectron spectra.
We demonstrate the correct prediction of absolute and relative binding energies on a wide range of
molecules, metals and insulators.
PACS numbers: 78.70.Dm, 33.20.Rm, 31.15.E
X-ray photoelectron spectroscopy (XPS) has become
a valuable tool for the characterization of molecules and
materials [1, 2]. High energy photons ionize the system
under study by removing an electron from a core level
(see Fig. 1). The resulting energy loss can be interpreted
as a direct measure of the core electron binding energy
(CEBE). Core levels typically range between several tens
(∼ 80eV) for Al(2s)) to hundreds (∼ 570eV for F(1s)) of
eV and this large spread allows for a determination of the
elemental composition of materials.
Furthermore the exact CEBE of an atomic species can
vary by several eV, depending on its local chemical envi-
ronment. This “chemical shift” is an indirect measure for
the configuration of the valence electrons that determine
the atoms’ bonds. It forms the basis of the ESCA method
(electron spectroscopy for chemical analysis) [1, 2] that is
routinely used for chemical material characterization. In
practice the assignment of experimental XPS lines relies
on extensive tables of CEBEs measured in well-known
compounds [3–7]. An ab-initio prediction of core levels
has turned out to be useful for the interpretation of ex-
perimental spectra to finer details [8, 9]. Such predictions
are particularly fruitful for more complicated molecules
or solids where atoms of the same elements are present
in heterogeneous environments, for instance in minerals
and glasses, where local coordination number as well as
local bond lengths can vary from one atomic site to the
other [10].
In this letter, we provide an extensive benchmark
of inexpensive density-functional theory (DFT) calcu-
lations [11] within the ∆-Kohn-Sham (∆KS) formal-
ism [12]. We carry out ∆KS calculations of absolute
CEBEs for isolated systems and explore the potential of
periodic ∆KS to reproduce absolute CEBEs from solid
state XPS experiments. In view of future applications
to large material systems we aim at the most efficient
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Figure 1. Schematic presentation of X-ray photoelectron
spectroscopy and the relevant energy levels in core hole ion-
ization. The core electron binding energy CEBE = −EB for
molecules and CEBE = −EFB for solids.
scheme and therefore our∆KS approach is based on spin-
paired calculations. We demonstrate below, that in con-
trast to the general believe [13], periodic DFT can be
used for the prediction of absolute CEBE values with
good accuracy. Errors that are associated with the spin-
paired treatment and with inaccuracies in the exchange-
correlation potential can easily be compensated by offsets
δ(X(nl)) that depend merely on the element type X and
the core level nl (e.g. δ(C(1s)) is the offset of the car-
bon 1s core level). These highly-transferable offsets are
virtually independent of the chemical environment of the
respective species X and do not vanish for spin-polarized
calculations.
Theory. Despite the common interpretion as a single
2particle energy, the CEBE
− EB = E0 − E
+
ch (1)
is the difference between the ground state energy of a sys-
tem E0 and the energy of an (metastable) excited state
E+ch of the same system with one electron less [14, 15].
The definition of the ionized core-hole state itself relies
on an effective single particle picture and is thus not un-
ambigeous. Nevertheless, the ∆KS method, which is de-
fined through a partly filled Kohn-Sham orbital, has been
shown to correlate well with experiment [12, 16, 17].
A molecular CEBE can be directly compared to ex-
periment as the energy scales of both the neutral ground-
state and the ionized state that contains the core hole are
well defined. The reference energy of such finite systems
is the vacuum level εvac ≡ 0, i.e. the energy of an electron
at infinite distance from the molecule (see Fig. 1). The
vacuum level also serves as a convenient reference for the
energy needed to remove the most weakly bound valence
electron (the ionization potential, IP) and for the energy
gained by an extra electron (the electron affinity, EA).
These many particle energies unambiguously define the
single particle energies of the highest occupied (HOMO)
and the lowest unoccupied molecular orbital (LUMO),
εH = −IP and εL = −EA, respectively [18]. Eq. (1) can
be directly applied when the electron is ejected into the
vacuum surrounding the molecule.
The vacuum level is not an easily accessible reference
for extended systems. There the CEBE is usually re-
ported relative to the Fermi level εF [19], that is the
energy threshold up to which the single particle levels
are filled:
EF
B
= E+ch − E0 + εF . (2)
The charged state energy E+
ch
in Eq. (2) poses a problem
in simulations as extended system typically have to be
modeled using periodic boundary conditions. These re-
quire a neutral unit cell to avoid interaction of the charge
with its periodic images. This problem can be overcome
by artificially neutralizing the system, by either adding
an extra valence electron [13, 20, 21] or by adding a con-
stant background charge [13, 22–24].
Adding a valence electron changes the total energy of
the system by the LUMO energy εL[25] such that the
neutral system containing the core hole has the energy
E0ch = E
+
ch + εL and the binding energy of the core hole
for extended systems becomes
EF
B
= E0ch − E0 + εF − εL . (3)
In metallic systems, many of the single particle energies
coincide as εF = εH = εL < 0 (see Fig. 1). In this case,
the core hole binding energy relative to the Fermi level
simply becomes EF
B
= E0ch − E0. This quantity is also
straightforward to measure in experiments according to
Eq. (2), since for metallic systems the Fermi level is given
by the electrostatic potential (voltage) of the metallic
specimen.
The situation complicates for non-metals. For systems
with a finite band gap εL− εH , εF lies somewhere inside
of the gap. The exact position depends on temperature,
is strongly influenced by impurities [26] and can be mod-
ified by the presence of surface layers [27]. Measured
binding energies for non-metals therefore tend to vary
by many eV from experiment to experiment. Computa-
tionally, the situation is further complicated because the
empty (Kohn-Sham) energy levels obtained from density
functional theory calculations (based on the usual gradi-
ent corrections) are typically too low in energy leading a
significant underestimation of the band gap.
Chemical shifts are independent of these complications
since the energy reference cancels out. In application of
a chosen single particle picture, these shifts were ana-
lyzed by contributions that are attributed to differences
between two atomic sites already present in the “initial
state” or emergent in final state of the ionization pro-
cess [14]. In Kohn-Sham DFT, the method of choice for
large molecules and solids due to its computational effi-
ciency, approximate CEBEs are obtained directly from
the eigenvalues of core states [28–30]. This approach
is especially popular in solid state applications since it
circumvents the treatment of charged ionized states in
periodic supercells. It was shown, however, that the ne-
glect of relaxation in the final state results in apprecia-
ble errors including predictions of erroneous shift direc-
tions [20] and prohibits the determination of reliable ab-
solute CEBEs [13]. Within the single particle picture,
relaxation effects can be included via Slater-Janak transi-
tion state theory, where the orbital energy of a partly oc-
cupied core hole state is interpreted as CEBE [29, 31, 32].
In order to fully capture the final state effects, eq.
(1) has to be applied. The simplest approach to ob-
tain E+ch or E
0
ch is the Z + 1 or equivalent-core approx-
imation [33, 34], where the excited nucleus is replaced
by the next element in the periodic table. This ap-
proach is covered by ground state DFT, but assumes the
density change to be located exactly at the position of
the nucleus. While stretching the DFT’s validity [14],
the most accurate results are obtained by modelling the
core hole as a partly occupied atomic state either in all
electron [12, 16, 21, 22, 35], effective core or pseudopo-
tentials, [13, 17, 20] or within the projector augmented
wave method and the frozen core approximation [23, 28].
These approaches lead to very similar results and yield
differences of around 50meV [28].
Methods. The following DFT calculations were carried
out with the GPAW [37, 38] package, an implementation
of the projector augmented wave (PAW) method [39]. We
use the configuration space grid implementation and ap-
ply a grid spacing of 0.2Å to represent the smooth wave
functions unless noted otherwise. The exchange correla-
3Figure 2. Core electron binding energies obtained with the PBE functional compared to experimental values for molecules in
the gas-phase. The constant offset δ for each element corresponding to the straight line is given (see text). The exact numbers
are listed in Supplemental Material [36].
tion energy was approximated by the generalized gradi-
ent correction by Perdew et al. (PBE) [40] and additional
calculations were carried out in the local density approx-
imation (LDA) [41]. All calculations are spin-paired with
the exception indicated. For isolated systems, the size of
the simulation box had at least 4Å vacuum around each
atom. Molecules were relaxed until the maximum force
dropped below 0.05 eVÅ−1.
The wave-functions of core atomic states are approxi-
mately independent of the chemical environment and can
be treated in the frozen core approximation. We freeze
the 1s electrons for C, N, O, and F, and additionally the
2s, 2p electrons for Al, Si, P and S. The atomic Kohn-
Sham states are obtained within a non-spin polarized
spherical symmetric approximation. A similar approach
is adopted to describe the core hole by lowering the occu-
pation of the relevant state in the atomic calculation by
unity. The resulting Kohn-Sham orbitals are then used
to construct the frozen core [23, 38].
Molecules. We have calculated the 1s core hole bind-
ing energies of the elements C, N, O, and F and the 2p
core hole energies of Al, Si, P and S for a total of 63
molecules and 133 chemically distinct core hole binding
energies. Fig. 2 shows that there is an excellent linear cor-
relation between calculated and experimental [42] data.
The main difference between experiment, Eexp
B
, and sim-
ulation, Ecalc
B
, is a constant offset δ = Ecalc
B
− Eexp
B
that
depends on element and core electron level as demon-
strated by the straight lines in Fig. 2. Binding energies
typically span several eV over which the deviation from
a linear correlation analysis is small.
The values of the offsets δ are given in Fig. 2 and in
functional C N O F Al Si P S
PBE 6.07 6.95 7.66 8.44 0.74 0.76 0.67 0.91
PBEb 6.10 7.12 7.88 8.55 0.74 0.76 0.66 0.87
LDA 3.05 3.38 3.60 3.84 0.68 0.72 0.66 0.91
PBEc -0.93 -1.12 -1.45 -1.69 -0.02 -0.10 -0.28 -0.13
Table I. Empirical offsets δ in eV between experimental and
calculated core hole binding energies as depicted in Fig. 2. b
PBE calculation with grid spacing h = 0.15 Å. c PBE calcu-
lation with corrected spin density (see text).
Tab. I. The PBE offsets are always positive (i.e. EB
is predicted too large), are largest for the 1s core holes
and increase from C (∼ 6 eV) to F (∼ 8.5 eV) as binding
energy increases and the core hole becomes more local-
ized. The offsets are much smaller (∼ 1 eV) for the less
localized 2p core holes in Al, Si, P and S. The standard
deviations reported in Fig. 2 are always ≤ 0.1 eV.
The main contribution to δ comes from neglecting the
spin dependence of the core hole. Including the spin de-
pendent core hole density [23] yields much smaller offsets
of <∼ 1 eV (see Tab. I). This computationally more de-
manding approach leads to rather small corrections for
the 2p holes, but it overcorrects for the more localized 1s
holes. Table I also shows that δ is strongly dependent on
the functional. LDA gives much lower values than PBE.
The qualitative trend of increasing values from C to F
and lower offsets for 2p holes prevails.
Numerical settings influence the values of the offsets
[43], where the grid spacing h is found to have the largest
influence as can be seen in Table I. The remaining dif-
ferences to the experiment might have several reasons
4b)
Figure 3. a) Difference between experimental EF,expB and calculated E
F,calc
B − δ for various solids. The numbers quoted and
the shaded area give the PBE band gaps of the respective material. b) Differences of relative shifts between pairs of elements
for a certain compound. Multiple points indicate individual experimental results.
including dynamic screening effects [24, 44], spin-orbit
contributions and inaccuracies of the density functional
applied.
The important observation is, that the offset δ does
depend on just atom type and orbital and is – to a good
approximation – independent of molecule and chemical
environment. This enables a correction of energies ob-
tained from facile spin unpolarized calculations for an
accurate prediction of experimental core hole binding en-
ergies. The standard deviation of the approach is smaller
than 0.2 eV for all elements considered, an accuracy that
is sufficient in comparison to the variation over several
eV due to differences in the chemical environment.
Bulk solids. The δ-values parameterized from molec-
ular spectra can now be used to predict CEBEs of
bulk solids. We used experimental lattice constants and
atomic positions for all solids studied. The complete ref-
erence list of the extensive experimental data used in this
study is found in Supplemental Material [36]. An extra
electron was added to the valence band while keeping the
core hole empty and EF
B
was evaluated according to eq.
(3). Fig. 3a) shows the resulting differences between ex-
perimental and calculated CEBEs for various solids. In-
cluding the offset, we find our calculated absolute CEBE
to be in excellent agreement with experiment for the semi
metal bulk graphite and the metal aluminum, where the
Fermi level serves as good reference.
This is not the case anymore for non-metals as is most
obvious for materials with the largest gaps, such as dia-
mond and corrundum, where experimental values spread
over many eV. Despite of this problem, we find an as-
tonishing agreement even in absolute CEBES for many
systems by setting εF = (εH + εL)/2 using PBE values
for εH and εL. This approach is satisfactory compared
to the experimental spread for crystalline silicon and di-
amond as well as crystalline compounds of Al, Si, C and
O, in particular nitrides (AlN), oxides (corrundum), car-
bides (SiC) and aluminosilicates (andalusite, kyanite and
sillimanite which are polymorphs of Al2SiO5). The only
exception is α-quartz, where the calculated values are too
small by roughly 1 eV as compared to experiment.
Energy reference problems cancel out when CEBE dif-
ferences within a single compound are considered. In
this case the experimental energy spread is drastically
reduced when values from the same experiment are com-
pared (Fig. 3b)). Also the agreement between prediction
and experiment is excellent for all solids considered prov-
ing that the prediction of relative shifts is possible even
for systems with large gaps. Note that the empirical en-
ergy offsets δ do not cancel since they vary between dif-
ferent elements and core levels and need to be considered
even for the calculation of relative shifts.
Summary & Discussion. We have presented a conve-
nient computational method for the prediction of ab-
solute core electron binding energies (CEBEs) from
density-functional theory (DFT) calculations within the
projector augmented wave (PAW) formulation. A large
set of experimental molecular data have been used to
show that spin paired gas phase calculations predict
CEBES in excellent accuracy up to a constant offset
that mainly depends on chemical element and core level.
These offsets allow an a-posteriori correction of DFT re-
sults and therefore a prediction of core electron bind-
ing energies also for solids. The main issue in absolute
CEBEs is the definition of the reference energy, a prob-
lem also present in experiment.This mainly affects sys-
tems with a band gap, where the common Fermi energy
reference is not defined. Chemical shifts, that do not
require the definition of an energy reference can still be
calculated with good accuracy.
It would be desirable to have δ values for all elements
of the chosen functional. Such a database could serve
for the assignment of experimental XPS peaks via direct
comparison to simulations. Gas-phase XPS spectra can
be used for parametrisation as shown above. For ele-
ments where these are not available, an alternative route
is the calibration from metallic alloys where accurate rel-
ative shifts are available. Finally also more accurate, but
computationally more demanding quantum chemical cal-
culations could be used to obtain δ without reference to
experiment.
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