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Sommaire
Le principal objectif de mon projet de maitrise est la conception d'un systeme de recon-
naissance adapte au canal gestuel afin de pouvoir integrer de nouvelles possibilites d'in-
ter action au sein d'interfaces Personne-Machine. Une attention particuliere a ete portee
au probleme de la reconnaissance de 1'alphabet du langage des signes italien (LSI).
Apres avoir etudie les differents parametres du langage des signes, et les differentes tech-
niques utilisees precedemment dans ce domaine, nous avons choisi 1'approche visuelle
pour beneficier des techniques de traitement d'images afin d'obtenir une meilleure repre-
sentation des gestures et pour ainsi mieux distinguer les differentes postures du langage
des signes. Nous avons ainsi defini un ensemble de caracteristiques pertinentes et efFectue
1'experimentation de plusieurs techniques d'extraction de caracteristiques.
Le probleme que nous avons souleve est celui de trouver une caracteristique plus gene-
r ale et plus adaptee au canal gestuel. Au niveau de la representation des signes, nous
avons opte pour 1'utilisation d'un outil topologique appele «Fonctions de taille», lui-
meme base sur un autre parametre essentiel appele «Fonctions de mesure». Nous avons
opte pour 1'utilisation des moments d'inertie dans Ie but de trouver une fonction de me-
sure specifique a la representation de Falphabet du langage des signes. Notre schema de
reconnaissance est construit autour d'un classificateur neuronal.
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Introduction
Cette etude s'inscrit dans Ie domaine de la communication Personne-Machine et plus
specifiquement dans celui de la communication gestuelle. Le principal objectif de la pre-
sente etude est la conception d'un systeme de reconnaissance et de comprehension adapte
au canal gestuel afin de pouvoir integrer de nouvelles possibilites d'interaction au sein
d'interfaces Personne-Machine. Une attention particuliere a ete portee au probleme de la
reconnaissance et de la comprehension des postures de I5 alphabet du langage des signes.
Nous utilisons constamment nos mains pour interagir avec les objets : pour les prendre, les
bouger ou transformer leurs formes. Fondamentalement, deja nous gesticulons frequem-
ment pour nous exprimer comme pour dire «stop», «la-bas», «non» et plus. Les gestures
sont done une forme naturelle d'interaction et de communication. Les chercheurs ont
compris 1'importance des interfaces «Personne-Machine». Selon 1'angle sous lequel nous
regardons Ie probleme, deux questions peuvent se poser:
- du point de vue informatique, que peuvent etre les apports des interfaces gestuelles
a la communication Personne-Machine?
- du point de vue humain, que peut apporter une interface gestuelle aux personnes
qui utilisent un ordinateur?
La premiere question pose Ie probleme de 1'integration des interfaces gestuelles au sein
d'applications informatiques. L'apparition de nouveaux capteurs de gestes (gant nume-
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rique, camera, capteur de position, oculometre ...) a favorise Pemergence de nouveaux
themes de recherche visant a integrer la modalite gestuelle au sein d'applications infor-
matiques. Ce canal d'information apporte alors de nouvelles possibilites d'interaction.
La seconde question pose Ie probleme des applications possibles pour les utilisateurs
d'ordinateurs en general et pour les personnes pour lesquelles les interfaces gestuelles
sont primordiales.
Nous pouvons distinguer deux types d'applications d'interaction Personne-Machine:
- gestures comme un langage symbolique ou linguistique comme par exemple, Ie
logiciel d'interpretation des signes et la traduction vers un langage parle ou ecrit;
- gestures pour fournir un controle des evenements dans une application informatique
comme par exemple, les commandes de controle de la television ou de robots.
Nous souhaitons, par Pintermediaire de ce memoire, contribuer a 1'evolution des connais-
sauces dans Ie domaine de la reconnaissance et de la comprehension des gestes afin de
permettre une avancee dans Ie domaine de la communication Personne-Machine, et aussi
dans Ie domaine plus specifique des didacticiels dedies a la langue des signes.
Le chapitre 1 presente les differents parametres du langage des signes. Nous aliens etudier
la physiologie de la main et les differents elements qui distinguent les difFerents gestes
statiques. Nous avons choisi d'etudier les gestes statiques de la langue des signes italiens
dans Ie but de comparer nos resultats a ceux des autres experiences realisees sur la meme
base de donnees qui est composee uniquement de postures.
Le chapitre 2 a pour objectifde comparer plusieurs systemes de reconnaissance du langage
des signes existants applicables principalement aux gestes statiques afin de choisir un
schema de representation et un systeme de reconnaissance des mieux adaptes.
Dans Ie chapitre 3, nous exposons differentes representations des gestes statiques. De
plus, nous evaluons ces differentes representations selon plusieurs criteres particulierement
Pinvariance a la translation, a 1'echelle et a la rotation.
Le chapitre 4 presente un nouvel outil mathematique de representation des formes, appele
fonctions de taille. Nous decrivons ses proprietes et nous discutons son adaptation a
Panalyse du langage des signes. Nous nous attachons a mettre en evidence et a justifier
les choix des algorithmes congus, realises et valides sur un systeme de reconnaissance qui
sera defini dans les chapitres suivants.
Le chapitre 5 a pour but de proposer et de decrire deux fonctions de taille choisies pour
representer les difFerents gestes de 1'alphabet du langage des signes. Ces fonctions de taille
seront ensuite integrees dans un nouveau modele de representation.
Finalement, Ie chapitre 6 presente 1'architecture retenue pour 1'elaboration du systeme
de reconnaissance ainsi que les difFerents modules de traitement. II s'agit d'un classifica-
teur neuronal multi-couche. Ce systeme doit permettre de reconnaitre toutes les gestures
statiques de la langue des signes. Apres une presentation des difFerents modules qui com-
posent Ie systeme, nous devoilons les resultats de plusieurs experiences afin d'evaluer Ie
fonctionnement du prototype qui a ete developpe.
La derniere partie presente la conclusion et les perspectives relatives au travail realise
dans Ie cadre de cette etude.
CHAPITRE 1
Parametres du langage des signes
Avant de presenter la structuration des signes suivant les cinq parametres couramment
utilises (configuration, mouvement, orientation, emplacement et mimique faciale), nous
devons d'abord introduire les donnees physiologiques qui differ encient les langues ges-
tuelles des langues orales. Quelques etudes de type phonologique menees sur les langues
des signes sont ensuite brievement exposees.
1.1 Langues orales VS langues gestuelles
Une etude realisee sur des gestes statiques de 1'ASL (American Sign Language) et des
mots de Pamericain parle 28, 7] ainsi qu'une analyse des difFerentes postures de 1'ISL
(Italian Sign Language) ont montrees qu'il existe trois donnees physiologiques qui diffe-
rencient radicalement les langues des signes des langues orales :
- pour un meme concept, Ie temps d'emission moyen d'un geste statique est ap-
proximativement deux fois plus long que celui d'un mot et a contenu et quantite
d information egals, Ie temps d'emission d'un discours en langue des signes et en
americain parle est approximativement Ie meme.
- Le systeme auditif humain est adapte a la discrimination temporelle tandis que Ie
systeme visuel est adapte a la discrimination spatiale.
- Le signal capte par 1'oeil correspond directement au mouvement des articulateurs
(les mains, les bras...), tandis que Poreille est sensible que pour 1'effet sonore produit
par Ie mouvement des articulateurs (les cordes vocales).
Les informations contenues dans remission des signes statiques et dynamiques sont por-
tees par des parametres de type phonologique qui sont la configuration, Ie mouvement de
la main, Pemplacement et Porientation de la main par rapport au corps et a la mimique
faciale [36]. Parfois les deux mains interviennent et parfois une seule est utilisee. Ces
parametres sont detailles dans Ie paragraphe suivant.
Plusieures informations peuvent etre emises simultanement selon la variation de 1'un ou
Pautre de ces parametres. Nous pouvons imaginer toute 1'economie de temps realisee
si ces cinq parametres sont emis simultanement et si chaque parametre est exploite au
niveau syntaxique.
Notons que d'autres parties du corps participent lors de 1'emission d'un message en
langage des signes frangais (LFS) [31], en particulier les epaules et Ie buste. Un geste en
langue des signes represente un ensemble de mouvements efFectues par differentes parties
du corps simultanement. ]VIais seuls les parametres cites precedemment out ete consideres.
1.2 Definition des parametres
Sans entrer dans Ie detail de la definition des systemes de communication gestuelle ou
du langage des signes gestuels, voyons les elements (parametres) qui inter viennent dans
la production des signes gestuels [7, 31].
Nous nous sommes interesses aux mouvements des parties du corps (mains et bras) lors
de remission du message gestuel, independamment de leur role linguistique. De ce point
de vue, les muscles qui permettent de faire bouger les doigts sont difFerents de ceux
qui deplacent Ie bras. De plus, pour un meme deplacement du bras, il est possible, a
1'aide de muscles specifiques, d'effectuer une rotation ou une flexion du poignet. Ainsi,
contrairement a ce qui est souvent considere dans les etudes phonologiques, nous avons
considere plusieurs types de mouvements tels que les mouvements des doigts, de la main
et du bras. D'ou les definitions suivantes, adaptees a 1'etude des gestes de la main :
- la configuration de la main: La configuration represente la forme et Ie mouvement
des doigts de la main. Les doigts peuvent etre immobiles ou non, done la configu-
ration peut etre statique ou dynamique.
- L'orientation de la main : Elle se definie par Porientation de 1'axe de la main, celle
de la paume, et 1'etat de 1'articulation du poignet (repos, rotation ou flexion).
Ces valeurs peuvent varier durant Pexecution du signe. Ce parametre peut etre
statique ou dynamique. La main peut prendre 5 orientations possibles : La paume
peut etre tournee vers Ie signeur, Ie capteur, Ie haut, Ie sol ou encore de profil (une
seule position de profil est possible). Le signe pour dire «porte» consiste a mimer
1'ouverture de la porte avec les mains. Les mains sont placees a la verticale, la
paume tournee vers Ie signeur avec 1'extremite des doigts en contact, nous ouvrons
ensuite les mains vers 1'exterieur jusqu'a la position de profil.
- Les mouvements: Us representent la trajectoire du deplacement de 1'extremite de
1'avant-bras (cote poignet). Lorsque Ie bras est immobile, nous parlerons de pa-
rametre mouvement «statique». Nous pouvons avoir jusqu'a 30 mouvements que
Ion regroupe en plusieures categories: Les mouvements verticaux, horizontaux,
later aux, circulaires, d'ouverture et de fermeture ou combines, etc.
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- La position dans Pespace : L'emplacement represente la zone dans laquelle Ie signe
est efFectue par rapport au signeur. A chaque fois que Ie bras bouge, 1'emplacement
varie. II y a une correlation directe entre Ie parametre de mouvement et la position.
Ce parametre peut etre statique ou dynamique.
- L'expression faciale: Le dernier element considere par ISL (Italian Sign Language)
comme element pouvant intervenir dans la production d'un signe gestuel est Pex-
pression faciale. En langage des signes, Ie sens des signes peut differer si 1'on varie
1'expression du visage. L'expressivite faciale n'intervient pas en prmcipe au niveau
de 1'organisation du code dans les langages gestuels formels.
Nous chercherons dans la section suivante, a enumerer toutes les informations physiques
et geometriques pouvant distinguer les differents signes et les differents parametres cites
precedemment. Dans ce qui suit, nous presenterons la physiologie de la main ainsi que Ie
modele perceptuel des postures afin d'obtenir les parametres essentiels dans 1'execution
de celles-ci. Puisqu'il s'agit seulement de postures, nous negligerons les parametres de la
position de la main dans 1'espace et de 1'expression faciale.
1.3 Physiologie et modelisation de la main
Pour mieux comprendre Ie langage des signes, il est necessaire et utile d'etudier les
informations physiques de la main et la maniere dont la main peut s'operer et de quelle
fagon ces mouvements peuvent etre complexes. Cela necessite un examen des structures
internes de la main.
Normalement, la main se constitue de 15 jointures (incluant Ie poignet) et quelques 20
(ou plus) segments engendres, constituant la paume et les doigts.
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Les jointures sont appelees selon leurs difFerentes locations dans la main. Les jointures
MetaCorpoPhalageal (joignant les doigts et la paume) et les jointures InterPhalangeal
(joignant les segments des doigts) (voir fig. 1.1).
Une simple inspection nous confirme que les neufs jointures InterPhalangeal qui sont
divisees en deux categories, 1'une pour les jointures InterPhalangeal distals (DIP) et
1'autre pour les jointures InterPhalangeal Proximals (PIP), peuvent avoir seulement un
degre de liberte et la possibilite de flexion-extension.
Figure 1.1: Une vue physique de la main.
La situation est plus compliquee pour Ie cas des jointures MetaCarpophalageals, toutes
les cinq ont ete decrites dans la litterature comme des jointures a deux degres de liberte,
avec la possibilite d'abduction-adduction en plus de flexion-extension comme dans les
jointures InterPhalangeal (repos, rotation, flexion). C'est Ie cas des quatre doigts excepte
Ie pouce ayant une possibilite d'abduction/adduction tres restreinte.
II y a au total 23 degres de liberte dans les mouvements du poignet et des doigts (voir
fig. 1.2) dont:
- les jointures des doigts avec la paume (MCP): 9 degres de liberte au total;
- Les jointures des segments des doigts (IP = DIP + PIP): 9 degres de liberte au
total;
- Les jointures du poignet : 3 degres de liberte au total;
- Les jointures (CarpoMetaCarpal) du pouce comme une partie de la paume : 2 degres
de liberte au total.
La forme mathematique de la main est definie par un ensemble de matrices de transfor-
mations qui relie les systemes de coordonnees locales des segments. Plus precisement, la
valeur de flexion/extension et abduction/adduction des difFerentes jointures qui donnent
aux matrices de transformation, les valeurs d'angle de rotation.
La main a 15 jointures, chacune d'elle est capable de flexion/extension, 5 de ces jointures
sont capables aussi d'abduction/adduction. Les symboles Q\^Q^ et 63 representent les
valeurs angulaires de flexion/extension des 2 jointures de chaque doigts (15 jointures au
total). Le symbole p represente Pabduction/adduction d'une autre jointure de chaque
doigt (5 jointures au total). Done, une forme particuliere de la main est determinee par
20 parametres. Les symboles re, y et z representent la position et finalement les symboles
o/,/3,7 representent 1'orientation de la main (voir fig. 1.2).
La main peut bouger du bas vers Ie haut sur 1'axe vertical (1'axe des y), de gauche a
droite sur 1'axe horizontal (1'axe des x) et de 1'avant vers Parriere sur 1'axe du capteur
(1'axe des z). Elle peut aussi faire des rotations autour de ces axes. Plusieurs signes se
different selon ces facteurs.
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Pour chaque doigt excepte pour Ie pouce, deux valeurs angulaires sont necessaires a
mesurer (fig. 1.2), il s'agit de la flexion de 1'articulation metacarpophalangienne 9^ et de
la flexion de I5 articulation interphalangienne 0^. L'angle entre la derniere phalange et la
deuxieme 63 n'est pas a mesurer. De toute maniere, ce n'est pas indispensable puisque
des etudes ont montre que la valeur de cette articulation est entierement correlee aux
valeurs des autres articulations.
Mnulave
Auricula've
Figure 1.2: Les degres de liberte de la main.
En ce qui concerne Ie pouce, seuls Q^ et ^3 sont necessaires, ce qui n'est pas suffisant pour
calculer Q\ car les axes de flexion et de rotation du pouce ne sont pas triviaux, du fait
que Ie pouce fait partie de la paume de la main et ne soit pas parallele aux autres doigts.
Les valeurs extremes pour chaque flexion, sont decrites dans Ie tableau 1.1.























1.4 Modele perceptuel des postures
A travers 1'etude effectuee dans les sections precedentes, nous pouvons distinguer deux
categories de gestures: Les gestures statiques et les gestures dynamiques.
Dans Ie cas des gestures statiques, la configuration particuliere de la main est representee
par une image fixe de la main. Les gestures dynamiques sont des gestures en mouvements
representees par une sequence d'images. II est necessaire de faire une difference entre
«Reconnaissance de postures» et la «Reconnaissance de gestures». La reconnaissance
de postures est la reconnaissance des positions statiques des parties du corps comme
par exemple, un signe representant une lettre de 1'alphabet du langage des signes. La
reconnaissance de gestures, contrairement aux postures, doit inclure les changements
dynamiques dans la posture. La reconnaissance de postures est un sous-ensemble de la
reconnaissance de gestures.
La reconnaissance du langage des signes est un exemple d'application specifique de la
reconnaissance de gestures. Les recherches sont orientees vers cette application puisque
Ie langage est deja predefini et connu, et la taille du vocabulaire est largement suffi-
sante pour nous permettre de faire la validation. Nous nous limiterons dans ce travail,
a la reconnaissance des poses statiques. Perceptuellement, nous pouvons distinguer les
differentes postures par Ie nombre et la position des doigts, 1'orientation des doigts et
1'orientation de la paume. Avant de presenter ces differents parametres, nous considerons
que I5 axe optique de la camera traverse la main.
1.4.1 Le nombre de doigts et leurs positions
D'apres Ie modele physiologique decrit precedemment, la main peut etre consideree
comme un objet qui a un centre de gravite. Les doigts peuvent prendre deux positions
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differentes dependamment de 1'extension ou de la flexion des jointures qui separent les 4
doigts (Pindex, Ie majeur, 1'annulaire et 1'auriculaire) de la paume (voir fig. 1.2). Si les
jointures sont en extension (fig. 1.3 (a)), la position des doigts est au-dessus du centre de
gravite de la main. Dans Ie cas des jointures en flexion (fig. 1.3(b)) la position des doigts
est au-dessous du centre de gravite.
(b)
Figure 1.3: La position des doigts : (a) les jointures en extension pour Ie signe «B» et (b)
les jointures en flexion pour Ie signe «M».
Formellement, dans les chapitres suivants, 1'axe qui separe les doigts de la paume sera
considere comme etant 1'axe horizontal qui passe par Ie centre de gravite de la main.
Pour chaque forme possible d'une position de la main, la position des 5 doigts est une
information importante. Nous pouvons constater que dans Ie cas de la (fig. 1.3(a)), les
quatre bouts des doigts sont en haut contrairement a ceux de la figure 1.3(b). Ceci nous
permet de distinguer un bon nombre de postures de la main par rapport a la position
des bouts des doigts, il sufiit seulement de detecter Ie nombre de doigts au-dessous et
au-dessus de 1'axe horizontal qui passe par Ie centre de gravite de la main.
Dans la figure 1.4, nous pouvons constater que les signes «¥» et «W» ont Ie meme nombre
de bouts de doigts au-dessus de 1'axe horizontal qui passe par Ie centre de gravite de la
main, mais ils sont interpretes difFeremment. Le signe «~F» (fig. 1.4(a)) a 3 bouts de doigts
en haut, il s'agit des bouts de Pauriculaire, 1'annulaire et Ie majeur. Par centre, pour Ie
signe «W» (fig. 1.4(b)), il s'agit des bouts de Pannulaire, du majeur et de 1'index. La
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detection du nombre de doigts n'est pas suffisante pour distinguer toutes les postures,
comme nous pouvons Ie voir dans la figure 1.4.
w
Figure 1.4: Le meme nombre de doigts avec des interpretation diffrentes: (a) Ie signe
«F» avec trois doigts colles et orientes vers Ie haut et (b) Ie signe «W» avec trois doigts
decolles et orientes vers Ie haut.
Ces postures ont les memes positions des doigts relativement a la paume de la main
dont les jointures qui separent les doigts de la paume sont en extension, mais elles sont
difFerentes. II faut done recenser la position de chaque doigt relativement aux autres
doigts voisins. Nous pouvons penser au nombre et a Pordre d'apparition des vallees et
des bouts des doigts au-dessus et au-dessous de 1'axe horizontal qui passe par Ie centre
de gravite de la main. Ceci permet de distinguer entre les deux gestures de la figure 1.4
car, la gesture de la figure 1.4 (a) a trois bouts de doigts et ne presente aucune vallee
contrairement a la gesture de la figure 1.4(b) qui a trois vallees et trois bouts de doigts.
1.4.2 L'orientation des doigts
Dans un premier temps, nous pouvons classer d'une fagon intuitive les postures du langage
des signes en deux grandes classes:
- les lettres: dans Ie cas des lettres, les doigts sont orientes d'une fagon verticale ou




Figure 1.5: L'' 'orientation des doigts: (a) les bouts des doigts sont orientes verticalement
pour Ie signe «B», (b) d droite du plan image pour Ie signe «H» et (c) vers Ie has pour Ie
signe «N».
Au niveau de la classe des lettres, nous devons absolument ajouter 1'information sur les
flexions des doigts. En I5 absence de bouts de doigts, nous pou vans confondre facilement
les signes «S» et «T» qui sont presque equivalents sur tous les plans plus particulierement
en presence du bruit (voir fig. 1.6).
(b)
Figure 1.6: Les doigts des deux signes «S» et «T» sont flechis vers la paume sauf pour
Ie pouce: (a) Ie pouce en flexion dessus I'index et Ie majeur pour Ie signe «S» et (b) Ie
pouce en extension entre I index et Ie majeur pour Ie signe «T».
Les chiffres : dans Ie cas des chiffres, les doigts sont orientes vers la gauche du plan
de Pimage (approximativement 30 degres). Chaque chiffre se distingue des autres
par Ie nombre de doigts etendus au-dessus de la paume (voir fig. 1.7).
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Figure 1.7: L orientation inclinee des postures correspondantes aux differents chiffres.
(a) Ie chiffre «8», (b) Ie chiffre «4» et (c) Ie chiffre «5».
1.4.3 I/orientation de la paume
La deuxieme caracteristique perceptuelle des gestures statiques consiste a detecter 1'orien-
tation de la paume.
Figure 1.8: Les differentes orientations de la paume: (a) de face pour Ie signe «F», (b)
de profit pour Ie signe «D» et (c) vers Ie has pour Ie signe «M».
Les signes peuvent etre distingues aussi par Forientation de la paume, soit face a la
camera, vers Ie bas ou encore vers la gauche du plan de Pimage (fig. 1.8).
Nous pouvons distinguer les signes comme par exemple, Ie signe «F» dont la paume est
orientee face a la camera, Ie signe «D» dont la paume est orientee vers la gauche et Ie
signe «M» dont la paume est orientee vers Ie bas et cachee par les trois doigts.
Enfin, Pespace arriere-plan pose un probleme majeur au niveau de la segmentation. II
existe a ce jour plusieures techniques pour remedier a ce probleme, peu d'entre elles
donnent des resultats efficaces [15]. Pour eviter les problemes de segmentation, nous
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avons utilise des images de signes prises dans un arriere-plan noir.
1.5 Conclusion
Nous avons presente dans ce chapitre, les parametres essentiels dans 1 emission et 1 execu-
tion d'un signe, plus particulierement, les parametres lies aux postures dont nous pouvons
citer, la position, Ie nombre ainsi que 1'orientation des doigts et 1'orientation de la paume.
Nous pouvons conclure que la grande majorite des postures peuvent etre distinguees par
la position, Ie nombre et Porientation des doigts relativement a un axe de reference associe
a chaque signe que nous allons tenter de trouver dans Ie chapitre 5. Dans les chapitres sui-
vants, nous analyserons les techniques deja utilisees pour la reconnaissance des signes et
leur comportement face au respect de ces parametres etudies dans ce chapitre. Ainsi que
dans les chapitres 3 et 5, ou nous devons choisir et admettre un type de caracteristique
en fonction des parametres decrits precedemment.
Nous concluons que dans la reconnaissance de 1'alphabet du langage des signes, nous
devons esperer que pour admettre deux formes de signes comme similaires, elles doivent
etre aussi semblables relativement aux parametres cites dans ce chapitre. Dans Ie cha-





La reconnaissance des formes fait Pobjet de recherches assidues depuis plus de trente
ans [39, 10, 23]. Les diverses applications de la reconnaissance des formes ainsi que les
nombreux problemes poses par ces applications sont d'une grande motivation pour les
chercheurs. Les etudes realisees dans Ie domaine de la reconnaissance de gestes statiques
[32, 42, 47, 48, 15, 12, 24, 19] et dynamiques [32, 41, 27, 40, 33, 24, 21, 37, 43, 19] sont
recentes. Si depuis deux ou trois ans, beaucoup d'etudes ont ete realisees, il s'agit pour la
plupart d'etudes de faisabilite permettant de tester, pour un systeme de reconnaissance
donne et utilise dans un domaine particulier. C'est sans doute 1'une des raisons pour
lesquelles il ne s'est pas degage a ce jour un consensus en ce qui concerne Ie type de
methode utilisee, de meme qu'il n'existe pas de corpus universel permettant de comparer
les performances des difFerentes methodes.
Les methodes existantes sont variees, de meme que Ie vocabulaire et Ie langage des signes
etudie. II peut s'agir de postures (gestes statiques) de la main ou de gestures (gestes
dynamiques). De plus, certaines etudes s'attachent a la reconnaissance de gestes isoles,
tandis que d'autres s'interessent a des sequences de gestes enchaines. Dans ce dernier cas,
differentes methodes sont utilisees pour segmenter les gestes.
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Apres avoir presente brievement la terminologie relative au domaine de la reconnaissance
de gestes, nous repertorions ensuite les methodes les plus courantes dans Ie domaine de
reconnaissance de gestes pour les representer et les classifier. Nous decrivons ensuite ces
methodes dans un tableau comparatif portant sur la taille du vocabulaire et les per-
formances des systemes. En conclusion, nous indiquons quels sont les choix qui nous
semblent les meilleurs en fonction du type d'application choisie qui est celle de P alphabet
du langage des signes italien.
2.1 Terminologie
La terminologie employee dans notre contexte est issue des domaines de la reconnaissance
des formes en general et des gestes en particulier.
2.1.1 Reconnaissance des formes
La reconnaissance des formes peut se definir comme 1'ensemble des techniques infor-
matiques de representation et de decision permettant aux machines d'interpreter des
evenements issus de capteurs physiques [5, 4, 8, 17, 22, 23]. L'interpretation consiste a
categoriser Ie phenomene pergu: il s'agit de passer d'une representation numerique, c'est-
a-dire continue, a une representation symbolique, ou encore discrete. II faut construire
des programmes qui, a partir de donnees topologiques a valeur dans un espace de re-
presentation, permettent de decider automatiquement a quelle classe, dans un espace
d'interpretation, appartiennent les donnees. Les systemes de reconnaissance sont compo-
ses de deux sous-systemes dedies respectivement aux processus de representation et de
decision (voir fig. 2.1):
- Ie processus de representation transforme les donnees brutes issues des capteurs
en une representation particuliere de la forme. En general, la representation in-
terne de la forme est constituee d'un vecteur de parametres extraits des donnees
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brutes. Notons que Ie mot parametre possede id un sens different de celui employe
au chapitre precedent concernant la langue des signes (configuration, mouvement,
orientation, emplacement et expression faciale). Afin d'eviter toute confusion par
la suite, Ie terme parametres de representation sera utilise quand il sera question
d'algorithmes de reconnaissance des formes.
Le processus de decision prend en entree la sortie du processus de representation et
produit en sortie, si c'est possible, une classification de la forme.
Les systemes de reconnaissance travaillent en general sur un vocabulaire bien defini. Ce
vocabulaire peut etre appris par certains types de systemes de reconnaissance. Cette etape
est appelee apprentissage (fig. 2.1). Pour chaque unite de ce vocabulaire, une classe ou
un vecteur de reference doit etre determine. Le processus de decision est charge de com-
parer Ie vecteur de parametres de representation de la forme reconnue avec les differents
vecteurs de reference et choisir celui qui est Ie plus proche.
Les systemes de reconnaissance des formes en general et des signes en particulier, pre-
sentent differentes etapes de traitements plus ou moins developpees suivant les diverses
applications. La nature des informations contenues dans 1'image initiale et les informa-
tions utilisees dans la reconnaissance font que plusieures etapes sont necessaires pour
arriver jusqu'a la decision. Le role de ces etapes est de reduire successivement la taille de
Pinformation pour la rendre utilisable par Ie module de decision. Les principales etapes
rencontrees [5, 4, 23] sont generalement presentees comme dans la figure 2.1.
2.1.2 Reconnaissance des gestes
Jusqu alors, Ie terme geste a ete utilise pour representer une information quelconque















Figure 2.1: Les principales etapes de la reconnaissance des formes.
gestes, les approches utilisees dependent du type de gestes a etudier. La forme de base
peut etre soit statique, soit dynamique. La terminologie employee ici est la suivante:
- une posture correspond a un vecteur de donnees a un instant t. II peut etre consti-
tue d'une configuration, d'un emplacement et d'une orientation de la main. Ces
parametres ont ete presentes en detail dans Ie chapitre precedent.
- Un geste est une sequence de postures.
- Les postures ou les gestes peuvent etre etudies separement. Nous parlerons alors de
postures ou de gestes isoles.
- Des postures ou des gestes sont connectes s'ils sont executes les uns a la suite des
autres sans qu'il y ait de recouvrement entre les gestes ou les postures.
- Des gestes sont enchaines si la fin d'un geste est modifiee en fonction du debut du
geste suivant et si Ie debut du geste suivant est modifie en fonction de la fin du
geste precedent. II s agit du phenomene de coarticulation.
Dans la paragraphe suivant, nous etudierons les techniques utilisees pour la reconnais-
sance de gestures en generate et de postures en particulier qui utilisent une variete de
capteurs d'informations (gants numeriques, camera, etc.) et nous concluons par la suite,
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Ie type de capteur, Ie type de representation ainsi que Ie modele de reconnaissance que
nous avons choisi pour arriver a notre objectif.
^
2.2 Etude et analyse des systemes existants
Cette section a pour objectif de decrire les methodes de reconnaissance des gestes sta-
tiques et dynamiques existantes selon les caracteristiques, les modeles de representation
et de reconnaissance utilises et les resultats obtenus.
La reconnaissance de gestures peut etre vue comme un probleme de reconnaissance de
formes dont lequel les formes a classifier sont des images de postures ou des sorties
de capteurs de pose. Les techniques utilisees pour la reconnaissance de gestes sont tres
variees et meme si elles prennent en compte une ou plusieures des difR-cultes enumerees
dans Ie chapitre 1, rares sont celles qui permettent de toutes les gerer.
La reconnaissance de gestures se distingue de la reconnaissance de postures par Ie fait
qu'elle requiert la reconnaissance des formes de la main non seulement dans Pespace mais
aussi dans Ie temps. Nous allons examiner ces techniques selon leurs types de represen-
tation, leurs types de decision et leurs performances.
2.2.1 Analyse et representation
Cette etape depend de beaucoup de parametres et varie enormement suivant les systemes
consideres. Son role essentiel, en plus de reduire la taille de I'information manipulee, est
de fournir des entrees assez pertinentes a 1'algorithme de decision pour que celui-ci soit
efBcace. Les methodes de representation peuvent etre classees selon Ie type de parametres
ou de caracteristiques de representation qu'ils fournissent. Les trois methodes les plus
repandues en reconnaissance des gestes sont les prototypes (template), la discretisation
de 1 espace en zone et les caracteristiques cinematiques et geometriques.
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Les prototypes
L'elaboration des prototypes ne necessite aucun calcul: il s'agit simplement des donnees
brutes captees en entree sous leur forme brute. Ces techniques sont generalement utilisees
dans la technologie des gants numeriques. S'il est question de posture, C. Gourley [19, 33]
a considere les prototypes comme etant des vecteurs constitues de 10 valeurs de flexion
des doigts. Parfois, les trois valeurs d'orientation sont egalement utilisees [32]. S'il s'agit
de gestes dynamiques, les prototypes sont constitues d'une sequence complete de postures
(doigts, orientation, position) d'une taille fixe [24].
Le defaut des prototypes est qu'ils ne prennent pas en compte la variabilite du signal. Un
geste donne n'est jamais exactement reproductible. II faut tenir compte des variations
du signal qui peuvent avoir de multiples sources (utilisateur, capteur) et des variations
inter-utilisateurs.
Afin de diminuer la taille du vocabulaire, une autre methode consiste a calculer, a partir
des donnees, les regroupements de postures selon leur ressemblance. Ces regroupements
sont utilises pour definir des codes pour chaque posture [42]. Meme avec cette methode, Ie
vecteur de representation obtenu n'est pas toujours tres representatif, car il est calcule sur
une petite taille de vocabulaire et la variabilite du signal n'est pas tres bien representee.
La discretisation de Pespace en zones
Cette technique est generalement utilisee dans Ie cas d'acquisition des donnees avec des
dispositifs electroniques externes. La discretisation de 1'espace en zones est une technique
simple qui consiste a segmenter 1'espace de representation des donnees en zones delimitees
par des valeurs fixees a priori. Cette division de Fespace en zones permet d'apporter une
certaine souplesse dans la representation du geste. Les gestes sont decrits comme faisant
partie d'un interval de valeurs possibles, plutot que par des valeurs uniques. Cela permet
de diminuer la taille du vocabulaire. Ces zones peuvent etre utilisees pour representer
des postures ou des gestes. Dans Ie cas des postures, les zones peuvent correspondre a
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des intervals, par Pintermediaire de valeurs de flexion minimale et maximale pour chaque
doigt, comme par exemple, la flexion des doigts pour Ie signe «M» est comprise entre 20°
et 90° [42].
Avec ce type de representation, il est necessaire de definir des valeurs limites, gui sont
generalement fixees de maniere arbitraire ou empirique. Si Ie geste subit une variation
importante, il risque de se produire des erreurs au niveau de la representation, qui vont
fausser Petape de decision. Nous pouvons aussi ajouter que ce type de representation
n'est pas tres robuste a la variabilite du signal.
Les caracteristiques cinematiques, geometriques et topologiques
C'est la technique la plus populaire dans Ie cas d'utilisation de cameras. Les caracte-
ristiques cinematiques et geometriques sont des informations globales sur Ie geste ou la
posture qui necessitent des calculs plus ou moins complexes. Les caracteristiques cine-
matiques sont utilisees dans Ie cas de gestures dynamiques pour calculer la vitesse, I'ac-
celeration etc.. Dans Ie cas de postures, nous utilisons generalement les caracteristiques
geometriques, photometriques et topologiques concernant la forrne du geste (rayon de
courbure, moments, histogrammes, chaines numeriques, etc.). Ce type de representation
est souvent utilise en reconnaissance de geste 2D. Dans ce cas, les caracteristiques sont
calculees sur Pimage de niveaux de gris ou sur Ie contour representant 1'image du signe.
Parmi les travaux de reference, nous pouvons citer Grimson [20] et Ayache 3] qui out
utilise des informations geometriques calculees sur les contours des images des courbes
planaires. Us n'ont pas obtenus un taux de reconnaissance eleve mais leur approche est
simple a mettre en oeuvre. Pour ajouter de Pefficacite a ces systemes, un nouvel outil
topologique a ete propose recemment par C.Uras et A. Verri [49, 45, 47, 48] pour 1'ana-
lyse du langage des signes. Dans leurs recents travaux, C. Uras et A. Verri out utilises un
nouvel outil topologique appele fonctions de taille qui permet non seulement d'extraire
les informations metriques (quantitatives) et geometriques, mais aussi, les informations
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topologiques (qualitatives) liees aux contours des images des postures. Nous allons decrire
ce type de representation dans les chapitres 4 et 5, car ils ont obtenu un bon taux de
reconnaissance. D'autres types de representation bases sur Ie calcul de caracteristiques,
out ete proposes recemment pour une taille de vocabulaire restreinte. Wen [15] a uti-
Use la derivee de la chaine numerique et il a constitue un vecteur de caracteristiques de
dimension 80. II existe aussi d'autres techniques utilisees directement sur les images de
signes a niveaux de gris. Nous pouvons citer Freeman [12] qui a pu introduire Ie calcul de
Phistogramme d'orientation lie aux images de niveaux de gris des signes pour construire
des vecteurs de caracteristiques pour des fins de reconnaissance de quelques dizaines de
postures de commandes specifiques.
Dans [27], plusieurs essais de reconnaissance de gestures dynamiques out ete effectues sur
des caracteristiques differentes, telles que la distance totale et 1'energie de flexion/extension
des doigts, la taille de la boite englobante, ainsi que Ie calcul d'histogrammes sur les ca-
racteristiques precedentes. Mais cette etude ne fournit pas d'analyse ni de justification
sur Ie choix des caracteristiques. Celles qui out ete gardees sont celles pour lesquelles Ie
taux de reconnaissance est Ie meilleur (80% de taux de reconnaissance sur 95 gestes de
1'AusLan, Ie langage des signes australien).
Nous pouvons conclure que les prototypes sont simples a mettre en oeuvre mais ils doivent
etre associes a une etape d'apprentissage portant suffisamment d'exemples si 1'on veut
beneficier des connaissances statistiques representatives des donnees. La discretisation de
1 espace en zones est simple a mettre en oeuvre, mais elle ne respecte pas Ie critere de
continuite expose dans Ie chapitre 1. Ce type de representation n'est pas suffisamment
robuste par rapport a la variabilite du signal.
La representation a base de caracteristiques cinematiques et geometriques ou encore to-
pologiques parait plus complexe a mettre en oeuvre que les deux autres types car il faut
choisir les caracteristiques les plus adaptees au signal a trailer et a une taille de vocabu-
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laire largement suffisante. Dans toutes les etudes utilisant ce type de representation, Ie
choix d'un type de caracteristiques se fait d'une maniere empirique ou en fonction de la
composition du vocabulaire. Si nous disposons d'une bonne connaissance du vocabulaire
a analyser comme dans Ie cas de 1'alphabet du langage des signes italien, ce type de
representation est tres souhaitable. Nous avons done choisi ce type de representation a
base de caracteristiques geometriques et topologiques (moments, fonctions de taille) (voir
Ie chapite 5).
Une fois Ie signal brut acquis et represente sous forme de vecteur de caracteristiques,
la seconde etape consiste a donner ce vecteur comme entree au module de decision. Les
differentes techniques de decision sont presentees dans Ie paragraphe suivant.
2.2.2 La decision
Parmi les differentes techniques existantes, certaines ne fonctionnent qu'avec un type
de representation, d'autres sont plus generales. Les processus de decision les plus cou-
ramment utilises en reconnaissance de gestes statiques et dynamiques, sont 1'approche
linguistique, la comparaison de prototypes, les reseaux connexionnistes et les modeles de
Markov caches.
Approche linguistique
Les approches linguistiques consistent a appliquer la theorie des automates et des langages
formels au domaine de la reconnaissance des formes. Elles sont generalement utilisees dans
Ie cas de gestures dynamiques avec la technologie des gants numeriques comme dans Ie
cas de Papplication efFectuee par C. Hand [21]. Le processus de representation fournit
une sequence de lexemes representant les postures. Le processus de decision est constitue
d'un ensemble de regles qui permet d'associer des suites de lexemes.
C. Hand [21] a utilise cette approche. Les lexemes sont constitues de huit configurations
statiques, et les regles definissent six gestes qui sont des sequences de lexemes, parfois
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associes a un mouvement rectiligne simple. Le taux de reconnaissance obtenu est mediocre
(de 15% a 80% selon Ie geste).
L'approche linguistique a ete abandonnee due au fait de ces mauvaises performances (50
% de taux de reconnaissance contre 80% pour la deuxieme approche). Cette methode
tres rigide ne semble pas adaptee pour Ie traitement de donnees tres variables telles que
celles issues des gestes.
Comparaison de prototypes
La methode par comparaison de prototypes est sans doute la methode la plus simple et la
plus naturelle. Dans cette technique, une image de signe est representee par un vecteur de
caracteristiques. Un certain nombre de vecteurs types est stocke et Ie prototype presente
est alors suppose appartenir a la classe a laquelle il est Ie plus proche. En general un
seuil de reconnaissance est defini, en-dessous duquel Pentree est rejetee car elle n est
pas assez proche d'une des classes types. Les algorithmes qui mettent en oeuvre cette
methode different essentiellement par la distance qu'ils utilisent: la distance entre les
listes, la distance entre les chaines [51], la somme de la valeur absolue des differences [42]
et fmalement, Ie produit scalaire entre deux vecteurs. 37].
Nous pouvons noter que les taux de reconnaissance obtenus avec ce type de processus de
decision varient entre 65% et 80% et sont parmis les moins bons, comme soulignes dans
Ie tableau recapitulatif au paragraphe 2.4.
Les methodes de type comparaison de prototypes sont faciles a developper et economiques
du point de vue informatique (temps de calcul, memoire). Cependant, elles necessitent
une segmentation prealable du signal suivie de 1'envoie de chaque geste segmente au
systeme de reconnaissance.
L'approche statistique et structurelle
La plus couramment utilisee est 1'approche bayesienne. Elle a ete formalisee par Chow
en 1965 [11] et consiste a representer Ie probleme sous la forme d'un modele probabiliste.
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Elle estime la classe d'appartenance d'un prototype avec un minimum d'incertitude et
en plus, estime Ie risque de cette decision. Cette approche est basee sur Ie theoreme de
Bayes applique aux distributions de probabilite.
La methode des /c-plus proches voisins est utilisee dans [12, 47, 48]. Son principe est
simple, il consiste a considerer les k-plus proches voisins du prototype presente. La classe
du prototype sera celle qui est la plus representee dans ce voisinage. Parmi les systemes
bases sur cette approche, nous pouvons nous referer aux travaux de C. Uras [48, 47] dont
Ie type de representation consiste en des vecteurs de caracteristiques obtenus a base de
fonctions de taille (ce concept est utilise dans ce memoire et sera detaille plus tard) et
la regle des k-plus proches voisins est utilisee pour classifier les signes de 1? alphabet du
langage des signes italien. Le taux de reconnaissance obtenu varie entre 74% et 90%. De
meme, W. Freeman [12] a utilise la technique des k-plus proches voisins pour classifier
une dizaine de postures qui sont representees par des vecteurs de caracteristiques a base
d'histogrammes d'orientation et il a obtenu un taux de reconnaissance de 80%.
Une autre methode est celle des modeles de Markov caches qui sont surtout utilises dans
Ie domaine de reconnaissance de gestes enchaines. Parmi les systemes deja con^us a 1'aide
de modeles de Markov caches, nous pouvons citer Thad Starner [41]. Le capteur utilise
est une camera et Ie vocabulaire est constitue de gestes enchaines. De bons resultats sont
obtenus avec Paide d'une grammaire sur des gestes pour lesquels la configuration n'est
pas discriminante.
Les modeles de Markov caches permettent une double approche de reconnaissance, a la
fois statistique et structurelle. Us sont capables de prendre en compte Pensemble des
variabilites du signal sans imposer un traitement arbitraire prealable par seuillage ou




C'est la technique la plus recente, elle utilise les reseaux de neurone [15, 24, 19, 32]. Ceux-
ci sont des classifieurs qui etablissent des frontieres, lineaires ou non, dans des espaces
de dimension finie [26]. L'apport des techniques neuronales en classification automatique
est important du fait qu'elles permettent un apprentissage avec peu de specifications
des regles de decisions et qu'elles sont relativement simples a mettre en oeuvre. Un re-
seau de neurone est une structure constituee d'elements de base simples, connectes entre
eux: les neurones formels. Chaque neurone realise une fonction de discrimination lineaire.
L'utilisation du reseau necessite 1'emploi d'un algorithme d'optimisation iteratif. Nous
ne connaissons pas de moyens pratiques pour assurer la convergence de cet algorithme,
cependant, il existe simplement pour chaque cas une configuration (nombre de couches
et nombre de neurones dans chaque couche) qui mene a la convergence. II existe plu-
sieurs types de reseaux de neurone qui different essentiellement par la fagon dont les
neurones sont connectes et Ie type d'apprentissage qu'on leurs applique. La plupart des
reseaux connexionnistes utilises pour reconnaitre des postures sont de type Perception
Multicouches (PMC).
_0. Couche de sorfie
Couche(s) cachee(s)
Couche d'entree
p;pouce, I: Index, m.'ma/eur, an; annulalre, au: awlculaire
Figure 2.2: L exemple de PMC sur un vocabulaire de 5 postures utilisees par Gourley.
Trois couches successives sont generalement utilisees, la couche d'entree, la couche cachee
et la couche de sortie. Chaque neurone d'une couche est relie a tous les neurones de la
couche suivante comme dans la figure 2.2 qui correspond a 1'architecture du reseau de
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neurone utilise par Gourley 19 . C'est a la couche d'entree que sont fournies les donnees
issues du processus de representation, apres la normalisation. Elle possede un nombre de
cellules egales a la taille du vecteur de representation. Chaque unite est associee a une
valeur du vecteur. La couche cachee est de taille variable (choisie par experimentation).
En general, des tests sont faits avec difFerentes tallies afin de determiner la taille optimale
a utiliser. Le nombre d'unites de la couche de sortie correspond a la taille du vocabulaire
(5 dans Ie cas de Petude effectuee par Gourley [19]). Chaque unite est alors associee a
une posture du vocabulaire.
Dans [15], une approche originale a ete proposee. A partir d'une analyse des images
des signes, il a obtenu un vecteur de caracteristiques de dimension 80. Des groupes
de ressemblance entre postures ont ete definis. Une cascade de 7 sous-reseaux retro-
propagation (BP) est utilisee (fig. 2.3). A chaque niveau de la cascade, des hypotheses




Reseau 3 Niveau 2: CalssiHcai'ion line
Reseau 6 Reseau 7 NfVeau 3; <?econnofssance de gestwes
Figure 2.3: L'architecture de sous-reseaux BP multi-couches en cascade utilisee par Wen.
L'interet de cette approche reside au fait que Papprentissage est rapide grace a la specia-
lisation des differents reseaux. Wen a obtenu un taux de reconnaissance de 80% a 97%
sur 13 postures effectuees par une vingtaine de personnes.
Parmi toutes les etudes basees de PMC, les taux de reconnaissance obtenus varient entre
80% et 95% pour des corpus composes de postures isolees dont la taille varie de 5 a
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42 postures. Les meilleurs resultats sont obtenus par K. Murkami [32 qui a utilise la
technique des prototypes au niveau de la representation et un reseau connexionniste
pour la reconnaissance. II a obtenu un taux de reconnaissance de 98% sur un vocabulaire
de 42 postures representant 1'alphabet manuel japonais, mais un temps d'apprentissage
de plusieures heures est necessaire sur une station Sun4.
Du fait de 1'etape d'apprentissage, les reseaux connextionnistes sont capables de recon-
naitre une forme complete bruitee ou incomplete et ils sont capables de generaliser. II
faut noter que 1'approche connexionniste est majoritairement utilisee dans les difFerentes
applications de reconnaissance des postures statiques et dynamiques.
2.3 Debat: Dispositifs electroniques VS vision
A la lumiere de ce que nous avons expose precedemment, nous pouvons distinguer dans la
litterature deux categories d'approches utilisees dependamment de la technologie utilisee
pour Pacquisition et Pobtention des informations decrivant Ie geste: Les approches a base
de detecteurs electroniques et les approches a base de cameras.
2.3.1 Approches basees sur des dispositifs electroniques
Ces techniques nous permettent de mesurer les gestes a Paide d'un dispositif electronique
(gant numerique, styli, position-tracker, etc.) [24, 32, 27, 42]. A 1'aide de ces valeurs
numeriques, nous pouvons obtenir une variete de details sur la position, Porientation et
Ie mouvement de la main.
Les problemes techniques de capture de gestes semblent, a ce jour, encore trop importants
pour pouvoir elaborer de bons resultats dans des conditions normales. D'une maniere
generale, les capteurs de gestes ne permettent pas encore une saisie sufHsamment fiable
et riche comme c'est Ie cas des microphones en parole. Meme si nous disposions d'un
systeme performant pour mesurer les gestes des deux mains, les langues des signes sont
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aussi constituees de gestes du corps, du visage et meme de quelques emissions sinon
sonores du moins buccales. De plus, des contacts entre les mains et difFerentes parties du
corps sont souvent effectues. Nous ne disposons pas, a ce jour, de capteurs permettant
de mesurer toutes les informations utiles.
2.3.2 Approches visuelles
Ces techniques utilisent des cameras qui permettent de capter une personne executant
un signe. Divers auteurs out utilise cette approche dans la litterature dont on peut citer
Starner [40, 41] qui s'est servi a la fois d'une camera et de deux gants simples colores
(jaune et orange). C. Uras et A. Verri quant a eux, ont utilise seulement une camera pour
Panalyse de 1'alphabet du langage des signes italien afin d'obtenir des images a niveaux
de gris sur lesquelles on a precede par 1'extraction de caracteristiques sur les contours
des images sans utiliser aucun autre dispositif additionnel. De meme, W. Gao [15] et W.
T. Freeman [12] ont utilise les images a niveaux de gris en choisissant d'autres types des
caracteristiques.
Pour beneficier des techniques de traitement d'image, nous avons opte pour une approche
visuelle. Les approches visuelles sont avantageuses puisque les utilisateurs ne sont pas en-
combres par des peripheriques externes complexes. Cependant, ces approches requierent
d'immenses calculs pour les traitements de 1'image et Pextraction des caracteristiques
avant de passer a la representation des donnees, done, il suffit de trouver des techniques
de pretraitement efBcaces pour remedier a ce probleme.
2.4 Applications et corpus
Ce paragraphe synthetise sous la forme d'un tableau (voir tableau 2.1), les principales
etudes portant sur la reconnaissance de postures et de gestures presentees precedem-
ment et pour lesquelles sont indiques la specification du capteur utilise (gant ou camera),
des processus de representation, de decision, la taille et Ie type de vocabulaire (pos-
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tures/gestes dynamiques, isoles/enchaines), et enfin Ie taux de reconnaissance.













































































































































0: Dispositifs electroniques (PowerGlove, DataGlove et CyberGlove)
1: American Sign Language
3 : Arbre binaire de decision
5 : Gomparaison de prototypes
7: Chaine Code de Freeman
2 : Japanese Sign Language
4: Reseau connexionniste de type perception
6: Caracteristiques cinematiques et geometriques
8 : Premiere famille des fonctions de taille
11: Modeles de Markov caches 12 : Representation par la methode de prototype
14: Caracteristiques geometriques 15 : Australian Sign Language
16: Italian Sign Language 10: Histogramme d'orientation
9: Deuxieme famille des fonctions de taille
D autres etudes out porte sur des gestes artificiels, formant un vocabulaire de petite
taille dedie a une application bien specifique [12, 15]. Ces applications portent en general
sur Putilisation du geste dans des applications multimedias et la realite virtuelle. Nous
pouvons constater que la reconnaissance des postures peut etre basee sur un vocabulaire
de configuration quelconque (Freeman [12], Gao[15]), mais la plupart du temps, elles sont
basees sur 1'alphabet manuel.
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Toutes les etudes indiquees dans ce tableau obtiennent des taux de reconnaissance qui
varient de 65% a 95% lorsque les postures sont isolees. Nous pouvons constater aussi que
les reseaux connexionnistes sont les plus utilises dans Ie cas des postures. Les approches
linguistiques et les arbres binaires de decision utilises par Tamura et hand sont ceux
qui donnent les mains bons resultats, sans doute parce que 1'etude porte sur des lettres
enchainees dans Ie cas de Tamura et Hand. Par ailleurs, Ie vocabulaire n'est pas constitue
de lettres de Palphabet qui peuvent etre ambigiies, mais de configurations statiques toutes
distinctes, ce qui relativise les bons resultats obtenus.
Les etudes qui fournissent les meilleurs resultats dans Ie cas des postures, sont celles
qui utilisent les reseaux connexionnistes (Gourely, Harling et Murkami) avec un capteur
electronique. Par centre, dans Ie cas des gestures, Starner a obtenu de bons resultats en
utilisant les modeles de markov mais en depit du temps de calcul. Notons que pour la
reconnaissance des postures et dans Ie cas d'utilisation d'une camera, la meilleure perfor-
mance est obtenue par C.Uras et A.Verri qui ont utilise des caracteristiques geometriques
et topologiques au niveau de la representation et la methode de k-plus proches voisins
au niveau du processus de decision sur une taille de vocabulaire significative.
Pour les gestes, les methodes les plus prometteuses sont les reseaux connexionnistes de
type recurrent, la comparaison dynamique et les HMM;. Les HMM permettent simulta-
nement de segmenter et de reconnaitre des phrases gestuelles sans imposer un pretraite-
ment. Si nous travaillons avec un vocabulaire de postures, la methode par comparaison
de prototypes et les reseaux connexionnistes conviennent.
2.5 Conclusion
Dans Ie cas ou Papplication utilise des gestes isoles (postures), en nombre peu important,
il est possible de se contenter d'un systeme tel que celui de W. Freeman ou W.Gao,
en prenant bien soin de choisir des caracteristiques cinematiques et geometriques qui
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ne necessitent pas d'utilisation de seuils. L'apprentissage est beaucoup moins fastidieux
que pour les reseaux connexionnistes et les HMM, car Ie nombre d'exemples necessaires
par classe est faible. Dans Ie cas des tallies de vocabulaires considerables comme pour
1'alphabet manuel d'un langage de signes, il est preferable d'utiliser des caracteristiques
pertinentes comme celles utilisees par C. Uras et A. Verri, ainsi qu'un systeme de recon-
naissance base sur un reseau connexionniste qui permet de prendre en compte plusieurs
prototypes de postures. Si Ie type de vocabulaire envisage comporte des gestes enchai-
nes ou connectes, il est preferable de choisir un outil tel que les HMM qui permet de
representer les aspects de variabilites temporelles et spaciales.
Comme nous nous interessons en priorite a Falphabet du langage des signes italien, nous
avons constitue une base de donnees de signes statiques correspondant aux 25 lettres de
Palphabet. Cela a necessite de construire au prealable difFerents outils permettant d'une
part, de tester les parametres de representation adequats et d'autre part, de preparer les
corpus d apprentissage afin de tester notre systeme de reconnaissance. Ces outils sont
presentes dans les chapitres 3 et 5.
L'approche connexionniste etant celle que nous avons choisie, elle sera done exposee
plus en detail dans Ie chapitre 5, parce qu'avec cette technique de decision, plusieurs
types de representation peuvent etre utilises. Dans Ie cas de notre application, nous
avons choisi d'utiliser Ie type de representation a base de caracteristiques geometriques
et topologiques. Cette approche est prometteuse car elle permet de prendre en compte
1 ensemble des variabilites du signal exprimees sous forme de vecteurs de caracteristiques
obtenus dans Petape de representation.
Pour toutes ces raisons, nous avons choisi de baser notre systeme de reconnaissance sur
les reseaux connexionnistes. II reste Ie probleme de representation evoque au debut de
ce chapitre, notre modele de representation a base de caracteristiques geometriques et





Ce chapitre expose les moyens de decrire ou de modeliser les postures qui representent
les lettres de Palphabet de la langue des signes (voir fig. 3.2 et 3.3). Comme nous 1'avons
deja precise dans les sections precedentes, il n'y a pas de theorie formelle ni de technique
generate d'extraction de caracteristiques qui permettent d'identifier tout type d'objet.
Dans les chapitres precedents, nous avons decrit les parametres essentiels du langage des
signes italien ainsi que les differentes techniques utilisees jusqu'a maintenant pour la re-
connaissance des gestures en general. Dans ce qui suit, nous allons proposer et etudier
plusieurs types de caracteristiques pour la representation des postures de Palphabet du
langage des signes. Nous allons discuter de Pinvariance de ces caracteristiques et de leurs
pertinences dans Ie cas particulier de la reconnaissance des postures de 1'alphabet du lan-
gage des signes italien. En general, un systeme de reconnaissance gestuelle se divise en
deux modules, la detection de la main dans 1'image sur un fond de scene parfois aleatoire
et la reconnaissance proprement-dite de la gesture de la main. Le premier module de
detection de la main, appele pretraitement, reste un probleme important dans la vision
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artificielle. II permet d'extraire les formes ou les silhouettes des images des signes. Nous
ne traitons pas ce probleme dans notre etude, nous considerons que les donnees de notre
systeme sont des images contenant seulement une main blanche sur un fond de scene noir.
II n'y a pas une seule technique de representation qui sera generale et adaptee a tous
les problemes de reconnaissance. La similarite entre les vecteurs de caracterisations des
formes des objets est interpretee comme une similarite entre les ob jets eux-memes. Par
consequent, la capacite d'une caracteristique donnee de representer d'une faQon unique
1'objet a partir de Pinformation disponible, determine la pertinence de cette caracteris-
tique. Pour ce faire, nous allons d'abord fixer les criteres qui nous permettent de proceder
a 1'evaluation de ces caracteristiques pour la representation des gestures du langage des
signes:
- Pinvariance par rapport a Pechelle puisqu'il existe des variations entre les tallies
des mains des personnes dans Pexecution des difFerents signes (variations inter-
personnes).
- L'invariance par rapport a la translation pour pouvoir produire Ie meme vecteur
de caracteristiques pour deux signes identiques qui se situent dans des positions
differentes dans 1'image.
- L'invariance aux changements de 1'illumination car les images des signes peuvent
etre acquises dans des conditions d'illumination differentes. Une bonne caracteris-
tique doit etre robuste si nous multiplions 1'image par une constante en y ajoutant
une autre constante (al + b).
- La pertinence : Une caracteristique doit pouvoir representer d'une fagon unique un
ob jet et elle doit etre largement sufHsante pour distinguer entre les diflferents signes.
- La complexite de calcul pour produire un systeme efficace.
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La non-invariance par rapport aux nombres de doigts et leur ordre d'apparition, la
robustesse contre les changements minimes dans les mains, les poses et Ie style des
signes car il existe des variations intra-personnes dans 1'execution des signes.
La non-invariance par rapport a Porientation des gestures puisqu'il existe plusieurs
signes qui ont des formes relativement similaires mais avec des orientations dif-
ferentes (voir fig 3.2). De plus, nous ne devons pas confondre un signe inconnu
similaire a un signe existant mais avec une orientation differente (voir fig. 3.1).
Nous devons noter aussi qu'une bonne caracteristique doit etre tolerante pour des
changements minimes dans Porientation apparente des signes.
Figure 3.1: La non-invariance d I'orientation des postures: (a) Le signe «W» et (b) Ie
signe inconnu, sont relativement similaires mats avec une difference d'orientation de
180°.
Dans ce qui suit, nous allons evaluer les caracteristiques suivantes pour 1'analyse de
Palphabet du langage des signes selon les criteres cites precedemment :
- les chames numeriques;
- Le descripteur de Fourier;
- Les moments d'inertie;
- Les histogrammes de niveaux de gris et les histogrammes d'orientation.
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3.2 Les chaines numeriques
Les techniques d'extraction des primitives liees aux contours (chaines numeriques,moments,
courbures) sont tres utilisees dans plusieurs systemes de reconnaissance de gestures de
la main [15, 16, 2, 52]. Supposons que Ie contour d'une image de gesture est ferme. Ce
descripteur est base sur Ie codage de Freeman. II consiste a coder chaque deplacement
entre deux points successifs par un chifTre allant de 0 a 7, si nous considerons les 8-voisins
ou par un chifFre allant de 0 a 3 dans Ie cas des 4-voisins (voir fig 3.4(a)). Ce codage est la
methode d'approximation angulaire la plus simple. La figure 3.4 decrit la definition de la
chaine code d un contour dans Ie cas des 4-voisins. Un exemple de codification en chaine
de base d'une image planaire quelconque est donne dans la figure 3.4(c), la sequence de
code commence a partir d'un point de depart signale dans la figure 3.4(b). Bien qu'elle
2^ 0
Le point de depart
(c) 1 110101030333032212322
(a) (d) 1003 13J331300133031 130
Figure 3.4: La chaine numerique et sa derivee: (a) represente les nombres de direction
avec la regle des 4-voisins, (b) represente un contour quelconque, (c) represente la chame
numerique du contour et (d) represente la derivee de (c).
est invariante a la translation, Pinconvenient essentiel de cette representation est qu'elle
est etroitement liee a un repere de reference (Ie point de depart) et cette representa-
tion est tres sensible a 1'orientation de 1'objet code. En effet, deux contours peuvent etre
semblables et avoir deux representations differentes. Cette representation est egalement
sensible a la taille de la main puisque Ie code de Freeman depend aussi de la longueur du
contour des gestures. II est clair que les chames numeriques simples decrites precedem-
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ment sont sensibles a la direction du suivi de contour. Pour obtenir une representation
non sensible a 1'orientation de 1'objet et a la direction de la chaine, il suffit de conside-
rer la derivee de la chaine numerique [15]. Cette derivee fournit une autre sequence de
nombres indiquant la direction relative des segments de la chaine numerique (voir fig.
3.4(d)). II est clair que la derivee de la chaine numerique est invariante a la translation
puique la derivee ne depend pas de Pemplacement de la forme dans 1'image. Par contre,
la derivee de la chame numerique depend du point initial choisi. Par consequent, ce type
de caracteristique n'est pas invariant a 1'echelle mais invariant a la rotation de 1'objet.
Dans Ie cas de Panalyse des postures, pour obtenir une representation pertinente, W.
Gao [15] a utilise des filtres passe-bas permettant de distinguer les signes en fonction de
Petat et de 1'ordre d'apparition des doigts et des vallees.
Ce type de caracteristique appele aussi « Ie code de convexete et de concavite» est in-
variant a la translation, a Pechelle et a la rotation. Pour mieux comprendre, considerons
1'exemple de la figure 3.5. La figure 3.5(a) montre Ie contour de la gesture «L» et sa repre-
(b)
(d)
Figure 3.5: La chaine code d'une gesture: (a) Vimage de contour de la gesture «L», (b) la
derivee de la chaine numerique, (c) Ie code de convexete et de concavite en utilisant un
filtre passe-bas et (d) Ie code de convexete et de concavite en utilisant Ie filtre passe-bas d
une autre echelle.
sentation en code de convexete et de concavite qui est montre par la figure 3.5 (b). Comme
nous pouvons Ie constater, la representation par la derivee de la chaine numerique, apres
avoir applique Ie filtre passe-bas dans la figure 3.5 (d), illustre mieux Ie nombre de doigts
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et Ie nombre de vallees pergus de la gesture, la nettete de chaque doigt, la profondeur
et la largeur de chaque vallee des doigts. II est facile a comprendre que chaque convexe
dans la chaine code represente un pique (doigt) et chaque concave represente une vallee
(espace entre deux doigts). Par contre, ce code n'est pas sensible a 1'orientation des ges-
tures, il est applique particulierement dans un systeme de reconnaissance pour permettre
seulement d'obtenir des informations sur Ie nombre de doigts et de vallees. Autrement-
dit, deux formes similaires avec des orientations differentes peuvent produire une meme
chaine de concavite et de convexete. En plus, cette caracteristique ne difFerencie pas entre
les doigts (index, majeur, etc.) et elle n'est pas sensible a 1'ordre d'apparition de doigts et
de vallees. Nous pouvons noter que cette caracteristique est pertinente seulement dans Ie
cas ou Ron traite des gestures indiquant les chiffres de «0» a «9» puisque ces signes se dis-
tinguent uniquement par Ie nombre de doigts et de vallees. Ce type de caracteristique est
etroitement lie au contour des images des signes et il est moins sensible a Pillummation.
3.3 Descripteur de Fourier
C'est une caracteristique liee au contour des images. Puisque la position de tout point du
contour ferme d'un objet est une fonction periodique, les series de Fourier peuvent etre
utilisees pour 1'approximation du contour. La precision de 1'approximation de contour est
determinee par Ie nombre de termes dans les series de Fourier [4, 23]. Supposons qu'un
contour d'un objet est exprime par une sequence de coordonnees :
z(t) = [x(t)^y(t)], pour t = 0,1,2, ...,N- 1





La courbure est une fonction reelle Z(t) qui s'ecrit comme suit: Z(t) = v . La cour-
bure Z(t) etant continue, bornee et periodique par rapport a la longueur du perimetre








Les coef&cients complexes Cn sont appeles les descripteurs de Fourier du contour ferme.
Ces resultats servent a definir la serie de Fourier tronquee aux premiers M coefficients, ce
qui est equivalent a mettre Cn = 0 pour n > M — 1. Ces coefHcients sont suffisants pour
decrire Ie contour (M represente Ie nombre de points du contour). II a ete demontre [4,23]
que la serie de Fourier est facilement normalisable par rapport a 1'echelle du contour. Nous
multiplions simplement les termes de Z(t) par une constante, ce qui est equivalent, compte
tenu de la linearite du descripteur de Fourier, a multiplier en taille Ie contour par Ie meme
coefficient. La rotation d'un angle 0 du contour s'obtient par la multiplication des termes
de Z{t) par e et la position du point d'origine est deplacee en multipliant Ie keme terme
de Z(t) par eikt. Done, les descripteurs de Fourier sont invariants a la translation et a
Pechelle mais, ne sont pas invariants a la rotation. Ces proprietes d'invariance rendent
les descripteurs de Fourier attractifs pour la representation des formes a base de contour.
Cependant, leur utilisation pour 1'analyse des postures du langage des signes n'est pas
tres appropriee puisqu'ils ne sont pas suffisants et pertinents pour representer, de fagon
unique, les postures du langage des signes. D'autant plus, que deux signes difFerents
peuvent produire deux vecteurs de caracteristiques identiques. Us sont peu sensibles a
1'illumination et Ie cout de calcul est considerable.
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3.4 Les moments invariants
L'utilisation des moments pour 1'analyse d'image et la representation des objets sont
inspirees par Hu [25] qui a montre que Pensemble des moments {rripq} est uniquement
determine par Pimage f(x, y) et inversement, 1'image f(x,y) est uniquement determinee
par {rripq}. Puisque Ie support de 1'image est fini, les moments de tout ordre existent
et peuvent etre calcules et decrivent, d'une fa^on unique, 1'information contenue dans
1'image. Pour caracteriser toute Pinformation contenue dans Pimage, un nombre infini
de moments est necessaire. L'objectif est de selectionner un sous-ensemble significatif de
moments suffisants pour une application bien specifique. Dans ce qui suit, nous allons
presenter P ensemble de moments invariants de Hu [25] et 1'ensemble de moments inva-
riants de Alt[2]. Par la suite, nous allons etudier 1'interet et les proprietes des moments
d'inertie pour leur utilisation pour la representation des signes.
3.4.1 Introduction des moments invariants
Avant de presenter les moments invariants, nous devons donner la definition de base des
moments d'inertie ainsi que les notations que nous allons utiliser dans les prochaines
sections. Nous allons utiliser dans ce chapitre f(x,y) pour denoter Pimage continue et
g(x, y) pour denoter Pimage discrete. Le moment cartesien bi-dimentionnel d'ordre (p-\-q)
d'une fonction continue f(x,y) s'ecrit:
>+00
mpq = I xpyqf(x,y)dxdy pour p,q = 0,1,2,...
—00
Le moment bi-dimentionnel d'une image discrete g(x,y) est defini par:
m^=E ^xpyqg(x,y)
x y
Les proprietes d'invariance des moments out regu une attention considerable [22, 23]. Hu
[25] en 1961, a ete Pun des premiers a introduire les moments invariants. II a pu obte-
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nir un ensemble de moments invariants sous un changement d'echelle, de translation, de
rotation et/ou de reflexion, base sur une combinaison des moments reguliers en utilisant
des invariants algebriques. Les moments invariants de Hu d'ordre < 3 sont utilises pour
la premiere fois pour la reconnaissance des images de differents types d'avions [38], ces
memes moments invariants sont aussi utilises pour la reconnaissance des bateaux [6] et
les moments d'ordre < 2 sont aussi utilises dans la reconnaissance de caracteres. II a ete
montre que 1'utilisation des moments d'ordre <: 2 reduit 1'erreur de classification [52].
Un survol des recherches recentes [34], revelent les besoins d'une etude des proprietes des
differents moments invariants quand ils sont utilises dans les applications de reconnais-
sance des ob jets ou des formes en general. Pour la premiere fois, nous aliens etudier leurs
performances dans la reconnaissance des postures de 1'alphabet du langage des signes en
particulier. Dans ce qui suit, nous allons d'abord rappeler les moments invariants propo-
ses par Hu [25] et ceux proposes par Alt [2] pour la reconnaissance des formes en general.
Ensuite, nous etudierons les caracteristiques des moments d'inertie afin de les integrer
dans notre systeme de reconnaissance des postures de 1'alphabet du langage des signes.
Ces moments invariants sont decrits comme suit:
- les moments invariants de Hu:
les moments centres d'ordre (p, q) sont donnes par:
^ = s s (rc - ^)p(^ - ^)^(a;' ^)
x y
ou x et y representent les coordonnees du centre de gravite de 1'image. II a ete
montre que 1'ensemble des moments /ipq sont invariants a la translation des ob jets
dans Pimage [2, 34]. Hu a ensuite defini les moments centres normalises comme
suit:
f]pq = -^- ft^ec 7 ='——'-+ 1 e^ p+9= 2, 3,....
P'OQ
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A partir de ces moments centraux normalises, Hu a pu extraire un ensemble de
caracteristiques qui sont invariantes a 1'echelle, a la position et a Porientation de
1'objet [34]. En termes de moments, ces six caracteristiques sont donnees ci-dessous:
Mi = 7720 + r]o2
M2 = (7?20 - 7?02)2 + 4?7?i
Ms = (7730 - 3?7l2)2 + (37721 - rjQs)2
M4 = (7?30 + ^12)2 + (?721 + ?703)2
MQ = (7730 - 3?7l2)(??30 + 7712) [feo + ^12)2 - 3(?721 + ??03)2]
+(37721 - ^03)(?721 + ^03)[3feo + ?7l2)2 - fel + rjos)2]
MQ = (?720 - ??02)[(??30 + 7?12)2 - fel + 7?03)2] + 4^n(?730 + ^fel + 7?03)
Hu a montre Putilite des moments invariants a travers de simples experiences de
reconnaissance de formes. Les moments invariants de Hu sont invariants a 1'orien-
tation des signes. Pour obtenir la non-invariance a la rotation, nous nous sommes
interesses dans ce qui suit, a une serie de moments invariants qui a ete proposee
par Alt [2].
- Les moments invariants de Alt:
dans Ie but d'obtenir un ensemble de moments invariants par rapport aux change-
ments d'echelle et a la translation, Alt [23] a propose de normaliser les coordonnees
(re, y) comme suit:
^ _ (x-x) ^ _ (y-y)
0'x 0'y
^m20 ^ _ ,^02 T_ _..1^-.-_ .____-_„„.- .i__ ___^_i_i._ __/ _. /OU 0-x = -t/—^- et o-y = -t/—rr. Les valeurs moyennes des variables x et ?/ sont
moo ' V ^oo
nulles et leurs variances sont egales a 1. Pour forcer la non-invariance a la rotation,
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Alt a propose une autre normalisation des variables x et y par:
E Y.xy
/T^72 ^ u ~y '- Ey'2
Finalement, il a propose I5 ensemble des moments suivants:
^-^^^(x'y(y')g3(x^
x* y*
La quantite p represente Ie coefficient de regression des variables x et y . En par-
ticulier:
moo = m2o = mo2 =1 et mio = moi = mn = 0
Alt a montre que I5 ensemble des moments mpq decrits precedemment sont invariants
a la translation et aux changements d'echelle et non invariants a la rotation, ce qui
correspond aux criteres fixes pour la representation des postures du langage des
signes. Cependant, pour representer d'une fagon unique les differentes postures,
nous devons utiliser les moments au-dela de Pordre 3, ceci diminue la performance
du systeme. Un ensemble reduit et optimal de moments invariants de Alt n'est pas
pertinent pour Panalyse du langage des signes.
3.4.2 Interet des moments dans la representation des signes
Pour illustrer Papplicabilite des moments pour la representation des postures de Palpha-
bet du langage des signes, nous allons associer a ces moments une signification en terme
de caracteristiques des signes. Dans Ie cadre de notre etude, nous nous limiterons aux
moments d'ordre < 4 puisque la signification des moments d'ordre superieur ou egal a 4
n'est pas evidente. Parmi les caracteristiques induites par les moments d'ordre < 4, nous
pouvons citer la surface, Ie centre de gravite, la variance, la dissymetrie et finalement
Paplatissement.
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Les moments d'ordre 0
La definition des moments d'ordre 0 {moo} de Pimage discrete g(x,y),
moo=^^_,9(x,y) = M=EE"
x y
represente la surface totale d'une image donnee mesuree en nombre de pixels. II est clair
que la surface des signes est invariante par rapport a la translation et non-invariante
aux changements dans I5 illumination mais, elle est aussi non-invariante a 1 echelle et a la
rotation. Nous pouvons noter ainsi que la surface n'est pas une caracteristique pertinente
puisqu'elle n'est pas suffisante pour distinguer entre tous les signes.
Les moments d'ordre 1
Les moments d'ordre 1 {mio,moi} sont utilises pour localiser Ie centre de gravite de la
main. Le centre de gravite est invariant par rapport a Pechelle mais il est invariant a
1'orientation des postures de la main. En terme de valeurs de moments, les coordonnees
du centre de gravite sont deduites a partir des moments d'ordre 1 comme suit:
ml0 _. - m01
x == —^ e^ y =
moo moo
L'invariance de cette caracteristique par rapport aux changements des conditions d'illu-
mination depend de la definition de la fonction de Pillummation et du bruit, lorsqu'elle
est calculee a partir des contours des signes. Cependant, si nous calculons Ie centre de
gravite a partir des images de niveaux de gris, les conditions d'illumination de la scene
deviennent un facteur important pour Ie calcul du centre de gravite. Nous ne devrons
pas nous limiter a cette caracteristique car elle n'est pas pertinente.
Les moments d'ordre 2
Les moments d'ordre 2 {mo^^m^^mw} representent les moments d'inertie, ils peuvent
etre utilises pour determiner les axes principaux de Pallongement minimal et maximal de
Pobjet (voir fig. 3.6).
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Les axes principaux d'inertie des postures
Les moments de second ordre peuvent etre utilises pour determiner les axes principaux
d'inertie des postures de Palphabet du langage des signes. Les axes principaux majeur
et mineur peuvent etre decrits comme une paire d'axes associes aux moments de second
ordre minimal et maximal respectivement (voir fig. 3.6).
Figure 3.6: L'estimation de I'orientation du signe «C».






Notons que 1'angle (^ est 1'angle de Paxe principal mineur Ie plus proche de Paxe des
x et il est compris dans Pinterval [^-^ ^]. L'orientation de 1'axe principal majeur peut
etre deduite a partir de 1'angle (/), et p. et ,^20 — /zo2- Le tableau 4.2 illustre comment
determine! 1'angle d'orientation de 1'axe majeur principal 0 en fonction des moments
d'ordre 2 et 1'angle (f). Cette orientation n'a du sens que si la region ne presente pas de
symetrie de revolution, c'est-a-dire ,^20 7- P'02- Les axes principaux peuvent etre utilises
comme axes de reference uniques pour decrire Forientation de postures de Palphabet du
langage des signes selon la position de la main dans Ie plan de 1'image (rotation dans
Ie plan de 1'image). Les axes principaux repondent aux criteres cites precedemment plus
particulierement, la non-invariance par rapport a 1'orientation des postures de la main,
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d'autant plus que Ie calcul des axes principaux ne necessite pas Ie calcul des moments
au-dela de 1'ordre 2. Les axes principaux ne sont sensibles aux changements dans les
conditions d'illumination que lorsqu'il s'agit des images de niveaux de gris. Cependant,
1'obtention des axes principaux a partir des contours des postures reste relativement
invariants par rapport a Pillumination de la scene. Les axes principaux d'inertie sont
evidemment invariants a 1'echelle et a la translation des ob jets dans Ie plan de 1 image
mais Us sont sensibles a 1'orientation de Pobjet dans Ie plan de 1'image. Dans Ie cas des
postures de Palphabet du langage des signes, 1'orientation des doigts et de la paume est un
parametre important pour distinguer plusieures postures. Cependant, les axes principaux
ne sont pas pertinents puisqu'ils ne peuvent pas extraire les informations liees a la forme
des signes et ils ne sont pas invariants aux nombres de doigts et aux nombres de vallees
qui apparaissent dans 1 execution des signes.
Nous detaillerons les solutions apportees a ces problemes dans Ie chapitre 4, quand ceux-ci
sont integres dans un nouveau modele de representation base sur les fonctions de taille.
Les moments cPordre 3
Les deux moments centres d'ordre 3 {^305/^03} decrivent la dissymetrie des projections
de 1 image sur les axes x et y. La dissymetrie est une mesure statistique du degre de
distribution de la deviation de la symetrie autour du centre de gravite [34]. Les coefficients
de la dissymetrie pour les projections de Pimage sur les axes x et y sont donnes par :
DIS^ = -^= DIS, = -^=
/A " Vp'w
Comme pour les proprietes des moments d'ordre 2, la dissymetrie des formes est forcement
invariante a Pechelle et a la translation. Cependant, elle n'est pas invariante a la rotation,
puisqu en tournant de 90° un objet assymetrique par rapport a Paxe des x et symetrique
par rapport a 1'axe des y, produira un objet symetrique par rapport a 1'axe des x et
assymetrique par rapport a Paxe des y. Les signes des coefficients est une indication sur
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quel cote de Paxe de projection que 1'objet est dissymetrique. Dans notre cas, il n'est pas
necessaire de connaitre la direction des axes principaux d'inertie comme nous pourrons
Ie voir dans Ie chapitre 4.
Les moments cTordre 4
Les deux moments centres d'ordre 4 {,-40,^04} decrivent la platitude des projections de
1'image sur les axes x et y. Le coefficient de Paplatissement pour les projections de Fimage
sur les axes x et y est donne par:
PLT^ = ^° - 3 PLTy= ^ - 3
P'20 P'02
Les valeurs negatives indiquent une distribution plate de pixels tandis que les valeurs
positives indiquent une distribution de pixels plus aiguee. Leurs invariances par rapport
aux changements dans Pechelle et a la translation, sont justifiees meme par leur definition,
mais ne sont pas invariants a la rotation et restent toujours moins pertinents que les
moments d'ordre 2 puisque deux formes identiques avec deux orientations difFerentes
peuvent produire deux representations similaires.
L'inconvenient majeur lie a 1'utilisation des moments d'ordre > 4 est Ie temps de calcul.
Recemment, il a ete demontre, dans une experience d'identification des avions militaires
[35] avec des images bruitees, que les moments reguliers et les moments invariants de Hu
sont plus performants que les descripteurs de Fourier.
Les moments peuvent etre utilises soit pour I5 image originale a niveaux de gris ou sur
Pimage binaire [1]. Pour des fins de pertinence et de complexite de calcul, nous avons
opte pour Putilisation des proprietes des moments reguliers sur les images binaires (apres
detection de contours) des postures. La performance et Ie cout d'utilisation des moments
dans un systeme de reconnaissance des formes sont proportionnels a 1'ordre des moments
et du type d'invariant. II serait preferable d'utiliser les moments d'ordre moins eleves.
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3.5 I/histogramme cTorientation
3.5.1 Les histogrammes des niveaux de gris
Un histogramme d'une image a niveaux de gris est une fonction qui donne la frequence
d'occurence de chaque niveau de gris. En d'autres termes, la valeur de Phistogramme au
point p denotee par h(p) est Ie nombre de pixels dans 1'image avec les niveaux de gris
egal a p. L'histogramme resume mieux 1'information frequentielle que contient 1'image et
(b)
Figure 3.7: La representation graphique de Vhistogramme de niveaux de gris : (a) Le signe
«1» et (b) Fhistogramme de valeurs.
sa structure statistique [5]. Par exemple, 1'histogramme de la figure (fig. 3.7) informe sur
Ie contraste de Pimage et permet de calculer les caracteristiques de 1'image comme les
regions et les contours [10, 22]. Les autres caracteristiques pouvant etre calculees a partir
des histogrammes des niveaux de gris, sont indiquees ci-apres:
- dynamique: la difference entre la plus grande valeur et la plus petite valeur des
niveaux de gris.
Mediane: valeurs du niveau de gris separant en deux parties egales la surface de
1'histogramme.
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- Moyenne: la somme des valeurs des pixels de 1'image divisee par Ie nombre de pixels
de 1'image.
Variance: cette grandeur caracterise la dispersion des niveaux de gris autour de
la valeur moyenne. La variance se calcule en effectuant la somme des carres de la
difference entre chaque valeur et la moyenne, divisee par Ie nombre de pixels de
1'image. L'ecart type est la racine carree de la variance.
Les proprietes de cette representation
Dans ce qui suit, nous allons citer quelques proprietes des histogrammes des niveaux de
gris relativement aux criteres cites au debut de ce chapitre :
w
(d)
Figure 3.8: L'invariance a la translation et d la rotation: (a) Ie signe «1», (c) Ie signe
«1» apres une translation et une rotation, (b) et (d) representent les histogrammes de
valeurs correspondants aux images (a) et (b) respectivement.
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rapidite de calcul: supposons que nous nous contentons tout simplement d'utiliser
1'histogramme des niveaux de gris de Pimage comme vecteur de caracteristiques.
L'avantage Ie plus important ici est la simplicite et la rapidite de calcul de 1'his-
togramme de niveaux de gris relativement aux autres caracteristiques citees prece-
demment.
Invariance par rapport a la translation et a la rotation : une autre propriete des
histogrammes des niveaux de gris est celle d'etre invariants a la translation et a
la rotation de la gesture dans la scene. Ceci est du principalement au fait que
la frequence d'occurence des niveaux de gris d'une meme gesture, sous difFerentes
positions ou sous difFerentes orientations dans la scene, reste la meme. Nous devons
noter que dans la pratique, Pinfluence d'une legere difference dans les histogrammes
de la figure 3.8 est faible.
(b)
(d)
Figure 3.9: La non-invariance d I'illumination et a Vechelle: (a) Ie signe «1», (c) Ie signe
«1» avec une variation dans I'illumination et dans I'echelle, (b) I'histogramme des niveaux
de gris du signe «1» et (d) I'histogramme des niveaux de gris de I'image (c).
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- Invariance par rapport aux conditions d'illumination et a 1'echelle : 1'efficacite des
histogrammes des niveaux de gris est illustree par la figure 3.9. Les figures 3.9 (a)
et 3.9 (c) montrent la meme gesture de la main sous difFerentes conditions d'illumi-
nation. Capter ou recenser seulement Pintensite de pixels, peut etre sensible aux
changements dans Pillumination de la scene. La difference entre les deux histo-
grammes des figures 3.9 (b) et 3.9 (d), representant les deux images du meme signe
«1» sous difFerentes illuminations, est significative. Pour obtenir 1'invariance par
rapport aux conditions d'illumination et la non-invariance a la rotation, Bichsel
[9] a introduit la mesure de la direction locale de 1'orientation en chaque pixel de
1'image. Finalement, W. T. Freeman [12] a utilise cette technique pour Ie calcul des
histogrammes des orientations locales.
3.5.2 Les histogrammes d'orientation
Plusieurs chercheurs out utilise Phistogramme d'orientation des images a niveaux de gris
pour Fanalyse des images. W.T.Freeman [12] a utilise cette technique pour la reconnais-
sance d'une dizaine de gestures predefinies pour Ie controle d'une scene dans les jeux
interactifs. Gokrani et Picard [18] out utilise les histogrammes d'orientation pour calcu-
ler les orientations dominantes de la texture. Un histogramme des orientations locales
peut etre utilise comme vecteur de caracteristiques des postures de la main [12] pour les
raisons suivantes:
- la consideration et Panalyse des orientations nous permet d'obtenir Pinvariance par
rapport aux changements des conditions d'illumination.
- Le recensement des orientations locales a 1'aide d'un histogramme permet d'obtenir
une representation invariante a la translation et par rapport a 1'echelle.
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- L'histogramme des orientations locales est non-invariant a la rotation.
(e) (f)
Figure 3.10: Les histogrammes d'' 'orientation: (a) et (b) representent les images du signe
«2», orientees vers la gauche et vers la droite respectivement, (d) et (e) representent les
images des signes «2» et «W» respectivement et (c) et (f) representent la difference entre
les histogrammes d'orientation des images [(a) et (b)] et [(d) et (e)] respectivement.
Rappelons que Ie nombre de doigts per^u ou visualise dans 1'alphabet du langage des
signes est un parametre pertinent et discriminant entre plusieurs signes. Comme Ie montre
la figure 3.10, les histogrammes d'orientation ne permettent pas de distinguer les signes
de meme orientation avec un nombre de doigts different. Les figures 3.10 (a) et 3.10(b)
montrent deux images avec difFerentes orientations ayant Ie meme nombre de doigts.
Dans ce cas, les histogrammes d'orientation associes aux gestures sont difFerents (fig.
3.10 (c)). Dans Ie cas des figures 3.10 (d) et 3.10 (e), les deux gestures sont differentes,
leurs histogrammes d'orientation sont presque identiques (fig. 3.10(f)). Nous concluons
que Phistogramme d'orientation peut etre considere comme un vecteur de caracteristiques
invariant par rapport a la taille, a la translation et aux changements d'illumination des
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gestures dans Pimage. II est non-invariant par rapport a Porientation des gestures. L'his-
togramme d'orientation est aussi relativement insensible par rapport aux nombres de
doigts utilises pour efFectuer la gesture. Ce dernier est considere comme un parametre
pertinent dans Panalyse de 1'alphabet du langage des signes.
3.6 Conclusion
Dans ce chapitre, nous avons presente un etude d'evaluation detaillee des difFerents types
de caracteristiques geometriques se rapportant aux contours et aux regions. Cette evalua-
tion ainsi que les resultats experimentaux obtenus des differents types de caracteristiques
vont nous permettre de choisir un corpus approprie afin de tester un nouveau modele de
representation qui sera decrit dans Ie chapitre 5. Les principaux resultats de cette eva-
luation selon plusieurs criteres sont resumes dans Ie tableau 3.1. Nous pouvons constater
qu'aucune des caracteristiques ne repondent aux criteres de selection fixes au debut de
ce chapitre. Lors de cette etude d'evaluation, nous avons tente de trouver un type de






































































caracteristiques qui respecte les criteres fixes au debut de ce chapitre meme si celles-ci
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ne sont pas parfaites. Nous avons choisi les moments d'inertie qui serviront de type de
caracteristiques de base dans la construction d'un nouveau modele de representation au-
tour d'un outil mathematique appele fonctions de taille. Avant de decrire ce nouveau
modele de representation, nous etudierons d'abord dans Ie chapitre suivant, la notion
et les proprietes des fonctions de taille et ensuite nous proposons un algorithme pour Ie




Dans Ie chapitre 3, nous avons presente plusieures caracteristiques utilisees dans les ap-
proches traditionnelles. Ces caracteristiques paraissent etre convenables pour les objets
rigides pour lesquels Ie modele mathematique est facile a obtenir, mais elles ne repondent
pas aux criteres cites au debut du chapitre 3. De plus, ces caracteristiques ne sont pas ap-
propriees pour les objets naturels (comme dans Ie cas du langage des signes) pour lesquels
nous devons tenir compte d'autres facteurs non seulement metriques (comme par exemple
la distance en chaque point a partir du centre de gravite), mais aussi topologiques pour
pouvoir extraire Ie comportement des mesures effectuees sur la forme.
Le but de ce chapitre est de presenter les fonctions de taille dans un niveau de details suf-
fisant pour pouvoir les utiliser dans notre modele de representation. Ensuite, nous allons
demontrer Ie potentiel de ces fonctions sous les difFerents aspects de la representation
des formes. Pour faire suite, nous aliens identifier les limites de cette theorie et les pro-
blemes souleves lors des applications deja effectuees pour la reconnaissance du langage
des signes. Finalement, nous preleverons les principales issues afin de proposer un nou-
veau schema de representation base sur une nouvelle classe de fonctions de taille dictee
par Ie besoin de repondre aux specifications citees dans Ie chapitre 3. Avant de proposer
un algorithme de calcul des fonctions de taille, nous allons d'abord presenter dans ce qui
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suit, les fonctions de mesure et les fonctions de taille ainsi que leurs proprietes.
4.1 Presentation des fonctions de taille
Dans une serie d'articles mathematiques [14, 13, 45], Panalyse des formes par des fonc-
tions a valeurs entieres appelees fonctions de taille, a ete proposee. Contrairement aux
approches traditionnelles pour la representation et la reconnaissance des formes, les fonc-
tions de taille decadent de 1'information des deux proprietes metriques et topologiques
des objets.
Le potentiel de cette representation des formes par les fonctions de taille dans Ie domaine
de la vision artificielle, est decrit a travers plusieurs exemples d'application dont on peut
citer [48, 47]. Ce sont des concepts modulaires dans Ie sens ou elles dependent d'une
certaine fonction, appelee fonction de mesure, qui sera choisie dans Ie but d'obtenir les
proprietes souhaitables des objets de la scene a analyser [49, 50].
4.1.1 Introduction intuitive des fonctions de taille
Avant de donner une description detaillee de cette representation a 1'aide des fonctions
de taille, nous discuterons des idees dees de cette representation a 1'aide d'un exemple
simple. Comme nous 1'avons deja explique precedemment, Ie but principal des fonctions de
taille est celui de representer 1'aspect metrique et 1'aspect topologique du comportement
de la fonction de mesure y [46, 49]. Ceci s'explique par Ie fait que cette representation
est basee sur deux fonctions :
- la fonction de mesure : c'est une fonction a valeurs reelles definie sur la forme.
- La fonction de taille : c'est une fonction de deux variables reelles a valeurs entieres,
resultantes de la fonction de mesure efFectuee sur la forme.
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Pour une meilleure comprehension, nous allons expliquer les fonctions de taille et de
mesure a travers un exemple.
Soit (p la distance entre un point de la courbe planaire 7 et un point a (fig. 4.1).
Figure 4.1: Une courbe planaire quelconque 7.
Le graphe de (p = y(t) represente une parametrisation particuliere de la courbe 7 et
est montre dans la figure 4.2(a). Puisque la courbe est fermee, Ie premier et Ie dernier
point du graphe comcident. La fonction (p est un exemple de fonction de mesure, ce qui
explique Paspect metrique des fonctions de taille. Cette representation ne specifie pas la
mesure la plus souhaitable, puisque cela depend de I5 application. Dans les applications
de vision artificielle, les mesures de representation des formes sont generalement calculees
sur les contours de 1'image.
L'aspect topologique s'explique par Ie calcul de la fonction de taille ly = ly(x,y) avec
1'introduction de deux parametres reels rr, y tels que x <^ y. Les deux parametres sont
utilises pour identifier les primitives qui se situent a une distance entre x et y du point
a. Par exemple, les regions ombrees des figures 4.2(b) et 4.2(c) identifient les parties
du graphe avec (p < x ei (p < y respectivement. La superposition des figures 4.2(b) et
4.2(c) est dans la figure 4.2 (d). Les regions sombres de la figure 4.2 (d) correspondent
a Pintersection entre les parties du graphe avec (p < x ei (p < y. La, fonction de taille
ly (fig. 4.2 (d)) est definie par Ie nombre de regions en gris clair qui out un segment en
commun avec au moins une region en gris fonce. A partir de ces definitions, nous pouvons
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deduire que dans Fexemple de la figure 4.2(d), ly = 2 puisqu'il n'existe que deux regions
marquees en gris clair generees par ly. La figure 4.2(e) montre la meme construction que













Figure 4.2: Le calcul des fonctions de taille: (a) represente une parametrisation particu-
Here (p = (p(t) de la courbe 7, (b) et (c) identifient les parties du graphe avec (p < x et
(p < y respectivement, (d) represente I'intersection des graphes (b) et (c), (e) la, meme
construction que (d) avec x = x\ et y = y\ et (f) represente Ie graphe de la fonction de
taille '(p •
Pour chaque valeur (x^y) dans Ie plan reel avec x <, y une valeur entiere ly (x,y) est
obtenue. Le graphe de ly est donne dans la figure 4.2(f).
Avant d'etudier les proprietes des fonctions de taille, nous allons donner dans ce qui suit,
les definitions mathematiques de la fonction de mesure et de la fonction de taille.
4.1.2 La fonction de mesure
Nous definissons un objet comme une courbe fermee et continue dans Ie plan 7 sans
contours internes. Les informations metriques de la forme de la courbe 7 sont decodees
par la fonction de mesure a valeurs reelles definie sur 7.
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Definition 1: soit 7 une courbe planaire continue du plan reel R2. Toute fonction de
mesure (p est definie par : (p : 7 i—> R
L'analyse de la forme de la courbe 7 basee sur la fonction de mesure (p est maintenant
possible. En principe, toute fonction reelle continue definie sur la courbe 7 peut servir de
fonction de mesure. La distance entre deux points, la coubure, les ordonnees des points
ainsi que les abcisses des points, sont toutes des fonctions de mesure admissibles par
rapport a un systeme de references bien defini.
4.1.3 La fonction de taille
Soient p et q deux points de la courbe 7 (fig. 4.1) . Puisque 7 est une courbe fermee, il
existe toujours un chemin continu qui joint les points p et q sans se detacher de 7.
Soit x un nombre reel et ry((p < x) 1'ensemble de points de 7 avec (p < x. Puisque
Pensemble ^((p < x) peut etre plus qu'une composante connexe, alors 1'existance d'un
chemin continu qui joint p a q sans se detacher de la courbe 7(95 < x) depend de la valeur
specifique de x.
Le second nombre reel y peut etre utilise pour etablir la relation d'equivalence Ry entre
une paire de points de 7. Deux points p et q peuvent etre .Ry-equivalents s'il existe un
chemin continu entre p et q qui soit entierement a 1'interieur de la courbe 7(1^ < y) ou
si p = q. Dans Pexemple de la figure 4.2(e), nous avons x = a;i et y = ?/i. Les points de
7 dont (^ < 2:1 et (^ < y^ sont representes respectivement par les regions en gris fonce et
en gris clair. La variable x = x\ determine quatre composantes connexes distinctes de la
courbe 7 avec (p < x-^. Deux composantes parmi les quatre peuvent etre reliees a travers
de re i < (p < ?/i, done, elles peuvent etre identifees etant une, d'ou la valeur de la fonction
de taille ^(rci, y\) = 3.
Nous pouvons maintenant produire une representation de la courbe 7, appelee fonction
de taille qui est efFectivement, une fonction de deux variables reelles x et y a valeurs
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entieres dont la variable x identifie 1'ensemble ry(y < x) et la variable y determine si
deux points de la courbe 7 sont Ry -equivalent. Si X est un ensemble de points de 7 ou la
fonction de mesure y < x et Ry une relation d'equivalence definie sur 1'ensemble X, alors
^(X/Ry) denote Ie nombre de classes d'equivalence dont 1'ensemble X est divise par la
relation d'equivalence Ry. Par consequent, la fonction de taille peut etre definie comme
suit [44]:
Definition 2 : pour chaque paire de points (re, y) C M2, la fonction de taille ly est definie
par:
ly(x,y) = ^(rr((p < x)/Ry)
Puisque Ie nombre d'elements de 1'ensemble quotient ^/((p < x)/Ry (ie: Ie nombre de
composantes connexes) peut etre infini (s'il s'agit par exemple d'une fonction de mesure
(p(t) = sin(^)), la fonction de taille doit etre consideree comme une fonction definie par :
R2 i—)-NU{+oo} avec ly(x,y)=+oo si ^(7(y? < x)/Ry) = +00
Dans ce qui suit, nous allons etudier les proprietes des fonctions de taille dans les cas
continu et discret afin de proposer un algorithme de calcul. Finalement, nous etudierons
leurs proprietes d'invariance.
4.2 Les proprietes des fonctions de taille
Les fonctions de taille out de nombreuses proprietes interessantes pour la representation
des formes. Nous nous limiterons ici aux proprietes principales suivantes :
- fmitude : Ie resultat fondamental de la theorie des fonctions de taille montre que
les valeurs des fonctions de taille ly sont toujours finies et strictement positives sur
les points de la courbe qui s'allongent sur une region triangulaire Ty de 1'aire definie
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par:
T^={(x,y): ipmm<y<tpmax , ymm<x< y}
ou (pmm et (^maa:; representent Ie minimum et Ie maximum de la fonction de mesure
y a travers la courbe 7. Le graphe de la fonction de taille est toujours defini dans
une region triangulaire avec (prnm < x et y < (pmax (1'aire Ty consiste en des points
(p - (pmin
de la region triangulaire avec x < y). De plus, la normalisation (p =
^max __ ,^rmn(p'"-^ — (pl
montre que la fonction de taille calculee dans la region triangulaire definie par
T y = {(x,y) : 0 < x < y < 1} est invariante a Pechelle.
Monotonicite et continuite: pour toute courbe 7 et pour toutes fonctions de
mesure (p admissibles, la fonction de taille ly(x,y) est non decroissante en x (pour
un y fixe) et non croissante en y (pour un x fixe). Autrement-dit, si la fonction
de taille prend la meme valeur en deux points qui s'allongent sur 1'axe vertical ou
horizontal, alors elle prend les memes valeurs a travers Ie segment qui joint les deux
points.
^
Egalites et inegalites: les deux inegalites fondamentales de cette theorie (p < x
et (p > y sont basees sur deux parametres independants x et y. La courbe dans la
figure 4.3(b) est obtenue par 1'ajout d'un signal sinusiodal a la courbe de la figure
4.3(a). Les figures 4.3(c) et 4.3(d) montrent Ie graphe de la fonction de mesure (p, la
distance definie entre Ie point a et tout autre point associe aux courbes des figures
4.3(a) et 4.3(b) respectivement. Les fonctions de taille correspondantes aux courbes
4.3(a) et 4.3(b) sont reproduites dans les figures 4.3(e) et 4.3(f) respectivement.
A partir de la figure 4.3(f), nous pouvons constater que Ie composant frequentiel
de la courbe 4.3(b) (et de la fonction de mesure de la figure 4.3 (d)) genere des
grandes valeurs de la fonction de taille dans Ie voisinage de la droite y = x, mais
virtuellement n'a pas d'efFets dans la region dont y est sufHsamment large que x.
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En examinant les graphes des figures 4.3(e) et 4.3(f) seulement a proximite de
la droite diagonale y = x, la similarite entre les deux courbes des figures 4.3 (a)
et 4.3(b) ne peut etre affirmee. Cependant, si nous considerons toute la region




Figure 4.3: Les proprietes d'inegalite et d'egalite: (a) et (b) representent une sphere et
une sphere bruitee, (c) et (d) representent la parametrisation des courbes (a) et (b) res-
pectivement, et (e) et (f) representent les fonctions de taille correspondantes aux courbes
(a) et (b) respectivement.
Nous deduisons que les fonctions de taille sont souhaitables pour la reconnais-
sance des ob jets similaires mais pas necessairement identiques. Nous pouvons aussi
nous interesser qu'a certaines zones des regions triangulaires qui representent les
fonctions de taille pour efFectuer la comparaison des formes selon les besoins de
P application.
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- Heritage: une des proprietes fondamentales de la representation proposee dans ce
projet est celle de 1 heritage des proprietes d'invariance par rapport aux transfor-
mations geometriques des fonctions de mesure sur lesquelles est basee la fonction
de taille. En general, les proprietes d'invariance souhaitees dans une application
specifique comme dans la reconnaissance du langage des signes, peuvent etre utili-
sees comme criteres de base dans la recherche de la fonction de mesure appropriee.
Nous allons presenter les proprietes d'invariance plus en detail dans la section 4.4.
4.3 I/algorithme de calcul des fonctions de taille
Une approche formelle de calcul des fonctions de taille consiste a discretiser la forme de
1 objet. Si nous considerons la discretisation de la lettre «M.» tracee sur Ie plan reel, alors,
la lettre «M» peut etre vue comme un graphe (fig. 4.4). Nous pouvons maintenant dresser
un algorithme pour Ie calcul de la fonction de taille d'une courbe dans Ie plan image.
Pour des raisons de simplicite, nous allons illustrer 1'algorithme de calcul de la fonction
de taille dans Ie cas ou la fonction de mesure (p est definie sur un ensemble de points de
la courbe 7 avec (p < 0 qui represente la discretisation de la lettre «M».
Pour ce faire, nous choisissons la fonction de mesure (p qui associe a chaque point du




,max _ /r,mzn(pniu,^ _ y
ou p est un point du graphe de la lettre «M», y(p) son ordonnee, (pmin et (pmax sont
respectivement Ie minimum et Ie maximum de y(p). Dans la figure 4.4(a), (pmn = 0 et
,maa; _
Soit B(pz)e une boule de centre pi et de rayon e et ly la fonction de taille dans Ie cas
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discret, alors 1'algorithme de calcul de la fonction de taille est compose de quatres etapes :
- Etape 1:
discretiser la courbe 7 avec un nombre fini N de points p\i == 1,...,A^ tel que
7 C U^B(pi)^ et Pensemble B(pi\ H 7 est un ensemble non vide et connexe pour
z=l,..,7V(fig.4.4(a)).
- Etape 2:
- definir Ie graphe G dont les sommets sont les points p% et les arcs joignent les
points adjacents dans 7.
- Calculer y(p) a chaque points p\i = 1, ...,N. (fig. 4.4(a)).
- Etape 3 :
calculer Ie maximum (pmax de y(p),i = 1, ...,N et initialiser une marge de depla-
cement 8.
- Etape 4:
pour y = 0 jusqu'a (pmax par pas de 6 faire:
- definir Ie sous-graphe Gy<y du graphe G induit par Pensemble des sommets de
G pour lesquels y <y (comme par exemple dans la figure 4.4(b) ou y = 0.8).
Pour x = 0 jusqu'a y par pas de 8 faire:
calculer l(a; x, y) Ie nombre de composantes connexes de Gy<y qui contiennent
au mains un sommet p^ tel que y (pl) < x (comme par exemple dans la
figure 4.4(b) ou pour y =0.8 et x = 0.5, ^(0.5,0.8) = 3).
Les deux conditions de la premiere etape consistent a verifier que la courbe 7 est discreti-
see de fagon a ce que les cercles contiennent exactement un seul arc connecte a la fois sur la
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courbe 7. Le graphe G dans la deuxieme etape, represente la version discrete de la courbe
7. La troisieme etape determine la resolution minimale et les points (x, y) pour lesquels
y(p) est calculee. Dans la quatrieme etape, la fonction de taille est calculee pour 1 en-

















Figure 4.4: La fonction de taille associee a la lettre «M» : (a) Ie graphe de la lettre «M»
dont les sommets sont etiquetes par un nombre reel (resultats de la fonction de mesure
(p), (b) les points ainsi que les composantes connectees dont la fonction de mesure (p
depasse strictement 0.8 sont representes par des pointilles et Ie nombre de composantes
connexes qui contiennent au moins un point etiquete par une valeur qui ne depasse pas
0.5 est egale d 3 (ie: ^(0.5,0.8) = 3) et (c) la fonction de taille associee d la lettre «M~»
representee dans la region triangulaire avec x > y.
4.4 Proprietes cTinvariances euclidiennes
Une des proprietes fondamentales des fonctions de taille presentee precedemment dans ce
chapitre, est celle de Fheritage des proprietes d'invariance de la fonction de mesure. Par
exemple, la fonction de mesure (la distance des points du contour a partir d'un point «a»)
presentee dans la premiere section de ce chapitre est invariante seulement a la rotation
du plan de Fimage autour du point «a». Cependant, cette fonction n'est pas invariante
ni a la translation ni a 1'echelle puisque Ie point «a» est fixe dans Ie plan. Dans Ie but
d'obtenir Pinvariance a une plus grande classe de transformations, la meilleure strategie
est celle de remplacer Ie point «a» par Ie centre de gravite du contour note par «c» comme
dans 1'exemple de la figure 4.5(a). Par consequent, la fonction de mesure Dc qui mesure
la distance des points du contour a partir du centre de gravite ainsi que les fonctions de
taille induites ID^ sont invariantes a 1'echelle, a la rotation et a la translation a travers Ie
plan de 1'image. Done, les proprietes d'invariances euclidiennes sont deja obtenues. Ces
proprietes d'invariances sont illustrees dans la figure 4.5.
(a) (b) (c)
Figure 4.5: Les proprietes d'invariances euclidiennes: (a) Ie signe «L», (b) deplacement
du signe «L» dans I'image, (c) Ie signe «L» avec un agrandissement et une rotation de
180°, (d), (e) et (f) representent les fonctions de taille correspondantes aux contours (a),
(b) et (c) respectivement.
La figure 4.5 montre respectivement Ie contour du signe «L» (fig. 4.5(a)), Ie meme contour
apres lui avoir applique differentes transformations euclidiennes, une translation (fig.
4.5(b)) et une rotation de 180° avec un agrandissement (fig. 4.5(c)). Les figures 4.5(d),
4.5(e) et 4.5(f) montrent les fonctions de taille ID^ correspondantes aux difFerentes trans-
formations du signe «L» induites par la fonction de mesure Dc qui est la distance des
points du contour a partir du centre de gravite. II est clair que la difference entre les
fonctions de taille des figures 4.5(d), (e) et (f) qui semble etre due aux efFets du plan
discret est negligeable. Nous ne voulons pas d'une fonction de mesure invariante a la
rotation comme nous 1'avons deja precise dans Ie chapitre 3, puisque la representation
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du signe de la figure 4.5(a) doit etre differente de celle du signe de la figure 4.5(c).
Nous aliens maintenant decrire dans les sections suivantes, la construction d'une repre-
sentation pour la reconnaissance de Palphabet du langage des signes basee sur les fonc-
tions de taille. Pour ce faire, nous allons presenter dans un premier temps les differentes
fonctions de mesure existantes et ensuite trouver une fonction de mesure admissible et
adequate pour Ie traitement des postures de Palphabet du langage des signes.
4.5 Les fonctions de mesure existantes
Dans cette section, nous allons etudier plusieures fonctions de mesure deja utilisees pour
1'analyse de 1'alphabet du langage des signes. Le choix de la fonction de mesure adequate
pour la representation des postures de 1'alphabet du langage des signes doit satisfaire
les criteres cites dans Ie chapitre 3. A partir des images de postures de 1'alphabet du
langage des signes des figures 3.2 et 3.3, nous constatons que Ie probleme de determiner
une fonction de mesure capable de decoder les similarites et de distinguer entre difFerents
signes est non trivial. La plus grande difficulte est due aux faits que les poses des mains
ne sont pas fixes et Ie style de faire les signes change avec les individus. Dans ce qui suit,
nous allons enumerer plusieures classes de fonctions de mesure qui out ete proposees par
C. Uras et A. Verri [44, 48, 47, 49, 46] et nous allons soulever les problemes de chacunes
d'elles, pour finalement proposer une nouvelle fonction de mesure efiicace basee sur les
moments d'inertie d'ordre 2.
1. La distance a partir du centre de gravite:
la distance d'un point a partir du centre de gravite parait plausible pour extraire les
caracteristiques pertinentes des images de signes, telles que les doigts apparents dans
chaque contour de signe. Les figures 4.6(a) et 4.6(d) montrent les images de contour des
signes «K» et «V» respectivement, et les figures 4.6(b) et 4.6(e) montrent les fonctions
de taille correspondantes. Ce n'est pas surprenant qu'a partir des deux postures qui
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out un meme nombre de «doigts» de meme taille (fig. 4.6(a)) et (fig. 4.6(d)), les deux
representations correspondantes (fig. 4.6(b)) et (fig. 4.6(e)) sont presque sirailaires. Cette
similarite est due essentiellement aux proprietes d'invariance par rapport a la rotation de
la fonction de mesure employee. Dans ce qui suit, nous allons etudier une autre fonction
de mesure basee sur 1'axe horizontal qui passe par Ie centre de gravite. Cette nouvelle
fonction de mesure est capable de prendre en compte les orientations des doigts puisque
nous considerons seulement les points qui existent au-dessus de Paxe horizontal qui passe
par Ie centre de gravite et evidemment est non invariante a la rotation.
2. La distance a partir d'un axe de reference :
pour remedier au probleme precedent, C.Uras [48] a done propose a ce sujet, d(p) soit la
distance d'un point de contour a partir de la ligne horizontale qui passe par Ie centre de
gravite, alors la fonction de mesure (po est definie par :
si p s'allonge au-dessus de 1'axe horizontal
^(P)=\ "uo "sinoi/
Les fonctions de taille des signes «K» et «V» induites par la fonction de mesure (po sont
representees respectivement dans les figures 4.6(c) et 4.6(f). Nous pouvons constater que
Putilisation de la fonction de taille a base de la fonction de mesure yo distingue mieux
les signes «K» et «V» puisque la fonction de taille l^ depend seulement de la portion
des contours situee au-dessus de 1'axe horizontal. Cette fonction de taille est sensible a
1'index dans Ie cas du signe «K» et a la fois a 1'index et Ie majeur dans Ie cas du signe
«v».
Apr es avoir fait plusieures analyses sur la structure de I5 alphabet de la langue des signes
dans Ie chapitre 1, il est clair que la fonction de mesure (RQ est incapable de discriminer
tous les signes de 1 alphabet. Ceci est du aux orientations relatives des doigts par rapport
a 1 axe horizontal comme dans Ie cas des signes «P» et «Q», «G» et «H» ou «M» et «N»
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Figure 4.6: La recherche d'une fonction de mesure adequate: (a) et (d) les contours des
signes «K» et «V», (b), (e) et (c),(f) les fonctions de taille correspondantes aux contours
(a) et (b) avec (p = la distance des points a partir du centre de gravite et (p = (po
respectivement.
3. La premiere famille de fonctions de mesure:
comme il a ete mentionne precedemment, etant donnee une fonction de mesure specifique
y, differentes formes peuvent produire la meme fonction de taille. Ceci implique la neces-
site de rechercher possiblement une famille de fonctions de mesure, chacune permettra
la discrimination d'un sous-ensemble de signes. Nous pouvons considerer la fonction de
mesure (RQ definie precedemment comme un cas particulier (Ie cas ou 0 = 0) de la famille
de fonctions de mesure (pQ indexees par 1'angle 0 avec 0 < 6 < 360 .
4. La deuxieme famille de fonctions de mesure:
une autre categorie de fonctions de mesure utilisee par C.Uras et A.Verri [49, 46] consiste
a encadrer les contours des signes extraits dans une boite rectangulaire montree dans
la figure 4.7(a). Pour chaque point p du segment de droite horizontale qui passe par Ie
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centre de la boite rectangulaire, est associee une distance h(p) qui est la distance entre
Ie point p et Ie point de contour Ie plus loin se trouvant sur la droite verticale qui passe
par Ie point p (fig. 4.7(b)).
Cette fonction de mesure est definie par:
si Pintersection de la droite verticale et Ie contour n'est pas vide
v0^ = 1 'UUO sinon"
Le graphe de (po pour Ie contour de la figure 4.7(b) est montre dans la figure 4.7(c). La
fonction de taille l^ induite par une telle fonction de mesure est montree dans la figure
4.7(d). II est clair que la fonction de taille lyy couvre une certaine direction particuliere
du plan de 1'image. Dans Ie but de produire des fonctions de taille capables de distinguer
entre les differents signes, la fonction de mesure (RQ peut etre consideree comme un cas
particulier dont (6=0) d'une grande famille de fonctions de mesure (pQ indexee par un
angle 6> avec ( 0 ^ (9 < 360 ).
Figure 4.7: La deuxieme famille de fonctions de mesure: (a) Ie contour du signe «L» d
Uinterieur d'une boite rectangulaire, (b) la distance entre un point p et Ie point Ie plus
loin qui se trouve sur la droite verticale qui passe par Ie centre de gravite, (c) Ie graphe
de la fonction de mesure et (d) represente la fonction de taille correspondante.
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4.6 Limite des fonctions de mesure existantes
Avant de proposer notre fonction de mesure, nous allons presenter dans ce qui suit, les
limites des fonctions de mesure proposees precedemment et les resultats experimentaux
obtenus en utilisant la troisieme famille de fonctions de mesure.
La pertinence de ces families de fonctions de mesure ainsi que Ie nombre considerable
de rotations necessaires pour Ie calcul des fonctions de taille induites reste un probleme
majeur de cette technique. Les experiences empiriques nous montrent Fimpertinence de la
deuxieme famille de fonction de mesure (po pour un signe particulier «P» (fig. 4.8). Le fait
que la portion de contour de la figure 4.8(c) n'apparait pas etre une bonne approximation
complete du contour de la figure 4.8(a) malgre les 72 rotations du signe. Le nombre de
rotations est un facteur important pour s'assurer de la pertinence de cette famille mais
au depend du cout eleve de calcul des fonctions de taille.
Figure 4.8: Le probleme de la pertinence d'une famille de fonctions de mesure: (a) I'image
a niveaux de gris du signe «P». (b) Le contour du signe «P», (c) les points representatifs
du signe «P» en utilisant la deuxieme famille de fonctions de mesure.
Plusieures experiences ont deja ete efFectuees avec Putilisation des difFerentes families
de fonctions de mesure citees precedemment. Les meilleurs resultats sont obtenus avec
Putilisation de la deuxieme famille de fonctions de mesure. Le tableau 4.1 montre les
resultats des experiences deja realisees pour la reconnaissance de Falphabet du langage
des signes en utilisant la deuxieme famille de fonctions de mesure citees precedemment
et un systeme de reconnaissance base sur la regle des k-plus proches voisins.
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Durant ces experiences, trois ensembles d'apprentissage et deux personnes difFerentes
out ete utilises pour Pexecution des signes. Chaque ensemble d'apprentissage comprend
10 exemplaires de chaque signe (250 exemplaires pour chaque ensemble). L'ensemble
d'apprentissage Tl comprend 10 exemplaires effectues par la personne Sl, T2 comprend
10 exemplaires efFectues par la personne S2 et finalement, T3 comprend 5 exemplaires
efFectues par Sl et 5 exemplaires efFectues par S2. Les differents ensembles d'apprentissage
ont ete testes avec 20 nouveaux exemplaires effectues par Sl et S2.











































































Les lettres entre parentheses montrent les erreurs de classification des signes. Les taux de
reconnaissance sont montres a la derniere ligne du tableau 4.1. Notons que si 1'ensemble
d'apprentissage et les tests de validation sont composes de signes effectues par la meme
personne (T1-S1 ou T2-S2), alors, dans ce cas, Ie taux de reconnaissance est situe entre
96% et 98%. Le taux de reconnaissance diminu s'il s'agit des signes efFectues par une
personne et valides sur un ensemble d'apprentissage constitue de signes efFectues par une
autre personne (T1-S2 ou T2-S1). Cependant, ce taux de reconnaissance croit vers les
90% s'il s'agit de Pensemble d'apprentissage constitue d'un melange de signes effectues
par deux differentes personnes (T3-S1 et T3-S2).
Nous pouvons constater que malgre Ie nombre de rotations effectuees pour chaque signe,
la famille des fonctions de mesure est toujours incapable de distinguer plusieurs signes
dont on peut citer Ie signe «D» qui est confus avec Ie signe «F», «L» et «K», «M» et «N»,
«S» et «T» et finalement «U» et, «B» et «R».
Apres plusieures experiences empiriques et une inspection particuliere de la structure des
formes des signes, nous constatons que les informations pertinentes de chaque signe sont
relativement situees au-dessus ou au-dessous d'un axe de reference specifique au signe
en question. Au lieu de considerer 72 axes de reference, il semble suffisant de prendre
les axes principaux d'inertie (1'axe principal majeur et mineur) comme axes de reference
pour aboutir a une paire de fonctions de mesure. Ceci permet d'eviter de faire plusieures
rotations afin de couvrir I'information contenue dans chaque signe.
4.7 Notre modele de representation
La plupart des caracteristiques proposees dans Ie chapitre 3 pour Panalyse et la repre-
sentation des formes, semblent etre appropriees pour des cas particuliers comme pour
les objets polyhedriques rigides ou la reconnaissance des caracteres. Cependant, elles ne
sont pas suffisamment flexibles pour etre appliquees dans Ie cas des postures du langage
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des signes (voir Ie tableau 3.1). Pour eviter un nombre eleve de fonctions de taille comme
dans Ie cas des experiences de C. Uras [49, 46], nous proposons 1'utilisation des axes
principaux d'inertie comme axes de reference.
Comme il a ete explique dans Ie chapitre 3, les moments d'inertie d'ordre 2 peuvent etre
utilises pour determine! les axes principaux des contours des signes. Les axes principaux
sont decrits par une paire d'axes qui correspondent au moment minimal et maximal
d'ordre 2 (1'axe principal majeur et 1'axe principal mineur respectivement).
Comme nous 1'avons deja specific dans Ie chapitre 3, 1'orientation de 1'un des axes prin-
cipaux est determinee specifiquement par les signes de /zn et ,^20 — P'02 comme Ie montre
P equation 3.1.
Le tableau 4.2 montre comment determiner 1'orientation de Paxe principal majeur 0 en
fonction des moments d'ordre 2 et de 1'orientation de 1'axe principal mineur (f) incluant
les cas particuliers ou /^n = 0 et ^o = ^02. Notons que dans notre experience, il n'est
pas necessaire de distinguer 1'axe principal majeur et Paxe principal mineur puisque nous
faisons la moyenne des deux fonctions de taille induites par les deux axes principaux.
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Nous allons utiliser les axes principaux d'inertie comme axes de reference uniques en plus
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du centre de gravite pour definir une nouvelle paire de fonctions de mesure.
Une paire de fonctions de mesure:
Pintroduction des moments d'inertie est rendue necessaire pour eviter Ie probleme de
calcul des fonctions de taille induites par une famille de fonctions de mesure citee dans les
sections precedentes. Au lieu d'une famille de fonctions de taille, nous utilisons seulement
une paire de fonctions de taille dont 1'une est associee a 1'axe principal d'inertie majeur et
Pautre a 1'axe principal d'inertie mineur. II est clair qu'un seul axe principal ne garantie
pas la discrimination entre tous les signes puisque Ie probleme est semblable a celui
rencontre dans Ie cas de la distance a partir de 1'axe horizontal.
Les deux fonctions de mesure sont definies par:
d(p) si p s'allonge au-dessus de 1'axe principal majeur
0 sinon
et
d(p) si p s'allonge au-dessus de 1'axe principal mineur
"0 sinon
ou d(p) est la distance du point du contour p a partir du centre de gravite. Le nombre
de fonctions de taille associees a chaque signe est reduit a un binome de fonctions de
taille l^ et l^. Nous aurions pu considerer tous les points du contour avec 1'ajout d'une
ou plusieures fonctions de mesure afin d'inclure les points du contours non consideres,
mais cette hypothese s'est averee inutile puisque des experiences empiriques montrent
que cette paire de fonctions de taille est suffisante pour extraire les informations perti-
nentes contenues dans les contours des signes. Les figures 4.9(b) et 4.9(d) representent
les fonctions de taille l^ et l^ induites par 1'axe majeur et Paxe mineur du contour du
signe «C».
Nous pouvons conclure que ces deux fonctions de mesure sont invariantes a 1'echelle et
a la translation par Ie fait meme qu'elle sont basees sur les moments d'inertie centraux.
78
La non-invariance a la rotation est intrinseque aux axes principaux. En efFet, deux signes
semblables ayant deux orientation difFerentes auront des axes principaux difFerents, mats
deux fonctions de taille identiques. Afin d'obtenir une representation sensible a 1'orienta-
tion des signes, nous devons tenir compte des orientations des axes principaux (majeur
et mineur).
(d)
Figure 4.9: Une paire de fonctions de mesure: (a) et (c) representent les points consi-
deres du contour du signe «C» situes au-dessus des axes principaux majeur et mineur
correspondants au contour du signe «C», (b) et (d) representent les graphes des fonctions
de taille induites par les deux fonctions de mesure <^i et y-z.
Le critere de robustesse par rapport aux nombres de doigts et de vallees dans les postures
est acquis grace aux proprietes topologiques des fonctions de taille comme nous Pavons
specific au debut de ce chapitre.
4.7.1 Normalisation des fonctions de taille
Les dimensions des fonctions de taille ainsi que les valeures maximales et minimales des
fonctions de mesures sont dependantes des signes. Comme il a ete dit precedemment, les
fonctions de taille sont representees dans une region triangulaire limitee par les valeurs
minimales et maximales des fonctions de mesure ^p\ et (^2. La normalisation des fonctions
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de taille est indispensable pour nous permettre de fixer une methode de reconnaissance.
Cette normalisation est decrite en deux etapes:
- L'etape 1: normalisation des fonctions de mesure (p\ et y?2
Soit ^ Pensemble des points du contour d'un signe quelconque, y^(P) une des
fonctions de mesure et P est un point de \. Nous considerons que les valeurs
M = max((^(P)) et m = mm(^(P)) sont respectivement, Ie maximum et Ie
PE-X. " "" " P^x
minimum de la fonction (p^.
Nous definissons une nouvelle fonction (p-^ (P) = ^ ——— de telle fagon que
nous aurons toujours mm(^(P)) = 0 et max(^(P)) = 1. Sachant que (p^ est la
fonction de mesure normalisee telle que 0 < y^(P) < 1. Notons que dans notre
application, ^ contient plus de deux points et m 7^ M.
- L'etape 2 : algorithme de normalisation des fonctions de taille
Etant donnee une fonction de mesure normalisee, cet algorithme permettra d'obte-
nir des fonctions de taille representees par des matrices carrees :
- pour chaque i,j dans {1, 2, ....r}:
calculer la valeur de Uij = ^,(^)(^, ^) ou r est un entier positif.
La matrice carree Uij est la fonction de taille normalisee discrete. Nous obtenons toujours
une matrice carree r * r, pour toutes les formes considerees. Sachant que pour tout
(i^j) £ {l,2,....r} alors, (^, ^) G T^ ou ^ est la region triangulaire qui represente la
fonction de taille normalisee.
4.7.2 Technique de normalisation en presence du bruit
II peut arriver que des ob jets ^i et ^2 bruites, out des formes similaires mats les valeurs
Met m de^i a ^2 sont difFerentes. II s5 en suit que les fonctions de taille normalisees
basees sur la fonction de mesure normalisee, peuvent etre difFerentes.
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Un exemple peut eclaircir la situation. Nous considerons un ensemble ^i et un ensemble
^2 (voir fig. 4.7.2(a) et (b) resp.) tel que ^2 = Xl u P^ ou P est un point isole loin de ^2-
(a) (b)
lii^ff^ioBlgfeii^
Figure 4.10: Le probleme de normalisation des formes bruitees: (a) Ie signe «L», (b) Ie
signe «L» bruite, (c) et (d) les fonctions de taille des contours (a) et (b) respectivement.
Nous pouvons constater que les deux formes sont similaires mais, la valeur max ip^ (P)
-Pex2
est beaucoup plus grande que max (p^ (P). Ce fait implique que les fonctions de taille
1
normalisees associees aux deux ensembles ^i et ^2 sont difFerentes (fig. 4.7.2(c) et (d)).
Dans Ie but de faire face au probleme de normalisation en presence du bruit, nous pouvons
proceder selon 1'algorithme suivant:
1 yn-





- Nous posons ensuite, d~^ = ( ^ (^x(^) ~ P')k) ou ^ est un nombre reel positif.
^{Pi)>p,
- Nous posons similairement d^ = ( V^ (^ — (p^(Pi))k)k.
(^(Pi)<^
Nous posons finalement M^ = ^ + d~^ et m^ = fJi— d^.
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Nous pouvons constater contrairement aux valeurs de M et m que les valeurs M/c et mjc
sont plus stables qu and nous ajoutons un bruit a I5 ensemble \. On peut montrer que:
lim Mk = M, lim m^ = m, lim M^ = +00 et lim m^ = —oo
k—f'+oo " ' k-)-+oo ' k->-0+ k->-0+
pour une discretisation (P2) fixe et (p fixe. Si nous choisissons un k plus grand, les valeurs
de Mk et m^ seront egales approximativement aux valeurs de M et m qui sont deja
considerees comme inconvenients en presence du bruit. Si nous choisissons un k tres
petit, nous obtenons M^ et m^ tres larges, alors la region carree [0,1] x [0,1] ou nous
representons la fonction de taille normalisee, va correspondre a des intervales tres larges
[mfc, M^} x [mfc, MA;], par consequent, beaucoup de details sont perdus. Nous avons choisi
k = 4 pour P implant ation de notre systeme.
4.8 Conclusion
Apres avoir discute des proprietes des fonctions de taille dans Ie cas continu, nous avons
ensuite discretise celles-ci pour des fins de calcul et finalement, nous avons propose une
nouvelle approche d'utilisation des fonctions de taille induites par une seule paire de
fonctions de mesure a base des axes principaux d'inertie. Cette nouvelle paire parait
etre suffisante et pertinente pour distinguer toutes les postures de Palphabet du langage
des signes. Contrairement aux autres families des fonctions de mesure utilisees deja par
C.Uras et A.Verri [48, 47] dont Ie vecteur de caracteristique represente la moyenne de
72 fonctions de taille qui correspondent aux 72 rotations des postures. Un vecteur de
caracteristiques d'un signe est obtenu par la moyenne et la normalisation de seulement
deux vecteurs de base correspondants a Paxe principal majeur et 1'axe principal mineur
d inertie de la posture.
Dans Ie chapitre suivant, nous allons utiliser ce schema de representation pour former





Ce chapitre decrit Ie systeme d'analyse et de reconnaissance des postures du langage des
signes que nous avons implante ainsi que les resulats obtenus. II faut signaler que nous
avons valide notre systeme dans Ie cas du langage des signes italien.
II faut se rappeler que Ie but principal de ce projet est celui d'exploiter les proprietes
potentielles des fonctions de taille et de leur integration comme vecteur de caracteristiques
dans un systeme de reconnaissance base sur un classifieur neuronal. Nous devons d'abord
definir, dans ce qui suit, 1'architecture du systeme et les difFerents modules qui constituent
notre systeme de reconnaissance.
5.1 Architecture du systeme
Pour realiser ce travail, plusieures etapes sont necessaires (fig. 5.1). Leur objectif est de
reduire la quantite des informations manipulees en extrayant les plus pertinentes.
La premiere etape consiste en 1'acquisition des images de signes a Paide d'une camera et
ensuite a la binarisation, appelee aussi seuillage, dont Ie but est de transformer 1'image
numerisee en 256 niveaux de gris en une image noire et blanche ou Ie noir est Ie fond
de Pimage et Ie blanc represente la main. L'etape de seuillage est rendue indispensable
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par la quantite d'information vehiculee et la necessite de reduire cette information. Cela
consiste a restituer Ie plus d'information et Ie moins de bruit possible.
Images & 266^






!BOci6e & 1 axe maje
et & 1'axe mineur
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dape5 dtape4 litapeS
Figure 5.1: L architecture du systeme de reconnaissance.
La deuxieme etape consiste a la detection de la plus longue chame dans 1'image binaire des
difFerents signes en utilisant un detecteur de contour de Canny. Ainsi, nous avons utilise
un algorithme relativement simple qui consiste a identifier les trous dans Ie contour et Ie
fermer avec les pixels de ses plus proches voisins.
Les etapes de pre-traitement proprement dites etant efFectuees, nous devons maintenant
proceder a la reconnaissance des signes. Pour cela, il est necessaire d'avoir une represen-
tation des contours des signes obtenus dans la deuxieme etape. Ainsi, la troisieme etape
consiste a calculer pour chaque signe 1'axe principal majeur et 1'axe principal mineur
selon les formules donnees dans Ie chapitre precedent. Ces axes principaux vont servir
comme axes de reference dans Ie calcul des fonctions de taille dans la quatrieme etape.
Ainsi, la quatrieme etape nous permet de construire deux fonctions de taille pour chaque
signe pour ensuite, passer a la normalisation selon Palgorithme presente a la fin du cha-
pitre 4 et au calcul de la moyenne, pour finalement obtenir un vecteur bi-dimentionnel de
146 caracteristiques incluant les orientations des axes principaux (majeur et mineur) afin
d'avoir une representation sensible a la rotation des signes. En dernier lieu, un module de
reconnaissance neuronale est charge de la classification des signes a Paide des fonctions
de taille normalisees.
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Les deux premieres etapes etant evidentes, elles ne seront pas decrites ici. La troisieme
et la quatrieme etape ont ete largement presentees dans Ie chapitre 4. Done, nous al-
Ions presenter dans ce qui suit, la cinquieme etape de notre systeme soit Ie module de
reconnaissance.
5.2 Module de reconnaissance
Apres Petape de representation, la classification reste a accomplir. II s'agit d'un classifieur
neuronal que nous avons mis en oeuvre pour effectuer cette tache. Le reseau prend en
entree les fonctions de taille normalisees sous forme de vecteur de caracteristiques. II doit
reconnaitre Ie plus de signes possibles avec un faible taux d'erreur. II doit surtout eviter
les erreurs de classification au risque de faire legerement baisser Ie taux de reconnaissance
car il doit etre fiable.
Apres plusieures experiences empiriques, nous avons constate qu'un seul reseau suffit pour
la reconnaissance de plusieures series de signes. II s'agit d'un classifieur neuronal M.L.P.
(Multi Layer Perceptron) utilisant pour Papprentissage, 1'algorithme du gradient conjuge
(SCG). L'utilisation d'un reseau de neurone incremental (R.C.E. ou Grossberg) aurait
pu sembler logique pour obtenir un systeme adaptif qui aurait evolue en fonction de son
utilisation. Mais les performances (taille, temps d'execution) de ce genre de reseaux nous
ont conduit a Pabandonner.
La topologie du reseau utilisee est simple: c'est un reseau a trois couches completement
interconnectees les unes aux autres (fig. 5.2). La premiere couche comporte 146 neurones,
les entrees de ces neurones etant les caracteristiques decrites precedemment dans la sec-
tion precedente, a savoir la moyenne des fonctions de taille normalisees (12 x 12) et les
deux orientations des axes principaux. Le nombre de neurones de la deuxieme couche de-
pend de la separabilite des caracteristiques. Plus Ie probleme est lineairement separable
moins nous aurons besoin de neurones dans cette couche. En pratique, un nombre de 81
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neurones dans cette couche s'est avere suffisant. La derniere couche comporte evidem-
ment 25 neurones qui correspondent aux 25 classes possibles de 1'alphabet du langage
des signes italien («A»... «Y»).





Figure 5.2: La topologie du reseau utilise.
Dans ce qui suit, nous allons presenter Palgorithme d'apprentissage du reseau de neurone
qui consiste a modifier les poids des connections inter-neuronales pour que les neurones
de sortie aient les valeurs desirees en fonction des entrees que nous lui presentons.
L'algorithme d'apprentissage utilise ici est la fonction SCG (Ie gradient conjuge) [30].
C'est un algorithme adapte aux reseaux de neurone de type (Multi Layer Feedward).
Get algorithme est considere comme un membre de la famille des methodes du gradient
conjuge. II permet generalement une convergence assez rapide vers un etat stable, proche
de 1'etat ideal. L'idee directrice de 1'algorithme est la suivante : minimiser Ie plus possible
1'erreur de classification representee par la difference entre la sortie effective et la sortie
desiree. Nous modifions done les poids des connections inter-neuronales avec un certain
pas, que nous appelons gain, dans Ie sens de la diminution du gradient. Les poids des
connections sont modifies en commengant par ceux de la couche de sortie. Si Ie gain est
faible, 1'algorithme a de grandes chances de converger eventuellement dans un minimum
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local. Un gain eleve permet d'eviter quelque peu les pieges des minimas locaux mais
fragilise la convergence. Au depart les poids sont initialises aleatoirement.
La fonction d'apprentissage du gradient conjuge (SCG) est basee sur la matrice Hessian.
Puisque cette matrice n'est pas toujours definie positive, alors, SCG utilise un scalaire
A qui permet de la rendre positive. Les parametres de la fonction d'apprentissage SCG
sont les suivants:
- a: un scalaire positif appele aussi Ie parametre d'apprentissage, qui permet de
specifier la valeur de la descente du gradient. II doit satisfaire la condition: 0 <
<7 < 10- . Nous 1'avons fixe a 10~4.
- A: un scalaire positif qui permet de rendre la matrice Russian definie positive. II
doit satisfaire la condition: 0 < A < 10-6. Nous 1'avons fixe a 10- .
- 6: un parametre de controle de Papprentissage. 6 = max(^-Oj) ou tj est la valeur de
3
1'apprentissage et Oj la valeur de la couche de sortie. Les valeurs typiques autorisees
sont 0, 0.1, 0.2. Nous Pavons fixe a 0.
- e: un parametre de controle de la precision. II doit etre egal a 10- pour une simple
precision ou egal a 10-16 pour avoir une double precision. Pour des fins de precision.
Nous Pavons fixe a 10~ .
II a ete montre que SCG converge plus rapidement que les autres methodes de gradients
conjuges [15]. De plus, 1'ordre de presentation des vecteurs d'apprentissage n'a pas d'efFets
sur Ie taux d'apprentissage.
La figure 5.3 presente les resultats obtenus en terme de taux de reconnaissance sur la base
d'apprentissage en fonction du nombre d'iterations efFectuees pendant 1'apprentissage.
Ces resultats ont ete obtenus avec une couche cachee de 81 neurones et un gain faible
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de 0,02. L'apprentissage a ete efFectue sur 6 prototypes de chaque signe. Nous voyons ici
que Ie taux de reconnaissance cesse de croTtre fortement des que 1'on atteint un millier
d'iterations.
En theorie, il existe une configuration des parametres du reseau (nombre de couches
cachees, nombre de neurones des couches cachees, gain) pour laquelle la convergence est
assuree. Cependant aucune methode ne permet de determiner tous ces parametres. Ce
n'est qu empiriquement que nous pouvons fixer les valeurs de ces parametres.
Dans la pratique, pour Ie cas qui nous interesse, Ie gain de descente du gradient qui
s'est avere suffisant est assez bas (par rapport a d'autres utilisations de ce reseau). Les
resultats obtenus avec ce reseau sont assez satisfaisants puisqu'avec 81 neurones dans la
couche cachee, et un gain de descente du gradient de 0,02, il converge rapidement sur
une base d'apprentissage de seulement six prototypes en peu d'iterations. Selon la figure
5.3, nous pouvons obtenir un taux de reconnaissance d'environ 80% apres seulement 400
iterations. Ce resultat est d'autant plus interessant qu'il semble, dans 1'etat actuel des
travaux, etre stable. C'est-a-dire que Ie taux de reconnaissance continu d'avoisiner 95%





Figure 5.3: Le taux de reconnaissance en fonction du nombre d'iterations.
L'experimentation a ete efFectuee en grande partie a 1'aide du logiciel SNNS version 4.1,
un simulateur de reseaux de neurone developpe a 1'Universite de Sttutgart en Allemagne.
Notre objectif consiste a creer un environnement flexible et efficace dans Ie but de recon-
naitre 1'alphabet du langage des signes.
5.3 Presentation des resultats experimentaux
Nous avons valide notre systeme en considerant un ensemble d'images de postures de
Palphabet du langage des signes italien qui provient de 1'Universite de Bologne en Italie,
fournit par Claudio Uras et qui comprend plusieurs exemplaires de chaque signe effectue
par deux personnes differentes.
Nous disposons de deux series d'images realisees par deux personnes differentes Sl et
S2. Chacune des deux series est composee de 10 images par signe. Nous avons en fait
500 images. Un apergu de quelques-uns de ces signes est presente dans la figure 3.2 (une
serie de signes effectues par la premiere personne Sl) et la figure 3.3 (une serie de signes
efFectues par la deuxieme personne S2).
Dans Ie but de realiser plusieurs tests differents et significatifs, nous avons construit trois
reseaux de neurone differents et independants les uns des autres correspondants a trois
ensembles d'apprentissage:
- Tl: apprentissage pour une personne (Sl)
II s agit id de former Ie reseau a partir des donnees d'une seule des deux personnes.
Nous avons forme un premier reseau constitue d'un ensemble d'apprentissage qui
comprend 10 images de signes effectues par la personne Sl. Une fois cette tache
accomplie, il est necessaire de tester Ie reseau obtenu avec d'autres exemplaires pro-
venant de la meme personne et ensuite d'autres exemplaires provenant de 1'autre
personne S2. Nous n'avons pu efFectue la validation des signes provenant de la meme
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personne (Sl) puisque nous ne disposons pas d'autres nouveaux exemplaires de la
meme personne Sl. Cependant, nous avons pu efFectuer la validation de 10 exem-
plaires d'images par signe efFectues par la personne S2. Les resultats obtenus sont
montres dans la premiere colonne du tableau 5.1 ou la lettre entre les parentheses
indique la sortie activee et Ie chifFre avant les parentheses indique Ie nombre de fois
qu'elle a etc activee. Par exemple, Ie signe «A» est confondu deux fois avec Ie signe
«E».
T2 : apprentissage pour une personne (S2)
Similairement au reseau precedent, nous avons construit un deuxieme reseau a par-
tir des 10 exemplaires de signes provenant de la deuxieme personne S2. Une fois
cette tache accomplie, il est necessaire de tester Ie reseau obtenu avec d'autres
exemplaires provenant de la meme personne et ensuite d'autres exemplaires prove-
nant de 1'autre personne Sl. Les resultats obtenus sont montres dans la deuxieme
colonne du tableau 5.1. Nous n'avons pu efFectue la validation des signes prove-
nant de la meme personne (S2) puisque nous ne disposons pas d'autres nouveaux
exemplaires de la meme personne (S2).
T3 : apprentissage pour plusieures personnes (Sl et S2)
II s'agit ici de former un troisieme reseau avec un ensemble d'apprentissage plus si-
gnificatif pour qu'il reconnaisse avec un taux de succes eleve, les signes de plusieures
personnes (2 personnes dans notre experience).
Dans un premier temps, nous faisons 1'apprentissage du reseau avec 12 exemplaires
pour chaque posture de Palphabet du langage des signes (6 exemplaires sont ef-
fectues par la premiere personne (Sl) et 6 exemplaires d'images de postures sont
efFectues par la deuxieme personne (S2)). Dans un deuxieme temps, nous avons
efFectue la validation des 8 exemplaires restant (4 exemplaires de la serie de signes
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effectues par la personne (Sl) et 4 exemplaires de la serie de signes efFectues par
la personne (S2)). Les resultats obtenus sont montres dans la troisieme colonne du
tableau 5.1.
Le taux de reconnaissance montre dans la derniere ligne du tableau est obtenu par Ie
rapport du nombre d'erreurs et Ie nombre d'images utilisees pour la reconnaissance (250
images pour S2/T1, 250 images pour S1/T2, 200 images pour S1/T3 et 200 images pour
S2/T3).

































































Nous avons constate que si Pensemble d'apprentissage et 1'ensemble de validation sont
efFectues par deux personnes differentes (voir les deux premieres colonnes du tableau
5.1), Ie taux de reconnaissance varie entre 85% et 89% avec un nombre d'exemplaires de
10 images par personne utilisees au niveau de Papprentissage du reseau. Ce pourcentage
croit jusqu'a 96% s'il s'agit du test T3 puisque 1'ensemble d'apprentissage est constitue du
melange d'exemplaires effectues par les deux personnes (Sl) et (S2) malgre que 1'ensemble
d'exemplaires utilise pour Ie test T3 est moins eleve que ceux de Tl et T2.
Si nous regardons les differents tests de validation indiques dans Ie tableau 5.1, la majorite
des erreurs montrent la confusion des signes «A» et «E», «B» et «F», «S» et «T» et
finalement «M» et «N». Ce fait n'est pas surprenant et il est du particulierement a la
similarite de ces signes comme Ie montre la figure 5.4.
(e) (h)
Figure 5.4: La similarite des signes: (a) et (b) representent les signes «A» et «E», (c)
et (d) les signes «B» et «F», (e) et (f) les signes «S» et «T» et finalement (g) et (h)
representent la similarite des signes «M» et «N» respectivement.
Cependant, si nous formons un ensemble d'apprentissage constitue d5 un melange d'exem-
plaires des deux personnes (Sl) et (S2) comme dans les tests S1/T3 et S2/T3, les confu-
sions diminues. Nous pouvons conclure que notre systeme effectue la reconnaissance
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des signes avec un taux de succes satisfaisant et un degre de coherence remarquable.
Une meilleure reconnaissance de ces signes requiert Pobtention des informations sur les
contours internes. Le processus entier (detection, suivi des contours, Ie calcul des axes
d'inertie, Ie calcul des fonctions de taille ainsi que la reconnaissance des signes) prend
mains de deux secondes sur une machine SPARC. Les etapes de pre-traitement requierent
plus de 50% du temps total.
Si nous comparons ces resultats avec les resultats obtenus par C. Uras recapitules dans
Ie tableau 4.1, nous constatons que les taux de reconnaissance que nous avons obtenus
dans Ie cas des tests S2/T1 et S1/T2 sont plus eleves que ceux obtenus par C. Uras qui
sont respectivement de 82% et 83% (voir la deuxieme et la troisieme colonne du tableau
4.1) puisque dans ce cas, nous avons utilise Ie meme nombre d'exemplaires au niveau de
1'apprentissage. D'autre part, dans Ie cas des tests S1/T3 et S2/T3, nous avons obtenu
un taux de reconnaissance un peu plus eleve que celui obtenu par C. Uras (voir les deux
dernieres colonnes du tableau 4.1). II s'agit d'une difference minime, ceci est du aux
nombres restreints d'exemplaires que nous avons utilises pour 1'apprentissage du reseau.
Nous avons utilise seulement 4 exemplaires pour chaque signe efFectues par la personne
(Sl) et (S2) relativement aux 10 exemplaires pour chaque signe efFectues par (Sl) et (S2)
dans Ie cas des tests effectues par C. Uras.
Si nous comparons les resultats obtenus montres dans Ie tableau 5.1 relativement aux
autres systemes de reconnaissance de postures montres dans Ie tableau 2.1, nous consta-
tons que Ie taux de reconnaissance que nous avons obtenu est plus eleve que ceux obtenus
par Takahashi, Gao, Freeman, Grimson et celui de Tamura.
Nous pouvons conclure que la performance de notre systeme est justifiee par les resultats
obtenus au niveau des difFerents tests de validation que nous avons efFectues. D'autant
plus, que notre systems est base seulement sur Ie calcul d'une paire de fonctions de taille
a la place des 72 fonctions de taille dans Ie cas des experiences de C. Uras [47, 49] .
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5.4 Conclusion
Dans ce chapitre, nous avons presente un schema de representation et de reconnaissance
des postures de Palphabet du langage des signes. Ce nouveau schema est base sur Ie
concept des fonctions de taille et d'une reconnaissance neuronale. Contrairement aux
deux systemes proposes precedemment par C. Uras et A. Verri [47, 48], les postures sont
representees par un vecteur de caracteristiques qui est la moyenne de seulement deux
fonctions de taille incluant 1'orientation des axes principaux d'inertie (majeur et mineur).
L'autre difference est situee au niveau de Putilisation d'un classifieur neuronal pour la
reconnaissance des postures a la place de la regle des k-plus proches voisins. Les resultats
obtenus indiquent que notre systeme est capable d'achever la reconnaissance des signes
avec un taux de succes satisfaisant. Nous concluons que Pintegration des fonctions de
taille comme vecteur de caracteristique dans un classifieur neuronal permet de construire




Nous avons presente dans cette etude, 1'analyse ainsi qu'un prototype de systeme de
reconnaissance de Palphabet du langage des signes. Un soin particulier a ete apportee
aux traitements de bas niveaux pour permettre au systeme d'etre assez robuste. Les
algorithmes proposes et realises dans cette partie donnent des resultats satisfaisants. La
reconnaissance neuronale utilisee dans notre systeme est une approche encore peu utilisee
avec les fonctions de taille.
Les fonctions de taille sont des fonctions a valeur entiere de deux variables reelles qui
sont utilisees pour representer les formes visuelles. Dans ce projet, Ie potentiel des fonc-
tions de taille dans Ie domaine de la reconnaissance des formes a ete demontre. Plusieurs
proprietes attrayantes et essentielles des fonctions de taille, dont la robustesse face a la
variabilite du signal et les changements minimes dans les formes, out ete illustrees. Ainsi,
la conception d une paire de fonctions de taille invariante par rapport aux differentes
transformations geometriques des images des signes. Un systeme de reconnaissance base
sur les fonctions de taille induites par une paire de fonctions de mesure et les orienta-
tions des axes principaux d'inertie ainsi qu'un un reseau neuronal ont ete decrits. Les
experiences rapportees montrent la performance de ce systeme avec des scores moyens
de reconnaissance eleves.
Malgre les resultats interessants obtenus, beaucoup de travail doit etre efFectue specia-
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lement au niveau de la representation. Pratiquement, cette representation par les fonc-
tions de taille necessite des contours continus; Putilisation des fonctions de mesure multi-
dimensionnelles doit done etre exploree. En second lieu, 1'option d'utiliser une moyenne de
plus de deux fonctions de mesure peut augmenter Ie taux de reconnaissance des postures.
Le systeme realise semble prometteur mais il reste neanmoins a Paffiner davantage, sur-
tout en ce qui concerne la partie classification. L'approche consiste en la specialisation
de reseaux afin de s'attaquer aux ambigmtes des signes montres dans Ie tableau 5.1. Sur
la base du travail presente, un systeme tres performant devrait pouvoir etre realise.
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