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Summary
The interest in thermoelectric oxides as candidate materials for high temperature
waste heat recovery has generated vital scientiﬁc activity during the last years. How-
ever, while it is well established in several other ﬁelds of materials science that the
electronic structure of oxides at high temperatures can be signiﬁcantly modiﬁed by
the formation of oxygen vacancies, the precise control of the sample and its surround-
ing atmosphere is rather seldomly seen in scientiﬁc publications on high temperature
thermoelectric oxides. Therefore, during this thesis, I have investigated the inﬂuence
of the oxygen content on the properties of two of the most prominent thermoelectric
oxides.
A variation of the oxygen content of a material at high temperatures can be
achieved by a variation of the surrounding atmosphere and the subsequent in- and
out-diﬀusion of oxygen ions until the new thermodynamic equilibrium state is reached.
Oxygen vacancies can usually be described as eﬀectively charged point defects and
the precise control of their concentration provides a means to change the charge
carrier concentration of a material in situ.
Therefore, one goal of this thesis is to establish that the high temperature ther-
moelectric characterisation of oxides should preferably be done under controlled at-
mospheric conditions. In fact, part of the scatter observed in published results on
nominally identical samples can be explained by (unintentionally) diﬀerent oxygen
content, due to diﬀerent measurement atmospheres or sample kinetics. Moreover,
the results from this thesis aim to contribute to the fundamental understanding of
the charge transport processes in the studied and related materials.
The thesis comprises the design and characterisation of an appropriate system
to measure the electrical transport properties of the materials under investigation
(Manuscript 3). Manuscript 1 and 4 study one of the most prominent thermoelectric
oxides: Misﬁt calcium cobalt oxide (Ca2CoO3−δ)q(CoO2) (CCO), which shows one
of the best reproducible p-type thermoelectric performances among all oxides.
In Manuscript 1, we established a defect chemical model of this material. Due to its
misﬁt structure, it is inherently mixed-valent, so that a modiﬁed defect notation was
chosen. The dependency of both electrical conductivity and Seebeck coeﬃcient on
the oxygen content was measured in a wide range of temperature and oxygen partial
pressure. It was concluded that – at high temperatures – charge carriers should be
i
described as itinerant in this material. We further showed that the often used Heikes
formula cannot be used for a quantitative analysis of the Seebeck coeﬀcient in CCO.
Instead, we suggested a modiﬁed Mott formula with a signiﬁcant contribution from
the energy dependent mobility to describe the Seebeck coeﬃcient in CCO.
In Manuscript 4, a combined experimental and theoretical study of the oxygen
nonstoichiometry in CCO is presented. Based on DFT-calculations and experimental
Raman-spectroscopy, it is shown that oxygen is preferentially removed from an atomic
position within the central layer of the Ca2CoO3-subsystem. The computational
results further indicated that the electronic properties are sensitive to small variations
in the crystal structure. The thermodynamics of oxidation were investigated by three
diﬀerent techniques (TG, TG-DSC, and DFT) and diﬀerences were discussed.
In Manuscript 2, the high temperature charge transport in CaMnO3−δ (CMO) was
investigated. CMO is – when doped with small amounts of niobium – among the
most promising n-type oxides with a ﬁgure of merit reaching 0.3 at high temperatures.
When forming oxygen vacancies – thereby increasing the electron concentration of
the material – we observed an unusual simultaneous decrease of both conductivity
and the absolute value of the Seebeck coeﬃcient. These ﬁndings were analysed as
an indication of strongly interacting small polarons as the charge carrier in this
material. We generalised this result to develop a simple model for the powerfactor
and concluded that mutual Coulomb repulsion limits the thermoelectric performance
of these materials.
ii
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1 Introduction
In recent years, the imperative need to develop better, more eﬃcient, and environ-
mentally friendly energy technologies has pushed forward the research on functional
materials in several diﬀerent ﬁelds. For example, a signiﬁcant part of the energy from
many industrial processes is lost as waste heat and the upconversion into usable, less
entropic forms of energy could be a promising way of increasing the eﬃciency of
these processes. Heat engines like the Stirling engine may be the method of choice
in large-scale, stationary applications, while generators based on thermoelectric ma-
terials oﬀer an elegant way to re-use part of the waste heat in small, decentralised
applications, as for example in cars.
A thermoelectric generator is built up of many couples of p- and n-type conducting
legs, connected electrically in series and thermally in parallel. When a temperature
diﬀerence is present across the module, each leg will generate a (usually small) voltage
due to the Seebeck eﬀect. This voltage (or better: the sum of the voltages of all legs
coupled in series) can then be used to drive a current through a load resistance.
The main requirements of a good thermoelectric material are thus intuitively clear:
(i) high Seebeck coeﬃcient to generate a high open-circuit voltage (ii) low electrical
resistivity to obtain a high output power at the load resistance (iii) low thermal
conductivity to minimise the heat ﬂow between the warm and the cold side.
More precisely, one can show [1] that the eﬃciency η of a thermoelectric generator
is
η =
THot − TCold
THot
·
√
1 + ZTav − 1√
1 + ZTav + TCold/THot
(1.1)
where THot, TCold, and Tav are, respectively, the hot side, cold side and average
temperature, and Z is the eﬀective ﬁgure of merit of the p-n-couple, deﬁned as:
Z =
(αp − αn)2(√
κpρp +
√
κnρn
)2 , (1.2)
Here, α is the Seebeck coeﬃcient, ρ the electrical resistivity, and κ the thermal
conductivity. The index n (or p) indicates the n-type (or p-type) leg. The eﬀective
ﬁgure of merit Z is usually close to the average of the individual ﬁgures of merit z
of the p- and n-materials. Thus, the by far most reported number in thermoelectric
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research is the single material property zT :1
zT =
α2σ
κ
T (1.3)
where σ = 1/ρ is the electrical conductivity. Today, thermoelectric power generation
is mostly used in niche applications, where size, reliability and silent operation are
more important than the conversion eﬃciency. State-of-the-art thermoelectric ma-
terials are, for example, Bi2Te3 for low temperature applications (zT (300K) ≈ 1.0),
alloys og Ag2SbTe2 and GeTe ("TAGS") (zTMax ≈ 1.2 around 800K), and SiGe-alloys
for high temperature applications (zT ≈ 0.8 for T ≥ 1000K) (For a more extensive
review on conventional thermoelectric materials, see e.g. [2] and references therein).
The potential impact of thermoelectric materials has been disputed [3], but it is
clear that the zT of many studied materials needs to be improved to become a com-
petitive alternative in commercial applications. Furthermore, questions of module
design, scalability, price, and long-term stability need to be addressed in order to
fully evaluate the potential impact of thermoelectrics.
Oxides have been investigated as potential candidate materials for many diﬀerent
applications, including - among others - superconductors, magnetic storage devices,
photovoltaics, ionic conductors, and piezoelectric devices, and their functionality is
often found to be comparable or even superior to other, non-oxide materials. This is
most impressively illustrated by the discovery of the high temperature superconduc-
tors found in the layered cuprate family.
However, in the context of thermoelectrics, oxides have widely been neglected due
to their strong ionic bonding, resulting in low carrier mobilities, and thereby contra-
dicting predictions for optimal thermoelectric performance made from the conven-
tional thermoelectric theory. But in 1997, Terasaki et al. found the combination of
low, metallic resistivity with a large Seebeck coeﬃcient in NaxCoO2 [4]. The charge
carrier concentration for this material is more than one order of magnitude higher
than predicted for optimal thermoelectric performance from conventional transport
theory and as realised in other, established thermoelectric materials. These ﬁndings
have led to a continuously increasing research activity on thermoelectric oxides as
candidate materials for high temperature waste heat recovery.
Compared to conventional thermoelectric materials based on heavy p-block ele-
ments like Te, Sb and Pb, oxides have several appealing advantages: (i) They are
stable in air up to high temperatures, increasing the potential temperature applica-
tion range and simplifying the module design and fabrication. (ii) They consist of
cheap, non-toxic and abundant elements, making an industrial scale-up possible.
The vast majority of the publications on thermoelectric oxides either investigates
1One includes the factor T to obtain a dimensionless ﬁgure
2
the fundamental properties at temperatures below 300K or studies the thermoelectric
properties of a material doped with diﬀerent elements at high temperatures, often
depending on whether the authors have a background in physics or materials sci-
ence/chemistry. This results in an often inconsistent and incomplete understanding
of the charge transport processes at high temperatures.
In addition, as nearly unlimited combinations of diﬀerent oxide structures, dopants,
and processing technologies can be studied, the trial-and-error approach is neither
economically nor temporally eﬃcient in ﬁnding the best thermoelectric oxide and to
assess the potential applicability of these materials in energy harvesting applications.
In this thesis, I have therefore studied the high temperature properties of two of the
best known thermoelectric oxides – (Ca2CoO3)q(CoO2) as a p-type and CaMnO3 as
an n-type material – in detail. By precisely controlling the surrounding atmosphere,
it is possible to control the concentration of oxygen vacancies and to investigate their
inﬂuence on the thermoelectric properties. Firstly, this demonstrates the inﬂuence
of the experimental conditions on the measured thermoelectric performance. Experi-
ments performed on identical samples can result in signiﬁcantly diﬀerent results when
measured under diﬀerent conditions, possibly leading to confusion when evaluating
the thermoelectric performance. On the other hand, the control of the concentra-
tion of oxygen vacancies of the sample provides a means to vary the charge carrier
concentration within a signiﬁcant range in situ, thereby allowing to test, reject, and
propose models to understand the charge transport in these materials.
The introductory part presents the theoretical background for the physical param-
eters studied, as well as the defect chemical concept used within this thesis (Chapter
2 and 3). In Chapter 4, the most prominent thermoelectric oxides are presented
and the motivation for choosing the materials studied in this thesis are explained.
Some additional details of the experimental techniques, not included in the diﬀerent
manuscripts, are presented in Chapter 5. After the most central ﬁndings are pre-
sented in the form of scientiﬁc papers (Chapter 6), the results will be summarised
and discussed as a whole in Chapter 7.
3

2 Thermoelectric Transport
In the following chapter, we present a short introduction to the theoretical description
of transport parameters within Boltzmann’s transport theory. In particular, a moti-
vation of several formulae for the electrical conductivity and the Seebeck coeﬃcient,
which are frequently found in the literature, will be given. The detailed knowledge of
approximations made during derivation is important, when chosing the right model
to describe the properties of a certain material.
2.1 Thermodynamic Considerations
Before we address the electrical transport properties of a solid, we shortly want
to line out a description of the thermoelectric eﬀects as seen from an irreversible
thermodynamics perspective, following [5, 6].
This approach oﬀers an intuitive understanding of the physical meaning of α as
the "entropy per transported charge carrier", which is later used to derive Heikes’
formula.
Thermoelectric phenomena like the Seebeck, the Peltier, and the Thomson eﬀect
generally relate the ﬂows of heat and current. The diﬀerent eﬀects are mutually
linked via the Kelvin relations.
The Peltier coeﬃcient Π is deﬁned as the heat Q, which is reversibly evolved at a
junction between two materials, per unit current ﬂowing accross, when no tempera-
ture gradient is present.
Π =
Qrev
qJN
(2.1)
q is the charge per carrier and JN the particle ﬂow. In addition, irreversible heat will
evolve due to standard Joule heating quadratic in JN, which we can neglect when the
particles are moved suﬃciently slowly. This condition of slowness already suggests
some kind of equilibrium process, which is thermodynamically reversible. Thus, we
can express the evolved heat Qrev in terms of an entropy ﬂow JS:
Qrev = T · JS (2.2)
Using one of the fundamental Kelvin relations Π = Tα, relating the Peltier and
5
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Seebeck eﬀect, we obtain
α =
JS
qJN
(2.3)
We can see from Eq. (2.3), that the Seebeck coeﬃcient α can be thought of as the
entropy transported by a carrier divided by its charge.
2.2 Boltzmann Transport Theory
The outline of this section generally follows the book of Goldsmid [1], with additional
contributions taken from the books by Wilson and Ziman [7,8]. In solids, the quantum
mechanical description of electrons at equilibrium is goverened by the Fermi-Dirac
distribution, stating that a state at energy E is occupied with a propability of
f0(E) =
1
exp
(
E−EF
kBT
)
+ 1
(2.4)
where EF is the Fermi energy and T is the absolute temperature. By external ﬁelds
- e.g. an electrical ﬁeld or a temperature gradient - the systems can be disturbed
out from its equilibrium state f0 and we denote the new distribution function by
f . Scattering events will drive the sytem back to equilibrium. Under steady-state
conditions, those two eﬀects will balance out:
0 =
df
dt
∣∣∣∣
ﬁelds
+
df
dt
∣∣∣∣
scattering
(2.5)
A common simpliﬁcation of Eq. (2.5) is the relaxation time approximation for the
scattering term, stating that a system perturbed from its equilibrium state f0 will
relax back to f0 exponentially, with a characteristic time τ :
df
dt
∣∣∣∣
scattering
= −f(E) − f0(E)
τ(E)
(2.6)
Here, τ is the average scattering time for an electron of energy E. It is further often
assumed that τ can be expressed as τ0E
r, with the exponent r being dependent on
the scattering process.
By using Liouville’s theorem on the invariance of volume occupied in phase space,
as long scattering is neglected, the ﬁelds term in Eq. (2.5) can be written as
f(E) − f0(E)
τ
= −k˙∇kf(E) − r˙∇rf(E) (2.7)
Equation (2.7) can be simpliﬁed further by assuming steady state (k˙ = 0) and that
6
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the system is not far from its equilibrium state (df0
dE ≈ dfdE ):
f(E) − f0(E)
τ
= u
∂f0(E)
∂E
[
∂EF
∂x
+
E − EF
T
· ∂T
∂x
]
(2.8)
where u = r˙ is the electron velocity in the direction of the temperature gradient. In
general, the electric current density i and the heat current density j can be written
as1
i = ∓
∫
∞
0
e uf(E)D(E) dE (2.9)
j =
∫
∞
0
u(E − EF) f(E)D(E) dE (2.10)
where (E − EF) is the amount of heat (or energy) transported by each carrier and
D(E) is the density of states of energy E. The upper and lower signs correspond to
electrons and holes, respectively. By replacing f with f − f0 – since there is no ﬂux
of heat or current in equilibrium – and approximating the carrier velocity u along x
by one third of its total thermal kinetic energy 2E/3m∗, we can rewrite Eqs. (2.9)
and (2.10) as:
i = ∓ 2e
3m∗
∫
∞
0
D(E)τ(E)E · ∂f0(E)
∂E
[
∂EF
∂x
+
E − EF
T
· ∂T
∂x
]
dE (2.11)
j = ±EF
e
i +
2
3m∗
∫
∞
0
D(E)τ(E)E2 · ∂f0(E)
∂E
[
∂EF
∂x
+
E − EF
T
· ∂T
∂x
]
dE (2.12)
The diﬀerent transport coeﬃcients can then be obtained by employing the relevant
boundary conditions to Eqs. (2.11) and (2.12). For example, the electrical con-
ductivity is given as the ratio of the electrical current i and the electrical ﬁeld E
(dEF/dx = eE) when dT/dx = 0. One obtains:
σ = ∓ 2e
2
3m∗
∫
∞
0
D(E)τ(E)E
df0(E)
dE
dE (2.13)
The Seebeck coeﬃcient is the ratio of the electric ﬁeld and the temperature gradient
dT/dx under the boundary condition i = 0:
α = ± 1
eT
[
EF −
∫
∞
0 D(E)τ(E)E
2 df0
dE dE∫
∞
0 D(E)τ(E)E
df0
dE dE
]
(2.14)
The thermal conductivity is the ratio of the heat current j and the temperature ﬁeld
1Note that the deﬁnition of the heat ﬂux considers only the heat transported by the electrons.
Additional contributions from phonons or interaction between phonons and electrons - for example
the phonon drag eﬀect - are not included.
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−dT/dx under the same condition (i = 0):
κe =
2
3m∗T
⎡
⎢⎣
{∫
∞
0 D(E)τ(E)E
2 df0
dE dE
}2
∫
∞
0 D(E)τ(E)E
df0
dE dE
−
∫
∞
0
D(E)τ(E)E3
df0
dE
dE
⎤
⎥⎦ (2.15)
Using the deﬁnition
Ks = −
2T
3m∗
·
∫
∞
0
D(E)τ(E)Es+1
df0
dE
dE (2.16)
the transport coeﬃcients can be written in a compact form:
σ =
e2
T
K0 (2.17)
α = ± 1
eT
(
EF −
K1
K0
)
(2.18)
κe =
1
T 2
(
K2 −
K21
K0
)
(2.19)
By inserting τ(E) = τ0E
r and the parabolic band expression for the density of states
(D(E) ∝
√
E), the integrals Ks can be eventually related to the Fermi-Dirac integrals
Fn:
Ks =
8π
3
(
2
h2
)3/2 √
m∗Tτ0(s + r + 3/2)(kBT )
s+r+3/2Fs+r+1/2 (2.20)
with
Fn(η) =
∫
∞
0
ξnf0(ξ)dξ (2.21)
where ξ = E/kBT is the reduced energy. The diﬀerent Fn can be solved numerically
for diﬀerent values of η. For the two limiting cases of a metal (η  1) and a non-
degenerate semicondutor (η 	 1), the integrals can be solved analytically, leading to
relatively simple expressions for the transport coeﬃcients.
2.2.1 Metals
We consider the degenerate case of a metal ﬁrst. Fn(η) can be expanded into a power
series (for the mathematical details, see e.g. the book by Mott and Jones [9]):
Fn(η) =
ηn+1
n + 1
+ nηn−1
π2
6
+ . . . (2.22)
By combining Eqs. (2.17), (2.20) and the ﬁrst term in (2.22), one obtains for the
conductivity:
σ =
8π
3
(
2
h2
)3/2
e2
√
m∗τ0E
r+3/2
F (2.23)
8
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To get a non-vanishing expression for the thermal conductivity, the ﬁrst two terms
in Eq. (2.22) have to be considered. One eventually arrives at
κe
σ
=
π2
3
(
kB
e
)2
︸ ︷︷ ︸
=:L
·T (2.24)
which is the Wiedemann-Franz law with the Lorenz number L = 2.44 ·10−8 WΩK−2.
In the general case, the ratio L between κe and σT can be calculated from Eqs. (2.17)
and (2.19) to:
L =
(
kB
e
)2
· 3F0F2 − 4F
2
1
F 20
(2.25)
where we chose r = −1/2, assuming acoustic phonon scattering. The Seebeck coeﬃ-
cient can be calculated to
α = ∓π
2
3
kB
e
r + 3/2
η
(2.26)
Combining Eqs. (2.23) and (2.26), one gets
α =
π2
3
k2B
e
T
d lnσ(E)
dE
∣∣∣∣
E=EF
(2.27)
which is commonly referred to as the Mott formula. By inserting σ = n(E)eμ(E),
one arrives at
α =
π2
3
k2B
e
T
[
D(E)
n
+
d lnμ(E)
dE
]
E=EF
(2.28)
The ﬁrst term can be identiﬁed with the speciﬁc heat per electron Ce/n. We make use
of Eq. (2.28) in Manuscript 1 and justify the metallic treatment of (Ca2CoO3)q(CoO2)
in section 3.2. By using an alternative expression of the conductivity, σ = D(E) v2 τ
[6, 7], one gets
α =
π2
3
k2B
e
T
(
d lnD(E)
dE
+
d ln v2(E)
dE
+
d ln τ(E)
dE
)
E=EF
(2.29)
which can be rewritten as2
α =
π2
3
k2B
eEF
T
(
d lnD(E)
d lnE
+
d ln v2(E)
d lnE
+
d ln τ(E)
d lnE
)
E=EF
(2.30)
v is an average velocity of the charge carrier. For free electrons, one has D(E) ∝
√
E,
v(E) ∝
√
E, and EF = h
2/8m · (3n/π)2/3. Further, assuming acoustic phonon
scattering (τ ∝ E−1/2), one ﬁnally gets a relationship between the Seebeck coeﬃcient
2Assuming functional dependencies of τ(E), D(E), and v(E) in the form of Ex
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Figure 2.1: The approximations for the Fermi-Dirac integrals Fn compared to the
numerical solution, calculated using Wolfram Mathematica 6. n = 1/2
is shown as an example. The degenerate approximation η  1 (Eq.
(2.22)) yields good results for η > 2, while the non-degenerate case
(Eq. (2.32)) gives an acceptable agreement for η < −1.
and the carrier concentration n valid for metals or degenerate semiconductors [2,10]:
α =
8π2k2B
3eh2
m∗T
(
π
3n
)2/3
(2.31)
2.2.2 Semiconductors
The other analytical expression for the transport integrals can be derived for the case
η 	 1, i.e. where the Fermi level lies deep inside a band gap, as is the case for a
non-degenerate semiconductor. In this case, one can approximate the Fermi-Dirac
integrals with a Maxwellian distribution:
Fn ≈
∫
∞
0
ξn exp η − ξ dξ = eη · Γ(n + 1) (2.32)
Here, we introduced the Γ-function
Γ(x) =
∫
∞
0
ax−1 exp−ada (2.33)
Integration by parts yields Γ(n + 1) = nΓ(n). For a non-degenerate semiconductor,
the integral Ks can thus be written as
Ks =
8π
3
(
2
h2
)3/2 √
m∗ Tτ0 (kBT )
s+r+3/2 Γ(s + r + 1/2) exp η (2.34)
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The transport coeﬃcients are then
σ =
8π
3
(
2
h2
)3/2 √
m∗ e2τ0 (kBT )
r+3/2 Γ(r + 1/2) exp η (2.35)
α = ∓kB
e
[η − (r + 5/2)] (2.36)
L =
κe
σT
=
(
kB
e
)2
· (r + 5/2) (2.37)
Substituting the standard expression for the carrier concentration n in a semicon-
ductor in Eq. (2.36)
n = 2
(
m∗kBT
2π2
)3/2
exp−η = N0 exp−η (2.38)
we get an often used relation between the Seebeck coeﬃcient and the carrier concen-
tration in a semiconductor:
α = ∓kB
e
(
ln
N0
n
− (5/2 + r)
)
(2.39)
N0 is the eﬀective density of states of valence and conduction band, respectively. The
comparison between the numerical solution of F1/2 and the two limiting cases (2.22)
and (2.32) is shown in Fig. 2.1. The numerical solutions of the Fermi-Dirac-integrals
also allow it to calculate the transport coeﬃcients, assuming a dominating scattering
parameter r: The conductivity (Eq. (2.17)), the Seebeck coeﬃcient (Eq. (2.18)), and
the numerator α2σ of the ﬁgure of merit (= the power factor) are shown in Fig. 2.2.
The highest power factor is obtained for η ≈ 0, i.e. where the Fermi-level lies close
to a band edge. Unfortunately, optimal thermoelectric performance is thus expected
in a region where the simpliﬁed analytical expressions for the transport coeﬃcients
describe the numerical solution only poorly.
2.2.3 Transport via Localised States
So far, we reviewed electronic transport in idealised solids, where the charge carriers
move itinerantly within bands, and are scattered back to an equilibrium state within
a characteristic scattering time τ . In polar solids (i.e. materials with a signiﬁcant
ionic character of the bond), charge carriers will interact with and deform the lattice
in their surrounding. When moving through the crystal, this deformation follows the
carrier and the entity of lattice deformation and charge carrier can be treated as a
quasi-particle, named polaron. Depending on the strength of the electron-phonon
interaction, diﬀerent cases can be distinguished. When the interaction is relatively
weak, the associated lattice deformation is spread over a signiﬁcant volume in the
11
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Figure 2.2: Schematic of the conductivity σ, the Seebeck coeﬃcient α, and the
power factor α2σ calculated for r = −1/2. Note that the power factor
is maximal in a region for η where the analytical approximations do not
describe the numerical solution (c.f. Fig. 2.1).
crystal. Theoretical treatment of such a large polaron is similar to that of a reg-
ular band electron with an increased eﬀective mass m∗. On the other hand, when
the electron-phonon coupling is strong, the carrier may be trapped in the potential
well caused by the deformation of the lattice around it. The electronic transport
then occurs via thermally activated hopping processes between localised states. The
mobility can be expressed as
μ(T ) =
μ0
T
exp
(
− Ea
kBT
)
(2.40)
An expression for the Seebeck coeﬃcient for a hopping conductor is easiest to derive
from Eq. (2.3), stating that α is a measure for the entropy per charge carrier.
At high temperatures, but with strong on-site repulsion U (kB 	 U), all possible
conﬁgurations have the same energy and are thus equally likely to be realised at a
given moment. The parameter U scales the electron-electron interaction term in the
Hamiltonian of the Hubbard model [11].
The entropy of such system is calculated by the classical Boltzmann formula
S = −kB ln Ω (2.41)
where Ω is the number of possible states. Accordingly, we get for the Seebeck coeﬃ-
12
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cient
α = −kB
e
∂ ln Ω(x)
∂x
(2.42)
Considering a system of N sites ﬁlled with n electrons, Ω can be calculated and one
obtains the famous Heikes formula:
α = −kB
e
· ln
(
1 − c
c
)
(2.43)
where c = n/N .
Polaronic eﬀects are common in oxides due to the dominating ionic character of
the bonds due to the high electronegativity of oxygen. This will be discussed in detail
in Manuscripts 1 and 2. One should further note that many transition metal oxides
show deviations from the non-interacting electron gas approximation used to derive
the general expressions for the transport coeﬃcients Eqs. (2.17)-(2.19). These eﬀects
are summarised under the term electronic correlation. Consequences of correlated
charge carriers on the transport properties are diﬃcult to treat theoretically and are
discussed in the literature (for a theoretical overview, see e.g. Ref. [12]). Considerable
eﬀort has been devoted to develop a theory to include correlation eﬀects into standard
DFT calculations, which usually results in the introduction of an empirical parameter
U to mimic the mutual repulsion of charge carriers [13, 14].
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3 Oxygen Defects in Oxides
In this chapter, some fundamental descriptions of the defect structure of an oxide
material are given and the inﬂuence of oxygen nonstoichiometry on the electronic
properties is discussed. When eﬀectively charged defects are formed in a material,
the concentration of other charged species, as for example mobile electrons or holes,
will change to keep the overall charge in balance. A central part of this thesis is
to investigate how the electric transport coeﬃcients α and σ vary when the carrier
concentration changes and trying to relate this behaviour with diﬀerent models for
the electronic transport developed in the previous section.
Primarily, we make use of the Kröger-Vink-notation1 to describe point defects, but
we include a section about its analogy to a band-picture description of the electronic
properties. As a relatively simple example, we chose an acceptor-doped perovskite
AB1−xCxO3, such as acceptor-doped SrTiO3. The electronic properties are well
described by a non-degenerate semiconductor, where analytical expressions of the
general integrals Eqs. (2.17)-(2.19) exist.
3.1 Oxygen Nonstoichiometry and its Inﬂuence on
Electronic Transport Parameters
For the present example, we consider the following defect reactions: The thermal
excitation of an electron-hole pair across a band-gap
0 h• + e/ (3.1)
1The Kröger-Vink-notation for point defects was introduced in 1956 [15]. In this notation, a point
defect can generally be denoted as:
KGF
where F is the site of the defect, K the species on this site, and G the eﬀective charge of species
K on site F compared to a reference state. For example, v••O is a vacant (K = v) oxygen
site (F = O), which has no absolute charge, so that it has a double positive eﬀective charge as
compared to a perfect reference state with O2−. Another example is Sr
/
La
, which is a strontium ion
(formal charge Sr2+) on a lanthanum site (formal reference charge La3+), so that the strontium
defect has a negative eﬀective charge.
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with the corresponding equilibrium constant
KD = p · n = NCNV · exp−Eg/kBT (3.2)
and the formation of an oxygen vacancy, accompanied by the creation of two electrons
to keep the charge balance:
OXO  v
••
O + 2e
/ + 1
2
O2(g) (3.3)
with the corresponding equilibrium constant:
KR =
[v••O ] · n2 ·
√
pO2/pO
0
2[
OXO
] (3.4)
with the standard pressure pO02 = 1atm. By expressing all concentrations in Eq.
(3.4) as site fractions2, we can relate KR to the standard Gibbs energy ΔG
0 of the
reaction.
KR = exp
(
−ΔG
0
kBT
)
= exp
(
ΔS0
kB
)
· exp
(
−ΔH
0
kBT
)
(3.5)
where ΔH0 and ΔS0 are the standard enthalpy and entropy change. By further
including the charge neutrality condition
2 [v••O ] + p = n +
[
C
/
B
]
(3.6)
and the site restriction
[v••O ] +
[
OXO
]
= [O] (3.7)
where [O] is the number of oxygen sites per formula unit (= 3 for the present exam-
ple), we can, in principle, calculate the concentrations of all considered species, when
KD, KR and the oxygen partial pressure pO2 are known. By simpliﬁcations of Eq.
(3.6), known as the Brouwer approximations, simple functional dependencies of the
diﬀerent concentrations vs. pO2 can be obtained. This is sketched in Fig. 3.1. From
the Brouwer diagram, we can see that, at high pO2, holes are the majority charge
carrier, while at low pO2, electrons become dominating. In the following, we will
focus on the implications of this p-n-transition on the electrical conductivity and the
Seebeck coeﬃcient. The total electronic conductivity
σTot = σp + σn = neμe + peμp (3.8)
2For the electron concentration n, one often uses n/NC as the site fraction, with NC as the eﬀective
density of states in the conduction band.
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Figure 3.1: The defect concentrations against oxygen partial pressure in an oxide
governed by the defect reactions (3.1) and (3.3). Three regions with
diﬀerent dominating majority defects are included.
generally undergoes a minimum when changing from an n- to a p-type region where
the electronic and hole contribution to the total conductivity are equal:
σh = σn (3.9)
For oxygen partial pressures well below and above the transition region, the conduc-
tivity follows the concentration of the majority carriers under the assumption that
the carrier mobility does not depend on the concentration.
The Seebeck coeﬃcient α of electrons or holes for a non-degenerate semiconductor
can be written as (Eq. (2.39))
αn = −
kB
e
· (lnNC/n + An) (3.10)
αp =
kB
e
· (lnNV/p + Ah) (3.11)
where Ai are transport constants for electrons and holes. The total Seebeck coeﬃcient
is expressed by
αTot =
σnαn + σpαp
σn + σp
(3.12)
The theoretical variation of σTot and αTot as a function of pO2 for the present example
is shown in Fig. 3.2. At high pO2, the charge carrier concentrations are independent
of pO2 and α and σ are constant. When the hole concentration decreases, the absolute
17
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value of α increases with a slope of 2.3 · 86 · 1
4
μVK−1 per decade pO2, while log σTot
decreases with a slope of 1
4
. By further reducing the hole concentration, the electron
concentration becomes more and more dominant and α undergoes a sign change. In
the low pO2 region, the Seebeck coeﬃcient follows the concentration dependence via
(3.10) and logσTot varies according to the concentration dependency of electrons as
the majority carrier. These dependencies are indeed found in acceptor-doped SrTiO3,
when changing the oxygen partial pressure in a wide range [16, 17].
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Figure 3.2: The total conductivity and the Seebeck coeﬃcient of a non-degenerate
semiconductor across the pn-transition. For reasons of simplicity, we
choose μn = μp and Ap = An = 0. The slope in the diﬀerent regions
reﬂects again the functional dependencies sketched in Fig. 3.1. When
the electron concentration becomes too high, the non-degenerate ap-
proximation of the Fermi-Dirac-integrals is not valid anymore and the
equations become inaccurate. For example, the calculated αTot turns
positive again at the lowest pO2 (highest electron concentration), clearly
showing the limitation of the employed formulae for high charge carrier
concentrations.
Based on these equations, it is now in principle possible to extract relevant param-
eters from conductivity and Seebeck coeﬃcient measurements, as for example the
equilibrium constants of the defect reactions and the carrier mobilities.
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3.2 Defect Chemistry of a Misﬁt Compound: Inherent
Doping and Band-structure Representation
In this section, the analogy between the Kröger-Vink notation for defect species and
the band-picture description will be shown. As an example, we choose the misﬁt-
layered calcium cobaltite, which was studied in detail in Manuscripts 1 and 4. First,
we want to give a short recapitulation of the developed defect chemical model using
the Kröger-Vink notation. The structure is built up by two diﬀerent subsystems
stacked into each other: A layer of triangular, edge-sharing CoO6-octahedra, referred
to as the cobalt oxide layer (COL), and a layer of rock salt-type Ca2CoO3. The
a and c lattice parameters of both subsystems are identical, but the b values diﬀer
(bCOL/bRSL = 0.62 = q), leading to a structural modulation along that axis. As a
pristine reference state, we choose (Ca2+2 Co
3+O3)q(Co
x+
2 O2), where x = 4− q = 3.38
to balance the overall charge. Both possible (or considered) states for a COL-cobalt
site, an electron (represented by Co3+ when choosing a localised description) and
a hole (corresponding to Co4+) thus have an eﬀective charge with respect to the
reference state, which has a non-integer charge. Thereby, both species may be seen
as defects and we denote them by
hq•COL and e
(1−q)/
COL (3.13)
Two defect chemical reactions are considered: (a) the thermal excitation of hole
carriers in the cobalt oxide layer, accompanied by a reduction of Co within the rock
salt,
CoXRSL + e
(1−q)/
COL  Co
/
RSL + h
q•
COL (3.14)
and (b), the formation of oxygen vacancies within the rock salt layer, reducing the
hole concentration within the cobalt oxide layer.
OXO,RSL + 2h
q•
COL 
1
2
O2(g) + v
••
O,RSL + 2e
(1−q)/
COL (3.15)
To reproduce the experimental thermogravimetric data, we further restrict the for-
mation of oxygen vacancies to sites next to Co2+-sites.
How can this model be represented in a band structure description? Let us ﬁrst
review the tight-binding approach to understand the origin of the electronic bands.
We consider N atoms far apart from each other, each with diﬀerent atomic states ψi.
The ψi are N -fold degenerate. When bringing the atoms closer together, the orbitals
overlap and the degeneracy is lifted into a band of states. Still, the number of states
within the band is N , i.e. depending on the number of considered atoms. We can
now refer to the diﬀerent bands according to their original state as 3s, 2p etc. Of
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course, diﬀerent bands can intersect in energy, so that a linear combination of orbitals
has to be considered, leading to hybridization of the electronic states. However, it
is still possible to project the state to its main constituent, so that we still keep the
simple labeling of the diﬀerent bands. By the same argument, it is justiﬁed that we
can switch between the localised, ionic description and the delocalised band-picture,
without changing the mathematical description3: The electronic wave function of a
certain state can be projected onto a single atomic site when - as it is common in
most transition metal oxides - it does not extend across large parts of the crystal.
The relevant states close to the Fermi level for oxygen are the 3 2p-orbitals, provid-
ing six electronic states per oxygen atom, where only four are occupied from "native"
oxygen electrons. In metal oxides, the O:2p bands lie well below the Fermi-energy,
so that the two empty states are ﬁlled by electrons from the metal species – making
it to an O2− site in an ionic description – while the metal becomes a positive ion.
The formation of an oxygen vacancy reduces the number of available states within
the oxygen bands. There are many possible scenarios for the new, defective band
structure, but in this simple model presented here we assume the bands to be rigid
when oxygen vacancies are formed and that the only eﬀect is a redistribution of
electrons within the states. In all oxygen bands, the number of electronic states gets
reduced when a vacancy is formed: In the 1s and 2s-band, the annihilated states
can be thought of as being occupied by electrons native to the oxygen, which are
also removed when forming the vacancy. In the case of the O:2p-bands, however, the
two additional electrons stemming from the metal atoms have to be redistributed to
empty states at the Fermi-level.
An eﬀectively charged oxygen vacancy does not have a direct representation in
a band picture description, because it simply does not contribute any electronic
states. In fact, it can be thought of as annihilated states, which have been occupied
by foreign electrons in the pristine state. The same is true for all defects with an
eﬀectively positive charge. In analogy, a metal vacancy (or a defect with an eﬀectively
negative charge) corresponds to annihilated states which have been empty under
pristine conditions. Interstitials atoms increase the number of possible states within
the relevant bands and can thus be treated in an analogue manner. Finally, thermal
excitation of charge carriers (Eq. (3.1)) eﬀectively empties states in a previously
fully occupied band and partially ﬁlls a previously empty band. Since no atoms
are removed, the total number of states does not change. In summary, the pristine
state of "regular" materials is characterised by ﬁlled bands which all contain the
same number of electronic states. Electronic defects for those materials correspond
to partially ﬁlled bands. This can be either achieved by thermal excitation or by the
3However, the physical behaviour of both cases can be very diﬀerent.
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removal or insertion of atomic species, thereby varying the number of states within
the respective bands.
Figure 3.3: (a) A sketch of the band structure of CCO, where both subsystems are
treated individually. In the Ca2CoO3 system (left), each band contains
q states per formula unit, while bands in the CoO2 layer (right) contain
1 state. (b) The same structure, but now electrons were allowed to
redistribute across the two subsystems. The electrons from rock salt Co
states now occupy states in the cobalt oxide layer of lower energy. Only
a fraction q of the states in the band is occupied. (c) Band-diagram
representation of the two processes considered in the defect chemical
model for CCO: Thermal excitation moves electrons from a CoCOL state
to a CoRSL state. The creation of oxygen vacancies destroys states in
an occupied oxygen band and the electrons are redistributed to states
at the Fermi-level.
In CCO, it is now important to note that the number of each chemical species
per formula unit (Ca2CoO3)q(CoO2) is q for atoms from the rock salt subsystem,
while for atoms in the cobalt oxide layer it is 1. Bands stemming from the rock salt
layer thus contain less states than those associated with the cobalt oxide layer. If
we assume that the highest occupied band stems from the cobalt oxide layer, this
situation will always lead to partially ﬁlled bands, independent of the chosen reference
state. This assumption is justiﬁed by both experimental [18, 19] and theoretical [20]
ﬁndings. If on the other hand the highest occupied band would stem from the rock
salt layer (which can be picturised by moving the empty COL-band in Fig. 3.3 (a)
to very high energy), all Co ions within the rock salt layer would be in a 2+, Co ions
in the cobalt oxide layer in a 4+ oxidation state and no partially ﬁlled bands were
present.
But since charge transfer between the two subsystems occurs, the net charge of
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the rock salt layer is positive, while the cobalt oxide layer carries a total negative
charge. This results in a pristine state with a partially ﬁlled band, so that we can call
the structure inherently defective. The band structure representation of the defect
chemical model laid out by Eqs. (3.14) and (3.15) is sketched in Fig. 3.3.
In NaxCoO2 or other structures with an inherent deﬁciency on one sublattice, this
dilemma of a defective reference state is solved by choosing a hypothetical, non-
deﬁcient state as pristine reference, e.g. x = 1 or NaCoO2. The actual material
with x 
= 1 is then treated as defective compared to the pristine state. Thus, the
partially ﬁlled Co:3d band is explained by the formation of sodium vacancies, or in
other words the annihilation of states within an empty band. The charge neutrality
condition reads [
v
/
Na
]
= [Co•Co] (3.16)
However, an analogue treatment of CCO would require the deﬁnition of a perfect
reference state with q = 1, which – unlike the case x = 1 for sodium cobaltate – does
not have a physical meaning. It is in this sense that misﬁt structures may be seen
as the ideal example for the necessity of using a modiﬁed Kröger-Vink notation with
fractional eﬀective charges.
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In this chapter, the oxide materials most studied in a thermoelectric context are
shortly reviewed, thereby motivating the choice of the particular materials investi-
gated within this thesis. Special emphasis will therefore be given to the degree of
oxygen nonstoichiometry in the diﬀerent compounds. A more extensive review can
be found in e.g. [21, 22].
4.1 Layered Cobaltites
In 1997, Terasaki et al. reported on the surprisingly high Seebeck coeﬃcient of
Na0.5CoO2, which was combined with a low, metallic resistivity [4]. The resulting
power factor at room temperature was found to be even higher than that of the state-
of-the-art thermoelectric material Bi2Te3. NaxCoO2 (NCO) exhibits a multitude of
interesting properties, from charge ordering for x = 0.5 [23] to superconductivity in
its hydrated form below 5K [24], which have triggered intensive scientiﬁc activity on
this material. It is fair to note, though, that water easily intercalates in between the
layers, complicating the experimental handling of the samples and rendering the long
time application in a non-encapsulated thermoelectric module diﬃcult.
The origin of the high Seebeck coeﬃcient found in NCO has been debated. Some
authors claim that the Seebeck coeﬃcient is dominated by the spin-orbital entropy,
which can be described by a modiﬁed Heikes formula:
α = −kB
e
ln β
x
1 − x (4.1)
where x is the concentration of Co4+-holes moving on a background of (1 − x) Co3+
sites, and β = g3/g4 is the ratio of the local spin-orbital degeneracies of both ions
[25,26]. On the other hand, the high α was also explained by the classical Boltzmann
transport theory, where a high eﬀective mass was responsible for the coexistance of
metallic conductivity and a high Seebeck coeﬃcient [18, 27].
Contradicting results on the presence of a signiﬁcant concentration of oxygen va-
cancies in NaxCoO2 can be found in the literature (e.g. [28–31]). Recently, it was
proposed to explain the apparent oxygen loss of NCO at elevated temperature de-
tected by thermogravimetry as the indication of a partial decomposition of the sample
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Figure 4.1: Crystal structure of (Ca2CoO3)q(CoO2). (a) View along the a-axis.
Layers of edge-sharing CoO6-octahedra are separated by layers of
Ca2CoO3 with a rock salt-type structure. (b) View along c. The trian-
gular geometry of the Co-sites within the cobalt oxide layer is visible.
into CoO and NaxCoO2 with a higher sodium content x, rather than the formation
of oxygen vacancies [32]. These results are in agreement with theoretical calcula-
tions [33].
A material which is closely related to NCO by sharing the same triangular CoO2
layer, usually considered to be responsible for the metallic behaviour and the inter-
esting electronic properties, is (Ca2CoO3)q(CoO2) (CCO). Instead of a disordered
Na-layer as for NCO, the CoO2-layers in CCO are separated by a block of CaO-
CoO-CaO with a rock salt-type structure. A sketch of the crystal structure of CCO
is shown in Fig. 4.1. The ratio of the b-axes of both the cobalt oxide (COL) and
the rock salt (RSL) subsystem gives an irrational number, leading to internal stress
between the layers and to complicated misﬁt modulations of the sketched, "basic"
crystal structure. The challenging structure of CCO is reﬂected in several detailed
reﬁnement studies (e.g. [34–36]).
In contrast to NCO, the capability of CCO to host a signiﬁcant concentration
of oxygen vacancies is generally accepted [37–39]. Shimoyama et al. report that
the oxygen content in CCO - written as Ca3Co4O9+δ - can be tuned in a range
0.15 < δ < 0.36 without decomposition of the structure [38]. Ling et al. reﬁned
the structures of oxygen-deﬁcient and fully oxygenated samples and concluded that
oxygen vacancies are exclusively formed within the central Co-O-layer of the rock salt
subsystem, while the occupancies of other oxygen sites remain unchanged [40]. In
Manuscript 1, we study the oxygen nonstoichiometry in CCO in a wide temperature
and pO2-range, propose a defect chemical model to describe our results, and discuss
the charge transport properties of CCO as a function of the oxygen content. In
Manuscript 4, we combine theoretical and experimental techniques to investigate the
position of oxygen vacancies and the thermodynamics of the reduction in CCO.
Further, also misﬁt cobaltites with four rock salt-type layers separating the CoO2-
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layers have been found. In particular, one can ﬁnd representatives without cobalt
or another element with a variable valency within the rock salt layer (e.g. [41, 42]).
The charge transfer between RSL and COL is thus only dependent on the misﬁt
parameter and the oxygen content. Hébert et al. compared the properties of three
structures (Bi1.7A2O4)q(CoO2) with A = Ba, Sr, Ca resulting in 0.5 ≤ q ≤ 0.61 [43].
By preserving the electroneutrality, this will lead to a mixed-valent state within the
COL, with a Co4+- (or hole) concentration of
[
Co4+
]
= 1 − ξRSL · q (4.2)
where ξRSL is the charge of the rock salt layer per formula unit. For the given
parameters, this corresponds to a Co4+-concentration of 0.45 for A = Ba to 0.35
for A = Ca. Indeed, a systematic variation of α and σ with q is observed. One
should note, however, that small variations in the occupation of the Bi-sublattice
will modify the charge balance between the two subsystems signiﬁcantly, hindering
a quantitative analysis. Still it is a good illustration of how the charge transfer
between the electrostatically charged subsystems can be tuned by a variation of the
misﬁt parameter q.
4.2 Delafossites
Delafossite compounds with a chemical formula AMO2 show a layered structure,
similar to the one of misﬁt cobaltites. A CdI2-type layer of MO6 octahedra is sepa-
rated by a blocking layer of A atoms. Several compositions have been investigated,
e.g. M = Cr, Fe, Rh and A = Cu, showing power factors up to 6μWK−2cm−1 at
elevated temperatures [44,45]. zT is however limited by a high thermal conductivity
(κ ≈ 5 − 10Wm−1K−1), which can be explained by the absence of a misﬁt relation
between the two layers, eﬀectively easing the phonon propagation. A possible ap-
proach to improve the thermoelectric performance is to induce disorder in one of the
layers, thereby increasing the phonon scattering.
It is further known that - depending on the size of the M cation - oxygen can be
intercalated into the A-layer, which will modify the electrical properties but might
also be a way to decrease κ. Inconsistent reports on the possibility of intercalation in
the delafossite compound with M = Cr and A = Cu can be found in the literature.
While Maignan et al. claim the synthesis of CuCrO2.5 in an ampoule under high oxy-
gen pressure [46], Tate et al. report on decomposition of the sample when attempting
to intercalate oxygen [47]. For clariﬁcation, we therefore decided to investigate possi-
ble oxygen nonstoichiometry in CuCrO2. The undoped compound is insulating with
a high resistivity at room temperature, but small amounts of Mg-doping (x = 0.01)
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Figure 4.2: X-ray diﬀractogram of a sintered pellet before and after attempting
oxygen intercalation. The weight increase is due to a decomposition
into CuO and CuCr2O4 according Eq. (4.3).
lead to a signiﬁcant improvement of the electrical properties. Thermogravimetry
was used to check for possible under-stoichiometry, but no indication of a weight
loss was found at 1000 ◦C and at oxygen partial pressures between 10−4 and 1 atm.
The possibility of modifying the thermoelectric properties by intercalation of oxygen
was investigated as well. We annealed the sample for 15 h at 550 ◦C, under an oxy-
gen partial pressure of 16 atm. Indeed, a signiﬁcant mass gain corresponding to an
intercalated oxygen content of CuCrO2.32 was observed. However, an X-ray diﬀrac-
togram (Fig. 4.2) showed the partial decomposition into CuO and CuCr2O4 being
responsible for the weight increase:
2CuCrO2 + 2O2 → CuO + 2CuCr2O4 (4.3)
4.3 Perovskites
Diﬀerent perovskite materials ABO3 have been investigated for thermoelectric pur-
poses. The superior values of p-type cobaltites compared to their electron doped
counterparts can be explained by the spin-orbital conﬁguration of the considered
Co-ions. Typically, at room temperature, Co2+ is in a high spin state (t52ge
2
g), while
Co3+ and Co4+ are found in a low spin state ((t62ge
0
g) and (t
5
2ge
0
g), respectively). In
the electron doped case, a hopping of an electron from a Co2+- to a Co3+-site would
result in an unfavourable intermediate spin conﬁguration of Co2+ (t62ge
1
g) and an in-
termediate spin state for Co3+ (t52ge
1
g) [48]. In contrast, manganites exhibit a strong
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Hunds-coupling, so that such spin-blockade eﬀect are not expected to occur when
Mn3+ electrons move on a background of Mn4+-ions. In this context, several dif-
ferent manganites have been investigated as n-type thermoelectric material. Indeed,
electron-doped CaMnO3 is one of the most promising n-type thermoelectric oxides
with a maximum zT -value of 0.3 at 750 ◦C [49].
The thermodynamics of the oxygen nonstoichiometry and its defect chemical de-
scription were studied previously [50, 51], but – even though oxygen vacancies were
found to modify the thermoelectric properties of CaMnO3 at high temperatures sig-
niﬁcantly [52, 53] – no systematic investigation of the inﬂuence of oxygen vacancies
on the transport properties has been performed yet. In Manuscript 2 we showed that
the charge carriers in CaMnO3−δ move as strongly interacting small polarons and
developed a model to understand charge transport in this and related materials at
elevated temperatures.
Another well studied example with a perovskite structure is SrTiO3, particularly
interesting for the possibility to achieve p- and n-type doping. Finding the same host
material for both n- and p-type leg is highly desirable when designing a thermoelectric
module, due to a matching thermal expansion coeﬃcient. However, the power factor
in the p-type region is much lower than in the n-type – probably related to the
sixfold degeneracy of the conduction band [54] – so that most investigations in a
thermoelectric context focus on n-type materials. Okuda et al. reported a high
powerfactor of 36μWK−2cm−1 at room temperature, comparable to state-of-the-
art material Bi2Te3 [55]. The ﬁgure of merit is however limited by a high thermal
conductivity, which lead to intensive work on nanostructured STO ceramics, although
no signiﬁcant improvement of zT was achieved [56].
The inﬂuence of oxygen nonstoichiometry on the electronic transport properties
of STO has already been studied during the 1980’s and a classical, non-degenerate
semiconducting behaviour was found, as described in section 3.1 (e.g. [16, 17, 57]).
Recently, a high thermoelectric performance of the related compound EuTiO3 was
reported by Sagarna et al., reaching a zT of 0.4 at 775 ◦C [58]. In fact, the electrical
properties are very sensitive to the oxygen content of this material. When the EuTiO3
is annealed in highly reducing atmospheres, a small concentration of oxygen vacancies
(δ ≈ 0.015) is formed, which are compensated by electronic charge carriers, leading to
a change in conductivity by several orders of magnitude. These ﬁndings are published
in Manuscript 2 within the list on page 37. The Eu2+ state is unfortunately highly
unstable towards oxidation (Eq. (4.4)), making it diﬃcult to prepare and control
a sample with a well deﬁned oxygen stoichiometry, as high temperatures and very
reducing conditions are needed.
EuTiO3 +
1
2
O2 → Eu2Ti2O7 (4.4)
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4.4 Binary Oxides
Wide bandgap semiconductors like In2O3 and ZnO oﬀer the possibility to tune the
(n-type) charge carrier concentration in a wide range by doping with Sn and Al,
respectively. The materials can thus be treated by the "classical" theory of degenerate
semiconductors as reviewed in Chapter 2. In the case of ZnO, the best thermoelectric
performance was reported to be zT = 0.3 at 1000 ◦C for Zn0.98Al0.02O [59] and even
0.65 at 975 ◦C for Zn0.96Al0.02Ga0.02O [60]. However, the solubility of Al in ZnO is
limited to small values of x ≈ 0.01, while at higher doping, precipitates of ZnAl2O4
can be found, leading to an increase in the electrical resistivity.
The possible oxygen nonstoichiometry of ZnO1−δ is assumed to be in the range of
δ ≈ 0.01−0.02 [61,62] and it was shown that annealing in atmospheres with diﬀerent
pO2 signiﬁcantly modiﬁes the electrical properties of the sample [63].
In2O3 is another well-studied oxide material for thermoelectric energy conversion
similar to ZnO. The highest ﬁgure of merit is reported to be 0.46 at 1000 ◦C for
In1.8Ge0.2O3 [64]. Interestingly, the solubility of Ge in In2O3 is limited to x ≈ 0.01, so
that the reported composition is in fact a composite of doped In2O3 and precipitates
of the pyrochlore In2Ge2O7. Those precipitates are eﬀectively lowering the thermal
conductivity, leading to the observed, promising behaviour.
The defect chemistry of In2O3 is complex, including defect associates between
indium- and oxygen interstitials acting as the electron donor. By reducing the sample,
the concentration of these clusters is depleted and ﬁnally oxygen vacancies form up
to a concentration of δ ≈ 0.02. Several studies report on the inﬂuence of the oxygen
partial pressure on the conductivity (e.g. [65, 66]) and Seebeck coeﬃcient [67] and
their data are well described within a degenerate semiconductor model.
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In Manuscript 3, we present and describe in detail the measurement apparatus used
within this work for the electrical sample characterisation. In this chapter, some
additional measurement techniques are presented and their use within this thesis is
motivated. Where possible, this is done by including relevant results obtained during
the work on this thesis, rather than by repeating the theory behind the respective
techniques, which can be found in more appropriate depth in the relevant textbooks.
5.1 Sample Fabrication and Characterisation
All polycrystalline samples in this thesis were prepared by the standard solid state
technique, in which powders of the precursor materials are thouroughly mixed in the
desired ratio and subsequently calcined at high temperatures. The target compound
forms via a surface reaction between the precursor materials and the reaction kinetics
are thus usually limited by the solid-state diﬀusion of the diﬀerent species to the grain
surface. It is therefore advisable to use small-grained precursor powders and grind
the powders in between the calcinations.
The fabrication of phase pure samples of (Ca2CoO3)q(CoO2) was lengthy as dis-
cussed in Manuscript 1. Small deviations from the perfect Ca/Co ratio of 3/3.92,
lead to the formation of a secondary phase, typically Ca3Co2O6 or CoO. The latter is
frequently overseen in standard XRD experiments as diﬀractograms are taken often
using a copper X-ray source, leading to signiﬁcant background enhancement due to
both the ﬂuorescence and the symmetrical crystal structure of CoO, resulting in few
reﬂections in the investigated 2θ-range. These are further troubled by overlapping
with reﬂections from (Ca2CoO3)q(CoO2) and/or Ca3Co2O6. In Fig. 5.1 we show the
X-ray diﬀractogram of a powder sample of CCO with a Ca/Co-ratio of 3.95, which
was calcined for 250 h at a maximum temperature of 850 ◦C with several intermediate
grindings. The indexing is done via the notation (h kRSL kCOL l), reﬂecting the
misﬁt nature of the structure and the requirement of a (at least) four dimensional
space group to describe its symmetry. For comparison, a simulated diﬀraction pat-
tern is shown for an approximated structure of CCO (Supercell (SC) of 13 units of
the COL- and 8 units of the RSL subsystem; q = 8/13 = 0.615 and bSC = 8 · bRSL).
We used lattice parameters reported by Masset et al. [68], fractional coordinates
29
5 Experimental Methods
                  	  
 
 








 

 













 





















 






 	




 
 	
 
  
     





 
Figure 5.1: Detail from an X-ray diﬀractogram with long collection time (7 s per
step) of CCO powder. (∗) corresponds to Ca3Co2O6. For comparison,
we have shown a simulated powder diﬀraction pattern for an approxi-
mated structural model of CCO.
from Miyazaki et al. [34], and pattern simulation was done using the PowderCell
2.4 software [69]. Due to the high resolution of the diﬀractometer (Bruker D8), the
monochromaticity of the used wavelength (Cu Kα1) and the long accquisition time
(7 s per step), it is possible to resolve several reﬂections with very similar d-values.
The observed and simulated intensity are not directly comparable as a preferential
alignment of the platelike CCO-grains on the sample holder might be possible. This
eﬀect gets most pronounced in the pressed pellets. Despite the long calcination time,
a small amount of an impurity phase (Ca3Co2O6) could still be detected. As the
weighed-in cation ratio predicts an excess of cobalt compared to the "perfect" CCO
composition, this ﬁnding per se can be explained in two ways: (i) There is an ad-
ditional small concentration of an (undetected) cobalt-rich phase (e.g. CoO) and
the formation of CCO is not yet ﬁnished or (ii) cobalt gets evaporated during the
calcination, leading to an excess of calcium in the remaining powder. However, as
(XRD-)single-phase powders were obtained for similar calcination times and temper-
atures with a Ca/Co-ratio close to the nominal ratio of 3.92, we conclude that (a) is
the more likely situation. A detailed study of the phase relations and solid solubility
range in CCO can be found in [70].
To be able to perform electrical measurements on the material of choice, the syn-
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Figure 5.2: Schematic of the gas mixer used to control the atmosphere during elec-
trical characterisation and thermogravimetric measurements.
thesised powder has to be compacted into a dense pellet. For a conventional sintering
process, the calcined powder is isostatically pressed into a pellet at room tempera-
ture and sintered at high temperatures. For CaMnO3 (Manuscript 2), this approach
resulted in dense samples with a relative density (depending on the sintering tempera-
ture) between 80 and 95%. Conventionally sintered pellets of CCO, however, reached
a relative density of only 60-70%, limiting the mechanical stability and reducing the
electrical conducitivty of the sample.
The sample was therefore pressed isostatically at high temperatures to improve the
densiﬁcation process. The used hot-press allowed only a poor control of the sintering
temperature and the oxygen partial pressure during sintering, which either resulted in
a sample with a low relative density or led to the partial decomposition of the sample
into CoO and Ca3Co2O6. In the latter case, reoxidation of the sample by annealing
at high temperatures in air resulted in a phase pure, dense pellet of relative densities
beyond 90%.
5.2 Gas Mixer and Measurement Cell
The electrical characterisation of the samples at high temperature was done in a com-
mercial measurement cell (ProboStat, NorECs, Oslo, Norway), which was equipped
with the setup described in detail in Manuscript 3. BNC-cables were used to moni-
tor the signals of the electrodes used in electrical conductivity measurements. When
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measuring the conductivity and the Seebeck coeﬃcient in both sample orientations
simultaneously, the internal heater to vary the in-plane temperature gradient was
controlled by the shield of two of the BNC-cables. The cell was placed in a vertical
tube furnace, which was controlled by a PID-regulator (Eurotherm 2216e or 3208)
connected to one of the thermocouples within the cell. The atmosphere of the cell was
controlled by an in-house built gas mixer as sketched in Fig. 5.2. Several rotameters
(Sho-Rate 1355, Brooks Instruments) control the ﬂow of the diﬀerent gases. In most
experiments presented within the thesis, gas 1 was oxygen, which was repeatedly
diluted by gas 2, which was argon in the case of the electrical characterisation and
helium for the thermogravimetric measurements. After each step, the excess gas not
passed on to the next diluting step, is bubbled through columns of dibutyl phthalate,
which also regulate the overpressure within the mixer.
After several diluting steps (three in the depicted gas mixer), the gas mixture can
be dried or humidiﬁed. The experiments presented in this thesis were done under dry
and oxidising conditions, where the obtainable range in the oxygen partial pressure
pO2 is limited by the O2 residuals within the diluting gas 2 and the leakage of air
into the mixer and cell, typically resulting in a minimal pO2 of 10
−5 atm. Wet gas is
used to investigate the inﬂuence of water vapour on the electrical properties (e.g. in
proton conductors) or to control the oxygen partial pressure precisely under reducing
conditions, where the atmosphere contains H2. In this case the pO2 is determined by
the equilibrium between oxygen, hydrogen, and water vapour
H2 +
1
2
O2  H2O (5.1)
The partial pressure of water vapour is controlled by passing the gas through a
saturated solution of KBr, resulting in a pH2O of ≈ 0.025 atm at room temperature.
5.3 X-ray photoelectron spectroscopy
As discussed in Manuscript 1, the change in charge carrier concentration due to a
variation of the oxygen content can be associated with a change in the average cobalt
valency within the CoO2-layer. A direct and preferably quantitative experimental
assessment of this variation is therefore desired. X-ray photoelectron spectroscopy
(XPS) is a powerful tool to determine the chemical state of the diﬀerent species in a
material, in particular the oxidation state. However, in the following, we will show
that – under the temporal and instrumental limitations of this thesis – the XPS
technique cannot be used to observe reliable changes in the cobalt oxidation states
in CCO by a variation of the oxygen content.
The energetic shift for the diﬀerent oxidations states of cobalt is unfortunately small
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Figure 5.3: XPS spectra of polycrystalline CCO samples taken at room tempera-
ture. The spectra are vertically oﬀset for clarity. (a)+(b) and (c)+(d)
show the O:1s and Co:2p core level spectra before and after Ar sputter-
ing, respectively. In both cases, no systematic variation of the spectra
with δ could be observed. The diﬀerent features of the spectra are
signiﬁcantly changed by sputtering, though.
and further complicated by several possible spin conﬁgurations. Still, some groups
have investigated the variation of the XPS signal in CCO with doping or temperature
(e.g. [71–73]). We have tried to observe a systematic variation of photoelectron
spectra of CCO, when the concentration of oxygen vacancies is changed. We prepared
a series of samples quenched after annealing at diﬀerent temperatures in air. The
XPS spectra of the O:1s and the Co:2p level are shown in Fig. 5.3. Wakisaka et
al. assigned the two main components in the O:1s-spectra at 529 eV and 531.5 eV
to contributions from the CoO2- and the CaO-layer, respectively [71]. The high
energy feature was further discussed as a sign of surface degradation due to oxygen
loss. For our samples, the XPS O:1s intensity is dominated by the degradation
component (Fig. 5.3 (a)), indicating that the as-quenched surface (despite careful
polishing before annealing) is of too low quality to be used in an XPS experiment. Ion
sputtering reduces the intensity of the degradation feature at 531.5 eV and restores
the surface quality (Fig. 5.3 (b)). Still, in both cases, no systematic variation of
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the spectra with δ could be observed. Analogously, non-systematic changes could be
observed for the Co:2p core-level spectrum (Fig. 5.3(c)). Ion sputtering induces a
reduction of the cobalt oxidation state, leading to a signifcant spectral contribution of
Co2+-species (compare to measurements of CoO-standards as reported in e.g. [74]).
5.4 Thermal Conductivity
The main focus within this thesis are the electrical transport properties – that is the
electrical conductivity and the Seebeck coeﬃcient – of oxides at high temperatures.
The thermoelectric ﬁgure of merit further includes the thermal conductivity κ of the
sample.
κ is typically measured by the laser ﬂash technique [75]. Its measurement principle
relies on the time it takes for a heat pulse, caused by a short laser pulse, to diﬀuse
through a sample of thickness d. The temperature variation at the rear surface is
measured as a function of time. The time τ1/2 it takes for this surface to reach half
of its maximum amplitude is related to the thermal diﬀusivity by
D = 1.38
d2
π2τ1/2
(5.2)
The thermal diﬀusivity D is in turn related to the thermal conductivity κ by
κ = Dρcp (5.3)
where cp is the heat capacity and ρ the density of the sample. Comparing the
maximum amplitude ΔTMax of a material with the one of a known reference material,
further allows the calculation of the heat capacity cp. We used a sample of Pyroceram
9606 as a reference. This material is a mixture of diﬀerent oxides (mainly SiO2 and
Al2O3) [76] and was provided and characterised by Netzsch.
During the measurement, the sample chamber is ﬂushed with nitrogen gas in the
instrument. At high temperatures, we thus expect the uncontrolled formation of
oxygen vacancies in our samples, modifying the experimental results. Alternatively,
for a quenched sample, oxygen vacancies may be oxidised by residual oxygen within
the atmosphere when the temperature is high enough. Still – as preliminary thermo-
gravimetric results have given some understanding of the kinetics of reduction and
oxidation – it is possible to measure the thermal conductivity of samples with diﬀer-
ent degrees of oxygen nonstoichiometry under eﬀectively frozen conditions, given the
experiment is done fast enough.
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Figure 5.4: (a) TG and DSC signal when oxidising CaMnO3−δ at 1000
◦C. The
oxidation enthalpy is determined to ΔHOx = -167 kJmol
−1. (b) The
instrument calibration curve taken just before the measurement.
5.5 TG-DSC
In Manuscript 4, we use a method of combined calorimetry and thermogravimetry to
determine the oxidation enthalpy of CCO directly, not relying on certain assumptions
as when curve-ﬁtting thermogravimetric data on the basis of a defect chemical model.
The method is based on the simultaneous measurement of the heat and mass exchange
during oxidation or reduction. The DSC signal reﬂects the heat ﬂux from the sample
to the instrument chamber as compared to a reference crucible. We have used a
Netzsch STA 449 C Jupiter instrument. The gas atmosphere inside the measurement
chamber was controlled by a gas mixer as described earlier. The TG-DSC technique
has been established recently as a means to investigate the hydration thermodynamics
of oxides [77], but so far it has not been used for oxidation experiments.
In order to assess the value of the TG-DSC technique as a quantitative tool for ox-
idation experiments, we started to investigate the oxidation of CaMnO3−δ, where the
oxidation enthalpy within the cubic phase extracted from defect chemical modelling
(ΔHOx ≈ −180 kJmol−1) [51] and coulometric titration (ΔHOx ≈ −165 kJmol−1) [50]
was reported previously. In Fig. 5.4 (a), we show the TG-DSC signal of CMO at
1000 ◦C when the atmosphere was changed from a pO2 of ≈ 5 · 10−3 to 1 atm. The
sample weight increases and an exothermic DSC signal is detected, both reﬂecting
the ﬁlling of oxygen vacancies in the structure. It is interesting to note that the
DSC-baseline shift is much smaller than the one observed when measuring at lower
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temperatures (c.f. Manuscript 4), probably due to an increased inﬂuence of heat
radiation. To convert the voltage signal of the DSC experiment into a meaningful
heat ﬂow, the sensitivity of the instrument has to be known. This is done by utilis-
ing the phase transition of several materials and comparing the DSC signal with the
tabulated enthalpy. The sensitivity is then expressed as a polynomial ﬁt:
s(T ) =
[
P2 + P3 ·
T − P0
P1
+ P4 ·
(
T − P0
P1
)2]
· exp
(
−T − P0
P1
)2
(5.4)
The reference materials should be chosen to show a well characterised phase transition
in the temperature range of interest. The most relevant reference materials and their
corresponding transition temperature were ZrO2 (1016
◦C, [78]), BaCO3 (808
◦C,
[79]), and K2SO4 (584
◦C, [80]). For the oxidation enthalpy of cubic CaMnO3−δ,
we obtain 167±15 kJmol−1, in excellent agreement with the reported values [50, 51].
The conﬁdence interval given is the sum of the statistical error when averaging over
diﬀerent integration limits and diﬀerent oxidation peaks, and the inaccuracy of the
signal to heat ﬂow conversion via the calibration curve.
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The conductivity and Seebeck coefﬁcient of CaMnO3d have been studied at temperatures up to
1000 C and in atmospheres with controlled oxygen partial pressure. Both transport coefﬁcients were
varied in situ by the reversible formation of oxygen vacancies up to d¼ 0.15. The charge carrier
concentration was calculated using a defect chemical model. The Seebeck coefﬁcient could be
approximated by Heikes’ formula, while the conductivity shows a maximum at a molar charge
carrier concentration of 0.25. These results were interpreted as a signature of strong electronic
correlation effects, and it was concluded that charge transport in CaMnO3d occurs via strongly
interacting small polarons. General prospects for strongly correlated materials as potential candidates
for high temperature thermoelectric power generation were discussed.VC 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4868321]
I. INTRODUCTION
Mixed-valent manganites with perovskite-related struc-
tures exhibit a rich variety of interesting electrical, structural,
and magnetic properties and led to the development of new
physical concepts like the superexchange mechanism and to
new applications due to their pronounced magnetoresistive
effect (see Ref. 1 for a review). Characteristic for these mate-
rials is a strong electron-phonon coupling, often leading to a
self-localisation of charge carriers by lattice distortions. If
the dimension of the carrier and its surrounding lattice distor-
tion is in the range of the interatomic distance, it is named a
small polaron and charge transport occurs via thermally acti-
vated hopping.2
Recently, manganites are also investigated as potential
thermoelectric materials. Several classes of 3d transition-
metal oxides such as layered cobaltites, titanates, or transpar-
ent conducting oxides are investigated as candidates for
thermoelectric energy harvesting at high temperatures,3–5 but
despite considerable scientiﬁc activity within the ﬁeld, the
reported values for the thermoelectric ﬁgure of merit zT are
still well below other state-of-the-art thermoelectric materials
based on more scarce and/or environmentally harmful
p-block elements. The highest zT-ﬁgures among oxides are
reported for layered cobaltites as p-type conducting materials,
while zT for n-type oxides is signiﬁcantly lower (e.g., Ref. 6).
Among these n-type thermoelectric oxides, electron doped
CaMnO3d is one of the most prominent n-type thermoelec-
tric oxides with a reported maximum zT¼ 0.3 for
CaMn0.98Nb0.02O3,
7 making it a typical choice when design-
ing an all-oxide thermoelectric generator.8,9
Although it is well established that the oxygen content
in CaMnO3d can be varied over a broad range making it an
interesting material as a cathode in solid oxide fuel cells10 or
as an oxygen storage material in advanced combustion proc-
esses,11 most of the published high temperature thermoelec-
tric data are taken under atmospheric conditions with the
oxygen content of the sample being poorly deﬁned.
Therefore, experimental data on nominally identical samples
scatter signiﬁcantly and show opposite temperature trends,
and a profound assessment of these materials in thermoelec-
tric applications is not yet possible (e.g., Refs. 12 and 13).
Even when measuring in air, oxygen vacancies will form in
CaMnO3d and lead to a signiﬁcant variation on thermoelec-
tric properties at high temperatures.14
The defect chemistry of oxygen-deﬁcient CaMnO3d was
recently studied by Goldyreva et al.15 and will be summarized
here. On the basis of thermogravimetric (TG) measurements, it
was found that the defect properties of CaMnO3d can be
described by two chemical reactions: (a) The ﬁlling of oxygen
vacancies accompanied by a oxidation of Mn-sites and (b) the
thermal excitation of electronic charge carriers across the
band-gap. In the Kr€oger-Vink-notation,16 these reactions read
1
2
O2ðgÞ þ v
••
O þ 2Mn
0
Mn ¼ O
x
O þ 2Mn
x
Mn; (1)
2MnxMn ¼ Mn
0
Mn þMn
•
Mn: (2)
Thermogravimetric data can be ﬁtted with respect to the
equilibrium coefﬁcients for the reactions (1) and (2), KOx
and KD, respectively. Both reactions show an Arrhenius-type
behaviour, where the oxidation reaction (Eq. (1)) is exother-
mic, while the charge disproportionation (Eq. (2)) is endo-
thermic. The reaction enthalpies depend on the structural
state of CaMnO3d.
15a)Electronic mail: matthias.schrade@smn.uio.no
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In this paper, we report on our simultaneous measure-
ments of Seebeck-coefﬁcent and electrical conductivity of
nominally undoped CaMnO3d at high temperatures and in
equilibrium with a well-deﬁned atmosphere. Based on the
previously published defect chemical model, we can calcu-
late the concentration of all considered electronic species for
the speciﬁc temperature and atmospheric composition, in
particular the concentration of Mn3þ, which we identify with
the molar charge carrier concentration x. We will further
show that the strong correlation of small polaron charge car-
riers can lead to a simultaneous decrease in conductivity and
Seebeck coefﬁcient and discuss the general perspective for
manganites with respect to thermoelectric application.
II. EXPERIMENTAL
Polycrystalline samples were synthesized via standard
solid state reaction. Powders of CaCO3 (99.0%,
Sigma-Aldrich) and MnO2 (99.0%, Sigma-Aldrich) were
dried for 2 h at 150 C and weighed in stoichiometric
amounts. The mixed powders were ball milled and calcinated
twice at 1000 C for 24 h, with an intermediate grinding. The
obtained powders were pressed into pellets at 100MPa and
sintered in air at 1300 C for 24 h. Room-temperature X-ray
diffraction data were collected using a Philips PANalytical
X’pert MPD diffractometer using CuKa-radiation and a step-
width of 0.02. All observed peaks could be indexed in agree-
ment with literature17 and no secondary phase could be
detected (Fig. 1(a)). The lattice parameters were determined
to a¼ 5.30 A˚, b¼ 7.47 A˚, and c¼ 5.28 A˚ (SG Pnma (No.
62)). A bar-shaped sample of ca. 3  3  14 mm3 in dimen-
sion cut from the pellet was mounted into a commercially
available measurement cell (ProboStat, NorECs, Norway),
which was modiﬁed for our purposes (Fig. 1(b)): The sample
was clamped into a spring-load system with an S-type ther-
mocouple (PtRh10, Pt) attached on each side in good thermal
and electrical contact with the sample. The Pt-leads of each
thermocouple were used to measure the thermoelectric volt-
age across the sample. Two platinum electrodes were tightly
wrapped around the sample serving as voltage probes during
resistivity measurements. The cell was placed in a vertical
tube furnace providing the base temperature of the measure-
ment. The temperature difference across the two sample ends
was stepwise varied using a resistive micro-heater placed
underneath the sample. The measured thermoelectric voltage
was corrected for Pt-lead contribution. The conductivity was
measured in four point geometry, using the Pt-wires of the
thermocouples as current leads and the two electrodes as volt-
age probes. The effects of Peltier heating and thermal offsets
were taken care of by switching current direction. The oxy-
gen partial pressure in the cell was controlled by diluting O2
with Ar in a commercial gas mixer (ProGasMix, NorECs,
Norway). The relaxation towards chemical equilibrium was
monitored measuring the voltage across the two electrodes as
a function of time when sending a constant current through
the sample. All measurements presented here were taken at
thermal and chemical equilibrium, unless otherwise noted.
III. RESULTS AND DISCUSSION
Since the degree of oxygen non-stoichiometry is reported
to vary only slightly over a large range of oxygen partial pres-
sure at lower temperatures,15 which agrees with our prelimi-
nary ﬁndings, we restrict our study to temperatures above
800 C. The equilibrium oxygen nonstoichiometry, the electri-
cal conductivity r, and the Seebeck coefﬁcient a as a function
of temperature and oxygen partial pressure pO2 are shown in
Fig. 2. The negative sign of the thermopower indicates that
electrons (here assumed to be localised as Mn3þ) are the dom-
inating charge carrier in CaMnO3d. The values of r and a at
the highest oxygen partial pressure are in good agreement
with literature data (e.g., Refs. 14, and 18–20). The inﬂuence
of the extrinsic doping decreases when the concentration of
oxygen vacancies increases. Therefore, the highest conductiv-
ity in Fig. 2(b) of 60 S cm1 is almost identical with values
found by Bocher et al. on a series of Nb-doped samples
CaMn1xNbxO3 with 0.02< x< 0.08.
14 The highest power
factor a2r was determined to 1.8lW K2 cm1 at 900 C
and for an oxygen partial pressure of 1 atm. At higher temper-
atures and lower pO2, the unusual doping dependence of the
conductivity, discussed in this paper, leads to a signiﬁcant
reduction of the powerfactor (e.g., 1.0lW K2 cm1 at
900 C and pO2 of 10
3 atm).
A. Influence of a structural phase transition on r and a
Let us ﬁrst consider the measurement taken at 800 C. It
is known, that CaMnO3d undergoes a phase change from
orthorhombic to tetragonal and ﬁnally to cubic when varying
the oxygen partial pressure in the range used in the current
experiment.21 The region of existence of the tetragonal phase
extends only over a narrow range in pO2, so that no reliable
defect chemical modelling is possible within this phase.
The conductivity and Seebeck coefﬁcient vary linearly
with log pO2 to an oxygen partial pressure of 0.01 atm, where
the slope increases. To gain further insight on the inﬂuence
of this sequence of phase transitions on the transport coefﬁ-
cients, we calculate the charge carrier concentration x as a
function of the experimentally chosen pO2 values via the
defect chemical model presented in the introduction (Eqs.
(1) and (2)) and by using the thermodynamic parameter KD
reported by Goldyreva et al.15
FIG. 1. (a) X-ray diffractogram of the as prepared sample. For comparison,
we show a simulated pattern using the extracted lattice parameters and the
structural model by Poeppelmeier et al.17 All observed peaks could be
indexed and no secondary phase could be detected. (b) The bar-shaped sam-
ple mounted into the measurement cell.
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x ¼ 2dþ
dþ 2KD  4dKD 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
KD  4d
2KD þ d
2
p
4KD  1
; (3)
where x is given as the site fraction of Mn3þ per formula unit
of CaMnO3d. In Fig. 3, we plot the Seebeck coefﬁcient a and
the electron mobility l, calculated by the standard expression
r ¼ xlZe; (4)
with Z e being the charge of each carrier. The Seebeck coef-
ﬁcient a changes steeply with charge carrier concentration in
the orthorhombic phase and ﬂattens out in the cubic phase. A
widely used high temperature limit for the Seebeck coefﬁcient
in localized hopping conductors is the Heikes formula22,23
a ¼ 
kB
e
 ln
g3
g4

1 x
x
 
: (5)
The gi ¼ gSpin  gOrbital are the spin and orbital degeneracies
of a Mniþ-site. In the cubic phase, the two eg- and the three
t2g-orbitals are degenerate, while in the orthorhombic phase,
this degeneracy is lifted. Due to the strong Hund’s coupling of
Mn-d-electrons, we only consider high-spin conﬁgurations
here. In the orthorhombic crystal ﬁeld, the respective factors in
Eq. (5) are g3 ¼ gSp  gOr ¼ 5 1 ¼ 5 and g4 ¼ gSp  gOr
¼ 4 1 ¼ 4, while in the cubic phase, both eg-orbitals can be
occupied and g3 ¼ gSp  gOr ¼ 5 2 ¼ 10, while g4¼ 4
remains unchanged. This analysis predicts an increase of jaj
by 60lV/K when going from the orthorhombic to the cubic
phase, independent of the charge carrier concentration x.
However, the discrepancy with our observation of a rather
continuous change in a can be explained by an energetic split-
ting of the eg-orbitals in the orthorhombic phase in the order of
kBT, making both eg-orbitals thermally accessible, so that the
number of available states and thus g3 do not change when
entering the cubic phase.
In addition, also the carrier mobility calculated from the
conductivity via Eq. (4), does not show a discontinuous change
across the phase transition (Fig. 3). The mobility of (localised)
charge carriers is—in general—a sensitive function of the or-
bital overlap and thus of the bond-angle of neighbouring spe-
cies. In the cubic phase of CaMnO3d, the angle of a
Mn-O-Mn-bond is 180, while it deviates from that in the tet-
ragonal and orthorhombic phase. Our observation of a continu-
ous change can be explained by a gradual relaxation of this
angle to 180 when oxygen vacancies are formed, in agree-
ment with a structural study.14 However, a clear difference is
seen in the variation of l with carrier concentration x: While
l(x) appears to be almost constant in the orthorhombic phase
and the corresponding low carrier concentrations, it shows a
linear decrease in the cubic phase and higher x. This strong
decrease cannot be explained by changes in the structure of
CaMnO3d, which should lead to an increased mobility in the
cubic phase, but another mechanism has to be considered.
B. Transport properties in the cubic phase
At higher temperatures, CaMnO3d is in the cubic phase
for most of the pO2-range studied and no discontinuous
FIG. 2. (a) The oxygen nonstoichiometry d, (b) the electrical conductivity r, and (c) the Seebeck coefﬁcient a of CaMnO3d at different temperatures and oxy-
gen partial pressures pO2.
FIG. 3. Mobility l and Seebeck coefﬁcient a as a function of calculated
charge carrier concentration x at 800 C. No stepwise behaviour can be
observed across the phase transition in any of the plots.
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behaviour of d is reported in the literature. The absolute
value Seebeck coefﬁcient decreases continuously with
increasing d as it is expected for an increasing charge carrier
concentration while the conductivity goes through a broad
maximum. This is an unusual result as a and r generally
vary diametrally as a function of charge carrier concentra-
tion. To investigate this behaviour in more detail, we again
plot a, r, and l against the carrier concentration calculated
from the defect chemical model (Fig. 4). At the highest
measured temperatures, the Seebeck coefﬁcient shows only a
weak dependency on temperature and Heikes formula should
thus be an appropriate model. Indeed, the calculated curve
by Eq. (5) reproduces the magnitude and change of the ex-
perimental data to a certain degree, as seen in Fig. 4(c).
If one includes the hitherto neglected population of
Mn5þ as a possible site for an electron to hop to with a
degeneracy g5 ¼ gOrbital  gSpin ¼ 3 3 ¼ 9, one can calcu-
late the Seebeck coefﬁcient by the weighted average of the
two contributions24
a ¼
kB
e
½Mn5þ
½Mn5þ þ ½Mn4þ
 ln
10
9

1 x
x
 "
þ
½Mn4þ
½Mn5þ þ ½Mn4þ
 ln
10
4

1 x
x
 
: (6)
The result slightly improves the agreement between calcula-
tion and experiment as indicated by the dashed line (calcu-
lated for 1000 C in Fig. 4(c)).
The occurrence of a maximum in conductivity at around
x¼ 0.24, which is via Eq. (4) equivalent to a strong decrease
of the mobility l with x (Fig. 4(b)) is more puzzling. It has
been observed previously that the conductivity of
CaMnO3d at room temperature varies nonmonotoneously
with increasing d.25 Those authors attribute this behaviour to
an ordering of oxygen vacancies accompanied by an
ordering of Mn3þ and Mn4þ species. In this model, electron
transport occurs along these charge-ordered stripes, whose
density reaches a maximum at d¼ 0.16. However, charge
ordering is an unlikely scenario at the high temperatures
studied within the present work and the maximum conduc-
tivity is observed for a d-value around 0.08, for which no va-
cancy ordering has been reported (cf., e.g., Ref. 26). As the
employed Heikes formula is derived for the case U  kBT,
where the high on-site repulsion prevents the double occu-
pancy of one Mn-site by two electrons, we suggest the fol-
lowing qualitative model: With increasing oxygen vacancy
concentration d, the number of charge carriers increases to
maintain charge neutrality, but at the same time, the number
of available sites get reduced
r / ð1 xÞ  x: (7)
This model has been employed by several authors previously
to describe the doping dependency of small polaron hopping
conductors (e.g., Refs. 27 and 28). However, it predicts a
maximum in conductivity at x¼ 0.5, while the experimental
observations for electrons in CaMnO3d (this study) and
holes in La1xCaxMnO3
28 ﬁnd a maximum around x¼ 0.25.
Apparently, the simple model in Eq. (7) provides an intuitive
tool to reproduce the unusual doping dependency of transport
coefﬁcients in CaMnO3d, but a more sophisticated model,
including more interaction terms than nearest-neighbour
Coulomb repulsion, is needed to fully understand the present
observation. Assuming that one electron spreads over two lat-
tice sites may well describe the observed conductivity maxi-
mum around x¼ 0.25 within Eq. (7) but fails to reproduce the
a(x)-curve as calculated by Heikes’ formula.
Ciuchi and Fratini have recently derived a cluster model
to describe the mobility of small polarons interacting via
long-range Coulomb forces.29 In their theory, the mobility of
interacting small polarons can be written as
FIG. 4. The electrical conductivity r (a), the calculated carrier mobility l (b), and the Seebeck coefﬁcient a (c), in the cubic phase of CaMnO3d as a function
of carrier concentration x. r shows a maximum for x  0.25 (a), implying a strong decrease of l with increasing x via Eq. (4) (b). a can be roughly described
by Heikes’ formula (c).
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l ¼
A
T
 exp 
Ea
kBT
 
 exp 
En  x
kBT
 
: (8)
If charge transport takes place in three dimensions, En is
given as
En ¼
pe2
30  r
 a2: (9)
A in Eq. (8) comprises parameters like the number of neigh-
bours, the hopping distance, and the hopping attempt fre-
quency and Ea is the activation energy for an electron to hop.
In Eq. (9), a is the distance between two polaron sites and r
is the dielectric permittivity. The introduction of oxygen
vacancies not only changes the concentration of electrons in
the system but also decreases the effective number of nearest
neighbours (both occupied and unoccupied ones), as hopping
is only possible if the orbital overlap within the
Mn-O-Mn-bridge is ﬁnite. It is therefore reasonable to
assume A ¼ ð3 dÞ  A	. An additional factor (1  x) com-
pared to Eq. (8) ensures that the mobility is 0 when all man-
ganese sites are ﬁlled (x¼ 1). We rewrite the expression for
the mobility
l	ðxÞ ¼
lCalc
3 d
¼ B ð1 xÞ  exp 
En  x
kBT
 
; (10)
with B ¼ A
	
T
 expð Ea
kBT
Þ. One can see that the mutual repul-
sion of the polarons (En 6¼ 0) leads to an effective gradual
increase of the apparent activation energy with increasing
carrier concentration x. Eq. (10) describes our data to a high
degree (Fig. 5), and the corresponding ﬁtting parameters are
given in Table I. Both parameters B and En increase with
temperature.
The increase of En (Eq. (9)) is likely to be due to a
decrease of the relative permittivity r, rather than a signiﬁ-
cant increase in hopping distance a. r (or the electric polar-
izability) generally decrease at higher temperatures due to an
increased thermal motion of the charged species. From the
temperature dependence of the parameter B, it is possible to
calculate an estimate of the polaron activation energy
without any correlations present (for example, realised in a
sample with very low charge carrier concentration). We
obtain 0.28 6 0.02 eV (Fig. 6). The increase of the apparent
activation energy for the present carrier concentrations due
to the correlation effect is in the range of En x  60meV.
To conclude the preceding paragraph, we state that the
conductivity in CaMnO3d within the cubic phase can be
described by small polarons with strong mutual Coulomb
repulsion. This behaviour is likely to occur similarly in other
related calcium manganite samples with donor dopants as
the source for electronic charge carriers instead of oxygen
vacancies as in this work. The total apparent activation
energy agrees well with the value recently reported in a simi-
lar study.30
Fast cooling or quenching a sample from a high temper-
ature state with well deﬁned oxygen partial pressure provides
a means to obtain samples with a constant d at lower temper-
atures. A sample which has been repeatedly prepared in such
way is expected to vary only in d and thus in charge carrier
concentration, while other parameters like the unintended
doping level, the electronic band gap, the hopping activation
energy, or the interatomic distance remain approximately the
same. A variation in the apparent hopping activation energy
for one sample with different d can thus be attributed to the
mutual repulsive interaction of small polarons as discussed
above. Therefore, we annealed one sample at high tempera-
ture and in atmospheres with different pO2, quenched it, and
measured the transport properties up to 450 C. Preliminary
thermogravimetric experiments have shown that CaMnO3d
is kinetically stable towards reoxidation below  500 C. All
FIG. 5. The normalised mobility in the cubic phase of CaMnO3d vs. calcu-
lated carrier concentration. Lines represent the numerical ﬁt via Eq. (10).
TABLE I. Fitting parameters according to Eq. (10).
Temperature ( C) B (a.u.) En (meV)
800 156 241
900 193 249
950 198 257
1000 210 276
FIG. 6. Arrhenius-type plot of the prefactor B to extract the hopping energy
in the absence of electronic correlation.
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measurements have been performed on the same sample,
quenched from thermodynamic conditions where CaMnO3d
is within the cubic phase. As the dense ceramics obtained as
described in the Experimental section are prone to develop
small cracks due to the thermal stress under quenching, we
used a sample sintered at 1100 C and with a relative density
of 75% for this experiment. Reproducibility and internal
consistency were conﬁrmed by several repeated
heating-quenching cycles. The conductivity decreases with
increasing d and can be described by an activated hopping
process for all studied values of d (Fig. 7). The activation
energy increases with increasing d or charge carrier concen-
tration. In this temperature regime, the carrier concentration
is dominated by carriers induced due to oxygen vacancies,
and contributions from thermal excitation via Eq. (2) can be
neglected. The absolute value of the activation energy
around 0.2 eV is less than expected from our high tempera-
ture results, where the correlation-free activation energy was
determined to be 0.28 eV. On the other hand, the variation in
activation energy of 100meV due to the mutual repulsion of
charge carriers is higher than estimated from the high tem-
perature results (via Eq. (10) with En  250meV and
x¼ 2 d). However, the obtained values agree well with a
study of the hole-conductor La1xCaxMnO3d.
31 The dis-
crepancy could, for example, be related to an anomaly in re-
sistivity of CaMnO3d around 700K,
19,32 possibly indicating
a different transport mechanism, for example, large polarons,
at lower temperatures. In any case, despite an increase in
charge carrier concentration by the introduction of oxygen
vacancies, the conductivity decreases with d, indicating a
strong interaction of charge carriers.
Finally, we want to discuss shortly the implications of
the presented model in the search for new thermoelectric
materials. It is instructive to investigate the numerator in zT,
the power factor a2r, rather than treating a and r individu-
ally. For the simple model proposed, the power factor can be
calculated by combining Eqs. (4), (5), and (10)
aðxÞ2  rðxÞ / ln b
1 x
x
 2
 expðEn  xÞ
 ð1 xÞ  x; (11)
and is schematically shown in Fig. 8. Increasing the strength
of mutual Coulomb repulsion via an increase in the parame-
ter En shifts the maximum of the power factor to lower car-
rier concentrations or doping levels. Further, does the
maximum of the power factor get reduced when other pa-
rameters like the bandwidth are kept constant. But the most
severe implication of the increased electronic correlation is
that the concentration range with PFðxÞ  PFMax=2 gets nar-
rower with increasing En. In materials with a non-constant
carrier concentration, e.g., by intrinsic, thermal excitation
like in CaMnO3d and its doped compounds, this will lead to
a rather sharp peak in zT vs. temperature, thus narrowing the
temperature range of optimal performance and ﬁnally limit
the potential applicability of materials with strong Coulomb
repulsion in thermoelectric generators. However, there is ex-
perimental evidence for a variable optimal doping concentra-
tion (ranging from 0.02 to 0.10) for different dopants in
CaMnO3d, possibly indicating that the strength of correla-
tions depends on the doped species.7,33
IV. SUMMARY
In conclusion, we have studied the inﬂuence of oxygen
non-stoichiometry on the high temperature transport proper-
ties of CaMnO3d. It is shown that the oxygen stoichiometry
in CaMnO3d can be reversibly varied within a broad range
up to d ¼ 0.15 at high temperatures and in different atmos-
pheres allowing signiﬁcant in situ doping of the material.
The thermoelectric properties change signiﬁcantly with vary-
ing d. With increasing d, an unusual simultaneous decrease
of both conductivity and absolute magnitude of Seebeck
coefﬁcient is observed. This behaviour can be explained by a
conduction process in CaMnO3d at high temperatures via
strongly interacting small polarons. The mutual Coulomb
repulsion of these polarons quickly reduces the mobility
once charge carriers are introduced into the system. The total
FIG. 7. ln rT vs. 1/T for a sample with different oxygen vacancy concentra-
tion. The activation energy increases with increasing d (or charge carrier
concentration).
FIG. 8. The power factor a2r as a function of carrier concentration and
for different correlation strengths En.
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activation energy of transport at high temperatures of
0.34 eV was disentangled to consist of two parts: One to be
0.28 eV for CaMnO3d with a negligible carrier concentra-
tion and an additional energy ECorr¼En x due to electronic
correlations with En around 0.25 eV and x being the molar
charge carrier concentration. The Seebeck coefﬁcient in the
studied temperature and carrier concentration range can be
described by Heikes’ formula to a satisfactorial degree. The
present study shows that both thermoelectrical characterisation
as well as fundamental analysis of the transport processes in
oxides beneﬁt from the careful control of oxygen content.
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7 Further Results and Summarising
Discussion
In this chapter, the main ﬁndings of the papers will be summarised, discussed and
put into a broader context. This also includes further results, which have not been
included in the presented papers, but are relevant for the thesis.
7.1 Hall Eﬀect Measurements on (Ca2CoO3)q (CoO2)
Hall eﬀect measurements to determine the carrier density are routinely used in stan-
dard thermoelectric research to ﬁnd the optimum doping concentration. We also
tried to assess predictions made from the developed defect chemical model on overall
charge carrier concentration x and changes in x caused by oxygen vacancies, via the
measurement of the Hall coeﬃcent. Again, a single sample was used for all mea-
surements to exclude microstructural and compositional contributions. The sample
was equilibrated at high temperatures and under controlled pO2 and subsequently
quenched, providing a constant δ 
= 0 at low temperatures. The room temperature
Hall coeﬃcient RH was measured using a magnetic ﬁeld of 1.02T and a maximum cur-
rent of 1A. Such high current is needed to measure a statistically signiﬁcant change
of the Hall voltage, when the magnetic ﬁeld is changed. Inﬂuence of a variation of the
sample temperature due to Joule heating was minimised by allowing the sample to
cool down to room temperature after every single measurement. Each measurement
was repeated several times and in random order.
The conductivity and the Hall coeﬃcient of CCO at room temperature are shown
in Fig. 7.1. The conductivity decreases, as expected, with increasing δ, comﬁrming
the successful quenching of the sample. The Hall coeﬃcient increases with δ, which
indicates a decrease in charge carrier concentration. The values of RH are in good
agreement with values reported for CCO by others (e.g. [81–84]) and similar to those
measured on diﬀerent misﬁt cobaltites [43]. By using the classical relation RH = 1/nq,
where n and q are the concentration and charge of the carriers, respectively, one can in
principle relate the Hall coeﬃcient to a carrier concentration. In the present case, the
concentration extracted from Hall measurements varies between 4 and 5 · 1020 cm−3,
which translates to a molar charge carrier concentration between 0.05 and 0.07. These
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Figure 7.1: Hall measurements of a CCO sample prepared with diﬀerent oxygen
nonstoichiometry δ. The conductivity decreases with increasing δ, while
the Hall coeﬃcient increases. For comparison, we show a curve calcu-
lated from Eq. (7.1), as explained in the text.
values are much lower than those predicted from the proposed defect chemical model
(0.22 − 0.38 for the present values of δ).
However, it has been suggested to describe the Hall coeﬃcient in systems based
on a triangular lattice, such as the misﬁt cobaltite family, within a t-J-Hubbard-
model [85, 86]:
RH = −
V
4e
kBT
t
1 + x
x(1 − x) (7.1)
where t is a hopping parameter describing the orbital overlap between neighbouring
transition metal sites, V the volume of a unit cell containing one CoCOL-atom, and
x is the electron concentration with respect to half ﬁlling (≡ 0 for
[
Co3+COL
]
= 0).
Since t is a priori unknown, Hall measurements in CCO do not yield the charge
carrier concentration directly, despite its general use in the literature. However,
if we estimate a value for t/kB as -23K – similar to those reported by Hébert et
al. for other misﬁt structures [43] – and assume t to be constant with varying δ,
we can compare our results with the described model. V is ≈ 80Å3 and for the
electron concentration x we use a simpliﬁed expression, valid at low temperatures,
as presented in Manuscript 1: The hole concentration h(δ)(≡ 1 − x) of a quenched
sample can be expressed as
h(δ) = x0 − 2 · q · δ (7.2)
where x0 is the hole concentration of a fully oxidised sample. The resulting curve
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Figure 7.2: (a) The conductivity σ of CCO prepared with diﬀerent oxygen nonstoi-
chiometry δ at low temperatures. σ undergoes a broad minimum. With
increasing δ, σMin shifts to lower temperatures, indicating a suppression
of the transition. (b) Crystal-ﬁeld splitting ΔCF of the Co:3d-states in
an octahedral coordination. The diﬀerent spin-conﬁgurations for both
Co3+ and Co4+ are shown.
from Eq. (7.1) (with x0 = 0.38 as predicted from our defect chemical model) is in
good agreement with the experimental RH. We therefore conclude that the carrier
concentration in CCO is in fact signiﬁcantly higher than the values calculated via the
classical formula RH = 1/nq. Furthermore, the presented Hall measurements can be
used to quantify the parameters t and x0.
7.2 Metal-Insulator Transition in (Ca2CoO3)q (CoO2)
The inﬂuence of the oxygen content on the low temperature (T ≤ 300K) properties of
the studied materials was not investigated within the manuscripts in Chapter 6. Still,
CCO shows two anomalies in its transport coeﬃcients at temperatures just slightly
above room temperature [68,87]. The ﬁrst one occurs around 380K and is commonly
associated with a spin state transition of the Co3+- and Co4+-ions [81,88,89]. Based
on magnetic measurements, it was suggested that at low temperatures, Co3+ is in a
low spin state (t62ge
0
g) and Co
4+ in an intermediate spin (t42ge
1
g) conﬁguration, while
– at temperatures above 380K – it changes to an intermediate (t52ge
1
g) and high-spin
(t42ge
2
g) for the Co
3+ and Co4+, respectively. This spin state transition is likely to be
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accompanied by a transition from a disordered low temperature state to an ordered
state at higher temperatures within the rock salt layer [90]. The origin of the second
anomaly in the transport properties, manifesting itself in a broad maximum of the
resistivity around 490K, is less clear.
In Fig. 7.2 (a), the in-plane electrical conductivity of a CCO-sample prepared with
diﬀerent values of oxygen nonstoichiometry δ is shown. The temperature correspond-
ing to minimal conductivity for the most oxidised sample agrees well with the one
reported by Limelette et al. [87]. With increasing concentration of oxygen vacancies
δ, we ﬁnd a shift of the minimum conductivity to lower temperatures. For the most
reduced sample (δ ≈ 0.14), no minimum in conductivity is found in the investigated
temperature range. By the creation of oxygen vacancies, the stress between the two
subsystems in CCO is changed, which can alter the crystal ﬁeld splitting ΔCF. The
competing energy scales at play – the Hunds coupling, the crystal ﬁeld splitting and
the bandwidth of the d-states – are all comparable [91], making a suppression of the
spin state transition by the introduction of oxygen vacancies a plausible scenario.
One should further note that it is not clear whether the spin state transition and
the broad conductivity minimum are actually interrelated, as they occur at quite
diﬀerent temperatures. By increasing δ, the hole concentration is reduced, which
leads to an increased average distance and thus a higher degree of localisation. This
seems to stabilise the insulating/semiconducting state and shift the metal-insulator
transition to lower temperatures. A similar behaviour was observed by Nong et
al. [92]. Therefore, the investigation of the magnetic properties of CCO with diﬀerent
δ, could provide further information on the nature of the spin-state transition and
potential long-range ordering.
7.3 Ground State of (Ca2CoO3)q (CoO2)
The defect chemical model of CCO developed in Manuscript 1 to describe all charged
species is able to reproduce the experimental thermogravimetric results, the extracted
thermodynamic parameters were conﬁrmed by the direct measurement of the oxida-
tion enthalpy via TG-DSC, and the proposed relation between the charge carrier
concentration and the nonstoichiometry δ (h = 0.38 − 2qδ) can explain the observed
Hall coeﬃcient. These ﬁndings were used to elucidate the charge transport mech-
anism of CCO at high temperatures. All experimental results obtained during this
thesis can be explained within the presented model, but one has to admit that some
results found by other authors and reported in the literature cannot. As mentioned in
the introduction, literature addressing the fundamental charge transport properties
of CCO is mostly addressing a temperature range below 300K, making it diﬃcult to
directly compare these studies with our results. Yet, observation of signiﬁcant Co2+
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concentrations at room temperature in several publications is puzzling [35,68,93]. On
the other hand, no sign of Co2+RSL is found at low temperatures in other studies [19,94].
Co2+ in the RSL would increase the concentration of holes (or Co4+) in the COL to
balance the overall charge neutrality. The question of a signiﬁcant Co2+ concentration
in the RSL is thus equivalent to the one of hole concentration within the COL.
The reported values for the hole concentration in CCO vary between 0.3 and 0.6
[19, 20, 87, 94, 95].
We ﬁrstly note that the proposed defect chemical model (Eqs. (3.14) and (3.15)) is
not dependent on the chosen reference state, as long the same defect chemical reac-
tions are considered. It is easy to see that the relevant equations for the equilibrium
constants become equivalent to the ones published in Manuscript 1 when chosing e.g.
a reference valency of 3.5+ in the COL, resulting in a mixed valent reference state
for the cobalt ion in the RSL with an average valence of 2.8+. The physical ground
state is deﬁned by the chosen defect chemical equations and not the reference state
to denote the considered species.
Figure 7.3: (a) Sketch of highest occupied band in CCO, when contributions from
the COL and RSL subsystem overlap in energy, resulting in a mixed
valent state in both subsystems. In the chosen example the average
valency in the RSL is 2.8+, and 3.5+ in the COL. (b) Comparison of
the experimental Hall coeﬃcient and calculated curves by Eq. (7.1)
using diﬀerent assumptions for the fully oxygenated state of CCO.
On the other hand, the situation is diﬀerent if we assume a diﬀerent ground state
with a mixed valency in both subsystems as sketched in Fig. 7.3 (a). This state can be
constructed from the band diagram sketched in Fig. 3.3 by assuming that the highest
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occupied bands of both subsystems overlap in energy. One should keep in mind that
this scenario is in disagreement with the detailed study of Takeuchi et al. [18]. The
electronic states at the Fermi level are now hybridised and have character of both
a Co2+RSL- and a Co
3+
COL-state. As pointed out in Chapter 3, this state – extending
spatially across the two subsystems – can in principle still be projected onto its main
constituent and then treated by the conventional Kröger-Vink notation for point
defects. But to calculate the respective concentrations of both Co2+RSL and Co
3+
COL
species, the relative density of states at the Fermi energy of both subsystems has to
be known. The concentration can be expressed as:
[
Co2+RSL
]
=
∫ EF
0 DRSL(E) dE
0.62
(7.3)
where DRSL is the partial density of states of the rock salt system and the factor 0.62
reﬂects the total number of states per formula unit CCO within a rock salt band.
The integration has to be performed for the highest (partially) occupied band. The
concentration of
[
Co3+COL
]
can be calculated in an analogue way. The Fermi energy
EF is given by solving
0.62 =
∫ EF
0
DTot(E) dE (7.4)
where DTot is the total density of states of both COL and RSL in the highest occupied
band.
From our data, we cannot conclude in favour of one or the other ground state of
CCO. But – as illustrated in Fig. 7.3 (b) – the Hall coeﬃcient is sensitive to changes
in x0 and a more detailed and better resolved study of the Hall eﬀect on oxygen
deﬁcient samples could provide valuable information.
A possible explanation for the observed concentration of Co2+ in CCO by other
groups could be due to the presence of excess cobalt, for example on interstitial
positions, or (in ceramic samples) as an undetected secondary phase, e.g. CoO or
Co3O4. Alternatively, the conclusion of
[
Co2+RSL
]

= 0 from bond length analysis
(e.g. [93]), where the interatomic distance is compared to known reference materials,
might not hold for a complicated and unusual structure as that of CCO.
7.4 Conclusion: Electronic Properties of (Ca2CoO3)q (CoO2)
The misﬁt calcium cobaltite is the material studied in most detail during this thesis.
In this section, the main ﬁndings are summarised. A defect chemical model was de-
veloped to describe the concentration of charged species in CCO. The misﬁt structure
leads to an inherently defective ground state with a hole concentration of 0.38 per
formula unit. At high temperatures and low oxygen partial pressure, CCO can host
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a signiﬁcant concentration of oxygen vacancies within the central Co-O-layer of the
rock salt subsystem. In the ground state, cobalt ions within the rock salt layer are
in a +3 valence state, but at high temperatures, a signiﬁcant amount gets thermally
excited to +2. A site restriction for the formation of oxygen vacancies was necessary
to describe the thermogravimetric data. The oxidation enthalpy of -55 kJmol−1 ex-
tracted from this defect chemical model was independently conﬁrmed directly by a
measurement via TG-DSC.
Based on these results, the charge transport in CCO at high temperatures was
discussed. We concluded that hole-type carriers move itinerantly rather than via
localised states. The variation of the Seebeck coeﬃcient with charge carrier con-
centration and the small observed anisotropy remains puzzling to understand, but
we could show that the frequently used Heikes formula cannot be employed for a
quantitative analysis in CCO. In general, one can ﬁnd experimental indication for all
predictions drawn from our defect chemical model, and only few publications report
on ﬁndings which cannot be explained. As shown for the results on quenched sam-
ples, the precise control of oxygen content also has a signiﬁcant inﬂuence on the low
temperature electronic properties of CCO.
7.5 Thermal Conductivity
In order to determine the theoretical thermoelectric performance of a material via
Eq. (1.3), one has to measure also the thermal conductivity κ. Using the laser ﬂash
technique, κ is calculated from the measured thermal diﬀusivity via Eq. (5.3). The
speciﬁc heat capacity cp can be measured simultaneously using a reference sample
with known cp. However, as a consequence, the calculated values of κ have a higher
inaccurracy as compared to those with an independently determined cp.
Before presenting the experimental data, we want to give estimates for the elec-
tronic contribution to the total thermal conductivity. We have seen in Chapter 2 that
the electronic contribution κel to the thermal conductivity is related to the conductiv-
ity σ via the Lorenz-number L. Although L is not constant and varies with the charge
carrier concentration and scattering process, its value does usually not vary by more
than a factor of 2 around its textbook value of L = 2.44 ·10−8 WΩK−2. In the case of
CMO and CCO, we can therefore estimate κel. For CCO, κel reaches 0.4Wm
−1K−1
(σ = 100 Scm−1, T = 900 ◦C), and for CMO, κel is always below 0.2Wm
−1K−1
(σ = 60Scm−1, T = 1000 ◦C). For CCO, one has to further consider the anisotropy
of the conductivity in the sample. In single-crystals, the in-plane conductivity σab at
room temperature is higher by a factor of ten than the cross-plane σc [68], so that
the electronic contribution to the total cross-plane thermal conductivity is even lower
than calculated from in-plane conductivity data.
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Figure 7.4: (a) Thermal diﬀusivity D of CaMnO3−δ prepared with diﬀerent δ. D
is similar for all samples but decreases somewhat with increasing δ.
(b) Thermal conductivity κ as calculated from the data in (a) and cp
obtained from a reference sample. No clear trend in κ with varying δ
can be observed.
For CMO, the thermal diﬀusivity and calculated thermal conductivity are shown
in Fig. 7.4 for a sample prepared with diﬀerent oxygen nonstoichiometry δ. The
thermal diﬀusivity seems to decrease somewhat with increasing δ, but no clear trend
can be seen in the deduced thermal conductivity. This can be explained by the
inaccuracy of determining the speciﬁc heat capacity cp by comparing the maximum
temperature rise on the backside of the sample with the one of a reference sample
with known cp.
A similar set of measurements was taken for a sample of CCO and the results are
shown in Fig. 7.5. The thermal diﬀusivity D is practically independent of the oxygen
content. However, the calculated thermal conductivity varies for diﬀerent values of δ,
but no clear trend is observed. As neither the relative density, nor the heat capacity
are expected to be a sensitive function of δ, we conclude that the variation in Fig.
7.5 (b) is an artefact due to the inaccurate determination of cp.
As the measured cp-values are not accurate enough for both CCO and CMO,
we limit the discussion of the inﬂuence of oxygen nonstoichiometry on the thermal
conductivity to the more reliable, directly measured values of the thermal diﬀusivity.
Point defects like oxygen vacancies might – due to a local change of the mass density
– act as a scattering center for phonons, thereby reducing the thermal conductivity
and increasing the thermoelectric ﬁgure of merit. One can show that the rate for
point defect scattering τ−1PD is related to the mass diﬀerence between the mass of
the point defect, mi, with the concentration xi, and the average atomic mass in the
structure m [96]:
τ−1PD ∝
∑
i
xi
(
mi − m
m
)2
(7.5)
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Figure 7.5: (a) Thermal diﬀusivity D of (Ca2CoO3−δ)q(CoO2) prepared with dif-
ferent δ. No variation of D is observed when δ is varied. (b) Thermal
conductivity κ as calculated from the data in (a) and cp obtained from
a reference sample. The observed diﬀerence in κ is discussed as an
artefact in the text.
An analogue expression can be found for CCO. We can then estimate the inﬂuence
of point defects on the thermal conductivity of both CMO and CCO. The scattering
by variations in the mass density as a function of oxygen nonstoichiometry δ can be
written for CMO as:
τ−1PD ∝
1
5
(
mCa − m
m
)2
+
1
5
(
mMn − m
m
)2
+
3 − δ
5
(
mO − m
m
)2
+
δ
5
(mv••
O
− m
m
)2
(7.6)
Calculating the relative change Γ(δ) = 1 − τ−1PD(δ)/τ−1PD(0) for both CMO and CCO,
one obtains ΓCMO(0.15) ≈ 0.04 and ΓCCO(0.15) ≈ 0.015. The relative change of
τ−1PD in CMO is thus 2.5 times larger than that in CCO for the same oxygen vacancy
concentration δ. However, the calculated relative decrease is much lower than the
observed variation of ≈ 20% for CMO (Fig. 7.4 (a)). Still, we can rationalise the
observation that we do see changes in the thermal diﬀusivity of CMO when the
concentration of oxygen vacancies is changed, but that the analogue variation in
CCO is too small to be experimentally resolved.
7.6 zT of (Ca2CoO3)q (CoO2)
Now, after we presented all the relevant experimental data, we can calculate the
inﬂuence of oxygen vacancies on the thermoelectric ﬁgure of merit. The anisotropy
of the transport properties for a ceramic sample has to be considered carefully: We
have measured the electrical conductivity perpendicular to the compacting direction,
that is, mostly parallel to the ab-plane of CCO-crystallites. The Seebeck coeﬃcient
and the thermal conductivity have been measured cross-plane, i.e. along the c-axis.
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Figure 7.6: (a) The in-plane power factor α2σ of CCO as a function of pO2 and
temperature T , calculated assuming that the Seebeck coeﬃcient in CCO
is isotropic as suggested in Manuscript 3. α2σ increases somewhat with
T but it appears to be rather independent of pO2. (b) α
2σ at pO2 =
1atm as a function of T . The in-plane thermoelectric ﬁgure of merit
zT is calculated using a temperature independent thermal conductivity
κ = 2.25Wm−1K−1, as explained in the text.
In Manuscript 3 we ﬁnd that the anisotropy of the Seebeck coeﬃcient is only minor,
if existent at all. We can thus use the measured cross-plane Seebeck coeﬃcient
to estimate the in-plane zT . In Fig. 7.6 (a) we plot the power factor α2σ as a
function of pO2 and temperature, calculated from the data presented in Manuscript
1. α2σ increases with temperature, but is almost independent of pO2 or, equivalently,
of the concentration of oxygen vacancies. The power factor reaches values around
2.4μWK−2cm−1.
Furthermore, Saucke et al. recently reported on the anisotropy of the thermal diﬀu-
sivity D in ceramic CCO samples and found Dab/Dc ≈ 1.5 in the whole temperature
range [83]. From this result, we are able to estimate the in-plane thermal conductiv-
ity of CCO: The calculated cross-plane thermal conductivity of CCO in Fig. 7.5 (b)
seems to converge at 1.5Wm−1K−1 at elevated temperatures. Using this value, we
estimate κin-plane = 2.25Wm
−1K−1. Combining all results, the thermoelectric ﬁgure
of merit zT can be calculated to be in the order of 0.1.
One should note that the studied sample only had a relative density of ≈ 80%,
allowing relatively short equilibration times, but limiting the electrical conductivity
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due to increased scattering at the grain boundaries. The Seebeck coeﬃcient is less
dependent on the microstructural characteristics of the sample. Thus, a dense sample
shows a signiﬁcantly higher conductivy compared to a porous one, while retaining
similar values of the Seebeck coeﬃcient (c.f. the sample used for the quenching
experiments in Manuscript 1). This sample showed a conductivity of ≈ 180 Scm−1
at high temperatures, almost twice the value of the porous sample, while the Seebeck
coeﬃcient was in the same order (around 150μVK−1). In this case, the power factor
is 4μWK−2cm−1, comparable with the best values reported in the literature for
undoped CCO [39, 97–101]. Assuming identical values of κ, the zT of dense CCO
ceramics is then estimated to be around 0.2 at temperatures between 600 and 900 ◦C.
The tuning of the charge carrier concentration by aliovalent doping may improve this
value. However, one has to keep in mind that CCO is already intrinsically doped
to a high degree (corresponding to a molar charge carrier concentration x of 0.38,
as shown in Manuscript 1) due to its misﬁt structure. Therefore, typical dopant
concentrations will only lead to relatively minor changes in x, limiting the potential
increase in zT .
However, some authors rationalise the (unexpected) increase in conductivity by
donor doping of the material (e.g. La3+ or Bi3+ for Ca2+) by a variation of the
carrier mobility. They argue that a variation of the internal stress between the two
subsystems is overcompensating the decrease in carrier concentration (e.g. [101–103]).
Yet, there are also contradicting reports on the regular decrease of the conductivity
when CCO is doped with the same donor species [39, 104]. In this light – combined
with our ﬁndings of the sensitivity of σ on the relative density of the ceramic samples
– the observed increase of mobility found in some donor doped samples may be rather
a microstructural eﬀect than related to internal stress inside the crystallites.
This conclusion is supported by our ﬁndings in Manuscript 1. We could see that
the calculated carrier mobility seems to be rather independent of the oxygen vacancy
concentration, although it is reasonable to expect a variation of the internal stress
when oxygen vacancies are formed. However, one may speculate that – as oxygen
vacancies are only formed within the central rock salt layer – the induced stress is
already released inside the rock salt subsystem and the conducting COL remains
unaﬀected. On the other hand, doping on the Ca-site (located on the outer rock
salt layer) could then inﬂuence the hole propagation within the COL and explain the
unexpected doping behaviour.
In any case, considering the number of diﬀerent attempts already reported, it is
unlikely to expect a dramatic increase of the power factor of CCO.
Finally, the thermal conductivity cannot be reduced below a certain, amorphous
limit. Cahill et al. derived an expression for the minimum conductivity of an disor-
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dered crystal [105]:
κMin =
(
π
6
)1/3
kB n
2/3v
(
T
θ
)2 ∫ θ/T
0
x3ex
(ex − 1)2 dx (7.7)
where n is the number of atoms per unit volume, v the sound velocity, and θ the Debye
temperature. Using reported approximate values of v = 4000ms−1 and θ = 600K1,
we can estimate κMin ≈ 0.5Wm−1s−1 [106, 107]. So, even when assuming that a
hypothetical reduction of the thermal conductivity in CCO to the amorphous limit
could be achieved, that it does not pertubate the electronic properties, and that it
could be sustained during long-term high temperature application, a twofold increase
in zT due to a reduction of κ may be the maximum, even under these very optimistic
premises.
In summary, evaluating all available data realistically, it can be concluded that the
(reproducible) zT of polycrystalline CCO might be limited to values well below 0.5.
7.7 CaMnO3−δ
In Manuscript 2, we explained the unusual simultaneous decrease of the absolute See-
beck coeﬃcient and electrical conductivity upon oxygen vacancy formation as the in-
dication of strongly interacting small polarons being the charge carrier in CaMnO3−δ.
Can this model also explain the reported conductivity data in CaMnO3-based, alio-
valently doped compounds?
In calcium manganite doped on the A-site with La, Y, and Ce, the maximum
conductivity was found at a doping level x of 0.12 (for La and Y) and 0.06 (for
Ce), both at room temperature and at 1000K [108]. The authors interpret this
behaviour as the signature of charge ordered clusters which form when the carrier
concentration exceeds a certain value. While this scenario may well be a plausible
explanation at room temperature, (short-range) charge ordering is unlikely to persist
up to the temperatures investigated by Wang et al. and in our study. Furthermore,
the authors did not discuss the signiﬁcant contribution of intrinsic, thermally excited
carriers at high temperatures. On the other hand, the model proposed in Manuscript
2 includes a shift of the charge carrier concentration at maximum conductivity with
temperature:
σ(x) ∝ x · exp
(
−Eξ · x
kBT
)
→ x(σMax) =
kBT
Eξ
(7.8)
The model can thus conveniently explain the behaviour observed by Wang et al..
We note that also another discussed origin of the unusual doping dependency in
1In fact, both θ and v are dependent on the crystal direction. The reported values are a crude
average for a polycrystalline sample, but help to give a rough estimate for κMin.
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CMO – the variation of the Mn-O-Mn-bond angle with varying doping levels [109] –
can be excluded at the high temperature and low pO2 studied in Manuscript 2, as
the structure was found to be cubic across the whole experimental range [110].
A diﬀerent situation, where the proposed model for charge transport in CaMnO3−δ
is not valid, may be found, though, when CaMnO3 is doped on the B-site. Recently,
B-site doping with tungsten was discussed to lead to itinerant conduction within an
impurity band [52].
Finally, we want to estimate the potential zT of ceramic samples based on CaMnO3.
At the highest temperatures (T ≈ 1000 ◦C), oxygen vacancies become the dominating
defect and the power factor is around 1.8μWK−2cm−1, eﬀectively independent of the
extrinsic doping level (e.g. [53]). Combined with an optimistic guess for the optimised
thermal conductivity κ ≈ 1Wm−1K−1, this results in zT ≈ 0.22 at 1000 ◦C. At lower
temperatures, somewhat higher power factors are reported (e.g. 2.4μWK−2cm−1 [89]
or 3.3μWK−2cm−1 [104], both obtained at 600 ◦C). Assuming identical values for κ,
zT can be estimated to be in the order of 0.3. As discussed in Manuscript 2, the
strong mutual repulsion of charge carriers in CaMnO3 limits the power factor and
therefore an increase of zT beyond this value.
7.8 Outlook
This thesis investigated the inﬂuence of oxygen nonstoichiometry on the thermo-
electric properties of (Ca2CoO3)q(CoO2) and CaMnO3. Since a single sample is
used, in situ changes of the carrier concentration via a controlled variation of the
oxygen content, allow the investigation of the transport properties without consider-
ation of microstructural eﬀects. The obtained results elucidate the charge transport
mechanism in the studied materials and help to understand the high temperature
thermoelectric performance of related oxides.
Many interesting questions around the studied materials remain open. For ex-
ample, a structural investigation of CCO at high temperatures and controlled pO2
could elucidate the inﬂuence of internal stress and structural variations in the rock
salt subsystem on the transport parameters in CCO, as speculated in Manuscript 4.
Studying the oxygen nonstoichiometry of a misﬁt compound without mixed-valent
species inside the rock salt layer (e.g. (Bi2Ca2O4)q(CoO2)) would presumably result
in a simpler defect chemistry, as all formed oxygen vacancies may be compensated by
Co3+ in the CoO2 layer. Furthermore, a variation of the oxygen nonstoichiometry is
expected to also vary the electronic and magnetic properties of the studied materials
at low temperatures – as indicated in Fig. 7.2 – but systematic studies have not been
carried out yet.
These questions address the fundamental properties of the materials under study,
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7 Further Results and Summarising Discussion
thereby following the main lines of this thesis. However, I want to conclude this
thesis by pointing out some prospects of oxides for thermoelectric energy harvesting
applications. When implementing the p- and n- materials of choice into a thermo-
electric generator, one central problem is to reduce the contact resistance of the two
materials. In laboratory-scale demonstration modules based on oxide materials, con-
tacting is usually done using a paste with a high noble metal content (see [111] for an
overview over all-oxide TE modules). However, this complicates device fabrication
and increases the module cost, so that simpler and cheaper contacting concepts need
to be developed.
In any case, the zT values of the oxide materials studied today will not reach
the values of state-of-the-art thermoelectric materials. Still, it has been argued that
thermoelectric energy conversion, despite its low eﬃciency, is economically sustain-
able in some applications, if the lifetime of the modules can be increased to several
years [112]. This stability requirement imposes several challenges on the (oxide) ma-
terials used in a generator designed for high temperature applications. The module is
exposed to both thermal and mechanical stress, due to thermal expansion, large tem-
perature gradients, and temperature cycling. Long-term stability is further impaired
by possible interdiﬀusion and reaction of the p- and n- material at the hot side of the
module. When aiming at optimum long-term module performance, these challenges
call for the simultaneous investigation of a p-n-pair, rather than optimising a single
material, with no compatible counterpart available.
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