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Abstract 
The data dependence graph (DDG) is a useful tool for the 
parallelism detection which is essential to parallel algorithm 
design. In this paper, we consider a three-stage procedure to 
design parallel algorithms for a given problem: (1) finding a 
solution method for the given problem; (2) constructing a data 
dependence graph for the solution method; (3) designing 
parallel algorithms from the data dependence graph. 
Moreover, we propose some design approaches for two 
classes of DDG's: the forest and the multistage graph. 
Although many parallel algorithms have been designed for 
a wide range of problems, most of them are designed 
somewhat out of intuition. So far, no unified approaches for 
parallel algorithm design have been proposed and many 
researches[6] have been concentrated on this subject. 
Moldovan[l2,13], Miranker and Winkler[ll] and Kuhn[8] 
represented the computation of a problem by a cyclic loop 
algorithm from which parallel algorithms could be designed. 
Chen[4] and Quinton[ 161 represented the computation of a 
problem by a system of recurrence equations from which 
parallel algorithms could be designed. Li and Wah[ 101 and 
Delosme and Ipsen[S] also represented the computation of a 
problem by a system of recurrence equations. But, they 
regarded the design of optimal systolic algorithms as solving 
an optimization problem. Ramakrishnan et al.[ 171 represented 
the computation of a problem by a homogeneous graph, and 
then mapped this graph onto a linear array processor. 
Kung[9] proposed a three-stages procedure for parallel 
algorithm design: (1) dependence graph design; (2) mapping 
the dependence graph onto a signal flow graph (SFG) array; 
(3) deriving a systolic array from the SFG array. 
However, parallelism detection is essential to parallel 
algorithm design, and examining the data dependence 
relationship is useful to the detection of parallelism. A suitable 
representation of the data dependence relationship is the data 
dependence graph (DDG). In this paper, we introduce a new 
parallel algorithm design procedure where parallel algorithms 
are designed for some classes of DDG's. We have classified 
four classed of DDG's: the forest, the multistage graph, the 
regular graph and the semi-regular graph. Only the design 
approaches for the first two classed are discussed in this 
paper. The design approaches for the other two classes may 
be found in [3]. 
1.1 A Pa rallel Aleorithm Des ien Procedu re 
Maw-Sheng Chem 
Department of Industrial Engineering 
National Tsing Hua University 
Hsinchu, Taiwan, China 
More than one solution method may exist for a given 
problem, and they generate a set of intermediate values during 
execution. The final desired solution is either an intermediate 
value or can be. generated from the intermediate values. There 
may possibly be dependence relationship among the 
intermediate values and it can be expressed by a data 
dependence graph. The data dependence graph is useful to 
parallelism detection which is essential to parallel algorithm 
design. The proposed parallel algorithm design procedure 
includes the following three steps. 
step 1. Find a solution method for the given problem. 
step 2. Construct a data dependence graph for the solution 
step 3. Design parallel algorithms from the data dependence 
For a given problem, there may be many candidates for 
step 1. Different solution methods can result in different data 
dependence graphs. In the following, a further description 
about step 2 will be given and in the remaining context, we 
will focus our effort on step 3. 
method. 
graph. 
The data dependence graph (DDG) for a solution method is 
constructed as follows. 
(1) Each intermediate value is denoted by a node. 
(2) Intermediate value x is dependent on intermediate value y if 
and only if there is an arc from node a to node b where the 
intermediate values denoted by nodes a,b are y,x 
respectively. 
Example 1. Consider the problem of generating all the 
permutations of at most k out of n objects. Without loss of 
generality, we denote the objects by 1, ..., n. A simple solution 
method[2] to generate the desired permutations is due to the 
following idea: p1 p2 ...pr q is a permutation of size r+l if and 
only if p1 p2 ...pr is a permutation of size r and q is distinct 
from pi, I l i a .  Based on this idea, the permutations of size k 
can be generated by appending distinct objects to the 
permutations of size k-1 which can be generated similarly from 
the permutations of size k-2, etc. The intermediate values that 
are generated by this solution method are exactly the set of the 
permutations we want. Fig. 1 shows the corresponding data 
dependence graph for the instance of n=4 and k=3. 
Example 2. Let us consider the knapsack problem which can 
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be stated as follows. We are given n types of objects and a 
knapsack. Each object of type i has a weight wiand the 
knapsack has a capacity M. If an object of type i is placed into 
the knapsack then a profit of pi is earned. wi, pi and M are all 
positive integers. The objective is to obtain a filling of the 
knapsack that maximizes the total profit earned. 
Mathematically, the knapsack problem can be formulated as 
follows. 
n 
i= 1 
n 
i=l 
xi> 0 and integer (i=l, ..., n). 
maximize C pixi 
subject to wi xi I M 
Let f(k,g) denote the maximal value of the objective function 
using only the first k ( l a % )  items with capacity limitation g 
(OlglM). That is 
k 
i=l 
k 
i= 1 
f(k,g) = maximize c pi xi (2) 
subject to wi xi I g 
xi> 0 and integer (i=l, ..., k). 
Note that f(n,M) is the optimal value of (1). It has been 
justified [15] that the following equation holds for llkln and 
OlglM. 
f(k,g) = max( f(k- 1 ,g), pk+f(k,g-wk) 1 (3) 
Eq. (3) can be solved for f(n,M) by using the initial conditions 
f(0,g) = 0, f(k,O) = 0, and f(k,y) = -- for ISkcln, OlgSM, 
and y<O. The generated intermediate values are all f (k,g), 
k=l,  ..., n and g=O ,..., M. Fig. 2 shows the corresponding 
data dependence graph for the instance of n=5, M=9, wl= 
The data dependence graph reveals much information 
useful to parallel algorithm design. It will be seen in the 
following sections that parallel algorithms may be designed 
from the forest and from the multistage graph which are 
defined as follows. 
Definition 1. A data dependence graph is a tree if 
(1) there is a specially designated node, called the root, which 
(2) except the root, each node has indegree equal to 1. 
Definition 2. A data dependence graph is a forest if it consists 
of several disjoint subgraphs and each subgraph itself is a tree. 
~ 3 = l ,  w2= ~ 4 = 2  and w-j= 3. 
has indegree equal to 0, and 
Definition 3. A data dependence graph is a multistage graph if 
its nodes can be partitioned into k22 disjoint subsets (stages) 
SI,  ..., s k  such that for each arc from node a to node b, either 
a,b E Sior a E Si, b E Si+l for some i, 14&. 
For example, the data dependence graphs shown in Fig. 1 
and Fig. 2 are a forest and a multistage graph respectively. 
There are other problems such as the 8-queens problem, the 
sum of subsets problem, the reliability design problem and the 
longest common subsequence problem whose conventional 
solution methods (see [71,[18]) lead to data dependence graphs 
that belong to the mentioned two classes. 
2. Desiuing P m r  ithms from F m  
A forest is a graph that is composed of several disjoint 
trees. All the solution methods whose execution may be 
regarded as tree traversal have data dependence graphs 
belonging to the forest. In this section, we propose some 
possible approaches to design parallel algorithms from a 
forest. The design principle is that all the trees can be 
processed independently. Notice that these approaches only 
state some possibilities for parallel algorithm design. 
However, they act as helpful guidelines when we try to design 
parallel algorithms from a forest. 
roach I: M ~ i n e  Forests to Shared 
v
The most straightforward approach to design parallel 
algorithms from a forest is to map the forest to an Shared 
Memory Model (SMM) computer such that each tree is 
assigned to a processing element. Since the trees are 
independent of each other, it is feasible to generate the 
intermediate values in different trees in parallel. Assume that 
the forest contains n trees and the SMM computer contains m 
processing elements. All the intermediate values can be 
generated in r d m l  iterations. 
ach IT: M m i n e  Fore- - 
This approach is to map a forest to a linear processor array 
such that tree is assigned to a processing element (see Fig. 3). 
Assume that the forest contains n trees and the linear processor 
array contains m processing elements. Since all the trees of 
intermediate values can be generated in parallel, the generation 
can be completed in rn/ml iterations. At most m trees of 
intermediate values axc generated in each iteration. 
A major difference between this approach and approach I 
is the full utilization of the communication links. The 
processing elements generate the intermediate values with the 
aid of data communication between adjacent processing 
elements. It is not obvious to apply this approach to any given 
problem. Often, to use this approach, we need a sophisticated 
algorithm where the data communication between adjacent 
processing elements can facilitate the generation of the 
intermediate values. Based on this approach, the authors[2] 
have successfully designed an efficient parallel algorithm to 
generate all the permutations of at most k out of n objects. 
This parallel algorithm achieves the optimal speedup for any 
given k. 
23 ADDr- to M u W  
ear Processor Arrays 
This approach is a generalization of approach 11. Assume 
that h linear processor arrays are available. First, n trees are 
distributed evenly to the h linear processor arrays. Then, the 
trees of the intermediate values that are distributed to the same 
linear processor array are generated in the same way as stated 
by approach II. 
2 4  ADDroach IV : S d i t t i o e  Trees in Foras  intQ 
Subtrees 
This approach is to split the trees in the forest into 
subtrees. Then, the obtained subtrees are mapped to multiple 
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linear processor arrays. In all the preceding approaches, the 
intermediate values are generated according to the dependence 
relationship. That is, if intermediate value a is dependent on 
intermediate value b, then b is generated prior to a. Thus, 
intermediate values can easily be generated from those on 
which they are dependent. Now, in this approach, the trees 
are split into many subtrees and these subtrees are then 
mapped to different linear processor arrays. Therefore, efforts 
must be made to generate the roots of the subtrees before they 
can be processed in parallel. 
Thus, this approach first generates in a direct way the mots 
of the subtrees; then these subtrees can be processed in parallel 
by the available linear processor arrays in the same way as 
stated by approach 111. Based on this approach, the 
authors[2] have designed another parallel algorithm to generate 
all the permutations of at most k out of n objects. Also, this 
parallel algorithm achieves the optimal speedup for any given 
k. 
3. D e s l g n l n g a l l e l  . .  
CrraDhs 
A directed graph is denoted as a multistage graph if its 
nodes can be partitioned into k22 disjoint subsets (stages) 
S,, ..., S, such that for each arc from node a to node b, either 
a,b E Si or a E: Si, b E Si+, for some i, lli&. It can be 
found that the data dependence graphs for many recurrent 
equations and many dynamic programming algorithms [ 1 ],[7] 
belong to the multistage graph. In this section, we propose 
several approaches to design parallel algorithms from a 
multistage graph. The design principle is that the intermediate 
values may be generated whenever the prerequisite 
intermediate values either belonging to the same stage or 
belonging to the previous stage are available. 
I: M- 
Linear Processor A r r u  
This approach is to map a multistage graph to a linear 
processor array such that adjacent stages are assigned to 
adjacent processing elements. The computation is initiated at 
the first processing element (PE,), where the intermediate 
values belonging to the first stage are generated according to 
their dependence relationship. Besides generating intermediate 
values, the processing elements also transmit them to the next 
processing element. These transmitted intermediate values are 
necessary to the generation of the intermediate values 
belonging to the next stage. Since data dependence occurs 
both between adjacent stages and within the same stage, PE, 
will generate intermediate values when their necessary data, 
coming from PEI or generated earlier by itself, are available. 
By following the same way, the execution will propagate 
through the whole linear processor array. Since the execution 
can be performed in parallel in all the processing elements, 
pipelining is thus formed. In the following, we illustrate this 
approach by designing a parallel algorithm for the knapsack 
problem. 
To solve the equation (3), n stages of computations are 
necessary; k=l for the first stage, k=2 for the second stage, 
etc. According to the following observations, we will design 
a simple and efficient parallel algorithm for the knapsack 
problem. 
(i) Each stage performs the same operations. 
(ii) Data dependence occurs both between adjacent stages and 
within the same stage. 
(iii)If f(k,g), g=O, ..., M, are computed in increasing order of 
g, then f(k,g) can be computed immediately once the 
values of f(k-1,g) are available. 
A linear processor array is suitable to execute the parallel 
algorithm. Each processing element in the processor array is 
responsible for one stage of computations. Observation (i) 
implies that all the processing elements perform the same 
function. Observation (ii) implies that data communication is 
needed only between adjacent processing elements. 
Observation (iii) implies that the execution can be performed 
pipelinedly. 
The parallel architecture used consists of a linear processor 
array of q processing elements and a queue, which are 
connected in a ring as shown in Fig. 4. The linear processor 
m a y  is synchronized and all the processing elements perform 
the same operation at the same time. In addition, a local 
memory (LM) is provided in each processing element. The 
processor array can be regarded as a pipeline of length q, 
where the pipelined computations of f(k,g) are carried out. 
Further, we assume that q is smaller than n. Thus, the set of 
f(k,g), k=l ,  ..., n and g=O ,... M, must be partitioned into 
bands [13] such that each band is of width q, which is the 
same size as the processor array. Let Bi denote the ith band. 
The partitioning is performed as follows: f(k,g) belongs to Bi 
if and only if rk/ql= i. The computations of f(k,g) will be 
performed band by band and in the order of B,, B2, ..., B rdq1 
. All of the f(k,g) inside the same band are computed 
pipelinedly before the next band is considered. The 
communication between adjacent bands is performed via the 
queue. When the band Bi (1% rn/ql)  is processed, PE, 
computes f((i-1)*q+ 1, 0), f((i-l)*q+l, I), ..., f((i-l)*q+l, M) 
at M+1 consecutive time steps. The required data generated by 
the previous band (i.e., f((i-l)*q, g), g=O, ..., M) are received 
from the queue when needed. After receiving the value of 
f((i-l)*q+l, g) (OlglM) from PE,, PE, then computes 
f((i-l)*q+2, g). The computations will propagate toward the 
right until all the processing elements are in action. In general, 
PEj (l<jlq) computes f((i-l)*q+j, g) (OlglM) after receiving 
the value of f((i-l)*q+j-1, g) from PEj.,. Each processing 
element must hold a copy of computed values in its local 
memory before transmitting them. The values of f(i*q,g), 
g=O, ..., M, computed by PE, are put away in the queue which 
are necessary to the next band. The time complexity required 
to process each band is O(Mq).  Since there are r d q l  bands, 
the total time complexity required to compute f(n,M) is 
O(nM/q + n). 
II: M- 
If no arcs exist within any stage, a higher degree of 
parallelism can be attained by mapping the multistage graph to 
a 2-D processor array such that adjacent stages are assigned to 
adjacent columns of processing elements. The generation of 
intermediate values is performed in a pipelined way as stated 
by the approach I except that more intermediate values are 
generated at a time. In the following, we illustrate this 
approach by designing a parallel algorithm for the 0/1 
knapsack problem. 
If additional constraints: xi=O,l i=l, ..., n are added to 
(I) ,  then the resmcted knapsack problem is called the 0/1 
knapsack problem. For this problem, equation (3) can be 
rewritten as 
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f(k,g) = m a (  f(k-l,g), pk+f(k-l,g-wk) 1. (4) 
The corresponding data dependence graph is a multistage 
graph. An apparent characteristic of equation (4) is that its two 
prerequisite values are computed at the previous stage. In 
other words, the computations belonging to the same stage are 
independent of each other. This implies that for each stage, 
the computations can be performed in parallel. Let p be an 
integer smaller than M. The computations of f(k,g-p+l), 
f(k,g-p+2), ... , f(k,g) can be performed simultaneously if the 
values of f(k-l,t), t=O, ...g, are available. In order to realize 
the parallelism, each processing element in Fig. 4 is replaced 
by a column of p processing elements. Further, local 
memorys are replaced by global memory modules each of 
which is shared by a column of processing elements. Fig.5 
illustrates the new architecture. The set of f(k,g) is partitioned 
into bands as before. Denote Fii ( K i l n  and l l j l r (M+l) /pl  
) as the set of (f(i,U-l)*p), f(i,U-l)*p+l), ..., f(i,j*p-1)). 
When the band Bi ( l l i l  [/si) is processed, the first column 
of processing elements computes F(i-1)eq+l,,, j = l ,  ..., 
r(M+l)/pl at r(M+l)/pl consecutive time steps. The rth 
(I-) column of processing elements computes F ( i -~*~+ , j ,  
(ISjd(M+l)/pl) ,  after receiving the values of F(i-l)*q+r-li 
from the (r-1)th column of processing elements and storing 
them into the associated memory module. The first column of 
processing elements receives the values of F(i-l)*qj, j=l, ..., 
r (M+l ) /p l ,  from the queues and stores them into the 
associated memory module when needed. The values of 
Fpqj, U=l, ..., r(M+l)/pl), computed by the qth column of 
processing elements are put away in the queues. The time 
complexity required to process each band is O(M/p + 9). 
Since there are r / q 1  bands, the total time complexity is 
O(nM/pq + n). 
If no arcs exist within any stage, we may map the 
multistage graph to an Shared Memory Model (SMM) 
computer. The SMM computer can generate intermediate 
values stage by stage. Assume that the multistage graph 
contains n stages and the stage Si ( I l i l n )  contains ki 
intermediate values. If the SMM computer contains q 
processing elements, then all the intermediate values can be 
generated in rkl/ql + ... + rkJq1 iterations. 
W :  Comoutinga Grwr, 
Sometimes, it can be known in advance that some 
intermediate values belonging to the same stage are equal. For 
this case, computational efficiency can be improved if we 
generate the identical value only once instead of generating the 
identical value repeatedly for every intermediate value. In the 
following, we illustrate this approach by designing a new 
parallel algorithm for the 0/1 knapsack problem. 
Let us consider the 0/1 knapsack problem again. Since 
f(k,g) is a monotone nondecreasing step function for any fixed 
value of k, the function f can be evaluated for intervals [a,b) 
instead of integers g. The only requirement is that the function 
f has the same value within every interval. Nemhauser and 
Ullmann [I41 have applied this approach to solve the capital 
allocation problem efficiently. Fig. 6 gives a geometric 
representation of the procedure for obtaining f(k,g) from 
f(k-1,g) and pk+f(k-l,g-Wk). The step function f(k-1,g) is 
shown in Fig. 6(a) where f(k-1,g) changes at gl, g2, and g3. 
Fig. 6(b) shows the step function obtained by adding Pk to 
f(k-1,g). Fig. 6(c) shows the step function obtained by 
shifting pk+f(k-l,g) wkunits right. Fig. 6(d) gives the step 
function f(k,g) which is obtained by selecting portions of the 
curves from both Fig. 6(a) and Fig. 6(c), whichever gives the 
higher value. The possible values of g at which f(k,g) 
changes are wk, gi and gi+ wk If x is one of these values and 
f(k,g) does not change at x, then x is called a dominated value. 
For example, gl is a dominated value in Fig. 6. 
Let us denote s k  as the set of values of g at which f(k,g) 
changes. hit idly let sl=(o, wl) .  Sk (l<k<n) can be 
determined [SI by first taking the union of Sk-1 with the set 
removing dominated values from the union; x E Sk-1 is a 
is a dominated value if f(k-1,y) 2 pk + f(k-l,y-wk). If a 
linear processor array is used, the previous algorithm can be 
modified to evaluate the function f for intervals. Two queues 
Q andQ' are established in every processing element. 
Initially, Q contains the value 0 and Q is empty. When the 
execution of the algorithm is started, two values w1 and M+1 
are inserted to Q of the processing element that is responsible 
for computing the first stage. For each time step, every 
processing element receives the value of the function f for 
some interval [a,b) from its left neighbour. The value b is 
inserted to Q and the value a+c is inserted to Q where c=wk if 
the processing element is currently responsible for computing 
the kth stage. Then, two least values (assume s,t and s<t) are 
obtained from Q and Q'. If they are not the dominated values, 
the function f is evaluated for the interval [s,t) and s is 
removed from the queues after evaluation. Otherwise, the 
dominated values are removed from the queues. In Tab. 1, an 
example i s  illustrated where q=n=3, M=16, 
(p1,p2,p3)=( 10,8,5) and (wl,w2,w3)=( 12,9,4) are assumed. 
Tk-1 =( Wk+d I d E Sk-1 and Wk+d S M ) ,  and then 
dominated Value if f(k-1,x) S pk+ f(k-l,X-Wk) and y E Tk.1 
In this paper, we have proposed a graph-theoretic parallel 
algorithm design procedure. First, we represent the 
computation of a given problem by a data dependence graph. 
The data dependence graph is useful to parallelism detection 
which is essential to parallel algorithm design. In addition, 
we classify the data dependence graphs into four classes: the 
forest, the multistage graph, the regular graph and the 
semi-regular graph, according to their characteristics. 
However, it is still possible to identify other classes. Then, 
we can design parallel algorithms from the data dependence 
graphs. The design approaches for the forest and the 
multistage graph are presented in this paper; the design 
approaches for the other two classes may be found in [3]. 
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Fig. 3 Illustration of approach I1 where Ti's represent trees 
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Fig. 4 The architecture used for the knapsack problem. 
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Fig. 5 The architecture used for the 0/1 knapsack problem. 
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Fig. 6 Computing f(k,g) from f(k-l,g) and pk+f(k-l,g-wk). 
Tab. 1 An example with q=n=3, M=16, (p1,p2,p3)=(10,8,5) 
and (w~,w2,w3)=(12,9.4). 
time 
steps 
1 
2 
3 
4 
5 
6 
7 
8 
*E1 1 
f (1, L0.12) 
f (1, [12,17 
=O 
1 =10 
P E 1  2 
f (2, rO.9) ) = O  
f (2, [9,12))=8 
f (2, [12,17))=10 
PE13 
f ( 3 ,  [0,4) ) = O  
f ( 3 ,  L4.9) ) = 5  
f ( 3 .  [9.12))=8 
f ( 3 .  [12.13))=10 
f (3, [13,16))=13 
f (3. [16,17))=15 
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