Abstract. Symmetry is used to investigate the existence and stability of collective patterns of oscillations in rings of coupled crystal oscillators. We assume N identical crystal oscillators, where each oscillator is described by a two-mode nonlinear oscillatory circuit. We also assume the coupling to be identical and consider two different topologies, unidirectional and bidirectional, which lead to networks with Γ = ZN and Γ = DN symmetry, respectively. The whole system can be seen as an ε-perturbation of N uncoupled, two-mode oscillators. The spectrum of eigenvalues of the linearized system near the origin leads to expressions not amenable to analysis. To circumvent this problem, we apply the method of averaging and rewrite the model equations, via near identity transformations, in the socalled full-averaged equations. The truncation to the average part, expressed in complex coordinates, is O(2) × O(2) × Γ-equivariant. Then, we present new theoretical results linking symmetry and averaging theory to study the existence and stability of steady-states of the truncated averaged systems, and show that they persist as periodic solutions of the full-averaged system for small ε. 1. Introduction. We study the existence and stability of collective patterns of oscillations of N , assumed to be identical, crystal oscillators coupled in a ring configuration. To attain this goal, we use well-known group-theoretic techniques [16] and present new theoretical results linking symmetry and averaging theory. Each crystal oscillator is described by a two-mode mathematical model. One mode represents the behavior of a quartz oscillator as a RLC circuit made up of a Resistor, Inductor and Capacitor all connected in parallel with a nonlinear resistor. The second mode corresponds to spurious RLC components that are typically introduced by fabrication processes [39] . Coupling is determined by Kirchhoff's Law, which leads to linear as well as nonlinear coupling terms. We assume the coupling to be identical and consider two coupling topologies, unidirectional and bidirectional. In the former case, the spatial symmetry of the ring is described by the group Z N of cyclic permutations of N objects. In the case of bidirectional coupling, the spatial symmetry is captured by the dihedral group D N of permutations of an N -gon.
1. Introduction. We study the existence and stability of collective patterns of oscillations of N , assumed to be identical, crystal oscillators coupled in a ring configuration. To attain this goal, we use well-known group-theoretic techniques [16] and present new theoretical results linking symmetry and averaging theory. Each crystal oscillator is described by a two-mode mathematical model. One mode represents the behavior of a quartz oscillator as a RLC circuit made up of a Resistor, Inductor and Capacitor all connected in parallel with a nonlinear resistor. The second mode corresponds to spurious RLC components that are typically introduced by fabrication processes [39] . Coupling is determined by Kirchhoff's Law, which leads to linear as well as nonlinear coupling terms. We assume the coupling to be identical and consider two coupling topologies, unidirectional and bidirectional. In the former case, the spatial symmetry of the ring is described by the group Z N of cyclic permutations of N objects. In the case of bidirectional coupling, the spatial symmetry is captured by the dihedral group D N of permutations of an N -gon.
The obvious approach to finding periodic solutions with spatio-temporal symmetries of the Z N symmetric and D N symmetric systems is via the Equivariant Hopf Theorem [16] . However, the two-mode structure of the crystal oscillator leads to an unmanageable linearization at the origin of the system if one wants to obtain closed form eigenvalues and eigenvectors in order to use the Equivariant Hopf Theorem. In order to circumvent this obstacle, we develop an alternative approach to obtaining the periodic solutions from Equivariant Hopf by studying instead the symmetry-breaking steady-state bifurcations of an equivariant system of equations obtained via averaging theory. The process is described below. Using this information, we determine regions of existence and stability of several patterns for networks of arbitrary size. Numerical continuations using the software package AUTO [13] are performed and branches of periodic solutions are computed for unidirectional and bidirectional rings for up to N = 6 crystal oscillators.
The group theoretical foundations of this paper date back to results of Golubitsky et al. [16] and classical averaging theory as presented in Sanders et al. [31] . This latter approach has a long history which has been used by several other authors in the study of coupled artificial units such as Josephson junctions, lasers and other optical devices, as well as gyroscopes, energy harvesters, etc. [3, 24, 26, 27, 8, 9] . The use of averaging techniques to prove Hopf bifurcation results can be found for instance in Marsden and McCracken [25] or [31] . More recent results have been obtained in a series of papers by Llibre and collaborators [7, 21, 22, 23] where the existence of periodic solutions is obtained via the Brouwer degree. The network of crystal oscillators can be written as an ε perturbation of N harmonic oscillators, as opposed to an asymptotically stable system of nonlinear oscillators for which a phase reduction approach may have been a good choice and for which results have been obtained [4, 19] .
In our case, the motivation behind the study of these patterns lies in the possibility of exploiting the collective behavior of networks of crystal oscillators to develop inexpensive precision timing devices. The rationale is as follows.
A crystal oscillator is an electronic circuit that consists of a piezoelectric material to generate, via mechanical resonance, a stable voltage signal with a precise frequency [39] . The most commonly employed piezoelectric material is the quartz crystal. Due to its ideal characteristics, such as high Q factor, which indicates that oscillations die out slowly, a crystal oscillator can produce stable oscillations with very good accuracy. For this reason, and their low cost, they are widely used in commercial and military electronics. But in spite of the good features of crystal oscillators, their performance characteristics, in particular, phase drift, fail to meet the requirements for a high-precision timing system. At the national observatory, for instance, time is recorded by averaging the output of multiple atomic clocks. As the number of clocks increases, phase drift decreases as one over the square root of the number of clocks. Thus, it might just be possible to reduce phase drift and improve performance by harnessing the cooperative behavior of multiple (inexpensive) crystal oscillators coupled in some fashion. To do so, we must first investigate which patterns of collective oscillations can be observed and which ones are stable. The research work presented in this manuscript is a first-step in that direction. Next we briefly outline the approach that was followed to obtain the results of this work.
The equations for the coupled crystal oscillator systems in this study consist of N harmonic oscillators coupled via nearest-neighbors. As a direct result of Kirchhoff's Law, the coupling function appears inside a small-parameter perturbation term. We rewrite the system of equations in amplitude/phase form via a van der Pol transformation from which averaging theory can be applied. We show the following general results for a class of amplitude/phase systems of equations with Γ ⊂ S N network symmetry and an additional even-odd symmetry (which holds for the crystal oscillators). Using an appropriate change of coordinates, the original system can be transformed into a full averaged system that consists of the averaged portion, i.e., mean or slow dynamics terms, plus remaining fast dynamics terms. If we modout the fast-oscillations then we can focus the analysis on the slow-oscillating terms, which from the amplitude-phase equations are then complexified. These complexified equations are also known as the guiding system in [31] . Then we are able to show that the complexified guiding system is O(2) × O(2) × Γ equivariant, which decouples along fixed point subspaces of the two SO(2) ⊂ O(2) actions. This decoupling guarantees that we can work with a simpler system corresponding to a unique mode in Fix(SO(2)).
We first prove that the averaged system is O(2) × Γ-equivariant and, moreover, that it leads to computationally manageable eigenvalues. We then extend a classical theorem of averaging theory linking nonsingular steady-state solutions of the averaged system to periodic solutions of the original system to include the effect of symmetry. As the averaged system has O(2)-equivariance, we can classify the steady-state bifurcations using standard results from [12] and [16] . Using this approach, we obtain the same periodic solutions as those that can be found from the Equivariant Hopf Theorem. Returning to the crystal network case, we are now able to compute explicit formulae for the location of the bifurcation points (via the Γ = Z N and Γ = D N isotypic decomposition), including the stability of the steady-states. We also obtain reduced bifurcation equations from which we compute the criticality of many of the bifurcating solutions. We supplement the theoretical work with a computational bifurcation analysis (carried out with the aid of the continuation software package AUTO [13] ) of the collective response of a Coupled Crystal Oscillator System and Timing (CCOST) device. Representative examples of networks with N = 3 up to N = 6 crystal oscillators are analyzed via AUTO.
The manuscript is organized as follows. In Section 2 we introduce the physics behind crystal oscillators followed by a description of the equivalent electric circuit representation. A two-mode mathematical model of the circuit and its dynamical behavior is also presented in great detail. This section is a review of the analysis of a single crystal oscillator conducted in [20] . In Section 3 we present the governing equations of the coupled network of two-mode crystal oscillators with Z N and D N symmetry. Section 4 presents the averaging transformation for a network with Γ ⊂ S N symmetry in which we show the equivariance of the averaged equations (guiding system) and the decoupling of the modes along fixed-point subspaces of the SO(2) actions. Section 5 presents the main theoretical results of the paper: Theorem 5.1, which gives the correspondence between steady-states of the guiding system and periodic solutions of the original system and Theorem 5.4, which describes the bifurcation leading to the emergence of periodic solutions with spatio-temporal symmetries. Section 7 contains the stability and bifurcation results from the trivial equilibrium for both types of networks as well as criticality computations. Numerical continuation with AUTO is shown in Section 8. Finally, Section 9 presents the contributions of this study to the design of CCOST networks and followed with a brief conclusion and discussion in Section 10. The appendices contain the explicit differential equations for the crystal network, the averaged equations and the proof of Theorem 5.1.
Crystal Oscillators.
A crystal is a solid in which the constituent atoms, molecules, or ions are packed in a regularly ordered, repeating pattern extending in all three spatial dimensions [28, 38] . Almost any object made of an elastic material could be used like a crystal, with appropriate transducers, since all objects have natural resonant frequencies of vibration. For example, steel is very elastic and has a high speed of sound. It was often used in mechanical filters before quartz. The resonant frequency depends on size, shape, elasticity, and the speed of sound in the material. High-frequency crystals are typically cut in the shape of a simple, rectangular plate. Low-frequency crystals, such as those used in digital watches, are typically cut in the shape of a tuning fork. For applications not needing very precise timing, a low-cost ceramic resonator is often used in place of a quartz crystal, see Fig. 1 . When a crystal of quartz is properly cut and mounted, it can be made to distort in an electric field by applying a voltage to an electrode near or on the crystal. This property is Figure 2 . Two-mode crystal oscillator circuit. A second set of spurious RLC components (R 2 , L 2 , C 2 ) are introduced by parasitic elements. Source: [20] .
known as electrostriction or inverse piezoelectricity. When the field is removed, the quartz generates an electric field as it returns to its previous shape, and this can generate a voltage. The result is that a quartz crystal behaves like a circuit composed of an inductor, capacitor and resistor, with a precise resonant frequency [39] , see Fig. 1 .
Quartz has the further advantage that its elastic constants and its size change in such a way that the frequency dependence on temperature can be very low. The specific characteristics depends on the mode of vibration and the angle at which the quartz is cut (relative to its crystallographic axes). Therefore, the resonant frequency of the plate, which depends on its size, does not change much, either. This means that a quartz clock, filter or oscillator remains accurate. For critical applications the quartz oscillator is mounted in a temperaturecontrolled container, called a crystal oven, and can also be mounted on shock absorbers to prevent external mechanical vibrations. Next we review, briefly, the analysis of a single crystal oscillator model conducted in [20] .
2.1. Two-Mode Oscillator Model. The crystal oscillator circuit sustains oscillation by taking a voltage signal from the quartz resonator, amplifying it, and feeding it back to the resonator. The rate of expansion and contraction of the quartz is the resonant frequency, and is determined by the cut and size of the crystal. When the energy of the generated output frequencies matches the losses in the circuit, an oscillation can be sustained. The frequency of the crystal is slightly adjustable by modifying the attached capacitances. A varactor, a diode with capacitance depending on applied voltage, is often used in voltage-controlled crystal oscillators, VCO. The analog port of the VCO chip is modeled by a nonlinear resistor R − , see Fig. 2 , that obeys the voltage-current relationship [20] 
where a and b are constant parameters. A major reason for the wide use of crystal oscillators is their high Q factor. This is a dimensionless parameter that indicates how underdamped an oscillator is. For a crystal oscillator, it can be defined as the ratio of the resonant frequency with respect to the half-power bandwidth, i.e., the bandwidth over which the power of vibration is greater than half the power at the resonant frequency. Higher Q indicates that the oscillations die out more slowly. A typical Q value for a quartz oscillator ranges from 104 to 106, compared to perhaps 102 for an LC oscillator. The maximum Q for a high stability quartz oscillator can be estimated as Q = 1.6 × 107/f , where f is the resonance frequency in megahertz.
The inductance of the leads connecting the crystal to the VCO port is represented by L c . In addition, parasitic elements can be represented by a series resonator (L 2 , C 2 , R 2 ) connected in parallel with the nonlinear resistor. The resulting circuit, depicted in Fig. 2 , forms a two-mode resonator model. Applying Kirchhoff's voltage law yields the following governing equations
where j = 1, 2 and L c has been included in L 1 . Letting
] T , the model equations (2.1) can be rewritten as
where
The terms AX and N (X) represent the linear and nonlinear terms, respectively, which, together, govern the behavior of the two-mode crystal oscillator. Direct calculations of the eigenvalues and eigenvectors of the linearization of Eq. (2.2) at the origin yield very long and complicated expressions, which renders the equations not amenable to standard analysis, i.e., diagonalization of A through linear transformations. For this reason, the work in [20] employs averaging methods to find analytical approximations to the solution sets of Eq. (2.2). More specifically, this method allows to separate the original four-dimensional system of ODEs into (decoupled) amplitude and phase equations, in which the amplitude equations commute with the standard action of the Z 2 × Z 2 symmetry group in the plane [16] . Then they show that a Hopf-Hopf mode interaction leads to two, stable, pure-modes of oscillation, where only one current on each side of the circuit oscillates at any given time while the other side is quiescent. These modes are solutions of the form (i 1 (t), 0) and (0, i 2 (t)). A mixed-mode solution where both currents oscillate simultaneously also exist but it's unstable. Averaging also allows for analytical approximations to the boundary curves that define the regions of existence and stability of pure-and mixed-mode solutions. This type of Z 2 × Z 2 reflectional symmetry appears commonly in engineering applications of nonlinear oscillators. In particular, it is found in classical systems such as: the pendulum equations [40] , Duffing oscillators [18, 32] and van der Pol oscillators [2, 11, 17, 34, 35] . In recent works, the same type of odd symmetry has appeared in modern systems that include: vibratory gyroscopes [1, 10, 33, 36, 37] and energy harvesting systems [5, 6, 26] . The success of the averaging technique in the analysis of a single crystal oscillator model has lead us to consider a similar approach for the analysis of a network of coupled crystal oscillators. We discuss next the coupled system.
3. Coupled Crystal Oscillator System. In this section we now study the collective behavior of a Coupled Crystal Oscillator System (CCOST) made up of N , assumed to be identical, crystal oscillators. We consider first the case of unidirectional coupling in a ring fashion, as is shown schematically in Fig. 3 . The spatial symmetry of the ring is described by the group Z N of cyclic permutations of N objects. In the case of bidirectional coupling, the spatial symmetry is captured by the dihedral group D N of permutations of an N -gon.
3.1. The Governing Equations. Applying Kirchhoff's law to the CCOST network with unidirectional coupling yields the following governing equations (3.1)
where k = 1, 2, . . . , N mod N , j = 1, 2. Since we assume identical components in each crystal oscillator, then the set of parameters reduces to:
, and relabeling τ as time t, we write Eq. (3.1) in dimensionless form
After applying the following set of invertible coordinates transformations (3.3)
for j = 1, 2 we arrive at the following set of equations, written symbolically as:
,
. The vector X [1] has polynomial functions containing linear and cubic terms in x k1 , x k2 , x k+1,1 and x k+1,2 while Ω [1] has terms only dependent on φ k and quadratics terms in x k+1 divided by x k . In the bidirectional case, the dimensionless equations are
The transformation (3.3) leads to the following network equations
with X [1] is a vector of polynomial functions containing linear and cubic terms in x k1 , x k2 , x k+1,1 , x k+1,2 , x k−1,1 and x k−1,2 and Ω [1] has a similar structure as described above. The explicit expressions are shown in Appendix A.
4. Averaging and Symmetries. We now describe in more detail the averaging procedure used on systems such as those described by Eq. (3.4) and (3.6). The derivation is carried out for a general Γ-equivariant and we keep track of the symmetries of the system at each stage. We then compute explicitly the averaged system of equations corresponding to Eq. (3.4) for unidirectional coupling and Eq. (3.6) for bidirectional coupling; those expressions are found in Appendix B.
We begin with the system
We write (X, Φ) = (x 1 , . . . , x n , φ 1 , . . . , φ n ) and consider the n vector Ω 0 := (Ω 0 , . . . , Ω 0 ). Therefore, the system is compactly written as
We assume that the function H = (H 1 , H 2 ) is Γ-equivariant where Γ ⊂ S n . That is,
for all γ ∈ Γ. We separate fast and slow angle variables while preserving the symmetry of H by shifting all angle variables by φ s = (φ s1 , φ s2 ). Notice that s is not an index. We write φ k → φ k + φ s and so Φ → Φ + Φ s where Φ s = (φ s , . . . , φ s ) is a n-vector. Therefore, Φ +Φ s = Ω 0 + εH 2 (X, Φ + Φ s ) and we split the system aṡ
and the last equation being n copies of the same equation can be reduced toφ s = Ω 0 . We rewrite the system as
Note that the subsystem
is Γ-equivariant. Furthermore, we assume the following even-odd symmetry of the H mapping:
which are valid for the (Ẋ,Φ) equations of the coupled crystal oscillator system, see Appendix A. We begin the analysis by establishing the so-called full averaged equation [31] which is equivalent to (4.3). We define
Let n j = (n 1j , . . . , n N j ), j = 1, 2, and | n j | = |n 1j | + · · · + |n N j |. We assume the following Diophantine condition on the frequencies Ω 0 = (Ω 1 , Ω 2 , . . . , Ω 1 , Ω 2 ): there exists ν > 0 and µ > 0 such that
Theorem 4.1. Suppose that the frequencies Ω 1 and Ω 2 satisfy the Diophantine condition (4.5). Then, system (4.3) is equivalent to the Γ-equivariant system
U is Γ-equivariant and periodic in both entries.
Proof. We claim that there exists a mapping
. . , β N j ), j = 1, 2 and y k = (y k1 , y k2 ) transform (4.3) to (4.6) where H [2] is to be determined. The solution for U is obtained by expanding H and U in Fourier series. Consider the Fourier series for H and U given respectively by
We can split these Fourier series along the following subsets in Z 2N . Then, from the definition of Ω 0 we have
Therefore,
where n · Ω 0 = 0 for all n ∈ Z 2N \ Λ. We compute
Taylor expanding with respect to ε we have
(4.8)
Collecting order 1 terms in ε we obtain (4.9)
Splitting the Fourier series of H along Λ and Z 2N \ Λ yields
and computinḡ
For n ∈ Z 2N \ Λ, n · Φ s = φ s1 n 1 + φ s2 n 2 is nonzero, it is then a straightforward computation to show that the integral vanishes. Therefore, the right-hand side of (4.9) depends only on terms for which n ∈ Z 2N \ Λ in the Fourier expansion of H(Y, β + Φ s ) and so we can solve as
We can choose u n (Y ) = 0 for all n ∈ Λ. The Diophantine condition (4.5) guarantees that the Fourier series for U converges from standard results in KAM theory [29] . Finally, note that the o(ε) terms obtained from the ε Taylor expansion of H(Y, β + Φ s ) are also function of Y and β + Φ s . Thus, we obtain H [2] by solving with respect to the remaining terms in (4.8):
This completes the proof.
Consider the Fourier coefficients h n (Y ) written in coordinates
We need the following extra result also. Corollary 4.2. The Fourier coefficients satisfy the conditions
Proof. Those properties are a consequence of the even-odd symmetry (4.4).
In what follows we consider the full averaged equation
and focus on the truncated Γ-equivariant equation obtained by neglecting ε 2 terms. In fact, we consider the so-called guiding system [31] (4.12)
and explore its structure and symmetries. We see in the proof of Theorem 4.1 that the guiding system depends on linear combinations
n ij = 0, for j = 1, 2. This means the terms n 1 · β 1 and n 2 · β 2 can be written as a linear combination of, respectively
This can also be seen directly by using the substitution q i = β 1i + φ si for i = 1, 2, in the integration; that is,
where we use againH on the right-hand side by abuse of notation. Let α j = (α 1j , . . . , α N j ) for j = 1, 2 where α kj = β kj − β k+1,j and set α = (α 1 , α 2 ). In particular, we now start referring to the guiding system as a function of (Y, α).
Consider the SO(2) × SO(2) action on T N × T N with coordinates β j (j = 1, 2) given by the translations
From Corollary 4.2, we can write the guiding system as
and see that
From those properties, one directly checks that system (4.13) is equivariant with respect to the transformation κ : (Y, β) → (Y, −β). We now show that the (Ẏ ,β) system written in complex coordinates is O(2)-equivariant. We define the complex variables z k1 = y k1 e iβ k1 and z k2 = y k2 e iβ k2 , where k = 1, . . . , N and set z j = (z 1j , . . . , z N j ).
We claim that the SO(2) × SO(2) action enters the guiding system equation as an equivariance instead of an invariance property. As in Ashwin and Swift [4] , begin by noting that
For j = 1, 2, we denote byẑ kj the vector containing all z ij for i = k. Becauseẏ kj andβ kj , for j = 1, 2, are SO(2) η 1 × SO(2) η 2 -invariant where SO(2) η is written to emphasize the variable corresponding to the group. Theṅ
we obtain
A similar calculation holds forĤ k2 with η 2 acting on the z k2 andẑ k2 variables. For j = 1, 2, letĤ
). The effect of the κ symmetry in complex coordinates corresponds to complex conjugation: κ.z kj = y kj e −iβ k j = z kj . Therefore, from the κ-invariance ofH 1 and the κ-equivariance ofH 2 as shown in (4.14) we havê
This leads us to the following result. Proposition 4.3. The differential equation
In particular, the system decouples along the fixed point subspaces Fix(SO(2) η j ); that is,
Remark 4.4. We refer to system (4.16) as a guiding system also.
5. Periodic solutions with spatio-temporal symmetries via the guiding system. In this section, we show the emergence of periodic solutions with spatio-temporal symmetries from the trivial steady-state as they would appear from the Equivariant Hopf theorem, but, instead, using the averaging work done above. It is well-known from the literature that to every nonsingular steady-state solutions of the guiding system (4.12) there is a corresponding periodic orbit of the full averaged equation (4.6). See, for instance, Chapter 6 in [31] . In our case, we need to go a step further and show that the symmetry of the steady-state solutions leads to spatio-temporal symmetries of the periodic orbit.
Theorem 5.1. Let Σ ⊂ Γ × SO(2) η 1 be an isotropy subgroup and suppose that (z 0 1 , 0) = 0 is a nonsingular steady-state solution with isotropy subgroup Σ ofż 1 =Ĥ 1 (z 1 , 0). Then, system (4.6) has a 2π/Ω 1 periodic solution ρ(z 0 1 , t, ǫ) with spatio-temporal isotropy subgroup Σ. An equivalent statement exists for a nonsingular equilibrium (0, z 0 2 ) = 0 leading to a 2π/Ω 2 periodic solution with isotropy subgroup Σ.
We postpone the proof of this theorem to Appendix C. Note that the theorem discusses isotropy subgroups of Γ × SO(2) and not Γ × O(2) which is the symmetry of the guiding system. The reason is that the κ symmetry of O(2) has no network pattern forming effect since it acts diagonally on C N . However, the O(2) action guarantees absolutely irreducible representations of C N and therefore the guiding system can, in principle, have steady-state bifurcations from any isotypic component of the O(2) action. We illustrate these findings in the Γ = D N and Γ = Z N cases.
We begin by looking at the steady-state bifurcations of the O(2) η 1 × O(2) η 2 × Γ-symmetric guiding system obtained in Proposition 4.3. Because the differential equation system decouples, it is sufficient to study one subsystem and we choose the one in Fix(SO(2) η 2 ); that is,ż 1 =Ĥ 1 (z 1 , 0), which is O(2) η 1 × Γ-equivariant. The direct product of this group is made up of a local symmetry group L = O(2), acting the same on all units of the network and a global symmetry group G = Γ ⊂ S n , permuting the units in the network. Therefore, we use the theory developed by Dionne et al [12] for such direct product groups. In particular, they perform the analysis of the L × G = O(2) × D N symmetry-breaking steady-state bifurcations and we begin with this case.
Example 5.2. Steady-state bifurcations occur generically on absolutely irreducible representations of O(2)×D N . The direct product structure implies that absolutely irreducible representations in this case can only occur as tensor products of absolutely irreducible representations of O(2) with absolutely irreducible representations of D N . The representation of O(2) on the guiding system is nontrivial and generates absolutely irreducible representations that are two-dimensional and identified with C. For N ≥ 3, the absolutely irreducible of D N , the same applies. The result in [12] states that for N ≥ 3, there are precisely three conjugacy classes of axial subgroups in O(2) × D N acting on the absolutely irreducible representation isomorphic to C ⊗ C. As in [12] we define for groups A ⊂ L and B ⊂ G
where N is the normalizer subgroup. The representatives of those conjugacy classes are
We consider the network patterns of steady-states generated by these isotropy subgroups. For isotropy subgroups Σ 1 and Σ e 2 , Σ 0 2 acting on z 1 = (z 11 , . . . , z N 1 ), the effect of the element (κ, 1) is to restrict z j1 = x j1 ∈ R for j = 1, . . . , N in the fixed-point subspace of the kernel. Therefore, it has no effect on the structure of the network pattern generated by these subgroups. Thus, when rewrite the isotropy subgroups of the steady-state patterns as
This means that these isotropy subgroups are in fact subgroups of SO (2)×D N . Therefore, from Theorem 5.1, the spatio-temporal isotropy subgroups of the periodic solutions corresponding to steady-states with these isotropy subgroups are the ones obtained from the Equivariant Hopf Theorem with D N symmetry: standing waves for cases (1), (2 even) and (2 odd), and a discrete rotating wave with symmetry Z N , see [16] .
We now turn to the unidirectional network case. Here the theory presented in [12] does not need to be used.
Example 5.3. For the case G = Z N , the phase space C N decomposes into the two-dimensional subspaces
for j = 0, . . . , N − 1 which are irreducible representations of Z N . In fact, they are fixed by the action of Z N ⊂ O(2) × Z N generated by (ζ j , γ). Note that O(2) × Z N / Z N leaves all the subspaces V j ⊕ V N −j invariant and in fact those subspaces split into two O(2) absolutely irreducible representations since the elements of the quotient act diagonally on C N . If the linearization of the guiding system has a kernel (in a one-parameter family), then generically the kernel is given by an O(2) absolutely irreducible representation and by the equivariant branching lemma, a branch of steady-states bifurcates fixed by Z 2 (κ) and by Z N . As in the D N case, the κ symmetry has no influence on the network pattern and only Z N ⊂ SO(2) × Z N determines the symmetry of the pattern observed where the spatial symmetry is the group Z d generated by (γ N/d , 0) where d = gcd(j, N ). This leads to discrete rotating wave periodic solutions as in SO (2)-equivariant Hopf bifurcation, see [16] .
We can now state the bifurcation result for periodic solutions with spatio-temporal symmetries which guarantees the emergence of the same bifurcating branches as the Equivariant Hopf Theorem.
Theorem 5.4. Consider the guiding system (4.16) as a one-parameter family. Suppose that
Then, for each bifurcating branch of steady-states of (4.16) with symmetry Σ ⊂ Γ × SO(2), there exists a bifurcating branch of periodic solutions with spatio-temporal symmetry Σ ⊂ Γ × S 1 for system (4.6).
Proof. If λ ∈ (λ 0 − δ, λ 0 + δ) with δ > 0 chosen small enough, then steady-states in all bifurcating branches emanating from (z 0 1 , 0, λ 0 ) are nonsingular steady-states. By Theorem 5.1, those portions of branches lead to periodic solutions of the original system (4.6) and the symmetry group Σ ⊂ Γ × SO(2) of the steady-states transfer to spatio-temporal symmetry groups of the corresponding periodic solution.
It is straightforward to see that the criticality of the bifurcating solutions of the guiding system is preserved for the bifurcating branches of the original system (4.6).
Remark 5.5.Theorem 5.4 provides a different pathway to the bifurcating branches usually obtained via the Equivariant Hopf Theorem. In the proof of the Equivariant Hopf Theorem via Lyapunov-Schmidt reduction, the S 1 symmetry enters via the rotation symmetry generated by the purely imaginary eigenvalues on the Γ-simple space. This rotation symmetry is expressed here via the shift on the phases generating the SO(2) action in the guiding system. The O(2)-equivariance of the guiding system can also be linked to the bifurcation equation (in the Equivariant Hopf proof ) restricted to a two-dimensional fixed-point subspace of an isotropy subgroup of Γ × S 1 given by
where τ is the period-scaling parameter. The conditions on p and q at the bifurcation point guarantee that the q equation can be solved using the implicit function theorem and thus leaving the equation p(x 2 +y 2 , λ, τ (x 2 +y 2 , λ))(x, y) T = 0, which is O(2)-equivariant. See [14] and [16] for details.
6. Stability and bifurcations results. Using the explicit expressions for the guiding system (4.16) in Appendix B, we obtain expressions for the linearization at (z 1 , z 2 ) = (0, 0). We then proceed to computing the eigenvalues by using the isotypic decomposition of phase space for the Γ = Z N and Γ = D N actions. From this information, we obtain stability and steady-state bifurcation results for the equilibrium at the origin of the guiding system. Thus, by Theorem 5.4 this leads to the same bifurcating branches of periodic solutions obtained from Z N and D N equivariant Hopf bifurcation, see Section 5.
Proposition 6.1. The linearization of (4.16) at the origin (z 1 , z 2 ) = (0, 0) is given by the matrix
where L ℓ (λ) is the linearization of the averaged system (4.16) at (0, 0) for ℓ =uni or ℓ=bi. In particular, for the unidirectional network
where C N is the N × N circulant matrix and in the bidirectional case
where recall that L r = L 1 /L 2 is the ratio of the inductances. Proof. From the form of the averaged equations given in Appendix B, a straightforward computation shows that the linear terms have the following form. The decoupling of (4.16) leads to a block diagonal structure for
From the matrices obtained in Proposition 6.1, we use the relevant irreducible group representations to find a basis compatible with the isotypic decomposition of the phase space, which allows us to determine the spectrum of eigenvalues for both unidirectional and bidirectional networks. The representation of Z N and D N on C 2N breaks up into real irreducible representations as is shown in [16] . Let ζ = exp (2πi/N ) and
Since we decoupled the internal phase space of the crystal oscillators into two-dimensional subspaces, we consider standard basis vectors {e 1 , e 2 } and define
for k = 1, 2. This set of 2N vectors form a basis for the complexified phase space
Exploiting the circulant structure of L uni (λ), we find the eigenvalues of M (λ)| V j to be: 
where θ = (2πj) /N , j ∈ {0, 1, . . . , ⌊N/2⌋}, and each eigenvalue, except for those with j = 0 (N odd) and j = 0, N/2 (N even), has multiplicity two.
We now seek a combination of parameter values for the linear system to be stable. For the unidirectional case, this can be done by examining the eigenvalues in (6.2). Indeed, the critical points for the eigenvalues are determined by the parameters a, λ, R ℓ and θ. Because a and R ℓ are physical constants, they are assumed to be positive. Moreover, the physical system requires that R 1 = R 2 , so without loss of generality, we assume R 2 > R 1 . As for θ, this parameter ranges from 2π/N to kπ/N . But since kπ/N → π as N → ∞, we are only concerned with θ in (0, π). To simplify the notation in the following analysis, we denote θ 1 ∈ (0, π/2) and θ 2 ∈ (π/2, π). Because of the range of parameter values, we may divide the analysis into three different cases.
Unidirectional Case 1: a < R 1 < R 2 . The critical values of λ for which the eigenvalues for the blocks 4) λ
From |cos θ| < 1, we see that
Because cos θ 1 > 0 and cos θ 2 < 0, we may rewrite the inequality in (6.5) more precisely as
By assumption R 2 > R 1 , the critical values of λ from the M 0 block satisfy
We observe that for λ > (a − R 1 )/a, the eigenvalues from the M 0 block are negative and for λ < (a − R 2 )/a, the eigenvalues from the M 0 block are positive. Similarly, the critical values of λ from the M (θ 1 ) blocks satisfy
We observe that for λ > (a − R 1 )/(a cos θ 1 ), the eigenvalues from the M (θ 1 ) block are negative and for λ < (a − R 2 )/a, the eigenvalues from these blocks are positive. Based on the inequality in (6.6), we have established that for λ > (a − R 1 )/a, the eigenvalues from M 0 and the M (θ 1 ) blocks are negative.
Applying similar arguments as in the M 0 block, we can show that the eigenvalues from the M N/2 block are negative if λ < (R 1 − a)/a. Moreover, we can repeat the arguments used for the M (θ 1 ) blocks to the M (θ 2 ) block and show that the eigenvalues are negative if λ < (a − R 1 )/(a cos θ 2 ). Based on the inequality in (6.6), we have established that for λ < (R 1 − a)/a, the eigenvalues from M N/2 and the M (θ 2 ) blocks are negative. By direct substitution, we see that if θ = π/2, the eigenvalues of the M (π/2) block are negative.
Unidirectional Case 2: a > R 2 > R 1 . Since R 2 > R 1 , we see that
Direct calculations show that for λ < (a − R 1 )/(a cos θ 2 ), the eigenvalues from the M (θ 2 ) blocks are negative and for λ > (a − R 2 )/(a cos θ 2 ), the eigenvalues are positve. For the M 0 block, the eigenvalues are negative if λ > (a − R 1 )/a and positive if λ < (a − R 2 )/a. Because of these results, there is no value of λ for which all eigenvalues from the M 0 and M (θ 2 ) blocks are simultaneously negative. Therefore, the origin is always linearly unstable if a > R 1 and a > R 2 .
Unidirectional Case 3: R 1 < a < R 2 . Because R 1 < a, the arguments from the previous case apply and the origin is also always linearly unstable if R 1 < a < R 2 . We have summarized the linear stability of the system into the following theorem: Proposition 6.2. We assume a < R 1 < R 2 . Suppose N to be odd, then the origin is linearly
Suppose N is even, the origin is linearly stable if
In all other cases, the system is linearly unstable.
Proof. Based on the arguments made above, we see that (a − R 1 )/a is the lower limit for λ such that all the eigenvalues are negative. Suppose N is even, (6.6) shows that (R 1 − a)/a must be the upper limit such that all the eigenvalues are negative. If N is odd, the M N/2 block is not part of the linear system and the lower limit of linear stability must be of the form (a − R 1 )/(a cos θ 2 ) because R 1 < R 2 . Also, (a − R 1 )/(a cos(k(2π)/N )) for k = ⌊ N 2 ⌋ has the smallest magnitude in terms of all the critical values of λ for the θ 2 blocks, therefore it must be upper limit for linear stability.
Based on the eigenvalues of the system, we have summarized the possible bifurcations from an asymptotically stable steady-state with full isotropy subgroup in the following theorem. Proposition 6.3. We assume R 2 > R 1 > a. The unidirectionally coupled crystal oscillator system undergoes a symmetry-preserving steady-state bifurcation from (z 1 , z 2 ) = (0, 0) at
If N is even, the system undergoes a symmetry-breaking steady-state bifurcation at
If N is odd, the system undergoes a symmetry-breaking steady-state bifurcation at
In all cases, the stability of the bifurcating solutions is determined by the criticality of the bifurcating branch.
Proof. In the symmetry-preserving case, we see from Proposition 6.2 that the system is linearly stable if (a − R 1 )/a < λ < (a − R 1 )/(a cos 2π N ⌊ N 2 ⌋ ). A real eigenvalue crosses zero with non-zero speed as λ decreases through (a − R 1 )/a. Since the crossing eigenvalue corresponds to the M 0 block and this block is associated with the symmetry-preserving subspace, the system undergoes a symmetry-preserving steady-state bifurcation.
Similarly, in the symmetry-breaking case, the system is linearly stable if (a − R 1 )/a < λ < (a − R 1 )/(a cos 2π N ⌊ N 2 ⌋ ). If N is even, a real eigenvalue crosses zero with non-zero speed as λ increases through (R 1 − a)/a. Because the crossing eigenvalue corresponds to the M N/2 block and this block is associated with the symmetry-breaking subspace, the system undergoes a symmetry-breaking steady-state bifurcation. If N is odd, the M N/2 block is not part of the linear system and as shown in Proposition 6.2, the upper limit for linear stability is (a − R 1 )/(a cos( For the bidirectional case, we assume again that R 2 > R 1 . Because of the range of j, we see that θ ∈ [0, π]. To simplify the notation, we again let θ 1 ∈ [0, π/2) and θ 2 ∈ (π/2, π]. Because our interest in understanding the effects of the coupling parameter λ, we may divide the possible combinations of the parameters into three different cases.
Bidirectional Case 1: a < R 1 < R 2 . Based on the expression in (6.3), the critical points for linear stability, in terms of λ, are λ = a − R i 2a cos θ for i = 1, 2. Since |cos θ| ≤ 1, we see that
Based on the value of j, the value of θ corresponding to each M j block must either be in
To begin, we analyze the M j blocks with θ ∈ [0, π/2). By assumption R 2 > R 1 , the critical values of λ from the M j block satisfy
We observe that for λ > (a − R 1 )/(2a cos θ), the eigenvalues are necessarily negative while for λ < (a − R 2 )/2(a cos θ), they are all positive. Since the order of the critical points is based on the values of j, the greatest critical point must occur for j = 0. Based on the ordering of the critical values, we see that for λ > (a − R 1 )/(2a), all eigenvalues of M j are linearly stable.
For θ ∈ (π/2, π], the critical values of λ of the M j blocks satisfy
Notice that for λ > (a − R 2 )/(2a cos θ), the eigenvalues of the M j blocks are positive and for λ < (a − R 1 )/(2a cos θ), the eigenvalues from these blocks are negative. The ordering of the critical values of λ is based on the value of j, so the smallest critical value occurs if j = 2π/N ⌊N/2⌋. Based on the ordering of all the possible critical values, for the blocks with j values such that θ ∈ (π/2, π], the eigenvalues are negative if
Combining the results for θ ∈ [0, π/2) and θ ∈ (π/2, π], we see that the system is linearly stable if
By direct calculations, we can show that for λ < (a − R 1 )/(a cos θ 1 ), the eigenvalues from the M j blocks with θ ∈ [0, π/2) are positive. Similarly, for θ ∈ (π/2, π], the eigenvalues of the corresponding M j blocks are also positive. Based on these inequalities, there does not exist a value of λ such that eigenvalues of M j with θ ∈ [0, π/2) and eigenvalues of M j with θ ∈ (π/2, π] are negative simultaneously.
Bidirectional Case 3: R 1 < a < R 2 . Since R 1 < a, by the arguments from the previous case, the system is also always linear unstable. We have summarized the linear stability of the system into the following theorems.
Proposition 6.4. Suppose a < R 1 , R 2 . The system is linearly stable if
Proposition 6.5. Assume R 2 > R 1 > a. For the bidirectionally coupled crystal oscillator system, the system undergoes a symmetry-preserving steady-state bifurcation at
Furthermore, the system undergoes a symmetry-breaking steady-state bifurcation at
Proof. In the symmetry-preserving case, we see from Theorem 6.2 that the system is lin-
. A real eigenvalue crosses zero with non-zero speed as λ decreases and reaches (a − R 1 )/2a. Since the crossing eigenvalue corresponds to the M 0 block and this block is associated with the symmetry-preserving subspace, the system undergoes a symmetry-preserving steady-state bifurcation.
Similarly, in the symmetry-breaking case, the system is linearly stable if (a − R 1 )/a < λ < (a − R 1 )/(a cos θ 2 ). A real eigenvalue crosses zero with non-zero speed as λ increases and reaches (R 1 − a)/(2a cos ). Since the crossing eigenvalues corresponds to the M ⌊N/2⌋ block and this block is associated with the symmetry-breaking subspace, the system undergoes a symmetry-breaking steady-state bifurcation.
7. Criticality of the steady-state bifurcations. We compute the criticality of several of the steady-state bifurcations obtained in the previous section. For the unidirectional case, Example 5.3 shows that the kernel of the linearization is generically given by an O(2) absolutely irreducible representation in V j ⊕ V N −j defined by (5.1). The restriction to the guiding system (B.2) given in Appendix B to V j (or equivalently to V N −j ) means z k,1 = ζ (k−1)j z 1,1 and therefore, after simplification,
Restricted to Fix(Z 2 (κ)) we have z k,1 = cos(2πij/N )x 1,1 where x 1,1 ∈ R and therefore the bifurcation equation can be written The next result focuses on the cases corresponding to Proposition 6.3 where the criticality computation determines the stability of the bifurcating solution. Proposition 7.1.Suppose that a < R 1 < R 2 for the unidirectionally coupled crystal oscillator system. For each bifurcation listed in Proposition 6.3, the bifurcating branch is unique. The following cases occur.
1. As λ decreases through the symmetry-preserving bifurcation value λ * = (a − R 1 )a −1 , the steady-state solution bifurcating from (z 1 , z 2 ) = (0, 0) is supercritical and asymptotically stable. 2. For N even, as λ increases through the symmetry-breaking bifurcation value λ * = (R 1 − a)a −1 , the steady-state solution bifurcating from (z 1 , z 2 ) = (0, 0) is supercritical and asymptotically stable. 3. For N odd, as λ increases through the symmetry-breaking bifurcation value λ * = (a − R 1 )(a cos(2π/N ⌊ N 2 ⌋)) −1 , the steady-state solution bifurcating from (z 1 , z 2 ) = (0, 0) is supercritical and asymptotically stable. Proof. This is a straightforward calculation of stability of steady-state for a pitchfork bifurcation. In the symmetry-preserving case, the bifurcation equation is given by z k,1 = x 1,1 for all k and so we have
which has nonzero solution We now perform some criticality computations for the bidirectional case. For the symmetrypreserving case and for N even, the center subspace is one-dimensional complex and flowinvariant as those correspond to Fix(D N ) and Fix(D N/2 ). For the symmetry-preserving case as λ decreases through its bifurcation value λ * given in Proposition 6.5, the calculation is the same as in the unidirectional case and we omit the details which can be verified by the reader. We address the symmetry-breaking case as λ increases through the bifurcation value λ * corresponding to an eigenvalue in the M (⌊ N 2 ⌋) block crossing zero. For N even, the fixed point subspace is similar to the N even case of the unidirectional coupling and also omit the details. For the N odd case, the center subspace is four-dimensional real and isomorphic to U × V where U is an irreducible representation of O(2) and V is an irreducible representation of D N . One would need to compute a center manifold reduction and perform normal form computations to obtain the criticality of the bifurcating branches. Although this would be an interesting exercise, we do not pursue it here. We can now state a partial result for the bidirectional case. Proposition 7.2.Suppose that a < R 1 < R 2 for the bidirectionally coupled crystal oscillator system.
1. As λ decreases through the symmetry-preserving bifurcation value λ * = (a − R 1 )a −1 , the steady-state solution bifurcating from (z 1 , z 2 ) = (0, 0) is supercritical and asymptotically stable. 2. For N even, as λ increases through the symmetry-breaking bifurcation value λ * = (R 1 − a)(2a) −1 , the steady-state solution bifurcating from (z 1 , z 2 ) = (0, 0) is supercritical and asymptotically stable. This concludes the theoretical portion of the paper and the next section presents the numerical continuation results obtained via AUTO.
8. Numerical Continuation. In this section we conduct a computational bifurcation analysis of the collective response of a CCOST network, including unidirectional and bidirectional coupled rings. All bifurcation diagrams are generated with the aid of the continuation software package AUTO [13] . In what follows, T denotes the period of the emerging periodic solutions. Parameter values were suggested by experimentalists who are conducting, in ongoing work, hardware realizations of a CCOST network. In particular, the following parameters were recommended: R 1 = 30.9Ω, R 2 = 181.1Ω, and a = 939. This choice of parameter values implies that the equilibrium solution followed by AUTO is actually unstable. It is also worth emphasizing that since the computer simulations are based on experimental parameters, the theoretical analysis becomes even more important, as it becomes a valuable tool to guide the exploration of the network response beyond the regions considered by the experimentalists.
Unidirectionally Coupled Ring.
A bifurcation diagram of the emergent behavior in Eq. (3.2) for an array of N = 3 crystal oscillators, as a function of the coupling strength λ, is shown in Fig. 4 (top) . All other parameters are held fixed. As a convention, solid/dashed lines and filled-in/empty circles correspond to stable/unstable equilibrium points and stable/unstable periodic solutions, respectively in the bifurcations diagrams.
Observe the presence of two pairs of back-to-back Hopf bifurcation points along the zero equilibrium point (0, 0, 0, 0, 0, 0), one pair for λ > 0 and one pair for λ < 0. Each bifurcation point leads to a collective pattern of oscillation by the network system. Starting from leftto-right, the two Hopf points, HB 1 and HB 2 , correspond to symmetry-breaking bifurcations, which are associated with the M (θ) block in equations (6.2), and they give rise to rotating wave patterns along the branches labeled RW 1 1 and RW 2 1 , respectively. The exact location of the Hopf points is obtained from λ M (θ) c in (6.4), which yields λ HB 1 = −1.934 and λ HB 2 = −1.614. The emerging waves are discrete rotating waves with isotropy subgroup (H, K) = (Z 3 , 1), where Z 3 is generated by γ 1 = Figure 4 . Bifurcation diagrams for a ring of N = 3 crystal oscillators coupled unidirectionally in a ring configuration. The ring exhibits Z 3 -symmetry, i.e., cyclic permutations of three crystal oscillators. Parameter values are:
symmetries of a solution X(t) [15] as follows:
That is, the subgroup K is the group of spatial symmetries that fixes X(t) at every point in time, while H is the group that fixes the trajectory of X(t). Thus, for the discrete rotating wave with (H, K) = (Z 3 , 1) symmetry, the collective patterns are of the form:
where the subscript corresponds to the value of m and the superscript indicates which one of the two modes is active. Observe that both rotating waves RW
1,2 1
are locally stable for small positive values of coupling strength, around 0 < λ < 1. We wish to point out that Z 3 can also be generated by by γ 2 = 2T 3 . The collective patterns in this case would be similar except that the waves would rotate in the opposite direction, i.e., of the form
In our simulations, we have only observed, however, the spatio-temporal periodic patterns generated by γ 1 .
The next pair of Hopf points, HB 3 and HB 4 , in particular, lead to synchronized oscillations along the branches IP 2 and IP 1 , respectively. Their spatio-temporal symmetries are described by the isotropy subgroup (H, K) = (Z 3 , Z 3 ). Thus, along the branch IP 1 for instance, all crystals oscillate with Mode 1 current in-phase while Mode 2 is quiescent:
Both branches, IP 1 and IP 2 emerge through symmetry-preserving bifurcations that are associated with the M 0 block in equations (6.2). Thus the exact location of the Hopf bifurcation points can be obtained directly by substituting the parameter values for R 1 , R 2 and a into the equation for λ M 0 c in (6.4), which yields λ HB 3 = 0.807 and λ HB 3 = 0.967. Observe that both patterns of synchronization are locally stable for negative values of coupling strength, approximately −2 < λ < 0. But they are, however, unstable for positive values of λ. A critical observation is that the stability regions of the synchronized solutions IP 1,2 and rotating waves RW do not overlap. This fact is important because in an actual device realization it is not possible to control the set of initial conditions even though it is a very simple task with computer simulations. Thus when only one pattern is stable then turning on the device over the interval −2 < λ < 0, for instance, will guarantee the selection of the IP 1,2 solutions. Similarly, operating the device over the region 0 < λ < 1 will guarantee that the RW 1,2 1 patterns are selected. Which pattern is actually selected will depend on the initial conditions and the size of the basins of attraction. This issue will be investigated in greater detail in a follow-up manuscript. Figure 4 (bottom) contains the two-parameter bifurcation diagram that tracks the boundary curves that define the regions of existence of the collective patterns, IP s and RW s, over the two parameter space (a, λ). Unstable solutions are indicated with a dashed box around the corresponding labels. Observe that the regions of existence of stable synchronized solutions IP 1 and stable rotating waves RW 2 1 do not overlap. Figure 5 now shows the bifurcation scenario for a slightly larger ring array of N = 4 crystal oscillators coupled again unidirectionally. Qualitatively, the collective patterns of oscillations that emerge are the same as those of the N = 3 case. Two rotating waves, RW 1,2 2 , that emerge at the Hopf points HB 1,2 and of the form
Observe that now the subscript indicates the presence of K = Z 2 spatial symmetry. It follows that the waves have isotropy subgroup (H, K) = (Z 4 , Z 2 ). The exact location of the Hopf bifurcation points HB 1,2 can be obtained again directly by substituting the parameter values for R 1 , R 2 and a into Eq. (6.4). There are also two synchronized solutions, IP 1,2 , with isotropy subgroups (H, K) = (Z 4 , Z 4 ), that appear at the Hopf points HB 3,4 but now only IP 1 is stable over the interval −1 < λ < 0. Perhaps the most visual difference between the two cases, N = 3 and N = 4, is the reflectional symmetry that appears in the oneand two-parameter bifurcation diagrams. Observe also that there are now two branches of solutions that whirl around from the branches IP 1 and RW 1 1 as they come down from the cusp point around ||x|| = 500. The two-parameter bifurcation diagram of Fig. 5(bottom) shows the patterns IP 1 and RW 1 1 to be stable over a large region of parameter space (a, λ). In Fig. 6 we illustrate now the one-parameter bifurcations for a ring with N = 5 crystal Figure 6 . Bifurcation diagrams for a ring of N = 5 crystal oscillators coupled unidirectionally in a ring configuration. The ring exhibits Z 5 -symmetry, i.e., cyclic permutations of five crystal oscillators. Parameter values: same as in Fig. 4 oscillators. This time there are two distinct rotating waves, RW 1,2 3 , which appear from the Hopf bifurcation points HB 1,2 , respectively. The symmetries of these periodic solutions are described by the isotropy subgroup (H, K) = (Z 5 , 1). The subindex in RW 1, 2 3 indicates that Z 5 is generated by γ 3 = 3T 5 . The collective pattern is:
The wave RW 1 3 is stable over the interval −0.7 < λ < 0 while RW 2 3 is stable on the interval 0 < λ < 1. Again, there are also two synchronized collective modes of oscillations IP 2 and IP 1 that emerge from symmetry-preserving Hopf bifurcation points HB 3 and HB 4 , respectively, and both are stable over the interval −1 < λ < 0. At the last bifurcation point, HB 5 , a rotating wave RW 1 1 appears via Hopf symmetry-breaking bifurcation and it corresponds to the "standard" rotating wave in which Z 5 is generated by γ 1 = T 5 . That is:
where i 2 (t) = 0 has been omitted for simplicity. This rotating wave solution is stable over the interval −0.6 < λ < 0. The two-parameter region of multi-stability among various patterns of oscillations can be observed in Fig. 6 . Observe that this region of multi-stability occurs only when λ < 0 while for 0 < λ < 1 only the RW 2 3 pattern is stable. The one-parameter bifurcations for a ring with N = 6 crystal oscillators coupled unidirectionally are shown in Fig. 7 . Starting from left-to-right, the bifurcations points HB 1,2 lead to rotating waves RW 1,2 2 , respectively. These are periodic solutions with isotropy subgroup (H, K) = (Z 6 , Z 3 ). Thus the waveforms are
Then, at the bifurcation points HB 3,4 two additional branches of rotating waves, RW 1,2 3 , appear. In this case, the waves have isotropy subgroup (H, K) = (Z 6 , Z 2 ). Thus the waveforms are RW 1 3 : X(t) = (i 1 (t), i 1 (t + T /2), i 1 (t), i 1 (t + T /2), i 1 (t), i 1 (t + T /2)) .
For positive values of λ, we find two more Hopf bifurcation points HB 5, 6 that are associated with the fully synchronized in-phase patterns IP 2 and IP 1 , respectively. They have isotropy subgroups (H, K) = (Z 6 , Z 6 ). Finally, at the points HB 7,8 two branches of standard rotating waves, RW 1,2 1 , respectively, appear. These are standard waves with isotropy subgroup (H, K) = (Z 6 , 1), in which Z 6 is generated by γ 1 = T 6 . Thus the waveforms are RW 1 1 : X(t) = (i 1 (t), i 1 (t + T /6), i 1 (t + 2T /6), i 1 (t + 3T /6), i 1 (t + 4T /6), i 1 (t + 5T /6)) .
RW 2 1 : X(t) = (i 2 (t), i 2 (t + T /6), i 2 (t + 2T /6), i 2 (t + 3T /6), i 2 (t + 4T /6), i 2 (t + 5T /6)) .
Bidirectionally Coupled Ring.
Once again we conduct a computational bifurcation analysis, with the aid of the continuation software package AUTO [13] , of the collective patterns of oscillation that emerge in Eq. 
These solutions are similar to those of the unidirectional case, except that now their isotropy subgroup is (H, K) = (Z 3 , 1), which is associated with the standard representation of D N generated by γ 1 = T 3 . We also observe two in-phase periodic solutions IP 1,2 but this time only IP 1 , where all the currents in Mode 1 oscillate in phase with one another, i.e., same wave form and same amplitude, is locally asymptotically stable over the interval −1 < λ < 0. Their isotropy subgroups are (H, K) = (D 3 , D 3 ).
For N = 4 we observe once again two rotating waves, RW 1,2
2 , that emerge at the Hopf points HB 1,2 and of the form 
stable over the interval 0 < λ < 0.5. There are also two branches of in-phase oscillations IP 1,2 of which only IP 1 is locally stable over the interval −0.4 < λ < 0.0. Their isotropy subgroup is (H, K) = (D 4 , D 4 ). The bifurcation diagram for N = 5 shows two types of discrete rotating waves:
RW 1 1 is a standard wave, which has isotropy subgroup (H, K) = (Z 5 , 1), where Z 5 is generated by γ 1 = T 5 . The second wave RW 1 3 has the same isotropy subgroup but Z 5 is generated by γ 3 = For N = 6 we observe only one type of discrete rotating wave of the form:
These waves have isotropy subgroup (H,
2 ), where D P 2 is generated by reflections across the three diagonals of the hexagon. The two branches of synchronized oscillations, Figure 9 . Two-parameter bifurcation diagrams for a ring of N crystal oscillators coupled biidirectionally in a ring configuration. Parameter values are:
IP 1,2 , still exist for N = 6 but once again only the one with Mode 1 is locally asymptotically stable when −0.5 < λ < 0. Their isotropy subgroup is (H, K) = (D 6 , D 6 ).
In Fig. 9 we now show the two-parameter bifurcation diagrams that are associated with each of the cases, i.e., N = 3, . . . , 6, discussed above. The diagrams outline the boundary curves that define the regions of existence (and stability) of the branches of solutions over the two parameter space (a, λ). Observe that the branch of synchronized solutions IP 1 is not always stable for negative values of λ, as it was the case of the unidirectionally coupled ring array. Another significant difference with respect to the Z N -symmetric case is that now there might not be any stable branches of solutions for positive values of λ. For instance, observe that when N = 3 or N = 5 there are no stable solutions for λ > 0. In contrast, in the Z N case we always find at least one stable branch of rotating waves for small positive coupling.
9. Contributions to the Development of a CCOST Application. The results presented in this manuscript can contribute to the engineering and scientific communities that work with crystal oscillators in many different ways. From an engineering standpoint, the bifurcation analysis provides very valuable insight into the wide range of collective patterns of oscillations that one may expect in a network of coupled crystal oscillators. Knowledge of the regions of existence and stability of the various patterns helps in the search for an optimal pattern that can mitigate best the negative effects of noise on phase-error or phase-drift, which is, ultimately, the main measure of precision timing. Together, a full classification of collective patterns of oscillations and how they respond to noise, will define the final set of design rules for building an actual network of coupled crystal oscillators.
Phase error in a crystal oscillator (or any other type of oscillator for that matter) is defined as the drift of the period of oscillation of an oscillating system away from the expected period length. Reducing this phase error is critical to produce more accurate time measures and with a longer duration. At the National Observatory in Washington D.C., time is measured by averaging the times of an uncoupled ensemble. The measurements show a scaling law for phaseerror reduction as 1/ √ N , where N is the number of crystals in the ensemble. Preliminary results (which require additional testing and verification, numerically and experimentally) suggest that rotating wave patterns can significantly reduce phase error, with a scaling law that follows a 1/N curve. We warn readers that this last statement is part of extensive ongoing investigation through numerical simulations of large ensembles of crystals and the results will be reported in a follow-up manuscript aimed at calculating and comparing phase drift.
From a theoretical standpoint, we have shown that the averaging process of a coupled network of nonlinear oscillators with Γ-symmetry leads to a reduced system of differential equations, i.e., the guiding system, with O(2) × Γ-symmetry. The guiding system and its O(2) × Γ-symmetry allow us to decouple the dynamics and the bifurcations of the individual modes of oscillations in the network. Furthermore, we point out that the O(2) action arises purely as a consequence of the averaging process, i.e., it arises regardless of the topology of connections of the network. Thus, the averaging approach and its results can be readily applied to study the response of a wide range of networks of coupled nonlinear oscillators, including those with or without symmetry. In fact, in previous works, we have recently studied networks where each unit of the network has a structure similar to the crystal oscillators. For energy harvesting systems [26] a Duffing oscillator is coupled to a linear oscillator while in arrays of vibratory gyroscopes [8, 37] each unit is a pair of coupled Duffing oscillators.
In summary, the averaged approach allows to decouple the dynamics and bifurcations of a network of coupled nonlinear oscillators, with each oscillator exhibiting two modes of oscillations. More importantly, the averaging approach allows an alternative approach to the Equivariant Hopf Theorem to study the bifurcations that lead to periodic solutions with spatio-temporal symmetries in networks of coupled nonlinear oscillators. the results are generic enough that they can be readily applied to a wide range of network systems, regardless of the network symmetry.
10. Discussion and Future Work. This paper investigates the periodic dynamics of a network of N identical nonlinear crystal oscillators coupled together, either unidirectionally or bidirectionally, in a ring configuration. Our contributions are two-fold. First, we show the emergence of the periodic patterns expected from the Equivariant Hopf Theorem with Z N and D N symmetry and compute the stability and criticality of the emerging branches of periodic solutions. Numerical simulations are carried out for some representative examples of networks with N = 3 up to N = 6 crystal oscillators. Theoretical results are compared against numerical simulations, and the comparison shows a very good agreement between theory and simulations. Our second contribution overcomes a computational obstacle we observed when attempting a traditional Hopf analysis. The results above are rather obtained by transforming the network equations to a network in amplitude/phase form which has an extra even-odd (4.4) symmetry. Using averaging theory we show that the averaged system, the so-called guiding system [31] , has O(2) × O(2) × Γ symmetry and that the averaged equation decouples along fixed-point subspaces of SO(2). We are then able to relate the symmetric steady-states of the guiding system to the spatio-temporal symmetric periodic solutions of the original system in the spirit of the approach of [31] . The stability and criticality computations are then amenable to analysis and provide explicit expressions.
As observed in Section 5, the work of Dionne et al [12] on symmetry-breaking bifurcations for direct product coupled systems has immediate application to the guiding system with O(2) × Γ symmetry. Note that the correspondence theorem is not dependent on the Γ-symmetry of the network and is therefore valid also for non-symmetric systems since the O(2) symmetry of the guiding system is a consequence of the even-odd symmetry and the phase shift invariance. Therefore, we expect a theorem similar to Theorem 5.1 to be valid for semigroup networks as described in [30] .
The emphasis of this work is on homogeneous networks of crystal oscillators, coupled instantaneously. This emphasis is not exhaustive by any means but it serves to identify directions and tasks for future work. One immediate task involves an analysis of the effects of delay. Indeed, while the mathematical model equations of the network of crystal oscillators assume instantaneous coupling, in practice we must account for the fact that even high-speed, high-precision, circuit components can introduce a delay in the coupling signal. Similarly, we expect uncertainty in networks of crystal oscillators to arise from two sources: fluctuations in parameter values due to material imperfections (inductances, resistors and capacitances) and signal contamination due to noise in the electronics. The former case may lead to non-homogeneities in parameters, which, in turn, translates into differences in the internal dynamics of each crystal oscillator. Thus, it is also important that we consider the effects of non-homogeneities introduced by variations in electronic components. Robustness of the network under parametric and additive noise must also be investigated with a focus on studying the effects of noise on phase drift. Finally, other symmetric coupling schemes should also be taken into consideration. For instance, networks with all-to-all coupling can also be realized with crystal oscillators. Under new symmetries, different patterns of collective behavior will emerge with different conditions for their existence and stability. All of these tasks are part of ongoing work with the ultimate goal of guiding the design rules and operation of a precision timing device.
Appendix A. The equations in amplitude-phase form. Equation (4.3) can be re-written in a more explicit form as follows. In the unidirectional case we obtain:
x k,1 = − ǫ Ω 1 sin(φ k1 + φ s1 ) R 1 x k,1 Ω 1 sin(φ k1 + φ s1 )+ a − 3 b (x k,1 cos(φ k1 + φ s1 ) + x k,2 cos(φ k2 + φ s2 ) − λ (x k+1,1 cos(φ k+1,1 + φ s1 )+ x k+1,2 cos(φ k+1,2 + φ s2 ))
2
− Ω 1 x k,1 sin(φ k1 + φ s1 ) − Ω 2 x k,2 sin(φ k2 + φ s2 )+ λ (Ω 1 x k+1,1 sin(φ k+1,1 + φ s1 ) + Ω 2 x k+1,2 sin(φ k+1,2 + φ s2 )) ,
ǫ Ω 2 L r sin(φ k2 + φ s2 ) R 2 Ω 2 x k,2 sin(φ k2 + φ s2 )+ a − 3 b (x k,1 cos(φ k1 + φ s1 ) + x k,2 cos(φ k2 + φ s2 ) − λ (x k+1,1 cos(φ k+1,1 + φ s1 )+ x k+1,2 cos(φ k+1,2 + φ s2 ))
cos(φ k1 + φ s1 ) R 1 x k,1 sin(φ k1 + φ s1 )+ a − 3 b (x k,1 cos(φ k1 + φ s1 ) + x k,2 cos(φ k2 + φ s2 ) − λ (x k+1,1 cos(φ k+1,1 + φ s1 )+ x k+1,2 cos(φ k+1,2 + φ s2 ))
− Ω 1 x k,1 sin(φ k1 + φ s1 ) − Ω 2 x k,2 sin(φ k2 + φ s2 )+ λ (Ω 1 x k+1,1 sin(φ k+1,1 + φ s1 ) + Ω 2 x k+1,2 sin(φ k+1,2 + φ s1 )) ,
L r cos(φ k2 + φ s2 ) R 2 Ω 2 x k,2 sin(φ k2 + φ s2 )+ a − 3 b (x k,1 cos(φ k1 + φ s1 ) + x k,2 cos(φ k2 + φ s2 ) − λ (x k+1,1 cos(φ k+1,1 + φ s1 )+ x k+1,2 cos(φ k+1,2 + φ s2 ))
− Ω 1 x k,1 sin(φ k1 + φ s1 ) − Ω 2 x k,2 sin(φ k2 + φ s2 )+ λ (Ω 1 x k+1,1 sin(φ k+1,1 + φ s1 ) + Ω 2 x k+1,2 sin(φ k+1,2 + φ s1 )) . 
cos(φ k1 + φ s1 ) R 1 x k,1 sin(φ k1 + φ s1 )+ a − 3 b x k,1 cos(φ k1 + φ s1 ) + x k,2 cos(φ k2 + φ s2 ) − λ x k+1,1 cos(φ k+1,1 + φ s1 )+ x k+1,2 cos(φ k+1,2 + φ s2 ) + x k−1,1 cos(φ k−1,1 + φ s1 ) + x k−1,2 cos(φ k−1,2 + φ s2 )
− Ω 1 x k,1 sin(φ k1 + φ s1 ) − Ω 2 x k,2 sin(φ k2 + φ s2 ) + λ Ω 1 x k+1,1 sin(φ k+1,1 + φ s1 )+ Ω 2 x k+1,2 sin(φ k+1,2 + φ s2 ) + Ω 1 x k−1,1 sin(φ k−1,1 + φ s1 ) + Ω 2 x k−1,2 sin(φ k−1,2 + φ s2 ) , (A.7)
cos(φ k2 + φ s2 ) R 2 Ω 2 x k,2 sin(φ k2 + φ s2 )+ a − 3 b x k,1 cos(φ k1 + φ s1 ) + x k,2 cos(φ k2 + φ s2 ) − λ x k+1,1 cos(φ k+1,1 + φ s1 )+ x k+1,2 cos(φ k+1,2 + φ s2 ) + x k−1,1 cos(φ k−1,1 + φ s1 ) + x k−1,2 cos(φ k−1,2 + φ s2 )
− Ω 1 x k,1 sin(φ k1 + φ s1 ) − Ω 2 x k,2 sin(φ k2 + φ s2 ) + λ Ω 1 x k+1,1 sin(φ k+1,1 + φ s1 )+ Ω 2 x k+1,2 sin(φ k+1,2 + φ s2 ) + Ω 1 x k−1,1 sin(φ k−1,1 + φ s1 ) + Ω 2 x k−1,2 sin(φ k−1,2 + φ s2 ) . = εH(ρ(η −1 ρ 0 (ε), t, ε)) + ε 2 H [2] (Y 0 1 (ε)(t), 0, β 0 1 (ε)(t) − η + t, φ s2 , ε)
= εH(ρ(ρ 0 (ε), t, ε)) + ε 2 H [2] (Y 0 1 (ε)(t), 0, β 0 1 (ε)(t) + ( t − η), φ s2 , ε)
where the last equality follows from the SO(2)-invariance ofH. Set τ = t−η and τ = (τ, . . . , τ ) be a N -vector, then the last line is equal to = εH(ρ(ρ 0 (ε), τ + η, ε)) + ε 2 H [2] (Y 0 1 (ε)(τ + η), 0, β 0 1 (ε)(τ + η) + τ , φ s2 , ε)
This implies σρ(ρ 0 (ε), t, ε) = ρ(ρ 0 (ε), t + η, ε) and so ρ(ρ 0 (ε), t, ε) is fixed by Σ ⊂ (Γ × S 1 where S 1 are the phase shift symmetries on the periodic orbit. Rescaling back to the original time yields a 2π/Ω 1 periodic solution of the original system.
An identical argument for an equilibrium solution (0, z 0 2 ) with z 0 2 = 0 yields a 2π/Ω 2 -periodic solution of the original system.
