I. INTRODUCTION
The massively developing urban areas with different buildings in proximity of each other along with the safety requirements for areas with dense human habitation make it an important topic to study wind engineering and turbulent dispersion of contaminants in built-up (urban) environments. To this purpose, extensive experimental and numerical studies have been conducted to investigate turbulent flows [1] [2] [3] and dispersion 4, 5 over a group of wall-mounted obstacles and buildings. In order to investigate the flow and pollutant dispersion in urban environments, a number of large-scale field experiments have been performed, including URBAN 2000 meteorological and tracer field campaign conducted in Salt Lake City, Utah, 6 Basel UrBan Boundary Layer Experiment (BUBBLE) which measured the wind flow through and above a homogeneous urban area, 7 and Mock Urban Setting Trial (MUST) conducted at US Army Dugway Proving Ground which studied plume dispersing through an array of building-size obstacles. 8 Besides the MUST field trials, Yee et al. 9 and Hilderman and Chong 10 conducted several sets of scaled water-channel experiments to investigate flow and dispersion in modeled urban environments. They used fiber-optic laser Doppler anemometry (LDA) and laser induced fluorescence (LIF) to measure the velocity and concentration fields, respectively. Brown et al. 1 conducted a series of high-resolution measurements using pulsed wire anemometer (PWA) in a boundary-layer wind tunnel over different arrays of building-like obstacles. They studied the first-and second-order turbulence statistics in the central vertical plane of a two-dimensional (2-D) array of wide obstacles and a three-dimensional (3-D) array of cubic obstacles immersed in a simulated atmospheric boundary layer (ABL).
Numerical simulation of the pollutant dispersion in an urban area has been a challenging subject owing to the fact that the geometry of the domain is usually complex, the Reynolds numbers of the approaching flow are typically high, and the interaction of instantaneous concentration field with the dynamically evolving coherent flow structures occur over a wide range of spatial and temporal scales. In view of these challenges, there have been essentially two major approaches for numerical modeling of urban flow and dispersion; namely, the Reynolds-averaged Navier-Stokes (RANS) and large-eddy simulation (LES) approaches.
In RANS approaches, use of numerical models has been primarily focused on prediction of the first-and second-order concentration statistics for urban pollutant plumes. Andronopoulos et al. 11 investigated the dispersion field at the cross-junction of two street canyons by explicitly solving the transport equation for the concentration variance and used the so-called gradient transfer assumption for closing the concentration variance equation. Milliez and Carissimo 12 introduced an algebraic model for closure of the concentration variance equation and validated their model performance by comparing the obtained results against MUST measurement data. Wang et al. 13 used a non-linear k-ϵ model for simulating instantaneous release of contaminant from a ground-level point source. They proposed a so-called dissipation length-scale model required for closure of the concentration variance equation. Santiago et al. 3 used the standard k-ϵ model to study the turbulent flow over a regular array of cubes submerged in a simulated urban ABL. They observed that the center of the vortex formed in the canyon region was located at 3/4 of the cube height and the downwash flow dominated the upwash flow inside the canyon region.
As reviewed above, traditionally, numerical studies have heavily relied on the RANS approach, which however, cannot provide detailed temporal and spatial information of the dynamically evolving flow and concentration fields. Cheng et al.
14 compared the effectiveness of LES and RANS approaches in their numerical study of turbulent flow over a matrix of cubes at a relatively low Reynolds number. They observed a better performance of LES over RANS in terms of the prediction of the resolved Reynolds stresses and spanwise mean velocity. Salim et al. 15 compared the predictive performances of the RANS and LES approaches in their study of the concentration field released from two parallel line sources in a street canyon. They observed that the LES results tend to have a better agreement with wind-tunnel data in terms of the predicted mean concentration profiles. Schmidt and Thiele 16 studied flow structures over wall-mounted cubes using different modeling approaches (including RANS, LES, and detached eddy simulation (DES)), and demonstrated the effectiveness of DES in resolving the dominant flow patterns. Xie and Castro 17 compared the performances of LES and RANS in numerical simulation of turbulent flow over staggered and random arrays of wall-mounted cubes and reported that the RANS results were not as satisfactory as those of LES due to the inherent unsteadiness of the flow.
With the fast advancement of computational technology, high-resolution 3-D numerical simulations have become more and more accessible. Although there have been some studies based on direct numerical simulation (DNS) of flow around a group of bluff bodies (e.g., Coceal et al. 18 and Lee et al. 19 ), conducting a DNS of urban flows at a high Reynolds number of practical interest can be prohibitively expensive due to the high demand for spatial and temporal resolutions. Furthermore, detailed flow and dispersion information at the finest Kolmogorov and Batchelor scales (for the velocity and scalar fields, respectively) obtained from DNS is not always necessary in engineering practice. In view of this, LES can be considered as an optimum tool for transient simulation of turbulent flow and dispersion over an idealized urban area. Hanna et al. 2 performed LES of turbulent flows over different types of arrays of wall-mounted cubic obstacles immersed in a fully developed boundary layer. They compared regular and staggered arrays of obstacles and showed that the flow quickly approached a quasi-equilibrium state in both configurations after the third or fourth row. Liu et al. 20 conducted LES to predict the flow field and pollutant dispersion from ground-level line-sources in 2-D modeled street canyons. They observed a higher pollutant concentration inside street canyons when the aspect ratio of obstacles was increased. Nićeno et al. 21 studied the flow over a matrix of wall-mounted internally heated cubes using LES and showed that the total heat transfer from the cubes to the fluid is significantly influenced by the coherent vortical structures around the cubes.
It should be noted that for wall-resolved LES, the grid resolution requirement is as demanding as DNS in the near-wall regions, as in both approaches, the near-wall flow field must be fully resolved (at viscous scales). In fact, conducting wall-resolved LES of turbulent flow and dispersion in a complex urban environment at Reynolds numbers of practical interests is still prohibitively expensive. Although LES has been used by a number of researchers to study urban flow and dispersion, some of the studies are not rigorous in terms of the grid resolution required for resolving near-wall dynamics. For example, Shi et al. 22 performed LES of a wind field over a group of staggered modeled building obstacles. In their study, only 7 grid points were used across an individual obstacle for a highly turbulent flow at Re = 22 400 (based on the mean velocity and obstacle height). In the LES study of Nićeno et al., 21 the computational expenses have been significantly reduced by considering a portion of an array of obstacles submerged in the boundary layer. This is based on the observation that flow quickly becomes self-similar after the first several rows of obstacles, such that use of the assumption of fully developed boundary-layer flow is justified and periodic boundary conditions can be applied to the streamwise and spanwise directions. In view of the high demands involved in wall-resolved LES for either complex flows or high Reynolds number flows, the method of wall-modeled LES has been developed and has become more and more popular over the past two decades. [23] [24] [25] [26] Although wall modeling has been primarily used for LES of flows with simple domain geometries such as plane channel flows and flat-plate boundary layer flows, 26 a number of attempts have been also made towards applications to more complex geometries with flow separations. For instance, Mason and Callen 23 proposed a wall model for rough surfaces, and Xie and Castro 17 utilized the log-law to infer the boundary condition on the shear stresses over an array of wall-mounted cubes.
The wall-modeled LES of Wang and Moin 25 has been tested in the context of channel flows with great success. In this research, we aim at extending test of this method to simulation of turbulent flow and dispersion over an array of 3-D wall-mounted obstacles. A new inlet boundary condition is proposed to simulate the very high turbulence level encountered in the water-channel experiment. The obtained numerical results are validated against a set of comprehensive water-channel measurement data. The transport of flow kinetic energy (KE) and scalar energy (SE), evolution of coherent flow structures, and dispersion of the concentration field are also investigated.
The reminder of this paper is organized as follows: in Section II, the test case, boundary conditions and numerical algorithms will be described; in Section III, the results on turbulent coherent structures will be analyzed, and flow and concentration statistics will be validated against available water-channel measurement data; and finally, in Section IV, major findings of this research will be concluded and future research subjects will be discussed.
II. TEST CASE AND NUMERICAL ALGORITHM

A. Test case and computational domain
The test case is based on the water-channel experiments of Yee et al. 9, 27 and Hilderman and Chong. 10 In their experiments, a regular array of 16 × 16 wall-mounted cubes with side-length of d = 31.75 mm was immersed in an emulated neutrally stratified urban ABL. Figure 1(a) shows the schematic of the array of wall-mounted cubes in the water-channel experiments. The cubes were strictly aligned with a uniform spacing d in the streamwise and spanwise directions. The Reynolds number based on the cube side-length and free-stream velocity (U ∞ = 0.38 m/s) was Re = 12 005. The concentration field was generated by continuous release of sodium fluorescein dye from a ground-level point source located in the central (specifically, the eighth) column and between the first and second rows of obstacles. The Schmidt number was 1920 based on the kinematic viscosity of water and molecular diffusivity of sodium fluorescein. The source location and coordinate system are illustrated in Fig. 1(b) . In this paper, we also use tensor notations, and the x, y, and z coordinates are represented using x i (for i = 1, 2, and 3, respectively).
The velocity field was measured using a 4-beam 2-component TSI fiber-optic laser LDA powered by an argon-ion laser. Titanium dioxide was used as seed particles for the LDA, and the data rate for the LDA measurements was typically 50-500 Hz. A one-dimensional (1-D) LIF linescan system was used for measuring the instantaneous concentration field in the dispersing plume. Sodium fluorescein dye was continuously released from the point source at a rate of 12 ml min −1 , and illuminated using a laser beam powered by an argon-ion laser. The dye source was released from a small vertical stainless steel tube (with an inner diameter d 0 = 2.8 mm). A Dalsa monochrome digital linescan CCD camera (1024 × 1 pixels) with 12-bit (4096 gray levels) amplitude resolution was used to measure the intensity of the dye fluorescence at a sampling rate of 300 Hz. Velocity measurements were made along vertical lines at different locations in two central cells in the first and sixth rows. Here, a "cell" represents the repeating unit required for generating the regular array of obstacles which occupies an area of 2d × 2d in the x-z plane with the cube placed in its upper-left quadrant. Figure 2 schematically shows the first-and sixth-row cells and the selected four measurement locations. In Fig. 2(a) , point A1 represents the location on top of the obstacles, points B1 and C1 represent locations in the streamwise canyon street and point D1 is inside the canyon at the midpoint between the first and second rows of obstacles. Similar measurement locations in cell 6 are shown in Fig. 2(b) . In order to compare predicted concentration statistics against the experimental data, 9, 10, 27 it is important to note that there are measurement uncertainties, which are attributed to baseline system biases and sampling errors. Yee et al. 9 and Yee 27 compared their wind-tunnel and water-channel experiments of flow and dispersion in a similar modeled urban environment (at 1:50 and 1:205 scales, respectively). They indicated that the uncertainty bounds on the mean concentrations and fluctuation intensities in their wind-tunnel experiment were determined to be approximately 10% of the absolute value of the statistics near the plume centerline, and may increase to about 15%-25% close to the plume edges (the mean concentration level is very low at the plume edges). Also, because the sampling time was much longer in their water-channel experiment than in their wind-channel experiment, the sampling errors in their water-channel experiment were further reduced.
Given the fact that the streamwise velocity is high and the concentration level is very low in the far spanwise region, only the 5 central columns of cubes have been considered in the simulation. The range of the computational domain is 7] , and z/d ∈ [ −5, 5] . This implies that an inlet fetch of 22.5d is added before the first row of cubes, and an outlet fetch of 16d is considered after the last row of cubes. In total, 1232 × 80 × 304 grid points have been used to discretize the domain in the streamwise, vertical, and spanwise directions, respectively. Figure 3 shows the non-uniform grid distribution in the streamwise, vertical, and spanwise directions. As demonstrated in this figure, the grid resolution is refined near all solid surfaces in all three directions, and the grid size is smoothly stretched (with a stretching rate kept less than 10%) to avoid numerical instabilities arising from sudden change in grid sizes. According to Madabhushi and Vanka, 28 a slow growth rate of the grid size is required in order to maintain a global second-order truncation error in non-uniform grid systems. In order to perform parallel computing, the computational domain is divided into 11 × 10 × 2 sub-domains in the x, y, and z directions, respectively. 
B. Governing equations and subgrid-scale models
The filtered continuity, momentum, and scalar transport equations for LES of turbulent dispersion of a passive scalar in the context of an incompressible fluid flow take the following form in a Cartesian coordinate system:
whereū i ,p, andc represent the filtered velocity, pressure, and scalar fields, respectively, ν is the kinematic viscosity of the fluid, and α is the molecular diffusivity of the scalar. In the above equation, τ i j and h j are the so-called subgrid-scale (SGS) stress tensor and SGS scalar-flux vector, respectively. The appearance of the SGS stress tensor and scalar flux is the result of the filtering process, which are defined as τ i j def = u i u j −ū iū j and h j def = u j c −ū jc , respectively. In order to close the above system of governing equations, the SGS stress tensor and SGS scalar-flux vector need to be modeled.
The SGS stress model used for closure of the filtered momentum equation is the dynamic non-linear model (DNM) proposed by Wang and Bergstrom, 29 which expresses the SGS stress tensor as
where the base tensors are defined as
is the resolved strain rate tensor,
is the resolved rotation rate tensor, |S| = (2S i jSi j ) 1/2 is the norm of S i j , δ i j is the Kronecker delta, and an asterisk superscript denotes the trace free form of a tensor, i.e., (·)
Following the least squares procedure of Lilly, 30 the three local dynamic model coefficients of the DNM can be determined as
where L i j is the resolved Leonard type stress defined as
(S ikSk j −S mnSnm δ i j /3) being base tensors at the testgrid level. For the wall-modeled LES approach considered in this research, the resolved quantities at the grid level are denoted using an overbar, while quantities filtered at the test-grid level for the dynamic procedure are denoted using a tilde. In order to perform the dynamic modeling procedure, the filter size ratio between the grid and test-grid levels is set to 2, i.e.,∆/∆ = 2.
In order to close the filtered scalar equation, the dynamic eddy diffusivity model (EDM) proposed by Moin et al. 31 is used for modeling the SGS scalar-flux vector, viz.,
Following the dynamic procedure (see Wang et al. 32 ), the model coefficient can be obtained as
This article is copyrighted as indicated in the article. . The Schmidt number is set to one (Sc = ν/α = 1) in the current simulations, which is often seen in the literature on numerical simulation of passive scalar dispersion. [33] [34] [35] This method of simplification is necessary in order to make it appropriate for calculating both velocity and scalar fields using only one computational grid system. In order to elaborate this common numerical practice, we use the current test case as the example. If the Schmidt number of the current simulation is kept the same as the experiment (i.e., 1920), the finest turbulence scale of the scalar field (Batchelor scale) would be 43 times smaller than the Kolmogorov scale. For DNS, two sets of grid systems would be needed: a coarse grid for the velocity field to capture the Kolmogorov scale and a much finer grid for the scalar field to capture the Batchelor scale. In a LES approach, the task becomes less demanding because of the involvement of SGS models. In LES, if the size of an eddy is smaller than the subgrid scale, its effects on the transport processes of momentum and scalar are approximated by SGS stress and scalar-flux models. Based on an analysis of their wind-tunnel measurement data on concentration plumes of a wide range of Schmidt numbers released from a point source, Vanderwel and Tavoularis 36 showed that although the Schmidt number influences higher-order statistics of concentration fluctuations, the widely used counter-gradient diffusion (or eddy diffusivity) assumption is not subjected to strong Schmidt number effects. This confirms that in LES, if the goal is to focus on prediction of lower-order (first-and second-order) concentration statistics, it is adequate to use the EDM of Moin et al. 31 (which is based on the counter-gradient assumption) to perform the simulation, and use the EDM to account for all SGS transport processes of the scalar.
C. Numerical algorithm
The numerical simulation has been performed based on an in-house code developed using the FORTRAN 90/95 programming language, and fully parallelized using the message passing interface (MPI) library. The governing equations have been discretized using a fully conservative finite difference discretization scheme of Ham et al. 37 based on a staggered grid arrangement. A second-order total variation diminishing (TVD) scheme is used for discretizing the scalar transport equation. A fully implicit four-level fractional step method of Choi and Moin 38 coupled with a second-order Crank-Nicolson scheme is used to advance the velocity field over a single time step. In the fractional step method, an intermediate velocity is calculated in the first step based on the pressure gradient of the previous time step using an alternative directional implicit (ADI) solver, and then in the second step, it is further modified to the second intermediate velocity by removing half of the old pressure gradient. In the third step, the Poisson equation is solved using a four-level V-cycle multi-grid solver to obtain the new pressure field. Finally, half of the new pressure is used to update the velocity field.
For collecting statistics of the flow and concentration fields, it is important to ensure that both fields have reached a statistically stationary state. In our simulation, the code was first run for approximately 2 flow-through times (the time required for the mean flow to travel throughout the domain) to allow the flow field to fully evolve to a statistically stationary state. At this stage, the concentration release from the point source was activated and an additional period of approximately 2 flow-through times was spent to ensure the scalar field to become fully developed. Then, flow and concentration statistics were collected through a course of approximately 10 flow-through times. During the simulation, the time step was set to 3 × 10 −4 s and the maximum Courant-Friedrichs-Lewy (CFL) number was approximately 0.3. The convergence criterion for the solution of both flow and scalar transport equations was set to 10 −6 for the maximum difference between two time steps in each quantity (i.e., u, v, w, and c) normalized by its spatially averaged value obtained in the previous time step. The simulation was conducted on a local 252-core computer cluster. In total, more than 150 000 CPU-hours have been spent to perform the simulation and collect the statistics.
Boundary condition for wall shear stresses
In order to estimate the wall shear stress, the wall model of Wang and Moin 25 has been applied to solid surfaces. This model considers the influence of pressure gradients on the wall shear stress, and calculates the wall-parallel component of the wall shear stress (τ wi ) as
where δ is the height of the first grid point off the wall, n denotes the wall-normal direction, u iδ is the wall-parallel velocity component at height δ taken from the outer LES solution, and ν t is the eddy viscosity that can be determined from the mixing length theory as
where κ is the Kármán constant,
is the wall damping function, δ + = u τ δ/ν is the non-dimensional normal distance from the wall, and A + = 19 (recommended by Wang and Moin 25 ) is the van Driest constant for wall-modeled LES.
Inlet and outlet flow conditions
Since the purpose of the original water-channel experiment was to simulate a modeled roughwall ABL, the approaching flow had an exceptionally high turbulence level. In fact, the lowest turbulence intensity at the inlet and above the cubes was approximately 10% of the mean flow velocity. Indeed, reproducing such high turbulence level typical of a developing urban ABL of practical interests using numerical method is a very challenging task. Many research works have been devoted to developing effective inflow conditions for DNS and LES. Recent reported approaches on inflow conditions include synthetic turbulence and deterministic computations based on precursor simulations and rescaling methods. [39] [40] [41] [42] [43] A simple treatment is to assume that the flow is fully developed such that a periodical boundary condition can be used in the streamwise direction (e.g., Cheng et al., 14 Xie and Castro, 17 Coceal et al., 18 and Nićeno et al. 21 ). However, we will demonstrate in the following context that this simplest treatment method significantly underestimates the turbulence kinetic energy (TKE) level for an urban ABL flow of practical interests, which typically features high turbulence levels (10% and above) and is typically developing (rather than fully developed) in the streamwise direction. In order to mimic such high turbulence level of a realistic developing urban ABL flow, it is often seen in the literature that some unphysical perturbations are added to the flow field. For instance, in the studies of Hanna et al. 2 and Shi et al., 22 at the inlet of the boundary-layer flow, time-correlated random fluctuations are prescribed. In contrast to the previous methods based on either periodic boundary conditions or unphysical perturbations, in the present numerical study, we aim at generating a highly turbulent urban ABL flow by using a physical inlet condition. In order to refine the research, a comparative study is conducted, which includes tests of four different inlet boundary conditions: (1) prescribing the mean turbulent velocity profile with no fluctuations following the approach of Schlüter et al.;
43 (2) applying periodic boundary condition to the streamwise direction following the approach of Cheng et al.;
14 (3) using a turbulent plane channel flow simulation as a precursor following the approach of Lund et al.;
41 and (4) placing a solid grid in the inlet plane to accelerate flow transition and facilitate turbulent fluctuations. The solid grid placed at the inlet consists of a set of horizontal and vertical fine finite-width lines fitted on the computational grid. In this research, the blockage ratio for the grid is approximately 19%.
In order to evaluate the performances of these four inlet flow conditions, the profiles of the resolved streamwise root-mean-square (RMS) velocity predicted by LES at position D1 (at x/d = 1.5, in cell 1) and D6 (at x/d = 11.5, in cell 6) are compared against the experimental data. As is evident in Figs. 4(a) and 4(b), classical methods 1 and 2 totally failed in the sense that they were not able to produce more than 0.5% of turbulence in regions above the cubes. Also as a classical approach, method 3 performed slightly better than methods 1 and 2, and was able to generate up to 3% of turbulence level in regions above the cubes. In contrast to the unsatisfactory performances of classical methods 1, 2, and 3, the proposed method (i.e., method 4) was able to produce the highest turbulence intensity level (up to 7%). For method 4, we need to extend the inlet fetch (between the inlet and the first row of cubes) long enough to avoid any direct interference of the immediate wakes produced by the solid grid at the inlet with the downstream cubes, and also to allow the flow to reach to a sustainable turbulence level. Once a sustaining turbulence level is achieved, the time-averaged velocity profile obtained is expected to match the measured one, with the presence of a constant level of fluctuations. Based on several numerical tests, we observed that the required inlet fetch should be at least 20d in length. However, since the grid resolution in the approaching region is not required to be considerably high, the additional computational cost arising from the extended inlet fetch is only approximately 10%. 
Boundary conditions for the concentration field
For the concentration field, its value has been set to zero at the inlet boundary. Zero-gradient condition has been applied to the spanwise, upper, and outlet boundaries of the domain. Zero-flux Neumann condition has been assumed at all solid surfaces to warrant the no-penetration condition.
In order to use LES to simulate the instantaneous release of the concentration from the ground-level point source in the water-channel experiment, the point source is represented using one single control volume at the same position, and the size of the control volume is ∆x × ∆ y × ∆z = 1.283 × 0.829 × 1.283 mm. Note that the point source is located within the recirculation bubble behind the obstacle. Once the scalar is released from the ground-level point source, it quickly mixes with the scalar field within the bubble (due to the dominant recirculating flow pattern). Then, the scalar within the bubble disperses out through the bubble interface due to intense interactions with the shear flows issued from the rooftop and two vertical sides of the cube. The scalar either quickly channels downstream through the canyons below the canopy or spreads into the highly turbulent free-stream flow above the canopy. Owing to this special mechanism of dispersion in the context of the recirculation bubble, the exact size and location of the point source are not sensitive parameters in either RANS or LES based on our many tests in this and previous studies. 13, 44 On the other hand, the source strength is a very sensitive parameter, which must be kept identical to the experimental value. In order to compare the numerical and experimental results, the concentration field has been non-dimensionalized using the source strength value c s .
III. RESULTS AND DISCUSSIONS
In this section, the LES results are analyzed to investigate the characteristics of the flow and concentration fields. Turbulence statistics of the flow and concentration fields obtained from the numerical simulation will be also compared against the available water-channel measurement data of Yee et al. 9 and Hilderman and Chong.
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A. General description of the flow field
The characteristics of the highly disturbed flow within and above the cubic obstacles have been demonstrated vividly using the contours of the resolved instantaneous velocity in Fig. 5(b) , which has been briefly discussed in Sec. II. From the viewpoint of boundary-layer theory, the flow field studied here can be classified as a "d"-type rough-wall flow (or, skimming flow), since the ratio of the downstream pitch (or, length of a cell) to the height of cubes arrays is only 2d/d = 2. Above the canopy, the high-speed flow is highly turbulent and quickly skims over the cubic obstacle array. Within the canopy, however, the speed of the flow is much reduced and the flow exhibits recirculation patterns (indicated by negative streamwise velocities). These features can be better viewed in Fig. 6 , which shows the time-averaged streamlines in the central x-y plane around the first seven rows of obstacles. As shown in Fig. 6(a) , a large vortex is observed in the stagnant region (impinging zone) in front of the first row of obstacles. This is the signature of the horseshoe vortex, which will be discussed separately in the next paragraph. Also, a small recirculation region has been formed only above the rooftop of the first obstacle which is due to the strike of the flow at the sharp front edge of the obstacle. At the rooftop of the first obstacle, a strong shear layer with large mean velocity gradients forms, which further triggers flow instability and induces boundary layer separations. It is also clearly observed in Figs. 6(a) and 6(b) that the vortical structures (in terms of the location and size of recirculating vortices between the cubes) in the canyon regions gradually evolve towards a self-similar state as the distance from the first row increases. The size and pattern of recirculating vortices between two adjacent cubic obstacles become increasingly similar after the fifth row.
In order to analyze the structure of the horseshoe vortex formed around the first row of cubes, a top view of contours of the time-averaged resolved streamwise velocity ⟨ū⟩ in the central column (for −1 < x/d < 2 and −1 < z/d < 1) at elevation y/d = 0.25 is displayed in Fig. 7(a) . In Fig. 7(b) , contours of the time-averaged pressure coefficient (defined as C p = (p −p ∞ )/q ∞ , wherep ∞ is the resolved free-stream pressure and
∞ is the free-stream dynamic pressure) at the same location are demonstrated, superimposed with time-averaged streamlines. As is evident in Fig. 7(a) , there are five distinct flow zones around the first-row obstacles: (a) a stagnant zone formed in the immediate adjacency of the windward face of the first-row obstacles due to the impingement of the flow onto the obstacle, (b) an arch-shaped negative velocity zone located in front of the stagnant region, (c) a pair of acceleration zones formed symmetrically on the two sides of the obstacle, where the streamwise velocity drastically increases due to the local blockage effects, (d) a pair of small recirculation zones formed immediately adjacent to the side walls (under the acceleration zones) due to boundary layer separation, and (e) a large recirculation zone formed behind the obstacle. The five flow regions mentioned above and the characteristic horseshoe vortex pattern around a first-row obstacle are also clearly shown using time-averaged streamlines in Fig. 7(b) . Corresponding to the five flow regions shown in Fig. 7(a) , the pressure distribution shown in Fig. 7 (b) exhibits an opposite trend in terms of its magnitude. Zone a centers around the stagnation point, where the pressure reaches the highest value. The high stagnation pressure then causes the reverse flow towards zone b. It shows intuitively in Fig. 7(b) that the horseshoe streamline pattern in the front of the obstacle is a result of this reverse flow and the approaching flow from the upstream. Also from Fig. 7(b) , it is clear that due to the acceleration of the flow on both sides of the obstacle, the pressure value drops significantly in zone c. Further, according to Prandtl's classical boundary-layer theory, the pressure gradient in the z-direction (vertical to the mean flow direction) is trivial within the boundary layer. As such, the mean pressure in zone d is close to that in zone c, and therefore, also maintains at a low level. In comparison with the high pressure level in zone a, the pressure level in zone e is much lower. This pressure difference between the front and the rear of the obstacle is the exact cause of the form drag in building aerodynamics and wind engineering. Figure 8 shows the time-averaged resolved streamwise velocity contours and streamlines in the horizontal plane at half-cube height in three streamwise regions (inlet, self-similarity, and outlet regions). In Fig. 8(a) , the streamlines show that the free-stream flow strikes at the first-row obstacles, and vortical structures behind the cubes gradually evolve towards a self-similar state. The local acceleration of the flow caused by the blockage of the first-row obstacles in their side regions is well captured by the mean streamwise velocity contours. From the figure, it is also observed that the boundary layer separation on the two sides of the first-row obstacles induces two small recirculation bubbles. In Fig. 8(b) , it is evident that the flow has reached a self-similar state and a repeating pattern in the recirculation flows behind the cubes is clearly observed. Figure 8(c) shows the streamlines around the last two rows of obstacles. Due to a lack of a downstream restriction, the counter-rotating vortices behind the last-row obstacles are apparently different than those in the upstream region between two rows of cubes. The streamlines passing through the streets diverge towards the recirculation region behind the last row of obstacles, exhibiting a clustered and parallel pattern. Meanwhile, this local divergent pattern of streamlines results in a local deceleration along the street canyons immediately downstream of the last row of obstacles.
In order to obtain more physical insights into the canyon flow in the self-similar region, the instantaneous and time-averaged vector plots and streamlines of the resolved velocity field between rows 7 and 8 in the central plane (z/d = 0) are displayed in Fig. 9 . As shown in Fig. 9(a) , the high-speed flow skimming over the obstacles interacts intensively with the windward face of the cube (especially around the top edge), creating turbulent eddies and a downwash flow pattern. This downwash flow along the windward face further drives the flow to recirculate within the canyon. In Fig. 9(b) , four stable vortices are observed, with one large vortex (or primary vortex) marked as "a" in Fig. 9(b) , and three small vortices (or secondary vortices) at three corners marked with "b," "c," and "d." The four eddies observed in Fig. 9(b) can be better visualized using streamlines shown in Fig. 9(c) . The formation of these four vortices between two cubes resembles the classical lid-driven cavity flow pattern which has been extensively studied (see the comprehensive review by Shankar and Deshpande 45 ). Figures 10(a)-10(c) show the temporal energy spectra for the streamwise, vertical, and spanwise resolved velocity fluctuating components (i.e., forū Three distinct subranges are expected to appear in the energy spectra: the first subrange contains the flow TKE at very small time frequencies (spatially, corresponding to energetic large-scale eddy motions), the second part is the so-called inertial subrange where the energy cascade conserves across each frequency and the spectrum slope features a constant value, −5/3, following the well-known "K41 theory", and the third part is the viscous dissipation subrange corresponding to high-frequency turbulent motions (spatially, corresponding to small-scale eddy motions). By comparing Figs. 10(a)-10(c), it is observed that the pattern of the spectra of three resolved velocity fluctuation components is similar to each other; however, the resolved TKE level of the streamwise component is slightly higher than those of the vertical and spanwise components, especially at low frequencies. As is evident in Figs. 10(a)-10(c) , the spectra of all three resolved TKE components show that the energy cascades from large-to small-scale eddies, going through the inertial subrange. This indicates that the simulation has been able to resolve most of the energy of turbulent eddies (i.e., energy containing eddies), implying that the resolution in all directions is fine enough to capture the dominant flow features at this selected position.
B. Statistics of the velocity field
Figures 11 and 12 compare the numerical predictions of the time-averaged resolved streamwise velocity against the measurement data in cells 1 and 6, respectively. As is evident in both figures, the LES predictions match very well with the experimental data. Figure 11 negative mean velocities is predicted by LES, which is consistent with the previous analysis of the boundary layer separation and the concomitant recirculation pattern near the rooftop of the first-row obstacle in Fig. 6 . Immediately above this small recirculation region, a very strong shear layer (corresponding to a sharp vertical velocity gradient d⟨u⟩/d y) appears, which has been well captured by LES. Figures 11(b) and 11(c) show the velocity profiles in the street canyon at locations B1 and C1, respectively. Due to the no-slip boundary condition, the velocity predicted is zero at the wall, and approaches free-stream velocity U ∞ as the elevation increases. Figure 11 Fig. 12(a) , the small recirculation region near the rooftop of the first-row obstacle (at location A1 in cell 1) observed in Fig. 11(a) is no longer present at location A6 in cell 6. This indicates that the boundary-layer separation which leads to flow recirculation on the rooftop of the first-row obstacle is a result of direct strike of the approaching free-stream flow at the sharp-edged cubic obstacle. This striking and blockage effect is much attenuated in the follow-up downstream rows, and the mean flow gradually becomes self-similar to reflect the characteristics of a fully developed d-type rough-wall boundary layer. This observation is consistent with the streamwise velocity contours presented in Fig. 5 and streamline pattern shown in Fig. 6 . Figures 13 and 14 compare the profiles of the non-dimensionalized resolved streamwise RMS velocityū rms /U ∞ at four different locations in cells 1 and 6, respectively. As is evident in Fig. 13(a) , the RMS velocity reaches its maximum around the top of the canopy ( y/d = 1). The large mean velocity gradient at the rooftop (shown previously in Fig. 11(a) ) results in a strong shear production rate for TKE. As such, the magnitude of the RMS velocity peaks at this special elevation at both location A1 (cf. Fig. 13(a) ) and its downstream location D1 (cf. Fig. 13(d) ). Because of the vertical spreading and dissipation of TKE, the elevation of the peak increases while the magnitude of the peak decreases as the fluid flows from A1 to D1. By comparing the numerical results with the measurement data, it is seen that this physical feature has been reproduced by LES. It is especially satisfying to see in Fig. 13(a) that both the elevation (near the top of the canopy) and the magnitude of the maximum RMS velocity have been correctly reproduced in the simulation. However, in regions above the cubes ( y/d > 1), the magnitude of the RMS velocity has been underpredicted by the simulation. This is due to the exceptionally high turbulence level in this region discussed in Section II C 2. As shown in Figs. 13(b) and 13(c), the peak value of the RMS velocity has been shifted towards the ground at locations B1 and C1. Owing to vertical turbulent dispersion of TKE, the elevation of the peak at location C1 is higher than that at its upstream location B1.
In Figs. 14(a)-14(d), the profiles of the streamwise RMS velocity at four measurement locations in cell 6 are presented. In general, the profiles of the streamwise RMS velocity in cell 6 are similar to those at the corresponding measurement locations in cell 1 presented in Fig. 13 , except that the magnitude of the maximum RMS velocity peak in location A6 is about 40% lower than that in location A1, and shape of peaks at B6 and C6 is wider than that at B1 and C1. This is consistent with the previous discussion that the free-stream flow strikes the windward side of the obstacles of the first row much more intensely than does the sixth row, resulting in a stronger shear layer (see Figs. 11 (a) and 12(a)) and boundary-layer separation at the rooftop of the first-row obstacles. As the flow passes from cell 1 to cell 6, spatial transport of TKE takes place due to convection, diffusion, and dissipation, and inevitably, the profiles of the RMS velocity evolve spatially due to these mechanisms.
C. Budget of the resolved kinetic energy
In Subsection III B, the resolved turbulent fluctuations in terms of the streamwise RMS velocity have been analyzed. In this subsection, we further extend this discussion by investigating the transport processes of the resolved KE and TKE of the flow. The filtered KE of the flow (defined as
where k r , respectively. As shown in Fig. 15(a) , at elevation y/d = 0.5, the advection, pressure diffusion and SGS dissipation rate are the dominant terms in the transport equation of k r , and furthermore, the advection term is primarily balanced by the pressure diffusion and SGS dissipation terms. The peak values of advection and pressure diffusion occur at z/d ≈ ±0.5, directly downstream of the two sides of the obstacle. At these locations, the flow in the canyons strikes the two vertical side edges of the cube, forming a strong shear layer on each side which further triggers the flow instability and entrains the recirculating region behind the cube. As a consequence of the enhanced turbulence level due to the pressure difference between side and rear regions and the strong shear layers formed on both sides of the obstacle, the magnitudes of the pressure diffusion and advection terms peak around z/d ≈ ±0.5. The highest value in the magnitude of the SGS dissipation rate occurs at z/d ≈ ±0.35, which is slightly displaced from the location of the advection and pressure diffusion peaks towards the recirculation bubble behind the obstacle. As shown previously in Fig. 8 , at these special locations, strong shear layers intensely interact with a pair of counter-rotating recirculating vortices. At z/d = 0 (inside the recirculation region), the level of the advection and pressure diffusion is generally low while the SGS dissipation rate reaches it absolute minimum. This is because all these three dominant terms respond positively to high turbulence levels caused by pressure difference, convection, shear instability, and intense interaction of eddies of different scales, and all these effects are relatively weak at the center of the recirculation bubble trapped between two cubes (see, Fig. 9 ). The overall influence from viscous diffusion and viscous dissipation is not significant in comparison with other terms, because this flow (with exceptionally high free-stream turbulence level and strong disturbances from cubes) is dominated by inertial forces rather than viscous forces. LES is an excellent tool for simulating this flow which features high TKE levels at large resolved scales. As shown in Fig. 15(a) , the level of SGS diffusion is much smaller than that of SGS dissipation. This is because the SGS dissipation term ⟨τ * i jS i j ⟩ represents KE transfer between the large resolved and small subgrid scales. The cascade of KE can be positive or negative, representing backward or forward scatter of energy between these two scales. The effect of SGS dissipation becomes stronger as the Reynolds number increases. The SGS dissipation rate reflects a major feature of SGS dynamics, as it represents a key physical quantity that determines the cascade of energy in LES. In contrast, the SGS diffusion represents re-distribution of KE due to SGS shear stresses (which are much smaller than resolved turbulent shear stresses), and its value is expected to be smaller than that of the SGS dissipation rate. The SGS dissipation rate will be further thoroughly investigated later in this subsection. Figure 15(b) shows the cross-stream budget balance of the resolved kinetic energy k r at the same streamwise location but at the rooftop elevation for y/d = 1. At this elevation, the three separated boundary layers from the rooftop and two sides of cube interact with the reverse flow between the cubes and significantly enhance turbulent mixing. As shown in Fig. 15(b) , the advection, pressure diffusion, and SGS dissipation rates dominate the transport process of k r , which is similar to that observed in Fig. 15(a) (under the canopy for y/d = 0.5). As mentioned above, these three terms reflect enhanced turbulence activities caused by pressure gradients, convection, shear instability, and intense mixing of eddies of different scales, and all these effects are strong at this special position. The cascade of the resolved TKE as a result of eddy motions and interactions at this special position has been analyzed using the energy spectra shown previously in Fig. 10 . Although in both Figs. 15(a) and 15(b) , the transport of k r is dominated by advection, pressure diffusion, and SGS dissipation terms, the profiles of these three dominant terms exhibit different patterns at these two elevations (for y/d = 0.5 and 1). The magnitude of the advection term is the largest among all terms. By comparing Figs. 15(b) and 15(a) , it is observed that although two local maxima are still preserved at z/d ≈ ±0.5 to reflect strong instable shear layers from both cube sides, the largest peak of the advection term appears around the midspan (at z/d = 0) for y/d = 1, which is in sharp contrast to the pattern shown in Fig. 15(a) (in which the advection term reaches its local minimum around the midspan). This largest peak in the magnitude of the advection term is a consequence of the strong unstable shear layer from the rooftop. Also by comparing Fig. 15(b)  with 15(a) , it is interesting to observe that the value of the advection term has generally increased by a factor of approximately 2.5, indicating that as the elevation increases from y/d = 0.5 to 1, the convection and its effects on the transport of k r have increased drastically, especially around the midspan. Also as a response to the enhanced convection level at the top of the canopy, the magnitude of the SGS and viscous dissipation rates have also increased in comparison with their counterparts at the half-cube height shown in Fig. 15(a) .
In Fig. 15(c) , the cross-stream budget balance of k r is shown at an elevation above the canopy (for y/d = 1.5). As is evident in Fig. 15(c) , the advection term is primarily balanced by the pressure diffusion term. The impact of the SGS dissipation rate on the transport of k r still ranks the third, however, its magnitude has reduced as the elevation increases from y/d = 1 to 1.5. In this figure, the effects of the shear layers from the cube sides are much reduced in comparison with those shown in Figs. 15(a) and 15(b) , and no local maxima are observed for the advection and pressure diffusion terms around the cube sides located at z/d ≈ ±0.5. However, there is an increasing trend in the cross-stream distribution of the advection and pressure diffusion terms that their magnitudes reach the maximum in the midplane (z/d = 0). This indicates that at this elevation above the canopy, in terms of the transport of k r , the flow is still significantly influenced by the strong unstable shear layer formed on the rooftop (through vertical spreading), but no longer directly sees the two strong unstable shear layers formed by the two cube side faces (as they are buried deeply under the canopy). It is interesting to observe that the profile of the SGS dissipation term is evolving towards a horizontal line, implying that the eddy motions and interactions represented by this SGS term are becoming increasingly homogeneous in the spanwise direction above the canopy. The flow is highly disturbed by the cubes and is highly heterogeneous under the canopy; however, the influence of cubes is expected to reduce as the elevation above the canopy increases, and eventually vanishes allowing the flow to reach a spanwise homogeneity state in regions far above the canopy.
The local KE transfer between the resolved and unresolved (subgrid) scales can be quantified using the SGS KE dissipation rate, which appears in both the resolved KE (k r ) equation (i.e., Eq. (11)) as τ * i jS i j and the SGS KE (k sgs ) equation as −τ * i jS i j . As such, it functions as a KE sink term to the large resolved motions and a KE source term to the SGS motions. Define ε sgs def = −τ * i jS i j . The value of ε sgs can be either positive or negative, representing forward and backward scatter of local KE between the resolved and subgrid scale motions, respectively. In Figs. 16(a)-16(c) , the time-averaged cross-stream profiles of ⟨ε sgs ⟩ are displaced at streamwise location x/d = 13.5, across the spanwise range of −1 < z/d < 1 at three elevations for y/d = 0.5, 1, and 1.5. In order to gain some deeper insights into the relative strength of the SGS and viscous dissipation rates, the value of the SGS dissipation rate has been non-dimensionalized with the value of the local viscous dissipation rate ⟨ε r ⟩ def = 2ν⟨S i jSi j ⟩ (see, Eq. (11)). In the context of the conventional SGS eddy viscosity (Smagorinsky) modeling approach, it can be shown that this ratio is equivalent to the ratio between the SGS and kinetic molecular viscosities, i.e., ⟨ε sgs ⟩/⟨ε r ⟩ = ν sgs /ν. Although the concept of SGS eddy viscosity is not directly applicable to the SGS stress model (DNM) used in this research, this ratio reflects the effective SGS dissipation rate over the viscous dissipation rate. In Fig. 16 , the forward scatter (⟨ε Figs. 16(a)-16(c) , the magnitude of the forward scatter is approximately 4 times larger than that of the backward scatter, resulting in a net KE transfer from the resolved to unresolved scales. At the half-cube height ( y/d = 0.5), as displayed in Fig. 16(a) , the maximum value of the SGS dissipation rate and forward scatter occurs at z/d ≈ ±0.3. As shown in Figs. 16(b) and 16(c) , as the elevation increases to y/d = 1.0 and 1.5, the location for the maximum values moves closer towards the center of the domain (at z/d ≈ 0). Under the canopy, as demonstrated in Fig. 16(a) , the local KE flux is significantly influenced by the two strong shear layers formed on two vertical sides of the cube (at z/d = ±0.5) and their interactions with the recirculating zone behind the cube (see Fig. 8 ). This is the reason that the KE flux peaks exhibit a symmetrical pattern in the spanwise direction behind the cube. However, these two vertical shear layers are immersed under the canopy and their influence on flow decreases significantly in regions above the canopy (when y/d > 1). In the region at or immediately above the canopy, the flow is influenced by the shear layer formed at the rooftop of the cube and the concomitant intense eddy motions associated with it. As shown in Fig. 16(b) , this mechanism tends to elevate the KE flux magnitudes (in comparison with the KE flux magnitudes under the canopy shown in Fig. 16(a) ).
In order to complement the above analysis of the resolved KE transport processes, we can further study the transport of the resolved TKE. Conceptually different from the resolved KE k r and SGS KE k sgs , the resolved TKE of the flow is defined as k 
It can be shown that the transport equation of k takes the following form: Fig. 17(a) , the advection term is primarily balanced by the production, turbulent diffusion, pressure diffusion, and SGS dissipation terms. The maximum TKE production rate occurs at z/d ≈ ±0.5, directly downstream of the two vertical sides of the cube. At this special location, a strong shear layer with sharp velocity gradients is formed on each side of the cube which enhances the TKE production rate. As shown in Figs of the domain) and z/d ≈ ±1 (corresponding to the central x-y plane of the neighboring street canyons). At these three special spanwise locations, the cross-stream mean velocity profile is locally symmetrical, and therefore, the spanwise mean velocity gradient is trivial. This further results in a significant reduction in the TKE production rate. As shown in Fig. 17(b) , the magnitudes of the turbulent advection, TKE production, and SGS dissipation rates have increased by a factor of approximately 3 at the rooftop level ( y/d = 1) in comparison with their values at half-cube height ( y/d = 0.5). This is an indication of increased turbulent activities as the elevation increases from y/d = 0.5 to 1.0 (consistent with the vertical profiles ofū rms /U ∞ in the self-similar region shown in Fig. 14) . At this elevation ( y/d = 1), the separated shear layers from the side edges and top surface of the cube all contribute considerably to transport of resolved TKE, and all these three shear layers interact directly with the recirculation zone behind the cube. Above the canopy at y/d = 1.5, as shown in Fig. 17(c) , the magnitudes of all budget terms have decreased by a factor of approximately 6 in comparison with their counterparts at y/d = 1. This is an indication of decayed turbulence activities above the cube rooftop, which is in agreement with the previous observation of decreased streamwise turbulence intensity levels in the vertical profiles ofū rms /U ∞ . As the elevation increases above the canopy, the disturbances from the cubes are much reduced and flow becomes increasingly homogeneous in the spanwise direction.
D. General description of the concentration field
Following the above discussion of the velocity field, here the concentration field is analyzed based on the statistics of the instantaneous scalar values, temporal spectrum, and budget balance of the transport equation of the scalar energy. Figure 18 shows the contours of the time-averaged concentration field (non-dimensionalized using the source strength c s ) in x-z planes at two different elevations under and above the canopy (for y/d = 0.5 and 1.5, respectively). At both elevations, the plume is symmetrical with respect to the central line of the domain (z/d = 0). Above the canopy at y/d = 1.5, no direct interference between the obstacles and the concentration field occurs and the plume exhibits a typical Gaussian distribution across the stream. Figure 19 shows the streamwise evolution of the vertical profiles of the mean and standard deviation of the concentration field (i.e., ⟨c⟩ andc rms =  ⟨(c − ⟨c⟩) 2 ⟩, respectively). The profiles are extracted from midpoints of 8 spanwise canyons starting from the second row (x/d = 3.5) along the central column (z/d = 0). In order to make the profiles at different locations comparable, the value of ⟨c⟩ andc rms has been non-dimensionalized using their local maximum values along each vertical line (that goes through the midpoint between two adjacent cubes). The vertical position of the maximum concentration (corresponding to ⟨c⟩/⟨c⟩ ma x = 1) represents the vertical centroid of the plume, which, as shown in Fig. 19(a) , elevates as the streamwise distance from the point source 47 for a line source in a turbulent plane channel flow. As is evident from Fig. 19(a) , the maximum vertical gradient of the mean concentration (d⟨c⟩/dy) occurs at elevations immediately above that of the maximum mean concentration. This is related to the fact that the mean concentration gradient is typically the highest at plume edges. As a consequence, the production rate of the concentration variance (i.e., −2⟨u
) is enhanced, further leading to an increase in the concentration variance at plume edges.
E. Concentration statistics
In the water-channel experiments of Yee et al. it is clear that above the canopy (at y/d = 1.25), the plume width decreases apparently at the same streamwise locations, indicating a reduced amount of concentration at a higher elevation. Also, due to the absence of obstacles, no apparent dual-peak pattern is observed at this elevation and the profiles tend to exhibit a Gaussian distribution across the stream. Figures 23-25 compare the predicted and measured cross-stream profiles of the standard deviation (or RMS value) of the resolved concentration field at the same measurement locations as for the mean concentration profiles presented previously in Figs. [20] [21] [22] . By comparing the profiles presented in Figs. 23-25 , a general trend is observed in the streamwise evolution of thec rms profiles: in regions close to the source, the magnitude ofc rms is high and the width of its profile is narrower, reflecting an intense turbulent fluctuation level; however, as the distance from the source increases, the peak value ofc rms decays rapidly and its profile becomes wider. As shown in Figs. 23 and 24 , under the canopy at y/d = 0.25 and 0.5, a distinctive dual-peak pattern with a local minimum along the plume centerline (at z/d = 0) has been well captured by the simulation. However, the simulation has under-predicted the peak values ofc rms . The dual-peak pattern is due to the large spanwise concentration gradient around two plume edges (see , which significantly increases the production rate for the concentration variance (i.e., −2⟨u ). As shown in Figs. 25(a)-25(d) , above the canopy at elevation y/d = 1.25, the dual-peak pattern is much less apparent in comparison with that at lower elevations, which is a direct consequence of the absence of cubic obstacles.
F. Spectra and scalar energy of the concentration field
The spectrum of the resolved concentration fluctuations (E cc ) relates to the resolved turbulent scalar energy (TSE) as 
where k s def = ⟨c ′′c′′ ⟩ is the resolved TSE (or scalar variance). Figure 26 demonstrates E cc of the concentration field at the same position (x/d = 13.5, y/d = 1, and z/d = 0, located in the central plane of the domain between rows 7 and 8 at the rooftop elevation) as for the energy spectra of the resolved velocity fluctuations plotted in Fig. 10 . At this particular position, the flow has reached a self-similar state. As indicated by Fackrell and Robins, 46 similar to temporal energy spectra for the resolved velocity field, the inertial subrange for the resolved TSE spectra also features the slope of −5/3. As shown in Fig. 26 , the inertial subrange characteristic of the cascade of the resolved TSE and associated energetic motions for mixing of the plume have been well captured by the current LES, with the mixing effects at higher (unresolved) frequencies being reflected in the SGS scalar-flux model.
Following Jiménez et al., 48 the so-called resolved SE is defined as k r s def = c 2 , which is analogous to the definition of the resolved KE k r of the flow field discussed previously in Section III C. The time-averaged transport equation for the resolved SE takes the following form: , respectively. In Eq. (15), the molecular and SGS dissipation act as sink terms for the resolved SE. As shown in Fig. 27(a) , under the canopy at elevation y/d = 0.5, the advection term is negative within the range for |z/d| < 0.7 and is positive for |z/d| > 0.7. This indicates that at the half-cube height, the effect of the mean flow is to carry the resolved SE out of the rear region of the cube (where concentration recirculates with the flow) towards the two canyons beside the cube. At the rooftop level ( y/d = 1), however, the advection term is constantly negative, which indicates that the effect of the mean flow is to carry the resolved SE away. The minimum of the advection term occurs at z/d = ±0.65, where the contaminated fluid is dispersed away at the highest rate through convection mechanisms. As shown in Fig. 27(c) , above the canopy, the advection term is always positive, indicating that the resolved SE is carried to this elevation from the ground level. In Figs. 27(a)-27(c) , the advection term exhibits extrema for z/d ∈ ±[0.5-1.0], which is due to the following two factors: (1) there are two strong shear layers issued by the two vertical sides of the cube (located at z/d = ±0.5), which have a significant impact on convention immediately downstream of them; and (2) the center of the street canyon is located at z/d = ±1.0, where the streamwise convection (streamwise velocity) is the highest under the canopy.
As shown in Fig. 27(a) , at the half canopy height ( y/d = 0.5), the molecular diffusion is positively valued across the spanwise direction. The concentration is released from a ground-level point source located at x/d = 1.5, which then channels through street canyons under the canopy. A positively valued molecular diffusion term is expected at this low elevation, which shows that the effect of molecular activities is to diffuse the resolved SE to other regions (i.e., transporting the concentration to a higher elevation). However, as shown in Fig. 27(b) , at the rooftop level ( y/d = 1), the flow and dispersion are much complicated by the three shear layers (one created by the top surface and two by the vertical sides of the cube) and their interactions with turbulent eddy motions. A negatively valued diffusion term is a direct consequence of a negatively valued advection term at this special position. Furthermore, as shown in Fig. 27(c) , above the canopy, both the advection and molecular diffusion terms remain positive across the channel. This shows that in the region above the canopy, the effect of obstacles on plume dispersion is much reduced. Positively valued advection and molecular diffusion indicate that the contaminated fluid packets engulf into the clean background fluid in the region above the canopy, which facilitates the growth of the plume size and elevation of its vertical centroid in the streamwise direction. This is consistent with the previous observation in Fig. 19 . Another interesting observation is that at this elevation ( y/d = 1.5), the cubes are deeply immersed under the canopy and their disturbances to the flow and dispersion are attenuated. As such, the profile budget terms shown in Fig. 27 (c) tend to recover spanwise homogeneity (as in an open channel), and this tendency is the most strongly expressed with the molecular and SGS dissipation terms. As is evident in Figs. 27(a)-27(c), the SGS diffusion and dissipation terms play a significant role in balancing the advection term, and their magnitudes are much larger than that of the molecular dissipation term. Similar to the function of the SGS dissipation term τ * i jS i j in Eq. (11) 
IV. CONCLUSIONS
Turbulent flow and dispersion over a matrix of wall-mounted cubic obstacles at Reynolds number 12 005 have been studied using wall-modeled LES. The statistics and spectra of the turbulent fields, flow structures and their interactions with the dispersing plume, and transport mechanisms of the kinetic and scalar energies have been thoroughly analyzed. One of the major challenges involved is to reproduce numerically the highly turbulent (with turbulence intensity of at least 10%) approaching boundary layer of the water-channel experiment. Based on a comparative study of four inlet boundary conditions, we selected a method that utilizes a solid grid at the inlet of the domain to trigger the flow instability and produce physical perturbations. This approach enabled us to generate a highly turbulent boundary layer similar to that in the water-channel experiment with a stable sustainable turbulence level up to approximately 7% of the mean free-stream speed in regions above the wall-mounted cubes.
Due to the intense interaction of the approaching highly turbulent boundary layer with the cubic obstacles, the flow exhibits complex patterns, which dynamically evolve within and above the cubic obstacle array and have a significant impact on the transport of the momentum and scalar. The spatial evolution of the flow field has been carefully analyzed using the time-averaged velocity contours, streamlines, and vector plots. A horseshoe vortex is observed in front of the first-row obstacles at low elevations (e.g., y/d ≈ 0.25) as a result of the adverse pressure gradient in the windward face of obstacles. It is observed that after the fifth row of obstacles, the flow quickly reaches a self-similar state featuring a self-repeating pattern in time-averaged vortical structures around an obstacle.
A distinctive dual-peak pattern is observed in the cross-stream profiles of the mean concentration and its standard deviation under the canopy. The cube introduces a local blockage into the concentration field such that the plume exhibits a distinct bimodal form as it sweeps around the cube. However, above the canopy, a typical Gaussian pattern is observed in the cross-stream profiles of the mean concentration. The simulation predictions of the mean concentration field are in excellent agreement with the water-channel measurement data. The shapes of the cross-stream profiles of the concentration variance at different locations are also well captured by the simulation; however, their peak values are slightly under-predicted by the simulation under the canopy.
At plume edges, clean fluid packets (upstream or above the plume) entrain the plume and contaminated fluid packets engulf into the background clean fluid. This process makes plume edges highly intermittent, which significantly increases the level of local concentration fluctuations. At all streamwise locations, the peak values of the concentration standard deviationc rms are above those of the mean concentration ⟨c⟩. This is due to the fact that the mean concentration gradient is typically the highest at plume edges. As a consequence, the production rate of the concentration variance is significantly enhanced at plume edges.
The budget balances of the resolved KE and TKE transport equations have been analyzed behind a typical obstacle located in the self-similar region at three different elevations. A study of the local KE transfer between the resolved and subgrid scales indicates that the magnitude of forward scatter is approximately four times that of backward scatter, resulting in a net KE transfer from the resolved to unresolved scales. By analyzing the budget balance of TKE, it is found that the TKE advection is primarily balanced with the turbulent diffusion, TKE production, and SGS dissipation rate. Under the canopy, the peak values of the TKE production term occur at z/d ≈ ±0.5 directly downstream of the two vertical sides of the cube. Above the canopy at y/d = 1.5, the magnitudes of all TKE budgetary terms decrease by a factor of approximately 6 in comparison with their counterparts at the cube rooftop. As the elevation increases above the canopy, the disturbances from the cubes are much decayed and flow becomes increasingly homogeneous in the spanwise direction.
Through a careful analysis of the transport equation of the resolved SEc 2 , it is observed that under the canopy at the half-cube height, the effect of the mean velocity field is to carry the concentration out of the rear region of the cube towards the two canyons besides the cube. At the rooftop level ( y/d = 1), however, the advection term is constantly negative, which indicates that the effect of the mean velocity field is to carry the resolved SE away. A positively valued molecular diffusion is observed at half-cube height indicating that the effect of molecular activities is to diffuse the resolved SE to higher elevations. Above the canopy, both the advection and molecular diffusion terms remain positive across the entire spanwise direction. This indicates that the contaminated fluid packets engulf into the clean background fluid in the region above the canopy, which results in the growth of the plume size and elevation of its vertical centroid in the streamwise direction.
In an urban environment, accidental or deliberate release of toxic passive materials may incur serious threats to the safety of citizens. The major challenge associated with this subject involves developing a deeper understanding of the interactions of dynamically evolving flow structures with the complex boundaries, the micro-mixing processes of the scalar, as well as the coupling of the transport processes of the momentum and scalar. The current research intends to present a comprehensive LES study of turbulent dispersion of a passive scalar in a modeled urban environment, which, together with the experimental data, may serve as a benchmark test case for future development of operational models for the prediction of urban pollution crises. Also in future studies, in order to establish a reliable LES approach for improved prediction of the concentration field (in terms of its mean and RMS values), it may be beneficial to consider using higher-order (third-order or above) discretization schemes for the scalar transport equation, different types of wall-functions (other than the current approach of Wang and Moin 25 ) for wall-modeled LES, or even the wall-resolved LES method if the computing expenses are affordable. It would also be interesting to study the predictive performances of advanced (non-counter-gradient type) SGS scalar-flux models 32, 36 in comparison with that of the EDM of Moin et al. 31 based on the current or other test cases of urban flow and dispersion. This suggested comparative study can be meaningful, especially when the Schmidt number is high. This is because at high Schmidt numbers, the Batchelor scale is smaller than the Kolmogorov scale, and as a consequence, the "burden" on SGS scalar-flux modelling becomes heavier.
