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基于组合算法的电子产品回收预测系统研究 
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（厦门大学管理学院，福建 厦门 361005） 
 
摘要：对第三方逆向物流服务商而言，电子产品回收数量具有少样本、不确定性及模糊性的特点，电子产
品回收量预测的精度直接影响到企业的运营成本以及服务水平。在单个预测模型中，GM(1,1)模型具有适应少样
本预测的特点，对近期数据具有较好的逼近效果，但是对序列的趋势性比较敏感；FTS 模型能够处理不确定性
数据中因模糊性而产生的噪声，但是对序列趋势的把握具有滞后性。本文设计了 GM(1,1)模型与 FTS 模型相结
合的组合预测模型（FTS_GM(1,1)模型），通过利用两个模型的优势以提高电子产品回收预测的准确性和可靠性。
本文根据企业的真实回收数据进行预测，实验结果表明组合预测法比单个预测法具有更好的预测效果。在此基
础上，本文提出了以 FTS_GM(1,1)组合模型为主，其他预测模型为辅的回收预测系统原型，为企业在实践中选
取合适的预测模型提供建议。 
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0 引言 
随着信息社会的高速发展，电子产品的供应和需求也在
不断增加，巨大的电子产品市场需求背后，是同样巨大的售
后服务（如退货、维修等）带来的压力。逆向物流具有分散
性、混杂性、不可控性以及高成本性等特点[1]，企业为了能
将主要精力专注于自己的核心业务，通常将此类逆向物流服
务业务外包给第三方逆向物流服务提供商[2][3]。由于电子产
品具有种类繁多、产品生命周期短、产品销售随机性、消费
者使用环境和使用习惯不确定、返回地点不确定等特点，逆
向物流回收阶段常常出现回收种类、回收数量、回收时间以
及回收质量的不确定[4][5]，使得第三方逆向物流服务提供商
对产品回收的预测非常困难，严重影响了此类企业的效益，
因此提升回收产品的预测精度显得尤为重要。 
目前对于逆向物流系统的研究，其主要还是集中在网络
设计、路径优化、库存管理的研究[6]，而对于其需求的预测
研究相对较少，大多沿用了正向物流的一些方法。预测理论
从技术上可以分为定性预测法和定量预测法[7]。在逆向物流
回收的预测中，单纯的使用定性方法的研究并不多见，更多
的是采用定量的方法或者定性与定量相结合的方法进行研
究。定量预测法又包含基于模型驱动的预测方法和基于数据
驱动的预测方法。基于模型驱动的预测法是根据统计学、数
学的基本原理构造预测对象的精确数学模型，通过估计模型
的参数，然后用得到的模型进行预测。其主要特点是需要事
先知道预测对象的假设条件，因果关系，分布情况以及机理
特征等。最常见的基于模型驱动的预测方法是回归分析法，
包括一元线性回归，多元线性回归以及非线性回归。由于逆
向物流的随机性特点，所以很多的学者在研究逆向物流回收
预测中采用了基于模型驱动的预测方法。其中，Tokay 等在
假定产品回收服从二项式概率分布的前提下，分析了产品需
求和产品回收的关系，采用贝叶斯推断求解了产品回收的总
概率[8]；Yang 和 Williams 分析了美国未来废旧计算机产生量
的趋势，在合理的计算机寿命周期分布假设下，通过历史的
销售数据，建立了Logistic模型展开预测[9]；Bayindir和Nesim
假设了产品的需求和返回服从独立的泊松分布或者正态分
布，建立了一个逆向物流需求模型[10]。虽然各个学者研究的
角度各不相同，但其模型的基本假设大多都是产品的需求和
返回需要服从泊松过程或者正态过程。而 Brito 和 Dekker 在
对物流的需求过程和逆向物流返品过程的假设进行了检验，
结果发现新产品需求量和旧产品回收量之间的独立性假设
在回收率小于 1 时是不成立的[11]。吕军和谢家平从空间结构
的角度提出基于克里金方法的 WEEE 逆向物流回收网点回
收量的空间数学模型，预测逆向物流 WEEE 的回收量[12]。
而在基于数据驱动的预测研究方面，其核心是对可利用的事
物发展历史数据进行特征提取，通过各种数据处理与分析就
去挖掘数据中隐含的信息。数据驱动预测方法以时间序列预
测方法为主，强调对原始数据序列的利用，包括 ARIMA[13]，
ANN[14][15]，GM(1,1)[16]等。 
本文将针对一家在第三方电子产品逆向物流服务领域
具有典型代表性的企业所面临的回收预测问题展开研究，所
有数据均来源于该公司回收业务实际发生的数据。本文通过
实际数据观测发现电子产品回收数量基本是以月份为单位
进行统计，并且因为生命周期短，有些电子产品的回收数据
时间仅持续不到 12 个月，企业需要根据少量的历史接收数
据来预测回收产品的数量以制定产能计划和备料计划。所
以，基于电子产品回收数量不确定性及少样本的特点，相对
于其他预测模型需要大样本而言，GM(1,1)模型是合适的选
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择，其具有适用于少样本的独特优势。但是，考虑到逆向电
子产品回收不确定性中的模糊性特点，本文将模糊理论中的
FTS方法也引入到逆向电子产品回收的预测中，结合GM(1,1)
模型与 FTS 模型各自的优势，构建两阶段组合预测算法，以
求达到更好的预测效果。 
 
1 基本预测算法 
1.1 GM(1,1)模型  
灰色系统理论主要研究对象是具有“小样本”、“贫信息”
特点的不确定性系统，灰色系统理论通过生成和开发有限的
已知信息，实现对有价值信息的提取，进而描述系统的运行
行为和演化规律，并进行科学的分析、预测、决策、控制的
一种理论。 
作为灰色系统预测理论核心基础的 GM(1,1)模型，就是
通过对灰色序列生成，再处理，以解决不确定性的预测问题，
GM(1,1)模型的计算过程包括以下六个步骤[17]。 
设原始序列为 (0) (0) (0) (0) (0)= (1), (2), (3), , ( ))X x x x x k 。 
第一步，对原始序列进行一次累加，得一次累加生成
序列： 
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根据该参数值对原始序列
(0)X 进行准光滑性检验。 
第三步，求 
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由该参数值检验序列 (1)X 是否具备准指数规律。 
第四步，当 3k  时，序列通过准光滑性检验以及准指
数规律满足，则可对序列进行 GM(1,1)建模。对 (1)X 做紧
邻 均 值 生 成 ， (1) (1) (1)( ) 0.5 ( ) 0.5 ( 1)z k x k x k= + − ，
=2,3, ,k n ，得紧邻均值生成序列 (1)Z ；如果没有通过准
光滑性检验，需对序列进行光滑处理，对光滑处理后的序
列进行 GM(1,1)建模。光滑性处理可以采取常用的对数变
换法，其计算公式如下： 
 
(0) (0)( ) ln( ( )); ( 1, 2, , )x k x k k n= =        (4) 
第五步，建立 
(1)
(1)
(1)
- (2) 1
- (3) 1
=
1
- ( ) 1
z
z
z n
 
 
 
 
 
 
 
B ，
(0)
(0)
(0)
(2)
(3)
=
( )
x
x
x n
 
 
 
 
 
 
 
Y  
对 参 数 列 ˆ=[ , ]
Ta b ， 用 最 小 二 乘 法 计 算 得 ：
1ˆ=( )T TB B B Y − ，从而得到 GM(1,1)模型的参数 a ， b 。 
第六步，根据所求参数值 a ， b 建立 GM(1,1)模型的时
间响应序列为 
 (1) (0)ˆ ( 1) ( (1) ) ;( =1,2, , )ak
b b
x k x e k n
a a
−+ = − +     (5) 
即可求得 (1)x 的估计值 (1)x̂ 。将 (1)x̂ 序列通过累减还原，
得到 (0)x 序列的估计值： 
 (0) (1) (1)ˆ ˆ ˆ( 1) ( 1) ( );( =1,2, , )x k x k x k k n+ = + −      (6) 
其中，在时间响应序列中参数 a 为 GM(1,1)模型的发展
系数，反映了 (1)x̂ 和 (0)x̂ 的发展态势。b  为 GM(1,1)模型的
灰色作用量。 
1.2 GM(1,1)滚动模型 
针对 GM(1,1)模型只适用于短期预测，对中长期预测效
果不理想的不足，从而拓展到 GM(1,1)滚动模型（以下称
RGM(1,1)模型），又称 GM(1,1)等维灰息模型[18]。该模型试
图通过滚动预测来减少 GM(1,1)法预测值所夹的灰平面呈指
数增长对预测结果的不利影响。基本思想如下：先对
(0) (0) (0) (0) (0)( (1), (2), (3), , ( ))X x x x x k=  进行 GM(1,1)建模
预测得第一期预测值 _ (1)yf gm ，将第一期预测值添加到原
始序列，同时去掉原始序列最早的一期值，使原序列的期数
不变，即所谓等维，因为此时序列已经不是原始序列，而是
包括了一个预测值，也就是灰息值，所以叫等维灰息。对新
的序列 (0) (0) (0)( (2), (3) , ( ), _ (1))X x x x k yf gm=  继续进行
GM(1,1)建模预测，如此反复，直到达到需要的预测期数。 
1.3 FTS 模型   
基于模糊集理论的 FTS 模型在 1993 年首次提出之后，
在 FTS 的运算各个环节展开了大量研究，包括论域的确定、
模糊区间的划分、关系矩阵和预测规则、模型的阶数、时变
以及非时变等方面展开研究，FTS 的预测过程已经越来越成
熟，其主要计算过程包括以下六个步骤[19]。 
第一步，定义论域 U 和划分论域子集。根据时间序列的
已知历史数据中的最大值 maxy 和最小值 miny ，确定论域范
围 min 1 max 2[ , ]U y y = − + ，其中， 1 ， 2 为两个正数，
用以调整论域的上下区间，以方便论域的讨论和计算。采用
五至十六等分量法划分论域子集，根据样本量的大小，以拟
合误差最小为目标，进行等分量的选择。 
第二步，在论域的基础上定义模糊集和模糊隶属度函
数。对每个子区间的模糊概念定义相应的模糊隶属度函数。
在 FTS 中，常用如下的三角函数来定义模糊集： 
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上式 n 表示对论域划分后的等分区间个数，即模糊概念
的个数， iA 表示对应的第 i 个模糊概念。对于每个模糊概念
的隶属度函数，采用如下式子表示： 
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其中， inl 表示模糊区间的长度，t 为时刻， im 为与第 i 个
模糊集相对应的模糊区间 iu 的中心值，即 iu 区间的典型值。 
第三步，根据原始序列数据的先后观测值建立模糊关系
集合。 
根据式（8）求出原始序列数据对应每个模糊集的隶属
度，从而确定每个数据所对应的模糊概念。继而得到相邻两
个样本数据之间所对应的模糊逻辑关系 i jA A→ 。 
第四步，由所有的模糊关系求得关系矩阵 R 。 
在模糊时间序列中求模糊逻辑关系矩阵的方法不仅考
虑了模糊逻辑关系在样本中是否出现，而且还考虑了在训练
样本中出现的次数，即 ijR 表示的是在原始序列样本中关系
i jA A→ 出现的次数[20]。 
第五步，对隶属度向量进行标准化，作为预测的权重。 
为了避免通过最大隶属度规则取值所造成的信息缺失，
更大限度的利用原始序列样本包含的初始信息，保证模型的
预测精度，采用将隶属度函数进行归一化处理后作为最后预
测规则取值的权重。 
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其中， 是模糊系数，并且 (0, )  + 。 
第六步，建立预测模型。 
 1 2 1 2ˆ( 1) ( ( ), ( ), , ( )) ( , , , )
T
n ny t u t u t u t R m m m+ =    (10) 
其中， ˆ( 1)y t + 为最终预测值，R 是对关系矩阵 R 的每
一行进行归一化处理后得到的新关系矩阵， im 为与第 i 个模
糊集相对应的模糊区间 iu 的中心值。 
 
2 组合预测算法设计 
由于逆向物流具有高度的不确定性，目前对于处理逆向
物流不确定性预测上，常见的方法有人工神经元网络预测、
马尔可夫预测、回归分析、GM(1,1)预测以及组合预测等方
法。这些方法中，大多数方法都是基于大样本的假设下进行
建模的。所以，对于电子产品回收而言，在少样本条件的限
制下，较多使用的是 GM(1,1)预测法。GM(1,1)预测法具有
适用于少样本的独特优势，只要收集的数据量大于等于4个，
就可以用 GM(1,1)模型进行建模[14]。而在一般情况下，为了
保证数据提供的信息是最新的，在短期预测中，经常取最近
的 6-8 个数据作为拟合。同时，在逆向物流的不确定性分析
中，除了对随机性的讨论，也有文献对于逆向物流不确定性
中的模糊性进行了探讨，但是，这些研究都主要集中在逆向
物流的网络设计中，在逆向物流回收预测中，考虑到模糊性
特点的文献却不多见。如何通过对序列模糊性的处理，来挖
掘原始序列更多的信息，提高 GM(1,1)模型的预测效果，是
重要关注点之一。 因此，在组合算法中选取模糊预测研究
中的 FTS 模型，该预测方法除了能够很好的处理不确定性数
据中因模糊性而产生的噪声[21]，另一个优势就是不需要大样
本假设[22]。 
组合预测是通过对两种或两种以上的预测方法通过某
种方式组合成一种新的预测方法，其目的是为了提高预测效
果的准确性和可靠性[23]。对于组合预测的研究，主要是集中
在组合权重的确定上，包括非变权组合预测[24][25]和变权组合
预测[26][27][28]。而不论是不变权重组合模型构建，还是变权
重组合模型构建，其主要思想大多都是基于对历史数据的拟
合来确定权重。这种方法在研究中可以得到很好的拟合效
果，但是其在真正预测中，由于不同的预测方法本身的特点
不同，某种预测方法可能对于原始数据的拟合能力很强，但
是在预测时却效果一般；也有的方法可能起初预测效果一
般，但是随着时间的推移，该方法却会越来越表现的较其他
单项预测方法优越，从而也会导致预测权系数的变化[29]。而
现有的组合预测研究在模型构建、组合权重系数的确定和模
型预测效果的比较方面也主要侧重于在样本期预测的效果，
对于外推预测效果的考察还比较少见[30]。基于此，在构建
FTS_GM(1,1)组合预测模型的时候着重考察模型的外推预测
能力，同时对于组合预测模型权重的确定，除了考虑模型对
历史数据的拟合效果，还考虑了模型本身的特点。 
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第一阶段：GM(1,1)预测
yf_gm(p),
p=2,3...
组合预测
第p期预测值yf(p),
p=2,3...
第二阶段：组合预测
将yf(p-1)添加到原序列
后，用FTS模型预测下一
期
w
 
图 1  FTS_GM(1,1)模型运算过程 
Figure 1 The working process of FTS_GM(1,1) model 
FTS_GM(1,1)模型是一个两阶段的预测模型。在第一个
阶段，基于 GM(1,1)对于最近期具有非常好的逼近效果，并
且其在逆向物流中预测的良好效果也得到了很多研究的证
明，所以，对于第一期的预测，直接采用 GM(1,1)模型的预
测值。第二阶段，从第二期以后的预测，由于开始远离实际
序列，GM(1,1)的误差会随着灰区间的指数增长而大大增加，
其预测效果越来越难以满足决策者的要求，所以开始引入
FTS 模型进行组合预测。在对于 GM(1,1)模型赋予一个随时
间递减的函数后，考虑到 FTS 模型本身的特点，即对历史数
据训练好模糊关系矩阵后，FTS 模型对于下一期的预测值是
基于当前期的值，通过对当前期值的模糊处理，再用模糊关
系矩阵进行预测。由于组合预测有着比单个预测方法更加可
靠的结果，所以实际操作中将前一期的组合预测值添加到原
序列，构成新序列，用组合预测值作为 FTS 预测的当前值，
进行下一期的预测。具体运算过程如图 1 所示。 
FTS_GM(1,1)模型预测 (yf p)的公式表示如下：令
GM(1,1)模型的预测结果记为 _yf gm ，FTS 模型预测结果记
为 _yf fts ，则 FTS_GM(1,1)组合预测模型的形式如下： 
 
_ ( );                                   1
( )
_ ( ) (1- ) _ ( ); 2
yf gm p p
yf p
yf gm p f fts p p 
=
= 
+  y   
   (11) 
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其中，p 表示对未来第 p 期进行预测， 表示预测第二
期及以后 GM(1,1)模型预测结果的权重， [0,1] 。由于
GM(1,1)模型随预测时间的增长其预测值上下界区间是成喇
叭形展开，为了减少这种灰区间指数增长的影响，在组合预
测中需给予 GM(1,1)模型一个随时间递减的权重，根据
GM(1,1)模型发展系数 a 对 GM(1,1)模型未来预测可靠性的
关系，同时参照 INV-MSE 法[25]，对 的取值采用如下方法：  
 
(1 | |) | | 0.3
= 0.3
0                     | | 0.3
h
ftsp
h h
gm fts
MSEa
a
MSE MSE
a


 − 
+


   
                
   (12) 
式中
gm
h
fts
h h
fts
MSE
MSE MSE+
为用 INV-MSE 法确定的 GM(1,1) 
模型预测的初始权重，h 为前向时间长度，即采用过去多少
期的均方误差进行拟合效果评价。 hftsMSE 表示 FTS 模型预
测均方误差，
h
gmMSE 是 GM(1,1)模型预测均方误差。 
(1 | |)
0.3
pa− 为赋予 GM(1,1)模型的权重衰减系数，是为了防 
止较大的 a 而造成 GM(1,1)模型对趋势持续较大增长或下降
带来的影响，取 0.3a = 为界。权重系数 主要有以下特点： 
（1）初始权重反应了两个基本模型对于近几期数据的
拟合情况，对于具有较好拟合的模型赋予了较高的权重。 
（2）考虑了两种模型各自的特点，对于 GM(1,1)模型
在远期预测的效果下降更快的特点，在初始权重的基础上乘
上一个权重衰减系数，使得 GM(1,1)模型在组合预测所占的
比重随时间增长而下降。发展系数 a 越大以及预测未来的期
数 p 越大，组合模型中 GM(1,1)模型所占的比重就越小。 
    组合模型的具体算法如下：  
第一阶段： 
步骤 1：输入要预测的期数 p k=  ，读取原始数据，取
最近 6-8 期值，以拟合效果最优为标准试算得最佳期数 h ，
[6,8]h  。 
步骤 2：对取得的数据进行光滑性检验，检验通过，则
进入下一步，否则，对原始数列进行平滑处理，然后对平滑
后的数列再进行光滑检验。 
步骤 3：对通过光滑检验的数列进行 GM(1,1)建模预测。 
步骤 4：判断 GM(1,1)模型发展系数 a ，如果 1a  ，则
可以直接用其他模型比如 FTS 模型预测；如果 | | 1a  ，则第
一期组合预测结果 (1) _ (1)yf yf gm= ，将发展系数 a ，拟合
的均方误差 gmMSE ，预测结果 _ ( )yf gm p ,  2,3,p k=  保
存进入下一个阶段。 
第二阶段： 
    步骤 1：对原始数列进行 FTS 模型训练，得 FTS 模型的
模糊关系矩阵 R ，以及最近 h 期的拟合均方误差 ftsMSE 。 
    步骤 2：将 ( 1)yf p − ,  2,3,p k= 模糊化，计算隶属度，
按照 FTS 模型的计算过程计算得预测值 _ ( )yf fts p 。 
    步骤 3：根据 gmMSE ， ftsMSE ， a 计算组合预测的权
重 。 
    步骤 4：组合预测，得第 p 期预测值 ( )yf p 。 
    步骤 5：如果 p k= ，停止计算；否则，重复第二阶段
步骤 2 到步骤 4 过程。 
 
3 数值算例 
3.1 数据来源 
C 公司是在厦门市的一家以电子产品维修为主要业务
的第三方逆向物流服务公司，主要开展对戴尔、富士康、索
尼、三星、英特尔等品牌电子产品的坏件维修测试、技术支
持、仓储物流、备件运营等一体化服务。数据全部来自于 C
公司内部的数据库系统中的 C 回收业务实际数据，本文提取
C 公司目前回收的 57 种显示器业务的相关数据。本文先以
该业务中 E190Sf 型号的回收量为例，介绍模型的计算过程，
具体数据见表 1。按照 C 公司目前的维修用原材料采购周期，
有提前一至三期不等，所以最多需要预测未来三期的回收，
因此将最后三期值作为预测，剩下的样本数据作为拟合，实
现上文提到的算法，并对预测的效果进行比较分析。 
表 1  E190Sf 型号产品回收量 
Table 1 Product E190Sf recovery amount 
期数 1 2 3 4 5 6 7 8 9 10 11 12 
回收数量 194 209 116 239 246 209 226 288 253 198 253 283 
期数 13 14 15 16 17 18 19 20 21 22 23 24 
回收数量 218 194 119 160 180 203 206 323 266 310 346 257 
3.2 预测结果分析 
3.2.1 对 E190Sf 型号产品的预测 
对于 E190Sf 型号产品的回收量，先采用 GM(1,1)模型、
RGM(1,1)模型以及 FTS 模型进行预测，结果汇总如表 2 所示。 
从单个模型拟合和预测的效果对比来看，GM(1,1)模型
的拟合效果远远好于其对近三期的预测效果，说明 GM(1,1)
模型存在着过度拟合的情况，而 FTS 模型的拟合效果和其近
三期的预测效果比较接近。从预测三期的效果指标上对这两
个模型的对比显示，在该产品的预测中，FTS 模型的整体预
测效果会比 GM(1,1)模型优。 
表 2  E190Sf 单个模型预测效果汇总 
Table 2 Summary of single model prediction about E190Sf 
         指标 
预测方法 
MAD MAPE MSE 
拟合 三期预测 拟合 三期预测 拟合 三期预测 
GM(1,1) 20.30 74.69 7.57% 27.49% 883.57 10028.58 
RGM(1,1)模型 20.30 73.17 7.57% 26.94% 883.57 9617.23 
FTS 34.07 53.67 18.36% 17.37% 2212.86 3382.40 
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图 2 E190Sf 产品回收量预测比较 
Figure 2 Comparison of the prediction of E190Sf recovery amount 
从图 2 可以看出，GM(1,1)模型最新的 7 个样本进行拟
合，且通过数据生成弱化了随机的影响，很好的把握短期趋
势，得到了较好的短期逼近效果，但是其对序列的趋势性比
较敏感，并且一旦序列出现波动，则会很大程度影响效果，
很难将预测结果持续到较远的将来。而 FTS 模型则是尽量采
取更多的样本进行训练，吸取了原始序列更多的信息，通过
模糊化分散了具体数据扰动影响，对于波动的序列具有较好
的适应能力，但是其对序列的趋势把握具有一定的滞后性，
短期的逼近效果也没有 GM(1,1)那么明显。基于此，构建了
一个两阶段的逆向物流电子产品回收预测模型，充分吸取这
两个模型的优势，以求达到较好的效果，预测的对比结果汇
总如表 3 所示。 
表 3 E190Sf 预测结果汇总 
Table 3 Summary of E190Sf prediction result 
 MAD MAPE MSE 
GM(1,1) 76.69 27.49% 10028.58 
RGM(1,1)模型 73.17 26.94% 9617.23 
FTS 34.07 * 18.36% * 2212.86 * 
FTS_GM(1,1) 27.33 ** 8.67% ** 881.69 ** 
注：**表示最优效果，*表示次优效果。 
从表 3 可以发现，RGM(1,1)模型预测的效果稍微优于
GM(1,1)模型，但是其对 GM(1,1)模型的改善效果仍然甚微，
所以只通过对 GM(1,1)预测方式的改变来提高模型的中长期
预测能力并不能达到很理想的效果。此外，FTS 模型则通过
模糊化序列的具体数值，使得模型对于数列细微的扰动反应
并不是那么敏感，所以在具有扰动的序列预测当中可以得到
相对稳定的结果，在对 E190Sf 的预测中其效果仅次于两阶
段组合模型。而组合模型考虑了 GM(1,1)模型的短期优势，
又考虑 FTS 模型的特点，采取了对 GM(1,1)模型取下降权重
的方式进行组合，充分利用两个模型各自的优势，从而得到
相对单个模型更好的结果。 
3.2.2 对所有产品的预测 
对C公司显示器回收维修业务的 57个产品进行了预测，
以便验证该方法的适用性。将移动平均法（企业方法）、
GM(1,1)、RGM(1,1)、FTS 以及组合方法进行了比较，探讨
组合方法对于单个模型的预测效果改善情况。通过对五个方
法的预测效果进行横向比较，分别统计各个方法预测达到最
好效果的产品比例，最终比较结果如图 3 所示。 
通过比较可以看出，在五种方法中，不管是以 MAD，
还是以 MSE 和 MAPE 指标判断，文中提出的两阶段组合预
测方法都较其他四个方法效果更优，说明其对逆向物流的不
确定性有更好的适用性。由于企业管理决策水平的限制，企
业目前采用相对比较简单的移动平均方法的效果是不理想
的，具有很大的改进空间。此外，从比较结果也不难发现，
并没有哪一种方法能够在所有类型的产品回收预测效果上
始终表现最佳。这也说明，真实的状况是复杂多变的，在一
个不确定的系统里，回收序列的变化也是多种多样，而每种
预测模型都有它的使用局限性，没有任何一种预测方法能够
适用于所有产品的预测。 
 
图 3 不同方法的比较结果 
Figure 3 Comparison of different methods  
 
4 回收预测系统 
预测的目的是为了帮助企业决策，通过预测结果来确定
企业的物料需求和采购策略，从而提升企业经营绩效。为了
更好的提升逆向物流服务企业的回收预测能力，文中提出了
以 FTS_GM(1,1)组合模型为主，其他预测模型为辅的回收预
测系统原型。在实际预测过程中通过对所选择模型的不断检
验反馈，匹配较优的预测模型，以提高对每个产品回收的预
测效果，具体的系统原型如图 4 所示。 
数据预处理
数据添加
模型选择
预测模型库
数据库
知识库
读出数据
预测结果显示
产品回收数据 数据删除
人工干预
数据存入
预测结果检验
检验结果
记入知识库
推荐结果
及修正
人工判断 需求决策
数据修改
模型添加和删除
 
图 4 回收预测系统原型 
Figure 4 Prototype of recovery prediction system 
在系统应用过程中，对于模型的选择，可以通过前期的
分析试验，根据业务的特点进行选取。由于 C 公司的业务是
电子产品的回收与维修，具有高度不确定性、数据量少的特
点，根据研究结论，由于没有哪一种方法能够在所有类型的
产品回收预测效果上始终表现最佳，因此移动平均法、
GM(1,1)、RGM(1,1)、FTS 和 FTS_GM(1,1)等方法都可以作
为备选方法。对于数据库中已经存在的产品，在进行预测时，
可以根据不同方法的历史预测表现，由知识库推荐预测效果
最好的方法。比如对于某已有型号的产品，在最近三次的预
测中，都是 FTS 模型预测效果最好，则系统就会判断为 FTS
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最能符合该产品目前的回收趋势，在下一次的预测时就会优
先推荐 FTS 的结果。如果每个方法的效果差异不大，则从降
低风险的角度考虑，优先推荐 FTS_GM(1,1)模型的预测结
果。对于新进入的产品，由于没有之前的预测情况可供参考，
而通过数值试验表明 FTS_GM(1,1)模型总体表现上具有最
好的效果，可以优先推荐该模型的结果作为决策依据。 
 
5 结论 
由于电子产品回收数量具有随机性和模糊性的特点，本
研究对于提高第三方维修服务企业科学决策以及运营管理
等方面具有重要的意义。文中研究结果表明，GM(1,1)模型
对于短期趋势的把握具有很好的效果，尤其是对于最近一两
期的预测，而相对远期的预测则效果则不够理想。FTS 模型能
够较好的处理逆向物流回收序列的模糊性特点，在中短期预测
中具有比较好的效果。而设计的组合预测模型由于能够利用
GM(1,1)模型和 FTS 模型的各自优势，所以在预测中能够取得
较之单个预测模型更好的效果，同时也降低单个预测方法带来
的决策风险。更重要的现实意义在于对逆向物流服务企业而
言，可以根据实际情况通过应用基于不同预测模型的回收预测
系统提升预测能力，从而减小维修备件过量采购或者采购不足
的风险，同时可以有效的降低备件库存以及提高顾客的响应速
度，从而提高公司的整体运营效率和服务质量。 
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Electronic products returns forecasting system based on a hybrid algorithm 
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Abstract：The electronic products have special characteristics such as various categories, short lifecycle, and stochastic sales. It is becoming difficult for the 
third reverse service provider to forecast the quantity and quality of returns accurately because of the uncertainties of consuming circumstance, using habit and 
location of recovery, the reverse logistics of electronic products encounter the uncertainties of collecting quantity, collecting time and collecting quality. For the 
third reverse logistics service provider, improving the accuracy of returns forecasting is crucial to improve its operational efficiency and service quality. 
Firstly, this paper introduces the single forecasting models, including GM(1,1), RGM(1,1) and FTS, and analyzes their characteristics and applicable 
conditions theoretically. The GM(1,1) model has good approximation effect on the latest data, but it is sensitive to the trend of the sequence. The fluctuation of 
the sequence will greatly affect the forecasting performance. The FTS model can deal with the noise caused by fuzziness in uncertain data and mine more 
information in the original sequence. It has better adaptability to the fluctuating sequence. However, there will be a certain lag in grasping the trend of the 
sequence. This paper considers the uncertainty and fuzziness of the quantity of the returns, and proposes a two-period forecasting model FTS_GM(1,1) based 
on GM(1,1) and FTS to forecast better by utilizing the advantages of each model. In the first period, when the development coefficient of GM(1,1) | | 1a  , the 
forecasting value in GM(1,1) is adapted as the forecasting value in FTS_GM(1,1) because of the good approximation effect on the latest data of GM(1,1). After 
period one (in the second period), the FTS model is introduced because the error of GM (1,1) will increase greatly with the exponential growth of grey interval 
with the gradual departure from the actual sequence. The forecasting value in FTS_GM(1,1) is the weighted value of the ones in the GM(1,1) and FTS with 
variable weights. Due to the worse performance of GM(1,1) in the long term, the variable weight of GM(1,1) is influenced both by the initial weight and the 
weight attenuation coefficient. 
In the numerical experiment, this paper collects the historical data of the quantities of the returns in a reverse logistics firm. At first, four forecasting 
models(GM(1,1)、RGM(1,1)、FTS、FTS_GM(1,1)) are used to make a forecast for one kind of electronic product in the firm respectively, and the results show 
that FTS_GM(1,1) performs the best. To examine the applicability of FTS_GM(1,1) for other products, five models (moving average model, GM(1,1), 
RGM(1,1), FTS, FTS_GM(1,1)) are used to make a forecast for all products in the firm respectively. The results also show that FTS_GM(1,1) performs the best 
in each indicator (MAD、MSE、MAPE) and there is still a lot of room for the performance improvement of moving average method applied in the firm due to 
the limitation of its management decision level. Also, it is not difficult to find from the comparison results that no method will always perform the best for all 
types of returns because the sequence of returns quantity is various in an uncertain system due to the complex and changeable situation in practice. Each 
forecasting model has its limitation, and a single model cannot be applied to all products. 
Finally, this paper proposes the returns forecasting system prototype based on FTS_GM(1,1) supplemented with other forecasting models, which can 
examine the selected models in practice and match the best forecasting model, to improve forecasting performance for different products. 
The reverse logistics service provider can improve forecasting performance by selecting the appropriate model in return forecasting system and reduce the 
risk of over or insufficient purchase of maintenance spare parts. By this way, the service provider will reduce the spare part inventory and accelerate responding 
speed to improve its operational efficiency and service quality.  
Key words: Electronic product; Return forecasting; Hybrid algorithm; System prototype1 
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