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Security Tools 6: 
Was tun im Fall der Fälle?
Bernd Lehle / Oliver Reutter 
In den letzten BI.s wurde eine Reihe von Tools vorgestellt, die dem unbescholtenen
Benutzer die Hacker recht zuverlässig vom Leib halten können. In dieser Ausgabe möchten
wir Ihnen einige Tips geben, was getan werden kann, wenn alle Sperren versagt haben und
Sie feststellen müssen, daß sich jemand unbefugt an Ihrem System zu schaffen gemacht hat.
Der vorliegende Artikel ist folgendermaßen gegliedert: 
·Was kann man im Vorfeld tun? ·Wie entdeckt man Eindringlinge? ·Wie reagiert man auf einen Einbruch? ·Was tut man nach einem Einbruch? 
Vorab allerdings wieder unsere übliche Warnung: Der Inhalt dieses Artikels basiert auf
Erfahrungen am Rechenzentrum der Universität Stuttgart. Unsere Erfahrungen sind zwar schon
recht umfangreich, aber dennoch beschränkt; daher können wir auch keine allgemeingültige
Anweisung geben, wie man sich im Fall von Computermißbrauch am besten zu verhalten hat.
Jeder Systembetreuer/-eigentümer sollte sich anhand des Artikels ei-gene Gedanken machen und
an seine spezielle Umgebung angepaßt handeln. 
Für weitergehende Fragen stehen wir gerne jederzeit zur Verfügung. 
Was kann man im Vorfeld tun?
Wir haben bereits einige Tools vorgestellt, die im Vorfeld gute Dienste leisten. Hier nochmals ein
kurzer Überblick, wie Sie der Reihe nach vorgehen können, um Ihre DV-Umgebung abzusichern. 
Am Anfang steht immer die Inventur. Gehen Sie durch Ihre Räume und schauen Sie vor Ort nach,
was Sie an Rechnern, Netzen, Kabeln, Routern, Bridges, Modems, Be-nutzern und sonstigen
Sachen finden, die in Ihren Zuständigkeitsbereich fallen: Nur wer sein System kennt, kann es
sicher betreiben. 
Sobald Sie alles gefunden und die dabei erlebten Überraschungen verdaut haben, muß natürlich
alles katalogisiert und logisch geordnet werden. Welche Netze verbinden was mit wem, wo ist der
Übergang in das universitäre LAN, wer hat ein Modem, wie verlaufen die Kabel und wie kommt
man an sie heran? Dieses Wissen sollte nun halbwegs aktuell gehalten und dokumentiert werden,
damit Veränderungen festgestellt werden können und es im Notfall abrufbar ist. 
Um sich ein Bild über die Sicherheitssituation im Netz zu machen, empfiehlt es sich dann ein
Tool wie SATAN oder ISS auf den gefundenen Rechner anzuwenden. So können Sie meistens
einen schnellen Überblick über auffällige Verwundbarkeiten bekommen. Sollte dies für Ihre
Belange ausreichend erscheinen, sollten Sie hier vorbeugende Maßnahmen ergreifen und können
desweiteren der Dinge harren, die da kommen mögen. 
Professioneller ist allerdings folgende Vorgehensweise: Die Grundlage bildet nicht die bestehende
DV-Infrastruktur, sondern die Anforderungen der Benutzer. Auf dieser Ba-sis wird dann mit der
verfügbaren Hardware ein Konzept erarbeitet, das die Wünsche der Benutzer mit den
Sicherheitsanforderungen kombiniert. An Stellen, an denen es für nötig befunden wird, werden
Sicherheitsanforderungen kombiniert. An Stellen, an denen es für nötig befunden wird, werden
die vorgestellten Tools eingesetzt um entweder alle oder nur spezifische Daten zu schützen, was
unter Umständen viel Umbauarbeit erfordern kann, sich aber hinterher auszahlt. Um zu prüfen, ob
etwas übersehen wurde, stellt ein SATAN -Scan den Abschluß dar. 
Um verlorene Daten wiederherzustellen, sollte zusätzlich zu den Schutzmaßnahmen über Backups
nachgedacht werden. Damit außerordentliche Vorkommnisse schneller er-kannt und deren
Ursachen aufgespürt werden können, sollte außerdem die Systemakti- vität ausreichend
protokolliert werden. 
Weiterhin möchten wir hier auf das Programm tripwire verweisen, das in der letzten Security
Tools-Folge beschrieben wurde. 
Wie erkenne ich einen Eindringling?
Auch hier gibt es kein Rezept, denn die Mittel und Wege in ein System einzubrechen sind derart
vielfältig, daß bei weitem nicht alle überwacht werden können. 
Grundsätzlich gibt es jedoch folgende Möglichkeiten: 
·Ein System verhält sich auffällig (Hardware oder Software) ·Es treten Auffälligkeiten in den Logfiles auf ·Es treten Veränderungen im Dateisystem auf ·Der Eindringling bricht woanders ein und man bekommt von dort Nachricht oder
Beschwerden ·Man bekommt eine Warnung von sneakers, DFN-CERT oder anderen. 
Das auffällige Verhalten eines Systems kann viele Ursachen haben, hohe Systemlast kann immer
auftreten. Überlaufende Platten können über Kettenreaktionen die seltsamsten Fehler produzieren.
Wer sein System als Betreuer schon längere Zeit kennt, sollte allerdings ziemlich genau wissen,
ob nun eine alltägliche oder eine außerordentliche Störung vorliegt. Tritt eine Störung auf, zu der
es keine simple Erklärung gibt, sollte man sich die Logfiles genauer anschauen, womit wir schon
beim zweiten Punkt wären. Falls ein System nicht gerade auf ein extrem wortkarges Logging
eingestellt ist, sollte eine unberechtigte Benutzung eigentlich immer irgendwo auftauchen; sei das
nun ein normales Login mit Passwort mitten in der Nacht oder am Wochenende oder eine
seltsame Mail oder viele erfolglose Logins mit einem erfolgreichen am Ende. 
Sehr gute Dienste beim Anlegen von Logfiles leistet der schon beschriebene TCP Wrapper . Es
empfiehlt sich die Logfiles routinemäßig zu beobachten, um ein Gefühl dafür zu bekommen, was
normal ist. Dann läßt sich im Ernstfall schneller entscheiden, ob etwas Ungewöhnliches vorliegt
oder nicht. Es gibt auch Tools, die Logfiles automatisch überwachen und dann Alarm schlagen.
Das Konfigurieren dieser Tools erfordert allerdings viel Wissen über normale SYSLOG -Einträge.
Momentan ist der logsurfer von Wolfgang Ley das beste Tool. 
Mit Logfiles ist hier übrigens nicht nur SYSLOG  gemeint, sondern auch andere, wie lastlog ,
cronlog , maillog , httpd-logs  etc. Wo diese Logfiles im einzelnen stehen unterscheidet sich von
Rechner zu Rechner sehr stark. Der Standort der Logfiles ist auf UNIX-Derivaten in
/etc/syslog.conf festgehalten. 
Wenn ein Eindringling erfolgreich die Sperren überwunden hat, ist er natürlich als er-stes daran
interessiert, die Logfiles so zu verändern, daß sein Eindringen nicht mehr feststellbar ist. Bei
kompetenten Angreifern können Sie sich daher nicht mehr auf die Authentizität der Dateien
verlassen. Beliebig manipulieren lassen sich auch Datum, einfache Prüfsummen und sonstige
Eigenschaften. Dies läßt sich vermeiden, indem man die Logs über das Netz an einen besonders
gesicherten Rechner schickt, beispielsweise an einen Linux-PC ohne Netz-Login. 
gesicherten Rechner schickt, beispielsweise an einen Linux-PC ohne Netz-Login. 
Können Sie sich trotz sauberer Logfiles des Eindrucks nicht erwehren, daß sich jemand im
System herumtreibt, sollten Sie einen Blick auf das Dateisystem werfen. Glücklich darf sich nun
schätzen, wer vorher tripwire  installiert hat! Dann ist es nämlich nur nötig einen kurzen Check
über die Datenbank laufen zu lassen und Sie bekommen fein säuberlich alle Änderungen
angezeigt, die sich seit dem letzten tripwire- Update im Dateisystem ergeben haben. Hierbei
sollten Sie vor allem auf ausführbare Dateien achten, die neu in den Verzeichnissen /bin  oder
/usr/bin  auftreten. Ebenso ist es sehr wichtig, nach Dateien Ausschau zu halten, die ein s-bit
besitzen. Diese Programme laufen mit den Rechten des Eigentümers, nicht mit denen des
Aufrufenden. Existiert irgendwo eine Shell mit einem dieser s-bits, die root  gehört, ist dies
natürlich die Hintertür par excellence, da hiermit jeder beliebige Benutzer (auch guest , ftp oder
nobody ) sofort root  werden kann. Einen Überblick über alle Dateien mit s-bit können Sie sich mit
find / -perm -4000 -print verschaffen. Wenn Sie nun diese Information abspeichern, wird
ein eingeschmuggeltes Hintertürchen sofort erkannt. 
Andere Hintertüren sind wesentlich subtiler. Es sind sogenannte root-Kits  im Um-lauf, die
Versionen von Programmen wie telnetd, ps oder ifconfig  beinhalten, die ohne weiteres nicht
von ihren normalen Pendants zu unterscheiden sind, aber versteckte Hintertüren offenhalten oder
die Präsenz von Eindringlingen verschleiern. Sie sind dann nur mit tripwire  oder im Vergleich
mit einem sauberen System identifizierbar. 
Ansonsten können Veränderungen im Dateisystem sehr vielfältig sein. Leider würde es den
Rahmen dieses Artikels sprengen alle Tricks aufzulisten, die zu Hintertüren führen können. 
Als kurze Checkliste hier noch einige neuralgische Punkte: 
·/etc/hosts.equiv , /etc/hosts , /etc/group , /etc/passwd ·.rhosts  von root , bin, daemon  und Benutzern ·/etc/inetd.conf , /etc/services , /etc/exports ·telnetd , ftpd , inetd , ifconfig , sendmail , ps, ls, du, login ·Versteckte Verzeichnisse im public-ftp -Bereich. 
Der letzte Punkt greift vor allem, wenn ein schlecht gesicherter ftp-Server zum Austausch von
illegal kopierter Software verwendet wird. 
Die unangenehmste, bei weitem aber nicht die seltenste Art auf Eindringlinge aufmerksam zu
werden, ist der Hinweis von anderer Stelle, daß soeben ein Angriff vom eigenen System aus
gemacht wurde. Elektronischen Einbrechern liegt viel am Verschleiern ihrer Identität, so daß es
nicht weiter verwundert, wenn der Angriff sich über eine Kette von Zwischenstationen zieht, die
ebenfalls alle gehackt wurden. Am Ende der Kette - falls man diese je zu Gesicht bekommt - steht
meist ein anonymer Terminalserver, ein PC an einer gut zugänglichen Stelle oder ein ähnlicher
Rechner, der sich keiner Person mehr zuordnen läßt. 
Sehr oft kommen entsprechende Hinweise nicht nur direkt von den betroffenen Stellen sondern
von den sogenannten CERTs (Computer Emergency Response Teams), die in solchen Fällen
meistens als erste informiert werden und dann die Informationen international weitergeben. Als
zentrale Anlaufstelle dient dabei das CERT/CC (Coordination Center) an der University of
Pittsburgh; für Deutschland ist das DFN-CERT in Hamburg zuständig, an der Universität Stuttgart
sind es die Sneakers. 
Wie reagiert man auf einen Einbruch?
Leider reagieren die meisten Systembetreuer auf diese Vorfälle überraschend einmütig: Mit Panik
und Ratlosigkeit. Die optimale Strategie im Notfall ließe sich sicher stundenlang kontrovers
diskutieren. Aus den Erfahrungen der letzten Monate und Empfehlungen in der einschlägigen
diskutieren. Aus den Erfahrungen der letzten Monate und Empfehlungen in der einschlägigen
Literatur hat sich bei uns folgende Vorgehensweise heraus-kristallisiert, die auf Minimierung von
Datenverlust und Arbeitszeit abzielt: 
1. Zuverlässig sicherstellen, daß ein Einbruch vorliegt 
2. Maschine sofort vom Netz trennen (Stecker ziehen) 
3. Information an Emergency Response Teams 
4. Information an betroffene Benutzer und Betreuer weiterleiten 
5. Eingehende Untersuchung des Systems und der Dokumentation 
6. Reparatur der angerichteten Schäden, Schließen der Angriffswege 
7. Weitere Sicherheitsüberprüfung 
8. Wiederaufnahme des Betriebes 
9. Einleiten rechtlicher Schritte. 
Einige werden hier den Punkt "edblbase;Verfolgen und Aufspüren des Eindringlings" vermissen,
der aber bewußt weggelassen wurde. Bis auf einige, wenige Ausnahmen macht es ab-solut keinen
Sinn, Zeit und Geld für die Verfolgung/Aufspürung der Täter einzusetzen. Bei unseren bisherigen
Fällen haben wir trotz intensiver Suche letztendlich nie mehr als einen vagen HInweis darauf
erhalten, wer die betroffenen Rechner angegriffen ha-ben könnte. Die nächste Station war dann
meistens eine Universität in den USA, die selbst Angriffsziel war und von einer anderen Stelle
angegriffen wurde, die dann wieder ... etc. ad infinitum. 
Wurde der Angreifer wider Erwartens in Form einer E-Mail-Adresse oder sogar eines Na-mens
gefunden, hat man trotzdem nur geringe Chancen ihm wirklich beizukommen, vor allem wenn er
im Ausland sitzt. 
Doch nun zurück zu unserer Check-Liste. Am Anfang sollte natürlich immer die Feststellung
stehen, daß tatsächlich ein Einbruch vorliegt. Es wäre nicht das erste Mal, daß ein
RUS-Einsatzteam auf den Campus stürmt und dann einen Fehlalarm feststellen muß, nur weil ein
neugieriger Administrator nicht mit SATAN umgehen konnte und gleich mal die halbe Fakultät
gescannt hat. 
Es erfordert in den meisten Fällen ein geübtes Auge, um definitiv sagen zu können, daß
beobachtete Fehlfunktionen die Folge eines Einbruchs sind. Damit der Vorfall von Anfang an
richtig behandelt werden kann, empfehlen wir Ihnen bei allen Verdächten dieser Art die
Arbeitsgruppe Systemsicherheit zu verständigen. Sie können uns unter
sneakers@rus.uni-stuttgart.de  erreichen. In Notfällen auch telefonisch: entweder 685-5985,
Dr. Lothar Ehnis oder -5983, Dr. Lisa Golka. 
Leider passieren viele der Einbrüche an Wochenenden oder zusammenhängenden Feiertagen wie
Weihnachten oder Ostern, so daß Sie kurzfristig niemand erreichen können. Trennen Sie im
Zweifelsfall die Maschine(n) vom Netz und versuchen Sie uns am nächsten Werktag zu erreichen.
Zu diesen Zeiten wird der Benutzerbetrieb sicher nicht wesentlich eingeschränkt. 
Die Weiterleitung an das DFN-CERT ist ebenfalls sinnvoll über uns, weil dann ein einheitlicher
Anprechpartner gegeben ist und bei der Kommunikation keine wichtigen In-formationen verloren
gehen. 
Viele Systembetreuer schrecken davor zurück, betroffene Maschinen sofort hart vom Netz zu
trennen, vor allem wenn es sich dabei um Server für Netzwerkdienste handelt und damit u. U.
viele Benutzer an der Arbeit gehindert werden. Zumindest in der An-fangsphase, solange der
genaue Umfang noch nicht feststeht, gibt es aber leider keine Alternative. Ein Eindringling, von
dem man nicht weiß, inwieweit er die Systeme unter Kontrolle hat, ist immer unberechenbar und
kann, wenn er sich beobachtet oder geärgert fühlt, eine Menge mehr Unsinn anrichten, als bei
kann, wenn er sich beobachtet oder geärgert fühlt, eine Menge mehr Unsinn anrichten, als bei
einer sofortigen Aussperrung. 
Obwohl man nichts durch Geheimhaltung gewinnt, bereitet die wahrheitsgemäße Information der
Benutzer manchem Administrator Bauchschmerzen. Durch die Heimlichtuerei verursachte
Gerüchte schaden viel mehr als das Eingeständnis, daß jemand einge-brochen ist. Elektronische
Einbrüche gehören heute zum Alltag, jeder kann davon be-troffen sein. 
Nach der Trennung vom Netz muß das System eingehend untersucht werden, wobei wir Ihnen
auch gerne behilflich sein können. Hauptsächlicher Sinn der Übung ist es festzustellen, wie der
Einbrecher eindringen konnte und was getan werden muß, damit er es kein zweites Mal schafft.
Die notwendigen Aktionen können hier das Löschen oder Ändern einiger Dateien bis hin zur
vollständigen Neuinstallation des Betriebssystems umfassen. Letzteres wird dann relativ schnell
nötig, wenn keine Informationen mehr über den Zustand des Systems vor dem Einbruch
vorliegen, da ansonsten die Suche nach möglichen Hintertüren mehr Aufwand bedeutet kann als
eine Neuinstallation. Hier sei noch einmal dringend die Verwendung von tripwire empfohlen. 
Sobald die Einbruchswege hinreichend versperrt sind, muß natürlich das System darauf überprüft
werden, ob es noch weitere Löcher enthält. Dies geht am schnellsten mit einem oder mehreren der
Sicherheits-Checkprogramme, die wir in dieser Artikelserie bereits vorgestellt haben. Falls der
Eindringling die Aufräumaktion nicht bemerkt haben sollte und später wiederkommt, kann auch
eine zusätzliche Installation von Sperren oder Fallen zum Erfolg führen. Zumal, da es in der
elektronischen Halbwelt durchaus üblich ist, Informationen über kompromittierte Systeme sehr
schnell weiterzugeben und man von mehreren unabhängigen Stellen über längere Zeit hinweg
ungebetenen Besuch bekommen kann. 
Was tut man nach einem Einbruch?
Sofern sämtliche technischen Probleme gelöst sind, können Sie sich überlegen, ob Sie rechtliche
Schritte einleitet wollen, da durch den Verlust von Daten, Arbeitszeit und in einigen Fällen sogar
von Hardware auch im universitären Umfeld beträchtliche Schäden entstehen können. Der
Geschädigte hat dann natürlich das Recht, den Verlust durch eine Zivilklage wieder einzufordern
oder, eine Anzeige zu erstatten, sofern eine Straftat begangen wurde. Automatisch erfolgt im
Bereich der elektronischen Kriminalität keine Verfolgung von Straftätern, da alle Delikte in
diesem Zusammenhang sogenannte Antragsdelikte sind, also nur auf Antrag des Geschädigten
verfolgt werden. 
Zuständig für ein Delikt, das auf unserem Campus begangen wurde, ist weder das RUS noch das
DFN-CERT, sondern die Polizeidienststelle in Vaihingen. Dort wird Ihre An-zeige sicher
freundlich aufgenommen und protokolliert, wenn Sie alles dokumentiert haben. Was Sie dort
nicht finden werden, sind Beamte, die auch nur im mindesten eine Vorstellung davon haben,
wovon Ihre Anzeige handelt. Dementsprechend niedrig ist natürlich auch die Erfolgsquote bei der
Strafverfolgung. Höhere Kompetenz finden Sie im Landeskriminalamt Stuttgart. Dort anzurufen
lohnt sich allerdings erst, wenn es um schwerwiegendere Delikte, wie beispielsweise dem
Austausch von illegal kopierter Software im großen Umfang, dem Vertrieb von Nazipropaganda
oder Kinderpornos auf den Rechnern geht. Die rechtskräftige Verurteilung eines Täters, der
lediglich in ein System eingebrochen ist, ohne dort Schaden anzurichten, Geheimnisse zu verraten
oder sich Vorteile zu verschaffen, ist uns nicht bekannt, obwohl es im Strafgesetzbuch einen
Paragraphen (§202a) gibt, der diesen Tatbestand mit Geld- oder Freiheitsstrafe bis zu drei Jahren
ahndet. Auf Sachbeschädigung (§303) oder Datenveränderung (§303a) stehen bis zu zwei Jahre
Freiheits- oder Geldstrafe. Verfolgt werden auch diese Straftaten nur auf Antrag. 
Einen globalen Rat, ob es Sinn macht, Anzeige zu erstatten oder nicht, können wir Ihnen nicht
geben; entscheiden sollte dies der zuständige Institutsleiter. Wir sind allerdings gerne bereit, Ihnen
mit unseren bisherigen Erfahrungen zur Seite zu stehen. Eine andere Problemstufe liegt vor, wenn
das eigene Computersystem von anderen benutzt wurde, um Illegales durchzuführen oder zu
verbreiten. Die Betreiber von ftp-, WWW- oder news-Servern können leicht in solch eine
Situation kommen. 
Entdeckt man auf seinem Server verbotenes Material (Raubkopien, Kinderpornos,
Nazipropaganda, etc.), ist man nach der momentanen Rechtsauslegung, nicht Rechtslage, als
Dienstanbieter nicht dafür verantwortlich zu machen. In solche Fällen raten Ihnen wir dieses
Material sofort sicherzustellen, aus dem öffentlichen Bereich zu entfernen und ei-ne
übergeordnete Stelle zu benachrichtigen. Durch diese Vorgehensweise kommen Sie zumindest
Ihrer Aufsichtspflicht nach und vermeiden damit, selbst zur Rechenschaft gezogen zu werden.
Natürlich sollte man sich in Kenntnis darüber setzen, wer die übergeordnete Stelle ist, auf die man
das Problem damit natürlich nur verlagert: An der Universität hat man vielleicht einen Betreuer, in
jedem Fall aber einen Institutsleiter oder sonstigen Dienstvorgesetzten. Dieser kann sich dann an
die Staatsanwaltschaft oder die Rechtsabteilung der Universität wenden. 
Wenn derartige Fälle an uns herangetragen werden, übergeben wir sie, über den Dienstweg an
unsere Verwaltung, die Rechtsabteilung der Universität, Herrn Bollinger. Grundsätzlich
empfehlen wir, alle Vorfälle, die mit Geräten oder Einrichtungen der Universität zu tun haben,
über diese Rechtsabteilung abzuwickeln. Fällt das Problem eher in den privaten Bereich -
anonyme Beleidigungen, illegale Angebote per E-Mail o.ä. - sollten Sie sich direkt an die Polizei
wenden. 
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