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ABSTRACT 
Let dk denote the normalized generalized matrix function based upon the 
irreducible character of S, associated with the partition (k, 1,. , 1) of n. For all 
positive semidefinite Hermitian n-by-n A, we prove certain inequalities in the chain 
conjectured for each n. This work is in pursuit of the “permanent on top” conjecture, 
and this conjecture is also verified for another class of immanants. The methods 
involve several new inequalities for eigenvalues and the permanent which may be of 
independent interest. 
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I. INTRODUCTION 
Let A be an n X n complex matrix. For G a subgroup of the full 
symmetric group S, and x a character of G, the generalized matrix function 
d,C is defined by 
d:(A) = c x(4 fi uto(t), 
USC t=1 
Frequently encountered examples of generalized matrix functions include 
the determinant (G = S,, x the signum function), the permanent (G = S,, x 
the identically 1 character), and the diagonal product a ii * * * unn (G the 
group consisting of the identity and x again the trivial character). 
In case A is positive semidefinite Hermitian, each generalized matrix 
function of A is the square of the length of a suitably chosen tensor in 
vC3 ... sV, the nth tensor product of a unitary space V. Thus if A is 
positive semidefinite Hermitian, we must have d:(A) > 0 (see [ll]). 
In 1918, Schur [16] showed that for any positive semidefinite Hermitian 
matrix A, and any character x of a subgroup G of S,, 
x(id)detA < d:(A), (14 
in which x evaluated at the identity element of G is a natural normalizing 
factor. This may be viewed as a generalization of Hadamard’s well-known 
inequality for positive semidefinite Hermitian A, 
detA< fiott. 
t=1 
04 
Equality occurs in (1.2) if and only if A is diagonal or has a zero row. 
Fischer’s inequality [l] also generalizes Hadamard’s inequality. If A is a 
positive semidefinite Hermitian matrix partitioned in the form 
B C 
[ 1 C* D 
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in which B and D are square, Fischer’s inequality states that 
detA<detBdetD (1.3) 
with equality holding if and only if C = 0 or A has a zero row. The inequality 
(1.3) also follows from (1.1) (G = S, X S,_, if B is k-by-k), and (1.2) is a 
consequence of (1.3). 
It has long been suspected that a family of inequalities such as (1.1) holds 
also for the permanent, except that the permanent should reside at the “top” 
of the generalized matrix functions. If A is positive semidefinite Hermitian, 
the “permanent on top” conjecture is that 
d:(A) < x(id)perA. (1.4 
Here, as in (1.1) the degree of x appears for normalization. Besides those 
following from (ll), only certain very special cases of (1.4) have been 
demonstrated. In [7] the analog of Hadamard’s inequality was noted, namely, 
if A is positive semidefinite Hermitian, then 
h a,, G per(A) 
t=1 
(1.5) 
with equality holding if and only if A has a zero row or A is diagonal. In [6] 
the analog of Fischer’s inequality for permanents was verified, namely, if A is 
positive semidefinite Hermitian and A is partitioned 
perBperD<perA. 
In the same manuscript, it was also shown that 
as in (1.3) then 
(1.6) 
(1.7) 
provided that C is square. In (1.6) and (1.7) equality holds if and only if 
C = 0 or A has a zero row. 
Here we investigate inequalities for those generalized matrix functions for 
which G = S,, and x is an irreducible character. In this case d$!, which we 
abbreviate d,, is called an immununt. Obviously det and per are special cases 
of immanants. Some work in this direction has appeared in [3] and [12]. 
Other work [4] has been done simultaneously. 
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All inequalities mentioned thus far have a determinant at the “bottom” or 
a permanent at the “top.” Other inequalities between immanants have been 
suggested. 
The irreducible characters on S, are in bijective correspondence with the 
ordered partitions of 12. We express a partition p of n as p = (pi,. . . , p,) 
where p,> ... >p,al and p,+ I.. + p, = n. The leading partition (in 
lexicographic order) p = (n) corresponds to the principal character x = 1 and 
hence to the permanent. The last partition p = (1,. . . , 1) corresponds to the 
signum character x = c and hence to the determinant. 
Now suppose p = (pl,. . . , p,) and 4 = (91,. . . ,9,) are two partitions of n. 
We say that p mu@ri.zes 9 if for k=l,...,r 
k k 
CPia C9i’ 
i=l i=l 
If characters x and +L correspond to p and 9 respectively, we wiU say that x 
majorizes IJJ. For notation, write p > 9 or x > I/J. Clearly p = (n) majorizes all 
partitions and 9 = (1,. . . , 1) is majorized by all partitions. 
Now let p and 9 be any two partitions of n. Let x and 4 be the 
irreducible characters of S, corresponding to p and 9 respectively. If p does 
not majorize 9, then there exists a positive semidefinite Hermitian matrix A 
such that d,(A) > 0 = d,(A) (see [ll]). Thus, a necessary condition for 
$(id)d,(A) > x(id)d,(A) for ail positive semidefinite Hermitian A is that 
x > #. This condition, however, is not sufficient. For example, if JZ is the 
2-by-2 matrix with 1 in all positions, then the matrix J2@J2 shows that the 
(normalized) immanant associated with the partition (3,l) does not uniformly 
dominate that associated with (2,2). 
Recently, much work on such conjectures has concentrated on single-hook 
immunants. These are immanants which correspond to partitions of the form 
(k, 1,. . . > 1). Denote the corresponding immanant by d,. If the corresponding 
character is xk, then the normulized immununt dk/xk(id) is denoted by dk. 
Obviously (k, 1,. . . , 1) > (1, 1,. . . , 1) if and only if k > 1. This suggests a chain 
of inequalities for single-hook immanants, 
&tA=d,(A)<d,(A)< ... <d,_l(A)<~d,(A)=perA (1.8) 
if A is positive semidefinite Hermitian. The first inequality in (1.8) follows 
from Schur’s inequality (1.1). In [ 121, it was noted that both d,-, and d,_ 1 
are dominated by per on all positive semidefinite Hermitian matrices. (The 
latter is shown in [12] to be an immediate corollary of the Fischer analog for 
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permanents.) It was not shown in [12] that 2,-z Q d,- i. It was noted in [3] 
that d,(A) < per A. 
Here, we verify several inequalities further into the chain (1.8). Our 
methods do not yet seem to point to a procedure for approaching the entire 
chain of inequalities (1.8) or the general “permanent on top” conjecture. 
We conclude this section by introducing some more notation. For any 
n-by-n matrix A, A[i,,..., i,] will denote the r X r principal submatrix of A 
formed by retention of rows and columns ii,. . . , i,. The complementary 
principal submatrix is A(i,, . . . , i,). By A(i,, . . . , irljlr.. . , j,) we mean the 
(n - r) X (n - s) submatrix obtained from A by deleting rows i,, . . . , i, and 
columns jr,. . . , j,. For integers 1~ k Q n, we let Qk,” be the set of all strictly 
increasing integer sequences ii,. . . , i, chosen from { 1,. . . , n}. 
If d, is any immanant, and D, and D, are diagonal, then by multilinear- 
ity of d,, dx( D,AD,) = (det D,)d,(A)(det D,) for all n-by-n matrices A. If 
A is a positive semidefinite Hermitian matrix with no zero rows, there is an 
invertible diagonal matrix D such that every main diagonal entry in the 
positive semidefinite Hermitian matrix DAD* is one. Such a matrix is called 
a correlation matrix, and the set of all n-by-n correlation matrices will be 
denoted by C,,. If, in addition, every entry in the first row and column of a 
correlation matrix is nonnegative, such a matrix will be called a norrnuZi.zed 
correlation matrix. Clearly, if A is a positive semidefinite Hermitian with no 
zero rows, there exists an invertible diagonal matrix D such that DAD* is a 
normalized correlation matrix. The multilinearity of all generalized matrix 
functions implies that it suffices to prove any of our proposed inequalities on 
normalized matrices in C,,. 
II. STATEMENT OF RESULTS 
We state our results in the order in which they are proved. 
THEOREM I. Let A be any positive semide$nite Hermitian n-by-n ma- 
trix. Then 
&(A) d&(A). (2.1) 
Equality holds in (2.1) if and only if A has a zero row, A is diagonal, or the 
rank of A is n - 3 or less. 
The proof of Theorem I produces an interesting fact, which was posed as 
a research problem in [15]. Two direct proofs have been submitted [2] and 
[5], but are rather lengthy. 
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FACT. htna4. For l<r<n, btE,(X, ,..., X,) betherthehm- 
tary S~TMI.&C function. Zf OGX,< ... GA,, and A,+ ... +X,=n, 
then 
E n-l-E,< 2E._2. 
n (2.2) 
In (2.2) equality holds if and only if all hi are 1 or h, = 0. 
REMARK. If n = 3, (2.2) fails. Set X, = j, X, = X, = t. However, (2.1) 
and the condition of equality still hold for n = 3. 
THEOREM II. Let A be any n-by-n positive semidefinite Hermitian 
matrix. Then 
d,(A) < perA. (2.3) 
Zf n 2 4, equality holds in (2.3) if and only if A is diagonal or A has a zero 
row. Zf n = 3, (2.3) is an identity. 
REMARK. Theorems I and II yield the fact that d,(A) < per A, noted in 
[3]. The techniques of Theorems I and II can likely be combined to yield the 
inequality zd(A) ( perA, but first one needs to verify this separately for 
several small values of n. We have not been able to do this. 
THEOREM III. Let A be an n-by-n positive semidefinite Hermitian 
matrix, n > 2. Then 
d,(A) Q d,-,(A). (24 
Zf n >, 4, equality holds in (2.4) if and only if A has a zero TOW, A is 
diagonal, or A has rank 1. Zf n = 3, (2.4) is an identity. 
REMARK. The normalized matrix functions do not appear in (2.4) be- 
cause the characters of both functions in question have the same degree. 
While this paper is primarily concerned with single-hook immanants, our 
methods also verify the “permanent on top” conjecture for other immanants 
as well. The next result is an example. 
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THEOREM IV. Let A be an n-by-n positive semidefinite Hermitian mu- 
trix. Let x be the churacter of S,, corresponding to the partition (2,2,1,. . . , 1). 
Then 
dx( A) Q x(id)perA. (2.5) 
Equality holds in (2.5) if and only if A has a zero row or A is diagonal. 
REMARK. Recently, the “permanent on top” conjecture has been veri- 
fied [ 171 for any partition of the form (2,2,1,. . . , 1) provided that the number 
of ones occurring in the partition is at least two. Theorem IV then augments 
this only if n is 4 or 5. 
III. PROOFS 
We will need several lemmas. The first may be found in [12]. 
LEMMA 1. Any immanunt of a square matrix A can be expanded in 
terms of principal subdetenninunts and s&permanents of A. In particular, 
we have the following formulae for singk-hook immununts: 
d&A) = 2 oiidet A(i) - det(A), 
i-l 
(3.1) 
d,(A)= .C aiiajjdetA(i,j) - C detA[i,j]detA(i,j) -d,(A), 
i+j i<j 
(3.2) 
d,_,(A) = 5 a,,perA(i) - per(A), 
i-l 
(3.3) 
d,(A) = c perA[a]det A(a) -dk-l(A), 
acQk-1,” 
(3.4) 
d,-,(A) = c perA[a]det A(a) -d,_C,_,,(A). (3.5) 
aEQn-k.n 
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REMARK. Note that we can substitute A = I, in (3.4) and use the 
convenient binomial coefficient formula to write 
n-l degreexk= k_l . 
i i 
REMARK. Suppose that A is singular and all of its main diagonal entries 
are 1. Then the formula (3.1) for d, becomes d,(A) = A,. . . h,, where 
0=x,< ... < X, are the eigenvalues of A. 
The next two lemmas allow us to reduce verification of our results to the 
case in which A is singular. For the sequel, we let E be the n-by-n matrix 
with 1 in position (1,1) and 0 elsewhere. 
LEMMA 2. Let A be any n-by-n matrix. For 0 d k =G n, define 
Pk(A) = c det A[a]perA(a), 
UEQk,. 
SO that PO(A) = per(A) and I’,,( A) = det( A). Let x be a real variable. Then 
dn-k(A+rE)=dn_k(A)+xPk(A(l)), k = O,.. ., n - 1. (3.6) 
Proof. We use induction on k. If k = 0, the proof is obvious by the 
Laplace expansion theorem for permanents, and if k = n - 1, we have (3.6) 
by the Laplace expansion theorem for determinants. 
Now suppose 1~ k < n - 1. It is an easy exercise, using expansion by 
minors, to check that 
&(A + 4 = P,(A) + x [f’,@(l)) + f’k- ,(A(l))]. (3.7) 
It then follows from (3.5) and (3.7) that 
d&A + xE) = P,(A + xE) - d,_,,_,,(A + xE) 
=&(A)+ x[Pk(A(l))+Pk-1(A(l))l 
- [d,-+,,(A) + %dA(l))] t (3.8) 
the last part of (3.8) following by induction on k. Combining the terms in 
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(3.8), we obtain 
d,-,(A + xE) = P,(A) - d,-+,,(A) + x&@(l)) 
=d,_,(A)+x&(A(l)), 
which was to be proved. 
LEMMA 3. Let 1~ k < 1~ n be integers. Let A be an n-by-n positive 
semidefinite Hennitian matrix. Then there exists a singular positive semidefi- 
nite Hennitian matrix B satisfying 
&-,(B) -d,_,(B) <d,_,(A) -&_,(A). (3.9) 
Proof. Define F,(A) to be the average of the terms in Pk(A), i.e., 
h(A) = (;)w). 
Thus we may divide the relation (3.6) by 
xn-k(id)= niI , 
( 1 
to obtain the averaged equality 
dn_k(~+x~)=d,_k(~)+Pk(~(l)). (3.10) 
Now if A is singular, the result is trivial. If A is invertible, then A has no 
zero row. Then there is a singular positive semidefinite Hermitian matrix B 
and a positive number x such that A = B + xE. [In fact, the value of x is 
det(A)/det(A(l)).] It follows from Lemma 2 and (3.10) (with B now playing 
the role of A) that 
d,_,(A) - d,_,(A) = d,_,(B + xE) - d,_,(B + xE) 
=dn_k(B)-d,_r(B)+x[&(B(l))-PI(B(l))]. 
Since k < I, we use the Hadamard-Fischer inequalities for the permanent and 
determinant to conclude that p,( B(1)) - pl( B(1)) > 0, and this concludes the 
proof. n 
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REMMIC. There is nothing special about the choice of the matrix E. As 
mentioned previously, immanants are invariant under permutation similarity. 
Thus we could have chosen E to be the matrix with a 1 in position (i, i) and 
0 elsewhere and obtained a similar result. Thus, if A is positive definite, but 
not diagonal, it is possible, after a permutation similarity, to choose the 
matrix B in (3.9) so that B has no zero row. 
REMARK. It is not true in general that Pk( B( 1)) - PI( B( 1)) >, 0. It is the 
two averages that are comparable. 
REMARK. The idea of moving to the boundary to prove an inequality has 
been used before, for example to prove Oppenheim’s inequality [13]. Special 
cases of this technique have also been used in [3]. 
Let A be positive semidefinite Hermitian with eigenvalues 0 Q h i Q ha < 
. . . q A,. Since we will often deal with the case in which A is singular, we 
need to estimate h, in terms of the entries of A. 
LEMMA 4. Suppose that 
1 x Y 
A= x 1 z 
[ 1 y z 1 
is a S-by-3 positive semidefinite Hermitian m&ix and that x, y > 0. Let 
A, < h, < X, be the eigenvalues of A, and let t = x + y. Then 
h,>1+; (3.11) 
and consequently 
Zf x + y z 1, then equality for X, holds if and only if x = y and z is the 
minimum real number such thut A is positive semidefinite Hermitian. 
Proof. Let r =Re(z), and let u= [(l-x2)(1- y2)11/‘. For given 
x, Y G 1, 
det A = 1+2xyr - x2 - y2 - ]z12, 
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and A is positive semidefinite Hermitian only if 
ry-uQr<xy+u. 
Without loss of generality, assume t > 0. Consider t fixed, and define the row 
vector 0 = (2/t, 1,l). Now, 
However, for x, y 2 0 and t fixed, ry - u attains a unique minimum for 
x = y = t/2, since algebraic manipulation reveals that 
t2 t2 
xy-u>-- 1-T 
4 i 1 
with equality occurring if and only if r = y = t/2. Thus, 
6+;+2(xy+6+;+2 --1 = 1+- 2+4 
(Z ) ( Z)( t$ 
Since vv* = 2 + 4/t ‘, we have X, >, 1 + t “/2, which verifies (3.11). If r = y, 
v is an eigenvector of A, and if x = y > f, the eigenvalue 1 + t “/2 associated 
with v must be X,. Thus the case of equality in (3.11) is also verified. 
Since A is assumed positive semidefinite and trA = 3, 
t2 
X,g3-A,<3- 1+x =2-g=, 1-; ) 
i 1 i 1 
as was to be shown. n 
COROLLARY 4.1. Let A be a positive semidefinite Hermitian matrix in 
C,,. Suppose that the sum of the absolute values of the offdiagonal entries in 
some row of A is s, and let 0 Q X, < . . . < X, be the eigenvalues of A. Let 
t = s/(n - 1). Then 
h, < 2(1- t2>. (3.12) 
Proof. We may assume that the row in question is the first row and that 
A is normalized. Obviously there must be a 3-by3 principal submatrix of A 
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of the form given in the statement of Lemma 4 with x + y > 2t. Apply 
Lemma 4 to this 3-by3 principal submatrix, and apply the interlacing 
inequalities for principal submatrices of Hermitian matrices. The given 
inequality for X, follows. n 
REMARK. The bound given for A, is, in general, not very good unless 
both x and y are fairly close to 1. Then X, approaches 0 as expected. 
However, the bound (3.11) given for h, may be used as a lower bound for 
X,. This bound will be some number < 3, and if n is large this is not a very 
good estimate if A is close to J,,. Our next result improves the estimate for 
A ,,; this will be useful when we later estimate d,, and, like Lemma 4 and 
Corollary 4.1, may be of independent interest. 
LEMMA 5. Let AEC,, be normalized. Let O<X,< ... <X, be the 
eigenvalues of A. Let s = al2 + . . . + a,,. Then 
s2 
X,>,lf- 
n-l’ 
(3.13) 
Proof. If s = 0, (3.13) is obvious. Thus suppose that s z 0. Let e = 
(I,..., 1) E R”- ‘, and set v = ((n - 1)/s, 1,. . . , 1) = ((n - 1)/s, e) E R”. Then 
compute 
+2(n - l)+ eA(l)e’ 
and 
n-l 2 
j1v112 = vv’ = - 
i 1 +n-1. S 
By Schur compliments, it follows that A is positive semidefinite Hermitian if 
and only if A(1) - aat is, where a = (a12,. . . , a,,)‘. Since A is positive 
semidefinite Hermitian, we have eA(l)e’> e(aa’)e’= s2. We now write 
down a string of inequalities 
X,llv1j2 >, vAv’> +2(n-1)+?= 
Now divide both sides by 11~11~ to obtain (3.13). n 
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Our next result is an upper bound for permanents in terms of some of the 
entries of A. 
LEMMA 6. Let A be a matrix in C,,. Suppose that per A(1) is the smallest 
of all (n - l>by-(n - 1) principal s&permanents. Then 
per(A) G f laljlPerA(j). 
j=l 
(3.14) 
Proof. The Laplace expansion theorem for permanents in the first row is 
the same as the expansion for determinants in the first row, except that the 
signs of the terms are all positive. Thus, 
per(A) = i /a~jIperA(lIj). 
j=l 
(3.15) 
Now the 2-by-2 matrix 
per A(l) perA(ll j) 
perA(jV) PerAt j> 1 
is a principal submatrix of the (n - 1)st power matrix I’_ i(A) [8, p. 1271 and 
hence must be positive semidefinite Hermitian. Since per A( 1) < per A(j), it 
follows that ]perA(l] j)] Q perA( j). This inequality substituted into (3.15) 
yields (3.14). W 
The next lemma has recently been observed in [4]. 
LEMMA 7. Let x 1,. . . , x, be real variables. Let S be the (compact) set of 
all n-tuples (x,,..., x,) satisj$ing xi>0 for all i=l,...,n, and Cx,=q, 
where q is some fixed positive constant. For 1 < r < n let E,(x~,.. ., x,) be 
the rth elementary symmetric function of the xi. Suppose that T > (n + 1)/2. 
Then E, - E,_, is Schur concave and hence achieves its maximum on S when 
all xi are the same. 
REMARK. It is well known that E,(xl, . . . , xn) itself is Schur concave, and 
obviously any positive linear combination of Schur concave functions is also 
Schur concave. 
68 CHARLES R. JOHNSON AND STEPHEN PIERCE 
Our next observation gives a lower bound for the permanent of a 
normalized positive semidefinite Hermitian matrix in C, in terms of the 
entries of a given row. 
LEMMA 8. Let A be a nmmulized positive semidefinite Hennitian 3-by-3 
matrix in C, with x, y > 0 a.s in Lemma 4. Then 
perA>l-x2y2+x2+y2 if 3x2y2 < 1 - x2 - y2, 
perA > 2(1+2x2y2- 2xyu) otherwise, 
where u is defined to be [( 1 - x2)(1 - y2)] ‘I’. In particular, for t = 
(x + Y>/% 
perA 2 1- t4 +2t2 if t’<j, 
perA > 2(1+4t4 - 2t2) ift2>,j. (3.16) 
Proof. To prove such lower bounds, we seek to minimize perA, given x 
and y, over z E C such that A is positive semidefinite Hermitian. Since 
and 
we first note that perA is minimized for some real z. This is because Im(z) 
contributes positively to per A and negatively to det A, so that a decrease in 
Im( z) would decrease per A while leaving A positive semidefinite Hermitian. 
Thus, we assume henceforth that z is real. We then have 
a perA 
---=2xy+22 
ax 
and that A is positive semidefinite Hermitian if and only if 
xy-ugngxy+u. 
Either z = - xy lies in this interval in which case it is the unique critical 
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point and minimizing point for per A, or a per A/da is positive throughout 
the interval, in which case per A is minimized at the left-hand endpoint 
z = xy - u. The former case is characterized by 2xy < u and gives u2 as the 
minimum permanent; the latter case gives 2(1+ 2r2y2 - 2xyu) as the 
minimum permanent. These verify the first lower bound for perA given in 
the lemma. Since for a fixed sum of x and y both parts of the first bound are 
minimized when x = y, the second bound follows. n 
Our final lemma relates to the fact following Theorem I, whose proof wiII 
follow shortly; thus we state it here. 
LEMMA 9. Zf A,< .-. < A, are nonnegative real numbers satisfying 
CA, = n, there exists a matrix in C,, whose eigenvalues are A,, . . . , A,. 
Proof. The result is obvious if n = 1. If n > 1, let D be the diagonal 
matrix diag( X i, . . . , A,). Since X, d l< X,, there is a unit column vector x 
such that x*Dr = 1. Let U be a unitary matrix whose first column is x. Then 
the (1,l) entry of B = U*DU is 1, and we now use induction on B(1) to finish 
the proof. n 
We now begin the proof of Theorem I. From (3.1) and (3.2) we observe 
that the conclusion (2.1) of Theorem I is equivalent to 
4 c aiiajjdetA(i, j)+ndetA 
i<j 
>2 c detA[i, j]detA(i, j)+n t a,,detA(i). (3.17) 
i<j i=l 
Since det A[i, j] < aiiajj by Hadamard’s inequality, it follows that 
2 c aiiajjdetA(i, j)>2 c detA[i, j]detA(i, j). 
i<j i<j 
Thus, from (3.17) it suffices to show that 
2 c aiiajjdetA(i, j)+ndetAan $ a,,detA(i). (3.18) 
iij i=l 
To verify Theorem I, we reduce the stronger inequality (3.18) to the 
singular case; however, we may not appeal directly to Lemma 3 to accom- 
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plish this reduction. To reduce (3.18) to the singular case [which is used in 
order to prove the fact (2.2)], we assume as before that A = C + r-E, where 
r > 0, E has a 1 in position (1, l), and C is singular positive semidefinite 
Hermitian. If we let B(x) = C + xE, and substitute B(x) for A in (3.18), then 
using the formulae as in the proof of Lemma 2, we find the coefficient of r 
on the left side of (3.18) to be 
2 c aiiajjdetA(1,i,j)+2 2 ajjdetA(l,j)+ndetA(l), 
lCi<j j=2 
while on the right side the coefficient of r is 
n f ajjdet A(1, j)+ ndet A(1). 
j=2 
Canceling Iike terms, we note from the Hadamard-Fischer determinant 
inequalities that the right side is less than the left. This reduces (3.18) to the 
singular case. 
If A E C,,, then (3.18) is the conclusion of the fact (2.2). If, in addition, A 
is singular, the inequality (3.18) takes a particularly simple form. Recalling 
that E, is the rth elementary symmetric function of the eigenvalues of A, we 
note that the inequality (3.18) would read 
24~,(L..., A,,) a nE,-&...,&J, (3.19) 
subject to ha+ ... + X, = n. (Recall that X, = 0.) Notice that both sides of 
(3.19) are zero if and only if X, = 0. Thus assume that X, > 0. By the 
arithmetic-geometric-mean inequality, 
with equality holding if and only if X2 = . . . = A,. It follows that to verify 
(3.19) it suffices to show that 
2( n - 1) >, nu”(“- ‘), 
where u=E,_,(X~,...,X.)=X,... A,. By Lemma 7, u is largest when all 
Xi are the same, namely n/( n - 1). Thus (3.19) is established if 2( n - 1)2 2 n , 
and one easily checks that this inequality is strict whenever n > 4. This 
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establishes (3.18) for singular A E C,, and. hence (2.1) is verified for all 
positive semidefinite Hermitian A. 
To check the case of equality in (2.1), note that if A E C, and is singular, 
then the inequality (3.19) is strict for n > 4, unless X, = 0, i.e., rank(A) < n 
- 3. It is easy to check that (3.18) can be reduced to this case unless A has a 
zero row or is diagonal. This completes the proof of Theorem I. 
To establish (2.2), let 0 =G X, d . . . <A, with CX,=n. By Lemma 9, 
there is an n-by-n normalized matrix A in C,, whose spectrum is { h r, . . . , A, }. 
Apply the now verified inequality (3.18) with all aji = 1 to verify the fact 
following Theorem 1. 
REMARK. Observe that when A E C, is singular, then d,(A) is the 
product of the n - 1 largest eigenvalues of A. This fact seems to make it 
easier to prove inequalities involving d 2. 
We now prove Theorem II. We need to show that 
2d,(A) < (n - l)(n - 2)per(A). (3.20) 
For n = 4 and 5, (3.20) follows from the observations in [12] as mentioned in 
the introduction. Thus we begin at n = 6. We assume that A has no zero row 
and is not diagonal. From Lemma 3 and the first remark following Lemma 3, 
we may assume that A E C,, is singular. Under these conditions, and using 
(3.4), we write the left side of (3.20) as 
2( c perA[i,j]detA(i,j)-d,(A))g2MC detA(i,j)-d,(A), 
i<j i<j 
(3.21) 
where M is the maximum of all %by-2 principal subpermanents of A. Using 
the Fischer inequality for permanents, we note that the right side of (3.20) is 
larger than M( n - l)( n - 2). Dividing both (3.20) and (3.21) by M, we now 
need to prove that 
%(A) 
ZxdetA(i,j)-Fg(n-l)(n-2). 
Clearly M < 2. Thus, if 0 = X, < . . . < X n are the eigenvalues of A, it 
suffices to verify that 
2E,_,(X, ,..., x,)-x,...x,~(n-l)(n-2). (3.22) 
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From Lemma 7, the left side of (3.22) is Schur concave on the set of all 
nonnegative (n - l)-tuples whose coordinates sum to n. Thus the left side of 
(3.22) takes its maximum when all Xi are the same, namely n/( n - 1). Set 
u = n/(n - 1). Then (3.22) becomes 
2(n - Qu”-2 - un-l= un-2 2n - 2 - i), 
i (3.23) 
Now 1 < u < unp2 < e; thus the above expression is less than 2e(n - 2) and 
this is less than (n - l)(n - 2) if n >, 7. For n = 6, a specific calculation in 
(3.23) is needed to complete the verification of the inequality (2.3). 
To verify the case of equality, note from the proof that if A E C, is 
singular, then the inequality (2.3) is strict. It then follows from our reduction 
procedures at the beginning of the proof that the only cases of equality in 
(2.3) are A having a zero row or A being diagonal. This completes the 
verification of Theorem II. 
We next prove Theorem III. This is the most difficult result, because any 
rank-one matrix is a case of equality. If A E C, is normalized and singular, 
this means, for example, that A = _Z,, is a case of equality. We also remark 
that if AEC, and a,,= *.. =a,,=l, then A mustbe Z,,. 
First note that if n = 4, then Theorem III is proved, since this is the same 
result as Theorem I. Also note that the case of equality fits with that for 
Theorem I if n = 4. 
Now consider the case n = 5. We assume that A E C,. We expand 
d, - d, by using the actual value of the appropriate characters. In this case, 
only odd permutations in S, contribute to the expansion, and only two odd 
conjugacy classes have a nonzero character. A calculation reveals that 
d,(A) - d,(A) ~4 C l~~j12[‘-‘e(~~~‘~,urnk)l~ (3.24) 
l<i<jG5 
where the sum is taken so that {i, j}n{k, Z,m} =0. We observe that 
la i jl < 1, and hence the inequality is evident. For the case of equality if 
n = 5, we continue to assume that A is in C,, and is normalized, since 
equality is trivial if A has a zero row or if A is diagonal. From (3.24) we see 
that if equality holds, then every luijl = 0 or 1. If all luijl are 1, then since A 
is in C,, and normalized, we have ui2= ... =a,,=1 and thus A=],. 
Suppose some uij, say u12, is 0. Then from (3.24), uti = uas = u4s = 0. It 
then follows in a similar fashion that all a i j = 0 and hence A = I,. This fully 
establishes Theorem III for n = 5. 
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Now we prove Theorem III for n > 6. We still assume that A is singular, 
normalized, and in C,. Let s = uia + * . * + a,,. As noted before, 
d,(A)=xdetA(i)-detA=X,...h,. (3.25) 
We also have from (3.3) that 
d,_,(A) = xperA(i) -per(A). (3.3) 
Using (3.14) of Lemma 6 in (3.3), we obtain 
d,_,(A) > i perA - i aijperA(j) 
j=l j=l 
= i (l-aij)perA(j)>(n-l-s)perA(l). (3.26) 
j=2 
For n > 1, let u = n/(n - l), and set b(n) = u”-‘. If s < n - 1 - h(n) then 
d,_,(A) >, b(n). Now d,(A) is largest when X,= . . . = A, = u. Thus 
d 2( A) < b(n), and we are done. Thus we assume that s 2 n - 1 - b(n), i.e., 
that the uij are close to 1 and hence that for large enough n, A is close to J,. 
We now use our estimates on X, and X, developed in Lemmas 4 and 5 and 
Corollary 4.1 and replace (3.25) with 
d,(A),,(l-~~~~...~“_l(l+~j. (3.27) 
[Note that we maximize (3.27) by raising A, and lowering h,.] Next we treat 
x,. . . A,_, as a single variable p. Given the bounds for X, and h,, (3.27) is 
maximized when h, = . . . = A,_, subject to X, + . . . + A, = n. 
Let M=max{u,,,...,u,, }. For j > 1, the first row of A(j) is the same 
as that of A, except for the omission of a 1 j. Thus the off-diagonal entries of 
the first row of A(j) sum to at least s - M. Applying Lemma 8 to A(j), we 
set t = (s - M)/( n - 2) and obtain per A( j ) >, f( t ), where f( t ) is defined as 
in (3.16). It follows from (3.26) that 
d,_,(A) >, (n - l- s)_f(t). (3.28) 
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We must now prove that (3.27) is exceeded by (3.28). We make the crucial 
observation that if A # .I,,, then a factor of n - 1 - s can be canceled from 
(3.27) and (3.28), and we do this. The inequality we must now prove is 
n-ifs n--l+? 
2 (n-1)2p n-l 
=S f(t), 
and if we push s up to its maximum of n - 1, it suffices to show that 
4v 
-<f(t). 
n-l 
(3.29) 
To verify (3.29) we must estimate p, subject to the estimate on h,. Now p 
will be largest when X, achieves the lower bound given in (3.13) of Lemma 
5, h,= ..* =X”_i, and X, = 0. Under these conditions, X, + . . . + X n I 
= n - X n < n - 1 - [s “/( n - l)]. If we replace s by its lower bound, namely 
n - 1 - b(n), and divide by n - 3, we obtain 
i 
n-l [n-1-6(n)12 “-’ 
PG 
-_ 
1 n-3 (n-l)(n-3) 
(3.30) 
If we substitute (3.30) in (3.29), we have our final upper estimate for d,(A). 
It is easy to verify that (3.30) is decreasing in n, and if n >, 9, it is an easy 
calculation that 4np/(n - 1) < 1, which is always less than f(t). Thus 
Theorem III is proved except when n = 6, 7, or 8. 
We now illustrate the proof for n = 6, where the greatest delicacy occurs. 
We estimate d, by using our lower bound for ha and then assume that 
X2= . . . = A,. The right side of our inequality is (n - 1- s)f(t) =(5 - 
s)f(t) < d,5. On the left side, we have d,(A)< h6[(6 - X,)/414, and with 
the estimate from Lemma 5, we obtain 
If we simplify and cancel 5 - s, we obtain the proposed inequality 
(3.31) 
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We note that t = (s - M)/4 > (s - 1)/4. We will use this value for t in 
(3.31). We also note that s > n - 1 - b(n) implies that s > 2.51 if n = 6. 
First suppose that 2.51 Q s < 3. Since f is increasing, the right side of (3.31) 
is larger than f(1.51/4) >, 1.26. Now obtain an upper bound for the left side 
of (3.31) by substituting either 2.51 or 3 for s, as is appropriate in each of the 
three terms in the product. This estimate turns out to be less than 1.1067. 
Thus the inequality is verified for s E [2.51,3]. The rest of the verification is 
achieved by considering s E [3,3.5] and then finally s E [3.5,5]. This com- 
pletes the proof of Theorem III for n = 6. The methods for n = 7 and 8 are 
similar. 
Our final proof is that of Theorem IV. We will refer to this particular 
immanant as da,,. This is not a single-hook immanant, but we can write 
down the expansion from [12] as 
da,,(A)= c detA[i,j]detA(i,j)- 5 a,,detA(i). (3.32) 
i-cj i=l 
From (3.32), we note that the degree of the associated character is n( n - 3)/2. 
Thus we must show that (3.32) < [ n( n - 3)/2] per A. We first reduce (3.32) 
to the case that A is singular. Let C = A(1) and choose a positive semidefi- 
nite singular matrix B such that A = B + XE for some nonnegative X. Then 
from (3.32) we compute that the coefficient of x in d,.,(B + xE) is 
c detC[i,j]detC(i,j)-detC=d,,,(C)+d,(C) 
l<i<j<n-1 
i 
(n-l)(n-4) 
+(n-2) perC= 
1 
fl(n - 3) 
< 
2 2 
per C, (3.33) 
which is the coefficient of x in per(B + xE). Note that we have used Grone’s 
result [3] as well as induction on the hypothesis of Theorem IV. One should 
also note that if n = 4, then (3.33) just becomes d,(C), and hence we are 
able to begin correctly at n = 4. Therefore, since equality in (3.32) is obvious 
if A is diagonal or has a zero row, we will assume A E C, is singular and 
show that under these circumstances (3.32) is a strict inequality. 
Since det A[i, j] < 1, we replace (3.32) by the larger quantity 
En_&,..., A,,> -En-&,,..., A,). (3.34) 
If n > 6, this function is Schur concave by Lemma 7. If n = 5, it is an easy 
exercise, using Lagrange multipliers, to see that (3.34) is still maximized when 
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A,= . . . = X,. Thus if n > 6, it is easy to compute that (3.34) is strictly less 
than n( n - 3)/2, and Theorem IV is proved. When rr = 5 and X, = . + . = 
A, = 1.25, then (3.34) takes a value slightly less than 5.3711. Now A is 
singular, atid thus cannot be diagonally dominant. It follows that the offdiag- 
onal entries in some row, say the first, sum to at least 1. Using the first 
formula in (3.16) of Lemma 8, we obtain perA > 1.12, and thus $(n - 
3)perA z 5.6. This verifies Theorem IV for n = 5. It is also clear that if 
n >, 5, then equality holds if and only if A has a zero row or A is diagonal. 
The case of n = 4 is more tricky. We assume as usual that A E C,, and 
that A is singular. Note that d,,, = 2zs,,. The function E, - E, in (3.34) is 
no longer Schur concave and in fact takes its maximum when A, = 0 and 
h,=A,=2.Thisgivesavalueof E,- E, = 4. From Fischer’s inequality for 
permanents, perA z perA[i, j]perA(i, j); thus we may assume that each of 
b,A2 + 1~1~ of Iad2 + l+,d2 or h412 + Iad2 
is less than 1; otherwise 2 per A z 4. 
Let S=X~+X~+~~.Clearly~i,jluij~2=(S-4)/2. Wealsolet 
A = b12%412 + l%3%u12 + lw%12~ 
Using the inequality perA[l, j]perA(l, j) < perA, j = 2,3,4, we obtain 
3perA z 3+ C laij12 + A 
i<j 
and hence 
(3.35) 
Next we examine the formula for d,,,, and expanding this, we write 
s-4 
d2,2(A)=E2-E,-T+2h. 
Simplifying, and comparing with (3.35), we obtain the proposed inequality 
E,-E,+ ~luij12-$. 
i<j 
(3.36) 
SINGLE-HOOK IMMANANTS 77 
Now Lagrange multipliers show that the left side of (3.36) is maximized when 
Xs=X,=h,=$, and thus gives a value of 5. We will show that the right 
side of (3.36) is at least 5. The right side of (3.36) is now expanded as 
:[(la,,12 + 1%412 - 21 a,2Q412)+ (1%12 + b2412 - %,%12) 
+(h12 + 1%312 - 21wz312)l. (3.37) 
Now for a fixed value of x2 + y2, the expression x2 + y2 - 2x2y2 is mini- 
mized when x = y. Applying this fact to each of the three terms in round 
parentheses in (3.37), we reduce the size of (3.37) by assuming that (ui21 = 
lua41 =x, )urs( = Ia,1 = y, and 1~~4) = laBI = z. Thus the part of (3.37) in 
the square brackets has the form 
2x2 - 2x4 +2ya - 2y4 +2.Zs - 2z4. (3.38) 
Now A is singular and thus X\ + At + X: >, $. Therefore, x2 + y2 + z 2 
> j. Moreover, x2, y2, and z2 are all < i by our estimate that per A < 2. 
We note that 2x2 - 2x4 is increasing for x2 < i. It follows that (3.38) is 
minimized when only one of x, y, and z is nonzero and x2 + y2 + z 2 is as 
small as possible, namely j. Say x + 0, and y = z = 0. Then x2 >, f , and 
hence (3.38) is at least : - i = &. This proves Theorem IV for n = 4. 
Examining the case of equality, we observe that for equality to hold in the 
singular case, we must have X2 = A, = h 4 = $ and A must be permutation 
similar to a direct sum of two 2-by-2 matrices. These two conditions are 
mutually exclusive. Thus, as in previous arguments, we have equality holding 
if and only if A is diagonal or has a zero row. 
IV. COMMENTS 
(1) We note that when certain of our inequalities are verified in low- 
dimensional cases for matrices in C,,, only the fact that the off-diagonal 
entries are no more than 1 in absolute value is used. It follows that some of 
the inequalities we have presented are actually valid for a broader class of 
matrices, namely Hermitian matrices with positive l-by-l and %by-2 prin- 
cipal minors, at least in some dimensions. It would be of interest to know the 
extent to which such inequalities are valid in this broader setting. Computa- 
tional evidence indicates that the positivesemidefiniteness assumption is 
important in some situations, but suggests that there is some spillover into the 
more general case. 
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(2) The reduction of inequalities which we have presented here to the 
singular case is obviously important. Any singular matrix A in C,, has a 
permanent larger than 1. By the case of equality in the Hadamard theorem 
for permanents, this inequality is strict. It would be useful to know the 
minimum value taken by per A as A runs through the singular matrices in C,. 
We believe this minimum is taken at the matrix 
1 
Y, = - n I+ 
n-l n 
--I 
n-l “’ 
the matrix in C, with every entry off the main diagonal equal to - l/( n - 1). 
It is easy to develop a recurrence relation to compute per Y,. Computational 
evidence indicates that per Y,, is monotonically decreasing in n (per Y,, has 
been computed for various values of n up to 2501), and it has recently been 
proved by C. J. Park [14] that 
lim per(Y,) = i. 
n-+,X 
(3) In general, if n > 3k, it is easy (using methods of the style herein) to 
show that if A E C, is singular, then 
and thus d,(A) 6 xk(id)perA. This highlights the curious fact that the 
difficulty in verifying “permanent on top” inequalities often occurs for 
smaller values of 12. 
(4) Lemma 3 allows us to reduce the proof of certain immanantal 
inequalities to the case in which rank A < n - 1. If we could reduce consider- 
ation of such inequalities to the case of lower ranks, further inequalities could 
be proved easily. However, a reduction lemma to rank A < n - 2 already 
appears difficult. 
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