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LINEAR PROGRESS WITH EXPONENTIAL DECAY IN
WEAKLY HYPERBOLIC GROUPS
MATT SUNDERLAND
Abstract. A random walk wn on a separable, geodesic hyperbolic metric
space X converges to the boundary ∂X with probability one when the step
distribution supports two independent loxodromics. In particular, the random
walk makes positive linear progress. Progress is known to be linear with expo-
nential decay when (1) the step distribution has exponential tail and (2) the
action on X is acylindrical.
We extend exponential decay to the non-acylindrical case.
1. Introduction
Suppose Xn is a sequence of independent, identically distributed random vari-
ables, each taking the values 1 and −1 with probabilities p and 1− p, respectively,
for some fixed p ∈ [ 12 , 1]. Since the Xn have finite expectation 2p− 1, by the law of
large numbers, 1n (X1+· · ·+Xn)→ 2p−1 almost surely. Setting Zn := X1+· · ·+Xn,
one obtains the stochastic process that Woess calls Po´lya’s Walk (in one dimension)
[W, §I.1.A]. In this process, our walker starts at zero and then wanders randomly
on the real line, each time taking either a unit-one step to the left with probability
p, or a unit-one step to the right with probability 1− p.
Po´lya’s Walk with p > 12 makes positive linear progress, meaning that
lim inf
n→∞
1
n |Zn| > 0 almost surely.
Indeed, 1n |Zn| ≥
1
nZn → 2p − 1 > 0 almost surely. Po´lya’s Walk with p =
1
2 ,
however, has expected number of returns
∑
n P(Zn = 0) =∞, since P(Z2n = 0) =
2−2n
(
2n
n
)
∼ cn−0.5 for some constant c. Note that in Po´lya’s Walk (with any p), the
walker can only return to zero at even times. It follows that the almost sure number
of returns is infinite as well, and so Po´lya’s Walk with p = 12 does not make positive
linear progress. See, for example, Woess [W, §I.1.A] or Lawler [L1, Theorem 1.1].
We say that a real-valued stochastic process Zn makes linear progress with ex-
ponential decay (Definition 4) if we can find a sufficiently large constant C > 0 so
that for all n,
(1) P(Zn ≤ n/C) ≤ Ce
−n/C .
Note that if Zn satisfies (1), then so does |Zn|. Po´lya’s Walk with p >
1
2 can
be shown to make linear progress with exponential decay using standard results
in concentration of measure; see for example, [M, Proposition A.1]. Exponential
decay can also be shown using the following argument, which will generalize to the
setting of Theorem 1.
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If a (not necessarily Markov) stochastic process Zn has constants t, ǫ > 0 so that
for all n,
(2) E
(
e−t(Zn+1−Zn) | Zn
)
≤ 1− ǫ,
then Zn makes linear progress with exponential decay (Proposition 15). We say
a process with such t, ǫ makes uniformly positive progress (Criterion 13). For any
random variable Z, the moment generating function f(t) = E(etZ) has the property
that f ′(0) = E(Z). Thus (2) captures a notion of positive progress independent of
location.
Therefore, it remains only to show that Po´lya’s Walk with p > 12 makes uni-
formly positive progress. Let p ∈ (12 , 1], and let Xn be the sequence of independent,
identically distributed random variables taking the values 1 and −1 with probabil-
ities p and 1− p, respectively. The claim is that Zn := X1 + · · ·Xn satisfies (2) for
some positive t, ǫ. Since Xn+1, Zn are independent and Zn+1 − Zn = Xn+1,
E
(
e−t(Zn+1−Zn) | Zn
)
= E
(
e−tXn+1
)
= pe−t + (1− p)et
for all n and t. The right-hand side f(t) := pe−t+(1− p)et has value f(0) = 1 and
derivative f ′(0) = 1− 2p. Moreover, this derivative is negtative, since p > 12 . Hence
f(t) = 1− ǫ for some t, ǫ > 0, as desired.
Weakly hyperbolic groups. Thinking of the steps Xn in Po´lya’s walk as elements of
Z acting on the real line inspires a notion of random walks on non-abelian groups.
Let G be a group acting by isometries on a metric space (X, dX), and let µ be
a probability distribution on G. Following the notation from Tiozzo [T, §1], we
define the (G,µ)-random walk wn on X by independently drawing at each time n
an element sn from G with distribution µ, and then defining the random variable
wn := s1 · · · sn. Fixing a basepoint x0 in X, we obtain (wnx0)n∈N, a stochastic
process taking values in X.
The notions of positive linear progress and linear progress with exponential decay
also generalize to non-abelian groups by putting Zn := dX(x0, wnx0). We say that
the (G,µ)-random walk on X is weakly hyperbolic if X is separable, geodesic, and
δ-hyperbolic. Note that X need not be locally compact. We say that the random
walk is non-elementary if the support of µ generates a subgroup containing two
loxodromics with disjoint endpoints on ∂X (Definition 7). Such loxodromics are
sometimes called independent [O, Theorem 1.1; MT, §1]. Notably, the definition of
non-elementary excludes Po´lya’s Walk.
As shown by Maher and Tiozzo, every non-elementary, weakly hyperbolic ran-
dom walk makes positive linear progress. Progress is linear with exponential decay,
moreover, when the support of µ is bounded in X [MT, Theorem 1.2].
We say that µ has exponential tail if there exists λ > 0 such that∑
g∈G
eλdX(x0,gx0)µ(g) <∞.
Mathieu and Sisto prove linear progress with exponential decay in the case of ge-
odesic, hyperbolic X and µ with exponential tail and with support generating a
subgroup not virtually cyclic, acting acylindrically with unbounded orbits in X
[MS, Theorem 9.1]. If a group G is not virtually cyclic and acts acylindrically
with unbounded orbits on a hyperbolic space, then G contains infinitely many
loxodromics with disjoint endpoints [O, Theorem 1.1]. In particular, G is non-ele-
mentary (Definition 7).
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The goal of this paper is to show the following.
Theorem 1. Every non-elementary, weakly hyperbolic random walk with exponen-
tial tail makes linear progress with exponential decay.
The result applies, for example, to the action of Out(Fn) on the complex of free
splittings FS(Fn). The action is shown to be non-elementary, weakly hyperbolic,
and non-acylindrical by Handel and Mosher [HM, Theorem 1.4]. Even when a
group is acylindrically hyperbolic, we may care about a non-acylindrical action
on another hyperbolic space because of the geometric insight garnered from the
particular action and its loxodromics.
We may care about the rate of convergence, instead of just whether something
tends to zero, depending on the technical details of the random methods at hand.
For example, Lubotzky, Maher, and Wu use exponential decay in an essential way
in their study of the Casson invariant of random Heegaard splittings [LMW].
The idea of the proof is essentially the same as in Po´lya’s Walk with p > 12 :
prove that every non-elementary, weakly hyperbolic random walk with exponential
tail makes uniformly positive progress (Criterion 13), which we know implies linear
progress with exponential decay (Proposition 15).
Proof of Theorem 1. Working backwards, the goal is to find C > 0 so that for all n,
(3) P(dX(x0, wnx0) ≤ n/C) ≤ Ce
−n/C .
This proof is structured so that each equation (3)–(8) is implied by the next.
We show that (3) follows from a-iterated linear progress with exponential decay,
i.e., the existence of C > 0 and integer a > 0 so that for all n,
(4) P(dX(x0, wanx0) ≤ n/C) ≤ Ce
−n/C ,
and exponential tail in Corollary 17.
The proof of this corollary is based on the following intuition. If the random
walk satisfies (3) at all times n = ai (i ∈ Z) and the random walk cannot wander
too far during the intervening times (by exponential tail), then the random walk
satisfies (3) at all times n. The corollary is a special case of the general fact that if
Yn has exponential tail and Zn makes linear progress with exponential decay, then
their sum also makes linear progress with exponential decay.
We show that linear progress with exponential decay follows from uniformly
positive progress in Proposition 15. Hence, to show (4), it suffices to find constants
b, ǫ > 0 such that for all n,
(5) E
(
e−b(dX(x0,wan+ax0)−dX(x0,wanx0) | dX(x0, wanx0)
)
≤ 1− ǫ.
Crucially, (5) implies (4) even though the process Zn = dX(x0, wanx0) is not nec-
essarily Markov. The proof of the proposition is purely probabilistic.
Given w, g in G, define the horofunction ρg(w) = dX(gx0, wx0) − dX(x0, gx0).
We prove that (5) holds as long as there are constants a, b > 0 so that
(6) supg∈G
(
E
(
e−bρg(wa)
))
< 1
in Lemma 14. We say a random walk with such a, b has uniformly positive horo-
functions at time a.
Given w, g in G, define the Gromov product to be (w, g)1 =
1
2dX(x0, wx0) +
1
2dX(x0, gx0) −
1
2dX(wx0, gx0). In the hyperbolic setting, one can think of (w, g)1
as measuring the distance w and g (or rather a geodesic from x0 to wx0 and a
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ρg = 0
gx0x0
wx0
+
−
Figure 1. Stepping from x0 to wx0, the horofunction ρg(w) =
dX(gx0, wx0)−dX(x0, gx0) measures progress away from the base-
point gx0 (regardless of hyperbolicity). In the proof of Theorem 1,
working backwards we show that (4) linear progress for the a-
iterated random walk follows from (5) uniformly positive progress,
which follows from (6) uniformly positive horofunctions.
(wkh, g)1 < d
gx0
wkx0
x0
wkhx0
S(g, d)
Figure 2. Uniform shadow decay (7) means it is unlikely that
(wkh, g)1 ≥ d for large d, k. Shadow decay (8) means it is unlikely
that (wn, g)1 ≥ d for large d. We derive (7) from (8) using positive
linear progress and hyperbolicity.
geodesic from x0 to gx0) fellow-travel. We establish that (6) holds as long as there
exist sufficiently large d, k so that
(7) supg,h∈G P((wkh, g)1 ≥ d) ≤ 0.01
in Lemma 12. We say a random walk with such d, k has uniform shadow decay.
The proofs of Lemmas 14 and 12 are adapted from Mathieu and Sisto [MS, The-
orem 9.1]. The key to the proof of Lemma 14 is the observation that E(ρwai−1(wa))
equals E(dX(waix0, wai+ax0)−dX(x0, wai+ax0)) and hence the horofunction ρg(wa)
measures a notion of progress; see Figures 1 and 11. In the proof of Lemma 12,
we essentially argue that if you are unlikely to be in the shadow of g, then you are
unlikely to be in the horoball about g (regardless of hyperbolicity).
We use the hyperbolicity of X and the positive linear progress of dX(x0, wnx0)
to show that uniform shadow decay (7) follows from shadow decay, i.e.,
(8) lim
d→∞
sup
n,g
P((wn, g)1 ≥ d) = lim
d→∞
sup
n,g
P((w−1n , g)1 ≥ d) = 0,
in Lemma 10. The proof uses only the Gromov four-point condition and does not
require the action of G on X to be acylindrical. See Figure 2.
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(w, g)1 < d
x0 gx0
wx0 not in S(g, d)
S(g, d)
Figure 3. When triangles are slim, the Gromov product (w, g)1
measures the distance that w, g fellow-travel. The shadow S(g, d)
contains w if and only if that distance (w, g)1 ≥ d.
Finally, both shadow decay (8) and positive linear progress are consequences of
the convergence of non-elementary, weakly hyperbolic random walks (Theorem 8
[MT, 1.1, 1.2, 5.3]). 
2. Background
2.1. Metric hyperbolicity. Given a metric space (X, dX) and three points a, b, c
in X, the Gromov product of b and c with respect to a is defined to be
(b, c)a :=
1
2dX(a, b) +
1
2dX(a, c)−
1
2dX(b, c).
The metric space is said to be δ-hyperbolic, where δ is some fixed real number, if
every quadruple of points a, b, c, d in X satisfies the Gromov four-point condition
(9) (b, c)a ≥ min{(b, d)a, (c, d)a} − δ.
This δ cannot depend on the four points: the same fixed constant δ must work
for all quadruples in X. This condition can be shown to be equivalent to others,
such as the slim triangles condition [BH, Propositions III.H 1.17 and 1.22]. When
δ is obvious or not important, we may say that X is a hyperbolic metric space, or
colloquially, that X has slim triangles.
Each hyperbolic space X has an associated Gromov boundary ∂X. If X is locally
compact, then both ∂X and X = X ∪ ∂X are compact. For a construction of the
Gromov boundary, see for example Bridson and Haefliger [BH, §III.H.3].
In this paper we exclusively take the Gromov product of points in the orbit of
a fixed basepoint x0 in X under a countable group of isometries G → IsomX.
Therefore, to simplify the notation, for each w in G, we denote
|w| := dX(x0, wx0)
(following Kaimanovich [K, §7.2]), and given two more elements g, h in G we denote
the Gromov product of wx0 and gx0 with respect to hx0,
(w, g)h :=
1
2dX(wx0, hx0) +
1
2dX(gx0, hx0)−
1
2dX(wx0, gx0)
(following Mathieu and Sisto [MS, §9, p. 29]).
In the slim triangles setting, the intuition is that the Gromov product measures
distance fellow-travelled, in the sense of Figure 3. We sometimes say that w and
g fellow-travel to mean that all geodesics [x0, wx0] and [x0, gx0] in X fellow-travel.
We use the notion of fellow-travelling for intuition only; for proofs we appeal to the
Gromov four-point condition directly.
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(w, g)1 + δ gx0
wx0
hx0
x0
not both
Figure 4. The Gromov four point condition (10) means that h
cannot fellow-travel both w and g beyond distance (w, g)1 + δ.
As in Figure 4, the Gromov four-point condition (9) applied to the points x0,
wx0, gx0, hx0, implies that
(10)
either (h,w)1 ≤ (w, g)1 + δ
or (h, g)1 ≤ (w, g)1 + δ.
We will also use the following version of the triangle inequality in terms of the
Gromov product:
(11) 0 ≤ (w, g)h ≤ min{dX(wx0, hx0), dX(gx0, hx0)}.
This equation is equivalent to the triangle inequality, and always holds regardless
of whether or not X is hyperbolic.
Loxodromics. A map between metric spaces f : (X, dX) → (Y, dY ) is a C-quasi-
isometric embedding if
dX(x, x
′)/C − C ≤ dY (f(x), f(x
′)) ≤ dX(x, x
′)C + C
for all x, x′ in X, where C is independent of the choice of x, x′. When the domain
is X = Z, we call such a map a quasi-geodesic. An isometry g of X is called a
loxodromic if for some (equivalently, all) x0 in X, the map n 7→ g
nx0 is a quasi-
geodesic.
A loxodromic isometry of a hyperbolic space g : X → X fixes exactly two points,
which are on the boundary. These fixed points are limn→∞ g
nx0 and limn→−∞ g
nx0
regardless of x0, and are sometimes called the endpoints of the loxodromic. See,
for example, Kapovich and Benakli [KB, Theorem 4.1].
Acylindricality. We do not use acylindricality in any of our proofs, but the definition
is included for completeness. Suppose G acts on (X, dX). The stabilizer (or isotropy
group) of a point x in X is defined to be Gx := {g ∈ G : gx = x}. The r-coarse
stabilizer of x is
Gx,r := {g ∈ G : dX(x, gx) ≤ r}.
We say that the action of G is acylindrical if every r > 0 has constants d(r), n(r)
such that the r-coarse stabilizers of any two points of sufficient distance dX(x, y) ≥ d
have not too many group elements in common
# (Gx,r ∩Gy,r) ≤ n.
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R
Xx0 gx0
ρg(·)
dX(gx0, ·)
Figure 5. The horofunction ρg(w) := dX(gx0, wx0)−dX(x0, gx0).
Fixing every horofunction to be zero at x0 allows us to take the
limit of horofunctions ρgi(w) as gix0 approaches the boundary.
Classification of actions on hyperbolic spaces. Consider a (possibly not proper)
action of G on the δ-hyperbolic space X by isometries. As shown by Gromov
[G, §8.1–8.2], the action of G is either
(1) elliptic (G has bounded orbits in X),
(2) parabolic (G has unbounded orbits, but no loxodromics),
(3) lineal (G has loxodromics, all of which share the same two endpoints),
(4) quasi-parabolic (G has two loxodromics that share exactly one endpoint λ,
and all loxodromics have an endpoint at λ), or
(5) non-elementary (G has two loxodromics that share no endpoints).
Some sources define non-elementary to include quasi-parabolics [O, §3]. However, if
the action is acylindrical, then G is neither parabolic nor quasi-parabolic [O, Theo-
rem 1.1]. A group that admits a non-elementary, acylindrical action on a hyperbolic
space is called acylindrically hyperbolic.
Horofunctions. Let (X, dX) be a metric space with basepoint x0 and G→ IsomX
a (not necessarily injective) group of isometries. For each g in G, the horofunction
ρg : G→ R is defined to be
(12) ρg(w) := −dX(x0, gx0) + dX(gx0, wx0).
Think of horofunctions as distance functions normalized to be zero at x0; see
Figure 5. The normalization allows us to take limits of horofunctions. Consider,
for example, G = X = R. Then the horofunction ρx(y) = −x+ |y − x| approaches
the identity function y 7→ y, as x approaches −∞.
The intuition in the slim triangles setting is that the horofunction measures
minus how far you fellow-travel plus how far you then veer off:
ρg(wn)
slim∆s
≈ − how far wnfollows g +
how far wn
veers off
.
See Figure 6.
2.2. (G,µ)-random walk wn on (X, dX , x0). A stochastic process in a group G
is a sequence of G-valued random variables wn. We say that wn is Markov if
P(wn = gn | w1 = g1, . . . , wn−1 = gn−1) equals P(wn = gn | wn−1 = gn−1). In
the construction below, the stochastic process wn in G will be Markov, but the
stochastic process wnx0 in X will not necessarily be Markov.
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ρg = 0
−
+
wnx0
gx0x0
Figure 6. When triangles are slim, the horofunction ρg(wn) mea-
sures ≈ −(how far wn follows g) + (how far it veers off).
Let X be a metric space with basepoint x0, and let G→ IsomX be a (not neces-
sarily injective) group of isometries with probability measure µ. We will call µ the
step distribution, and the product (Ω,P) := (G,µ)N the step space [T, §2.1]. From
there, the (G,µ)-random walk on (X, dX , x0) is the stochastic process (wn)n∈N with
wn : Ω→ G defined to be
(g1, g2, g3, . . . ) 7−→ g1g2g3 · · · gn
for every positive integer n. If called for, we define w0 ≡ 1G. Each wn is referred to
as the nth (random) location, and has distribution µn, the n-fold convolution:
P(wn = g) = µ
n(g) =
∑
g1···gn=g
µ(g1) · · ·µ(gn).
Define the nth step to be the random variable sn := w
−1
n−1wn, which by construction
is the nth projection sn : (G,µ)
N → G. It follows that the steps are independent
and identically distributed G-valued random variables with law µ. Each outcome
(wn(ω))n∈N is a sequence of elements of G, and is referred to as a sample path.
The map GN → GN defined ω 7→ (wn(ω))n∈N induces a pushforward probability
measure on the codomain (range) GN. The codomain endowed with this pushfor-
ward measure is called variously the path space, location space, or Kolmogorov
representation space [S, §2]. One can alternatively define the path space first and
then take each wn to be the nth projection from the path space [M, §2.1].
Reflected random walk. Given a group G and a probability measure µ, we define the
reflected probability measure µˇ(g) := µ(g−1). The (G, µˇ)-random walk is sometimes
called the reflected random walk (wˇn)n∈N.
The bi-infinite (G,µ)-random walk (wn)n∈Z is defined to be the unique bi-infinite
sequence of G-valued random variables with w0 ≡ 1G and steps sn := w
−1
n−1wn that
are independently and identically distributed according to µ. It follows that wn
equals s1 · · · sn and s
−1
0 · · · s
−1
n+1 for positive and negative integers n, respectively.
In particular, the sequence (w−n)n∈N is a random walk with the same distribution
as the (G, µˇ)-random walk.
Definition 2 (a-iterated random walk). Given a random walk (wn)n∈N and integer
a > 0, the a-iterated random walk is the sequence of G-valued random variables
(wai)i∈N indexed by integers i > 0.
Definition 3 (Exponential tail). The (G,µ)-random walk wn on the metric space
(X, dX) with basepoint x0 is said to have exponential tail in X if there exists λ > 0
2.2 (G, µ)-random walk wn on (X, dX , x0) 9
such that
(13)
∑
g∈G
µ(g)eλ|g| <∞,
where |g| denotes dX(x0, gx0). More generally, a real-valued stochastic process Yn
is said to have uniformly exponential tails in R if there exists a single λ > 0 such
that for all n,
E
(
eλ|Yn|
)
<∞.
Note that there need not be a uniform upper bound for all n.
If Yn has uniformly exponential tails in R, then so does −Yn. If µ satisfies (13)
for some λ > 0 then so does every convolution power µn for the same λ. Indeed, if∑
g µ(g)e
λ|g| = ℓ finite, then
ℓ2 =
∑
a µ(a)e
λ|a|ℓ
=
∑
a,b µ(a)µ(b)e
λ|a|eλ|b|
(recall that |a| and |b| denote dX(x0, ax0) and dX(x0, bx0), respectively)
≥
∑
a,b µ(a)µ(b)e
λ|ab|
(since dX(a
−1x0, x0) + dX(x0, bx0) ≥ dX(a
−1x0, bx0) by the triangle inequality)
=
∑
a,g µ(a)µ(a
−1g)eλ|g|
=
∑
g µ
2(g)eλ|g|.
Thus Yn = |wn| has uniformly exponential tails if µ has exponential tail.
Definition 4 (positive linear progress). We say that the (G,µ)-random walk wn on
the metric space (X, dX) with basepoint x0 makes linear progress with exponential
decay in X if there is C > 0 so that for all n,
(14) P(|wn| ≤ n/C) ≤ Ce
−n/C ,
makes positive linear progress (or has positive drift) in X if
(15) lim inf
n→∞
|wn|/n > 0 almost surely,
is asymptotically probability zero on bounded sets in X if for every r,
(16) P(|wn| ≤ r)
n→ 0
[MT, §5.2, p. 40], and is not positive-recurrent on bounded sets in X if
(17) E(|wn|)
n→∞,
where |wn| denotes dX(x0, wnx0). Recall that a Markov chain is either transient,
positive-recurrent, or neither (null-recurrent) [W, I.1.B]. For linear progress with
exponential decay, it suffices to show that there exist ci > 0 so that for all but
finitely many n, the probability P(|wn| ≤ n/c3) ≤ a finite sum
∑
j c2,je
−n/c1,j .
More generally, a (not necessarily Markov) sequence of real-valued random vari-
ables Zn makes linear progress with exponential decay in R if there is C > 0 so
that for all n, P(Zn ≤ n/C) ≤ Ce
−n/C ; see equation (1). Properties (15)–(17)
generalize to Zn in R by replacing |wn| with |Zn|.
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Remark 5. Equations (14)–(17) are in descending order of strength:
linear progress with
exponential decay =⇒
positive linear
progress =⇒
asymptotically
probability zero =⇒
not positive-
recurrent.
The first claim is that linear progress with exponential decay is indeed a special
case of positive linear progress. For any sequence of events An, the Borel-Cantelli
Lemma states that
∑
n P(An) <∞ implies P(lim supnAn) = 0. Exponential decay
implies
∑
n P(|Zn| ≤ n/C) is finite, and so by Borel-Cantelli, |Zn| ≤ n/C for only
finitely many n almost surely. Thus, lim infn
1
n |Zn| ≥ 1/C almost surely.
The second claim is that positive linear progress in turn implies bounded sets
have zero asymptotic probability. To show the contrapositive, assume there exists
an r such that the sequence of events An := {|Zn| ≤ r} has probabilities uniformly
bounded away from zero lim infn P(An) > 0. Then there is an ǫ > 0 and a sub-
sequence nk such that infk P(Ank) ≥ ǫ. It follows that P(lim supkAnk) ≥ ǫ, i.e.,
the subsequence of events Ank occurs infinitely often with probability ≥ ǫ. But
then so does the full sequence: P(lim supAn) ≥ ǫ. The event lim supAn implies (is
contained in) the event lim infn
1
n |Zn| = 0, which thus also occurs with probability
≥ ǫ. In other words, it is not the case that lim infn
1
n |Zn| > 0 almost surely.
The last claim is that Zn cannot be both positive-recurrent and asymptoti-
cally probability zero on bounded subsets in R. Suppose Zn is positive-recurrent:
supn E(|Zn|) ≤ L finite. By Markov’s inequality, P(|Zn| < 3L) ≥ 2/3. Thus
P(|Zn| < r) does not
n→ 0 for every r.
2.3. Shadows. Consider the metric space (X, dX) and the group of isometries
G → IsomX. Fix a basepoint x0 ∈ X and put |g| = dX(x0, gx0). For each g in G
and real number r, the shadow about gx0 of radius r is defined to be the set
Shad(g, r) := {w ∈ G : (w, g)1 ≥ |g| − r}.
For each real number d, we define the shadow about gx0 of depth d to be the set
S(g, d) := {w ∈ G : (w, g)1 ≥ d};
in other words, w ∈ S(g, d) if and only if (w, g)1 ≥ d. Note that it is possible to define
shadows with basepoints other than x0, but we will not need such shadows. Most
sources define shadows in terms of radius Shad(g, r). However, following Maher [M,
§2.3], we will always define shadows in terms of depth S(g, d). The two definitions
are equivalent S(g, d) = Shad(g, |g| − d), and shadows in terms of depth will be
more convenient for our purposes, including Definition 6 below.
By the triangle inequality (11), if d is negative or zero, then S(g, d) = G, and if
d exceeds |g|, then S(g, d) is empty.
Definition 6 (Shadow decay). We say that shadows in X decay in d if both
µn(S(g, d)) and µˇn(S(g, d)) d→ 0 in the sense that
lim
d→∞
sup
n,g
P(wn ∈ S(g, d)) = lim
d→∞
sup
n,g
P(w−1n ∈ S(g, d)) = 0,
where we take each supremum over all n ∈ N and g ∈ G. In other words there is a
function f that decays f(d)→ 0 as d→∞ such that µn(S(g, d)) ≤ f(d) for all n, g,
and there is an analogous function f ′ for µˇ. Note that if f, f ′ differ, we may replace
them with max{f, f ′}. However, the optimal f for µ and f ′ for µˇ may differ. See
Maher and Tiozzo [MT, Corollary 5.3].
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It is known [M, Lemma 2.10; MT, Equation 16] that when the support of µ
is bounded in X, shadows decay exponentially in d, meaning that there is some
constant C > 0 so that for every d and n, µn(S(g, d)) ≤ Ce−d/C . Crucially, C does
not depend on n (or d).1 However, the proof in this paper will not use exponential
decay of shadows.
3. Proofs
The results needed for Theorem 1 are organized as follows. Section 3.1 cites
the convergence theorem for non-elementary weakly hyperbolic random walks and
extracts positive linear progress and shadow decay.
Section 3.2 uses these two properties along with hyperbolicity to prove a stronger
shadow decay result (uniform shadow decay). Section 3.3 uses this shadow decay
result along with exponential tails to prove a property concerning horofunctions
(uniformly positive horofunctions).
Section 3.4 uses that property to derive linear progress with exponential decay
for the a-iterated random walk by way of a progress criterium (uniformly positive
progress). Lastly, Section 3.5 uses exponential tails again to pass from the a-iterated
random walk to the full random walk.
non-el
wk-hyp
(Def 7)
pos lin prog
& shad decay
(Def 4 & 6)
unif shad
decay
(Crit 9)
unif pos
horofns
(Crit 11)
unif pos
progress
(Crit 13)
a-iter lin prog
exp decay
(Eq 4)
lin prog
exp decay
(Def 4)
[MT] Lem 10
& hyp
Lem 12
& exp tail
Lem 14 Prop 15 Cor 17
& exp tail
Our use of metric hyperbolicity is confined to Sections 3.1 and 3.2.
3.1. Convergence. We cite the convergence of non-elementary, weakly-hyperbolic
random walks to obtain positive linear progress and shadow decay.
Definition 7 (Non-elementary, weakly hyperbolic). Let X be a metric space, not
necessarily locally compact. A countable group of isometries G→ IsomX is called
• weakly hyperbolic if X is separable, geodesic, and δ-hyperbolic, and
• non-elementary if G contains two independent loxodromics,
where loxodromics are called independent if they have disjoint fixed point sets on
∂X, the Gromov boundary [MT, §1; O, Theorem 1.1]. The (G,µ)-random walk
is called non-elementary if 〈supp(µ)〉 is non-elementary. Our definition of non-
elementary follows Maher and Tiozzo [MT, §1] and excludes the quasi-parabolic
case (see Section 2.1, page 7).
Theorem 8 ([MT, Theorems 1.1, 1.2 and Corollary 5.3]). If the random walk wn
on X is non-elementary and weakly hyperbolic (Definition 7), then wnx0 converges
to the Gromov boundary almost surely, and the associated hitting measure is non-
atomic. In particular, wn makes positive linear progress in X (Definition 4) and
shadows in X decay in d (Definition 6).
1 Exponential decay of shadows in d for fixed n follows immediately from exponential tail for
µ. Indeed, take λ > 0 so that
∑
g µ(g)e
λ|g| is finite. Then
P((wn, g)1 ≥ d/λ) ≤ P(|wn| ≥ d/λ) = P(|wn| ≥ d/λ) = P(e
λ|wn| ≥ ed) ≤ E(eλ|wn|)e−d
where the first inequality follows from (wn, g)1 ≤ |wn| (from the triangle inequality) and the last
inequality follows from Markov’s Inequality.
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Note that we do not require any moment or tail conditions on µ, we do not
require X to be locally compact, and we do not require the action of G to be
acylindrical.
3.2. Shadows. In this section we use convergence to the boundary (specifically,
positive linear progress and shadow decay) along with hyperbolicity to prove a
stronger shadow decay result.
In general, 2(g, w)1 equals dX(gx0, x0)+ dX(x0, wx0)− dX(gx0, wx0), the differ-
ence between distance and displacement when one travels along a concatenation of
geodesics [gx0, x0]∪ [x0, wx0]. Thus the Gromov product (g, w)1 measures the inef-
ficiency in traveling gx0 to x0 to wx0, and so shadow decay controls the inefficiency
in a random walk as it escapes to infinity, even when X is not hyperbolic.
If X is hyperbolic, then this inefficiency looks like a “backtrack.” In this section,
we use hyperbolicity to prove the two “single backtracks” in Figure 7 imply the one
“double backtrack” in Figure 2.
After this section, we will not use hyperbolicity for any of the remaining proofs.
Criterion 9 (Uniform shadow decay). We say that shadows in X decay uniformly
if P((wkh, g)1 ≥ d)
d,k
−→ 0 in the sense that for all ǫ > 0, for every depth d ≥ some
d′(ǫ), and for every time k ≥ some k′(d),
(18) sup
g,h∈G
P(wkh ∈ S(g, d)) < ǫ.
Note that for n ≥ k, the random variables wk and wk
−1wn are independent, and
so P(wkh ∈ S(g, d)) is equal to P(wn ∈ S(g, d) | wk
−1wn = h). Hence equation (18)
means that shadows decay independently from the value of wk
−1wn, and in particular,
independently from the distance |wk
−1wn|. For n much larger than k, this distance
|wk
−1wn| approximates progress |wn|.
Lemma 10. Consider the (G,µ)-random walk wn on the metric space X with
basepoint x0. Suppose X is δ-hyperbolic, bounded subsets have asympototic proba-
bility zero (Definition 4), and shadows decay (Definition 6). Then shadows decay
uniformly (Criterion 9).
Note that positive linear progress implies that bounded subsets have asympototic
probability zero (Remark 5). We do not assume the action of G to be acylindrical.
Proof. Hyperbolic geometry step. Recall that we write (w, g)1 to denote
1
2 |w| +
1
2 |g| −
1
2dX(wx0, gx0). As depicted in Figure 7, suppose we are given g, w, h in
G and d > 0 such that
|w| > 2d,(19)
(w, g)1 < d− δ, and(20)
(w−1, h)1 < d.(21)
As in Figure 2, we claim that (wh, g)1 < d.
By G-equivariance of the Gromov product, (w−1, h)1 equals (1, wh)w and so (21)
indeed controls the backtrack at the bottom in Figure 7. Note that equations (20)
and (21) are equivalent to w 6∈ S(g, d− δ) and w−1 6∈ S(h, d), respectively, and that
the claim is equivalent to wh 6∈ S(g, d).
We want to bound how far wh and g can fellow-travel. By the Gromov four-
point condition for hyperbolicity (Figure 4), wh cannot fellow-travel both w and g
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(20)
< d− δ
x0 gx0
(21)
< d
|w|
(19)
> 2d
wx0
whx0
Figure 7. In the geometric step of the proof of Lemma 10, we
assume shadow decay (20, 21) and positive linear progress (19).
Figure 2 depicts the corresponding claim.
x0 gx0
wx0
whx0 is here
not here
not here
Figure 8. Equation (22) means in words that the geodesics be-
tween four points in a hyperbolic space look approximately like a
tree in one of three possible configurations, and so showing that
wh branches off w rules out the case where wh branches off g.
beyond distance (w, g)1 + δ. That distance is in turn bounded (w, g)1 + δ < d by
assumption (20). Putting the two together, we have that
(wh,w)1 or (wh, g)1
(10)
≤ (w, g)1 + δ
(20)
< d.(22)
Therefore if we can show (wh,w)1 > d, then (wh, g)1 must be < d. But by our
other two assumptions (19, 21) and the definition of Gromov product,
(23)
d
(19, 21)
< |w| − (w−1, h)1
= |w| − 12 |w| −
1
2 |h|+
1
2 |wh|
= 12 |w| −
1
2 |h|+
1
2 |wh|
= (wh,w)1.
Therefore (wh, g)1 < d, as claimed.
In words, the calculation in (23) shows that w is too long (19) for the subsequent
short backtrack (21) to cancel out, and thus wh fellow-travels w instead of g. See
also Figure 8.
Probabilistic step. Let ǫ > 0. We claim that we can find sufficiently large real d > 0
and integer k > 0 so that all three equations (19)–(21) hold simultaneously for
w = wk for all g, h in G with probability > 1− ǫ.
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It turns out we must first choose d and then choose k depending on d (hence the
order of quantifiers in Criterion 9). By decay of shadows (Definition 6), we can find
a large real d′ > 0 (depending only on µ and ǫ) so that for all real d ≥ d′, integer
k > 0, and g, h in G, the two events
{(wk, g)1 < d− δ}(24)
{(w−1k , h)1 < d}(25)
each occur with probability greater than 1−ǫ/3.These two events (24) and (25) each
occur when wk and w
−1
k avoid S(g, d − δ) and S(h, d), respectively. Fix arbitrary
d ≥ d′. Now using our zero asymptotic probability hypothesis (Definition 4), we
can find a large integer k′ > 0 (depending on d) so that for all integers k ≥ k′,
the event
A := {|wk| > 2d}
has P(A) > 1 − ǫ/3. Fix arbitrary k ≥ k′. Since (24) and (25) hold for all n ∈ N
and in particular for n = k, therefore for all g, h in G,
B := {(wk, g)1 < d− δ}
C := {(w−1k , h)1 < d}
have P(B) > 1− ǫ/3 and P(C) > 1− ǫ/3. It follows (regardless of dependence) that
the intersection of these events occurs with probability P(A ∩ B ∩ C) > 1 − ǫ, as
claimed. Crucially, d and k do not depend on g or h.
Final step. For all g, h in G, the Gromov product (wkh, g)1 < d whenever the three
events A, B, C all occur (Geometric step), which is more than 1 − ǫ of the time
(Probabilistic step). Therefore wkh 6∈ S(g, d) more than 1 − ǫ of the time, and so
P(wkh ∈ S(g, d)) < ǫ, as desired. 
3.3. Horofunctions. In this section, we use the result of the previous one (Cri-
terium 9) to prove a result concerning horofunctions (Criterium 11). We do not use
hyperbolicity in these remaining Sections 3.3–3.5.
Criterion 11 (Uniformly positive horofunctions). The (G,µ)-random walk wn on
(X, dX , x0) is said to have uniformly positive horofunctions by time n0 in X if for
all n ≥ n0 and all positive t ≤ some t0(n),
supg∈G
(
E
(
e−tρg(wn)
))
< 1.
In other words, E(e−tρg(wn)) ≤ 1− ǫ where ǫ > 0 depends on n and t but not g.
Lemma 12 (cf. [MS, 9.1]). Suppose the (G,µ)-random walk wn on (X, dX , x0) has
exponential tail and is not positive-recurrent (Definitions 3 and 4). Then uniform
shadow decay implies uniformly positive horofunctions (Criteria 9 and 11).
We do not require the action of G to be acylindrical, nor do we require X to be a
priori hyperbolic. However, uniform shadow decay is a consequence of hyperbolicity
by Lemma 10.
The following proof is adapted from Mathieu and Sisto [MS, Theorem 9.1].
Proof. Step Zero. It will help guide the proof to think of the goal as being to show
“Goal”: E(ρg(wn)) > 0.
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Indeed, if the horofounction ρg(wn) for a given g in G and n in N has positive
expectation, then
d
dt E
(
e−tρg(wn)
)
|t=0 = E(−ρg(wn)) < 0,
since ddtE(e
tY )|t=0 = E(Y ) in general.
2 It would then follow that E(e−tρg(wn)) < 1
for sufficiently small t > 0.
For arbitrary g and wn in G,
(26) ρg(wn) ≥ −|wn| always,
since |wn|+ ρg(wn) = dX(x0, wnx0) + dX(wnx0, gx0)− dX(gx0, x0), which is non-
negative by the triangle inequality. Then the strategy for obtaining E(ρg(wn))
positive is to name an event that (1) is highly likely, and (2) implies ρg(wn) is highly
positive. In the event wn lies outside some shadow S(g, d), from the definition of
horofunction and shadow, |wn|−ρg(wn) = 2(wn, g)1 < 2d. So up to some constant d,
(27) ρg(wn) ≈ |wn| when wn 6∈ S(g, d).
The shadow S(g, d) is unlikely to contain wn for large d under the assumption of
shadow decay; however, we will need the stronger property of uniform shadow decay
(obtained from Lemma 10) for the following reason.
Suppose we have a random estimate and event so that ρg(wn) ≥ −(estimate) in
general, and ρ(wn) ≥ (estimate) in the case that the event occurs. Then
ρg(wn) = ρg(wn)(1− 1event) + ρg(wn)(1event)
≥ −(estimate)(1 − 1event) + (estimate)(1event)
where 1event denotes the characteristic function, i.e., the random variable which
takes the value 1 for outcomes (sample paths) in the event and the value 0 otherwise.
Then
E(ρg(wn)) ≥ E
(
(estimate)(21event − 1)
)
= E((estimate)E
(
21event − 1 | estimate)
)
,
since E(Y Z) = E(E(Y Z | Y )) = E(Y E(Z | Y )) for arbitrary random variables Y
and Z. Thus we want to show not only that P(event) is close to 1, but that P(event
| estimate = h) is close to 1 for all h. The former does not suffice because the event
and estimate may be correlated—we do not know a priori that the event is not
somehow less likely when the estimate is large. The latter will give us just enough
independence to establish the lemma.
We will not use |wn| as our estimate, since P(wn 6∈ S(g, d) | wn = h) equals
either 0 or 1 depending on whether or not h is in S(g, d). In other words, we cannot
bound P(wn 6∈ S(g, d) | wn = h) near 1 for all h ∈ G because the estimate |wn|
2 For each g in G and integer n, the real-valued random variable ρg(wn) has a lower bound
(depending on g and n). It follows that e−tρg(wn) has finite expectation for all positive t, inte-
ger n, and g in G. In other words, we get a one-sided moment generating function for free. We
also get a one-sided derivative for each moment generating function E(e−tρg(wn)).
However, since we want to bound the whole family of moment generating functions, it does not
suffice to first differentiate and then bound the derivative E(ρg(wn)). Instead, we must reverse the
order: in Step Three (Estimation) below, we first construct an estimate f(K,N, t) whose expect-
ation bounds E(e−tρg(wn)) from above. Since we assume µ has exponential tail, this f(K,N, t)
will be finite and differentiable with respect to t in an open neighborhood about zero.
We work with e−tρg(wn) instead of etρg(wn) so that our estimates hold for t ≥ 0.
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contains too much information about the event wn 6∈ S(g, d). Hence we pass to an
estimate with less information with the following adjustment.
By the assumption that the (G,µ)-random walk is not positive-recurrent, the
distance |wn| has much greater expectation than |wk| for n≫ k, and so
(28) |wn| ≈ |wk
−1wn|.
Putting (26)–(28) together, the strategy becomes to find d, k so that for all n, g,
ρg(wn) ' −|wk
−1wn| always, and
ρg(wn) ≈ |wk
−1wn| when wn 6∈ S(g, d).
More precisely, let K = |wk|, let N = |wk
−1wn|, and let A = 1{wn 6∈ S(g, d)}. Step
One (Metric Geometry) shows in (33) that
claim:
{
ρg(wn) ≥ −K −N always, and
ρg(wn) ≥ −K +N − 2d when wn 6∈ S(g, d).
Then Step Two (Probability) uses uniform shadow decay to find a sufficiently large
integer k and real d so that (35) for all g in G and n ≥ k,
claim: E(1 −A | N) < 0.01.
Lastly, having fixed such d and k, Step Three (Estimation) constructs in (38) a
random variable f(K,N, t) that is finite in a neighborhood of t = 0 and finds a
constant n0 ≥ k so that
claim:


E
(
e−tρg(wn)
)
≤ E(f(K,N, t)) for all t ≥ 0 and g and n ≥ k,
f(K,N, 0) ≡ 1 for all n ≥ k, and
d
dtE(f(K,N, t))|t=0 < 0 for all n ≥ n0.
Crucially, f(K,N, t) will not depend on g. As depicted in Figure 9, it will then
follow that each n ≥ n0 has some t0(n) such that for all positive t ≤ t0, the family
of moment generating functions is bounded supg E(e
−tρg(wn)) ≤ E(f(K,N, t)) < 1,
as desired.
Step One (Metric geometry). From the definitions of horofunction and shadow,
(29) |wn| − ρg(wn) = 2(wn, g)1 < 2d when wn 6∈ S(g, d).
By the triangle inequality:
|wn|+ ρg(wn) = dX(x0, wnx0) + dX(wnx0, gx0)− dX(gx0, x0) ≥ 0;(30)
K + |wn| −N = dX(wkx0, x0) + dX(x0, wnx0)− dX(wnx0, wkx0) ≥ 0;(31)
K +N − |wn| = dX(x0, wkx0) + dX(wkx0, wnx0)− dX(wnx0, x0) ≥ 0.(32)
Combining equations (29)–(32) we get
(33)
ρg(wn)
(30)
≥ −|wn|
(32)
≥ −K −N always, and
ρg(wn) >
(29)
|wn| − 2d ≥
(31)
−K +N − 2d when wn 6∈ S(g, d).
We will refer to these two bounds −K − N and −K + N − 2d as the “weak” and
“strong” bounds of equation (33), respectively.
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0
t0
E(f(K,N, t))
{E(e−tρg(wn)) : g ∈ G}
1
t0
Figure 9. We bound for all g in G, positive t, and n ≥ k,
E(e−tρg(wn)) ≤ E(f(K,N, t)) in Step Three (Estimation). More-
over, f(K,N, t) is defined without using g, is finite in a neigh-
borhood of t = 0, evaluates to one at t = 0, and has derivative
d
dtE(f(K,N, t))|t=0 that is negative for all n ≥ some constant n0.
It then follows that supg(E(e
−tρg(wn))) ≤ E(f(K,N, t)) < 1 for all
n ≥ n0 and all positive t ≤ some t0(n).
gx0
d
K
wkx0
N
wnx0 worst case given wn 6∈ S(g, d)
x0 K w
k x
0
N w
n x
0
worst case in general
S(g, d)
Figure 10. As an aside, these trees are configurations that mini-
mize ρg(wn) in general and in the case wn 6∈ S(g, d), respectively,
whence an alternate derivation of (33). For example, if the “worst
case in general” geodesic tree depicted connects x0, wkx0, wnx0,
gx0, then ρg(wn) = −K −N by Figure 6. If no such geodesic tree
exists, then ρg(wn) > −K − N. In particular, we do not assume
such geodesic trees exist, and we do not assume X is δ-hyperbolic.
Step Two (Probability). Fix k and d large enough that
P(wkh ∈ S(g, d)) < 0.01 for all g, h in G
using uniform shadow decay, Criterion 9. This explicit 0.01 bound for a single
pair k, d will be good enough for our estimate in (38). Since wk and wk
−1wn are
independent, thus P(wkwk
−1wn ∈ S(g, d) | wk
−1wn = h) < 0.01 for all g, h in G and
n ≥ k. We have defined A = 1{wn 6∈ S(g, d)}, and it follows that
(34) E(1 −A | wk
−1wn) < 0.01 for all g in G and n ≥ k.
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This bound means that no matter what value h the random variable wk
−1wn takes, the
conditional probability P(wn ∈ S(g, d) | wk
−1wn = h) < 0.01. Note that the condi-
tional expectation E(1 − A | wk
−1wn) is a real-valued random variable taking values
in the interval from 0 to 1 depending on the (random) value of wk
−1wn. Equation (34)
bounds the entire range of outcomes for this random variable. We cannot make a
similar bound on E(1−A | wn) because wn contains too much information, and so
conditional expectation E(1 − A | wn) = 1 − A = 0 or 1 depending on whether or
not wn ∈ S(g, d).
Lastly, since N contains strictly less information than wk
−1wn in the sense that N
completely depends on wk
−1wn, thus
(35) E(1 −A | N) = E(E(1 −A | wk
−1wn) | N) < 0.01
for all g in G and n ≥ k.
Step Three (Estimation). To obtain the g-independent bound in Criterion 11, we
must work directly with the moment generating function first before passing to the
first moment.
Recall that K = |wk|, N = |wk
−1wn|, and A = 1{wn 6∈ S(g, d)}. We get to apply
−K +N − 2d < ρg(wn) the “strong” bound in equation (33) for the sample paths
where A = 1. We fall back on the “weak” bound −K −N ≤ ρg(wn) for the sample
paths where A = 0. Hence for all real t ≥ 0, integer n ≥ k, and g in G,
e−tρg(wn)
(33)
≤ e−t(−K+N−2d)A+ e−t(−K−N)(1−A)
= et(K−N+2d) +
(
et(K+N) − et(K−N+2d)
)
(1−A)
= et(K−N+2d) +
(
etN − et(−N+2d)
)
etK(1−A).
This upper bound on e−tρg(wn) means that the horofunction ρg(wn) is no less
than −K +N − 2d, except when wn lies in S(g, d), in which case we must weaken
the bound from −K +N − 2d to −K −N.
Taking expectation of both sides, it follows that for all real t ≥ 0, integer n ≥ k,
and g in G,
(36)
E
(
e−tρg(wn)
)
≤ E
(
et(K−N+2d) +
(
etN − et(−N+2d)
)
etK(1−A)
)
= E
(
et(K−N+2d) +
(
etN − et(−N+2d)
)
E
(
etK(1 −A) | N
))
since E(φ(Y )Z) = E(E(φ(Y )Z | Y )) = E(φ(Y )E(Z | Y )) for any arbitrary function
φ and random variables Y, Z, regardless of dependence. By exponential tail (Def-
inition 3), each term on the right is finite for t in an open neighborhood of zero
depending on (i.e., not necessarily uniform in) n.
We want to apply our Step Two bound (35) to E(etK(1−A) | wk
−1wn). By Cauchy-
Schwarz, the fact that characteristic functions equal their squares, and (35), it
follows that for all real t ≥ 0, integer n ≥ k, and g in G,
E
(
etK(1−A) | N
)C-S
≤
√
E
(
e2tK | N
)
E
(
(1−A)2 | N
)
(35)
≤
√
E
(
e2tK | N
)
0.1
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which, since K and N are independent,
=
√
E
(
e2tK
)
0.1
which, since t and K are non-negative,
≤ E
(
e2tK
)
0.1.(37)
We are looking to bound (36) from above using E
(
etK(1 − A) | N
)
≤ E
(
e2tK
)
0.1,
equation (37). Doing so requires the relevant term in (36) to be non-negative.
Hence we make a technical adjustment, replacing etN − et(−N+2d) with the strictly
larger et(N+2d)−et(−N+2d). Only the latter is non-negative (for t ≥ 0) on all sample
paths. Without this adjustment, the sign and inequality flip for those sample paths
where N is small enough relative to d to make the “weak” bound −K−N stronger
than the “strong” bound −K +N − 2d.
Putting it all together, we find that for all real t ≥ 0, integer n ≥ k, and g in G,
(38) E
(
e−tρg(wn)
)
≤ E
(
et(K−N+2d) +
(
et(N+2d) − et(−N+2d)
)
e2tK0.1︸ ︷︷ ︸
=:f(K,N,t)
)
,
where we can combine in a single expectation all terms and factors by linearity and
independence of K,N repsecitvely. We define the right-hand side of equation (38)
to be our estimate E(f(K,N, t)). Crucially, the random variable f(K,N, t) depends
only on n and t, and does not depend on g.
By construction, E
(
e−tρg(wn)
)
≤ E(f(K,N, t)) for all g, positive t, and n ≥ k.
Also by construction, f(K,N, 0) ≡ 1 for all n ≥ k. As argued in Step Zero and
depicted in Figure 9, all that remains is to find n0 such that for all n ≥ n0,
claim: ddtE(f(K,N, t))|t=0 < 0.
By direct computation from (38), the derivative
d
dtE(f(K,N, t))|t=0 = E(K −N + 2d+ 0.2N)
= E(K − 0.8N + 2d).
Note that for any random variable X, ddt (E(e
tX))|t=0 = E(X).
Recall that d, k are fixed constants. Since limn→∞ E(|wn|) is infinite by as-
sumption that the (G,µ)-random walk is not positive-recurrent (17), thus so is
limn→∞ E(N). Therefore,
d
dtE(f(K,N, t))|t=0 is negative for all n ≥ some suffi-
ciently positive n0. The existence of such n0 establishes the lemma. 
3.4. Progress. In this section, we use the result of the previous one to prove linear
progress with exponential decay for the a-iterated random walk.
We proceed in two steps. First we show that the a-iterated random walk satisfies
a progress condition. Then we show that every (not necessarily Markov) process
that satisfies this condition makes linear progress with exponential decay.
Criterion 13 (Uniformly positive progress). Let Zn be a (not necessarily Markov)
sequence of real-valued random-variables. We say that Zn makes uniformly positive
progress in R to mean that there exist b, ǫ > 0 so that E(e−bZ0) is finite and for
each integer n ≥ 0,
(39) E
(
e−b(Zn+1−Zn) | Zn
)
≤ 1− ǫ almost surely,
3.4 Progress 20
ρ = 0
x0wanx0
wan+ax0
Zn+1 := |wan+a|
Zn := |wan|
Figure 11. Uniformly positive horofunctions means that there
exist a, b, c > 0 such that for all g in G, the expectation
E(e−bρg(wa)) ≤ e−c. No matter where you are at time an, you
expect to escape further from the basepoint a steps later.
where ǫ is not allowed to depend on n. We say that the (G,µ)-random walk wn
makes uniformly positive progress in X if (39) holds for Zn = |wn|.
The left-hand side of (39) is an R≥0-valued random variable taking values de-
pending on the (random) value of Zn. Specifically, the left-hand side is defined to
be the random variable taking the real value E(e−b(Zn+1−Zn) | Zn = ℓ) for the
outcomes where Zn = ℓ. Note that since −b(Zn+1 − Zn) is not strictly positive,
equation (39) is not an exponential tail statement.
Lemma 14 (cf. [MS, 9.1]). Uniformly positive horofunctions by time a for wn
(Criterion 11) implies uniformly positive progress for Zn = |wan| (Criterion 13),
for the same constant a.
As suggested by Figures 1 and 11, the horofunction measures progress. This
lemma shows that uniformly positive horofunctions implies uniformly positive prog-
ress (for the a-iterated random walk).
Having established this lemma, linear progress with exponential decay in X for
the a-iterated random walk will immediately follow, i.e., there exists C > 0 so that
for all n, P(|wan| ≤ n/C) ≤ Ce
−n/C , by Proposition 15 below.
Proof. Suppose the (G,µ)-random walk wn on (X, dX , x0) has uniformly positive
horofunctions by time a. Then we can fix a, b, c > 0 so that for all g in G,
E
(
e−bρg(wa)
)
≤ e−c;
see Figure 11. Since wa and w
−1
anwan+a are identically distributed,
E
(
e−bρg(w
−1
anwan+a)
)
≤ e−c
for all integers n ≥ 0 and g in G. Since w−1an and w
−1
anwan+a are independent,
E
(
e
−bρ
w
−1
an
(w−1anwan+a) | w−1an
)
≤ e−c
for all n ≥ 0. Using the definition of horofunction (12), we can then rewrite
ρw−1an (w
−1
anwan+a) as |wan+a| − |wan|; see Figure 1. Letting Zn := |wan|, we find
(40) E
(
e−b(Zn+1−Zn) | w−1an
)
≤ e−c.
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Since Zn completely depends on w
−1
an , we can take conditional expectation on both
sides and simplify to
E
(
e−b(Zn+1−Zn) | Zn
)
= E
(
E
(
e−b(Zn+1−Zn) | w−1an
)
| Zn
) (40)
≤ e−c.
Thus the Zn := |wan| makes uniformly positive progress in R (Criterion 13). 
Proposition 15. Uniformly positive progress in R (Criterion 13) implies linear
progress with exponential decay in R (Equation 1).
This proposition is a special case of stochastic dominance; see for example Lind-
vall [L2, Chapter III Theorem 5.8]. However, we provide a short direct proof of
Proposition 15 below, for the convenience of the reader.
Recall that although wn is a Markov process in G, the process wnx0 in X and
the process dX(x0, wnx0) in R do not necessarily have the Markov property. Ac-
cordingly, we do not assume the Markov property in this proposition.
Proof. Conditional expectation step. Suppose Zn is a (not necessarily Markov) se-
quence of random-variables that makes uniformly positive progress in R. Then we
can find b, c > 0 so that
E
(
e−b(Zn+1−Zn) | Zn
)
≤ e−c
for each integer n ≥ 0. Since ebZn is completely determined by Zn, we can pull it
out of the expectation, so that for all n,
E
(
e−bZn+1 | Zn
)
≤ e−bZn−c.
Taking expectation on both sides, we obtain that for all n,
E
(
e−bZn+1
)
≤ E
(
e−bZn
)
e−c.(41)
Inductive step. We claim that E(e−bZn) ≤ Le−cn for all n, where L = E(e−bZ0),
which is finite by assumption (Criterion 13). By definition, the claim holds for the
base case n = 0. Now assume for induction that the claim holds for some given
integer n ≥ 0. From (41) we have that E(e−bZn+1) ≤ E(e−bZn)e−c, which by our
inductive hypothesis is ≤ Le−c(n+1). The claim follows by induction. Rewriting,
we have that for each integer n ≥ 0,
(42) E
(
e−bZn+cn
)
≤ L.
Markov inequality step. Recall that for every R≥0-valued random variable Y and
real number ℓ, Markov’s inequality gives P(Y ≥ ℓ) ≤ E(Y )ℓ−1. Hence for all n,
P
(
Zn ≤
cn
2b
)
= P
(
e−bZn+cn ≥ ecn/2
) Markov Inequalityand (42)
≤ Le−cn/2,
and we have shown that the real-valued stochastic process Zn makes linear progress
with exponential decay in R (Equation 1). 
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3.5. Remainders. In this section we prove that linear progress with exponential
decay for the full random walk follows from exponential tail for µ and linear progress
with exponential decay for the a-iterated random walk. The result is a special case
of the following probabilistic fact.
Proposition 16. Suppose Yn has uniformly exponential tail in R (Definition 3),
and suppose Zn makes linear progress with exponential decay in R (Equation 1).
Then the sum Zn + Yn and the difference Zn − Yn both make linear progress with
exponential decay as well.
Note that we do not make any assumptions of independence.
Proof. It suffices to show that −|Yn| + Zn makes linear progress with exponential
decay, since the sum Yn +Zn and difference −Yn +Zn are both ≥ −|Yn|+Zn. Fix
sufficiently large C > 0 and sufficiently small λ > 0 so that
P
(
Zn ≤ n/C
)
≤ Ce−n/C and
E
(
eλ|Yn|
)
<∞
for all n. By Markov’s inequality,
P
(
|Yn| ≥
n
2C
)
= P
(
eλ|Yn| ≥ eλn/(2C)
)
≤ E
(
eλ|Yn|
)
e−λn/(2C).
If one real number is < n2C and another is >
n
C , then their difference is >
n
2C . By
the contrapositive,
P
(
− |Yn|+ Zn ≤
n
2C
)
≤ P ≤
(
|Yn| ≥
n
2C or Zn ≤
n
C
)
≤ E
(
eλ|Yn|
)
e−λn/(2C) + Ce−n/C .
(Note that for arbitrary events, P(A∪B) ≤ P(A)+P(B), regardless of dependence.)
It follows that −|Yn|+ Zn makes linear progress with exponential decay. 
Corollary 17 (cf. [MS, 9.1]). Suppose the random walk wn on X has exponential
tail in X (Definition 3). If the a-iterated random walk wai (Definition 2) makes
linear progress with exponential decay in X (Definition 4), then so does the full
random walk wn.
Proof. Fix the (G,µ)-random walk wn on (X, dX , x0) and a > 0 from the hypothe-
ses. For clarity, we will index the a-iterated walk by i, (wai)i∈N. For each integer
n > 0, write
n := ai(n) + r(n)
where i(n) and r(n) are non-negative integers depending on n such that r(n) ≤ a−1.
Using linear progress with exponential decay (indexed by i), fix C > 0 so that
P(|wai| ≤ i/C) ≤ Ce
−i/C
for all i, where |wai| denotes dX(x0, waix0). For all n ≥ a, we have that n ≤ 2ai(n),
and thus n2a ≤ i(n), and thus
P
(
|wai(n)| ≤
n
2aC
)
≤ Ce−n/(2aC).
This equation holds for all but finitely many n, and so Zn := |wai(n)| makes linear
progress with exponential decay indexed n.
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Since µ has exponential tail in X, thus |wn| has uniformly exponential tail in X ;
see Definition 3. It follows that Yn := |w
−1
ai(n)wn|, which is distributed identically
to |wr(n)|, has uniformly exponential tails as well.
By Proposition 16, the difference −Yn+Zn makes linear progress with exponen-
tial decay in R. Since |wn| ≥ −Yn+Zn by the triangle inequality, hence |wn| makes
linear progress with exponential decay in R. By definition, the (G,µ)-random walk
makes linear progress with exponential decay in X. 
References
[BH] M. R. Bridson and A. Haefliger, Metric spaces of non-positive curvature, Grundlehren
der Mathematischen Wissenschaften, vol. 319, Springer-Verlag, Berlin, 1999. MR1744486
↑5
[G] M. L. Gromov, Hyperbolic groups, Essays in group theory, Math. Sci. Res. Inst. Publ.,
vol. 8, Springer, New York, 1987, pp. 75–263. MR919829 ↑7
[HM] M. Handel and L. Mosher, The free splitting complex of a free group II: Loxodromic outer
automorphisms (June 28, 2016), preprint. arXiv:1402.1886v2. ↑3
[K] V. A. Kaimanovich, The Poisson formula for groups with hyperbolic properties, Ann. of
Math. (2) 152 (2000), no. 3, 659–692. MR1815698 ↑5
[KB] I. E Kapovich and N. Benakli, Boundaries of hyperbolic groups, Combinatorial and geo-
metric group theory (New York, 2000/Hoboken, NJ, 2001), Contemp. Math., vol. 296,
Amer. Math. Soc., Providence, RI, 2002, pp. 39–93. arXiv:math/0202286. MR1921706 ↑6
[L1] G. F. Lawler, Random walk and the heat equation, Student Mathematical Library, vol. 55,
American Mathematical Society, Providence, RI, 2010. MR2732325 ↑1
[L2] T. Lindvall, Lectures on the coupling method, Dover Publications, Inc., Mineola, NY,
2002. Corrected reprint of the 1992 original. MR1924231 ↑21
[M] J. Maher, Exponential decay in the mapping class group, J. Lond. Math. Soc. (2) 86
(2012), no. 2, 366–386. arXiv:1104.5543. MR2980916 ↑1, 8, 10, 11
[LMW] A. Lubotzky, J. Maher, and C. Wu, Random methods in 3-manifold theory, Tr. Mat. Inst.
Steklova 292 (2016), no. Algebra, Geometriya i Teoriya Chisel, 124–148 (Russian, with
English summary). arXiv:1405.6410. MR3628457 ↑3
[MT] J. Maher and G. Tiozzo, Random Walks on Weakly Hyperbolic Groups, Journal fu¨r die
reine und angewandte Mathematik (2016), ahead of print. arXiv:1410.4173. ↑2, 5, 9, 10,
11
[MS] P. Mathieu and A. Sisto, Deviation inequalities and CLT for random walks on acylin-
drically hyperbolic groups (Dec. 10, 2015), preprint. arXiv:1411.7865v2. ↑2, 4, 5, 14, 20,
22
[O] D. V. Osin, Acylindrically hyperbolic groups, Trans. Amer. Math. Soc. 368 (2016), no. 2,
851–888. arXiv:1304.1246. MR3430352 ↑2, 7, 11
[S] S. A. Sawyer, Martin boundaries and random walks, Harmonic functions on trees and
buildings (New York, 1995), Contemp. Math., vol. 206, Amer. Math. Soc., Providence,
RI, 1997, pp. 17–44. MR1463727 ↑8
[T] G. Tiozzo, Sublinear deviation between geodesics and sample paths, Duke Math. J. 164
(2015), no. 3, 511–539. arXiv:1210.7352. MR3314479 ↑2, 8
[W] W. Woess, Random walks on infinite graphs and groups, Cambridge Tracts in Mathemat-
ics, vol. 138, Cambridge University Press, Cambridge, 2000. MR1743100 ↑1, 9
365 Fifth Avenue, New York, NY 10016
