ABSTRACT Enzymatic proteins (EPs) are widely distributed in organisms and cells and implicated in biochemical processes. Without these proteins, most biochemical reactions slowly occur at mild temperatures and pressures in living bodies. Given the wide application of these proteins in drug discovery and disease therapy, they should be accurately identified, but specific methods have yet to be reported to determine EPs from primary sequences. To achieve this, in this paper, we propose a novel method for predicting mammalian EPs. We collect a series of sequence-based features observed in EPs and perform detailed analyses to investigate the intrinsic properties of enzymatic and non-EPs. To remove redundant features and select an optimal feature subset, we introduce Fisher-Markov selector and incremental feature selection. Based on the optimal feature subset, our method achieves the area under the curve values of 0.731, 0.820, and 0.822 on three training datasets using fivefold cross validation. Our strategy also shows a good generalization capability on independent testing datasets. We further compare the differences between our species-specific and universal models, which confirm the effectiveness of introducing the species-specific scheme. We believe that our method is useful for biomedical research on EPs. Our proposed method is implemented in a user-friendly Web server named predict EPs, which is freely available for academic use at
I. INTRODUCTION
Proteins express their functions by interacting with other molecules. Theoretically, most biochemical reactions slowly occur because of low temperature and pressure, which are favorable for survival [1] . Some complicated chemical reactions may require thousands of years to complete. Rapid biochemical reactions can take place because of the existence of enzymes [2] . Enzymes are also called biocatalysts, which exhibit two important characteristics. (i) They can increase the chemical reaction rates without being consumed or altered [3] , and (ii) they retain chemical equilibrium between reactants and products during reactions [4] . Although different enzymes catalyze various types of biochemical reactions, some fundamental principles apply to their underlying mechanisms [4] , [5] . In Fig. 1 , Panels A and B illustrate the general synthesis and decomposition catalyzed by enzymes, respectively. In Panel A, two substrates, which are molecules acted upon by enzymes, initially bind to the cavity region of an enzyme with many possible active sites. The interaction between enzymes and substrates follows a specific lock-andkey model [6] . That is, they fit exactly at the interface. With multiple enzymatic mechanisms, many substrates are synthesized into final products. In Panel B, reactants are decomposed into multiple products through enzyme catalysis.
Enzymes can catalyze more than 5000 various biochemical reactions [7] . Many small biological molecules, such as DNA, RNA and proteins, can serve as enzymes. Among these molecules, the majority are enzymatic proteins (EPs). In cells, hundreds to thousands of various EPs exist, and they determine cellular functions and chemical reactions that they catalyze [8] . EPs also play an important role in biochemical processes, such as food digestion and protein secretion, because they can lower the activation energy of reactions [9] . Different EPs can work together in a specific order to create a highly effective metabolic pathway, in which one EP uses the product of another EP as a substrate [10] . With the help of EPs, cells need a low amount of energy to cause molecules to react and maintain normal cell metabolism. Particularly, EPs function as catalysts without altering the chemical equilibrium between reactants and products [11] .
EPs have been widely used for medical applications [12] . Many drugs or vaccines serve as enzyme promotors or inhibitors, that can increase or decrease the synthesis or analysis rates of proteins [13] . Through this procedure, drugs or vaccines can adjust the level of protein production or alter the body fluid environment to cure diseases [14] .
Advancements in biochemical technologies have provided a large amount of available data. However, specific computational methods have yet to be reported to recognize EPs from primary sequences. Therefore, in this work, we propose a novel method for the identification of mammalian EPs based on primary protein sequences. First, we collect several sequence-based features, including amino acid composition, sequence motifs and physicochemical properties, to encode EPs. We also analyze these features of EPs associated with different mammalian species. Second, we adopt Fisher-Markov Selector [15] and incremental feature selection strategy to choose optimal feature subset. Third, we introduce a species-specific scheme that is more effective than the general scheme. We construct the proposed method as a user-friendly web server freely available at http://www.inforstation.com/webservers/PEP/.
II. MATERIALS AND METHODS

A. BENCHMARK DATASETS
We use 'enzymatic protein' as the key word to search against the UniProt Knowledge Base (http://www.uniprot.org/) and collect 1316 mammalian EPs. Then we randomly extract 8230 negative samples, i.e., non-EPs from mammalian proteins, which are not associated with 'enzymatic protein'. Among the sources of the collected EPs, Homo sapiens (Homo) and Mus musculus (Mus) are the two most prevalent species (486 and 240 respectively). By comparison, the number of other mammalian species is relatively limited. Therefore, we also consider EPs in Homo and Mus and further construct two subsets in this work. We use Blastclust [16] to avoid the influence of redundant homologous proteins and to remove similar proteins with a threshold of 30%. As a result, we obtain 473, 378, and 190 EPs in mammalia, Homo, and Mus, respectively. The corresponding numbers of refined non-EPs are 4906, 4277, and 1277. Note that, some samples may not coexist in the dataset for mammalia and Homo or Mus on the grounds of sequence similarity between different mammalian species. Herein, we randomly select 80% of the EPs and an equal number of the non-EPs to construct the training dataset. We then use the remaining samples for independent testing. Table 1 shows the breakdown of the datasets adopted in this study. Table S8 presents the detailed information on these datasets.
B. SAMPLE FORMULATION AND FEATURE REPRESENTATION 1) FEATURES OF AMINO ACID COMPOSITION
Amino acids are well known as basic protein elements. Some amino acids are either overrepresented or underrepresented in specific proteins. Different amino acid compositions (AAC) determine the structure and function of a protein.
In [17] and [18] , amino acid composition helps to improve the performance of a sequence-based predictor (1).
where a i represents the total number of the i-th type of amino acid in the sequence with the length of L residues. Fig. 2 shows the statistical frequencies of amino acids composition in mammalian EPs and non-EPs. Paired Student's t tests are performed to measure whether differences are significant. Mammalian EPs, which are consistent in Homo and Mus EPs, are generally enriched in aliphatic and aromatic amino acids. Human EPs are also significantly depleted in positively charged amino acids.
2) FEATURES OF SEQUENCE MOTIFS
With evolution, some similarities of proteins belonging to the same family disappear [19] . However, some functiondetermined or structure-determined regions still retain the same attributes that often show specific patterns/motifs. Considering these concepts, we use the features of sequence motifs to reflect the inherited properties of EPs. Herein, we VOLUME 6, 2018 FIGURE 2. Difference in amino acids distribution between EPs and non-EPs in (I) EPs-all, (II) EPs-H and (III) EPs-M. The order is based on the distribution of amino acids in the EPs against non-EPs from enrichment to depletion. '' * '' indicates significant differences (paired Student's t test; p < 0.05), and '' * * '' corresponds to highly significant differences (paired Student's t test; p < 0.01). The detailed occurrence frequencies of amino acids in the three datasets are provided in Table S1 .
introduce information theory [20] to select the most informative motifs (MTF) from EPs against non-EPs. Given a dataset, we calculate its original information entropy (OIE), which can reflect the unpredictability of its information content (2) .
where P (S i ) is the occurrence probability of sequence 'S i '. In the original information system, all of the samples differ significantly and slightly overlap. As a result, the information content is unpredictable. This condition is altered after the dataset is reclassified on the basis of the preset motif ''M''. Therefore, we introduce information gain (IG), which is defined as follows:
where P (S i |M ) represents the samples containing the motif ''M'' and S i |M means the opposite. With a high IG (M ) is, the motif ''M'' effectively helps reduce the unpredictability of the information content. Fig. 3 lists the top 20 calculated informative motifs in three datasets. These motifs are scored according to their ratios of enrichment in positive samples to that in negative samples. To maximize the use of the selected motifs, we encode each of the proteins by using these motifs. Given a query protein, we use a string of 20 bits to encode the features of the sequence motifs. For each position, ''1'' represents the corresponding motif appearing in the protein, whereas ''0'' indicates the opposite.
3) FEATURES OF PHYSICOCHEMICAL PROPERTIES
Previous studies emphasized that the physicochemical properties (PCP) of residues influence the microenvironment of proteins and form various types of protein motion energy, force, and dynamics [21] . In this work, we collect several physicochemical properties, including hydrophobicity (ARGP820101), hydrophilicity (HOPT810101, polarity (ZIMJ680103), polarizability (CHAM820101), solvation free energy (EISD860101), transfer free energy (JANJ790102), graph shape index (FAUJ880101), and flexibility (VINM940101), from amino acid index database [22] . Fig. 4 illustrates the average expression levels of the selected physicochemical properties in EPs against non-EPs on three datasets. The hydrophilicity, solvation free energy, transfer free energy, and flexibility are differently distributed on EPs-all against non-EPs. This result is also consistent with those on EPs-H against non-EPs and EPs-M against non-EPs. Hydrophobic residues are more favored in EPs than in non-EPs. This phenomenon is more obvious in EPs-M . In addition, polar residues are less favored in EPs than in non-EPs.
C. FEATURE SELECTION SCHEME
Although the combination of different feature types can produce relatively improved prediction results compared with those of individual feature types, some potential noisy features may be added. These redundant or relevant features will somewhat inference the quality of the classifier. In this regard, we introduce Fisher-Markov Selector to calculate the best features. In this algorithm, this selector initially computes the correlation coefficients between each feature and sample labels and then ranks the features according to the calculated coefficients. After obtaining the sorted features, we adopt the incremental feature selection strategy to choose the optimal feature subset and add each feature one by one to the sorted feature list to construct a new feature subset. We build and evaluate a classifier for each feature subset. The classifier presenting the most powerful prediction capability is selected as the final predictor. The corresponding feature subset is finally regarded as the optimal feature subset.
D. MODEL CONSTRUCTION AND ASSESSMENT
After obtaining the optimal feature subset, we use a support vector machine (SVM) to train models and perform predictions. SVM is an efficient machine learning algorithm in predicting protein structures and functions. In this study, we adopt LIBSVM 3.20 [23] , select a radial basis function as the kernel function, and use grid search to find the optimal parameters and optimize the SVM model. Fig. 5 shows the flowchart of our proposed method.
Four threshold-dependent indices, namely sensitivity (SN), specificity (SP), accuracy (ACC), and Matthews's correlation coefficient (MCC), are employed to measure the performance of our method. These indices are defined as follows:
where TP, TN, FP, and FN indicate true positives, true negatives, false positives and false negatives respectively. Considering that threshold-dependent indices are sensitive to the setting of thresholds, we also introduce the thresholdindependent area under the receiver operating characteristic (ROC) curve (AUC). AUC=0.5 represents a random predictor. The higher the AUC values are, the more accurate the predictor is. In this work, MCC and AUC are used as the key criteria to assess the predictors.
III. RESULTS AND DISCUSSIONS
A. PREDICTION PERFORMANCE ON BENCHMARK DATASETS
In this work, we consider three types of sequence-derived features. Although the feature analysis can verify the discriminate capability of these features to some extent, whether they are informative in building powerful prediction models VOLUME 6, 2018 is uncertain. To address this issue and to build prediction models, we use different combinations of features. As shown in Table 2 , all three feature types contribute to the identification of EPs and confirm the effectiveness of the proposed features. Among these features, AAC is the most important in the three datasets. The feature achieves the MCC values of 0.328, 0.458, and 0.489 in the three datasets, respectively. The combinations of two features likely increase the prediction performance, and three features provide the best performance. With the combination of three types of features, three models yield MCC values of 0.387, 0.547, and 0.575.
B. PERFORMANCE OF THE FEATURE SELECTION STRATEGY
Although the combination of the three feature types yield promising results, the potential redundant features possibly influence the performance of classifiers. Given this observation, we illustrate the ranked features of correlation coefficients calculated by Fisher-Markov Selector [15] in a descending order (Shown in Table S3 ). Next, we adopt the incremental feature selection strategy to iteratively construct a series of classifiers. For each classifier, the features are added individually from the ranked feature list. Fig. 6 shows the MCC and AUC curves of the classifiers based on different feature subsets on the three training datasets. Specific data are provided in Tables S4-S6 for three datasets repetitively. In general, the curves depict sharp rising trends for the first several feature subsets. Then, the increasing trend slows down until the highest performance is reached. For example, the EPs-all obtains highest MCC of 0.415 based on 34 features. The corresponding AUC value is about 0.741, which is approximately the highest value. Similarly, the classifier 8456 VOLUME 6, 2018 produces the best performance with MCCs of 0.580 and 0.603 for EPs-H and EPs-M , respectively. The corresponding optimum numbers of features are 24 and 36. The detailed information on these optimum features is given in Table S7 .
C. COMPARISON WITH DIFFERENT MACHINE LEARNING ALGORITHMS
In addition to SVM, k-nearest-neighbors (KNN) [24] and random forest (RF) [25] are two widely used machine learning algorithms in bioinformatics. For comparison, we use three classifiers to build models and perform predictions based on the three datasets and the five-fold cross-validation. All of the classifiers are tested using the optimal feature subset. Fig. 7 shows the performance of three well-known classifiers. We empirically reveal that SVM outperforms RF and KNN in the three training datasets. In the EPs-all dataset, the performance of SVM is about 0.04 (or 5.8%) higher than that of RF or KNN. The experiments on EPs-H and EPs-M indicates a similar trend. The structure of RF is relatively more complex than that of SVM. The KNN algorithm is sensitive to the setting of parameters and time-consuming in terms of calculation. Thus, SVM is adopted as the classification engine in this study.
D. ASSESSMENT OF THE PROPOSED SPECIES-SPECIFIC SCHEME
In this study, we introduce a species-specific scheme to build a special model for the identification of two previous EPs. Herein, we assess the species-specific models with traditional models. The experiment is performed in the training datasets by using five-fold cross-validation (Table 3) . When compared with universal model (PEP-all), species-specific models (PEP-H and PEP-M ) all show better performance. In particular, PEP-H yields an MCC of 0.580 and an AUC of 0.827, which are about 0.02 (or 3.6%) and 0.02 (2.7%) higher than those of PEP-all. Such an improvement of the species-specific scheme is attributed to two reasons. First, EPs can be more accurately described by the generated species-specific features than by traditional methods. Second, some potential noisy features may exist in the traditional methods and lead to general results. By contrast, the speciesspecific scheme is featured by the capability of accurately encoding EPs in corresponding species. 
E. EVALUATION THE GENERALIZATION CAPABILITY OF THE PROPOSED METHOD
To assess the generalization capability of the proposed method, we also construct three classifiers, namely, PEP-all, PEP-H , and PEP-M on the training sets and test them on the corresponding testing sets (Table 4) . Traditional PEP-all gives out the MCC of 0.141 and an AUC of 0.707 on the general dataset. The two species-specific predictors PEP-H and PEP-M obtain MCC values of 0.155 and 0.224, the AUC values of 0.722 and 0.783, respectively. To verify the effectiveness of the species-specific scheme, we also evaluate the testing datasets by using our universal predictor (PEP-all).
The results show that the performance of PEP-H or PEP-M is better than that of PEP-all. PEP-H produces 0.034 and 0.35 higher in MCC and AUC than that of PEP-all. The advantage of PEP-M over PEP-all is even more obvious. It achieves 0.074 and 0.053 higher in MCC and AUC.
IV. CONCLUSION
In this work, we develop a novel accurate sequence-based predictor of mammalian EPs. We comprehensively analyze a series of sequence-based features, which are found in EPs.
We then adopt Fisher-Markov Selector and an incremental feature selection to remove redundant features and find the optimal feature subset. Based on the optimal feature subset, we obtain promising results on the training dataset through five-fold cross-validation by using our predictor. We also empirically demonstrate the effectiveness of introducing a species-specific strategy, whose performance is more effective than that of traditional universal method. Our independent test reveals the good generalization capability of our method. This good performance is attributed to two factors: (i) introduction of a species-specific scheme, and (ii) elaborate design of feature selection. We believe that our method can be used for biomedical researchers who are interested in EPs. Table S1 . The distribution of amino acids on three datasets. Table S2 . Top informative motifs of enzymatic proteins against non-enzymatic proteins. Table S3 . Correlation coefficients of different features on three training datasets. Table S4 . Performance of different feature subsets on the training dataset of EPs-all. Table S5 . Performance of different feature subsets on the training dataset of EPs-H. Table S6 . Performance of different feature subsets on the training dataset of EPs-M. Table S7 . The optimum features in three training datasets. Table S8 . The benchmark datasets of this study.
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