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Abstract
This thesis aims at developing a numerical methodology suitable for the direct
numerical simulation (DNS) and large-eddy simulation (LES) of turbulent flows in
order to be used in complex flows, currently encountered in industrial application.
At the same time, the study of such turbulent flows can be an opportunity for gaining
insight into the complex physics associated with them.
To accomplish these goals, the mathematical formulation, conservative spatial
discretization on unstructured grids and time- integration scheme for solving the
Navier-Stokes equations are presented. The spatial discretization proposed pre-
serves the symmetry properties of the continuous differential operator and ensure
both, stability and conservation of the global kinetic energy balance on any grid.
Furthermore, the time-integration technique proposed is an efficient self-adaptive
strategy, based on a one-parameter second-order-explicit scheme, which has been
successfully tested on both Cartesian staggered and unstructured collocated codes,
leading to CPU cost reductions of up to 2.9 and 4.3, respectively.
After presenting the general methodology for computing flows in complex ge-
ometries with unstructured grids, different LES models and regularization models
suitable for these kind of meshes are presented and assessed by means of the analysis
of different flows. First, regularization models are tested by means of the simulation
of different cases with different level of complexity of the mesh. From a structured
grid to a very complex mesh, with zones composed of prism and tetrahedral con-
trol volumes. It has been shown, that regularization models are very dependent
on the quality of the filtering process. Although good results can be obtained with
structured or smooth unstructured meshes, their performance is affected under fully
irregular unstructured grids. A possible remedy to circumvent this issue is also pre-
sented. The main idea is to formulate the C4 model within a LES template. Although
preliminary results are promising, further testing is still required.
After regularization model assessment, LES models are also tested in a natural
convection flow. It is shown that, although first order statistics are well solved for
most of the models tested (with the exception of the Smagorinsky model), QR- and
dynamic-Smagorinsky models present a better prediction of the second-order statis-
tics. However, if CPU time is considered, then QR model is the best alternative as
it is essentially not more complicated to implement in a LES-code than the standard
Smagorinsky model (with Cs constant) and is faster than the dynamic-Smagorinsky
model.
The second part of the thesis is devoted to the study of turbulent flows past bluff
bodies. The cases studied are: the flow past a sphere, the flow past a circular cylinder
and the flow past a NACA 0012 airfoil. All these cases shares some characteristics
encountered in turbulent flows with massive separations, i.e., flow separation, tran-
15
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sition to turbulence in the separated shear-layers and turbulent wakes with periodic
shedding of vortices. However there are intrinsic characteristics of the turbulence in
each of them, which make them interesting for the studying of the turbulence. Fur-
thermore, the results presented for the flow past a sphere at Re = 3700 and 10000,
together with the flow past a NACA 0012 at Re=50000 and AoA = 8◦ are the first
DNS results presented in the literature for both flows.
The study of these cases contributed to shed some light into physics present in
flows with massive separation. For instance, computations of the sphere wake at
Re = 3700 and 10000 allowed to analyse the influence of shear-layer vortices and
vortex shedding process in the wake configuration at these subcritical Reynolds
numbers. The instantaneous analysis of the wake revealed that its structure is quite
similar at both Reynolds numbers, i.e. they exhibit a helical-like configuration due
to the instabilities in the shear layer which occur at random azimuthal positions. In
addition, in the analysis of the spectra at different locations a mechanism through
which low-frequency large-scale flow affects the underlying turbulence and con-
sequently, the wake characteristics is identified. This mechanism is related to the
modulation of the near wake behind the sphere, which causes it shrinkage and en-
largement of the vortex formation region with a very low-frequency.
A similar mechanism is also studied in the flow past a circular cylinder, although
differences between both flows are also observed. Regarding the low-frequency
modulation of the wake of the cylinder, it is measured its value being of fm = 0.0064.
Also two different wakes configurations, as a result of this modulation, are identi-
fied: i) a high-energy mode with larger fluctuations in the shear-layer (Mode H) and
ii) a low-energy mode with weaker fluctuations in the shear layer (Mode L). Further-
more, by means of cross-correlation between the base pressure and the stream-wise
velocity in the wake centerline, it is shown that both variables are negative corre-
lated. As the suction base pressure gets more negative, the stream-wise velocity
increases and as a consequence, the vortex formation zone decreases.
In the last chapter of this thesis, the DNS of the flow past a NACA 0012 airfoil at
Re = 5× 104 and angles of attack of AOA = 5◦, 8◦ are computed. In addition to the
identification of the coherent structures of the flow and the computation of the flow
statistics, the results obtained are used to assess the capabilities of two LES models
for the prediction of flows with massive separation characteristic of many industrial
flows. It is shown that, both models perform quite well being capable of predicting
separation and transition to turbulence, as well as the fully developed turbulence
in the wake. Yet, in coarser grids the VMS-WALE presents a better behaviour than
QR-model. To close the study of suitability of LES modeling of industrial flows, two
more challenging cases at higher Reynolds numbers up to Re = 3×106 and different
AOA are computed. Conclusions drawn from the good results obtained point out
that the use of the conservative formulation presented in this thesis, is one of the
16
Abstract
keys for the success of the SGS models used. This formulation, together with the
use of unstructured grids might be a step towards the use of LES models for solving
industrial flows on complex geometries at high Reynolds numbers.
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Chapter 1
Introduction
1.1 Prologue
Turbulence is the underlying phenomena in many applications in engineering, geo-
physics, astro-physics, weather prediction, etc. Indeed, it is one of the key problems
of classical physics and has been the object of intense research in the last decades.
According to physicist Richard Feynman, it is the most important " unsolved prob-
lem of classical physics“.
In a flow at high Reynolds numbers the non-linearity of the convection process
leads to instabilities which makes the flow unsteady and three-dimensional (even
when subject to two-dimensional and steady boundary conditions). Under these
situations the flow is called turbulent. Some of its properties are: disorder - ran-
dom character (the flow is never reproduced in detail); turbulence is a continuum
phenomenon (the smallest turbulent scales are much larger than molecular scales);
turbulence is diffusive (efficient mixing and efficient transport of mass and momen-
tum) and dissipative (dissipation occurs due to fluid viscosity at the smallest scales);
the motion is always rotational (presence of vorticity distributed continuously but
irregularly).
Turbulent flows are characterised by the wide range of scales, which (roughly
speaking) can be divided into large and small scales. At sufficient high Reynolds
numbers, inertial range scales can also be identified. Large scales contains most of
the energy of the flow and dominate the transport phenomena (momentum, mass,
heat). Contrary to large scales, which are their size is of the order of the flow do-
main, small scales are responsible of the energy dissipation. As aforementioned, if
Reynolds numbers is high enough, inertial scales of a size in between of both range
of scales are also observed.
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Chapter 1. Introduction
Turbulence and Kolmogorov theory
Kolmogorov theory of the inertial subrange is one of the most important contribu-
tions in turbulence physics. Kolmogorov theory (K41) [1] is based on two premises.
The former is that at sufficiently high Reynolds number, the turbulent flow is locally
homogeneous and the latter is that small scale turbulent motions are statistically
isotropic. That is, in isotropic turbulence the average value of any function of the ve-
locity components and their derivatives, defined in relation to a particular reference
system, is unaltered if the reference system is rotated in any manner or reflected in
any plane. This definition of isotropic turbulence as is specified in K41 is somewhat
different than the definition of Taylor [2], in the sense that it is independent of time
(sadistically speaking) and involves also velocity components derivatives.
Under these premises, the first similarity hypothesis of K41 states that: for locally
isotropic turbulence, dissipation scales are uniquely determined by the energy dissipation
rate  and the fluid viscosity ν. From this first similarity hypothesis, Kolmogorov scales
can be derived: the Kolmogorov length scale η ≡ (ν3/)1/4; the velocity scale uη ≡
(ν)1/4 and time scale τη ≡ (ν/)1/2.
The second similarity hypothesis reads (approximately): at sufficient high Reynolds
number, the statistics motions in the inertial subrange are uniquely determined by the quan-
tity of , and do not depend on ν. From this hypothesis is derived the relation for the
second moment of velocity increments, as
DLL(r) ∼ C ( r)2/3 (1.1)
Kolmogorov [3] also derived the so-called Kolmogorov’s 4/5th law for the third-
order structure functions in decaying homogeneous and isotropic turbulence from:
DLLL(r) = −4
5
 r + 6ν
∂DLL
∂r
(1.2)
Kolmogorov argued that in the inertial range the viscous term of equation 1.2 is
negligible, yielding:
DLLL(r) = −4
5
 r (1.3)
The classical interpretation of this non-vanishing third moment is that the energy
flux from large to small scales is uni-directional on average [4].
It follows from the second similarity hypothesis that, in the inertial subrange the
one-dimensional spectrum of energy in the wave number component κ1 is
E(κ1) = Cκ 2/3κ−5/31 (1.4)
This is the well known Kolmogorov −5/3 spectrum, where Cκ named after Kol-
mogorov, is a universal constant which value determined experimentally is Cκ =
20
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0.53 ± 0.055 [5]. Note that for K41 similarity ideas to be applied it is necessary the
existence of an inertial range. The obvious question here is, which is the condition
for the inertial range to exist? Bradshaw [6], from a compilation of several works,
estimated that for Reλ > 100 inertial range might be detected. Here, Reλ is the
Reynolds number defined as a function of the Taylor micro-scale, λ, [2], which in
isotropic turbulence it is derived from:
 = 15ν u′2/λ (1.5)
Later, Dimotakis[7] supported that issue, arguing that a necessary condition for
fully-developed turbulence and the K41 inertial-range existence is the uncoupling of
a range of scales from the large scales, which is accomplished at about Reλ > 100.
1.2 Objectives of this thesis
The numerical simulation of turbulent flows is a powerful tool for investigating and
understanding the turbulence phenomena and shed some light on the physics of tur-
bulent flows such as transitional flows with massive separation, natural and mixed
convection, atmospheric turbulence, among others. The advances in computational
fluid dynamics (CFD) together with the increasing capacity of parallel computers
have made possible to tackle such complex problems by using high performance
numerical techniques such as direct numerical simulation (DNS).
DNS is an important research area in modern CFD. In this sense, DNS has a key
role for improving the understanding of the turbulence phenomena and for using
this technique for the simulation of flows in complex geometries. On the other hand,
results from DNS can be very useful for developing better turbulence models or
for fine tuning existing ones. However, one of the limitations of DNS is that it can
require the use of very large computational resources which increase rapidly with
Reynolds numbers (Re). Hence, DNS is still limited to low-to-moderate Re num-
bers and relative simple geometries. An alternative to DNS is large-eddy simulation
(LES), which are based on computing the large-scales of the flow while modelling
of the smallest ones. In this context, LES models have been proven to yield accurate
results in different kind of flows.
Since now most of the DNSs performed have been restricted to very simple ge-
ometries and academic configurations. The reasons are mainly due to the limited
computational resources and because the standards algorithms used for the largest
DNSs are based on spectral methods that, although they are very efficient, they are
restricted to very simple domains and grid spacings. Considering the actual state-
of-the-art in turbulence modelling and numerical simulations, the main objectives of
this thesis are:
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• To develop a suitable formulation for the DNS of turbulent flows on complex
geometries using unstructured grids
• The use of this formulation might allow the advance in the understanding of
the physics of turbulent flows by means of the numerical simulations of turbu-
lent natural and forced convection
• To contribute to the improvement of these CFD tools and in special subgrid-
scale and regularization modelling of complex flows, by the assessment of the
performance of models suitable for unstructured grids and complex geome-
tries at high Reynolds numbers. This is of importance as modelling of turbu-
lent flows constitute an step towards the simulation of flows encountered in
industrial applications.
To do so, the symmetry preserving discretization formulation proposed by Ver-
stappen and Veldman [8] has been extended to non-structured collocated meshes
and an efficient time-advancement algorithm has been developed. The resulting
code allows the high-performance computing of turbulent problems using millions
of control volumes on parallel computers. Taking in account the ability of unstruc-
tured meshes to create grids around complex geometries, this code is used to sim-
ulate complex fluid dynamics and heat and mass transfer problems of industrial
interest .
1.3 First implementation of the unstructured CFD code
This thesis has been developed within the framework of the collaboration project
between Termo Fluids S.L. and the Heat and Mass Transfer Technological Center
(CTTC).
The Heat and Mass Transfer Technological Center (CTTC) of the Technical Uni-
versity of Catalonia (UPC) is a research group dedicated to academic, research, in-
novation and technology transfer in the heat and mass transfer and fluid dynamic
field, together with their application to thermal systems and equipments. The lab-
oratory is composed by 47 professors and researchers, with all the members of the
staff working full time. CTTC is one of the first research groups member of Techno-
logical Innovation Centers Network by the Spanish Government, and is considered
as a Consolidated Center by the Catalan Government.
Termo Fluids S.L. is a spin-off which was born 6 years ago from members of the
CTTC and, together with CTTC, have a high capacity of simulating thermal systems
and equipment.
The CTTC research activities are focused on one basic research line dedicated to
the mathematical formulation, numerical resolution and experimental validation of
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heat and mass transfer phenomena. Some issues in this line are: natural and forced
convection, turbulence modelling (RANS, LES and DNS), combustion, two-phase
flow, solid-liquid phase change, radiation, porous media, numerical algorithms and
solvers, general purpose CFD codes, high performance computing HPC (parallelisa-
tion), aerodynamics, etc.
A second research line involves the application of the acquired know-how from
the basic studies mentioned above to the thermal and fluid dynamic optimization of
thermal system and equipment (maximum efficiency with a minimum environmen-
tal impact).
Based on the previous experience with CFD modelling (for cite some of them
[9, 10, 11, 12, 13, 14]) and unstructured grids [15, 16] existing at CTTC, an unstruc-
tured methodology was developed. Previous to the actual structure and form of
the present methodology, as described throughout this thesis, a first implementa-
tion was carried out during the first year of this Ph.D.. Although in many aspects it
has been changed and evolved into a more efficient and accurate methodology, it is
the intention of the present section of describing the main features of this early beta
version of the actual methodology.
The main characteristics of this first implementation of the unstructured code
were:
• Full parallel CFD code (automated algebraic domain partitioning) for solving
three-dimensional domains.
• Unstructured mesh (solution on any mixture of tetrahedral, hexahedral, prism
and/or pyramid elements).
• First and second order spatial discretizations
• Finite volume method.
• Steady state or transient laminar and turbulent flows
• Implicit and explicit transient solvers.
• Conjugate heat transfer with a loosely coupled algorithm (possibility of differ-
ent time integration step fluid/solid).
• Local refinement and Laplacian smoother post-processing tools.
In addition to the aforementioned characteristics of the code, different RANS tur-
bulent models were implemented. The use of these models was based on the pre-
vious experiences acquired at CTTC with the use of [9, 10, 13]. The main models
implemented at that time were:
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Figure 1.1: Example of an hybrid RANS/LES mesh for calculating the near-wall
flow
• k − ω models: i) Wilcox [17]; ii) Peng, Davidson and Holmberg [18]; iii) Bred-
berg, Davidson and Peng [19]
• k −  models: i) Ince and Lauder with standard Yap correction [20]; ii)Abe,
Kondoh and Nagano [21]; iii) Goldberg, Peroomian and Chakravarthy [22] ;
iv) RNG-Based k −  (Speziale, Gatski and Fitzaurice) [23].
• Hybrid k−ω/k− models: i) Menter Standard SST Model and Low Reynolds
version of Menter SST Model (Langley) [24]
As an alternative to RANS models, hybrid LES/RANS models were also imple-
mented. The main idea behind this was to take advantage of the RANS models for
approximating the near-wall behaviour, in order to save computational resources,
whereas in the regions off the wall LES models were used (see figure 1.1). The im-
plemented LES/RANS models were:
• Spalart Detached Eddy Simulation Model (One equation Spalart-Allmaras RANS
model [25] coupled with Smagorinsky SGS model [26]) [continuous model]
• Menter Detached Eddy Simulation Model (Menter Standard SST Model cou-
pled with Smagorinsky SGS model) [continuous model]
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• One-Equation SGS Model Yoshizawa [27] with possibility of hybrid LES/RANS
using all linear RANS models [zonal model]
Hybrid LES/RANS models implementation details
The turbulent kinetic energy (k) and vorticity (ω) transport equations read,
∂k
∂t
+
∂
∂xi
(ρuik) =
∂
∂xi
(µeff
∂k
∂xi
) + Pk − ρβk k
3
2
`
(1.6)
∂ω
∂t
+
∂
∂xi
(ρuiω) =
∂
∂xi
(µeff
∂ω
∂xi
) + Pω − ρβωω2 + CD (1.7)
µt = ρCµ`
√
k (1.8)
The turbulence length scale ` depending if the equations works in RANS or LES
mode is evaluated as ` =
√ k
ω
for RANS mode or as ` = CLES4 for LES mode. To
change any generic model from LES to RANS mode it is only required the definition
of a function that switches the turbulence length scale. The standard LES/RANS
switch function are,
` = min(
√ k
ω
,CLES4) (1.9)
` =
√ k
ω
· (F2)− (1 − F2) · (CLES4) (1.10)
being F2 = tanh(max(2
√
k
0.09ωy
,
400ν
y2ω
)2)
The first switch function (equation 1.9) is quite efficient but its main drawback
is that it must be used in a well designed grid. On the contrary, switch function
(equation 1.10) is independent of the mesh design but not as efficient as equation 1.9.
These techniques were used for simulating different industrial applications such
as the air flow in a refrigerated chamber. Different cases were considered. As an
example, an sketch of one of the cases is depicted in figure 1.2.
In addition, the results of the formulation was compared against a published test
in a refrigerated truck container. The experimental and RANS data was obtained
from Moureh & Flick [28]. As indicated in the publication, RANS models are not
capable of predicting the complex flow pattern of this case, specially the rear part re-
circulation. The main objective in this case was to detect how these models were ca-
pable of predicting this kind of flow, very usual in refrigerated chambers/enclosures
(air jets within closed spaces).
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Figure 1.2: Sketch of one of the refrigeration chambers
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Figure 1.3: Flow pattern of the flow in the truck chamber. (top) Experimental
results; (middle) RANS results; (bottom) LES results
The test case defined was a long slot-ventilated enclosure, which was simulated
with a over 0.7M CV using 10 CPUs. For turbulence modelling, the Dynamic Smagorin-
sky SGS Mode was used. The flow pattern obtained and the comparison with the
results of the reference work is plotted in figure 1.3. The comparison shows how the
RANS models do not follow correctly the flow pattern found in experiments. Con-
versely, the LES models used predicts in a very good manner the flow behaviour.
Moreover, the picture for LES is instantaneous (not an averaged one), so the flow
characteristics can be much better understood and studied than using RANS mod-
els, where the variables used are temporal-means. In this particular case, RANS
model were not capable of capturing the recirculation region, while LES reproduced
correctly the flow pattern observed in experiments.
Although these previous results obtained with the unstructured formulation and
turbulence models implemented were very encouraging, deficiencies also emerged.
At that point, and considering other experiences at CTTC with structured grids and
using a symmetry-preserving formulation [29], a new strategy was depicted. That
is, the implementation of a symmetry-preserving formulation in collocated unstruc-
tured grids to be used for the direct numerical simulation (when possible) and large-
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eddy simulation of the turbulent flow encountered in engineering applications.
1.4 Outline of the thesis
As aforementioned, this thesis aims at developing numerical tools suitable for the
direct numerical simulation and large-eddy simulation of turbulent flows in order
to be used in complex flows currently encountered in industrial application. At the
same time, the study of such turbulent flows can be an opportunity for gaining in-
sight into the complex physics associated with them.
To accomplish these goals, the next Chapter is devoted to present the mathemat-
ical formulation, spatial discretization on unstructured grids and time-integration
of for solving the Navier-Stokes equations. The spatial discretization proposed pre-
serves the symmetry properties of the continuous differential operator and ensure
both, stability and conservation of the global kinetic energy balance on any grid. Fur-
thermore, the time-integration technique proposed is efficient self-adaptive strategy,
based on a one-parameter second-order-explicit scheme, which is proven to work
well on both, Cartesian and unstructured grids.
The following Chapter (Chapter 3) is devoted to the detailed description of the
LES and regularization models used throughout this thesis. These models are: the
Smagorinsky model, the dynamic eddy-viscosity model, the wall-adapting eddy dif-
fusivity model, the the wall-adapting eddy diffusivity model within a variational
multi-scale framework, the QR-eddy diffusivity model and Cq regularization mod-
els. After this Chapter, the validity of regularization models is assessed by means
of the study of three different flows: the impinging jet at, the flow past a circular
cylinder and the ahmed car flow in Chapter 4.
After the assessment of the regularization models, in Chapter 5 LES models have
been assessed in a natural convection case: the Rayleigh-Benard convection in a
cylindrical enclosure at Ra = 2× 109. This case has been selected as it is a canonical
case, in which it is well-known the fluid behaves as a quasi-homogeneous turbulent
fluid, specially in the zone near the center of the cavity.
Since now, all the Chapters of this thesis have been dedicated to the description
of the methodology used for the resolution of turbulent flows by means of DNS and
LES and the further assessment of the LES models. The last part of the present thesis
(Chapters 6 to 8) will be devoted to the study of turbulent flows past bluff bodies.
The cases studied are: the flow past a sphere, the flow past a circular cylinder and the
flow past a NACA 0012 airfoil. All these cases shares some characteristics encoun-
tered in turbulent flows with massive separations, i.e., flow separation, transition to
turbulence in the separated shear-layers and turbulent wakes with periodic shed-
ding of vortices. However there are intrinsic characteristics of the turbulence in each
of them, which makes them interesting for the studying of the turbulence.
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In Chapter 6, the turbulent flow past a sphere at two Reynolds numbers in the
sub-critical regime atRe = 3700 and Re = 10000 has been studied. These cases are of
interest, as the wake developed behind the sphere is completely three dimensional
and present a helical-like configuration, which has been the object of many studies
and conjectures about the way it is originated. Thus, particular attention has been
devoted to investigate the shear-layer instabilities and its influence in the vortical
structures, as well as the wake configuration.
In Chapter 7, the flow past circular cylinder at ReD = 3900 is solved by means of
DNS. This case has been object of several experimental and numerical investigations,
but still nowadays there is a large scattering in the average statistics in the near wake.
Thus, attention has been focused on investigate the possible cause of such different
results. To do this, long-term computations of this flow have been performed, which
is by far, as far as the author knowledge is concerned, the largest time integration
statistics computed for this case.
The flow past a NACA 0012 airfoil is studied by means of DNS and LES in Chap-
ter 8. The flow past aerodynamics structures is of interest for many industrial appli-
cations, and it is a quite challenging case. Two angles of attack have been investi-
gated, and the results of the DNS have been used for the assessment of two promis-
ing LES models for computing flows with massive separation. In the reminder of
the chapter, these LES models have been used for computing flows at challenging
Reynolds numbers up to Re = 3 × 106. Closing this thesis, conclusions and further
research work are highlighted.
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Chapter 2
Mathematical formulation and
conservative discretization for
unstructured meshes
Part of the contents of this chapter have been published as:
F. X. Trias and O. Lehmkuhl. A self-adaptive strategy for the time-integration
of Navier-Stokes equations. Numerical Heat Transfer. Part B. Fundamentals
Abstract.
A conservative discretization for unstructured meshes together with an efficient self-adap-
tive strategy for the explicit time-integration of Navier-Stokes equations are presented. The
spatial discretization preserves the symmetry properties of the continuous differential oper-
ator and ensure both, stability and conservation of the global kinetic energy balance on any
grid. In addition, the time-integration scheme proposed is not based on a standard CFL con-
dition as most of the conventional methods found in the literature. Instead, the eigenvalues
of the dynamical system are analytically bounded and the linear stability domain of the time-
integration scheme is adapted in order to maximize the time-step. The method works inde-
pendently of the underlying spatial mesh; therefore, it can be easily integrated into structured
or unstructured codes. The additional computational cost is minimal and a significant in-
crease of the time-step is achieved without losing accuracy. The effectiveness and robustness
of the method are demonstrated on both a Cartesian staggered and an unstructured collocated
formulation. In practice, CPU cost reductions up to more than 4 respect to the conventional
approach have been measured.
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2.1 Introduction
The incompressible Navier-Stokes equations form an excellent mathematical model
of turbulent flows. Unfortunately, attempts at performing Direct Numerical Simula-
tions (DNS) with the available computational resources and numerical methods are
limited to relatively low-Reynolds numbers. Regarding the numerical algorithms,
cost reductions can be achieved by one or more of the following issues: (i) decreas-
ing the number of grid points using high-order schemes [1, 2, 3], (ii) reducing the
computational cost per iteration or (iii) using larger time-steps; all without affect-
ing the quality of the numerical solution. Hereafter, the mathematical formulation,
spatial discretization and time integration scheme used throughout this thesis are
described in detail.
2.2 Finite-volume discretization of the convection-diffusion
equation on general meshes
Tradicionally in CFD&HT community, transport equations are all summarized in the
general convection-diffusion equation [4]. If the dependent variable is denoted by φ,
the general differential equation is
∂(ρφ)
∂t
+∇ · (ρ~vφ) = ∇ · (Γ∇φ) + S (2.1)
where Γ is the diffusion coefficient, and S is the source term.
The four terms in the general convection-diffusion equation are the unsteady
term, the convection term, the diffusion term, and the source term.
Integrating Eq. (2.1) over a general cell volume, and using a first-order time dis-
cretization gives∫
Vc
(ρφ)n+1 − (ρφ)n
∆t
dV +
∫
Vc
∇· (ρ~vφ)n dV =
∫
Vc
∇· (Γ∇φ)n dV +
∫
Vc
Sn dV (2.2)
where superscript n refers to time instant, ∆t is the time step and Vc is the volume
of the cell under consideration.
Assuming the finite-volume hypothesis [5] and the divergence theorem, Eq. (2.2)
can be discretizated as
(ρφ)n+1 − (ρφ)n
∆t
Vc +
∑
f
(ρf~vfφf )
n · ~nfAf =
∑
f
(Γf∇φf )n · ~nfAf + Sn Vc (2.3)
where subscript f refers to cell face, and ~nf and Af are the outward-normal vector
and surface of face f , respectively.
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In the next sections a summary of the numerical approximations used in this
thesis in order to solve equation 2.3 are discussed.
2.2.1 Evaluation of the convection term
The unstructured finite-volume discretization of the convection term, see Eq. (2.3), is
C =
∑
f
ρf~vfφf · ~nfAf =
∑
f
m˙fφf (2.4)
where the mass flow m˙f is interpolated, if a cell-centered formulation is used (collo-
cated mesh), and φf is calculated using a numerical scheme.
There are many different numerical schemes [6]. The simplest numerical scheme
which has good numerical stability properties is the upwind difference scheme (UDS)
that can be evaluated, see Fig. (2.1), by different criterions:
• Criterion UDSa:
φf = φP m˙f ≥ 0
φf = φF m˙f < 0 (2.5)
• Criterion UDSb:
φf = φP +∇φP · ~Pf m˙f ≥ 0
φf = φF +∇φF · ~Ff m˙f < 0 (2.6)
• Criterion UDSc:
φf = φP +∇φP · ~PP ′′ m˙f ≥ 0
φf = φF +∇φF · ~FF ′′ m˙f < 0 (2.7)
All these criterions can can be straightforward extended to other traditional Upwind-
based schemes used in Cartesian meshes (i.e. QUICK, SMART, etc.). For more details
the reader is referred to Pérez-Segarra [6].
Furthermore, similar to the above presented UDS schemes extensions to unstruc-
tured meshes of the classical second order skew-symmetric scheme (SSS) can be also
derived:
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Figure 2.1: Node location for convective criterions.
• Criterion SSSa:
φf = 0.5 · (φP + φF ) (2.8)
• Criterion SSSb:
φf = 0.5 · (φP + φF ) + 0.5 · (∇φP ·+∇φF ·) · ~df (2.9)
where vector ~df has to be numerical determined for each control volume by the
means of a Least Squares technique in order to minimize the symetric part of this the
convective criteria.
2.2.2 Evaluation of the diffusion term
The discretization of the diffusion term using a finite-volume approach, see Eq. (2.3),
is
D =
∑
f
Γf∇φf · ~nfAf (2.10)
Different approaches of the diffusion fluxes are given by Pérez-Segarra [6] for a
generic internal face f of an arbitrary unstructured mesh.
The Direct Gradient Evaluation (Criterion D1), see Fig. (2.2), evaluates the gradi-
ents directly at the desired cell face
D =
∑
f
Γf
(
∂φ
∂n
)
f
Af ≈
∑
f
Γf
φF ′ − φP ′
~PF · ~nf
Af =
∑
f
Γf
φF ′ − φP ′
dPF
Asf (2.11)
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where dPF is the distance between node P and node F , ~sf is a unit vector on the
~PF direction, Af is the cell-face area, Asf = Af/~sf · ~nf represents the surface vector
component on the ~sf direction, and φP ′ and φF ′ are the projections of the nodal
values on the normal surface vector direction ~nf . These values can be estimated
using the gradient at the nodal position
φP ′ ≈ φP +∇φP · ~PP ′ and φF ′ ≈ φF +∇φF · ~FF ′ (2.12)
Figure 2.2: Detail of the geometric parameters for the diffusion evaluation.
2.2.3 Gradient evaluation
Gradient evaluation at the cell centers is required for the discretization of convective
and diffusive terms. Most methods in the literature are based on the Green-Gauss
theorem and least-squares method [6].
Using the Green-Gauss theorem and the midpoint-rule approximation, the gra-
dient at cell P is
∇φP ≈ 1
Vc
∫
Vc
∇φ dV = 1
Vc
∫
Sc
φ dS =
1
Vc
∑
f
φfAf~nf (2.13)
where the cell-face values of the dependent variable φ should be evaluated based on
some kind of interpolation of the nodal values. This method results in a symmetric
gradient operator if the effects of the volume normalization are neglected.
The least-squares method is unrelated to mesh topology, and it is distance weighted.
The gradient is calculated by minimizing the sum of the squares of the differences
of the variable values at a stencil of points and the values obtained at these points
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with linear extrapolation from actual node. The stencil of points usually chosen is
the neighbors of the node where the gradient is evaluated. For more details of the
standard method see Haselbacher [7]. The main down-break of this method is the
lack of symmetry of the resulting gradient operator.
2.3 Discrete Navier-Stokes equations
The divergence form of the incompressible Navier-Stokes equations is
∇·u = 0, (2.14)
∂u
∂t
+∇· (uu) = −1
ρ
∇p+ ν∆u, (2.15)
where u is the velocity, p the pressure and ρ and ν the constant density and kinematic
viscosity, respectively. The finite-volume spatial discretization of these equations on
an general arbitrary mesh scheme, using discrete matrix operators, is written as
Mu = 0, (2.16)
Ω
du
dt
+ C(u)u+ νDu+
1
ρ
Gp = 0, (2.17)
where u and p are the vectors of velocities and pressures. The diagonal matrixΩ de-
scribes the volume of the cells, matrices C(u) and D are the convective and diffusive
operators and matrices G and M represent the gradient and divergence operators.
The discrete conservation properties are related to the symmetries of these ma-
trices as studied in detail by Verstappen and Veldman [8]. Hence, the kinetic energy
is conserved if and only if the discrete convective operator is skew-symmetric, i.e.
the transpose of the matrix is also its negative C(u) = −C(u)∗, and if the negative
conjugate transpose of the discrete gradient operator is equal to the divergence oper-
ator, M = −G∗. On the other hand, since the diffusive terms must be dissipative, the
diffusive operator must be symmetric and positive-definite, i.e. the matrix is equal
to its transpose Dc = D∗c and z
∗Dcz > 0 for all non-zero z.
2.3.1 Collocated mesh scheme
The collocated mesh scheme calculates the velocity and pressure fields at the cen-
troids of the cells, while needs particular interpolations and special velocity fluxes
at faces, in order to minimize the kinetic energy error and conserve mass exactly,
respectively.
38
2.3. Discrete Navier-Stokes equations
The velocity-pressure coupling of the momentum equation, Eq. 2.15, is solved
by means of a classical fractional step projection method along with explicit time-
advancement, written as
un+1 − up = −∆t
ρ
∇pn+1, (2.18)
up = un +∆t [∇· (unun)− ν∆un] , (2.19)
where superscript n refers to time instant, up is the predictor velocity and ∆t is the
time step.
First, the predictor velocity is discretizated by integrating Eq. 2.19 over a cell k
and applying the divergence theorem to its bordering faces, f ∈ F (k), giving
upk = u
n
k +
∆t
Vk
 ∑
f∈F (k)
φnf Uˆ
n
f Af − ν
∑
f∈F (k)
(unnb − unk )
Af
δdf
 , (2.20)
where Vk is the volume of cell k, φf is the convected face velocity, Uˆf = uf · nˆf is the
normal face velocity evaluated by taking the dot product of the mass-conserving face
velocity, uf , and the outward-unit face normal, nˆf , Af is the face surface, subscripts
k and nb refer to the cell itself and the face-neighbor one, and the length δdf is the
normal-projected distance between the centroids of cells k and nb.
Next, taking the divergence of Eq. 2.18, applying the incompressibility condition,
Eq. 2.14, and discretizating over cell k, yields a discrete Poisson equation
∑
f∈F (k)
UˆpfAf =
∆t
ρ
∑
f∈F (k)
(pn+1nb − pn+1k )
Af
δdf
, (2.21)
which solves the pressure field. Then, when the solution of pn+1 is obtained, un+1
results from discretizating Eq. 2.18 over cell k as
un+1k = u
p
k −
∆t
ρVk
∑
f∈F (k)
pn+1f nˆfAf , (2.22)
where pf is the pressure interpolated to face f .
Notice that no specific interpolations for φnf , Uˆ
p
f and p
n+1
f have been explained
yet. In order to fulfill the skew-symmetric conservation requirement of the discrete
convective operator, the convected face velocity is evaluated as φnf =
1
2 (u
n
k+u
n
nb) [8].
On the other hand, the normal face predictor velocity and face pressure are calcu-
lated as Uˆpf =
1
2 (u
p
k + u
p
nb)· nˆf and pn+1f = 12 (pn+1k + pn+1nb ), respectively, to minimize
the kinetic energy conservation error as analyzed by Felten and Lund [9].
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Finally, the evaluation of the normal face velocity, Uˆn+1f needs to be studied in
detail in order to exactly conserve mass. Taking again the divergence of Eq. 2.18 and
discretizating over cell k, gives
∑
f∈F (k)
Uˆn+1f Af −
∑
f∈F (k)
UˆpfAf = −
∆t
ρ
∑
f∈F (k)
(pn+1nb − pn+1k )
Af
δdf
, (2.23)
which can be arranged in the following form
∑
f∈F (k)
[
Uˆn+1f Af − UˆpfAf +
∆t
ρ
(pn+1nb − pn+1k )
Af
δdf
]
= 0. (2.24)
Imposing a more restrictive but easier condition that asks for each face to equal zero,
the following equation is obtained
Uˆn+1f = Uˆ
p
f −
∆t
ρ
(pn+1nb − pn+1k )
δdf
, (2.25)
if the predictor normal face velocity is evaluated as the semi-sum Uˆpf =
1
2 (u
p
k +
upnb)· nˆf , as commented before, and up is substituted using Eq. 2.22, Eq. 2.25 is rewritten
as
Uˆn+1f =
1
2
(un+1k + u
n+1
nb )· nˆf −
∆t
ρ
[
(pn+1nb − pn+1k )
δdf
]
(2.26)
+
∆t
ρ
1
2
 1
Vk
∑
f∈F (k)
pn+1f nˆfAf +
1
Vnb
∑
f∈F (nb)
pn+1f nˆfAf
 · nˆf ,
which is similar to the mass-conserving normal face velocity proposed by Felten and
Lund [9].
2.3.2 Conservation properties
Collocated momentum conservation
Total conservation of momentum is obtained by integrating Eq. 2.15 over the whole
domain, which is transformed to a summation of integrals for each control volume
that form the domain and converted to surface integrals by applying the divergence
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theorem, as previously done for mass conservation, giving
∑
k∈Ω
duk
dt
Vk +
∑
k∈Ω
∑
f∈F (k)
φf UˆfAf (2.27)
= −1
ρ
∑
k∈Ω
∑
f∈F (k)
pf nˆfAf + ν
∑
k∈Ω
∑
f∈F (k)
(unb − uk) Af
δdf
.
Notice that Uˆf , nˆf and (unb − uk) are quantities that present equal values but
with different sign when evaluating them at a face f from two adjacent interior cells.
Hence, interior fluxes cancel out and Eq. 2.27 is evaluated as the summation over
boundary faces, f ∈ F (∂Ω), written as
∑
k∈Ω
duk
dt
Vk +
∑
f∈F (∂Ω)
φf UˆfAf (2.28)
= −1
ρ
∑
f∈F (∂Ω)
pf nˆfAf + ν
∑
f∈F (∂Ω)
(uf − ua) Af
δdf
,
which is a proof of momentum conservation for collocated meshes since it states
that the change in momentum is due only to the fluxes through the boundary of the
domain.
Collocated kinetic energy conservation
In order to investigate the collocated conservation of kinetic energy, the momentum
equation, Eq. 2.15, is discretizated over the whole domain and multiplied by the
velocity vector, u. Then, the resulting equation can be transformed to a summation
of surface integrals for each cell k, written as
∑
k∈Ω
uk· duk
dt
Vk +
∑
k∈Ω
uk·
∑
f∈F (k)
φf UˆfAf (2.29)
= −1
ρ
∑
k∈Ω
uk·
∑
f∈F (k)
pf nˆfAf + ν
∑
k∈Ω
uk·
∑
f∈F (k)
(unb − uk) Af
δdf
,
where the terms from left to right correspond to the time derivative, convection,
pressure and diffusion contributions to the kinetic energy equation.
The detailed analysis of Eq. 2.29 is easier if an important identity involving com-
binations of interpolation and differentiation operators is introduced. The identity
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was first presented by Morinishi et al. [2] and restated in finite-volume form by Fel-
ten and Lund [9]. The relation reads
ϕk
∑
f∈F (k)
ψ¯fQf + ψk
∑
f∈F (k)
ϕ¯fQf =
∑
f∈F (k)
ϕ¯f ψ¯fQf + (ϕkψk)
∑
f∈F (k)
Qf , (2.30)
where ϕ and ψ are two general variables, Qf is a general quantity known on the cell
face (i.e. no interpolation needed) and the upper bars refer to interpolated values.
First, the convective term of Eq. 2.29 is developed by specializing Eq. 2.30 by
taking ϕ = u, ψ = φ and Qf = UˆfAf , evaluating interpolations as semi-summed
variables and using the continuity equation, Eq. 2.14, then, the convective term can
be rewritten as ∑
k∈Ω
uk·
∑
f∈F (k)
φf UˆfAf =
∑
k∈Ω
∑
f∈F (k)
1
2
uf ·φf UˆfAf , (2.31)
where uf and φf are both evaluated as semi-summed adjacent cell velocities, but
the first one is the interpolated face velocity while the second one is the symmetry-
preserving convective scheme.
Second, if the pressure term in Eq. 2.29 is analyzed in a similar fashion by taking
ϕ = u, ψ = p and Qf = nˆfAf , and Eq. 2.26 is used to simplify the expression, the
following relation results
∑
k∈Ω
uk·
∑
f∈F (k)
pf nˆfAf =
∑
k∈Ω
∑
f∈F (k)
pfuf · nˆfAf − δt
ρ
∑
k∈Ω
pk
∑
f∈F (k)
[
(pnb − pk) Af
δdf
]
+
δt
ρ
∑
k∈Ω
pk
∑
f∈F (k)
1
2
 1
Vk
∑
f∈F (k)
pf nˆfAf +
1
Vnb
∑
f∈F (nb)
pf nˆfAf
 · nˆfAf . (2.32)
Finally, noticing that the interior fluxes in Eq. 2.31 and Eq. 2.32 cancel out, Eq. 2.29
can be rewritten as∑
k∈Ω
d(12uk·uk)
dt
Vk +
∑
f∈F (∂Ω)
1
2
uf ·φf UˆfAf = −
1
ρ
∑
f∈F (∂Ω)
pfuf · nˆfAf (2.33)
− δt
ρ2
∑
k∈Ω
pk
∑
f∈F (k)
1
2
 1
Vk
∑
f∈F (k)
pf nˆfAf +
1
Vnb
∑
f∈F (nb)
pf nˆfAf
 · nˆfAf
+
δt
ρ2
∑
k∈Ω
pk
∑
f∈F (k)
[
(pnb − pk) Af
δdf
]
+ ν
∑
k∈Ω
uk·
∑
f∈F (k)
(unb − uk) Af
δdf
,
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which states that in the absence of viscosity (ν = 0) the change in kinetic energy is
due to the fluxes through the boundary of the domain and a kinetic energy error
from the pressure term. This pressure error term arises from the special definition
for the normal face velocity, Eq. 2.26, needed to exactly conserve mass in collocated
schemes. Notice that when using first-order interpolations (semi-summed variables
from adjacent cells) and a symmetry-preserving convection scheme, the kinetic en-
ergy conservation error is minimized.
It is of great interest to evaluate the scaling order of the kinetic energy pressure
error since it can not be eliminated. Looking in detail at Eq. 2.33, it can be shown
that the spatial pressure error scales likeO(∆x2), as deduced by Felten and Lund [9],
while the time pressure error scales as O(∆t), but can be reduced through the use of
gear like time integration schemes, as studied by Fishpool and Leschziner [10] or by
strategies such as those explained in the next section.
This result can be related to the symmetries of discrete operators in the following
way: i) the convective term in Eq. 2.33 presents no kinetic energy error since the con-
vection scheme has been chosen to make the convective operator skew-symmetric,
ii) the need of a special definition for the normal face velocity in order to conserve
mass, Eq. 2.26, makes the divergence-gradient relation, M = −G∗, not true, there-
fore, a pressure gradient error term arises in Eq. 2.33.
2.4 A self-adaptive strategy for the time-integration of
Navier-Stokes equations
Since the pioneering channel flow simulations by Kim et al.[11, 12], DNS simula-
tions of incompressible flows have been usually carried out by means of fractional
step methods together with explicit or semi-implicit time-integration methods. In
their work, they proposed to use a second-order-explicit Adams-Bashforth (AB2)
method for the non-linear convective terms whereas the viscous terms were ad-
vanced in time by a second-order-implicit Crank-Nicolson scheme. Later, a three-
step third-order semi-implicit Runge-Kutta (RK3) scheme was proposed by Le &
Moin [13]. The non-linearity was again treated explicitly, and the Poisson equation
was solved only at the final step to project the velocity vector onto a divergence-
free space. Slightly different variants of the method can be found in [14, 15, 16],
for instance. In short, the RK3 algorithm has three steps and, therefore, it requires
three times more operations (except for the Poisson equation that is solved only in
the last step) to advance to a new time level. To compensate this, stability anal-
ysis leads to significantly larger CFL-numbers [17], that is larger time-steps, com-
pared with the AB2 method; therefore, RK3 method is often the favorite option
(see [18, 19, 20, 21, 22, 23], for example). However, Verstappen and Veldman [1, 3]
43
Chapter 2. Mathematical formulation and conservative discretization for unstructured
meshes
showed that a minor modification respect the original AB2 method may lead to sim-
ilar computational cost than the RK3 method proposed in [13] without affecting the
accuracy. It must be noted that the RK3-based schemes use second-order accurate
implicit methods for the viscous term and, therefore, their overall accuracy is second-
order in time like the AB2-based schemes. Despite the most widespread schemes
are the above-mentioned AB2 (see [24, 25, 26, 27, 28], for instance) and RK3 meth-
ods, other schemes (or variants) have also been used in the context of the numeri-
cal simulation of the unsteady Navier-Stokes equations. In [29], a six-step fourth-
order-implicit Runge-Kutta method in conjunction with several non-linear solvers
was presented. A semi-implicit third-order accurate in time Runge-Kutta scheme
was proposed in [30]; it is based on the original three-step RK3 scheme with one
additional sub-step to achieve a higher-order of accuracy. More recently, in the con-
text of collocated spatial formulations, a third-order-explicit Gear-based scheme was
proposed to mitigate the unwanted spatial oscillations [10].
The performance of an explicit time-integration method basically depends on
three issues: (i) the ability to determine (or bound) the eigenvalues of our dynamical
system in a relatively inexpensive manner, (ii) how this information is used to choose
the ’optimal’ time-step, and (iii) the capability of the time-integration scheme to self-
adapt the stability domain. In this context, an efficient self-adaptive strategy for the
explicit time-integration of Navier-Stokes equations is presented in the framework
of a one-parameter second-order-explicit scheme. Unlike the conventional explicit
integration schemes, it is not based on a standard CFL condition. Instead, the eigen-
values of our dynamical system are analytically bounded and the linear stability do-
main of the time-integration scheme is adapted in order to maximize the time-step.
The method works independently of the underlying spatial mesh; therefore, it can be
easily integrated into structured and unstructured codes. The additional computa-
tional cost is minimal and a significant increase of the time-step is achieved without
losing accuracy. The effectiveness and robustness of the method are demonstrated
on both a Cartesian staggered and an unstructured collocated formulation. In prac-
tice, CPU cost reductions up to more than 4 respect the conventional approach have
been measured on unstructured grids.
2.4.1 Explicit versus (semi-)implicit methods
In the context of DNS of turbulent flows, the computational costs of using an implicit
time-integration method are rather high compared to those of explicit methods [1].
In the latter case, stability condition is always given by a CFL-like criterion; in di-
mensionless variables, it reads
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∆t < Re∆x2 (diffusion), (2.34)
Umax∆t < ∆x (convection). (2.35)
If we then compare the CFL-condition with accuracy requirements, assuming that
the ratios of the smallest length scales, η, (also the smallest time scale, τη) in the flow
to the largest are given by the Kolmogorov scaling law,
1/η ∼ Re3/4le and 1/τη ∼ Re1/2le , (2.36)
where Rele is based on the velocity Ule and length of large eddies, we find that
∆t/τη < (∆x/η)
2 (diffusion), (2.37)
∆t/τη < (Ule/Umax)Re
−1/4
le (∆x/η) (convection). (2.38)
Since for DNS applications (∆x/η) ∼ 1, the time-step of explicit time-integration
methods is usually limited by the convective stability. In general, this discards the
use of implicit schemes for the diffusive terms. Then, the main reasons to rule out an
implicit treatment of the non-linearity are twofold: (i) firstly, for DNS the ∆t/τη must
be kept close to unity, so ∆t cannot be arbitrarily large and (ii) a computationally
expensive non-linear solver would be needed. Hence, in the view of lower costs, a
fully-explicit time-integration scheme has been adopted.
2.4.2 One-parameter second-order-explicit method (κ1L2)
We consider the following one-leg second-order-explicit time-integration scheme
Ω
u
n+κ+1/2
h − un+κ−1/2h
∆t
+ C
(
un+κh
)
un+κh + Du
n+κ
h −M∗pn+1h = 0h, (2.39)
where the off-step velocities are given by
u
n+κ+1/2
h = (κ+ 1/2)u
n+1
h − (κ− 1/2)unh, (2.40)
un+κh = (1 + κ)u
n
h − κun−1h . (2.41)
This time-integration scheme can be viewed as a minor modification of the classical
second-order Adams-Bashforth (AB2) scheme (κ = 1/2). This was already proposed
in [1, 3] in the context of DNS simulations of incompressible flows. The pressure-
velocity coupling is then solved by means of a classical fractional step projection
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method [31]. Shortly, a predictor velocity, uph, is explicitly evaluated without consid-
ering the contribution of the pressure gradient. Then, by imposing the incompress-
ibility constraint, Mun+1h = 0h, it leads to a Poisson equation for p
n+1
h ,
−MΩ−1M∗pn+1h = Muph, (2.42)
that must be solved once each time-step. For further details about the Poisson solver
the reader is referred to [32]. Then, substituting the linear inter/extrapolations for
the off-step velocities into (2.39) yields a family of one-leg methods (so-called be-
cause it uses just one evaluation of the flux per time-step). Hence, the proposed
scheme is controlled by one parameter, κ, that allows to adapt the linear stability
domain to the instantaneous flow conditions in order to maximize the time-step, ∆t.
Hereafter this method is referred as κ1L2.
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
-1.5 -1 -0.5 0
I
m
Re
κ
0.01
0.05
0.15
0.50
1.00
1.50
Figure 2.3: Stability domain of the one-leg method κ1L2 (2.43) for different values
of κ from 0.01 to 1.5. The stability domain is pressed against the imaginary axis
when κ goes to zero
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2.4.3 One-dimensional test problem
Our aim is now to determine κ such that the resulting method possesses the op-
timal region of stability. Since incompressibility constraint is treated implicitly, it
can be discarded from the stability analysis. Thus, we focus on the one-leg scheme
for the simplified, one-dimensional Cauchy problem δtu = f(u). In this case, the
κ1L2 method reads
(
κ+
1
2
)
un+1 − 2κun +
(
κ− 1
2
)
un−1 = ∆tf
(
(1 + κ)un − κun−1) . (2.43)
Then, it is possible to numerically investigate how the stability region of f(·) de-
pends on the value of the parameter control, κ. Illustrative results are shown in
Figure 2.3 for values of κ from 0.05 to 2.0. Note that when κ goes to zero the stability
domain is pressed against the imaginary axis. In the limit κ = 0 (leapfrog scheme),
the stability domain lies in the interval [−i, i]. Moreover, the stability domain also
includes the interval [−4κ/(2κ+ 1), 0] on the real axis. Hence, in the limit κ = +∞,
this interval becomes (−2, 0]. Here, we restrict the method to values κ ≤ 1. In this
way, (i) we keep the function Kopt(ϕ) continuous for the whole range of ϕ ∈ [0, pi/2]
(see Appendix 8.4), (ii) the extrapolation of the off-step velocities in (2.41) do not
fall out of the range [n, n + 1] and (iii) from a practical point-of-view, recalling that
convection usually dominates diffusion in DNS simulations (see Section 2.4.1), the
choice of κmax has no effect on the proposed scheme for the working range of the
phase angle, ϕ (see Figure A.1 in Appendix 8.4).
Thus, knowing the exact location of the eigenvalues (in the stable half-plane) of
our dynamical system, we can choose the optimal value of κ that results with the
stability region that fits better. This allows to use of the largest ∆t possible maintain-
ing all the eigenvalues inside the stability region. For details, the reader is referred
to the Appendix 8.4. However, to apply this method for our problem (2.39), we need
to know (or bound) the eigenvalues of our dynamical system.
2.5 Time-integration of Navier-Stokes equations
A fully-explicit second-order accurate method has been proposed in the previous
section. This method, named κ1L2, makes uses of the eigenvalues of the dynami-
cal system. Then, to apply this method to our problem (2.39), we need to know (or
bound) the eigenvalues of the matrix −(C + D) in a relatively inexpensive manner.
It must be recalled that the diffusive operator, D, remains constant during the simu-
lation; therefore, it needs to be computed only once. On the contrary, the convective
operator, C (uh), depends on the velocity field and needs to be recomputed during
the simulation.
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2.5.1 Eigenvalues of C and D operators
In the Section 2.3.2, we showed that for a proper symmetry-preserving discretiza-
tion, the convective, C, and the diffusive, D, operators must possess the following
properties
C = −C∗ for any uh, provided Muh = 0h, (2.44)
D = D∗ and positive-definite matrix. (2.45)
Thus, their eigenvalues lie on the imaginary and the positive-real axis respectively,
λCk ∈ I and λDk ∈ R+, ∀k = 1 . . .m, (2.46)
where m is the dimension of the discrete velocity vector, i.e. uh ∈ Rm. Note that the
matrix − (C+ D) is regular, because all the eigenvalues lie on the stable half-plane.
Then, the eigenvalues of C and D can be bound by means of the Gershgorin circle
theorem,
∣∣λCk − cii∣∣ ≤∑
j 6=i
|cij | and
∣∣λDk − dii∣∣ ≤∑
j 6=i
|dij | , ∀i, k = 1 . . .m. (2.47)
Then, recalling the skew-symmetry of C (cii = 0, cij = −cji) and the symmetry
(dij = dji) and positive-definiteness (λDk > 0, dii > 0 and dii ≥
∑
j 6=i |dij |) of D in
conjunction with momentum conservation (dii = −
∑
j 6=i dij and
∑
j 6=i cij = 0) the
previous expressions simplify∣∣λCk ∣∣ ≤∑
j 6=i
|cij | and λDk ≤ 2dii, ∀i, k = 1 . . .m. (2.48)
2.5.2 Applying the method to our problem (EigenCD method)
Our dynamical system is governed by the matrix − (C+ D). As the numerical com-
putation of its eigenvalues is not viable in our context we need to bound them. From
the expressions (2.46) follows
max
(
Re(λC+Dk )
) ≤ max ( λDk ) = a, ∀k = 1 . . .m, (2.49)
max
(
Im(λC+Dk )
) ≤ max (∣∣λCk ∣∣) = b, ∀k = 1 . . .m, (2.50)
where the eigenvalues of C and D operators are bound by the expressions (2.48). In
conclusion, the latter expressions bound all the eigenvalues of the matrix − (C+ D)
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Figure 2.4: Stability domain of the one-leg κ1L2 method (2.43) for the optimal
κ = Kopt(ϕ).
in the stable half-plane. Hereafter, this method to bound the eigenvalues of our
dynamical system is referred as EigenCD.
Therefore, we look for stability domains which includes eigenvalues
λ = −∆˜te−iϕ = ∆t (−a+ ib) , (2.51)
that lie on the line x/y = −a/b. Under these conditions we need to solve a maximum
optimization problem for ∆˜t as a function of parameter κ. The idea of the method is
depicted in Figure 2.4. For details see the Appendix 8.4.
This dynamic time-integration method has already been successfully used to per-
form DNS simulations on a Cartesian staggered code [33, 34]. In the previous ver-
sion of the code [25], a standard second-order Adams-Bashforth (κ = 1/2) scheme
together with a classical CFL-based method was being used. In such configura-
tions, the alternative method proposed here leads to time-steps more than two times
greater, that is twice cheaper, without affecting the quality of the numerical results.
However, the benefits of the proposed approach became even more relevant when
the method is applied to an unstructured formulation where CPU cost reductions
up to more than 4 respect the convectional approach have been measured. For a
detailed analysis the reader is referred to Section 2.6. At this point, to understand
better the benefits of the proposed method a further analysis is necessary.
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2.5.3 Comparison with a classical CFL method
Roughly speaking, standard CFL-based methods consist on bounding the time-step,
∆t, by means of expressions (2.34) and (2.35). In practice, to keep them stable a
restrictive criterion is usually imposed, i.e.
∆tCFL = min
(
CDRe∆x
2, CC∆x/Umax
)
(2.52)
where CD, CC . 1 have to be prescribed in advance and a characteristic length, ∆x,
of the control volume needs to be estimated. For moderately skewed grids, such a
method can provide proper bounds. However, for highly skewed grids the time-
step can be clearly under-predicted. It must be recalled that the presence of highly
skewed control volumes is, in general, a common feature for wall-bounded flows.
The main drawbacks of these kinds of methods are twofold. Firstly, the eigen-
values of our dynamical system are not properly bounded by (2.52). Secondly, the
diffusive and convective terms give their bounds for the time-step, ∆t, irrespective
of each other; instead of using the ratio between convection and diffusion to obtain
a better estimation of ∆t (the basic idea is depicted in Figure 2.4). Furthermore, the
method proposed here also adapts the stability domain in order to optimize the ∆t.
Altogether, provides a substantial computational cost reduction compared with the
standard methods.
This can be further analyzed by comparing the performance of both methods as
estimators of the maximum eigenvalues of our dynamical system. Let us consider
first the diffusive terms. In this case, a CFL-based method provides the following
bounds
λDCFL ≤
1
CDRe
max
k
{
1
∆x2k
}
, (2.53)
whereas the approximation given by (2.48) reads
λDEigenCD ≤ −2max
k
{
dk,k
[Ω]k,k
}
with dk,k = − 1
Re
∑
f∈Fc(k)
Af
δnf
, (2.54)
where Fc(k) is the set of faces bordering the cell k. Af and δnf are the area of the face
f and the length between the centroids of adjacent cells c1 and c2, respectively (see
Figure 2.5). A CFL-based method (2.53) makes use of the distance ∆x. In order to
keep the method on the safe side, this is usually set equal to the minimum distance
δnf , i.e. ∆xk = minf∈Fc(k){δnf} (e.g. [35]). As expected, for non-skewed meshes
both approximations provide similar results. To exemplify this, two canonical cases
are compared: a cubical control volume and a regular tetrahedron of edge length
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h. For these cases ∆x becomes ∆xcube = h and ∆xtetra = h/
√
6; therefore, the
eigenvalues are bounded by
λD,cubeCFL ≤
1
CDRe
1
h2
and λD,tetraCFL ≤
1
CDRe
6
h2
, (2.55)
whereas using the approximation given by (2.48) leads to
λD,cubeEigenCD ≤
12
Re
1
h2
and λD,tetraEigenCD ≤
72
Re
1
h2
. (2.56)
Hence, the values for CD that would give the same bounds are the same (CD =
1/12), meaning that both methods perform alike on non-skewed meshes. However,
for highly skewed meshes it can differ substantially. Let us consider a cuboid of
dimensions h × h × ξh. The two limiting situations are ξ  1 and ξ  1. In such
cases, the CFL-based method would provide the following bounds
λD,ξ1CFL ≤
1
CDRe
1
ξ2h2
and λD,ξ1CFL ≤
1
CDRe
1
h2
, (2.57)
whereas for the proposed method they read
λD,ξ1EigenCD .
4
Re
1
ξ2h2
and λD,ξ1EigenCD .
8
Re
1
h2
, (2.58)
leading to equivalent CD values of 1/4 and 1/8, respectively. Hence, a wide range of
values for CD has been obtained (from 1/12 to 1/4). Since in real-world applications
all kinds of control volumes usually co-exits on the same mesh, we conclude that a
CFL-based criterion is not the most appropriate approach to bound the eigenvalues
of the diffusive operator.
The convective terms can be analyzed in the same vein. In this case, the bounds
given by CFL-based method usually read
λCCFL ≤
1
CC
max
k
{
3∑
i=1
|Ui|
∆xi
}
, (2.59)
where the sub-index k has been dropped for simplicity. On the other hand, the ap-
proximation given by (2.48) leads to
λCEigenCD ≤
1
2
max
k
 1[Ω]k,k ∑
f∈Fc(k)
|Uf |Af
 . (2.60)
In the case of Cartesian meshes both approximations provide very similar results.
However, for unstructured meshes the distances ∆xi need to be estimated and,
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therefore, the expression given in (2.59) may become inaccurate. Hence, for the sake
of generality it is preferable to use the expression (2.60).
At this point, it must be noted that the proposed method could also be used
for other discretizations of the convective term. For instance, upwind-like schemes
are also very popular because they are very stable: the convective term introduces
artificial numerical dissipation that systematically damps kinetic energy. In this case,
the non-constant additional dissipation should be added to the viscous dissipation
to bound the eigenvalues of our dynamical system in (2.51). Then, the rest of the
method would remain exactly the same.
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Figure 2.5: Left: face normal and neighbor labeling criteria. Right: definition of
volumes of the face-normal velocity cell.
2.6 Numerical experiments
In this section the performance of the κ1L2 time-integration algorithm (see Sec-
tion 2.4) in conjunction with the analytical method EigenCD (see Section 2.5) to
bound the eigenvalues of our dynamical system is tested by direct comparison with
a standard AB2 scheme together with a CFL criterion. Hereafter, these two methods
are referred as EigenCD+ κ1L2 and CFL+ AB2, respectively. For the CFL criterion,
values of CD and CC are set to 0.2 and 0.35, respectively. These are the values that
were used in the previous version of the code [25].
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Nx Ny Nz ϕ/(pi/2) δtCFL+AB2 δtEigenCD+κ1L2 δtEigenCD+κ1L2/δtCFL+AB2
MeshA 128 338 778 0.072 1.04× 10−4 3.02× 10−4 2.90
MeshB 64 168 338 0.158 4.31× 10−4 1.21× 10−3 2.80
MeshC 32 84 168 0.252 1.80× 10−3 4.69× 10−3 2.59
MeshD 32 56 112 0.408 4.21× 10−3 8.75× 10−3 2.08
MeshE 16 42 84 0.504 6.88× 10−3 1.35× 10−3 1.96
Table 2.1: Tests for the air-filled (Pr = 0.71) differentially heated cavity at Rayleigh number Ra = 3×1010
and height aspect ratio 4. Averaged results correspond to the statistically steady state.
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Figure 2.6: Differentially heated cavity problem. Left: general schema. Right:
Several instantaneous temperature fields. This sequence illustrates the time-
evolution from the initial conditions to the statistically steady-state.
To test the performance of the EigenCD + κ1L2 method two problems models
have been considered. Firstly, a DNS of a buoyancy-driven turbulent flow in an air-
filled (Pr = 0.71) differentially heated cavity has been used (see Figure 2.6, left) to
test the method on a structured Cartesian staggered mesh. The cavity is subjected to
a temperature difference, ∆T = TH − TC , across the vertical isothermal walls while
the top and bottom horizontal walls are adiabatic. Periodic boundary conditions
are imposed in the span-wise x-direction. Finally, the no-slip boundary condition
is imposed on the velocity field at the four closing walls. In Figure 2.6 (right) sev-
eral instantaneous temperature maps corresponding to the DNS at Rayleigh number
Ra = 3 × 1010 (based on the cavity height, Lz) and height aspect ratio Lz/Ly = 4
are displayed. For this case, the reference time is (L2z/α)Ra
−0.5 where α is the ther-
mal diffusivity. This simulation has been carried out using 128 processors on the
MareNostrum supercomputer and a symmetry-preserving fourth-order spatial dis-
cretization [3] on a ≈ 33.7× 106 points mesh (128× 338× 778). This mesh is labeled
MeshA in Table B.1. These new DNS results have provided new insights into the
physics of turbulence and indispensable data for the progress on turbulence model-
ing [36]. Further details and results for this configuration can be found in [33, 34].
Apart from the MeshA, the performance of the method has also been tested on four
coarser meshes (see Table B.1). Notice that these cases are not fine enough to be
considered DNS in the sense that not all relevant turbulent scales can be captured.
Figure 2.7 shows a comparison between the EigenCD + κ1L2 and the CFL + AB2
method. The time-integration method is basically governed by the ratio between
convection and diffusion, tan(ϕ). The initial velocity field is null and therefore, ϕ
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Figure 2.7: Comparison between self-adaptive EigenCD + κ1L2 method and
the standard CFL+ AB2 method. Results correspond to a turbulent differentially
heated cavity at Ra = 3×1010, Pr = 0.71 using meshes MeshA (top left), MeshB
(top right), MeshC (bottom left) and Mesh D (bottom right).
is zero (pure diffusion) at the beginning of the simulations. Then, during the start-
up period diffusion still dominates convection. Eventually, an statistically steady
state is reached and the balance between convection and diffusion depends on the
mesh resolution. In Table B.1, the averaged values of ϕ are shown. Here, (·) rep-
resents the time-averaging within the statistically steady state period. For this test-
case, ϕ ranges from 0.072 (MeshA) to 0.504 (MeshE). For all meshes, the proposed
method clearly outperforms the previous CFL + AB2 method. As expected, the ra-
tio δtEigenCD+κ1L2/δtCFL+AB2 tends to increase for diffusion-dominated simulations
reaching an acceleration of 2.90 for the finest mesh (MeshA).
A second test-case on an unstructured collocated mesh has also been considered.
Namely, a turbulent flow around a NACA 0012 airfoil at Reynolds number 5 × 104
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(based on the free-stream velocity, vin, and the chord length, C) and an angle of at-
tack of 5◦. The computational domain is 0.2C× 20C× 10C in the span-wise, stream-
wise and cross-stream directions, respectively. The airfoil is located at the center of
the domain. At the inflow, a constant velocity profile is prescribed and pressure-
based condition is used at the outflow. Periodic boundary conditions are imposed
in the span-wise direction. Finally, no-slip boundary conditions are imposed at the
surface of the airfoil. Here, the reference time is C/vin. In Figure 2.8 (right) an il-
lustrative instantaneous span-wise vorticity field is displayed. This simulation has
been carried out on a ≈ 17 × 106 points unstructured mesh using 152 processors. It
consists on a 2D unstructured mesh (Mesh2D in Table 2.2) with triangular elements
extruded in the span-wise direction (see Figure 2.8, left). The number of mesh points
in the span-wise direction is denoted by Nx. The ANSYS ICEM CFD package has
been used to generate it. Most of the grid points are clustered around the airfoil in
the region from 1C in front of the leading edge until 5C behind the trailing edge.
This mesh is labeled UMeshA in Table 2.2 and it has been used to computed a DNS
simulation [37]. Moreover, a coarser mesh with ≈ 1.5× 106 grid points has also been
considered (labeled UMeshB in Table 2.2). Figure 2.9 shows a comparison between
the EigenCD + κ1L2 and the CFL + AB2 method for these two meshes. Again,
the proposed method clearly improve the performance of the standard CFL method.
However, it is important to note that in this case the ratio δtEigenCD+κ1L2/δtCFL+AB2
do not increase for the finest mesh. Apparently, this is in contradiction with the
behavior observed for the structured Cartesian mesh. However, for unstructured
meshes the quality of the grid plays an important role for the performance of the
standard CFL methods where bounds given by (2.53) and (2.59) may be very in-
accurate for highly skewed elements. Since the quality of the grid improves when
refining, it justifies the observed behavior. It must be also noted that the performance
of the method ultimately depends on the spatial mesh and the configuration of the
flow. Therefore, these gain factors must be taken as indicative.
2.7 Concluding remarks
An efficient self-adaptive strategy for the explicit time-integration of the Navier-
Stokes equations has been presented. It is based on a one-parameter second-order-
explicit scheme. Firstly, the eigenvalues of our dynamical system are bounded by
means of an ’almost’ inexpensive method. Secondly, the linear stability domain of
the time-integration method is adapted in order to maximize the time-step. To do
so, the control parameter is automatically tuned. The method works independently
of the underlying spatial mesh and, therefore, it is suitable for both structured and
unstructured codes.
The computational cost benefits respect the standard approach have been ana-
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Nx Mesh2D ϕ/(pi/2) δtCFL+AB2 δtEigenCD+κ1L2 δtEigenCD+κ1L2/δtCFL+AB2
UMeshA 64 ≈ 2.65× 105 0.593 4.69× 10−5 1.30× 10−4 2.77
UMeshB 32 ≈ 4.69× 104 0.956 1.61× 10−4 6.86× 10−4 4.27
Table 2.2: Tests for the flow around a NACA 0012 airfoil at Reynolds number 5× 104 and an angle of attack
of 5o. Averaged results correspond to the statistically steady state.
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Figure 2.8: NACA 0012 airfoil. Left: zoom around the airfoil of the unstructured
mesh UMeshB. Right: instantaneous span-wise vorticity field corresponding to the
DNS simulation computed with UMeshA.
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Figure 2.9: Comparison between self-adaptive EigenCD + κ1L2 method and
the standard CFL + AB2 method. Results correspond to the NACA 0012 airfoil
at Re = 5 × 104 and an angle of attack of 5◦ using meshes UMeshA (left) and
UMeshB (right).
lyzed. Since the additional computational cost is minimal, the CPU cost reduction
can be measured in terms of the resulting time-step. The advantage of the proposed
method becomes more significant for highly skewed meshes where the CFL-based
criteria tend to under-predict the eigenvalues of the dynamical system. Such effect
becomes even more relevant on unstructured formulations. In practice, the method
has been successfully tested on both a Cartesian staggered and an unstructured col-
located codes leading to CPU cost reductions of up to ≈ 2.9 and ≈ 4.3, respec-
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tively. Therefore, it constitutes a robust and easy-to-implement approach for the
time-integration of incompressible turbulent flows.
The proposed one-parameter self-adaptive approach can be extended to a mul-
tiparameter method. The essential ideas would remain exactly the same. In this
way, it may lead to larger stability domains and, therefore, larger time-steps without
affecting the quality of the numerical solutions. This is part of our future research
plans.
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Chapter 3
LES and Regularization models
Abstract. Turbulence is present in most engineering flows, and thus is important to be able
to predict the effects of turbulent motion in the design process. Hence, the simulation of
turbulence plays an essential part in most CFD calculations. Due to its complexity, the direct
numerical simulation of most of these flows is far beyond the computer capabilities nowadays
and therefore, some level of modelization is required. In this sense, Large-Eddy Simulations
(LES) and regularization models are different approaches which are playing an important
role in the modelization and understanding of complex industrial flows. In this chapter, the
mathematical description of the main models used in this thesis is described.
63
Chapter 3. LES and Regularization models
3.1 Introduction
The direct resolution of the Navier-Stokes equations for most of the industrial prob-
lems demand a large amount of computational resources, due to the requirement
of solving the smallest scales of the turbulent flow. Thus, Direct Numerical Simula-
tions (DNS) are still limited to low Reynolds numbers and relatively simple geome-
tries. Traditionally, turbulence modelling of industrial flows in complex geometries
have been solved using RANS models and unstructured meshes based solvers. The
lack of precision of RANS models in these situations and the increase of compu-
tational power, together with the emergence of new high-efficiency sparse parallel
algorithms, have made possible the use of more accurate turbulent models such as
Large Eddy Simulation (LES). In LES, the largest-scales of the flow are solved while
the small-scale motions are modeled by means of a subgrid-scale (SGS) model.
Recently, relevant improvements on turbulence modelling based on symmetry-
preserving regularization techniques for the convective (non-linear) terms have been
developed [14]. They basically alter the convective terms to reduce the production
of small scales of motion by means of vortex-stretching and preserving exactly all in-
viscid invariants. To do so, symmetry and conservation properties of the convective
terms must be preserved. These requirements yield a novel class of regularizations
which restrains the convective production of small scales in an unconditional stable
manner, meaning that the velocity cannot blow up in the energy-norm (enstrophy
norm in 2D). The numerical algorithm used to solve the governing equations must
preserve the symmetry and conservation properties too. At this stage, results us-
ing regularization models at relatively complex geometries and configurations are
of extreme importance for further progress.
In the present chapter, the mathematical description of the SGS and regulariza-
tion models used in this thesis is presented. These models used are suitable for
unstructured grids as they do not require of any special near-wall treatment.
3.2 Large-eddy Simulation models
The discretised Navier-Stokes and energy equations can be written as
Mu = 0 (3.1)
Ω
∂u
∂t
+ C (u)u+ Du+ ρ−1ΩGp− f = 0 (3.2)
Ω
∂T
∂t
+ C (u)T + αDT = 0 (3.3)
where u ∈ R3m and p ∈ Rm are the velocity vector and pressure, respectively
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(here m applies for the total number of control volumes (CV) of the discretised do-
main). f = β(T − T 0)g ∈ R3m, ν is the kinematic viscosity, ρ the density, β is
the thermal expansion coefficient and α the thermal difussivity. Convective and
diffusive operators in the momentum equation for the velocity field are given by
C (u) = (u · ∇) ∈ R3m×3m, D = −∇2 ∈ R3m×3m respectively. Gradient and diver-
gence (of a vector) operators are given by G = ∇ ∈ R3m×m and M = ∇· ∈ Rm×3m
respectively.
In the quest for a correct modelling of Navier-Stokes equations (Eqn. 3.1), they
can be filtered spatially as in Large-Eddy Simulations (LES),
Ω
∂u
∂t
+ C (u)u+ νDu+ ρ−1ΩGp− f = C (u)u− C (u)u
≈ −MT (3.4)
Ω
∂T
∂t
+ C (u)T +
ν
Pr
DT −∇ · qrad = C (u)T − C (u) T
≈ −MTT (3.5)
where the last term in both equations indicates some modelisation of the filtered
non-linear convective term. u and T are the filtered velocity and temperature, M
represents the divergence operator of a tensor, and T is the SGS stress tensor, which
is defined as [1],
T = −2νsgsS + (T : I)I/3 (3.6)
where S = 12 [G(u)+G∗(u)], whereG∗ is the transpose of the gradient operator. TT
term is evaluated as in T term, but νsgs is substituted by νsgs/Prt, where Prt is the
turbulent Prandtl (0.4 in this thesis). To close the formulation, a suitable expression
for the subgrid-scale (SGS) viscosity, νsgs, must be introduced.
3.2.1 Smagorinsky model
Smagorinsky [2] proposed the following approach which is an adaptation of Prandtl’s
mixing length theory to subgrid-scale modelling, i.e. eddy viscosity arising in RANS
equations is proportional to a turbulence characteristic scale (the mixing length) mul-
tiplied by a turbulence characteristic velocity. In the same way, Smagorinsky sup-
posed that eddy viscosity is proportional to a subgrid-scale characteristic length l,
and to a characteristic subgrid-scale velocity [3]. Then,
νsgs = (Csl)2 | S | (3.7)
| S | = (2S : S)1/2
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where l is the grid cutting length and Cs is the Smagorinsky coefficient, which may
be tuned so as the model reproduces the energy cascade when simulating isotropic
decay. As it is well known, the value of this coefficient lies in the range between 0.1
and 0.24, depending on the numerical method used to solve the equations. How-
ever, this model is not appropriate in the close vicinity of a solid wall subject to
dominant molecular-viscosity effects. Thus, a near-wall correction is also required.
Traditionally, the well-known Van Driest damping function [4], fVD = 1−exp(−y
+
25
),
is introduced substituting the length scale in Eq. 3.7, i.e.
l → fVDl ≡ (1 − exp(−y
+
25
))l (3.8)
where y+ =
uτy
ν
is the non-dimensional distance to the wall, y is the wall normal
coordinate and uτ is the wall friction velocity.
The use of Van Driests damping function is a strong constraint on the applicabil-
ity of the model to a wide range of engineering flows, because the function is written
using wall-unit coordinates. The identification of the normal distance to the wall (y)
is straightforward in the case of a plane wall and structured meshes, but it is quite
ambiguous near highly curved walls or sharp corners with unstructured meshes.
The other main limitation of this damping function lies in the use of the friction
velocity (uτ ). Near a separation point, the friction velocity vanishes or becomes very
small. This results in inaccurate evaluation of the SGS-viscosity effect, which leads
the model to perform inadequately in these situations.
Thus, in order to widen the applicability of LES to various types of engineering
flows, and for using them on unstructured meshes, it is advisable to look for SGS
models that do not use the wall-unit coordinates. Different proposals can be found
in the literature, e.g. the dynamic subgrid-scale eddy viscosity model [5], the Varia-
tional Multiscale Method (VMS [6]), the wall-adapting local eddy-viscosity method
(WALE [7]), among others. In what follows, a brief mathematical description of some
of these models is given.
3.2.2 Dynamic Eddy-viscosity model
Germano et. al. [5] proposed a methodology to improve the Smagorinsky model by
automatically adjusting the empirical constant Cs at each point in space and time.
This dynamic procedure is based on Germano’s identity, which can be formulated as
follows,
L = Tˆ − T (3.9)
where,
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−MT = C (u)u− C (u)u (3.10)
−MTˆ = C (u)u− C (u)u
−ML = C (u)u− C (u)u
The L tensor can be directly computed from the resolved field. The tensors Tˆ and
T and are the subgrid scale tensors corresponding to the first and second filtering
levels respectively. A major assumption is made for the two SGS tensors, which are
modelled using the same constant Cd, i.e.
T = −2 Cd l2|S| S + (T : I)I/3
Tˆ = −2 Cd lˆ2|S| S + (Tˆ : I)I/3
Substituting these expressions into Germano’s identity, Eqn 3.9, six indepen-
dent equations for the unknown Smagorinsky constant are obtained. The standard
method to solve this over-determined set of equations is to calculate the constant
using a least-squares method, as proposed by Lilly [8]. Thus, could also take nega-
tive or arbitrarily high values. Negative values could be associated with backscatter,
but numerical tests have shown that, unless a special treatment is provided, they
can produce stability problems. Many different procedures have been proposed to
guarantee stable behaviour. In general, they involve averaging the constant of the
subgrid-scale viscosity in space and/or time. When homogeneous direction exists,
space averaging can also be done. In many cases a clipping of the constant is also
performed in order to guarantee a bounded value.
3.2.3 QR eddy-viscosity model
It was proposed by Verstappen [9] and is a SGS model based on the invariants of the
rate-of-strain tensor which is proposed with the following advantages compared to
the classical Smagorinsky formulation:
i) νsgs = 0 in any laminar flow,
ii) νsgs = 0 in any 2D flow,
iii) νsgs ∝ y3 near a wall and,
iv) νsgs → 0 when l ∝ Re−4/3.
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It may be emphasized that the QR eddy-viscosity model is essentially not more
complicated to implement in a LES-code than the standard Smagorinsky model (with
Cs constant). Indeed, the QR-model is expressed in terms of the invariants of the
rate-of-strain tensor and does not involve explicit filtering:
νsgs = (Cqrl)2 r
+
q
(3.11)
Cq∇ = 1
pi
+
1
24
S = 1
2
[G(uc) + G
∗(uc)]
| S | = (2SS)1/2
q =
1
4
| S |2
r = −det S
3.2.4 Wall-adapting eddy viscosity model (WALE)
This model proposed by Nicaud and Ducros [10], is based on the square of the ve-
locity gradient tensor. In its formulation the SGS viscosity accounts for the effects
of both, the strain and the rotation rate of the smallest resolved turbulent fluctua-
tions. In addition, the proporcionality of the eddy viscosity near walls (νsgs ∝ y3) is
recovered without any dynamic procedure,
νsgs = (Cw∆)2 (Vij
′
: Vij
′
)
3
2
(Sij′ : Sij′) 52 + (Vij′ : Vij′) 54
(3.12)
Sij
′
=
1
2
[G(u′c) + G
∗(u′c)]
Vij
′
=
1
2
[G(u′c)
2 + G∗(u′c)
2]− 1
3
(G(u′c)
2
I)
In our studies a value of Cw = 0.325 is used.
3.2.5 WALEmodelwithin a variational multiscale framework (VMS-
WALE)
The variational multiscale (VMS) approach was originally formulated for the Smago-
rinsky model by Hughes [6] in the Fourier space, and is a promising approach for
LES of turbulent flows. In VMS three classes of scales are considered: large, small
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and unresolved scales. If a second filter with filter length lˆ is introduced (usually
called test filter), a splitting of the scales can be performed,
f
′
= f − fˆ (3.13)
where following Vreman [11] notation, f
′
is called the small-scale component, fˆ the
large-scale component and f is the original resolved quantity. Thus, for the large-
scale parts of the resolved u a general governing equation can be derived,
Ω
∂u
∂t
+ C (u)u+ νDu + ρ−1ΩGp− f = − ∂T̂
∂xj
− ∂T
′
∂xj
(3.14)
Inspecting Eqn. 3.14 it is possible to identify T̂ as the subgrid term in the large-
scale equation and T ′ as the subgrid small-scale term. Now, neglecting the effect of
unresolved scales in the large-scale equation (T̂ ≈ 0), we only need to model the T ′ .
In our implementation the small-small strategy is used in conjunction with the WALE
model:
T ′ = −2νsgsSij
′
+
1
3
T ′δij (3.15)
νsgs = (C
vms
w ∆)
2 (Vij
′
: Vij
′
)
3
2
(Sij′ : Sij′) 52 + (Vij′ : Vij′) 54
where Cvmsw is the equivalent of the WALE coefficient for the small-small VMS ap-
proach and in the finite volume context its value lies in the range between 0.3 and
0.5.
3.3 Regularization models
Geurts and Holm [12] regularization approach involves the introduction of a filter
pair (F ,F−1) to fully specify the subgrid model. This modelling strategy has a num-
ber of important benefits, addressing directly the non-linear convective contribu-
tions and requiring no additional external information such as model coefficients.
To illustrate this approach, the pioneering Leray regularization model [13] is con-
sidered. The model replaces convective terms in Eqn. 3.1 by C (uc)u. Thus, the so-
lution is convected with a smoothed velocity. Taking into account this approach, the
model can be written as,
∂u
∂t
+ C (uc)u+ νDu + ρ
−1
Gp = 0 (3.16)
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At this point, Geurts and Holm introduced the inversion operator, u = F−1u, in the
Eqn. 3.16, obtaining the following expression analogous to the LES concept (see Eqn.
3.4),
∂u
∂t
+ C (uc)u+ νDu+ ρ
−1
Gp = C (uc)u−F(C (uc)F−1u) (3.17)
Thus, an equivalent SGS stress (T ) can be obtained from,
−MT = C (uc)u−F(C (uc)F−1u) (3.18)
This model requires the explicit application of both F and F−1. As a conse-
quence, some technical difficulties arising from the reconstruction of an accurate
inverse operator F−1 appear. In addition to this problem, Geurts and Holm also
reported that the model does not provide sufficient smoothing and leads to unstable
LES on coarse grids at high Reynolds numbers.
A solution to these problems has been raised recently by Verstappen [14]. First,
the use of the F−1 is not necessary if Eqn. 3.16 is solved directly. On the other
hand, the unstable behaviour of the Leray model may be related with the fact that
this model does not conserve all the inviscid invariants (kinetic energy, enstrophy
in 2D and helicity in 3D). Verstappen proposed to approximate the convective non-
linearity in such a manner that the symmetry properties that form the basis for the
conservation of the inviscid invariants are preserved and, at the same time, the pro-
duction of small scales is restrained.
These criteria yield the following class of regularizations [14],
C2(u,v) = C (u)v (3.19)
C4(u,v) = C (u)v + C (u) v′ + C (u′) v (3.20)
where the prime indicates the residual of the filter, i.e. u′ = u − u, which can be
explicitly evaluated, and (·) represents a normalised self-adjoint linear filter. The
difference between Cq(u,u) and the original C (u)u is of the order q (where q =
2, 4, ...) for symmetric filters with filter length .
The approximations Cq(u,v) are stable by construction, meaning that convective
terms do not contribute to the evolution of |u|2. Hence, the evolution of |u|2 is
governed by a dissipative process. Therefore, replacing the convective term in the
Navier-Stokes equations by the O(q)-accurate smooth approximation, the partial
differential equations to be solved are,
Mu = 0 (3.21)
∂u
∂t
+ Cq(u,u) + νDu+ ρ−1Gp = 0 (3.22)
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Note that Cq approximations are also skew-symmetric operators, as the original con-
vective operator. Therefore, the same inviscid invariants characteristics of the orig-
inal Navier-Stokes equations (kinetic energy, enstrophy in 2D and helicity) are pre-
served for the new set of partial differential equations [14].
3.4 Choice of the filter type
Since Cq-regularization governing equations, Eqn. 3.22, are formally derived apply-
ing a low-pass filter to Navier-Stokes equations, it can be argued that its performance
will be directly dependent of this filtering procedure. Furthermore, the properties of
discrete filters can significantly differ from those of continuous filters, which are the
basis of the theoretical analysis. In this section, the main properties of the filters for
unstructured meshes for preserving both, the symmetry and the conservation prop-
erties (inviscid invariants).
3.4.1 Discrete filters
In order to ensure all the symmetry and conservation properties, the Cq-regularization
needs a normalised self-adjoint filter, thus
ΩF = (ΩF)∗ (3.23)
F1 = 1 (3.24)
where Ω is the volume. In other words, it is assumed that the filter has the following
properties: (i) symmetry (see Eqn. 3.23), (ii) a constant velocity vector is unaffected
by the filter (see Eqn. 3.24), and (iii) it reduces the high-frequency components of the
discrete velocity vector u.
On the other hand, and similar to LES, the filter needs some extra properties for a
correct treatment of the modified Navier-Stokes equations. In general terms, a suit-
able Cq-regularization filter has to commutate with the addition. Given two functions
ϕ and ω, this means that ϕ+ ω = ϕ + ω. The filter has also to commutate with the
differentiation, i.e.
∂ϕ
∂xi
=
∂ϕ
∂xi
. Commutation with the addition property is automat-
ically verified independently of the choice of the filter kernel, as the filters are linear
operators. Unfortunately, this is not true for the differentiation operations when the
filter width is not uniform. Since unstructured meshes rarely satisfy smoothness
constrains on the grid spacing, the assumptions that the operations of filtering and
differentiation commute may be violated even away from the walls.
Haselbacher and Vasilyev [15], proposed a methodology that allows to construct
commutative discrete filters on unstructured meshes. Its key concept is that the filter
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weights exhibit vanishing moments. The larger the number of vanishing moments,
the higher the order of commutation error. The filter is based on the classical least-
squares gradient reconstruction method developed by Barth [16]. This method is
based on approximating the variation of the dependent variable φ along an edge
linking points 0 and i by truncated Taylor series. That is, for a 1D linear approxima-
tion,
φi = φ0 +∆x0i
∂φ
∂x
, i = 1, ..., n (3.25)
where n is the number of neighbours of the point 0. The application of Eqn. 3.25 to
a set of selected points gives a linear system of equations for the derivatives at point
0. Finally this set of equations can be written as an overdetermined system of linear
equations,
Ax = b (3.26)
The algebraic solution of Eqn 3.26 can be obtained evaluating the Moore-Penrose
pseudo-inverse of A,
xˆ = (A∗A)−1A∗b = A+b (3.27)
where A∗ is the transpose of A and A+ is the pseudo inverse. Since this system of
equations is relatively small, a direct method can be used. The advantage of this
filter is that it is truly constructed in three dimensions and no transformation from
physical to computational space is required.
The least-squares gradient reconstruction method can be turned into a filtering
method by modifying Eqn. 3.25. Thus, in one dimension, the general reconstruction
equation for a second-order filter is,
φi = φ0 +∆x0i
∂φ
∂x
+
∆x20i
2!
∂2φ
∂x2
, i = 1, ..., n (3.28)
where n is the number of points of the stencil used by the filtering method and φ0 is
the filtered value at point 0. In three dimensions the number of terms in the Taylor
expansion for this second-order filter grows rapidly,
φi = φ0 + ∆x0i
∂φ
∂x
+∆y0i
∂φ
∂y
+∆z0i
∂φ
∂z
+
1
2!
∆x20i
∂2φ
∂x2
+
1
2!
∆y20i
∂2φ
∂y2
+
1
2!
∆z20i
∂2φ
∂z2
+
2
2!
∆x0i∆y0i
∂2φ
∂x∂y
+
2
2!
∆x0i∆z0i
∂2φ
∂x∂z
+
2
2!
∆y0i∆z0i
∂2φ
∂y∂z
, i = 1, ..., n (3.29)
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Then, φ0 can be written in terms of φi. Therefore, it is possible to evaluate the least-
squares reconstruction filter as any other standard convolution filter,
φ0 =
n∑
i=1
wiφi (3.30)
where the discrete filter weights, wi, can be evaluated from the first row of the
pseudo inverse matrix A+. More algebraically, Eqn 3.30 can be written as,
φ = Fφ (3.31)
where F is the filter matrix, φ the original scalar field, and φ the filtered field. Thus,
only a matrix-vector product is needed to evaluate the filtered field (see Eqn. 3.31).
Note, that the evaluation of the filter weights, wi, is a pre-processing step and its
influence on the global computational time is minimum.
The least-squares reconstruction filter proposed by Haselbacher and Vasilyev
[15], conserves the commutative property, but unfortunately, it is not a self-adjoint
filter, i.e. the filter is not symmetric. Thus, it is not a good candidate to be used
in conjunction with the Cq-regularization approximations, since the skew-symmetric
property of the convective operator may be lost. A possible solution to this problem
is to force numerically the properties described in Eqns 3.23 and 3.24. This can be
easily achieved, since the symmetry of the filter matrix can be forced algebraically,
Fsym = 1
2
(F∗ + F) (3.32)
And the normalisation of Fsym can be forced altering its diagonal.
The method of manufactured solutions (MMS) has been applied to test the least-
squares reconstruction filter (LSRF) and its symmetrical variant (Symmetric LSRF).
The ANSYS ICEM CFD package has been used to randomly generate 500 unstruc-
tured grids, in a hexahedral domain, with tetrahedral elements of a minimum aspect
ratio of 0.3. The selected average mesh size, h, goes from 0.02L up to 0.5L (where L
is a side of the hexahedral domain). On each of these meshes, the truncation error
on the filtering stage has been evaluated for the two filters as
E =‖ φref − φ ‖∞ (3.33)
where φref is the analytical result.
In Fig. 3.1, the truncation error versus the average mesh size is plotted. The
lines of slope 3.09 and 1.67 are the least-squares fitting of the truncation error for the
LSRF and the Symmetric LSRF filters, respectively. Evaluating the order of accuracy
of both filters, it is clear that the Symmetric LSRF is not working as expected. This
behaviour may be related to the aforementioned method of forcing the symmetry
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Figure 3.1: Truncation error, E =‖ φref − φ ‖∞, versus average mesh size, for
the LSRF and the Symmetric LSRF. Results are plotted in a log-log scale.
of the filter a-posteriori. This global operation breaks all the local properties of the
original LSRF filter (note that the original LSRF has an approximate order of accuracy
of 3).
This study shows the difficulties of constructing an accurate symmetric filter, i.e.
minimising both, the local truncation and commutative errors, using Taylor series.
Commutative and symmetry properties are strongly related but they act differently.
While the first one is a local relationship, the second one is a global property. Thus, it
is difficult to change a filter focused at the local character of the commutative prop-
erty such as the LSRF, in order to became symmetric. It is more advisable to seek a
filter that takes this two properties as a whole from the scratch. Furthermore, in the
Cq-regularization context, the symmetry property seems to be more important than
the commutative property. Thus, in this work, the LSRF and its symmetric version
are not used. The first one because it is not symmetrical and the second one due to
its lack of precision.
3.4.2 Differential filters
Another class of well-known LES filters are the differential filters [17, 18]. The subset
of differential filters are obtained when the convolution kernel is taken equal to the
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Green’s function associated to an inverse linear differential operator. These filters
are symmetric can be used with unstructured meshes. In this work, two of them are
used: a differential Helmholtz filter and a second order Gaussian filter.
The Helmholtz filter is based on the elliptic differential operator:
F−1u = (I− α2kLc)u = u (3.34)
where F−1 is the inverse of the filter transfer function and Lc is the Laplace operator.
Fixing αk as an isotropic case (αk = α), Eqn. (3.34) becomes the inverse operator of
the differential (or Helmholtz) filter proposed by Germano [17].
The second filter is a non-uniform Laplace filter based on a Gaussian filter, which
is always self-adjoint. The second-order term in the Taylor expansion of Fu for a
Gaussian convolution filter is the Laplace operator [19]:
Fu = (I+ 
2
24
Lc)u = u (3.35)
These filters are normalised, conservative and also self-adjoint. However, the
commutation property is not guaranteed (for general meshes). Notice that both, the
elliptic filter and the Gaussian filter can be discretised in an identical manner than
the diffusive term in Navier-Stokes equations. In both filters, the grid cutting length
is evaluated using Deardorff’s proposal [20]. This method is the most widely used
today. It consists of evaluating the grid cut-off length as the cube root of the volume
Ω of the cell. Thus, if the ratio of the filter cut-off length , to the grid cutting length
l (e = /l) is fixed, it is possible to evaluate the volume of the filtering cell.
3.5 Concluding remarks
Different LES model which might be suitable for unstructured grids have been pre-
sented. The performance of these models will be discussed in further chapters. In
addition, regularization models have been also presented. This kind of models are
directly dependent on the filtering procedure, i.e. in order to preserve symmetry and
conservation properties the Cq-regularization models need normalised self-adjoint
filters. Thus, special attention to the different filters to be used has been paid.
The influence of the filter on the modelling has been analysed by means of a
detailed study of the properties of standard filters for unstructured grids. It has been
shown, that filters based on least-squares minimization procedures are not suitable
for regularization models since they are not symmetrical. Furthermore, it has also
been proven that it is not possible to force their symmetry because this operation
breaks the local properties of the original least-squares reconstruction filter.
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Chapter 4
Assessment of the
Symmetry-Preserving
Regularization model on
complex flows using
unstructured grids
Most of the contents of this chapter have been published as:
O. Lehmkuhl, R. Borrell, I. Rodríguez, C.D. Pérez-Segarra and A. Oliva.
Assessment of the Symmetry-Preserving Regularization model on com-
plex flows using unstructured grids. Computer & Fluids, 60:108–116. 2012.
doi:10.1016/j.compfluid.2012.02.030.
Abstract. The assessment of regularization models on unstructured meshes is carried out by
means of three different test cases. The cases are: the impinging jet flow, the flow past a circu-
lar cylinder and a simplified Ahmed car. The properties of the filters and their performance
on general unstructured meshes have also been considered. A detailed analysis considering
the Gaussian and the Helmholtz differential filters is presented. It has been shown that the
model degrades as the meshes used are less homogeneous due to the loss of quality in the
filtering process.
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4.1 Introduction
Traditionally, turbulence modelling of industrial flows in complex geometries have
been solved using RANS models and unstructured meshes based solvers. The lack
of precision of RANS models in these situations and the increase of computational
power, together with the emergence of new high-efficiency sparse parallel algo-
rithms, have made possible the use of more accurate turbulent models such as Large
Eddy Simulation (LES). Recently, relevant improvements on turbulence modelling
based on symmetry-preserving regularization techniques for the convective (non-
linear) terms have been developed. They basically alter the convective terms to re-
duce the production of small scales of motion by means of vortex-stretching and pre-
serving exactly all inviscid invariants. To do so, symmetry and conservation prop-
erties of the convective terms must be preserved. These requirements yield a novel
class of regularizations which restrains the convective production of small scales in
an unconditional stable manner, meaning that the velocity cannot blow up in the
energy-norm (enstrophy norm in 2D). The numerical algorithm used to solve the
governing equations must preserve the symmetry and conservation properties too.
At this stage, results using regularization models at relatively complex geometries
and configurations are of extreme importance for further progress.
The main objective of the present paper is the assessment of regularization mod-
els on unstructured meshes. Three different test cases have been studied: the imping-
ing jet flow, the flow past a circular cylinder and a simplified Ahmed car. The prop-
erties of the filters and their performance on general unstructured meshes have also
been considered. A detailed analysis considering the Gaussian and the Helmholtz
differential filters is presented. Hereafter, the performance of the presented regular-
ization methodology on unstructured meshes is investigated by means of three dif-
ferent test cases: i) the impinging jet flow at ReB = 2×104, ii) the flow past a circular
cylinder at ReD = 3900, and iii) the flow over an Ahmed car at ReH = 7.68 × 105.
All the results presented have been obtained with the C4 approximation.
4.2 Numerical results
4.2.1 Impinging Jet Flow at ReB = 2× 104
Turbulent impinging jets have been the subject of many experimental research works
[1, 2] and numerical investigations using RANS based models [3, 4]. However, they
have been less studied by means of DNS or LES models [5]. The test case here pre-
sented consists of a plane turbulent impinging jet in a confined space. Numerical
computations are carried out for a moderate Reynolds number of 2× 104 (defined in
terms of the nozzle width B) and an aspect ratio H/B = 4, where H is the height of
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Figure 4.1: (top) Impinging jet geometry. (bottom) Mesh of the plane for m1.
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the domain (see Fig. 4.1).
The computational domain is a rectangular box of dimensions Lx ×H × Lz . The
nozzle is centred in the upper boundary of the computational domain. The inlet ver-
tical velocity (Uref ) is obtained from the Reynolds number value. No-slip conditions
are imposed at solid walls. At the outflow, a pressure-based boundary condition is
prescribed. Periodic boundary conditions are used in the spanwise direction.
Considering the geometry of the computational domain, an hexahedral unstruc-
tured mesh is used, being more concentrated in the region near the impingement
wall and coarse toward the exit and the center of the channel. In order to evaluate the
accuracy of the symmetry-preserving formulation, two different grids are used. The
first one is a coarse grid (m1) of 11136 control volumes (CV) (50×24×8 nodes in x-,y-
and z-directions respectively), while the second one is a medium sized grid (m2) of
94080 CV (120× 49 × 16 nodes in x-,y- and z-directions, respectively). Both meshes
are non-homogeneous in the (x,y) planes following an hyperbolic distribution, with
a concentration factor at the walls and at the axis of γ = 2. For the mesh m1, the
minimum distance in the wall normal direction has been of ∆ymin/B = 1.25× 10−2,
whereas for m2 has been of ∆ymin/B = 1.75× 10−3 (see Fig. 4.1 bottom).
The numerical predictions of the mean flow and fluctuation quantities are com-
pared with experimental data from Ashforth-Frost et al. [6] and Zhe and Modi [2].
All the results here presented have been obtained using the Helmholtz filter. How-
ever, the same study (not shown here) with the Gaussian filter has been also carried
out. It has been observed that there is no influence in the results between both filters
for a filter ratio e > 3. In Fig. 4.2(a), streamwise velocity at three different loca-
tions (x/B = 2, 4, 7) at the impingement plate is plotted together with experimental
data. Very good agreement is obtained between numerical results using m2 mesh
and experimental data. In fact, even for the simulation with the coarse mesh, m1,
the results are reasonably good.
In addition to the mean flow features, flow fluctuations are also important. In
Fig. 4.2(b) comparison of streamwise velocity fluctuations urms/Uref at the same
locations in the impingement plate, between the two meshes and the experimental
data is shown. There is also a quite good agreement with experimental data for
the m2 grid. This mesh is capable of fully describe the velocity fluctuations profile,
except the peak in the stresses in the region close to the stagnation point where this
quantity is slightly over-predicted. In general, the results obtained with this mesh are
within the error range of both experimental studies. However, major discrepancies
are obtained with the coarse grid. These differences are the largest in the region
close to the impingement wall, where the mesh is not enough to predict accurately
the peak in the turbulent intensities.
Based on the foregoing, C4-regularization model seems to perform quite well for
this kind of turbulent flows and on hexahedral grids. For a relative coarse grid of
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Figure 4.2: Streamwise velocity (a) and Reynolds stresses (b) at three different
locations in the impingement plate. Lines: numerical solutions using two meshes;
symbols: experimental data from Ashforth-Frost et al. [6] and Zhe and Modi [2].
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94080 CVs, it is capable of reproducing the mean flow and its fluctuations within
experimental accuracy.
4.2.2 Flow Around a Circular Cylinder at ReD = 3900
As it is well known from experimental observations, the flow around a cylinder ex-
hibits different behaviours depending on the Reynolds number [7]. At relatively
high Reynolds numbers, the laminar to turbulent flow transition is not induced by
the geometrical topology but due to instabilities in the separated shear layers. The
unstable regions of the flow (where the turbulence is generated) can be roughly di-
vided into three different zones: the boundary layer on the cylinder, the two shear
layers, and the wake. In this section, attention is focussed on the flow at Reynolds
number 3900 (defined in terms of the cylinder diameter D and free-stream velocity
Uref ).
Numerical solutions have been obtained in a rectangular computational domain
of dimensions x = [−4D, 20D], y = [−8D, 8D], z = [0, Lz] with a circular cylinder lo-
cated at (0,0,0). A spanwise length of Lz = piD has been considered in this study. The
boundary conditions at the inflow consist of a uniform velocity, (u, v, w) = (1, 0, 0).
At top and bottom walls, symmetry boundary conditions are imposed. At the out-
let boundary, pressure-based condition is used. Periodic boundary conditions are
prescribed for the spanwise direction, being this direction Fourier transformed. No-
slip conditions on the cylinder surface are set. The computational mesh used is an
unstructured grid with prisms of 349408 CV (21838× 16 planes). The use of the un-
structured grid has allowed to cluster more control volumes near the circular cylin-
der boundary layer, in the shear layers and in the near wake. Near the cylinder wall,
as the flow is laminar until the drag crisis (Re = 3.7 × 105 [8]), the boundary layer
thickness can be estimated and about 3 grid points within the boundary layer have
been placed. In the near wake zone, up to a distance from the cylinder of about
x/D = 5 and a zone of y/D = ±D, mesh sizes compared to the DNS grid for the
plane are about h/hDNS ≈ 2.2 − 2.7 (the mesh size for the DNS grid has been ob-
tained from [9] and [10]). The mesh used for the C4 calculation is about 3.3 times
coarse regarding the number of control volumes in the plane and with 8 times few
planes in the homogeneous direction. All in all, the grid used in the present study is
about 27 times coarser than the DNS grid. A detail of the grid of the plane used in
the present calculations is depicted in figure 4.3.
In order to test the regularization modelling on general unstructured meshes, two
different simulations have been performed. The first one using the Gaussian filter
(see Eqn. 3.35) with a filter ratio e = 1, and the second one using the Helmholtz filter
(see Eqn. 3.34) with a filter ratio e = 4. At this point, it is important to remark that
the stability of the Gaussian filter is restricted by the filter ratio. On the contrary, the
84
4.2. Numerical results
Figure 4.3: Detail of the mesh used near the cylinder surface and in the near-wake.
Helmholtz filter seems to be less dependent on this quantity. This is the reason for
the lower value of the filter ratio used with the Gaussian filter.
Numerical results obtained with the two filters are given in Fig. 4.4. In the figure,
the streamwise and cross-flow velocities profiles of the time-average flow at three
different locations in the wake of the circular cylinder are plotted (see Fig. 4.4(a) and
Fig. 4.4(c)). Turbulence intensities < u′u′ > /Uref and < v′v′ > /Uref at x/D = 1.54
are also depicted (Fig. 4.4(b) and Fig. 4.4(d)). Results are compared with DNS data
by [9]. The mean flow solution obtained with the Helmholtz filter is in very good
agreement with the reference data from DNS. Although the simulation using the
Gaussian filter does not perform inadequately, the agreement with DNS data is not
as good as the obtained with the Helmholtz filter.
Regarding to second-order statistics, the simulation using the Helmholtz filter is
in correspondence with the DNS data, predicting very well the peak in the stresses.
On the other hand, the results with the Gaussian filter are less satisfactory and, al-
though it predicts the shape of the Reynolds stresses distribution and the position of
the peak in the stresses, clearly under-predict their magnitude.
Therefore, the solution obtained with the C4-regularization model is affected by
the performance of the filter. In this case, the simulation using Helmholtz filter
shows better agreement with DNS data than the one obtained with the Gaussian
filter. Moreover, the results with the Helmholtz filter are excellent taking into ac-
count that traditionally LES of this case have been solved using meshes of 1.5-2.5
million CV. For example, the numerical studies by Kravchenko and Moin [11] were
performed using 1.5 million CV and a dynamic LES model.
85
Chapter 4. Assessment of the Symmetry-Preserving Regularization model on complex flows
using unstructured grids
-2
-1.5
-1
-0.5
 0
 0.5
 1
 1.5
-3 -2 -1  0  1  2  3
U
/
U
r
e
f
y/D
X/D=1.06
X/D=1.54
X/D=2.02
DNS
C4 Helmholtz
C4 Gauss
(a)
-1.4
-1.2
-1
-0.8
-0.6
-0.4
-0.2
 0
 0.2
-3 -2 -1  0  1  2  3
V
/
U
r
e
f
y/D
X/D=1.06
X/D=1.54
X/D=2.02
DNS
C4 Helmholtz
C4 Gauss
(b)
 0
 0.05
 0.1
 0.15
 0.2
 0.25
-3 -2 -1  0  1  2  3
U
’
U
’
/
U
r
e
f
2
y/D
C4 Helmholtz
C4 Gauss
DNS
(c)
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
-3 -2 -1  0  1  2  3
V
’
V
’
/
U
r
e
f
2
y/D
C4 Helmholtz
C4 Gauss
DNS
(d)
Figure 4.4: Results obtained at three locations in the wake of a circular cylinder.
Comparison with DNS [9] data. (a) Streamwise velocity < u > /Uref , (b) cross-
flow velocity < v > /Uref , (c) streamwise velocity fluctuations < u
′u′ > /U2ref
and (d) cross-flow velocity fluctuations < v′v′ > /U2ref .
4.2.3 Turbulent flow over an Ahmed car at ReH = 7.68× 105
The Ahmed body car is a semi-rectangular vehicle with a rounded front part and a
slant back. Flow over this generic body reproduces the basic fluid-dynamics features
of real cars with a typical fastback geometry. Furthermore, its simplified topology
allows easy comparisons between experimental and numerical works.
Ahmed et al. [12] have carried out experiments of this vehicle with several slant
angles (α). In their work, the main characteristics of the flow for various angles
have also described. Their conclusions were that the flow is fully unsteady, three-
dimensional and shows separations than can be followed by reattachments, depend-
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Figure 4.5: (top) Ahmed body car geometry. (bottom) A detail of the unstructured
mesh projected onto a 2D plane
87
Chapter 4. Assessment of the Symmetry-Preserving Regularization model on complex flows
using unstructured grids
ing on α. The flow also shows large unsteady phenomena coming from interactions
between recirculation bubbles and vortices. Moreover, a critical α ∼ 30o was found
to lead an abrupt decrease in drag associated with the merging of separation regions
and vortex breakdown.
This test case was selected for the 9th ERCOFTAC Workshop since the complex
features of the flow make computations a challenging task from both the modelling
and the numerical point of view. It was concluded that the unsteady simulation
methods such as URANS and LES have a stronger potential to accurately capture
the details of the flow than the standard RANS techniques. However, the case was
still not considered to be satisfactorily predicted for the subcritical angle (α = 25o).
All these difficulties are mainly related to the partial detachment of the flow at
the beginning of the slant. As Krajnovic et al. [13] have proved, the shear related
to the small-scale structures generated by the detachment significantly increases the
turbulent stresses. Experimental measurements by Lienhart et al. [14] have also
shown that, at the slant mixing layer, the turbulent kinetic energy is much higher
than in the canonical self-similar mixing cases.
Due to its complexity, this case has been selected in this paper to study the per-
formance of the C4-regularization model. The geometry has been defined as in the
experiments by Ahmed et al. [12] (see Fig. 4.5). The value of the body height is
H = 0.288m. The other main geometric values are Lr = 0.8428m, G = 0.2012m,
W = 0.389m and C = 0.05m. The considered slant angle is α = 25◦. The compu-
tational domain is a rectangular channel of dimensions 9.1944× 1.87× 1.4, with the
front of the body located at a distance from the inlet of 2.1024m. The downstream
region has a length of 6.048m measured from the rear end of the car. The Reynolds
number based on the inlet velocity, Uref , and the car height, H , is ofReH = 7.68×105.
At the inflow, uniform axial velocity profile is imposed. At the lateral and top walls,
slip boundary conditions are prescribed. At the outflow of the domain, a pressure-
based boundary condition is applied. In addition, a buffer zone is defined at x > 5 in
order to suppress non-physical waves which are reflected by the outflow boundary.
No-slip conditions at the bottom surface are considered.
The calculations have been performed on an hybrid prism-hexahedral unstruc-
tured grid of 662282 CV. A prism-layer to capture the body boundary layer is con-
structed around the car surface. The height of the prism layer is of Hprism/H =
0.0403 with 10 nodes located within this layer and the first-one located at a non-
dimensional distance of 1.736× 10−3 off the car surface. Outside this layer, the mesh
is composed of hexahedral-dominant elements and the size of these elements in-
creases rapidly as it moves off the car. Thus, in the slant region, the relative size of a
typical control-volume (respect of the size within the prism layer) at a wall normal
distance of ξ/H = 0.0562 is 1.5 times, whereas at ξ/H = 0.41 this size has grown up
to 6.5 times. A detail of the mesh projected onto a 2D plane is depicted in Fig. 4.5.
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Results obtained have been compared with the experimental data by Leinhart
et al. [14] and also with numerical results obtained using Large Eddy Simulations
with the wall adapting local eddy viscosity (WALE)[15] model for the subgrid scale
stresses.
In Fig. 4.6 the mean streamwise profiles of the velocity for the symmetry plane
(y = 0) at the rear end of the body and at the near wake are shown. As can be
seen, there are significant differences concerning the prediction of the mean flow be-
haviour in the slant back. In the results with the regularization model, the flow sep-
arates in the slant corner and forms a large recirculation zone. Furthermore, the flow
does not reattaches the slant as in the experiments. As expected, larger discrepan-
cies are obtained in the prediction of the Reynolds stresses as can be seen in Fig. 4.7.
The C4-regularization model is not capable of well capture the behaviour of the flow.
Although, a-priori it is possible to attribute this behaviour to a poor resolution near
the wall, when comparing with the performance of the WALE model on the same
grid, it can be observed that the WALE model shows a good agreement with the
experiments even for this coarse grid. In fact, this behaviour might be attributed to
the quality of the filtering procedure, which is more relevant in the zone of the slant
near the wall. In this region the mesh is composed of prism and tetrahedral control
volumes which rarely satisfy smoothness constrains on the grid spacing. Since the
used differential filters have been discretised in an identical manner as the diffusive
term in the Navier-Stokes equations, it can be argued that the filter truncation errors
are affecting the high-frequency components of the discrete filtered velocity vector.
Thus, to avoid the numerical interaction between the filter and the modelled scales,
it may be interesting to discretise the differential filter with high order schemes but
further investigation is required.
Another possible remedy to avoid such undesired effects can be to introduce the
C4-approximation within a LES template. Being the spatially filtered Navier-Stokes
equations as written in Eq. 3.4, the evaluation of the turbulent stress tensor can be
made by using the C4 approximation (Eq. 3.20), similar to the implementation of
Geurts and Holm [16] for the Leray model (see Eqs. 3.16 and 3.17), such as
−MT = C (u)u− C4(u,v) (4.1)
−MT = C (u)u−F−1(C(u)u−F(C (u) (F−1u− u)) (4.2)
+ F(C(F−1u− u)u)
From the above expression, the subgrid-scale viscosity νsgs can be evaluated
adopting a Helmholtz filter by means of a least-square method. With this approx-
imation, we have computed the above case with the same computational grid [17].
The results for the C4 within the LES template are shown in figures 4.8(a) and 4.8(b).
As can be observed, the C4 within the LES template performs better than the
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Figure 4.6: Mean streamwise velocity profiles in the symmetry plane: solid line
C4, dashed line WALE model, dots experiments [14]
direct regularization of the convective flux (C4). In fact, it also outperforms the results
obtained with the WALE model and seems that the quality of the filtering procedure
is not significative. Although the use of this approximation is very promising, the
computational cost increases more than a 50 % if it is compared with the cost needed
for solving the same grid with the C4 model, as it implies the filtering operations
of the direct C4 and the least-square resolution of the SGS viscosity. The extension
of these results to different flow configurations and geometries still requires further
research.
4.3 Conclusions
An assessment of regularization models on unstructured meshes has been presented.
Considering the discussion presented in Chapter 3 regarding the influence of the dif-
ferent filters, two differential filters have been considered: a differential Helmholtz
filter and a second-order Gaussian filter. Both filters are normalised, conservative
and self-adjoint. Differential filters are a better alternative because they are symmet-
rical by construction.
Based on this modelling, three different test cases have been studied: i) the im-
90
4.3. Conclusions
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
-0.25 -0.2 -0.15 -0.1 -0.05  0  0.05
y
x
Exp
WALE
C4
Figure 4.7: Root mean square of the streamwise velocity fluctuations urms profiles
in the symmetry plane: solid line C4, dashed line WALE model, dots experiments
[14]
91
Chapter 4. Assessment of the Symmetry-Preserving Regularization model on complex flows
using unstructured grids
 0
 0.1
 0.2
 0.3
 0.4
 0.5
-0.2 -0.1  0  0.1  0.2  0.3
y
x
Exp
WALE
C4
EVM-C4
(a)
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0.45
 0.5
-0.25 -0.2 -0.15 -0.1 -0.05  0  0.05
y
x
Exp
WALE
C4
EVM-C4
(b)
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pinging jet flow, ii) the flow past a circular cylinder and iii) a simplified Ahmed car.
The results have shown that for structured meshes or smooth unstructured meshes
differential filters are very effective. This can be observed in the results presented
for the impinging jet and the flow over a circular cylinder. Taking into account tradi-
tionally LES results for the same type flow, the C4-regularization simulations behave
as good as LES models but using coarser meshes. Thus, C4-regularization modelling
proves to be an accurate approximation of the Navier-Stokes equations even in rela-
tive complex flows.
The flow over an Ahmed car has been selected to test the behaviour of the afore-
mentioned methodology under fully irregular unstructured grids. The results ob-
tained here have shown significant differences concerning the prediction of the mean
flow behaviour in the slant back of the car. In this case, the performance of the model
is strongly affected by the filtering quality. This is more relevant in the zone of the
slant near the wall, where a hybrid mesh of prism and tetrahedral control volumes is
used. As in this zone the mesh rarely satisfy smoothness constrains on the grid spac-
ing, the filter truncation errors are affecting the high-frequency components of the
discrete filtered velocity vector. As a possible remedy to this issue, the C4 model has
been formulated within a LES template. Results obtained with this new approach
seems very promising but further research is still required. Another method in order
to avoid the numerical interaction between the filter and the modelled scales, might
be to discretise the differential filter with high-order schemes. This aspect will be
studied in future works, together with the use of powers of Laplacian filters as Trias
and Verstappen have recently pointed out [18].
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Chapter 5
On DNS and LES of natural
convection of wall-confined
flows: Rayleigh-Bénard
convection
Most of the contents of this chapter have been published as:
I. Rodríguez, O. Lehmkuhl, R. Borrell and C.D. Pérez-Segarra. On DNS
and LES of natural convection of wall-confined flows: Rayleigh-Bénard
convection. Direct and Large-Eddy Simulations 8 Eindhoven. 2010.
I Rodríguez, O Lehmkuhl, R Borrell and C.D. Pérez-Segarra. Assessment
of LES models for solving turbulent natural convection in enclosures. 6th
European Thermal Sciences Conference, Eurotherm 2012. Poitiers, 2012
Abstract. The turbulent natural convection of a fluid inside an enclosure heated from below
(Rayleigh-Benard convection), has been object of many theoretical and experimental investi-
gations. Regarding to numerical simulations, in recent years Large-Eddy Simulations (LESs)
have become an important tool for the resolution of flows, specially at high Rayleigh and
Reynolds numbers, where direct numerical simulations are not affordable. However, as LES
models the smallest scales of the fluid results are not only dependent on the grid resolution
and the spatial and temporal discretizations, but also on the selection of the appropriate sub-
grid scale stress (SGS) model for describing the flow behaviour. Thus, this work aims at the
assessment of different SGS models for simulating the turbulent natural convection within a
cylindrical enclosure of aspect ratio D/H = 0.5 at Ra = 2×109. Results are compared in terms of
first and second order statistics against well-solved long-term direct numerical simulations.
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5.1 Introduction
Turbulent natural convection of a fluid inside an enclosure heated from below (Ray-
leigh-Bénard convection), has been object of many theoretical and experimental in-
vestigations [1, 2]. It has been long considered as a canonical case for the understand-
ing of thermal convection problems encountered in the atmosphere, oceans and in
many engineering applications (e.g. solar energy, crystal growth, micro-electronics).
A major focus of previous works has been the study of the global heat transport and
scaling relations of the Nusselt number with Rayleigh and Prandlt numbers [3], as
well as gaining insight in the coherent Large-Scale Circulation (LSC) presented in
the background of fluctuations of the flow, which is characterised by reorientations
of the flow, by azimuthal rotations of the flow structure or by reversals of its direc-
tion (cessations). These flow reversals occur at times scales much more larger than
the convective turnover time. In spite of the numerous numerical and experimental
studies carried out, there are details in the behaviour and dynamics of the LSC that
remains not well understood.
Another unsolved question is the existence of the ultimate state of convection [4].
In this state, it is supposed that convective heat transport is dominated only by the
turbulence in the bulk while boundary layers are negligible. It has been suggested
that for Pr ∼ 1 the transition to this state might occur at Ra ∼ 1014. Even though
the experimental efforts made, its existence still is an unknown. Furthermore, such
experiments have to deal with many difficulties in order to maintain constant the
laboratory conditions. Regarding to numerical simulations, over the past decades
they have become a powerful tool for providing extensive data in turbulence struc-
tures and flow dynamics, but flow statistics for Direct Numerical Simulations (DNS)
at relative high Ra numbers are still limited by an insufficient time integration [5].
In this sense, Large-Eddy Simulations (LES) can be an attractive alternative for the
resolution of natural convection problems at high Ra numbers. As LES models the
smallest scales of the fluid their results are not only dependent on the grid reso-
lution and the spatial and temporal discretizations but also on the selection of the
appropriate subgrid scale stresses (SGS) model for describing the flow behaviour.
There are scarce long-term first and second order statistics results in the literature
for comparing LES results. Furthermore, time integration for most of the statistical
data available does not guarantee their independence with the LSC reversals.
Thus, the objectives of this chapter are twofold: i) to provide useful long-term
accurate statistical data by means of DNS of a cylindrical enclosure of aspect ratio
(Γ = D/H) 0.5 at Ra = 2×109 and Pr = 0.7 and, ii) to assess the behaviour of differ-
ent LES models by direct comparison with our DNS results. LES studies have been
performed using different SGS models: i) the Smagorinsky (SMG), ii) the dynamic
eddy viscosity model (DEV), iii) the wall-adapting local-eddy viscosity (WALE) [6],
iv) the WALE model within a variational multiscale framework (VMS-WALE)[7] and
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v) the QR-model [8]. In order to analyse the influence of the SGS models, a coarse
DNS (no-model) has also been computed on the same grids where LES have been
used.
5.2 Definition of the cases
The numerical computations have been performed at a Rayleigh number (Ra =
gβ∆TH3/να) Ra = 2× 109 and a Prandlt number (Pr = ν/α) of Pr = 0.7 in a cylin-
drical cavity of aspect ratio Γ = D/H = 0.5. In order to assess the behaviour of LES
models, first- and second-order statistics should be compared against experimental
or well-solved DNS data. However, there are scarce long-term first and second or-
der statistics results in the literature for comparing LES results. Furthermore, time
integration for most of the statistical data available is not sufficient for guaranteeing
their independence with the LSC reversals. Thus, we have first performed DNS and
statistical data obtained for LES have been compared with that of DNS at different
locations. In addition, in order to analyse the influence of the SGS models, a coarse
DNS (no-model) has also been computed on the same grids where LES have been
used.
For DNS, the mesh has been constructed considering that the smallest flow scales
must be well solved. The smallest scales at the hot and cold walls are imposed by
viscous and thermal boundary layers while grid size at the bulk must be lesser than
Kolmogorov scale. According to Grötzbach estimates [1], the thickness of the ther-
mal boundary layer is δθ = H/2Nu while Kolmogorov length scale for Pr ≤ 1 is of
the order of η/H ≤ pi√Pr/(NuRa)1/4, where H is the height of the cylinder. The esti-
mates for δθ and η have been used to select an optimal grid for DNS, with grid-points
clustered near the walls. Using Niemela [2] scaling relation (Nu = 0.124Ra0.309), an a
priori estimate of Kolmogorov scale yielded η/H = 4.787×10−3 and the wall bound-
ary layer thickness was on the order of δθ/H = 5.39 × 10−3. Since both constrains
must be attained, the computational mesh has 20591× 128planes (∼ 2.63M CV) with
10 grid-points within the boundary layers. This should be enough to satisfy recent
criteria about the number of grid points within the boundary layer [9].
LES and the coarse DNS have been performed in a set of refined grids where
minimum of 6 of grid-points within the boundary layer has been imposed in all
cases. Details of the computational meshes used are given in Table 5.1. Due to the
conservative formulation it is expected to achieve good stability properties even with
the coarse grid.
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mesh N2D Nplanes NCV × 106 NBL
m1 4321 32 0.138 6
m2 8756 32 0.280 8
m3 8756 64 0.560 8
mDNS 20591 128 2.63 10
Table 5.1: Computational meshes used for LES and DNS. N2D, number of grid-
points in the 2D planes; Nplanes number of planes in which the mesh is extruded;
NCV × 106, total number of control volumes; NBL, number of grid-points within
the boundary layer
5.3 DNS results
In order to obtain first and second order statistics for comparison with LES results
it is important to guarantee that these results are statistically well converged. To do
so, we have located numerical probes at different positions of the cavity where flow
dynamics have different characteristic time. The location of each of these probes
is given in Table 5.2. Measurements are taken simultaneously at all the azimuthal
planes of the computational domain. These probes have provided instantaneous
data of the velocity components and temperature over more than 1600 time units
(TU = t/t0). Here reference time (t0 = H/U0) has been defined as a function of the
free-fall velocity (U0 =
√
g β ∆T H) and the height of the domain.
Probe r/H z/H
P0 0.0 0.5
P1 0.125 0.5
P2 0.2374 0.5
P3 0.1 0.25
P4 0.1 0.25
P5 0.125 0.95
P6 0.2375 0.95
Table 5.2: Location of the different measurement stations
Figure 5.1(a) and 5.1(a) show the sampled data for the axial velocity and tem-
perature from two of these locations at P2 ≡ [r/H = 0.2375; z/H = 0.5] and
P3 ≡ [r/H = 0.1; z/H = 0.25]. The inspection of these instantaneous data shows
that the flow seems to be alternating its circulation with a periodic behaviour.
In order to analyse this periodic motion, we have calculated autocorrelations
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Figure 5.1: (a)Time series of axial velocity (vz) and (b) temperature, at two
different locations of the cavity. bottom: (P2 ≡ [r/H = 0.2375; z/H = 0.5]);
top: (P3 ≡ [r/H = 0.1; z/H = 0.25]). For clarity, top time series has been
displaced
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Figure 5.2: Time-series autocorrelation functions. Dotted line corresponds with
series at P3 ≡ [r/H = 0.1; z/H = 0.25] and solid line P2 ≡ [r/H =
0.2375; z/H = 0.5]. (a) Autocorrelation for axial velocity time-series; (b) au-
tocorrelation for temperature time-series
from the time-series of the DNS data, for the different probes. Figures 5.2(a) and
5.2(b) show the autocorrelation for axial velocity and temperature fluctuations for
the probes shown in figures 5.1(a) and 5.1(b).The autocorrelation, at τ time lag, of
any time series can be defined as,
ρ(τ) =
〈
φ′(t)φ′(t+ τ)
〉〈
φ′(t)2
〉 (5.1)
where fluctuation are φ′(t) = φ(t) − φ, being φ the mean value of the variable at
the probe location.
In the figure, a well-defined periodic oscillation of the axial velocity fluctuations
can be observed. These oscillations, which have a very-long time period of more
than T = 300TU , have been also observed in the temperature fluctuations (5.2(b))
and seem to be related with oscillations in the large-scale flow motion in the sense
that it is alternating directions.
In order to clearly measure the frequency of this periodic oscillation, the fre-
quency power spectra of these fluctuations have been calculated. In figure 5.3, the
spectra of the temperature fluctuations at P2 and P3 are plotted. In the figure, a
dominant peak at a very low frequency f = 0.00302 (here f = t0/t) can be observed.
This peak matches the frequency of the periodic oscillation observed in the auto-
correlation functions with a period of about T = 331 TU. It is important to remark
that this peak in the spectra does not corresponds with one the observed by Qiu and
Tong [11] related to the emission of plumes in the boundary layers. The frequency
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Figure 5.3: One-dimensional energy spectra for the axial velocity fluctuations.
Dotted line corresponds with time-series at P3 ≡ [r/H = 0.1; z/H = 0.25] and
solid line P2 ≡ [r/H = 0.2375; z/H = 0.5].
of this secondary peak is much more higher (about one magnitude order) and its
contribution to the spectra can not be observed clearly from this figure, where the
contribution of a much larger scale is more dominant. However, the behaviour of
the thermal plumes and its influence in the large scale circulation is an important
feature that deserves a specific analysis, but it is beyond the objective of the present
work.
Furthermore, investigating the time series of the data collected, the same peri-
odic behaviour is taking place at different locations within the cavity, thus providing
evidence that this is not a local phenomenon but a global one. In fact, it seems to be
related to oscillations in the large-scale flow motion in the sense that it is alternating
directions.
Further investigation in this periodic behaviour are carried out calculating the
histogram of the velocity at P5 ≡ r/H = 0.125; z/H = 0.95, which exhibits a bi-
modal shape with two probable peaks at opposite directions (see figure 5.3). This
behaviour in the velocity histogram corroborates the above observations that the
large scale circulation alternates directions with certain periodicity. This periodic be-
haviour has been reported before by Niemela et al. [2] for an aspect ratio Γ = 1 and
Ra=6 × 1013 and by Verdoold et al. [10] in an aspect ration Γ = 4 cavity. As in pre-
vious observations, a large-scale flow survives to this alternating circulation, but its
mean value is very small if it is compared to the value of the small-scale fluctuations.
The existence of this periodic oscillation with a very low frequency should affect
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Figure 5.4: Velocity histogram at P8 ≡ r/H = 0.125; z/H = 0.95
converged statistics. In figure 5.5 the time series and cumulative average of axial ve-
locity components and temperature are given at three different stations of in the cav-
ity: i) at P1 near the center of the cavity; ii) at P3 neat the wall, but at mid-height and
iii) at P5 near the top wall. It should be highlighted, that average statistics shown
in the figure have been averaged not only in time but also in space, considering that
time-series have been collected for every plane in the azimuthal direction. As can
be seen from these cumulative averaged statistics, in order to obtain well-converged
statistics a long integration time is required. Even after more than 1000 TU of time-
integration oscillation in these quantities are still observed. This behaviour is not
only obtained at these locations inside the cavity, but also it affects the convergence
of the average Nusselt number.
According to the results obtained, the dynamics of the large scale circulation
presents a periodic behaviour that occurs with a large temporal scale of about 331
TU. Thus, in order to ensure that statistics of DNS data are adequate and that all
transients effects are washed out, statistical data have been collected starting from
instant 600TU . After that, the averaging of the first and second order statistics has
been carried out for more than 1600TU which corresponds with almost 5 cycles of
the periodic behaviour observed.
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Figure 5.5: Cumulative average statistics for the (left) axial velocity component
and its fluctuations and (right) temperature and its fluctuations, at different locations
inside the cavity. (a,b) at P1; (c,d) at P2; (e,f) at P5. (solid line) first-order statistics;
(dashed line) second-order statistics
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5.4 LES results
5.4.1 First order statistics
The average Nusselt number at the horizontal walls have been calculated and is
given in table 5.3. In the table it is shown that even for the coarse grid, there is quite
good agreement with the reference DNS data. In fact, differences in the prediction
of the Nusselt number for the coarse grid without any SGS model is quite good,
being less than 3% in all cases. These good results can be attributed to the use of a
conservative formulation, which preserves the kinetic-energy balance, together with
the large integration time used, ensuring temporal converged statistics. The present
results are in contradiction with recent findings of Stevens et al. [9] where it is argued
that a very fine mesh is required for solving the plume dynamics. In their case, they
used a mesh with (129 × 513 × 513) grid-points in the radial, axial and azimuthal
directions respectively and with 17 control volumes within the boundary layer and
about 100 TU of integration time. However, in the present work it has been shown
the importance of a large integration time if the whole dynamics of the LSC is to be
captured.
The present results obtained for the average Nusselt number are of special inter-
est for practical applications, because with a minimum number of grid points within
the boundary layer and a coarse grid it is possible to reproduce the results of the
DNS for the average Nusselt number with less than a 3% of difference but with a
huge saving in time and computational resources. It is important to highlight that
in terms of CPU time QR model has the best performance (it is faster than DEV and
VMS-WALE models). Thus, this feature can be of special interest if the resolution
of industrial complex flows at high Rayleigh numbers is required. However, for the
prediction of the maximum and minimum peaks in the heat flux, a SGS model and
the largest mesh have been necessary. In this case, DEV, QR and VMS-WALE models
predict quite well these quantities for the largest grid.
A close inspection to the first-order statistics in the center of the cavity is de-
picted in figure 7.1, where LES computations with the different grids are compared
to the DNS results. As can be seen, small differences are observed in the temperature
distribution for all the models and even with the coarse grid m1. However, larger
differences are obtained in the axial velocity distribution for m1 and m2. In fact, for
the coarse grid the models which perform better are DEV and QR, but differences
between SGS models are reduced as the grid is refined. For the largest grid even the
no-model solution approaches the DNS results.
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Grid Model Nu [%] Numax [%] Numin [%]
mDNS DNS 84.97 - 100.14 - 44.78 -
no model 85.73 0.89 112.39 12.2 33.15 25.9
WALE 82.60 2.78 106.69 6.5 36.18 19.2
m1 DEV 81.84 3.7 104.64 4.5 35.25 21.2
QR 83.75 1.43 109.12 8.9 31.84 28.8
VMS-WALE 85.14 0.2 111.11 10.9 34.97 21.9
no model 84.61 0.42 116.17 16.0 36.37 18.8
WALE 82.02 3.5 110.51 10.3 36.75 17.9
m2 DEV 81.84 3.7 104.65 4.5 35.79 20.1
QR 82.57 2.8 110.19 10.03 32.99 26.3
VMS-WALE 84.27 0.82 104.93 4.7 35.15 21.5
no model 87.3 2.7 104.04 3.9 42.92 4.1
WALE 86.97 2.3 102.44 2.3 42.45 5.2
m3 DEV 84.29 0.8 100.4 0.26 43.08 3.7
QR 84.48 0.57 100.29 0.15 41.19 8.01
VMS-WALE 86.5 1.8 101.98 1.8 43.13 3.6
Table 5.3: Comparison of the average, maximum and minimum Nusselt numbers
between LES and DNS results for the different grids solved.
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Figure 5.6: Comparison of vertical profiles at the axis of the cylinder for the three
meshes studied (left) temperature; (right) axial velocity vz/U . (a,b)m1; (c,d)m2; (e,f)
m3. squares, DNS; long-dashed line DEV; dashed line QR; dash-dotted line WALE;
solid line VMS-WALE; dotted line no-model.
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5.4.2 Second-order statistics
Although the results of comparison of first-order statistics is encouraging, it is im-
portant also to compare the second-order statistics. Figure 5.7 shows the vertical
distributions of the root mean square time-averaged fluctuations of the temperature
and radial velocity for the SGS models and also for the coarse DNS. As can be seen,
larger differences are obtained in the peak in the stresses, specially for radial velocity
fluctuations, where noticeable differences in the core of the cavity are observed for
m1 and m2. However, with the finest grid m3, all the models behaves quite well.
The largest differences have been observed not in the axis of the cavity but off the
center. For instance, if axial velocity and radial velocity fluctuations are plotted at
r/H = 0.125, deviations from the DNS data in some models and with the finest grid
are noticeable.
In general, DEV and QR models perform better. However, as can be seen as the
grid is refined, even without model deviations from reference data is small. This
can be attributed in part to the characteristics of this flow, which behaves similar to
homogeneous turbulence, in special at the core of the cavity, and thus all models
present a good behaviour. In addition, the use of a conservative formulation, which
preserves the kinetic-energy balance, together with the large integration time used,
ensuring converged temporal statistics, also contribute to enhance the performance
of the SGS models.
5.5 Conclusions
DNS and LES of the Rayleigh-Benard convection at Ra = 2 × 109 in a cylindrical
cavity of aspect ratio Γ = 0.5 have been carried out using a symmetry-preserving
formulation. The analysis of the DNS data for the velocity and temperature fluctua-
tions has shown that LSC oscillates with a periodic behaviour of t0 = 331TU, which
affect the statistical convergence of the data. Thus, results presented have been inte-
grated for more than 1800 TU in order to obtain well-converged statistical data for
comparison with turbulence models.
Comparison with the different SGS models show that in general as the grid is
refined all models behave quite well, in special at the core of the cavity where the
turbulence is almost homogeneous. Largest differences are observed off the center
of the cavity. Although even without model a good approach to reference data is
observed, QR and DEV models predictions are in better agreement even with the
coarser grid. However, if CPU time is considered, then QR model is the best alter-
native as it is essentially not more complicated to implement in a LES-code than the
standard Smagorinsky model (with Cs constant) and is faster than DEV model.
The comparison of the average Nusselt number shows that this quantity is quite
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Figure 5.7: Comparison of vertical profiles at the axis of the cylinder for the three
meshes studied (left) temperature fluctuations; (right) radial velocity fluctuations
v′r/U . (a,b) m1; (c,d) m2; (e,f) m3. squares, DNS; long-dashed line DEV; dashed line
QR; dash-dotted line WALE; solid line VMS-WALE; dotted line no-model.
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Figure 5.8: Comparison of vertical profiles at r/H = 0.125 with the m3 grid. (a)
axial velocity vz/U .; (b) radial velocity fluctuations v′r/U . For more details about
each line see fig. 5.7
well predicted even for the coarse grid and without model. These good results can
be attributed to the use of a conservative formulation, which preserves the kinetic-
energy balance, together with the large integration time used, ensuring converged
temporal statistics. The present results are in contradiction with recent findings of
Stevens et al. [9], as in this case it has been observed that for solving the plume
dynamics it is more important a large integration time to consider all the dynamics
of the LSC than an extremely fine computational mesh. These results are of special
interest for practical applications, because with a minimum number of grid points
within the boundary layer and a coarse grid it is possible to reproduce the results of
the DNS for the average Nusselt number with less than a 3% of difference but with
a huge saving in time and computational resources.
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Chapter 6
Direct numerical simulation of
the turbulent flow past a sphere
at subcritical Reynolds numbers
Most of the contents of this chapter have been published as:
I. Rodríguez, R. Borrell, O. Lehmkuhl, C.D. Pérez-Segarra and A. Oliva
(2011). Direct numerical simulation of the flow over a sphere at Re = 3700.
Journal of Fluid Mechanics, 679, pp 263-287
I. Rodríguez, O. Lehmkuhl, R. Borrell and A. Oliva (2012). Flow dynam-
ics in the turbulent wake of a sphere at sub-critical Reynolds numbers.
Computer & Fluids. doi:10.1016/j.compfluid.2012.02.030. 2012.
Abstract. Direct numerical simulations of the flow over a sphere have been performed. The
computations have been carried out in the sub-critical regime at Re = 3700 and Re = 10000
(based on the free-stream velocity and the sphere diameter). A parallel unstructured conser-
vative formulation has been used for simulating the flow. Computations have been carried
out on unstructured grids obtained by the constant-step rotation about the axis of a two-
dimensional grid. With this discretisation, the Poisson equation has been solved by means
of a Fourier diagonalization method. Particular attention has been devoted to investigate the
shear-layer instabilities and its influence in the vortical structures, as well as the wake config-
uration. The main features of the flow including power spectra of a set of selected monitoring
probes at different positions have been described and discussed in detail. Detailed informa-
tion about turbulent statistics have also been provided.
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6.1 Introduction
The flow around bluff bodies is of great interest for a large number of engineering
applications such as vehicle aerodynamics, wings at high angle of attack, interaction
of the wind with buildings, cooling devices using forced convection, heat transfer en-
hancement using droplets, among others. Prediction of flows which exhibit massive
separation, such as those mentioned before, remains nowadays one of the principal
challenges to the computational fluids dynamics (CFD). In fact, the study of turbu-
lent flows behind canonical geometries can be useful to investigate these complex
flow structures as well as to provide useful information for validating CFD models
(e.g. LES models). In this sense, the main interest of the present work is the study of
the turbulent flow past a sphere at sub-critical Reynolds numbers.
The unsteady flow over a sphere at sub-critical Reynolds numbers has a complex
nature characterized by the transition from laminar to turbulent flow in the detached
shear layer, the existence of a turbulent wake behind the sphere and the unsteady
shedding of vortices in the wake. This flow has been object of many experimental
and numerical studies (see for instance [1, 2, 3, 4]), most of them providing flow vi-
sualization, distribution of the pressure coefficient and skin friction over the sphere,
and integral parameters such as the shedding frequency and the drag coefficient,
among others. In addition to the experimental techniques, in the last decades Direct
Numerical Simulation (DNS) and Large-Eddy Simulation (LES) have become pow-
erful tools for providing time-accurate useful information about the fluid behaviour.
However, one of the major constraints to the simulation of complex turbulent flows
is the large amount of computational resources needed to carry them out. By means
of the modelisation of some of the turbulence scales (e.g. LES modelling), it is possi-
ble to reduce these costs and perform simulations of more complex turbulent flows.
For this reason, most of the numerical simulations of the flow around a sphere have
been carried out in the laminar regime, considering both, the steady and unsteady
flows [5, 6]. However, there are few time-accurate calculations carried out in the
turbulent regime [4, 7]. Moreover, most of the numerical works reported since now
have been performed using different turbulent models, including Large Eddy Simu-
lations (LES) [8, 9, 10] and Detached Eddy Simulations (DES) [11].
Even though the large amount of research works available, studies on the mecha-
nism of transition in the shear-layer, wake structure and quantitative measurements
of the wake characteristics are still scarce. There is a lack of detailed experimental or
numerical data such as first and second order statistics, as well as wake parameters,
e.g. detachment angle, recirculation length, drag coefficient, among others,at differ-
ent Reynolds numbers. Considering this, the aim of this work is to investigate the
characteristics of the wake of a sphere in order to provide an insight of the instanta-
neous and time-average near-wake flow in the subcritical regime by means of Direct
Numerical Simulations (DNS) at Reynolds numbers of Re=3700 and Re=10000. To
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Figure 6.1: Computational domain and boundary conditions
do this, the computations have been performed by using a parallel unstructured con-
servative formulation for accurate solving complex geometries. The computational
domain simulated is a cylindrical domain and the meshes used have been generated
by the constant-step revolution in the azimuthal direction of a two-dimensional (2D)
unstructured grid, being 2pi/Nplanes the step size (Nplanes is the number of 2D planes
in the azimuthal direction). Considering the grid generated by this method, the Pois-
son equation which arises from the incompressibility constrain is solved by means
of a Fourier diagonalization method in the periodic direction.
6.2 Flow parameters overview
Numerical simulations of the flow over a sphere have been performed at two Reynolds
numbers Re = 3700 and Re = 10000, where the Reynolds number (Re = UD/ν)
is defined in terms of the free-stream velocity U and the sphere diameter D. Solu-
tions are obtained in a cylindrical computational domain of dimensions x=[-5D,20D];
r=[0,7D]; θ=[0,2pi], where the sphere is located at (0,0,0) (see figure 6.1). The bound-
ary conditions at the inflow consist of a uniform velocity (u,v,w)=(1,0,0). Constant
velocity (u,v,w)=(1,0,0) is also prescribed at the other external boundaries except for
the downstream one (outlet) where a pressure-based condition is used. No-slip con-
ditions on the sphere surface are imposed.
6.3 Computational details
The governing equations are discretised on an unstructured mesh generated by the
constant-step rotation around the axis of a two-dimensional unstructured grid. In
this discretisation, the azimuthal direction is divided into Nplanes identical planes.
The use of an unstructured grid for the plane has allowed to cluster more control
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(a) (b)
Figure 6.2: a) Detail of the mesh of the 2D grid in the region near the sphere, b)
3D mesh
volumes around the sphere and in the near wake. An example of the 2D grid and
its refinement around the sphere together with the 3D mesh are depicted in figures
6.2(a) and 6.2(b) respectively.
At each time step, the parallel algorithm used for the time integration can be di-
vided into two parts: the implicit part, in which the Poisson equation is solved (this
is the main bottleneck of the algorithm), and the explicit part, in which the rest of
calculations are performed explicitly. In the explicit part, a point-to-point communi-
cation is needed between the different parallel processes involved in the simulation.
The load of this communication depends on the size of the stencils used in the nu-
merical schemes but, in general, it does not significantly degrade the parallelism
unless the subdomains are too small. On the contrary, the implicit part (i.e. solving
the Poisson equation) is costly in terms of parallelism, RAM memory requirements
and CPU-time consumption.
In the discretisation used in this paper, the azimuthal direction has been uni-
formly divided into Nplanes planes. Under these conditions, the azimuthal coupling
of the discrete Poisson equation results into circulant sub-matrices that are diagonal-
izable in a Fourier space by means of a Fast Fourier Transform (FFT) based algorithm
[12]. This diagonalization decouples the initial 3D system into a set of mutually un-
coupled 2D subsystems which can be solved by means of a Direct Schur-complement
based Decomposition method (DSD). For more details the reader is referred to Bor-
rell et. al.[13].
Concerning the parallelisation strategy, each plane of the extrusion has been di-
vided into P2d parts while the azimuthal direction has been divided into Pper parts.
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Therefore, the domain has been decomposed into P = Pper×P2d subdomains. When
considering the optimal values for Pper and P2d, it must be taken into account that:
i) the DSD method has not unlimited speed-up (P2d should be within the linear
speed-up region); ii) when the change-of-basis to the Fourier space is performed
by means of the FFT, a global communication between each sub-group of Pper pro-
cessors/subdomains aligned in the azimuthal direction is required. This global com-
munication eventually degrades the parallelisation as the number of partitions in the
azimuthal direction (Pper) increases.
Given a problem and a parallel computational architecture, some tests must be
carried out in order to find out the optimal decomposition. Studies to determine the
best option to solve the meshes used in the simulations have been performed. For the
finest grids at both Reynolds numbers, 240 CPUs have been used in the simulation,
and the optimum parallelisation strategy has been to divide the 2D plane into 60
subdomains (P2d = 60) and the azimuthal direction into 4 parts (Pper = 4). For
instance, the time required to solve the Poisson equation in a mesh of (74041× 128
planes) is 0.067 seconds, which is about the 20% of the total time spend in a time-step
(0.337 seconds).
The computations reported in this paper have been performed on a 76 nodes in-
house cluster, each node has 2 AMD Opteron 2350 Quad Core processors linked with
an infiniband DDR4 network, and on MareNostrum supercomputer at the Barcelona
Supercomputing Center (BSC). At the moment when these computations have been
performed, this was an IBM BladeCenter JS21 Cluster with 10 240 PowerPC 970MP
processors at 2.3 GHz with 1MB cache per processor. Quad-core nodes with 8GB
RAM were coupled by means of a high-performance Myrinet network.
6.4 Mesh resolution studies
In order to evaluate the adequacy of the spatial discretisation, computations have
been performed on different meshes. Extensive grid refinement tests have been con-
ducted. Table 6.1 shows the different grids considered for both Reynolds numbers.
When performing DNS, it must be ensured that the grid size is enough to solve the
smallest flow scales well and, that near the solid walls the viscous boundary layer is
also well solved. This means that, within the boundary layer, a minimum number
of grid points must be assured. Considering that the boundary layer is laminar until
the drag crisis (Re = 3.7 × 105), and its thickness can easily be estimated [14] and
thus, the estimation of the number of control volumes within the boundary layer.
Details of the analysis for Re = 3700 can be found appendix 8.4. The finest grid
has been about 9.48 million CVs (74041× 128 planes) which covered the whole do-
main. For this mesh, a minimum of 12 grid-points within the boundary layer have
been considered. In addition, taking advantage of the unstructured grid, control vol-
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Case Nt[MCV ] NCV plane Nplanes NBL
Re = 3700
I 9.48 74041 128 12
II 5.45 56787 96 10
III 3.63 56787 64 10
IV 1.8 28168 64 4
Re = 10000
I 18.2 142254 128 12
II 4.6 72133 64 8
Table 6.1: Main parameters for the meshes used for Re = 3700 and Re = 10000.
Nt total number of CVs; NCV plane number of CVs in the plane; Nplanes number of
planes in the azimuthal direction; NBL number of points in the viscous boundary
layer
umes have been clustered in the near wake region in order to ensure that the grid size
is in the same order of magnitude that the smallest scales of the flow (Kolmogorov
scales).
As for Re = 10000, following the same considerations, two different grids have
been tested to evaluate the adequacy of the spatial discretisation. For the sake of
brevity we are not presenting here the results obtained with the coarse grid, but
a thorough comparison of the main parameters of the flow and first and second
order statistics have been carried out. For instance, the relative difference in the
magnitude of the drag coefficient between the two grids is only 2.7%, which is a
fair good agreement considering that grid II is almost 4 times coarser than grid I.
Although when comparing first-order statistics, results with the coarser grids show
quite good agreement for both Reynolds numbers, for second-order statistics the
finest grids are required in both cases. This is because only with the finest meshes all
scales of the flow are solved as is it shown hereafter.
The quality of the grid resolution used in present computations has been further
assessed by means of a-posteriori analysis of meshes used for DNS computations at
both Reynolds numbers by comparing the grid size h (h ≡ (∆x × ∆y × ∆z)1/3) to
the Kolmogorov length scale η. Kolmogorov length scale has been obtained from the
dissipation rate  as,
η = (ν3/)1/4 (6.1)
Figure 8.3 shows profiles of the ratio of h/η at different positions in the near
wake at both Reynolds numbers obtained with the finest grids. As can be seen, for
Re = 3700, the average ratio between the grid size and the Kolmogorov length scales
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Figure 6.3: Ratio of h/η at different positions in the near wake. a) Re = 3700,
b) Re = 10000
is of h/η = 0.642 for the near wake zone up to a distance from the rear end of the
sphere of x/D = 5. For Re = 10000, within the near wake region (x/D < 5), the
average value of this ratio is h/η = 0.91. It should be noted, that the peak value
for Re = 10000 is about h/η = 2.5. However, according to Moin & Mahesh [15],
the smallest length-scale to be resolved must be of O(η) (not equal to η), as it has
been proven that the relevant requirement is to have a fine enough resolution to
accurately capture the dissipation spectrum. This gives as a result that the smallest
length-scale is typically greater than Kolmogorov length scale. In addition Pope [16]
has shown that dissipation peak occurs at h/η ∼ 24, being the motions responsible
for the dissipation of a scale larger than that of the Kolmogorov and in the range
8 < h/η < 60. Thus, considering the ratios obtained, the grid density used for both
meshes should be fine enough for solving the smallest flow scales in the near wake
zone.
6.5 Numerical simulations results
For obtaining the numerical results presented, small random disturbances have been
introduced to the initially homogeneous flow field. At a certain time, the flow be-
comes three-dimensional and the transition to turbulence occurs in the wake of the
sphere. Thus, simulation has been advanced in time until statistical stationary flow
conditions have been achieved. Once the initial transient has been washed out, first
and second order statistics have been obtained based on the integration of instan-
taneous data over a sufficiently long-time period. In order to guarantee that the
solved quantities are statistically independent, the evolution of first and second or-
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der statistics have been studied. A summary of these results is presented in figure 6.4
for Re = 3700. The figure illustrates the time history averaging for streamwise (vx)
and radial velocity components (vr), respectively. These values have been sampled
at the axis at a distance of x/D = 3. This point is located downstream the recircula-
tion bubble and, at this station, streamwise velocity exhibits clearly large fluctuations
due to the turbulent mixing between the convected fluid along the shear layer and
the fluid in the recirculation bubble. In the figure can be observed how mean and
turbulent statistics approach to converged values as time-averaging increases. Based
on these results, statistical data have been obtained by means of the integration of
the instantaneous quantities over a period of 350 D/U time-units for Re = 3700.
For Re = 10000, 150 TU (about 30 vortex-sheddings) have been required for obtain-
ing converged statistics. For this time integration period, the resolved turbulence
statistics should be considered as statistically converged values. Furthermore, all
statistical quantities have also been averaged in the azimuthal direction.
6.5.1 Power spectra analysis
In order to gain further insight in the turbulent structures in the wake of the sphere,
the main frequencies dominating the flow have been computed via power spectra
of the turbulent velocity fluctuations. The spectrum has been computed by means
of the Lomb periodogram technique and the result has been averaged along the az-
imuthal direction. To do this, instantaneous velocities have been sampled at differ-
ent locations in the shear-layer and in the near wake. For both Reynolds, instan-
taneous velocities are strongly unsteady and the flow is perturbed by intermittent
high-frequency strong fluctuations in the transition region in the shear-layer and by
the large-scale motion due to vortex shedding in the near wake. However, both con-
tributions act at different time-scales and also at different zones.
For Re = 3700, the first of these probes is located at the axi-symmetric shear layer
at x/D = 1.0, r/D = 0.6. The second one is placed at x/D = 2.4, r/D = 0.6, in the
zone of the shear layer where transition to turbulence is supposed to occur. The
third one at x/D = 3, r/D = 0.6 and, the last one, at x/D = 5, r/D = 0.6 further
downstream in the turbulent wake.
One can notice that radial velocity fluctuations display different frequency con-
tributions depending on the position of the probes in the shear layer and in the
wake. Indeed, the spectrum of the probe located at x/D = 2.4, r/D = 0.6 ex-
hibit a dominant peak in the energy at the large scale vortex shedding frequency
St = fvs D/U = 0.215 (see figure 6.5(d)). This peak is also detected at all stations
downstream of the sphere (figures 6.6(b) and 6.6(d)). The magnitude of the peak
decreases slightly with the distance from the sphere, but it is clearly seen at all moni-
tored ports. In the figures, the−5/3 Kolmogorov’s law is also represented. As can be
seen from the figures, only at x/D = 5, the slope of the spectrum approximates the
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Figure 6.4: Time history for streamwise and radial velocity components and their
time-averaging history (a) streamwise velocity vx (solid line), its time-average vx
(dotted line) and its time-averaged fluctuation vxrms (dash-dotted line). (b)radial
velocity vr (solid line), its time-average vr (dotted line) and its time-averaged
fluctuation vr rms (dash-dotted line)
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Figure 6.5: Time history and power spectrum at different locations (a,b) radial
velocity vr and power spectrum at x/D = 1, r/D = 0.6, (c,d) radial velocity vr
and power spectrum at x/D = 2.4, r/D = 0.6,
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Figure 6.6: Time history and power spectrum at different locations (a,b) radial
velocity vr and power spectrum at x/D = 3, r/D = 0.6, (c,d) radial velocity vr
and power spectrum at x/D = 5, r/D = 0.5
k−5/3 behaviour according to Kolmogorov’s law for a narrow range of frequencies.
However, at this low Reynolds, the power spectrum almost pass directly from the
energy carrying scales to the dissipative range.
In addition to the large-scale vortex-shedding frequency, there is a secondary
characteristic frequency associated with the Kelvin-Helmholtz instabilities of the
separating shear layer at fKH D/U = 0.72. This frequency has been detected only
in the very near wake, just downstream of the sphere (see the spectrum for location
x/D = 2.4, r/D = 0.6, figure 6.5(d)). In fact, the first probe located in the laminar
region of the shear layer, closer to the separation point, also shows a broadband peak
centred at fKH . These instabilities can be observed as high frequency fluctuations of
the radial velocity and they seem to grow in magnitude as the downstream distance
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from the sphere increases (see figures 6.5(a), 6.5(c), see also figure 6.11). Such inter-
mittency has been observed before for a circular cylinder by Prasad and Williansom
[17], who studied the shear layer instabilities and, has also been captured by DNS
of the flow past a sphere at Re = 650 [5] and at Re = 1000 [4]. In experiments
of the flow behind a sphere, this frequency has also been reported previously. Kim
and Durbin [18] reported a high frequency mode to be between 0.75 and 1.04, while
Sakamoto and Haniu [3] measured a frequency value within 0.97 − 1.22. The value
obtained in this paper is more consistent with Kim and Durbin [18] measurements
while there is little difference with the one reported by Sakamoto and Haniu[3].
A similar behaviour can be observed for Re = 10000. Yet, as the point of tran-
sition to turbulence moves upstream with the increase in the Reynolds number,
shear-layer instabilities appear closer to the separation point. Figure 6.7(b) shows
the energy spectrum of a probe located in a position where the passage of shear-
layer vortices are meant to occur (x/D = 1, r/D = 0.6). The spectral peak of these
structures appear to be broad as in the case of Re = 3700, but at a larger frequency
fKH = 1.77 D/U as expected. At this Reynolds, the shedding is weaker than at
Re = 3700, i.e. the peak in the spectra is not as large as for Re = 3700 (see fig. 6.7(d)).
Even though, the vortex-shedding signature is still observed at fvs = 0.195 D/U ,
which is slightly lower than for Re = 3700. This value is in agreement with ex-
perimental results [3, 18], where a decrease in the vortex-shedding frequency in the
range of Re = 6000−10000was measured. Beyond Re = 10000, experiments predict
an asymptotic behaviour (with fvs = 0.2D/U ) of the main frequency up to the drag
crisis at about Re = 105.
Besides the vortex shedding and the small-scale instabilities frequencies, another
peak at a much lower frequency than that of the large-scale vortex shedding has been
observed. The value of this low-frequency is fm D/U = 0.0178 and it is captured at
every position in the shear layer and the recirculation region, which denotes that is
a phenomenon taking place within the formation region. Such low-frequency char-
acteristics has been measured before in other bluff bodies such as in the flow past a
circular disc, a normal flat-plate and a circular cylinder (see for instance [19, 20, 21]
respectively). In the case of the sphere, it seems to be of less amplitude (i.e. less
energetic) than for the other bluff bodies but still can be measured through energy
spectra analysis. Tomboulides & Orszag [4], measured a value of fm = 0.045D/U
at Re = 500, but they pointed out that it was insufficient temporal data to properly
capture such low-frequency. Moreover, Constantinescu & Squire [22] observed a
modulation in the drag coefficient signal for Re = 10000, but they could not solve its
frequency due to the short statistical sampling (∼ 10 vortex-shedding cycles). This
low-frequency, usually reported as modulation frequency of the vortex-shedding,
seems to be associated with a periodic shrinkage and enlargement of the vortex for-
mation zone rather than to the rotation of the vortex separation point as it was su-
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Figure 6.7: Radial velocity component and energy spectrum of its fluctuations at
different locations behind the sphere at Reynolds number Re = 10000. a,b) At
x/D = 1.0, r/D = 0.6, c,d) at x/D = 2.0, r/D = 0.6
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Figure 6.8: Power spectrum of the streamwise velocity fluctuations v′x at x/D = 3,
r/D = 0.
possed by Tomboulides & Orszag [4].
If the energy spectrum of streamwise velocity fluctuations at x/D = 3, r/D = 0
shown in figure 6.4(a) is analysed (see figure 6.8), it also exhibits a dominant peak
at a very low frequency of fm D/U = 0.0178. This is the same low-frequency found
at locations of the shear layer, in especial at (x/D = 2.4, r/D = 0.6) and at (x/D =
3, r/D = 0.6). Just downstream the recirculation bubble at (x/D = 3, r/D = 0.6), it is
expected to well capture this pumping motion of the recirculation zone. Thus, as the
wake features are linked to this behaviour, special care must be taken when statistics
in the recirculation region are computed. Hence, in order to include a few of these
shrinkage/enlargement occurrences, statistical sampling might be a few times larger
than 1/(fm D/U) time units.
6.5.2 Coherent structures of the flow
An effective way to analyse the dynamics of the vortex formation region and the
wake structure is to examine the instantaneous flow. There are several techniques
for identifying coherent structures (see for instance [23, 24]). For the proper identifi-
cation of the coherent structures of the flow the Q-criterion proposed by Hunt et al.
[23] has been used. This method is based on the second invariant of the velocity gra-
dient tensor ∇u. Definition and interpretations of the ∇u invariants can be found in
Chong et. al. [25]. The velocity gradient tensor can be decomposed into a symmet-
ric (rate-of-strain, S) and a skew-symmetric (rate-of-rotation, Ω) components. The
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second invariant of ∇u is,
Q =
1
2
(‖ Ω ‖2 − ‖ S ‖2) (6.2)
where ‖ Ω ‖2= [Tr(ΩΩt)] and ‖ S ‖2= [Tr(SSt)], being Ω and S the antisymmetric
and symmetric components of the velocity gradient tensor ∇u. Positive values of Q
means that vorticity prevails over strain, i.e. the strength of rotation overcomes the
strain.
In order to explain the process of vortex-shedding, in figures 6.9 and 6.10, a se-
quence of four Q-iso-surface plots is presented for Re = 3700. This process is essen-
cially the same as for Re = 10000, so for the sake of brevity it is only explained for
Re = 3700. This sequence corresponds with the time evolution of the vortical struc-
tures in the wake of the sphere over a shedding cycle, viewed from two different
azimuthal positions. Each panel of the figures depicts the wake of the sphere at each
quarter period. Figure 6.9 corresponds to an arbitrary azimuthal position (e.g X-Y
plane) and figure 6.10 is perpendicular to X-Y plane, viewed from the top.
An axisymmetric laminar boundary layer separates from the equator of the sphere,
with a separation angle of ϕs = 89.5◦ (ϕs = 84.7◦ for Re = 10000). This separated
shear layer remains laminar up to at a certain distance from the sphere where it be-
comes unstable. From the analysis of the instantaneous data, it has been observed
that at about x/D = 1 − 1.2 the first instabilities in the shear layer appear. These
instabilities occur, in first instance, as a consequence of the amplification of the small
random disturbances introduced in the initial conditions. Due to these instabilities
in the shear layer that appear randomly at any azimuthal location, the vortex sheet
starts to roll-up, the flow becomes three-dimensional and results in a transition to
turbulence. The zone where this transition occurs is located at about x/D = 1.8−2.6.
The instabilities in the shear layer can be directly seen from the inspection of the
time series of the radial velocity component in the laminar shear layer at x/D = 1,
r/D = 0.6 at four azimuthal angles (θ = 0, pi/2, pi, 3pi/2) (see figure 6.11(a)). As
can be observed, large velocity fluctuations occur randomly at all azimuthal posi-
tion but at different time. These instabilities propagate in the shear layer and get
amplified. As a consequence, in the zone where the transition to turbulence occurs,
large velocity fluctuations are found at every azimuthal angle as shown in 6.11(b)
(x/D = 2.2, r/D = 0.6). At Re = 10000 transition to turbulence occurs closer to
the separation point at about x/D = 1 − 1.2, being in fair agreement with parti-
cle image velocimetry (PIV) observations of Jang & Lee [26] at Re = 11000. At this
Reynolds number, although shear-layer instabilities also occurs at random azimuthal
locations, they evolve into corrugated structures along the azimuthal direction at the
end of the quasi-axialsymmetric shear-layer. These structures are formed by the in-
teraction of the small-scales inside the recirculation bubble and the remnants of the
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Figure 6.9: Vortical structures every quarter vortex shedding period (time ad-
vances from top to bottom). Plane X-Y
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Figure 6.10: Vortical structures every quarter vortex shedding period (time ad-
vances from top to bottom). Plane perpendicular to X-Y plane, viewed from the
top.
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Figure 6.11: Time series of the radial velocity component at different locations in
the shear layer and at four azimuthal angles (θ = 0, pi/2 pi, 3pi/2) a) x/D = 1,
r/D = 0.6; b) x/D = 2.2, r/D = 0.6
previous broken-off of the shear layer. As the flow moves downstream, these struc-
tures separate from the vortex sheet forming vortex rings.
As can be seen from the figures 6.9 and 6.10, there is a wide range of scales in the
separated region, just behind the recirculation bubble and in the wake of the sphere.
Vortex loops are detached from opposite positions, but they are not necessarily de-
tached with 180◦ of separation. In the separated zone, the vortices formed break
into small scale vortices which are drawn into the region behind the sphere (forma-
tion zone), but also they feed the turbulent wake. The large-scale vortices are not
arranged in the same plane, but the wake exhibits a pronounced helical-like configu-
ration as can also be observed from the general three-dimensional view of the wake
in figure 6.12. This helical configuration was previously observed in experiments car-
ried out by Achenbach [2] at Re = 6000 and by Taneda [27] at Re = 104 − 3.8× 105,
and in numerical results at Re = 104 [22, 10]. In fact, in our results it can also be
observed at Re = 10000 (see fig. 6.13). In the experimental observations of [2], he
suggested that the vortex shedding occurs at a position around the sphere that ro-
tates with the vortex shedding frequency. On the other hand, Taneda [27] observed
an irregular rotation about the axis of the separation point and the wake. However,
recent LES results from Yun et al. [10] showed that vortical structures travel down-
stream nearly straight, and they proposed that the helical-like structure might be
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related to the wall-pressure changes in the sphere along the azimuthal direction.
From the examination of a large number of shedding cycles of the instantaneous
data in the present simulation, it has been observed that shear layer instabilities oc-
cur at random position and the vortices are shed periodically in no particular az-
imuthal position. This gives the wake a helical appearance but the vortices move
downstream without circulation in the azimuthal direction (see video). In fact, it can
be argued that the observed helical pattern of the wake is due to the way the vortices
are shed in time. At any shedding cycle, two anti-symmetric vortices are shed, but
at the next shedding period, due to the randomness of the shear layer instabilities,
the vortex shedding does not occur at the same azimuthal position of the previous
one. Instead, these perturbations can produce vortices to be shed either to the left or
to the right of the location of the previous vortex shedding. Thus, the handedness
of the helical pattern is determined (in first instance) by the amplification of the ran-
dom disturbances introduced in the initial conditions, but also the direction of the
helix will vary in time due to the nature of the vortex shedding process.
Analysing the shedding cycle shown in the figures, the first panels depicts the
shear layer in a stage just after the instability marked as I1 has grown and has bro-
ken off from the vortex sheet. Small instabilities in the axisymmetric shear layer are
continuously appearing (e.g. the instability marked as I2). At the end of the ax-
isymmetric bubble, corrugated structures along the azimuthal direction, can also be
observed. These structures are induced by the action of the small-scales inside the
recirculation bubble and the remnants of the previous broken off of the shear layer.
A protruding structure (marked as VC0), which is the previous separated roller on
the opposite side of the shear layer, and other vortices marked as VC1, VC2 and VC3
can also be noted. The second panels in the figures, correspond to a quarter period
later, when the structure I1 has got amplified and has moved downstream. Of par-
ticular interest is the long rib structure (R) which is connected at one end with VC0
structure. The corrugated structures at the end of the vortex sheet are now more
evident, as instability I2 has completely broken the shear layer in that azimuthal po-
sition. In the top view, small streamwise vortices which seem to be interlaced with
vortex structure I1 can also be observed.
A quarter period later, which corresponds with third panels in figures 6.9 and
6.10, the vortex structure I1 has separated completely from the shear layer. The tail
of the rib R has distorted in the azimuthal direction and has wrapped around itself,
feeding the VC0 vortex, which has grown also fed by the small-scale vorticity from
the recirculation bubble. The instability I2 has now separated from the shear layer
and has grown as a new vortex structure opposite to I1. In the last quarter (bottom
panels), the vortex structure I1 has moved downstream while the new vortex shed
I2 is now in its final stage. Moreover, as a consequence of the pairing of vortices VC0
has become a larger structure.
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Figure 6.12: Visualisation of instantaneous vortical structures in the wake of the
sphere (time advances from top to bottom).
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Figure 6.13: Visualisation of instantaneous vortical structures in the wake of the
sphere by means of Q-iso-surfaces at Re=10000
The same shedding period shown in figures 6.9 and 6.10 is depicted in figure 6.12,
but it offers a three-dimensional view of the helical pattern of the wake. Note also
that large-scale structures are composed of about 3-4 azimuthal vortex rings, which
is in agreement with the small-scale instability frequency fKH measured. During the
whole sequence, the large-scale structures such as VC1, VC2 and VC3 have moved
uniformly downstream without change in their azimuthal position. As they travel
downstream, the whole wake give the appearance of a wavy motion and, as has been
commented before, it exhibits this helical-like configuration.
Due to the early transition in the shear-layer, recirculation bubble at Re = 10000
is shorter than for Re = 3700. In addition, turbulent structures become finer as the
Reynolds number increases. If both figures are inspected in detail, one can observe
that at Re = 3700 large-scale structures are formed by about 3-4 azimuthal vortex
rings, while at Re = 10000 these structures are composed of about 9 of these az-
imuthal vortex rings. These observations are in fair agreement with the small-scale
shear-layer instability frequency measured (see power spectra analysis section). That
is, during a vortex-shedding period, instabilities at the separated shear-layer causes
formation of vortex rings structures which are organised into large scale structures.
As a consequence, the overall structure of the wake formed by the large-scale vor-
tices is quite similar in both cases and exhibits a helical-like pattern. This is consistent
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St ϕs (◦) Cd Cpb Lr/D LSL/D
Re=3700
Present work (DNS) 0.215 89.4 0.394 -0.207 2.28 2.75
Kim&Durbin [18] (exp) 0.225 - - -0.224 -
Sakamoto&Haniu [3] (exp) 0.204 - - - -
Yun et al.[10] (LES) 0.21 90 0.355 -0.194 2.622
Schlichting [14] (exp) - - 0.39 - -
Re=10000
Present 0.195 84.7 0.402 -0.272 1.657 1.8
Yun et. al. [10] (LES) 0.17 90 0.393 -0.274 1.364
Constantinescu &
Squires [11] (LES) 0.195 84-86 0.393 - 1.7
Achenbach [1, 2] (exp) 0.195 82.5 0.4
Table 6.2: Statistical flow features. DNS results compared with experimental
measurements and numerical results from literature.
with previous experimental observations by Taneda [27] and Achenbach [1] among
others.
6.6 Mean flow parameters
Table 6.2 summarises the results for the time-averaged integral parameters obtained
and compared with experimental and numerical data available in the literature. In
the table, the vortex-shedding frequency (Strouhal number) St = fvs U/D, the sep-
aration angle ϕs (measured from the stagnation point), the drag coefficient Cp, the
base-suction coefficient −Cpb, the non-dimensional recirculation length Lr/D and
the non-dimensional shear-layer length LSL are presented. The recirculation length
here is defined as the distance between the rear end of the sphere and the stream-
wise position along the axis where streamwise velocity changes sign. The length of
the shear-layer has been defined, following the definition of Dong et al. [28], as the
distance to the downstream location of a mean spanwise vorticity contour line at 8%
of the maximum mean spanwise vorticity along the vertical line crossing x/D = 0.0.
There is a good agreement between computed flow parameters and previous re-
sults. As the Reynolds number increases, there is a shrinkage of the recirculation
region. The recirculation bubble is about a 37% larger at Re=3700 than the value
measured at Re=10000. This is an important shortening of this zone which clearly
affects its configuration. The decrease in the recirculation zone (and thus, in the for-
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mation length) is associated with the increase in the magnitude of the base-suction
coefficient. The base-suction coefficient increases about 23 %, from Cpb = 0.207 at
Re = 3700 up to Cpb = 0.272 atRe = 10000. This is also in agreement with the obser-
vations reported by Bearman [29] for the circular cylinder in the subcritical regime,
i.e. the formation length is inversely proportional to the base-suction coefficient. The
angular distribution of the mean pressure coefficient is plotted in figure D.1(a). In
the figure, the mean pressure coefficient is compared with the experimental data by
Kim and Durbin [18] at Re = 4200 and by Bakic [30] at Re = 50000. As can be
seen, when comparing the DNS results a good agreement within experimental un-
certainties have been obtained. The angular position of the pressure minimum has
been well captured, being at ϕ = 72◦ for Re = 3700 and ϕ = 71◦ for Re = 10000.
This value is also comparable with the position of the pressure minimum, ϕ = 71◦,
reported by Seidl et al. [31] at Re = 5000. As observed, for both Reynolds numbers,
the pressure distribution is quite similar except for the differences in the back region.
In contrast with the change in the base-suction coefficient, the average magnitude
of the drag coefficient remains almost unaltered around Cp = 0.4 as in the subcritical
regime (Re < 3 × 105) the mean pressure coefficient is nearly independent of the
Reynolds number [1]. The prediction of the average value of the drag coefficient for
both Reynolds numbers is in fair agreement with the experimental measurements
(see Table 6.2).
Also shown in the figure (see figure 6.14(b)) are the distribution of the non-
dimensional skin-friction coefficient (τw/(ρU2Re0.5)) which is also compared with
the DNS results of Seidl et al. [31]. Laminar separation occurs near at the equator
of the sphere, but there is a slight displacement toward the stagnation point as the
Reynolds increases of the detachment position (ϕs = 90◦ vs. ϕs = 84◦). This seems
to be consistent with the experimental measurements of Achenbach [1], although
there are no experimental measurements of this quantity for Re = 3700.
A further remark is about the value of the mean drag coefficient, Cd = 0.394 is
in correspondence with the value reported in experiments, Cd = 0.39 (values sum-
marised in [14]). This is also in agreement with observations that report a local min-
imum of the drag coefficient of Cd = 0.38 at about Re = 5000 [31] with the further
increase with the Reynolds number in the sub-critical regime approaching the drag
crisis [14, 11]. However, when compared with the LES results by Yun et al. [10] some
discrepancies are found. They predicted a lower value for the drag coefficient of
Cd = 0.355. It is important to highlight that computations performed with coarser
grids of 3.63MCVs and 5.45 MCVs have shown little variation of the value of the
mean drag coefficient Cd being of 0.39 and 0.399, respectively. Thus, differences with
LES results might be attributed to the subgrid-scale model they have used.
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Figure 6.14: a) Angular distribution around the sphere of the mean pressure coef-
ficient compared with experimental results of Kim and Durbin [18] at Re = 4200
and Bakic [30]. b) Angular distribution around the sphere of the skin-friction co-
efficient compared with experimental results of Seidl et al. [31] at Re = 5000.
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Figure 6.15: (a) Time-average streamwise velocity (vx) profile along the wake
centreline. (b) Mean fluctuating streamwise velocity (v′x) along the wake centreline
6.6.1 Mean flow statistics
The average streamwise velocity (vx) normalised by the free-stream velocity U and
its fluctuations (v′x) are given in figure 6.15 for Re = 3700. As can be seen from the
figure 6.15(a) the length of the recirculation bubble, defined as the streamwise dis-
tance from the rear end of the sphere to the position where the mean streamwise
velocity changes sign, is L/D = 2.28. This is nearly the same distance to the loca-
tion where the fluctuations of the streamwise velocity reaches its maximum, i.e. the
vortex formation zone, as [32] pointed out. In fact, figure 6.15(b) shows the pres-
ence two large peaks. The first one is more pronounced and its maximum occurs at
x/D = 1.98 measured from the rear end of the sphere, while the second one takes
place at x/D = 2.81. Some discrepancies with the previous LES modelling work by
[10] are observed in the prediction of the recirculation length (see Table 6.2). These
differences are also reflected when the profile of the mean streamwise velocity in the
wake is compared with both experimental data of [18] and LES modelling [10] results
(see figure 6.16). A good agreement between our DNS results and the experimental
data is obtained. However, noticeable differences are observed when compared with
the mentioned LES results. These discrepancies are more relevant at x/D = 3 where,
according to our DNS and the experimental measurements, the flow is in the recov-
ery zone (i.e. the region between the end of the recirculation bubble and the location
where the flow accelerates in spite of the adverse pressure gradient). However, for
LES results by [10] the profile shows that the flow is at the end of the recirculation
bubble.
Time-averaged profiles of the streamwise and radial velocities at five different
locations (x/D = 1.6, 2, 3, 5, 10) in the wake are plotted in figure 6.17 for Re =
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Figure 6.16: Streamwise velocity at three locations in the wake. Comparison of
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Figure 6.17: Mean velocity profiles at different positions in the wake behind the
sphere at plane [x/D, y/D, z = 0]. a) streamwise velocity vx/U , b) radial velocity
vr/U
3700. The negative streamwise velocity at x/D = 1.6 and x/D = 2 stems from
the recirculation zone. In the wake behind the sphere, vx is negative until the free-
stagnation point. At x/D = 3 streamwise velocity is positive but near zero, since
this position is very close to the end of the recirculation bubble. The minimum value
of the radial velocity occurs on the side of the free-stagnation point and its value is
vr = −0.198U . The largest backward velocity (minimum streamwise velocity) in the
recirculation bubble is vx = −0.321U according to figure 6.15(a).
In addition to these plots, time-average profiles of the streamwise velocity and its
fluctuations at x/D = 1.6 and x/D = 2.5 are compared for both Reynolds numbers in
figure 6.18. The negative values of the streamwise velocity stem for the recirculation
bubble. Its minimum value vx = −0.321 at x/D = 2.13 for Re = 3700 (vx = −0.404
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Figure 6.18: Flow statistics in the near wake at x/D = 1.6 and x/D = 2.5. (a,
c) Mean streamwise velocity; (b, d) fluctuations of the mean streamwise velocity.
(Solid line) Re = 3700, (dotted line) Re = 10000.
at x/D = 1.56 for Re = 10000) occurs at the wake axis. Note that the velocity deficit
in the wake increases with the Reynolds number. As commented before, fluctuations
for Re = 10000 are also larger within the recirculation zone. As there is a shrinkage
of this zone, at x/D = 2.5 the flow at Re = 10000 is in the recovery region (the zone
beyond the recirculation region where the flow accelerates in spite of the adverse
pressure gradient) while for Re = 3700 it is still within the recirculation bubble.
The wake mean flow configuration for both Reynolds numbers is depicted in
figure 6.19. In the figure, comparative contours of stream-wise (v′xv′x), cross-flow
(v′rv′r) and shear stresses (v′xv′r) are depicted. These representations of the Reynolds
stresses distribution reveal the near wake structure associated with the changes in
the base-suction coefficient. At Re = 3700, the recirculation region is relative large
(see also table 6.2) while a shortening of this zone occurs with increasing Reynolds
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Figure 6.19: Topology of the Reynolds stresses in the near wake (left) Re = 3700
and (right) Re = 10000. From top to bottom: v′xv
′
x/U
2; v′rv
′
r/U
2; v′xv
′
r/U
2. 10
contours levels from: (left) 0.00552-0.0555; 0.0068-0.068 and −0.028− −0.0032,
respectively; (right) 0.00552-0.0555; 0.0068-0.068 and −0.028− −0.0032, respec-
tively.
number up to Re = 10000. Indeed, peaks in the stresses are displaced upwards a
distance between 0.75D - 1D, and their levels are found to be higher at Re = 10000.
The streamwise turbulent stress peaks at the shear-layer at x/D = 2.61 forRe = 3700
( and x/D = 1.64 for Re = 10000) at the region where it began to curve towards the
wake centreline, around the end of the vortex formation length. As for the cross-
flow stress, its maximum is located at the wake centreline just after the closure of the
recirculation bubble (at x/D = 3.1 for Re = 3700 and x/D = 2.35 for Re = 10000).
On the other hand, the shear stress which exhibits a one-lobe structure off the axis
peaks before the closure of the recirculation bubble (v′xv′r = −0.029at x/D = 2.56 for
Re = 3700 and v′xv′r = −0.033 at x/D = 1.78 for Re = 10000). Furthermore, mean
velocity fluctuations v′x/U and v′r/U are plotted in figure 6.20 for Re = 3700.
The variation of the mean turbulent kinetic energy and the energy dissipation
rate are depicted in figures 6.21 and 6.22 for both Reynolds numbers. For compar-
ison, both quantities are plotted at locations which are the same when normalised
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Figure 6.20: Mean velocity fluctuations at different positions in the wake behind
the sphere at plane [x/D, y/D, z = 0]. a) streamwise velocity fluctuations v′x/U ,
b) radial velocity fluctuations v′r/U
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Figure 6.21: Mean turbulent kinetic energy. a) Re = 3700, b) Re = 10000
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Figure 6.22: Energy dissipation rate. a) Re = 3700, b) Re = 10000
with the recirculation length. Turbulent kinetic energy (tke) is mostly produced in
the shear layers due to the contribution of the streamwise fluctuations and then, it is
convected to the centre of the wake. However, the topology of the wake is slightly
different at Re = 3700 and Re = 10000. At Re = 3700, tke peaks at the wake cen-
treline just after the closure of the recirculation bubble, whereas at Re = 10000, tke
maximum is displaced to a location off the wake centreline, near the position where
the shear layer curves toward the axis.
The largest dissipation occurs in the shear layer (see figure 6.22) and then, it de-
cays rapidly as the flows moves downstream. It is worth to mention, that most of
the tke produced in the shear layer can be associated with the small-scale instabilities
and thus, it contributes to dissipation. On the other hand, towards the wake centre-
line, tke produced is only partially dissipated but also it is advected downstream.
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6.7 Conclusions
Direct numerical simulations of the turbulent flow past a sphere at Reynolds num-
bers of 3700 and 10000 have been carried out. Second-order conservative discreti-
sation schemes on a collocated unstructured arrangement have been used. These
schemes preserve the kinetic energy balance even on coarse grids ensuring good
stability. The main features of the flow, including instantaneous and time-average
flow structure, and energy spectra at selected locations in the near wake have been
presented and compared.
Computations carried out have allowed to analyse the influence of shear-layer
vortices and vortex shedding process in the wake configuration at these subcriti-
cal Reynolds numbers. The instantaneous analysis of the wake has revealed that
its structure is quite similar at both Reynolds numbers, i.e. it exhibits a helical-like
configuration due to the instabilities in the shear layer which occur at random az-
imuthal positions. However, significant differences in the flow dynamics have also
been observed. AtRe = 3700, the onset of the vortex roll-up due to instabilities in the
shear layer occurs locally which determines the position where the vortex are shed,
but at Re = 10000, shear-layer instabilities evolve as corrugated structures along the
azimuthal direction which separate from the shear-layer as vortex rings. With the in-
crease in the Reynolds number, these instabilities move closer to the separation point
with the consequent shrinkage of the vortex formation region. It has been observed,
that similar to the wake behind a cylinder, variations in the vortex formation region
are related to the base-suction coefficient Cpb, i.e., as the base-suction increases the
formation region is shortened.
It is shown how the wake is dominated by three instability mechanisms: the
large-scale vortex-shedding at a frequency fvs, the small-scale Kelvin-Helmholtz in-
stabilities of the shear-layer at fKH and the modulation of the recirculation region
which occurs with a frequency fm. The values of these characteristics frequencies
have been discussed in the paper for both Reynolds numbers. Each of these mecha-
nisms leave a clear footprint in the turbulent spectra of the different probes analysed.
The latter of them can be identified as a mechanism through which low-frequency
large-scale flow affects the underlying turbulence and consequently, the wake char-
acteristics. As a result of the wake modulation, large integration times are required
to capture properly the shrinkage and enlargement of the recirculation region and
hence, to achieve well converged statistics in the wake zone. Although this modula-
tion have been observed previously, there are still issues that remains unclear such
as the wake configuration during the different stages of this process. Further inves-
tigations would be useful.
Furthermore, the topology of the near wake for both Reynolds numbers are com-
pared in terms of the average second-order statistics. The average recirculation zone
is decreased with increasing Reynolds number, as expected. As a result, maximum
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values of the Reynolds stresses are displaced upwards a distance between 0.75 - 1
diameter, consistent with the variations in the magnitude of the base-pressure coef-
ficient.
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Chapter 7
Direct numerical simulation of
the turbulent flow past a circular
cylinder
Most of the contents of this chapter have been published as:
O. Lehmkuhl, I. Rodríguez, R. Borrell, C.D. Pérez-Segarra and A. Oliva.
Low-frequency variations in the wake of a circular cylinder at Re = 3900.
Journal of Physics: Conference Series. 318, 042038. doi:10.1088/1742-
6596/318/4/042038.
Abstract. The presence of low-frequency fluctuations in the wake of bluff bodies have been
observed in several investigations. Eventhough the flow past circular cylinder at ReD = 3900
(ReD = UrefD/ν) has been object of several experimental and numerical investigations, there
is a large scattering in the average statistics in the near wake. In the present work, the flow-
dynamics of the near-wake region behind a circular cylinder has been investigated by means
of DNS and statistics have been computed for more than 858 shedding cycles. The analysis
of instantaneous velocity signals of several probes located in the vortex formation region,
point out the existence of a low-frequency fluctuation at fm = 0.0064. This large-scale quasi-
periodic motion registered seems to be related with the modulation of the recirculation bubble
which causes its shrinking and enlargement over the time. Two different configurations have
been identified: i) a high-energy mode with larger fluctuations in the shear-layer and in the
vortex formation region (Mode H) and ii) a low-energy mode with weaker fluctuations in the
shear layer (Mode L). The influence of such low-frequency in the wake topology has been
studied by means of the phase-average flow field considering 10 cycles of vortex-shedding
for each mode, but also by the analysis of the time-average first- and second-order statistics
of each wake mode. The results are compared with the long-term averaged solution and with
the literature available results.
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7.1 Introduction
The flow over a circular cylinder has been subject of several numerical and experi-
mental studies. From a theoretical point of view, this is a canonical case to perform
studies of the turbulence behavior of these regions and to learn how they interact
between them. On the other hand, from a practical point of view, this case is also
of interest since flow around cylindrical structures is of relevance for many practical
applications i.e. heat exchangers, bridge piers, chimneys, towers, antennae, wires...
Knowledge about flow-related unsteady loading of such structures is crucial for hy-
dro and aerodynamic control and design.
As it is well known from experimental observations, the flow around a cylin-
der exhibits different behaviors depending on the Reynolds number. Steady laminar
flows exists at Reynolds numbers up to approximately 40 (based on the cylinder
diameter and free-stream velocity) with a pair of steady dipole vortices forming be-
hind the cylinder. The laminar vortex shedding, also known as the von-Karman
vortex street, is observed at Reynolds numbers up to about 190. When the Reynolds
number is approximately 260, the flow experiences transition to finer scale three di-
mensionality (also named as mode B instability) [1]. With increasing Reynolds num-
ber, the three dimensional cylinder wake becomes more chaotic. Finally, according
to Prasad and Williamson [2], the shear layers separating from the cylinder become
unstable at Reynolds number around 1200.
However, the value of this critical Reynolds number varies in the literature from
300 to 3000. It is believed that the separating shear layers are very sensitive to various
experimental factors such as free-stream turbulence level, acoustic noise, cylinder
vibrations, end boundary conditions and aspect ratio (spanwise direction length /
cylinder diameter) [3]. A dramatic decrease in the base suction coefficient occurs
between Reynolds numbers 2×105 and 3.5×106; this is associated with a complicated
flow regime with laminar separation, transition to turbulence, reattachment, and
another separation further downstream along the cylinder surface. At post-critical
Reynolds numbers beyond 3.5 × 106, the boundary layer on the cylinder becomes
turbulent before separation [4].
In the case of the flow past a circular cylinder at ReD = 3900, it has been have
been extensively investigated (see for instance [5, 6] and the citations therein). Even
though the several studies carried out, there is a large scattering in the mean flow
solutions in the near wake (see figure 7.1) which seems to converge into the same
solution as the flow moves downstream. These differences in the near wake are also
observed as different mean flow configurations of the stream-wise velocity usually
referred as U-shape and V-shape profiles. According to Ma et al. [5], both states
reflect the dynamics of the flow in the very near wake which is very sensitivity to
disturbances and they concluded that U-shape profile emerges if the background
fluctuations are relatively low or the span-wise extend the domain is small (Lz/D =
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Figure 7.1: Stream-wise velocity at the wake centerline. (dotted line) Parnaudeau
et al. [6]; (squares) Lourenco & Shih [7]; (dash-dotted line) Kravchenko & Moin
[7]; (solid squares) Norberg Re = 3000; (stars) Norberg Re = 5000 [8].
pi).
However, Ma et al. [5] observations are in disagreement with the results of other
investigations in which a Lz/D = pi for the span-size were used. Franke & Frank
[9], showed that average statistics in the wake of the cylinder would require a large
integration time. They presented results for about 200 time-units but commented
that it was not enough for obtaining converged statistics. Yet, they pointed out that
their solution approached to that of Ma et al. [5] for the corresponding span-wise
width (Lz/D = pi). In addition, Tremblay et al. [10] by means of DNS and using an
span-wise size of piD obtained the characteristic V-shape profile (with 300 time-units
of time integration) contradicting the hypothesis of Ma et al. [5] about the span-
wise size. Indeed, they observed that the shape of the stream-wise velocity profile
developed from U towards V as longs as the recirculation length was not settled
down to a stable state. More recently, [6] performed experimental and numerical
studies and found that about 1200 time-units (250 shedding cycles) were required
for obtaining a converged value but in their case the obtained solution shown a U-
shaped stream-wise velocity profile.
All these studies pose the question about how the unsteady behaviour of the vor-
tex formation region affects the near wake configuration. However, to the best of
our knowledge, there is no a complete study of the convergence of flow statistics
in the very near wake. On the other hand, low-frequency variations in the wake of
bluff bodies have been observed by several investigations. Berger et al. [11] studied
the formation of coherent structures in a wake of a disk and a sphere at Reynolds
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numbers between 1.5× 104 < Re < 3 × 105, and found what they called a pump-
ing mechanism of the recirculation bubble with a very low-frequency. Najjar & Bal-
achandar [12] also observed a low-frequency unsteadiness in the wake of a normal
flat plate, finding a high-drag regime with high coherence in the span-wise vortices
and a low-mean drag regime where less coherent vortices were formed. Later, Miau
et al. [13] found such variations in the wake of a trapezoidal cylinder and a circu-
lar cylinder at Reynolds numbers above 104 and shown that they were associated
with the unsteady variations of the vortex formation length. Wu et al [14] studied
the low-frequency fluctuations of the wake behind a normal plate confirming the
existence of the two modes pointed out by Najjar & Balachandar [12], but at the
Reynolds numbers of their experiments they found an asymmetry in the time where
these modes occurred. In fact, they detect that the most energetic one, with a shorter
vortex formation region, only occurred during the 5% of the total measured time.
In the case of the sphere, the existence of such low frequency modulation has been
recently measured by Rodriguez et al. [15] by means of DNS at Re = 3700.
This low-frequency behavior might be the responsible of the large scattering of
the statistical data in the wake of the circular cylinder, but this issue appear to be
still open. In this paper we report on detecting the low-frequency unsteadiness
of the vortex formation region past a circular cylinder at ReD = UD/ν = 3900
(based on the free-stream velocity and the cylinder diameter). Thus, the main fo-
cus of this work is on the low-frequency modulation of the recirculation zone, to
examine its possible influence on the wake configuration, as well as, to derive more
time-accurate flow parameters and first- and second-order statistics. In this work we
perform a comprehensive time series analysis by utilizing data from several probes
located at different stations in the shear-layers and in the near wake. By means of
the analysis of the power spectra of these probes, it has been found the co-existence
of two different wake configurations which alternates with a very low-frequency. In
order to study the influence of such low-frequency in the wake topology, the phase-
average flow field considering 10 cycles of vortex-shedding for each mode has been
computed. After that, time-average first- and second-order statistics of each wake
mode have been compared with the long-term averaged solution (of about 4000
time-units) and with the literature available results.
7.2 Description of numerical method
The governing equations have been discretized on a collocated unstructured grid ar-
rangement, by means of second-order spectro-consistent schemes [16]. Such schemes
are conservatives, i.e., they preserve the symmetry properties of the continuous dif-
ferential operators, and ensure both, stability and conservation of the global kinetic-
energy balance on any grid. For the temporal discretisation of the momentum equa-
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tion a two-steps linear explicit scheme on a fractional-step method has been used for
the convective and diffusive terms [17], while for the pressure gradient term an im-
plicit first- order scheme has been used. This methodology has been previously used
with accurate results for solving the flow over bluff bodies with massive separation
in [18] and [15].
The meshes used for solving the domain considered have been generated by a
constant step extrusion of a two-dimensional (2D) unstructured grid. Under these
conditions, the span-wise coupling of the discrete Poisson equation, which results
from the incompressibility constrain, yields circulant sub-matrices that are diagonal-
izable in a Fourier space. This allows to solve the Poisson equation by means of a
Fast Fourier Transform (FFT) method. The algorithm used is based on the explicit
calculation and direct solution of a Schur Complement system for the independent
2D systems. For more details the reader is referred to [19].
7.3 Problem definition and computational domain
The methodology used for solving the flow over bluff bodies with massive separa-
tion is described in [18] and [15]. We consider here the DNS of the flow past a circular
cylinder at ReD = 3900. Although several computations have been carried out con-
sidering different domain sizes and computational grids, for the sake of brevity, the
results presented in this paper have been obtained using a computational domain
of dimensions [-8D,16D];[-10D,10D];[0,piD] in the stream-, cross- and span-wise di-
rections respectively, with a circular cylinder of diameter D at (0,0,0). As for the
span-wise size of the domain, in a previous study [18] it was shown than doubling
the domain in the span-wise direction was not influence the statistical data. As the
main concern of the present work is about the low-frequency variations in the near
wake and on the time-dependence of turbulent statistics, it is required a large in-
tegration time. Hence, the computational effort has been focused on the long-term
average statistics instead of a larger span-wise domain. Furthermore, although not
for comparison, simulations with twice the span-wise size and twice the number
of planes in the span-wise direction have also been considered. In all of them we
have detected the low-frequency fluctuation of the recirculation bubble. Therefore,
this phenomena is not dependent on the span-wise size of the domain, but it is an
intrinsic characteristic of the recirculation zone.
The boundary conditions at the inflow consist of a uniform velocity (u,v,w)=(1,0,0),
slip conditions in the top and bottom boundaries of the domain, while at the out-
let a pressure-based condition is used. At the cylinder surface, no-slip conditions
are prescribed. As for the span-wise direction, periodic boundary conditions are
imposed. As mentioned before, the governing equations are discretised on an un-
structured mesh generated by the constant-step extrusion of a two-dimensional un-
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structured grid. The use of an unstructured grid for the plane has allowed to cluster
more control volumes around the cylinder surface and in the near wake. As it has
been commented, several grids have been considered, but for brevity the results pre-
sented here have been computed with a grid of about 9.3 M CVs (72700×128). In a-
posteriori analysis of the grid sizes used, we have calculated the Kolmogorov length
scale which gives (x/D < 5) η/D = 0.02 on average in the near wake. In this zone,
the average grid size is about h/D = 0.018, yielding a ratio h/η = 0.9. With this ratio
between grid-size and Kolmogorov scale, the resulting grid density obtained should
be fine enough for solving the smallest flow scales in the near wake.
7.4 Results
The simulations have been started from homogeneous flow and initially some ran-
dom perturbations have been introduced. In order to ensure temporal converged
statistically steady state, the flow field has been advanced in time for an initial du-
ration of about 100 tU/D. Once the initial transient has been washed out, statistics
have been collected and averaged over approximately 3900 tU/D, which is about 836
shedding cycles. This time integration results in a long simulation time and is by far
the largest numerical experiment carried out since now for this flow, but it ensure
not only converged statistics but also a large time span to analyse low-frequency
variations in the wake.
7.4.1 Coherent structures of the flow
Proper identification of the coherent structures of the flow is necessary in order to
understand the dynamics of the vortex formation and the wake structure. In the
present work, as in previous chapter, the Q-criterion proposed by Hunt et al. [20]
has been used. In figure 7.2 a sequence of a vortex shedding is depicted. In the
figure, each plot one eighth of cycle. Furthermore, in each of them side and top
views are shown.
Starting from figure 7.2a, it corresponds with an instant in which the shedding
of a counter clockwise roller is about to occur. Following Mittal and Balachandar
[21], who conducted flow visualizations of the vortex-shedding process at Re = 525,
it will be called CCR (counter clockwise roller). At the same time, in the top shear
layer due to the presence of instabilities, an incipient clockwise roller (CR), which be-
gins to roll-up, is being formed. Streamwise vorticity (ribs) connecting the span-wise
vortices shed are also observed. Their core is also evident forming spanwise tubes.
There are also small-scale structures in the recirculation region and in the wake.
These small-scale structures seem to be constituted by the stretching of streamwise
vortices.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 7.2: Visualization of the instantaneous flow. Sequence of a vortex shedding
(each image represents 1/8th of the cycle).
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An 1/8th of cycle later, CCR has almost separated from the bottom shear-layer
and CR has grown in size. From the top view can be seen how spanwise vortices are
distorted by the interaction with the ribs, which at the same time, are also deformed.
The growth of instabilities in the shear-layer has provoked its broken off just by mid-
span.
Advancing in time 1/8th of cycle, shear-layer instabilities continue to growth and
new instabilities are continuously appearing. Although it is only shown the view of
the top shear-layer, instabilities are also being developed in the bottom one. At this
stage CCR has completely been separated and it is now moving downstream in the
near wake, while CR has increased its size being fed by the instabilities arriving
from the top shear-layer. Approaching to the half of the vortex-shedding period, CR
is well-formed and a new counter clockwise roller (CCR1) is starting to be formed
in the bottom shear-layer. At this instant, instabilities have a corrugated appearance
just at the end of the shear-layer. These instabilities seem to be increased by the
interaction with small vortices within the recirculation bubble. With this view (figure
7.2d), half vortex-shedding has occurred. The next four images (figure 7.2e to 7.2h)
show the development and shedding of CCR1 in order to complete a full cycle. This
can be described as follows.
Now CR is in process of separation from the vortex sheet (figure 7.2e) and in
the top view the corrugated structures seem to break and form elongated structures,
which finally broke-up when CR goes into the wake (figure 7.2f). These structures
can now be identified as stream-wise vortices. Some of these vortices will grow
and connect span-wise vortex tubes while they travel downstream. Part of these
structures, due to the vortex stretching will also break up and feed the wake with
small-scale structures.
As the cycle falls into its last quarter, CCR1 has grown in size due to new struc-
tures arriving from instabilities formed in the bottom shear-layer. Now, a small and
incipient CR1 in the top vortex sheet can be seen. This sequence end-up with the
view of CR completely surrounded by these streamwise structures and CCR1 about
to be separated from bottom shear layer. This view is also interesting because 3
Kelvin-Helmholtz instabilities in the bottom shear layer are also well observed.
7.4.2 Energy spectrum
Single-points measurements have been carried out by positioning probes at different
locations. Measurements at those ports have been taken over the whole simulation
time. The location of these stations is as follows: P1 ≡ [x/D = 0.71, y/D = 0.66] and
P2 ≡ [x/D = 1.3, y/D = 0.69] are located in one of the shear-layers, P3 ≡ [x/D =
2.0, y/D = 0.0] and P4 ≡ [x/D = 3.0, y/D = 0.0] are located in the wake centerline,
P5 ≡ [x/D = 2.0, y/D = 0.59] in the wake, P6 ≡ [x/D = 0.5, y/D = 0.0] at the
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cylinder base and P7 ≡ [x/D = −0.465, y/D = 0.171] quite close to the laminar
boundary layer at about 70◦ from the stagnation point.
The main frequencies corresponding to the large-scale vortex shedding (fvs) and
the small-scale Kelvin-Helmholtz (KH) instabilities of the shear-layers (fKH) have
been obtained from the power spectrum of the probes P1, P2, P3 and P5 by using
the Lomb periodogram technique. The resulting spectra have also been averaged in
the span-wise direction. A piece-wise of the stream-wise and cross-stream velocity
components and their power spectra at the these stations are plotted in figures 7.3
and 7.4, respectively.
At all stations, the spectrum exhibits a dominant peak at fvs = 0.2145, with the
exception of the stream-wise spectrum of the probe located in the wake centreline
(P3) in which its second-harmonic is visible (f = 0.429). The peak at fvs, which
corresponds with the large-scale vortex shedding frequency, is in agreement with
the values reported in the literature (see Table 7.1 for more details). In addition, a
broadband peak at a larger frequency and centred at fKH = 1.34, which corresponds
with the Kelvin-Helmholtz instabilities of the separating shear-layer, is also detected.
This value is in fair agreement with Prasad & Williamson [22] predictions for this
Reynolds number (fKH = 0.0235Re0.67fvs = 1.29). This secondary peak is only ob-
served in the probes located at the shear-layers, and although at P2 (x/D = 1.3) is
still visible in the cross-stream velocity fluctuations spectrum, its intensity dimin-
ishes as the flow moves downstream and is smeared out in the background of fluc-
tuations of the turbulent flow.
On the top of both frequencies, i.e. the vortex-shedding and the KH instabilities
frequencies, there is also a peak at a much lower frequency than that of the vortex
shedding (fvs/fm = 33.5. This peak occurs on average at fm = 0.0064 and is also
observed at almost every station located in the vortex formation zone. In fact, if the
time series of the stream-wise velocity component (see figure7.3(g)) is inspected, one
can notice a quasi-periodic wave in the fluctuations of the variable with a frequency
which is quite lower than that of the vortex shedding. This large-scale quasi-periodic
motion registered seems to point out the existence of a modulation of the vortex
formation zone which causes its shrinking and enlargement over the time.
In addition to these plots, the stream-wise and cross-flow velocity fluctuations
spectra at the wake centreline (at probe P4, x/D = 3) are compared with the ex-
perimental data from Parnaudeau et al. [6]. The resulting comparison is depicted in
figure 7.5. Note the good agreement between both results at all frequencies. It is very
remarkable how the numerical data fit the experimental cross velocity spectra for the
peaks of the fundamental frequency (f/fvs = 1) and its third harmonic (f/fvs = 3),
which are very pronounced. Unfortunately for the spectra of stream-wise velocity
the same level of consistency in the fundamental peak is no longer obtained. DNS
data predict a pronounced peak at the second harmonic of the vortex-shedding fre-
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Figure 7.3: Time history of the stream-wise velocity and its power spectrum at
different locations: (a,b) x/D=0.71, y/D=0.66, (c,d) x/D=1.3, y/D=0.69, (e,f)
x/D=2.0, y/D=0.0, (g,h) x/D=2.0, y/D=0.59
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Figure 7.4: Time history of the cross-stream velocity and its power spectrum at
different locations: (a,b) x/D=0.71, y/D=0.66, (c,d) x/D=1.3, y/D=0.69, (e,f)
x/D=2.0, y/D=0.0, (g,h) x/D=2.0, y/D=0.59
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Lz/D St =
fvsU/D
ϕs (◦) Lr/D Cd Cpb
Present work pi 0.215 87.8 1.36 1.015 0.935
Present work, Mode L pi 0.215 87.8 1.55 0.979 0.877
Present work, Mode S pi 0.215 87.8 1.26 1.043 0.98
Parnaudeau et al. (PIV) [6] 23 0.208 88 1.51 - -
Norberg (Re = 3000) [8] 67 0.22 - 1.66 0.98∗ 0.88∗
Lourenco& Shih† 21? - 85 - 0.98 0.9
Dong et al. (Re = 4000)[23] 7.5 - - 1.47 - -
Ma et al. (Case I) (DNS) [5] 2pi 0.203 - 1.12 0.96 0.96
Ma et al. (Case II) (DNS) [5] pi 0.219 - 1.59 0.84 0.88
Tremblay (DNS) [24] pi 0.22 85.7 1.3 1.03 0.93
Kravchenko&Moin (LES)[7] pi 0.21 88 1.35 1.04 0.94
Franke&Frank (LES) [9] pi 0.209 88.2 1.64 0.978 0.85
Mahesh et al. (LES) [25] pi 0.218 87.6 1.35 1.0 -
Table 7.1: Statistical flow features. DNS results compared with experimental
measurements and numerical results from literature. (∗) taken from [7] at Re =
4020; †Data summarised in [26]
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Figure 7.5: Energy spectra of the stream-wise and cross-stream velocity fluctua-
tions at probe P4 (solid line). Comparison with experimental measurements by
Parnaudeau et al. [6] (dashed line).
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quency for the stream-wise spectrum as expected for a probe located in the wake
centreline. However, Parnaudeau et al. [6] indicated the occurrence of a peak in
the u-spectra at the vortex shedding frequency due to the cosine law and calibration
methods used in their Hot Wire Anemometry (HWA) measurements, which lead to
slight contaminations of their results.
With the analysis of the power spectra at different locations in the formation zone,
some questions arose: Is this low-frequency observed related with some modulation
movement of the recirculation bubble? If is it the case, is there a relation between
this movement and the base pressure? How this shrinking and enlargement of the
recirculation zone affects the topology of the wake and thus, the statistics in the
vortex formation zone? Hereafter, we will try to answer this questions by analysing
the average and instantaneous flow in the wake.
One way to analyse if two signals are correlated is by computing the cross-corre-
lation between them. This should provide a measure of the rate at which one signal
is affected by the information of the other. Here, correlations have been used to
quantify the relation between the base-pressure fluctuations (taken at P5) and the
stream-wise velocity fluctuations in the wake centreline (taken at P3). If the signals
are correlated one would expect high coherence for between them with some fre-
quency. The correlation, at τ time lag, of two time series (φ1(t) and φ2(t)) can be
defined as,
ρ(τ) =
〈
φ′1(t)φ
′
2(t+ τ)
〉〈
φ′1(t)
2
〉2〈
φ′2(t)
2
〉2 (7.1)
where fluctuations of the variables are defined as φ′(t) = φ(t) − φ, being φ the
mean value at the probe location.
The resulting cross-correlation coefficients are plotted in figure 7.6. In the fig-
ure, a well-defined periodic oscillation with a period (on average) of T = 156 time-
units can be observed. This period matches the frequency measured in the spectrum
at different station of fm = 0.0064, which seems to be the footprint of the quasi-
periodic motion observed in the stream-wise velocity. The cross-correlation starts
in a negative value, which might be interpreted as 180◦ phase angle between both
signals. That is, as the base pressure gets more negative, the streamwise velocity at
the wake centreline increases, which points out that there is a shrinking of the recir-
culation zone with a decrease in the vortex formation length. On the contrary, as the
base pressure gets less negative, the streamwise velocity at P3 decreases meaning a
lengthening in the recirculation zone.
The inverse correlation between the base pressure and the vortex formation length
in the flow past bluff bodies as a function of the Reynolds number is a well known
phenomena, which has been the object of different studies (see for instance [27]).
However their correlation in the unsteady flow, has received lesser attention. For
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Figure 7.6: Cross-correlation between the base pressure and stream-wise velocity
fluctuations at P3.
a higher Reynolds number Re > 2 × 104, Miau et al. [13] measured a correlation
with a time scale of just one order of magnitude larger that than of the vortex shed-
ding. However, the implications of these low-frequency oscillations of the vortex
formation zone in the wake topology have not yet been analysed.
7.4.3 Averaged statistics in the wake
The existence of different states in the near wake zone behind a normal flat plate
was studied by Najjar & Balachandar [12]. Similar fluctuations in the recircula-
tion zone behind bluff-bodies were also observed experimentally and numerically
[11, 13, 15]. The low-frequency behaviour of the velocity fluctuations within the re-
circulation zone can be physically interpreted as the wake variation between two
different modes: i) a high-energy mode dominated by strong fluctuations in the
shear-layer, and in general, large-amplitude fluctuations in the vortex formation
zone and, ii) a low-energy mode with weaker fluctuations in the shear layer. The
large-amplitude fluctuations in the shear layers are accompanied with a shrinkage
of the recirculation region, while when weaker fluctuations are observed there is also
an enlargement of the recirculation region behind the cylinder. And, as has been pre-
viously shown, there is also a linkage with the suction base pressure: the higher the
value of the suction base pressure, the larger the vortex formation zone.
In order to analyse the wake configuration we have computed the partial time-
average statistics when there is a shortening in the vortex formation region and when
this zone experiences a lengthening process. To do this, the low-pass filtered signal
160
7.4. Results
of the stream-wise velocity at P3 station, with a cut-off frequency lower than of the
vortex-shedding, has been used as reference. Positive values of the periodic compo-
nent of the velocity (u˜i > 0) are expected when fluctuations are the largest. On the
contrary, negative values of this quantity (u˜i < 0) are expected when the observed
fluctuations are weaker. With this criteria, 10 consecutive vortex-shedding periods
within each of these modes have been averaged and their statistics computed . Fol-
lowing the same nomenclature as in Najjar & Balachandar [12], the highest energetic
mode (short recirculation) will be hereafter referred as Mode H, whereas Mode L
will be used in reference to the lower energetic mode (larger recirculation zone). In
addition to the statistics computed for each mode, statistics for the whole time inte-
gration period (4000 TU) have also been evaluated.
The resulting time-averaged flow parameters are summarised in table 7.1. Be-
sides the vortex shedding frequency previously commented, the separation angle
(ϕs), recirculation length (Lr/D), drag coefficient (CD) and base-pressure coefficient
(Cpb) are presented. For comparison, experimental and numerical (from DNS and
LES) results from the literature are also given. The computed flow parameters are in
good agreement with the ones published by other researchers. In fact, main different
registered are in the length of the recirculation bubble as one could expect.
The angular distribution of the mean pressure coefficient (Cp) for both modes
and for the long-term averaged solution is plotted in figure 7.7(a). Together with the
present results, the pressure distribution measured by Norberg [28] at Re = 3000
is also shown. The result which better matches the experiments from Norberg is
the solution corresponding with Mode L. All three solutions collapse in the into the
same curve in the laminar boundary layer up to a location somewhat upstream the
position where pressure reaches its minimum value (∼ 70◦). After this location, the
distribution corresponding with the lowest values of pressure occurs within Mode
H, while long-term averaged solution is in between the two extreme modes. Note
also the differences in the suction base pressure. Although the different behaviour
in the pressure field, these changes have almost no effect in the skin-friction distri-
bution (see figure 7.7(b)). There is only a slight difference in the peak value of this
coefficient at about 58◦.
In figure 7.9 the stream-wise velocity profile and its fluctuation along the wake
centreline is depicted. In the figure are plotted the averaged values for both modes
together with the long-term averaged solution. As can be observed, the profiles of
stream-wise velocity and its fluctuations are quite different. The recirculation zone
goes from Lr/D = 1.26 during Mode H to a larger value of Lr/D = 1.55 in Mode L.
The long-term average solution (with 4000 time-units) is within both modes yielding
a length of the recirculation region ofLr/D = 1.36. It is interesting to remark that this
result is in good agreement with the value calculated by Kravchenko&Moin [7] (see
Table 7.1). In their LES, statistics were computed over 35 time-units which is a very
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Figure 7.7: Mean profiles distributions around the cylinder surface. (a) Mean
pressure distribution in the cylinder surface compared with experimental results by
Norberg at Re = 3000 [28]. (b) Mean skin-friction coefficient. Solid line, long-term
averaged solution; dotted line, Mode S, dashed line, Mode L.
short time, considering the present results. One can conjecture that their averaging
time was taken in the middle of both modes yielding a result quite close to the long-
term averaged solution. This fact might be seen as fortuitous, as it could led to
erroneous conclusions about the integration time required for obtaining converged
statistics.
In Mode H the velocity deficit also is less than in Mode L. This value is of umin/Uref =
−0.23 in mode H, while in model L stream-wise velocity in the wake centreline
gets more negative (umin/Uref = −0.32). The position where this minimum occurs
moves downstream, from x/D = 1.35 in mode H to z/D = 1.59 in mode L. However,
it is remarkable the fact that this behaviour is just restricted to the vortex formation
zone, as the wake recovers after x/D > 4. Indeed, further downstream the profile of
the long-term averaged solution compares quite well with the experimental results
by Ong&Wallace [29] (see figure 7.8).
Another striking fact is the profile of the stream-wise velocity fluctuations urms.
In Mode L, it exhibits a two-lobed peak with maximums at x/D = 1.45 and x/D =
1.9. The second one occurs just upstream the location of the recirculation closure
(x/D = 1.95), pointing the length of the vortex formation zone. This profile is similar
to that observed by Norberg [8] forReD = 3000. In his work, two peaks at x/D = 1.4
and x/D = 2.1 in the urms profile were identified. On the contrary, urms along the
wake centreline in Mode H is quite different with only one peak at x/D = 1.62.
Furthermore, Mode H presents a higher level of fluctuation, suggesting that it is
more energetic and turbulent than Mode L. Moreover, urms profile for the long-term
averaged solution is similar to that described by Norberg [30] for ReD > 8000. This
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Figure 7.8: Stream-wise velocity profile at different locations in the wake.
(solid line) long-term averaged solution, (solid squares) experimental results from
Ong&Wallace [29]. For clearness, profiles has been shifted and are represented for
increasing x/D from top to bottom.
-0.4
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  1  2  3  4  5  6
u
/
U
x/D
(a)
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0.14
 1  2  3  4  5  6
u
’
u
’
/
U
x/D
(b)
Figure 7.9: Effects of the recirculation in the wake configuration. (a) Averaged
streamwise velocity and (b) its averaged fluctuation along the wake centreline.
(solid line) long-term averaged solution; (dashed line) Mode H; (dash dotted line)
Mode L.
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solution presents a peak at x/D = 1.8 and (what Norberg called) an inflection point
upstream this peak, between 1.2 < x/D < 1.4.
As has been commented before, in the literature there is a large scattering in the
mean flow solutions in the near wake which have observed as different mean flow
configurations of the stream-wise velocity usually referred as U-shape and V-shape
profiles. Different causes for these contradictory results have been indicated, such as
insufficient span-size of the domain or dissipative numerical schemes (in the case of
DNS or LES solutions). However, in the light of the results presented since now, one
can argue that these differences registered are due to the quasi-periodic modulation
of the recirculation bubble observed as an shrinking and enlargement of the recircu-
lation. This unsteady long term motion of the near wake seems to be the cause zone
of the different configurations in the wake.
In order to gain more insight into the behaviour of both modes, the stream-wise
velocity profile and its fluctuations are plotted at different locations in the near wake
(at x/D = 1.06, x/D = 1.54 and x/D = 2.02, figure 7.10). For comparison the
experimental results from Parnaudeau et al. [6] and the numerical results of Case
I from Ma et al. [5] (finer grid and larger span-wise domain) are also included.
These reference solutions have been selected as both of them point out contradic-
tory wake statistics due to their differences in the recirculation zone (Lr/D = 1.51
andLr/D = 1.12, respectively). Also as reference, the long-term averaged solution is
included (solid line). As can be seen, there is a good agreement for first- and second-
order statistics with both data for each mode. Largest differences are observed with
the solution from Ma et al. [5], as in their case a shorter recirculation region was
obtained (than that of Mode H). The most energetic mode (Mode H) presents the
largest fluctuations, specially in the region closest to the cylinder (at x/D = 1.06)
where the stream-wise fluctuation peak at the shear layers is almost twice the value
reached during Mode L. More differences between both modes are encountered if
cross-flow velocity is compared at those locations (see figure 7.11. Cross-flow veloc-
ity fluctuations peak at the wake centreline. In all measurement stations, Mode H is
registered as more energetic than Mode L. Similar to the stream-wise velocity fluc-
tuations relative differences between both modes are attained in the closest location
at x/D = 1.06, where fluctuations in Mode H doubled the peak value of Mode L.
However, in terms of absolute quantities, the cross-flow fluctuations increases as the
flow approaches the recirculation bubble closure.
It is clear, that along the time, the flow past the cylinder experiences changes
in the vortex formation region which clearly affects the average statistics. Norberg
[31], in his work, suggested that at ReD = 5000 overcomes a change in the wake
configuration. This transition was later confirmed by Prasad and Williamson [3],
while Norberg [30] attributed this change to a transition between a high- and low-
quality vortex shedding mode. The results here presented suggest that at ReD =
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Figure 7.10: Effects of the recirculation in the wake configuration and comparison
with literature results. (left) Averaged stream-wise velocity profile and (right) its
fluctuation at different stream-wise locations. (a,b) x/D = 1.06; (c,d) x/D = 1.54
and; (e,f) x/D = 2.02. (solid line) long-term averaged solution, (dotted line) Mode
H; (dashed line) Mode L; () C ase I from Ma et al. [5]; (*) Experimental results
from Parnaudeau et al. [6]
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3900 both modes co-exist and the wake is oscillating between them at a very low-
frequency, and as has been shown this is the cause of the large scattering in the
experimental and numerical results observed since now. Norberg [30] suggested that
the low-quality mode was the consequence of the lost of coherence in the span-wise
vortices, with vortex dislocations along the span. However, more study should be
made in order to shed more light into the mechanism which triggers such oscillation.
7.4.4 Phase averaging
The unsteady mean flow of both modes is here analysed by means of the phase-
average technique. The instantaneous flow can be represented by the contributions
of a time-averaged component φi, a periodic fluctuation φ˜i and a random fluctuation
φ′i, i.e., φi = φi+φ˜i+φ
′
i [32]. The phase-average can be defined as the average value of
the variable φi over an ensemble of signals which have the same phase with respect
to a reference signal. It can be evaluated as: 〈φi〉 = φi + φ˜i. This decomposition
opens the possibility of analysing the periodic motion of the flow by resolving the
dominant frequency of the vortices (see appendix 8.4 for more details).
For the ensemble average, 10 phases have been used to generate each coherent
component. To do this, the pressure signal on the cylinder surface at an angle θ = 70◦
(measured from the stagnation point) has been used as the reference oscillator. In this
position, the pressure signal varies in almost periodic manner with a period equal to
the vortex shedding.
Streamlines and spanwise vorticity contours for both modes at phase angles of
φ = 0◦, 90◦, 180◦, 270◦ are represented in figures 7.12 and 7.13. In addition, nor-
mal and shear Reynolds stresses are also plotted for each wake mode in figures
7.14 and 7.15. The vortex-shedding process at both modes is clearly captured. Al-
though, in both modes the vortex shedding occurs in a similar manner, there are
also some important different between both wakes topologies. The first phase of
the vortex shedding shows a saddle point which clearly marks the start of the new
vortex. This saddle point can be located at x/D = 1.6; y/D = 0.45 in Mode H.
However, its position for Mode L is located downstream and closest to the wake
centreline at x/D = 1.93; y/D = 0.35. This is an important difference which points
out the strength of the vortex shedding during Mode H if compared to Mode L. The
strongest vortex shedding during Mode H produces the entrainment of the vortex
core into the wake centreline, as can be seen by the position in of the shed vortex (
x/D = 1.4; y/D = 0.0). This is in contrast with the location of the same vortex but
during Mode L, which can be seen a slight downstream and off the wake centreline
(x/D = 1.75; y/D = −0.1). Stream-wise normal and shear Reynolds stresses are
maximum in the top shear layer near the position of the saddle point, whereas cross-
stream normal Reynolds stress has two maximums near the position of the vortex
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Figure 7.11: Effects of the recirculation in the wake configuration and comparison
with literature results when possible. (left) Averaged cross-flow velocity profile and
(right) its fluctuation at different stream-wise locations. (a,b) x/D = 1.06; (c,d)
x/D = 1.54 and; (e,f) x/D = 2.02. (solid line) long-term averaged solution, (dot-
ted line) Mode H; (dashed line) Mode L; (*) Experimental results from Parnaudeau
et al. [6]
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core.
Phase angle 90◦ shows the vortex completely formed near the top shear layer.
Streamwise fluctuations are maximum near the vortex core and due to the entrain-
ment of the turbulent shear layer in the recirculation zone, cross-stream normal
Reynolds stress experiences an increase near the closure of the recirculation bub-
ble. The two last phases of the vortex shedding describe a similar situation, but now
the new vortex is forming in the bottom shear layer. A noticeable difference between
both modes is that while in Mode H the transition to turbulence occurs close to the
cylinder, Reynolds stresses in the turbulent wake are the highest for Mode L, but
located at a larger distance from the cylinder than in Mode H.
7.5 Concluding remarks
A study of the wake configuration of the flow past a circular cylinder has been car-
ried out by means of the DNS at ReD = 3900. The analysis of the spectra of the
velocity at different locations in the vortex formation zone, suggests that together
with the vortex-shedding frequency and the small-scale Kelvin-Helmholtz instabili-
ties frequency, there is also a low-frequency which can be attributed to the shrinkage
and enlargement of the recirculation region. This low-frequency, measured from the
analysis of several probes in the vortex formation region, is of fm = 0.0064. This
modulation of the recirculation zone can be seen as two alternating wake configura-
tions which have been identified as i) a high-energy mode with larger fluctuations
in the shear-layer (Mode H) and ii) a low-energy mode with weaker fluctuations in
the shear layer (Mode L).
The large-amplitude fluctuations in the shear layers are accompanied with a
shrinkage of the recirculation region, while when weaker fluctuations are observed
there is also an enlargement of the recirculation region behind the cylinder. Fur-
thermore, from the cross-correlation analysis between the pressure at the base of the
cylinder and the streamwise velocity at the wake centreline has been shown that
both variables are negative correlated. As the suction base pressure gets more neg-
ative, the streamwise velocity increases and as a consequence, the vortex formation
zone decreases. This unsteady motion of the vortex formation has a direct influence
in the near wake statistics as a long integration time is required for obtaining con-
verged statistics, if it is considered that alternating modes of the wake occurs every
156 time-units on average. This is the main cause of the large scattering of solutions
registered in the literature. As has been shown, by accommodating the averaging
period to each mode, it is possible to obtain partial statistics which compares quite
well with previous experiments and DNS results.
In order to gain insight into the wake topology for each mode, phase average
statistics have been also computed. Although the vortex shedding period of each
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Figure 7.12: Phase-average during Mode H. (left) Streamlines; (right) Span-wise
vorticity contours. 169
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Figure 7.13: Phase-average during Mode L. (left) Streamlines; (right) Span-wise
vorticity contours. 170
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Figure 7.14: Phase-average during Mode S. (left) Streamwise normal Reynolds
stress, (middle) Cross-stream normal Reynolds stress, (right) Shear Reynolds stress
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Figure 7.15: Phase-average during Mode L. (left) Streamwise normal Reynolds
stress, (middle) Cross-stream normal Reynolds stress, (right) Shear Reynolds stress
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mode is quite similar, important differences have been also pointed out. During
Mode H, not only transition to turbulence occurs closer to the cylinder and vortex
formation zone is shorted, but also vortices shed enters into the wake centreline,
whereas in Mode L, the formed vortices remains slightly off the wake centreline.
There are also differences in the normal and shear Reynolds stresses, being shown
that although further downstream than in Mode H, their magnitude is higher in
Mode L and the location of such maxima are more coherent.
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Chapter 8
Direct and Large-Eddy
Simulations of the turbulent
flow around a NACA-0012
airfoil
Most of the contents of this chapter have been published as:
O. Lehmkuhl, I. Rodríguez, A. Baez, A. Oliva and C.D. Pérez-Segarra
(2012). Assessment of large-eddy simulations for the flow around aero-
dynamics profiles using unstructured grids. Submitted to AIAA Journal
Abstract. This chapter investigates the capabilities of two subgrid-scale (SGS) models suitable
for unstructured grids for predicting the complex flow in transitional separated bubbles. We
consider here the flow over a NACA 0012 airfoil at Reynolds numberRe = 5×104 and angles
of attack (AOA) AOA = 5◦ and 8◦. The SGS models investigated are: the wall-adapting
eddy viscosity model within a variational multiscale method (VMS-WALE) and the QR eddy-
viscosity model. Both are well suited for LES in complex geometries with unstructured grids.
The models are assessed and compared to the results of direct numerical simulations (DNS) on
the basis of first and second order statistics. Based on the good results obtained, challenging
simulations at high Reynolds numbers and various AOA are also performed. It has been
found that predictions of the lift and drag coefficients agree reasonably well with experimental
data.
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8.1 Introduction
The flow past aerodynamics structures at low-to-moderate Reynolds numbers (de-
fined in terms of the free stream velocity and the chord length Re = UrefC/ν) is
of great interest for many unmanned aerial vehicles (UAVs) designers, but also for
small-scale wind turbines designers. The flow at these Reynolds numbers (specially
in thin airfoils) is characterised by the laminar separation with transition to turbu-
lence in the separated shear-layer. After separation, at low angles-of-attack (AOA)
the flow reattaches to the airfoil surface forming a bubble (known as laminar sep-
aration bubble, LSB), which directly affects the airfoil efficiency. The greater the
separation bubble, the higher the loss of lift and the increase of drag. At a certain
AOA, the flow fails to reattach yielding to a complete separation (stall condition).
The study of the separation mechanism and the correct prediction of the tran-
sition from laminar to turbulent flow in the detached shear-layer are both key as-
pects for improving engineering designs. In this sense, the advances in computa-
tional fluid dynamics (CFD) together with the increasing capacity of parallel com-
puters have made possible to tackle complex turbulent problems by using high-
performance numerical techniques such as Direct Numerical Simulation (DNS) and
the development of modelling techniques such as Large-Eddy Simulation (LES) meth-
ods. DNS has a key role for improving the understanding of the turbulence phenom-
ena and for the simulation of transitional flows in complex geometries. However,
to date few DNS studies of the flow around aerodynamics profiles have been per-
formed. Can be cited the study performed by Hoarau et. al. [1] which investigated
the transition to turbulence at a high incidence angle of 20◦ in a NACA0012 and low
Reynolds numbers of Re = 800. Shan et. al. [2] studied the flow separation and
transition at a low angle-of-attack AOA = 4◦ and Reynolds number of Re = 105.
Jones et. al. [3] at AOA = 5◦ and Re = 5 × 104 investigated the influence of the
flow forcing in the transition to turbulence. In their work, transition was triggered
by adding volume forcing and then results compared to the unforced situation. They
found that aerodynamic performance can be effectively improved via flow forcing.
More recently, Baez et. al. [4] carried out DNS at angles-of-attack AOA = 5◦ and 8◦
showing the capabilities of high performance computing using unstructured grids
for simulating the flow past aerodynamics profiles.
In spite of these works, one of the limitations of DNS is the large range of in-
stantaneous scales to be solved, which increase rapidly with Reynolds numbers, and
require the use of very large computational resources. Therefore, DNS is still limited
to low-to-moderate Reynolds numbers and relative simple geometries. An alter-
native to DNS is large-eddy simulation (LES), which are based on computing the
large-scales of the flow while modelling of the smallest ones. However, when using
LES, some difficulties have to be overcomed such as the near-wall behaviour, flows
undergoing transition to turbulence, among others.
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One of the first attempts of using LES for modelling the flow over aerodynamics
surfaces was reported by Jansen [5]. He studied the NACA4412 at maximum lift at
a Reynolds number of Re = 1.64 × 106. He was also pioneer in the use of unstruc-
tured grids by implementing a parallel code based on the Galerkin/least-squares
finite element method. Later in LESFOIL project [6], the feasibility of different LES
techniques for the prediction of the separated flow in an Aerospatiale A-profile at
Re = 2.1 × 106 and AOA = 13.3◦ was investigated. They shown that the correct
prediction of laminar to turbulence transition is extremely dependent on the mesh
resolution. Jovicic and Breuer [7] also studied the capabilities of LES modelling by
comparing the behaviour of two subgrid-scale (SGS) models, the Smagorinsky and
the dynamic eddy-viscosity [8] models, in a NACA4415 atRe = 105 and AOA = 18◦.
Moreover, for the same airfoil and conditions Eisenbach & Friedrich [9] used also
LES with an immersed boundary method and compared their results with those of
the literature in order to test the capabilities of the method for these kind of flows.
One of the most studies aerodynamic profiles by means of LES techniques has
been the SD 7003 airfoil. Yuan et al. [10] using an incompressible solver based on
the SIMPLE algorithm performed LES of the flow around this airfoil. For the simu-
lations, the Smagorinsky models was used. Also, Galbraith and Visbal [11] using a
high-order implicit LES computed the flow at Re = 6 × 104 with a good prediction
of the lift coefficient, although drag coefficient was over-predicted. More recently,
Zhou and Wang [12] studied the transitional flow over a SD7003 profile at low-to-
moderate Reynolds numbers capturing the main instantaneous features of the tran-
sitional flow.
In addition to these works, LES techniques have been also used for aeroacoustic
applications. For instance, Oberai et al. [13] performed acoustic calculations using
the results of a LES Smagorinsky model as an input for solving the far field acoustic
in a Eppler 387 airfoil at Re = 105. Kim et. al. [14] computed the flow field around a
NACA0018 under generation of noise. Also LES was used by Marsden et. al. [15] for
studying the flow around a NACA0012 at Re = 5× 105 at zero incidence with good
results. In addition, they computed the radiated acoustic field directly from the LES.
Although the large number of time-accurate numerical studies available, most of
the aforementioned works have been carried out using structured grids by means of
body-fitted or immerse boundary techniques and only a few have been performed
using unstructured grids [5, 13]. Unstructured meshes can be used efficiently on
complex geometries, as it is possible the use of local grid refinement for accurate
solving the flow and, at the same time, there is no need of increasing the mesh in
zones where laminar regime prevails. Thus, there is an effective reduction of the
number of control volumes required for solving a determined problems. Consider-
ing the necessity of the use of LES techniques for studying engineering flows on com-
plex geometries [16], which in general can not be described with structured grids, it
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is advisable to test models which do not use the wall-unit coordinates in their defi-
nition. In this sense, the Wall-Adapting Local-Eddy viscosity model [17] within the
variational multiscale method (VMS-WALE) [18] and the QR eddy-viscosity model
(QR) [19] are two good recent choices which have not been sufficiently tested yet.
This work aims at assessing the performance of the aforementioned LES models
for predicting the flow around a NACA 0012 airfoil with angle of attacks (AOA) of 5◦
and 8◦ at Re = 5× 104 based on the free-stream velocity (Uref ) and the chord length
(C). This is relevant for the prediction of flows with massive separation which can be
found in many engineering and industrial applications. As reference numerical or
experimental results are not available for this configuration, we have first performed
DNS at both AOA. After that, LES capabilities using the aforementioned subgrid-
scale models (SGS) (VMS-WALE and QR models), are tested by direct comparison
of the first- and second-order statistics at both AOA with DNS data. In addition,
the performance of these models is tested in challenging situations at high Reynolds
numbers and different angles of attack by comparison with experimental data.
8.2 Problem definition and computational domain
Numerical simulations of the flow around a NACA0012 extended to include sharp
trailing edge at Reynolds numbers Re = Uref C/ν = 5 × 104 (Reynolds number
is defined in terms of the free-stream velocity Uref and the airfoil chord C) and at
AOA = 5◦ and 8◦ have been carried out. As has been commented before, detailed
first- and second-order statistical data to be used in the assessment of LES models is
scarce. Thus, we have first performed DNS at both AOAs and statistical data have
been compared with that of DNS at different locations in the suction side and in the
wake of the airfoil.
Solutions are obtained in a computational domain of dimensions 40C × 40C ×
0.2C with the leading edge of the airfoil placed at (0, 0, 0) (see figure 8.1). All coordi-
nates are referred to body axes unless remarked. The x axis is chord-wise, y is in the
plane of the airfoil and z is spanwise direction. Distances from the profile to the do-
main boundaries have been chosen according to previous experiences and potential
vortices notions [4, 20]. The boundary conditions at the inflow consist of a uniform
velocity profile (u,v,w)=(Uref cosAOA, Uref sinAOA, 0). At the outflow boundary,
a pressure-based condition is imposed. No-slip conditions on the airfoil surface are
prescribed. Periodic boundary conditions are used in the spanwise direction.
Flow around an airfoil at low AOA is mostly laminar with the exception of a zone
close to the surface of the airfoil (suction side) and in the wake of it. In the turbulent
zones the grid must be dense enough to capture all the flow scales. Within lami-
nar zones, boundary layer must also be well-solved. Taking into account that the
accuracy of the results in the region of the separated shear-layer where transition to
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Figure 8.1: Computational domain. Blue boundary represents inflow conditions,
with specified velocity and pressure. Red boundary represents outflow condition.
turbulence occurs is highly grid dependent [6], care must be taken when the compu-
tational grid is constructed by clustering more control volumes in this zone. Another
critical region is the near wake of the airfoil, where a poor grid resolution may cause
notable upstream flow distortions. With these criteria, the governing equations are
discretised on an unstructured mesh generated by the constant-step extrusion of a
two-dimensional unstructured grid.
Grids used for LES and DNS are shown in the table 8.1. Examples of the two-
Table 8.1: Computational meshes. N2D number of control volumes in the plane;
Nplanes number of planes in the spanwise direction; NCV s total number of control
volumes
Name N2D Nplanes NCV s× 10−6
LES −M1 46417 16 0.74
LES −M2 149355 32 4.78
DNS − 5 263522 96 25.3
DNS − 8 280876 96 26.9
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Figure 8.2: Detail of the 2D DNS−8 grid in the suction side and in the region near
the airfoil surface.
dimensional grids and their refinement on the suction side of the airfoil at AOA = 8◦
are depicted in figure 8.2. The presence of a laminar separation bubble (LSB) and de-
tached shear-layer on the suction side makes LES computations highly dependent
on the mesh resolution [6]. Hence, the behaviour of the two SGS models has been
assessed on 2 different grids which have been constructed trying to set more resolu-
tion near the airfoil surface, while maintaining low the number of cells in the outer
regions.
Meshes used in DNS computations have been further assessed in order to test
if the grid resolution used is adequate for solving the smallest scales of the flow
(Kolmogorov scale). To do this, the grid size h (h ≡ (∆x × ∆y × ∆z)1/3) has been
compared to the Kolmogorov length scale, which is evaluated from the dissipation
rate  as,
η = (ν3/)1/4 (8.1)
For the DNS − 5 mesh, the average ratio between the grid size and the Kol-
mogorov length scale is of h/η=0.429, whereas in the near wake (1 6 x/C 6 3) this
ratio is of h/η = 0.675. This value increases up to h/η = 1.0364 at a distance of
x/C = 5. As for DNS − 8 grid, similar quantities have been obtained. In the suction
side of the airfoil mesh quality is of h/η = 0.574 on average, while in the region of
1 6 x/C 6 3 it is of h/η = 0.857, increasing slightly up to h/η = 1.879 at a distance
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of x/C. Profiles of the local values of h/η at different positions for both meshes is
given in figure 8.3. With these ratios between grid-size and Kolmogorov scale, the
grid density obtained for both meshes should be fine enough for solving the smallest
flow scales in the suction side of the airfoil and in the near wake.
This analysis has been also performed for LES grids at both AOA. The ratio
h/η is of the order of 7-12 in the suction side and increases up to 16 in the near
wake (1 6 x/C 6 5). As shown by Pope [21], dissipation peak occurs at h/η ∼ 24,
being the motions responsible for the dissipation of a scale larger than that of the
Kolmogorov and in the range 8 < h/η < 60. Thus, considering the ratios obtained,
the grid density used should be capable of solving a large part of the dissipation
spectrum. It should also be pointed out that in all the turbulent zone, compressed
in both the suction side and the near wake, the ratio of the subgrid-scale viscosity to
the molecular viscosity νsgs/ν has been of O (0.5 − 0.7) which gives an idea of the
influence of the turbulent viscosity compared to the molecular one.
The resolution of the grid in the near-wall region has also been assessed by eval-
uating the grid size in the cells adjacent to the airfoil surface in wall-units. Being
the friction velocity uτ =
√
(τw/ρ), where τw is the wall shear-stress, the distance
from the wall measured in viscous length can be evaluated as y+ = uτy/ν. In a
similar manner the streamwise ∆x+ and spanwise ∆z+ cell sizes can be obtained.
According to Piomelli & Chasnov [22], the accurate representation of the near-wall
structures requires grids fine-enough for solving the near-wall gradients. Thus, the
distance from the wall of the first control volume must be at y+ < 2, and the grid
spacings for the streamwise and spanwise directions of order ∆x+ ' 50 − 150 and
∆z+ ' 15− 40, respectively. The near-wall grid resolution obtained with LES−M2
and for AOA = 8◦ is plotted in figure 8.4. As can be seen from the figure, these
requirements are well accomplished for the turbulent region x/C > 0.4.
8.3 Results
For obtaining the numerical results presented, simulations have been advanced in
time until statistical stationary flow conditions have been achieved. According to
the observations of several probes located in the suction side and in the near wake
of the airfoil, this occurs after about 15 time-units (TU = tUref/C). Once the initial
transient has been washed out, results have been obtained based on the integration
of instantaneous data over a sufficiently long-time period. It has been found, that
to achieve well-converged first and second order statistics in the different zones, at
least 60 TU must be integrated for AOA = 5◦. However, as the physics at AOA = 8◦
is more complex, with a larger detached zone, for this AOA it has been necessary to
integrated 100 TU. For all LES computations, statistics have been averaged over 200
TU.
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Figure 8.3: Ratio of h/η at different positions. a) mesh DNS− 5; b) meshDNS− 8
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Figure 8.4: Mesh resolution near the wall obtained with mesh LES −M2 and for
AOA = 8◦
8.3.1 Flow structure
In order to gain insight into the coherent structures developed in the separated zone,
these structures have been identified. There are several techniques for their identifi-
cation (see for instance [23, 24]). In this paper, the Q-criterion proposed by Hunt et al.
[23] has been used. This method is based on the second invariant of the velocity gra-
dient tensor ∇u. Definition and interpretations of the ∇u invariants can be found in
Chong et. al. [25]. The velocity gradient tensor can be decomposed into a symmet-
ric (rate-of-strain, S) and a skew-symmetric (rate-of-rotation, Ω) components. The
second invariant of ∇u is,
Q =
1
2
(‖ Ω ‖2 − ‖ S ‖2) (8.2)
where ‖ Ω ‖2 and ‖ S ‖2 are the trace of the skew-symmetric and symmetric com-
ponents of ∇u. The Q-criterion defines an eddy structure as a region with positive
second invariant (Q), i.e. regions where rotation dominates over strain.
Instantaneous Q-isocontours for DNS and LES data at both angles-of-attack are
depicted in figure 8.5. A first inspection to the figures reveal the large quantity of
small scales in the separated zone captured by DNS at both AOA. As expected, the
flow separates laminarly from the leading edge of the airfoil and, transition to turbu-
lence occurs in the separated shear-layer. Flow separation occurs as a consequence
of the adverse pressure gradient on the suction side of the airfoil which leads to the
formation of a LSB. Due to the strong pressure gradient, disturbances in the lami-
nar separated shear-layer get amplified as the flow moves downstream triggering
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(a)
(b)
(c)
(d)
Figure 8.5: Isocontours of the second invariant of the velocity gradient. (a) DNS
results, AOA = 5◦; (b) DNS results, AOA = 8◦; (c) LES results, AOA = 5◦; (d)
LES results, AOA = 8◦.
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(a) (b)
(c) (d)
Figure 8.6: Results from DNS simulations: (left) for AOA = 5◦; (right) for AOA =
8◦. (a,b) Average turbulent kinetic energy and (c,d) Turbulent shear-stresses in the
suction side.
the transition to turbulence. At the end of the laminar shear-layer, the instabilities
are clearly observed, forming corrugated structures which interact with small-scale
structures within the recirculation region. These corrugated structures, when sepa-
rate from the shear-layer, can be seen as streamwise vortices which feed the detached
zone. As the flow moves downstream into the separated zone and the wake, stream-
wise structures are distorted by the interaction with spanwise vorticity evolving into
complicated structures as can be observed at both AOA.
As the AOA increases, the adverse pressure-gradient increases and the flow is
decelerated, which results in a movement of the laminar separation point toward
the leading-edge increasing the height of the separated bubble, while at the same
time, the turbulent separated region moves forward from the trailing edge. Due to
the increase in the turbulent shear stress after transition, the flow reattaches to the
airfoil surface with the decrease in the pressure coefficient after reattachment. In the
figures can also be observed, that with the increase in the AOA the bubble length
decreases.
This can also be observed in the profiles of the turbulent shear stresses and tur-
bulent kinetic energy from our simulations (see figure 8.6). In the figure the average
turbulent kinetic energy and the turbulent shear-stresses for both AOA are depicted.
The turbulent shear stress, which causes the transport of momentum in the bound-
ary layer, is also responsible for the closure of the laminar separation bubble. The
high values of turbulent shear stresses and turbulent kinetic energy in the region
near the reattachment are strongly related with the vortex breakdown and theturbu-
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Case cL cD xsep xreat
AOA = 5◦
DNS 0.569 0.0291 0.0645 0.566
VMS-LES-M1 0.582 0.0248 0.140 0.571
VMS-LES-M2 0.561 0.0242 0.117 0.548
QR-LES-M1 0.586 0.0369 0.156 0.700
QR-LES-M2 0.565 0.0252 0.117 0.607
AOA = 8◦
DNS 0.759 0.0497 0.0241 0.320
VMS-LES-M1 0.784 0.0536 0.0847 0.392
VMS-LES-M2 0.750 0.0460 0.0546 0.386
QR-LES-M1 0.805 0.0510 0.119 0.490
QR-LES-M2 0.760 0.0517 0.0833 0.418
Table 8.2: Aerodynamic coefficients for the DNS and LES cases. Re = 5 · 104.
lent transport.
In addition, in figures 8.5c and 8.5 Q-isocontours obtained with QR-model are
plotted. As can be seen, LES models are also capable of capturing the transition to
turbulence and the large number of turbulent scales in both, the separated region
and the airfoil wake.
8.3.2 LES results
In table 8.2 the main flow characteristics obtained with both models are compared
with DNS results. As can be observed, both models predicts drag and lift coefficients
with reasonable agreement even with the coarse grid. In the case of the length of the
recirculation bubble, a closer prediction is obtained with the finest grid, as expected.
Although both models predict a separation bubble slightly larger than DNS, in both
cases this value decreases with the mesh refinement. In fact, for the finest grid the
prediction of the LSB and the transition to turbulence compared reasonably well to
the DNS data. This is mainly due to the resolution of the grid en the laminar zone
close to the detachment point, where a fine grid is required in order to well predict
the position of this point. This behaviour can be attributed to the fact that models
give νsgs = 0 in the laminar zone, thus being necessary a near DNS grid.
The detailed comparison of the local data should allow to the evaluation of how
both SGS models are performing. In figures 8.7 and 8.8 a comparison of the stream-
wise velocity profiles at different positions of the airfoil surface and wake are plotted
for both models and AOAs. Although for both models a very good prediction of this
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quantity compared to the DNS results is achieved, it is observed that VMS-WALE
model presents a better trend as the mesh is refined. Largest differences are observed
in the transitional region specially at x/C = 0.4 for AOA = 8◦, as both models over-
predict the reattachment location. However, both models recover the velocity profile
of the DNS in the fully turbulent zone where the fluid is detached.
In figures 8.9 and 8.10, Reynolds streamwise normal and shear stresses at differ-
ent position in the suction side and in the near wake are compared to the DNS data
for AOA = 8◦. For the sake of brevity we are only presenting the comparison for
AOA = 8◦ as this case is more challenging than AOA = 5◦, with a largest vortex
breakdown region and higher turbulence intensities.
In the figures can be seen that, contrary to first-order statistics which are well
predicted even with the coarse grid, the finest grid is required for a better prediction
of the velocity fluctuations and Reynolds shear-stresses. Again, as for the streamwise
velocity, VMS-WALE behaves better and its trend to predict DNS results as the grid
is refined is better than QR-model. Yet, it might be said that both models are good
choices for predicting the flow with massive separation which is specially true for
the fiest grid.
Considering both, the integral quantities of table 8.2 and the local profiles of first-
and second-order statistics, QR model is slightly less accurate than VMS-WALE with
the coarser mesh. This behaviour may be related to an excessive dissipation at the
large scales of the flow. This dissipation is always present but it is more apparent on
coarser meshes. On the other hand, the scale separation of the VMS methodology
prevents the model to alter the larger scales of the flow, allowing the VMS-WALE
to predict quite accurately the general behaviour of the flow even with very coarse
meshes. However, with finer grids both models yield quite similar results.
8.3.3 Challenging LES
As have been shown, both models are capable of predicting the behaviour of the
flow, specially in the separated zones. The key success can be attributed to the use
of a conservative formulation, which preserves well the kinetic energy balance even
on coarse grids. After these encouraging results, it would be desirable to further
test both SGS models in more challenging situations at higher Reynolds numbers.
Hereafter two cases have been studied: i) the flow past a NACA 0012 at Re = 1.44×
106 for differentAOAs and ii) the flow past a DU-93-W-210 dedicated airfoil for wind
turbines at 3 × 106 and AOAs up to 16◦. In both cases, numerical results have been
compared with experimental results from the literature.
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Figure 8.7: LES results for the streamwise velocity at different positions of the air-
foil surface and wake compared with DNS data at AOA = 5◦. (a,b) VMS-WALE;
(c,d) QR-model
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Figure 8.8: LES results for the streamwise velocity at different positions of the air-
foil surface and wake compared with DNS data at AOA = 8◦. (a,b) VMS-WALE;
(c,d) QR-model
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Figure 8.9: LES results for the Reynolds streamwise normal stress at different posi-
tions of the airfoil surface and wake compared with DNS data at AOA = 8◦.
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Figure 8.10: LES results for the Reynolds shear-stress at different positions of the
airfoil surface and wake compared with DNS data at AOA = 8◦.
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Figure 8.11: Drag and lift coefficients at different AOAs. Comparison with ex-
perimental data from different sources: solid line: experiments from Gregory and
O’Reilly [27]; dotted line: experiments from McCorskey [26]; dashed line: experi-
ments from Sheldahl and Klimas [28]; solid squares: VMS-WALE; stars QR-model.
a) Drag coefficient. b)Lift vs. drag coefficient.
Flow past a NACA 0012 at Re = 1.44× 106
Stall on airfoils is caused by massive separation of the flow leading to a sharp drop
in the lift and an increase in the drag over the airfoil surface. NACA 0012 airfoil
exhibits two types of stall. A trailing-edge stall at all Reynolds numbers and a com-
bined leading-edge/trailing-edge stall at intermediate Reynolds number [26]. The
latter shows the combined presence at stall of a turbulent boundary layer separation
moving forward from the trailing-edge and a small laminar bubble in the leading-
edge region failing to reattach which complete the flow breakdown. Thus, it is of
interest to test the capability of SGS models to deal with these complex physics.
The selected Reynolds number to asses the performance of SGS models is Re =
1.44 × 106 with AOA = 4◦, 8◦, 12◦, 14◦. Similar to the previous section, the three-
dimensional (3D) physical domain of the simulation consist of 40C × 40C × 0.2C
with the airfoil at its center. Simulations have been performed on unstructured grids
of 149355× 32 planes (about 4.8MCVs). Notice that the same mesh have been used
for all the different AOA.
LES results have been compared with correlated experimental data which was
obtained in more than 40 wind tunnels [26]. However, these correlations are not
suitable when laminar separation bubble are presented in the profile. Thus, for these
cases experimental data from Gregory and C. L. O’Reilly at Re = 1.44× 106 [27] and
Sheldahl and Klimas at Re = 2 × 106 [28] have been used in the assessment of the
models.
Lift and drag coefficients at different AOA obtained with both models are de-
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Figure 8.12: Detail of the mesh for LES simulations of DU-93-W-210 airfoil.
picted in figure 8.11. These results are quite satisfactory considering the grid used
which is quite coarse for the Reynolds number under study. For the higher AOA,
errors in the drag coefficient prediction near stall and in stall, are the largest. At
this point, it should be pointed out that concerning the comparison with experimen-
tal measurements, there are different facts such as free-stream turbulence in experi-
ments or end-conditions, surface roughness, among others, which might lead to the
scattering in the results, specially when drag coefficient is compared. The magnitude
of this aerodynamic coefficient is quite low (if compared to lift) and thus, difficult to
measure accurately. Thus, it might be kept in mind that although comparisons be-
tween numerical and experimental results are helpful in order to provide a good
estimation of how a model behaves, differences obtained might also be attributed
to the different conditions between experiments and numerics, in especial related to
the turbulence level of the inlet flow.
Flow past a DU-93-W-210 at Re = 3× 106
This case corresponds with an aerodynamic profile designed at Delft University for
wind energy applications. It was designed so as to achieve a high lift-to-drag ratio.
As reported in [29], the airfoil exhibits a high lift-to-drag ratio of 143 at Re = 3× 106
and a maximum lift of 1.35. The Reynolds number studied in this case has been
Re = 3×106, which corresponds with the maximum high-to-lift ratio for this profile.
Two different grids of 73086 × 16 planes (∼ 1.2MCVs) and 594088 × 32 planes (∼
19MCVs) has been considered. It should be pointed out, that in the process of mesh
generation, grids have been optimized for AOAs between 2 and 16 ◦. In figure 8.12
a detail of the mesh of the plane in the region of the airfoil is depicted. As can be
seen, control volumes have been clustered near the airfoil surface, in particular in
the suction side.
With the finest mesh, LES results show that the maximum lift coefficient is ob-
tained at an AOA of 8 degrees with a value of 1.32, which is only a 2.2% smaller
than the value measured in experiments. In figure 8.13, the flow configuration at
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Figure 8.13: Flow configuration for DU-93-W-210 airfoil. Velocity magnitude.
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Figure 8.14: Drag and lift coefficients at different AOAs. Comparison with experi-
mental data from Timmer and van Rooij [29] (solid lines); VMS-WALE solid squares.
a) Lift coefficient. b) Drag coefficient
this AOA is plotted. The stall region is present for AOAs larger than 10◦. A complete
comparison of aerodynamic coefficients against experimental data from Timmer and
van Rooij [29] is depicted in figures 8.14(a) and 8.14(b). A very good agreement be-
tween the calculated results and the experimental ones has been achieved, specially
at angles of attack with important boundary layer detachment i.e. near stall and
post-stall zones. It should be noted, that a fair agreement between the coarse mesh
and the fine mesh has been obtained for AOAs larger than 8◦ (not shown here). This
agreement was expected since our LES models are very accurate on detached flow
regions. However, for the lineal and pre-stall region the coarse mesh clearly under-
predicts the values of the lift coefficient.
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8.4 Conclusions
The capabilities of two sub-grid scale models for predicting the flow past aerody-
namic profiles using unstructured grids have been investigated. The models studied
are: the wall-adapting eddy-viscosity model within a variational multiscale frame-
work (VMS-WALE) and the QR-model based on the invariants of the rate-of-strain
tensor. These models are well suited for working with unstructured grids as they
do not use the wall-units coordinates in their formulation. In addition, one of their
advantages is that the eddy-viscosity vanishes in any laminar or two-dimensional
flow, or in the near wall region.
A second-order spectro-consistent scheme for collocated and unstructured grids
has been used in the discretisation of the governing equations. The conservation
properties ensure good stability and conservation of the kinetic-energy balance with
coarse meshes even at high Reynolds numbers. All the results have been computed
on unstructured grids generated by the constant-step extrusion of a two-dimensional
unstructured grid. For solving the Poisson equation, which arises from the incom-
pressibility constrain a Fourier diagonalization method which takes advantage of
the homogeneity of our discretisation in the spanwise direction has been used. The
methodology developed for solving bluff bodies using unstructured grids has al-
lowed to accurately solve the flow with very good results.
In order to assess the performance of these models, the flow past a NACA 0012
airfoil at Re = 5 × 104 and angles of attack of AOA = 5◦, 8◦ have been studied.
Both cases exhibit laminar separation and transition to turbulence in the separated
shear-layer. Direct comparisons of the first- and second-order statistics against di-
rect numerical simulations (DNS) results have been done. This DNS data has also
been computed at the same AOAs considered. Both models perform quite well be-
ing capable of predicting separation and transition to turbulence, as well as the fully
developed turbulence in the wake. Yet, in coarser grids the VMS-WALE presents a
better behaviour than QR-model. This behaviour is attributed to an excessive dis-
sipation of the QR-model at the largest scales of the flow. This extra dissipation is
prevented by the VMS methodology as by means of the scale separation, the model
does not alter the largest scales. However as has been shown, as the grid is refined
both models yield similar results and converge to DNS solution.
In addition, two more challenging cases at higher Reynolds numbers and differ-
ent AOA have been also carried out. The cases considered are: i) the flow past a
NACA 0012 at Re = 1.44 × 106 for different AOAs and ii) the flow past a DU-93-
W-210 dedicated airfoil for wind turbines at 3 × 106 and AOAs up to 16◦. In both
cases, numerical results have been compared with experimental results from the lit-
erature. Lift coefficient is predicted within an acceptable error considering the grids
used. For the higher AOAs, errors in the drag coefficient prediction are the largest,
specially in the flow past a NACA 0012 airfoil, but differences might be attributed
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not only to the numerical results, but also to the differences in conditions with the
experimental data.
As a final remark, it should be pointed out that the good results obtained with
both models should in part be attributed to the non-dissipative formulation used.
This conservative formulation which preserves well the kinetic energy balance even
on coarse grids, is the key success of the SGS models used and together with the
use of unstructured grids might be a step towards the use of LES models for solving
industrial flows on complex geometries at high Reynolds numbers.
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Chapter 9
Conclusions and further work
A conservative discretization for unstructured meshes together with an efficient
self-adaptive strategy for the explicit time-integration of Navier-Stokes equations
have been presented in Chapter 2. The spatial discretization preserves the symme-
try properties of the continuous differential operator and ensure both, stability and
conservation of the global kinetic energy balance on any grid. Together with the
advantages of the conservative formulation, the time-integration proposed has an
advantage respect standard approaches in terms of computational cost. The advan-
tage of the proposed method becomes more significant for highly skewed meshes
where the CFL-based criteria tend to under-predict the eigenvalues of the dynami-
cal system. Such effect becomes even more relevant on unstructured formulations.
In practice, the method has been successfully tested on both a Cartesian staggered
and an unstructured collocated codes leading to CPU cost reductions of of up to
2.9 and 4.3, respectively. Therefore, it constitutes a robust and easy-to-implement
approach for the time-integration of incompressible turbulent flows.
In Chapter 3, different LES model which are suitable for unstructured grids have
been presented. In addition, regularization models have been also presented. This
kind of models are directly dependent on the filtering procedure. Thus, the influ-
ence of the filter on the modelling has been analysed by means of a detailed study
of the properties of standard filters for unstructured grids. It has been shown, that
filters based on least-squares minimization procedures are not suitable for regular-
ization models since they are not symmetrical. Furthermore, it has also been proven
that it is not possible to force their symmetry because this operation breaks the local
properties of the original least-squares reconstruction filter.
Following the presentation of the different LES models, their assessment have
been carried out. First, in Chapter 4, regularization models have been tested by
means of the simulation of different cases with different level of complexity of the
mesh. From a structured grid to a very complex mesh, with zones a hybrid mesh of
prism and tetrahedral control volumes. It has been shown, that regularization mod-
els are very dependent on the quality of the filtering process. Although good results
can be obtained with structured or smooth unstructured meshes, their performance
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is affected under fully irregular unstructured grids. Due to the bad quality of the
filtering, first- and second-order statistics diverge from the expected results. As a
possible remedy to this issue, the C4 model has been formulated within a LES tem-
plate. Results obtained with this new approach seems very promising but further
research is still required.
Closing the first part of the thesis, the assessment of LES models have been car-
ried out in a natural convection case in Chapter 5. The Rayleigh-Benard convection
in a cylindrical enclosure. For the study, first a DNS has been performed with a large
integration time and then LES have been computed. Comparison with the differ-
ent SGS models show that in general as the grid is refined all models behave quite
well, in special at the core of the cavity where the turbulence is almost homogeneous.
Largest differences are observed off the center of the cavity. Although even without
model a good approach to reference data is observed, QR and DEV models predic-
tions are in better agreement even with the coarser grid. However, if CPU time is
considered, then QR model is the best alternative as it is essentially not more com-
plicated to implement in a LES-code than the standard Smagorinsky model (with
Cs constant) and is faster than DEV model. The comparison of the average Nus-
selt number shows that this quantity is quite well predicted even for the coarse grid
and without model. These good results can be attributed to the use of a conserva-
tive formulation, which preserves the kinetic-energy balance, together with the large
integration time used, ensuring converged temporal statistics.
In Chapter 6 direct numerical simulations of the turbulent flow past a sphere at
Reynolds numbers of 3700 and 10000 have been carried out. Computations have al-
lowed to analyse the influence of shear-layer vortices and vortex shedding process
in the wake configuration at these subcritical Reynolds numbers. The instantaneous
analysis of the wake has revealed that its structure is quite similar at both Reynolds
numbers, i.e. it exhibits a helical-like configuration due to the instabilities in the
shear layer which occur at random azimuthal positions. However, significant differ-
ences in the flow dynamics have also been observed. At Re = 3700, the onset of the
vortex roll-up due to instabilities in the shear layer occurs locally which determines
the position where the vortex are shed, but at Re = 10000, shear-layer instabilities
evolve as corrugated structures along the azimuthal direction which separate from
the shear-layer as vortex rings. With the increase in the Reynolds number, these
instabilities move closer to the separation point with the consequent shrinkage of
the vortex formation region. It has been observed, that similar to the wake behind
a cylinder, variations in the vortex formation region are related to the base-suction
coefficient Cpb, i.e., as the base-suction increases the formation region is shortened.
In the analysis of the spectra of both flows has been identified a mechanism through
which low-frequency large-scale flow affects the underlying turbulence and conse-
quently, the wake characteristics. As a result of the wake modulation, large inte-
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gration times are required to capture properly the shrinkage and enlargement of the
recirculation region and hence, to achieve well converged statistics in the wake zone.
The study of the wake configuration of the flow past a circular cylinder has been
carried out by means of the DNS at ReD = 3900 has been done in Chapter 7. The
analysis of the spectra of the velocity at different locations in the vortex formation
zone, suggests that together with the vortex-shedding frequency and the small-scale
Kelvin-Helmholtz instabilities frequency, there is also a low-frequency which can be
attributed to the shrinkage and enlargement of the recirculation region. This low-
frequency, measured from the analysis of several probes in the vortex formation re-
gion, is of fm = 0.0064. This modulation of the recirculation zone can be seen as two
alternating wake configurations which have been identified as i) a high-energy mode
with larger fluctuations in the shear-layer (Mode H) and ii) a low-energy mode with
weaker fluctuations in the shear layer (Mode L). This low-frequency has been shown
to be the main cause of the large scattering of solutions registered in the literature.
Thus, in order to gain insight into the configuration of the wake, partial statistics
in each mode have been computed revealing the main differences between them,
which are due to the difference in fluctuations in the near wake. Mode H has been
shown to be more energetic than mode L, and as as a consequence of such strong
vortex-shedding the vortex formation region decreases. Furthermore, by means of
cross-correlation between the base pressure and the stream-wise velocity in the wake
centreline, it has been shown that both variables are negative correlated. As the suc-
tion base pressure gets more negative, the stream-wise velocity increases and as a
consequence, the vortex formation zone decreases.
The capabilities of two sub-grid scale models for predicting the flow past aero-
dynamic profiles using unstructured grids have been investigated in Chapter 8 . The
models studied are: the wall-adapting eddy-viscosity model within a variational
multiscale framework (VMS-WALE) and the QR-model based on the invariants of
the rate-of-strain tensor. In order to assess the performance of these models, the flow
past a NACA 0012 airfoil at Re = 5× 104 and angles of attack of AOA = 5◦, 8◦ have
been studied. Both cases exhibit laminar separation and transition to turbulence in
the separated shear-layer. Direct comparisons of the first- and second-order statistics
against direct numerical simulations (DNS) results have been done. This DNS data
has also been computed at the same AOAs considered. Both models perform quite
well being capable of predicting separation and transition to turbulence, as well as
the fully developed turbulence in the wake. Yet, in coarser grids the VMS-WALE
presents a better behaviour than QR-model. This behaviour is attributed to an ex-
cessive dissipation of the QR-model at the largest scales of the flow. In addition,
two more challenging cases at higher Reynolds numbers and different AOA have
been also carried out. The cases considered are: i) the flow past a NACA 0012 at
Re = 1.44 × 106 for different AOAs and ii) the flow past a DU-93-W-210 dedicated
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airfoil for wind turbines at 3×106 and AOAs up to 16◦. It should be pointed out that
the good results obtained with both models should in part be attributed to the non-
dissipative formulation used. This conservative formulation which preserves well
the kinetic energy balance even on coarse grids, is the key success of the SGS models
used and together with the use of unstructured grids might be a step towards the use
of LES models for solving industrial flows on complex geometries at high Reynolds
numbers.
Further Work
The main result of the present Ph.D. is a robust kernel to simulate turbulent flows on
complex geometries. This methodology has been tested in several turbulent flows
going from more canonical DNS cases to industrial complex configurations using
the same CFD code. Now this kernel has been extended to include multi-physics
by others researchers of CTTC and Termo Fluids S.L. with my collaboration. This
work in some cases is at its beginning stage and in others is quite finished. Some of
the topics we are currently working on are: Multiphase flow [1, 2], Reactive flow [3],
Compressible flow [4], Dynamic mesh methods [5], Fluid and Structure Interaction
[6], Non-Newtonian Fluids [7] and Simulations of Multi-physics Multiscale Systems
[8].
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Appendix A
Determining the region of
stability for the 1D test problem
The problem under consideration reads
(
κ+
1
2
)
un+1 − 2κun +
(
κ− 1
2
)
un−1 = ∆tf
(
(1 + κ)un − κun−1) . (A.1)
Assuming that ∆t is small enough, the non-linear function f(·) can be linearized,
i.e. f(x) ≈ λx where λ ∈ C. In this way, the problem becomes
(
κ+
1
2
)
un+1 − 2κun +
(
κ− 1
2
)
un−1 = −e−iϕ∆˜t ((1 + κ)un − κun−1) , (A.2)
where −e−iϕ is the unitary vector −e−iϕ = λ/‖λ‖ ∈ C with ϕ ∈ [−pi/2, pi/2] and
∆˜t = ∆t‖λ‖ ∈ R+. Then, to keep the time-integration method stable, we need that
the eigenvalues, λ±, of the amplification matrix T
(
un+1
un
)
= T
(
un
un−1
)
with T =
(
A(κ,−e−iϕ∆˜t) B(κ,−e−iϕ∆˜t)
1 0
)
,
(A.3)
to be smaller than unity, ‖λ±‖ ≤ 1. The complex functions A and B are given by
A(x, y) = (2x+xy+y)/(x+1/2) andB(x, y) = −(x+xy−1/2)/(x+1/2), respectively.
Therefore, the two eigenvalues of the linear system are given by
λ± =
1
2
(
A±
√
A2 + 4B
)
. (A.4)
Hence, the idea of the method is: given a ϕ to determine which is the κ that leads to
the maximum ∆˜t possible. In summary, the algorithm is:
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i Determine ϕ, where −e−iϕ = λ/‖λ‖ and λ is given by (2.51).
ii Find κ = Kopt(ϕ) and ∆˜t = Topt(ϕ).
iii Solve the problem (A.1) with ∆t = ∆˜t/‖λ‖ and κ.
Note that since the stability domain is always symmetric respect the real axis we
can restrict the analysis to the range ϕ ∈ [0, pi/2]. Thus, the only thing that remains
is to determine the exact form of the functions Kopt(·) and Topt(·). However, the
stability region cannot be given by a simple formula. Instead, it can be numerically
found (Figure A.1 displays the form of these functions). In order to provide an easy-
to-implement method, they can be approximated by means of piecewise polynomial
functions. For Topt(ϕ), we propose the following approximation
Topt(ϕ) ≈
{
G(ϕ, 0 , c1, c2, 0, ϕ1, 4/3, t1) if 0 ≤ ϕ < ϕ1
G(ϕ, c3, c4, c5, ϕ1, pi/2, t1, 1) if ϕ1 ≤ ϕ ≤ pi/2 (A.5)
where ϕ1 = tan−1(164/99), t1 = 0.9302468, and the function G is a piecewise quartic
interpolation of the form
G(x, a, b, c, x0, x1, f0, f1) = (ax
2 + bx+ c)Q (x, x0, x1) + L (x, x0, x1, f0, f1) , (A.6)
where L(x, x0, x1, f0, f1) = f0 + (x − x0)(f1 − f0)/(x1 − x0) is a piecewise linear
interpolation and Q(x, x0, x1) = (x − x0)(x − x1), respectively. In this way, we can
guarantee the continuity of the resulting expression of Topt(ϕ). Then, using least
squares criterion the set of constants follows: c1 = 0.0647998, c2 = −0.386022, c3 =
3.72945, c4 = −9.38143 and c5 = 7.06574. Similarly, we propose to approximate
Kopt(ϕ) as follows
Kopt(ϕ) ≈

1 0 ≤ ϕ ≤ ϕ1
G(ϕ, c6 , c7 , c8 , ϕ1, ϕ2, 1, k1) ϕ1 < ϕ ≤ ϕ2
G(ϕ, c9 , c10, c11, ϕ2, ϕ3, k1, k2) ϕ2 < ϕ ≤ ϕ3
G(ϕ, c12, c13, c14, ϕ3, pi/2, k2, 0) ϕ3 < ϕ ≤ pi/2
(A.7)
where ϕ2 = pi/3, ϕ3 = (3/5)2pi, k1 = 0.73782212 and k2 = 0.44660387. Then, least
square minimization leads to the following values: c6 = 2403400, c7 = −5018490,
c8 = 2620140, c9 = 2945, c10 = −6665.76, c11 = 3790.54, c12 = 4.80513, c13 =
−16.9473 and c14 = 15.0155, respectively. The maximum errors for Topt(ϕ) and
Kopt(ϕ) are around 0.08% and 0.25%, respectively.
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Figure A.1: Functions Kopt (top) and Topt (bottom) as a function of ϕ ∈ [0, pi/2]
for different values of κmax from 0.5 to 2. The chosen option is κmax = 1 (solid
line). Note that for values κmax & 1, Kopt(ϕ) is not a continuous function.
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Appendix B
Grid resolution studies. Flow
past a sphere at Re = 3700
We performed simulations with different resolutions on both, the 2D plane (x,r)
and the azimuthal direction. The coarser mesh solved was of 1.8 million CVs (28168×
64 planes). In all cases a minimum number of control volumes within the boundary
layer have been considered (4 CVs for the coarse grid and 12 CVs for the finest one).
Mesh refinement has been carried out taking advantage of the unstructured grids
used. Thus, more control volumes have been clustered within the near wake region
than in the outer zones where the flow is laminar. Table B.1 summarises the details
about each computational grid considered.
Table B.1: Main parameters for the different computations. Nt total number of CVs;
NCV plane number of CVs in the plane; Nplanes number of planes in the azimuthal
direction; NBL number of points in the viscous boundary layer
Case Nt[MCV ] NCV plane Nplanes NBL
I 9.48 74041 128 12
II 5.45 56787 96 10
III 3.63 56787 64 8
IV 1.8 28168 64 4
Flow features resulting from the different simulations are given in Table B.2. In
all cases, statistical data have been obtained by averaging 350 D/U time units. The
drag coefficient Cd, base pressure coefficient Cpb, the vortex-shedding frequency St
and the separation angle ϕs, agree quite well with the experimental data for all res-
olutions. On the other hand, recirculation length shows a higher sensitivity to the
grid resolution. These differences are also reflected in the mean streamwise velocity
profiles in the near wake (see fig. B.1). A good agreement is obtained at x/D = 0.2
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Table B.2: Statistical flow parameters for the different grids. Experimental mea-
surements from [1]; [2] and numerical results from LES computations by [3]
St ϕs (◦) Cd Cpb L/D
Case I (9.48 MCV) 0.215 89.4 0.394 -0.207 2.28
Case II (5.45 MCV) 0.215 89.4 0.399 -0.209 2.18
Case III (3.63 MCV) 0.21 89.35 0.390 -0.238 2.08
Case IV (1.8 MCV) 0.215 89.5 0.378 -0.234 2.35
Kim & Durbin (exp) 0.225 - - -0.224 -
Sakamoto & Haniu (exp) 0.204 - - -
Yun et. al. (LES) 0.21 90 0.355 -0.194 2.622
and x/D = 1.6, but some differences are observed when it is compared at a distance
x/D = 3. As this station is located at the outer limit of the recirculation zone, these
differences might be due to the fluctuations of the recirculation bubble. Largest dif-
ferences in the mean flow variables when comparing with the high-resolution mesh
are obtained in the downstream region, specially for the two coarser grids, for down-
stream distances from the sphere of x/D > 5 (not shown in the image). These differ-
ences are mainly due to the coarsening of these grids further downstream, being not
capable of capturing all flow scales.
Figure B.2 shows the mean pressure coefficient on the sphere surface as a function
of the angle (measured from the stagnation point) for the low- and high-resolution
grids (Cases IV and I, respectively), together with the experimental data by [1] at
Re=4200. The low-resolution mesh captures quite well the pressure distribution with
some differences in the front surface of the sphere and also it slightly under-predict
the pressure in the base of the sphere. However, the position of the minimum pres-
sure and its value are predicted satisfactorily.
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Figure B.1: Streamwise velocity profiles at different locations in the near-wake of
the sphere for different grids resolutions: (¯) case I; (•) case II; (∗) case III; ()
case IV
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Figure B.2: Comparison of the pressure coefficient on the sphere surface: (solid
line) case I; (dashed line) case IV; () experimental data by [1]
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Appendix C
Statistic treatment of DNS and
LES data
Turbulent flows are disordered, random and chaotic. To completely characterise
a random process, it is necessary to know the joint Probability Density Function
(PDF) for all instants of time, which is an impossible task. However, considerable
simplification takes place if this random process is statistically stationary.
A process can be defined as statistically stationary if all multi-time statistics are
invariant under a shift in time, i.e., for all positive time intervals s, and all the choices
of {t1, t2, tn} we have:
f(v1, t1 + s; v2, t2 + s; ...; vn, tn + s) = f(v1, t1; v2, t2; ...; vn, tn) (C.1)
In fact, a turbulent flow, after the initial transient period can reach a statistically
stationary state in which the time statistics of all flow variables remain independent
on time.
But, when we are collecting data in time, a question that must be solved is in
what extent will the next measurement dependent on the time history? Or in other
words, how long should this time integration be, in order to obtain flow variables
independent on time?
Let’s consider a process with a test probe x1 at a location (x, y, z) measuring the
variable φ. The reading of the probe x1 is represented in figure C.1. Thus, if the
process is statistically stationary, the variable φ can be represented as:
φ(t) = φ′(t) + φ(t) for 0 ≤ t ≤ T (C.2)
where φ(t) is the average of φ over the time integration T , and φ′(t) is the fluctua-
tion of φ(t). The fluctuation of φ(t)′ has a spectral representation as a weighted sum
of Fourier modes of different frequencies ω, i.e., eiωnt = cos(ωnt) + isin(ωnt). Then,
it is possible to express the signal φ(t) as a Fourier series
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Figure C.1: Instantaneous data of φ
φ(t) =
∞∑
n=−∞
(an + ibn)e
iωnt (C.3)
and the frequency ωn = pi n/T .
The coefficients (an + ibn) of the Fourier series satisfy the conjugate symmetry ,
the Fourier series becomes,
φ(t) = 2
∞∑
n=1
|cn|cos(ωnt+ θn)] (C.4)
where the amplitude of the nth Fourier mode is |cn| = (a2n + b2n)1/2 and its phase
θn = tan
−1(bn/an).
For a statistically stationary process, the simplest multi-time statistic that can be
considered for the variable φ(t) is the auto-covariance:
<ii(s) ≡ lim
T→∞
1
T
T∫
0
φ(t)′φ(t+ s)′dt (C.5)
or in normalised form, the auto-correlation function:
ρ(s) ≡ <ii(s)<ii(0) (C.6)
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This function gives information about the time dependence of the turbulent pro-
cess. To understand what the auto-covariance means, we can use the instantaneous
data of the variable φ represented in figure C.1. The data corresponds to the instan-
taneous variation of a statistically stationary process. The auto-correlation of this
variable as a function of the time lag is represented in the Figure C.2. The first thing
to notice is the maximum value of the auto-correlation is at initial time. After that,
the number decreases until it is zero. This point is known as decorrelation time. In
this case, as the function exhibits an strong periodicity, it drops to zero and continues
decreasing until a minimum. Thus, there is a negative correspondence, if the min-
imum occurs at about s = 82.8, then the function will reach a maximum in about
s = 82.8. Notice also that the distance between two maximum values is also about
τ = 165.6. This is the indicator of periodicity. In addition, at lag zero (s = 0), the
auto-covariance function returns the variance of the variable (φ′2).
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Figure C.2: Auto-correlation of φ
The Fourier transformation of the auto-covariance <(s) gives information about
the frequency contents of process, that is, auto-covariance and twice the frequency
spectrum E(ω) form a Fourier-transform pair which is:
E(ω) ≡
∞∫
−∞
R(s)e−iωs =
2
pi
∞∫
o
R(s)cos(ωs)ds (C.7)
and
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R(s) =
1
s
∞∫
∞
E(ω)eiωsdω =
∞∫
0
E(ω)cos(ωs)dω (C.8)
The characteristic time-scale for the dynamics of measured quantities in a turbu-
lent flow is defined by the integral time scale τ . It is a measure for the correlation
length of a process and is given by:
τ =
∞∫
0
ρ(s)ds (C.9)
Most of the time, auto-correlation or spectrum, together with φ and its variance
φ′φ′, are the only quantities available to characterise the time properties of a process.
Thus, for data obtained at uniformly spaced intervals, Fast Fourier Transform
(FFT) can be used to obtain the power spectrum of a signal. Unfortunately, in most
LES and DNS computations, evenly sampled data is impossible to achieve. In those
cases, the most commonly used method of calculating the spectrum of a non-uniformly
spaced data is the periodogram analysis. It ignores the non-equal spacing and in-
volves calculating Fourier power spectrum as if the data were evenly spaced, though
without use the FFT algorithm.
However, periodogram is not invariant to time translations. Lomb [1] modified
the definition of periodogram for a zero-mean time series. The Lomb periodogram
provides a good approximation to the spectrum obtained by fitting sinus waves by
least-squares to the data. This least-squares spectrum provides the best measure of
the power contributed by the different frequencies to the overall variance of the data
and can be regarded as the natural extension of Fourier methods to non-uniform
data. It reduces to Fourier spectrum in the limit of equal spacing. A fast algorithm
for the Lomb periodogram was proposed by Press and Ribicki [2] and can be found
in Numerical Recipes [3].
The power spectrum of the signal represented in figure C.1 calculated using the
Lomb Periodogram is plotted in figure C.3. Observe that the peak in the spectra
occurs at a frequency f = 6.04× 10−3 which corresponds with the time period of the
signal τ = 165.6 calculated by means of the auto-correlation (see figure C.2).
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Appendix D
Ensemble average
The instantaneous flow can be represented by the contributions of a time-averaged
component φi, a periodic fluctuation φ˜i and a random fluctuation φ′i, i.e. [1]
φi = φi + φ˜i + φ
′
i (D.1)
The phase-average can be defined as the average value of the variable φi over an
ensemble of signals which have the same phase with respect to a reference signal. It
can be evaluated as:
〈φi〉 = φi + φ˜i (D.2)
This decomposition opens the possibility of analysing the periodic motion flows
which exhibits quasi-periodic components by resolving its dominant frequency.
Measurements of the phase-averaged quantities need a reference signal from
which the phase of the flow is determined. The reference signal can be obtained
from the direct measurement in a region of the flow dominated by the periodic wave
and not too affected by the turbulent effects. In the case of the flow past a circular
cylinder, it can be taken from the laminar region, near the cylinder surface. In this
zone, the pressure signal exhibits clearly a strong periodic component and it is not af-
fected by the turbulence developed downstream (see figure D.1(a)). In the figure, it is
represented a piecewise of the pressure sampled near the cylinder surface at ϕ = 70◦
measured from the stagnation point. As can be seen, the signal is quasi-periodic
fluctuating at the vortex-shedding frequency which can almost be measured directly
from the instantaneous data. However, in order to extract the dominant frequency
from the periodic oscillator, the FFT method has been used (see figure D.1(b)). As
can be seen from the figure, the energy spectrum exhibits a dominant peak at the
frequency f = 0.2145. Thus, taking this frequency as reference, the length of each
period has been determined.
The flow field is then classified according to its phase-angle, by dividing each pe-
riod into windows of 2pi/128. The phase-average at any of this windows (phases) can
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Figure D.1: a) Reference signal used as periodic oscillator. b) Power spectra of
the reference oscillator signal.
be ensembled by averaging over a certain number of periods. In the case analysed
in Chapter 7, a total number of 10 cycles were considered to ensemble each phase.
However, this procedure would require a large storage capacity, thus instead of
the 128 phase-angles, only 4 equidistant phases were recorded (i.e. φ = 0◦, 90◦, 180◦,
270◦). The resulting phase-average for each of these phases can be seen in Figures
7.12 and 7.13
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Related projects
The Heat and Mass Transfer Technological Center (CTTC) of the Technical Uni-
versity of Catalonia (UPC) is a research group dedicated to academic, research, in-
novation and technology transfer in the heat and mass transfer and fluid dynamic
field, together with their application to thermal systems and equipments. The lab-
oratory is composed by 47 professors and researchers, with all the members of the
staff working full time.
Termo Fluids S.L. is a spin-off which was born 6 years ago from members of the
CTTC and, together with CTTC, have a high capacity of simulating thermal systems
and equipment.
The CTTC research activities are focused on one basic research line dedicated to
the mathematical formulation, numerical resolution and experimental validation of
heat and mass transfer phenomena. Some issues in this line are: natural and forced
convection, turbulence modeling (RANS, LES and DNS), combustion, two-phase
flow, solid-liquid phase change, radiation, porous media, numerical algorithms and
solvers, general purpose CFD codes, high performance computing HPC (paralleliza-
tion), aerodynamics, etc.
A second research line involves the application of the acquired know-how from
the basic studies mentioned above to the thermal and fluid dynamic optimization of
thermal system and equipment (maximum efficiency with a minimum environmen-
tal impact).
The present phd thesis is focused on the basic research side of the CTTC but
the applied side of our center have been the real driving force of all my work. The
first users of the presented unstructured methodology and LES models have always
been others researchers of CTTC or Termo Fluids S.L. company interested on the
simulation of complex industrial applications. As a general rule the industrial needs
are to much ambitious for the current state of your possibilities, independently of
how advanced is your software. Thus, work in a close relation with these necessities
is positive since the only way to succeed is to find better models, algorithms or to
improve implementations.
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In what follows, some of these applications are summarized. The main work in
order to clean up the geometry, mesh, simulate and post-process the results have
been done by CTTC and Termo Fluids S.L. colleagues.
Numerical simulation of the thermal and fluid dynamic
analysis of nacelle and wind turbines
The CTTC, in collaboration with Termo Fluids, S.L., has performed for Economical-
ALSTOM a thermo-fluidic analysis of the behavior of a wind turbine generator (WTG)
nacelle. Such a nacelle contains several compartments and devices responsible of the
good functioning of the whole system, and the temperature in the different zones of
the domain must be estimated. The thermal behavior of such devices and enclosing
walls falls into three categories: 1) adiabatic, 2) isothermal, and 3) heat generators.
Only one element belongs to 3): a finned transformer that delivers the electric out-
put of the WTG. In the simulation, the heat flux at the transformer’s surface is set
to match a prescribed heat dissipation. Outside cold air enters through the upper
section of the tower, at high speed, and interacts heavily with the elements present
in the nacelle. It is intended to refrigerate the devices by the circulation of this air
circulating between them. The air then is pumped out by a set of fans in the trans-
former zone. Given the complexity of the flow, with concurrent forced and natural
convection, RANS models have been discarded in favor of the more robust, less
parameter-dependent, well tested LES models.
Project publications
Colomer, G.; Lehmkuhl, O.; Borrell, R.; Oliva, A. CFD simulation of the thermal be-
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Turbulence, Heat and Mass Transfer. "Proceedings of the VI International Sympo-
sium on Turbulence, Heat and Mass Transfer". 2009, p. 1075-1078.
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Figure E.1: Illustrative results of numerical simulation of the thermal and fluid
dynamic analysis of nacelle and wind turbines.
Numerical simulation of wind turbine dedicated airfoils
The flow around aerodynamic profiles in pre- or full-stall at high Reynolds num-
bers is a problem of increasing interest since it is a normal operation state for wind
turbine blades. In the past years, it has been subject of many experimental and nu-
merical investigations. Most of the numerical studies performed since now have
been carried out using RANS modeling, but it is well-known that such models fails
in predicting the flow at angles of attack (AoA) near or after stall, mainly due to the
highly unsteady and three-dimensionality nature of the flow. Under these situations,
large-eddy simulations (LES) can be a good alternative for simulating such complex
flows.
This R&D project between the CTTC and others European research centers and
universities aims at modeling the flow behavior past airfoils used for wind turbine
blades at high Reynolds number and large AoA. Three profiles have been selected:
DU- 93-W-210, DU-91-W2-250 and FX77-W-500. The study has been carried out for
Reynolds numbers up to 3 · 106 and AoA up to 16o. Numerical results have been
compared with experimental ones showing good agreement.
Project publications
O. Lehmkuhl, J. Calafell, I. Rodríguez, and A. Oliva. Large-Eddy Simulations of
wind turbine dedicated airfoils at high Reynolds numbers. In Wind Energy and
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Figure E.2: Illustrative results for the FX77-W-500 airfoil: mesh design, instanta-
neous snapshots and Cd and Cl distributions.
the impact of turbulence on the conversion process. EUROMECH Colloquium 528.
Oldenburg, 2012.
Research and development of vapor efficient solar recep-
tors
High concentration solar thermal power plants are based solar energy concentration
incident to a large number of reflectors. This energy is directed to a receiver, that is
hundreds or thousands of times smaller than the reflectors where it is transferred to
a working fluid. This working fluids is used to drive a conventional power cycle.
The design of the receiver is critical for the performance of the solar plant. The
higher its temperature, the better the performance of the power cycle. However, as
the solar radiation is non uniform (in space and in time), the receiver is exposed to
sudden changes in the solar radiation flux that induce changes in its temperature
and therefore thermal tensions
226
CTTC has been working in the framework Project CONSOLIDA, coodirnated
by Abengoa Solar in collaboration with Termo Fluids, S.L., in the development of
advanced numerical models for the solar receivers, that include several phenomena
such as: conduction in the metals and insulation materials, thermal radiation heat
transfer, fluid flow and heat transfer in the ducts (one or two-phase flows), turbulent
natural convection in the receiver chamber air, etc.
Figure E.3: Solar power plant receptor tower (PS10) of Abengoa Solar and instan-
taneous snapshots of differents LES simulations of the receptor.
Project publications
J. Chiva, O. Lehmkuhl, M. Soria, A. Oliva. Modelization of heat transfer and fluid
dynamics in solar power towers. Proceedings of ISES Solar World Congress 2011.
pp. 629 - 634. Kassel, Alemanya, 2011.
Domestic refrigerator analysis
This R&D project between Fagor and the CTTC was focused on the study of the
temperature and air distribution inside household frost-free refrigerators. It is well
known that the correct air and temperature distribution inside the refrigerated cham-
ber is the most important factor that affects refrigerator efficiency. In frost-free re-
frigerators the cooled air is supplied directly inside the fresh food and vegetable
cabinets. Therefore, studies intended to establish the actual air flow and tempera-
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ture distributions inside these cabinets are relevant in order to improve temperature
homogeneity and to reduce energy consumption.
Unsteady three-dimensional numerical studies were carried out, simulating the
cooling process starting from a uniform warm temperature inside the refrigerator.
Furthermore, the influence of inlet and outlet ports location was also investigated.
Figure E.4: Schematics of the household frost-free refrigerator modeled, mesh
details and instantaneous snapshot.
Project publications
J. Jaramillo, J. Rigola, C.D. Pérez-Segarra, C. Oliet. Numerical Study of Air inside
Refrigeration Compartment of Frost-Free Domestic Refrigerators. International Re-
frigeration and Air Conditioning Conference. Purdue, USA, 2010.
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