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We continue and extend our earlier investigation “Strings in a Time-Dependent Orbifold”
(hep-th/0204168). We formulate conditions for an orbifold to be amenable to perturba-
tive string analysis and classify the low dimensional orbifolds satisfying these conditions.
We analyze the tree and torus amplitudes of some of these orbifolds. The tree ampli-
tudes exhibit a new kind of infrared divergences which are a result of some ultraviolet
effects. These UV enhanced IR divergences can be interpreted as due to back reaction of
the geometry. We argue that for this reason the three dimensional parabolic orbifold is
not amenable to perturbation theory. Similarly, the smooth four dimensional null-brane
tensored with sufficiently few noncompact dimensions also appears problematic. However,
when the number of noncompact dimensions is sufficiently large perturbation theory in
these time dependent backgrounds seems consistent.
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1. Introduction
Time dependent physics poses a large number of interesting conceptual and technical
problems in quantum field theory, quantum gravity, and in string theory. So far very little
work has been done on time-dependent backgrounds in the framework of string theory,
although the situation is beginning to change (see, e.g. [1-22] for recent discussions of this
issue). Here, we continue the investigation of strings in time dependent orbifolds which
we started in [15]. We are adopting a conservative approach, simply trying to follow the
standard rules of perturbative string theory, and trying to imitate the constructions and
methods which have been proven useful in time independent setups.
In order to be able to apply perturbative string methods we have to deal with the
following issues:
1. We start with a solution of the classical equations of motion; i.e. a worldsheet con-
formal field theory. This conformal field theory is most tractable when it is based
on an orbifold of flat spacetime. Therefore, we will mod out IR1,n by a subgroup Γ
of its symmetry group which is the Poincare group in n + 1 dimensions P(1, n). We
will denote the orbifold by O = IR1,n/Γ. In order to have nontrivial time dependence
Γ should not be a subgroup of the Euclidean group in n dimensions as in ordinary
Euclidean orbifolds.
2. In Euclidean orbifolds the singularities of the target space are at fixed points of Γ.
Lorentzian orbifolds typically have also other potential problems. The quotient by
Γ can make time non-orientable. It can also create closed null curves (CNC’s) or
closed time-like curves (CTC). These are potentially problematic because they can
lead to divergent expectation values of composite operators like the stress tensor and
to large back reaction of the metric. We examine orbifolds which are time-orientable
and have no CTC’s, although we will allow singularities, non-Hausdorff spaces, and
the possibility of CNC’s. We will also see examples in which the orbifold has no CNC’s
but has closed curves whose invariant length is arbitrarily small; we will examine the
consequences of these curves.
3. In order to help ensure the stability of the background against radiative corrections
we will look for orbifolds which leave unbroken some amount of supersymmetry. This
supersymmetry can guarantee that some of the back reaction due to CNC when they
are present is harmless. Having such supersymmetry leads to a null Killing vector
∂x− (see [3,4] and section 7 below). We can therefore use lightcone frame and treat
1
x+ as time. The orbifold O is thus foliated by spaces Fx+ of fixed x+. The lightcone
description also guarantees that the vacuum of the second quantized theory is trivial,
and there is no particle production in the system [23].
4. Even if supersymmetry guarantees that the zero point function and the one point
functions vanish to all orders, the question of back reaction is far from obvious. Vertex
operators correspond to small deformations of the background. If they are singular
at some point in spacetime, they can lead to infinite energy density there and to
large change in the gravitational field. Such an effect can render perturbation theory
invalid. For smooth backgrounds vertex operators which are singular at some point
in spacetime can be excluded, but in various singular orbifolds all vertex operators
are singular. We will discuss this issue in more detail below in some examples. We
will also show that sometimes a smooth background with smooth vertex operators can
also suffer from large back reaction. In particular, we will see that the back reaction
is reflected in “UV enhanced IR divergences”, which may also signal that one needs
to consider more subtle asymptotic states.
In section 2 we will examine two orbifolds. The first, which we will refer to as the
parabolic orbifold (it is also called the “null orbifold”), was introduced in [1] and briefly
studied in [24]. Its geometry was further explored recently in [11] and strings in this
background were investigated in [15]. The second orbifold, the “null-brane” was described
in [4,11]. In sections 3 – 6 we will slightly extend the analysis of string theory in the
background of the parabolic orbifold in [15], and will apply the same techniques to the
case of the null-brane background. In section 3 we consider the functions on the orbifolds
which are important when constructing vertex operators. In section 4 we consider the
canonical quantization of free strings. In section 5 we analyze the torus partition function,
and in section 6 we consider tree level S-matrix amplitudes. In section 7 we comment on
the general classification of such models and describe several new orbifolds which exhibit
new phenomena.
Strings in the null-brane orbifold are also studied by D. Robbins and S. Sethi [25]
and by M. Fabinger and J. McGreevy [26]. Also, A. Lawrence [21] and G. Horowitz and
J. Polchinski [22] reached conclusions related to ours about the back reaction and the
validity of perturbation theory in the parabolic orbifold and the null-brane.
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2. The parabolic orbifold and the null-brane
2.1. Coordinates and Metric
In [15] we analyzed in detail string theory on a parabolic orbifold, with target space(
IR1,2/Γ
)×C⊥ where Γ ∼= Z is a parabolic subgroup of the three dimensional Lorentz group
Spin(1, 2) ∼= SL(2, R). C⊥ is a transverse Euclidean CFT which is invariant under the
action of Γ. More explicitly, writing the Lorentzian metric for IR1,2 as ds2 = −2dx+dx−+
dx2, the generator of the orbifold group Γ acts as
X =
 x+x
x−
 → g0 ·X = e2πJX =
 x+x+ 2πx+
x− + 2πx+ 1
2
(2π)2x+
 ; J =
 0 0 01 0 0
0 1 0

(2.1)
That is, g0 = exp
(
2πiJ
)
where we take the Lie algebra generator
J = J+x =
1√
2
(J0x + J1x) (2.2)
corresponding to a linear combination of a boost and a rotation.
For some purposes it is convenient to use coordinates 1
x+ = y+
x = y+y
x− = y− +
1
2
y+y2
(2.3)
in terms of which the metric becomes
ds2 = −2dy+dy− + (y+)2dy2 (2.4)
and the orbifold identification is simply y ∼ y+2πn. The spacetime (2.4) may be visualized
as two cones (parametrized by y+ and y) with a common tip at y+ = 0, crossed with the
real line (for y−). This description is not valid at the singularity x+ = y+ = 0 where this
coordinate system is not valid.
The parabolic orbifold has a few attractive features which fit nicely with the criteria
outlined in the introduction:
1 This is a special case of the transformation from “Brinkman” to “Rosen” coordinates in the
theory of pp waves [27].
3
1. The orbifold has a null isometry which allows us to use light-cone evolution. There is
no string or particle production in the second quantized theory.
2. The orbifold has a covariant spinor and thus preserves half of the supersymmetries in
the superstring theory. As a result, one can show that one-loop cosmological constant
and the massless tadpoles vanish.
3. There are no closed time-like curves, while there are closed null curves only in the
hyperplane x+ = 0.
4. In terms of light-cone time, the orbifold describes the big crunch of a circle at x+ = 0,
followed by a big bang. There is a null singular line at x+ = 0. This provides
an interesting toy model for understanding the big crunch/big bang singularity in
cosmology. It is also related to the singularity of the massless BTZ black hole [28,29].
5. If the spacetime does not end at the singularity, one might be able to define an S-
matrix as a natural observable.
In [15] we observed that there are divergences in the S-matrix of the parabolic orb-
ifold for special kinematic configurations. We suggested there that they might signal the
breakdown of perturbation theory. Below we will analyze these divergences in more detail,
and will argue that this conclusion is unavoidable. Therefore, even if such an S-matrix
exists, it cannot be computed in perturbation theory.
In this paper we consider a few generalizations of the parabolic orbifold by allowing
Γ to act nontrivially on the transverse spacetime C⊥ or by including more generators, in a
way that the above attractive features remain. In the following we will discuss in detail a
simple family of orbifolds of which the parabolic orbifold is a special example. In particular
we will show that this more general family does allow a perturbative computation of the
S-matrix. Other generalizations and classifications will be discussed in sec. 7.
We start with flat four dimensional spacetime IR1,3 with the metric
ds2 = −2dx+dx− + dx2 + dz2 . (2.5)
and consider the orbifolds obtained by identifying
X ∼ e2πnJX, z ∼ z + 2πnR, n ∈ Z (2.6)
where the column vector X and matrix J are the same as in (2.1). The generator of the
identification is now given by
g0 = e
2πi(J+Rpz), (2.7)
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where J is given by (2.2) and pz is the generator for translation in z direction.
The above orbifold, called the null-brane, was introduced in [4,11]. The null-brane
has a continuous modulus R and the parabolic orbifold corresponds to the singular limit
R→ 0. The geodesic distance between a point and its n’th image is 2πn√R2 + (x+)2. At
finite R the spacetime is regular and Hausdorff everywhere with no closed causal curves.
Thus it may also be considered as a regularization of the parabolic orbifold.
The orbifold action breaks the Poincare´ symmetry of IR1,3, leaving only three of its
Lie algebra generators unbroken. These are J , p+ = −p− which shifts x− by a constant,
and pz which generates translations in the z-direction. The null Killing vector associated
with p+ allows us to use a light-cone evolution treating x+ as time. Thus again there is
no particle production in the second quantized theory. As in the parabolic orbifold, for an
appropriate choice of the sign of the generator (2.7) acting on spinors, the group Γ leaves
one half of all spinor components invariant. When the superstring is compactified on a
null-brane it preserves half of the supercharges. These supercharges square to the Killing
vector p+.
Let us now look at the geometry of the null-brane in more detail. We will change to
two different coordinate systems. First, for x+ 6= 0 it is convenient to define y±, y as in
(2.3) and to express the metric (2.5) as
ds2 = −2dy+dy− + (y+)2dy2 + dz2 (2.8)
and the orbifold identification (2.6) becomes

y+
y
y−
z
 ∼

y+
y + 2πn
y−
z + 2πnR
 (2.9)
If we also define
z = Ry + u (2.10)
where u is a noncompact coordinate, then the metric becomes
ds2 = −2dy+dy− + du2 + (R2 + (y+)2) dy2 + 2Rdu dy
= −2dy+dy− + (y
+)2
R2 + (y+)2
du2 + (R2 + (y+)2)
(
dy +
R
R2 + (y+)2
du
)2 (2.11)
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(2.11) represents a circle fibration over a three-dimensional manifold parameterized by
(y+, y−, u), where the the circle has a radius
√
R2 + (y+)2 and the fibration has a connec-
tion with
F = − Ry
+
(R2 + (y+)2)2
dy+ ∧ du . (2.12)
It is manifest in the first line of (2.11) that as R → 0 we get the metric of the parabolic
orbifold in y coordinate times a transverse noncompact direction
ds2 = −2dy+dy− + (y+)dy2 + du2 . (2.13)
Note that since the coordinate transformation (2.3) is singular at y+ = 0, the y+ → 0 limit
of (2.11) should be treated with caution.
Another set of global coordinates [4] can be obtained by taking
z = Rθ, X˜ = e−
z
R
JX, (2.14)
i.e. explicitly,
x+ = x˜+
x = x˜+ θx˜+
x− = x˜− + θx˜+
1
2
θ2x˜+
(2.15)
In these coordinates the metric becomes
ds2 = −2dx˜+dx˜− + dx˜2 + (R2 + (x˜+)2) dθ2 + 2dθ(x˜+dx˜− x˜dx˜+)
= −2dx˜+dx˜− + dx˜2 − 1
R2 + (x˜+)2
(x˜+dx˜− x˜dx˜+)2
+
(
R2 + (x˜+)2
)(
dθ +
1
R2 + (x˜+)2
(x˜+dx˜− x˜dx˜+)
)2 (2.16)
Note that the above metric has a constant determinant −R2. (2.16) represents a circle
fibration over a 3-manifold parametrized by X˜. The latter has nonsingular metric with
detg = R
2
R2+(x˜+)2
. Moreover there is a connection on the circle fibration with
F =
2R2
(R2 + (x˜+)2)2
dx˜+ ∧ dx˜ . (2.17)
There is a strong formal similarity between this solution and the standard Melvin universe.
As in the parabolic orbifold, x˜+ plays a dual role of a time and a “radial variable.” Note
that in the present case it is clear that −∞ < x˜+ < +∞, so that we have the “two-cone”
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theory. It would be of some interest to extend the present discussion to the analog of the
two-parameter Melvin solutions [30-32] with nontrivial H-flux but we will not attempt this
in the present paper.
The coordinate system (yµ, z) is not geodesically complete. Its completion is given by
the system (X˜, θ) related by
x˜+ = y+
x˜ = y+(y − z/R)
x˜− = y− +
1
2
y+(y − z/R)2
θ = z/R
(2.18)
The R → 0 limit is somewhat subtle in these coordinates since the θ coordinate used in
(2.14) and (2.15) is not well defined in this limit.
In terms of light-cone time x+, the null-brane describes an infinite size circle in the
far past shrinking to a minimal radius R at x+ = 0 and then expanding to infinite size in
the remote future. An interesting feature of the causal structure of the parabolic orbifold
is that every point P with y+ > 0 is always in the causal future of the every point P˜ with
y+ < 0. In the null-brane geometry, while this is no longer so, there is a close analogue.
The geodesic distance square between a point P1 and the nth image of a point P2 is
∆n(P1,P2) = −2∆y+∆y− + y+1 y+2 (∆y − 2πn)2 + (∆z − 2πnR)2 (2.19)
The large n behavior of the above equation for fixed P1,P2 is
∆n(P1,P2) ∼ (y+1 y+2 +R2)(2πn)2 (2.20)
Thus, points with y+1 y
+
2 +R
2 < 0 are necessarily timelike separated.
3. Solutions of the wave equation on the null-brane
In [15] we discussed the solutions of the wave equation on the parabolic orbifold.
Here we give an analogous treatment for the null-brane. These functions, which are easily
derived from those of the parabolic orbifold, are important for studying first quantized
particles on this spacetime and for constructing the vertex operators in string theory.
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We start by considering functions on the covering space IR1,3. We diagonalize the
Killing vectors J, p+, pz and the Laplacian :[
−2 ∂
∂x+
∂
∂x−
+
∂2
∂x2
+
∂2
∂z2
]
ψ = m2ψ
Ĵψ = −i(x+ ∂
∂x
+ x
∂
∂x−
)
ψ = Jψ
p̂+ψ = i
∂
∂x−
ψ = p+ψ, p̂zψ = −i ∂
∂z
ψ = kψ .
(3.1)
Following the discussion in [15], the eigenfunctions functions can be written as
ψp+,J,k,m2 =
√
1
ix+
exp
[
−ip+x− − im
2 + k2
2p+
x+ + i
p+
2x+
(x− ξ)2 + ikz
]
=
∫ ∞
−∞
dp√
2πp+
e−ipξ exp
[
−ip+x− − ip
2 + k2 +m2
2p+
x+ + ipx+ ikz
] (3.2)
with
ξ = − J
p+
. (3.3)
The second line of (3.2) shows that J-eigenfunctions can be obtained from the standard
momentum eigenfunctions by a Fourier transform. The functions ψp+,J,k,m2 form a com-
plete basis of functions for fixed x+ with the inner product∫ ∞
−∞
dx−dxdz ψ∗p+,J,k,m2 ψp˜+,J˜ ,˜k,m2 = (2π)
3δ(p+ − p˜+) δ(J − J˜) δ(k − k˜) . (3.4)
Consider now the null-brane orbifold O = IR1,3/Γ. Under the identification (2.6) the
function (3.2) transforms as
ψp+,J,k,m2 → e2πin(J+kR) ψp+,J,k,m2 (3.5)
It then follows that in the null-brane functions should satisfy the quantization condition
J + kR = n ∈ Z . (3.6)
Therefore, we label the basis functions
Vp+,J,n,m2 = ψp+,J,k=n−J
R
,m2 (3.7)
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The orbifold O is foliated by equal x+ spaces Fx+ and the complete basis functions
Vp+,J,n,m2 satisfy∫
F
x+
V ∗p+,J,n,m2 Vp˜+,J˜,n˜,m2 = (2π)
3Rδ
n,n˜
δ(p+ − p˜+) δ(J − J˜) . (3.8)
In terms of the coordinate system (2.3)(2.10) the functions (3.7) can be written as
Vp+,J,n,m2 =
√
1
iy+
exp
[
−ip+y− + iny + i J
2
2p+y+
− i
(
n−J
R
)2
+m2
2p+
y+ + i
(
n− J
R
)
u
]
(3.9)
and in terms of the coordinates (2.14) they are
Vp+,J,n,m2 =
√
1
ix˜+
exp
[
−ip+x˜− − i
(
n−J
R
)2
+m2
2p+
x˜+ + i
p+
2x˜+
(x˜− ξ)2 + inθ
]
(3.10)
(to derive this, it is convenient to use ψJ (X) = e
θJ ψJ (X˜)).
The basis functions (3.7) are singular at x+ = 0. More explicitly, we have
lim
x+→0
Vp+,J,n,m2(x
+, x, x−, z) =
√
2π
p+
e−ip
+x−+i(n−JR )z δ(x−ξ) =
√
2π
p+
e−ip
+x˜−+inθ δ(x˜−ξ)
(3.11)
This implies that these basis functions are localized at x˜ = x = ξ at x+ = 0 [15].
These functions are potentially dangerous to use as vertex operators for two related
reasons:
1. Focusing the particles at a point results in infinite energy density and can cause large
back reaction when the system is coupled to gravity (as in string theory).
2. The expression for the basis functions in terms of plane waves as in the second expres-
sion in (3.2) involves integrating over arbitrarily high energies. This leads to certain
divergences in S-matrix elements.
The origin of these problems can be traced back to the diagonalization of Ĵ , and one
might expect that they can therefore be avoided by smearing them with smooth functions
of J of rapid decrease.2 We now demonstrate that this is the case. Consider the wave
packets
Up+,f(J),n,m2 =
∫
dJf(J)Vp+,J,n,m2 (3.12)
2 Recall that the Schwarz space of functions of rapid decrease is the space of functions with
limJ→±∞ |J
n( d
dJ
)mf(J)| = 0 for any n,m. This space is preserved by Fourier transform [33].
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where f(J) is a smooth function of rapid decrease. Their inner product is∫
F
x+
U∗p+,f,n,m2 Up˜+,f˜ ,n˜,m2 = (2π)
3Rδ(p+ − p˜+) δ
n,n˜
∫
dJf(J)∗f˜(J) . (3.13)
Since V is bounded for x+ 6= 0, the integral over J in (3.12) converges for all x+ 6= 0.
Moreover the singularity at x+ = 0 is smoothed out
lim
x+→0
Up+,f,n,m2(x
+, x, x−, z) =
√
2πp+exp
(
−ip+x− + i(n+ xp+) z
R
)
f(−xp+)
=
√
2πp+e−ip
+x˜−+inθ f(−x˜p+)
(3.14)
Therefore, U does not have any singularities. This solves the first problem mentioned
above.
Using (3.2)(3.7)(3.12) we can express U as an integral over plane waves
Up+,f,n,m2 =
∫
dJdp√
2πp+
f(J)
exp
[
ip
J
p+
− ip+x− − ip
2 +
(
n−J
R
)2
+m2
2p+
x+ + ipx+ i
(
n− J
R
)
z
] (3.15)
Since f(J) is of rapid decrease its Fourier transform is of rapid decrease. Therefore, in
(3.15) the support of wave functions with large energy 1
2p+
(
p2 +
(
n−J
R
)2
+m2
)
is sup-
pressed3.
It is important that in the parabolic orbifold the label J is discrete. Therefore we
cannot form wave packets as here and smear the singularity. Note that by integrating over
p+ the singularities of the wave functions with J 6= 0 can be smeared. However, there is
no way to avoid the singularity of the functions with J = 0.
To demonstrate this general discussion of wavefunctions in the null-brane, consider
the wave packet with f(J) = e−
J2
2 ,
U
p+,− J
2
2
,n,m2
=
∫
dJ e−
J2
2 Vp+,J,n,m2 (3.16)
It is simple to express the above function in x˜ coordinates
U
p+,− J
2
2
,n,m2
=
√
2πp+
K
exp
[
− Q
2K
]
exp
(
−ip+x˜− − i m
2
2p+
x˜+ + inθ
)
(3.17)
3 More precisely, this statement is true only for fixed (x±, x, z), and there is no universal bound
for all values of (x±, x, z).
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where
K = p+x˜+ + i
[(
x˜+
R
)2
− 1
]
,
Q =
(
p+x˜+
R2
− i(p+)2
)
x˜2 +
[
x˜+
p+R2
− i
(
x˜+
R
)2]
n2 +
2x˜+x˜n
R2
.
(3.18)
It is manifest in (3.17) and (3.18) that U is completely regular everywhere. It is also
instructive to write U as a wave packet in momentum space using the second line of (3.2).
We find that
U
p+,− J
2
2
,n,m2
=
√
1
p+ + i x˜
+
R2
exp
(
−ip+x˜− − im
2 + n
2
R2
2p+
x˜+ + inθ
) ∫
dp˜ g(p˜) e
ip˜x˜−i p˜
2
2p+
x˜+
(3.19)
with
g(p˜) = exp
− 1
2
(
1 + i x˜
+
p+R2
) ( p˜
p+
+
x˜+n
p+R2
)2 . (3.20)
Thus U corresponds to a Gaussian wave packet in p˜ which is the momentum conjugate to
x˜. In particular, the higher energy region of the integration is suppressed.
The R → 0 limit of the null-brane is the parabolic orbifold times a noncompact line
parametrized by z. In order for the function Vp+,J,n,m2 to have a sensible limit we should
hold the momentum along the z direction, k = n−J
R
, fixed as R → 0. The resulting
function is ψp+,J,k,m2 of (3.2) with J = n ∈ Z, which is a good function on the parabolic
orbifold times the line. In order to have a good limit for the wave packets U (3.12) we
should let the function f(J) depend also on n and R, fn(J,R), such that limR→0 fn(J =
n− kR,R) = f˜n(k)/R with finite f˜n(k). Then
lim
R→0
U =
∫
dkf˜(k)ψp+,J=n,k,m2 (3.21)
i.e. it has fixed value for J = n ∈ Z and is a wave packet in z. Clearly, this function
diverges at x+ = 0.
One can work out the propagator for a massive particle on the null-brane. It can be
obtained from the propagators in IR1,3 by summing over the images under the orbifold
action, leading to
GF (P1,P2) = i
8π
∑
n∈Z
(
m2
∆n + iǫ
)1/2
H
(2)
1 (
√
m2(∆n + iǫ)) (3.22)
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where ∆n is the invariant distance square between a point P1 and the nth image of P2
(2.19). Note that the propagator for the parabolic orbifold is also given by (3.22) with
R = 0 in (2.19).
The propagator (3.22) can be expanded in terms of the wave functions discussed in
this section,
G(P1,P2) = θ(∆y+)D(P1,P2) + θ(−∆y+)D(P2,P1) (3.23)
where when ∆y+ > 0
D(P1,P2) =
∫ ∞
0
dp+
(2π)32p+R
∫ ∞
−∞
dJ
∑
n∈Z
1√
iy+1
√
−iy+2
× exp
[
−ip+∆y− + iJ∆y + in− J
R
∆z − i J
2
2p+
(
− 1
y+1
+
1
y+2
)
− im
2 +
(
n−J
R
)2
2p+
∆y+
]
(3.24)
Note that the sum over n in (3.24) and (3.22) are not the same. They are related by a
Poisson resumation.
4. String quantization on the null-brane
In this section we consider the canonical quantization of strings in the null-brane
background. The discussion is very similar to that of the parabolic orbifold in [15] and
therefore it will be very brief.
In the covariant formalism we use four free fields x±, x, z. In the w twisted sector they
are subject to the twisted boundary conditions
x+(σ + 2π, τ)
x(σ + 2π, τ)
x−(σ + 2π, τ)
z(σ + 2π, τ)
 = gw0 · (Xz
)
=

x+(σ, τ)
x(σ, τ) + 2πwx+(σ, τ)
x−(σ, τ) + 2πwx(σ, τ) + 12 (2πw)
2x+(σ, τ)
z(σ, τ) + 2πwR
 (4.1)
These can be “solved” using free fields [15] and lead to an interesting exchange algebra
similar to exchange algebras in RCFT4.
In the lightcone gauge we have two possible procedures:
1. Use the original x±, x, z coordinates. The advantage of this method is that the world-
sheet Lagrangian is free. The somewhat unusual aspect of this procedure is that the
4 Although there is a potential role for noncommutative geometry here, note that the spacetime
is perfectly Hausdorff, as is the WZW theory.
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worldsheet Hamiltonian p−x is not invariant under the orbifold action which is a gauge
symmetry of the system. Also, in the twisted sectors the periodicity rules of the fields
depend on the worldsheet time x+ = τ .
2. Use an invariant Hamiltonian. This can be done either with the coordinates
(2.3)(2.10), where the Hamiltonian is p−y = i∂y+ or with the coordinates (2.14), where
the Hamiltonian is p−
x˜
= i∂
x˜+
. The disadvantage of this procedure is that unlike the
first one, the system is time (x+) dependent.
It is essential to keep as dynamical variables in the Lagrangian the zero modes of x−
in the first procedure, and the zero mode of y− or x˜− in the second procedure [15,34]. In
the first procedure this coordinate is needed to ensure the invariance of the system under
the orbifold action. In the second procedure this is needed in order to absorb all infinite
renormalization constants in appropriate counter terms.
For brevity here we will follow only the first procedure. The light-cone gauge La-
grangian is
L = −p+∂τx−0 +
1
4πα′
∫ 2π
0
dσ
(
α′p+∂τx∂τx− 1
α′p+
∂σx∂σx+ α
′p+∂τz∂τz − 1
α′p+
∂σz∂σz
)
(4.2)
Invariance under constant shifts of σ is implemented by imposing [34]∫
dσ
(
∂σx∂τx+ ∂σz∂τz − 1
2τ
∂σx
2
)
= 0 (4.3)
It is important that the Lagrangian (4.2) and the expressions for the constraint (4.3) are
invariant under the orbifold identification
x(σ, τ)→ x(σ, τ) + 2πnτ
x−0 (τ)→ x−0 (τ) + 2πn
∫ 2π
0
dσ
2π
x(σ, τ) +
(2πn)2
2
τ
z(σ, τ)→ z(σ, τ) + 2πnR
(4.4)
The equation of motion for x−0 sets p
+ to a constant. The equation of motion for p+ leads
to
Px− = p
+∂τx
−
0 =
1
4πα′
∫ ℓ
0
dσ (∂τx∂τx+ ∂σx∂σx+ ∂τz∂τz + ∂σz∂σz) (4.5)
where we have rescaled σ to range in [0, ℓ = 2πα′p+).
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A complete set of solutions to the equations of motion in the w-twisted sector, can be
expressed in terms of harmonic oscillators:
x(σ, τ) = − J
p+
+
p
p+
τ +
2πwστ
ℓ
+
i
(
α′
2
) 1
2 ∑
n6=0
{
αn
n
exp
[
−2πin(σ + τ)
ℓ
]
+
α˜n
n
exp
[
2πin(σ − τ)
ℓ
]}
z(σ, τ) = z0 +
k
p+
τ +
2πwRσ
ℓ
+
i
(
α′
2
) 1
2 ∑
n6=0
{
αzn
n
exp
[
−2πin(σ + τ)
ℓ
]
+
α˜zn
n
exp
[
2πin(σ − τ)
ℓ
]}
(4.6)
The solution of x−0 is obtained from (4.5). Upon quantization these oscillators obey the
standard canonical commutation relations and n = J + kR,w ∈ Z.
As in [15], it is straightforward to extend the worldsheet Lagrangian (4.5) to the Green-
Schwarz formalism. For concreteness consider the model on O × IR6. Before taking the
quotient by Γ we should add to (4.5) six free worldsheet bosons xi and eight rightmoving
fermions Sa (in the type II theory we also need eight leftmoving fermions and in the
heterotic string also leftmoving degrees of freedom for the internal degrees of freedom).
It is easy to see using the symmetries of the problem that after the action by Γ the
added fields xi and Sa remain free. The boundary conditions of these fields depend on
the spin structure around the nontrivial cycle. For the spin structure which preserves
supersymmetry xi and Sa are periodic around the string. For the other spin structure Sa
transforms with (−1)w, as in the supersymmetry breaking compactification of [35].
5. Torus partition function
In the one-loop amplitudes we sum over the “sectors”
(X, z)(σ1 + 1, σ2) =
(
e2πw
aJX, z + 2πRwa
)
(σ1, σ2)
(X, z)(σ1, σ2 + 1) =
(
e2πw
bJX, z + 2πRwb
)
(σ1, σ2)
(5.1)
Comparing with the analogous calculation in [15], the only difference is the replacement
(x+)2 → (x+)2 +R2 as the effective radius-square in equation (5.13) of [15]. That is, the
contribution of the classical action to the torus amplitude is given by
exp
[
−π[(x
+)2 +R2]
α′
|wb + waτ |2
τ2
]
(5.2)
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Equation (5.2) is most easily derived using the coordinate system (X˜, θ) since the classical
configuration is then given by
θ(σ1, σ2) = 2π(waσ1 + wbσ2) (5.3)
with X˜ a constant.
We would like to make a few comments about the torus amplitude:
1. Both in the parabolic orbifold and in the null-brane we can study the system ei-
ther with supersymmetric boundary conditions around the nontrivial cycle or with
nonsupersymmetric boundary conditions as in [35]. With supersymmetric boundary
conditions we find cancellations and the one loop cosmological constant vanishes.
2. The final answer is a cosmological constant as a function of (x+)2+R2. Regardless of
the boundary conditions as R→∞ we recover the standard flat space answer because
in this limit our spacetime becomes time independent. Similarly, in the large lightcone
time limit x+ → ±∞ the cosmological constant vanishes in the superstring theory.
3. As R→ 0 we recover the results of [15] for the parabolic orbifold.
4. If R is sufficiently small, (x+)2+R2 can be smaller than order α′. Then if supersymme-
try is broken the system can have tachyons in the winding sector and the cosmological
constant can diverge.
5. As x+ → 0 for finite R we do not find a continuum of winding modes because the
T-dual space is of finite size (α′/R).
6. Tree amplitudes
In this section we consider the tree-level amplitudes for the untwisted modes in the
null-brane. We will show that the tree-level amplitudes for the wave packets U of (3.12)
in the null-brane are better behaved than the amplitudes studied in [15]. The amplitudes
involving twisted modes, which are important for understanding twisted mode production,
will be left for future work.
As in [15], we calculate the tree-level untwisted amplitudes in the null-brane using
the inheritance principle from those in flat space in the J-basis by restricting n = J + kR
to integers. Therefore, in the J-basis the tree level untwisted S-matrix is essentially the
same in flat space, in the parabolic orbifold and in the null-brane. The amplitudes in the
J-basis in flat spacetime are in turn computed from those in the momentum basis by a
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Fourier transform, thanks to the simple relation between the J-basis functions and the
plane waves. For simplicity we will only look at tachyon amplitudes.
The vertex operator for the tachyon is given by
Vp+,J,n,p⊥(σ, τ) =
1√
2πp+
∫ ∞
−∞
dp eipξ ei~p·
~X(σ,τ), ξ = − J
p+
(6.1)
where
ei~p·
~X(σ,τ) = exp
[−ip+x− − ip−x+ + ipx+ ikz + i~p⊥ · ~x⊥(σ, τ)] (6.2)
(~p⊥ and ~x⊥ denote vectors in other transverse dimensions) is the standard on-shell tachyon
vertex operator with
p− =
p2 +m2
2p+
, m2 = m2 + k2 + ~p2⊥,
m2 = − 4
α′
, k =
n− J
R
.
(6.3)
It then follows that in the null-brane the three- and four-point amplitudes in terms
of the above vertex operators are given precisely by equations (6.4) – (6.6) and (6.13) –
(6.17) of [15] with the substitution
(~p⊥i)there = (ki, ~p⊥i), ki =
ni − Ji
R
. (6.4)
Thus the behavior of the four-point amplitudes are the same as those discussed in [15],
which involve integrating the momentum space amplitudes over an infinite range of the
Mandelstam variable s. An important question is whether the S-matrix is finite, since the
integrals involve very large s, i.e. potentially infinite center of mass energy. Roughly, the
contribution of the large s region of the integral to the amplitudes can be written as
AJ ≈ I+ + I−
with
I± ∼
∫ ∞
−∞
dσ
|σ| e
iσF±(Ji,p+i ) AV S(s(σ), t±(σ), u±(σ)) (6.5)
where AV S is the Virasoro-Shapiro amplitude in momentum space, F±(Ji, p
+
i ) are functions
of J and p+ of the external particles, and
s = (p+1 + p
+
2 )σ
2 +
(√
p+1
p+2
k1 −
√
p+2
p+1
k2
)2
+ µs(~p⊥i, p
+
i ) . (6.6)
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µs is a function of ~p⊥ and p
+
i only, whose detailed form will not concern us below. Note
that in (6.5) the Mandelstam variables t, u are different functions of σ in I±, given by
t±(σ) and u±(σ) respectively. For more detailed expressions of various functions in (6.5)
see [15]. To compare with the expressions in [15], note that σ in (6.5) corresponds to q+
in equation (6.17) there and I± here correspond to equation (6.16) of [15] in the |q| → ∞
and |q| → 0 limits respectively.
The convergence behavior of (6.5) can be summarized as follows:
1. For generic p+i , AV S(s(σ), t±(σ), u±(σ)) behaves for large s as in the hard scattering
limit of large s, t, u with fixed ratios. In this limit
AV S ∼ e−λs (6.7)
for some positive constant λ. The integral over σ (6.5) converges for all values of Ji
and in particular the dependence on Ji is analytic.
2. When p+t = p
+
3 −p+1 = 0, while I− behaves as in 1. above and is finite, I+ is divergent
for some values of Ji and ~p⊥i. More explicitly, as |σ| goes to ∞,
t+ ≈ −(k1 − k3)2 − (~p⊥1 − ~p⊥3)2 = −(k1 − k3)2 − ~p2⊥t (6.8)
remains finite. Thus the integrand of I+ in (6.5) is in the Regge scattering limit of
large s with finite t. In this limit, the leading terms in I+ can be written as
I+ ∼
∫
dσ
|σ| e
iσF+ s−
1
2
α′m2t
(
Γ
(
α′
4
m2t
))2
sin
(
α′π
4
m2t
)
(6.9)
where s is given by (6.6) and
α′m2t = −4− α′t+, F+ =
1√
µ12
(J3 − J1), µ12 = p
+
1 p
+
2
p+1 + p
+
2
. (6.10)
It then follows that the integral for AJ diverges as |σ| → ∞ when
p+t = 0; Jt = J3 − J1 = 0; α′~p2⊥t + α′(k1 − k3)2 < 4 (6.11)
i.e. close to forward scattering (but not only in the forward direction). There is a
similar divergence with 3↔ 4 associated with the u-channel.
In the null-brane, as we discussed in section 3, instead of using singular functions (6.1)
as vertex operators, it is more appropriate to form wave packets (3.12) in terms of rapidly
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decreasing functions of J . We showed that the wave packets are finite everywhere and in
particular, the high energy region of the integration is suppressed by a rapidly decreasing
function. It is clear that when p+t = p
+
3 − p+1 6= 0, by integrating the amplitudes (6.5) over
Ji with a kernel
∏
i fi(Ji) we find a finite answer. The same is true for I− when p
+
t = 0.
For I+, when p
+
t = 0, the situation is more subtle. First note that since
ki =
ni − Ji
R
, ni ∈ Z
when we integrate over Ji from −∞ to ∞, effectively we are integrating ki over the same
ranges. At first sight this seems to invalidate our approximation used in (6.9) (t+ is no
longer fixed). However, since fi(Ji) suppresses large Ji (i.e. large ki) contribution, we
expect that for the purpose of estimating the convergence of the amplitudes, it is still
legitimate to use (6.9). Therefore we have the amplitudes
AU ∼
4∏
i=1
(∫
dJi fi(Ji)
)
I+ + · · · (6.12)
where I+ is given by (6.9) and · · · denotes other finite contributions including those from I−.
The integrals (6.12) are potentially divergent around Jt = J3 − J1 ≈ 0 when n1 = n3 and
~p⊥t ≈ 0. In this region, using (6.9) and noting that α′t+ ∼= 0, (6.12) can be approximated
as
AU ∼
∫
dJt
∫
dσ
|σ|
1
J2t
R2
+ ~p2⊥t
e
i σ√
µ12
Jt |σ|4− α
′
R2
J2t−α
′~p2⊥t (6.13)
for a reasonably general class of rapidly decreasing functions fi.
5 The factor 1
J2
t
R2
+~p2⊥t
in
(6.13), which comes from the product of the Γ and the sine functions in (6.9), can be
understood as arising from a t-channel propagator of a soft graviton. Interestingly, when
~p⊥t = 0, the integrand of the Jt integral is singular at Jt = 0 due to both an IR divergence
coming from the 1/J2t factor and a UV divergence coming from the unbounded σ integral.
If we define the integral (6.13) by first integrating over Jt and then over σ we find
that it is finite whenever ~p⊥t 6= 0. This can be understood from the fact that the potential
UV divergence from the σ integral is integrable when we integrate over Jt. However, the
familiar 1/~p2⊥t singularity at ~p⊥t = 0 is enhanced by the UV region of large σ to a stronger
singularity – a larger inverse power of ~p2⊥t up to logarithmic corrections.
5 Note that (6.13) is valid even when the support of f1(J1) is very different from that of f3(J3),
as long as f1f3 does not vanish for J1 = J3.
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To illustrate this more clearly, let us look at the α′ → 0 limit of (6.13). In this case
the integrals can be easily evaluated, and we find that the amplitude scale as 1|~p⊥t|5 . α
′
corrections make the amplitudes less divergent but not finite. A more precise analysis of
the singularities would be desirable.
To summarize, we find that in the null-brane, the J-basis amplitudes (6.5) suffer from
the same divergences as those in the parabolic orbifold. When we use smooth wave packets
(3.12) in terms of rapidly decreasing functions of J , the amplitudes are better behaved,
but still have divergences when p+t = n3 − n1 = ~p⊥t = 0.
Discussion of various divergences
There are many known examples of divergent S-matrix elements at non-generic kine-
matics. Some standard examples include singularities associated with on shell intermediate
particles. In terms of the integral over the first quantized parameters (moduli) they origi-
nate from the regions x+ → ±∞, in which intermediate propagators are long. In our case,
since our external states are not p− invariant (corresponding to the lack of p− invariance
of the parabolic orbifold and the null-brane backgrounds), the corresponding singulari-
ties in the S-matrix are not poles. Instead, our S-matrix exhibits some other nonanalytic
dependence on the external momenta which originates from the large x+ behavior (IR
singularities) [15].
The singularities of the four-point amplitudes in the J-basis when p+t = Jt = 0 and
~p2⊥t is sufficiently small ( as in (6.11)) are IR singularities because p
+
t = 0, but they also
have another crucial element. They arise from a divergence of (6.9) at large s, and therefore
are also UV singularities. They originate from the singularity of Vp+,J,n,~p⊥ at x
+ = 0, or
equivalently from the fact that Vp+,J,n,~p⊥ has arbitrarily large energy. As discussed after
equation (3.11), the focusing at x+ = 0 leads to infinite energy density and therefore large
coupling to the graviton, and hence the divergence.
Unlike the standard IR singularities, our singularities occur for a range of values
of ~p2⊥t and not only for ~p⊥t = 0. Therefore, it is impossible to remove them by the
standard procedure of dealing with IR singularities, and the results suffer from incurable
IR divergences. Presumably this signals breakdown of the perturbation theory6. This
breakdown of perturbation theory should perhaps be interpreted physically as follows: If
6 It would be rather desirable to have a clean computation of 1-loop scattering amplitudes
indicating a clear divergence.
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we try to scatter particles which become infinitely focused, the nonlinear backreaction of
the metric results in a singularity. The condition p+t = Jt = 0 states that the incoming
particle 1 and the outgoing particle 3 are focused at the same point at x+ = 0. It is
clear that otherwise, the amplitude cannot diverge [15]. For a related recent discussion see
[21,22].
In order to solve this problem we need to prevent the focusing of the incoming particles.
This can be done only by scattering wave packets which smear the values of J1 and J2.
In flat space this is easily done. For example we can scatter p eigenstates. More
generally, a wave packet in the J-basis is equivalent to a wave packet in momentum space
by a Fourier transform and therefore the amplitudes are finite.
In the parabolic orbifold since J is discrete we do not have the freedom to integrate
over J to form wave packets. This reflects the fact that in the parabolic orbifold, the
energy of incoming states is always blue-shifted without bound as they approach the sin-
gularity. Therefore, the S-matrix elements in the parabolic orbifold cannot be computed
in perturbation theory. It might also mean that the notion of an S-matrix for scattering
from x+ = −∞ to x+ = +∞ is simply not valid in the interacting theory due to large
back reaction effects. It is possible that one should formulate the theory with only one of
the two asymptotic regions and interpret vertex operator correlators differently.
Another perspective on the divergence comes from noting that the divergence arises
from Regge behavior of the scattering amplitudes. Already in the standard flat space
amplitudes Regge behavior is related to a breakdown of string perturbation theory for for-
ward scattering amplitudes. There are plausible resummation techniques for determining
the nonperturbative forward amplitudes [36,37]. If we (naively!) apply the inheritance
principle to such resummed amplitudes we find that the divergence is softened.
In the null-brane, the spacetime is smooth everywhere and we expect that, as in
flat space, the amplitudes for wave packets should be well-behaved. Indeed, we find, by
integrating the amplitudes (6.9) over Ji with a kernel
∏
i fi(Ji), a finite answer even when
p+t = 0 for generic ~p⊥i. However, when p
+
t = n3 − n1 = 0 and ~p⊥t → 0 the amplitudes
diverge like an inverse power of ~p2⊥t. As we have emphasized, this singularity is not merely
the standard IR singularity due to the propagator of the soft graviton in the t-channel. It is
enhanced due to the integration over the UV region of the s-channel. It would be desirable
to have a clearer understanding of this curious mixing of UV/IR divergences. Unlike the
situation in the parabolic orbifold or in the scattering of J eigenstates in the null-brane,
which we discussed above, here the singularity occurs only in the forward direction, i.e.
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for p+t = ~p⊥t = 0. We will not try to prove it here, but we suspect that, when there are a
certain number of uncompact transverse dimensions, such a singularity may be removed by
the standard procedure for dealing with IR divergences due to soft gravitons, and therefore
the physical results are sensible.
There is an important special case of the previous discussion in which there are no
transverse noncompact dimensions to the null brane. Then ~p⊥ takes discrete values, and
therefore the divergence at ~p⊥t cannot be removed. We expect that in this case the
singularity is just as harmful as in the parabolic orbifold, and that perturbation theory
breaks down. It might come as a surprise that in the null-brane, when there are no other
noncompact dimensions, even with a smooth geometry and smooth wave packets, we find
divergences in the amplitudes which appear to be incurable. This situation is reminiscent
of the singular response of de Sitter space to small perturbations in the infinite past (see
e.g. [38,39]).
Let us return to the null-brane with sufficient number of noncompact dimensions. It
is of some interest to understand how the finite S-matrix at R > 0 becomes singular for
R→ 0. As R→ 0 the wave packets U have fixed J = n ∈ Z and become wave packets in z
(3.21). The limit of the S-matrix has the same divergence we encountered in the parabolic
orbifold. As in the parabolic orbifold, this can be understood either as a result of the
singularity of the vertex operators at x+ = 0, or as a consequence of the fact that they
have arbitrarily large energy.
In conclusion, we found interesting singularities in S-matrix elements, which are “UV
enhanced IR divergences.” We believe that their most likely interpretation is associated
with large back reaction of the geometry. In the parabolic orbifold (and in the null-
brane without sufficient number of noncompact dimensions) they signal breakdown of
perturbation theory. A similar problem exists in the null-brane (and in flat space) for
vertex operators with fixed J . However, the S-matrix of the wave packets U of (3.12) in
the null-brane with some noncompact dimensions appears to be consistent. Thus these
models provide good laboratories for studying aspects of string perturbation theory in a
time-dependent setting and should be investigated more thoroughly.
7. Some general comments on the class of free-field time-dependent orbifolds
7.1. Criteria for nonsingular physics
In this section we make some preliminary remarks on the classification of those time-
dependent string orbifold models to which the the methods of [15] can be straightforwardly
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applied. We consider spacetimes of the form (IR1,d+1/Γ) × C⊥ where Γ ⊂ P(1, d + 1) is
a discrete subgroup of the Poincare´ group P(1, d+ 1) in IR1,d+1 and C⊥ stands for some
transverse spacetime (more precisely, some transverse conformal field theory) on which Γ
does not act.
In order to state any classification result one must formulate carefully the list of desired
properties. We would like to have:
1. Time-dependence
2. Time-orientability
3. Some unbroken supersymmetry
4. No CTC’s
Unbroken supersymmetry and time-dependence implies that there is a null Killing
vector and hence spacetimes satisfying these criteria are foliated by hypersurfaces Fx+ of
constant x+, where ∂x− is null [3]. A further criterion one might wish to impose is:
5. For generic x+ there are no closed null curves (CNC’s).
Somewhat surprisingly, these criteria (and even the stronger condition that for all x+
there are no closed causal curves) do not guarantee nonsingularity of the physics. Things
can go wrong if there is a family of homotopically inequivalent spacelike curves γn whose
lengths L(γn) approach zero for n → ∞. We refer to such a family as nearly closed null
curves (NCNC’s). To eliminate this pathology we might also wish to impose:
6. There is a positive constant κ such that all closed homotopically nontrivial curves
have length L(γ) > κ.
7.2. Classification result for d = 2
In this case one can identify spacetime with 2× 2 Hermitian matrices
X =
(√
2x− x
x
√
2x+
)
(7.1)
where x ∈ C, x± ∈ IR. The Minkowski metric is
ds2 = −det(dX) (7.2)
and the action of the Poincare´ group is
X→ gXg† +A (7.3)
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where g ∈ SL(2,C). We denote elements of the Poincare´ group by Λ = (g,A).
We now classify the possible orbifold groups Γ. It is not difficult to show that any
discrete group satisfying the criteria 1 – 4 above can be conjugated into a subgroup of the
continuous group S ⊂ P(1, 3) defined by elements of the form
Λ =
(
g =
(
1 ξ/
√
2
0 1
)
;A =
(√
2a− a
a 0
))
ξ, a ∈C, a− ∈ IR (7.4)
Every element of S can be written as t(a−)Λ(ξ, a) with
Λ(ξ, a) :=
(
g =
(
1 ξ/
√
2
0 1
)
;A =
(
0 a
a 0
))
ξ, a ∈C (7.5)
and
t(a−) :=
(
g = 1;A =
(√
2a− 0
0 0
))
a− ∈ IR (7.6)
From the identities:
t(a−)Λ(ξ, a) = Λ(ξ, a)t(a−) (7.7)
Λ(ξ1, a1)Λ(ξ2, a2) = t(Re(ξ1a2))Λ(ξ1 + ξ2, a1 + a2) (7.8)
it follows that, group-theoretically, S is the five-dimensional Heisenberg group.
If we also impose criterion 5 above then Γ must not contain any group elements of
the form t(a−) and moreover must be an Abelian subgroup of S. This will be true if
Re(ξ1a2 − ξ2a1) = 0 for all pairs of elements.
We may now organize the classification by the minimal number r of generators of Γ.
If r = 1, then, using conjugation by elements of P(1, 3) it is easy to show that the
most general possibility is the null-brane, together with the parabolic orbifold.7 That is,
we can take g1 = Λ(2π, iR) for R ∈ IR. When r ≥ 2 we take orbifolds of the null brane.
When r = 2 the inequivalent possibilities for the second generator g2 = t(a
−
2 )Λ(ξ2, a2) fall
into two cases depending on whether or not we can conjugate a−2 to zero
8:
1. (a−2 ∈ IR∗, ξ2 ∈ IR, 2πa2 = iRξ2)
2. (a−2 = 0, ξ2, a2 ∈C).
7 This case is very closely related to the discussion of Figueroa-O’Farrill and Simo´n [4]. In our
language, they classified 1-generator models for IR1,10. Although their assumptions were more
restrictive than ours, the outcome is the same, at least, for IR1,3.
8 At this point we have not yet imposed the condition that Γ is Abelian.
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The two-generator model with generators Λ(ξi, ai), i = 1, 2, has an interesting geom-
etry exhibiting the NCNC’s mentioned above. The action of the group on x is given by
x→ x+niωi with ωi = ξix++ai. Thus the leaves of the foliation Fx+ are themselves foli-
ated by tori with time-dependent periods ωi. If ω1, ω2 are not rationally related there are
no CNC’s and no fixed points. Nevertheless, the physics is potentially singular. The reason
is that at (generically two) critical times x+c the tori degenerate, and ω2(x
+) = λω1(x
+) for
a real number λ. When λ is rational there are CNC’s. If λ is irrational then by Dirichlet’s
theorem there is an infinite set of distinct solutions in relatively prime integers (p, q) to
|pλ − q| < 1/|q| and the geodesics that lift to qω1 − pω2 on the covering space form an
infinite set of closed spacelike geodesics, γn, in nontrivial homotopy classes, whose lengths
L(γn) approach zero for n→∞. Then, for example, the classical soliton sum (with α′ = 1)
∑
na
i
,nb
i
∈Z
exp
{
− π
Imτ
|(na1 − τnb1)(ξ1x+ + a1) + (na2 − τnb2)(ξ2x+ + a2)|2
}
(7.9)
diverges. This leads to potential divergences in one-loop amplitudes. Similarly, there
are potential divergences in propagators and vev’s of composite operators. While such
divergences are perhaps cured by supersymmetric cancellations, we will see below that the
NCNC’s lead to singularities in wavefunctions analogous to those of the parabolic orbifold.
One can show that for r ≥ 3 generators the generic model has no CNC’s or fixed points
but suffers from NCNC’s. The difference from the r = 2 case is that now this happens for
all x+, since for all x+ there will be infinitely many Diophantine approximations n1ω1 +
n2ω2 + n3ω3 ∼= 0.
In view of these remarks we are motivated to impose criterion 6 above. It then follows
from the classification of the two generator models above that:
The only time dependent orbifolds of IR1,3 with nonsingular physics are the null branes
with R > 0.
7.3. Comments on the orbifold groups for d > 2
It would be very interesting to extend the analysis of the previous section to 9 + 1
dimensions. It is possibly useful in this context to represent Lorentzian spacetime as 2× 2
Hermitian matrices over the octonions O since one can then identify the Lorentz group
with SL(2,O) (suitably-defined) [40]. However we will follow another approach using
the results of [3]. We will only make some general comments and will not achieve a full
classification of the possibilities.
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Using the results of Appendix A of [3] is straightforward to show that the criterion
of some unbroken supersymmetry and time dependence implies that the orbifold group
Γ ⊂ P(1, 9) must be a discrete subgroup of
G =
(
Spin(7) × IR8) × IR1,9 (7.10)
To describe the action of G as a group of Poincare´ transformations we denote vectors by
(x+, ~x, x−) ∈ IR1,9 with ~x ∈ IR8. The general group element then acts by
x+ → x+ +R+
~x→ σ · (~x+ ~vx+ + ~R)
x− → x− + ~v · ~x+ 1
2
~v2x+ +R−
(7.11)
where R± are real, ~v, ~R ∈ IR8, and σ is a rotation in the Spin(7) subgroup of the SO(8)
isometry group of IR8 fixing the covariantly constant spinor.
A natural subgroup to consider is that generated by the transformations (7.11) with
R+ = 0. A simple computation of (x−Λ ·x)2 shows that identifications by elements of this
subgroups do not generate CTC’s, and in this sense the subgroup defined by R+ = 0 may
be considered an analog of the group S of section 7.2. It is generated by Spin(7) rotations
together with translations in x− by R−, denoted t(R−), and the transformations Λ(~v, ~R)
defined by (7.11) with R+ = R− = 0 and σ = 1. The subgroup of elements t(R−)Λ(~v, ~R)
which is IR8 × (IR8 ⊕ IR) forms a 17-dimensional Heisenberg group generalizing the 5-
dimensional Heisenberg group we found before. Indeed: t(R−) is central in G and
Λ(~v1, ~R1)Λ(~v2, ~R2) = t(~v1 · ~R2)Λ(~v1 + ~v2, ~R1 + ~R2) (7.12)
There is an analogous Heisenberg group acting on IR1,d+1 for any d.
The presence of the Spin(7) factor in G is a new feature of higher dimensions, not seen
in the 3+1 dimensional null brane discussed above. The inclusion of rotations in the classi-
fication of models is a very interesting subject to which we hope to return. One important
point is that the rotations in Spin(7) cannot be arbitrary, even when accompanied by a
shift ~R. This is implied by the convergence of the 1-loop amplitude. The basic point can
already be made in the standard Melvin model (C× IR)/Z, defined by the orbifold action
(z, y)→ (e2πiγz, y +R) where z is complex, y is real, and γ is a real rotation angle. The
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convergence of the 1-loop partition function for a fixed τ is controlled by the convergence
of ∑
s∈Z
e−βs
2 1
‖ sγ ‖2 (7.13)
where ‖ sγ ‖ is the distance to the nearest integer. The denominator in (7.13) arises from
the entropy of states in the s twisted sector. If this entropy grows with s sufficiently fast,
the sum (7.13) can diverge. In number theory it is shown that there are some irrational
numbers γ such that there can be a series of extremely good rational approximations to
γ. For these γ’s the denominator term in (7.13) can overwhelm the Gaussian falloff term
in (7.13). An example of such an irrational number γ can be constructed as follows. Let
f(n) be a very rapidly growing function, for example f(n+1) = Af(n) for a large constant
A, and set
γ =
∞∑
n=1
1
10f(n)
(7.14)
Then, equation (7.13) diverges. In the remainder of this paper we consider only quotients
by subgroups of the Heisenberg group.
Turning our attention now to the causal structure of the quotient spaces Fx+ =
IRd+1/Γ we note that there will be no NCNC’s if the generating vectors ~vix
+ + ~Ri of the
torus in IRd are linearly independent (over IR) for all x+. Put differently, if we assemble
these vectors into an d× r matrix vx++R, we require that this matrix have constant rank
for all x+.
7.4. Wavefunctions on the generalized orbifolds
Now let us discuss the analog of the U -functions for general orbifolds associated with
subgroups of the Heisenberg group discussed above. The general solution of the wave
equation with fixed p+ 6= 0 in IR1,d+1 can be written as:
Uχ,p+(X) :=
∫
IRd
d~p χ(~p) ei(P,X) (7.15)
Here we write X = (x+, ~x, x−) with ~x ∈ IRd and similarly
P =
(
p+, ~p, p− =
~p2 +m2
2p+
)
, (7.16)
while (P,X) = −p+x− − p−x+ + ~p · ~x is the Lorentz invariant inner product. It is easy to
show that
Uχ,p+(Λ(~v, ~R) ·X) =
∫
IRd
d~p χ(~p+ ~vp+) ei(~p+p
+~v)·~R ei(P,X) (7.17)
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Now let us consider wavefunctions on an orbifold with r generators gi = Λ(~vi, ~Ri), i =
1, . . . , r. From (7.17) we learn that invariant wavefunctions must satisfy
χ(~p+ ~vip
+) = e−i(~p+p
+~vi)·~Riχ(~p) i = 1, . . . , r (7.18)
Let us now consider the two sources of difficulty, identified below equation (3.11), in
the amplitudes. First we examine the condition of nonsingularity of the wavefunction for
all x+. In order to analyze it, we need to find a more explicit solution to (7.18). Let
Hv ⊂ IRd be the linear span of the vectors ~vi. Suppose we can find a quadratic form Q on
IRd and a vector ~b ∈ IRd such that
p+Q~vi = ~Ri i = 1, . . . r
~b · ~vi = 1
2
~vi · ~Ri i = 1, . . . , r
(7.19)
Then a solution to equation (7.18) can be written as
χ(~p) = e−i
1
2
~pQ~p−i~b·~pχ˜(~p) (7.20)
with
χ˜(~p+ p+~v) = χ˜(~p) (7.21)
i.e. χ˜ is a periodic function along the hyperplane Hv spanned by ~vi with periods p
+~vi,
and can be written as a sum of plane waves.
At this point, we sacrifice some generality and assume that ~vi are linearly independent
and therefore Hv has dimension r. Then it is easy to find Q,~b as follows. Construct
~wi, i = 1, . . . , r and ~ui′ , i
′ = 1, . . . d− r such that
wajvai = δij
uaj′vai = 0
uai′uaj′ = δi′j′
(7.22)
Here and below, repeated indices are summed. We can now decompose ~Ri in the basis
~wi, ~ui′ :
Rai = wajIji + uai′Ni′i (7.23)
Note that, by the condition that Γ be Abelian, Iji = ~vj · ~Ri is symmetric so we can set
p+Qab = waiIijwbj + uai′Ni′iwbi + ubi′Ni′iwai (7.24)
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while ~b =
∑r
i=1
1
2 (~vi · ~Ri)~wi will do.
Now let us ask if the wavefunctions Uχ,p+ become singular for any x
+. We introduce
coordinates in momentum space appropriate to the decomposition IRd = Hv ⊕H⊥v :
pa = vaipi + uai′qi′ (7.25)
Then from (7.21) we can Fourier decompose and write:
χ˜(pi, qi′) =
∑
~n
χ˜~n(qi′)e
2πinipi/p
+
(7.26)
and χ˜~n(qi′) can be functions of rapid decrease. Let us similarly write
Xa = waiyi + uai′zi′ (7.27)
Then, up to a constant, the wavefunction Uχ,p+ can be written:
e−ip
+x−
∑
~n
∫ d−r∏
i′=1
dqi′ χ˜~n(qi′)e
− i
2p+
(qi′qi′+m
2)
eizi′qi′
∫ r∏
i=1
dpie
− i
2p+
pipj(Iij+x
+vi·vj)e
− i
p+
qi′Ni′ipieipi
(
yi−
1
2
(~vi·~Ri)+2πni/p
+
) (7.28)
Now we see that the condition of nonsingularity of the wavefunction for all x+ fits in
very nicely with the condition for the absence of NCNC’s. Recall that the condition for
the absence of NCNC’s is that the d× r matrix
vaix
+ +Rai (7.29)
have constant rank for all x+. Suppose this condition is satisfied. Then, there is no possible
singularity in Uχ,p+ unless the quadratic form Iij + x
+~vi · ~vj has a nonzero eigenvector p∗i
of eigenvalue zero. By our assumption on the rank of vai this will only happen at special
critical times x+c . In this case the Gaussian integral on pi degenerates to a delta function.
However, as long as this vector p∗i is not also in the kernel of Ni′i the argument of the delta
function depends nontrivially on the q′i and the subsequent qi′ integral is nonsingular. But
the condition that any null vector of Iij + x
+~vi · ~vj is not in the kernel of Ni′i is precisely
the condition that (7.29) have constant rank!
Thus, we conclude that the condition of the nonsingularity of the wavefunctions is
precisely the condition for the absence of nearly closed null curves in the quotient Fx+ =
IRd+1/Γ for all x+.
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Let us finally comment briefly on the suppression of the large energy component.
Evidently, since χ in (7.15) is a (quasi) periodic function along Hv, it cannot have rapid
decrease in these directions. It can have rapid decrease along the orthogonal space H⊥v .
For example, in (7.26) we can take χ˜~n(qi′) to be functions of qi′ of rapid decrease. Then, as
in our discussion in the null brane case in sec. 3, it is possible to suppress large momenta
along Hv provided that Ni′i satisfies certain properties. More explicitly, from (7.28) the
integration over qi′ with χ˜~n(qi′) will generate a rapidly decreasing function of
∑
iNi′ipi
for fixed zi. Thus if
∑
iNi′ipi span
9 Hv then large momenta in all directions including Hv
will be suppressed.
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