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The pulse-height defect (PHD) of high-energy heavy ions in silicon 
surface-barrier detectors can be divided into three components: 
(1) energy loss in the gold-surface layer, (2) a nuclear-stopping 
defect, and (3) a defect due to recombination of electron-hole pairs in 
the plasma created by the heavy ion. The plasma recombination portion 
ii 
of the PHD was the subject of this study using the variation of the PHD 
with (1) the angle of incidence of incoming heavy ions, and (2) changes 
in the detector bias. The Tandem Van de Graaff accelerator at Argonne 
National Laboratory was used to produce scattered beam ions (3 2s, 35cl) 
and heavy target recoils (Ni, Cu, 98Mo, Ag, Au) at sufficient energies 
to produce a significant recombination defect. The results confirm the 
existence of a recombination zone at the front surface of these detectors 
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This study is concerned with understanding the phenomena involved 
in the pulse-height response of silicon (Si) surface-barrier detectors 
to heavy ions. There are several references available describing semi-
conductor radiation detectors and their advantages over gaseous and 
scintillation detectors1- 7). Likewise, the production, properties and 
operation of surface-barrier detectors are adequately described 
elsewherel-ll). 
The pulse-height response of Si surface-barrier detectors to heavy 
1 
ions differs from their response to light ions. The pulse-height signal 
received from such a detector for light ions (i.e. hydrogen to oxygen) 
of a certain energy, E , in the MeV range is essentially independent of 
0 
the ion12-l4 ). However, the pulse height of a high-energy, heavy ion 
(silicon or heavier) of energy E is less than that of a light ion of 
0 
the same energy, as shown in Fig. 1. This difference, called the 
"pulse-height defect" (PHD) 15), increases with the mass and energy of 
13 14 16 17) 
the heavy ion ' ' ' • Since it is convenient to use standard a 
sources for the calibration of all charged-particle detectors, it is 
necessary to either understand or eliminate the PHD when using surface-
barrier detectors to provide energy spectra for high-energy, heavy ions. 
16 17) An attempt by Schmitt and others ' to cope with the problems 
associated with the PHD is a widely used calibration scheme using a 
fission-fragment source and based on the linearity of fission-fragment 
energy with pulse height. However, this calibration technique begins to 
break down outside the range of energies and masses normally found in a 
13 18) fission-fragment spectrum ' • 
.:....,_ __ ___. _____ _l_-___ __j___ ___ _j__ ____ __l___ _ ___ .....__, 
100 200 300 400 500 600 
CHANNEL 
FIGURE 1. Energy of Various Ions Incident on a Si Surface-Barrier 
Detector as a Function of Pulse Height (from Ref. 13) 
2 
19) Moak and others tried to eliminate the PHD by channeling the 
incident particles into open crystalline directions in the detector. 
The channeled particles produced signals with essentially no PHD. 
However, the spectra obtained were complex, consisting of channeled as 
well as unchanneled peaks, and the necessary crystal alignment was 
extremely difficult. Because of these inherent difficulties, they19 ) 
suggested this method not be used to eliminate the PHD. 
Thus, the existence of the PHD is the major obstacle in the use of 
Si surface-barrier detectors for accurate, high-energy heavy-ion 
spectrometry and has been the subject of numerous investigations which 
are discussed in detail in Section II. Interpretations of the 
phenomena contributing to the PHD have been given in terms of window 
absorption, nuclear stopping, and plasma recombination of holes and 
1 13,14,18,20,21) e ectrons • However, the effect still lacks a complete, 
definitive treatment and some aspects of the interpretations given are 
in need of testing. Therefore, the pulse-height defect of high-energy, 
3 
heavy ions in Si surface-barrier detectors has been chosen as the subject 
of this dissertation; and in particular, experimentation to confirm the 
existence of plasma recombination in a thin surface layer of these 
detectors. 
I I • REVIEW OF LITERATURE 
A. General Review 
Since the PHD of heavy ions in Si surface-barrier detectors 
was discoveredlS), there have been many experiments which 
quantitatively measured the PHD and tried to determine its 
. 13 14 16-34) 
characterist1cs ' ' • One of the best descriptions of the 
different contributions to the PHD has been presented in 
references 13 and 14. The terminology and symbols used in these 
two papers will be used throughout the remainder of this work: 
Et "true energy" of the ion incident on the detector; 
E "apparent energy" as determined from a pulse-height spectrum, 
a 
4 
i.e. the alpha-particle energy required to give the same pulse 
height; 
~E "total pulse-height defect," expressed in energy 
units; 
E "window defect" = the energy lost in the surface dead layer; 
w 
E "nuclear-stopping defect" = energy lost by nuclear stopping 
n 
which does not lead to ionization; and 
~E - E - E 
w n 
"residual defect" energy equivalent of the 
charge lost by recombination and other mechanisms. 
There have been several investigations into the individual 
constituents of the PHD. The window defect has been studied 
experimentally35- 38) , and theoretical explanations of the experi-
mental results have attributed the occurrence of the window defect 
37 39 40) to different mechanisms ' ' • The nuclear-stopping defect, on 
the other hand, was predicted theoretically41- 44), after which it 
was also physically confirmed33 , 4S-SO). There have been a few 
attempts to account for the occurrence of a residual defect over 
and above the window and nuclear-stopping defects; however, most 
have been only partially successful40,Sl,S 2), and only one 
group13 ,l4 ) was able to fit theory to experiment with a semiem-
pirical explanation for the residual defect. 
A visual description of a charged particle being stopped in 
a Si surface-barrier detector is shown in Fig. 2. The various 
layer thicknesses are distorted for ease of presentation. The 
approximate dimensions are 40 ~g/cm2 for the Au and Al contacts~ 
50 ~g/cm2 for the recombination zone (as shown in this disser-
tation), and 20 mg/cm2 for the depletion or sensitive depth of the 
detector. 
B. Specific Review 
In the next few paragraphs, a better understanding of the 
development of the PHD concept for Si surface-barrier detectors is 
aided by a comparison of known signal-loss mechanisms in gas 
detectors to similar losses in semiconductor detectors. 
When using a gas-filled detector with a radioactive sample 
outside of the ionization chamber, the charged particles being 
analyzed must pass through a thin window on the detector which 
produces a "window defect" in the pulse-height response. A 
similar window defect has been found in semiconductor 
detectors 35 , 53 ~ 54) due to the existence of a "dead layer", i.e. 











FRONT Au LAYER---..f ~ DEPLETION DEPTH_, Si----l....- 1- REAR AI CONTACT 
FIGURE 2. Schematic of a Charged Particle being Stopped in a Si Surface-Barrier 
Detector and the Various Layers of Interest in such a Detector 
7 
In low-resistivity Si surface-barrier detectors, the type 
normally used for heavy-ion spectrometry, the window defect has 
been shown to consist of the energy lost by the incident particles 
through electron excitation in the gold contact on the front 
surface of the detectors 35 , 37). In higher-resistivity Si surface-
barrier detectors, normally used for minimum ionizing particles 
(e.g. ~'s), a bias-dependent Si dead layer beyond the gold layer 
has been shown to exist36 , 37 ) for detectors made in a classical 
manner
55) with no chemical surface treatment. Several mechanisms 
have been proposed to explain this bias-dependent window 
d f 37,39,40) e ect • . 9 56) In present production methods ' , the Si dead 
layer is reduced57) or eliminated38) by rigorous chemical oxidation 
of the silicon surface prior to the deposition of the gold layer. 
38) In a study of detectors manufactured by ORTEC, the latter group 
could not detect a bias-dependent dead layer. Because only 
recently produced detectors (primarily ORTEC) were used in the 
experiments presented here, and the fact that the window defect of 
heavy ions in surface-barrier detectors accounts for only a small 
fraction of the overall PHD13), it will be assumed that the window 
defect consists of only electronic energy loss in the gold surface 
layer. 
Early experimenters attributed the majority of the PHD of 
. 15 23 25 26) heavy ions in Si surface-barr1er detectors ' ' ' and P-N 
junction detectors58 , 59 ) to "plasma recombination," i.e. increased 
recombination of holes and electrons in the dense plasma created 
along the path of highly ionizing particles. The process of 
recombination has long been observed in gas-ionization detectors at 
8 
60) high gas pressures and was easily eliminated by reducing the 
pressure and applying high bias voltages. On the basis of recom-
bination occurring in gas detectors, an extrapolation of the effect 
to semiconductor detectors15 ) was only natural due to the increased 
mass density in solids and the greater yield of charge density 
produced by ionizing particles in semiconductors. The phenomenon 
of plasma recombination is a novel effect, yet other basic 
processes of signal loss must not be overlooked. 
At low pressures and high electric fields, an additional 
source of pulse-height defect in gas detectors was discovered. 
This loss of signal, due to nuclear stopping, was called the 
"ionization defect"61 , 62). This effect was also extended to 
semiconductor detectors to account for the PHD41 , 44 , 63) which 
started a controversy over the predominant cause of the PHD --
19 30) plasma recombination or nuclear stopping ' • 
After the publication of the well-developed theory of nuclear 
stopping by Lindhard and others 42 , 43) and after confirmation of 
33 45-50) this theory by experiment ' , it became evident that the 
"nuclear-stopping defect" did exist in Si surface-barrier detectors 
and, also, that the window defect plus the nuclear-stopping defect 
could not account for the total PHD of high-energy heavy 
i 13,14,18,21,29,44) ons • This "residual defect" brought plasma 
recombination back into contention as a possible part of the PHD. 
There are logical reasons for concluding that the residual 
defect is caused by plasma recombination. A plasma64) is known 
to form in the path of highly-ionizing particles as they slow down 
by electronic excitation in Si surface-barrier detectors58 , 65); 
9 
see Fig. 2. In fact, the time necessary to dissipate this plasma, 
the "plasma time" (t ) has been detennined66- 69 ) and was shown p , 
experimentally, to be a function of electric field strength 





where 2 ~ m ~ 3, and k is directly proportional to the incident 
ion mass and detector resistivity. In agreement with this 
relationship, Eq. (1), and assuming that plasma recombination 
increases with t , it has been found that the residual defect p 
13 14 18 21) increases with ion energy ' ' ' , ion mass and detector 
resistivity13 ,l4), and that the total PHD decreases with field 
h 20,23,25,26,28-30) strengt • Since the nuclear-stopping defect 
should not be a function of bias, and the window defect is also 
insensitive to bias (as described earlier), these changes of PHD 
with bias must be due to changes in the residual defect. 
(1) 
Using the recombination theory of Shockley and Read70), Miller 
and Gibson23) detennined that plasma recombination was a plausible 
cause of the PHD in semiconductor detectors due to the variation 
of the lifetime of excess holes and electrons with plasma charge 
density. This lifetime, which is inversely proportional to the 
rate of recombination, decreases several orders of magnitude at 
charge densities equivalent to that produced by heavy ions when 
compared to the lifetime at low charge densities. Thus, the amount 
of recombination occurring in these detectors increases drastically 
for heavy ions. Shirato29 ) found that the calculations of Mlller 
and Gibson underestimated the residual defects found in his PHD 
studies, but concluded that a shorter lifetime in the surface 
layer of the silicon may account for the excess residual defect. 
Such a surface-lifetime effect has been observed71). 
10 
Assuming that plasma recombination does occur, it appears that 
the surface layer of the semiconductor is most important in terms 
of impurities and lattice defects which cause recombination, i.e. 
"recombination centers," and the plasma density which will be a 
maximum in the surface layer due to electronic energy dissipation 
b th i ·a . 13-15,20,21,23,29) y e nc1 ent 1ons • Konecney and Hetwer20 ) 
found that the pulse height decreases rapidly with a decrease in 
the angle of incidence of heavy ions impinging on Si surface-
barrier detectors especially when the measurements were made at a 
lower, constant bias. This angular variation of pulse height 
qualitatively verifies the existence of a "recombination zone" 
at the front surface of the detector. Further agreement with the 
recombination zone concept was recently revealed by Wilkins and 
others13) and Steinberg and others14) in experiments which indicate 
a dependence of the residual defect, ER, on the initial rate of 
electronic energy loss, (dE/dx), of the incident ions upon entering 
the detector: 
K[(dE/dx) - (dE/dx) ] , 
c 
where (dE/dx) is a critical value below which the plasma density 
c 
is insufficient to cause plasma recombination. Therefore, it 
(2) 
appears as if plasma recombination may be the predominant cause of 
the residual defect. 
Other explanations of the residual defect have been only 
partially successful. Hansen40 ) equated the residual defect with 
an "effective window" defect due to a slight difference in 
mobility between the surface and the bulk of the semiconductor. 
Not only does Hansen's theory not agree with experiment, as shown 
in his paper, but such an effective window would produce a similar 
defect for high-energy light ions, which does not occur12-l4 ). 
Eisler51) and Mayer52), on the other hand, conclude that the 
residual defect is caused, predominantly, by "trapping" which is 
the temporary loss of carriers of only one charge for a certain 
11 
length of time. It is reasonable to assume that some trapping does 
occur in silicon detectors, but it is not reasonable to assume that 
recombination does not exist as it appears these authors51 , 52 ) 
have done, · especially in light of the evidence noted in the previous 
paragraphs of the significance of recombination in Si surface-
barrier detectors. 
There are many reasons to believe that trapping is not a 
significant cause of the residual defect in Si surface-barrier 
detectors. Miller and Gibson23) calculated the contributions of 
plasma recombination and trapping to the PHD and found that only 
plasma recombination had the potential to cause appreciable loss 
of carriers. They23) also concluded that a trapping defect would 
be insensitive to bias, which is not the case for the residual 
defect as shown earlier. Also, if the residual defect was due 
to trapping, there should be no dependence of the residual defect 
on a critical value of plasma density (or electronic energy loss) 
13) . 14) 
as shown by Wilkins and others and Ste1nberg and others • 
Further verification of this critical value is the fact that for 
light ions and low-energy ions of all masses which have a 
subcritical electronic dE/dx, the PHD is equal to the window 
defect plus the nuclear-stopping defect33 , 4S-SO). Additional 
evidence against a trapping defect is provided by investiga-
tions33,37,49) which detected no such defect when using cooled, 
Si surface-barrier detectors. If trapping is an important means 
of signal loss in a detector, this "trapping defect" should 
. h . 1 d51 'S 2 ) Fi 11 i i 1ncrease as t e temperature 1s owere . na y, t s 
shown and admitted by Eisler51) that his trapping calculations do 
not fit experimental data. It should be noted, however, that 
trapping could be significant in high-resistivity, radiation-
damaged or lithium-drifted semiconductor detectors 23 ,Sl,S2). 
The purpose of this dissertation is not to prove or disprove 
the existence of recombination or trapping, since both are basic 
relaxation processes of Si devices at ambient temperatures3 ,S,l). 
The theme of this work is to investigate the influence of these 
12 
carrier-loss mechanisms on the pulse-height response of Si surface-
barrier detectors for high-energy heavy ions. A basis for the 
20) 
current experiments was set by the results of Konecny and Hetwer , 
Wilkins and others13) and Steinberg and others14) , all of whom 
showed the importance of the surface layer of the detectors on 
the PHD. The objective here is to measure, directly, the surface 
contributions and the electric field dependence of the PHD, and to 
interpret the results in terms of a mechanism when possible. 
III. EXPERIMENTAL METHODS 
The variation of pulse height with the angle of incidence of high-
energy heavy ions has been chosen as the experimental method for 
determining the existence of a recombination zone in the surface region 
of Si surface-barrier detectors. This method is similar to that of 
Forcinal and others 37), Elad and others 38), and Williams and Webb53) 
using light ions to determine dead layer thicknesses and is also 
similar to the angular variation experiment of Konecny and Hetwer20 ) 
who found that surface-barrier detectors exhibit a larger window defect 
for fission fragments than for alpha particles. The purpose of the 
angular experiments presented here was to determine accurately, if 
possible, the effective thickness of the recombination zone and to 
compare the relative size of the "recombination-zone defect" (E ) to 
z 
the residual defect (ER). 
13 
As a separate investigation, the dependence of the PHD and residual 
defect on field strength and the relative importance of recombination 
to trapping losses were studied by means of the variation of pulse height 
with applied bias for Si surface-barrier detectors. The basic properties 
of the detectors used in this dissertation are shown in Table I. 
A. Initial Theory for Angular Experiments 
If one assumes that the recombination zone (see Fig. 2) is 
a simple absorber and the electronic dE/dx of the incident ion is 
approximately constant through the zone, the change of the zone 









TABLE I. Characteristics of Si Surface-Barrier 
Detectors Used in This Work 
Surface 
Resistivity Area Au Window 
Manufacturer (S1 em) (mm2) (}.lg/cm2 ) 
ORTEC 328 100 40.0 
ORTEC 290 300 40.4 
EDAX 1000 400 40.0 
ORTEC 290 300 40.3 
ORTEC 328 100 40.0 











of incidence (S) is changed can be expressed as: 
x' 
z 








x esc S • 
z 
(dE/dx)Si • 
Therefore, Eq. (3) may be expressed in terms of the increase in 















So, the gold-window defect (E) must be included in Eq. (5). The 
w 
angular experiment will, thus, measure a total "angular defect" 
or total-window defect (Ew)T: 
( Ew) T - E + E = x {dE~ + x [dE~ 
w z Au\dx}Au z\dx}si 





If f3 goo, (E)' 
w T (Ew)T; and if f3 30°, (E ) ' w T 2(Ew)T. Thus: 
(E )'(30°) - (E )'(goo) (Ew)T . (g) wT w T 
Since E = E -T ~E (see page 4) , and since E and E are the a w z 
only portions of the PHD which would vary with the angle of inci-
dence (assuming channeling does not occur), any change in E or 
a 
~E with angle would be caused by a change in (Ew)T. Following 
this argument and Eq. (g), (Ew)T can be determined by the 
experimental changes: 
~E ]goo . 
a 30o 
In the angular variation experiments, one does not really 
measure a change in energy, but does measure the change in pulse 
height in channels (Ch). Pulse height is directly proportional 
to energy in an energy calibration curve, i.e.: 
E 
a 
where E and dE/dCh are constants. So, any change in E can be 
o a 
associated with a change in Ch as: 
~E 
a 





Since (Ew)T varies linearly with esc 8 [Eq. (8)], ~E and Ea 
will be linear functions of esc 8. And, since Ch varies linearly 





where Ch and dCh/d esc 8 are constants. It can be seen from 
0 
Eq. (14) that: 
~ dCh \ 
-\ d __ c_s_c_8 J ' 
and Eq. (13) becomes: 
(15) 
(16) 
Since the slopes in Eq. (16) can be determined experimentally, 
(Ew)T can be determined. E can be calculated from the known gold 
w 
layer thicknesses (see Table I) and the electronic dE/dx tables of 
Northcliffe and Schilling72 ) using Eq. (6). Therefore, E can be 
z 
determined from Eq. (7), and x can be calculated from Eq. (4) 
z 
with the proper dE/dx72). 
B. Ion Energies 
To obtain the necessary accuracy for such determinations, 
single-mass monoenergetic ion sources were provided by bombarding 
150 ~g/cm2 metal targets with 50 MeV 32s and 60 MeV 35c1 beams 
from the 'Argonne National Laboratory Tandem Van de Graaff 
18 
Accelerator. The beam ions were first analyzed by bending magnets 
(Photo. 1) and, ~fter collimation, were allowed to strike a target 
in the 18-inch scattering chamber (Photos. 2 and 3). The detectors, 
stacked in a multiple detector holder (Photo. 4), were offset from 
the forward beam direction by scattering angles of 30° or 45°. The 
recoil energy (Ei) and scattered beam energy (Ei) were calculated 
f h 1 i 1 ki . . 73) rom t e c ass ca nemat1c equat1ons : 
E ' 2 ::::: (17) 
and 
(mi + m~ + 2 m1m1 cos 8) E1 
Ei ::::: ------------------------------
(ml + m2)2 
(18) 
where m1 and m2 are the beam ion and recoil ion masses, respec-
tively; E 1 is the initial beam ion energy; ~ is the scattering 
angle; and: 
8 = ~ + arcsin (:: sin ~) • (19) 
The energies calculated from Eqs. (17) and (18) were then corrected 
for energy loss in the target by using the electronic dE/dx tables 
of Northcliffe and Schilling72 ) which yields the "true energy" of 
the ions given in Tables II and III. The true energy of a 32s 
ion scattered fro~ a gold target, for example, would be indicated 
by (S/Au). 
PHOTOGRAPH 1. Beam Line and Magnets for the West Target Area 
at the ANL Tandem Van de Graaff Accelerator 
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PHOTOGRAPH 2. Beam Line and 18-inch Scattering Chamber 
PHOTOGRAPH 3. Inside of the 18-inch Scattering Chamber Showing the 
Beam Collimator and Targets Mounted on the Remote Target Changer 
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PHOTOGRAPH 4. Two Si Surface-Barrier Detectors with 
One Mounted in a Multiple Detector Holder 
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TABLE II. True Energies (in MeV) for Ions 
Using a 50 MeV 32 s Beam 
Detector 1 Detector 2,3 
~(Au) 11.565 10.714 
ET(Ag) 16.434 15.195 
ET(S/Au) 44.381 43.977 
ET(S/Ag) 40.417 39.735 
Note: Element following slash mark indicates 
target material. 
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TABLE III. True Energies (in MeV) for Ions 
Using a 60 MeV 35cl Beam 
Detector 1 Detector 4,5 
ET(Au) 22.401 20.767 
ET(Ag) 31.694 29.342 
ET(Cu) 39.154 36.218 
ET(Cl/Au) 56.156 55.496 
ET(Cl/Ag) 53.474 52.320 
ET(Cl/Cu) 49.850 47.989 
Note: Element following slash mark indicates 
target material. 
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C. Electronic dE/dx Calculations 
In the electronic stopping power tables of Northcliffe and 
Schilling72), the electronic dE/dx is listed over a wide energy 
range for each element from 1 < Z < 103. These tables, however, 
list only a few absorbing materials. Thus, it was necessary to 
calculate the dE/dx of each ion in materials not listed using the 
methods described by Northcliffe74), i.e. using ratios of 
theoretical dE/dx equations for the energy range of interest. 
The electronic stopping power (dE/dx) of a certain material 
for an ion is the energy loss per unit distance of absorber due to 
25 
electron excitation and ionization. The electronic dE/dx increases 
with the energy of the ion to a maximum at an ion velocity (vi) 
of43): 
where: 
v ~ 2ne 2 ZI/h , max -v 
e = electron charge, 
ZI ion atomic number, and 
h = Planck's constant; 
and then decreases with a further increase in energy. 
(20) 
For low energy ions (vi < v ), the electronic dE/dx can be 
max 
approximated by the equation of Lindhard and others 43): 
(21) 
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where: c a constant, 
EI = ion energy, 
~ ion atomic mass, 
z = atomic number of medium, and 
M = atomic mass of medium. 
If we designate the subscript 1 as referring to a material for 
which we have no electronic dE/dx and 2 for a material with a 
known dE/dx, then using Eq. (21), one can calculate the 
unknown dE/dx for the same ion with the same energy from the 
ratio: 
(22) 
For higher energies (vi > v ) a similar relationship exists 
. max 




where: m = electron mass, and 
e 
K = Block's constant 76 ). 
In these experiments, calculations using Eqs. (22) and (23) 
were carried out fo+ neighboring elements only, i.e. conversions 
(23) 
of dE/dx from Al to Si and from Ni to Cu. Therefore, the errors 
in such calculations should be minimal. 
D. Experimental Equipment 
The apparatus for the angular variation of pulse-height 
experiments is shown in Photo. 5, attached to the top of the 18-
inch scattering chamber. The protractor was mounted and aligned 
as accurately as possible by a machinist, and the results obtained 
from the angular studies were corrected for any error in this 
alignment, as discussed in section IV-A.2. 
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Photograph 6 shows the ASI computer used in these experiments 
for the control of the experiment and for the collection and 
recording of data. The program used on the ASI for these purposes 
is SCATTERDAM v77). Some of the electronics used in conjunction 
with the ASI are shown in Photo. 7. The signals from the detectors 
were fed through ORTEC model 109A FET charge-sensitive preampli-
fiers, TENNELEC model TC 203 BLR linear amplifiers, and, finally, 
through NUCLEAR DATA analog to digital converters (ADC) which were 
interfaced into the external memory of the ASI with the aid of an 
ADC multiplexer made by the Argonne Electronics Division. During 
an experimental run, the data were analyzed and stored in the 
external memory of the ASI. At the end of the run, the data could 
be dumped onto magnetic tape, printed-out on a line printer, plotted 
on a CALCOMP x-y plotter, and displayed on a scope for further 
analysis with a penlight. A typical spectrum obtained from the 
above spectrometry system is shown in Fig. 3. 
PHOTOGRAPH 5. Top of the 18-inch Chamber Showing 
the Angular Variation Attachment 
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PHOTOGRAPH 6. AS! On-line Computer in the Counting Lab at the ANL Tandem 
30 
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FIGURE 3. Pulse-Height Spectrum for Detector 1 at a Forward Scattering Angle of 30° Obtained 
from the Bombardment of a 150 ~g/cm2 Au Target with a 60 MeV 35cl Beam 
E. Calibrations 
The electronics were first checked for linearity with a 
precision pulse generator made by the Argonne Electronics 
Division, and the experimental data were corrected for any non-
linearity by means of a differential linearity calibration. 
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Then, a standard alpha source ( 228Th and 226Ra) was used to provide 
a rough energy calibration [Eq. (11)] of the detector systems. The 
electronics were checked continuously for amplifier gain shift by 
pulsing the pulser at a slow rate throughout each run (see Fig. 3). 
Also, a possible change in the base line of the system was checked 
by means of the pulser peak and a high intensity a peak which was 
always present above the low energy background in the spectra. 
A more rigorous energy calibration technique~ using the 
standard alphas and the beam ion corrected for PHD, was used for 
the final analysis of the angular data in order to eliminate 
errors resulting from the extrapolation of the a data to higher 
energies 30). In this calibration, it was assumed that: 
From Eq. (7): 
From the definitions on page 4, the apparent energy of the beam 
(24) 
(25) 




E - ~E T 
E ~ E - E - (Ew)T • 
a T n 
Using an iterative least-squares linear fit 78) to the alpha data 
and calculated beam energy from Tables II and III, (Ew)T and Ea 
were calculated using Eqs. (16) and (26) until the value of the 
E no longer varied from the previous calculation for ten 
a 
significant figures. This results in not only a calibration 
nearly free of a-extrapolation error, but also a fairly 




IV. RESULTS AND DISCUSSION 
A. Angular Variation of Pulse Height 
The angular experiments were performed studying three detectors 
simultaneously in a multiple detector holder (see Photo. 4). Due 
to the differences in the scattering angles of the detectors, the 
angles of incidence were different for the central detector and the 
other two detectors in the holder, as shown in Table IV. Detector 1 
was always the detector in the center. The angular variation of the 
pulse-height results are given in Tables V through IX, and a 
typical example is shown in Fig. 4. 
13) It is well known that carbon deposits build-up on targets 
in scattering chambers, as was physically observed on the targets 
used in these experiments. The effects of such a time- or flux-
dependent build-up can be seen as the gradual lowering of pulse 
height with run number in Fig. 4. This carbon build-up most 
probably occurs as a result of the decomposition of vacuum pump oil 
on the heated spot where the beam strikes the target. 
As a separate investigation, the dependence of the carbon 
build-up on time or flux was studied to provide a correction for 
this phenomenon in the angular data. This study is presented below 
in section B. The angular data, corrected for carbon build-up on 
the target, are given in Tables X through XIX. Graphs of these 
results are shown in Figs. 5 through 10. The error bars are the 
approximate standard deviations. The effectiveness of the carbon 
correction can be seen by comparing the same data shown uncorrected 
in Fig. 4 and corrected in Fig. 5. 
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TABLE IV. Angle of Incidence for Ions Entering Detectors 
Central Position Vertically Displaced 
esc f3 esc f3 
90° 1.000 74.44° 1.038 
53° 1.252 50.30° 1.300 
42° 1.494 40.14° 1.551 
35° 1.743 33.54° 1.810 
30° 2.000 28.80° 2.076 
24° 2.459 23.07° 2.552 
19° 3.072 18.28° 3.188 
14° 4.134 13.48° 4.291 
TABLE V. Variation of Pulse Height (in Channels) with the Angle 
of Incidence Using a 50 MeV 32 s Beam on a Au Target 
Run f3 (1) Au(l) S(l) f3(2,3) Au(2) S(2) Au(3) S(3) 
4 goo 73.5 452.5 74.44° 66.0 44g.5 60.0 440.5 
5 53° 72.75 451.5 50.30° 64.0 448.0 55.5 431.25 
6 30° 70.0 447.25 28.80° sg.25 438.0 45.5 390.75 
7 19° 66.0 440.5 18.28° 55.5 417.5 39.5 334.0 
8 19° 66.0 43g.o 18.28° 55.0 417.5 37.75 333.0 
g 42° 71.0 447.5 40.14° 61.5 443.5 50.25 417.5 
10 24° 66.5 441.75 23.07° 56.0 426.75 41.0 366.75 
11 14° 'V430.5 13.48° 
12 35° 69.5 445.0 33.54° 60.0 43g.o 46.5 403.75 
13 goo 71.5 448.0 74.44° 65.0 446.0 58.25 437.25 
Note: Numbers in parentheses in column headings designate the 
detector number. 
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TABLE VI. Variation of Pulse Height (in Channels) with the Angle 
of Incidence Using a 50 MeV 32s Beam on a Ag Target 
Run S(l) Ag(l) S(l) s (2, 3) Ag(2) S(2) Ag(3) s (3) 
14 90° 138.0 408.25 74.44° 122.75 402.5 115.0 396.0 
15 53° 136.25 407.75 50.30° 119.5 401.5 107.0 386.0 
16 42° 135.75 . 406.75 40.14° 117.5 398.5 100.5 375.0 
17 30° 132.25 403.25 28.80° 111.25 390.25 rv83.5 345.75 
18 19° 126.75 395.25 18.28° 102.75 371.0 rv73.0 294.25 
19 35° 131.75 403.0 33.54° 111.5 391.75 rv87.0 358.75 
20 90° 134.25 406.0 74.44° 118.75 399.5 111.5 392.25 
21 24° 126.25 396.75 23.07° 105.5 377.25 rv76.5 319.75 
Note: Numbers in parentheses in column headings designate the 
detector number. 
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TABLE VII. Variation of Pulse Height (in Channels) with the Angle 
of Incidence Using a 60 MeV 35cl Beam on a Au Target 
Run (3(1) Au(l) Cl(l) (3(4,5) Au(4) Cl(4) Au(5) Cl(5) 
3 90° 108.0 381.25 74.44° 100.5 385.0 104.5 375.5 
4 30° 104.25 377.0 28.80° 95.0 380.0 101.75 372.75 
5 19° 99.75 371.75 18.28° 89.0 371.5 98.75 369.25 
6 35° 104.0 377.25 33.54° 95.5 380.25 102.5 373.25 
7 53° 105.5 378.5 50.30° 97.25 382.25 103.5 374.25 
8 24° 101.0 372.5 23.07° 91.25 374.75 99.5 369.75 
9 42° 104.0 376.25 40.14° 95.25 380.25 102.75 372.25 
10 14° 94.5 363.25 13.48° 83.0 358.0 95.0 363.75 
11 90° 104.75 376.75 74.44° 97.5 381.25 102.25 372.5 
Note: Numbers in parentheses in column headings designate the 
detector number. 
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TABLE VIII. Variation of Pulse Hei~ht (in Channels) with the Angle 
of Incidence Using a 60 MeV 5c1 Beam on a Ag Target 
Run 13 (1) Ag(1) Cl(l) 13(4,5) Ag(4) C1(4) Ag(5) C1(5) 
12 90° 188.75 365.75 74.44° 174.25 364.75 182.5 359.75 
13 53° 186.75 364.5 50.30° 171.5 363.25 181.75 358.75 
14 42° 185.0 362.75 40.14° 168.5 361.75 179.5 357.5 
15 24° 177.75 357.5 23.07° 159.5 354.5 174.0 354.0 
16 35° 180.75 360.25 33.54° 164.0 358.5 176.5 355.75 
17 19° 175.25 352.75 18.28° 152.75 348.0 169.75 350.25 
18 30° 177.75 357.75 28.80° 160.0 356.0 173.5 353.75 
19 90° 183.75 361.75 74.44° 168.75 360.75 178.0 356.25 
Note: Numbers in parentheses in column headings designate the 
detector number. 
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TABLE IX. Variation of Pulse Height (in Channels) with the Angle 
of Incidence Using a 60 MeV 35cl Beam on a Cu Target 
Run f3 (1) Cu(l) Cl(l) f3(4,5) Cu(4) Cl(4) Cu(5) Cl(5) 
20 goo 275.75 341.5 74.44° 236.75 333.25 246.75 333.5 
21 30° 250.0 337.25 28.80° 227.25 328.25 242.50 331.25 
22 53° 253.75 33g.75 50.30° 233.75 331.75 245.0 332.75 
23 24° 244.75 333.75 23.07° rv218.5 323.75 237.75 328.25 
24 42° 250.75 337.75 40.14° 230.0 32g.5 242.0 331.0 
25 lgo 239.0 330.0 18.28° rv213.5 318.25 232.75 325.25 
26 35° 247.0 335.75 33.54° 224.0 327.25 23g.o 32g.25 
27 goo 251.25 338.25 74.44° 230.5 330.0 241.25 330.5 
28 14° 232.0 323.75 13.48° rv1gg.5 305.75 225.5 321.75 
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FIGURE 4. Angular Variation of Pulse Height for 11.6 MeV Au Recoils in 
Detector 1 with the Data Uncorrected for Carbon Build-up on the Target 











TABLE X. Corrected Angular Variation of Pulse Height 
(in Channels) for Au Recoils Using a 32 s Beam 
Au(l) f3(2,3) Au(2) 
73.421 74.44° 65.990 
72.818 50.30° 64.065 
71.995 40.14° 62.029 
71.185 33.54° 60.874 
70.299 28.80° 59.432 
67.805 23.07° 56.683 
66.730 18.28° 55.395 




















TABLE XI. Corrected Ang~lar Variation of Pulse Height 
(in Channels) for Ag Recoils Using a 3 2s Beam 
Ag(l) S(2,3) Ag(2) 
137.732 74.44° 122.848 
136.496 50.30° 120.142 
136.550 40.14° 118.736 
134.815 33.54° 115.147 
133.659 28.80° 113.126 
130.520 23.07° 110.411 










TABLE XII. Corrected Angular Variation of Pulse Height (in Channels) 
for 32s Beam Ions Scattered from a Au Target 
B(l) S/Au(l) 8(2,3) S/Au(2) S/Au(3) 
goo 447.417 74.44° 447.793 438.560 
53° 446.759 50.30° 446.557 429.628 
42° 444.880 40.14° 443.696 417.487 
35° 443.948 33.54° 440.424 404.962 
30° 443.095 28.80° 437.022 389.936 
24° 439.912 23.07° 427.590 367.631 
19° 436.923 18.28° 417.016 333.828 
19° 435.951 18.28° 417.405 333.197 
14° 'V429.358 13.48° 
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TABLE XIII. Corrected Angular Variation of Pulse Height (in Channels) 
for 3 2 s Beam Ions Scattered from a Ag Target 
s (1) S/Ag(l) S(2,3) S/Ag(2) S/Ag{3) 
90° 404.136 74.44° 401.224 394.573 
53° 403.943 50.30° 400.631 385.155 
42° 403.290 40.14° 398.094 374.793 
35° 400.942 33.54° 393.182 360.903 
30° 400.208 28.80° 390.369 346.348 
24° 395.510 23.07° 379.715 323.348 
19° 392.865 18.28° 371.918 296.028 
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TABLE XIV. Corrected Angular Variation of Pulse Height (in Channels) 
for Au Recoils Using a 35cl Beam 
s (1) Au(l) 8(4,5) Au(4) Au(5) 
90° 107.81 74.44° 100.44 104.55 
53° 107.18 50.30° 98.92 104.84 
42° 106.35 40.14° 97.54 104.56 
35° 105.36 33.54° 96.87 103.62 
30° 104.47 28.80° 95.33 102.08 
24° 103.03 23.07° 93.24 101.08 
19° 100.57 18.28° 89.88 99.48 
14° 97.28 13.48° 85.68 97.07 
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TABLE XV. Corrected Angular Variation of Pulse Height (in Channels) 
for Ag Recoils Using a 35c1 Beam 
f3 (1) Ag(l) f3(4,5) Ag(4) Ag(S) 
goo 187.93 74.44° 173.91 182.55 
53° 186.57 50.30° 171.87 182.37 
42° 185.56 40.14° 169.67 180.77 
35° 182.98 33.54° 167.00 179.25 
30° 181.56 28.80° 164.74 177.67 
24° 179.20 23.07° 161.64 176.02 
19° 175.38 18.28° 156.71 173.25 
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TABLE XVI. Corrected Angular Variation of Pulse Height (in Channels) 
for Cu Recoils Using a 35c1 Beam 
8(1) Cu(l) 8(4,5) Cu(4) Cu(5) 
goo 256.02 74.44° 235.87 246.65 
53° 253.73 50.30° 234.49 246.32 
42° 252.89 40.14° 232.82 245.14 
35° 251.25 33.54° 228.86 243.91 
30° 249.10 28.80° 227.15 243.03 
24° 245.90 23.07° rv220.39 239.98 
19° 242.39 18.28° rv217.51 236.84 
14° 237.70 13.48° rv205.77 231.50 
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TABLE XVII. Corrected Angular Variation of Pulse Height (in Channels) 
for 35c1 Beam Ions Scattered from a Au Target 
13 (1) Cl/ Au(l) S(4,.5) Cl/Au(4) Cl/Au(5) 
90° 377.10 74.44° 382.18 374.91 
53° 376.94 50.30° 381.59 375.38 
42° 375.65 40.14° 380.38 374.03 
35° 375.27 33.54° 379.25 374.08 
30° 373.48 28.80° 377.70 372.53 
24° 371.52 23.07° 374.58 371.20 
19° 369.13 18.28° 369.99 369.57 
14° 363.44 13.48° 358.88 365.87 
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TABLE XVIII. Corrected Angular Variation of Pulse Height (in 
Channels) for 35c1 Beam Ions Scattered from a Ag Target 
f3 (1) Cl/ Ag(l) f3(4,5) C1/Ag(4) Cl/Ag(5) 
90° 361.93 74.44° 362.25 359.25 
53° 361.20 50.30° 361.27 358.69 
42° 360.05 40.14° 360.36 35 7. 95 
35° 358.89 33.54° 358.45 357.35 
30° 357.68 28.80° 357.23 356.45 
24° 355.56 23.07° 353.87 355.03 











TABLE XIX. Corrected Angular Variation of Pulse Height (in 
Channels) for 35c1 Beam Ions Scattered from a Cu Target 
51 
Cl/Cu(l) 13(4,5) Cl/Cu(4) Cl/Cu(5) 
338.13 74.44° 331.13 333.04 
337.24 50.30° 330.48 333.06 
336.33 40.14° 329.32 332.31 
335.39 33.54° 328.12 331.52 
334.32 28.80° 326.56 331.13 
331.87 23.07° 323.11 329.06 
329.27 18.28° 318.75 327.08 
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FIGURE 5. Angular Variation of Pulse Height for 11.6 MeV Au Recoils 
in ' Detector 1 (Corrected for Carbon Build-up) 
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FIGURE 6. Angular Variation of Pulse Height for 10.7 MeV Au Recoils 
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FIGURE 7. Angular Variation of Pulse Height for 44.4 MeV 3 2 s Beam 
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FIGURE 8. Angular Variation of Pulse Height for 44 MeV 32s Beam 




















FIGURE 9. Angular Variation of Pulse Height for 36 MeV Cu Recoils 
in Detector 5 (Corrected for Carbon Build-up) 
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FIGURE 10. Angular Variation of Pulse Height for 48 MeV 3 5cl Beam 
Ions in Detector 5 (Corrected for Carbon Build-up) 
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As can also be seen from the graphed results, the variation 
of pulse height with esc S is in some cases nonlinear as was 
predicted earlier (section Ill-A). Thus, it was necessary to 
account for this nonlinearity before further analysis of the 
angular data could proceed. 
1. Angular Variation Theory 
Nonlinearities also occurred in the fission-fragment 
angular experiments of Konecny and Hetwer20) who concluded 
58 
that this nonlinearity could be explained by the existence of 
a gradient of recombination centers in the surface layer of 
the detector with the highest concentration at the surface. 
So, if one assumes such a gradient of recombination centers, 
the curvature obtained by Konecny and Hetwer, which is similar 
to that obtained here in Fig. 7, should be reproducible. 
The amount of charge or energy lost by an incident ion 
due to recombination in the surface of a detector (dE ) 
z 
should be directly proportional to the distribution of 
recombination centers through which the ion passes [N(x)] and 
directly proportional to the total amount of charge or energy 
deposited in this surface zone (dE), i.e.: 
dE ~ N(x)dE . 
z 
If we assume that the electronic dE/dx of the ion remains 
constant when passing through small thicknesses (dx), then: 




and Eq. (27) becomes: 
(29) 
Integrating this result over the recombination zone thickness 
(x ), we obtain the variation of the recombination zone defect: 
z 
(30) 
If one now changes the angle of incidence (S), x will change 
z 




(x cscB (dE) 
Joz N(x)\dx dx . (31) 
Assuming that the electronic dE/dx is approximately constant, 
the variation of E' was calculated using Eq. (31) for several 
z 
different representations for N(x) with 0 < x < x': 
z 
(a) no gradient: N(x) = N , where N is a constant; 0 0 
(b) linearly decreasing distribution: N(x} = N0 (1- :~); 
(c) distribution with d 2N/dx2 > 0: 
(d) decreasintparabolic distribution with d2N/dx2 < 0: 
N<x> = N0 1 -(~~YJ . 
In all cases the result is the same as Eq. (5), i.e. a linear 
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relationship between E' and esc e. Another case was considered 
z 
which is probably more realistic, i.e. that of an exponential 
N(x): 
(e) N(x) N e-ax/csce 
0 
Here it was necessary to integrate over the range of the 
particle, but this case also failed to give the curvature 
observed by Konecny and Hetwer. Therefore, we can conclude 
that any nonlinearity in E' or pulse height with esc S is 
z 
probably not due to the gradient of recombination centers at 
the surface of a detector. Referring back to Eq. (31), it 
may be possible to account for the curvature by letting the 
electronic dE/dx change with distance through the recombi-
nation zone. 
As discussed earlier (section III-C), the electronic 
dE/dx reaches a maximum and then decreases as the energy of 
the ion increases. The dE/dx in Si for the recoil ions used 
in these experiments is on the low energy side of this 
maximum, and the beam ions are on the high energy side72). 
As the ions slow down, the dE/dx of the recoils will decrease 
from its initial value, and that of the beam ions will 
increase. These changes in dE/dx qualitatively explain the 
curvature noted in the current experiments in which some of 
the angular data of the recoils curve upwards (i.e. 
d2Ch/dcsc2e > 0) and the angular data of some of the beam 
ions curve downwards (i.e. d 2Ch/dcsc2e < 0). 
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The reason that some detectors exhibit curvature for the 
ions studied (Figs. 6 and 8) and other detectors do not 
(Figs. 9 and 10) might be due to a difference in recombination 
zone thicknesses (x ). A small x orE would tend to give 
z z z 
a linear response because the ion dE/dx would change little 
over short distances, while a large x or E would produce 
z z 
curvature due to an increasing change in dE/dx as the thickness 
(x') is increased by changing the angle of incidence. A 
z . 
mathematical basis for the above argument is necessary. 
We now recall Eq. (4) in slightly modified form: 
E = f X -( dE) z z z dx Si ' (32) 
where f is the fraction of the total energy deposited in the 
z 
recombination zone [given by Eq. (4)] which is lost to 
recombination. The introduction of f removes the earlier z 
assumption that the recombination zone is a simple absorber or 
window as is the gold layer. Thus, Eq. (7) becomes: 
E + E 
w z 
(33) 
If xz is sufficiently thick, then (dE/dx)Si may change 
when the incident particle passes through x at smaller angles 
z 
of incidence, and (dE/dx)Si in Eq. (33) should be replaced by 
the electronic stopping power, (dE/dx)Si' averaged over the 
distance x' given in Eq. (3). From the above and Eq. (33), 
z 
Eq. ( 8) becomes: 
(E ) ' 
w T 




the angular variation of (Ew)T or pulse height, one needs to 
know the relationship between (dE/dx)Si and x' • 
z 
From calculations using the electronic dE/dx tables of 
Northcliffe and Schilling72 ) for 38 MeV Cu and 52 MeV 35cl 
ions in absorber thicknesses up to 50 ~g/cm2 of Si, it was 
found that the average dE/dx varies approximately linearly 
with the absorber thickness: 
where c 0 and c 1 are constants with c1 < 0 for recoils and 
c 1 > 0 for beam ions. This result is not unreasonable for 
(35) 
high-energy ions in thin absorbers. Substituting x' [Eq. (3)] 
z 
for x in Eq. (35): 
z 
{dE) ~ c 0 + c 1x cscS , \dx Si z 




Equation (37) may be rewritten as the quadratic relationship: 
(38) 
where: b 1 = X (_dE) + f X C 0 • 
Au\dx Au z z ' 
It should be noted that an equation for E' similar to Eq. (38) 
z 
can be derived by substituting Eq. (35) into Eq. (31) and 
assuming a constant concentration of recombination centers 
across x • Of course, one would expect the same result 
z 
starting with the same premises, i.e. that the curvature in 
the angular data is due to changes in the dE/dx and not the 
existence of a gradient of recombination centers across X • 
z 
From Eq. (38) and the discussion which produced Eq. (10), 
the apparent energy (E ) should also be a quadratic function of 
a 
esc B if x is sufficiently thick to cause a change in 
z 
(dE/dx)Si as B is lowered: 
where bo ~ ET- En from Eq. (26), and b1 and b2 are defined 
above. Since pulse height (Ch) varies linearly with E as a 
seen in Eq. (11), pulse height would have a similar 
relationship to esc B: 
(39) 
(40) 
where: a 0 (bo - E 0)/(dE/dCh), 
a1 bl/(dE/dCh); 
a2 b2/(dE/dCh). 
Verification of Eq. (40) is provided by the quadratic 
78) least-squares fits to the angular data which exhibit a 
definite curvature as shown in Figs. 6, 7, and 8, and the 
small standard deviations (cr) resulting from the quadratic 
fits shown in Tables XX to XXIII. When the angular defect 
was insufficient to produce curvature (Figs. 9 and 10) or 
when experimental error made it impossible to detect a 
definite curvature (Fig. 5), a least-squares linear fit7~) 
was made to the angular data, i.e. a2 = 0. That the observed 
curvature is not caused by an error in the protractor angle 
is shown by the fact that recoil ions and scattered beam ions 
do not curve in the same direction, which will be discussed 
below, and the fact that detector 5 gives a linear response 
to both recoils and beam ions (Figs. 9 and 10). 
Taking the second derivative of Eq. (40) with respect 
to esc a, one obtains: 
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2f x 2 c1 
z z 
------- = - --~~--~ (dE/dCh) (41) 
For the recoils used in these experiments, the electronic 
dE/dx in Si would decrease as the ions lose energy (cl < 0), 
giving a positive second derivative for Eq. (40). This 
curvature is observed in the angular data of recoils in some 
TABLE XX. Least-Squares Fit to Corrected Angular Data for Recoils 
Using a 32s Beam (Ch=ao+a1cscS+a2csc2S) 
Au(l) Au(2) Au(3) Ag(l) Ag(2) Ag(3) 
ao 77.02 76.30 82.19 142.45 134.17 163.97 
al -3.442 -11.48 -25.49 -4.481 -11.84 -55.22 
a2 1.557 3.781 0.9117 8.641 






TABLE XXI. Least-Squares Fit to Corrected Angular Data for 
Scattered 32s Beam Ions (Ch=ao+alcscS+a2csc2S) 
S/ Au(l) S/Au(2) S/Au(3) S/Ag(l) S/Ag(2) S/Ag(3) 
451.59 454.34 482.20 408.25 411.59 445.12 
-3.603 -2.690 -37.99 -2.641 -6.607 -46.73 
66 
-0.4311 -2.836 -2.724 -0.8214 -1.926 -0.1065 
0.41 0.82 1.22 0.92 1. 76 2.06 
TABLE XXII. Least-Squares Fit to Corrected Angular Data for Recoils Using a 35cl Beam 
(Ch=ao+a1cscS+a2csc2S) 
Au(l) Au(4) Au(5) Ag(l) Ag(4) Ag(5) Cu(l) Cu(4) 
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Cu(5) 
ao 111.37 104.86 107.84 194.16 182.02 187.66 261.35 246.31 252.48 
-3.434 -4.550 -2.553 -6.139 -8.036 -4.570 -5.937 -9.412 -4.856 




TABLE XXIII. Least-Squares Fit to Corrected Angular Data for Scattered 35c1 Beam Ions 
(Ch=ao+a1cscS+a2csc2S) 
Cl/ Au(l) Cl/Au(4) Cl/Au(5) Cl/Ag(l) Cl/Ag(4) Cl/Ag(5) Cl/Cu(l) Cl/Cu(4) 
380.38 384.11 378.74 365.40 364.90 362.81 342.05 333.36 
-2.566 -0.4248 -2.940 -2.927 -1.237 -3.147 -3.620 -0.7243 
-0.3707 -1.270 -0.4465 -1.203 -0.1696 -1.233 







detectors as shown in Fig. 6 and Table XX. The dE/dx in Si 
of the scattered beam ions used here increase initially as the 
ion slows down (cl > 0), giving a negative second derivative 
for Eq. (40). Such curvature does occur as is shown in the 
beam-ion angular data of Fig. 7 and 8, and Tables XXI and 
XXIII. Therefore, it seems that Eq. (40) describes the 
angular variation of pulse-height data obtained in these 
experiments, but not the angular results of Konecny and 
Hetwer20) . 
Konecny and Hetwer20) used fission fragments from the 
thermal fission of 23 5u for their PHD studies. The dE/dx 
72) tables show that the average light and average heavy 
fission fragments from 235u 79 , 80 ) are on the low energy side 
of the dE/dx maximum. According to Eq. (40), the dE/dx for 
these particles should decrease as the particles slow down 
(c 1 < 0), giving a curvature similar to that obtained for the 
heavy-ion recoils in the current experiments (Fig. 6 and 
Table XX). However, just the opposite curvature is shown for 
these fragments. An explanation for this discrepancy is not 
obvious. It may be that the difference between the results 
of Konecny and Hetwer and those obtained here are due to the 
fact that the peaks they20 ) used in their angular studies 
consisted of mixed masses of equal energy and the current 
experiment used single-mass peaks. 
2. Final Analysis of Angular Data 
Since some of the angular variation of pulse-height data 
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exhibit a definite curvature, described by Eq. (40), it was 
necessary to determine the slope of the least-squares fits 
(Tables XX to XXIII) at ·S = goo in order to determine the 
angular defect, (Ew)T, using Eq. (16). The slope at goo is: 
( 
dCh ) 
d 0 = a1 + 2a2 , esc~ goo (42) 
where a2 = 0 for the linear fits. These slopes are given in 
Tables XXIV and XXV. By using the slopes at S = 90°, one also 
avoids any slight error in the setting of the protractor angle 
because this error only becomes appreciable at small values 
of s. 
For a comparison to be made between the residual defect, 
ER, and the recombination zone defect, Ez, it was necessary 
to calculate ER as if. the incident ions entered the vertically 
• 
displaced detectors (see Table IV) at goo incidence. Since 
E = E - E - E - E from the definitions on page 4, E had R T a w n a 
to be determined for S =goo. And, since E is calculated 
a 
from the energy calibration line [Eq. (11)], the pulse height 
at S = goo had to be calculated from the equation: 
where (dCh/dcscS)goo is the slope calculated using Eq. (42). 
The pulse heights at S = goo for the vertically displaced 
detectors are given in Tables XXVI and XXVII. The values of 






TABLE XXIV. Slope at S = 90° of Least-Square Fits 
to Angular Data Using a 32s Beam 
Detector 1 0'1 Detector 2 0'2 Detector 3 
-3.442 0.20 -8.37 0.34 -17.93 
-4.481 0.34 -10.02 0.63 -37.94 
-4.47 0.30 -8.36 0.90 -43.44 













TABLE XXV. Slope at S = 90° of Least-Square Fits 
to Angular Data Using a 3 5cl Beam 
Detector 1 crl Detector 4 04 Detector 5 
-3.434 0.054 -4.550 0.11 -2.553 
-6.139 0.21 -8.036 0.22 -4.570 
-5.937 0.25 -9.412 0.38 -4.856 
-3.307 0.27 -2.96 0.10 -2.940 
-3.820 0.12 -3.64 0.22 -3.147 













TABLE XXVI. Channel No. at S = 90° for 
Angular Data of Detectors 2 and 3 
Detector 2 Detector 3 
66.31 0.31 60.69 
123.23 0.58 116.51 
448.11 0.82 440.21 






TABLE XXVII. Channel No. at 8 = 90° for 
Angular Data of Detectors 4 and 5 
Detector 4 cr4 Detector 5 
Au 100.61 0.31 104.65 
Ag 174.22 0.41 182.72 
Cu 236.23 1.10 246.83 
Cl/Au 382.29 0.15 375.02 
Cl/Ag 362.39 0.20 359.37 










XXVIII and XXIX along with the results of the iterative 
calibrations discussed earlier (section III-E). 
The total PHD and the component defects (see page 4) 
were then determined for the detector used in the angular 
studies (Tables XXX and XXXI). The window defects were 
determined at 8 = 90° for all detectors using Eq. (6). The 
nuclear-stopping defect for the heavy recoils were calculated 
by P. V. Thomsen81) using the methods of Lindhard and others 42). 
The nuclear-stopping defect for the scattered beam ions were 
13) 
calculated using the equation of a curve , fitted to 
experimental nuclear-stopping data, which should be a good 





6.20 + 0.72 e: 
s 
where e: is the nuclear-stopping defect, and £ is the true 
n s 
energy minus the window defect, all in dimensionless energy 
units. These dimensionless energies are related to the 
42) 




ZIZ2(ZI/3 + Z~/3)I/2(MI E + M2) 
where: zi atomic number of ion, 
z2 atomic number of stopping material, 
Ml atomic mass of ion; 











TABLE XXVIII. Energy Calibration for Each Target (E = a0 + a1Ch) and 
Calculation ·of Apparent Energy (in MeV) for Ions Using a 32s Beam 
Au Target Calibration Ag Target Calibration 
Detector 1 Detector 2 Detector 3 Detector 1 Detector 2 Detector 3 
-0.2964 -0.5389 0.1608 -0.3629 -0.5520 0.1929 
0.09818 0.09684 0.08899 0.09908 0.09701 0.08856 
0.0203 0.0165 0.191 0.0102 0.0136 0.198 
0.000061 0.000050 0.000588 0.000034 0.000047 0.000693 
6.912 5.882 5.562 13.283 11.402 10.511 
43.629 42.854 39.337 39.678 38.407 35.294 
76 
TABLE XXIX. Energy Calibration for Each Target (E = a 0 + a 1Ch) and 
Calculation of Apparent Energy (in MeV) for Ions Using a 35cl Beam 
Detector 1 Detector 4 Detector 5 
Au Target Calibration 
ao -0.6652 -1.058 -1.024 
al 0.1484 0.1459 0.1486 
cr(E) 0.0082 0.0200 0.0187 
cr(a 1 ) 0.000028 0.000068 0.000065 
E (recoil) 15.337 13.618 14.527 
a 
E (beam) 55.309 54.706 54.704 
a 
Ag Target Calibration 
ao -0.5830 -0.9929 -0.8713 
al 0.1468 0.1447 0.1458 
cr(E) 0.022 0.0098 0.0454 
cr(a 1 ) 0.000079 0.000036 0.000166 
E (recoil) 27.011 24.213 25.762 
a 
E (beam) 52.560 51.438 51.511 
a 
Cu Target Calibration 
ao -0.5569 -1.040 -0.7848 
al 0.1463 0.1455 0.1441 
cr(E) 0.027 0.0166 0.0630 
cr(al) 0.000105 0.000067 0.000252 
E (recoil) 36.905 33.340 34.795 
a 
E (beam) 48.919 47.168 47.237 
a 
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TABLE XXX. Total PHD, Window Defect, Nuclear-Stopping Defect 
and Residual Defect (in MeV) for Ions in the 32s Experiment 
Detector 1 crl Detector 2 cr2 Detector 3 a3 
L\E(Au) 4.653 0.040 4.832 0.034 5.152 0.202 
L\E(Ag) 3.151 0.060 3.793 0.058 4.684 0.279 
L\E (S/ Au) 0.752 0.053 1.123 0.084 4.640 0.339 
L\E(S/Ag) 0.739 0.093 1.328 0.172 4.441 0.384 
E (Au) 0.125 0.120 0.119 
w 
E (Ag) 0.195 0.186 0.184 
w 
E (S/Au) 0.244 0.247 0.244 
w 
E (S/Ag) 0.243 0.245 0.242 
w 
E (Au) 2.677 2.586 2.586 
n 
E (Ag) 1.788 1.747 1.747 
n 
E (S/ Au) 0.315 0.315 0.315 
n 
E (S/Ag) 0.315 0.315 0.315 
n 
ER(Au) 1.85 0.05 2.13 0.04 2.45 0.21 
ER(Ag) 1.17 0.07 1 •. 86 0.06 2.75 0.28 
ER(S/Au) 0.19 0.06 0.56 0.09 4.08 0.34 
ER(S/Ag) 0.18 0.10 0.77 0.18 3.88 0.39 
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TABLE XXXI. Total PHD~ Window Defect, Nuclear-Stopping Defect 
and Residual Defect (in MeV) for Ions in the 35cl Experiment 
Detector 1 0'! Detector 4 0'4 Detector 5 crs 
flE(Au) 7.064 0.024 7.149 0.050 6.240 0.077 
flE{Ag) 4.683 0.060 5.129 0.060 3.580 0.082 
flE(Cu) 2.249 0.108 2.878 0.162 1.423 0.109 
flE(Cl/Au) 0.847 0.057 0.790 0.039 0.792 0.078 
flE(Cl/Ag) 0.914 0.040 0.882 0.033 0.809 0.084 
flE(Cl/Cu) 0.931 0.052 0.821 0.042 0.752 0.119 
E (Au) 0.207 0.196 0.195 
w 
E (Ag) 0.316 0.302 0.299 
w 
E (Cu) 0.347 0.337 0.334 
w 
E (Cl/Au) 0.266 0.268 0.266 
w 
E (Cl/Ag) 0.265 0.266 0.264 
w 
E (Cl/Cu) 0.263 0.264 0.262 
w 
E (Au) 3.512 3.410 3.410 
n 
E {Ag) 2.065 2.044 2.044 
n 
E (Cu) 1.008 0.998 0.998 
n 
E (Cl/ Au) 0.356 0. 356 0.356 
n 




0.355 0.355 0.355 
ER(Au) 3.34 0.03 3.54 0.06 2.64 0.08 
ER(Ag) 2.30 0.07 2.78 0.07 1.24 0.09 
ER(Cu) 0.89 0.11 1.54 0.17 0.09 0.11 
ER(Cl/Au) 0.22 0.06 0.17 0.04 0.17 0.08 
ER(Cl/Ag) 0.29 0.05 0.26 0.04 0.19 0.09 
ER(Cl/Cu) 0.31 0.06 0.20 0.05 0.14 0.12 
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After calculating the angular defect from Eq. (16), the 
recombination-zone defect was calculated using Eq. (7), the 
results of which are given in Tables XXXII and XXXIII. 
As defined on page 4, the residual defect is that portion 
of the total PHD which can be attributed to recombination, 
trapping, and other mechanisms over and above the window and 
nuclear-stopping defects. The recombination-zone defect is, 
thus, a portion of the residual defect. As can be seen by 
comparing E (Tables XXX and XXXI) with E (Tables XXXII and R z 
XXXIII) for a recoil ion of a certain energy in a detector, ER 
is in general larger than E 
z 
This inequality could be caused 
by some inherent quality of the calibration technique used, 
but is most probably due to additional plasma recombination 
taking place within the bulk of the semiconductor. The ER 
and Ez of most of the beam ions are equal because of the energy 
calibration used (section III-E). The hypothesis was made in 
the theoretical sections that a zone of high concentration of 
recombination centers exists at the surface of the detectors; 
however, this did not exclude the existence of other recom-
bination centers in the bulk of the detectors. In fact, the 
dopant impurities in the bulk may act as or create recombi-
nation centers23). Since the electronic dE/dx of the ions 
used here was well above the lower limit for plasma 
recombination (5.1 MeV per mg/cm2 ) established by Steinberg 
and others14), there is a good probability that some bulk 
plasma recombination and/or trapping did occur. 
TABLE XXXII. Angular Defect and Recombination-Zone Defect (in MeV) 
for the Ions in the 32 s Experiment 
Detector 1 crl Detector 2 cr2 Detector 3 cr3 
(Ew)T(Au) 0.338 0.020 0.811 0.033 1.596 0.063 
(Ew)T(Ag) 0.444 0.034 0.972 0.061 3.360 0.197 
(Ew)T(S/ Au) 0.439 0.029 0.810 0.087 3.866 0.121 
(Ew)T(S/Ag) 0.424 0.104 1.015 0.186 4.157 0.202 
E (Au) 0.213 0.020 0.691 0.033 1.477 0.063 
z 
E (Ag) 0.249 O.D-34 o. 786 0.061 3.176 0.197 
z 
E (S/Au) 0.195 0.029 0.563 0.087 3.622 0.121 
z 
E (S/Ag) 0.181 0.104 0.770 0.186 3.915 0.202 
z 
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TABLE XXXIII. Angular Defect and Recombination-Zone Defect 
(in MeV) for Ions in the 35c1 Experiment 
Detector 1 (jl Detector 4 0"4 Detector 5 
(Ew)T(Au) 0.510 0.008 0.664 0.016 0.379 
(Ew)T(Ag) 0.901 0.031 1.163 0.032 0.666 
(Ew)T(Cu) 0.869 0.037 1.369 0.055 0.700 
(Ew)T(C1/ Au) 0.491 0.040 0.432 0.015 0.437 
(Ew)T(C1/Ag) 0.561 0.018 0.527 0.032 0.459 
(Ew)T(C1/Cu) 0.579 0.019 0.464 0.022 0.404 
E (Au) 0.303 0.008 0.468 0.016 0.184 
z 
E (Ag) 0.585 0.031 0.861 0.032 0.367 
z 
E (Cu) 0.552 0.037 1.032 0.055 0.366 
z 
E (C1/Au) 0.225 0.040 0.164 0.015 0.171 
z 
E (C1/Ag) 0.296 0.018 0.261 0.032 0.195 
z 
















In order to determine the "effective recombination-zone 
thickness" (f x) from E using Eq. (32), the electronic 
z z z 
dE/dx of the ions in Si had to be calculated from the values 
of the ions in Al using Eqs. (22) and (23). The calculated 
dE/dx values are given in Tables XXXIV and XXXV, and the 
corresponding zone thicknesses are given in Tables XXXVI and 
XXXVII. 
38) In the dead layer study of Elad and others , who used 
light ions of subcritical dE/dx, the existence of a possible 
Si dead layer of approximately 0.7 ± 1.4 ~g/cm2 was detected. 
The recombination-zone thicknesses noted in the current 
experiments, using heavy ions with high dE/dx's, are one or 
two orders of magnitude greater than this Si dead layer. 
These results are consistent with the existence of a dE/dx 
(or plasma-density) sensitive recombination zone in Si 
surface-barrier detectors, as was first demonstrated by 
Wilkins and others13) and Steinberg and others14). 
The plasma-density dependence of this recombination zone 
is also displayed in plots of the effective thickness vs. the 
electronic dE/dx of the ions in Si, as shown in Figs. 11 and 
12. Despite the obvious errors involved, there is a definite 
increase in f x with dE/dx, which provides additional 
z z 
evidence for the existence of such a zone. 
That these results are not due to an end-of-range effect 
can be seen from the relative sizes of the ion ranges and 
the depletion depth to the recombination-zone thicknesses. 
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TABLE XXXIV. Electronic Stopping Power (MeV per mg/cm2) 
















TABLE XXXV. Electronic Stopping Power (MeV per mg/cm2 ) 
in Si for the Ions in the 35cl Experiment 
Detector 1 Detector 4 Detector 5 
Au 21.18 20.26 20.26 
Ag 27.05 25.94 25.94 
Cu 25.94 25.31 25.31 
Cl/Au 16.86 16.88 16.88 
Cl/Ag 16.93 16.96 16.96 
Cl/Cu 17.03 17.08 17.08 
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TABLE XXXVI. Effective Recombination-Zone Thickness (f x ) 
in ~g/cm2 of Si for the Ions in the 3 2s Experiment z z 
Detector 1 0'1 Detector 2 0'2 Detector 3 
Au 14.9 1.4 50.6 2.5 108 
Ag 13.3 1.9 43.7 3.4 177 
S/Au 12.3 1.9 35.4 5.5 228 







TABLE XXXVII. Effective Recombination-Zone Thickness (f x ) 
in ~g/cm2 of Si for the Ions in the 3 5c1 Experimentz z 
Detector 1 O'I Detector 4 0'4 Detector 5 
Au 14.3 0.4 23.1 0.8 9.1 
Ag 21.6 1.2 33.2 1.3 14.1 
Cu 21.3 1.5 40.8 2.2 14.5 
C1/Au 13.3 2.4 9.7 0.9 10.1 
C1/Ag 17.5 1.1 15.4 1.9 11.5 
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FIGURE 11. Effective Recombination-Zone Thickness for Detector 1 vs. 
Electronic Stopping-Power of High-Energy Ions in Si 
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dE/dx (MeV per mg/cm2) 
FIGURE 12. Effective Recombination-Zone Thickness for Detector 4 vs. 
Electronic Stopping-Power of High-Energy Ions in Si 
(The line shown is a least-squares fit) 
Northcliffe and Schilling72) give the range of a 56 MeV 35cl 
ion in Si as approximately 4.0 mg/cm2 and the range of an 
11 MeV Au ion in Si as about 0.7 mg/cm2 • So, the ranges of 
ions used in these experiments vary from 0.7 to 4.0 mg/cm2. 
As discussed earlier (section II-A), the depletion depth of 
these detectors is approximately 20 mg/cm2 • Noting that the 
units of the effective recombination-zone thicknesses in 
Tables XXXVI and XXXVII are ~g/cm2 , the various distances 
described above compare as follows: f x < ion ranges < 
z z 
detector depletion depths. Therefore, the angular effect 
observed and the zone thicknesses calculated should not be 
affected by end-of-range effects for the ions used. 
3. Error Analysis 
The method used in determining the peak positions of 
90 
the ions in the pulse-height spectra is a mid-point technique 
16 17) 
similar to that of Schmitt and others ' • In the method 
used here, a line was drawn through the peak just below the 
statistical fluctuations of the maximum, and the mid-point 
of that line was determined. Then, another line was drawn a 
distance of about 10% to 20% of the maximum below the first 
line, and its mid-point was determined. The peak position 
was taken to be the average of these two mid-points. This 
method was adopted because of its simplicity and high degree 
of precision (see a in Tables XX through XXIII). 
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Prior to fitting curves to the angular data, some 
estimate of the error involved in this mid-point technique 
had to be established so that a decision could be made as to 
the appropriate type of fit for a specific set of data. For 
example, in Figs. 5, 9, and 10, it was decided that a straight 
line would fit the data adequately; and, in Figs. 6, 7, and 8, 
a quadratic fit was made. These decisions were based on the 
amount and quality of the curvature in the data and also the 
relative size of the error bars. The error inherent in the 
mid-point technique was estimated as a standard deviation of 
0.5 channels by applying the analysis method to 20 gaussian 
peaks with the same full-width-half-maximum and peak height 
as those obtained in the spectra. These gaussian peaks were 
generated by means of tables of random gaussian deviates82). 
After the curve fit was made, the total error involved in 
the analysis of a set of angular data was taken to be the 
standard deviation of the fit. For a least-squares linear 
fit (y = a 1 + a1x), the standard deviation is
83): 
cr(y) 
n - 2 ' 
(46) 
where y is the average value of y, and yi - y is the deviation 
of yi from the mean. For a least-squares quadratic fit 
(y = a 0 + a 1x + a 2 x 2 ), the denominator of Eq. (46) simply 
changes to (n - 3) due to the change in the number of degrees 
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83) 
of freedom • These standard deviations are given in 
Tables XX to XXIII. 
After cr(Ch) was determined using equations similar 
to Eq. (46), cr(dCh/dcscS) had to be determined since dCh/dcscS 
was used throughout the data analysis. For a linear fit, this 
deviation can be calculated from cr(Ch) using the equation83): 
cr(y) (47) [t (x. - x)2l ~ . i=l 1 J 
For a quadratic fit, the situation is more complex; and an 
amount equal to twice the error calculated using Eq. (47) was 
taken as an estimate of the error for the slope at S = 90° 
(see Tables XXIV and XXV). 
For the error involved in calculating the pulse height 
at 8 = 90°, as shown in Tables XXVI and XXVII, the following 
equation can be derived from Eq. (43): 
(48) 
The error of E calculated from the energy calibrations, 
a 
shown in Tables XXVIII and !XXX, was determined to be: 
(49) 
where Eo is the intercept and dE/dCh is the slope of the 
energy calibration curves. Since the error in the calculation 
of ET' the true energy of an ion, is unknown, the error in the 
value of the total PHD was set equal to cr(E ). And, since 
a 
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the errors involved in the calculations of E and E were also 
w n 
unknown, cr(E ) was rounded-off upwards as an estimate of the a 
error for ER, the residual defect, as shown in Tables XXX 
and XXXI. 
The errors, given in Tables XXXII and XXXIII, for (Ew)T 
calculated from Eq. (16) were determined from: 
Since the error in the calculation of E is unknown, the 
w 
error, cr(E ), is approximated as cr[(E )T]. Likewise, the 
z w 
(50) 
error in the calculation of the electronic dE/dx of the ions 
in Si is unknown; so, the errors shown in Tables XXXVI and 
XXXVII for f x were rounded-off upwards from: 
z z 
cr(f x ) ~ cr(Ez)/(dE/dx) • 
z z 
B. Correction of Pulse Height for Carbon Build-up 
The gradual accumulation of a carbon deposit on the targets 
(51) 
used in these experiments caused obvious problems (Fig. 4) in the 
analysis of the angular data. The dependence of this build-up 
upon either irradiation time or integrated flux had to be 
established experimentally before a true assessment of the angular 
effect could be made. 
The effect of the carbon build-up on the pulse-height signal 
of the ions was studied by bombarding a matched set of 150 ~g/cm2 
Au targets with a 60 MeV 35c1 beam and monitoring the change in 
the recoil and scattered beam pulse heights in two detectors in a 
multiple detector-holder (Photo. 4) at a forward scattering angle 
of 30°. The irradiation time and integrated beam-current were 
recorded on scalers during the runs. Essentially the same 
experimental techniques were employed as in the angular variation 
studies, except that the angle of incidence of the ions was always 
90° in the carbon build-up experiment. 
1. Experimental Results 
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In order to determine whether the change in pulse height 
was more strongly correlated with time or flux, one set of 
runs using one matched target was conducted at a beam current 
of twice that of the second set of runs which used another 
matched target. The targets were "matched" in that they were 
evaporated at the same time and at equal distances from the 
evaporation boat. The experimental results are given in 
Tables XXXVIII and XXXIX. Examples of the tabulated data are 
given in Figs. 13, 14, and 15. 
As can be seen from the figures, and the least-squares 
linear fit through the data, the pulse height decreases 
approximately linearly with both irradiation time and inte-
grated flux. Thus, some quantitative comparison between the 
two sets of runs at different beam currents has to be made in 
order to uncover the true independent variable. 
The linear fits to the pulse-height data (Ch) versus 














TABLE XXXVIII. Change of Pulse Height (in Channels) due to the Build-up of 
Carbon on the Target for a 60 MeV 35c1 Beam Flux of 25 nAmps 
Total Total 
Time Dose Au 3sc1 Au 35cl 
(sec.) (n cou1/6) (Detector 1) (Detector 1) (Detector 4) (Detector 4) 
1,076 4,343 133.5 471.25 117.0 478.25 
2,155 8,997 133.5 471.25 117.25 478.0 
3,038 12,980 133.0 471.0 116.5 478.0 
4,077 17,644 133.25 470.75 116.25 477.75 
5,163 22,557 132.75 470.75 116.25 477.5 
6,412 28,062 132.75 470.25 116.25 477.25 
7,705 33,450 132.75 470.25 116.5 477.25 
9,390 40,900 132.75 470.0 116.0 477.0 
10,908 47,613 132.5 469.75 116.0 476.75 
12,498 54,545 132.5 469.25 115.75 476.75 
13,809 60,092 132.0 469.25 115.75 476.25 













TABLE XXXIX. Change of Pulse Height (in Channels) due to the Build-up of 
Carbon on the Target for a 60 MeV 35c1 Beam Flux of 12 nAmps 
Total Total 
Time Dose Au 3scl Au 3Scl 
(sec.) (n coul/6) (Detector 1) (Detector 1) (Detector 4) (Detector 4) 
2,675 5,086 132.25 468.75 116.5 476.0 
5,257 10,189 132.25 468.25 116.0 475.75 
7,510 14,626 132.0 468.0 115.5 475.25 
10,795 19,732 131.25 467.75 115.0 475.0 
13,597 24,810 131.0 467.25 114.5 474.5 
16,325 29,829 130.5 466.75 114.0 474.25 
19,112 34,954 466.25 473.75 
22,170 39,994 465.5 473.25 
25,420 45,210 464.75 472.5 
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FIGURE 13. Change of Pulse Height with Time due to Carbon Build-up 
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FIGURE 14. Change of Pulse Height with Time due to Carbon Build-up 
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FIGURE 15. Change of Pulse Height with Integrated Flux due to Carbon Build-up 
on the Target for 22.4 MeV Au Recoils in Detector 1 
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Tables XL and XLI, respectively. For comparing the high- and 
low-flux runs, the arctangent of the slope (a1) from the 
least-squares fits was determined and a percent change in 
this angle was calculated from the equation: 
%o = 
arctan al(l2nA) - arctan a 1 (25nA) 
arctan a1 (25nA) 
X 100% • (52) 
These angles and percent deviations are also given in Tables XL 
and XLI. 
By comparing the relative sizes of the %o in the two 
tables, one may conclude that the change in pulse height due 
to carbon build-up on the target is more strongly correlated 
with irradiation time than with integrated flux because: 
(1) The percent deviation between the high- and low-flux 
runs is much greater in the plots of pulse height vs. 
integrated flux than in the plots of pulse height vs. 
irradiation time. 
(2) In the plots of pulse height vs. time, the slopes of all 
of the low-flux linear fits are greater (more negative) 
than those of the high-flux linear fits; and this 
situation should be reversed if carbon build-up was 
strongly dependent on integrated flux. 
Thus, it appears that one could correct the angular data for 
carbon build-up by assuming a linear decrease in the pulse 
height with the irradiation time. These conclusions should 
2431.09 
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TABLE XL. Least-Squares Fit to the Change of Pulse Height with Irradiation Time (Ch = ao + a 1t) 
Au Recoil Scattered 35cl 
Detector 1 Detector 4 Detector 1 Detector 4 
Flux "' 25 nA 'V 12 nA "' 25 nA "' 12 nA "' 25 nA 'V 12 nA 'V 25 nA "' 12 nA 
133.56 132.84 116.99 116.94 471.53 469.39 478.32 476.50 
-0.10605 -0.13830 -0.097147 -0.18086 -0.17405 -0.17453 -0.14084 -0.14890 
a(Ch) 0.19 0.18 0.23 0.05 0.12 0.21 0.11 0.13 
-0.054° -7.874° -5.549° -10.252° -9.873° -9.900° -8.017° -8.469° 
.... .J 
v 
%8 30.1% 84.8% 0.3% 5.6% 
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TABLE XLI. Least-Squares Fit to the Change of Pulse Height with Irradiation Flux (Ch = a0 + a 1 ~) 
Au Recoil Scattered 35cl 
Detector 1 Detector 4 Detector 1 Detector 4 
Flux 'V 25 nA 'V 12 nA rv 25 nA 'V 12 nA rv 25 nA 'V 12 nA rv 25 nA rv 12 nA 
ao 133.55 132.88 116.99 117.01 471.52 469.49 478.32 476.58 
al -0.024247 -0.076833 -0~022256 -0.10130 -0.039798 -0.099526 -0.032220 -0.084964 
cr(Ch) 0.19 0.20 0.23 0.02 0.12 0.23 0.10 0.14 







y y .., 
%8 216.3% 353.6% 149.4% 163.2% 
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be valid in the range of beam types, energies and fluxes, and 
target materials used in the current experiments. 
2. Carbon Correction Formula 
Assuming that the decrease in pulse height of the ions 
(dCh), caused by the build-up of carbon on the target, is 
directly proportional to an increase in the irradiation time 
(dt), i.e.: 
dCh -Cdt 
then the total change in pulse height for an irradiation 
time, t, is: 
l':.Ch -Ct • (53) 
However, since the peak positions and, thus, the peak shifts 
observed in the pulse-height spectra are not the instantaneous 
values given by Eq. (53), but are really averages over the 
irradiation time, the time used in calculating the change 
should be the average irradiation time, t/2: 
l':.Ch -Ct/2 • (54) 
If previous runs utilized the same target, then the 





. 1 i 1= 
(55) 
At the end of this run, the magnitude of the pulse-height 
change is given by a combination of the contributions from 
Eqs. (54) and (55) as: 
llChn = -c~n + ~ ti • n-1 ) 
J..=l 
If we want to determine the true pulse heights corrected 




two runs carried out under the same conditions, but at widely 
separated irradiation times, in order to determine the 
proportionality constant, C. For example, if we started an 
experiment with a run under certain conditions and, after 
several additional runs, repeated the initial conditions in 
a new run, we would have several sets of data: 
where Ch is the uncorrected pulse height obtained from the 
u 
spectra. For the determination of C, we would have two 
equations for the two similar runs using Eq. (56): 
~Ch 
n 
(Ch )1- (Ch )1 
u c 
(Ch ) - (Ch ) 
u n c n 
-C _2!. + L: t. . ~ n-1 ~ 2 i=l l.. 
Since the same conditions existed in both runs, 
(Ch )1 = (Ch ) , or: 
c c n 
(Ch )1 + Ct1/2 
u = (Ch ) + c~tn + ~lt9 ; u n . 1 i 1= 
which when solved for C yields: 
(Ch )1 - (Ch) 
u u n 
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c (57) 
Once C is determined for a set of runs using a target, it 
is possible to determine Ch for any run in that set. Since 
c 
~Ch = Ch - Ch 
n c 
( Ch ) = ( Ch ) + C 2n + L t . • ~ n-1 9 c n u n i=l 1 (58) 
This correction technique has been applied to all of the pulse-
height data in Tables V through IX yielding the corrected 
pulse height in Tables X to XIX. The best indication of the 
quality of the correction is seen by comparing Fig. 4, which 
is uncorrected, with the same data in Fig. 5 after the 
correction for carbon build-up has been applied. 
C. Bias Dependence of Pulse Height 
As discussed on page 9, the charge density of the plasma, 
formed along the path of highly-ionizing part~cles, greatly 
increases the amount of charge recombination taking place within 
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surface-barrier detectors. Also, the time necessary to separate 
the charge carriers in this plasma, the plasma time (see page 9), 
enhances recombination by keeping the carriers together for a 
period longer than the normal collection time. If one applies 
higher bias voltages, thus increasing the electric field inside of 
the detector, the plasma would be more rapidly dissipated; and the 
amount of signal lost to plasma recombination would decrease. The 
above arguments have served as a basis for detector bias studies 
of the pulse-height response of these detectors in the 
t 20,23,26,28,29) d . il i f d h pas , an s1m ar exper ments were per orme ere. 
By varying the applied bias from 15 to 90 volts and noting the 
change occurring in the pulse-height signal of high-energy ions in 
Si surface-barrier detectors, information was obtained on the 
variation of the PHD with field strength. The PHD was determined 
using the definition from page 4: 6E = ET - Ea' and the maximum 
field strength (F.S.) was calculated from the applied bias (V) 
h . 24) using t e equat1on : 
F.S. 
where p is the detector resistivity inn em, Vis in volts, and 
F.S. is in volts/em. 
(59) 
The ions used in this study were obtained from the bombardment 
of 150 ~g/cm2 targets of Ni, Cu, and 98Mo with a 50 MeV 32s beam. 
The approximate true energies for the ions calculated from 
Eqs. (17) and (18) are given in Table XLII. Two detectors were 
positioned at forward scattering angles of 45°. One detector 
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TABLE XLII. True Energies (in MeV) 
for Ions in Bias Study 
ET(Ni) = 22.83 
ET(Cu) = 22.27 
ET(Mo) = 18.56 
ET(S/Ni) = 35.85 
ET(S/Cu) 36.85 
~(S/Mo) = 41.18 
(No. 4) was new, and the other (No. 6) was previously radiation 
damaged by heavy ions. 
The results of the experiment are given in Tables XLIII and 
XLIV. The 98Mo results for detector 4 do not appear because of 
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calibration difficulties. The values of the PHD were corrected for 
gain shifts in the preamplifiers by using the shift observed in the 
pulser peak. Examples of the graphed results are given in Figs. 16 
and 17. 
As should be expected, the total PHD of an ion in the damaged 
detector (No. 6) is greater than that of the same ion in the new 
detector (No. 4). From the discussion on trapping versus plasma 
recombination as a source of the residual defect (section II-B), 
one would expect the PHD for the damaged detector to have an 
appreciable trapping component. 
23) Miller and Gibson show that 
a defect caused primarily by trapping should not be bias dependent. 
However, as seen in Figs. 16 and 17, the PHD for the damaged 
detector increases more rapidly with a decrease in the field 
strength than does the PHD for the new detector. This indicates 
that radiation damage by heavy ions produces more recombination 
centers than trapping centers in these detectors, which was first 
28) 
assumed to be the case by Britt and Benson • Further analysis 
of the PHD data is necessary to verify this conclusion. 
Plots of the residual defect versus field strength provide 
additional information in favor of recombination. As shown in 
Fig. 18, the residual defect for the lower-energy heavy ion, 98Mo, 
is greater than that of the high-energy ion, 32s. Since the number 
TABLE XLIII. Variation of Total PHD (in MeV) with 
Field Strength (in kV/cm) for Detector 4 
Ni Spectra Cu Spectra 
~E(Ni) ~E(S) F.S. ~E(Cu) ~E(S) 
3.888 1.744 23.4 4.116 2.592 
4.004 1.805 20.6 4.160 2.685 
4.057 1.920 17.4 4.245 2.808 
4.094 2.002 15.6 4.382 2.934 
4.236 2.145 13.5 4.555 3.106 
3.927 1.728 21.1 4.537 3.176 
4.247 2.257 12.3 4.732 3.393 
4.384 2.440 11.0 5.025 3.701 






















TABLE XLIV. Variation of Total PHD (in MeV) with 
Field Strength (in kV/cm) for Detector 6 
Spectra Cu Spectra 98Mo Spectra 
ilE(S) F.S. ilE(Cu) ilE(S) F.S. ilE(Mo) ilE(S) 
3.022 20.6 5.399 3.916 20.6 6.093 3.631 
3.225 18.2 5.642 4.141 18.0 6.298 3.848 
3.669 15.6 6.021 4.504 15.6 6.487 4.252 
3.956 14.1 6.384 4.935 13.9 6.867 4.618 
4.413 12.4 6.560 5.180 13.0 7.055 5.175 
5.332 10.4 6. 867 5.419 12.2 
7.119 8.09 7.533 6.233 10.5 
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FIGURE 16. Variation of Total PHD with Field Strength for 22 MeV Ni Recoils 
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FIGURE 18. Variation of Residual Defect 
with Field Strength in Detector 6 
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25 
of carriers produced in Si is directly proportional to the energy 
of the incident ion84), the 32s ion should have a higher E than R 
the 98Mo ion if the incomplete charge collection were due to 
trapping. Thus, it appears as if trapping does not cause the 
residual defect noted here. This result can, however, be under-
stood from the standpoint of plasma recombination, since the 
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initial electronic dE/dx of the 9 8Mo ion in Si is greater than that 
of the 32s ion72). The same results can be seen in the ER data 
of the other ions in Table XLV, which lists the minimum and 
maximum values of ER along with the approximate electronic stopping 
powers. 
As can be seen in a comparison of bE and ER versus field 
strength for either detector (e.g. Fig. 18), the bE and ER increase 
more rapidly for the 3 2 s beam ion than they do for the recoils when 
the field strength is lowered. This phenomenon has also been 
observed by Britt and 
28) Benson , who concluded that this must be 
due to the longer range of the higher-energy light ion. This 
longer range allows the ionized charge produced by the lighter ion 
to undergo more bulk recombination than that produced by the lower-
energy heavy ion. This explanation becomes more credible when one 
realizes that the lighter ions pass through the damaged region 
caused by the end-of-range nuclear stopping of the heavy ions. 
The results obtained in this experiment are not due to the 
ion ranges extending beyond the sensitive region of the detectors. 
The maximum and minimum ranges are represented by 3.2 and 1.4 mg/cm2 
72) 
of Si for the 98Mo and 3 2 s ions, respectively • The depletion 
TABLE XLV. Minimum and Maximum Residual Defect (in MeV) and 
Electronic dE/dx in Si (in MeV per mg/cm2 ) 
Ions from Ni and Cu Spectra 
Minimum ER Maximum ER 
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Detector 4 Detector 6 Detector 4 Detector 6 rv (dE/dx)Si 
ER(Ni) 2.77 3.90 3.39 6.73 21 
ER(Cu) 2.93 4.22 3.83 6.87 21 
ER(S/Ni) 1.18 2.47 2.16 6.57 16 
ER(S/Cu) 2.04 3.37 3.15 6.53 16 
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depth (W) of these detectors is 3): 
. ~ W ~ 0.12{Vp) , (60) 
which gives minimum values of 7.7 and 8.5 mg/cm2 of Si for theW 
of detectors 4 and 6, respectively. The depletion depths in the 
detectors are~ therefore~ greater than the ion ranges; so~ the ions 
are stopped within the sensitive area of the detectors. 
V. CONCLUSIONS 
S . 15 21 23 29) uggest1ons have been previously made ' ' ' that plasma 
recombination may play a significant role in the PHD of semiconductor 
detectors and that this effect may be concentrated near the surface 
of the detectors. A model for the interpretation of the PHD has been 
proposed which assumes a thin surface-layer as the recombination 
13 '14) 
zone • Definitive evidence of the existence of such a layer 
has, however, not been demonstrated empirically. 
The present experiments were designed to determine if such a 
thin layer exists by studying the dependence of the PHD on the angle 
of entry of the ion. The results of the study confirm the existence 
of such a thin surface recombination layer. In addition, the data 
obtained contribute information on the relative importance of surface 
and bulk recombination, and on trapping as a contributing mechanism 
in the PHD. 
Theoretical correlations were made for the data obtained in 
the angular experiments. First, the gradual shift of pulse height 
with run number was shown to be due to a time dependent build-up of 
carbon on the targets [Eq. (58)]. Then, the curvature noted in some 
of the angular results (e.g. Figs. 6, 7, and 8) was shown to agree 
with a change in the average, electronic dE/dx of the incident ions 
as the zone thickness was increased by decreasing the angle of 
incidence [Eq. (40)]. 
The significance of the surface contributions to the total pulse-
height defect can be shown in a comparison of the constituent defects. 
Some detectors exhibit more of a residual defect than others 
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(Tables XXX and XXXI), and this larger residual defect is associated 
with a correspondingly larger angular defect (Tables XXXII and XXXIII) 
and a larger recombination-zone defect (Tables XXXVI and XXXVII) for 
the same detectors. When one compares the relative sizes of the 
residual and recombination-zone defects, it is obvious that some 
signal is lost to bulk plasma-recombination or trapping due to the 
fact that the residual defect is in general larger than the 
recombination-zone defect. 
To determine the relative importance of trapping and plasma 
recombination in the residual defect, the variation of the total 
defect with electric field strength was studied by noting the bias 
dependence of pulse height. Since the results show that the total 
defect in a radiation-damaged detector is much more field-strength 
dependent than that of a new detector (e.g., Figs. 16 and 17) and 
that the residual defect for higher-energy beam ions is less than 
that for lower-energy recoil ions (e.g. Fig. 18), it must be 
concluded that the trapping contribution to the residual defect 
is not as great as the contribution from plasma recombination. This 
conclusion is consistent with the theoretical estimates made by 
M1ller and Gibson23) • 
Although a great amount of work has been done on the pulse-
height defect in Si surface-barrier detectors, there is still a 
need for further studies of the phenomena involved in the PHD. 
85) . Recently, Kemper and Fox performed extremely accurate pulse-
height-defect measurements and revealed that the pulse-height signal 
one obtains for 9.5 MeV protons in Si surface-barrier detectors is 
less than that received for a particles of the same energy. This 
difference was very small, but it was contradictory to the current 
understanding of the pulse-height response of these detectors. Thus, 
more research is probably necessary in order to explain this recent 
observation. 
Kaufman and others 86) will soon publish a new calibration 
technique for Si surface-barrier detectors which extends the useful 
mass and energy range of these detectors for heavy ions over present 
techniques. This calibration is based on their earlier studies13 ,l4) 
of the pulse-height defect in Si surface-barrier detectors. The 
success of the continuing research on the properties of these 
detectors will surely aid the continued use of solid-state detectors 
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