We calculate the mean time a Brownian particle spends in a domain with traps and the number of bonds it makes before escaping through a small hole in the boundary. This mean time, called the Dwell time, depends on the backward binding rate (with the trap, e.g., scaffolding molecules), the mean time to reach the trap (forward binding rate), and the size of the hole. We estimate the mean and variance of the number of bonds made prior to exit. In a biochemical context, a quantitative signal occurs when the mean number of bonds exceeds a certain threshold, which may initiate a cascade of chemical reactions that have physiological consequences. We apply the present results to obtain estimates on the mean time a Brownian receptor spends inside a synaptic domain, when it moves freely by lateral diffusion on the membrane of a neuron and interacts at a synapse with scaffolding molecules.
INTRODUCTION
Biochemical reactions may involve a small number of molecules, which diffuse inside cellular microdomains and can bind and unbind to and from agonist molecules (traps). The statistics 1 of the time a Brownian particle spends inside a microdomain and of the number of bonds it makes is of prime physiological significance. Many authors [1] [2] [3] [4] [5] , to quote but a few, developed the diffusion theory of chemical reactions at a molecular level. They computed, among others, various rate constants using classical diffusion theory of diffusion with interactions with binding sites. Recently, chemical reactions in microdomains were described in terms of averaged equations [6] . Chemical reactions in closed microdomains were studied in [7] , where some estimates on the mean and variance of the number of bound molecules in steady state were given.
We consider here a microdomain Ω defined as a bounded domain, where a large fraction of the boundary ∂Ω r is impermeable to diffusing molecules, except for a small part ∂Ω a , through which molecules can enter or/and exit. The parts ∂Ω r and ∂Ω a of the boundary are described mathematically as reflecting and absorbing for the Brownian motion, respectively.
The diffusing molecule can be trapped several times prior to exit through ∂Ω a . In the context of cellular biology and physiology, if the number of trapped molecules (the number of chemical bonds formed) exceeds a given threshold, a cascade of chemical reactions can be initiated, which ultimately affects the properties of the cell and/or its function. Our purpose is to estimate the number of chemical bonds a Brownian particle makes inside Ω before it exists.
This number depends on the geometry of Ω and on the distribution of the traps it contains.
More specifically, we want to approximate the mean time (dwell time) a Brownian particle spends inside the microdomain, including binding time, before it exits through ∂Ω a . For that purpose, we derive an asymptotic formula for the dwell time, the mean and variance of the number of bonds made before exit, when the ratio
is small. An explicit formula for the dwell time was given in [8, 9] for domains Ω that do not contain traps. More specifically, if D denotes the diffusion constant, |Ω| the volume of the domain Ω and 2ε is the ratio of the absorbing to the total boundary, then for ε small, the leading order term of the mean escape time τ (x) (for a molecule starting at position x, far from the entrance) is given by
In the first approximation the mean time τ (x) does not depend on the initial position x and is abbreviated as τ .
In this article, we generalize (2) for domains containing an immobile trap. Each time the Brownian particle is trapped reversibly it stays trapped for a random time, whose average is the reciprocal of the backward binding rate k −1 . Upon leaving the trap the Brownian motion is resumed at a random point in the domain. Any number of trappings may occur prior to exit through ∂Ω a . We obtain first an explicit asymptotic approximation of the dwell time E(τ D ) as a function of τ −, the mean conditional time to exit before binding, T − the mean time between consecutive trappings, m− the mean probability to exit before binding and the backward binding rate k −1 . The first result of this work is the general formula for the dwell time:
Second, we refine the asymptotic expression for E(τ D ) to include the geometrical properties
of Ω, the size of the small openings ε and and the radius of the trap site δ. We recall that the backward binding rate k −1 depends only on the local interactions between the Brownian particle and the trap, as expressed in the Arrhenius law
kTe , where C is a constant that depends on the temperature T e , the electrostatic potential barrier ∆E generated by the binding molecule and the friction coefficient [10] .
The paper is organized as follows: In the first part of the paper, we derive equation (3) by counting the number of times the Brownian particle is trapped prior to exit through ∂Ω a .
In the second part, we estimate T , τ and m as a function of δ, ε. Although the present computations are carried out in two dimensions, they can be extended to three dimensions by using the techniques developed in [12] . Finally in the last part, we apply the present computations to study the interaction of receptors with scaffolding molecules (traps) inside the postsynaptic density (PSD), which is a specialized microdomain. We estimate there the number of bound receptors when a steady state flux is maintained at the absorbing boundary, assuming exiting receptors are lost. Model of the molecular dynamics in a domain with traps A Brownian particle diffuses in a circular annulus Ω, of outer radius R and inner radius δ. The boundary of the outer disk D(R) is assumed reflecting, except for a small absorbing arc ∂Ω a . The boundary of the inner disk D(δ) is assumed absorbing. A Brownian particle absorbed in ∂Ω a is assumed never to return to Ω, while a particle absorbed in the boundary of the inner disk reappears at an exponentially distributed time with rate k1 at a uniformly distributed point in and resumes its Brownian motion. We denote the reflecting part of the boundary ∂Ω r = ∂D(R) − ∂Ω a . The inner disk D(δ) represents a coarse-grained effective model of small-scattered traps (e.g., scaffolding molecules), which are pulled together to form a single bigger trap, while preserving the absorption flux and the distribution of the trapping time. This simplified model is presumably derivable by homogenization of a model of diffusion in a potential landscape with many small, but deep wells (relative to the thermal energy), which represent the potential of the chemical bond in the traps (Fig. 1) .
The Brownian motion in Ω with traps can be described by the Kramers-Smoluchowski
where X is the position at time t, V (X) is the potential of the trap, γ is the dynamical The probability density function (PDF) p to find X at time t in the surface element x + dx satisfies the Fokker-Planck Equation (FPE)
where n is the external normal at the boundary, the net flux J is given by
We denote by T A x the first time the molecule arrives at the absorbing boundary ∂Ω a , when it started at position x. The mean first passage of a particle starting at x, to ∂Ω a is given by [10] 
E(T
where p(y, t|x) is the PDF of the process X, conditioned on the initial position x, that is, as t goes to zero,
where δ is the Delta-Dirac function. δ). We define the probability p(x) that a trajectory X x (t) leaves the domain before any bounds occur by
We consider the different random events associated with the number of times the Brownian molecule enters into the region D(δ), before it exits: F x 0 is the event that a receptor exits the microdomain when no bindings occur, starting at position x. F x 1 is the event that a receptor starting at x, enters the domain D(δ) only once and then exits without entering again into D(δ). Similarly, F x n is the event that a receptor starting at position x exits after exactly n bounds. The probability that the molecule has left the domain before time t is P r{τ x D < t}. The mean time is given by
and by using Bayes formula, we get
where
to the event that exactly n bindings occurred before the molecule exits the domain D(R). When a molecule detaches from the domain D(δ), in this model, it is released inside the domain Ω according to a density distribution ρ(x): that is immediately after the duration
, the molecule is released inside the volume element x + dx with a probability ρ(x)dx.
To compute the first term in equation (8), we note that
is the sum of two terms. First the mean time it takes for a molecule to reach the boundary ∂D(δ) and stay there for a mean time
and second the mean time to go from a point x 1 , where the molecule starts afresh, to the absorbing boundary. Since the probability to reach ∂D(δ) before ∂Ω a starting from x is 1 − p(x), we have:
Similarly, the general term where exactly k bounds are formed is computed as follow: using the notations
we have,
Formula (8) is in fact a geometric sum and using the generic expression of the series, we get
We define the mean time to bind and to exit, averaged with respect to the the distribution ρ by
Averaging formula (9) with respect to the distribution ρ, we get an expression for the Dwell time given by
When ρ = ρ 0 is a uniform distribution, formula (10) can be simplified. Using that
where |Ω| is the volume of Ω then the Dwell time E(τ D ) is given by
In the next paragraphs we shall derive an explicit asymptotic estimate for formula (11) .
Although, we use a uniform distribution for ρ, to simplify the calculations, our method can be used for any radial symmetric distribution ρ.
The mean number of bounds before exit
To estimate the mean number of bindings made by a molecule before it exits, we use the analysis of the previous paragraph. The probability that a molecule starting at x does not bind before exit is exactly Pr(F x 0 ), while the probability that exactly k bounds are made is Pr(F x k ). We define the average probability by
The probability Pr(F x k ) can be expressed in terms of the conditional probability p as follows
and the average probability Pr(F 1 ) is given by
More generally,
After integrating, we get
The mean M b and the variance V b of the number of bounds before exit are given by the well known formula of geometric probability,
Coarse grained derivation using Markov Chains
When the geometrical structures do not matter, the previous analysis can be simplified by using a Markov chain model. Following [11] the diffusive motion x(t) can be coarse-grained into a three states Markov jump process with the following states: W − the particle is in the trap, D− the particle diffuses in Ω, and A− the particle is absorbed in ∂Ω a . The chain is
The rates
. Equation (11) follows from the simple Markov model by standard Markov chain theory.
To obtain an asymptotic expansion for the probability p(x) that a molecule exits before it enters into the domain D(δ), we study the partial differential equation: using the notations of the previous section, the probability q(
x satisfies the equation with mixed boundary conditions [20] :
where ∂Ω a is the small opening, ∂Ω r is the remaining part of the external boundary, which is reflecting. In polar coordinates (r, θ), the portion of the boundary ∂Ω a is parameterized by
For an annulus Ω, we obtain an explicit representation of the solution by using methods, developed in [21] [22] [23] . By the method of separation of variables, the solution q(x) of equation (14) is given by
We denote β = δ R
. To estimate the coefficients a n and b n we use the boundary conditions on ∂D(δ) and on r = R, thus we get
From equation (15), we obtain the following identities:
Using the identities above and (16) and (17), we obtain the double series equations
Substituting c n = a n (1 + β 2n
) and H n = 2β 2n
1−β 2n equations (18), (19) have the following form
The asymptotic solution of equations (20)- (21) uses the double series expansion, developed in [21, 22] . In Appendix A, we provide the details of the mathematical derivations. By using these results, We can now obtain the asymptotic expression for the leading coefficient c 0 :
Using equation (22) and (23), we get the expression
We define now a new constant, which will play a crucial role later on,
To remember that α depends on β and ε, we denote it α(β, ε). For fixed and δ small enough, the remaining coefficients a n , b n does not really count, indeed using the expression of c n given in the appendix, we get that
and
These estimates show that for δ small, the leading order term of q is given by
Finally, because p(x) = 1 − q(x), averaging over a uniform distribution we obtain the asymptotic expression for the mean number of bound,
More generally, the computation of m ρ can be extended for any radially symmetric distribution. For example when
then
) log
Using the expressions for m and the formula (12) the mean number and the variance of bindings are given by
These expressions are valid for ε 1 fixed, but are uniform in β for β << 1.
ASYMPTOTIC COMPUTATION OF THE DWELL TIME.
We now derive an asymptotic expression for the Dwell time E(τ D ).
To do so, we use that the quantity w defined by
represents the mean time it takes for a Brownian molecule to exit the domain Ω either in D(δ) or in the small absorbing boundary ∂Ω a . w satisfies the following partial differential equation [10] ,
We now solve it asymptotically by separation of variables. Using first the change of function
, we obtain the new equation for v:
on ∂D(δ).
We proceed as in the previous sections by expanding v in a Fourier series
Similarly to the estimation of p and q, described in appendix A, from the boundary conditions
on Ω we obtain
from which we get
1−β 2n , the boundary conditions on ∂Ω r ,∂Ω a take the form of a double series equations
The solution of these equations is given in the appendix and the asymptotic approximation of the coefficient c 0 is given by
Using the expression of c 0 and (31) we obtain for γ,
Finally averaging uniformly over Ω, collecting the pieces of w and using the expression 31, we get
and we compute the Dwell time formula by using that w = m τ + (1 − m) T and
We compare in fig. 2 the analytical expression with Brownian simulations. It turns out that for small δ, the two agrees.
ESTIMATION OF CONDITIONAL MEAN FIRST PASSAGE TIMES E{T
We give now an asymptotic estimate of the mean time T 
On the outer boundary ∂D(R), the process X * is reflected (resp. absorbed) exactly where X is reflected (resp. absorbed). The conditional mean time
Dynkin's equation [10] and since the probability p is zero on ∂D(δ) it is degenerated with mixed boundary values:
Let v = τ A p then using the fact that ∆p = 0 in Ω we get 
The continuity conditions imposed at r = r 0 lead to
To obtain further conditions, let us recall that for a function f such that f (r, θ) = f 0 (r) + f n (r) cos(nθ) and
We get
Thus the coefficients satisfy the relation
Using the boundary conditions on ∂D(δ), we have 0 = g 0 (δ, r 0 ) = g n (δ, r 0 ) that is
We now consider the boundary conditions on ∂Ω r and ∂Ω a and we get a double series
Using relations (36)- (38)), we get
and finally the double series equations
The solution to the double series equations are derived in a similar way to the case described in the Appendix, we get Finally we can now estimate the mean escape time
Using the explicit expression for g 0 , we get 
The present computations can be extended to any radially symmetric distribution ρ.
finally, to obtain an estimate of mean time T a molecule enters into the domain D(δ)
before exit, we use eq.(33),(39), 
Receptors trafficking at synapses
The explicit expression of the Dwell time can be used to describe receptor dynamics at synapses. A synapse is a micro-contact between two neurons, involved in signal trans-mission. In the past decades experimental observations have revealed that the molecular composition of the postsynaptic part of a synapse depends on the history of the neuronal activity [13, 14, 16, 17, 19, 25, 26] . Although it is a difficult problem to predict the chemical organization of a synapse, it has been found experimentally that the type and the number of receptors are not random, but well regulated during specific synaptic changes, such as Long
Term Potentiation (LTP). During LTP [14] , the number and the type of receptors can change, whereas extra-synaptic receptors diffuse inside a specific microdomain called the postsynaptic density (PSD). Recently, the concept has emerged that receptors are constantly moving on the neuronal surface, in and out of the synaptic domain [14, 17] . Moreover, receptors are also cycling between the cell surface and intracellular pools. According to some recent experimental results [16] , the movement of the receptors at synapses can be approximated by a random walk in the heterogeneous PSD. Moreover, it has been observed that receptors can become confined for random times [16] and can also be bound to scaffolding molecules.
The PSD delimits a bounded domain Ω containing small openings at the boundary, where To estimate the mean time a receptor stays inside the PSD, we consider the case where the influx J of receptors entering the PSD is fixed. The Dwell time can be computed from formula (34) once the value of the radius δ is known. δ is indeed the radius of the disk containing the free scaffolding molecules. To obtain an estimate of δ, we consider the dynamics where each injected receptor can escape with a rate τ , approximated by formula (2) . When the number of injected receptors is balanced by the exiting rate from the PSD, the total number of free receptors inside the PSD is given by
(for a detailed analysis see [27] ). Under the steady state assumption, the number of free scaffolding molecules can be estimated by using the law of chemical reaction which says that . To obtain an estimate for the mean time , we shall use the expression of δ in the Dwell time formula.
Expression (48) depends on the equilibrium constant K, which in fact depends implicitly of δ. Thus to provide a more accurate value of δ, we remark that the forward binding rate k 1
represents the rate of arrival of a free receptor to a free binding site and can be approximated
where T is given by equation (42). Using the previous considerations and the conservation law (46), we have
where τ is approximated by expression (2) and T (eq.42) depends on δ. Using equation (48), δ is solution of equation
In practice, the value of δ obtained by solving equation (51) can now be used to estimate the Dwell time, the mean number of bounds and other relevant quantities such as the mean times.
Finally, when the total number of receptors inside Ω is small, the radius δ cannot be approximated by a constant, rather it is fluctuating and in that case, the present approach needs to be adapted. A variant model of the PSD has been proposed in [27] , based on a Markovian approach, which uses an in-and out-flux of receptors. At steady state, under some approximations, some estimates of the mean and the fluctuation of the total number of bound receptors are obtained, however the computations depend on an a priori expression of the forward binding rate.
SOLUTION OF A DOUBLE SERIES EQUATION
In this section we recall the mathematical details needed to solve the double series equation (20)- (21) . The method was already used in [24] , [21] . Starting with the equations
we are interested in computing α and the coefficients {c i }. Let us define the function h(θ)
Using this definition and the Fourier coefficient formula [24] ,we can write 
Integrating equation (53), using the expression for the coefficients (55) into the integrated equation and the identity
{P n (cos(t)) + P n−1 (cos(t))} sin(nθ) = cos(
where H is the Heaviside function, we get the integral equation 
where the kernel function K β is
H n (P n (cos(t) + P n (cos(t))).
Using the first elements in the infinite series we can give an asymptotic expansion to 
