Purpose: To assess the imaging performance and radiation dose characteristics of the O-arm CBCT imaging system (Medtronic Inc., Littleton MA) and demonstrate the potential for improved image quality and reduced dose via model-based image reconstruction (MBIR). Methods: Two main studies were performed to investigate previously unreported characteristics of the O-arm system. First is an investigation of dose and 3D image quality achieved with filtered backprojection (FBP) -including enhancements in geometric calibration, handling of lateral truncation and detector saturation, and incorporation of an isotropic apodization filter. Second is implementation of an MBIR algorithm based on Huber-penalized likelihood estimation (PLH) and investigation of image quality improvement at reduced dose. Each study involved measurements in quantitative phantoms as a basis for analysis of contrast-to-noise ratio and spatial resolution as well as imaging of a human cadaver to test the findings under realistic imaging conditions. Results: View-dependent calibration of system geometry improved the accuracy of reconstruction as quantified by the full-width at half maximum of the point-spread function -from 0.80 to 0.65 mm -and yielded subtle but perceptible improvement in high-contrast detail of bone (e.g., temporal bone). Standard technique protocols for the head and body imparted absorbed dose of 16 and 18 mGy, respectively. For low-to-medium contrast (<100 HU) imaging at fixed spatial resolution (1.3 mm edge-spread function) and fixed dose (6.7 mGy), PLH improved CNR over FBP by +48% in the head and +35% in the body. Evaluation at different dose levels demonstrated 30% increase in CNR at 62% of the dose in the head and 90% increase in CNR at 50% dose in the body. Conclusions: A variety of improvements in FBP implementation (geometric calibration, truncation and saturation effects, and isotropic apodization) offer the potential for improved image quality and reduced radiation dose on the O-arm system. Further gains are possible with MBIR, including improved soft-tissue visualization, low-dose imaging protocols, and extension to methods that naturally incorporate prior information of patient anatomy and/or surgical instrumentation.
INTRODUCTION
Cone-beam computed tomography (CBCT) with a flat-panel detector (FPD) has become a prevalent means of intraoperative imaging in image-guided interventions in recent years. [1] [2] [3] Systems such as the O-arm (Medtronic Inc., Littleton MA) shown in Fig. 1 have helped to advance the adoption of minimally invasive surgical techniques by providing intraoperative 3D imaging that reflects anatomical changes that may have occurred since preoperative imaging and thereby improve the accuracy of surgical navigation. The O-arm system finds principal application in spinal neurosurgery and orthopedic surgery, 4, 5 skull-base 6 and intracranial neurosurgery, 7 trauma surgery, 8 and other minimally invasive interventions, such as brachytherapy. 9 Despite this breadth of application, such systems are predominantly used for imaging of high-contrast structures (bone and metal implants), while low contrast soft-tissue visualization is challenged by noise, contrast, and artifacts in current implementations. Moreover, the radiation dose associated with current technique protocols and reconstruction methods is such that intraoperative imaging is typically limited to one or two scans per case -for example, an initial scan as a basis for surgical navigation and/ or a scan at the end of the case to evaluate the placement of surgical instrumentation. Improved 3D image reconstruction methods could increase the utility of intraoperative imaging by: extending application to soft-tissue surgeries; enabling repeat imaging at interim checkpoints to assess the completeness of resection or validate complex instrumentation; providing a check against complications (e.g., hemorrhage); 10 extending application to minimally invasive pediatric surgery; and reducing radiation dose in a manner consistent with accomplishing clinical objectives at the lowest dose that can be reasonably achieved.
Ongoing advances in model-based image reconstruction (MBIR) have demonstrated significant benefit to CT and CBCT image quality at reduced radiation dose. Such work has been a major area of investigation in diagnostic CT, helping to reduce dose in body CT, head CT, perfusion imaging, 11 and pediatric CT 12 and spurring important research in perceptual differences in image quality and rigorous, quantitative assessment of imaging performance. 13, 14 In image-guided interventions, MBIR holds even greater potential, since model-based reconstruction excels with respect to low-fidelity data (e.g., low-dose imaging with a FPD), is well suited to incorporation of prior information, and is amenable to general, noncircular orbits that can be achieved on modern, motorized intraoperative CBCT systems. 15 In radiation therapy, for example, MBIR has demonstrated improved noiseresolution tradeoffs compared to 3D filtered back-projection (FBP) 16 and offers further improvement by incorporating prior image information from the planning CT and/or previous CBCT scans. [17] [18] [19] In image-guided surgery, such methods hold similar potential -for example: Wang et al. 20 showed 40-120% improvement in contrast-to-noise ratio (CNR) with 50% reduction in dose in phantom and cadaver studies via MBIR with a statistical model of image noise; Chen et al. 11 showed improved image quality in cardiac interventions using a prior-image-based approach combined with a noise model; Stayman et al. 21 established a method to reduce or eliminate artifacts arising from surgical instrumentation by incorporation of models of the implanted device; Dang et al. 22 showed a method to deformably register prior images to improve image quality and reduce dose; and Ouadah et al. 15 described a method to drive the source-detector orbit in a manner optimal to the imaging task. 13 While the computational burden (run-time) associated with MBIR is high, implementation on parallel computing hardware (graphical processing units, GPU) combined with emerging methods for algorithmic acceleration 23, 24 suggests that computation time is not a durable barrier to implementation even within the demanding workflow requirements of image-guided surgery.
Approaches to MBIR are diverse and the subject of ongoing research, 25 distinguished from 3D FBP and other analytical approaches (e.g., Katsevich et al. 26 , Pack et al.
27
, and Pan et al. 28 ) primarily by optimization of an objective function that is defined in terms of the measurements (projection data), the system model, and priors. As detailed below, the method adopted in this work involves penalized likelihood (PL) estimation with regularization that may be varied in both the strength and form of the penalty -ranging from quadratic 29, 30 to linear 31 via a Huber formulation. 32 Recognizing the breadth of ongoing research in MBIR, the intent of the current work is not to compare the performance advantages of particular MBIR algorithms; an overview of such considerations is provided in Liang et al. 33 and work reported by Pan et al. 34 Rather, we implement a fairly generic MBIR approach (PL with Huber regularization, denoted PLH) and quantitatively evaluate its performance in comparison to 3D FBP as a basic practical step toward realizing the potential of modelbased approaches beyond current 3D imaging methods. In so doing, we also expose a variety of improvements to 3D FBP that may be suitable to immediate clinical translation.
Previous research and technical assessment of the O-arm system characterized the imaging performance in phantoms and quantified radiation dose levels associated with technique protocols available on the system. [35] [36] [37] Such work demonstrated imaging performance consistent with high-contrast imaging of bone and surgical instrumentation at dose levels (15-22 mGy using standard protocols for a medium patient size) representative of the system as currently deployed in the standard of care. The work reported below advances beyond the preliminary studies performed in simple phantoms 37 to implement methods that could improve performance within the paradigm of 3D FBP -for example, improved geometric calibration, projection data corrections, and isotropic apodization -and investigates performance gains that can be realized via MBIR, including soft-tissue imaging and lower dose imaging protocols. The current work focuses on anthropomorphic phantom studies that emphasize quantitative evaluation and fair comparison of noise-resolution tradeoffs between FBP and MBIR and applies the methodology in cadaver studies for a variety of realistic anatomical sites and imaging scenarios.
MATERIALS AND METHODS

2.A. Intraoperative CBCT
2.A.1. The O-arm imaging system Figure 1 shows an O-arm system (Medtronic, Littleton MA) implemented in an OR laboratory. All of the hardware components of the system are identical to the "O-arm 1000" version of the system commonly deployed in clinical use, while in-house modifications for research purposes described below were implemented for projection data processing, geometric calibration, and 3D image reconstruction techniques. The imaging chain featured a Varian A132 x-ray tube (Varian Medical Systems, Salt Lake City, UT) with a rotating W-Re anode and dual focal spot size (0.6 and 1.2 FS). The generator provided 32 kW power, 40-125 kV tube potential, and pulsed fluoroscopic pulses of 10 ms specified width and 100 mA amplitude (at 100 kV). As described below, the total mAs per scan ranged 10-320 mAs by variation of tube current. Inherent filtration was 0.7 mm Al with 4.0 mm Al additional filtration. Collimation was fixed to the detector area in studies described below.
The FPD was a PaxScan 4030CB (Varex, Palo Alto, CA) with 1536 9 2048 pixels at 0.194 mm pitch. Projection data were acquired in dual-gain readout mode at 30 frames per second (fps) with 2 9 4 pixel binning, resulting in pixel size of 0.388 9 0.776 mm 2 . CBCT scans involved a 360°source-detector orbit with either: (a)~1°angular separation, yielding 391 projections in 15 s; or (b) 0.5°separation yielding~745 projections in 30 s -the latter referred to as the "high-definition" (HD) protocol. Nominal system geometry involved a source-axis-distance (SAD) of 64.8 cm and source-detector distance (SDD) of 116.8 cm, yielding system magnification of 1.8, 20°fan angle (lateral extent of the beam), 15°cone angle (longitudinal extent of the beam), and volumetric field of view (FOV) of 22 9 22 9 17 cm 3 .
2.A.2. Data corrections
Projection data were corrected for variations in detector offset and gain using methods provided by the manufacturer. Defect pixels were separately identified for low and high gain modes, corrected by median filtering. Detector signal was normalized (I 0 normalization) by precalibration of bare-beam signal measured as a function of kV and mA, and saturated pixel values (signal in the 99th percentile of the maximum value [2 16 ] in the bare beam and periphery of the object) were replaced by linear extrapolation of the detector signal measured in precalibration. To focus on more fundamental characteristics of spatial resolution and noise for the imaging system, there were no additional artifact corrections for x-ray scatter, 38 beam-hardening, 39 or lag 40 in the current work.
2.A.3. Geometric calibration
The system geometry for 3D image reconstruction in current clinical use of the O-arm assumes a circular orbit with manufacturer specifications of SAD and SDD and a fixed piercing point at the center of the detector matrix. Other CBCT systems (e.g., in IGRT or mobile C-arms) typically rely on a geometric calibration measured via an arrangement of fiducial markers and assumed to be reproducible from one scan to the next. [41] [42] [43] To investigate the validity of the circular-orbit assumption and potential improvements gained by accounting for possible variations in source-detector pose throughout the orbit, a two-circle BB phantom described by Cho et al. 42 was used to solve the 9 degrees-of-freedom (DOF) pose determination for each projection view angle. The resulting source translations, detector rotations, and intrinsic parameters were averaged 44 over 10 repeat scans to mitigate random errors in the pose estimates.
2.A.4. Filtered back-projection (FBP)
CBCT images were reconstructed with 0.415 9 0.415 9 0.415 mm 3 voxel size on a 512 9 512 9 385 voxel grid covering the 22 9 22 9 17 cm 3 FOV. Two variations of 3D FBP image reconstruction were implemented: the FBP 1 algorithm reflects a basic implementation of the FeldkampDavis-Kress (FDK) algorithm 45 and is believed to be the representative of 3D imaging performance as evident on the O-arm system in current clinical use; the FBP 2 algorithm incorporated a number of modifications intended to improve 3D image quality and could in principle be translated directly to clinical systems within the existing FBP paradigm.
Specifically, the FBP 2 algorithm included modified processing of saturated pixel values (Section 2.A.2), geometric calibration (Section 2.A.3), lateral truncation, and apodization filter. Lateral truncation is common in CBCT, owing to limited FOV, large body sites, and the operating table, resulting in artifacts/inaccuracies in 3D image reconstruction -typically a bright peripheral region and central shading in the axial plane. The FBP 2 algorithm mitigated truncation artifacts by approximating material outside the FOV by an elliptic cylinder as in Kolditz et al. 46 Using the extent of the fitted cylinder, projections were linearly extrapolated [in the lateral (u) direction] as a proxy for the missing measurements. 47 A Hann filter was used for projection data smoothing (apodization) with cutoff frequency (f c,u ) varied as a fraction of the Nyquist frequency as a means of controlling noiseresolution tradeoffs in FBP. For FBP 1 , a 1D Hann filter was applied along the u direction (rows) of the detector as common in FDK:
where f c,u is the percent of Nyquist frequency. For FBP 2 , a 2D Hann filter was applied along both u and v directions of the detector, taken as the separable product of 1D Hann functions. The 1D and 2D filters are equivalent for f c,v = 0, and although f c,u and f c,v could be independently varied, they were set equal as f c = f c,u = f c,v (i.e., isotropic filtering) for FBP 2 results reported below. The 2D apodization yields a more isotropic noise and resolution characteristic in 3D FBP reconstructions and more closely matches the 3D regularization applied in MBIR (detailed below), thereby giving a fairer basis of comparison of noise characteristics at fixed spatial resolution.
2.B. Model-based image reconstruction (MBIR)
A penalized-likelihood (PL) method was employed in this work, comprising a statistical model of the measurements in the log-likelihood of the data (L) conditioned by a roughness penalty (R):
where L relates the reconstructed image l and measurements y according to the system matrix A:
Lðl; yÞ ¼ À
under the assumption of Poisson-distributed signal. The regularization strength is controlled by the b parameter, penalizing differences within a voxel neighborhood N :
inverse weighted by the voxel distances d jk . The penalty term was implemented on voxel differences in a 3 9 3 9 3 voxel neighborhood N with 14 neighbors consisting of six nearest and eight diagonal neighbors. In this way, the action of the penalty term is more isotropic in 3D (not limited to 2D slices) and is in turn more consistent with the 2D apodization in FBP 2 (Section 2.A.4). The experiments below considered both a quadratic penalty function (denoted PLQ, with w Q (l jk ) = x 2 /2 where l jk = l j À l k ) and the edge-preserving Huber penalty (denoted PLH, with w H written):
The parameter d specifies the range in which voxel differences are quadratically penalized, beyond which a linear, edge-preserving penalty is applied.
Both b and d parameters were varied in comparing the noise-resolution tradeoffs between PLQ, PLH, and FBP. For PLQ, log b was varied over the range 0-5, and for PLH, log b was varied from À2.5-0.5 and d was varied over the range 2-8 HU (using a conversion factor of 1000 0:02 HU/mm À1 ). The range in d was chosen to be much lower than the contrast of tissues of interest (e.g., muscle, fat, liver, or kidney) for which the quadratic portion of the Huber penalty acts primarily on quantum noise, and the linear portion permits sharper edges (tissue boundaries) in the reconstructed image. PL reconstructions were initialized by a smooth FBP image (2D smoothing filter from Eq. (1) with f c = 0.10), and the objective function in Eq. (2) was iteratively solved using the separable quadratic surrogates (SQS) algorithm with ordered subsets (OS, with 100 iterations each of 20, 10, and 5 subsets). 48 To mitigate the effects of detector saturation in PL reconstructions, the I 0 term was set to zero for pixels within 99% of the saturation value, effectively excluding them from the data fidelity term of the model. The reconstruction voxel grid was extended laterally to encompass the object extent (approximated by the elliptic cylinder fit described above) and longitudinally to sample all rays intersecting the region of support.
2.C. Implementation
The reconstruction algorithms were implemented in a parallelized form for computation on GPU -specifically, the forward-and back-projection operations, FDK filters (cosine weights and apodization), and penalty were implemented as kernels in CUDA C. The most computationally intensive operations in the presented algorithms were the forward-and back-projections. While previous work used higher fidelity projectors such as separable footprints, 49 in light of the emphasis on image-guided interventions with rapid workflow requirements, we implemented faster, approximate projectors, such as pixel-driven trilinear interpolation 50 and Siddon's method. 51 For the nominal scan technique below (720 projections with 384 9 1024 pixels, reconstructed on a 512 9 512 9 385 voxel grid), the resulting runtime for FBP was~60 s. By comparison, a single subset iteration for PL required~20 s (giving~5 h runtime for 100 iterations using 10 subsets), and while this is too slow for realistic application in most image guidance scenarios, recent work offers methods to speed the optimization (e.g., momentum-based acceleration 24 ) in a manner that will benefit from the GPU architecture described above. Such methods are further noted in Section 4 below.
2.D. Experimental methods
2.D.1. Dosimetry
Radiation dose was measured for CBCT scan protocols drawn from the manufacturer's technique chart as well as the lower dose protocols envisioned for use with MBIR summarized in Table I . For all studies reported below, a carbon-fiber fluoroscopy table (~60 cm width 9~4 cm thickness) was used to support the phantom or cadaver. Dose was measured in both 16 and 32 cm diameter acrylic CTDI phantoms (Gammex RMI, Middleton, WI) for "head" and "body" protocols, respectively. In each case, three CTDI phantoms were stacked end-to-end along the longitudinal axis to capture dose from scatter and placed such that the middle phantom was at isocenter. The length of the (primary collimated) beam at isocenter is 17 cm as dictated by the geometry (30 cm detector and 1.8 magnification). As outlined by Dixon et al. 52 (for dosimetry of volumetric beams compared to conventional CTDI 100 ) as well as by Daly et al. 53 and Fahrig et al. 54 (for dosimetry in CBCT C-arms), a 0.6 cm 
2.D.2. Spatial resolution
Point-spread function: The potential improvements in geometric calibration (cf., assumption of a circular orbit) were evaluated with respect to the resulting spatial resolution as characterized by the point-spread function (PSF) in the image of a thin (0.127 mm diameter) tungsten wire placed within the calibration phantom. The wire was reconstructed using the FBP algorithm on a fine axial grid (0.05 9 0.05 9 0.415 mm 3 voxel size), and the region about the wire in 100 adjacent axial slices was fit to a 2D Gaussian function for determination of the PSF full-width at half-maximum (FWHM).
Edge-spread function: The spatial resolution in FBP and PL reconstructions was characterized in terms of the edgespread function (ESF) width as a function of the apodization filter and regularization strength, respectively. Because nonlinear reconstruction methods such as PL exhibit contrast-dependent spatial resolution characteristics, 55 the ESF was assessed with respect to the soft-tissue structures of interest. The ESF width was derived from erf fit computed at the boundary of a homogeneous, low-contrast structure edge in the axial plane:
where r ESF is the ESF width, a is the attenuation of the object, c is the contrast, r is the distance to edge, and the erf function is defined by:
For the soft-tissue simulating spheres in the head and body phantoms described below, the mean r ESF was computed from erf fits about the (360°) periphery of the sphere as illustrated in Fig. 2 , with the center identified by a Hough transform and measurements repeated in the axial, sagittal, and coronal planes to verify isotropy.
2.D.3. Contrast-to-noise ratio
Contrast-to-noise ratio (CNR) was measured in soft-tissue-simulating inserts in the head and body anthropomorphic phantoms shown in Fig. 3 . The custom anthropomorphic phantoms were in collaboration with The Phantom Laboratory (Greenwich, NY) and include natural bone in tissueequivalent (Rando TM ) plastic embedded with plastic spheres varying in contrast and diameter. Although CNR is not a comprehensive image quality metric, it is nonetheless a good starting point for analysis of large-area (low-frequency) noise characteristics. To quantitatively assess the noise-resolution tradeoffs among each reconstruction algorithm, the CNR was evaluated as a function of the spatial resolution achieved by variation of the adjustable parameters: f c,u for FBP 1 , f c for FBP 2 , b for PLQ, and b and d for PLH. This allowed free variation of noise and resolution across a broad range of "smooth" and "sharp" reconstruction protocols and enabled quantitative comparison of CNR at "matched" spatial resolution (characterized by r ESF as described above).
Measurements were performed as a function of dose by variation of the x-ray tube voltage (80, 100, 110, and 120 kV) and tube current (10-80 mA). In each case, the contrast was given by the fit parameter c in ESF analysis (6) and the noise was computed as the standard deviation in voxel values in 25 9 25 mm 2 regions in the adjacent homogeneous background (after 2D plane fit detrending of each background ROI). For the head phantom, CNR was analyzed using 12.7 mm diameter spheres within the cranial vault with contrast~80 HU (l sphere~À 60 HU vs background l braiñ 20 HU). For the body phantom, CNR was analyzed using 12.7 mm diameter spheres of contrast~95 HU within the simulated liver (l sphere~À 15 HU vs background l liver 80 HU). The CT numbers were obtained using a separate diagnostic multidetector CT scan acquired at 120 kV (SOMATOM Definition, Siemens, Erlangen, Germany). In each case, the contrast approximated that of a soft-tissue lesion (e.g., intracranial hemorrhage or hepatocellular carcinoma, respectively) and was not subject to strong nonlinearity in edge response associated with the Huber penalty, owing to conservative selection of the delta parameter as described in Section 3.C.
2.D.4. Cadaver study
The O-arm was used to image a variety of anatomical sites (viz., head/neck, chest, abdomen, and pelvis) that varied in size, attenuation, and imaging task (focusing in each case on soft-tissue visualization). The specimen was a male cadaver head and torso (77 yo at death) with a medium body habitus. Each anatomical site was imaged using protocols from the manufacturer's technique chart as well as the lower dose custom protocols shown in Table I . Reconstructions were performed using the FBP 1 , FBP 2 , and PLH algorithms, and fair comparison of contrast and noise characteristics in each case was achieved by adjusting the algorithm parameters to match the ESF width (as in Section Edge-spread function) measured at soft-tissue boundaries in the region of interest.
RESULTS
3.A. Radiation dose
As summarized in Table I , the absorbed dose measured at the center of a CTDI phantom (D 0 ) ranged~14-70 mGy for head techniques (D w ranged~16-67 mGy) and~10-16 mGy for body techniques (D w ranged 18-27 mGy), depending on the choice of "standard," "high definition," or "enhanced" protocol. These manufacturer-specified protocols vary in kV, mA, number of projections, and possibly other characteristics in the reconstruction algorithm or postprocessing (e.g., in the high-resolution "enhanced cranial" protocol). As such, the dosimetry for these manufacturerspecified protocols is included here as a point of reference and motivation for the lower dose protocols investigated in relation to MBIR. The measurements were found to agree with manufacturer specifications within~5%. The longer CTDI phantom arrangement (a stack of three cylinders, each 15 cm in length) to capture dose from scatter tails likely contributed to the slightly higher dose measured in this work. A variety of low-dose protocols potentially suitable to MBIR are also shown in Table I , offering up tõ 60-90% dose reduction in dose compared to standard protocols. The sections below detail the imaging performance associated with such protocols and associated suitability to bone and/or soft-tissue visualization.
3.B. Geometric calibration
The model for projective geometry is central to image quality in both FBP and MBIR, and errors in geometric calibration are evident as artifacts and distortion of the PSF. As shown in Fig. 4 , the system geometry specified by the manufacturer under the assumption of a circular orbit demonstrated a standard deviation in position of the piercing point on the detector of just 0.3 and 0.1 mm in u and v directions, respectively. The SDD deviated from the mean (116.8 cm) with a standard deviation of~4 mm over a 360°o rbit of the gantry. The actual geometric characteristics may vary from one system to another depending on the degree of mechanical calibration/tuning, but as shown in Fig. 4 (h), the ideal profile (i.e., circular orbit assumption) provided reasonable 3D image reconstruction without conspicuous evidence of geometric calibration artifact. Accounting for view-to-view variations by way of geometric calibration with the BB phantom yielded a small (~18%) but statistically significant improvement in r PSF , as shown in Figs. 4(f)-4(g). Averaging the calibration over 10 repeats eliminated high-frequency variations and yielded a further slight improvement in r PSF . The slight improvement compared to assumption of an ideal circular orbit is evident in small but perceptible improvement in visualization of air cells in the temporal bone shown in Fig. 4(i) . Compared to other mobile imaging systems reported in the literature, 43, 56 these measurements show the O-arm to provide a remarkably stable, nearly circular orbit, and the improvement provided by view-dependent geometric calibration was fairly modest (but measurable) -for example, reduction in r PSF from 0.80 mm to 0.65 mm. For all studies reported below, the "Average GeoCal" (average in pose determination over 10 repeated BB calibrations) was used.
3.C. Noise-resolution characteristics
The noise-resolution tradeoffs of the imaging system and reconstruction algorithms were evaluated in terms of the CNR and ESF measurements in anthropomorphic phantoms to identify algorithm parameters (f c , b, and d) providing fair comparison of CNR at matched spatial resolution. Figure 5 demonstrates the results of such analysis for imaging of the head, where each curve was formed by sweeping the f c or b parameter for FBP or PL, respectively. Images were acquired using the Low-Dose-1 protocol in Table I . As shown in Fig. 5(a) , FBP 1 exhibits the poorest noise-resolution characteristic overall, recognizing that conventional 1D apodization only varies resolution in the axial plane (without smoothing in the z direction). The FBP 2 method with corrections for truncation, saturation, and 2D apodization provides a significant improvement over FBP 1 , is comparable to PLQ over a broad range of parameter selection, and performs as well as (or better than) PLH for high-resolution imaging tasks (r ESF < 0.9 mm). The PLH method with a modest d value begins to depart from the conventional noise-resolution behavior of FBP 2 parameter (e.g., d < 4 HU) broke from the smooth trends altogether and introduced unnatural piecewise constant "patchy" appearance in the images.
Measurements in the body phantom (similarly using the Low-Dose-1 protocol from Table I) achieved comparable performance to PLQ, and PLH with a modest d value further improved visualization of low-to-medium contrast (~90 HU) structures. Matching spatial resolution at r ESF = 1.3 mm, PLH (d = 8 HU) improved CNR by 35% compared to FBP 2 .
For both the head and body phantoms (Figs. 5 and 6, respectively), the performance of PLH depended strongly on the value of the Huber parameter. Larger values of d correspond to a smooth quadratic penalty that smooths quantum noise and enforces edge preservation only for high-contrast structures. Smaller d values, on the other hand (e.g., d = 2-4 HU), enforce the edge-preserving linear penalty to lowercontrast structures and cause an unnatural, blotchy, piece-wise constant appearance with unrealistically high CNR (noise tending to zero). Based on these results, a relatively conservative value of d = 8 HU was chosen in subsequent studies. Figure 7 evaluates the low-dose imaging performance of FBP 1 , FBP 2 , and PLH (each at matched spatial resolution, r ESF = 1.3 mm) over a range of radiation dose varied by x-ray tube current (10-80 mA). In each case, CNR was evaluated with respect to an 80 HU contrast structure analogous in size and contrast to acute intracranial hemorrhage. FBP 2 consistently outperformed FBP 1 , owing primarily to isotropic 2D smoothing in fully 3D CBCT. The PLH method (d = 8 HU) outperformed both FBP approaches at all dose levels -for example, a 30% increase in CNR at 62% of the dose compared to FBP 2 .
3.D. Low-dose imaging performance
The PLH algorithm demonstrated even stronger gains in low-dose imaging performance in the body, as shown in Fig. 8 . In each case, CNR was evaluated with respect to a 95 HU contrast structure analogous in size and contrast of a liver lesion, and spatial resolution was matched at r ESF = 1.3 mm. PLH provided a 90% increase in CNR at 50% the dose compared to FBP 2 .
3.E. Cadaver study
A variety of cadaveric anatomical sites were imaged to test the robustness of algorithm parameters identified in the phantom studies and to confirm the anticipated benefits to soft-tissue contrast resolution for PLH under realistic imaging conditions. In all cases, image acquisition was performed at the Low-Dose-2 body technique of Table I . For the PLH algorithm, d = 8 HU and log b = À1.5 was used as identified in the body phantom study. For each anatomical site, the spatial resolution of the three algorithms was matched according to the r ESF measured at soft-tissue fascia marked by the lines marked in the top row of Fig. 9 . While the parameter settings identified in phantom studies were found to be fairly robust in translation to the cadaver studies, minor tuning was necessary to maintain a fair comparison (i.e., fixed spatial resolution for comparison of low-contrast softtissue visibility). Specifically, the f c parameter of the FBP algorithm was adjusted to match the spatial resolution of PLH, such that: f c = 0.32 for the head/neck site; f c = 0.16 for the upper abdomen; f c = 0.20 for the lower abdomen; and f c = 0.32 for the pelvis.
For both the head/neck and upper abdomen images, PLH provided clearer delineation of fat-muscle fascia than FBP 2 or FBP 1 . For the abdominal images about the spine in particular [ Fig. 9(b) ], delineation of the psoas muscle is much more clearly defined for PLH, as is delineation of the abdominal aorta (and calcification therein) and inferior vena cava. An even greater advantage for PLH is demonstrated in the lower abdomen [ Fig. 9(c)] , showing clear visualization of the renal vasculature and surrounding bowel, and the pelvis [ Fig. 9(d)] , showing strongly improved visualization of the prostate, bladder, and soft-tissue structures about the acetabulum and femoral head. The PLH images exhibit horizontal streaks evident in the coronal planes -the source of which is not completely clear but may be related to a form of model mismatch or truncation effects (structure outside the volumetric FOV) to which the iterative method was more sensitive than FBP. The source of the artifacts is under investigation. The FBP approaches, by comparison, are severely noise-limited with respect to soft-tissue visualization.
DISCUSSION AND CONCLUSIONS
The studies presented in this work demonstrate the development, characterization, and potential advantages in dose and imaging performance of MBIR methods on the O-arm imaging system. Overall, the findings quantify the benefits of PLH for low-contrast soft-tissue visualization and dose reduction and warrant further investigation of algorithm acceleration and translation to clinical studies.
A variety of modifications to the geometric calibration, handling of saturated pixels and lateral truncation, and use of an isotropic apodization filter provided measurable gains in FBP imaging performance. In calibrating the geometric model, a slight but significant (18%) reduction in r ESF was observed. The greatest improvement to FBP came simply from implementation of a 2D apodization filter that better enforces isotropic spatial resolution and more fully exploits simple noise reduction from a linear filter. The 2D apodization also provided fairer comparison to PL methods (which involve a 3D penalty function) and showed the FBP 2 algorithm to perform comparably to PL with a quadratic penalty. The PLH method performed best overall in soft-tissue imaging, achieving significant gains in CNR (at fixed spatial resolution) at all dose levels via edge-preserving noise reduction, consistent with previous findings. 20, 57 PLH was shown to provide +30-90% improvement in CNR at approximately half the dose of FBP, motivating further work for practical clinical translation. While MBIR approaches offer considerable advantages for low-dose, soft-tissue CBCT imaging, somewhat complex data dependencies of the algorithm parameters and scan protocols necessitate knowledgeable selection of d and b in the PLH approach. The experimental approach presented in this work used realistic phantoms to identify nominal parameter settings for particular body sites and imaging tasks, and the resulting parameters were observed to be relatively transferrable to cadaver studies. More robust techniques for parameter selection are likely important to clinical translation. One approach involves extensive lookup tables that associate the input variables (e.g., technique settings, patient size, imaging task, etc.) to predetermined parameter sets. More advanced approaches could incorporate predictive models to optimize parameter selection with respect to the imaging task. [58] [59] [60] Another important practical clinical consideration is that of runtime, and while the focus of the current work was to quantify gains in image quality and dose performance, faster runtimes will be necessary to bring the technology to routine intraoperative use. The OS-SQS algorithm with dynamic subsets and GPU-based parallel implementation used in this work still required hours for volume reconstructions (run to convergence within~1 HU), subject to the volume size and amount of truncation. Emerging approaches for acceleration include the momentum-based Nesterov's method, 61 which is compatible with OS-SQS and has been shown to greatly reduce the number of required iterations, with runtimes of a few minutes. 23, 24 Multiresolution pyramids in voxel size, number of subsets, and regularization parameters can also greatly reduce runtime. Closely related to that is the use of multiresolution reconstruction to handle data truncation. 62 Finally, another branch of speedup efforts focuses on implementation details, such as distributing workloads across GPU clusters and better utilization of limited memory.
Finally, it is worth noting the capability such MBIR frameworks to naturally incorporate prior information on the patient 63 and/or instrumentation therein 21 to improve image quality and reduce dose. Future work also includes improved descriptions of blur and electronic noise (conventionally ignored) within the system model, 64 prior images of the patient, 22 and even implants delivered during surgery 65 to further advance image quality, reduce artifacts, reduce dose, and define imaging techniques optimal to the imaging task.
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