Abstract. This is a rough survey of some results on iterative roots (fractional iterates) published recently. Also some historical information to clear the connection to previous results has been given.
Introduction
This is an extension of a survey talk presented during the European Conference on Iteration Theory, held in Ponta Delgada, Azores, Portugal, from September 9 to September 15, 2012. It gives a short progress report on iterative roots of self-mappings of a real interval. This is only a personal choice of papers and results published mainly in last several years.
We are interested in continuous iterative roots (or: fractional iterates) of a given continuous self-mapping F of a closed interval [a, b] , where a, b ∈ R, a < b. To be precise the problem is as follows. Let n ≥ 2 be an integer. Find a continuous f : [a, b] → [a, b] such that the n-th iterate f n of f , i.e. the composition of n copies of f , is F :
for each x ∈ [a, b]. It seems that it was Ch. Babbage who rst, yet at the beginning of the 19th century, wrote on iterative roots explicitly. In [1] he studied (0.1) for F being the identity mapping (see also [46, Sct. 1.7 and 3.7] ). After him a great number of results, concerning the general case of (0.1) in various settings, has been proved. Many of them can be found in the monographs [18] and [19] by M. Kuczma and M. Kuczma, B. Choczewski, R. Ger, respectively, as well as in the book [58] and article [60] by Gy. Targonski. For some other results, published after 1990, the reader is referred to the article [69] by Jingzhong Zhang, Lu Yang and Weinian Zhang, to the survey papers [3] and [2] , and the recent survey article [66] by M.C. Zdun and P. Solarz. This paper deals with the following ve topics which simultaneously are the titles of consecutive sections: 1. Piecewise monotonic functions and their conjugacy 2. Iterative roots of piecewise monotonic functions 3. Stability problems for iterative roots. Aproximate roots 4. Multifunction case 5. Not discussed although important Section 4 concerns with some possible generalizations of the notion of iterative root. 1. Piecewise monotonic functions and their conjugacy A point t of the interval (a, b) is called a turning point of F if F has a local extremum at t. The function F is said to be r-modal, r ∈ N 0 , if it has exactly r turning points, and piecewise monotonic if it has only nitely many of them. By M r (a, b) we denote the set of all r-modal self-mappings of [a, b] , whereas PM(a, b) will denote the set of all piecewise monotonic functions mapping [a, b] into itself. If F ∈ PM(a, b) then we denote by S(F ) the set of all turning points of F . Observe that
Of course, in case when S(F ) = {t 1 , . . . , t r } and a = t 0 < t 1 < . . . < t r < t r+1 = b for some r ∈ N, then F | [ti,ti+1] is strictly monotonic for each i ∈ {0, . . . , r}. The following simple facts can be found in [26] . If there is a k ∈ N such that S F k = S F k+1 , then the least one is called the nonmonotonicity height of F and denoted by H(F ). Otherwise we put H(F ) = ∞.
It is a good idea to classify piecewise monotonic functions with respect to their heights.
In particular, H(F ) = 0 if and only if F is strictly monotonic.
One can observe that a lower height implies a simpler dynamic behaviour, and vice versa; in particular, the innite height usually means a complicated, sometimes even chaotic in a sense, behaviour. For instance this is the case in the example below, where the considered function has cycles of all orders, so it is chaotic in the sense of Li and Yorke, and has a positive topological entropy. 
The notion of conjugacy is one of the most important in iteration theory. In particular, it is closely related to iterative roots. Continuous self-mappings F and G of intervals A number of papers has been devoted to conjugacy of piecewise monotonic functions. Two recent papers providing some sucient conditions for conjugacy of such functions should be denitely mentioned here. The rst one, viz. [15] , is due to Ch. Kawan who gave such conditions in the case of expanding piecewise monotonic functions. Expansivity of an F ∈ PM(a, b) with S(F ) = {t 1 , . . . , t r }, where a = t 0 < t 1 < . . . < t r < t r+1 = b, means here that F admits a metric d in [a, b], generating the Euclidean topology, and a number µ ∈ (0, ∞) such that d (F (x), F (y)) ≥ µd(x, y) for all x, y ∈ [t i , t i+1 ] and i ∈ {0, . . . , r}. A more general situation was studied in the paper [9] by K. Ciepli«ski and M. C. Zdun who examined the conjugacy in a larger class of so-called γ-expanding piecewise monotonic functions. The main tools in both papers are xed point theorems. This is Banach's contraction principle in the paper [15] , and a more subtle result, viz. Matkowski's xed point theorem, in [9] . Let me focus on the very fresh papers [43] and [44] by Yong-Guo Shi, Lin Li, and Zb. Le±niak. The main result of the rst one provides a characterization of conjugacy in very special families M r,+ (a, b) and M r,− (a, b) of piecewise monotonic functions.
Given a number r ∈ N dene M r,+ (a, b) as the class of all functions F from M r (a, b) such that the following condition holds, where S(F ) = {t 1 , . . . , t r } and a < t 1 < . . . < t r < b: F (x) < x for each x ∈ (a, t 1 ] and, for every i ∈ {1, . . . , r},
On the other hand, the conditions F (x) > x for each x ∈ [t r , b) and, for every i ∈ {1, . . . , r},
. Consequently, since F is not monotonic, we see that H(F ) = 1 in both cases.
The following result by Yong-Guo Shi, Lin Li and Zb. Le±niak originates in the paper [43] and characterizes the conjugacy in the classes mentioned above. Before its formulating notice that if F ∈ M r,+ (a, b) then
Assume that F ∈ M r,+ (a, b) and G ∈ M r,+ (c, d). Then F and G are conjugate if and only if either
for some k ∈ N.
Assume that F ∈ M r,− (a, b) and G ∈ M r,− (c, d). Then F and G are conjugate if and only if either
The authors described also the construction of all homeomorphisms conjugating F and G. Roughly speaking, all of them, that is homeomorphic solutions of equation (1.1), "depend on an arbitrary function". In other words, (almost) arbitrary continuous strictly monotonic function, dened on a suitable interval, can be extended on [a, b] to the desired homeomorphic conjugacy.
The quite recent paper [44] by Yong-Guo Shi, Lin Li, and Zb. Le±niak brings a description of the conjugacy in larger classes of functions, not necessarily of height 1. Given r ∈ N and κ ∈ N ∪ {∞} the authors consider the classes M 
To formulate the main result of [44] we need some additional notation. Let F ∈ M r (a, b) with S(F ) = {t 1 , . . . , t r }, where a = t 0 < t 1 < . . . < t r < t r+1 = b and let κ ∈ N ∪ {∞}. If
and
The following result can be found in [44] . It allows us to conne ourselves to the case r 1 = r 2 and κ 1 = κ 2 while studying the conjugacy of functions
Below is the main result of [44] . 
and there exists a continuous strictly increasing function 2) where
and there exists a continuous strictly increasing function
and G| [ur,d] such that (1.2) holds, where
In both cases φ 0 can be uniquely extended on [a, b] to a homeomorphism conjugating F and G.
Conjugacy and iterative roots are closely related. This can be well seen from the following consequence of Theorem 1.7, proved in the paper [44] . Observe that the assumptions imposed on F here force the equality H(F ) = 1.
Assume that
for every i ∈ {0, . . . , r+1}. Then for every n ∈ N the set Φ n of conjugacies φ satisfying the equation
is the set of all iterative roots of order n of F belonging to the class M Assume that if i is even, then F (t i ) = F (t r )) and if i is odd, then F (t i ) = t r+1 for every i ∈ {0, . . . , r+1}. Then for every n ∈ N the set Φ n of conjugacies φ satisfying the equation
is the set of all iterative roots of order n of F belonging to the class M The equation φ • F = F n • φ, used in the denition of the set Φ n above, is of interest on its own. This is a particular case of the conjugacy equation
studied by J. Haneczok in [10] in the setting of formal power series; here m, n ∈ N, or even m, n ∈ Z if F is bijective.
Iterative roots of piecewise monotonic functions
At the very begining remark the simple but important observation below, following from Fact 1.1. The paper [5] by A. Blokh, E. Coven, M. Misiurewicz and Zb. Nitecki is classical in the theory of iterative roots of piecewise monotonic functions. Here, however, we deal mainly with papers studying piecewise monotonic functions with respect to their nonmonotonicity heights.
If H(F ) = 0 then F is strictly monotonic. In 1961, in the paper [17] , Marek Kuczma gave a complete description of iterative roots in such a case (see also [18] , [58] and [19] ). Roughly speaking he found that: if F is strictly increasing, then it has continuous strictly increasing roots of an arbitrary order, it has no decreasing roots of any odd order, necessary and sucient conditions to have continuous strictly decreasing roots of a given even order are known; if F is strictly decreasing, then it has no increasing roots of any order, it has continuous strictly decreasing roots of an arbitrary odd order, it has no decreasing roots of any even order.
If F has a root of order at least 2, then F has innitely many roots of the same order: all of them depend on an arbitrary function which means that each can be constructed by an extension of an (almost) arbitrary continuous strictly monotonic function dened on a suitable subinterval of [a, b] . Notice also that strictly increasing roots of continuous strictly increasing functions were determined yet by U.T. Bödewadt [8] 
in 1944.
The case H(F ) = 1 is also well studied (cf. [72] by Weinian Zhang and [25] by Lin Li, Dilian Yang and Weinian Zhang) and can be reduced to the monotonic case in the following way. By Fact 1.3 we know that the function F is not monotonic on the interval [a, b] but it is monotonic on the interval
) and such that F is monotonic on it, is called the characteristic interval of
we can use Kuczma's theorem and nd a continuous root f of F | K(F ) . This can be extended on [a, b] to a continuous root of F . The method of determining iterative roots of piecewise monotonic functions by using their characteristic intervals was proposed and described in Chinese by Jingzhong Zhang and Lu Yang [68] in 1983, and then improved by Weinian Zhang [72] in 1997. Investigation of this method in the case H(F ) = 1 has been recently completed by Liu Liu and Weinian Zhang in the paper [27] . The authors proved there that actually every continuous iterative root of F can be obtained by extension from the characteristic interval. Now we are interested in the more complicated case H(F ) ≥ 2. Then, as Weinian Zhang proved in [72] , the function F has no continuous iterative roots of order r greater than #S(F ). So the problem is: Does F ∈ PM(a, b) with H(F ) ≥ 2 have an iterative root of order r for r ≤ #S(F )?
It seems that in the case #S(F ) = 2 this problem was solved by Taixiang Sun and Hongjian Xi [48] and Taixiang Sun [47] . However, unfortunately it is not so easy to check it, since their results have been formulated in a sophisticated and not immediate form. Moreover, both papers are not available for a wide audience, as they are written in Chinese. The case #S(F ) ≥ 3 was discussed for a special class of piecewise monotonic functions by Guangyuan Zhang [67] , also only in Chinese.
The results presented below originate in the paper [26] . Consider the case r = #S(F ), i.e. the order of a desired root equals the number of turning points of F . Assume that r ≥ 2 and write
where a < t 1 < . . . < t r < b.
The following lemma shows that if F ∈ PM(a, b) has a root f ∈ PM(a, b) of order r, then f has a very special form.
is an iterative root of order r = #S(F ) of F, then f has exactly one turning point. Moreover, one of the following possibilities holds: T 1 . either S(f ) = {t 1 }, the function f reaches the minimum value at t 1 and f (t 1 ) < t 1 ,
T 2 . either S(f ) = {t 1 }, the function f reaches the maximum value at t 1 and
or S(f ) = {t r }, the function f reaches the minimum value at t r and f (t r ) < t r .
We know a full characterization of those functions F ∈ PM(a, b) that have a root of order r = #S(F ) of type T 1 . To formulate the main result of this section we need one notion more. This is a modication of the notions of conjugacy of intervals, and semiregularity and regularity of points, introduced by M. Kuczma in [17, Def. II-IV] (see also [18, Def. on p. 301]).
Let I be a compact interval. A strictly increasing function φ mapping I into itself is said to be a reversing correspondence if there are a ξ ∈ Fixφ, i.e. a xed point of φ, and a strictly decreasing function ω mapping
Fixφ onto itself such that ω(ξ) = ξ and the expression φ(x) − x has opposite signs in the intervals (ξ 1 , ξ 2 ) and (ω (ξ 2 ) , ω (ξ 1 )) for every ξ 1 , ξ 2 ∈ Fixφ with ξ 1 < ξ 2 and (ξ 1 , ξ 2 ) ∩ Fixφ = ∅.
The result mentioned above reads as follows.
Theorem 2.3. Let F ∈ PM(a, b) with H(F ) ≥ 2 and assume that #S(F ) ≥ 2. Then F has an iterative root of order r = #S(F ) of type T 1 if and only if one of the following conditions is fullled:
] is a reversing correspondence and either
] is decreasing and either
is a reversing correspondence and either
(iv) r is odd, F | [tr,b] is decreasing and either
We complete this section with posing two problems:
1. Characterize all the functions F ∈ PM(a, b) having a root of order r = #S(F ) of type T 2 . 2. Answer the question: is it possible to apply Theorem 1.7 to prove Theorem 2.3 and/or to solve the problem 1.
3.
Stability problems for iterative roots. Approximate roots
Iterative roots have various applications, among other in theory of neutral networks and in graph theory. For that reason we need algorithms for their numerical computation. In general, it is dicult to nd them. One of possibilities is to give them for polygonal functions at rst, and then consider their approximation to continuous functions in the general case. The errors from the numerical computation and approximation highly aect the validity of the computation, which requires the stability of iterative roots. An algorithm for computing square roots of increasing polygonal mappings was given by J. Kobza in [16] . Then it was generalized by Wanxiong Zhang and Weinian Zhang [70] to not only increasing polygons, but also decreasing polygons and some non-monotonic ones, and to roots of an arbitrary order.
We start with a special kind of stability, which is Hyers-Ulam stability. 
with a c ∈ (0, ∞) such that ϑ :=
the function g strictly increases in g n−1 (x 0 ) , x 0 , and
for a δ ∈ (0, ∞), then there exists a continuous strictly increasing function f : [a,
end equality (0.1) holds for every x ∈ [a,
the function g strictly increases in x 0 , g n−1 (x 0 ) , and
for a δ ∈ (0, ∞), then there exists a continuous strictly increasing function f :
end equality (0.1) holds for every
The Hyers-Ulam stability of continuous roots, provided by Theorem 3.1, cannot fully support the algorithm given in [70] for the following two reasons:
it is hard to construct a polygonal solution, following the algorithm presented in [70] , satisfying ϑ < 1, where ϑ = n−1 i=1 c i as in Theorem 3.1; the assumption ϑ < 1 obstructs obtaining iterative roots with more than one xed point.
These disadvantages do not occur while considering the global stability of continuous roots, proposed in the paper [74] by Wenmeng Zhang and Weinian Zhang. To see this let us recall a classical result dealing with determining increasing roots of strictly increasing self-mappings of [a, b] (see [19, Th. 11.2.2] , also [18] ).
Denote by H + (a, b) and H − (a, b) the sets of strictly increasing functions F mapping [a, b] onto itself and satisfying the conditions. a < F (x) < x, x ∈ (a, b), and x < F (x) < b, x ∈ (a, b), respectively.
Let F ∈ H + (a, b) and take arbitrarily given n initial points x 0 , . . . , x n ∈ (a, b) such that
Then (see [19, Th. 11.2.2] , also [18] ) each continuous strictly increasing function f 0 , mapping
can be uniquely extended on [a, b] to an iterative root f ∈ H + (a, b) of F of order n. Similarly, if F ∈ H − (a, b) and Given a sequence (F k ) k∈N tending, in a sense, to F , can we nd a root f k of F k of order n for each k ∈ N such that (f k ) k∈N tends to the root of F of order n, associated with a given initial function?
Actually the authors of [74] proved three theorems dealing with, as in classical Kuczma's theory, increasing roots of strictly increasing functions, decreasing roots of strictly increasing functions, and decreasing roots of strictly decreasing functions. Below is a result concerning the rst case only.
Given any r ∈ N denote by C r (a, b) the space of all C r self-mappings of the interval [a, b], endowed with the norm r given by
Theorem 3.2. Let F ∈ H + (a, b) and x 0 , . . . , x n−1 ∈ (a, b) satisfy inequalities (3.1), and let
be a function associated to F and x 0 , . . . , x n−1 . Let (F k ) k∈N be a sequence of functions from 4) where f ∈ H + (a, b) is the unique extension of f 0 to a root of F of order n. Let F ∈ H − (a, b) and x 0 , . . . , x n−1 ∈ (a, b) satisfy inequalities (3.3) , and let
] be a function associated to F and x 0 , . . . , x n−1 . Let (F k ) k∈N be a sequence of functions from H − (a, b) such that lim k→∞ F k − F 0 = 0. Then, for every k ∈ N large enough, there exists an initial function f k,0 : [x 0 , x n−1 ] → [x 1 , F k (x 0 )], associated to F k and x 0 , . . . , x n−1 , which can be extended on [a, b] to a root f k ∈ H − (a, b) of F k of order n; moreover, (3.4) holds, where f ∈ H − (a, b) is the unique extension of f 0 to a root of F of order n. Now we pass to stability problems in the class C 1 . Unexpectedly the situation changes now. We present here two quite recent results in that direction proved in the paper [73] . We start with a particular case of a classical result proved by Marek Kuczma and Andrzej Smajdor in the paper [20] .
For every λ ∈ (0, 1) dene H The following can be easily deduced from the mentioned result of Kuczma and Smajdor.
Let λ ∈ (0, 1) and F ∈ H 2 λ (a, b). Then, for every n ∈ N, the function F has a unique iterative root f ∈ C 1 (a, b) of order n. Moreover,
where ϕ : [a, b] → R is the principle solution of Schröder's equation
given by
The following result gives a local stability of roots of class C 1 .
Theorem 3.3. Let λ ∈ (0, 1), F ∈ H 2 λ (a, b), and let (F k ) k∈N be a sequence of functions from
where f k ∈ C 1 (a, b) and f ∈ C 1 (a, b) are the unique iterative roots of a given order of F k and F , respectively.
Rather unexpectedly the situation changes dramatically if the domain contains two (or more) xed points of the given function. Then we come to a global C 1 unstability, described by the following theorem. Notice that the functions F and F k , k ∈ N, may be of class C r there, where r ∈ N is arbitrary. Nevertheless, F k 's have no roots of order greater than 1 in the class C 1 , which for r ≥ 2 is larger than C r .
Theorem 3.4. Let r ∈ N and let F ∈ C r (a, b) satisfy the conditions
and having no C 1 iterative root of any order greater than 1.
Several results, quite similar to Theorem 3.4 but in a completely dierent formal power series setting, were proved by L. Reich (see, for instance, [37] and [38] ). There the local distribution of iterable and non-iterable formal power series transformations with respect to the order topology and the weak topology is investigated.
4.

Multifunction case
It is symptomatic that the existence of iterative roots is rather an exceptional property. And this concerns both the purely set-theoretic case (cf., for instance, [75] by G. Zimmermann, but also [41] by R. E. Rice, B. Schweizer and A. Sklar) and the case of regular mappings, no matter we have in mind the continuity (see [11] by P.D. Humke and M. Laczkovich, [45] by K. Simon, and [4] by A.M. Blokh), or the holomorphicity (cf. [6] by S. Bogatyi); nonexistence of roots is also typical for some regular functions which was estabilished by Weinian Zhang [71] . To avoid this inconvenience there have been many ideas how to extend the notion of iterative root.
One of those initial trials, connected with the notion of so-called phantom root, was made by Gy. Targonski (cf., among others, [59] and [58] ); his concept of phantom root and phantom iterate was taken up by J. Schwaiger, soon after the original proposal; a very similar idea goes back to S. Kurepa. Another, a newer one, involving setvalued functions as roots of single valued functions, was proposed by T. Powier»a [33] [35], also [13] . Namely, given a set X and an integer n ≥ 2 a multifunction f : X → 2 X is called a set-valued iterative root of F : X → 2 X of order n if
where f 0 (x) := {x} and f k+1 (x) = y∈f k (x) f (y) for each k ∈ N 0 (cf. [35] ). Of course the point is to determine the smallest (if it exists), in a sense, such a root.
Maybe the best approach to the problem of generalized iterative roots would be to replace single-valued functions by set-valued functions in equation (0.1), both for F and f . However, such a formulation of the problem leads to many diculties. Some complications can be already seen in the following simplest multifunction case.
As the class of continuous self-mappings having an iterative root is small, one can enlarge it a little bit by admitting functions with some discontinuities. At the very beginning one can consider strictly monotonic mappings with only one point of discontinuity. A function with a unique jump can be identied with a multifunction with a unique set-valued point, where the jump of the function is replaced by the set-value of the multifunction. This problem was investigated only for square roots in the papers [14] and [24] . To formulate a typical result proved there let me introduce some notation and recall a terminology. . We also say that F is strictly increasing if
and strictly decreasing if
Multifunctions which are either strictly increasing, or strictly decreasing are called strictly monotonic.
The following result gives a necessary and sucient condition for the existence of strictly increasing and upper semicontinuous multifunctions from the class F c (a, b); we conne ourselves here only to the simpler case of strictly increasing roots. The case of strictly decreasing roots is also treated in the paper [24] but the description is more complicated.
Given a real number c for every set A ⊂ R put A − = A ∩ (−∞, c) and 
The paper [24] provides also a full construction of all the roots; roughly speaking, as previously, roots "depend on an arbitrary function" whenever they exist.
The idea to replace single-valued functions by multifunctions has been examined also in the embedding problem in iteration theory, strictly related to the problem of iterative roots. Among results in this direction, published during the last decade, there are those by G. ydzi«ska [28] [31] as well as [63] due to M.C. Zdun (see also the very recent survey article [65] by him, published at the same volume).
Up to now we have no notion of a generalized iterative root leading to really satisfactory results. However, no doubt that such notions are needed to build a theory in which more functions have such weak or generalized roots. It seems that at least three problems should be solved in the rst instance:
1. Find conditions sucient for the existence of the smallest set-valued root in the sense of Powier»a and describe its construction. 2. Develope the idea of nding set-valued roots of multifunctions, specifying suitable denitions of basic notions and studying their fundamental properties. 3 . Collect examples coming from life and applications, conrming the necessity of considering set-valued analogues while looking for iterative roots. has an iterative root of a xed order n, was given in the paper [42] by J. Schwaiger. If f of the form f (x) = σx + d 2 x 2 + . . . is such a root, then, clearly,
L. Reich [36] fully answered the question whether the series (5.1) (given in its semicanonical form) has a root of order n with a given multiplier σ being a xed solution of (5.2). Both the results are the main points of the paper [7] by S. Bogatyi who, among others, reformulated Reich's theorem in invariant form and gave its another proof, using ideas essentially dierent from those presented in [36] .
(ii) Iterative roots of self-mappings of the circle. It seems that it was M.C. Zdun who initiated an intensive study these topics in the paper [62] in 2000. There is an earlier one, viz. [32] by Jie Hua Mai, but it is hardly obtainable as written in Chinese; moreover, it sketches the proofs only. Among papers devoted to this subject there are [12] and, rst of all, the cycle of papers [49] [56] by P. Solarz. The main problem is here to nd criteria for the existence (and sometimes the uniqueness) of iterative roots of homeomorphisms of the circle.
(iii) Higher dimensions. Iteration problems for power series transformations in higher dimensions were intensively investigated by L. Reich and J. Schwaiger (cf., for instance, [39] and [40] ) who followed the work of Shl. Sternberg [57] . What concerns recent results, mainly the papers [21] [23] by Zb. Le±niak should be pointed out; they concern iterative roots of self-mappings of subsets of the real plane, among others Brouwer homeomorphisms, and perfectly show serious diculties in the research in such a case.
The problem of iterative roots of functions mapping a subset of R p into itself is only touched up to now. The reader is referred to the recent paper [64] by M.C. Zdun dealing, among others, with this problem.
