The paper presents a new algorithmic construction of a finite generating set of rational invariants for the rational action of an algebraic group on the affine space. The construction provides an algebraic counterpart of the moving frame method in differential geometry. The generating set of rational invariants appears as the coefficients of a Gröbner basis, reduction with respect to which allows to express a rational invariant in terms of the generators. The replacement invariants, introduced in the paper, are tuples of algebraic functions of the rational invariants. Any invariant, whether rational, algebraic or local, can be can be rewritten terms of replacement invariants by a simple substitution.
Introduction
We present algebraic constructions for invariants of rational group action and relate them to counterpart in differential geometry. The constructions are algorithmic and can easily be implemented in general purpose computer algebra systems or software specialized in Gröbner basis computations. This is illustrated by the maple worksheet available at http://www.inria.fr/cafe/Evelyne.Hubert/Publi/rrl_invariants.html where the examples of the paper are treated.
The first construction is for the computation of a generating set of rational invariants. This generating set is endowed with a simple algorithm to express any rational invariant in terms of them. The construction comes into two variants. In the first one we consider the ideal of the graph of the action as did Rosenlicht [23] and Vinberg & Popov [27] . Our results therefore bear connections with those previous works and we make them explicit. Our proofs are nonetheless independent and provide an original approach. We show that the coefficients of a reduced Gröbner basis of the ideal of the graph of the action are invariant. We prove that these coefficients generate the field of rational invariants by exhibiting an algorithm for rewriting any rational invariant in terms of them. The second variant for the construction provides a purely algebraic formulation of the geometric moving frame construction of a generating set of local smooth invariants on a differential manifolds proposed by Fels and Olver [9] . It is also computationally more effective as we reduce to zero the dimension of the polynomial ideal for which a reduced Gröbner basis is computed. This is achieved by considering only a section of the graph of the action. This section is defined by a cross-section to the orbits.
That latter construction allows to introduce replacement invariants that are the algebraic counterpart of normalized invariants appearing in the geometric construction. A replacement invariant is a tuple of algebraic functions of rational invariants. Any invariant can be trivially rewritten in terms of those by substituting the coordinate functions by the corresponding invariant from this tuple. In the case of connected groups replacement invariants lead to define an invariantization map as a computable homomorphism from the set of rational functions on the cross-section to the set of algebraic invariants.
We provide a novel presentation of the moving frame construction of Fels and Olver [9] that allows to clearly link the present algebraic construction to its original source of inspiration. We show that the replacement invariants we introduced as algebraic function of the rational invariants also generate locally the smooth invariants.
Diverse fields of application of algebraic invariant theory are presented in [7, Chapter 5] . Some of those could be addressed with rational invariants and the present construction of rational invariants and together with the simple rewriting algorithm could bring computational benefits.
Applications of Cartan's moving frame method to classical invariant theory has been first proposed in [22] . These ideas were further developed in [16, 2, 17] . These first applications, however, use the geometric formulation of the method, without adapting it to the algebraic nature of the problem. A pure algebraic formulation of the moving frame method opens new possibilities of its application in classical invariant theory.
Reciprocally, the algebraic formulation provides a new tool for the investigation of the differential invariants of Lie group actions and their applications to differential systems in the line of [9, 15, 18, 20] . This larger project motivates our choice to consider rational actions. Even if we start with an affine or even linear action on the zeroth order jet space, the prolongation of the action on the higher order jet spaces is usually rational.
The paper is structured as follows. In Section 2 we introduce the action of an algebraic group on the affine space and the graph of the action. This leads to a first construction of a set of generating rational invariants. A second version of the construction is given after the introduction of the cross-section to the orbits in Section 3. This second construction leads to define replacement invariants in Section 4 that are used to propose a computable invariantization map. In Section 5 we relate our algebraic construction of invariants to the moving frame method of Fels and Olver [9] . Section 6 provides additional examples.
Rational action of an algebraic group
We consider an algebraic group over K that is is given as an algebraic variety G in the affine space K l . The group operation and the inverse are given by polynomial maps. The neutral element is noted e. We shall consider an action of G on an affine space Z = K n .
Throughout the paper λ = (λ 1 , . . . , λ l ) and z = (z 1 , . . . , z n ) denote indeterminates whileλ = (λ 1 , . . . ,λ l ) andz = (z 1 , . . . ,z n ) denote points in G ⊂ K l and Z = K n respectively. The coordinate ring of Z and G are respectively K[z 1 , . . . , z n ] and K[λ 1 , . . . , λ l ]/G where G is a radical unmixed dimensional ideal. The neutral element of the group is given by an element e ∈ G. The group operation is defined by a polynomial map from G × G to G. while the inverse is given by a polynomial automorphism of G. Byλ ·μ we denote the image of (λ,μ) under the group operation whileλ −1 denotes the image ofλ under the inversion map. Definition 2.1 A rational action of an algebraic group G on the affine space Z is a rational map g : G ×Z → Z that satisfies the following two properties 1. g(e,z) =z, ∀z ∈ Z 2. g(μ, g(λ, z)) = g(μ ·λ, z), whenever both (λ,z) and (μ ·λ,z) are in the domain of definition of g.
A rational action is thus uniquely determined by a n-tuple of rational functions of K(λ, z) whose domain of definition is a dense open set of G × Z. We can reduce those rational functions to a common denominator h ∈ K[λ, z] without affecting the domain of definition. In the rest of the paper the action is thus given by
We make the additional assumptions 
The neutral element is (1, 1) and (μ 1 ,μ 2 ) · (λ 1 ,λ 2 ) −1 = (μ 1λ2 ,μ 2λ1 ). We consider the scaling action of this group on K 2 . It is given by the following polynomials of K[λ 1 , λ 2 , z 1 , z 2 ]: g 1 = λ 1 z 1 , g 2 = λ 1 z 2 .
Example 2.3 translation+reflection.
Consider the group that is the cross product of the additive group and the group of two elements {1, −1}, its defining ideal in
. We consider its action on K 2 as translation parallel to the first coordinate axis and reflection w.r.t. this axis. It is defined by the following polynomials of K[λ 1 , λ 2 , z 1 , z 2 ]:
Example 2.4 rotation. Consider the special orthogonal group given by
). Its linear action on K 2 is given by the following polynomials of K[λ 1 , λ 2 , z 1 , z 2 ]:
An element of the group acts as a rotation with the origin as center. The orbits consist of the origin and the circles centered at the origin.
Graph of the action and orbits
The graph of the action is the image O ⊂ Z × Z of the map (λ,z) → (z, g(λ,z)) that is defined on a dense open set of G × Z.
We introduce a new set of variables Z = (Z 1 , . . . , Z n ) and the ideal J = G + (Z − g(λ, z)) ⊂ h −1 K[λ, z, Z] where (Z − g(λ, z)) stands for (Z 1 − g 1 (λ, z), . . . , Z n − g n (λ, z)). The set O is dense in its closure O, and O is the algebraic variety of the ideal:
Because of the linearity in Z the ideal J is radical and unmixed dimensional and
is the prime decomposition of G then we have the following prime decomposition
A set of generators, and more precisely a Gröner basis [1] , for O ⊂ K[z, Z] can be computed. proof: Take J = (G + (Z − g)) ∩ K[λ, z, Z] and note that J = (G + (h Z − g ′ )) : h ∞ where g ′ is the numerator of g. Given a basis Λ of G and g explicitly, a Gröner basis of J is obtained thanks to [ The orbit ofz ∈ Z is the image Oz of the rational map gz : G → Z defined by gz(λ) = g(λ,z).
We then have the following specialization property (see for instance [5, Exercise 7] 
. The orbit of a pointz = (z 1 ,z 2 ) withz 2 = 0 consists of two lines parallel to the first coordinate axis. Example 2.9 rotation. Consider the group action of Example 2.4. The orbits consist of the origin and the circles with the origin as center. By elimination on the ideal J = (λ 2 1 +λ 2 2 −1,
Rational invariants
We construct a finite set of rational invariants that generate the field of rational invariant. The construction also brings out a simple algorithm to rewrite any rational invariants in terms of them. The required operations restrict to computing a Gröbner basis and normal forms. Those are implemented in most computer algebra systems.
The set of rational invariants forms a field that we denote K(z) G . Being a subfield of K(z) it is finitely generated.
We proceed to construct bases for O e that consist of polynomials in K(z) G [Z]. This can be compared to with [27, Lemma 2.4 ] that shows the existence of such basis. proof: Let Q = {q 1 , . . . , q κ } be the reduced Gröbner basis of O e for a given term ordering on Z. Then Q is also a Gröbner basis for the extensionÔ of O e to K(z)[Z].
By Lemma 2.11 q i (g(λ, z), Z) belongs to O e . It has the same support 1 as q i . As q i (g(λ, z), Z) and q i (z, Z) have the same leading monomial, q i (g(λ, z), Z) − q i (z, Z) is in normal form with respect to Q. As this difference belongs to O e , it must be 0. proof: Since p q is an invariant p(z) q(z) = p(g(λ,z)) q(g(λ,z)) for all (λ,z) where this expression is defined.
In other words the polynomial a(Z, z) = p(Z) q(z) − q(Z) p(z) ∈ K[Z, z] is zero at each point of O. Since the algebraic variety of O is the closureŌ of O and that O is dense inŌ we can conclude that a(Z, z) ∈ O by the Hilbert NullStellensatz. 2 Assume a polynomial ring over a field is endowed with a given a term order. A polynomial p is in normal form w.r.t. a set Q of polynomials if p involves no term that is a multiple of a leading term of an element in Q. A reduction w.r.t. Q is an algorithm that given p will return a polynomial p ′ in normal form w.r.t. Q s.t. p = p ′ + q∈Q aand no leading term of any ais bigger than the leading term of p. Such an algorithm is detailed in [1, Algorithm 5.1]. It consists in rewriting the terms that are multiple of the leading terms of the element Q by polynomials involving only terms that are lower. Note that if the leading coefficients of Q are 1 than no division occurs. When Q is a Gröbner basis w.r.t. the given term order, the reduction of a polynomial p is unique in the sense that p ′ is then the only polynomial in normal form w.r.t. Q in the equivalence class p + (Q). 
Cross-section and rational invariants
Given a cross-section we construct a generating set of rational invariants endowed with a rewriting algorithm.
The method is the same as the one presented in previous section. The advantage is that we reduce the computations to dimension 0: we shall require a Gröbner basis of a zero dimensional ideal while in previous section a Gröbner basis of an ideal of the dimension of the generic orbits was needed.
When the generic orbits of a group action have positive dimension, the existence of a cross-section is shown to rely on Noether normalization. The present construction does not give a deterministic algorithm for the computation of rational invariants, yet the freedom of choice is extremely fruitful in applicative examples. In next section we furthermore introduce additional properties and constructions based on the existence and choice of a cross section.
Outside of Gröbner bases, the construction proposed in this section relies on selecting elements of in an open set. Though the presentation is done with an algebraically closed field K that is therefore infinite, the construction is meant to be realized in characteristic zero (i.e. over Q) or over sufficiently large field.
Cross-section
Geometrically speaking a cross-section of degree d is a variety that intersects generic orbits in d simple points.
We give a definition in terms of ideals for it is closer to the actual computations and give its geometric content in a proposition. A basis for it is provided by the terms in Z that are not multiple of the leading terms of a Gröbner basis of I e [1, Proposition 6.52]. Let us note here that an ideal of K(z)[Z] is zero dimensional iff any Gröbner basis of it has an element whose leading term is Z di i , for 1 ≤ i ≤ n [1, Theorem 6.54]. The cross-section is thus the variety P of P . The geometric properties of this variety are explained by the following proposition. By the Jacobian criterion for regularity and the prime avoidance theorem [8, Corollary 16.20 and Lemma3.3] there is a n × n minor f of the Jacobian matrix Q that is not included in any prime divisor of I e . Therefore f is not a zero divisor in K(z)[Z]/I e which is a product of fields. Therefore there exists
Provided thatz is furthermore chosen so that the denominators of f and f ′ do not vanish, f specializes into a n × n minor fz of the Jacobian matrix of Qz and we have fz f ′ z ≡ 1 mod Iz for the specialization f ′ z of f ′ . So fz belongs to no prime divisors of Iz and thus Iz is radical [8, Corollary 16.20] . We take S to be the union of W with the algebraic set associated to the product of the denominators of f and f ′ . That the number of points of intersection is d is shown by [8, Proposition 2.15 ]. 2
That property shows that cross-sections of degree d = 1 and d > 1 are respectively sections and quasisections as defined in [27, Paragraph 2.5] . Our terminology elaborates on the one used in [23] and [9] . [27, Proposition 2.7] ensures the existence of quasi-section and [27, Paragraph 2.5 and 2.6] describe criteria for the existence of a section.
The discussion of [27, Section 2.5] shows that if P is a cross-section of degree 1 then K(P) is isomorphic to K(z) G . If P is a cross-section of degree d > 1 then K(P) is an algebraic extension of K(z) G of degree d. In Section 4 we shall come back to those points with a constructive angle that relies on the choice of a cross-section. The viewpoint adopted here is indeed the geometric intuition of the moving frame construction in [9] : almost any algebraic variety of complementary dimension provides a cross-section (of some degree).
The existence of a cross-section can be proved by Noether normalization theorem and is linked to an alternative definition of the dimension of an ideal [24, Section 6.2].
Theorem 3.3 A linear cross-section to the orbit is associated to each point of an open set of K r(n+1)
, where r is the dimension of the generic orbits and n the dimension of Z. .54]. We can thus take P to be generated by {Z 1 − a 1 , . . . , Z r − a r }.
We can always retrieve the situation assumed above by a change of variables thanks to Noether normalization theorem [13, Theorem 3.4.1].
Inspecting the proof we see that we can chose a change of variables given by a matrix (m ij ) 1≤i,j≤n with the vector of entries m ij in K n 2 outside of some algebraically closed set. The set {a i − 1≤j≤n m ij Z j | 1 ≤ i ≤ r} thus defines a cross-section. 2
From those results and their proofs we see that in the case where K is of characteristic zero the minimal degree of a (linear) cross section for a given group action is the degree of the generic orbits [14, Section 2] .
The choice of a cross section introduces a non deterministic aspect to the algebraic construction proposed in next section. An analysis of the probability of success in characteristic 0 would be based on the measure of a correct test sequence [ 
For the second equality, note first that P ⊂ (O (i) +P )∩K[z, Z]. The projection of the variety of O (i) ⊂ Z ×Z is thus contained in P. We show that the projection is exactly P. We can assume that the numbering is Section 2) . From the assumption, for anyz in Z and therefore in P, there existsλ in the variety of G (i) s.t. g(λ,z) is defined. Above each point of P there is a point in the variety of O (i) . 2
Rational invariants revisited
The following theorems provide a construction of a generating set of rational invariants that are assorted with a rewriting algorithm. The method is the same as in Section 2.3 but applied to the ideal I e rather that O e . The computational advantage comes from the fact that I e is zero dimensional.
If G is a prime ideal we can actually choose a coordinate cross-section that is P can be taken as the ideal generated by a set of the following form: {Z j1 − α 1 , . . . , Z jr − α r } for (α 1 , . . . , α r ) in K r . In this case we can remove r variables for the computation. proof: We can proceed just as in the proof of Theorem 2.14. We only need to argue additionally that if r = p q ∈ K(z) G , p and q being relatively prime, then p(Z), q(Z) / ∈ I e . We prove the result for p, the case of q being similar. By hypothesis p(z) q(g(λ, z)) ≡ q(z) p(g(λ, z)) mod G. Since p and q are relatively prime, p(z) divides
If p ∈ P , or equivalently if p vanishes on P, by Proposition 3.2 it vanishes on an open subset of Z. So p must be zero. This is not the case and thus p / ∈ P . Since I e ∩ K[Z] = P , it is the case that p(Z) / ∈ I e 2
When P defines a cross-section of degree 1, the rewriting trivializes into a replacement. Indeed, if the dimension of K(z)[Z]/I e as a K(z) vector space is 1 then, independently of the chosen term order, the reduced Gröbner basis Q for I e is given by
. . , r n ) and any rational invariant r(z) ∈ K(z) G can be rewritten in terms of r i by replacing z i by r i : r(z 1 , . . . , z n ) = r( r 1 (z), . . . , r n (z) ), ∀r ∈ K(z) G .
In the next section we generalize this replacement to cross-section of any degree by introducing some special algebraic invariants.
Example 3.7 scaling. We carry on with the action considered in Example 2.2 and 2.15.
Choose P = (Z 1 − 1). A reduced Gröbner basis of I e is given by
We can see that Theorem 2.12 is verified and that P defines a cross-section of degree 1. By Theorem 3.6 we know that r = z 2 /z 1 generates the field of rational invariants over any extension of K. In this situation, the cross section is of degree 1 and we see that the rewriting algorithm of Theorem 3.6 is a simple replacement. For all p ∈ K(z) G we have p(z 1 , z 2 ) = p(1, r).
Example 3.8 translation+reflection. We carry on with the action considered in Example 2.3 and 2.16.
The cross-section is of degree 2 as are the orbits of any point outside of the first coordinate axis. Example 3.9 rotation. We carry on with the action considered in Example 2.4 and 2.17.
We can see that Theorem 2.12 is verified and that P defines a cross-section of degree 2. By Theorem 3.6 we know that r = z 2 1 + z 2 2 generates the field of rational invariants over any extension of K. In this situation, the rewriting algorithm of Theorem 3.6 consist in substituting z 2 by 0 and z 2 1 by r.
Replacement invariants and invariantization
Given a cross-section P of degree d we introduce d n-tuples of algebraic functions of the rational invariants with an important replacement property: rational invariant can be rewritten in terms of those by a simple substitution.
Replacement invariants allow to show that K(P) is an algebraic extension of degree d of the field of rational invariants. In particular, when of degree 1 the cross-section is a geometric quotient. They are used to define a process of invariantization that is a projection onto the field of algebraic invariants. The process can be realized by algebraic elimination and its meaning is revealed in the next section.
Replacement invariants
Let P be a cross-section of degree d defined by the prime ideal P of K[Z]. The field of rational functions on P is noted K(P). It is the fraction field of the integral domain K[Z]/P = K[P]. To a cross-section of degree d are thus associated d replacement invariants ξ (1) , . . . , ξ (d) .
The name owes to the following theorem that is an algebraic version of Thomas replacement theorem discussed in [9] . It shows that any polynomial or rational invariant can be expressed in terms of ξ = (ξ 1 , . . . , ξ n ), by replacing coordinate function z i with ξ i for 1 ≤ i ≤ n. proof: Write r = p q with p, q relatively prime. By Lemma 2.13, p(z) q(Z) − q(z) p(Z) ∈ O ⊂ I and therefore p(Z) − p(z) q(z) q(Z) = p(Z) − r(z) q(Z) ∈ I e . Since ξ is a zero of I e , we have p(ξ) − r(z) q(ξ) = 0. In the proof of Theorem 3.5 we saw that p, q / ∈ I e , so that q(ξ) = 0. The conclusion follows. 2
Therefore for any of the d replacement invariant ξ, K(ξ) is an algebraic extension of K(z) G since K(z) G ⊂ K(ξ) and ξ is algebraic over K(z) G . This leads to the following results. proof: Let I (1) and I (2) be prime divisors of I G in of K(z) G [Z] and consider replacement invariants ξ (1) and ξ (2) that are respective K(z) G -zero of I (1) and I (2) . On one hand there is a K(z) G -isomorphism
On the other hand, by Proposition 3.4, I i ∩K[Z] = P and therefore P is the ideal of relationships on the components of ξ i . We have K(ξ i ) ∼ = K(P).
We thus have the following isomorphisms that consist of replacing ξ (i) by Z or conversely:
Therfore there is an isomorphism between K(z) G [Z]/I (1) and K(z) G [Z]/I (2) that leaves K(z) G and maps the class of Z modulo I (1) to the class of Z modulo I (2) . Therefore I (1) = I (2) so that I G is prime. For any replacement invariant ξ we have
and thus K(P) is an algebraic extension of K(z) G of degree d. 2
So in particular if P is a cross-section of degree one we have K(P) ∼ = K(z) G . In all cases K(P) We chose the cross-section defined by P = (Z 1 − Z 2 ). Generic orbits have two components and the crosssection is of degree 2. Since I e = (Z 1 − Z 2 , Z 2 2 − z 2 2 ) the two replacement invariants are ξ (1) = (z 2 , z 2 ) and ξ (2) = (−z 2 , −z 2 ). Though their components are rational functions they are not rational invariants for the group action. Note though that they are rational invariants for the component of the group that contains the identity.
Example 4.7 rotation. Consider the group action from Example 2.4, 2.9, 2.17, 3.9. We chose the crosssection defined by P = (Z 2 ). Generic orbits have one component of degree two and the cross-section is of degree 2. Since I e = (Z 2 , Z 2 1 − z 2 1 − z 2 2 ) the two replacement invariants associated to P are ξ (±) = (0, ± z 2 1 + z 2 2 ).
Invariantization
In this section we restrict our considerations to characteristic zero. To the chosen cross-section P of degree d are associated d distinct replacement invariants ξ (1) , . . . , ξ (d) .
In this section the defining ideal of P is taken as an ideal of K[z]. The localization of K[z] at P is de-
As P is prime that latter is stable by multiplication. We saw in the proof of Theorem 3.6 that K(z) G ⊂ K[z] P .
The goal of this section can be understood as making explicit the isomorphism
that follows from Proposition 4.4. For a given replacement invariant associated to P we can make explicit the two injective homomorphisms implied by this isomorphism:
The composition of the two homomorphisms is the identity on K(z) G by Theorem 4.3. The first homomorphism is the restriction to K(z) G of the natural surjection K[z] P → K(P). We thus have the following chain of homomorphisms. 3. If α ≡ β mod P then ια = ιβ since the elements of P vanish on all ξ (i) .
The latter property shows that ι actually induces a map ι P from the monic polynomials of K(P)[f ] to the monic polynomials of
In the definition of the invariantization we actually recognize the norm of a polynomial in a field extension and the following result is deduced from [10, Theorem 8.16 ]. The fact that γ(z, f ) belongs to (I e +)β(Z, f )) can be written as γ
All the factors β(ξ (i) , f ) of ιβ thus divide γ(z, f ) and therefore ιβ divides γ(z, f ) and therefore its squarefree part.
Conversely, the K(z) G -zeros of α(Z, f ) + I e are the (ξ (i) ,f (i,j) ) where thef (i,j) are the roots of β(ξ (i) , f ).
The set of roots of γ(z, f ) consist thus of thef (i,j) . Those are the roots of ιβ. The squarefree part of γ thus divides ιβ 2
The P-invariantization map has the following property that makes it the computable counterpart of isomorphism (2) . If β(z, f ) is irreducible modulo P then β(Z, f ) is irreducible modulo I G . In this case (β(Z, f )) + I G is a prime ideal and ιβ must be irreducible. The converse is given by the above result. 2
The following example illustrates various properties of the extended invariantization map ι.
Example 4.12 scaling. We consider the scaling action defined in Example 2.2 and the cross-section defined by the ideal P Z = (Z 2 1 + Z 2 2 − 1). It is a cross-section of degree 2. We have I e = (Z 2 1 − z 2 1 z 2 1 +z 2 2 , Z 2 − z2 z1 Z 1 ) and therefore the two replacement invariants are
. We have ια = (f +z 1 )α+ z 2 1 z 2 1 +z 2 2 (z 2 1 +z 2 2 −1) ≡ (f +z 1 )α mod P . We obtained ια by computing a Gröbner basis for a term order that eliminates Z 1 and Z 2 for the ideal
. Note that although α defines a polynomial function z 1 , its invariantization defines two algebraic invariants
Neither α nor β are equal modulo P to a polynomial with coefficients in K(z) G and the invariantization map doubles the degree of the original polynomial as therefore achieving maximal possible degree suggested by Definition 4.8.
In the next two instances the monic polynomial is equal modulo P to a polynomial in K(z) G [f ] mod P . As a consequence there is no increase in the degree.
The following examples demonstrate that the map ι neither respects multiplication, nor addition. Let
. At the same time
Smooth invariants and the moving frame construction
In this section we connect the algebraic algorithms presented in this paper with their original source of inspiration, the Fels-Olver moving frame construction [9] . It is shown in [9] that in the case of a locally free action, a choice of local cross-section corresponds to a local G-equivariant map ρ : Z → G. This map provides a generalization of the classical geometrical moving frames [3] 4 . A moving frame map gives rise to an invariantization process, a projection from the set of smooth functions to the set of local invariants. The invariantization of coordinate functions provides a set of normalized invariants. They play the same role as replacement invariants, introduced in Section 4, and contain a set of fundamental invariants. In the case of the locally free actions the existence of ρ is guaranteed by the implicit function theorem, but it might not be explicitly computable. We review this construction in Section 5.3. In the preceding Section 5.2 we introduce an alternative definition of the invariantization, that also depends on a choice of the cross-section, but does not require the existence of ρ. We show that this new definition generalizes the invariantization process defined in [9] to semi-regular actions. Although a possibility of such generalization is indicated in the remarks of [9, Section 4] , the precise ρ-independent definition and theorems are new. We prove that each equivalence class of functions with the same values on the cross-sections contains a unique smooth local invariant. Thus the invariantization can be viewed as a projection from the set of smooth functions to the set of equivalence classes of functions with the same value on the cross-section. We prove, from this new definition, that invariantization of coordinate functions produces a set of invariants with the replacement property. The latter contains a fundamental set local invariants. Section 5.4 provides a direct connection between the algebraic and the smooth constructions. In particular, the precise relationships between algebraic and smooth invariantization processes, and between normalized and replacement invariants are presented.
In this section the field K = R. All statements and constructions from this section, can be generalized to K = C. In the complex case manifolds, groups and group-actions are assumed to be analytic, and functions are assumed to be meromorphic.
Local invariants
We start with the definitions of smooth local invariants and the fundamental set of those. We prove that the existence of a fundamental set of local invariants is equivalent to the existence of a flat coordinate system. Although the proof is based on standard arguments from manifold theory, it is included to make a complete and self-contained presentation. Equivalently f (exp εv ·z) = f (z) for allz ∈ U, all infinitesimal generators v, and all ε sufficiently close to zero, where exp εv ·z denotes the integral curve of the vector field v with the initial conditionz. We note that if a function f is continuous on Z, the group G is connected, and the condition of Definition 5.1 is satisfied at every point of Z then f is a global invariant function on Z due to [21, Proposition 2.6] . In what follows we neither assume f to be continuous outside of U, nor G to be connected. (z) , . . . , x r (z), y 1 (z), . . . , y n−r (z) such that the connected components of the orbits on U are level sets of the last n − r coordinates. Such coordinate system is called flat, or straightening.
The following theorem shows that a flat coordinate system on U provides a fundamental set of n−r invariants, and conversely, any fundamental set be completed to a flat coordinate system. We will need the following lemma, whose proof follows directly from the Jacobian condition for functional independence, and is omitted. Theorem 5.5 Let G be a group acting semi-regularly on an n-dimensional manifold Z. Let r be the dimension of the orbits. Then there exists n − r local fundamental invariants in a neighborhood of each pointz ∈ Z. A fundamental set of invariants provides the last n − r coordinates of a flat coordinate system in a neighborhood ofz.
proof: By the Frobenius theorem there exists a flat coordinate system x 1 (z), . . . , x r (z), y 1 (z), . . . , y n−r (z) in a neighborhood U ∋z. The connected components of the orbits on U coincide with the level sets of the last n − r coordinate functions. Thus y 1 (z), . . . , y n−r (z) are constant on the connected components of the orbits, and therefore they are locally invariant. They are smooth and functionally independent by definition of a coordinate system. It remains to show that any other invariant is locally expressible in their terms. Let v be an infinitesimal generator of the group action. Since v(y i ) = 0 for y = 1..n − r then
is a linear combination of the first r basis vectors.
∂xi be a basis of infinitesimal generators of the group action. Without loss of generality we may assume that the first r generators v 1 , . . . , v r are linearly independent at each point of U. Let f (x 1 . . . , x r , y 1 , . . . y n−r ) be a local invariant, then v j (f ) = r i=1 a ji ∂f ∂xi = 0 for j = 1..r. This is a homogeneous system of r linear equation with r unknowns ∂f ∂x1 , . . . , ∂f ∂xr . Since v 1 , . . . , v r are linearly independent at each point, the rank of the system is maximal. Thus ∂f ∂x1 = 0, . . . , ∂f ∂xn = 0 is the only solution. Hence f is a function of invariants y 1 , . . . , y n−r .
Conversely, let {y 1 , . . . y n−r } be a fundamental set of invariants on U, and let z 1 , . . . , z n be a coordinate system on U. By Lemma 5.4 there exists a subset {z i1 , . . . , z ir } of coordinate functions, such that {z i1 , . . . , z ir , y 1 , . . . y n−r } is a coordinate system on U. Since y 1 , . . . y n−r are local invariants they are constant on the connected components of the orbits on U, and therefore this coordinate system is flat. 2
Therefore, the existence of a fundamental set of local invariants is equivalent to the existence of a flat coordinate system. The proof is not constructive, however. In the next section we define the notion of local cross-section to the orbits, and show that a local cross-section passing through each point can be easily constructed. Moreover, we show that a set of fundamental invariants can be implicitly defined by a choice of cross-section.
Cross-section and invariantization
By choosing a cross-section to the orbits we define a smooth invariantization map, a projection from the ring of smooth functions to the ring of local invariants. The second condition in the above definition is equivalent to the following condition on tangent spaces: TzZ = TzP ⊕ TzOz, ∀z ∈ P ∩ U.
Let h 1 (z), . . . , h r (z) be independent functions on U, where r is the dimension of the orbit. The common zero set P of these functions is a submanifold of U. The tangent space at every point of P equals to the kernel of the Jacobian matrix J h at this point. The infinitesimal generators v 1 , . . . , v κ span the tangent space to the orbits at each point of P (where κ ≥ r is the dimension of the group.) Therefore submanifold P satisfies the second condition if and only if the span v 1 , . . . , v κ has no intersection with the kernel of J h on P. Equivalently:
where V is the n × κ matrix, whose i-th column consists of the coefficients of the infinitesimal generator v i in a local coordinate system.
Theorem 5.7 Let G act semi-regularly on Z, then there is a local cross-section passing through every points z ∈ Z. Moreover, a cross-section can be defined by a level set of r coordinate functions.
proof:
The rank of V equals to the dimension of the orbits r. Thus there exist r rows of V that form a submatrix V of rank r at the pointz, and therefore it has rank r on an open neighborhood U 1 ∋z. Assume that these rows correspond to coordinate z i1 , . . . , z ir . Let (c 1 , . . . , c n ) be coordinates of the pointz, then functions h 1 = z i1 − c i1 , . . . , h r = z ir − c ir satisfy condition 3. The common zero set P of these functions containsz.
It remains to be proved that there exists neighborhood U ∋z such that P intersects each connected component of the orbits on U at the unique point. Due to Theorem 5.5 a set of fundamental local invariants y 1 , . . . , y n−r exists in an open neighborhood U 2 ∋z. Functions y 1 , . . . , y n−r are independent and constant on each connected component of the orbits. We will show that functions z i1 , . . . , z ir , y 1 , . . . , y n−r are independent and therefore form a flat system of coordinates on an open set U = U 1 ∩ U 2 containingz. Without loss of generality we may assume that {z i1 , . . . , z ir } = {z 1 , . . . , z r } are the first r coordinates. Assume that on the contrary there exists a differentiable non-zero function F , such that F (z 1 , . . . , z r , y 1 , . . . , y n−r ) = 0 on U.
Then
We note that v i (y j ) = 0 for all i = 1..κ and j = 1..n − r by the definition of a local invariant, while SinceV has maximal rank, it follows that ∂F ∂z is a zero vector. Hence F is independent of z 1 , . . . , z r . It follows that F (y 1 , . . . , y n−r ) = 0, for a non-zero function F . We obtain a contradiction because y 1 , . . . , y n−r are functionally independent. Thus z i1 , . . . , z ir , y 1 , . . . , y n−r are independent and form a flat coordinate system on U.
By construction all points on P have the same z-coordinates. Thus two distinct points of P must differ by at least one of the y-coordinates. Since y coordinates are constant on the connected components of the orbits on U, distinct points of P belong to distinct connected components of the orbits. 2
We note that the first paragraph of the above proof provides a simple practical algorithm to construct a coordinate local cross-section through a point. An algebraic counterpart of this statements is given by Theorem 3.3.
Given a cross-section on U one can define a projection from the set of smooth functions on U to the set of locally invariant functions. In other words, the invariantization of a function f is obtained by spreading the values of f on P along the orbits. The next theorem shows that ιf is the unique local invariant with the same values on P as f . We will need the following Lemma 5.9 Let P be a local cross-section on an open set U with a flat coordinate system x 1 , . . . , x r , y 1 , . . . , y n−r . Then P can be described as a graph x 1 = p 1 (y 1 , . . . , y n−r ), . . . , x r = p r (y 1 , . . . , y n−r ) on an open subset of U.
proof: Any r-dimensional smooth submanifold of Z can be locally expressed as the zero-set of r smooth independent functions. Thus, by probably shrinking U, we may assume that P is given by the zero-set of smooth independent functions h 1 (x 1 , . . . , x r , y 1 , . . . , y n−r ), . . . , h r (x 1 , . . . , x r , y 1 , . . . , y n−r ). From the transversality condition (3) and local invariance of y's, it follows that the first r columns of the Jacobian matrix J h form a submatrix of rank r. Then the statement of the lemma follows from the implicit function theorem. 2 In order to show its smoothness we writeῑf in terms of flat coordinates x 1 , . . . , x r , y 1 , . . . , y n−r . In these coordinates the cross-section P can be described as a graph x 1 = p 1 (y 1 , . . . , y n−r ), . . . , x r = p r (y 1 , . . . , y n−r ), where p 1 , . . . , p r are smooth functions. Then the function ιf (x 1 , . . . , x r , y 1 , . . . , y n−r ) = f (p 1 (y 1 , . . . , y n−r ), . . . , p r (y 1 , . . . , y n−r ) , y 1 , . . . , y n−r ) is smooth, as a composition of smooth functions.
To prove the uniqueness, assume that an invariant function q has the same values on P as f , then the invariant function h =ῑf − q has zero value on P. A pointz ∈ U can be reached fromz 0 = P ∩ O 0 z by a composition of flows defined by infinitesimal generators. Without loss of generality, we may assume that it can be reached by a single flowz = exp ǫv ·z 0 , where exp εv ·z 0 ⊂ O 0 z for all 0 ≤ ε ≤ ǫ. From the invariance of h it follows that h(exp ǫvz 0 ) = h(z 0 ) = 0. Thus q(z) =ῑf (z) on U. 2 Theorem 5.10 allows us to view the invariantization process as a projection from the set of smooth function on U to the equivalence classes of functions with the same value on P. Each equivalence class contains a unique local-invariant. The algebraic counterpart of this point of view is described by the isomorphism (2) . The invariantization of differential forms can be defined in a similar implicit manner. It has been shown in [9, 18] that the essential information about the differential ring of invariants and the structure of differential forms can be computed from the infinitesimal generators of the action and the equations that define the cross-section, without explicit formulas for invariants.
The following theorem shows that the invariantization of coordinate functions contains a fundamental set of n − r invariants.
Theorem 5.11 Assume each orbits of G-action on Z has dimension r. Let P be a cross-section on U, and ι be the corresponding invariantization map. Let z 1 , . . . , z n be coordinate functions on U. Then the set {ιz 1 , . . . , ιz n } contains a fundamental set of n − r local invariants on U. If P is defined by equations h 1 (z) = 0, . . . , h r (z) = 0, then h 1 (ιz 1 , . . . , ιz n ) = 0, . . . , h r (ιz . . . , ιz n ) = 0 provide a maximal set of functionally independent relations among these invariants.
proof: Assume n − r-dimensional cross-section P on U is the zero-set of independent smooth functions h 1 (z), . . . , h r (z). By Lemma 5.4 there exists n − r coordinate functions independent of h 1 (z), . . . , h r (z). After reordering we may assume that h 1 (z), . . . , h r (z), z r+1 , . . . , z n are independent. Then by the implicit function theorem, P can be given as a graph z 1 = p 1 (z r+1 , . . . , z n ), . . . z r = p r (z r+1 , . . . , z n )
We will first show that z r+1 , . . . , z n remain independent when restricted to P. Assume otherwise, then there exists non-zero smooth function q(z r+1 , . . . , z n ) which is zero, when restricted to P. Then we have r + 1 independent functions q(z), h 1 (z), . . . , h r (z), which are identically zero on P. It follows that P is (n−r −1)-dimensional. Contradiction. Thus z r+1 , . . . , z n are independent on P. Sinceῑz i | P = z i | P functions ιz r+1 , . . . ,ῑz n are independent in a neighborhood of P. Thus the maximal number functionally independent relations among this invariants ιz 1 , . . . , ιz n is r. On the other hand, h 1 (ιz 1 , . . . , ιz n ) = 0, . . . , h r (ιz . . . , ιz n ) = 0 on P and therefore on U. Therefore h 1 , . . . , h r define a maximal number of functionally independent relations among ιz 1 , . . . , ιz n . Independent invariantsῑz r+1 , . . . ,ῑz n are fundamental. Indeed assume f is a locally invariant function on U, then f (z) = f (z 0 ), wherez 0 = O 0 z ∩ P. Thus f (z 1 , . . . , z n ) = f (ῑz 1 , . . . ,ῑz n ) = f (p 1 (ῑz r+1 , . . . ,ῑz n ), . . . , p r (ῑz r+1 , . . . ,ῑz n ),ῑz r+1 , . . . ,ῑz n )
is a function ofῑz r+1 , . . . ,ῑz n . 2
Invariantizations of the coordinate functions are called normalized invariants in [9] , and are proved to satisfy Thomas replacement theorem. In the algebraic context they correspond to replacement invariants defined in Section 4. This correspondence is made precise by Proposition 5.17. Since our definition of invariantization differs from [9] , we will sate and prove the replacement theorem.
Theorem 5.12 Let P be a cross-section on U, andῑ be the corresponding invariantization map. Let f (z 1 , . . . , z n ) be a local invariant on U. Then f (ιz 1 , . . . , ιz n ) = f (z 1 , . . . , z n ).
proof: Since ιz 1 | P = z 1 | P , . . . , ιz n | P = z n | P , then f (ιz 1 , . . . , ιz n )| P = f (z 1 , . . . , z n )| P . Thus functions f (ιz 1 , . . . , ιz n ) and f (z 1 , . . . , z n ) are both locally invariant and have the same value on P. By Theorem 5.10 they coincide. 2
Moving frame map
It is shown by Fels and Olver [9] that in the case of a locally free action, a local cross-section is in one-to-one correspondence with a local G-equivariant map ρ : U → G. This map provides a generalization of the classical geometrical moving frames [3] . We review the Fels-Olver construction, and prove that in the case of locally free actions it is equivalent to the one presented in Section 5.2.
Definition 5.13 An action of a Lie group G on a manifold Z is locally free if for every pointz ∈ Z its isotropy group Gz = {λ ∈ G|λ ·z =z} is discrete.
We note that local freeness implies semi-regularity of the action, with the dimension of each orbit equal to the dimension of the group G. Theorem 4.4 from [9] can be restated as follows in the case of locally free actions. 
uniquely defines ρ in a sufficiently small neighborhood of the identity. We note in particular that ρ(z 0 ) = e for allz 0 ∈ P. The map ρ is G-equivariant, ρ(λ·z) = ρ·λ −1 , and is called a moving frame map. Reciprocally, a moving frame map defines a local cross-section to the orbits: P = {ρ(z) ·z |z ∈ U} ⊂ U.
We note that in local coordinates (5) provides implicit equations for expressing the group parameters in terms of coordinate functions on the manifold. If the group acts locally freely, then local existence of smooth solutions is guaranteed by the transversality condition and the implicit function theorem. Since the implicit function theorem is not constructive, we might not be able to obtain explicit formulas for the solution.
In [9] the invariantization of f (z) is defined to be a function f (ρ(z) ·z). The next proposition shows that for locally free actions invariantization defined in terms of the moving frame map [9, Definition 4.6] is equivalent to invariantization defined in terms of cross-section by Definition 5.8. The latter definition is not restricted, however, to locally free actions. 
Relation between the algebraic and the smooth constructions
In the algebraic formulation we restrict our attention to the rational action (1) of an algebraic groups G defined by an ideal G. A cross-section P is defined as an algebraic variety of an ideal P , that satisfies the Definition 3.1. An algebraic cross-section is transversal to generic orbits and of complementary dimension. in the algebraic setting, we relax the unique intersection assumption for the cross-section and the semiregularity assumption for the group action. To make a bridge between smooth and algebraic constructions we need the following definition. provides a set of replacement invariants. The next proposition shows that invariantization of coordinate functions produces a smooth zero of the ideal I e , and therefore provides smooth representatives for the replacement invariants ξ.
Proposition 5.17 Let P be an algebraic cross-section, and let I e be the corresponding ideal. Assume that there is an open (in the standard topology) set U ⊂ Z such that P ∩ U satisfies Definition 5.6. Letῑ be the corresponding smooth invariantization map. Then the tuple of functionsῑz = (ῑz 1 , . . . ,ῑz n ) is a smooth zero of the ideal I e .
proof: Letz ∈ U be an arbitrary point, and letz 0 be the point of intersection of P with the connected component O ∩ U, containingz. Then there exitsλ is the connected component of the identity of G, such thatz 0 =λz. Then (z,z 0 ) a zero of the ideal I. By definitionῑz(z) =z 0 , therefore (z,ῑz(z)) is a zero of the ideal I for allz ∈ U. Equivalentlyῑz is a smooth zero of I e .
2
Similarly one can prove that a smooth representative of any algebraic invariant is a local invariant: proof: Explicitly let α(z, f ) = k i=1 a i (z)f i , where a i ∈ K(z) G . For anyz ∈ U and an infinitesimal generator v there exits ǫ > 0, such that exp(εv)z ∈ U whenever |ε| < ǫ. Then α(exp(εv)z, f (exp(εv)z)) = k i=1 a i (exp(εv)z)f (exp(εv)z) i = 0. Due to invariance of the coefficients a i , we have k i=1 a i (z)f (exp(εv)z) i = 0 for allz ∈ U and small enough ε. Thus for a fixed pointz all the values f (exp(εv)z) for all sufficiently small ε are the roots of the one-variable polynomial α(z, f ) ∈ K[f ]. Since the number of roots of univariate polynomial is finite, we conclude that f (exp(εv)z) = f (exp(0v)z) = f (z) and thus f (z) is a local invariant. 2
The following propositions provides a connection between the algebraic and the smooth invariantization.
Theorem 5.19 Let P be an algebraic cross-section, such that there is an open (in the standard topology) set U ⊂ Z on which P ∩ U satisfies Definition 5.6. Let f (z) be a smooth zero of a polynomial β(z, f ) ∈ K(z)[f ], then the smooth invariantizationῑf (z) is a smooth zero of the polynomial ιβ(z, f ) ∈ K(z) G [f ] (see Definition 4.8) .
proof: The polynomial ιβ(z, f ) = k i=1 b i (z)f i , where b i ∈ K(z) G . Any pointz ∈ U can obtained from the pointz 0 ∈ P by a composition of flows along infinitesimal generators of the group action. The argument will not change if we assume thatz = exp εv ·z 0 is obtained by the flow along a single vector field. Then from the invariance of b i (z) and local invariance ofῑf (z) it follows that ∀z ∈ U:
From Proposition 4.11 it follows that ιβ is divisible by β when restricted to P. Thus ιβ(z 0 , f (z 0 )) = 0, ∀z 0 ∈ P ∩ U, since β(z, f (z)) ≡ 0 on U. It follows thatῑf (z) is a smooth zero of a polynomialῑβ(z, f ) ∈ K(z) G [f ]. 2 Corollary 5.20 Let P be an algebraic cross-section, such that there is an open (in the standard topology) set U ⊂ Z on which P ∩ U satisfies Definition 5.6. Let r(z) ∈ K[z] P be a rational function whose domain of definition includes P ∩ U. Then the smooth invariantization of r(z) provides a smooth representative for its its algebraic invariantization (see Proposition 4.9).
Additional examples
We first take a classical example in differential geometry: the Euclidean action on the second order jets of curves. The variables z 1 , z 2 , z 3 and z 4 stand for the independent variable, the dependent variable, the first and second derivative respectively. We shall recognize the expected curvature in the the component of a replacement invariant. Example 6.1 We consider the group defined by G = (α 2 + β 2 − 1, ǫ 2 − 1) ⊂ K[α, . . . , ǫ]. The neutral element is (1, 0, 0, 0, 1), the group operation (α ′ , β ′ , a ′ , b ′ , ǫ ′ ) · (α, β, a, b, ǫ) = (αα ′ − ββ ′ , βα ′ + αβ ′ , a + αa ′ − βb ′ , b + αa ′ + αb ′ , ǫ ǫ ′ ) and the inverse map (α, β, a, b) −1 = (α, −β, −α a − bβ, β a − αb, ǫ). The rational action on K 4 we consider is given by the rational functions: g 1 = αz 1 − βz 2 + a, g 2 = ǫβz 1 + ǫαz 2 + b,
We have O = 1 + z 2 Though this Gröbner basis is obtained without much difficulty, that example illustrates well the simplification obtained by considering the construction with the cross-section.
