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The rapidly improving precision of measurements of gravitational lensing of the Cosmic Microwave
Background (CMB) also requires a corresponding increase in the precision of theoretical modeling.
A commonly made approximation is to model the CMB deflection angle or lensing potential as
a Gaussian random field. In this paper, however, we analytically quantify the influence of the
non-Gaussianity of large-scale structure lenses, arising from nonlinear structure formation, on CMB
lensing measurements. In particular, evaluating the impact of the non-zero bispectrum of large-
scale structure on the relevant CMB four-point correlation functions, we find that there is a bias to
estimates of the CMB lensing power spectrum. For temperature-based lensing reconstruction with
CMB Stage-III and Stage-IV experiments, we find that this lensing power spectrum bias is negative
and is of order one percent of the signal. This corresponds to a shift of multiple standard deviations
for these upcoming experiments. We caution, however, that our numerical calculation only evaluates
two of the largest bias terms and thus only provides an approximate estimate of the full bias. We
conclude that further investigation into lensing biases from nonlinear structure formation is required
and that these biases should be accounted for in future lensing analyses.
I. INTRODUCTION
The photons of the Cosmic Microwave Background (CMB) are gravitationally deflected by the large-scale matter
distribution through which they pass. This effect, known as CMB lensing (see [1] for a review), distorts the temperature
and polarization fluctuations in the cosmic background radiation in a characteristic way, which allows reconstruction
of the projected deflecting potentials. CMB lensing probes the growth of large-scale structure over a wide range of
redshifts (0.1<z<5). As free-streaming of massive neutrinos and the accelerated expansion of the Universe suppress
the formation of structures, the lensing signal contains valuable information about the sum of neutrino masses [2–4]
and dark energy [5–8].
First evidence of the CMB lensing effect was obtained using data from WMAP, relying on cross-correlation with
other tracers of large-scale structure [9, 10]. The first measurement from CMB alone (i.e. a measurement of the lensing
power spectrum) was reported by the Atacama Cosmology Telescope (ACT) collaboration [11], followed by the South
Pole Telescope (SPT) collaboration [12] and the Planck Collaboration [13].
As a consequence of Thomson scattering the CMB is polarized. Lensing modifies the polarization pattern and in
particular partly changes the parity of the modes. Extending lensing analyses to polarization data has the potential
to increase the signal-to-noise of the reconstruction since the small-scale B-mode polarization signal is expected to
be solely sourced by the lensing of E-modes. First measurements of lensing power spectra based on polarization
data have just recently been carried out with POLARBEAR [14], SPTPol [15] and Planck [16]. The ACTPol, SPT
and POLARBEAR collaborations have also reported detections from cross-correlating the reconstructed polarization
lensing with a measurement of the the cosmic infrared background [17–19]. With decreasing noise levels, smaller beam
sizes and larger areas observed, measurements of the CMB lensing effect have tremendously increased in precision;
this rapid progress is expected to continue. Increasing precision in the measurement demands higher accuracy of
reconstruction techniques and theoretical modeling of the measurements.
CMB lensing analyses commonly rely on the assumption of Gaussianity of both the unlensed CMB temperature
field as well as the lensing potential. The lensing potential is a projection of the gravitational potential, which is
known to become non-Gaussian at late times due to nonlinear structure formation. However, the weighted projection
which sums up the effect of all fluctuations encountered on the photon geodesic should suppress this non-Gaussianity
by the central limit theorem (given a distance to the CMB of 14000 Mpc a CMB photon typically passes through
O(50) structures of size 300 comoving Mpc, the scale at which the matter power spectrum peaks). The goal of our
paper is to test this intuitive argument quantitatively by abandoning the assumption of Gaussianity of the lensing
potential and investigating the consequences of a non-zero bispectrum of the lensing potential on measurements of the
lensing power spectrum. The main result is a new, typically negative, reconstruction bias (N (3/2)) that contributes
to the measured lensing power spectrum and must be corrected for. Following further tests of the importance of
some of the neglected terms with analytics and simulations, this bias should be subtracted from future lensing 4-point
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2measurements. It adds to known reconstruction power spectrum biases that arise for a Gaussian lensing potential
and have been worked out in detail in [20–22].
While the effect of large-scale structure non-Gaussianity on lensing statistics has been computed in the context
of galaxy weak lensing [23–25], it has not been analytically studied for CMB lensing reconstruction before. A first
numerical analysis with non-Gaussian deflection fields computed from N-body simulations has just recently been
carried out [26]. Higher order corrections to the lensed temperature power spectrum have been investigated analytically
[27, 28] and in lensing simulations [12, 29, 30]. Related but different 4-point CMB lensing biases were studied in [31, 32],
caused by unresolved radio/infrared point sources and galaxy clusters that add to CMB fluctuations.
Our paper is organized as follows. In Section II we review the formalism of CMB lensing and lensing measurements,
introduce notation and conventions used in this paper and provide an analytic expression for the lensing bispectrum.
The rigorous derivation of the new reconstruction power bias is presented in Section III and results of its numerical
evaluation are given in Section IV. In Section V we provide an overview of potential caveats in the numerical evaluation
of the bias and present cross-checks that were carried out to validate the results. An extension of the bias to CMB
lensing cross-correlation measurements is derived in Section VI. We conclude in Section VII. In a series of appendices
we provide details on the CMB lensing bispectrum and its effect on lensing reconstruction in Fourier space, large-scale
and squeezed limits, the generalization of one of the contributing bias terms to polarization and a position space
re-interpretation.
Notation and Conventions
We will mostly work on the flat sky, denoting position space coordinates with x. We use non-unitary Fourier
conventions
F [f(x)] = f˜(k) =
∫
dnx f(x)e−ikx F−1[f˜(k)] = f(x) =
∫
dnk
(2pi)n
f˜(k)eikx (1)
and express correlations in harmonic space in terms of power spectra, bispectra and trispectra defined in the usual
manner
〈A(k)B(k′)〉 = (2pi)nδn(k+ k′)PAB(|k|) (2)
〈A(k)B(k′)C(k′′)〉 = (2pi)nδn(k+ k′ + k′′)BABC(k,k′,k′′) (3)
〈A(k)B(k′)C(k′′)D(k′′′)〉c = (2pi)nδn(k+ k′ + k′′ + k′′′)TABCD(k,k′,k′′,k′′′). (4)
For compactness we also denote ∫
l
≡
∫
d2l
(2pi)2
and
∫
k
≡
∫
d3k
(2pi)3
. (5)
II. CMB LENSING AND RECONSTRUCTION
This section provides a short review of CMB lensing and reconstruction to set up the basic formalism needed later.
A. CMB lensing potential and its statistics
Lensing remaps the CMB temperature field T at angular position x on the sky
T˜ (x) = T (x+α(x)), (6)
where the total deflection angle α(x) depends on the large-scale structures encountered along the line of sight. It can
be expressed in terms of the lensing potential φ through
α(x) = ∇φ(x). (7)
The lensed temperature T˜ can be approximated by perturbing in the lensing potential. We restrict ourselves to this
series expansion here, but note that this approximation is only accurate to about 5− 10% [1] and could be improved
by using the correlation function approach of [33], which is nonperturbative in the deflection angle. Working under
3the flat-sky approximation valid on small scales and truncating at second order in ∇φ, the perturbative series can be
written as
T˜ (x) = T (x) +∇T (x) · ∇φ(x) + 1
2
∇i∇jT (x) ∇iφ(x) ∇jφ(x) +O(φ3). (8)
Throughout the paper, ∇ only acts on the single variable directly following it. In harmonic space, products turn into
convolutions and gradients correspond to multiplication with −il, so that
T˜ (l) = T (l) + δT (l) + δ2T (l) +O(φ3) (9)
with O(φ) correction
δT (l) = −
∫
l′
l′ · (l− l′)T (l′)φ(l− l′) (10)
and O(φ2) correction
δ2T (l) =
1
2
∫
l′
∫
l′′
[l′ · l′′] [l′ · (l− l′ − l′′)]T (l′)φ(l′′)φ(l− l′ − l′′). (11)
All perturbations are linear in the unlensed temperature T .
The lensing potential is a weighted projection of the gravitational potential ψ along the line of sight
φ(nˆ) =
∫ χ∗
0
dχW (χ)ψ (χnˆ, η(χ)) (12)
where χ denotes the comoving angular diameter distance, W the lensing efficiency and η the conformal time. In a
flat Universe which is assumed here, the lensing efficiency simplifies to
W (χ) = −2χ∗−χ
χ∗χ
, (13)
where an asterisk is used to mark quantities at decoupling. This description of CMB lensing relies on the Born
approximation, which assumes that the integration can be carried out along the unperturbed photon geodesic.
Commonly the lensing potential is modeled as a homogeneous Gaussian random field that is solely characterized by
its power spectrum. This power spectrum is well described by a Limber projection of the power spectrum of matter
fluctuations, Pδ(k, η),
CφφL =
∫ χ∗
0
dχ
W (χ)
2
χ2
γ (χ)
2
(L/χ)4
Pδ(L/χ;χ), (14)
where
γ(χ) ≡ 3
2
H20 Ωm0
c2a(χ)
. (15)
In this work we drop the assumption of Gaussianity and allow for a non-zero bispectrum of the lensing potential.
Similarly to the lensing power spectrum, the lensing bispectrum is a projection of the bispectrum of density per-
turbations Bδ(k1,k2,−k1−k2;χ):
Bφ(l1, l2, l3) = −
∫ χ∗
0
dχχ2W (χ)
3 γ (χ)
3
(l1l2l3)2
Bδ(l1/χ, l2/χ, l3/χ;χ). (16)
As summarized in Appendix A, this follows by applying the Fourier space analogue of Limber’s equation for bispectra
(see e.g. [34, 35]). On very large scales, we expect the flat-sky and the Limber approximations that we assume to break
down. The lensing power spectrum is overestimated on large scales in the Limber approximation and the bispectrum
could be affected similarly. We will therefore only consider multipoles L > 100.
The bispectrum of matter perturbations can be modeled by standard Eulerian perturbation theory, which gives at
leading order in the linear matter overdensity (see [36] for a review),
Bδ(k1,k2,k3; η) = 2F2(k1,k2)Pδ(k1, η)Pδ(k2, η) + (1↔ 3) + (2↔ 3). (17)
4This is quadratic in the linear matter power spectrum Pδ and involves the symmetrized kernel
F2(ki,kj) =
5
7
+
1
2
(
ki
kj
+
kj
ki
)
kˆi · kˆj + 2
7
(kˆi · kˆj)2, (18)
where kˆi = ki/|ki|. The simple bispectrum model (17) is only accurate on relatively large scales that are under
perturbative control (roughly k . 0.07h/Mpc at z = 0, see e.g. [37] for a recent study). It can be extended to smaller,
nonlinear scales by including higher-order (loop) corrections. A simpler phenomenological modification that extends
the range of validity to slightly smaller scales can be obtained by replacing Pδ(k) with a matter power spectrum with
nonlinear corrections, P nlδ (k), in Eq. (17) [38]. On smaller scales, that cannot be modeled analytically, one needs to
resort to fitting formulae calibrated against simulations.
B. Lensing reconstruction
For a fixed lensing potential, the effect of lensing is to introduce a correlation between different, in the unlensed
case independent, modes of the temperature field. The resulting non-diagonal terms in the 2-point correlator of the
CMB in harmonic space can be used to construct a quadratic lensing reconstruction estimator [39, 40], which can be
written on the flat sky as
φˆ(L) = AL
∫
l
g(l,L)T˜expt(l)T˜expt(L− l), (19)
where T˜expt are beam-deconvolved noisy temperature fluctuations. The observed temperature fluctuations are assumed
to contain white noise and a Gaussian beam, so that the final power spectrum is
C T˜ T˜l,expt = C
T˜ T˜
l + σ
2
N exp
[
l(l + 1)θ2FWHM/(8 ln 2)
]
, (20)
where the instrumental noise level is specified by σ2N and the beam size is given in terms of the full width at half-
maximum (FWHM) θFWHM. The weight g in Eq. (19) is chosen such that the variance of the estimator is minimized
[21, 41, 42];
g(l,L) =
(L− l) · LC T˜ T˜|L−l| + l · LC T˜ T˜l
2C T˜ T˜l,exptC
T˜ T˜
|L−l|,expt
. (21)
Note that g(L− l,L) = g(l,L) = g(−l,−L). The normalization is given by
A−1L = 2
∫
l
g(l,L)l · LC T˜ T˜l . (22)
The power spectrum of the lensing reconstruction (19) involves the lensed temperature 4-point function,
〈φˆ(L)φˆ(−L)〉 = A2L
∫
l1
∫
l2
g(l1,L) g(l2,L) 〈 T˜expt(l1) T˜expt(L− l1) T˜expt(−l2) T˜expt(l2 − L) 〉. (23)
This 4-point function can be split into a disconnected part, obtained by contracting two pairs of lensed temperature
fields with each other, and a connected part, given by the full 4-point function minus the disconnected part. The
disconnected part leads to the N (0) power spectrum bias, which would be present even for Gaussian temperature
fluctuations in absence of lensing. It is called N (0) because it is of zeroth order in Cφφ.1 Note N
(0)
L = AL (a
consequence of optimal weighting). The connected part of the 4-point function in Eq. (23) leads to the desired signal
contribution CφφL . Additionally, it gives rise to the N
(1) bias which is also of order Cφφ [21, 22, 43]. The expectation
value of the measured lensing power spectrum is therefore
〈CφˆφˆL 〉 = N (0)L + CφφL +N (1)L +O[(Cφφ)3] (Gaussian φ) (24)
if the lensing potential φ is assumed to be Gaussian. To obtain an unbiased estimator for the signal Cφφ, the N (0)
and N (1) biases are calculated (typically using simulations or simulation-data combinations) and subtracted from the
measured lensing power.
1 We follow the common power-counting practice where only explicit appearances of Cφφ are counted that are not contained in lensing
contributions to CT˜ T˜ .
5III. EFFECT OF LENSING BISPECTRUM ON MEASURED LENSING POWER SPECTRUM
A. Overview
We now drop the assumption that the lensing potential φ is Gaussian. In this case, n-point functions with an odd
number of lensing potentials no longer need to vanish, and n-point functions no longer need be determined by the
Gaussian 2-point power spectrum Cφφ alone. We consider only a non-zero 3-point function or bispectrum, and ignore
corrections from all higher-order n-point functions. This approximation is motivated by the specific non-Gaussianity
generated by large-scale structure modes in the mildly nonlinear regime relevant for CMB lensing. We also assume
that the unlensed CMB is a Gaussian field. For simplicity, we ignore the ISW effect and its induced correlation CTφ,
but note that accounting for it may lead to additional biases that should be investigated in the future.
Allowing a non-zero lensing potential bispectrum Bφ, the lensed temperature 4-point function entering the expec-
tation value for the measured lensing power spectrum (23) picks up additional contractions that would vanish for a
Gaussian lensing potential. For example, using the Taylor expansion (8), one new allowed contraction is of the form
〈T˜ T˜ T˜ T˜ 〉 = 〈δTδTδTT 〉+ · · · = 〈T,iφ,iT,jφ,jT,kφ,kT 〉+ · · · , (25)
where subscripts denote gradients T,i = ∇iT and φ,i = ∇iφ. Since the lensing change δnT is of order φn and linear
in the unlensed temperature T , there are four qualitatively different contraction types that arise for the measured
lensing power spectrum (23) at order φ3:
type A: 〈δTδT δT ′T ′〉 type B: 〈δ2TδT T ′T ′〉 type C: 〈δ2TT δT ′T ′〉 type D: 〈δ3TT T ′T ′〉. (26)
The last two temperature fields are labeled with primes to indicate that they correspond to the second reconstruction
field φˆ(−L) in Eq. (23); quantities without primes correspond to the first reconstruction field φˆ(L).2
Each type of terms allows several Wick’s theorem contractions. For example, for type A there are three contractions
that we label A1, A2 and A3:
(A) 〈δTδT δT ′T ′〉 ∼ 〈T,iφ,iT,jφ,j T ′,kφ′,kT ′〉A1 + 〈T,iφ,iT,jφ,j T ′,kφ′,kT ′〉A2 + 〈T,iφ,iT,jφ,j T ′,kφ′,kT ′〉A3. (27)
Similarly, the type B term has three contractions B1, B2 and B3,
(B) 〈δ2TδT T ′T ′〉 ∼ 〈T,ijφ,iφ,jT,kφ,k T ′T ′〉B1 + 〈T,ijφ,iφ,jT,kφ,k T ′T ′〉B2 + 〈T,ijφ,iφ,jT,kφ,k T ′T ′〉B3, (28)
and the type C term has contributions C1, C2 and C3:
(C) 〈δ2TT δT ′T ′〉 ∼ 〈T,ijφ,iφ,jT T ′,kφ′,kT ′〉C1 + 〈T,ijφ,iφ,jT T ′,kφ′,kT ′〉C2 + 〈T,ijφ,iφ,jT T ′,kφ′,kT ′〉C3. (29)
We omit the type D terms here as these can be shown to be zero.
In our paper, we evaluate the A1 and C1 terms numerically and focus on them in the main text. We focus on these
terms both because they are expected to be among the largest and because they allow for numerical evaluation on
reasonable timescales. In contrast, as discussed in Appendix C, the B1 term is zero, and the A2 and A3 terms are
tightly coupled, which prevents evaluation (the integrals are six-dimensional), but also suggests that these terms are
small. Furthermore, the C2 term should be naturally accounted for in the (realization-dependent) calculations of the
N (0) bias which is included in modern lensing pipelines. We defer a full evaluation of the remaining B2, B3, and C3
terms to future work; we note that if they have a similar order of magnitude to A1 +C1, our approximate calculation
might underestimate the true bias.
The new contractions allowed by a non-zero lensing bispectrum lead to a new bias N
(3/2)
L,tot of the measured 4-point
lensing power spectrum,
〈CφˆφˆL 〉 = N (0)L + CφφL +N (1)L +N (3/2)L,tot +O[(Cφφ)5/2] (non-Gaussian φ). (30)
2 In position space, this corresponds to reconstructed lenses at two different positions x and x′ on the sky, also see Appendix E.
6We call the new non-Gaussian reconstruction bias N (3/2) because it scales like φ3 ∝ (Cφφ)3/2, and previously consid-
ered biases like N (0) and N (1) were labeled by the power of Cφφ they involve. The total N (3/2) bias is a sum over all
possible 4-point contractions listed above,
N
(3/2)
tot =
(
N
(3/2)
A1 +N
(3/2)
C1
)
+N
(3/2)
A2 +N
(3/2)
A3 +N
(3/2)
B2 +N
(3/2)
B3 +N
(3/2)
C2 +N
(3/2)
C3 . (31)
where as explained previously we focus here on the A1 and C1 terms in parentheses.
The A1 and C1 bias terms in Eqs. (27) and (29) have a simple intuitive interpretation: They arise because the
quadratic response of the lensing reconstruction φˆ(L) to the true lensing potential φ is correlated with the linear
response of the lensing reconstruction φˆ(−L) to the true lensing potential φ′. This correlation involves the 3-point
correlation function 〈φφφ′〉 of the true lensing potential, which is nonzero in presence of nonlinear gravitational
clustering.
We proceed by discussing these A1 and C1 terms, which contribute substantially to the total bias (31), in detail.
Analytical expressions for the remaining bias contributions are given in Appendix C.
B. A1 contribution to the N (3/2) bias
We begin by computing the lensing bias from the contraction A1 in Eq. (27). This contraction is given by
〈δTl1δTl2δTl3Tl4〉A1
= −(2pi)2δD(l1 + l2 + l3 + l4)CTTl4 [(l3 + l4) · l4]
∫
l
[l · (l1 − l)] [l · (l2 + l)]CTTl Bφ(l1 − l, l2 + l,−l1 − l2), (32)
where we used the Fourier space expression (10) for the first order temperature change δT due to lensing, and
contracted temperature and lensing fields as indicated for the A1 term in Eq. (27).3 Inserting this into Eq. (23) yields
the following A1 bias of the measured lensing power spectrum:
N
(3/2)
A1 (L) = −4A2LSL
∫
l1,l
g(l1,L) [l · (l1−l)] [l · (L− (l1 − l))]CTTl Bφ(l1−l,L− (l1 − l),−L) (33)
= −4A2LSL
∫
l1,l
g(l1,L)[(l1 − l) · l][(l1 − l) · (L− l)]CTT|l1−l|Bφ(l,L− l,−L). (34)
The prefactor SL is an integral over the filtered unlensed CMB power spectrum,
SL =
∫
l2
g(l2,L)(l2 · L)CTTl2 , (35)
satisfying SL ≈ 1/(2AL) at leading order in Cφφ. The prefactor of 4 in Eq. (34) stems from the four possibilities to
arrange three temperatures perturbed to first order and one unperturbed temperature in a 4-point correlator. Eq. (34)
follows by changing integration variables l→ l1 − l.
C. C1 contribution to the N (3/2) bias
The C1 contraction defined in Eq. (29) is
〈δ2Tl1Tl2δTl3Tl4〉C1
=
(2pi)2
2
δD(l1 + l2 + l3 + l4)C
TT
l2 C
TT
l4 [(l3 + l4) · l4]
∫
l
(l2 · l) [l2 · (l1 + l2 − l)]Bφ(l, l1 + l2 − l,−l1 − l2). (36)
Inserting this in Eq. (23) gives the following C1 bias of the measured lensing power spectrum:
N
(3/2)
C1 (L) = 4A
2
LSL
∫
l1,l
g(l1,L)(l1 · l) [l1 · (L− l)]CTTl1 Bφ(l,L− l,−L), (37)
We changed integration variables l1 → L − l1, and we accounted for a symmetry factor 8 that arises because the
resulting lensing bias does not change if we exchange l1 ↔ l2, or l3 ↔ l4, or both in Eq. (36).
3 For Gaussian instrument noise that is uncorrelated with the signal, all contributions to the four point correlator 〈T˜ exptl1 T˜
expt
l2
T˜ exptl3
T˜ exptl4
〉
that involve instrument noise either vanish or contribute to the Gaussian noise bias. This justifies ignoring instrument noise in the
calculation of the connected four point contributions to N(3/2).
7D. Integral expressions for fast numerical evaluation
The A1 and C1 biases in Eqs. (34) and (37) involve four-dimensional integrals for every multipole L, which are
computationally expensive to evaluate. Fortunately, however, the integrands of these 4D integrals can be rewritten in
a product-separable form, which allows much faster numerical evaluation by multiplying 2D integrals. In Appendix B
we demonstrate this and derive the following simply-evaluated expression for the C1 bias:
N
(3/2)
C1 (L) = −4A2LSL
[
R‖(L)β‖(L) +R⊥(L)β⊥(L)
]
, (38)
where we defined the temperature integral R‖ and integrated lensing bispectrum β‖ as
R‖(L) =
∫
l1
g(l1,L)l
2
1 cos
2(µl1)C
TT
l1 , (39)
β‖(L) =
∫
l
l cosµl [l cosµl − L] Bφ(l,L− l,−L), (40)
and similarly for the perpendicular component,
R⊥(L) =
∫
l1
g(l1,L)l
2
1 sin
2(µl1)C
TT
l1 , (41)
β⊥(L) =
∫
l
l2 sin2(µl)Bφ(l,L− l,−L), (42)
where cosµl1 = l1 · L/(l1L) and cosµl = l · L/(lL). In Appendix B, we also derive a similar fast integral expression
for the A1 bias.
E. Comparison of A1 and C1 contributions to the N (3/2) bias
The A1 bias of Eq. (34) and the C1 bias of Eq. (37) have a very similar structure. This makes sense because these
biases arise from similar contractions in Eqs. (27) and (29). In the limit of Eq. (34) where the lensing multipole l is
much lower than the temperature multipole l1 (i.e. l l1 and l1−l ≈ l1), the A1 and C1 biases cancel each other. The
potential cancellation in this limit demands careful numerical evaluation of the A1 and C1 contributions to the N (3/2)
bias. Numerically, we will find later that the range of reconstruction multipoles L where this cancellation is actually
relevant depends strongly on experimental specifications. At very low reconstruction multipoles L, the cancellation
helps to regularize the N (3/2) bias by cancelling individually large A1 and C1 contributions with opposite sign.
IV. NUMERICAL EVALUATION
A. Implementation
We continue by evaluating the expressions in (34) and (38) that follow from the type A1 and type C1 contractions.
The integrals over the lensing bispectrum can be evaluated for any model of the lensing bispectrum. We evaluate
them using the leading-order standard perturbation theory expression (16) with P linδ (k) replaced by the nonlinear
matter power spectrum P nlδ (k), which fits simulations slightly better than the leading-order bispectrum involving
P linδ (k) (also see Section V C for a discussion of the validity of this bispectrum model).
Small-scale temperature contributions to the integrals are suppressed by setting the experimental noise to an
unphysically high value (irrespective of the experiment) for temperature multipoles l ≥ 3000. This small-scale cutoff
is often applied to real data to ensure the results are insensitive to astrophysical emission from dusty galaxies and the
Sunyaev-Zeldovich effect which become relevant at these scales.
To evaluate the contributions to the N (3/2) bias we consider different experimental setups roughly corresponding to
CMB Stage-III, Stage-IV and Planck experiments. Beam width, noise levels and sky coverage for these representative
classes of experiments are summarized in Table I.
For the calculation of the fiducial power spectra of matter, CMB and lensing potential we use the publicly available
CLASS code4 [44]. The computation of nonlinear corrections to the power spectrum of density fluctuations is based
4 http://www.class-code.net/
8TABLE I. Typical beam and noise specifications of current and future experiments. All resolution and noise dependent results
shown are based on one of these configurations. The noise level stated in this table is for temperature measurements. For
polarization we use σBBN = σ
EE
N =
√
2σTTN .
Representative experiment
Stage-IV
(CMB-S4)
Stage-III
(AdvancedACT-like)
Planck
θFWHM[arcmin] 1.0 1.4 7.0
σTTN [µKarcmin] 1.0 6.0 30.0
fsky 0.5 0.4 0.63
on the HALOFIT method [45, 46]. The underlying cosmology is a standard ΛCDM cosmology with Planck 2013 best
fit parameters: ωm = 0.311, Ωb = 0.049, h = 0.671, As = 2.215× 10−9, ns = 0.968 and TCMB = 2.7255 K [47].
We next discuss results for lensing measurements from the CMB temperature fluctuations and include the contri-
bution to N (3/2) from the sum of the two couplings A1 and C1. We then proceed with polarization measurements for
which we only evaluate the C1 coupling because it is simpler to evaluate.
B. Results for A1 and C1 contributions to the N (3/2) bias for TT ,TT reconstruction
Fig. 1 shows the A1 and C1 contributions to the non-Gaussian reconstruction bias N (3/2) for the different classes
of experiments summarized in Table I. To assess the importance of the non-Gaussian biases, the left panel of Fig. 2
shows the ratio of their sum to the lensing power spectrum signal.
For the high resolution Stage-III and Stage-IV experiments the bias is of order 0.5-2.5% of the signal, slowly
decreasing towards smaller scales. The sign of the bias is negative over all relevant scales, i.e. it reduces the measured
lensing power. For Planck, the bias appears nearly an order of magnitude smaller than in the high resolution case,
typically entering at negligible levels well below one percent of the signal. This is the case because for Planck the A1
and C1 contributions to the bias partially cancel each other (see also the discussion at the end of Section III). For
Planck, the sign of the effect varies with angular scale.
The significance of the bias in each experiment depends on the statistical uncertainty of the measured lensing power
spectrum. The Gaussian variance is given by
σ2(L) =
1
fsky
2
(2L+ 1)
(
N
(0)
L + C
φφ
L +N
(1)
L
)2
. (43)
The right panel of Fig. 2 shows the bias-to-noise ratio N
(3/2)
A1+C1(L)/σ(L) if the measured lensing power spectrum is
binned with bin width ∆L = 100. The bias is significant in low-noise, high-resolution experiments such as CMB
Stage-III or Stage-IV: If the bias is ignored, the measured lensing power spectrum will be biased low by ∼ 0.5σ−1.5σ
per bin for L ∼ 200− 800, for each bin of width ∆L = 100. The total significance of this bias is ∼ 2.5σ for Stage-III
and ∼ 3σ for Stage-IV.
The total bias is thus significant and should therefore be accounted for when performing TT, TT lensing recon-
struction with CMB Stage-III or Stage-IV experiments. While Stage-IV will likely get most lensing information from
polarization-based measurements so that the bias of temperature-based lensing measurements is less worrisome, a
large fraction of the lensing information from Stage-III experiments will come from TT, TT lensing measurements, so
that accounting for the N (3/2) bias will be particularly important in this case. For Planck, however, the bias appears
negligible (the significance of the total bias is only 0.06σ).
We emphasize that the above numbers just provide a rough estimate of the actual size of the N (3/2) bias because of
the simplifying assumptions we made for the numerical evaluation. In particular, additional bias contributions from
other contractions than A1 and C1 may be important for all experiments, and a more accurate model of the lensing
bispectrum on small scales could change results for Stage-III and Stage-IV by an order one factor. We will discuss
these caveats in more detail in Sections V and VII below.
C. Results for C1 contribution to the N (3/2) bias for polarization
We can generalize the N (3/2) bias to polarization-based measurements of the lensing power spectrum. In this
paper we derive and evaluate the corresponding expressions for contributions from the coupling type C1 only (see
Appendix F). The contribution from the coupling type A1 is numerically more expensive to evaluate and we defer its
generalization to polarization to future work.
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FIG. 1. N (3/2) CMB lensing bias that arises as a consequence of a non-vanishing bispectrum of large-scale structure. In this
plot we show the bias on a measurement of the CMB lensing power spectrum from temperature data. The signal lensing power
spectrum Cφφ is shown for comparison (black). Different panels show different experiment specifications summarized in Table I.
The bias appears significant for Stage-III and Stage-IV experiments. It should be noted that the bias plotted here is the sum
of two out of many contributing terms to the total bias (see Section III A). These two terms, denoted type A1 (Eq. (34)) and
type C1 (Eq. (37)), are likely two of the largest terms. We provide analytic expressions for the remaining terms but defer their
evaluation to future work.
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FIG. 2. Left panel: Ratio of non-Gaussian N (3/2) bias over the signal lensing power spectrum Cφφ, for TT, TT reconstruction.
Right panel: Ratio of N (3/2) bias over lensing power spectrum error σ(L) on bandpowers of width ∆L = 100. It can be seen
that, while the bias appears negligible for Planck, it is a significant percent-level effect for Stage-III and Stage-IV experiments.
The left panel of Fig. 3 shows the C1 contribution to the bias from EB ,EB , EE ,EE and TT ,TT reconstruction
for a Stage-IV experiment. On most relevant scales, the TT ,TT and EE ,EE biases are similar to each other, but
the EB ,EB bias is much smaller. However, EB ,EB reconstruction is also the combination which is expected to
achieve the lowest error on the lensing measurement for future polarization-sensitive experiments like CMB Stage-IV.
To assess the significance of the C1 bias contribution in this case, the right panel of Fig. 3 shows the bias divided
by the reconstruction uncertainty for CMB Stage-IV and Planck (assuming Eq. (43) for the noise, and bin width
∆L = 100). Despite the higher precision of EB ,EB reconstruction, the bias still appears rather small, 0.1− 0.3σ per
L-bin of width ∆L = 100.
We emphasize again that the bias is expected to change if contributions from the A1 and other contractions for
polarization are included (like in the temperature-only case where the A1 contribution is rather important), and
additional changes may arise from more accurate models for the matter bispectrum on small scales. Note also that
the use of an iterative EB estimator could enhance the relative importance of the bias with respect to the lensing
measurement error by roughly a factor of 3 for CMB Stage-IV, although the form of the bias may also be different
for such a lensing estimator.
V. DISCUSSION AND VALIDATION OF THE CALCULATIONS
In the following sections we discuss potential caveats in the evaluation of N (3/2) like its strong dependence on
σ8, cross-checks of our numerical implementation and assumptions made in the derivation and evaluation of N
(3/2).
Further, we explain how we have tested the influence of nonlinear modes on the results and we comment on the
sensitivity of the bias on the large-scale structure bispectrum model that is used. Some of our results have been
derived for the C1 term only, but we expect them to apply similarly to the other relevant terms. We begin by
discussing the scaling with σ8.
A. Dependence of N (3/2) bias on σ8
Since the bispectrum of the lensing potential Bφ is quadratic in the power spectrum of the matter density, we
expect the N (3/2) bias to scale with the fourth power of the normalization of matter fluctuations, σ8. Thus relatively
small changes of σ8 lead to large changes of the N
(3/2) bias. Computing the N (3/2) bias for a fiducial cosmology
with slightly wrong σ8 may therefore leave a significant residual bias. This may raise concerns because σ8 is not very
well known in practice. However, we found that the effect of σ8 on the N
(3/2)
C1 bias is relatively well approximated
by rescaling N
(3/2)
C1 with a scale-independent factor (σ8/σ
fiducial
8 )
4. Therefore, the σ8 dependence of the bias could
11
100 500 1000 1500 2000 2500 3000
L
−0.02
−0.01
0.00
0.01
0.02
0.03
N
(3
/2
)
C
1
(L
)/
C
φ
φ
(L
)
bias contribution from type C1 only
Stage-IV EE,EE
Stage-IV EB,EB
Stage-IV TT,TT
0 500 1000 1500 2000 2500 3000
L
−1.0
−0.5
0.0
0.5
1.0
1.5
2.0
N
(3
/2
)
C
1
(L
)/
σ
(L
)
bias contribution from type C1 only
Planck, EB,EB
Stage-IV, EB,EB
Planck, TT,TT
Stage-IV, TT,TT
FIG. 3. Generalization of one of the bias contributions, from coupling type C1, to polarization-based measurements of the
CMB lensing power spectrum (see Appendix F for details). All curves ignore the similar type A1 bias contribution. This
provides some qualitative idea of how the bias changes for polarization, but should not be confused with the full expected
lensing bias. A thorough quantification, which involves the evaluation of the remaining non-negligible term(s), is deferred to
future work. In the left panel, we show the C1 bias contribution for a Stage-IV experiment divided by the signal power spectrum
for different estimators. In the right panel, we divide the C1 bias contribution by the error on the lensing power spectrum
measurement. In both panels the type C1 bias contribution for a temperature-based measurement is plotted for comparison.
It can be seen that the C1 bias is less important for polarization lensing measurements using the EB estimator than it is for
lensing measurements from temperature. Note that the use of an iterative EB estimator for polarization could enhance the
relative importance of the bias with respect to the error by roughly a factor of 3 for CMB Stage-IV at high L.
easily be included when fitting cosmological parameters to data. This can in principle increase the precision of σ8,
because it includes information from the non-Gaussianity of the lensing potential φ (though more optimal methods
for extracting this non-Gaussian information could be used instead).
B. Cross-check with large-lens and squeezed bispectrum limits
The numerical evaluation of the contributions to the N (3/2) bias involves several steps and relies on numerical
approximations such as discretization schemes. Therefore, any of the computed results should be validated. Apart
from code internal tests we have derived analytic large-lens and squeezed bispectrum limits for the various numerical
integrals involved in evaluating N (3/2), evaluated them independently and compared them to full code results. These
limits do not only provide a cross-check of the implementation, but are also useful to qualitatively understand the
behavior and dependencies of the contributing terms. We have found excellent agreement between the analytic limits
and our numerical calculations of the C1 contribution to the bias; for a detailed description of these tests we refer the
reader to Appendix D.
C. Higher-order corrections to the matter bispectrum
As discussed in Section II, the simple model of Eq. (17) for the dark matter bispectrum from Eulerian standard
perturbation theory at leading order is only valid for large-scale LSS modes. It breaks down for small-scale LSS
modes that can have large overdensities δ  1 due to gravitational collapse. We use the simple leading-order model of
Eq. (17) to get an approximate, conservative estimate of the expected size of the N (3/2) bias. In reality, higher-order
(and ultimately non-perturbative) gravitational collapse on small scales generates a larger bispectrum that may lead
to a larger N (3/2) lensing bias, especially for small-scale lenses (high L). For actual data analyses of experiments
where the N (3/2) bias is relevant, fitting formulae for the matter bispectrum calibrated against N -body simulations
should be used for more accurate predictions of the N (3/2) bias from small-scale LSS modes. Our expressions for the
lensing bias take an arbitrary matter bispectrum model as input so that it is straightforward to include more realistic
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FIG. 4. The fractional contribution of the nonlinear bias from coupling type C1 (lines) and type A1 (symbols) (similar to the
left panel in Fig. 2) computed from the standard Eulerian perturbation theory bispectrum at leading order and from a modified
form where the linear matter power spectrum was replaced by a nonlinear one (dashed lines). For the C1 contribution to
the N (3/2) bias the standard leading-order bispectrum and the modified bispectrum (with enhanced nonlinearity) give similar
results at multipoles L < 2000. For the A1 contribution, which is computationally much more expensive to evaluate, the results
are similar for Planck-like experiments, but for CMB Stage-IV higher-order corrections to the bispectrum seem to be important
even at intermediate L.
bispectrum models. To get a rough estimate for the importance of small-scale LSS modes on the N (3/2) bias, we
compute the bias with the bispectrum set to zero if any of the contributing LSS modes is larger than a nonlinear
cutoff scale kNL(z) defined by
k3NL(z)P (kNL, z)
2pi2
> 1, (44)
and compare it to the full result. This test reveals that the contribution from these scales to the type C1 bias makes
up ∼ 30% of the signal at L = 3000 for CMB-S4 (and less for Stage-III and Planck experiments). Up to L ∼ 1000
it lies below 10% for all experiments. At least up to this multipole range, the leading-order bispectrum (17) seems
an acceptable approximation for the coupling of type C1. For the second coupling that we consider, type A1, we find
somewhat different results. For a Planck-like experiment the contribution of small-scale LSS modes at L ∼ 1000 is
of O(10%) and thus similar to the type C1 term. For a Stage-IV experiment, however, these small modes contribute
significantly even at lower multipoles. In particular, we find that the type A1 bias at L = 1000 has a different sign if
modes smaller than the cutoff scale are excluded.
Another simple test of the impact of small-scale LSS modes is obtained by comparing the N (3/2) bias evaluated
with the standard perturbative bispectrum formula (17) and the bias computed from a modified bispectrum model
where the linear matter power spectrum is replaced by the nonlinear one, Plin → Pnl. This comparison is shown in
Fig. 4. Lines indicate results for the type C1 contribution to the bias, symbols indicate the A1 contribution. The C1
bias contribution changes by O(10%) or less for lensing multipoles L < 2000 if the nonlinear instead of linear matter
power spectrum is used. At higher multipoles L > 2000 the change can be larger.
For the similar A1 contribution to the bias we restrict this test to a few points (indicated by markers), because
evaluation is much more computationally expensive. In this case, we find that the importance of nonlinear corrections
strongly depends on the experimental specifications. For a Planck-like experiment, the corrections seem similarly
small as for the type C1 term. For a CMB Stage-IV experiment, however, the modification of the matter power
spectrum leads to a significant change of the bias even at intermediate L.
We conclude that for high resolution experiments the leading-order perturbation theory bispectrum model may not
be sufficient for obtaining an exact estimate of the size of the N (3/2) bias, but instead can only provide an approximate
estimate. For Planck, however, the leading-order model appears to be accurate. A thorough quantification of the
bias for Stage-III and Stage-IV experiments requires a more accurate modeling of the LSS bispectrum for small LSS
modes. This could be achieved by using fitting formulae for the matter bispectrum calibrated by numerical N-body
simulations (e.g. [37, 38, 48, 49]).
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D. Prospects for comparison with results from numerical simulations
The derived form of the nonlinear bias relies on the validity of certain assumptions, including e.g. the validity of
the bispectrum approximation, the domination of the two contributions of type A1 and C1 to the bias over all other
contributions, and the negligibility of nonlinear corrections that are higher than third order in the lensing potential.
An independent test of their correctness could be obtained by a comparison with N-body simulations that provide
a full nonlinear lensing potential and do not rely on a perturbative approach. We defer an analysis of the nonlinear
bias in CMB lensing simulations based on N-body simulations to future work.
VI. CROSS-CORRELATION OF CMB LENSING WITH AN EXTERNAL LSS TRACER
While our paper focuses on the auto-power spectrum of the quadratic lensing reconstruction, 〈φˆφˆ〉, it is also
worthwhile to cross-correlate the lensing reconstruction φˆ with other external LSS tracers φext like the cosmic infrared
background, galaxy weak lensing, galaxy or quasar catalogs, or Lyman-alpha observations; see e.g. [9, 10, 17–19,
50–52]. The cross-correlation 〈φˆφext〉 between the quadratic CMB lensing reconstruction φˆ and the external LSS
tracer φext then picks up a similar bias arising from the large-scale structure bispectrum generated by nonlinear
structure formation. In this section we compute this cross-spectrum bias similarly to the calculations above, under
the assumption that the observed external LSS tracer is uncorrelated with the unlensed CMB.
The bias of the cross-spectrum induced by a nonzero LSS bispectrum is caused by the correlation of the external LSS
tracer with the second order response of the reconstructed lensing potential to the true lensing potential. Similarly to
the A1 and C1 contributions to the auto-spectrum bias in Eqs. (27) and (29), this bias to the cross-spectrum follows
schematically from two contractions ‘A1cross’ and ‘C1cross’:
〈T˜ T˜ φext〉O[(Cφφ)3/2] = 〈δTδTφext〉+ 2〈δ2TTφext〉 (45)
= 〈T,iφ,iT,jφ,j φext〉A1cross + 2〈T,ijφ,iφ,jT φext〉C1cross. (46)
These are all contractions allowed for the cross-spectrum, so that the full expectation value of the cross-spectrum up
to fifth order in LSS perturbations is5
〈CφˆφextL 〉 = CφφextL +N (3/2)A1cross(L) +N (3/2)C1cross(L) +O(φ5), (47)
where the new bispectrum-induced biases are
N
(3/2)
A1cross(L) = −AL
∫
l,l1
g(l1,L)[(l1 − l) · l][(l1 − l) · (L− l)]CTT|l1−l|Bφφφext(l,L− l,−L) (48)
and
N
(3/2)
C1cross(L) = AL
∫
l,l1
g(l1,L)(l1 · l)[l1 · (L− l)]CTTl1 Bφφφext(l,L− l,−L). (49)
Here, Bφφφext is the mixed bispectrum between two CMB lensing modes and one external LSS tracer.
The cross-spectrum biases (48) and (49) are similar to the A1 and C1 auto-spectrum biases in Eqs. (34) and (37).
Indeed, if the external tracer were equal to the true lensing potential modulo uncorrelated noise, φext = φ + n, the
cross biases would be half the auto-spectrum biases at leading order in the lensing potential power:
N
(3/2)
A1cross(L) ≈
1
2
N
(3/2)
A1
(L) and N
(3/2)
C1cross(L) ≈
1
2
N
(3/2)
C1
(L). (50)
In practice, the external LSS tracer is typically different from the lensing potential, e.g. because of different redshift
kernels, so that the cross-bias should be evaluated with the full Eqs. (48) and (49). Fast-to-evaluate expressions for
these biases take the same form as those for the A1 and C1 auto-spectrum biases if the lensing bispectrum is replaced
by the mixed lensing-lensing-tracer bispectrum Bφφφext . We note that for lower-redshift tracers, the non-linearity is
enhanced, so that cross-correlation biases may be larger than the biases for CMB lensing alone.
5 An additional N(2) bias of order (Cφφ)2 also arises, but we avoid it by using lensed CMB power spectra in the normalization AL
Eq. (22) and in the numerator of the weight g in Eq. (21) [21, 42].
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VII. CONCLUSIONS
This paper investigates the effect of large-scale structure non-Gaussianity on CMB lensing reconstruction. The
bispectrum of the CMB lensing potential generated by nonlinear structure formation leads to a bias of the measured
CMB lensing power spectrum that has been neglected so far. We call the bias N (3/2) because it involves φ3 ∼ (Cφφ)3/2.
For an unbiased measurement, this bias must be calculated and subtracted from measured lensing power spectra. We
derive an analytical expression for this lensing bias, which splits into several contributions that involve the CMB
power spectrum and the dark matter bispectrum.
The magnitude of the N (3/2) bias depends on experiment specifications and field combinations used for the lensing
reconstruction. For CMB Stage-III and Stage-IV experiments, we find that the lensing power spectrum measurements
are biased low by 0.5-2.5% (for Planck, the bias is at a negligible sub-percent level) if temperature data is used. For
future experiments, this negative bias will shift measurements of the lensing power spectrum by multiple standard
deviations and must thus be accounted for. For Stage-III a large fraction of the lensing signal-to-noise is expected
from the temperature-based reconstruction, so accounting for the bias is particularly important in this case. We
focus on temperature-only lensing reconstructions, but we demonstrate for one of the bias contributions how it can
be straightforwardly generalized to polarization-based reconstructions.
Our first results on this non-Gaussian bias, including the expected size of the bias, rely on a number of simplifying
assumptions that should be tested in future work:
1. Some contributions to the non-Gaussian lensing bias involve high-dimensional integrals that are computationally
challenging to evaluate. Therefore, for numerical evaluations, we consider only two bias contributions that can
be evaluated in reasonable timescales. They arise from particular contractions denoted type A1 (Eq. (34)) which
contributes to 〈δTδTδTT 〉, and type C1 (Eq. (37)) which contributes to 〈δ2TTδTT〉. Intuitively, we suspect
that these two contributions to N (3/2) are among the largest contributions, because they have relatively simple,
separable forms in Fourier space. For all other bias contributions we present analytical expressions but do not
evaluate them numerically in the present work. Future work should check if these additional bias contributions
are relevant, e.g. by performing the required numerical integrations or by comparing against estimates of the
same non-Gaussian lensing bias from ray-traced N-body simulations.
2. While our analytical expressions can take arbitrary matter bispectrum models as their input, our numerical
evaluations assume a simple matter bispectrum model that follows from leading-order Eulerian standard pertur-
bation theory. While this is valid in the regime where only large-scale lensing modes contribute, more accurate
results for the non-Gaussian lensing bias can be obtained by using more accurate matter bispectrum models on
small scales. Our tests indicate that such corrections are likely small for Planck but significant for future CMB
Stage-III or Stage-IV experiments.
3. Our analytical expressions follow by perturbing lensed CMB fluctuations in the lensing deflection angle. This
perturbative expansion does not converge well on all scales, although corrections from nonperturbative ap-
proaches are typically less than 10%. Again, the accuracy of this approximation should be checked in the
future.
4. Our calculation for the lensing potential bispectrum Bφ induced by nonlinear structure formation assumes the
flat sky approximation and Limber’s projection. This is valid on intermediate and small scales, but breaks down
on very large scales. We therefore restrict the discussion of the bias to multipoles L ≥ 100. Although it would
be interesting to extend our result to the full sky, we note that CMB experiments have most lensing information
at multipoles L ≥ 100.
Apart from testing each of the above assumptions in more detail, there are various other directions to extend
and generalize our work in the future. For example, while we regard the non-Gaussianity of the lensing potential
and the induced lensing power bias as a nuisance, it could equally well be regarded as a new signal. Pushing
this further, one could envision more optimal estimators to extract information from the non-Gaussianity of the
lensing potential, e.g. by measuring the skewness or bispectrum of the reconstructed lensing potential, as investigated
very recently by Namikawa [53]. We leave such exciting extensions to future studies. We also note that we have
assumed the standard quadratic lensing estimator when deriving the N (3/2) bias. However, future polarization-
sensitive experiments like CMB Stage-IV will benefit significantly from likelihood-based lensing estimators [54]; the
impact of large-scale structure non-Gaussianity on these estimators should be considered.
More generally, accounting for the bispectrum and nonlinearity of large-scale structure is just one of many possible
extensions to refine theoretical modeling of CMB lensing. While leading-order modeling of CMB lensing is often
rather accurate, the highly increased sensitivity of upcoming CMB Stage-III and Stage-IV experiments may require
additional modeling corrections that should be investigated in the future.
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While finalizing our draft, Namikawa [53] pointed out that the CMB lensing bispectrum can also be regarded as a
potential future signal from the CMB 6-point function rather than a bias of lensing 4-point measurements, which is the
focus of our paper. While our papers are complementary in most parts, they both demonstrate the future importance
of the non-Gaussianity of the CMB lensing potential. We checked that our theoretical CMB lensing bispectrum from
leading-order standard perturbation theory agrees with [53].
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Appendix A: CMB lensing bispectrum
The nonlinear bias is the consequence of a non-vanishing bispectrum of the lensing potential. In this appendix we
provide the full-sky expression for the Limber-projected CMB lensing bispectrum (see e.g. [34, 35]). In the flat-sky
limit this reduces to the expression in Eq. (16). We evaluate this expression with a matter bispectrum at leading
order in standard Eulerian perturbation theory and show the cumulative contributions from different redshifts and
wavenumbers for equilateral configurations.
We start out with the three-point correlation function of the lensing potential in angular coordinates
〈φ(nˆ)φ(nˆ′)φ(nˆ′′)〉 =
∫ χ∗
0
dχ
∫ χ∗
0
dχ′
∫ χ∗
0
dχ′′W (χ)W (χ′)W (χ′′)〈ψ (χnˆ, η0−χ)ψ (χ′nˆ′, η0−χ′)ψ (χ′′nˆ′′, η0−χ′′)〉
=
∫ χ∗
0
dχ
∫ χ∗
0
dχ′
∫ χ∗
0
dχ′′W (χ)W (χ′)W (χ′′)
∫
k,k′,k′′
(2pi)3δD(k+ k
′ + k′′)
×Bψ (k, k′, k′′; η, η′, η′′) eik·χnˆeik′·χ′nˆ′eik′′·χ′′nˆ′′ , (A1)
where we introduced the bispectrum of the Newtonian potential,
〈ψ (k, η)ψ (k′, η′)ψ (k′′, η′′)〉 = (2pi)3 δD (k+ k′ + k′′)Bψ (k,k′,k′′; η, η′, η′′) . (A2)
Here, η, η′ and η′′ denote the conformal times at which the photon encounters the potentials of wavevectors k, k′ and
k′′, respectively.
Expanding the lensing potential φ in spherical harmonics yields
〈φ`mφ`′m′φ`′′m′′〉 = Gmm′m′′``′`′′
∫ χ∗
0
dχ
χ4
W (χ)3Bψ
(
`
χ
,
`′
χ
,
`′′
χ
; η
)
. (A3)
This is obtained by expanding plane waves and Dirac delta’s in spherical harmonics Y`m and spherical Bessel functions
j`, performing all angular integrals, using the closure relation for spherical Bessel functions (which enforces η = η
′ =
η′′), and applying Limber’s approximation by replacing k by l/χ (see e.g. [55] for similar calculations). We also used
the Gaunt integral
Gmm′m′′``′`′′ =
∫
dΩ Ylm(nˆ)Yl′m′(nˆ)Yl′′m′′(nˆ)
=
√
(2`+ 1)(2`′ + 1)(2`′′ + 1)
4pi
(
` `′ `′′
0 0 0
)(
` `′ `′′
m m′ m′′
)
,
imposing `+ `′ + `′′ = even. The flat-sky expression corresponding to Eq. (A3) is
〈φ(l)φ(l′)φ(l′′)〉 = (2pi)2δD(l+ l′ + l′′)
∫ χ∗
0
dχ
χ4
W (χ)3Bψ
(
l
χ
,
l′
χ
,
l′′
χ
; η
)
. (A4)
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FIG. 5. Cumulative contribution to the equilateral lensing bispectrum Bφ(L,L,L) from different redshifts. In the left panel
we plot lensing bispectra obtained by integrating to different redshifts. In the right panel we show their relative contribution
to the full lensing bispectrum. On large lensing scales, L ∼ 100, the bispectrum is dominated by contributions from structures
at low redshifts, z . 1. Their importance decreases with increasing L. On smaller lensing scales, L & few hundred, this trend
is reversed and their contributions regain relevance. The resulting dip in the right plot is a consequence of replacing Plin by
Pnl in the LSS bispectrum model.
The bispectrum of the potential ψ(k, χ) due to nonlinear gravitational clustering is obtained by noting that the
potential is sourced by the fractional overdensity δ(k, χ) through the Poisson equation,
ψ(k, χ) = −3
2
H20 Ωm0
c2k2
δ(k, χ)
a(χ)
≡ −γ(χ)
k2
δ(k, χ), (A5)
so that
Bψ(k1,k2,k3;χ) = − γ (χ)
3
k21k
2
2k
2
3
Bδ(k1,k2,k3;χ). (A6)
The lensing potential bispectrum Bφ is then given by the following line-of-sight integral over the matter bispectrum:
Bφ(l1, l2, l3) = −
∫ χ∗
0
dχχ2W (χ)3
γ (χ)
3
(l1l2l3)2
Bδ(l1/χ, l2/χ, l3/χ;χ). (A7)
In this paper we evaluate this formula by inserting a slightly modified version of the standard perturbation theory
result for the LSS bispectrum at leading order (Eq. (17)), where the linear matter power spectrum Plin is replaced
by a power spectrum with nonlinear corrections Pnl. This modification extends the validity of the model to slightly
smaller scales of the large-scale structure.
We plot Bφ for equilateral triangle configurations and its cumulative contribution from different redshifts in Fig. 5.
The individual contributions can best be analyzed in the right panel of Fig. 5, where we plot the lensing bispectrum
integrated to different redshifts divided by the full lensing bispectrum. On large lensing scales (low L) we find that the
bispectrum is mainly sourced by nearby structures at low redshifts (z . 1). Going to smaller lensing scales (higher
L), it gets more and more contributions from structures at higher redshifts. This trend continues until nonlinear
corrections from the nonlinear matter power spectrum used in the numerical evaluation of Bφ become relevant. They
enhance contributions from lower redshifts to smaller lensing scales. This enhancement leads to the turn-around at a
scale of L ∼ 500, which would be absent if Plin was used in the LSS bispectrum model.
Contributions to the lensing potential bispectrum from different wavenumbers of LSS modes are shown in Fig. 6.
Up to intermediate lensing multipoles (L ∼ 500) the lensing potential bispectrum is sourced by LSS modes with
k < 0.1 Mpc−1. The LSS bispectrum on these scales is sufficiently described by the standard perturbation theory
bispectrum model at leading order. Using this model in the evaluation of Bφ should therefore provide accurate results
up to at least intermediate L. On smaller lensing scales (higher L), we find significant contributions from LSS modes
with k > 0.1 Mpc−1. The leading-order perturbation theory model for the LSS bispectrum fails to accurately describe
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FIG. 6. Contribution to the equilateral lensing bispectrum Bφ(L,L, L) from different wavenumbers of LSS modes (in Mpc
−1).
At multipoles of L & 500 the lensing bispectrum starts to become dominated by contributions from LSS modes with wavenum-
bers k > 0.1 Mpc−1. On these scales and at low redshifts the perturbation theory bispectrum model at leading order underes-
timates the matter bispectrum in N-body simulations. A lensing potential bispectrum based on this model is likely similarly
underestimated at higher multipoles.
the LSS bispectrum in N-body simulations at low redshifts on these scales. An improved estimate of the lensing
potential bispectrum on small scales would therefore require a more accurate model for the matter bispectrum for
small LSS modes.
Appendix B: Bias integral expressions for faster numerical evaluation
The A1 and C1 biases in Eqs. (34) and (37) involve four-dimensional integrals for every multipole L, which are
computationally expensive to evaluate. Fortunately, however, the integrands of these 4D integrals can be rewritten
in a product-separable form, which allows much faster numerical evaluation by multiplying 2D integrals. The next
two subsections will show this explicitly for the C1 and A1 contributions to the bias, with the final results given by
Eqs. (38) and (B10), which have a simple form.
1. Fast expression for C1 bias by separation of integrals
We start with the C1 contribution to the N (3/2) bias because it is somewhat simpler to speed up than the A1
contribution. The C1 contribution given by Eq. (37) involves a 4D integral over l1 and l for every value of L, which
is computationally expensive. To separate the integrand, we rewrite scalar products between wavevectors using the
angle addition theorem for the cosine: If we define cosµl1 = l1 ·L/(l1L) and cosµl = l ·L/(lL), then the angle between
l1 and l is µl1−µl, so that
l1 · l = l1l cos(µl1 − µl) = l1l [cos(µl1) cos(µl) + sin(µl1) sin(µl)] . (B1)
Then, using basic trigonometric identities we obtain for the expression in the integrand of Eq. (37)
[l1 · (l− L)] [l1 · l] = l21l
{
cos2(µl1) cosµl [l cosµl − L]
+ cosµl1 sinµl1 sinµl [2l cosµl − L]
+ sin2(µl1) l sin
2(µl)
}
, (B2)
which is a sum of terms that are separable in µl1 and µl as desired. The first term on the right hand side of
Eq. (B2) involves l21,‖ = (l1 · Lˆ)2 = l21 cos2(µl1) which measures the component of the temperature multipole l1 along
the reconstruction multipole L. The third term involves l21,⊥ = l
2
1 sin
2(µl1) which measures the component of the
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temperature multipole l1 perpendicular to the reconstruction multipole L. The second term in Eq. (B2) is a cross
term involving a product of these two components, l21,+ = l1,‖l1,⊥. Using Eq. (B2), the C1 contribution (37) to the
N (3/2) bias therefore turns into the following simple form of Eq. (38):
N
(3/2)
C1 (L) = −4A2LSL
[
R‖(L)β‖(L) +R⊥(L)β⊥(L)
]
, (B3)
where we defined the temperature integral R‖ and integrated lensing bispectrum β‖ as
R‖(L) =
∫
l1
g(l1,L)l
2
1 cos
2(µl1)C
TT
l1 , (B4)
β‖(L) =
∫
l
l cosµl [l cosµl − L] Bφ(l,L− l,−L), (B5)
and similarly for the perpendicular component,
R⊥(L) =
∫
l1
g(l1,L)l
2
1 sin
2(µl1)C
TT
l1 , (B6)
β⊥(L) =
∫
l
l2 sin2(µl)Bφ(l,L− l,−L). (B7)
The cross term from the second line of Eq. (B2) yields R+β+ = 0; see Appendix C 5. We will use Eq. (38) for
numerically evaluating the C1 contribution to the N (3/2) bias, because it only involves 2D integrals that are much
faster to evaluate than the 4D integral in Eq. (37).
A slightly simpler approximate expression follows by noting that SL ≈ 1/(2AL) at leading order in Cφφ:
N
(3/2)
C1 (L) ≈ −2AL
[
R‖(L)β‖(L) +R⊥(L)β⊥(L)
]
. (B8)
The separation into parallel and perpendicular components with respect to the reconstruction multipole L also follows
by working in position space (see Appendix E, which also interprets this result using a scalar-tensor decomposition
of correlation functions between derivatives of temperature or lensing fields).
2. Fast expression for A1 bias by evaluating Fourier-space convolution as position-space product
Numerical evaluation of the 4D integral appearing in the A1 contribution of Eq. (34) to the N (3/2) bias can also
be accelerated by suitably rewriting the integral. The idea is that, for fixed l, the integral over l1 in Eq. (34)
is a convolution in Fourier space, which can be evaluated efficiently as a product in position space (similarly to
References [56] and [57] which used the same idea to accelerate large-scale structure perturbation theory integrals).
This gives the following fast expression for the A1 bias of Eq. (34):6
N
(3/2)
A1 (L) = 4A
2
LSL
∫
d2r ξg(r,L)
[
β¯‖(r,L)ξ¯TT‖ (r) + β¯⊥(r,L)ξ¯
TT
⊥ (r)
]
. (B10)
The structure of this is very similar to the fast expression for the C1 term given by Eq. (38), but it involves a 2D
r-integral over the following 2D Fourier transforms:
ξg(r,L) =
∫
l1
eil1·r g(l1,L), (B11)
and
β¯‖(r,L) =
∫
l
e−il·r l cosµl(l cosµl − L)Bφ(l,L− l,−L) (B12)
β¯⊥(r,L) =
∫
l
e−il·r (l)2 sin2(µl)Bφ(l,L− l,−L), (B13)
6 This follows by introducing l = l1 − l′ in Eq. (34) with a Dirac delta,∫
l1,l′
g(l1,L)C
TT
|l1−l′|[(l1 − l
′) · l′][(l1 − l′) · (L− l′)]Bφ(l′,L− l′,−L)
=
∫
l1,l,l′
(2pi)2δD(l− l1 + l′)g(l1,L)CTTl (l · l′)[l · (L− l′)]Bφ(l′,L− l′,−L), (B9)
expanding the Dirac delta in plane waves, and separating the scalar products using Eq. (B2).
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which satisfies β¯n(0,L) = βn(L). We also defined temperature correlation functions
ξ¯TT‖ (r) =
∫
l
e−il·r l2 cos2(µl)CTTl =
1
2pi
[
1
r
∫ ∞
0
dl l2J1(lr)C
TT
l − cos2(νL)
∫ ∞
0
dl l3J2(lr)C
TT
l
]
, (B14)
ξ¯TT⊥ (r) =
∫
l
e−il·r l2 sin2(µl)CTTl =
1
2pi
∫ ∞
0
dl l3J0(lr)C
TT
l − ξ¯TT‖ (r,L). (B15)
On the right hand sides, 2D Fourier transforms reduce to 1D Hankel transforms by using the cosine angle addition
theorem to express cosµl = lˆ · Lˆ in terms of cos νL = Lˆ · rˆ and cos νl = lˆ · rˆ (similarly to Eq. (B1)). The angular
integrals then lead to Bessel functions of the first kind, Jn. The 1D Hankel transforms can be evaluated efficiently
with 1D FFTs using e.g. FFTLog [58]. A somewhat slower but still feasible approach is to evaluate the 2D Fourier
transforms on a grid using 2D FFTs.
Appendix C: Effect of lensing bispectrum on measured lensing power spectrum: Remaining contractions
Having discussed the contractions A1 and C1 contributing to the N (3/2) lensing bias in detail in the main text
and in the previous section, this section derives analytical expressions for the non-Gaussian lensing bias from the
remaining contractions A2, A3, B, C2, C3 and D as outlined in Section III A.
For easier reference of the contractions, we categorize them by their temperature pairings: Intra-temperature
contractions 〈TT 〉 and 〈T ′T ′〉, which appear in A1, B1 and C1 terms, involve two temperature fields that belong to
the same lensing reconstruction φˆ. Inter -temperature contractions 〈TT ′〉, which appear in A2, A3, B2, B3, C2 and
C3 terms, involve one temperature field belonging to φˆ(L) and another temperature field belonging to φˆ(−L).7
1. Type C biases from inter-temperature contractions C2 and C3 of 〈δ2TTδT ′T ′〉
We start with the inter-temperature C2 and C3 contributions to the N (3/2) bias following from the contractions of
〈δ2TTδT ′T ′〉 defined in Eq. (29).
a. C2 contraction in Fourier space
The C2 contraction in Eq. (29) is given by
〈δ2Tl1Tl2δTl3Tl4〉C2 = 〈δ2Tl1δTl3〉〈Tl2Tl4〉. (C1)
This involves the correction 〈δ2TδT 〉 of the lensed temperature power spectrum generated by a non-zero lensing
bispectrum (another correction would be 〈δ3TT 〉). Based on analytical [27] and numerical investigations [12, 29, 30]
this correction is expected to be small. Further, it should be automatically accounted for when using realization-
dependent subtraction of the Gaussian N (0) bias which is common in modern lensing pipelines. We do not investigate
this term here further.
b. C3 contraction in Fourier space
The C3 contraction is given by
〈δ2Tl1Tl2δTl3Tl4〉C3
= − (2pi)
2
2
δD(l1 + l2 + l3 + l4)
∫
l′2
[l4 · (l1 + l4 − l′2)] [l4 · l′2] [l2 · (l1 + l4)]CTTl2 CTTl4 Bφ(l′2, l1 + l4 − l′2,−(l1 + l4))
(C2)
7 Roughly speaking, intra-temperature correlations are zero-lag terms of filtered temperature fields, and inter-temperature correlations
are correlations of two filtered temperature fields with non-zero separation. However, the filtering of observed temperature maps is
non-local in position space, so that strictly speaking intra-temperature correlations are not zero-lag in the observed temperature.
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The induced bias of the measured lensing power spectrum is
N
(3/2)
C3 (L) = −
8
2
A2L
∫
l1,l2
g(l1,L)g(l2,L) [(l1 − L) · (l1 + l2 − L)]CTT|L−l1|CTT|l2−L|
×
∫
l
[(l2 − L) · (l− l1 − l2 + L)] [(l2 − L) · l]Bφ(l,−l2 + L− l1, l1 + l2 − L− l), (C3)
where we have accounted for all possibilities to place the (perturbed) temperatures in the four-point correlator by
including a symmetry factor of 8. Changing integration variables l1 → L− l1 and l2 → L− l2, we obtain
N
(3/2)
C3 (L) = 4A
2
L
∫
l1,l2
g(l1,L)g(l2,L) [l1 · (L− l1 − l2)]CTTl1 CTTl2
×
∫
l
[l2 · (l− (L− l1 − l2))] (l2 · l)Bφ(l, (L− l1 − l2)− l,−(L− l1 − l2)), (C4)
where we used g(l,L) = g(L− l,L).
c. Fast expression for C3 contraction
The C3 contribution to the N (3/2) bias given by Eq. (C4) involves a 6D integral over l1, l2 and l for every value of
L, which can be regarded as a 3-loop integral. Evaluating this numerically is prohibitively computationally expensive.
Fortunately, however, the integral can be rearranged to allow much faster evaluation. This follows by noting that
the integral over the lensing bispectrum reduces to βn(|L− l1 − l2|) defined in Eqs. (40) and (42). The total integral
over l1 and l2 is then an integral over functions of l1, l2 and L− l1 − l2, which is a double convolution. This can be
evaluated efficiently by rewriting it as a product in position space, similarly to the fast expressions of Eqs. (38) and
(B10) for the C1 and A1 contractions discussed in Appendix B (also see [56] and [57]).
To see this explicitly, we introduce a Dirac delta enforcing l3 = L− l1 − l2,
N
(3/2)
C3 (L) = 4A
2
L
∫
l1,l2,l3
(2pi)2δD(l3 − L+ l1 + l2)g(l1,L)g(l2,L)(l1 · l3)CTTl1 CTTl2 (C5)
×
∫
l
[l2 · (l− l3)] (l2 · l)Bφ(l, l3 − l,−l3). (C6)
Parameterizing orientations of l2 and l in terms of cosϑl2 = l2 · l3/(l2l3) and cosϑl = l · l3/(ll3), the last integrand
can be cast separable using Eq. (B2) (replacing l1 by l2 and L by l3 there). The Dirac delta also becomes separable
by expressing it in terms of plane waves,
(2pi)2δD(l3 − L+ l1 + l2) =
∫
d2r e−i(l3−L+l1+l2)·r. (C7)
We thus get
N
(3/2)
C3 (L) = 4A
2
L
∫
d2r eiL·r
∫
l3
e−il3·r
[∫
l1
e−il1·r g(l1,L) l1 · l3 CTTl1
] ∑
n=‖,⊥
βn(l3)ξ
TT
n (r,L, lˆ3), (C8)
where we used β+ = 0 from Appendix C 5 and defined weighted temperature correlation functions
ξTT‖ (r,L, lˆ3) =
∫
l2
e−il2·r g(l2,L)l22 cos
2(ϑl2)C
TT
l2 (C9)
ξTT⊥ (r,L, lˆ3) =
∫
l2
e−il2·r g(l2,L)l22 sin
2(ϑl2)C
TT
l2 . (C10)
Eq. (C8) can be simplified for easier numerical evaluation and interpretation. Similarly to Eq. (B1), angles ϑ with
respect to l3 can be expressed in terms of cosines cosµl2 = lˆ2 · Lˆ and cosµl3 = lˆ3 · Lˆ with respect to L, so that
cos2(ϑl2) = (ˆl2 · lˆ3)2 = (cosµl2 cosµl3 + sinµl2 sinµl3)2 (C11)
=
2∑
m=0
(
2
m
)
cos2−m(µl2) cos
2−m(µl3) sin
m(µl2) sin
m(µl3). (C12)
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A similar expression follows for sin2(ϑl2) = 1− cos2(ϑl2). The temperature correlation functions thus become
ξTT‖ (r,L, lˆ3) =
2∑
m=0
(
2
m
)
cos2−m(µl3) sin
m(µl3) ξˇ
TT
2,m(r,L), (C13)
ξTT⊥ (r,L, lˆ3) = ξˇ
TT
00 (r,L)− ξTT‖ (r,L, lˆ3), (C14)
where we defined
ξˇTTjm (r,L) ≡
∫
l
e−il·r g(l,L) lj cosj−m(µl) sinm(µl)CTTl (C15)
where cosµl = lˆ · Lˆ. For fixed L, Eq. (C15) can be computed as a 2D Fourier transform of the integrand (regarded
as a function of l on a 2D grid). Ignoring the weight g, ξˇTTjm is the correlation function of the temperature T (x) with
a second derivative of the temperature (i.e. it is related to 〈T (x)∂j−m0 ∂m1 T (x′)〉 if L is aligned with the 0-axis). Note
that we recover some of the zero-lag/intra-temperature correlation RL integrals for r = 0. The square brackets in
Eq. (C8) similarly reduce to∫
l1
e−il1·r g(l1,L) l1 · l3 CTTl1 =
1∑
m′=0
l3 cos
1−m′(µl3) sin
m′(µl3) ξ
TT
1,m′(r,L), (C16)
which is related to the correlation function between the temperature and a first derivative of the temperature
(〈T (x)∂m′T (x′)〉 if L is aligned with the 0-axis).
The C3 N (3/2) bias of Eq. (C8) thus turns into the following fast-to-evaluate expression:
N
(3/2)
C3 (L) = 4A
2
L
∫
d2r eiL·r
{
1∑
m′=0
ξˇTT00 (r,L)ξˇ
TT
1,m′(r,L)βˇm′(r, Lˆ)
+
2∑
m=0
1∑
m′=0
(
2
m
)
ξˇTT2,m(r,L)ξˇ
TT
1,m′(r,L)βˇmm′(r, Lˆ)
}
(C17)
where we defined
βˇm′(r, Lˆ) ≡
∫
l3
e−il3·r l3β⊥(l3) cos1−m
′
(µl3) sin
m′(µl3) (C18)
βˇmm′(r, Lˆ) ≡
∫
l3
e−il3·r l3[β‖(l3)− β⊥(l3)] cos3−m−m
′
(µl3) sin
m+m′(µl3). (C19)
These are functions of r that can be computed with a 2D Fourier transform. Alternatively, the angular integrals can
be done analytically so that the integrals become 1D integrals involving Bessel functions.
For fixed L, all factors in the integrand of Eq. (C17) can be evaluated with 2D Fourier transforms. The final
integration over r can be evaluated as a 2D integral for fixed L. Alternatively, it can be obtained by fixing L,
regarding the curly brackets as a function of r, computing its 2D Fourier transform F(L′), and picking the entry
F(L′ = L). Without loss of generality we choose L to be aligned with the 0-axis of the 2D grid. Once βn(l) are
computed, the bias at a given L can be computed with O(10 l2max log lmax) operations because it involves only 2D
FFTs. A very preliminary implementation of the C3 contribution to the N (3/2) bias gave results that were much
smaller than the A1 and C1 contributions, but future work should evaluate this term more carefully to check its
importance, also in combination with consistency checks against simulations.
2. Type A biases from inter-temperature contractions A2 and A3 of 〈δTδTδT ′T ′〉
The coupling of type A, 〈δTl1δTl2δTl3Tl4〉, measures the correlation between three temperatures perturbed to first
order in the lensing potential and one unlensed temperature. It has three contractions A1, A2 and A3 defined in
Eq. (27). Having discussed the A1 term in detail in the main text, we consider the remaining A2 and A3 term here.
The A2 contraction in Eq. (27) is given by
〈δTl1δTl2δTl3Tl4〉A2
= −(2pi)2δD(l1 + l2 + l3 + l4)CTTl4 [l4 · (l2 + l4)]
∫
l
CTTl [l · (l1 − l)] [l · (l+ l3)]Bφ(l1 − l, l+ l3, l2 + l4). (C20)
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The resulting contribution to the N (3/2) bias is
N
(3/2)
A2 (L) = −4A2L
∫
l1l2
g(l1,L)g(l2,L)[(l2 − l1) · (l2 − L)]CTT|L−l2|
∫
l
[l · (l1 − l)][l · (l− l2)]CTTl Bφ(l1 − l, l2 − l1, l− l2)
= −4A2L
∫
l1l2
g(l1,L)g(l2,L)[(l2 − l1) · (l2 − L)]CTT|L−l2|
×
∫
l
[(l1 − l) · l][(l1 − l) · (l1 − l2 − l)]CTT|l1−l|Bφ(l, (l1 − l2)− l,−(l1 − l2)) (C21)
where we changed integration variables l→ l1−l to simplify the bispectrum arguments and included a symmetry factor
of 4. The integrand involves functions with different arguments in all three integration variables l1, l2 and l, leading
to a tightly coupled 6D integral for every L, which is computationally prohibitively expensive. Since the integral does
not seem to have an obvious convolution-like structure, we do not investigate further if it can be accelerated, and
leave numerical evaluation and discussion of its importance for future work (also noting that it may be more efficient
to first check if the other simpler bias contributions can already explain simulation results). The N (3/2) bias from
the A3 contraction equals that of the A2 contraction because the bias is invariant under exchanging l1 ↔ L − l1 in
Eq. (23).
3. Type B biases from 〈δ2TδTT ′T ′〉
Terms of type B are of the form
〈
δ2TδTT ′T ′
〉
with both perturbed temperatures coupling to the same estimator φˆ
(both perturbed temperatures are on the same side of the correlator). There are 4 possibilities to form such a term,
resulting in a symmetry factor of 4. Three different contractions of CMB fields contribute to type B:
〈δ2TδT T ′T ′〉 ∼ 〈T,ijφ,iφ,jT,kφ,k T ′T ′〉B1 + 〈T,ijφ,iφ,jT,kφ,k T ′T ′〉B2 + 〈T,ijφ,iφ,jT,kφ,k T ′T ′〉B3. (C22)
The lensing power bias (23) resulting from the B1 contraction vanishes for L > 0,
N
(3/2)
B1 (L) = 0. (C23)
The B2 contraction is
〈δ2Tl1δTl2Tl3Tl4〉B2 = −
(2pi)2
2
δD(l1 + l2 + l3 + l4)C
TT
l3 C
TT
l4
×
∫
l
[l3 · (l−l1−l3)] [l3 · l] [(l1 + l2 + l3) · (l3 + l1)]Bφ(l, l1 + l3−l,−l1−l3). (C24)
The lensing bias resulting from this and the similar B3 contraction is
N
(3/2)
B2 (L) +N
(3/2)
B3 (L) = − 2A2L
∫
l1,l2
g(l1,L)g(l2,L)[(L− l2) · (l1 − l2)]CTTl2 CTT|L−l2|
×
∫
l
[l2 · (l− (l1−l2))] (l2 · l)Bφ(l, (l1−l2)− l,−(l1−l2)) + (l2 ↔ L−l2). (C25)
The bispectrum integral over l is a convolution similar to the bispectrum integrals arising e.g. for the C1 or C3
contributions in Eqs. (37) and (C4), so it can likely be rewritten in a fast way similarly to Eqs. (38) or (C17). These
biases of type B2 and B3 should be investigated further in future work.
4. Type D bias from 〈δ3TTT ′T ′〉
The last type of coupling, type D, involves the lensed temperature perturbed to third order in φ. It picks up
the three-point function of the components of the lensing deflection at the same location 〈αi(x)αj(x)αk(x)〉. This
correlation must vanish by statistical isotropy [27]. This can also be seen analytically. The coupling can be written as
〈δ3Tl1Tl2Tl3Tl4〉
= −1
6
∫
l′1
∫
l′′1
∫
l′′′1
[l′1 · (l1−l′1−l′′1−l′′′1 )] [l′1 · l′′1 ] [l′1 · l′′′1 ] 〈φ(l1−l′1−l′′1−l′′′1 )φ(l′′1)φ(l′′′1 )〉(φ)〈Tl′1Tl2Tl3Tl4〉(T )
= −1
6
ζ(l1)〈Tl1Tl2Tl3Tl4〉(T ), (C26)
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where we defined
ζ(l1) ≡
∫
L
(l1 · L)
∫
l
(l1 · l)[l1 · (l− L)]Bφ(l,L− l,−L). (C27)
The integral over l is the same as that already encountered in Eq. (37). Using the same trick of Eq. (B2) to make the
integral separable leads to
ζ(l1) = l
3
1
∫
L
[
cos3(µL)β‖(L) + cosµL sin2(µL)β⊥(L)
]
= 0, (C28)
where cosµL = cosµl1 = lˆ1 · Lˆ. This vanishes after performing the angular integration over µL.
5. Vanishing cross integrals
The fast expression (38) for the type C1 bias has an additional contribution β+R+, where
R+(L) =
∫
l1
g(l1,L)l
2
1 cosµl1 sinµl1C
TT
l1 = 0 (C29)
β+(L) =
∫
l
l sinµl [2l cosµl − L] Bφ(l,L− l,−L) = 0. (C30)
Here we show that both integrals R+ and β+ vanish. We start by writing out the weight in Eq. (C29),
R+(L) =
∫
l
l · LC T˜ T˜l + (L− l) · LC T˜ T˜|L−l|
2C T˜ T˜l,exptC
T˜ T˜
|L−l|,expt
l2 cosµl sinµlC
TT
l . (C31)
Choosing a coordinate system where the x-axis is aligned with L gives l · L = lxL, l cosµl = lx and l sinµl = ly, so
that
R+(L) =
1
(2pi)2
∫ ∞
−∞
dlx
∫ ∞
−∞
dly
lxLC
T˜ T˜
(l2x+l
2
y)
1/2 + (L
2 − lxL)C T˜ T˜(L2+l2x+l2y−2Llx)1/2
2C T˜ T˜
(l2x+l
2
y)
1/2,expt
C T˜ T˜
(L2+l2x+l
2
y−2Llx)1/2,expt
lx ly C
TT
(l2x+l
2
y)
1/2 = 0. (C32)
The integrand changes sign under ly → −ly so that the integral over ly vanishes and thus R+ = 0. Although we
chose a particular coordinate system aligned with L to show this, the fact that R+ = 0 is coordinate-independent (in
coordinate-independent terms, the 2D integral can be split into two 1D integrals parallel and perpendicular to L; the
latter integral vanishes). Note that R‖ and R⊥ do not vanish because they involve even powers of lx and ly in the
integrand. Following the same line of argument the very similar integral of type RBE+ can be shown to be zero.
To show β+ = 0 we proceed similarly. Choosing a coordinate system with x-axis aligned with L and writing
Eq. (C30) in components,
β+(L) =
1
(2pi)2
∫ ∞
−∞
dlx
∫ ∞
−∞
dly ly (2lx − L)Bφ
(
(l2x + l
2
y)
1/2, (L2 + l2x + l
2
y − 2Llx)1/2, L
)
= 0. (C33)
The integral over ly vanishes again because the integrand changes sign under ly → −ly.
We also confirmed numerically that R+ and β+ vanish by evaluating the integrals in Eqs. (C29) and (C30) directly.
Appendix D: Low-L, large-scale lens and squeezed limits
In this section we consider certain limits where the N (3/2) bias simplifies, e.g. the limit of reconstructing large-scale
lenses from small-scale temperature fluctuations, or the squeezed limit of the lensing bispectrum. This is useful to
understand the qualitative behavior of the bias and check the robustness of numerical evaluations. We first discuss
the C1 term in Eq. (29), and then the A1 term in Eq. (27).
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1. Limit of C1 contribution to N (3/2) bias
We first consider the limit of reconstructing large-scale lensing modes φ(L) from temperature fluctuations T (l) on
much smaller scales, i.e. L l. Taylor expanding |l− L| around l yields for the lensing reconstruction weight
lim
Ll
g(l,L) =
L2
2
C T˜ T˜l
(C T˜ T˜l,expt)
2
{[
1 +
d lnC T˜ T˜l
d ln l
cos2 µl
]
+
L
l
[
d lnC T˜ T˜l
d ln l
d lnC T˜ T˜l,expt
d ln l
cos3 µl −
d ln
( CT˜ T˜l
CT˜ T˜l,expt
)
d ln l
cosµl
]}
, (D1)
where cosµl = l ·L/(lL). The terms in the first square brackets of Eq. (D1) are of order (L/l)0 and involve only even
powers of cosµl, while the second square bracket is of order (L/l) 1 and involves only odd powers of cosµl.
Using this, we can compute the large-lens limit of R‖ defined in Eq. (39). The terms in the second square brackets
vanish upon angular integration so that
lim
L→0
R‖(L) =
L2
8pi
∫
dl1l
3
1
CTTl1 C
T˜ T˜
l1
(C T˜ T˜l1,expt)
2
[
1 +
3
4
d lnC T˜ T˜l1
d ln l1
]
+O ((L/l1)2)
≈ 3L
2
32pi
∫
dl1l
3
1
(
C T˜ T˜l1
C T˜ T˜l1,expt
)2 [
d ln l
4/3
1 C
T˜ T˜
l1
d ln l1
]
+O ((L/l1)2) . (D2)
The power spectrum ratio in the integrand is unity on scales where the temperature power spectrum is signal-
dominated and gets exponentially suppressed when it becomes noise-dominated. The l31 weight upweights high l1
in the signal-dominated regime but cannot compete against the exponential fall-off in the noise-dominated regime.
These two factors are thus maximal at the highest l1 that are still signal-dominated. In this regime, typically l1 ∼
few thousand, the derivative is mostly negative, so that the overall large-lens limit of R‖ is negative. Its amplitude is
determined by the multipole at which the temperature power becomes noise dominated, i.e. it is very sensitive to the
noise and beam specifications of the experiment under consideration.
The large-lens limit of R⊥ reads
lim
L→0
R⊥(L) =
L2
8pi
∫
dl1 l
3
1
CTTl1 C
T˜ T˜
l1(
C T˜ T˜l1,expt
)2
[
1 +
1
4
d lnC T˜ T˜l1
d ln l1
]
+O ((L/l1)2) .
≈ L
2
32pi
∫
dl1 l
3
1
(
C T˜ T˜l1
C T˜ T˜l1,expt
)2
d ln(l41C
T˜ T˜
l1
)
d ln l1
+O ((L/l1)2) . (D3)
which has the same structure as the expression that was derived for R‖, the only difference being a suppression of
the derivative term by a factor of 3. It is thus similarly sensitive to beam and noise specifications as R‖, but smaller,
since the dominant contribution stems from the derivative. They are plotted as grey lines in Fig. 9.
Additionally to the Rn integrals the N
(3/2)
C1 bias involves βn integrals over the lensing bispectrum defined in Eqs. (40)
and (42). One limit where these simplify is the squeezed limit of the lensing bispectrum, where the reconstructed
lensing mode is on much larger scales than the other two internal lensing modes, i.e. L l ≈ |l− L| and
lim
Ll
Bφ(L, l,− cosµl) =
∫ χ∗
0
dχ
W (χ)3
χ4
γ3(χ)
(L/χ)2(l/χ)4
(
1 + 2
L
l
cosµl
)
lim
Ll
Bδ(L/χ, l/χ,− cosµl;χ), (D4)
where we insert the squeezed limit of the matter bispectrum (e.g. [59])
lim
k1k2
Bδ(k1, k2, cosµl) =
[
13
7
+ cos2 µl
(
8
7
− ∂ lnPk2(χ)
∂ ln k2
)
+
k1
k2
(
8
7
− 8
7
cos2 µl +
(
3
7
∂ lnPk2(χ)
∂ ln k2
− 1
)
cosµl +
(
4
7
∂ lnPk2(χ)
∂ ln k2
+ 1
)
cos3 µl
)]
×Pk1(χ)Pk2(χ), (D5)
assuming that limits in l translate to limits in k in the Limber approximation. In this approximation the angle µl
between L and l is the same as between the 3D modes k1 and k2.
8
8 Note that the integrals over the lensing bispectrum (Eqs.42 and 40) integrate over Bφ(l,L − l,−L). The minus sign in front of the
bispectrum’s third argument, L, induces a minus sign in front of cosµl when inserting the squeezed limit of the matter bispectrum into
these integrals.
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FIG. 7. Left figures: Integrals of type β‖ and β⊥ calculated numerically with a restriction to squeezed triangle configu-
rations (l/L>100) and their analytic squeezed limits (Eq. (D7), (D9)). Right figure: The large-lens and squeezed limit of
limL→0−2ALβ‖(L)R‖(L) Eq. (D12), the dominant contribution to N (3/2)C1 for small L. Since we take the limit where only
squeezed triangle configurations contribute to the lensing or matter bispectrum, we also have to restrict the numerical evalua-
tion to squeezed triangle configurations to find agreement.
Using Eq. (D4) in the expression for β‖ we find for the contribution from squeezed bispectrum configurations
lim
Ll
β‖(L) =
∫
l
l
(
l cos2(µl)− L cos(µl)
)
lim
Ll
Bφ(L, l,− cosµl)
=
∫
l
l2
(
cos2(µl)− L
l
cos(µl)
)∫ χ∗
0
dχW (χ)3χ2
γ3(χ)
L2l4
(
1 + 2
L
l
cosµl
)
lim
Ll
Bδ(L/χ, l/χ,− cosµl;χ), (D6)
Upon angular integration the squared cosine picks up all terms that are even in the cosine. This includes all contri-
butions of order O((Ll )0),
lim
Ll
β‖(L) =
1
L2
∫ χ∗
0
dχW (χ)3χ2γ3(χ)
∫
d ln l
4pi
[
13
7
+
3
4
(
8
7
− n(l, χ)
)
+
2
7
L
l
]
PL/χ(χ)Pl/χ(χ), (D7)
where we defined the spectral index of the matter power spectrum
n(l, χ) =
∂ lnPl/χ(χ)
∂ ln(l/χ)
. (D8)
The squeezed limit of β⊥ is
lim
Ll
β⊥(L) =
∫
l
l2 sin2(µl) lim
Ll
Bφ(L, l,− cosµl)
=
1
L2
∫ χ∗
0
dχW (χ)3χ2γ3(χ)
∫
d ln l
4pi
[
13
7
+
1
4
(
8
7
− n(l, χ)
)
+
6
7
L
l
]
PL/χ(χ)Pl/χ(χ), (D9)
which is similar to the limit of β‖ but smaller since the zeroth order term in round brackets gets suppressed by a
factor of 3 (the first order term is enhanced by the same factor). The limits of both integrals, β⊥ and β‖, are positive
for any realistic value of the spectral index n. This agrees with the results obtained by numerical integration over the
full bispectrum.
In the two left panels of Fig. 7 we plot β‖ and β⊥ and their squeezed limits. Since the squeezed configuration
excludes triangle configurations with small and comparable side lengths, the squeezed limits do not coincide with the
full integrals at low L. For a valid comparison, the numerical result has to be restricted to squeezed configurations.
After this modification they agree with the analytically derived limits.
To obtain the large-lens and squeezed limit of the N (3/2) bias we also need the large-scale limit of AL which is [21]
lim
L→0
AL =
8pi
L4
∑
l
(2l + 1)
(
C T˜ T˜l
C T˜ T˜l,expt
)2
Dl
−1 , (D10)
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where
Dl = 1 +
d lnCTTl
d ln l
+
3
8
(
d lnCTTl
d ln l
)2
. (D11)
Putting all these results together we obtain for the large-lens and squeezed limit of N (3/2) (which is dominated by
the β‖R‖ term)
lim
L→0
− 2ALR‖(L)[β‖(L)]squeezed
= −2
∑
l
(2l + 1)
(
C T˜ T˜l
C T˜ T˜l,expt
)2
Dl
−1 ∑
l1
(l1)
3
(L+ 1)2
(
C T˜ T˜l1
C T˜ T˜l1,expt
)2
d ln(l2C T˜ T˜l1 )
d ln l1
× lim
L→0
[β‖(L)]squeezed. (D12)
The comparison with the full result is shown in Fig. 7. For limL→0[β‖(L)]squeezed we use the squeezed limit of β‖
which we obtain in two ways: (1) by evaluating the analytic limit given in Eq. (D7), and (2) by restricting the full
numerical result to squeezed triangle configurations of the bispectrum.
2. Limit of A1 contribution to N (3/2) bias
The type A1 contribution to the N (3/2) bias can be rearranged as in Eq. (B10). Similarly to the last section,
we consider the squeezed limit for bispectrum integrals and the low-L limit for other integrals to obtain simplified
expressions that are useful for checking numerical implementations.
For the bispectrum integrals β¯ in Eqs. (B12) and (B13), we consider the limit where only squeezed bispectrum
configurations contribute, i.e. L  l. Using the squeezed limit bispectrum (D4), Taylor expanding in L/l  1, and
using the cosine angle addition theorem to express cosµl = lˆ · Lˆ in terms of cos νL = Lˆ · rˆ and cos νl = lˆ · rˆ (similarly
to Eq. (B1)), we obtain for example the squeezed limit of the β¯‖ integral defined in Eq. (B12):
lim
Ll
β¯‖(r,L) =
1
2pi L2
∫ χ∗
0
dχW (χ)3χ2γ3(χ)PL/χ(χ)
×
{
− 13
7
cos2(νL)
∫ ∞
0
dl J2(lr)
Pl/χ(χ)
l
+
13
7r
∫ ∞
0
dl J1(lr)
Pl/χ(χ)
l2
+
3
r2
[
cos4(νL)− 6 cos2(νL) sin2(νL) + sin4(νL)
] ∫ ∞
0
dl J2(lr)
Pl/χ(χ)
l3
[
8
7
− n(l, χ)
]
− cos4(νL)
∫ ∞
0
dl J2(lr)
Pl/χ(χ)
l
[
8
7
− n(l, χ)
]
+
6
r
cos2(νL) sin
2(νL)
∫ ∞
0
dl J1(lr)
Pl/χ(χ)
l2
[
8
7
− n(l, χ)
]}
. (D13)
Here, Jn are Bessel functions of the first kind that follow from performing the angular integrations over νl, P is the
matter power spectrum, and n is its spectral index defined in Eq. (D8). The integrals over l are 1D Hankel transforms,
which can be evaluated efficiently with 1D FFTs using e.g. FFTLog [58].
Similarly, using Eq. (D1), the low-L limit of the Fourier transform of the lensing weight ξg defined in Eq. (B11)
becomes
lim
L→0
ξg(r,L) =
L2
4pi
[∫ ∞
0
dl l J0(lr)
C T˜ T˜l
(C T˜ T˜l,expt)
2
+
1
r
∫ ∞
0
dl J1(lr)
C T˜ T˜l
(C T˜ T˜l,expt)
2
d lnC T˜ T˜l
d ln l
− cos2(νL)
∫ ∞
0
dl l J2(lr)
C T˜ T˜l
(C T˜ T˜l,expt)
2
d lnC T˜ T˜l
d ln l
]
. (D14)
The low-L and squeezed limit of the type A1 contribution to the N (3/2) bias of Eq. (B10) follows by combining
Eqs. (B14), (B15), (D10), (D13) and (D14). The angular integration over rˆ in Eq. (B10) can then be performed
analytically, leaving 1D integrals over r over the Hankel transforms appearing in Eqs. (B14), (B15), (D13) and (D14).
This provides a useful consistency check of Eq. (B10) at low L if only squeezed bispectrum configurations are taken
into account.
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Appendix E: Position space interpretation and scalar-tensor decomposition
It is not immediately straightforward to deduce an intuitive physical interpretation of the bias from the pure Fourier
space calculation provided in the main text. In this appendix we therefore provide a heuristic position space picture
that helps to interpret the origin of the C1 contribution to the N (3/2) bias.
1. Position space interpretation of type C1 N (3/2) coupling
Considering a toy model where normalization AL and weight g are ignored, the bias from the lensing bispectrum
on the lensing reconstruction power spectrum due to the intra-temperature correlation type C1 term in Eq. (29) is
given by
N
(3/2)
C1,toy(L) ⊇
1
2
∫
x,x′
e−iL·(x−x
′)
〈
T (x)∇i∇jT (x)φ,i(x)φ,j(x)T (x′)∇kT (x′)φ,k(x′)
〉
, (E1)
where φ,i = ∇iφ = αi is the i-component of the deflection angle. The bias (E1) involves the average of the product of
temperature and temperature derivatives at the same location. These intra-temperature correlation terms are given
by integrals over the unlensed temperature power spectrum:
F [〈g T (x)∇kT (x)〉] = i
∫
l
g(l,L)lkC
TT
l ≡ iSk(L), (E2)
F [〈g T (x)∇i∇jT (x)〉] = −
∫
l
g(l,L)liljC
TT
l ≡ −Rij(L), (E3)
where we schematically included the weight g to account for the lensing-optimized filtering of the observed temperature
(the first integral would vanish otherwise). Additionally, the bias (E1) depends on the correlation between the
quadratic deflection tensor φ,i(x)φ,j(x) at location x and the deflection φ,k(x
′) at another location x′,
ζijk(x− x′) ≡ 〈φ,i(x)φ,j(x)φ,k(x′)〉 = −i
∫
L′
eiL
′·(x−x′)L′kβij(L
′). (E4)
On the right hand side we introduced the tensor βij which is the Fourier-space cross-spectrum between the quadratic
deflection tensor φ,i(x)φ,j(x) and the lensing potential φ:
βij(L
′) ≡ 〈[φ,i(x)φ,j(x)](L′) φ(−L′)〉 = −
∫
l
li (L
′ − l)j Bφ(l,L′ − l,−L′). (E5)
This is an integral over the bispectrum of the lensing potential. The Fourier transform of βij(L) is the 2-point
correlation function β˜ij(r) between deflection tensor φ,i(x)φ,j(x) and lensing potential φ(x+ r) as a function of their
separation r. With Eqs. (E2), (E3) and (E4), the simplified reconstruction bias (E1) becomes after integration over
x and x′
N
(3/2)
C1,toy(L) = −
1
4
Asky
AL
Rij(L)βij(L) (E6)
where Asky =
∫
x
is the sky area and we used 2Sk(L) ∼ A−1L , the inverse lensing normalization. This shows that the
expected N (3/2) bias is given by the mean product Rij of temperature and temperature Hessian times the integrated
lensing potential bispectrum βij , corresponding to the cross-spectrum between the deflection tensor φ,i(x)φ,j(x) and
the lensing potential.
Since all indices in Eq. (E6) are contracted, the sum that gives the total bias is independent of the orientation of
the coordinate system with respect to which the component indices of βij and Rij are defined. We are therefore free
to choose the orientiation of the basis vectors. For example, we can choose the first axis to be aligned with L, and
the second one orthogonal to that in the flat sky 2D plane. In this coordinate system, we find the correspondences
R‖ = R00, R+ = R01 = R10, and R⊥ = R11 (E7)
by comparing Eqs. (39) and (41) with Eq. (E3). The reconstruction bias obtained in the position space picture Eq. (E6)
is then indeed equivalent to Eq. (38) derived in the Fourier space picture (up to normalization and symmetry prefactors
which we ignored in the heuristic position space calculation).
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2. Scalar-tensor decomposition
Instead of choosing a coordinate system as in the last section, we can derive an equivalent expression for the type C1
lensing bias by employing a scalar-tensor decomposition as follows: The 2-tensor βij in Eq. (E5) can be decomposed
into a scalar trace part βs, which is invariant under rotations of the coordinate system, and a trace-free tensor part
βt
βij(L) =
1
2
βs(L)δij + 2βt(L)
[
LˆiLˆj − 1
2
δij
]
, (E8)
where i, j ∈ {0, 1}. The trace is given by
βs(L) = δijβij(L) = −
∫
l
l · (L− l)Bφ(l,L− l,−L), (E9)
which follows from δijδij = 2, LˆiLˆi = 1 and Eq. (E5). The trace βs(L) is thus the Fourier transform of the correlation
function
β˜s(r) = 〈α2(x)φ(x+ r)〉 (E10)
between the squared deflection magnitude α2 = φ,iφ,i and the lensing potential φ. The trace-free tensor part of βij
is βt(L) = [LˆiLˆj − 12δij ]βij(L), which evaluates to
βt(L) = −
∫
l
{
(l · Lˆ)[(L− l) · Lˆ]− 1
2
l · (L− l)
}
Bφ(l,L− l,−L). (E11)
This is the Fourier transform of the correlation function
β˜t(r) =
〈
αi(x)αj(x)
[∇i∇j
∇2 −
1
2
δij
]
φ(x+ r)
〉
(E12)
between the deflection tensor αiαj and the tidal tensor constructed from the lensing potential.
Similarly, the 2-tensor Rij can also be decomposed into scalar part Rs and tensor part Rt:
Rij(L) =
1
2
Rs(L)δij + 2Rt(L)
[
LˆiLˆj − 1
2
δij
]
. (E13)
The scalar part is
Rs(L) = −〈gT (x)∇2T (x)〉 =
∫
l
g(l,L)l2CTTl (E14)
and the tensor part is
Rt(L) =
∫
l
g(l,L)
[
(l · Lˆ)(l · Lˆ)− l
2
2
]
CTTl . (E15)
(E16)
Note that the tensor part would be zero in absence of the reconstruction weight g. With these scalar-tensor decom-
positions the reconstruction bias becomes
N
(3/2)
C1 (L) ∼
[
1
2
Rs(L)βs(L) + 2Rt(L)βt(L)
]
. (E17)
The first term in the brackets is the trace of the mean product Rij of (weighted) temperature and temperature
Hessian, coupled to the trace of the lensing 3-point statistic βij . The second term couples the trace-free tensor parts
of Rij and βij .
The scalar and tensor parts are connected to the tensor components by
βs = β00 + β11 and βt =
1
2
(β00 − β11) (E18)
and the same relations hold for Rij . Then we get
1
2
Rsβs + 2Rtβt = R00β00 +R11β11 = R‖β‖ +R⊥β⊥, (E19)
where we aligned the x-axis of the coordinate system with the lensing wavevector L in the last step.
Integrals of type R and β in their decomposition in scalar and tensor contributions are shown Fig. 8. Note that the
plotted quantities already include the prefactors with which the components enter into the bias. Similar plots for the
decomposition into parallel and perpendicular components are shown in Fig. 9.
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FIG. 8. Left panel: Scalar- and tensor-like contributions to the weighted mean product of temperature and temperature
Hessian Rij . Noise and beam specifications correspond to a Planck-like experiment. Right panel: The lensing potential-
deflection tensor correlation βij decomposed in the same manner. We have included prefactors such that contributing terms to
the type C1 bias can be constructed by multiplying lines of the same color (compare Eq. (E17)).
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FIG. 9. Left panel: Parallel and perpendicular contributions to Rij . Noise and beam specifications correspond to a Planck-
like experiment. In grey we plot the large-lens limits derived in Appendix D. Right panel: The lensing potential-deflection
tensor correlation βij decomposed in the same manner. The bias contribution from the type C1 term can be constructed by
multiplying lines of the same color (compare Eq. (E17)).
Appendix F: N (3/2) type C1 bias for polarization-based lensing reconstructions
The N (3/2) bias also exists for polarization-based lensing reconstructions. In this paper, we show how to generalize
the non-Gaussian bias from the coupling type C1 (Eq. (29) to reconstructions from arbitrary field combinations but
leave a generalization of other contributing terms to future work. The results for the single coupling do not provide
a proper quantitative estimate of the general bias, but give some idea of the qualitative changes and other terms can
be derived in a similar fashion.
1. General polarization-based lensing reconstruction
We first consider the most general case where the lensing potential is reconstructed from two placeholder fields W
and X that can each be T , E or B, and from two potentially different fields Y and Z that can again each be T ,
E, or B, and then the cross-spectrum of these reconstructions is used to estimate the lensing power, i.e. we consider
〈φˆWX φˆYZ 〉 where W,X, Y, Z ∈ {T,E,B} throughout this section.
Lensing changes the CMB fields according to
X˜(l) = X(l) + δX(l) + δ2X(l), (F1)
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where in absence of primordial gravitational waves [55, 60]
δX(l) = −
∫
l1
X¯(l1)φ(l− l1)hX(l1, l)(l− l1) · l1 (F2)
δ2X(l) = −1
2
∫
l1,l2
X¯(l1)φ(l2)φ(l− l1 − l2)hX(l1, l)(l1 · l2) [(l1 + l2 − l) · l1] . (F3)
To simplify the notation we also defined
T¯ ≡ T, E¯ ≡ E, B¯ ≡ E, (F4)
and
hX(l1, l) ≡

1 if X = T,
cos(2(ϕl1 − ϕl)) if X = E,
sin(2(ϕl1 − ϕl)) if X = B,
(F5)
which satisfies hX(l1, l) = hX(−l1,−l) and hX(l1, l) = hX(l1,−l) = hX(−l1, l).
The general lensing reconstruction estimator is [60]
φˆWX (L) = AWXL
∫
l
gWX (l,L)W˜expt(l)X˜
∗
expt(l− L), (F6)
with normalization
AWXL =
[∫
l
fWX (l,L− l)gWX (l,L)
]−1
(F7)
and weight
gWX (l,L) =
CX˜X˜l,exptC
W˜W˜
|L−l|,exptfWX (l,L− l)− CW˜X˜l,exptCW˜X˜|L−l|,exptfWX (L− l, l)
CW˜W˜l,exptC
X˜X˜
|L−l|,exptC
X˜X˜
l,exptC
W˜W˜
|L−l|,expt − (CW˜X˜l,exptCW˜X˜|L−l|,expt)2
, (F8)
where fWX is defined by 〈W˜ (l)X˜(L − l)〉CMB = fWX (l,L − l)φ(L) and can be found in [60]. We assume a slightly
modified form where unlensed spectra are replaced by lensed ones [21] to avoid the N (2) bias. Note that fWX (l,L−l) =
fXW (L− l, l) and thus
gWX (l,L) = gXW (L− l,L). (F9)
2. C1 bias contribution for general polarization-based reconstruction
The type C contribution to the N (3/2) bias of the general reconstruction power 〈φˆWX φˆYZ 〉 is
N
(3/2),typeC
WX ,YZ (L) = A
WX
L A
YZ
L
∫
l1,l2
gWX (l1,L)gYZ (l2,L)T typeCWX ,YZ (l1,L− l1,−l2, l2 − L), (F10)
where the trispectrum is given by all contributions to 〈W˜ X˜Y˜ Z˜〉c that are of type C form 〈δ2WXδY Z〉c ∼ ‘2010’.
There are 8 such terms: 2010, 2001, 0210, 0201, 1020, 0120, 1002 and 0102, where ‘0’ denotes the position of
unperturbed fields and ‘1’ and ‘2’ that of first and second order perturbed fields. Let us denote the integral over the
2010 term by
UWX ,YZ (L) ≡
∫
l1,l2
gWX (l1,L)gYZ (l2,L)T typeC1WX ,YZ (l1,L− l1,−l2, l2 − L) (F11)
=
∫
l′1,l
′
2
gWX (L− l′1,L)gYZ (L− l′2,L)T typeC1WX ,YZ (L− l′1, l′1, l′2 − L,−l′2), (F12)
31
where we changed integration variables in the second line. Using Eq. (F9), T (−l1,−l2,−l3,−l4) = T (l1, l2, l3, l4) and
substitution of integration variables, the 8 type C terms contributing to Eq. (F10) can be written simply by permuting
field labels of U :
N
(3/2),typeC
WX ,YZ (L) = A
WX
L A
YZ
L
[
UWX ,YZ (L) + UWX ,ZY (L) + UXW ,YZ (L) + UXW ,ZY (L)
+ UYZ ,WX (L) + UYZ ,XW (L) + UZY ,WX (L) + UZY ,XW (L)
]
. (F13)
It remains to calculate UWX ,Y Z . Extending Eq. (36) to the general polarization case, the connected 4-point function
of coupling type C due to the 2010 contraction is
〈δ2Wl1Xl2δYl3Zl4〉c = −
(2pi)2
2
δD(l1 + l2 + l3 + l4)C
W¯X
l2 C
Y¯ Z
l4 hW (−l2, l1)hY (−l4, l3) [(l3 + l4) · l4]
×
∫
l′
(l′ · l2) [(l′ − l1 − l2) · l2]Bφ(l′, l1 + l2 − l′, l3 + l4)
+ (l2 ↔ l4, X ↔ Z) , (F14)
where the permutation in the last line is obtained by simultaneously replacing every l2 by l4, every l4 by l2, every
X by Z and every Z by X in the first two lines (in particular, this permutation involves CW¯Zl4 C
Y¯ X
l2
). We ignore this
permutation in the last line of Eq. (F14) from now on because it is expected to lead to more tightly coupled terms
that should be subdominant; we call the dominant first two lines ’typeC1’. For the multipole arguments required for
Eq. (F12) we get
〈δ2WL−l1Xl1δYl2−LZ−l2〉typeC1c = −
(2pi)2
2
δD(0)C
W¯X
l1 C
Y¯ Z
l2 hW (−l1,L− l1)hY (l2, l2 − L)(L · l2)
×
∫
l′
(l′ · l1) [(l′ − L) · l1]Bφ(l′,L− l′,−L). (F15)
Thus,
UWX ,YZ (L) = −1
2
∫
l1,l2
gWX (L− l1,L)gYZ (L− l2,L)CW¯Xl1 C Y¯ Zl2 hW (−l1,L− l1)hY (l2, l2 − L)(L · l2)
×
∫
l
[l1 · (l− L)] [l1 · l]Bφ(l,L− l,−L). (F16)
The weights in the last integral can be expressed in the separable form of Eq. (38). Then,
UWX ,YZ (L) = −1
2
[∫
l2
gZY (l2,L)hY (l2, l2 − L)(L · l2)C Y¯ Zl2
] ∑
n∈{‖,+,⊥}
RWXn (L)βn(L) (F17)
where βn integrals are the same as in Eqs. (40), (42), and we defined
RWX‖ (L) =
∫
l1
gXW (l1,L)l
2
1 cos
2(µl1)hW (−l1,L− l1)CW¯Xl1 (F18)
RWX+ (L) =
∫
l1
gXW (l1,L)l
2
1 sin(µl1) cos(µl1)hW (−l1,L− l1)CW¯Xl1 (F19)
RWX⊥ (L) =
∫
l1
gXW (l1,L)l
2
1 sin
2(µl1)hW (−l1,L− l1)CW¯Xl1 . (F20)
When evaluating hW numerically, the angle 2(ϕl1 − ϕL−l1) can be obtained brute-force from the components of 2D
vectors l1 and L.
9 In the special case of a temperature-only based measurement we recover the previously derived
results with RTTn = Rn. The final N
(3/2)
C1 bias for polarization is obtained by plugging Eq. (F17) into Eq. (F13)
N
(3/2),typeC1
WX ,YZ (L) = −
1
2
AWXL A
YZ
L S
YZ
L
∑
n∈{‖,+,⊥}
RWXn (L)βn(L) + 7 perms in W,X;Y,Z (F21)
9 Explicitly, defining angles with respect to the x-axis, we have ϕl1 = arccos
[
l1,x/
√
l21,x + l
2
1,y
]
and ϕL−l1 =
arccos
[
(Lx − l1,x)/
√
(Lx − l1,x)2 + (Ly − l1,y)2
]
.
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where the permutations denote those written out in Eq. (F13). We also defined
SYZL ≡
[∫
l2
gZY (l2,L)hY (l2, l2 − L)(L · l2)C Y¯ Zl2
]
. (F22)
One can show that SYZL +S
ZY
L = A
−1
L to first order in C
φφ. This identity also holds for field combinations where one
of the SYZL terms is zero (e.g. S
EB
L ).
Eq. (F21) involves the same integrals βn over the lensing bispectrum Bφ as the temperature reconstruction bias.
The 2D integrals over CMB power spectra RWXn have a similar form as for the temperature-only case, with slightly
different weights in the integrands. For WXY Z = TTTT the general bias formula N
(3/2),typeC1
WX ,YZ (L) simplifies to the
expression derived for the temperature Eq. (38).
3. C1 bias contribution for EB ,EB reconstruction
The special case of EB ,EB -reconstruction is expected to have relatively high signal-to-noise in comparison with
the other polarization-based lensing estimators. In this case, we have W = Y = E and X = Z = B so that the N (3/2)
bias becomes
N
(3/2),typeC1
EB,EB (L) = −(AEBL )2
∑
n∈{‖,+,⊥}
βn(L)
[
SEBL R
EB
n (L) + S
EB
L R
BE
n (L) + S
BE
L R
EB
n (L) + S
BE
L R
BE
n (L)
]
. (F23)
We can further simplify Eq. (F23) by noting that REBn = 0 and S
EB
L = 0 (which follows from C
EB
l = 0) and obtain
N
(3/2),typeC1
EB,EB (L) = −(AEBL )2SBEL
∑
n∈{‖,+,⊥}
βn(L)R
BE
n (L), (F24)
where RBEn are integrals over the E-mode power spectrum given by Eqs. (F18)-(F20), and βn are integrated lensing
bispectra computed earlier in Eqs. (40), (42).
[1] A. Lewis and A. Challinor, Phys. Rep. 429, 1 (2006), arXiv:astro-ph/0601594.
[2] M. Kaplinghat, L. Knox, and Y.-S. Song, Physical Review Letters 91, 241301 (2003), astro-ph/0303344.
[3] J. Lesgourgues, L. Perotto, S. Pastor, and M. Piat, Phys. Rev. D 73, 045021 (2006), astro-ph/0511735.
[4] A. C. Hall and A. Challinor, Mon. Not. R. Astron. Soc. 425, 1170 (2012), arXiv:1205.6172 [astro-ph.CO].
[5] K. M. Smith, W. Hu, and M. Kaplinghat, Phys. Rev. D 74, 123002 (2006), arXiv:astro-ph/0607315.
[6] E. Calabrese, R. de Putter, D. Huterer, E. V. Linder, and A. Melchiorri, Phys. Rev. D 83, 023011 (2011), arXiv:1010.5612
[astro-ph.CO].
[7] E. Calabrese, A. Slosar, A. Melchiorri, G. F. Smoot, and O. Zahn, Phys. Rev. D 77, 123531 (2008), arXiv:0803.2309.
[8] E. Calabrese, A. Cooray, M. Martinelli, A. Melchiorri, L. Pagano, A. Slosar, and G. F. Smoot, Phys. Rev. D 80, 103516
(2009), arXiv:0908.1585.
[9] K. M. Smith, O. Zahn, and O. Dore´, Phys. Rev. D 76, 043510 (2007), arXiv:0705.3980.
[10] C. M. Hirata, S. Ho, N. Padmanabhan, U. Seljak, and N. A. Bahcall, Phys. Rev. D 78, 043520 (2008), arXiv:0801.0644.
[11] S. Das, B. D. Sherwin, P. Aguirre, J. W. Appel, J. R. Bond, C. S. Carvalho, M. J. Devlin, J. Dunkley, R. Du¨nner,
T. Essinger-Hileman, J. W. Fowler, A. Hajian, M. Halpern, M. Hasselfield, A. D. Hincks, R. Hlozek, K. M. Huffenberger,
J. P. Hughes, K. D. Irwin, J. Klein, A. Kosowsky, R. H. Lupton, T. A. Marriage, D. Marsden, F. Menanteau, K. Moodley,
M. D. Niemack, M. R. Nolta, L. A. Page, L. Parker, E. D. Reese, B. L. Schmitt, N. Sehgal, J. Sievers, D. N. Spergel, S. T.
Staggs, D. S. Swetz, E. R. Switzer, R. Thornton, K. Visnjic, and E. Wollack, Physical Review Letters 107, 021301 (2011),
arXiv:1103.2124 [astro-ph.CO].
[12] A. van Engelen, R. Keisler, O. Zahn, K. A. Aird, B. A. Benson, L. E. Bleem, J. E. Carlstrom, C. L. Chang, H. M. Cho,
T. M. Crawford, A. T. Crites, T. de Haan, M. A. Dobbs, J. Dudley, E. M. George, N. W. Halverson, G. P. Holder, W. L.
Holzapfel, S. Hoover, Z. Hou, J. D. Hrubes, M. Joy, L. Knox, A. T. Lee, E. M. Leitch, M. Lueker, D. Luong-Van, J. J.
McMahon, J. Mehl, S. S. Meyer, M. Millea, J. J. Mohr, T. E. Montroy, T. Natoli, S. Padin, T. Plagge, C. Pryke, C. L.
Reichardt, J. E. Ruhl, J. T. Sayre, K. K. Schaffer, L. Shaw, E. Shirokoff, H. G. Spieler, Z. Staniszewski, A. A. Stark,
K. Story, K. Vanderlinde, J. D. Vieira, and R. Williamson, Astrophys. J. 756, 142 (2012), arXiv:1202.0546 [astro-ph.CO].
[13] Planck Collaboration, P. A. R. Ade, N. Aghanim, C. Armitage-Caplan, M. Arnaud, M. Ashdown, F. Atrio-Barandela,
J. Aumont, C. Baccigalupi, A. J. Banday, and et al., A&A 571, A17 (2014), arXiv:1303.5077.
[14] The Polarbear Collaboration: P. A. R. Ade, Y. Akiba, A. E. Anthony, K. Arnold, M. Atlas, D. Barron, D. Boettger,
J. Borrill, S. Chapman, Y. Chinone, M. Dobbs, T. Elleflot, J. Errard, G. Fabbian, C. Feng, D. Flanigan, A. Gilbert,
33
W. Grainger, N. W. Halverson, M. Hasegawa, K. Hattori, M. Hazumi, W. L. Holzapfel, Y. Hori, J. Howard, P. Hyland,
Y. Inoue, G. C. Jaehnig, A. H. Jaffe, B. Keating, Z. Kermish, R. Keskitalo, T. Kisner, M. Le Jeune, A. T. Lee, E. M.
Leitch, E. Linder, M. Lungu, F. Matsuda, T. Matsumura, X. Meng, N. J. Miller, H. Morii, S. Moyerman, M. J. Myers,
M. Navaroli, H. Nishino, A. Orlando, H. Paar, J. Peloton, D. Poletti, E. Quealy, G. Rebeiz, C. L. Reichardt, P. L. Richards,
C. Ross, I. Schanning, D. E. Schenck, B. D. Sherwin, A. Shimizu, C. Shimmin, M. Shimon, P. Siritanasak, G. Smecher,
H. Spieler, N. Stebor, B. Steinbach, R. Stompor, A. Suzuki, S. Takakura, T. Tomaru, B. Wilson, A. Yadav, and O. Zahn,
Astrophys. J. 794, 171 (2014), arXiv:1403.2369.
[15] K. T. Story, D. Hanson, P. A. R. Ade, K. A. Aird, J. E. Austermann, J. A. Beall, A. N. Bender, B. A. Benson, L. E. Bleem,
J. E. Carlstrom, C. L. Chang, H. C. Chiang, H.-M. Cho, R. Citron, T. M. Crawford, A. T. Crites, T. de Haan, M. A.
Dobbs, W. Everett, J. Gallicchio, J. Gao, E. M. George, A. Gilbert, N. W. Halverson, N. Harrington, J. W. Henning, G. C.
Hilton, G. P. Holder, W. L. Holzapfel, S. Hoover, Z. Hou, J. D. Hrubes, N. Huang, J. Hubmayr, K. D. Irwin, R. Keisler,
L. Knox, A. T. Lee, E. M. Leitch, D. Li, C. Liang, D. Luong-Van, J. J. McMahon, J. Mehl, S. S. Meyer, L. Mocanu,
T. E. Montroy, T. Natoli, J. P. Nibarger, V. Novosad, S. Padin, C. Pryke, C. L. Reichardt, J. E. Ruhl, B. R. Saliwanchik,
J. T. Sayre, K. K. Schaffer, G. Smecher, A. A. Stark, C. Tucker, K. Vanderlinde, J. D. Vieira, G. Wang, N. Whitehorn,
V. Yefremenko, and O. Zahn, Astrophys. J. 810, 50 (2015), arXiv:1412.4760.
[16] Planck Collaboration, P. A. R. Ade, N. Aghanim, M. Arnaud, M. Ashdown, J. Aumont, C. Baccigalupi, A. J. Banday,
R. B. Barreiro, J. G. Bartlett, and et al., ArXiv e-prints (2015), arXiv:1502.01591.
[17] D. Hanson, S. Hoover, A. Crites, P. A. R. Ade, K. A. Aird, J. E. Austermann, J. A. Beall, A. N. Bender, B. A. Benson,
L. E. Bleem, J. J. Bock, J. E. Carlstrom, C. L. Chang, H. C. Chiang, H.-M. Cho, A. Conley, T. M. Crawford, T. de Haan,
M. A. Dobbs, W. Everett, J. Gallicchio, J. Gao, E. M. George, N. W. Halverson, N. Harrington, J. W. Henning, G. C.
Hilton, G. P. Holder, W. L. Holzapfel, J. D. Hrubes, N. Huang, J. Hubmayr, K. D. Irwin, R. Keisler, L. Knox, A. T.
Lee, E. Leitch, D. Li, C. Liang, D. Luong-Van, G. Marsden, J. J. McMahon, J. Mehl, S. S. Meyer, L. Mocanu, T. E.
Montroy, T. Natoli, J. P. Nibarger, V. Novosad, S. Padin, C. Pryke, C. L. Reichardt, J. E. Ruhl, B. R. Saliwanchik, J. T.
Sayre, K. K. Schaffer, B. Schulz, G. Smecher, A. A. Stark, K. T. Story, C. Tucker, K. Vanderlinde, J. D. Vieira, M. P.
Viero, G. Wang, V. Yefremenko, O. Zahn, and M. Zemcov, Physical Review Letters 111, 141301 (2013), arXiv:1307.5830
[astro-ph.CO].
[18] P. A. R. Ade, Y. Akiba, A. E. Anthony, K. Arnold, M. Atlas, D. Barron, D. Boettger, J. Borrill, C. Borys, S. Chapman,
Y. Chinone, M. Dobbs, T. Elleflot, J. Errard, G. Fabbian, C. Feng, D. Flanigan, A. Gilbert, W. Grainger, N. W. Halverson,
M. Hasegawa, K. Hattori, M. Hazumi, W. L. Holzapfel, Y. Hori, J. Howard, P. Hyland, Y. Inoue, G. C. Jaehnig, A. Jaffe,
B. Keating, Z. Kermish, R. Keskitalo, T. Kisner, M. Le Jeune, A. T. Lee, E. M. Leitch, E. Linder, M. Lungu, F. Matsuda,
T. Matsumura, X. Meng, N. J. Miller, H. Morii, S. Moyerman, M. J. Myers, M. Navaroli, H. Nishino, H. Paar, J. Peloton,
D. Poletti, E. Quealy, G. Rebeiz, C. L. Reichardt, P. L. Richards, C. Ross, K. Rotermund, I. Schanning, D. E. Schenck, B. D.
Sherwin, A. Shimizu, C. Shimmin, M. Shimon, P. Siritanasak, G. Smecher, H. Spieler, N. Stebor, B. Steinbach, R. Stompor,
A. Suzuki, S. Takakura, A. Tikhomirov, T. Tomaru, B. Wilson, A. Yadav, O. Zahn, and Polarbear Collaboration, Physical
Review Letters 112, 131302 (2014), arXiv:1312.6645.
[19] A. van Engelen, B. D. Sherwin, N. Sehgal, G. E. Addison, R. Allison, N. Battaglia, F. de Bernardis, J. R. Bond, E. Cal-
abrese, K. Coughlin, D. Crichton, R. Datta, M. J. Devlin, J. Dunkley, R. Du¨nner, P. Gallardo, E. Grace, M. Gralla,
A. Hajian, M. Hasselfield, S. Henderson, J. C. Hill, M. Hilton, A. D. Hincks, R. Hlozek, K. M. Huffenberger, J. P. Hughes,
B. Koopman, A. Kosowsky, T. Louis, M. Lungu, M. Madhavacheril, L. Maurin, J. McMahon, K. Moodley, C. Munson,
S. Naess, F. Nati, L. Newburgh, M. D. Niemack, M. R. Nolta, L. A. Page, C. Pappas, B. Partridge, B. L. Schmitt, J. L.
Sievers, S. Simon, D. N. Spergel, S. T. Staggs, E. R. Switzer, J. T. Ward, and E. J. Wollack, Astrophys. J. 808, 7 (2015),
arXiv:1412.0626.
[20] M. Kesden, A. Cooray, and M. Kamionkowski, Phys. Rev. D 67, 123507 (2003), astro-ph/0302536.
[21] D. Hanson, A. Challinor, G. Efstathiou, and P. Bielewicz, Phys. Rev. D 83, 043005 (2011), arXiv:1008.4403 [astro-ph.CO].
[22] E. Anderes, Phys. Rev. D 88, 083517 (2013), arXiv:1301.2576 [astro-ph.IM].
[23] S. Dodelson, C. Shapiro, and M. White, Phys. Rev. D 73, 023009 (2006), astro-ph/0508296.
[24] C. Shapiro, Astrophys. J. 696, 775 (2009), arXiv:0812.0769.
[25] E. Krause and C. M. Hirata, A&A 523, A28 (2010), arXiv:0910.3786.
[26] C. Antolini, Y. Fantaye, M. Martinelli, C. Carbone, and C. Baccigalupi, JCAP 2, 039 (2014), arXiv:1311.7112 [astro-
ph.CO].
[27] P. M. Merkel and B. M. Scha¨fer, Mon. Not. R. Astron. Soc. 411, 1067 (2011), arXiv:1007.1408 [astro-ph.CO].
[28] S. Hagstotz, B. M. Scha¨fer, and P. M. Merkel, ArXiv e-prints (2014), arXiv:1410.8452.
[29] C. Carbone, C. Baccigalupi, M. Bartelmann, S. Matarrese, and V. Springel, Mon. Not. R. Astron. Soc. 396, 668 (2009),
arXiv:0810.4145.
[30] M. Calabrese, C. Carbone, G. Fabbian, M. Baldi, and C. Baccigalupi, JCAP 3, 049 (2015), arXiv:1409.7680.
[31] A. van Engelen, S. Bhattacharya, N. Sehgal, G. P. Holder, O. Zahn, and D. Nagai, Astrophys. J. 786, 13 (2014),
arXiv:1310.7023.
[32] S. J. Osborne, D. Hanson, and O. Dore´, JCAP 3, 024 (2014), arXiv:1310.7547.
[33] U. Seljak, Astrophys. J. 463, 1 (1996), astro-ph/9505109.
[34] A. Buchalter, M. Kamionkowski, and A. H. Jaffe, Astrophys. J. 530, 36 (2000), astro-ph/9903486.
[35] M. Takada and B. Jain, Mon. Not. R. Astron. Soc. 348, 897 (2004), astro-ph/0310125.
[36] F. Bernardeau, S. Colombi, E. Gaztan˜aga, and R. Scoccimarro, Phys. Rep. 367, 1 (2002), astro-ph/0112551.
[37] A. Lazanu, T. Giannantonio, M. Schmittfull, and E. P. S. Shellard, Phys. Rev. D93, 083517 (2016), arXiv:1510.04075
[astro-ph.CO].
34
[38] R. Scoccimarro and H. M. P. Couchman, Mon. Not. R. Astron. Soc. 325, 1312 (2001), astro-ph/0009427.
[39] U. Seljak and M. Zaldarriaga, Physical Review Letters 82, 2636 (1999), astro-ph/9810092.
[40] W. Hu, APJL 557, L79 (2001), arXiv:astro-ph/0105424.
[41] T. Okamoto and W. Hu, Phys. Rev. D 67, 083002 (2003), arXiv:astro-ph/0301031.
[42] A. Lewis, A. Challinor, and D. Hanson, JCAP 3, 018 (2011), arXiv:1101.2234 [astro-ph.CO].
[43] M. Kesden, A. Cooray, and M. Kamionkowski, Phys. Rev. D 67, 123507 (2003), arXiv:astro-ph/0302536.
[44] D. Blas, J. Lesgourgues, and T. Tram, JCAP 7, 034 (2011), arXiv:1104.2933.
[45] R. E. Smith, J. A. Peacock, A. Jenkins, S. D. M. White, C. S. Frenk, F. R. Pearce, P. A. Thomas, G. Efstathiou, and
H. M. P. Couchman, Mon. Not. R. Astron. Soc. 341, 1311 (2003), astro-ph/0207664.
[46] R. Takahashi, M. Sato, T. Nishimichi, A. Taruya, and M. Oguri, Astrophys. J. 761, 152 (2012), arXiv:1208.2701.
[47] Planck Collaboration, P. A. R. Ade, N. Aghanim, C. Armitage-Caplan, M. Arnaud, M. Ashdown, F. Atrio-Barandela,
J. Aumont, C. Baccigalupi, A. J. Banday, and et al., A&A 571, A16 (2014), arXiv:1303.5076.
[48] H. Gil-Mar´ın, C. Wagner, F. Fragkoudi, R. Jimenez, and L. Verde, JCAP 2, 047 (2012), arXiv:1111.4477 [astro-ph.CO].
[49] A. Lazanu, T. Giannantonio, M. Schmittfull, and E. P. S. Shellard, ArXiv e-prints (2015), arXiv:1511.02022.
[50] B. D. Sherwin, S. Das, A. Hajian, G. Addison, J. R. Bond, D. Crichton, M. J. Devlin, J. Dunkley, M. B. Gralla, M. Halpern,
J. C. Hill, A. D. Hincks, J. P. Hughes, K. Huffenberger, R. Hlozek, A. Kosowsky, T. Louis, T. A. Marriage, D. Marsden,
F. Menanteau, K. Moodley, M. D. Niemack, L. A. Page, E. D. Reese, N. Sehgal, J. Sievers, C. Sifo´n, D. N. Spergel, S. T.
Staggs, E. R. Switzer, and E. Wollack, Phys. Rev. D 86, 083006 (2012), arXiv:1207.4543 [astro-ph.CO].
[51] N. Hand, A. Leauthaud, S. Das, B. D. Sherwin, G. E. Addison, J. R. Bond, E. Calabrese, A. Charbonnier, M. J. Devlin,
J. Dunkley, T. Erben, A. Hajian, M. Halpern, J. Harnois-De´raps, C. Heymans, H. Hildebrandt, A. D. Hincks, J.-P. Kneib,
A. Kosowsky, M. Makler, L. Miller, K. Moodley, B. Moraes, M. D. Niemack, L. A. Page, B. Partridge, N. Sehgal, H. Shan,
J. L. Sievers, D. N. Spergel, S. T. Staggs, E. R. Switzer, J. E. Taylor, L. Van Waerbeke, C. Welker, and E. J. Wollack,
Phys. Rev. D 91, 062001 (2015), arXiv:1311.6200.
[52] J. Liu and J. C. Hill, Phys. Rev. D 92, 063517 (2015), arXiv:1504.05598.
[53] T. Namikawa, ArXiv e-prints (2016), arXiv:1604.08578.
[54] C. M. Hirata and U. Seljak, Phys. Rev. D 67, 043001 (2003), arXiv:astro-ph/0209489.
[55] W. Hu, Phys. Rev. D 62, 043007 (2000), arXiv:astro-ph/0001303.
[56] M. Schmittfull, Z. Vlah, and P. McDonald, ArXiv e-prints (2016), arXiv:1603.04405.
[57] J. E. McEwen, X. Fang, C. M. Hirata, and J. A. Blazek, ArXiv e-prints (2016), arXiv:1603.04826.
[58] A. J. S. Hamilton, Mon. Not. R. Astron. Soc. 312, 257 (2000), astro-ph/9905191.
[59] C.-T. Chiang, C. Wagner, F. Schmidt, and E. Komatsu, JCAP 5, 048 (2014), arXiv:1403.3411.
[60] W. Hu and T. Okamoto, Astrophys. J. 574, 566 (2002), arXiv:astro-ph/0111606.
