The focus of this paper is on the development of weighted minimum power/jerk control pro les for the restto-rest maneuver of a exible structure. To account for modeling uncertainties, equations, which represent the sensitivity of the system states to model parameters, are derived. The original state-space model of the exible structure is augmented with the sensitivity state equations with the constraint that the sensitivity state variables are forced to be zero at the end of the maneuver. This requirement attenuates the residual vibration at the end of the maneuver caused by errors in system parameters. A systematic procedure for the design of the controller is developed by representing the linear-time-invariant system in its Jordan form. This decouples the modes of the system permitting us to address smaller-order dynamical systems. The proposed technique is illustrated via a benchmark oating oscillator problem.
I. Introduction
T HE control of the benchmark two-mass/spring/damper system undergoing a rest-to-rest maneuver is to be considered in this paper. This problem, representative of many exible structures, has one exible mode and one rigid-body mode. A fairly comprehensive treatment of this family of problems has been presented by Junkins and Turner. 1 In previous research on this topic, time optimal control pro les have been derived by Singh et al., 2 Ben-Asher et al., 3 Farrenkopf, 4 and Hablani. 5 Desensitizing the control pro les to modeling errors has been addressed by Swigert, 6 Liu and Wie, 7 and Singh and Vadali. 8 Closed-form solutions have been obtained for the optimal control of the rest-to-rest maneuver using minimum power and minimum jerk cost functions by Bhat and Miu.
9;10 Minimum power solutions are obtained by minimizing R u 2 d¿ , while minimum jerk solutions are obtained by minimizing R .du=dt / 2 d¿ . The u term in these cost functions is the control effort. Recently, it has been of interest to develop optimal solutions using a weighted cost function, such as the weighted fuel/time optimal control considered by Singh. 11 Here, the closed-form solution for the optimal control of the rest-to-rest maneuver using a weighted minimum power/jerk cost function is of interest. In the weighted cost function considered here, the user can select the relative importance of minimum power (or equivalently, minimum control effort) to minimum jerk (or equivalently, the minimum rate of change of control effort).
The solution for the control pro le obtained for linear-timeinvariant systems, like the system considered in this paper, often assumes known constant system parameters. With this assumption the simulated system response for a rest-to-rest maneuver will meet the required endpoint conditions with zero residual vibration. In actual physical systems it is impossible to know the exact values of the system parameters. Thus, any solution using the control pro le obtained assuming constant system parameters will have zero residual vibration only when the actual system parameters exactly match the design parameters used to obtain the control pro le. With this in mind, it is the goal of the researchers to obtain a solution that is robust to errors in system parameters (for example, damping ratio, natural frequency). To do this, sensitivity equations are derived and added to the state-space equations before transforming them into Jordan canonical form. It will be shown that with the addition of these equations, which force the sensitivity state variables to zero at the end of the maneuver, there is a reduction in residual vibration caused by errors in system parameters.
The paper begins with the problem formulation in Sec. II. Section III gives a numerical example with results presented. The topic of sensitivity equation formulation is considered in Sec. IV. Section V gives the same numerical example considered in Sec. III, with the addition of sensitivity equations. A comparison between the robust and nonrobust solutions is also drawn in this section. Finally, the paper concludes with a summary of the results obtained in Sec. VI.
II. Problem Formulation
The weighted minimum power/jerk cost function min 1 2
is considered, 1 subject to the constraint
where M is the mass matrix, » the damping matrix, and K is the stiffness matrix. P is the control in uence vector, and u and x are the scalar control input and state vector, respectively. In Eq.
(1) T is the speci ed nal time, and is the weighting parameter to be varied. The equations of motion for this system can be given in state-space form as
Transforming this system of equations [Eqs. (3) and (4)] into Jordan canonical form gives
where J is the Jordan canonical form of A and V is the transformation matrix. The solution of Eq. (5) is given as
To obtain the optimal control for this problem, calculus of variations will be used in order to perform the function optimization. Using this method, for the chosen cost function [Eq. (1)] to be minimized, the following performance criteria must be minimized:
where¸¤ in this equation represents the Lagrange multipliers. Equation (8) is derived by assuming the maneuver time to be T , the initial time and initial conditions to be zero, and by augmenting the cost function with Eq. (7). By taking the rst variation of this equation and setting it equal to zero, the u that minimizes Eq. (1) can be obtained. The rst variation is expressed as
For this equation to be equal to zero for all ±u, the quantities inside the brackets must be equal to zero. This requirement results in a differential equation in u, which is
The control u in this equation can be determined by solving for the homogeneous and particular parts of this equation and then adding these solutions together to obtain the total solution for u. The boundary conditions for u are obtained from the necessary conditions for optimality. From Eq. (9), the conditions for optimality require that the second bracketed term must be equal to zero. Because ±u is arbitrary, this implies that du=dt at the initial and nal time must be equal to zero. There is no requirement that the control u be forced to zero at the initial and nal time, as is done in the minimum jerk solution obtained in Ref. 10 . In that paper the control is forced to zero at the initial and nal times in order to make the control practical to input on a real physical system, although the cost function is not minimized. Thus, the minimum jerk solution obtained in Ref. 10 is suboptimal. Here, the optimal solution of the weighted minimum power/jerk solution will be considered, and it will be shown that as goes to zero the solution converges to the optimal minimum jerk solution; conversely, the optimal minimum power solution is obtained as goes to in nity. A general closed-form solution for the weighted minimum power/jerk control can be found by solving Eq. (10) with the necessary condition for optimality that the derivative of the control at initial and nal time is set equal to zero. The form of the solution will depend on the size of the system as well as the number of modes present. The general closed-form solution for a system with one rigid-body mode and p exible modes, for > 0, is given as
where a i is the real part of the i th complex conjugate pole and b i is the imaginary part of the i th complex conjugate pole of the system. For D 0 the solution of Eq. (10) is
which corresponds to the minimum jerk solution. The parameters (¸i ) in Eq. (11) are found by simultaneously solving Eq. (7) and the boundary conditions from Eq. (9) . The number of parameters (¸i ) in this solution is n, which in a general case depends on the size of the system. For the system considered here with one rigid-body mode, n D 4 C 2p, where the scalar p is the number of exible modes of the system. The value obtained for n can be broken down as follows:
The cost function used here is the same as used by Junkins and Turner. 1 Junkins and Turner convert the problem to a standard form for Pontryagin's Principle, whereas here the calculus of variations is used for the function optimization. Also, Junkins and Turner derive closed-form solutions for the case of rigid-body motion only, whereas a system with rigid-body and exible modes is addressed in this paper. The procedure for obtaining the control using the method developed here will be demonstrated in the next section.
III. Numerical Example 1
The benchmark two-mass/spring/damper problem will now be considered. This system is a model of a exible structure with one rigid-body mode and one exible mode. Figure 1 shows the system to be considered, with the two masses m 0 and m 1 , the spring constant k, and a viscous damper c. In the gure x 0 and x 1 are the displacement of the rst and second mass, respectively. The input force is denoted as u and the output as y.
The differential equation that governs this system is given by
where
The linear ordinary coupled differential equation from Eq. (15) can be written in the state-space form as
where w D 2 6 6 4
A D 
where J is the Jordan canonical form of the A matrix, V is the transformation matrix, and p 1 and p 2 are the complex conjugate poles of the exible mode.
The rest-to-rest maneuver of the undamped two-mass/spring/ damper benchmark problem is considered here. For simplicity, the following parameters are used:
The input is on m 0 , and the output is the position of m 1 . The initial positions of m 0 and m 1 are both zero, and the nal positions are chosen (arbitrarily) to be one. For this system the natural frequency of the elastic mode is equal to 1. Using the parameterized closedform solution of u [Eq. (11)], the solution is found by rewriting Eq. (7) as
where S is given as S D Jacobian 2 6 6 6 6 6 6 6 6 4
w.r.t.¸(25)
The S matrix for this undamped system under consideration is given analytically as S D 2 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 4 
From Eq. (24) the unknown¸vector is determined usinģ 
It can be noted from Eq. (26) that there exist large variations in the magnitude of the elements of the S matrix, which might lead to numerical instabilities because the S matrix requires inversion. This is as a result of the e t term in the control pro le, which can become inordinately large for large maneuver times. This can be remedied by normalization of the maneuver time to one. The next point of interest is the effect varying the weighting parameter has on the values of¸. First, the general form of the control [Eq. (11) 
With these values of¸clearly de ned, the effect of varying on the parameters can be determined and is illustrated in Figs. 3-5. The parameter¸6 is not shown because it is zero or negligible for all values for this undamped system under consideration. The smallest value of plotted for all cases is D 0:01, which is chosen to be a small number greater than zero because the weighted solution is not valid for D 0. Recall that in the case of D 0, the minimum jerk solution is obtained [Eq. (12)]. It will be shown here that as goes to zero the weighted minimum power/jerk control pro le converges to the minimum jerk control pro le. This will be shown for the example system considered here. The convergence of the weighted minimum power/jerk control to the minimum power control as tends toward in nity will also be demonstrated for this two-mass/spring/damper example. Before the convergence of the solution in the limits of can be shown, the minimum power and minimum jerk solutions must be stated. The minimum power control pro le for this system, which is determined using the closed-form minimum power solution given by Bhat and Miu 
The minimum jerk solution is obtained using the same procedure as in Ref. 10 , except that the derivative of the control is forced to zero at initial and nal time. Bhat and Miu 10 require the control to be zero at initial and nal times, resulting in a suboptimal solution. These solutions are shown here for demonstration of the convergence of the weighted minimum power/jerk to the minimum power and minimum jerk solutions in the limits of the weighting parameter . Figures 6 and 7 show the convergence of the weighted minimum power/jerk solution in the limits of . A value of 10 is chosen to demonstrate the convergence of the weighted minimum power/jerk solution to the minimum power solution as goes to in nity. Figure 6 plots the solution obtained for this case along with the minimum power solution given by Eq. (32). A value of 0.005 is chosen to demonstrate the convergence of the weighted minimum Following the same procedure used to determine the control in Fig. 2 , the control for the damped benchmark two-mass/ spring/damper problem can be obtained. for the system using the values given for this damped system. As with the undamped case, the rest-to-rest maneuver is completed without any residual vibration. This section has demonstrated the validity of the weighted minimum power/jerk control determination as applied to a rest-to-rest maneuver of a exible structure, with and without the inclusion of damping. The next section extends this idea to develop a robust solution when there are errors present in system parameters. 
IV. Robust Solution -Sensitivity Equations
The goal of this paper is to formulate a control that minimizes a weighted minimum power/jerk cost function while being robust to errors in system parameters. The motivation comes from the fact that in real physical systems the values which are assumed to be constant (e.g., stiffness or natural frequency) are not known exactly or have been estimated. When this is the case, for the rest-to-rest maneuver considered here the control pro le determined using known constant system parameters will bring the system to rest only when the actual system parameters are exactly the same as those assumed to obtain the control pro le. When the actual system parameters are not the same, residual vibration will exist at the end of the rest-to-rest maneuver. The goal is to minimize this residual vibration. To do this, sensitivity equations are derived, which represent the sensitivity of the system to model parameters. This procedure can be applied to desensitize the system with respect to the stiffness k, the damping c, or the natural frequency (taking into consideration both errors in mass and stiffness). Here, the sensitivity with respect to the stiffness is of interest (thereby the natural frequency). It will be shown that the control pro le obtained with the addition of these sensitivity equations reduces residual vibration when errors in the value of k (stiffness) are present. The equations of motion for the benchmark two-mass/spring/damper problem considered in Sec. III are
By taking the derivative of these two equations with respect to k, the following equations are obtained: 
To simplify formulation while still demonstrating the bene t of this method, the values of the two masses are assumed to be equal as in the preceding example .m 0 D m 1 /. This does not have to be the case, but it makes for simple understanding of the procedure. If this assumption is not made, instead of having the single sensitivity equation given in Eq. (44), Eqs. (39) and (40) would represent the sensitivity equations with which the original state-space model would be augmented. Using the equal mass assumption, the following equation is obtained using Eqs. (39) and (40):
Substituting into Eq.(39) gives
De ning a new state variable by
gives the sensitivity equation, from Eq. (42), to be
Now, this equation will be added to the dynamical equations of the system and written in state-space form. The new system equations are (assuming m 0 D m 1 ) 
Once the sensitivity equations are added and the system equations are placed in state-space form, the same procedure used to determine the control (from Sec. II) can be used. It can be shown for this case that the same control pro le will be obtained if the sensitivity is taken with respect to the damping c. This implies that desensitizing the system with respect to stiffness simultaneously desensitizes the system with respect to damping. By forcing the sensitivity states to zero at nal time, the residual vibration is reduced. The example considered in Sec. III will be considered in the next section, this time with the addition of the derived sensitivity equations. A general closed-form solution for the robust weighted minimum power/jerk control can be found by solving Eq. (10)with the necessary condition for optimality that the derivative of the control at initial and nal time is set equal to zero. Also, the J matrix given in Eq. (10) must be augmented with the sensitivity equations to analytically obtain the robust minimum power/jerk closed-form solution given in Eq. (50). The form of the solution will depend on the size of the system as well as the number of modes present. The general closed-form solution for the benchmark problem having one rigid-body mode and p exible modes with the addition of the derived sensitivity equations is given as
where a i is the real part of the i th complex conjugate pole and b i is the imaginary part of the i th complex conjugate pole of the system. This general closed-form solution is only valid when the sensitivity is taken with respect to the stiffness (or damping) for the system considered. The next section uses this closed-form solution to obtain the weighted minimum power/jerk control for the example discussed in Sec. III with the inclusion of the sensitivity equations derived here. Both the undamped and damped systems will be addressed.
V. Numerical Example 2
Using the general closed-form solution given in Eq. (50), the robust weighted minimum power/jerk control will be determined for the benchmark problem already considered with system values given by Eq. (23) and the addition of the sensitivity equation derived in the preceding section. First the undamped system will be considered, followed by the damped system. Following the same procedure used in Sec. III, the following¸values are given for the undamped system: Figure 9 does not show the position of m 0 for clarity, but it can be inferred from the displacement of m 1 that the residual energy of the system after the completion of the maneuver is zero because the two masses are statically coupled. In the following plots the position of m 0 will not be shown for the aforementioned reason. Figure 10 is a plot of the same control input for the nonrobust and robust solutions shown in Fig. 9 , this time when there is a 20% high error in k[.k D 1:2 ¤ . /]. The gure shows a reduction in the residual vibration as a result of the error in the system parameter k with the robust solution. Figure 11 is a plot of the residual energy in the system at the speci ed nal time vs the actual system k value using a design k value of 1 2 for both the nonrobust and robust solutions. The residual energy in the system at the nal time is a scalar quantity de ned as
where K is the stiffness matrix, M is the mass matrix, P x is the vector of velocities, and x r is a vector of residual positions de ned as
From this gure the robust solution for this system reduces residual vibration when the actual system k values are less than approximately 0.405 and/or greater than approximately 0.48, with the exception that both the nonrobust and robust solutions will have zero residual vibration at the design value of k D . In the region where 0:405 · k · 0:48, the nonrobust solution has a smaller residual vibration as compared to the robust solution.
Next, the robust solution for the damped system considered in Sec. III will be considered. The values for this system are given by Eq. (23) /]. The gure shows a reduction in the residual vibration caused by the error in the system parameter k with the robust solution. Figure 14 is a plot of the residual energy in the system at the speci ed nal time (t 2 D 4¼ ) vs the actual system k value using a design k value of 1 2 for both the nonrobust and robust solutions. From this gure the robust solution for this damped system reduces residual vibration for all actual system k values shown in . This section has demonstrated the bene t of the derived sensitivity equations when there are errors present in system parameters. Both the undamped and damped systems considered display reduced residual vibration with the addition of sensitivity equations. Though this technique may not reduce residual vibration for all actual system k values (as seen in Fig. 11) , it does prove to be a useful method to locally reduce the residual vibration. 
VI. Conclusions
A systematic procedure to obtain the closed-form solution for the rest-to-rest maneuver of the benchmark problem has been introduced, which minimizes the weighted power/jerk cost function. It has been shown that using the closed-form solution obtained for the minimum power/jerk control the minimum jerk and minimum power solutions are approached as the weighting parameter approaches zero and in nity, respectively. The concept of sensitivity equations has been introduced, which, when added to the system state equations, gives a control that is robust to errors in system parameters. It has been shown that this robust control reduces residual vibration when the actual system parameter is in the vicinity of the design parameter used to derive the control. Though the robust solution obtained may not be an improvement for all possible errors in the system parameters, particularly when the parameter error is large, it does prove to be a useful technique for small perturbations thus giving a locally robust solution. Extensions of this work will include a study of the effect of varying damping as well as the application of this technique to more complicated systems.
