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Predicting the integrals of random fields is very interesting and important in
geostatistics and in the design and analysis of computer experiments. Depending
on the situation, there are, typically, three ways of studying this problem theo-
retically, namely, via increasing-domain, fixed-domain or mixed-type asymptotics.
This thesis studies the asymptotic mean square error for predicting the regional
variance in random fields and obtains a consistent predictor for the spatial cumu-
lative distribution function from a centered systematic sample via fixed-domain
asymptotics.
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Chapter 1
Introduction
1.1 Some Basic Properties of Gaussian Random
Fields
In this chapter, some basic properties of Gaussian random fields are reviewed.
These properties are needed in the subsequent chapters.
Definition If an n-variate random vector X, with E(X) = µ and covariance ma-









, x ∈ Rn,
we say X has an n-variate multivariate normal distribution Nn(µ,Σ).
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A collection of random variables Z(x) indexed by x in some domain is called a
random field. The domain is typically some subset of Rd, d ≥ 2. A random
field Z(x), x ∈ Rd, is said to be strictly stationary if for all positive integers n,
x, x1, · · · , xn ∈ Rd and s1, · · · , sn ∈ R, we have
Pr{Z(x1 + x) ≤ s1, · · · , Z(xn + x) ≤ sn} = Pr{Z(x1) ≤ s1, · · · , Z(xn) ≤ sn}.
A random field Z(x), x ∈ Rd, is said to be weakly stationary if E{Z(x)} is a
constant (independent of x) and cov{Z(x), Z(y)} = K(x−y) for some function K.
This implies that E{Z(x)2} <∞ for all x ∈ Rd.
A random field is defined to be a Gaussian random field if for x1, · · · , xn ∈ Rd,
n ≥ 1, the joint distribution of Z(x1), · · · , Z(xn) has an n-variate multivariate
normal distribution.







∀x = (x1, · · · , xd)′, y = (y1, · · · , yd)′,
where γ ∈ (0, 2] and σ, θt are strictly positive real numbers. These Gaussian
random fields are often applied to model the responses from computer experiments.
It is easy to see that such a Gaussian random field is strictly stationary.
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1.2 Introduction to Predicting Integrals of Ran-
dom Fields
Prediction of an integral of a random field over a d-dimensional cube is an inter-
esting research area. It is very useful in geological applications. For example, Z(x)
might represent the concentration of mineral or the depth of a boundary between
two types of soil at a place x [Journal and Huijbregts (1978)]. Sampling on a reg-
ular grid or lattice is a very common sampling scheme in these settings [Journal
and Huijbregts (1978), page 8].
Three different kinds of asymptotics have been used in the literature for assessing
the performance of predictors for such integrals. These three types of asymp-
totics are known as (i) increasing-domain asymptotics, (ii) fixed-domain or infill
asymptotics and (iii) mixed-type asymptotics. More precisely, the hypothesis under
increasing-domain asymptotics is that the sampling region increases without bound
as sample size increases and the distance between two adjacent sampling sites are
always greater than some fixed pre-assigned positive number [Cressie (1993), page
350].
In the case of fixed-domain asymptotics, it is assumed that the sampling region is
compact and remains unchanged as sample size increases. In terms of a regular
sampling grid, this implies that the sampling sites become increasingly dense as
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sample size increases.
Finally in mixed-type asymptotics, it is assumed that while the sampling domain
increases without bound, the distance between adjacent sampling sites also tends
to zero.
1.2.1 Predicting the Regional Mean
The regional mean of a random field Z(x), x ∈ S ⊂ Rd, gives the index of

















where s1, · · · , sN are sample locations and u1, · · · , uN are corresponding weights.
Stein (1993) investigated the asymptotic mean square error for predicting the re-
gional mean of a weakly stationary random field over a unit hypercube based on
a centered systematic sampling scheme. In particular he obtained a closed-form
expression for the mean square error of the above predictor of the regional mean
by using spectral density techniques.
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denote the regional variance of a random field Z(x), x ∈ S ⊂ Rd. V (S) is a measure
of how variable the process Z is over the region S. Let S denote a unit hypercube




, · · · , jm,d − 1/2
m
)













See Section 2.3.1 for the notational details.
The difficulty of predicting the regional variance lies in that we must deal with
the fourth moment when computing the mean square error of the predictor. The
spectral density method is invalid in most cases except Gaussian random fields.
It seems there are not many works done in this area. This thesis investigates
the relationship between the smoothness of the process and the convergence rate
of mean square error for the above mentioned predictor in rather general cases.
However when random field is Gaussian, some results have been obtained in this
thesis on the regional variance using spectral density methods.
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1.2.3 Predicting the Spatial Cumulative Distribution Func-
tion
The spatial cumulative distribution function (SCDF) is a random function that
provides a statistical summary of a random field over a spatial domain of interest.




I(Z(x) ≤ z) dx/|S|, z ∈ R. (1.3)
Here I(.) denotes the usual indicator function. The SCDF is very useful in ecology.
It can be used in monitoring for ecological health such as global warming, hazardous
waste site characterization and foliage condition of trees in some region. Lahiri,
et. al. (1999) studied the spatial cumulative distribution function and constructed
large sample prediction bands for the spatial cumulative distribution function using
a mixed structure of increasing-domain and fixed-domain asymptotics in the sense
that it allows the sampling region to grow and at the same time, let the distance
of neighbored sample sites become smaller and smaller. Here we assume that
S = [0, 1]d is fixed and some results about spatial cumulative distribution function





I(Z(xi) ≤ z), (1.4)
where the sampling sites are given as x1, · · · , xN .
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1.3 Methodology
To investigate the convergence rate of the predictor, the use of Taylor expan-
sions is of prime importance and indeed critical. Since we use a regular sampling
grid on S = [0, 1]d, it is very convenient to apply Taylor expansion. These tech-
niques (moment function method) are clearly evident in Proposition 1 and through-
out much of the rest of the thesis. It turns out that the convergence rate depends
essentially on the smoothness of the corresponding moment function. However
unfortunately, moment function sometimes has no closed form expression.
Another very important method is the so-called spectral density method which is
a very powerful tool when dealing with second moments. Stein (1993) used this
method to get the exact form of mean square error when predicting the regional
mean of a stationary random field. Though the mean square error of the regional
variance predictor involves the fourth moment function, this method is still valid
in the Gaussian random field case. This is due to the fact that the fourth moment
is determined by the second moment in this case.
1.4 Main Results and Chapters Development
In Chapter 3, Theorems 1 and 2 explore the relationship between the smooth-
ness of moment function and the rate of convergence of the mean square error of
CHAPTER 1. INTRODUCTION 8





, · · · , jm,d − 1/2
m
),
Where Jm = (jm,1, ..., jm,d) ∈ L(m) = {1, 2, · · · ,m}d. When the fourth moment
function has bounded second derivatives, the rate is O(1/m2). When the fourth
moment has bounded fourth derivatives, the rate is O(1/m4). Here md = n where
n is the sample size.
Let f(ω) and f2(ω) denote the spectral density of the random fields Z(x) and Z
2(x)
respectively. Theorem 3 proves that if f(ω) and f2(ω) both are of order o(|ω|−4),
then the convergence rate of the mean square error is O(1/m4).
In Chapter 4, Theorem 4 establishes the weak consistency of the usual predictor for
the SCDF if the underlying random field is strongly stationary. Theorem 5 gives
some sufficient conditions to ensure the strong consistency of the predictor.
To conclude the Introduction, this thesis is organized as follows:
In Chapter 2, we review three types of asymptotics: increasing-domain, fixed-
domain and mixed asymptotics.
In Chapter 3, we analyze the regional variance and obtain a bound for the conver-
gence rate of mean square error of the predictor. Two methods are used to study
the mean square error of predictors. One is the moment function method while the
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other is the spectral density method.
In Chapter 4, we give proofs of the strong and weak convergence of the SCDF
predictor under different conditions.
In Chapter 5, some simulations are reported about local maximum likelihood esti-
mator of the covariance parameter under a subclass of the Matern-type Gaussian
random fields. Plots show that when d = 1, local MLEs are not consistent. When
d = 2, plots indicate that local MLEs are consistent. When d = 3, plots show
that the estimators are consistent too. Loh (2002) proved that the sieve maximum
likelihood estimators are consistent when d ≥ 3.
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Chapter 2
Some Literature Review
2.1 Introduction to Spatial Model
In this thesis, a spatial model is defined to be one in which a random field Z(x), x ∈
Rd, is used to represent the quantity of interest over a certain region in Rd. That
quantity is recorded in a number of sampling sites, say x1, · · · , xn. This gives us a
sample Z(x1), Z(x2), · · · , Z(xn). Statistical inferences can then be made. Spatial
models are very common in geology, ecology, soil science, atmosphere science, etc.
and lots of results have been obtained in recent years.
Sampling plans are very important in spatial models. There are quite a number of
common sampling designs. These include simple random sampling, stratified ran-
dom sampling, cluster random sampling, regular (or systematic) random sampling,
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and regular deterministic sampling. Details of these sampling plans can be found
in Cressie (1993). The following are three methods related to different sampling
designs that can be used to make inference on spatial data: increasing-domain
asymptotics, fixed-domain asymptotics and mixed-type asymptotics. They will be
introduced briefly below.
2.2 Increasing-domain Asymptotics
Suppose that all spatial observations have at least a fixed minimum distance be-
tween them and that the sampling region is unbounded as the sample size increases.
In this case, this situation is known as increasing-domain asymptotics. It is very
commonly used in time-series analysis. For more detail of this kind asymptotics,
please refer to, for example, Sherman and Carlstein (1994) and Gidas (1988).
2.3 Fixed-domain Asymptotics
Suppose that the sampling confines itself to a bounded region and the sample sites
become increasingly dense within the region. Then this situation is called fixed-
domain asymptotics. This type of asymptotics is more natural in many areas such
as geostatistics and can provide deeper insight into the problem. This research
area is relatively new to statistics with lots of open statistical problems. Results
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of estimators, predictors and central limit theorem are rarely available due to the
difficulty in dealing with the strong dependence among the neighboring samples
in the setting of fixed-domain asymptotics. However in recent years, there is re-
newed theoretical interests in this area (in particular the performance of maximum
likelihood estimators and prediction of integrals) and some of these works will be
reported in this thesis.
2.3.1 Predicting the Regional Mean




Z(x) dx over a unit hypercube [0, 1]d, where Z(x) is a weakly
stationary random field. He assumes that the sampling scheme is a centered sys-
tematic one. Let





, · · · , jm,d − 1/2
m
).
He used the unweighted predictor m−d
∑
Z(cJ). In his paper, Stein argued that
fixed-domain asymptotics allow for distinctions in the rates of convergence depend-
ing on the high frequency behavior of the spectral density, or equivalently, on the
smoothness of the random field whereas the increasing-domain approach does not
make that distinction. In summary, let Z(x) be a weakly stationary random field
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possessing a spectral density f satisfying f(ω)|ω|p → C, some positive constant C,
as |ω| → ∞. A midpoint sample is obtained by dividing the hypercube [0, 1]d into
an nd grid of smaller hypercubes each of volume n−d. For p < 4, the mean square
error rate is O(n−p). For p > 4, the convergence rate is O(n−4).
2.3.2 Maximum Likelihood Estimators in Fixed Spatial Do-
main
To model the response of computer experiments, Sacks, Welch, Mitchell and Wynn
(1989) and Sacks, Schiller and Welch (1989) proposed using a Gaussian random
field Z(x), x ∈ [0, 1]d with a covariance structure
Cov(Z(x), Z(y)) = σ2
d∏
t=1
exp(−θt|xt − yt|γ), (2.1)
where γ ∈ (0, 2], θ1, · · · , θd and σ2 are strictly positive real numbers. Ying (1993)
studied the MLEs in the case of γ = 1 and d ≥ 2. He proved the strong consistency
of the maximum likelihood estimators (MLE) for σ2 and θ1, · · · , θd. He also proved
that these MLEs are asymptotically normal under some mild conditions. It is noted
that his proof uses, in a crucial manner, the Markovian property of the random
field when γ = 1.
Loh and Lam (2000) investigated the asymptotic properties of the MLEs when
γ = 2. They showed that the sieve maximum likelihood estimator (θˆ1,n, · · · , θˆd,n)
for (θ1, · · · , θd) is strongly consistent. The sieve maximum likelihood estimator for
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(θ1, · · · , θd) is that element (θˆ1,n, · · · , θˆd,n) such that
sup{ln(θˆ1,n, · · · , θˆd,n, σ˜2) : σ˜2 ∈ [α0, β0]}
= sup{ln(θ˜1,n, · · · , θ˜d,n, σ˜2) : σ˜2 ∈ [α0, β0], (θ˜1,n, · · · , θ˜d,n) ∈ Θn},
where ln is the likelihood function and Θn is a sieve on the parameter space. The
proof involves rather complex computations and complicated mathematical tech-
niques. The main difficulty lies in calculating and approximating the determinant
and inverse of the covariance matrix (the dimension of covariance matrix is nd×nd)
which are key to writing down the likelihood function in a analytically tractable
way.
Stein (1989) proposed the use of Matern-type Gaussian random fields Z(x) for use
in computer experiments. More precisely, a Matern-type Gaussian random field is







2α (θt|xt − yt|)αKα(θt|xt − yt|), (2.2)
∀x = (x1, · · · , xd)′, y = (y1, · · · , yd)′,
where α, φ, θ1, · · · , θd are positive constants and Kα is the modified Bessel function
of the second kind (see Andrews, Askey and Roy (1999), 222-223). In this case,
Z(x) is k times mean square differentiable if and only if α > k.
Loh (2002) investigated the fixed-domain asymptotic properties of the maximum
likelihood estimators for θ1, · · · , θd and φ under the covariance structure of (2.2)
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when α = 3/2. In this case, the Matern-type Gaussian random field possesses
sample paths that are exactly once differentiable with probability 1. He proved
a maximum likelihood-type estimator for φ is weakly consistent even under the
wrong specification of the values of θ1, · · · , θd. When d ≥ 3, the sieve maximum
estimators for φ, θ1, · · · , θd are weakly consistent. When d = 2, the consistency of
the parameters is not known.
It is well known that the Fisher information is a very useful way to gauge the
performance of maximum likelihood estimators. For example, in the case of the
Matern-type random field with α = 3/2, the elements of the Fisher information


























logLn(φ, θ1, · · · , θd)] = O(nd−2),
where Ln is the likelihood function. We can see that when d ≥ 3, all the elements of
the Fisher information tend to infinity as n→∞. It indicates that the maximum
likelihood estimators are probably consistent for d ≥ 3.
Remark. The high correlation among the neighboring observations in the fixed-
domain setting makes its theoretical analysis difficult to deal with. For instance,
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the determinant of the covariance matrix of the sample data decreases to zero
very fast (usually at an exponential rate) as the sample size increases. It is not
surprising thus that techniques of this kind of asymptotics have to been quite
different from the more classical asymptotics of weakly dependent observations.
Sharp approximations for the determinant and the inverse of covariance matrix
would have to be obtained in order to write down a tractable likelihood function.
2.4 Mixed-type Asymptotics
Mixed-type asymptotics have both the characteristic of fixed-domain and increasing-
domain asymptotics. In the mixed-type asymptotic setting, we allow the sampling
region grow to in an unbounded manner and at the same time, the samples in every
fixed subregion become increasingly dense.
Lahiri, et. al. (1999) have a wonderfully written paper exhibiting this type of asymp-





where z ∈ R. The SCDF is an unobservable random variable. The usual predictor






where Z(x1), · · · , Z(xN) are the observed sample taken from a random field Z(x).
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Let ∆1 ≡ (−1/2, 1/2]2 denote the unit square in R2 and S1 be a subset of ∆1
centered at the origin. Assume sampling region Sn = λnS1 where the scaling factor







Let Z2 denote the image of the mapping from the integer lattice Z2 under the
transform A. Z2 is the so-called triangular grid. It can be represented by AZ2 =
{(i + j/
√
3, j) : i, j ∈ Z}. Let {µn : µn → 0} be a sequence of positive numbers.
The data is collected at the points where a scaled triangular grid µnZ2 intersects
Sn. When controlling the proper scale of λn and µn, some asymptotics results are
established.
To obtain a 100(1 − α)% prediction band for the SCDF, he uses a subsampling
scheme. For more details of subsampling, please refer to Lahiri, et. al. (1999).
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Chapter 3
Regional Variance Prediction
In this chapter we use two methods, namely the moment-function method and





Here we take S = [0, 1]d, the unit hypercube. Theorem 1 and Theorem 2 do not
require any specific type of random field. In this chapter, Cov is abbreviation of
the covariance function and MSE is abbreviation of the mean square error.
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3.1 Moment-Function Method to Predict the Re-
gional Variance
Proposition 1 Let f : [0, 1]d → R be a function having bounded second partial

































(f(x)− f(cJm)) dx. (3.1)






















for some ζ ∈ ∆Jm . Because the cJm is the mid point of the region ∆Jm ,
∫
∆Jm
(xk − jm,k − 1/2
m
) dxk = 0.
Observing that ∫
∆Jm
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and that f has bounded second partial derivatives, we conclude that the left hand
side of (3.1) has order O(1/m2) as m→∞. 2
Theorem 1 If the fourth moment function
f(x1, x2, x3, x4) = E(Z(x1)Z(x2)Z(x3)Z(x4))











2 for V (S) has order O(1/m2) .
Proof: We observe that g(x, y) = f(x, x, y, y) also has bounded second partial





















































g(x, y) dxdy, (3.2)


















































































A(m) = (3.2)− (3.4) + (3.3)− (3.4) = O(1/m2).
























f(x, y, u, v) dxdydudv, (3.5)





























































































B(m) = (3.5)− (3.7) + (3.6)− (3.7) = O(1/m2).
Finally,
MSE(m)
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where Cov means covariance function. Applying the Cauchy-Schwarz inequality,
we get that
Cov(..) ≤ A(m)1/2B(m)1/2 = O(1/m2).
Thus we conclude that MSE(m) has order O(1/m2). 2
Proposition 2 Assume that f : [0, 1]d → R have bounded fourth partial deriva-




, · · · , jm,d − 1/2
m
).





























Applying a multivariate Taylor expansion, we have
f(x)− f(cJm) = (x1 − jm,1)
∂
∂x1
+ ...+ (xd − jm,d) ∂
∂xd
+ 1/2[(x1 − jm,1) ∂
∂x1
+ ...+ (xd − jm,d) ∂
∂xd
]2
+ 1/6[(x1 − jm,1) ∂
∂x1
+ ...+ (xd − jm,d) ∂
∂xd
]3
+ 1/24[(x1 − jm,1) ∂
∂x1
+ ...+ (xd − jm,d) ∂
∂xd
]4 |x=ζ∈∆Jm .
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Because the cJm is the mid point of the region ∆Jm , the integral of (xi− ji) is zero.





[(x1 − jm,1) ∂f
∂x1


























The last equality above follows from the observation that ∂2f/∂2xi has bounded
second derivatives and Proposition 1.





((xi − jm,i)4) dx = 1
12m4
.
Proposition 2 is proved. 2
Theorem 2 If the fourth moment function
f(x1, x2, x3, x4) ≡ E(Z(x1)Z(x2)Z(x3)Z(x4))











2 for V (S) has order O(1/m4) .
Proof: We observe that g(x, y) = f(x, x, y, y) also has bounded fourth partial
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dy]dx = O(1/m2) (3.8)
From above,
A(m) = (3.2)− (3.4) + (3.3)− (3.4) = O(1/m4).
In the same way, we can prove B(m) is also O(1/m4). Hence using the Cauchy-
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This proves Theorem 2. 2
Corollary 1 Given a Gaussian random field Z(x), x ∈ Rd, with mean 0 and co-
variance function




the MSE of the predictor of regional variance has order O(1/m4).
Proof: Let the random field Z(.) be observed at sites x1, x2, · · · , xn. Then the
characteristic function of the joint distribution of Z(x1), Z(x2), · · · , Z(xn) is














Let n=4, we can get
E{Z(x)Z(y)Z(u)Z(v)} = K(x, y)K(u, v) +K(x, u)K(y, v) +K(x, v)K(y, u).
(3.10)
K(x, y) has infinitely derivatives when γ = 2, E{Z(x)Z(y)Z(u)Z(v)} also has this
property. By Theorem 2, it can be seen that the MSE of the regional variance
predictor has order O(1/m4). 2
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have derivative at xi = yi.
Proposition 3 Let f(x) = σ2 exp(−
d∑
t=1
θt|xt|γ), γ < 2, x ∈ [0, 1]d. Let Jm =




, · · · , jm,d − 1/2
m
).




























This is due to the inequality 1− exp(−|x|) ≤ |x|.
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has order O(1/mγ). 2
Corollary 2 For a Gaussian random field with covariance function
K(x, y) = σ2 exp(−θ|x− y|γ) (3.11)
where γ ∈ [1, 2),the MSE of the predictor for the regional variance has order
O(1/mγ).
Proof: By the Proposition 3 and using the same way of Theorem 1, we can get
this result. 2
3.2 Spectral Density Method to Predict the Re-
gional Variance
Spectral method is a powerful tool for studying random fields. All mean square






whereM is a complex random measure which maps Borel sets on Rd into complex-
valued random variable. Suppose now there exists a positive finite measure F such
that for all Borel sets ∆,
EM(∆) = 0,
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E|M(∆)|2 = F (∆),
and for all disjoint Borel sets ∆1 and ∆2,
E{M(∆1)M(∆2)} = 0.
Bochner’s Theorem. A complex-valued function K on Rd is the autoco-
variance function for a weakly stationary mean square continuous complex-valued





where F is a positive finite measure.
If F has a density f with respect to Lebesgue measure, then f is called the spectral
density of F . When such an f exists, we have the following inversion formula (see







This equation gives the relationship between the autocovariance function and the
spectral density. We will use the spectral density method to predict the regional
variance. Generally spectral density method deals mainly with the second moment
function. However, calculating the MSE involves fourth moments here. Fortunately
in Gaussian random fields, the fourth moments are determined uniquely by the first
and second moments. The equation (3.10) gives this relationship.
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Before giving the proof of Theorem 3, we need further notation. Let Z(x) denote a
zero-mean random field with spectral density function f(ω) and f2(ω) denote the











































































































































































































Theorem 3 Let Z(x) denote a zero-mean mean square continuous Gaussian ran-
dom field with spectral density function f(ω) and f2(ω) denote the spectral density
function of Z2(x), where x ∈ [0, 1]d. Suppose f(ω) = o(|ω|−4) and f2(ω) = o(|ω|−4)
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Writing K(x − y) = K(x, y) to be the autocovariance function of Z(x), it follows


































{K(x1, x2)K(x3, x4) +K(x1, x3)K(x2, x4)














{K(cIm , cJm)K(cKm , cLm) +K(cIm , cKm)K(cJm , cLm)





















{K(x1, x2)K(cIm , cJm) +K(x1, cIm)K(x2, cJm)
+ K(x1, cJm)K(x2, cIm)}dx1dx2
= PQ+ 2R2.
So
B(m) = 3P 2 + 3Q2 − 2(PQ+ 2R2)
= (P +Q− 2R)(P +Q+ 2R) + 2(P −Q)2.
It can be seen that
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has order O(1/m4). The proof is complete since B(m) has order O(1/m4). 2
Corollary 3 For a Gaussian random field with autocovariance function
K(x, y) = σ2 exp(−θ|x− y|2), x, y ∈ [0, 1]d,
the MSE of the usual predictor for the regional variance has order O(1/m4).
Proof: Let f(ω) denote the spectral density function of above Gaussian random












x exp(−iωTx)K ′(x) dx.
Since K(x) has infinitely differentiable, it follows that f(ω) = o(|ω|−4). By the
equation (3.10), we have
cov(Z2(x), Z2(y)) = 2K2(x, y)
= 2σ4 exp(−2θ|x− y|γ).
In the same way, we have f2(ω) = o(|ω|−4). Corollary 3 now follows from Theorem
3. 2
Some Comments:
For the Gaussian random field with covariance function
K(x, y) = σ2 exp(−θ|x− y|γ),
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with γ ∈ [1, 2), the covariance function is not differentiable at xi = yi. Hence
it is not straightforward to obtain the decay speed of the spectral density f(ω).
However if the decay speed in these cases can be determined via other means, then
the method of Theorem 3 should still be valid.
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Chapter 4
SCDF Prediction
In Chapter 4 we assume that the Gaussian random field Z(s) is defined in the






I(Z(si) ≤ x) (4.1)
to predict the Spatial Cumulative Distribution Function (SCDF).




I(Z(s) ≤ x) ds, (4.2)
where x ∈ R.
Definition A random field Z(x), x ∈ Rd is said to be mean square continuous if
E{Z(x+ h)− Z(x)}2 → 0 when ‖h‖ → 0, where ‖.‖ means Euclidean norm. The
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mean square continuity only requires that the covariance function is continuous at
0.
It is convenient to define function
Gx(s, t) = P (Z(s) ≤ x, Z(t) ≤ x)


















































We observe from the above computation that the convergence rate is related to
the smoothness of function Gx(s, t). When Gx(s, t) is continuous, the predictor of
SCDF is weakly consistent.
4.1 Weak Consistency of the SCDF Predictor
Theorem 4 For a strictly stationary mean square continuous random field Z(x)
where x ∈ Rd, the empirical SCDF predictor is weakly consistent.
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Proof:
For any given ∆ ∈ [−1, 1]d and δ ∈ R, we have
|Gx(s+∆, t)−Gx(s, t)|
= |E(I(Z(t) ≤ x)[I(Z(s+∆) ≤ x)− I(Z(s) ≤ x)]|
≤ E|I(Z(s+∆) ≤ x)− I(Z(s) ≤ x)|
≤ E{I(Z(s+∆) ≤ x)− I(Z(s) ≤ x}2
= EI{Z(s+∆) ≤ x}+ E{I(Z(s) ≤ x}
− 2EI{Z(s+∆) ≤ x, Z(s) ≤ x}
= 2{P (Z(s) ≤ x)− P (Z(s) ≤ x, Z(s+∆) ≤ x)}
= 2P{(Z(s) ≤ x, Z(s+∆) > x)}
= 2P{Z(s) ≤ x, Z(s+∆) > x} − 2P{Z(s) ≤ x, Z(s+∆) > x+ δ}
+ 2P{Z(s) ≤ x, Z(s+∆) > x+ δ}.
Strict stationarity implies that the distribution of Z(x) is free of x. From the right
continuity of the cumulative distribution function, given fixed ε, there exists δ,
such that
P{Z(s) ≤ x, Z(s+∆) > x} − P{Z(s) ≤ x, Z(s+∆) > x+ δ}
≤ P{x < Z(s+∆) ≤ x+ δ}
≤ ε/4, ∀∆ ∈ [−1, 1]d.
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On the other hand, given δ, applying Markov inequality, there exists ∆, such that
P{Z(s) ≤ x, Z(s+∆) > x+ δ}





This is inferred from the mean square continuity of Z(s). Now we can conclude
that for any given ε, there exists ∆ such that
|Gx(s+∆, t)−Gx(s, t)| ≤ ε.
It means Gx(s, t) is continuous at s. The proof of Theorem 4 is complete. 2
Corollary 4 Given a Gaussian random field Z(x), x ∈ Rd, with covariance func-
tion




the predictor of the SCDF is weakly consistent.
Proof:
This Corollary is a simple inference of Theorem 4. 2
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4.2 Strong Consistency of the SCDF Predictor
Theorem 5 For any random field possessing continuous sample function Zω(s)
with probability one, the empirical SCDF predictor FˆN(x;S) converges almost surely
to the SCDF.
Proof:
For a continuous sample function Z(s) and any x ∈ R, {s : Z(s) ≤ x} is a closed set
which is the complement of an open set. We know that any open set in Rd can be
represented by countable disjoint unions of left-open and right-close ((. , .]× · · · ×
(. , .]) cuboid. The possible discontinuities of the indicate function I(Z(s) ≤ x)
lie on vertex of the cuboid. It is easy to see the number of all discontinuities is




I(Z(si) ≤ x) =
∫
S
I(Z(s) ≤ x)ds. (4.3)
This implies that the empirical SCDF predictor FˆN(x;S) converges almost surely
to the SCDF. 2
Definition The process {η(t) : 0 ≤ t ≤ 1} is said to be separable if there exists
a countable subset D ⊂ [0, 1], such that for any open interval I ⊂ [0, 1], with
probability one,
Sup{t∈I∩D}η(t) = Sup{t∈I}η(t), Inf{t∈I∩D}η(t) = Inf{t∈I}η(t). (4.4)
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A real stationary Gaussian process is the special case of stationary Gaussian ran-
dom field when the dimension equals one. It is known from Cramer and Leadbetter
(1967) that a separable stationary Gaussian process {η(t), t ∈ I} with the covari-
ance function that satisfies
K(t) = 1−O{|log|h||−α} as h→ 0, (4.5)
possesses continuous sample functions, with probability one where α > 3.
Then, known from the Theorem 5, the predictor FˆN(x;S) for the SCDF Fˆ∞(x;S)
under conditions above is almost surely convergent.





In this chapter, some simulations are done using Matlab 6.1 (The Mathworks,
Inc. 1984-2001) on a subclass of Matern-type Gaussian random fields defined on the
unit hypercube [0, 1]d. As mentioned in Section 2.3.2, Loh (2002) investigated the
fixed-domain asymptotic properties of maximum likelihood estimators in a subclass






2α (θt|xt − yt|)αKα(θt|xt − yt|)
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where α = 3/2 andKα is the modified Bessel functions of the second kind [Andrews,
Askey and Roy (1999) 222-223.
Loh proved that a maximum likelihood-type estimator for φ is weakly consistent
even under the wrong specification of the values of θ1, · · · , θd. When d ≥ 3, the sieve
maximum estimators for φ, θ1, · · · , θd is weakly consistent. However,when d = 2,
the consistency of the parameters is not known.





3 · · · θd3
d∏
t=1
(1 + θt|xt − yt|)e−θt|xt−yt|, (5.1)
where x, y ∈ [0, 1]d. [see Loh (2002), preprint]
We get samples from a regular grid {X(i1
n
, · · · , it
n
, · · · id
n
) : 1 ≤ it ≤ n} in the unit
hypercube [0, 1]d. If inf{k : ik < jk} > 0, we say that the element X( i1
n
, · · · , id
n
)
precedes the element X(
j1
n
, · · · , jd
n
). Let X˜n denote a n
d × 1 column vector of the




3 · · · θd3
⊗dt=1 Rθt,n, (5.2)
where ⊗ denotes the Kronecker product and Rθt,n denotes the n× n matrix whose
(i, j)th element is (1 + θt|i− j|)e−θt|i−j|/n.
From Loh (2002), we know that the log-likelihood function Ln(φ, θ1, · · · , θd) satisfies
2 logLn(φ, θ1, · · · , θd) (5.3)
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= −nd log(2pi)− nd log( pi
dφd
2dθ1
3 · · · θd3
)− log | ⊗dt=1 Rθt,n|
−2
dθ1






Given the covariance matrix Σφ,θ1,···,θd;n defined in (5.2) and an n
d× 1 random
vector Y˜n whose elements are independently normally distributed with mean 0 and




is Σφ,θ1,···,θd;n. The dependent data X˜n is what we need to simulate.
After the data is generated, our aim is to find the parameters that maximize the
likelihood function, equivalently the function in (5.3). In our simulations, we use
the Matlab function fminsearch to find the minimum of the negative log-likelihood
function. Fminsearch finds the local minimum of a scalar function of several vari-
able, starting at an initial estimate. It uses the simplex search [Lagarias, J. C., J. A.
Reeds, M. H. Wright, and P. E. Wright (1998)] which is a direct search method that
does not use numerical or analytic gradients. In fact, the log-likelihood function
we study in this chapter is too complicated to obtain analytic gradients.
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5.3 Plots
Let m denote the number of total times of estimating θ. The bigger m, the
better. But due to the speed of the computer, we only choose a fairly small m










θ˜(k) − θ)2 + var(θˆ). The sample size is nd.
When d = 1, given m = 400, φ = 0.8 and θ = 2.3, plots below indicates that the
local maximum likelihood estimator for φ is consistent, while the estimator for θ is
not.
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When d = 2, given m = 200, φ = 0.8, θ1 = 3.5 and θ2 = 2.4, plots below indi-
cates that the local maximum likelihood estimators have asymptotic consistency
as n → ∞. The convergent rate is slower than the case d = 3. This is reasonable
because samples from the higher dimension random field provide more information
than the lower dimension case.
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When d = 3, given m = 100, φ = 2.2, θ1 = 1.3, θ2 = 2.7 and θ3 = 3.4, plots below
indicates that the local maximum likelihood estimators have asymptotic consis-
tency as n→∞.
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Code for Dimension 1













if exitflag < 0


























function value = neglhf2(para,n,d,data)









Code for Dimension 2
















[param,fval,exitflag] = fminsearch(@neglhf2, v, optimset
(’MaxFunEvals’, 5000,’MaxIter’,5000, ’TolX’,1e-2), n, d, data);
if exitflag < 0






































function value = neglhf2(para,n,d,data)















Code for Dimension 3























[param,fval,exitflag] = fminsearch(@neglhf3, v, optimset
(’MaxFunEvals’,5000,’MaxIter’ 5000, ’TolX’,1e-2), n, d, data);
if exitflag < 0









umse(n-2)=sqrt((mean(u)-3.4)^2+var(u)); end dt=3:12; figure hold
















function value = neglhf3(para,n,d,data) f = para(1);
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