The computational cost of quasi-P wave extrapolation depends on the complexity of the medium, and specifically the anisotropy. Our effective-model method splits the anisotropic dispersion relation into an isotropic background and a correction factor to handle this dependency. The correction term depends on the slope (measured using the gradient) of current wavefields and the anisotropy. As a result, the computational cost is independent of the nature of anisotropy, which makes the extrapolation efficient. A dynamic implementation of this approach decomposes the original pseudo-differential operator into a Laplacian, handled using the low-rank approximation of the spectral operator, plus an angular dependent correction factor applied in the space domain to correct for anisotropy. We analyse the role played by the correction factor and propose a new spherical decomposition of the dispersion relation. The proposed method provides accurate wavefields in phase and more balanced amplitudes than a previous spherical decomposition. Also, it is free of SV-wave artefacts. Applications to a simple homogeneous transverse isotropic medium with a vertical symmetry axis (VTI) and a modified Hess VTI model demonstrate the effectiveness of the approach. The Reverse Time Migration applied to a modified BP VTI model reveals that the anisotropic migration using the proposed modelling engine performs better than an isotropic migration.
Quasi-P wavefield extrapolation 49 background wavefield and anisotropy. Using an effective-isotropic model to represent the complex anisotropy for wavefield extrapolation provides a way to reduce the dependency of the computational cost on the level of anisotropy. To be specific, effective models have been handled for this purpose in two ways: (1) A static model approach: generating an equivalent velocity model by solving the anisotropic eikonal equation Waheed & Alkhalifah 2015) . This approach solves the isotropic acoustic wave equation and is highly efficient, but only accurate for the first arrivals as the eikonal solution dictates. (2) A dynamic implementation: applying the dispersion relation for TI media to correct the isotropic wavefield in each extrapolation step by decomposing the original pseudo-differential operator into a Laplacian and a scalar operator (Xu & Zhou 2014) . The Laplacian operator can be implemented using existing numerical methods, and the scalar operator can be calculated from the background wavefields with some approximations. The latter approach corrects for the kinematics of later arrivals as well, with the additional cost of computing the spatial derivatives of current wavefields. Both methods suffer from amplitude distortions. For the decomposition approach, Xu et al. (2015) proposed an elliptic decomposition (in which the background wavefield is no longer isotropic) of the dispersion equation, which provides more balanced amplitude. We propose a new spherical decomposition method and implement it using the isotropic low-rank method. The new decomposition provides more balanced amplitudes than the previous spherical decomposition. The computational complexity of our proposed method has the same order as the isotropic low-rank approximations, and it is independent of the complexity of the anisotropy.
THEORY
The acoustic anisotropic wave equation for VTI media was derived by setting the shear wave velocities equal zero along the symmetry axis direction (Alkhalifah 1998 ). Alkhalifah (2000) then derived a fourth-order kinematically accurate acoustic VTI equation based on the dispersion relation
where k z and k h denote the vertical and horizontal wavenumbers (k
, respectively, v p0 and v n = v p0 √ 1 + 2δ are vertical P-wave and normal moveout velocities, and η is the ellipticity coefficient.
The corresponding quasi-P wave equation for VTI media (Alkhalifah 2000) can be written as
where v p0 is vertical P-wave velocity, and δ are Thomsen's parameters. The differential operator ∂ 2 ∂h 2 is defined by
∂ y 2 , where {x, y, z} define the location in Cartesian representation of space coordinates. In addition, we have a pseudo-differential term given by
The general principle behind the effective-model method is to decompose the original pseudo-differential equation into an isotropicbackground equation and a corresponding correction term. The background equation can be solved efficiently by existing numerical methods (i.e. finite-difference); the correction term has an analytical expression, which can be calculated directly. Xu & Zhou (2014) proposed a spherical decomposition of eq. (2),
where they define the S operator as
Here, vector n = (n x , n y , n z ) is the unit vector of phase direction (n 2 h = n 2 x + n 2 y ), and can be approximated using the gradients of wavefields:
where k is the vector of spatial wavenumbers and u is the current wavefield. For this approach, the first two terms on the left-hand side of eq. (4) define the background wave equation, which can be computed using regular methods. The third term is the correction term which incorporates anisotropic effects into the isotropic background wavefields. However, the correction ability of S is limited, and it generates unbalanced amplitudes when the background wavefield is far from the true one.
To overcome the problem, we define a more accurate background wave equation with an effective velocity of v e in all directions and derive the corresponding correction term,
Assuming the model is homogeneous, the time-marching scheme is given by (Etgen & Brandsberg-Dahl 2009; Fomel et al. 2013) ,
with
The effective background velocity v e = v p0 √ 1 + is averaged velocity (v p0 < v p0 √ 1 + < v p0 (1 + )) of the anisotropic medium. Eq. (7) is equivalent to the original quasi-P wave equation as well as the previous spherical decomposition shown in eqs (2) and (4), respectively. The use of v e guarantees that the background term in eq. (7) is closer to the exact quasi-P operator, and thus, the required corrections are overall smaller and more immune from the directional amplitude errors in eq. (6).
We use an isotropic low-rank approximation to solve the background part of eq. (7). The extrapolation term e i[k·x+ve (x,k)|k| t] in eq. (8) can be written in a matrix form ,
For a given t, the propagation matrix in eq. (10) can be approximated by a separated representation,
Here M and N denote the number of selected representative wavenumbers and spatial points in the model, respectively. Eq. (8) in a low-rank approximation form is given by
The integral over k can be performed using N inverse FFTs per time step. With a fixed approximation error, the number N depends on the complexity of the model. For a complex isotropic model, usually 2 or 3 FFTs (N = 2 or 3) are usually required per time step, however, for an inhomogeneous anisotropic model, more than 7 or 8 FFTs are required for the same error tolerance. In some extreme cases, the number can go up to 18 (Casasanta et al. 2015) . Our proposed method keeps the background model isotropic, and thus, only requires 2 or 3 FFTs for low-rank extrapolation per time step even for anisotropic media. However, to calculate the gradient of background wavefield, one additional pair of FFTs is needed. The total computational cost is still much less than that required for solving the anisotropic equation directly using the regular anisotropic low-rank method. An exponential damping absorbing boundary condition is used to simulate the wavefields in a boundless space (Kosloff & Kosloff 1986 ). In our application, the extrapolation equation with an absorbing boundary condition is given by
Here D(x) = e −αx decays the wavefield in the predefined absorbing areas. In practice, the damping operator is applied to the previous and current wavefields per time step.
Analysis of the correction operator
The correction factor, S, compensates for the inadequacy of the background wavefield in representing the anisotropic model. It depends on the anisotropy and the wave propagation directions approximated by the wavefield gradients (eq. 6). Xu et al. (2015) showed the amplitude inadequacy of this correction, so a more accurate background wavefield was needed to calculate S. Our proposed method provides a more accurate background wavefield than the original one and can be implemented using the isotropic low-rank approach. Fig. 1 illustrates the correction process of the S operator with the help of eikonal solutions. The red line indicates the exact dispersion curve (wave front) of a homogeneous VTI model (with parameters given by the first numerical test). The green curve depicts the background wavefield of the original spherical decomposition and the blue one depicts the background wavefield of the proposed method. The background wavefield of the proposed method is overall closer to the exact one. Different from the previous corrections, the proposed corrections are milder and thus introduce fewer distortions in amplitudes. Fig. 2 plots S in eq. (7), and as expected, it is divided into four parts: two in the vertical direction and two in the horizontal direction with contrary polarities. The polarities in Fig. 2 denote the directions (faster or slower) of the corrections and the magnitudes denote the extent of corrections. The maximum magnitudes of the corrections are almost the same (∼0.002 in absolute value) in the vertical and horizontal directions since the background wavefields have nearly the same distance from the exact wavefields. In practice, wavefields can be zeros and have multiple branches at certain points, which can introduce instabilities and distortions in the correction term. To overcome these problems, an expensive wavefield decomposition into angular components at each time step or a strong regularization can be used. As an efficient but approximate alternative, we smoothed the calculated gradients with a small windowed Gaussian filter. Other strategies such as shaping regularization which regards the division as an inverse problem are also applicable (Fomel 2007) . In summary, for each time step, the proposed method takes the following steps:
(i) Solve the first two terms of eq. (7) by an isotropic low-rank approximation.
(ii) Calculate the local direction of phase velocity from current wavefields (eq. 6).
(iii) Calculate the correction operator S by eq. (9).
(iv) Apply the correction operator to update current wavefields.
N U M E R I C A L E X A M P L E S
In the following tests, we extrapolate the background wavefield using the isotropic low-rank approximation. The correction term (eq. 9) is calculated from the anisotropy and the derivatives of current isotropic wavefield. Instead of using the regular finite-difference method, we use the Fourier method to calculate the derivatives and thus one additional pair of FFTs is needed in the proposed method. 
Homogeneous VTI model
We start with a simple homogeneous VTI example. The vertical P-wave velocity is 1500 m s −1 and the Thomsen's parameters are = 0.25 and δ = 0.1. The spatial and time samplings of the wavefield are 6.096 m and 1 ms, respectively. The injected source is a Ricker wavelet with a peak frequency of 30 Hz and is located at the centre of the model. Figs 3(a)-(c) show snapshots of the wavefields at 0.5 s, which are computed by previous spherical decomposition (eq. 4), the proposed spherical decomposition (eq. 7) and the anisotropic low-rank method, respectively. Here we take the anisotropic low-rank method as the true solution and compare it with the two decomposition methods. The snapshot (Fig. 3a) shows that waveforms calculated from the previous spherical decomposition method are distorted in the horizontal direction. The proposed method (Fig. 3b) suffers less distortion and is closer to the solution of anisotropic low-rank approach (Fig. 3c) . To compare the waveforms more clearly, we extract two slices: the vertical and horizontal ones from Fig. 3 . All the solutions have the same traveltime. However, the previous spherical decomposition has relatively larger and smaller amplitudes in the vertical and horizontal directions respectively. Waveforms of the proposed decomposition have more balanced amplitudes in different directions (vertical and horizontal) as shown in Fig. 4 . We point out that, for a homogeneous medium, the decomposition method doesn't reduce the computational cost compared with the anisotropic low-rank method.
Modified Hess VTI model
We next verify the effectiveness of our proposed method using the modified Hess VTI model shown in Fig. 5 . A Ricker wavelet with a peak frequency of 30 Hz is injected as an explosive source. Space and time sampling of the wavefield are 6.096 m and 1 ms respectively. To verify the accuracy of the proposed method, we first deploy the source at the centre of the model and then compare the traveltimes (red lines) with the solution from the anisotropic eikonal equation (Fomel 2004 ). The red line in Fig. 6 is calculated by solving the VTI eikonal equation, which is regarded as the true solution here. The original spherical decomposition in Fig. 6 (a) fails to generate kinematically accurate wave fronts in complex areas (as indicated by the arrow). The wave front of the proposed decomposition method in Fig. 6 fits the true solution better in the same area. This example shows that the proposed method can not only provide more balanced amplitudes (dynamic information) but also more accurate traveltimes (kinematic information). As discussed in the theory part, that is because the background wavefield of the proposed method is closer to the true solution. For the same order of decomposition errors (∼10 −6 in this example), the proposed method requires three inverse FFTs plus one pair of FFTs per time step. However, the regular anisotropic low-rank decomposition needs 8 inverse FFTs per time step (one forward FFT is required by both of them). For more advanced anisotropic models (such as orthorhombic media), the difference will be even larger since the proposed method only needs an isotropic low-rank extrapolation regardless of the complexity of the anisotropy. We next apply the proposed method in a Reverse Time Migration (RTM) algorithm Liu et al. 2011) . We use the same wavelet and sampling as the previous test, and we evenly deploy 70 shots and 150 receivers on the surface of the model. The reflectivity model (Fig. 7a) is regarded as the true solution. The existing dipping layers in the model can generate reflections with different directions of propagation, which can be used to determine whether the proposed method can provide balanced amplitudes versus propagation angles. Fig. 7(b) shows the migration image using the proposed extrapolation method. One possible weakness that limits the application of the effective-model method is that unbalanced amplitudes can introduce errors in the migration images and thus lead to misinterpretations of the subsurface. The example shows that the proposed method can image structures correctly in depth with balanced amplitudes compared to the true reflectivity in Fig. 7(a) .
Modified BP VTI Model
To further verify the effectiveness of the proposed method, we conduct an anisotropic RTM on the modified BP VTI model (set the anisotropy angles equal to zero). An isotropic RTM is attached as a reference. The observed data are generated using the original anisotropic low-rank method (solving eq. 2). We use the same geometry as the second example except that the time and spatial sampling of the wavefield are 1 ms and 6.25 m, respectively. Fig. 8 shows the vertical P-wave velocity and the corresponding anisotropy. In this example, the shape of the structures in the anisotropic parameter models is different from the P-wave velocity shape. The velocity model (Fig. 8a) anisotropic models (Figs 8b and c) , and also has fewer interfaces than the anisotropic models. We build a reflector model from the derivatives of the δ model, shown in Fig. 9(a) . The anisotropic RTM of the proposed method is shown in Fig. 9(b) . Aside from the boundary artefacts, all the reflectors have been imaged correctly. However, reflectors of the isotropic migration image are not focused or located at the correct depth, as the arrows indicate. Because anisotropy in the real earth is very common, an anisotropic migration is necessary to image the reflectors correctly.
D I S C U S S I O N
Computational efficiency and accuracy always compete with each other, especially in wavefield extrapolations. The regular anisotropic lowrank approximation can simulate kinematically accurate wavefields with a relatively high computational cost, and the cost will dramatically increase for large 3-D orthorhombic media. The effective-model method decomposes the complex wavefields in anisotropic media into an isotropic background and an anisotropic correction part, which improves the computational efficiency with a loss of some accuracy. This decomposition method was considered to be kinematically accurate; however, our second example shows that the method can also have large errors in traveltimes for complex models. We find that the errors depend on the difference between the background wavefield and the true wavefield (the perturbation). To overcome this problem, we propose an 'averaged' velocity model to calculate the background wavefield. Xu et al. (2015) proposed to utilize two different velocities in horizontal and vertical directions, which can be taken as a simplification of a higher level anisotropy. This decomposition can provide more accurate extrapolation results with an increase of computational cost (especially for tilted media) since the background wavefield is no longer isotropic. The number of FFTs required by the isotropic low-rank approximation proposed here can be reduced further using the optimized expansion method introduced by Wu & Alkhalifah (2014) . The proposed method has an approximation (eq. 6) when calculating the phase directions. At the locations which have many wavefield branches, wavefield gradients are not well defined. To be successful, the proposed method will need either (1) an expensive wavefield decomposition into angular components at each time step, or (2) a great deal of regularization (as Poynting vectors require, with attendant accuracy). Considering the computation efficiency, we chose the second approach in practice.
The proposed method can be extended to more advanced anisotropic media such as orthorhombic media (see Appendix A). Since its computational cost is not dependent on the complexity of anisotropy, the proposed method can be more efficient in that case. The acoustic anisotropic approximation itself can only simulate kinematically accurate P waves, so it also has limitations in applications such as full waveform inversion (FWI). Current waveform inversion algorithms in practice are mainly utilizing kinematic information (traveltimes or phases), which means the proposed method still has a potential to be the modelling engine of FWI (Plessix & Cao 2011; Wu & Alkhalifah 2016; Wang & Tsvankin 2016; Li et al. 2017; Zhang & Alkhalifah 2017) . This is because, considering the complexity of the real earth, exactly fitting the dynamic information (waveforms) is usually not practical for field data sets. The proposed method is applicable for the cases where P-wave energy is dominant. For such data sets (e.g. marine data), the acoustic anisotropic approximation is capable of simulating wave propagation in the real earth. For data sets with strong converted waves, modified objective functions such as cross-correlation based ones can be used to avoid over fitting the converted waves, which requires both P-wave and S-wave propagators.
C O N C L U S I O N S
We propose a new spherical decomposition approach to represent the effective model for wavefield extrapolation in anisotropic media using isotropic low-rank extrapolation. The proposed method is free of SV-wave artefacts and provides the correct phase representation with more balanced amplitudes. The success of the proposed method is attributed to the fact that the proposed background wavefield is overall closer to the true solution than the previous spherical decomposition. The background isotropic model is a kind of 'averaged' one between the isotropic and anisotropic models, and thus, can generate more accurate background wavefields. The most attractive feature of this approach is the independence of anisotropy on its computational cost. The only additional computational cost added to that of the isotropic implementation is the additional pairwise Fourier transforms required by the wavefield gradient calculations. The proposed method has the same limitation as of the acoustic anisotropic approximation, which is that we can only generate P-wave fields with accurate traveltimes. Our proposed method can be used as a modelling engine in the phase-or traveltime-objected inverse problems.
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