. These calibrations are based on a large sample of field and globular cluster stars which roughly cover spectral types from F0 to K5. Their effective temperatures, scaled to direct T eff determinations via reliable angular diameter measurements, were derived by applying the infrared flux method. The empirical relations have been fitted to polynomials of the form θ eff = P (colour, [Fe/H]) by using the least squares method. The precision of the fits ranges from 40 K for (V −K) to 170 K for (J −H). We tabulate intrinsic colours of giant stars in the ranges: 3500 K ≤ T eff ≤ 8000 K; −3.0 ≤ [Fe/H] ≤ +0.5. We also present the calibration of BC(V) as a function of log(T eff ) and metallicity. Finally, we compare the resulting scale of temperatures with previous works.
Introduction
The calibration of the scale of effective temperatures of stars (i.e. relations which link T eff , [Fe/H] and explicitly or implicitly log(g) with observable features such as photometric colours and indices or spectral features) is a necessary tool in many astrophysical fields for interpreting observations or relating them with theory. Affected topics range from stellar physics to cosmology. Four general areas can be readily mentioned:
The interpretation of the observed HR diagram (e.g., V : B − V ) in terms of theoretical isochrones (L: T eff );
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In this case, the morphology of red giant branch and lower main sequence is appreciably altered by changes of ∼ 100 − 200 K in the effective temperature-colour calibration adopted (e.g. Bell 1992; Cassisi et al. 1999) .
Another important area affected by T eff calibrations is the determination of chemical abundances from spectroscopic analysis. As a rather conspicuous example of "cosmological" consequences, an erroneous temperature scale for dwarfs could lead to incorrect conclusions regarding the primordial lithium abundance (e.g. Spite et al. 1998; Bonifacio & Molaro 1997 versus Ryan et al. 1996 . Regarding giants, the influence of temperature on the strength of molecular bands in cool stars is well known and it is equally important for the determination of neutral element abundances; temperature indicators independent of metallicity and only weakly influenced by interstellar reddening are therefore needed (e.g. Sneden et al. 1992) .
The analysis of the physics of stellar atmosphere models also requires the use of empirical temperatures to avoid the risk of a vicious circle (e.g., Bell & Gustaffson 1989) .
Finally, in the synthesis of stellar populations, the use of colours and spectral atlases requires an accurate determination of atmospheric parameters and of the effective temperature in particular (e.g. Vazdekis et al. 1996) . As a consequence the calibration of T eff with colour and metallicity is also relevant in these types of (extra)galactic studies.
In conclusion, analyses in several astrophysical fields require now stringent internal accuracies of the effective temperatures, typically of the order of 1%.
The calibration of the temperature scale of giant stars of Population I with semi-empirical approaches has been addressed in several works (e.g. Ridgway et al. 1980) , however the extension to Population II has been only fully and homogeneously accomplished by means of theoretical methods (e.g. Bessell et al. 1998) . The calibrations we present here cover temperature and metallicity in the ranges: 3500 K ≤ T eff ≤ 8000 K; −3.0 ≤ [Fe/H] ≤ +0.5. Therefore, the present study extends previous semiempirical works towards the metal-poor domain providing calibrations with a smaller dependence on atmosphere models.
This work is part of a long term programme aimed at a complete and uniform revision of the T eff scale of the different regions of the HR diagram. It is based on temperatures derived with the InfraRed Flux Method (IRFM, Blackwell et al. 1990 ), scaled to direct T eff , and on good quality photoelectric photometry. The subprogramme concerning giant stars in which the present work is included has been extensively explained in (Alonso et al. 1999 ; Paper II).
The multiparametric calibrations
The effective temperatures used for the present set of calibrations were uniformly obtained by means of the IRFM as described in Paper II. The sources of photometry are documented in Alonso et al. (1998; Paper I) , critical attention has been paid to the homogenization of data extracted from different catalogues, and to the correction of interstellar reddening. It is worth noticing that the composition of the sample reflects a good balance between field and globular cluster giants.
In Table 1 , we present the effective temperature scale of giant stars (class III) from early F to late K, which results from averaging temperatures of the stars of the sample classified in each spectral type. The utility of this kind of table is limited since on the one hand it requires the knowledge of the spectral type of the problem star, which is not always available; on the other, the relation between temperature and spectral type depends also on metallicity, and only a restricted number of metal-poor giants have an accurate spectral type classification (the use of published spectral classifications is too coarse as proven by the size of errorbars in Table 1 ). For this reason we provide in sections below more useful calibrations of the temperature scale against direct photometric observables and [Fe/H] .
From a practical standpoint we have fitted the data to polynomials of the form θ eff = P (colour, [Fe/H] ), where θ eff = 5040/T eff . In a preliminary step, a group of stars which departed from the mean tendency in several colourcolour diagrams were discarded from the sample used in the calibration. The least squares method was then iteratively applied discarding in successive steps stars which departed from the fit more than 2.5σ taking care that residuals were more or less normally distributed. Typically, four to seven iterations were enough depending on the colour used in the calibration. This approach has been previously applied with good results for the calibration of main sequence temperatures (Alonso et al. 1996; Paper III) . In Table 2 , we summarize the coefficients of the fits. In Table 3 we show the colour and metallicity ranges of applicability of each of the fits. Finally, we show in Table 4 the stars discarded in any of the fits.
T eff : [Fe/H]: (U − V ) and : (B − V )
Johnson's UBV photometry is practically extended to all stars contained in astronomical catalogues of interest, for this reason the calibration of (B − V ) and (U − V ) as temperature indicators is useful in many studies. We have adopted (U − V ) instead of (U − B), which is more commonly tabulated, because it is a better indicator of temperature and has a similar behaviour with metallicity.
The fits obtained for Table 2 (Eqs. (1) and (2)); the corresponding ranges of application are shown in Table 3 .
In the range of colour 1.2 ≤ (U − V ) ≤ 1.5 a linear interpolation of Eqs. (1) and (2) provides a good fit of the data ensuring continuity.
The fits obtained for Table 2 (Eqs. (3) and (4)); the corresponding ranges of application are shown in Table 3 .
In the range of colour 0.7 ≤ (B − V ) ≤ 0.8 a linear interpolation of Eqs. (3) and (4) provides a good fit and ensures continuity.
A caveat has to be pointed out about these calibrations in the range of low temperatures: At (B − V ) ≈ 1.55 and (U − V ) ≈ 3.55 temperature seems to drop abruptly ∼250 K. This effect could be real, probably related to the variation of surface gravity in this range. The ultimate reason being a variation of the flux balance in the UV/visible region linked to changes in the opacity sources with gravity. In this respect, a turn-over is observed in the colour:colour diagrams (V − K):(B − V ) and (V − K):(U − V ), which would imply constant colour with decreasing temperature (see Figs. 8 and 9 in Paper I). However, another possible explanation could be in the shortcomings of models below 4000 K. Unfortunately, temperatures derived by means of the IRFM in this range are affected by large errors which make difficult to ascertain if the effect is spurious or not. In any case, the polynomial fits used here are obviously unable to follow the described feature. Therefore, under 4000 K this point should be taken into account when applying the above calibrations.
We display in Figs. 1 and 2 the residuals of the fits. The observed dispersion is compatible with typical errors on T eff , [Fe/H], (U − V ) and (B − V ).
The mean variation ∆T eff /∆(U − V ) amounts approximately to 18 K per 0.01 mag for (U − V ) < 1.0 and 6 K per 0.01 mag for ( In Fig. 3 , we show the comparison of calibrations (1), (2), (3) and (4) with several representative calibrations published previously.
We have included in our analysis the scale of Johnson (1996; J66) because, from a historic point of view, it is the first comprehensive calibration of the temperature scale, Differences found with the calibration T eff : (B − V ) based on the IRFM of Blackwell & Lynas-Gray (1998; BL98) for Population I stars is compatible with a zero point shift amounting to 70 K.
The calibration presented by Böhm-Vitense (1981) for stars with z/z = 0.01 is in very good agreement with our calibration for [Fe/H] = −2, however strong discrepancies are found for Population I calibration.
We provide also comparison with the scale of Montegriffo et al. (1998; M98) . It must be pointed out that although it is not properly a homogeneous calibration but an amalgam based on previous calibrations, it takes into account the effect of metallicity although in a rough manner. Our temperatures for solar metalicity stars are ∼ 200 K larger than M98 ones, however our temperatures for metal-poor stars are ∼ 150 K smaller, the reason for these discrepancies is unclear, but they are similar to those found when comparing calibrations of temperature against other colours in Sects. 2.2 and 2.3.
In summary, differences observed are significant and illustrate the state of the art of temperature calibrations. Two conclusions may be extracted from the above analysis, on the one hand, our semi-empirical calibrations differ from theoretical ones in a systematic manner, discrepancies ranging ± 5% (Figs. 3a,b) . On the other hand, a better agreement is found in general with semi-empirical calibrations. In this case, differences are within ± 2% in the range 8000 > T eff > 4500 K (Figs. 3a,c) .
The importance of V RI photometry is increasing, among other advantages, because of the better quantum efficiency of the first generation of CCD detectors in the optical-infrared wavelength range covered by these filters. Furthermore, a considerable part of the flux of red giant stars, and in general of cool stars, is emitted through R, I bands. As a consequence (V − R), (V − I) and (R − I) colours have revealed themselves as very useful stellar temperature indicators in many investigations. Although Cousins' system has been standardised even in the northern hemisphere, here we have adopted Johnson's system as a reference because most of the photometry of the stars in our sample is in this system. Transformations between Johnson, Cousins and many other systems are well determined by Bessell (1979) and Fernie (1983) .
The fit obtained for Table 2 (Eq. (5)); the corresponding ranges of application are shown in Table 3 . We display in Table 2 (Eq. (6)); the corresponding ranges of application are shown in Table 3 .
We display in Fig. 5 the mean lines corresponding to Eq. (6), together with the residuals of the fit.
The mean variation ∆T eff /∆(V − I) amounts approximately to 32 K per 0.01 mag for (V − I) < 1.2 and 10 K for (V − I) > 1.2. When using this calibration an error of The calibration of giants' T eff as a function of (V − I) is metallicity independent as in the case of dwarf stars (Paper III). This fact together with the relatively small value of ∆T eff /∆(V − I) makes of (V − I) an excellent temperature indicator for giants.
The fit obtained for Table 2 (Eq. (7)); the corresponding ranges of application are shown in Table 3 .
We display in Fig. 6 the mean lines corresponding to Eq. (7) In Fig. 7 we show a comparison of relations (5) and (6) with several theoretical and empirical calibrations taken from literature.
In general, theoretical calibrations (Bessell et al. (1998; BCP98) based on Kurucz models, and Buser & Kurucz (1992; BK92)) show strong systematic differences both with our T eff : (V − R) and T eff : (V − I) calibrations. A much better agreement, compatible with zero-point shifts, is found with BCP98 calibration based on NMARCS models. Concerning empirical calibrations, a fairly good agreement is found with the scale of J66. However differences with Bell & Gustaffson (1989; BG89) calibration show similar trends to those of theoretical calibrations (recall this calibration is based on IRFM temperatures corrected with synthetic colours). The comparison with M98 calibration yields again a contradictory result: On the one hand, M98 temperatures for metal-poor stars are systematically larger than ours (150 K on average), on the other, M98 temperatures for metal-rich stars are systematically smaller than ours (75 K on average for (V − I) > 1.2), and differences increase dramatically for (V − I) < 1.2. The difficulty of model fluxes in the RI bands could account for a part of the observed differences, however it is possible that systematic errors persist in the transformations of colours of the different V RI photometric systems.
2.3.
The calibration of temperature against near IR colours is of increasing interest in many studies, since these kind of relations are marginally affected by blanketing, show a small dependence on surface gravity, and IR colours are less affected by reddening than UV and optical colours. Given that a specific subprogramme of near IR photometry (Paper I) has been carried out to apply the IRFM we have adopted the TCS system as reference. Transformations of this photometric system into/from Johnson, CIT and ESO systems are provided in Paper I and references therein.
The fits obtained for Table 2 (Eqs. (8) and (9)); the corresponding ranges of application are shown in Table 3 .
In the overlapping range, a linear interpolation of relations (8) and (9) is advisable in order to avoid discontinuity.
We display in Fig. 8 the mean lines corresponding to Eqs. (8) and (9), together with the residuals of the fit.
The mean variation ∆T eff /∆(V − K) amounts approximately to 17 K per 0.01 mag for (V − K) < 2.2 and 5 K Table 2 (Eq. (10)); the corresponding ranges of application are shown in Table 3 .
We show in Fig. 9 the mean lines corresponding to Eq. (10), together with the residuals of the fit. The fit obtained for Table 2 (Eq. (11)); the corresponding ranges of application are shown in Table 3 .
We show in Fig. 10 the mean line corresponding to Eq. (11), together with the residuals of the fit.
The mean variation ∆T eff /∆(J − K) amounts approximately to 69 K per 0.01 mag for (J − K) < 0.5 and 23 K for (J − K) > 0.5. When using this calibration an error of 0.03 mag in (J − K) implies mean errors of 2.5 − 1.7% in temperature. Notice that the calibration of giants' T eff as a function of (J − K) has no dependence on metallicity as in the case of dwarf stars (Paper III).
The fit obtained for Table 2 (Eq. (12)); the corresponding ranges of application are shown in Table 3 .
We show in Fig. 11 the mean line corresponding to (12), together with the residuals of the fit.
The mean variation ∆T eff /∆(V − L ) amounts approximately to 16 K per 0.01 mag for (V − L ) < 2.4 and 5 K for (V − L ) > 2.4. When using this calibration an error of 0.05 mag in (V − L ) implies mean errors of 1.1 − 0.6% in temperature.
We show in Figs. 12a,b a comparison of relations (8) and (9) with calibrations described in previous works. As it can be appreciated, in the range (V − K) < 1.2 differences with other empirical and theoretical calibrations for solar metallicity are contained in a band of ± 100 K; In the range (V − K) > 1.2 these differences increase as expected because of the uncertainty of bolometric flux The agreement with theoretical calibrations BCP98 and BK92 is fairly good.
Concerning empirical works, the J66 calibration deviates from ours providing lower temperatures in the redder part of the colour axis.
It is remarkable, however, that there is fairly good agreement with the direct scale defined by Ridgway et al. (1980; R80) based on angular diameters measured by means of the lunar occultation method (Fig. 12b) . The difference is practically a constant shift amounting to 30 K (our scale cooler). This fact provides a good test of the zero-point of our scale at least in the range from 3500 K to 4900 K.
The two independent calibrations of temperature versus (V − K) of BL98 present a slightly contradictory behaviour. One of them yields temperatures hotter than ours, and the other cooler ones. The size of the differences is small, but the reason for the inconsistency is unclear. In the range (V − K) > ∼ 1.5 (T < ∼ 6000 K) our calibration provides temperatures approximately 20 K hotter (Fig. 12b) than those of the recent calibration of Di Benedetto (1998; DB98) based on the surface brightness technique. However in the blue range, differences increase to −350 K at 8500 K.
Differences with the scale of M98, show the same behaviour observed in previous sections but the size of dis- crepancies is somewhat small. Since M98 scale is calibrated versus optical CCD and IR array photometry, differences found could be caused by the uncertainties affecting the photometric calibration of these kind of data.
In Fig. 12c we show the comparison of our calibration T eff : (J − K) with other published scales. Differences are slightly larger than in the case of T eff : (V − K) probably due to the shrinkage of the colour axis. 
T eff : [Fe/H]: (I − K) J
We provide the calibration of temperature against colour (I − K) J 1 for its interest in the study of late type giants. The fit obtained for T eff : [Fe/H]: (I − K) J is shown in Table 2 (Eq. (13)); the corresponding ranges of application are shown in Table 3 .
We show in Fig. 13 the mean line corresponding to (13), together with the residuals of the fit.
The mean variation ∆T eff /∆(I −K) J amounts approximately to 39 K per 0.01 mag for (I − K) J < 0.8 and 15 K for (I − K) J > 0.8. When using this calibration an error of 0.03 mag in (I − K) J implies mean errors of 1.5 − 1.0% in temperature. As in the case of (V − I) and (J − K), this colour is metallicity independent as temperature indicator.
T eff : [Fe/H]: (b − y) and : (u − b)
Although Strömgren system was not specifically tailored to study giant stars, its use has been extended to this class of luminosity, with internal accuracy < ∼ 0.02 mag, both for field stars (e.g. Anthony-Twarog & Twarog 1994) and for globular cluster stars (e.g. Davis Philip 1996) . For this reason we present temperature calibrations based on colours of this system. Table 2 (Eqs. (14) and (15)); the corresponding ranges of application are shown in Table 3 .
In the range of colour 0.5 ≤ (b − y) ≤ 0.55 a linear interpolation of Eqs. (14) and (15) provides a good fit avoiding discontinuity. We show in Fig. 14 the mean lines corresponding to (14) and (15) Table 2 (Eq. (16)); the corresponding ranges of application are shown in Table 3 . We show in Fig. 15 the mean lines corresponding to (16) 
Bolometric correction of giant stars
Given the utility of BC(V) for the transformation of the luminosity axis of theoretical isochrones into observational M V of colour-magnitude diagrams, we provide here its calibration. where X = log(T eff ) − 3.52. As the distribution of residuals show, this functional expansion is adequate to fit the singular behaviour of BC(V) with temperature. However, the extrapolation of the present calibration is unsafe, especially in the range of low temperatures.
The following stars departed more than 2.5 σ in either of the final fits: BS4902 (2.8), BD−180271 (2.5), BS2286 (7.3), BS7523 (5.2),47Tuc−1421 (2.8), 47Tuc−3512 (3.4), 47Tuc−7320 (4.8), 47Tuc−1414 (2.5), 47Tuc−1518 (2.6), 47Tuc−4411 (3.1), 47Tuc−6509 (3.9), M71−B (2.9), HD 088609 (3.1), BS8930 (2.6), HD 171496 (4.7), BS3547 (2.8). We show in Fig. 16 the mean lines corresponding to (17) and (18), together with the residuals of the fit.
In the range T eff < 4500 relation (18) is not suited to deriving accurate bolometric corrections since on the one hand the dispersion of the fit is around 2.5% (0.025 mag) due to the fact that cool temperatures have greater internal errors, and on the other, the variation of BC(V) with log(T eff ) is very steep. A noticeable feature of the present scale is the significant variation of the bolometric correction with metallicity, especially in the range of higher temperatures (this point is emphasized in Fig. 16 ). Although a systematic bias in the data can never be completely discarded, the size of the effect found is not compatible either with photometric errors, or with the internal uncertainties in temperatures.
In Fig. 17 , we show the comparison between the present calibration and several theoretical and empirical calibrations previously published. Differences in the zero-point caused by the adopted bolometric correction of the sun have been taken into account. In the range 8000 K ≥ T eff ≥ 6000 K our scale is systematically over the other scales considered (∼ 0.05 mag), in the range 6000 K ≥ T eff ≥ 4000 K differences are symmetrically distributed in a band of ±0.10 mag. These differences show the existence of essential problems in deriving bolometric corrections. In the case of empirical calibrations the possible causes of discrepancies might be the absolute flux calibration, the way of fixing the zero-point and an insufficient discrimination of the metallicity effect. In the case of theoretical calibrations, the possible causes are drawbacks in the model atmospheres and/or difficulties in the synthesis of colours.
The intrinsic colours of giant stars
In this section we present the intrinsic colours of giant stars. Tables 5, 6 and 7 have been obtained by means Table 4 . Stars discarded in the final loops of the fit procedure. The values in parentheses refer to the number of standard deviations by which a given star departs from the corresponding fit
of the plain numerical inversion of the fits derived in the preceding sections, and the direct use of the photometric database of the stars of the sample. We have checked that the quotients between temperatures derived by applying the different calibrations are consistent within the limit of accuracy of the temperatures and photometry used in the present programme. The derivation of colours in the range of low temperatures (T eff ≤ 4500 K) is uncertain because the gradient |∆T eff /∆(colour)| has in general small values (i.e. a minor variation in temperature implies a large variation in colour), and the size of temperature errorbars of stars in this range is large. The effect of this point is clearly illustrated by the case of (R − I). This colour can be derived either from Eq. (7), or combining Eqs. (5) and (6). Discrepancies are found between both approaches.
In Figs. 18a-d , we show the comparison between intrinsic colours of Table 2 and the empirical calibration of von Braun et al. (1998) fixing (V −K). Differences for (B −V ) and (U − B) (colours which are more affected by blanketing effects) are stronger, while a better agreement is found for infrared colours (V − I) and (J − K). In Figs. 18c,d , we show also the comparison between intrinsic colours of Table 2 and the intrinsic colours of Bessell & Brett (1988) for solar metallicity stars. A fairly good agreement is seen for (J − K), however differences in (V − I) are around 0.10 mag for (V − I) > ∼ 3.
The effects of gravity on broad band colours and effective temperatures are in general of the order of observational errors, remaining thus concealed when considering individual stars. However, the average relations derived in the above sections are accurate enough to permit us to address this question. For this purpose, we show in Fig. 19 the comparison between colour: [Fe/H]: T eff relations of giant stars derived in the above sections and those corresponding to main sequence stars (Paper III).
A noteworthy feature of the present relation T eff : [Fe/H]: (B − V ) is that its global shape slightly differs from that corresponding to dwarf stars -classes V-VI-calibration (Fig. 19a) , so that for a fixed (B − V ), giants' temperatures are higher than dwarfs' in the range (B − V ) > ∼ 0.7 and smaller in the range (B − V ) < ∼ 0.7 (∆T eff ≈ 300 K at (B − V ) = 0.2, ∆T eff ≈ 0 K at (B − V ) = 0.7 and ∆T eff ≈ −200 K at (B − V ) = 1.2). The probable reason for this behaviour can be understood taking into account the variation of Paschen's continuum, and the TiO bands at 4954Å 
. Column 12. Bolometric correction to V . The values in brackets are close to the range of validity of calibrations and therefore less reliable and 5167Å with gravity and temperature in the ranges considered. For 8000 K > ∼ T eff > ∼ T the shape of Paschen's continuum is dominated by the bound-free absorption of atomic hydrogen and the H − ion. The wavelength dependence of the former is stronger, and its contribution becomes increasingly more important towards higher temperatures. Furthermore, the H bound-free opacity does not depend on the electron pressure, whereas the H − bound-free absorption does. For a given T eff , the lower the atmospheric gravity the smaller the electron pressure, making the H − bound-free contribution to decrease, and the continuum slope to become steeper. For the range T > ∼ T eff > ∼ 4000 K, the true continuum is not very sensitive to gravity variations, but the strong TiO bands integrated within the V filter become more prominent with larger gravities (increasing the value of V magnitude). In conclusion, the combination of both mechanisms results in the observed effect: for a fixed temperature, giants have bluer (B − V ) colours in the range T eff > ∼ 5500 K, and redder ones in the T eff < ∼ 5500 K (∆(B − V ) ≈ 0.05 mag at T eff = 7000 K, ∆(B − V ) ≈ 0.0 mag at T eff = 5500 K, and ∆(B − V ) ≈ −0.15 mag at T eff = 4000 K).
The relation T eff : [Fe/H]: (R − I) for giants stars has no significant differences with that of dwarfs (Fig. 19b) . Hence (R − I) is a temperature indicator free of surface gravity effects.
The effect of gravity on the relation T eff : [Fe/H]: (V −I) is also appreciable as in the case of (B − V ) (Fig. 19c) . In the whole range of temperatures considered, (V − I) colours of dwarf stars are bluer than those of giant stars of the same temperature (∆(V − I) ≈ 0.1 mag at T eff = 7000 K, ∆(V − I) ≈ 0.04 mag at T eff = 5000 K, and ∆(V − I) ≈ 0.15 mag at T eff = 4000 K). Conversely, temperatures of dwarfs are greater at fixed colour (∆T eff ≈ 280 K at (V − I) = 0.5, ∆T eff ≈ 100 K at (V − I) = 1 and ∆T eff ≈ 120 K at (V − I) = 2). The effect is again, probably related to the behaviour of opacity with gravity in V and I bands. The effect of gravity, although not shown in Fig. 19 , is also appreciable in the case of (V − R), (J − H) and (J − K).
Finally, the present relation T eff : [Fe/H] = : (V −K) for giant stars differs slightly from that of dwarfs (Fig. 19d) : Over 6000 K dwarfs' temperatures are slightly higher than giants' (∼ 50 K at (V − K) ≈ 0.2), conversely (V − K) is redder for dwarfs (∼ 0.03 mag). Under 4000 K dwarfs' Table 6 . Intrinsic broad band colours of giant stars in the system of Johnson for metallicities −1, −2 and −3. Columns 2-11
. Column 12. Bolometric correction to V . The values in brackets are less reliable 
is bluer for dwarfs (∼ 0.1 mag at 3900 K). In the range 6000 K > ∼ T eff > ∼ 4000 K dwarf and giant temperatures and colours are indistinguishable. The small size of the effect confirms that (V −K) is a temperature indicator which has only marginal dependence on stellar surface gravity.
Summary
We provide a comprehensive calibration of the scale of effective temperature of giant stars (F0-K5) against different colours, which takes into account the effect of metallicity. Three features of the present calibrations must be pointed out: (a) They are based on a large sample of field and globular cluster giants representative of the galactic populations, which have accurate photometric data; (b) The effective temperatures considered in the calibrations have been obtained by using the IRFM scaled to the direct temperatures derived from interferometric techniques; (c) The [Fe/H] values adopted in the analysis are ultimately linked to the spectroscopic determinations compiled by Cayrel de Strobel et al. (1997) .
As a consequence, these calibrations provide a substantial extension of the previous empirical works devoted to giant stars both in temperature and metallicity ranges. Furthermore, the following points must be stressed after the analysis of the results:
(I) The comparison of the present temperature scale of giants with that of main sequence stars obtained previously with the same procedure (Paper III) shows that in general, gravity is a non negligible parameter in the calibration of temperatures against colours. Indeed, its effect is considerable for (B − V ), (V − R), (V − I), (J − K) and (J − H); however, (R − I) and (V − K) have revealed themselves as temperature indicators with negligible dependence on gravity.
(II) For giant stars, in the range of temperatures studied, (V − I), (I − K), (J − K) and to a lesser extent (V − K) are temperature indicators free of blanketing effects (i.e. non-dependent on metallicity). For this reason, their use is preferable as temperature indicators for stars of unknown metallicity. However, the effect of metallicity cannot be neglected for (U − V ), (B − V ), (V − R), (R − I), (J − H), (u − b) and (b − y).
(III) Concerning the comparison of the present calibrations with previous works, we have to make the following distinction. On the one hand, theoretical calibrations are in general very different both from each other and from empirical relations derived in this work. The trend and the size of the observed discrepancies seem too large to be ascribed only to accidental errors on photometry and uncertainties affecting the effective temperature determinations. Therefore they suggest the persistence of essential problems in the theory of stellar atmospheres (e.g. opacities in bands U and B, convection treatment) and/or the synthesis of colours (e.g. difficulties on the adequate reconstruction of Johnson UBV system).
On the other hand, the level of agreement found between (semi-)empirical calibrations based on independent approaches and the present work is fairly good, although there remain uncertainties in the zero point of the scale, and systematic differences under 4000 K and over 5500 K.
In summary, this work demonstrates the necessity of considering the effect of metallicity and gravity on the relations which link effective temperatures with intrinsic colours and bolometric corrections of giants stars. Therefore, we must conclude by emphasizing that differences found between the present empirical calibration and other (semi)-empirical and theoretical ones might have relevant consequences on population synthesis and on the transformation of isochrones from the theoretical HR diagram into observed colour-magnitude diagrams. The most obvious effect regarding the latter, being the variation of the shape and location of the red giant branch, which has in turn influence on the interpretation of the ages (when derived from the subgiant branch colour extension), reddenings and metal content of globular clusters, and even on the choice of the free parameter α in the theory of convection (i.e. the ratio of the mixing length to the pressure scale height). Furthermore, the implications of the observed discrepancies should also be taken into account when applying calibrations to the determination of temperatures of individual stars from photometric colours, and to the analysis of colours synthesized from model atmospheres.
