Abstract-Tracking travel patterns and modes is useful on many levels. Prior efforts to collect this information have been stymied by low accuracies or reliance on supplementary devices. One technique to overcome low accuracies is to use prompted recall, in which the user is prompted to supply the ground truth for automatically generated information. However, prompted recall increases the burden on the user, which could lead to low adoption or high drop out rates. Using techniques from behavioral economics, and prompting directly on the smartphone can reduce user burden, and also increase engagement for ongoing data collection. In this paper, we describe a system that improves accuracy by using behavioral techniques for prompted recall on the smartphone, and aggregates the information to help detect large scale patterns. We also present the evaluation of a prototype implementation that was used to collect data from 44 unpaid volunteers in the San Francisco Bay Area over 3 months and compute their transportation carbon footprint.
I. INTRODUCTION
Transportation accounts for around 30% of US Greenhouse Gas (GHG) emissions [1] . While most efforts at reducing transporation GHG emissions have focused on automotive technologies such as electric vehicles and low carbon fuels, [2] shows that the carbon reduction goals are so aggressive that they are unlikely to be sufficient and demand reduction is essential.
Efforts to motivate behavior changes through outreach campaigns face both personal and structural barriers -people don't know their transportation footprint or its components, and changes to reduce their footprint are complicated in a landscape optimized for the single occupant automobile.
We propose to tackle both these barriers by tracking users' transportation modes (e.g. walk/cycle/bus/train/car) automatically using their smartphones. This allows us to provide users with the components of their carbon footprint, and also to understand large scale patterns and propose structural changes.
There are two main contributions in this paper: 1) We introduce a method of improving accuracy by using prompted recall to allow users to confirm the transportation mode for their trips directly on the phone. 2) We demonstrate how this individual user information can be aggregated in order to automatically answer detailed, longitudial queries (e.g. heatmaps split by mode, arrival times at work) that are currently only available from infrequently conducted manual surveys.
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We have used techniques from behavioral economics to integrate and extend several existing techniques to build a complete end-to-end system, with apps in both the android and iPhone stores. We have used this system to collect 7439 labelled trips from 44 unpaid volunteers across 3 months.
II. RELATED WORK
There have been several efforts in the past to build automated transportation mode calculators and personal carbon footprint calculators. Table I provides a brief review of them focusing on the features distinguish them from our system.
III. SYSTEM ARCHITECTURE
The system architecture diagram is shown in Figure 1 . The various components are briefly described below. 
A. Phone app
We have developed phone apps for both the android and iPhone platforms. These are available for general install using the app stores and have been designed so that no interaction with the researchers is necessary for install and ongoing use. The apps perform 4 basic functions. 1) Use OAuth to: a) access the data collected by the Moves app installed on the same phone, and b) login to the server to access personal information 2) Use the background sync mechanism on each individual platform to periodically read and cache unclassified [6] FMS [7] PhD Thesis [8] QT [9] E-Mission trips from the server and save classified trips to the server.(iOS: [11] , android: [12] ). 3) Display a notification prompting the user to classify unclassified trips (Fig. 2)  4 ) When the app is launched, display a list of unclassified trips and allow the user to confirm them. (Fig. 3) 
B. Web app
The web app is responsible for exposing a REST API that provides access to the data in several forms. It is a fairly lightweight process that primarily reads data directly from a MongoDB instance and does not perform significant postprocessing. A complete list of the current API methods is provided in Table II . In addition, the webapp exposes a visualization UI for the aggregate functions that is built using Javascript and NVD3, invoking the REST API for the data. Selected screenshots of the web UI are shown in Figure 4 .
C. Analysis
To have a responsive interface, we perform the bulk of the processing offline in batch mode. The results of the offline processing are stored in the database for easy access by the webapp layer. We sketch the algorithms used in the analysis here -a more detailed description is available in the Technical Report [13] . 1) GPS trace retrieval We currently read GPS traces using the Moves app, which also conveniently breaks up the traces into trips and sections. As we integrate with other sources, we may need to incorporate trip detection algorithms here as well. 2) Home and work location Once we have the raw trip sections for each user, we detect home and work locations automatically. We make the assumption that the first trip section made after 5 am each day has a high probability of originating from home. We define the place that a user spends most of the time in a day (except home) as his/her work location. 3) Commute mode sections To support statistics on commute behaviour such as the arrival time at work, we classify trip sections as commute and non-commute, by finding trips from home to work in the morning and from work to home in the evening. 4) Mode inference We use several features generated from the GPS data in order to automatically infer the mode of motorized modes such as car, bus, train and air. Since our readings were obtained from smartphones, as opposed to dedicated devices, we had to add spatiotemporal features, such as bus and train stations, which increased the accuracy for motorized modes by around 30%.
D. Mapping to Behavioral Economics
To encourage lay users to contribute data, we used the following techniques from [16] , and mapped them to our app as follows: 1) Trigger: The trigger is an internal or external event that catches the user's attention. Our app has an external trigger -it uses the smartphone notification mechanism to prompt users with trips to confirm. 2) Action: The trigger functions as a reminder to perform an action. In our case, the action that we want is for the user to confirm their trips. For this to be successful, the action needs to involve very little effort -otherwise, the user has little motivation to complete it. We took several steps to streamline the user interaction of the app: a) the app is publicly available in the standard app store and does not require interaction with researchers for install b) the trips are confirmed directly on the phone, and c) we use the mode inference algorithm from Section III-C to pre-populate a predicted mode, so that the user can typically confirm with one click. 3) Variable Reward: Since the user just completed a task for us, we need to offer her a reward. Offering a monetary reward is not scalable for ongoing data collection, so we offer information. We display the user's carbon footprint (Figure 2) , and comparisons to both the average of other users, and to an optimal value. This makes the information both personalized and actionable. Since this information is refreshed based on the confirmed data, it is constantly changing, and the variable reward increases engagement. 4) Investment: In our case, the confirmation is the only investment we require. This is an area for future improvement to further increase user engagement.
E. Security and Authentication
Since our data is privacy sensitive, we have classified the methods that expose it into two groups -ones that expose Personally Identifiable Information (PII) and ones that don't. As we can see from Table II , all methods that expose PII are HTTP POST methods, and require a JSON Web Token (JWT) for authentication. These are currently accessed from the phone apps, where we generate the JWT by authenticating with Google.
IV. EXPERIMENTAL RESULTS
Although users consented to our privacy policy [17] by downloading the apps from the app stores, they did not provide explicit consent to having their data used for research. So this paper will not include an analysis of the detected travel patterns.
A. Behavioral Evaluation
We were able to collect 7439 trip sections from 44 users in the San Francisco Bay Area for a period of roughly 3 months (2014-04-12 to 2014-07-18). Since the data collection was not part of an official study and participants were not paid, participants started and stopped collection at various times. We can infer user acceptance of the system by looking at the distribution of trip sections over time and across users ( Figure 5 ). We can see that the total number of sections detected was relatively constant, but the number of confirmed sections went down every month. Further, the distribution across users indicates that there were different responses -disengaged (uninstalled the app), tolerant (continued data collection but didn't bother to confirm), and engaged (confirmed trips religiously) (Figure 6 ). B. Mode inference 1) Feature and model selection: There are several potential sets of features and models that we can choose from. We used the scikit-learn [15] library to evaluate the use of various combinations of models and features. Based on the work done in [6] , we started with random forests as the model and explored various feature sets, and then we picked one feature set and validated the choice of model. We present a summary of our results here. For more details on the experimental evaluation of different models, please refer to the associated technical report [13] . Table III shows that while the accuracy of walk and bike modes is uniformly high, the addition of geospatial information doubled the accuracy of bus and train modes. Therefore, we select the G+A+B+L+T feature set with a decision tree model for our analysis.
V. CONCLUSION
We successfully built and evaluated a system to collect trip patterns for 44 users in the San Francisco Bay Area over 3 months. We are able to get accuracies of 60-95% in the automatic detecton of trip modes using a set of speed and spatial features modelled using a random forest. Displaying confidences with the trips allows users to focus on low confidence trips and reduces user burden. With the addition of some heuristics, we have built a system to perform aggregated analysis of travel patterns.
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