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1
Abstract
Non-stationarity of the rate or variance of events is a well-known problem in the
description and analysis of time series of events, such as neuronal spike trains. A multiple
filter test (MFT) for rate homogeneity has been proposed earlier that detects change points
on multiple time scales simultaneously. It is based on a filtered derivative approach, and
the rejection threshold derives from a Gaussian limit process L which is independent of
the point process parameters.
Here we extend the MFT to variance homogeneity of life times. When the rate is
constant, the MFT extends directly to the null hypothesis of constant variance. In the
presence of rate change points, we propose to incorporate estimates of these in the test for
variance homogeneity, using an adaptation of the test statistic. The resulting limit process
shows slight deviations from L that depend on unknown process parameters. However,
these deviations are small and do not considerably change the properties of the statistical
test. This allows practical application, e.g. to neuronal spike trains, which indicates
various profiles of rate and variance change points.
Keywords:
point process; changepoint detection; filtered derivative; multiscale; spike train; change in
variance; change in rate
1 Introduction
Motivation Non-stationarity of the rate or variance of events is a well-known problem in
the description and analysis of time series of events. For example, neuronal activity pat-
terns in spike trains are often analyzed with point process models (Dayan and Abbott, 2005;
Kass et al., 2005; Gru¨n and Rotter, 2010). As such analyses can be affected by changes in
process parameters, it is often necessary to use preprocessing steps that divide the processes
into sections with approximately constant parameters (Gru¨n et al., 2002; Schneider, 2008;
Staude et al., 2010; Quiroga-Lombard et al., 2013). These preprocessing steps use models
with step functions for the parameters and aim at detecting the points in time when the
parameters change, i.e., the change points.
For the detection of change points in the rate, several techniques have been developed,
e.g., Bertrand (2000); Lavielle and Moulines (2000); Bertrand et al. (2011); Horva´th et al.
(2008); Kirch and Muhsal (2014). Interesting multi scale methods have been proposed by
Fryzlewicz (2014); Matteson and James (2014); Messer et al. (2014); Frick et al. (2014). For
a general survey about change point methods we refer to the books Basseville and Nikiforov
(1993); Brodsky and Darkhovsky (1993); Cso¨rgo¨ and Horva´th (1997) or the review article of
Aue and Horva´th (2013).
Some of these techniques can also be applied to the detection of variance change points,
and other approaches to the analysis of variance homogeneity have been proposed by Hsu
(1977); Inclan (1993); Inclan and Tiao (1994); Chen and Gupta (1997); Whitcher et al. (2000);
Killick et al. (2010); Zhao et al. (2010); Noorossana and Heydari (2012); Killick et al. (2013);
Nam et al. (2015); Korkas and Fryzlewicz (2016). However, most available methods use spe-
cific assumptions on the underlying distribution, e.g., Gaussian sequences, or aim at de-
tecting at most one change point. In addition, they usually assume the rate to be con-
stant. Few applied approaches simultaneously deal with potential rate and variance changes
(Hawkins and Zamba, 2005; Rodionov, 2005). Recently, Dette et al. (2015) proposed a statis-
tical test for the null hypothesis of constant variance in the presence of a smoothly varying
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mean.
Here we aim at detecting both, rate and variance change points (see Figure 1) that may
occur in multiple time scales. To that end, we propose a two-step procedure that first tests
the null hypothesis of rate homogeneity in the potential presence of variance changes and
estimates change points in the rate if the null hypothesis is rejected. In the second step, we
test the null hypothesis of variance homogeneity and estimate variance change points. As
this step requires estimation of the underlying rate, we propose to plug in the estimated rate
change points derived in the first step. Our procedure is applicable to renewal processes with
a wide range of life time distributions. In our setting we are not restricted to the alternative
of at most one change-point and allow for change points in the rate such that the rate is given
by a step function.
Figure 1: A point process with non-stationary rate and variance profile.
The multiple filter test (MFT) The procedure builds on a recently proposed multiple
filter test (MFT) (Messer et al., 2014) and a corresponding algorithm (MFA). These were
originally designed for the detection of change points in the rate on different time scales in a
wide class of point processes which allows for a certain variability in the variance of the life
times and are thus considered suitable candidates for the first step of rate change detection
here. They will be modified in the second step to allow for the detection of variance changes.
The filtered derivative idea used in the MFT works as follows. Assume that each life time
ξi depends on a parameter ϑi of which change points are to be detected. For each time t,
compare the information about ϑ in the left and right window of size h denoted here by
Jle := J(t− h, t] and Jri := J(t, t+ h], using a scaled process G := (Gh,t)t with
Gh,t :=
Jri − Jle
sˆt
, (1)
where sˆ is an appropriate estimator for the standard deviation of the numerator under the
null hypothesis of no change point in ϑ. For example, Messer et al. (2014) use the numbers
of events in the left and right window in order to detect change points in the mean of the life
times. Under mild assumptions, the process G converges weakly under the null hypothesis to
a process L := (Lh,t)t given by
Lh,t :=
(Wt+h −Wt)− (Wt −Wt−h)√
2h
, (2)
for a standard Brownian motion (Wt)t≥0, if the window size h grows linearly with the total
time T . Note that the process L does not depend on the parameters of the point process.
While under the null hypothesis G fluctuates around zero, a change in ϑ at time t
should cause systematic deviations from zero. Therefore, a large temporal maximum Mh :=
maxt |Gh,t| indicates a change point in ϑ. Using a finite set of multiple windows H =
{h1, . . . , hk} ⊂ (0, T/2] simultaneously, the MFT allows for the detection of change points
on different time scales. The global maximum M of all processes (Gh,t)h∈H serves as a
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test statistic whose distribution can be approximated from the corresponding limit processes
(Lh,t)h∈H , i.e.,
M := max
h∈H
Mh = max
h∈H
max
t∈[h,T−h]
|Gh,t| ∼ max
h∈H
max
t∈[h,T−h]
|Lh,t|. (3)
By simulating these limit processes (Lh,t)h∈H as functionals of the same underlying Brownian
motion, the rejection threshold Q of the MFT can be obtained. We stress that the derivation
of the quantile Q works in two steps: First, we use that the maximum of all processes (Gh,t)t
over all windows h converges to the maximum of the limit processes (Lh,t)t over all windows
h, the latter being a functional of a standard Brownian motion and particularly independent
from parameters of the input spike train. Then, in a second step, we simulate Q as a quantile
of the limit law. (To the best of our knowledge, there is no closed formula expression for the
limit law where we could directly read Q from.) The main reason for this two step approach
is that it allows for the simultaneous application of multiple windows, which helps to improve
the detection of change points that appear on different time scales: small windows are more
sensitive to frequent change points, while larger windows have higher power and thus improve
the detection of parameter changes of smaller magnitude. The MFT yields comparable results
to other change point methods (for an example see Table 1 in Appendix A).
The MFT for variance changes – outline In order to perform the second step of change
point detection in the variance, we extend the MFT here, where now the relevant information
J in the process G from (1) is an estimator of σ2 (section 2.1),
Gh,t :=
σˆ2ri − σˆ2le
sˆt
, (4)
where sˆt denotes an estimator of the standard deviation of the numerator. Assuming first rate
homogeneity with i.i.d. life times, we show that under the null hypothesis of constant variance,
G converges weakly in Skorokhod topology to the same limit process L (eq. (2)) (section 2.2).
This enables to test for and estimate change points in the variance analogously to rate change
points, applying the modified process G from equation (4). We then deal with processes
that contain rate and variance changes by investigating the impact of one rate change point
on the limit behavior of G in section 2.3. Under the null of constant variance, the limit
process is a continuous, 2h-dependent zero-mean, unit-variance Gaussian process L˜ similar to
L (Theorem 2.4), with slight changes in the covariance structure in the neighborhood of a rate
change point. As the process L˜ depends on unknown point process parameters, we suggest to
use L to derive the rejection threshold of the test. This is supported by our theoretical and
simulation results.
The practical performance of the MFT and the corresponding MFA (Messer et al., 2014)
for the detection of variance change points is presented in section 3. Our simulations suggest
that the significance level of the MFT for variance changes is kept for a wide range of parameter
settings also in cases with additional rate changes. Further, the detection probability of
variance change points is barely affected by the necessity to estimate rate change points and
depends on the magnitude of the variance change as well as on the regularity of the process.
We present an example for the MFA on rate and variance change point detection and illustrate
the importance of including existing rate change points in the estimation of variance change
points. Finally, we use the MFA in section 4 to estimate rate and variance change points in
spike train recordings obtained in the substantia nigra of anaesthetized mice.
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2 The MFT for testing variance homogeneity
Here we derive the limit distribution of the filtered derivative process G when testing for
variance homogeneity. The rejection threshold of the statistical test can be obtained as de-
scribed in the introduction by simulation of the respective functional of the limit process. We
first define the notation and model assumptions. Section 2.1 then elaborates on the explicit
structure of G when testing for variance homogeneity. Limit results for G under constant rate
and under one change point in the rate are given in sections 2.2 and 2.3, respectively.
Throughout this paper we let Φ denote a point process on the positive line with events
S1, S2, . . . and life times (ξi)i≥1 with ξ1 = S1 and ξi = Si−Si−1, i = 2, 3, . . . First we define a
class R of renewal processes on the positive line with ξi ∈ L 4 (Definition 2.1). The models
with change points in the mean and/or variance considered here are then given as piecewise
elements of R (Definition 2.2).
Definition 2.1. (Renewal process) The class of point processes with i.i.d., a.s. positive life
times (ξi)i≥1 with ξ1 ∈ L 4 is called R.
A process Φ ∈ R whose life times have mean µ and variance σ2 and ν2 := Var((ξ1 − µ)2)
is therefore denoted by Φ(µ, σ2) := Φ(µ, σ2, ν2). The inverse of the mean, µ−1, is termed the
rate of Φ. A class of processes that are piecewise elements of R is used in order to introduce
rate and/or variance changes.
Definition 2.2. (Renewal process with change points in the mean or variance)
For T > 0 let C := {c1, . . . , ck} be a set of change points with 0 < c1 < . . . < ck < T . At time
t = 0 start k + 1 independent elements of R
Φ1
(
µ1, σ
2
1
)
, . . . ,Φk+1
(
µk+1, σ
2
k+1
)
, (5)
with (µi, σ
2
i ) 6= (µi+1, σ2i+1). Let c0 := 0, ck+1 := T and define
Φ :=
k+1⋃
j=1
Φj |(cj−1,cj ],
where Φj|(cj−1,cj ] denotes the restriction of Φj to the interval (cj−1, cj ].
The family of processes which derive according to Definition 2.2 is called M (see Figure
2 for an example). For Φ ∈ M , at each change point ci the rate and/or the variance changes,
such that the rate and variance constitute step functions.
Thus, we test the null hypothesis H0 : σ
2
1 = . . . = σ
2
k+1 against the alternative HA : ∃i, j :
σ2i 6= σ2j , where we allow for an unknown number of potential additional change points in
the rate that may or may not occur simultaneously with rate changes. Note that we require
the mean in order to estimate the variances (σˆ2ri, σˆ
2
le) and to derive the test statistic G. We
therefore first formulate the theory without explicit assumptions on the mean, letting µ(i)
denote the mean of each individual life time ξi. Later on we distinguish between the case
with constant mean and the case where the mean follows a step function, and we investigate
the behavior under estimation of µ(i).
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Figure 2: A realization of a process Φ according to Definition 2.2. Φ originates from two
processes Φ1(µ1, σ
2
1) and Φ2(µ2, σ
2
2) ∈ R. Each life time ξi has mean µ(i) and standard
deviation σ(i).
2.1 Filtered derivative approach for the variances
As explained in the introduction, we test the null hypothesis using a window size h > 0 and
the filtered derivative process from (4) for t ∈ τh := [h, T − h] defined as
Gh,t :=
σˆ2ri − σˆ2le
sˆt
if sˆt > 0 and Gh,t := 0 otherwise. The numerator is given by the standard variance estimators
(eq. (8)), and sˆt is a local estimator of the standard deviation of the numerator (eq. (9)). We
use the notation
Vi := (ξi − µ(i))2 (6)
with µ(i) := E[ξi], (σ
(i))2 := E[Vi] = Var(ξi) and (ν
(i))2 := Var(Vi) (Figure 2). In order to
include estimated rates, we use an estimator µˆ(i) of µ(i) and define the estimator of Vi as
Vˆi := (ξi − µˆ(i))2. (7)
As estimator µˆ(i) we later use a global estimator derived as the mean of all life times (Theo-
rem 2.3) or a local estimator derived between estimated change points (Theorem 2.4).
If Iˆle and Iˆri denote the sets of life times in (t− h, t] and (t, t+ h] which do not overlap a
rate change point, the standard variance estimators are given by
σˆ2le :=
1
|Iˆle|
∑
i∈Iˆle
Vˆi and σˆ
2
ri :=
1
|Iˆri|
∑
i∈Iˆri
Vˆi (8)
if |Iˆri|, |Iˆle| > 0 and zero otherwise. The estimator sˆ2t of Var(σˆ2ri − σˆ2le) in the denominator of
G is defined as
sˆ2t :=
νˆ2ri
h/µˆri
+
νˆ2le
h/µˆle
, (9)
where µˆri and µˆle are the means of the life times in Iˆri and Iˆle and the numerators are estimated
as
νˆ2le :=
1
|Iˆle|
∑
i∈Iˆle
(Vˆi − σˆ2le)2 and νˆ2ri :=
1
|Iˆri|
∑
i∈Iˆri
(Vˆi − σˆ2ri)2 (10)
for |Iˆle| > 0 and |Iˆri| > 0 and zero otherwise. This is motivated by the CLT
√
t/µ(σˆ2t −σ2) d−→
N(0, ν2) as t→∞, where σˆ2t denotes the empirical variance of all life times up to time t.
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2.2 Limit behaviour of Gh,t under a constant rate
If the mean of the life times is constant µ, one can show the following Theorem 2.3, which
allows application of the multiple filter approach. We use the extended filtered derivative
process G(n) := (G
(n)
h,t )t := (Gnh,nt)t from (4) where the window size and the time grow
linearly in n. Furthermore, we use the globally estimated mean µˆ := µˆnT := (1/NnT )
∑NnT
i=1 ξi
as estimator for each µ(i), where Nt denotes the number of events up to time t.
Theorem 2.3. Let T > 0 and h ∈ (0, T/2] be a window size. If Φ ∈ M with constant µ and
σ2 using the globally estimated mean µˆ we have in (D[h, T − h], dSK) for n→∞
G(n)
d−→ L,
with L as defined in (2).
For a proof see Appendix B.1. This assertion holds particularly for a constant and known
mean, i.e., if µˆ(i) = µ1 ∀i ≥ 1. Note that by extension of Theorem 2.3 one can analogously
test the null hypothesis of homogeneity of the k-th order moments mk := E[ξ
k
1 ] for every fixed
k assuming constant lower order moments.
2.3 Limit behavior of G with one rate change point
In this section we extend Theorem 2.3 allowing for one rate change point, while testing the
null hypothesis of variance homogeneity. Assuming a process with at most one rate change
point, the process G can be shown to converge against a limit process L˜ (Theorem 2.4), which
is, like L, a zero-mean 2h-dependent Gaussian process with unit variance. It differs from L
only in the covariance in the 3h-neighborhood of a change point c (see section 3.2 and Fig. 5
C,D).
Theorem 2.4. Let Φ(n) ∈ M (Def. 2.2) with at most one rate change and no variance change,
as follows. Let Φ1(µ1, σ
2
1 , ν1
2),Φ2(µ2, σ
2
2 , ν2
2) ∈ R with µ1 6= µ2, σ21 = σ22. For c ∈ (0, T ] and
n = 1, 2, . . . let
Φ(n) := Φ1|[0,nc] +Φ2|(nc,nT ], (11)
meaning that Φ(n) fulfills H0. Assume a consistent estimator cˆ of c with
|cˆ− c| = oP(1/n) (12)
where oP(·) is the small o-notation with respect to convergence in probability. Let G(n) be the
filtered derivative process associated with Φ(n) using the empirical means µˆcˆ1, µˆ
cˆ
2 estimated in
the intervals [0, cˆ) and [cˆ, T ]. Then with L˜ from (13), as n→∞, we have
G(n)
d−−→ L˜,
where
d−→ denotes weak convergence in the Skorokhod topology. The marginals L˜h,t of the
limit process L˜ equal L outside the h-neighborhood of c and are given by
L˜h,t =

Lh,t, |t− c| > h,√
(µriν2)
2/(µ2h2)(Wt+h−Wc)+
√
(µriν1)
2/(µ1h2)(Wc−Wt)−
√
µ1ν12/h2(Wt−Wt−h)
s
(1)
t
, t ∈ [c− h, c],
√
µ2ν22/h2(Wt+h−Wt)−
√
(µleν2)
2/(µ2h2)(Wt−Wc)−
√
(µleν1)
2/(µ1h2)(Wc−Wt−h)
s
(1)
t
, t ∈ (c, c+ h],
(13)
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for a standard Brownian motion (Wt)t≥0. The functions µri := µri,h,t, µle := µle,h,t are the
limits of the empirical means µˆri, µˆle and are given by µri,h,t := µ1 for t ≤ c− h, µri,h,t := µ2
for t > c and
µri,h,t :=
h
(c− t)/µ1 + (t+ h− c)/µ2 , (14)
for t ∈ (c − h, c] and analogously for µle. The true order of scaling
(
(s
(n)
t )
2
)
t∈τh
is defined
by 2ν1
2
nh/µ1
for t < c − h, by 2ν22nh/µ2 for t > c + h and for |t − c| ≤ h by the following linear
interpolation
(s
(n)
t )
2 := (s
(n)
h,t )
2 :=

1
n
(
µ1ν12
h +
(c−t)
h2µ1
(µriν1)
2 + (t+h−c)
h2µ2
(µriν2)
2
)
, if c− h ≤ t ≤ c
1
n
(
(c−(t−h))
h2µ1
(µleν1)
2 + (t−c)
h2µ2
(µleν2)
2 + µ2ν2
2
h
)
, if c < t ≤ c+ h.
(15)
The proof of Theorem 2.4 can be found in Appendix B.2. Note that analogous results
hold if there are several rate change points with pairwise distances each larger than 2h. Fur-
thermore, note that the proof of Theorem 2.4 is based on a FCLT and a consistent estimator
of st. Therefore the result can be shown not only for renewal processes but also for a subclass
of renewal processes with varying variance (RPVV) as introduced in Messer et al. (2014).
As the marginals of L and L˜ differ only in the h-neighborhood of c and both processes are
2h-dependent, their covariance structures differ in the 3h-neighbourhood of the rate change
point c. Our simulations in section 3.2 suggest that the differences between L and L˜ are
typically small with respect to the 95%-quantile of their absolute maxima. We therefore
suggest to use the parameter independent limit process L also in the situation of potential
rate change points for the derivation of the rejection threshold in the statistical test. The
simulations in section 3 suggest that the MFT using L instead of L˜ keeps the asymptotic
significance level for most combinations of µ and σ even for the case of multiple unknown
rate change points.
3 Change point detection and evaluation in simulations
As the MFT is an asymptotic method, we investigate here the empirical significance level in
simulations. Section 3.1 assumes a constant rate, and section 3.2 investigates the behavior for
an unknown number of unknown change points in the rate. Section 3.3 evaluates the detection
probability of variance change points in different simulation settings thereby showing the
importance of including estimated rate change points and the dependence of the detection
probability on the magnitude of changes and on the regularity of processes.
3.1 Global rate
Figure 3 A shows the empirical significance level of the MFT applied to processes with indepen-
dent and Gamma-distributed life times with mean µ and standard deviation σ. The global em-
pirical mean of the life times is used as an estimator for µ. As discussed in Messer et al. (2014),
the minimal window should be large enough such that a sufficiently high number of events can
be observed. For change points in the rate, the minimal window should contain at least about
100-150 events (see Messer et al., 2014). For variance change points, the minimal window
should be slightly larger. We use here the window set H = {150, 250, 500, 750, 1000, 1250} · µ,
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where the minimal window size increases linearly with the mean life time. As indicated in the
figure, the test keeps the asymptotic significance level of 5% for a wide range of parameter
combinations and not too irregular processes (i.e., σ < 4µ).
In the following section, the significance level of the MFT is investigated for a set of
multiple unknown change points, implying also an unknown rate profile.
0.0 0.1 0.2 0.3 0.4 0.5
0.0
0.2
0.4
0.6
0.8
1.0
A Constant rate
µ
σ
0.02
0.1
0.2
0.6
1.0
0.4
0.8
0.0 0.1 0.2 0.3 0.4 0.5
0.0
0.2
0.4
0.6
0.8
1.0
B Variable rate
µ
σ
0 500 1000 1500 2000
0.8µ
1.0µ
1.2µ
1.6µ
process
Φ2
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C
Figure 3: Simulated rejection probability of the MFT for processes with i.i.d. Gamma-
distributed life times (T = 2000, H = {150, 250, 500, 750, 1000, 1250} · µ, 5000 simulations)
(A) Constant unknown mean estimated by the global empirical mean. (B) The rate profile
is given by a random change point model. For each simulation, a new rate profile is realized
as exemplarily depicted in (C). The means and all change points are estimated using the
MFA from Messer et al. (2014). (C) Process Φ used in the simulations in (B) is a piecewise
composition of four renewal processes Φ1, . . . ,Φ4 with Gamma-distributed life times with
parameters (µ1, µ2, µ3, µ4) = (µ, 0.8µ, 1.2µ, 1.6µ). Waiting times between rate change points
are uniformly distributed on [0, 800]. At odd valued change points Φ jumps from Φ1 to a
randomly drawn other process, jumping back at even valued change points.
3.2 Inhomogeneous rate
In order to investigate the significance level of the MFT in the case of multiple unknown
rate change points, we first need to estimate the number and location of the rate change
points. To this end, we apply here the multiple filter algorithm (MFA) for the rate proposed
in Messer et al. (2014). After estimation of the rate change points, we include the estimated
rates into the variance estimation in order to test the null hypothesis of variance homogeneity.
When this null hypothesis is rejected, the MFA procedure can be extended to estimate the
variance change points. In section 3.2.1, we summarize the idea of the MFA and its two-
step application for the detection of rate and variance change points. Section 3.2.2 will be
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concerned with investigating its significance level in simulations with multiple change points
in the rate.
3.2.1 The two-step MFA for the detection of rate and variance change points
In a nutshell, the MFA works as follows. In case of rejection of the null hypothesis, change
points are detected using the individual windows. For each window, we successively identify
the maxima of the filtered derivative process and exclude their h-neighborhoods. In order to
combine change points detected by different windows, change points are added successively
starting with the smallest windows. We then successively include only change points whose
h-neighborhood does not contain already detected change points. For more details on the
MFA compare Messer et al. (2014).
We suggest to apply the MFA first for the estimation of rate change points. Second, we
include the estimated rates into the variance estimation (eq. (8)). This sequential MFA is
illustrated in Figure 4 in a simulated point process with two rate and two variance change
points. In panels B and D-H the estimated variance fits well if the inhomogeneous rates are
included in the estimation. Panels A and C also indicate that neglecting the rate change
points and thus estimating a constant rate results in erroneous estimation of the rate and
the variance profile. This is because the applied test statistic uses the wrong global mean
(eq. (7)).
Note that this procedure requires consistency of the estimated rate (Theorem 2.4). Al-
though this has not been shown for the MFA, our simulation results suggest good performance
(see section 3.2.2). In addition, note that in the second step of the sequential procedure, i.e.,
the detection of variance changes, the limit process L˜ required to set the rejection threshold
Q differs from L. However, as L˜ depends on unknown process parameters, we argue here
that one can replace L˜ by L because the mean and variance of the two Gaussian processes
are identical. Differences occur only in the covariance function Σhu,v := Cov(Lh,u, Lh,u+v) in
the 3h-neighborhood of a change point and are typically small (Figure 5 A, C), particularly
for small σ/µ and small rate changes. For higher changes in the mean and higher σ/µ, larger
differences can be observed between L and L˜ (panel B, D), but their 95%-quantiles Q and Q˜
remain close together. Also in larger simulations with different rate changes up to a factor of
six, Q ranged between the 94.5%- and the 95.1%-quantile of maxh,t |L˜h,t| (data not shown).
3.2.2 Significance level under rate inhomogeneity
In order to investigate the empirical significance level of the MFT for variance changes under
an unknown set of unknown change points estimated with the rate MFA, we use a random rate
change point model with rate changes of different height and at different time scales (Figure 3
C). The empirical significance level of the resulting MFT derived in 5000 simulations is plotted
in Figure 3 B as a function of the mean µ1 of the process Φ1 and the standard deviation σ.
Compared to the situation with constant rate (Figure 3 A), a higher type I error is observed
as the rate MFA can usually not correctly estimate all rate change points, which affects the
MFT for variance changes (Figure 4 C). The parameter region with empirical significance
level > 5% is larger than under rate homogeneity, including also parameter combinations
with high mean and small variance. This suggests that if the average variance is not too large
or too small compared to the mean, the smallest window in the MFT for variance changes
should contain at least about 150 events.
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Figure 4: Application of the sequential MFA for estimation of rate and variance change
points in a simulated point process on (0, 2000] with rate change points c1 = 430, c3 = 1060
and variance change points c2 = 630, c4 = 1490. All life times were Gamma-distributed
with (µ, σ2) equalling (0.25, 0.03) in (0, c1],(0.35, 0.03) in (c1, c2], (0.35, 0.0216) in (c2, c3],
(0.45, 0.0216) in (c3, c4] and (0.45, 0.0357) in (c4, 2000]. (A, C) Neglecting rate inhomogeneity
in the variance estimation yields erroneous results. Estimated rate (blue) and variance (red),
and true profiles (darkblue, darkred). (B, D) The rate change points are estimated and
included in the variance estimation. (E, F) Rate MFA. (G, H) Variance MFA. Colored
curves show the (|Gh,t|)-processes colored by window size indicated on the right. Dashed line
indicates simulated threshold Q, estimated change points are marked by diamonds. Dashed
blue and red lines show the estimated rate and variance profiles, solid lines indicate the true
parameter values.
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Figure 5: Comparison of the processes L and L˜ in the neighborhood of a rate change point
at c = T/2 (T = 2000) for processes with small σ/µ and small rate change (A,C) and larger
σ/µ and larger rate change (B,D). A, B: Realizations of |L| (red) and |L˜| (blue), derived from
the same Brownian motion. Outside the h-neighborhood of the change point, the marginals
coincide. The 95%-quantiles Q and Q˜ of the absolute maxima of L and L˜ (estimated in
10000 simulations) are indicated by dashed and dotted lines. C, D: The estimated empirical
covariance functions Σˆhc,v of L (red) and L˜ (blue) at the change point c for one window
size h = 100 estimated in 10000 simulations for the parameters given in A, B, respectively.
Parameters for A, C: µ1 = 0.1, µ2 = 0.15, σ1 = σ2 = 0.1. Parameters for B, D: µ1 = 0.1, µ2 =
0.5, σ1 = σ2 = 0.5.
3.3 Detection probability of variance change points
Here we investigate the empirical detection probability of variance change points in simula-
tions, considering cases with homogeneous and with inhomogeneous rate. First, we recom-
mend to always perform the two-step procedure of estimating rate change points first and
then using these for the analysis of variance homogeneity and estimation of variance change
points. This is because in practice, information about rate homogeneity is usually not given,
and falsely assuming rate homogeneity can largely affect the analysis of variance homogeneity.
As shown in Figure 6 B, rate change points can be falsely identified as variance changes points,
while the detection probability of true variance change points can dramatically decrease.
Using this two-step procedure raises the question of whether the rate-MFT in the first
step is applicable in the presence of variance change points. Indeed, one can show that the
impact of variance change points on the performance of the rate-MFT is practically negligible
(for details see Messer and Schneider, 2016, Corollary 3.4). The reason is that if only the
variance changes but not the rate, the associated filtered derivative process for the rate still
converges to a zero-mean unit-variance 2h-dependent Gaussian process, and the change in
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the variance affects only the local covariance structure of the limit process.
Second, the MFT for variance changes shows a considerably high detection probability
(Figure 6 D). In accordance with common neurophysiological models, we simulated Gamma-
distributed life times and call processes with life time distributions with a coefficient of varia-
tion (CV =
√
Var(ξ)/E(ξ)) of up to 0.5 regular, while processes with CV= 1 (e.g., a Poisson
process) are called irregular, and processes with CV> 1 very irregular. In regular and mildly
irregular cases, a variance change factor of only 1.5 already had a considerable detection prob-
ability of 50% in the worst case, increasing quickly to detection probabilities close to 100% for
a change factor of 2 (cmp. e.g., Eckley et al., 2010; Killick et al., 2010). Only for extremely
irregular cases, detection probability increased more slowly, reaching a detection probability
of about 75% at a change factor of 3.
Finally the proposed two-step procedure showed high performance in random change point
models with multiple rate and variance changes. Figure 6 E shows the percentage of correctly
detected variance change points for different parameter combinations, where a change point
is called correctly detected if it is contained in a neighborhood of at most 15 time units of
an estimated change point. Figure 6 E also shows that the detection probability of variance
change points was not strongly affected by the necessity to estimate inhomogeneous rate
profiles if estimated rate change points were included in the procedure. The percentage of
correctly detected change points in simulations with unknown (dark blue) and known (light
blue) inhomogeneous rate profiles were highly comparable. This is because rate changes that
fail to be detected are typically too small to considerably affect the second step of estimating
variance change points. All simulations were based on i.i.d. Gamma-distributed life times, and
similar results were also obtained with lognormally distributed life times (data not shown).
In summary, our simulations suggest good performance and practical applicability of the
proposed two-step procedure of first detecting rate changes and then incorporating these
estimates in the detection of variance change points. The significance level was kept for
typical parameter constellations, and detection probability of variance change points was
high even in the presence of multiple rate changes, as often observed in empirical data sets.
This allows the analysis of empirical point processes with multiple rate and variance changes
as illustrated in section 4.
4 Application to spike train recordings
In order to illustrate practical application of the proposed method, we analyze 72 empirical
spike train recordings of durations between 540 and 900 seconds which were reported partly
in Schiemann et al. (2012) and analyzed for rate homogeneity in Messer et al. (2014). As the
mean firing rate was about 6 Hz, the window set HR := {25, 50, 75, 100, 125, 150} was used
there, and rate change points were estimated with the MFA. Here, we use these estimates
of rate change points to analyze changes in the variance of inter spike intervals. In order
to ensure about 150 events in the smallest window (see section 3.2), we chose a window set
HV = HR. The significance level was set to α = 5%.
In 36 out of all 72 spike trains the null hypothesis of variance homogeneity was rejected,
and in 22 spike trains more than one variance change point was detected. In 11 cases, different
change points were detected by different window sizes. The mean rate of detected variance
change points was about 0.1 per minute. To measure the strength of a detected variance
change we used the absolute difference of the estimated variances |σˆ21− σˆ22 | normed with their
13
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Figure 6: Detection probability of variance change points, using T = 2000, α = 5% and
H = {150, 250, 500, 750, 1000, 1250} · µ throughout. A: Rate and variance profile of the
Gamma processes used in B and C. B: Locations of estimated variance change points when
the rate is assumed constant and estimated globally. For illustration, estimated change points
closer to the (falsely detected) rate change point are colored in red, change point estimates
closer to the variance change point are colored in green. C: Locations of estimated variance
change points when the MFA for rate change detection is included as a first step. Colors as
in B. D: Test power of the MFT for variance homogeneity for Gamma processes with con-
stant mean µ = 0.4 and one variance change point at c = 1000 where the variance changes
from σ1 ∈ {0.2, 0.4, 0.6} (cmp. colors) to σ22. E: Relative frequency of correctly detected vari-
ance change points in a random change point model for known inhomogeneous rates (light
blue) and estimated inhomogeneous rates (dark blue). Rate and variance changes occur ran-
domly with distances uniformly distributed on [90, 770]. At odd valued change points, the
rate, the variance or both parameters change, each with probability one third. The variance
changes uniformly from σ2 to one of (3σ2, 4σ2, 5σ2), and the rate changes uniformly to one
of (0.4µ, 0.8µ, 1.2µ, 1.6µ), switching back to the original parameters (µ, σ2) at even valued
change points. 5000 simulations per data point.
mean 0.5(σˆ21 + σˆ
2
2). This strength ranged between 0.02 − 1.96. The detected variance ratios
of changes ranged between 1.02 − 94%, where 53.6% were below 2 and even 82.9% below 3.
Thus, a majority of detected variance changes showed variance ratios smaller than 3 or even 2,
which indicates a high sensitivity of the proposed method also to comparably small variance
changes.
Combined with the results of the rate change point detection, both null hypotheses of rate
and variance homogeneity were rejected in about 50% of all spike trains (35 out of 72). For 27
spike trains, only rate homogeneity was rejected, in one spike train only variance homogeneity
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was rejected, and for 9 spike trains, neither null hypothesis was rejected.
Figure 7 illustrates two spike train analyses with multiple rate and variance change points
in which visual impression corresponds closely with the rate and variance profiles estimated
by the algorithm. In the first example the rate only changes slightly while the variance shows
six strong changes. In the second example, estimated rate and variance change points occur
interestingly close to each other.
These findings stress that spike trains can show highly variable firing patterns, including a
number of changes not only in the firing rate but also in the variability of inter spike intervals.
Therefore, their detection prior to further analysis is strongly recommended when statistical
analyses are sensitive to parameter changes.
5 Summary and Discussion
In this paper we have extended a multiple filter test (MFT) that has been proposed in
Messer et al. (2014) and that aims at testing the null hypothesis of rate stationarity in renewal
processes and to detect rate change points on multiple time scales. The rejection threshold
of the test is derived from a Gaussian process L, which emerges as the limit of the filtered
derivative process G under stationarity and is independent of the point process parameters.
By replacing the number of events in G by the variance of life times, we analyze here
homogeneity of the variance of the life times. In the presence of rate change points, the
process G deviates from zero in expectation in the neighborhood of the rate change point if
G is not adjusted for the rate change. This may lead to false interpretation of a rate change
point as a variance change point. Therefore we propose an adaptation of the process G that
corrects for this deviation by taking into account the rate change. The resulting limit process
L˜ of G vanishes in expectation in the neighborhood of a change point, but its covariance
shows slightly different properties from L, and these differences depend on unknown process
parameters.
In practice, we propose to estimate the rate change points first by procedures that allow
for potential variance changes (e.g., the MFT for renewal processes with varying variance,
Messer et al., 2014). One can then incorporate these estimates in the statistical test for
variance homogeneity. This is important in order to prevent false detection of rate change
points as variance change points. As L˜ depends on unknown process parameters, we use the
process L instead to compute asymptotic rejection thresholds. Our simulations suggest that
the deviations between the limit processes tend to be small for a wide range of parameter
values and that the use of L does in these cases not considerably change the properties of
the statistical test. In simulations of point processes with constant variance and random rate
change points the asymptotic significance level was kept if the smallest window was chosen
sufficiently large. In addition, the simulations suggest that the detection of simulated variance
change points is hardly affected by the necessity to estimate potential rate change points.
In summary, we have extended a statistical test for the null hypothesis of rate homogeneity
to the analysis of variance homogeneity in renewal processes with a wide range of life time
distributions. In addition, an algorithm is described that aims at detecting an unknown
number of rate and variance change points that may occur at multiple time scales. When
applying the procedure to empirical spike trains, both null hypotheses of constant rate and
constant variance were rejected in the majority of cases, and multiple rate and variance change
points were estimated. This suggests that the proposed method can be helpful for change
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Figure 7: Application of the rate and variance MFT to two spike train recordings; HR =
HV = {25, 50, 75, 100, 125, 150}, α = 5%. (A), (C), (F) and (H) the processes G. The window
sizes are color coded (legend on the upper right), and the dashed line indicates the asymptotic
rejection threshold Q. Diamonds mark the detected change points. In the first spike train
(A-E) one rate and six variance change points are detected with four different windows. In
the second spike train (F-J) one window detected three rate and three variance change points.
(B) and (G) Rate histograms of the spike trains with estimated rates (black). (D) and (I)
Variance histograms with estimated variances. (E) and (J) Parts of the spike trains with
marked variance change points.
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point estimation and segmentation of empirical processes such as neuronal spike trains. It can
thus be used as a means for signal detection or as a preprocessing step to statistical analyses
that are sensitive to rate or variance changes.
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A Comparison of detection methods for change points in the
mean
As mentioned in the introduction, the MFT is comparable to other change point methods.
As an example, we show here a comparison to the penalized least squares (PLS) method
proposed by Lavielle and Moulines (2000) (Table 1). To allow for a comparison, the MFT
is adjusted to sequences of random variables, and we test for changes in their mean. First
(A), we simulated time series of 1000 normally distributed random variables with variance
σ2 = 1 and µ1 = 2, µ2 = 0, µ3 = 1 with change points c1 = 250, c2 = 500. This setting is
comparable to the one in Lavielle and Moulines (2000) but assumes independence according
to the assumptions of the present MFT (for an MFT extension to weak dependencies compare
Messer et al., 2016). Second (B), we applied a random change point model. We simulated
1000 normally distributed random variables with mean µ2 = 0 and µ1 ∼ µ3 ∼ Unif(0.4, 2).
The positions of the two change points were drawn uniformly without replacement out of
{101, 102, . . . , 900} with a minimum distance of 100 between the change points. Both pro-
cedures yielded comparable mean absolute deviations of the estimated and the true change
point locations (A: 2.5 (MFT) and 4.7 (PLS); B: 5.4 (MFT) and 5.7 (PLS).
A deterministic CPs
method 1 CP 2 CPs 3 CPs
MFT 0% 99 % 1%
PLS 0% 100 % 0%
B random CPs
method 1 CP 2 CPs 3 CPs
MFT 3.6% 95.4 % 1.0%
PLS 3.0% 94.9 % 2.1%
Table 1: Comparison of the adjusted MFT and PLS to detect changes in the mean. 1000
simulations with two CPs were performed for each scenario, and the percentage of simulations
with one, two or three detected CPs are indicated. Throughout the simulations, the adjusted
MFT used the window set H = {100, 200, 300, 400}. For PLS we used the penalty terms
βn = log(1000) in A and βn = 0.5 log(1000) in B.
B Proofs of Theorems
The proof of Theorem 2.3 in section B.1 uses the Anscombe-Donsker-Theorem and the con-
sistency of the estimator sˆ2. In section B.2, we prove Theorem 2.4 basically using the same
ideas as for the proof of Theorem 2.3.
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Throughout the Appendix we use the following notation. For τ > 0 we denote the set of all
ca`dla`g functions on [0, τ ] by D[0, τ ]. d||·|| serves as abbreviation for the metric induced by the
supremum norm. The Skorokhod metric on D[0, τ ] is abbreviated by dSK . We use D[0,∞)
andD[τh] with the Skorokhod metric. Note the fact that convergence in (D[0,∞), d||·||) implies
convergence in (D[0,∞), dSK). Furthermore, for an a.s. constant stochastic process in D[τh]
with value c we abbreviate the process (c)t∈τh with c. Note that uniform a.s. convergence
interchanges with sums in general and with products if the limits are constant. For a point
process Φ with events (Si)i≥1 the corresponding counting process (Nt)t≥0 is defined as
Nt := max{i ≥ 1|Si ≤ t}, t ≥ 0,
with the convention max ∅ := 0. We specify the sets of indices
Iˆle := {Nn(t−h) + 2, Nn(t−h) + 3, . . . , Nnt} and Iˆri := {Nnt + 2, Nnt + 3, . . . , Nn(t+h)}.
B.1 Proof of Theorem 2.3
The main ingredients for the proof of weak convergence of the filtered derivative process
G
(n)
t =
1
sˆ
(n)
t
 1
Nn(t+h) −Nnt − 1
Nn(t+h)∑
i=Nnt+2
Vˆi − 1
Nnt −Nn(t−h) − 1
Nnt∑
i=Nn(t−h)+2
Vˆi

in Theorem 2.4 are the Donsker-Anscombe-Theorem and continuous mapping. In step 1 we
assume a known mean µ and a known s and thus use an auxiliary process Γ(n) defined as
follows
Γ
(n)
t := Γ
(n)
ri,t − Γ(n)le,t :=
1
s
(n)
t
 1
Nn(t+h) −Nnt − 1
Nn(t+h)∑
i=Nnt+2
Vi − 1
Nnt −Nn(t−h) − 1
Nnt∑
i=Nn(t−h)+2
Vi
 .
We show that in (D[h, T − h]×D[h, T − h], dSK ⊗ dSK) it holds as n→∞((
Γ
(n)
ri,t
)
t∈τh
,
(
Γ
(n)
le,t
)
t∈τh
)
d−→
((
Wt+h −Wt√
2h
)
t∈τh
,
(
Wt −Wt−h√
2h
)
t∈τh
)
(16)
which yields Γ(n)
d−→ L.
In step 2 the true mean µ is replaced by the estimated global mean µˆ and s is replaced by sˆ
thereby showing that G(n)
d−→ L holds true.
Step 1: weak process convergence for known parameters
Recall Vi = (ξi−µ)2 for the life times (ξi)i≥1 of a point process Φ with a known mean µ. We
apply a FCLT for randomly stopped processes (Anscombe-Donsker version) to the process
defined by
Y
(n)
t :=
1
ν
√
n
Nnt∑
i=1
(Vi − E[V1]). (17)
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SinceNt/t→ 1/µ a.s. as n→∞, it follows that in (D[0,∞), dSK) it holds (√µY (n)t )t d−→ (Wt)t,
see e.g, Gut (1987). Here, W denotes a standard Brownian motion. Let ϕ : (D[0,∞), dSK)→
(D[h, T − h]×D[h, T − h], dSK ⊗ dSK) be defined by
(f(t))t≥0
ϕ7−→
((
(f(t+ h)− f(t))√
2h
)
t∈τh
,
(
(f(t)− f(t− h))√
2h
)
t∈τh
)
.
This function is continuous. Mapping
√
µY (n) via ϕ, the first component is given by
√ µ
2nhν2
 Nn(t+h)∑
i=Nnt+1
Vi
− (Nn(t+h) −Nnt)E[V1]

t∈τh
d−→
(
Wt+h −Wt√
2h
)
t∈τh
. (18)
Now in (D[h, T − h], dSK) it holds almost surely that (Nn(t+h) − Nnt − 1)t ∼ (nh/µ)t as
n→∞, see Lemma A.3.2 in Messer et al. (2014). Thus by Slutsky’s theorem,
(Γ
(n)
ri,t)t∈τh
d−→
(
Wt+h −Wt√
2h
)
t∈τh
(here, we also omitted one summand i = Nnt+1, i.e., a term of order oa.s.(1)). By exchanging
t with t− h and t+ h with t, we obtain the convergence for Γ(n)le , which refers to the second
component of ϕ(
√
µY (n)). Thus, we obtain (16). This implies Γ(n)
d−→ L in (D[h, T −h], dSK)
as n→∞ by continuous mapping which is the assertion for a known mean µ. Note that the
expectation E[V1] vanishes, since it appears in both summands.
Step 2: replacement of parameters by their estimators
In a second step we use the estimated mean µˆnT . We show that for
Yˆ
(n)
t :=
1
ν
√
n
Nnt∑
i=1
(Vˆi − E[V1])
in (D[0,∞), dSK) we also obtain
(
√
µYˆ
(n)
t )t∈[0,T ]
d−→ (Wt)t∈[0,T ]. (19)
Thus, the same arguments as in step 1 can be applied to show the assertion G(n) −→ L.
Additionally, by Slutsky’s theorem and Corollary B.2 (given below), we can exchange the
factor (nh/2µν2)1/2 with the estimator 1/sˆ(nt, nh) with the convergence holding true.
To show (19), we rewrite Yˆ
(n)
t = Y
(n)
t +R
(n)
t , with R given by
R
(n)
t :=
Nnt
ν
√
n
[
(µˆnT − µˆnt)2 − (µˆnt − µ)2
]
.
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This decomposition holds true since
Nnt∑
i=1
Vˆi =
Nnt∑
i=1
(ξi − µˆnT )2 =
Nnt∑
i=1
ξ2i − 2µˆnT
Nnt∑
i=1
ξi +NnT µˆ
2
nT
=
Nnt∑
i=1
(ξi − µ)2 + 2(µ − µˆnT )
Nnt∑
i=1
ξi +Nnt(µˆ
2
nT − µ2)
=
Nnt∑
i=1
Vi +Nnt
[
(µˆnT − µˆnt)2 − (µˆnt − µ)2
]
.
We now show that in (D[0, T ], d||·||) the remainder R → 0 in probability as n → ∞. Then,
the convergence in (19) follows by Slutsky’s theorem.
It suffices to show that supt∈[0,T ]R
(n)
t vanishes in probability. Recall σ
2 = Var(ξ1) and set
Z
(n)
t :=
√
µ
σ
√
n
Nnt∑
i=1
(ξi − E[ξi]) =
√
µNnt
σ
√
n
(µˆnt − µ).
Then, by Donsker-Anscombe theorem we find in (D[0, T ], dSK) that (Z
(n)
t )t∈[0,T ] → (Wt)t∈[0,T ]
weakly as n → ∞, such that supt∈[0,T ] Z(n)t → supt∈[0,T ]Wt weakly. Now, we first focus on
the second summand of R
(n)
t and show that its square root vanishes
sup
t∈[0,T ]
[(
Nnt
ν
√
n
)1/2
(µˆnt − µ)
]
= sup
t∈[0,T ]
[(
nσ4
(µνNnt)2
)1/4
Z
(n)
t
]
P−→ 0,
as n→∞. This holds true since in (D[0, T ], dSK) it holds almost surely that (Nnt)t ∼ (nt/µ)t
as n →∞, compare e.g., Lemma A.3.2 in Messer et al. (2014). Thus, the first factor within
the supreme itself vanishes such that the entire expression tends to zero. By continuous
mapping theorem, this holds true for the squared expression, such that the second summand
in R
(n)
t uniformly tends to zero in probability. For the first summand in R
(n)
t , we decompose
(µˆnT − µˆnt) = (µˆnT −µ)−(µˆnt−µ) and apply the same argument as before to both summands.
As a result R uniformly vanishes in probability. ✷
Now, we state the consistency of the variance estimator sˆ in Corollary B.2.
Lemma B.1. Let Φ be an element of R with ν2 = Var((ξ1−µ)2). Let T > 0, h ∈ (0, T/2] and
νˆ2
ri
and νˆ2
le
be defined as in (10) using the estimated global mean µˆ(i) = µˆnT = (1/NnT )
∑NnT
i=1 ξi.
Then it holds in (D[h, T − h], d||·||)) almost surely as n→∞ that
(νˆ2ri)t∈τh −→ (ν2)t∈τh and (νˆ2le)t∈τh −→ (ν2)t∈τh . (20)
Proof: For a known mean µ, i.e., Vi instead of Vˆi convergences (20) are shown using the
same techniques as for the consistencies of (µˆ)t and (σˆ
2)t in Messer et al. (2014). A complete
proof can be found in Albert (2014). The extension to the estimated global mean µˆnT follows
from the strong consistency µˆnT → µ a.s. as n → ∞ (see e.g., Messer et al. (2014)) and by
standard application of Slutsky’s theorem. ✷
Lemma B.1 directly implies the consistency of the variance estimator sˆ2.
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Corollary B.2. Let Φ ∈ R with ν2 = Var((ξ1−µ)2). Let T > 0, h ∈ (0, T/2] and sˆ2(t, h) be
defined as in (9). Then it holds in (D[τh], d||·||) almost surely as n→∞ that
(
n sˆ2(nt, nh)
)
t∈τh −→
(
2ν2
h/µ
)
t∈τh
Proof: This follows from Lemma B.1 by application of Slutsky’s theorem. ✷
B.2 Proof of Theorem 2.4
For the proof of weak convergence of the filtered derivative process in Theorem 2.4, we use
again the Donsker-Ascombe-Theorem and continuous mapping. In addition to the previous
proof, a change point in the rate requires separate considerations for different intervals in the
neighborhood of a change point. These are different for the right and left window and there-
fore, we define auxiliary processes that correspond to the right and left window, respectively.
Like in the proof of Theorem 2.3 we first assume known process parameters and use the
modified filtered derivative process Γ
Γ
(n)
t = Γ
(n)
ri,t − Γ(n)le,t. (21)
The latter terms are given by Γ
(n)
ri =
1
Nn(t+h)−Nnt−1


Nn(t+h)∑
i=Nnt+2
(ξi−µ1)2

−σ2
s
(n)
t
, if t < c− h,
1
Nn(t+h)−Nnt−1

 Nnc∑
i=Nnt+2
(ξi−µ1)2+
Nn(t+h)∑
i=Nnc+2
(ξi−µ2)2

−σ2
s
(n)
t
, if c− h ≤ t < c,
1
Nn(t+h)−Nnt−1


Nn(t+h)∑
i=Nnt+2
(ξi−µ2)2

−σ2
s
(n)
t
, if t ≥ c,
(22)
and analogously for Γ
(n)
le . Analogously, we decompose the limit process L˜ri − L˜le ∼ L˜, where
∼ denotes equality in distribution. With (W1,t)t≥0 and (W2,t)t≥0 independent standard Brow-
nian motions the latter terms are given by L˜ri := L˜ri,h,t =
(W1,t+h−W1,t)√
2h
, if t < c− h,√
µ2ri,tν
2
2/(h
2µ2)(W2,t+h−W2,c)+
√
µ2ri,tν
2
1/(h
2µ1)(W1,c−W1,t)
s
(1)
t
, if c− h ≤ t < c,
√
µ2ν22/h
2(W2,t+h−W2,t)
s
(1)
t
, if t ≥ c,
(23)
and analogously for L˜le. The first step of the proof (see step 1 below) will be to show
convergence of the processes
Γ˜
(n)
ri :=
(
Nn(t+h) −Nnt − 1
nh/µri
)
t
· Γ(n)ri (24)
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and Γ˜le against
(
L˜ri, L˜le
)
using the Donsker-Ascombe-Theorem and continuous mapping.
With Lemma B.3, we can then conclude(
Γ
(n)
ri ,Γ
(n)
le
)
d−→
(
L˜ri, L˜le
)
, (25)
and using continuous mapping again yields for t ∈ τh
Γ(n) = Γ
(n)
ri − Γ(n)le
d−→ L˜ri − L˜le ∼ L˜. (26)
In step two of the proof, we first replace the true means µ1, µ2 in the numerator by their
estimators to define the process Γˆ(n) and show
Γˆ(n) − Γ˜(n) P−→ (0)t. (27)
Then, we use Lemma B.4 to substitute the scaling s
(1)
t used in Γˆ by the estimator sˆ
(n)
t in
order to prove the assertion.
Step 1: Proof of (
Γ˜
(n)
ri , Γ˜
(n)
le
)
d−→
(
L˜ri, L˜le
)
. (28)
Let (ξ1,i)i≥1, (ξ2,i)i≥1 and (ξi)i≥1 denote the sequences of life times that correspond to Φ1, Φ2
and to the compound process Φ, respectively. Analogously, let (N1,t)t≥0, (N2,t)t≥0 and (Nt)t≥0
denote the counting processes that correspond to Φ1, Φ2 and to Φ. We use the abbreviated
notation
Vj,i := (ξj,i − µj)2
for the individual processes Φj, j = 1, 2. According to the Anscombe-Donsker-Theorem we
observe in (D[0,∞), dSK) as n→∞
(
Z
(n)
j,t
)
t≥0
:=
 1
νj
√
n
µj
Nj,nt∑
i=1
(Vj,i − E[Vj,i])

t≥0
d−→ (Wj,t)t≥0.
Using a different scaling it holds in (D[0,∞), dSK ) as n→∞
(
Z˜
(n)
j,t
)
t≥0
:=
√ ν2j
nh2µj
1
s
(n)
t
Z
(n)
j,t

t≥0
d−→
√ ν2j
h2µj
1
s
(1)
t
Wj,t

t≥0
(29)
because (
√
ν2j /(nh
2µj)/s
(n)
t ))t is continuous in t and does not depend on n. As Φ1 and Φ2 are
independent, we also obtain joint convergence in (D[0,∞) ×D[0,∞), dSK ⊗ dSK) as n→∞
((
Z˜
(n)
1,t
)
t≥0
,
(
Z˜
(n)
2,t
)
t≥0
)
d−→
√ ν21
h2µ1
1
s
(1)
t
W1,t

t≥0
,
√ ν22
h2µ2
1
s
(1)
t
W2,t

t≥0
 . (30)
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For µri(t) = µri,t, µle(t) = µle,t (as in eq. (14)), we use the map ϕ : (D[0,∞)×D[0,∞), dSK ⊗
dSK) −→ (D[τh]×D[τh], dSK ⊗ dSK) given by
((f(t))t≥0, (g(t))t≥0)
ϕ7−→
 (f(t+ h)− f(t))µri(t)1[h,c−h)(t)+(g(t+ h)− g(c)) + (f(c)− f(t))µri(t)1[c−h,c)(t)
+(g(t+ h)− g(t))µri(t)1[c,T−h)(t)

t
,
 (f(t)− f(t− h))µle(t)1[h,c)(t)+(g(t) − g(c)) + (f(c)− f(t− h))µle(t)1[c,c+h)(t)
+(g(t) − g(t− h))µle(t)1[c+h,T−h](t)

t

As both component functions are compositions of continuous functions ϕ is also continuous.
The Continuous-Mapping-Theorem explains why convergence (30) holds with map ϕ applied
to both sides. ϕ applied to the right hand side of (30) equals
(
L˜ri(t), L˜le(t)
)
in distribution,
which can be obtained by elementary calculations. For the left hand side of (30) we show
ϕ
((
Z˜
(n)
1,t
)
t≥0
,
(
Z˜
(n)
2,t
)
t≥0
)
=
((
Γ˜
(n)
ri,t
)
t∈τh
,
(
Γ˜
(n)
le,t
)
t∈τh
)
. (31)
We make the first coordinate explicit. There, we distinguish between the three cases t ∈
[h, c− h), t ∈ [c− h, c) and t ∈ [c, T − h]. For t < c− h, the first coordinate of the right hand
side in equation (31) is given by
1
nh/µri
N1,n(t+h)∑
i=N1,nt+2
(V1,i − E[V1,i]) 1
s
(n)
t
=
 1
nh/µri
Nn(t+h)∑
i=Nnt+2
Vi −
Nn(t+h) −Nnt − 1
nh/µri
E[Vi]
 1
s
(n)
t
.
Exchanging subscripts yields analogous results for t ≥ c. For t ∈ [c− h, c) we obtain the first
coordinate as
1
nh/µri
 N1,nc∑
i=N1,nt+2
V1,i − E[V1,i] +
N2,n(t+h)∑
i=N2,nc+2
V2,i − E[V2,i]
 1
s
(n)
t
=
 1
nh/µri
 Nnc∑
i=Nnt+2
Vi +
Nn(t+h)∑
i=Nnc+2
Vi
− Nn(t+h) −Nnt − 1
nh/µri
E[Vi]
 1
s
(n)
t
.
Thus, using the above arguments, we can conclude equation (26), and it only remains to be
shown that the true means µ1, µ2 and the true scaling s can be replaced by their estimators.
Step 2: replacement of parameters by their estimators
First, we show equation (27). In order to obtain Γˆ(n), we replace the true means by their
estimators in the numerator of Γ˜(n) and the true rate change point c by cˆ. Our aim is to show √n
Nn(t+h) −Nnt
 Nn(t+h)∑
i=Nnt+2
(ξi − µ(i))2 −
Nn(t+h)∑
i=Nnt+2
(ξi − µˆ(i))2

t
P−→ (0)t (32)
for the right window with analogous arguments for the left window.
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To simplify notation we now restrict to (D(c− h, c], d||·||) and show that (32) holds. The
corresponding convergences in (D[0, c − h], d||·||) and (D(c, T − h], d||·||) can be shown with
similar arguments. For our notation we assume (nt, nt+nh] ∋ ncˆ where analogous arguments
can be applied for the case (nt, nt+ nh] 6∋ ncˆ. We first use the local estimators
µˆ1,loc,t := (Nnc −Nnt − 1)−1
Nnc∑
i=Nnt+2
ξi and µˆ
cˆ
1,loc,t := (Nncˆ −Nnt − 1)−1
Nncˆ∑
i=Nnt+2
ξi
and analogously for µˆ2,loc,t, µˆ
cˆ
2,loc,t. Applying the same arguments as for R
(n)
t in the proof of
Theorem 2.3 we conclude that in (D(c− h, c], d||·||)( √
n
Nn(t+h) −Nnt
((Nnc −Nnt)(µ1 − µˆ1,loc,t)2 + (Nn(t+h) −Nnc)(µ2 − µˆ2,loc,t)2)
)
t
P−→ (0)t.
(33)
Thus, we have to prove that the difference of (33) and (32) vanishes, i.e.,( √
n
Nn(t+h) −Nnt
)
t
×(
((Nncˆ −Nnt)
(
µˆcˆ1,loc,t
)2 − (Nnc −Nnt)µˆ21,loc,t + (Nn(t+h) −Nncˆ)(µˆcˆ2,loc,t)2 − (Nn(t+h) −Nnc)µˆ22,loc,t))
t
P−→ (0)t. (34)
We concentrate on the first two terms with the argumentation for the other terms being
similar and note that the corresponding terms in the previous line are the same as
√
n
Nn(t+h) −Nnt
(
(Nncˆ −Nnc)
(
µˆcˆ1,loc,t
)2 − (Nnc −Nnt)(µˆ21,loc,t − (µˆcˆ1,loc,t)2)) . (35)
Due to assumption (12) we derive |∑Nnci=Nncˆ+1 ξi| ≤ |n(c − cˆ)| = oP(1). As the life times are
positive, we consequently have for the number of summands
Nncˆ −Nnc P−→ 0. (36)
This convergence does not depend on t and consequently, it can be shown that the first sum-
mand in (35) vanishes. Defining d
(n)
t :=
√
n(µˆ1,loc,t− µˆcˆ1,loc,t) we now show that (|
√
n(µˆ21,loc,t−(
µˆcˆ1,loc,t
)2
)|)t = (|2
√
nµˆcˆ1,loc,td
(n)
t + (d
(n)
t )
2|)t converges in probability in (D(c − h, c], d||·||) to
zero and thus (34) holds. W.l.o.g. we assume cˆ < c and observe
√
nd
(n)
t = n(Nnc −Nnt)−1
 Nncˆ∑
i=Nnt+2
ξi(Nncˆ −Nnt)−1 (Nncˆ −Nnc) +
Nnc∑
i=Nncˆ+1
ξi
 .
Using Lemma B.3 and equation (36), we can prove that (
√
nd
(n)
t )t (and also ((d
(n)
t )
2
)t) vanishes
in (D(c− h, c], d||·||).
Thus, applying Slutsky’s theorem we have shown (27) for the locally estimated means
µˆ1,loc,t, µˆ2,loc,t. The substitution of these locally estimated means by the global means µˆ
cˆ
1 :=
24
(Nncˆ − 1)−1
∑Nncˆ
i=1 ξi, µˆ
cˆ
2 := (NnT −Nncˆ − 1)−1
∑NnT
i=Nncˆ+2
ξi can be done with a decomposition
argument similiar to the one in the proof of Theorem 2.3. Hence, an application of Slutsky’s
theorem allows us to finally show (27).
In the last part of the proof we substitute the interpolated variance (s
(n)
t )
2 by the estimated
variance sˆ2nh,nt. With Lemma B.4 (section B.2.1) and weak convergence of Γˆ −→ L˜, the
assertion follows. ✷
B.2.1 Technical Lemmas
Using µle and µri we obtain a convergence result for the scaled counting process (Nt)t≥0.
Lemma B.3. Let Φ be a renewal process like in Theorem 2.4 with mean functions µle,h,t,
µri,h,t as in (14). Let T > 0, h ∈ (0, T/2]. Then we have in (D[τh], d||·||) as n → ∞ almost
surely (
Nn(t+h) −Nnt
nh/µri,h,t
)
t∈τh
−→ (1)t∈τh and
(
Nnt −Nn(t−h)
nh/µle,h,t
)
t∈τh
−→ (1)t∈τh .
Proof : This is Lemma A.1 in Messer and Schneider (2016).
The next result shows the convergence of the denominator of G. For a known rate the
estimator νˆ2le (10) may be written as
νˆ2le :=
1
Nnt −Nn(t−h) − 1
 Nnc∑
i=Nn(t−h)+2
((ξi − µ1)2 − σˆ2le)2 +
Nnt∑
i=Nnc+2
((ξi − µ2)2 − σˆ2le)2

(37)
and analogous for νˆ2ri where c denotes the rate change point. Note that the life time ξNnc+1
is not considered in the terms above as its distribution is a mixture of two distributions.
Lemma B.4. Let Φ1(µ1, σ
2) and Φ2(µ2, σ
2) be independent elements of R with µ1 6= µ2. Let
c ∈ (0, T ] be a rate change point, so that the sequence Φ(n) results from Φ1 and Φ2 according
to model (11). Let sˆnh,nt and s
(n)
t be defined as in (9) and (15) and cˆ be an estimator of c
fulfilling assumption (12). Then it holds in (D[τh], d||·||) for n→∞ in probability
(sˆnh,nt)t∈τh −→
(
s
(1)
t
)
t∈τh
Proof : We show that the limit behaviour of sˆnh,nt is given by
ν2ri
h/µri
+
ν2le
h/µle
∀t ∈ τh,
where µri and µle are the window means defined in (14).
ν2ri := ν
2
ri(h, t) is given by ν1
2 for t ≤ c− h, by ν22 for t > c and by
ν2ri(h, t) :=
(c− t)/µ1 · ν12 + (t+ h− c)/µ2 · ν22
h/µri
(38)
otherwise. ν2le is defined analogously.
The uniform a.s. convergence of the estimators µˆri and µˆle to µri and µle is shown in Lemma
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A.2 in Messer and Schneider (2016). The uniform convergence in probability of the estimators
νˆ2ri and νˆ
2
ri (as in (10)) to ν
2
ri and ν
2
le (defined in (38)) can be shown using the consistency
result for ν2 (Lemma B.1). We show this for νˆ2le with the argumentation for νˆ
2
ri being similar
and assume first a known mean profile. By Lemma B.1 it holds for n→∞ that
Nnc∑
i=Nn(t−h)+2
((ξi − µ1)2 − σˆ2le)2
Nnc −Nn(t−h) − 1

t∈τh
a.s.−−→ (ν21 )t∈τh .
Lemma B.3 and Slutsky’s theorem imply for the first summand of (37)
Nnc∑
i=Nnt−nh+2
((ξi − µ1)2 − σˆ2le)2
Nnt −Nn(t−h) − 1

t∈τh
a.s.−−→
(
(c− (t− h))/µ1
h/µri
ν21
)
t∈τh
.
Similar calculations for the second summand yield
Nnt∑
i=Nnc+2
((ξi − µ2)2 − σˆ2le)2
Nnt −Nn(t−h) − 1

t∈τh
a.s.−−→
(
(t− c)/µ2
h/µri
ν22
)
t∈τh
.
The exchange of the true means by their estimators results from Slutsky’s theorem using
assumption (12) of consistency (in probability) of the change point estimator, which yields
(νˆ2le)t∈τh −→ (ν2le)t∈τh in probability. As all four functions (µri)t∈τh , (µle)t∈τh , (ν2ri)t∈τh and
(ν2le)t∈τh are continuous sˆ −→ s(1) holds in probability for n→∞ by the form of the estimator
sˆ in (9). ✷
Note that Theorem 2.4 holds not only for renewal processes but for all point processes for
which (29) holds and st is consistently estimated, for example also for a subclass of renewal
processes with varying variance (RPVVs, see Messer et al. (2014)).
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