Determination of CERES TOA Fluxes Using Machine Learning Algorithms. Part I: Classification and Retrieval of CERES Cloudy and Clear Scenes by Loeb, Norman G. et al.
! "!
Determination of CERES TOA fluxes using Machine learning algorithms. Part I:  1 
Classification and retrieval of CERES cloudy and clear scenes 2 
 3 
Bijoy Vengasseril Thampi
1
, Takmeng Wong
2
, Constantin Lukashin
2
, Norman G Loeb
2
 4 
1
 Science Systems and Applications, Inc., Hampton, VA, USA 23693 5 
2 
NASA Langley Research Centre, Hampton, VA, USA 23681 6 
 7 
Corresponding author: Bijoy Vengasseril Thampi 8 
Address: Science Systems and Applications, Inc. 9 
   1 Enterprise Parkway, Suite 200 10 
    Hampton, VA 23666, USA 11 
   12 
E-mail  : bijoy.vengasseril.th@ssaihq.com 13 
Phone   : (757) 864-5621 14 
Fax       : (757) 864-7996 15 
https://ntrs.nasa.gov/search.jsp?R=20190028379 2019-09-26T20:05:54+00:00Z
! #!
Abstract 16 
Continuous monitoring of the Earth radiation budget (ERB) is critical to our 17 
understanding of the Earth’s climate and its variability with time. The Clouds and the 18 
Earth’s Radiant Energy System (CERES) instrument is able to provide a long record of 19 
ERB for such scientific studies. This manuscript, which is first of a two-part paper, 20 
describes the new CERES algorithm for improving the clear/cloudy scene classification 21 
without the use of coincident cloud imager data. This new CERES algorithm is based on a 22 
subset of modern artificial intelligence (AI) paradigm called Machine Learning (ML) 23 
algorithms. This paper describes development and application of the ML algorithm known 24 
as Random Forests (RF) which is used to classify CERES broadband footprint 25 
measurements into clear and cloudy scenes. Results from the RF analysis carried using the 26 
CERES Single Scanner Footprint (SSF) data for the months of January and July are 27 
presented in the manuscript. The daytime RF misclassification rate (MCR) shows relatively 28 
large values (>30%) for snow, sea ice and bright desert surface types while lower values 29 
of (<10%) for forest surface type. MCR values observed for the nighttime data in general 30 
show relatively larger values for most of the surface types compared to the daytime MCR 31 
values. The modified MCR values show lower values (< 4%) for most surface types after 32 
thin cloud data is excluded from the analysis. Sensitivity analysis shows that the number 33 
of input variables and decision trees used in the RF analysis has substantial influence in 34 
determining the classification error. 35 
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1. Introduction 36 
Earth’s radiation budget plays an important role in modulating the global climate. 37 
Top of the atmosphere (TOA) observations of incoming solar and outgoing terrestrial 38 
fluxes are required to determine the earth’s radiation budget. The Clouds and the Earth’s 39 
Radiant Energy System (CERES) is a part of the National Aeronautics and Space 40 
Administration (NASA) Earth-Observing System (EOS) (Terra and Aqua satellites), 41 
designed to provide accurate record of TOA reflected solar and emitted thermal radiative 42 
fluxes (Wielicki et al. 1995). CERES instruments measure broadband radiances in the 43 
shortwave (SW, 0.2-5 µm), longwave (LW, 5-200 µm), and window (WN, 8-12 µm) over 44 
20-km footprints at nadir. These CERES measured directional radiances are converted to 45 
radiant fluxes using Angular Distribution Models (ADMs). Compared to previously 46 
developed ADMs used for the Earth Radiation Budget Experiment (ERBE) mission 47 
(Suttles et al. 1988), the accuracy of the new CERES ADM was greatly improved using 48 
coincident scene information (clouds and aerosol) derived from Moderate-resolution 49 
Imaging Spectroradiometer (MODIS) measurements (Minnis et al. 2003) and 50 
supplementary information from atmospheric reanalysis data product (Wielicki et al. 1996; 51 
Loeb et al. 2003). The CERES TOA radiative fluxes, derived from combined CERES and 52 
MODIS clouds and aerosol information, form the building block for the higher-level 53 
advanced CERES data products.  54 
The CERES mission produce a number of different data products with various level 55 
of complexity, starting with CERES ERBE-like data product to the most advanced CERES 56 
Energy Balanced and Filled (EBAF) data product (Loeb et al. 2009). The CERES ERBE-57 
like data product uses the ERBE algorithm, including ERBE Scene identification (ID) 58 
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(Wielicki and Green 1989), ERBE ADM, ERBE time and space averaging method (Brooks 59 
et al. 1986), to produce a data set that is compatible with historical ERBE mission. The 60 
CERES ERBE-like data product does not used any of the MODIS scene information and 61 
is based purely on stand-alone CERES broadband data. There are certain advantages and 62 
disadvantages using the CERES ERBE-like data product. The most obvious advantage is 63 
that the simplicity and stand-alone nature of this product allow user quick access to the 64 
CERES radiance and flux data. CERES instrument-working group (IWG) is currently 65 
using the ERBE-like products as part of the calibration/validation effort to determine 66 
instrument drift artifacts. Another advantage of the ERBE-like data is that it provides a 67 
consistent long-term backup dataset in case of imager instrument pre-mature failure since 68 
the advanced CERES data products can no longer be produced without imager information.   69 
The most noticeable disadvantage of the CERES ERBE-like data is that it is based 70 
on a 30-year old ERBE algorithm. The ERBE fluxes are known to have larger uncertainty 71 
than CERES fluxes due to Scene ID and ADM errors.  In order to improve the stand-alone 72 
CERES TOA fluxes, these two deficiencies must be corrected. This manuscript describes 73 
a new CERES algorithm for improving the clear/cloudy scene classification without using 74 
any coincident MODIS data.  This new CERES algorithm is based on a subset of modern 75 
artificial intelligence (AI) paradigm called Machine Learning (ML) algorithms.  This paper 76 
describes the development and validation of the ML algorithm called Random Forests (RF) 77 
to classify CERES broadband footprint measurements into clear and cloudy scenes. Once 78 
the clear-sky scenes are successfully classified using RF method, next step involves the 79 
conversion of clear-sky CERES TOA radiances to TOA Flux. A follow-on paper will 80 
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describe the conversion of CERES clear-sky and all-sky directional radiance to clear-sky 81 
and all-sky fluxes using a separate ML algorithm called artificial neural network (ANN).  82 
ML methods focus on the development of algorithms that can be trained themselves 83 
to grow and adapt when exposed to new data. The benefit of ML algorithm is that they can 84 
iteratively learn from a dataset and find hidden insights without being explicitly 85 
programmed. ML algorithms have been successfully adapted to remote sensing and rainfall 86 
applications (Cutler and Stevens 2006; Gagne et al. 2009; Bunn et al. 2005; Islam et al. 87 
2014; Deloncle et al. 2007; Gislason et al. 2006; Giannakos and Feidas 2013; Rivolta et al. 88 
2006; Grimes et al. 2003; Hsu et al. 1997; Crawford et al. 2003; Ham et al. 2005, Tett et 89 
al. 2013; Lawrence et al. 2006; Kuhnlein et al. 2014a, 2014b). Lukachine and Loeb (2003, 90 
2004) successfully demonstrated the capability of ANN in estimating CERES anisotropic 91 
correction factors from Single Scanner Footprint (SSF) data without using imager data. In 92 
recent years, the RF technique has received considerable interest within the scientific 93 
community (Breiman 2001). Although RF is one of the most accurate learning algorithms 94 
available, its utilization in atmospheric sciences and meteorology (Ham et al. 2005, 95 
Gislason et al. 2004; Islam et al. 2014; Cutler et al. 2007; Prasad et al. 2006; Pal 2005; 96 
Rodriguez-Galiano et al. 2012, Appelhans et al. 2014) is rather limited. RF is an ensemble 97 
classification and regression technique based on the assumption that an aggregation of 98 
weak classifiers (decision trees) can produce a more accurate prediction than a single 99 
classifier (Dietterich 2002). The RF method has a number of useful features like its 100 
efficiency on large datasets and ability to capture nonlinear association patterns between 101 
predictors and response making it well suited for remote sensing applications.  102 
In this paper, we use the RF supervised learning method to retrieve the scene 103 
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information within a CERES/Aqua SSF footprint. A global dataset set containing TOA 104 
radiances, solar and satellite viewing angles and ancillary data from CERES/Aqua SSF 105 
data over the 10 surface type combinations are used in the analysis. A modified open source 106 
Fortran code of RF based on the Breiman and Cutler method is used for classification 107 
(Breiman and Cutler, 2003). To demonstrate the accuracy of the method we compare 108 
classified CERES footprints (into clear and cloudy classes) with CERES/MODIS cloud 109 
cover data. This manuscript is divided into following sections. Section 2 describe the 110 
CERES data used for the study. Section 3 examines the RF methodology used in the scene 111 
classification and describes the building of test and training dataset. Results from the RF 112 
analysis were explained in section 4 along with an examination on the RF misclassification 113 
rate. The importance of input variables used in the analysis and their sensitivity to the 114 
classification accuracy is also discussed in this section. Section 5 delivers the final 115 
summary and conclusion. Additional information concerning the decision trees and RF 116 
method used in the study are provided in appendixes A and B. 117 
2. Data 118 
For this study, we use monthly CERES/Aqua Level 2 SSF data (cross-track mode) for 119 
the period 2003-2014. The SSF product contains TOA broadband radiance measurements 120 
in the SW, LW and WN band regions along with CERES/MODIS derived cloud and 121 
surface information (Wielicki et al. 1996). As a first selection criteria, only CERES SSF 122 
data in the cross-track scanning mode for each month containing coincident MODIS cloud 123 
information is selected for the analysis. CERES SSF data which is also available in the 124 
rotating azimuth plane (RAP) scanning mode is not used in the analysis since they are only 125 
available for very few years compared to the CERES cross-track mode. Another criterion 126 
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used in the selection of CERES footprints are the percentage of the footprint area not 127 
covered by the imager (Aunk). In order to convert radiances to flux, the original CERES 128 
ADMs are applied to those satellite footprints that have Aunk < 35% (Loeb et al. 2003). In 129 
the present analysis, a rather stringent criterion for SSF footprint selection is used (Aunk < 130 
10%), to create a more homogenous database for the analysis. The SSF data set also 131 
contains meteorological and surface variables based on the Global Modeling and 132 
Assimilation Office (GMAO)’s Goddard Earth Observing System Data Assimilation 133 
System (GEOS-DAS V4.0.3) product. The GMAO data contain parameters such as surface 134 
skin temperature, surface wind speed and direction, precipitable water, etc. More details 135 
on the parameters available in the CERES/Aqua SSF data sets are provided in the CERES 136 
Collection Guide (Geier et al. 2001). 137 
3. Random Forest (RF) Methodology 138 
In this study, we used a ML technique called “Random Forests” to classify CERES 139 
TOA radiances.  RF consists of an ensemble of tree-structured classifiers (Breiman 2001) 140 
known as “decision/classification trees” (DT). Decision trees are very effective statistical 141 
methods for classifying complex data structures when no simple relationship (e.g., linear) 142 
between input variables and predictors are apparent. A typical decision/classification tree 143 
uses successive ‘if–then’ conditions applied to the input data to ultimately arrive at a unique 144 
result. The RF algorithm developed by Breiman and Cutler (2003), constructs an ensemble 145 
of decision trees each built with a “bootstrap” sample (sub-sample) of the original training 146 
data, with randomized splitting of the decision tree at each node. By aggregating results 147 
from a large number of decision tree classifiers (so-called bagging), the RF algorithm 148 
vastly improves its performance and avoids over fitting (Breiman 1996; Dietterich 1997; 149 
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Hothorn and Lausen 2003, Svetnik et al. 2003). More details regarding the RF algorithm 150 
and decision trees are provided in the appendix. 151 
3.1 Training Datasets 152 
The dataset used to train a RF classifier has considerable influence in determining the 153 
classification accuracy (Pal and Mather, 2003; Campbell, 1981). It is essential that the 154 
training data provide a representative description of each surface type contained within it. 155 
Since the CERES Aqua SSF data contains millions of CERES footprint, it is impossible to 156 
use all these data points directly for the RF training. Therefore, compact training sets are 157 
created while keeping in mind that a training dataset must represent the complexity and 158 
characteristics of the input data. This is achieved by stratifying the data into homogenous 159 
groups using selected input variables in such way that the resulting compact training set is 160 
able to represent the complexity of the data. As a first step, the SSF data is split into 161 
‘daytime’ and ‘nighttime’ categories and then further into ‘clear’ and ‘cloudy’ using cloud 162 
coverage data available in the SSF product. Nighttime data is defined as footprints having 163 
solar zenith angle (SZA) >90 and Short-wave radiance (SWR) equal to zero. The CERES 164 
footprint is defined as ‘clear’ if it has a MODIS cloud area coverage of 0% while footprints 165 
having cloud area coverage >0% are termed as ‘cloudy’. A CERES footprint can sometime 166 
contain more than one surface (eg., Ocean and land along coastal regions). To maintain the 167 
homogeneity of surface type, only those SSF footprints with surface area coverage >90% 168 
for a single surface type and having sufficient MODIS information (Aunk <10%) are 169 
considered in the analysis.  170 
Other meteorological and surface type variables are used to further improve the 171 
homogeneity of the SSF TOA data for RF training. Altogether, 20 surface types and 10 172 
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input variables available in the CERES Aqua monthly SSF data are used in the clear/cloudy 173 
scene classification of SSF TOA radiances using RF method. The input variables used in 174 
the analysis are: solar (SZA) and viewing zenith (VZA) angles, relative azimuth angle 175 
(RAZ), CERES TOA LW and SW broadband radiance measurements (LWR, SWR), 176 
surface wind speed (WIN), atmospheric precipitable water content (PWC), surface skin 177 
temperature (SKT), surface emissivity (EMI) and broadband surface albedo (ALB). The 178 
selection of surface types and input variables used in the RF analysis is based on the study 179 
of Loukachine and Loeb (2003) using ANN for CERES TOA flux estimation. Out of the 180 
10 input variables, 7 were used in the ANN method of CERES TOA flux estimation while 181 
variables like albedo, emissivity and wind speed were included due to their positive 182 
influence on RF scene classification and is discussed in the sensitivity analysis section. For 183 
the nighttime analysis, only 8 input variables (CERES TOA SW radiance and surface 184 
albedo are not available) are used. CERES window channel (IR) broadband radiances are 185 
not used in the present analysis since the next generation of CERES instruments will not 186 
include a window channel. In order to make a compact training dataset, surface types 187 
having similar surface characteristics (out of the 20 surface types available in the CERES 188 
SSF database) are combined to reduce the total number of surface types to 10. For example, 189 
surface types like Evergreen Needle leaf Forest and Evergreen Broadleaf Forest are 190 
combined together to form the surface type “Evergreen Forest” (EF) while Deciduous 191 
Needle leaf Forest and Deciduous Broadleaf Forest are combined to form “Deciduous 192 
Forest” (DF). Similarly, surface types like ‘Open shrublands’ and ‘Tundra’ are combined 193 
to form Dark deserts while ‘Bare soil and Rocks’ are categorized as Bright Deserts. The 10 194 
modified surface types used in the analysis are: Evergreen Forests (EF), Deciduous Forests 195 
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(DF), Woody Savannas and Shrublands (WS), Dark Desert (DD), Bright Desert (BD), 196 
Water Bodies (WB), Grasslands (GR), Croplands and Cities (CC), Permanent and Fresh 197 
Snow (SN), Sea Ice (SI). Details regarding these surface types which are based on the 198 
International Geosphere Biosphere Programme (IGBP) surface map (Geier et al. 2003) can 199 
be found in the CERES SSF collection guide (available online at 200 
https://ceres.larc.nasa.gov/documents/collect_guide/pdf/SSF_CG_R2V1.pdf) and 201 
explained in detail by Loukachine and Loeb (2004). A training set is then constructed for 202 
each surface type.  203 
To create the training data sets, 10 years of monthly CERES Aqua SSF cross-track 204 
instantaneous footprint data for the years 2003-2012 are used. Daytime training data sets 205 
for the 10 surface types are created by independently stratifying the clear and cloudy SSF 206 
data using 4 input variables for the intervals shown in Table 1. Because of the large range 207 
of variation in TOA SW radiance (~0-350 W/m
2
/sr) values compared to LW radiances 208 
(~10-150 W/m
2
/sr), different bin intervals are chosen for SWR (10-30 W/m
2
/sr) and LWR 209 
(10 W/m
2
/sr) radiances (Table 1). The data is first split into different bins having bin width 210 
SZA=VZA=RAZ=1
o
. For each surface type, the training dataset can contain 90 SZA bins, 211 
67 VZA bins and 180 RAZ bins (with a total of 1085400 angular bin combinations 212 
possible). For each angular bin combo, radiance values are estimated first by separating 213 
them into ‘clear’ and ‘cloudy’ and subsequently averaging them for radiance bin intervals 214 
shown in Table 1. Hence, each radiance bin contains average of all the footprint radiances 215 
belonging to that interval along with corresponding mean values of variables like 216 
emissivity, albedo, etc. For each angular bin interval, these radiance bins are then serially 217 
numbered from 1, 2, 3, etc., with class number 1 allocated to the mean clear-sky radiance 218 
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residing in the lowest radiance bin (average of all radiances in that bin interval) and highest 219 
class number allocated to mean cloud-sky radiance residing in the highest radiance bin for 220 
each surface type. Since the number of clear-sky radiance bins are typically small 221 
compared to cloudy sky radiance bins (range of clear-sky radiances are smaller than cloud-222 
sky radiances) for each angular bin, total number of ‘clear’ classes will always be less than 223 
‘cloudy’ classes.  224 
For each angular bin interval, mean value of all input variables are estimated along 225 
with a scene/class number assigned to each bin. The scene/class value represents whether 226 
the data in each bin is ‘clear’ or ‘cloudy’. A varying sampling threshold is used in the 227 
present analysis for averaging the data since number of data points available for RF training 228 
and testing varies with surface type. A sampling threshold of 3 data points per bin is chosen 229 
for surface types with lower number of data points (like forest, savannas, etc.) while higher 230 
value of 10 is used for surface types like water and snow. A nighttime training set is built 231 
in a similar fashion using only 8 input variables since surface albedo and SW radiance 232 
values are not available during nighttime. It should be noted that the building of nighttime 233 
training set involves using SZA and RAZ values. Using SZA and RAZ values in the 234 
nighttime analysis, the latitude/regional variabilities in the data (from CERES instrument 235 
onboard the Aqua satellite, which follows a sun synchronous orbit) can be better captured. 236 
This analysis is repeated for all 12 calendar months from January to December so that a 237 
total of 120 training set each for daytime and nighttime analysis are available. Once the 238 
training sets are constructed, RF training is carried out using a “decision tree forest” made 239 
of large number of decision trees (Ntree) for each surface type. Details on the RF process 240 
and decision tree construction are provided in the Appendix. In the present RF analysis, 241 
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RF algorithm builds a forest of 1000 decision trees (Ntree) using 5 input variables (mtry) at 242 
random for decision tree node split.  243 
3.2 Test dataset  244 
Using the test dataset, performance of the trained RF can be studied. The test data is 245 
obtained from the monthly CERES Aqua SSF cross-track data for the period 2013-2014. 246 
The test data set contains the same input variables as the training set with regular values 247 
associated with SSF footprint being used in each available bin, instead of using mean 248 
values (as in training dataset). In the selection of test data, similar criteria used in the 249 
selection of input data for training was followed. Appropriate scene/class number (clear or 250 
cloudy) are provided to all test data points depending on the cloud coverage and radiance 251 
bin interval they belong. Classification of the test dataset into ‘clear’ and ‘cloudy’ classes 252 
is then carried out using the RF algorithm. The RF output containing classification of test 253 
data into clear/cloudy classes are then compared with its original class number to test the 254 
classification accuracy. Results from the RF analysis using test data for the months of 255 
January and July are explained in the next section. 256 
4. Results 257 
4.1 Confusion Matrix 258 
 In supervised machine learning, a confusion matrix (error matrix) is a specific table 259 
layout of classification that allows visualization of the performance of an algorithm on a 260 
set of test data for which the true values are usually known (Gislason et al. 2006; Pal 2005). 261 
Each row of the confusion matrix represents instances in a predicted class while each 262 
column represents instances in an actual class (or vice-versa).
 
Since a confusion matrix 263 
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contains information about actual and predicted class by the classifier (Random Forest), it 264 
can be used to evaluate the performance of such systems. Table 2 shows the Confusion 265 
matrix for the RF classification using training and test dataset (July) for the ‘water’ surface 266 
type. The classification of 10 individual classes (clear (1-4) and cloudy (5-10)) using RF 267 
method are given in Tables 2a and 2b, respectively. 268 
 In Table 2a and 2b, the diagonal axis represents the cases that are correctly classified 269 
by the RF (‘true cases’) while off diagonal values are those that are misclassified (‘false 270 
cases’). Here the class number 1 to 4 represent ‘clear-sky’ data and 5 to10 represent ‘cloudy 271 
sky’ data. In table 2, class groups (1,5) (2,6) (3,7) (4,8) represent the clear and cloud class 272 
data belonging to the same SW radiance bin. ie., Class 1 (clear-sky) and class 5 (cloud-273 
sky) data belong to the same SW radiance bin (with bin interval 0-10 W/m
2
/sr), class 2 274 
(clear-sky) and class 6 (cloud-sky) data belong to the same SW radiance bin (with bin 275 
interval 10-20 W/m
2
/sr), etc. From Table 2a, it can be seen that 5030 data points belonging 276 
to class 1(clear) are correctly classified while 376 data points are incorrectly classified 277 
(cloudy) as class 5. Similarly, 5504 data points belonging to class 5 are correctly classified 278 
(cloudy) while 406 data points are incorrectly classified as class 1 (clear). This shows that 279 
data belonging to class 1 are misclassified by RF usually into class 5 while those from class 280 
5 are misclassified into class 1. Similar pattern can be seen for other clear/cloud class 281 
groups. This happens because some clear and cloud class groups occupy the similar 282 
radiance bins thereby creating the possibility of misclassification between these classes. 283 
Output from RF analysis shows that (Table 2a and 2b) misclassification mainly occurs 284 
between classes belonging to the same radiance bins. However, classes 9 and 10 (cloudy) 285 
in Table 2 belong to radiance bins having larger radiance values compared to clear-sky 286 
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classes and are usually classified correctly. Classes in the training and test dataset (for all 287 
surface types) are constructed in such a way that the largest two class numbers represent 288 
thick cloudy points while rest of the classes usually represents the thin cloud/clear points. 289 
Analysis of confusion matrix for other surface types also show similar pattern for training 290 
and test dataset. 291 
4.2 Classification of CERES TOA radiances 292 
 To validate the results, we examine accuracy of RF method in classifying the test 293 
data into their corresponding class (clear and cloudy). The misclassification rate (MCR) 294 
for each surface type is defined as the percentage of total data points that are incorrectly 295 
classified. This is different from precision, which is the MCR for individual classes within 296 
the dataset for each surface type while misclassification rate deals with a broad class group 297 
of ‘clear’ and ‘cloudy’. We used CERES/Aqua monthly SSF footprint data from the 298 
January and July months of 2013 and 2014 as our test datasets. It should be mentioned that 299 
the number of SSF footprints available in the training and test dataset vary depending on 300 
the surface type and month. Table 3a and 3b shows the total number of clear-sky and cloud- 301 
sky test data points (day and night time) used in the RF analysis for the January and July 302 
months (2013-2014) and the corresponding misclassification rate (in %) for each surface 303 
type. From Table 3a, it can be seen that the MCR values for both clear-sky and cloud-sky 304 
daytime data (for January and July months) are relatively lower compared to corresponding 305 
nighttime dataset (Table 3b). For daytime dataset, the misclassification rate show large 306 
difference between clear and cloud data. The clear-sky MCR values for January show small 307 
values (~3% and 6.5%) for snow and sea ice while relatively large values (> 25%) for 308 
savannas, forest and bright desert.  In July, smaller MCR values (< 7%) are observed for 309 
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snow and evergreen forest and larger values (> 20%) are observed for dark forest, bright 310 
desert and crops. Analysis of cloud-sky MCR values for both months show lower values 311 
for water, crops and forests (both bright and dark) surface data and larger values for snow, 312 
sea ice and desert surface types.  313 
For the nighttime dataset, lowest clear-sky MCR values are observed for snow, sea ice 314 
and water surfaces for January and July months while largest values are observed for desert 315 
and forest surface types. For cloud-sky data, the smallest (< 15%) MCR values for both 316 
January and July are observed for grass, savannas and evergreen forests while largest MCR 317 
values (> 49%) are observed for sea ice and snow, respectively. From Table 3b, it can be 318 
seen that the nighttime MCR values are relatively higher for most of the surface types 319 
compared that in Table 3a. From Table 3a and 3b, it can be seen that the lowest clear-sky 320 
MCR values are observed for snow and sea ice surface types while lowest cloud-sky MCR 321 
values are observed for forest surface types. It should also be noted that the data volume 322 
available for training and testing is relatively low for forest and land surface types 323 
compared to water and snow surfaces. There is also a difference between clear-sky and 324 
cloud-sky data volume since clear-sky SSF footprints are fewer in number compared to 325 
cloudy footprints for most of the surface types (except for bright desert). The observed 326 
increase in MCR for the nighttime data may be due to the absence of CERES SW TOA 327 
radiance and albedo values in the input dataset. The influence of classification accuracy on 328 
the number of input variables used in the RF analysis is explained in the sensitivity analysis 329 
section. An inter-comparison of the clear/cloudy scene classification by CERES ERBE-330 
like method and RF method for coincident CERES footprints belonging to the months and 331 
January and July (2013) is carried out. The analysis shows that total misclassification 332 
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observed for all available data (which include all 10 surface types) is of the order ~20.1% 333 
and ~10.6% for RF and ~23.2% and ~15.8% for ERBE-like, respectively for January and 334 
July (of 2013) months. This study shows that CERES scene classification using RF method 335 
provide better results (for most of the surface types) than using the ERBE-like approach.  336 
 The misclassification rate for cloud-sky data is further analyzed using cloud optical 337 
depth and cloud fraction observed in the CERES footprint. Figure 1a shows the cumulative 338 
percentage plot between misclassified cloud-sky (as clear) test data points (in %) along the 339 
X-axis and corresponding effective cloud optical depth (COD) values along the Y-axis. 340 
Here, the cloud-sky data from CERES SSF can have optical thickness as low as ~0.05 and 341 
can be as high as ~128. Also, the COD mentioned here is the effective cloud optical depth 342 
either due to a single or multiple layers of clouds. More than 50% of the misclassified data 343 
points in Fig. 1a have COD <1 with 90% of the data points lying below COD <5. It should 344 
also be noted that sometimes CERES footprints can be covered by broken cloud fields 345 
which usually cover only a fraction of footprint area. The magnitude of the TOA radiances 346 
in a CERES SSF cloud-sky footprint is sensitive to cloud properties (cloud fraction and 347 
cloud optical depth) in that bin. Studies have shown that for overcast conditions, albedo is 348 
approximately linear in ln(cod) when variability in the cloud optical depth is small 349 
(Cahalan et al. 1994, Loeb et al. 2005). For a SSF footprint having either overcast or broken 350 
cloud fields, the CERES SW TOA radiance is dependent on both COD and cloud fraction 351 
(F). Therefore, a combination of cloud fraction and COD into a single parameter provides 352 
a better understanding of the “cloud strength” in a particular CERES footprint. Figures 1b 353 
and 1c show plots comparing misclassified data points in (%) along X-axis and 354 
corresponding (b) ln(cod) weighted by cloud fraction over a CERES footprint, and (c) the 355 
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logarithm of -cod weighted by cloud fraction- values along Y-axis. These two parameters 356 
indicate the strength of a cloud field in a CERES footprint. Lower values (negative) of both 357 
parameters indicate that lower cloud strength (thin clouds) while higher values (>0) 358 
typically indicate strong cloud presence. From Fig. 1b, it can be seen that the majority of 359 
misclassified points (>80%) have lower cloud strength. This indicates that the majority of 360 
cloud-sky footprints misclassified as ‘clear’ by the RF algorithm contain either optically 361 
thin clouds or clouds with very small coverage. Since optically thin clouds have small 362 
radiometric influence on TOA radiances, it is difficult to distinguish whether such 363 
footprints are ‘clear’ or ‘cloudy’ using the RF method.  It should also be mentioned that 364 
the radiative impact of such optically thin clouds is minimal compared to optically thicker 365 
clouds.  366 
 In order to better understand the accuracy of RF method, optically thin cloud-sky 367 
data points (having low cloud strength) misclassified as ‘clear’ and clear-sky data points 368 
misclassified as ‘cloudy’ (optically thin clouds) are to be removed from the misclassified 369 
dataset. For cloud-sky footprints misclassified as ‘clear’, this can be achieved by removing 370 
all the points residing above a certain threshold value of cloud strength from the analysis. 371 
However, this method can only be used for cloud-sky data and not for clear-sky data. 372 
Another approach we developed is by removing those misclassified data points whose 373 
TOA SW/LW (day/night) mean radiance values exceed the corresponding training set 374 
mean value by a threshold value !r, where !r is defined as the absolute difference in TOA 375 
SW radiance between misclassified test data point and corresponding training data point 376 
belonging to same angular (SZA, VZA, RAZ) and radiance bin. In this analysis using 377 
daytime data, we considered only those misclassified points for which !r >10 W/m
2
/sr. 378 
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The logic behind the assumption is that if a test data point is indeed misclassified as clear 379 
(or vice versa) by the RF algorithm, then the SW (LW for nighttime data) radiance value 380 
for such data point should not be closer to the corresponding mean radiance value in the 381 
training dataset (belonging to same angular and radiance bin). In the present RF analysis, 382 
clear-sky data points misclassified as ‘cloudy’ and cloud-sky data points misclassified as 383 
‘clear’ mostly occur when the clear-sky and cloud-sky radiances (clear and cloudy class 384 
radiance bins) are closely aligned, which is expected for CERES footprints that are either 385 
clear or contain optically thin clouds. Using the above criteria (!r >10 W/m
2
/sr) a modified 386 
misclassification rate is calculated by removing these data points and is shown in Table 4. 387 
For the nighttime dataset, a similar exclusion criteria involving TOA LW radiance value 388 
(!r > 5 W/m
2
/sr) is used in calculating the modified misclassification rate.  389 
Using this methodology, the modified misclassification rate (for clear-sky and cloud-390 
sky data) is estimated for the January and July months and shown in Table 4a and 4b. From 391 
Table 4a, it can be seen that the modified MCR values (daytime) for most surface types are 392 
relatively low (<~3%) for clear-sky as well as cloud-sky data.  However, modified MCR 393 
show values >4% for bright desert (for both months) and snow in January month. 394 
Compared to daytime data, modified MCR values for most surface types show low values 395 
(<2%) for both clear-sky and cloud-sky during nighttime (Table 4b). Relatively large MCR 396 
values (>3%) are observed for surface types like snow and sea ice (for cloud-sky data) 397 
during nighttime. In general, the cloud-sky data shows relatively large MCR values than 398 
clear-sky data. Large values of modified MCR (cloud-sky data) observed for the snow and 399 
bright desert during daytime could be due to the contribution of increased surface 400 
reflectance to the TOA SW radiance compared to other surface types. As an exercise, 401 
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attempt was made to understand how the modified MCR changes CERES ERBE 402 
classification results and how they compare to the modified MCRF RF results. An inter-403 
comparison of the modified MCR between CERES ERBE-like and RF using daytime 404 
dataset show lower modified MCR values for RF compared to ERBE-like for most surface 405 
types, except for snow and sea ice. The mean modified MCR values (for all available data 406 
which include 10 surface types) is of the order ~1.16% and ~0.29% for RF and ~0.89% 407 
and ~0.47% for ERBE-like, respectively for January and July (of 2013) months. Slightly 408 
large value of modified MCR for RF compared to ERBE-like for January month is mainly 409 
due to the contribution from snow and sea ice surface types. It should also be mentioned 410 
here that such thin cloud screening is not possible using historical ERBE data due to the 411 
lack of imager information. 412 
4.3 Variable Importance (VI) 413 
One of the main disadvantage associated with machine learning method is the 414 
difficulty associated with interpreting the relationship between the input predictor variables 415 
and output classification. However, a by-product of the RF analysis known as variable 416 
importance (VI) score provides a quantifiable information about the importance of input 417 
variables and provides insight into the relation between input variables and output 418 
classification (Breiman and Cutler, 2003, Liaw and Wiener 2002). The RF algorithm 419 
estimates the VI score for each input variable, where higher VI score for a particular input 420 
variable means greater its influence on the classification. However, VI score discussed here 421 
was not used in the selection of input variables but used to analyze the impact of input 422 
variables to the RF classification in terms of a quantifiable value. Using the RF algorithm, 423 
the VI score for all input variables in the analysis for daytime and nighttime are estimated 424 
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and plotted in Figures 2 and 3. More details on the VI score and its calculation are provided 425 
in appendix B. 426 
Figure 2 is bar diagram of VI score estimated for the 10 surface types using daytime 427 
SSF data for the month of July. The X-axis shows the 10 input variables used in the RF 428 
classification (daytime) and Y-axis shows the VI scores (multiplied by 100 for better 429 
representation).  For all surface types, VI score is <10 for most input variables except for 430 
SWR and LWR. The VI score of SWR exceeds 65 for all 10 surface types indicating that 431 
SWR is the most important variable and significant influence in determining the RF 432 
classification. Compared to SWR, LWR has a VI score of 20-50 for most surface types 433 
indicating that LWR is second most important variable. From Figure 2, it can be seen that 434 
the variables SWR and LWR contribute most to the RF classification (daytime). All other 435 
input variables have very low VI score (<10) indicating they have lower contribution to the 436 
classification compared to SWR and LWR. However, for some surface types (like sea ice, 437 
snow and water), variables like SZA, PWC and SKT have relatively high VI scores. This 438 
indicate that depending on the surface type, input variables wield varying influence on the 439 
RF classification. VI scores for the 8 input variables used in the nighttime analysis is shown 440 
in Figure 3. Fig 3 shows that for nighttime RF analysis, LWR has the highest VI score (> 441 
80) over 10 surface types while other input variables have VI score <20. It is interesting to 442 
note that some input variables (like Skin Temperature, Precipitable water, etc.) have higher 443 
VI scores (>10) during nighttime analysis compared to daytime analysis (mostly below 444 
10).  Compared to daytime analysis, higher VI scores were observed for variables SKT 445 
(~21) and PWC (~32) over snow. This shows that while daytime RF classification is largely 446 
influenced by the TOA radiances, nighttime RF classification is influenced by both TOA 447 
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radiance and geophysical variables like Precipitable water vapor and surface properties. 448 
4.4 Sensitivity Analysis 449 
 The successful classification using the RF method depends essentially on the 450 
number of internal parameters and input variables used in the classification. In this section, 451 
a sensitivity analysis is carried out to understand the influence of various internal factors 452 
that control the RF classification. One of the important user defined parameters that may 453 
influence the RF classification is the number of decision trees built and the number of input 454 
variables used to build the decision trees. In the first analysis, sensitivity of the RF 455 
algorithm to the number of decision trees built is studied while keeping the number of input 456 
variables (mtry) used in building the decision tree a constant. RF analysis using the training 457 
dataset (July month for water surface) is then carried out by varying the number of decision 458 
trees (Ntree from 1 to 1000) while keeping the value of mtry constant. This analysis is 459 
repeated by varying the mtry values (from 1 to 9) and classification error is estimated for 460 
each instance. Results from the analysis are shown in Figure 4 with classification error (%) 461 
is plotted along the Y-axis for a number of decision trees and for different values of mtry. 462 
Figure 4 shows that the error values decrease with increasing numbers of decision trees 463 
(Ntree) and increases in mtry values. The error decreases (from ~70%) with increasing Ntree 464 
values to reach a lower value (~3%) around Ntree=100 and then enters a plateau region. The 465 
error values are relatively high when mtry=1 and Ntree <10. For mtry >4, the error values 466 
converge and show little variation with increase in Ntree values. The error values show 467 
considerable decrease between Ntree=1 and Ntree=150 after which they show very little 468 
variation to increase in Ntree values.  469 
 In the next sensitivity analysis, the sensitivity of RF algorithm to the total number 470 
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of input variables in the dataset is analyzed. This analysis is carried out by running the RF 471 
code with number of input variables increasing from 1 to 10 in steps and estimating the 472 
classification error each time. This analysis use a fixed value of Ntree =1000 and carried out 473 
for 10 surface types using the daytime data. Figure 5 shows the variation in classification 474 
error (Y-axis) against the number of input variables (X-axis) for the 10 surface types used 475 
in the daytime RF classification. From the figure, it can be seen that the classification error 476 
decreases as the total number of input variables (M) increases from 1 to 10. When M=1, 477 
the error values are highest (ranging from ~10-45 %) for all surface types. For lower values 478 
of M (<5), the error is highest for surface types like sea ice, snow and bright desert while 479 
lowest for savannas and evergreen forest. The error gradually decreases as the number of 480 
input variables in the analysis is increased and reach a lower value of ~1-5% (M=10) for 481 
all surface types. Sensitivity analysis using nighttime data also show similar pattern. 482 
5. Conclusions 483 
This manuscript describes a new CERES methodology for improving the standalone 484 
CERES TOA fluxes without the use of coincident cloud imager data. This paper describes 485 
the development and validation of the Machine-learning (ML) algorithm called “Random 486 
Forests” to classify CERES broadband footprint measurement into ‘clear’ and ‘cloudy’ 487 
scenes. Using the RF method, we developed a methodology for the scene classification 488 
(clear or cloudy) of CERES SSF footprint using TOA radiances and available ancillary 489 
data. A monthly training dataset for both daytime and nighttime analysis is built for 10 490 
surface types using 10 input variables and 10 years (2003-2012) of CERES/Aqua SSF data.  491 
Similarly, a dataset to test the efficiency of the RF classification is also built using 2 years 492 
of (2013-2014) CERES/Aqua SSF data. Using a modified Breiman and Cutler open-source 493 
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RF code, a supervised classification analysis is carried out over CERES footprints with 494 
known cloud cover information. RF analysis shows large MCR values for surface types 495 
like snow, sea ice and bright desert while lower MCR values are observed for forest, grass 496 
and Savannas. Compared to daytime data, MCR values relatively larger for nighttime data. 497 
The modified MCR values estimated for the months of January and July (for both clear-498 
sky and cloud-sky datasets) show values less than 5% for most surface types (except for 499 
bright desert and snow). The importance of various input variables used in the RF analysis 500 
was computed (VI score) for all 10 surface types. The VI score was found to be higher 501 
(>80) for TOA broadband radiances (SW and LW) for daytime and (LW only) nighttime 502 
data respectively, indicating relatively higher influence of these variables to the RF 503 
classification. Sensitivity analyses performed using the RF technique show that the number 504 
of input variables used in the decision tree construction and increasing number of decision 505 
trees used significantly reduces the error associated with the classification.!506 
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Appendix 515 
A. Decision Trees 516 
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Decision Tree (DT) is a type of supervised learning methodology that can be used as 517 
a tool in classification and regression. The objective of a DT is to create a model that 518 
predicts the output variable by learning simple decision rules inferred from the input data. 519 
A typical decision tree can be represented in the form of a flowchart-like tree structure in 520 
which each internal node represents a test on an attribute, each tree branch representing an 521 
outcome of the test and each leaf node representing a class label or output. Decision trees 522 
are usually built top-down from a root node that involves partitioning the data into subsets 523 
and paths from root to leaf node representing classification rules. At each node, the splitting 524 
rule is determined in such a way to maximize the ‘purity’ or ‘homogeneity’ of the resulting 525 
subset nodes in such a way that resulting nodes contain instances with similar or 526 
homogenous values. Figure 6a depicts the typical structure of s binary decision tree (Pal 527 
and Mather 2003). In Fig 6a, decision tree nodes (oval shape) represent tests performed by 528 
the tree while the terminal or leaf nodes (square shape) represent the outcome. DT splits a 529 
dataset into smaller and smaller subsets while growing associated decision tree in 530 
incremental steps. The final result is a completed tree with decision nodes and leaf nodes 531 
as shown Figure 6a. Decision trees are used mainly for classification problems due to the 532 
simple understanding of the base model they provide. They can handle numerical and 533 
categorical data as well as multi-output problems. The main disadvantage of decision trees 534 
is that they can create complex models that do not generalize the data well (over fitting) 535 
and can sometimes become unstable due to variations in the data. Decision trees sometimes 536 
produce high variance, which increases the prediction error and affects the classification 537 
accuracy. This problem can be mitigated to an extent by using decision trees within an 538 
ensemble. A common approach is to produce several different decision trees from a single 539 
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training data set and to use some aggregation technique to combine the predictions of all 540 
these trees.  541 
B. Random Forests 542 
Random Forest is an ensemble learning method for classification and regression using 543 
decision tree predictors. In ensemble learning method, instead of using a single classifier, 544 
a large number of individual classifiers are combined to form a strong ensemble classifier. 545 
Breiman (1996) showed that by prediction/classification error can be reduced by 546 
aggregating the results over a large number of unstable, weak classifier like Decision trees. 547 
Since its introduction, the RF has been extremely successful and widely used as a general-548 
purpose classification and regression method (Gagne et al. 2009; Williams 2013; Kusiak 549 
and Verma 2011; Deloncle et al. 2007; Gislason et al. 2006). Development of RF was 550 
influenced by the work of many on the fields of decision trees, random subspace method 551 
and random split selection (Amit and Geman 1997; Dietterich 2000; Ho 1998, Bernard et 552 
al. 2012). For a more comprehensive review, readers can peruse published materials 553 
(Breiman 2001; Dietterich 2002; Criminisi et al. 2011; Svetnik et al. 2003; Prasad et al. 554 
2006; Cutler et al. 2007; Criminisi & Shotton 2013) as well as the freely available online 555 
resources (https://www.stat.berkeley.edu/~breiman/RandomForests/cc_home.htm). 556 
Fig 6b shows flow diagram depicting typical steps involved in the RF classification. 557 
There are many ways in which the multiple decision trees can be constructed. Each decision 558 
tree is grown as follows: 559 
•!Let N be the total number of cases in the training dataset, then create a random sample 560 
of cases and M input variables such that only 66% cases are used and 33% cases are 561 
left out (out –of- bag). 562 
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•! A subset of input variables mtry <<M are selected at random from all the predictor 563 
variables. Out of mtry variables, one variable that provides the best binary split on a 564 
decision tree node is chosen. At the next node, choose another from the M input 565 
variables at random and repeat the process until a leaf node is reached. The value of 566 
mtry is held constant during the forest growing. 567 
•!Each decision tree is fully grown and not pruned during the construction. 568 
•!In a decision tree, an input is entered at the top and as it traverses down the tree the 569 
data is bucketed into smaller and smaller sets and assigned the class label of the 570 
terminal node it ends up in. This procedure is iterated over all the decision trees in the 571 
forest, and the average vote of all decision tree is reported as the RF prediction 572 
Bagging improves the accuracy of the prediction when random feature selection is 573 
used (Breiman 2001). Classification error due to RF depends on the correlation between 574 
any two-decision trees and the strength of individual decision tree in the forest. Increasing 575 
the correlation increases the classification error while increasing the strength of the 576 
individual trees decreases it. Reducing mtry decrease both correlation and strength of DTs 577 
while increasing mtry increases both. This is the only adjustable parameter to which the 578 
classification accuracy of the RF is sensitive. The optimal value of mtry can be expressed 579 
mathematically as mtry = log2 (M+1) or mtry =!" where M is the total number of input 580 
variables. The value of mtry is then increased or decreased until a minimum prediction error 581 
is reached and this particular can be mtry used to carry out future classifications. RF do not 582 
require a separate cross-validation or test is not required to get an unbiased estimate of the 583 
classification error (Breiman 2001). When building a decision tree, a bootstrap sample is 584 
built for each decision tree and about one-third of the cases are left out of the training set. 585 
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This left out data is called out-of-bag (OOB) data and is used to get an unbiased estimate 586 
of the classification error (OOB error). Studies show that RF out-of-bag error estimates are 587 
generally very close to actual prediction error estimated using a new data (Breiman 1996).  588 
Importance of variables in a classification can be studied using the input feature 589 
selection available in the RF code (Breiman 2001). The importance of a particular input 590 
variable is estimated by analyzing how much the prediction error increases when a 591 
particular variable in the OOB data is permuted randomly while all other variables are left 592 
unchanged. To calculate the importance of k
th
 input feature, value of the k
th
 feature is 593 
permuted among the OOB data and difference in OOB error before and after the 594 
permutation over all decision trees in that forest is estimated. The variable importance 595 
measure for the k
th
 variable can be expressed mathematically as (Verikas et al. 2011) 596 
VI =   
#
$
%&'
(() * &'+
((),$'-#  597 
Where n=1, 2, …N are the bootstrap samples used and Rn
oob 
and Rnk
oob
 are the OOB 598 
error before and after permuting the k
th
 variable. Generally, input variables, which produce 599 
large VI values, are more important to the classification process compared to those, which 600 
generate small VI values.  601 
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Table 1:  Input variables and the corresponding bin width used in the stratification of the 764 
CERES/Aqua SSF cross-track data for building the daytime and nighttime training sets 765 
 766 
Daytime Nighttime 
Variable Bin width Variable Bin width 
VZA 1° VZA 1° 
SZA 1° SZA 1° 
RAZ 1° RAZ 1° 
SWR 10 - 30  W/m
2
/sr LWR 10 W/m
2
/sr 
 767 
768 
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Table 2a: Confusion matrix for training data (water surface) in Random Forest 769 
classification for the month of July (using 1000 decision trees and 5 input variables at each 770 
node) 771 
Actual Values 772 
 Class    
no 1 2 3 4 5 6 7 8 9 10  
P
re
d
ic
te
d
  
 V
al
u
es
 
1 5030 0 0 0 406 0 0 0 0 0  
2 1 18504 0 0 0 2450 0 0 0 0  
3 0 0 14196 2 0 0 1237 0 0 0  
4 0 0 0 1693 0 0 0 109 0 0  
5 376 0 0 0 5504 0 0 0 0 0  
6 0 1397 0 0 0 21273 0 0 0 0  
7 0 0 903 2 0 0 31092 3 0 0  
8 0 0 0 141 0 0 0 30022 0 0  
9 0 0 0 0 0 0 0 0 30238 0  
10 0 0 0 0 0 0 0 0 0 37784  
 
            
 773 
Table 2b: Confusion matrix for test data (water surface) in Random Forest classification 774 
for the month of July (using 1000 decision trees and 5 input variables at each node) 775 
Actual Values 776 
 Class 
no. 1 2 3 4 5 6 7 8 9 10  
P
re
d
ic
te
d
 V
al
u
es
 
1 24191 37 0 0 15785 14 0 0 0 0  
2 133 40136 70 0 11 12319 2 0 0 0  
3 0 2 39677 6 0 0 7392 28 0 0  
4 0 0 24 349 0 0 2 405 0 0  
5 3718 8 0 0 34135 504 0 0 0 0  
6 0 9817 61 0 69 37018 181 0 0 0  
7 0 0 10168 6 0 145 42080 680 0 0  
8 0 0 0 209 0 0 343 48867 46 0  
9 0 0 0 0 0 0 0 20 49954 119  
10 0 0 0 0 0 0 0 0 0 49881  
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 777 
Table 3a: RF classification (Daytime) of test data points (clear-sky and cloud-sky) for 778 
different surface types and corresponding misclassification rate (MCR) for the calendar 779 
months of January and July (2013-2014) 780 
 781 
 782 
 783 
784 
Surface 
Type 
January July 
Clear MCR(%) Cloudy MCR(%) Clear MCR(%) Cloudy MCR(%) 
bdesert 397247 25.0 356927 23.9 397603 23.9 280635 24.0 
crops 67304 24.2 336983 10.0 43335 23.6 378644 8.3 
ddesert 122511 13.9 263498 20.5 291726 9.1 392635 20.3 
dforest 4329 19.2 33635 7.1 13848 22.3 261854 8.7 
eforest 5947 35.9 376531 1.1 26864 1.8 395103 6.1 
grass 107040 18.8 262403 12.8 132128 16.8 391791 11.8 
savannas 44874 27.0 103619 11.0 24083 20.8 252377 8.7 
seaice 12259 6.5 395520 22.1 51623 12.5 393963 29.9 
snow 306723 2.9 239872 61.5 227318 6.9 398078 43.1 
water 381583 19.3 392742 7.2 393126 17.9 399576 8.7 
! $*!
Table 3b: RF classification (Nighttime) of test data points (clear-sky and cloud-sky) for 785 
different surface types and corresponding misclassification rate (MCR) for the calendar 786 
months of January and July (2013-2014) 787 
 788 
789 
Surface 
Type 
January July 
Clear MCR(%) Cloudy MCR(%) Clear MCR(%) Cloudy MCR(%) 
bdesert 216082 52.2 306809 21.6 272852 57.9 256031 20.8 
crops 92083 27.6 240835 16.7 59256 22.2 161605 23.5 
ddesert 147753 31.0 138841 20.5 96917 25.0 143757 19.4 
dforest 13961 26.9 105252 19.6 8002 19.1 31073 18.4 
eforest 40054 41.8 233022 13.9 16657 20.2 400000 7.5 
grass 116956 27.6 218405 13.7 77882 31.9 142003 15.4 
savannas 17566 28.3 90721 13.0 59908 24.8 137336 10.5 
seaice 14190 7.1 300229 49.1 400000 0.9 400000 69.0 
snow 301740 17.4 291727 58.2 348949 8.1 400000 60.5 
water 358756 15.6 400000 32.9 400000 9.6 249866 27.7 
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Table 4a: Modified RF (Daytime) misclassification rate (in %) estimated for the calendar 790 
months of January and July (2013-2014) 791 
Surface 
Type 
January July 
Clear Cloud Clear Cloud 
bdesert 5.0 5.1 4.2 5.1 
crops 0.2 0.5 0.2 0.2 
ddesert 1.4 2.4 1.1 2.4 
dforest 0.3 0.1 1.8 0.2 
eforest 0.1 0.0 0.7 0.0 
grass 1.4 2.9 0.4 1.6 
savannas 0.6 0.4 0.1 0.2 
seaice 0.4 2.5 3.1 1.1 
snow 0.4 7.0 0.2 2.5 
water 0.0 0.0 0.0 0.0 
 792 
Table 4b: Modified RF (Nighttime) misclassification rate (in %) estimated for the 793 
calendar months of January and July (2013-2014) 794 
Surface 
Type 
January July 
Clear Cloud Clear Cloud 
bdesert 1.1 0.4 1.2 0.5 
crops 0.7 0.5 0.9 1.6 
ddesert 1.6 1.0 0.8 1.2 
dforest 0.8 0.3 1.4 2.0 
eforest 1.1 0.6 1.0 0.5 
grass 1.0 0.7 0.7 1.5 
savannas 0.7 0.4 0.3 0.5 
seaice 0.8 1.0 0.0 3.5 
snow 0.2 3.2 0.5 2.2 
water 0.4 0.5 0.3 2.4 
 795 
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Figure Captions 796 
Figure 1: Cumulative plot of number of misclassified data points (in %) for the water 797 
surface with a) Cloud optical depth (COD) b) F*ln(COD) and c) ln(F*COD), where ‘F’ is 798 
the cloud fraction. 799 
Figure 2 Bar diagram of variable importance (VI) score estimated for the 10 input variables 800 
and 10 different surface types used in the daytime RF classification for the month of July. 801 
X-axis shows the VI score while Y-axis represent the input variables used in the 802 
classification. 803 
Figure 3: same as Figure 2, but for nighttime RF analysis and using 8 input variables.  804 
Figure 4: Plot between the error (Y-axis) and number of decision for different values of 805 
input variable used for the tree split (mtry) using data over water surface. 806 
Figure 5: Variation in error (Y-axis) against the total number of input variables (X-axis) 807 
for the 10 surface types used in the RF classification 808 
Figure 6: a) top panel, schematic of a decision tree with feature values (x), threshold values 809 
(a, b, c, d, and e)  and class labels (A,B, and C); b) bottom panel, General architecture of 810 
Random Forest algorithm. 811 
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 812 
Figure 1: Cumulative plot of number of misclassified data points (in %) for the water 813 
surface with a) Cloud optical depth (COD) b) F*ln(COD) and c) ln(F*COD), where ‘F’ is 814 
the cloud fraction. 815 
  816 
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 817 
 818 
Figure 2: Bar diagram of variable importance (VI) score estimated for the 10 input 819 
variables and 10 different surface types used in the daytime RF classification for the month 820 
of July. X-axis shows the VI score while Y-axis represent the input variables used in the 821 
classification. 822 
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 823 
Figure 3: same as Figure 2, but for nighttime data and using 8 input variables.  824 
 825 
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 826 
Figure 4: Plot between the error (Y-axis) and number of decision for different values of 827 
input variable used for the tree split (mtry) using data over water surface. 828 
 829 
 830 
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 831 
Figure 5: Variation in error (Y-axis) against the total number of input variables (X-axis) 832 
for the 10 surface types used in the RF classification. 833 
  834 
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 835 
 836 
Figure 6: a) top panel, schematic of a decision tree with feature values (x), threshold values 837 
(a, b, c, d, and e)  and class labels (A,B, and C); b) bottom panel, General architecture of 838 
Random Forest algorithm. 839 
