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Introduction
The Determinantal Assignment Problem (DAP) belongs to the family of algebraic synthesis methods and has emerged as the abstract problem formulation of pole, zero assignment of linear systems [Kar. 1] . This approach has unified the study of frequency assignment problems (pole, zero) of multivariable systems under constant, dynamic centralized, or decentralized control structure, [Kar. 2] . This problem is equivalent to finding solutions to an inherently non-linear problem which has a determinantal character demonstrating the significance of exterior algebra and classical algebraic geometry for this family of control problems.
The multilinear nature of DAP has suggested, [Kar. 1], an Exterior Algebra framework for its study. Specifically, in [Kar. 1] it has been proved that DAP may be reduced to a linear problem of zero assignment of polynomial combinants, described by the solutions of the linear system P h = a where P is the corresponding Plücker matrix [Kar. 1] and a standard problem of multi-linear algebra expressed by the decomposability of the multivector h, [Mar. 1]. The solution of the linear sub-problem, defines a linear space in a projective space whereas decomposability is characterized by the set of Quadratic Plücker Relations (QPR), which define the Grassmann variety of a related projective space [Hod. 1]. Thus, the solvability of DAP is reduced to a problem of finding real intersections between the linear variety and the Grassmann variety. This novel Exterior Algebra-Algebraic Geometry method, has provided, [Kar. 1], a number of invariants, such as the Plücker Matrices and Grassmann vectors, suitable for the characterization of rational vector spaces and the solvability of control problems, in both generic and non-generic cases, and it is flexible as far as handling dynamic schemes, as well as structurally constrained compensation schemes, [Gia. 1]. An additional advantage of this framework is that it provides a unifying computational framework for finding the solutions, when such solutions exist.
The above approach for the study of DAP in a projective, rather than an affine space setting, as in [Bro. 1], [Mart. 1], among others, provides a computational approach that relies on exterior algebra and on the explicit description of the Grassmann variety in terms of the QPR, which allows its formulation as a distance problem between varieties in the (real) projective space. This may transform the problem of exact intersection to a problem of "approximate intersection", i.e., small distance -via a suitable metric-between varieties, thus transform the exact DAP synthesis method to a DAP design methodology, where approximate solutions to the exact problem are sought. This enables the derivation of solutions, even for non-generic cases and handles problems of model uncertainty, as well as approximate solutions to the cases where generically there is no solution of the exact problem.
We propose the distance problem
where K is described by the solutions of a linear system and G q (R n ) the Grassmann variety described by the set of QPR, as a relaxation of the exact intersection problem, which is referred to as the approximate DAP. This extension makes the investigation relevant to problems where there are no real intersections and thus approximate solutions are sought. Note that a solution to the approximate problem produces an approximate polynomial that will be assigned and this requires studying the stability properties of this perturbed polynomial, which are very important for the perturbed solutions to be acceptable.
In this paper, we consider the solution of problem (1.1) and the stability properties of the "approximate" polynomialâ(s) that corresponds to an approximationĥ. Our approach views the problem as a minimization problem between a solution z(x) of a linear problem and the Grassmann variety G 2 (R n ), i.e.,
where g is the gap, [Wey. 1], between the parameterized multivector z(x) in the projective space and the Grassmann variety with x being the vector of free parameters that describe the linear variety K. It is shown that the solution of (1.2) is implied by the solution of min z g(z, G 2 (R n )) when z is constant, i.e., least distance of a fixed point from the Grassmann variety.
The methodology used for the computation of the above minimizers is based on the best decomposable approximation of multivectors, [Delav. 1], [Kar. 3], [Yok. 1], in the vicinity of a parametric multivector in the projective space. All results are given in closed-form formulae and further connection with similar optimization-approximation problems and techniques is provided. Simplifications of the results are also given in case of specific Grassmann varieties. Our suggestion can be used independently of generic or exact solvability conditions. The paper is organized in the following way: In section 2, we present some preliminary definitions and results concerning DAP and how these imply the approximate DAP. In section 3 it is shown how the approximate DAP is formulated and solved for a constant and fixed point z ∈ ∧ 2 (R n ). Specifically, in 3.1 we use some primary results with regard to antisymmetric matrices and multi-vector decomposability in order to derive a specific formula for our problem, the so called prime decomposition of 2-vectors. In section 3.2, we apply the previous results to the related projective space and new upper-lower bounds are obtained for the gap between a point in the projective and the Grassmann variety. In section 3.3 the same problem is studied when z ∈ ∧ n−2 (R n ). In Section 4, solutions are given for parameterized multivectors: In section 4.1, the approximate DAP is solved for z(x) and for special cases it is shown that the solution is reduced to the optimization of a 4th order polynomial constrained to the unit sphere. The stability of the "approximate" polynomialâ(s), implied byĥ is examined in section 4.2 via stability radius type results. Finally, an algorithm for direct calculations and applications on the above results is presented in section 4.3.
Throughout this paper the following notation is adopted: Scalars are denoted by lower-case letters, e.g., a, b, etc. Vectors and q-vectors (multivectors) are written as lower underline case letters, e.g., x, y, etc. All q-vectors in this article are considered elements of the set ∧ q (R n ) or its Hodge-dual, [Mar. 1], ∧ n−q (R n ) where q ≤ n. The respective Hodge-star operator for an n-dimensional oriented vector space V will be denoted as (·) * . The wedge or exterior product between multivectors a, b is denoted as a ∧ b. Matrices will be denoted in upper case letters, e.g., X, Y , etc. The right and the left kernel a matrix A, are denoted respectively by N r (A), N (A). To denote the compound matrix of a matrix A, i.e., all the q × q minors of A we use the notation C q (A). A q-vector in ∧ q (R n ) written as a 1 ∧a 2 ∧· · ·∧a q , with a i in R n , i = 1, ..., n, will be called decomposable [Mar. 1], and equivalently a 1 ∧ a 2 ∧ · · · ∧ a q = C q (A), A := [a 1 , a 2 , ..., a q ]. The Grassmann variety of a real projective space P ( n q )−1 (R), i.e., the variety of the decomposable vectors of P (
Background Results
The constant Determinantal Assignment Problem has been defined, [Kar. 1], as the problem of the derivation of a matrix
where M (s) is a given polynomial matrix in R n×q [s] with rank{M (s)} = q and a(s) is an arbitrary polynomial polynomial of an appropriate degree d. If H is a polynomial matrix, problem (2.1) is usually called Dynamical DAP. However, since all dynamics can be shifted from H(s) to M(s), (2.1) is usually referred to as the Determinantal Assignment Problem (DAP) and its difficulty is mainly due to the multi-linear nature of the problem as this is described by its determinantal character.
Remark 2.1. The degree of the polynomial a(s) depends firstly on the order of M (s), [For. 1], and secondly, on the structure of H. However, in most of our problems the degree of a(s) is equal to the order of M (s).
Remark 2.2. For an n-state, k-input, m-output linear system described by the S(A, B, C, D) state space description, or the transfer function G(s) represented by the coprime Matrix Fractional Description (MFD) 
ii) Pole assignment by constant output feedback. If K ∈ R m×k is an output feedback, then the closed-loop characteristic polynomial is
More forms, such as the design of an n-state observer and the zero assignment by squaring down may be found in 
where P ∈ R ( n q )×(d+1) is the Plücker matrix of the vector space col-span {M (s)}, i.e., the matrix whose i-th row is formed by the coefficients of the polynomials in the i-th coordinate of m(s) and d is the order of M (s).
ii) Multilinear subproblem. Assume that the above linear subproblem is solvable and K ⊆ P ( n q )−1 (R) be the family of the solution vectors h of (2.2). Then find whether there exists h ∈ K such that h is decomposable. If such vector exists, determine the matrix
where
. . .
Therefore, ifH is the set of solutions of (2.1), theñ
andH, may be approximated by the following set
where K is described by the solutions of the linear system (2.2) and G q (R n ) by the set of QPR. ThenH =
≥0Ĥ
(2.5)
DefiningĤ represents a relaxation of the exact intersection problem, and it is referred to as approximate DAP.
Distances between a Constant Point and Decomposable Multivectors
In this section, we start with the study of the distance of a point from the Grassmann variety, where the point is considered as fixed. The results of this analysis will be very helpful when afterwards the point will be considered as being a member of the linear variety K.
The Prime Decomposition of a 2-vector
Most optimization problems that concern Grassmann manifolds are resolved into multilinear SVD problems,
A first step is to decompose the multi-vector or the tensor into a sum of lower-rank tensors. In this section we prove a very useful formula for a 2-vector decomposition along with some new properties. We will need the exact matrix form of a 2-vector first.
Definition 3.1. Let z ∈ ∧ 2 (R n ), y 1 , y 2 ∈ R n and f (y 1 , y 2 ) =< z, y 1 ∧ y 2 > be a bilinear form, from R n × R n to R with respect to y 1 , y 2 . We define as T z ∈ R n×n the matrix representation of f , i.e.,
The skew-symmetric matrix T z now easily follows.
Lemma 3.1. For every multivector z ∈ ∧ 2 (R n ), T z is given by
Proof. If {e i ∧ e j } 1≤i<j≤n an orthonormal basis of ∧ 2 (R n ) then we have that z = 1≤i<j≤n z ij e i ∧ e j , where z ij are the components of z known as Plücker coordinates, [Hod. 1]. Therefore, f (e i , e j ) =< z, e i ∧ e j >= z ij , f (e j , e i ) =< z, e j ∧ e i >= −z ij and f (e i , e i ) = 0. Hence, T z readily follows.
Lemma 3.2. [Gan. 1] Every skew-symmetric matrix has k := [n/2] imaginary eigenvalues, ±iσ 1 , ..., ±iσ k with σ k ≥ σ k−1 ≥ · · · ≥ σ 1 ≥ 0, corresponding to the complex eigenvectors e 2k ± ie 2k−1 , ..., e 2 ± ie 1 when n = 2k and 0, ±iσ 1 , ..., ±iσ k , e 2k+1 , e 2k ±ie 2k−1 , ..., e 2 ±ie 1 when n is odd, where {e j } 2k j=1 , {e j } 2k+1 j=1 are orthonormal bases for R n when n = 2k, n = 2k + 1, respectively.
For the rest of the paper, σ i will denote the imaginary part of the eigenvalues of T z and e i the corresponding vectors obtained by the eigenvectors of T z .
Then z is expressed as:
where x k := e 2k ∧ e 2k−1 , ..., x 1 := e 2 ∧ e 1 .
Proof. Following [Gan. 1], T z , is written as e 2k , e 2k−1 , . . . , e 2 , e 1 · block-diag
if n = 2k + 1. When n = 2k, we obtain:
The proof is similar for the extra zero eigenvalue, when n = 2k + 1.
The decomposition defined by (3.3) will be referred as the prime decomposition of z.
Corollary 3.1. (Properties of the Prime Decomposition) Let z ∈ ∧ 2 (R n ) and let us denote
.., σ k are the imaginary parts of the eigenvalues of T z , then
2) The characteristic polynomial of T z is given by
3) The best decomposable approximation of z is given byẑ = σ k x k with
Proof. 1) For k=2 and with the use of the prime decomposition we have that
Suppose that (3.6) holds true. Then
which proves the result.
2) If n = 2k, from the spectral decomposition of T z we have that
Similarly, if n is odd:
The result now follows, due to the equations (3.5)-(3.7).
3) Let D ∧ 2 (R n ) denote the subsets of decomposable vectors in
Thus (3.10) is minimized at x 1 =< z, x > x/ x 2 for some decomposable vector x. Hence,
We are therefore aiming to maximize < z, x > when x = y 1 ∧ y 2 where y 1 , y 2 are orthonormal. Thus,
Thus, (3.10) implies
Hence,ẑ = σ k x k realizes the least distance from all decomposable multivectors, which is given by eqn.(3.9). Example 3.1. We examine the non-trivial case n = 5. Then z = z 1 e 1 ∧ e 2 + z 2 e 1 ∧ e 3 + z 3 e 1 ∧ e 4 + z 4 e 1 ∧ e 5 + z 5 e 2 ∧ e 3 + + z 6 e 2 ∧ e 4 + z 7 e 2 ∧ e 5 + z 8 e 3 ∧ e 4 + z 9 e 3 ∧ e 5 + z 10 e 4 ∧ e 5 Hence, z ∧ z = 0 ⇔ (z 1 z 8 − z 2 z 6 + z 3 z 5 )e 1 ∧ e 2 ∧ e 3 ∧ e 4 + (z 1 z 9 − z 2 z 7 + z 4 z 5 )e 1 ∧ ∧ e 2 ∧ e 3 ∧ e 5 + (z 1 z 10 − z 3 z 7 + z 4 z 6 )e 1 ∧ e 2 ∧ e 4 ∧ e 5 + (z 2 z 10 − z 3 z 9 + + z 4 z 8 )e 1 ∧ e 3 ∧ e 4 ∧ e 5 + (z 5 z 10 − z 6 z 9 + z 7 z 8 )e 2 ∧ e 3 ∧ e 4 ∧ e 5 = 0
The second order homogeneous equations z 1 z 8 − z 2 z 6 + z 3 z 5 = 0, z 1 z 9 − z 2 z 7 + z 4 z 5 = 0, z 1 z 10 − z 3 z 7 + z 4 z 6 = 0, z 2 z 10 − z 3 z 9 + z 4 z 8 = 0, z 5 z 10 − z 6 z 9 + z 7 z 8 = 0
are the Quadratic Plucker Relations (QPR) that define the Grassmann variety of the projective space P 9 (R).
Optimization in the Projective Space
If g denotes the gap between a point and the Grassmann variety in the projective space P ( n 2 ) (R) and gap(·, ·) the gap metric between two points in P ( n 2 ) (R), we will calculate g (z, G 2 (R n )), i.e., the best decomposable approximation representativê z of a given 2-vector representative z for the respective equivalence classes and proceed to further simplifications of the result for specific Grassmann varieties. In the following, for notational simplicity, we identify z ≡ span{z}. The unitary properties of distances in a projective space, [Wey. 1], imply the following definition.
Definition 3.2. The gap metric gap(z, x) between two multi-vectors z, x is given by
Theorem 3.2. The gap g between z and G 2 (R n ) is equal to
Proof. We have that
Theorem 3.3. The maximum possible gap of a multi-
Proof. Using the result of Theorem 3.2 we have that
Clearly, the minimization of g and consequently the multilinear subproblem of DAP are equivalent to the maximization of the largest eigenvalue of T z , since g (z, G 2 (R n )) = 1 − σ 2 max / z 2 . Note, that eigenvalue optimization problems of this form are usually addressed algorithmically, e,g., [Lew. 1]. Hence, Theorem 3.2 implies a closed-form solution for the optimization of the largest eigenvalue of a skew-symmetric matrix as well. Now, formula (3.12) can be further simplified if the set of QPR that describe the respective Grassmann varieties is given. Next theorem concerns this case for n = 5.
Theorem 3.4. The minimum gap between a 2-vector z ∈ ∧ 2 (R 5 ) and G 2 (R 5 ) is given by
(3.14)
Proof. The minimum gap is g(z,ẑ) = σ 1 / z ≡ g(z), withẑ = σ 2 e 1 ∧e 2 , σ 2 ≥ σ 1 . From the prime decomposition of z we have that z ∧z = 2σ 1 σ 2 e 1 ∧e 2 ∧e 3 ∧e 4 . Hence, if
we have that
Since the function f (x) = x 2 (1 − x 2 ) is increasing at [0, √ 2/2] we have that the minimization of g is equivalent to the minimization of g ∧ . In other words, the norm of the QPR over the norm of z can be used for minimization in ∧ 2 (R 5 ), i.e.,
Theorem 3.4 implies the first important result; if a specific Grassmann variety is given, all distance computations are expressed in terms of z, which is a remarkable simplification for Grassman optimization problems.
Approximation in
The results of the previous section may now be extended to the dual case. In fact, the previous results imply calculations over G n−2 (R n ) and rely on the Hodge -operator, [Mar. 1]. This operator was firstly defined in order to generalize the notion of the Laplacian on Riemannian manifolds. Definition 3.3. The Hodge -operator, for an oriented n-dimensional vector space V equipped with an inner product < ·, · >, is an operator defined as * :
where a, b ∈ ∧ m (V ), w ∈ ∧ n (V ) defines the orientation on V and n > m.
We first consider some background results, [Mar. 1].
Lemma 3.3. The Hodge -operator is linear, one to one, onto and an isometry.
is also one to one and onto.
Next we use conjugacy in general vector spaces to study the minimization problem for G n−2 (R n ).
Proposition 3.1. Let U, V be two finite dimensional vector spaces and T : U → V a linear, "1-1", onto isometry. If U 1 , V 1 are two isometric subsets of U, V respectively through T and f (u) := arg min
Proof. Following the standard properties of operators and duality in Banach spaces, e.g., [Roc. 1], we have that
The above result may be described by the commutative diagram:
, respectively. Then the diagram above, shows how the minima for D ∧ n−2 (R n ) and D ∧ 2 (R n ) in Proposition 3.1 may be derived from each other. Hence, if T ≡ the following result is established.
Corollary 3.2. For every z ∈ ∧ n−2 (R n ) the following equality holds:
.,a n−2 ∈R n z − a 1 ∧ ... ∧ a n−2 = min
The above may be illustrated by the following example: 
Solutions on the Approximate DAP
In this section, z is obtained as a function z(x) of the degrees of freedom x that describe the linear variety K of the linear system (2.2). Note that such linear varieties are functions of the coefficients of the polynomial that is to be assigned. The optimization problem (1.2) is solved and the solution leads to a perturbed solution of the exact assignment problem associated with a new assignable polynomial. A stability criterion is given to characterize the approximate polynomial that corresponds toẑ.
Least Distance between
Here, the generalization of z into z(x) is considered and then used in order to calculate the gap between the linear variety K and the Grassmann variety G 2 (R n ).
Proposition 4.1. Let x = (x 1 , ..., x d ) be the vector of the d-free parameters that define the linear variety K, d ∈ N. Then the least distance between K and G 2 (R n ) is given by
where k := [n/2], σ i (x) are the real parts of the i−th eigenvalue of T z and z is the parametric form of the linear variety K.
Proof. Let the determinantal assignment problem h t P = a t . Since the poles of the system remain the same under scalar multiplication, we are interested for the general solution of h t P = λa t , λ ∈ R. Therefore, if h t 0 is a particular solution of DAP then
where V ∈ R (r−1)×( n 2 ) is the matrix representation of N (P ) and κ t ∈ R r−1 for
Thus, z = x = 1 and the result follows from Theorem 3.2.
Similarly to Theorem 3.2, eqn.(4.1) can be further simplified if specific Grassmann varieties are given. The following theorem is one of the main results of this article, which characterizes the way the distance between the linear variety K and specific Grassmann varieties may be computed.
Theorem 4.1. The least distance problem between the linear variety K and G 2 (R 5 ) is equivalent to the minimization of a 4th order homogeneous polynomial F (x), constrained to the unit sphere.
Proof. We saw that the case n = 5 has implied that the minimization of g ∧ = z ∧z / z 2 , which may be used instead of the minimization of the gap g. Hence, problem (4.1) can be transformed into Therefore, due to eqn.(4.1) we obtain
Eqn.(4.4) is a 4th order homogeneous polynomial F (x) in terms of x i , x j , x , x µ . Thus (4.1) is written as min x F (x) subject to x = 1 (4.5)
If z = z(x) implied by the solution of (4.1) or (4.5) is decomposable, then DAP is solved precisely. If z is not decomposable, its prime decomposition is implemented in order to obtain the best decomposable approximationẑ.
Stability Criteria for the Approximate DAP
In this section we assume that the solution z(x) is not a decomposable multivector, i.e., the gap between z(x) and the Grassmann variety in not zero. Then a perturbed polynomialâ(s) is derived such thatẑ t P =â t , with respect to the initial problem. We examine the stability properties of the resulting polynomial a(s) and its distance from the nominal polynomial a(s) in eqn.(2.1), which we intended to assign. For this study we are using the results on the stability radius [Hin. 1].
is a Hurwitz polynomial written as, a(α, s) = a 1 (−s 2 )+sa 2 (−s 2 ) where a j (−s 2 ), j = 1, 2, are real polynomials in −s 2 , then the stability radius r a is given by r a = min a 0 , max
From (4.7), we easily verify the following result.
Lemma 4.1. Let · be the Euclidean norm in R n where n is the degree of a stable polynomial a(s). Ifâ(s) is the perturbed polynomial with respect to the coefficients α of a and a −â ≤ r α , where a,â their coefficient-vectors respectively, then a(s) is also stable.
The following criterion is now obtained, linking the decomposability of DAP to its stability.
Theorem 4.2. Let z ∈ ∧ 2 (R n ) be a 2-vector andẑ be its best decomposable approximation. If a,â are the coefficient-vectors of a(s),â(s) respectively, and z −ẑ ≤ r α /σ P , where σ P is the largest singular value of the Plücker matrix P and a(s) is a stable polynomial, thenâ is also stable.
Proof. Let the spectral norm A 2 = max{λ : λ ∈ σ(A t A)}. From (4.7), the stability radius r α is computable and due to the forms of the initial and the approximate system, we immediately imply:
The result now follows from Lemma 4.1.
Theorem 4.2 does not only provide the means to test whether the perturbed solutions are at an acceptable distance from the original stable polynomial we had to assign, but also constitutes a criterion for the stability of the perturbed polynomial, without the calculation of its roots or their properties.
An Approximate DAP algorithm
We now consider the problem of approximate DAP that covers all related frequency assignment, i.e. solve the system det (H · M (s)) = a(s) in terms of H when a(s) is Hurwitz. Let s 1 , s 2 , ..., s n , n > 6 be the roots of a(s). If z := C m (H) and V is the matrix representation of N (P ), then DAP is transformed into
If this is not possible, one has to find z such that the gap between z and G m (R n ) the least possible. Therefore, we have:
An Algorithm for the Approximate DAP
• Select s i such that Re(s i ) < 0.
• Calculate an orthonormal matrix-basis [v 1 , ..., v r ] for the linear problem h t P = a t .
Set f the vector of the corresponding degrees of freedom.
• Solve in terms of f the optimization problem min f g f
• If z 0 is decomposable then obtain H by z 0 := C m (H). Else, decompose z 0 via the prime decomposition. A candidate solution is the decomposable vector σ k ·e 2k ∧e 2k−1 .
We select the stable polynomial a(s) = 9.80179+50.0464s+109.122s 2 +131.717s 3 + 95.06s 4 + 41.02s 5 + 9.8s 6 + s 7 whose roots are s 1 = −1.7, s 2 = −1.6, s 3 = −1.5, s 4 = −1.4, s 5 = −1.3, s 6 = −1.2, s 7 = −1.1
If P is the Plücker matrix, then the matrix representation of an orthonormal basis 
] to the gap g (formula (3.14)) implies the 4th order homogeneous polynomial 
Conclusions
The approximate determinantal assignment problem has been defined and solved as a distance problem between the Grassmann variety and a linear variety defined by the properties of a desirable polynomial. The study of the problem was split to three basic problems: (i) The distance problem of a point of the projective space from the Grassmann variety; (ii) The extension of the above to the case where we have the distance of a linear variety from the Grassmann variety; (iii) The characterization of acceptability of the optimal distance solutions as far as the nature of the resulting assigned polynomial. The key minimization problem implied by the second problem (formulation of the (1.2) type), was addressed and a closed form solution was derived, which is similar in nature to the first optimization problem for a constant point in ∧ 2 (R n ). The results of this approach have been demonstrated via a DAP algorithm and can be easily specialized to different types of frequency assignment, such as the output feedback. The polynomials corresponding to the approximate solutions are at some distance from the nominal polynomial and for solutions to be acceptable we need the resulting polynomials to be stable. We have used the stability radius results [Hin. 1] to derive a condition that can be used to check stability without root calculations.
The above results are based on the prime decomposition (3.3) of 2-vectors which has implied significant simplifications, such as the formulation of DAP into a 4th order polynomial minimization problem, constrained to the unit sphere for the G 2 (R 5 ) case. Moreover, this analysis has connected the approximate DAP with similar optimization problems, such as eigenvalue maximization.
This approach has not been used before for general frequency assignment problems and it may be implemented as a new pole placement method, that uses no generic or exact solvability conditions. Future work will examine the challenging case of generalization to G q (R n ) and derive if possible similar closedform formulae, since higher order Grassmann-optimization problems are usually solved numerically via algebraic geometry toolboxes [Eis. 1]. The difficulty in q-decompositions, q ≥ 3, lies in the fact that the matrices which in our case provide the representation of the points of the projective space, become q-tensors and thus the multi-linear subproblem should be naturally examined via tensor decomposition algorithms, [Kol. 1], [Sav. 1], which is the area of future research.
