Abstract. We propose a new algorithm for generating pseudorandom (pseudo-generic) numbers of conformal measures of a continuous map T acting on a compact space X and for a Hölder continuous potential φ : X → R. In particular, we show that this algorithm provides good approximations to generic points for hyperbolic rational functions of degree two and the potential −h log |T ′ |, where h denotes the Hausdorff dimension of the Julia set of T .
Introduction
Conformal measures for rational maps were introduced by Sullivan ([13] ) in 1983 following ideas of Patterson ([12] ) for the case of limit sets of Fuchsian groups. Existence and uniqueness of such measures has been shown in [6] for a wide class of rational maps. These measures are in general singular with respect to Lebesgue measure and have no explicitly computable distribution function. There are a few papers dealing with the numerical computation of these (mostly fractal) measures (e.g. [3] ), but there is no work done concerning the construction of generic points according to the following definition. The convergence rate in this theorem can be arbitrarily slow, as discussed in [11] . It depends on the function h. A probabilistic error bound can be obtained from the central limit theorem or large deviation results; see [4] for a general description of the central limit theorem problem in dynamical systems, and in particular [5] about this issue for rational functions.
Accordingly, we call a point y ∈ X pseudo-generic for ν if the equation (1.1) holds up to some prescribed precision or error. The construction of pseudorandom numbers by the linear congruential method is also based on the iteration theory of maps of the interval. These points are as well pseudogeneric, hence one may use the notion of pseudorandom numbers as well in the present situation.
The aim of this note is to define and analyze an algorithm for computable pseudorandom points. In many applications, a sequence generated by the iteration of a pseudo-generic point will produce points which can be viewed as asymptotically independent realizations of independent identically distributed random variables. This follows whenever the map is a weakly dependent sequence of random variables.
Let X be a compact metric space and T : X → X be continuous. A conformal measure m for a continuous function φ ∈ C(X) is a probability measure satisfying m(T (A)) = A exp[φ(x)]m(dx) (1.2) for every measurable set A with the property that T restricted to A is invertible. This definition is equivalent to the requirement that
for every bounded continuous function g and any measurable set A such that T is invertible on A and the support of g is contained in T (A). We shall call (1.2) the conformal equation. Examples for such measures are provided by rational maps (see [6] among others) or self-similar measures on fractal sets (see [9] among others).
Given an invariant measure µ, equivalent to a conformal measure m, one can construct a pseudo-generic point by the method of least square estimation, i.e. by minimizing
over a suitable subclass G. However, the integral involved is not known and has to be computed by other means. It can be approximated in some cases using the Perron-Frobenius operator
and the projection to the eigenspace of the maximal eigenvalue of this operator. Here we follow another approach using a discretized version of the conformal equation together with a least square estimate. In this way no integral or calculation of eigenspaces is involved in the algorithm. The algorithm is explained and analyzed in section 2 in general terms. Sections 3 and 4 are devoted to the special case of hyperbolic rational functions of degree two. We demonstrate how the algorithm is implemented in this case. Other cases can be investigated in a similar way.
The algorithm requires the computation of points in X and the density of the invariant measure µ with respect to the conformal measure m at specific points. Hyperbolic rational maps on the Riemann sphere S 2 = C are characterized by the requirement that their Julia sets J(T ) does not contain parabolic or critical points (see [1] ). It is known that these maps have a unique conformal measure m for every Hölder-continuous potential φ : J(T ) → R ( [13] ), and that there is a unique equivalent, ergodic and T -invariant probability measure µ. This property will guarantee the the pseudo-generic points are approximating integrals with respect to the invariant measure and that the Perron-Frobenius operator can be used to find the density dµ/dm at specific points. Unfortunately, this operator requires to calculate the Hausdorff dimension of J(T ) which we do here numerically. Moreover, since repelling periodic points are dense in J(T ) we are able to construct dense sets of points in the Julia set.
It is important to remark that the algorithm needs precise numerical calculations. We discuss this issue in Section 4.
Least squares and the conformal equation
In this section we describe an algorithm leading to explicitly computable pseudorandom points for a dynamical systems. We start listing the assumptions we impose to hold: Let T : X → X be a continuous map on some compact metric space X with metric d(·, ·) and let φ ∈ C(X) be a continuous function. Assume the following conditions to hold:
A. (1) There exists a unique conformal measure m for T and φ.
(2) There exists a unique ergodic, T -invariant measure µ which is equivalent to m.
has a continuous version defined on X with modulus of continuity ω : R → R. B. For each n, p ∈ N, p ≥ n, there are finite sets X n,p ⊂ X, finite sets A n of measurable subsets of X and continuous functions g A ∈ C(X) (A ∈ A n ) such that (1) Every set A ∈ A n satisfies A ∈ σ(A n+1 ) (i.e. is a union of elements in A n+1 ) and every point in X lies in at most a * elements form A n , where a * is independent of n.
generate the Borel field of X as n → ∞. Each g A with a ∈ A n is approximated arbitrarily close by a linear combination of functions in A n+l for l ≥ 1 sufficiently large. (5) For each n, X n,p ⊂ X n,p+1 and
as p → ∞. The algorithm for fixed n ∈ N assumes the existence of m, µ, A n , g A (A ∈ A n ) and the sets X n,p . It proceeds as follows:
(1) Choose z A ∈ A for A ∈ A n and compute f (z A ) and The simplification puts all functions g A to indicator functions, g A = 1 T (A) and uses only one set X n,n .
We need to show that the algorithm stops eventually and that the resulting points x * n are pseudorandom. This will be accomplished in the following two propositions.
Proposition 2.2. The algorithm stops eventually.
Proof. For x ∈ X n,p we have
Since µ is ergodic there exists a generic point for µ. Let z denote such a point.
Then for any g A by the triangle inequality
which converges to 0 as p → ∞, where ω h denotes the modulus of continuity for the function h. Likewise
which tends to 0 as well as p → ∞ (note that the support of g A • T is inside of A, so that the discontinuity of A is of no relevance). The indicator of A has to be kept here. If g A is the indicator of T (A), then g A • T (x) is one if and only if x is a preimage of a point in T (A). But there are more than the points in A as preimages and we want only those in A.
Since A n is a finite set, not changing with p, we see that
which implies that the algorithm stops eventually.
Proposition 2.3. Let x *
n and p = p(n) ≥ n (n ∈ N) be constructed according to the algorithm, and assume that A and B hold. Then for every continuous function g we have
Proof. Define
where δ z denotes the point mass in z ∈ X. Then {ν n : n ∈ N} is relatively compact in the weak topology of measures. Let ν be an accumulation point.
Then ν is an invariant measure and for
Therefore, letting l → ∞ along a suitable subsequence, d m = f dν satisfies the conformal equation, hence is conformal. Since m is unique as a conformal measure it equals m. Moreover, ν is equivalent to m, and must be equal to µ, since the latter is unique as well. This shows that ν n converges weakly to µ, proving that x * n is a sequence of pseudorandom points.
Conformal measure on a Julia set
We describe a specific example in this section, which will be used to show how the general algorithm can be applied.
Consider the rational map T :
. Its Julia set J(T ) is a bounded compact set in C (under the induced (Euclidean) topology).
A Julia set J(T ) is the closure of the set of repelling periodic points and inverse images of T n , (n ≥ 1) are dense as well ( [1] ). Thus the repelling periodic points and its preimages are dense inside the Julia set J(T ), and every point in J(T ) can be realized as a limit of some sequence of preimages of each repelling periodic point.
The set of points y such that the iterates of y under T , T 2 , T 3 and so on eventually hit a fixed repelling periodic point z is dense in the Julia set. Therefore, it is possible to construct many points in the Julia set by taking preimages. This can be done in different ways. The most convenient is to calculate inverse branches f 1 and f 2 (for a quadratic polynomial) as maps defined on the Julia set. Then we can iterate all possible finite combinations
.., where the sequence of f 1 and f 2 's are arbitrary choices. This is the naive way, since the computation creates too many data. We need for later purpose a certain depth of the iteration procedure, much longer than the forward iteration done later. In order to accomplish this one takes random choices of the two maps over a long string of iterations. This gives one point in the Julia set and one needs to estimate the errors in this calculation.
We now discuss the discretization, i.e., a random mesh on the Julia set. Take a repelling periodic point z 0 , say a fixed point: T (z 0 ) = z 0 . Let us discretize the Julia set J(T ), i.e., generate a random mesh or random lattice S over it, as its computational representation.
The inverse of T has two analytical branches, f 1 and f 2 . We backward iterate T but select the inverse branches randomly. Let l be a large positive integer. Define a sample space
Starting from z 0 , a random backward iteration of l steps of T can be represented as
where ω 1 , ..., ω l are chosen randomly with equal probability. Let Ω 0 be a randomly chosen set of ω 1 , ..., ω l . Its cardinality is the the size of the random mesh. Now we define a random mesh of the Julia set J(T ) defined by Ω 0 as
We take the Borel sets A to be small balls in J(T ) centered around some points in S. Let us take a representative subset S 0 of S and take A as balls centered on points in S 0 . This is a finite family of balls and it is arranged to cover J(T ):
A := {A = B(z * , δ) : ball with center z * ∈ S 0 and radius δ > 0}.
Let h denote the Hausdorff dimension of the Julia set J(T ). We shall consider the conformal measure m associated to the potential h log |T ′ |, which is a well defined Lipschitz continuous function on J(T ), since T is hyperbolic. The transfer operator (Perron-Frobenius operator) for the the map T and the potential is P : C(J(T )) → C(J(T )) defined as
Iteration yields
It is known that there exists a unique conformal measure with respect to this potential, always denoting it m. Moreover, T is ergodic and has a unique finite invariant measure µ (on J(T )) that is equivalent to the conformal measure m.
The Hausdorff dimension of the Julia set can be calculated as follows. It is known that
converges for s < −h and diverges for s > −h. We shall use a slight variant of this fact to determine h:
directly, where A are balls. Since µ ∼ m, by the Radon-Nikodym theorem
for some point z * and z * * by the intermediate value theorem since the density is continuous. These equations hold approximately for all z replacing z * and z * * if the sets A and T (A) are small enough. Thus, on small balls A in the Julia set, we have
where z ∈ J(T ) is in a full µ−measure subset in J(T ). Therefore, we have the fundamental equation
We will find such a z approximately by the method of least squares, i.e. finding the minimizer for
where -more precisely-z * depends on the corresponding ball A. For calculating the density f (z * ) we use the transfer operator and the well know equation
We choose points z * ∈ S 0 in the discretization step and open balls around these points as choices of the sets A. The equation (3.10) is used to calculate the densities at z * and T (z * ).
We check numerically whether the minimizer in the optimization problem is pseudo-generic.
For any continuous and bounded function on J(T ), and for any generic point z in J(T ), we should have
for g ∈ L 1 (J(T )). In fact, in the next section, we test this for the function g = |z|. For z obtained in our numerical procedure, we compute lim n→∞ 1 n n−1 k=0 g(T k (z)) for some large n. Repeated calculation for different sets S, S 0 , random choices and n will show that the average does not vary considerably. Choosing the backwards iteration randomly and S 0 randomly may be seen as the analog of a seed in the construction of random numbers.
Numerical results

Determining the Hausdorff Dimension h for the Julia Set.
Before we can hope to evaluate the Perron-Frobenius operator for a generic point in J(T ), we must determine the appropriate Hausdorff dimension. There should be only one value h which allows for convergence of the limit described by (3.10) to a value f (z) ∈ (0, ∞). This h will be different for each rational map but since we only consider one such map here, T (z) = z 2 + 1 8
, we need only determine the dimension of the resulting fractal (Fig. 1) .
We begin by taking the only repelling fixed point of T as a test value to determine h. Below is a table which shows the sequence of f n (z) values (see §4.4) as n → ∞. Convergence of the Density Function z 0 = .8356 h = 1.00 It is clear that the approximate value h = 1.00735 allows for convergence of the Perron-Frobenius operator, and that values too small or too big yield unbounded or zero answers respectively. For the remainder of this project we will approximate h as such. More rigorous discussion of Hausdorff dimension computation can be found in [9] . If n increases the results become better in generally. Stratistical rigourous methods use the Grassberger and Procaccia correlation dimension and has been developed by Cutler and Dawson or Denker and Keller. The above approach is sufficient for hyperbolic maps.
4.2.
Creating the Computational Lattice. Now that we have determined the appropriate Hausdorff dimension, we compute the z * which define the A (the covering of the Julia set) and the lattice S. Given an m, the z * are all the points for which z 0 = T m (z * ), which can be computed directly without much difficulty. The second block of code in Appendix A.1 generates the points z * using z 0 = .8536. Each of the points in S is determined by an inverse iteration backwards from a point randomly chosen from the z * . |S| = ℓ, and each point is inverse iterated backwards N times from the initial randomly chosen point. At each inverse iteration only one pre-image is chosen and stored, since the other preimage is of no consequence for determining the final lattice. The appropriate Matlab code to create the lattice is the function makelattice which is found in Appendix A.2.
Numerical Error Analysis in Random Mesh
Generation. In §4.2, we use the random mesh S to discretize the Julia set J(T ). So at least, we would need to make sure that points in S are (approximately) inside J(T ), when ℓ is large enough. Numerical error here comes mainly from computing the inverse branches
. Let us show that this numerical process is stable, i.e., the total error is bounded ( [10] ).
Let F denote either one of F 1 and F 2 . The error analysis for numerically iterating each function is similar. Let the computer's unit roundoff error be, for example with double precision, 10 −16 . Let us ignore the error in computing the initial repelling fixed point z 0 .
DenoteF (z 0 ) be the computed value of F (z 0 ). Then
Denote z 1 = F (z 0 ),z 1 =F (z 0 ). In the following ǫ i 's denote relative roundoff errors at various steps of computation. Then
As long as F and its derivative is bounded in the (bounded) Julia set, the right hand side of the above error estimate is upper bounded by a constant multiplying ǫ ≤ 10 −16 . Thus when we iterate n times of F , the relative roundoff error ( [10] ) is approximately nǫ. The random selection between F 1 and F 2 does not change this error order.
Efficiently Computing the Transfer
Operator. Now that we have determined our computational lattice we must compute the transfer operator for obtaining f (z) which is the density as defined by the Radon-Nikodym derivative. This is a computationally sensitive segment of the procedure because it requires approximating a limit which becomes exponentially more expensive to compute. We can make this somewhat easier by noting that we consider only one mapping, and that T ′ (z) is a linear function.
The chain rule allow us to say the following,
Below we substitute (4.1) and (4.2) into (3.10) and use the chain rule technique mentioned to simplify the evaluation of the transfer operator. The final simplification occurs because
Note that the set T −n (z) includes all 2 n (possible non-unique) values on the Julia set for which T n (T −n (z)) = z.
We can further simplify this by noting that we are not interested in the actual values of T k−n (z) but rather only their moduli. For each value y ∈ T −n (z) there is a value −y ∈ T −n (z) since both the positive and negative square roots must be considered. Because of this we need only calculate the contribution of half the pre-images to the summation and then double it since |y| = | − y|.
If we let T 
In the Matlab code to execute this we take advantage of the fact that we need only calculate and store half the moduli needed by the same logic used before. This is seen in graph theory and Figure 4 shows how we utilize the fact that several branches in the tree have the same product.
Using this logic we wrote the function densop to approximate the limit in (4.4) to 10 −4 accuracy. If the appropriate h value is not used, the program will For those who are interested in the speed of this algorithm, ours is certainly not the fastest possible implementation. Each time densop is called it recalculates pre-images which may have already been determined. In addition, new memory is allocated in each iteration above as well as at the start of each call to densop. All the code in this project is written to test the algorithms described above and to emphasize readability; this has resulted in a decrease in efficiency which will be the topic of a future project. 4.5. Solving the Optimization Problem. Recall the optimization problem we need to solve: given z * and δ A (to define the Borel Set A = B(z * , δ A )) and n
One thing to note is that the optimization is to occur on a discrete lattice, S, thus we need only test a finite number of points, ℓ, to find the solution.
Another point of interest is that T k (z) is evaluated during construction of the lattice so no new function evaluations take place. Also there is no need to set n > ℓ since T ℓ (z) = z 0 for all z ∈ S.
To determine if a point z is in B(z * , δ A ) we simply test |z − z * | < δ A , thus
Testing if z is in B(z * , δ T (A) ) is more difficult. To do so we state that z ∈ T (A), 6) and therefore test whether either pre-image of z is in A. The result is that
where T −1 ± (z) is either the positive or negative preimage of z. Appendix A.4 is the Matlab implementation of the optimization procedure. This code simply runs through every point in z ∈ S and returns the point which minimizes (3.9) for summations of a given length n. It also returns the β n value described by (2.1).
4.6.
Testing the Pseudorandom Points. In order to determine if the z which satisfies (3.9) is a pseudorandom point we test its time average in equation (3.11). We use the simple test function g(x) = |x| for which the integral can be approximated deterministically; the lhs of (3.11) is the average distance of points in J(T ) from the origin. When all the pre-images for various values of m are averaged together, we see below that the result approaches the limit |z|dµ ≈ 1.001379. There are several factors which contribute to the quality of the solution and the complexity of the algorithm. We will assume here that we already know h and that m = 8 is fixed which means that the Julia set is covered by 2 8 = 256 balls and that δ A = 2 1−m is also fixed. Assuming that the z * are already available (which is reasonable because the Borel sets are defined by m), the only parameters which affect the accuracy of the integral are • ℓ -The number of elements in S, the computational lattice • N -The depth of the inverse iteration on randomly chosen points z * to generate S -Recall that for z ∈ S, T N (z) = z * for exactly one of the 2 m z * .
Integral Limit
• n -The point at which we truncate the least squares limit • α -The number of pseudorandom trajectories used to evaluate the integral We can now take a look at how changing these parameters individually affects the speed and accuracy of the algorithm. For all these experiments we have generated 10 computational lattices (ie α = 10); for each lattice 1 pseudorandom point minimizes the least squares equation and that is the point whose trajectory we use to compute the integral. µ is the experimental mean and σ is the experimental standard deviation
We can see from Figure 6c that increasing N has the effect of decreasing the standard deviation of the estimator. Figure 7 is a graphic depiction of this. It appears in Figure 6b and Figure 6a that increasing n and ℓ without changing N causes no improvement in σ. This leads us to believe that the driving force behind accuracy is N for which the complexity of the algorithm increases linearly.
There are limitations to this algorithm because it requires storage of N +1×ℓ terms: this is done to prevent the loss of accuracy from N applications of T on the elements of S. Unfortunately, since there is only one point in S which minimizes (3.9) there is only one pseudorandom trajectory chosen per S generated.
One possible future improvement to this algorithm may be to use several trajectories whose value in (3.9) are close to optimal but not the exact minimum. Their contribution to the estimator can be weighted according to their distance from the optimal value. This would allow the use of multiple trajectories from the same S and not require α versions of S for α trajectories. 
Appendix A -Matlab Algorithms
The first file is a script which calls the other functions to generate pseudorandom numbers on the Julia Set for the mapping T (z) = z 2 + 1/8. Here is a list of important parameters:
• z0 -A repelling periodic point which is the start of the inverse iterations 
