We present a new algorithm to improve the 3D boundary element method (BEM) for capacitance extraction. We partition large interconnect structures into small sections, set new boundary conditions using the border for each section, solve each section, and then combine the results to derive the capacitance. The target applications are critical nets, clock trees, or packages where 3D accuracy is required.
INTRODUCTION
As the feature size decreases and operating frequency increases, interconnect parasite has a growing impact on circuit performance. Therefore fast and accurate extraction algorithms are crucial to the timing verification of modern digital circuits. It is well known that 2D/2.5D capacitance extraction algorithms are fast but inaccurate [1] . For critical nets and clock trees, the industry require 3D algorithms that have high accuracy [3] .
Problem Description
The capacitance of an m-conductor geometry is summarized by an m × m capacitance matrix C. To determine the j-th column of the capacitance matrix, we compute the surface charges on each conductor produced by raising conductor j to unit potential while grounding the other conductors. Then Cij is numerically equal to the charge on conductor i. This procedure is repeated m times to compute all columns of C.
Most 3D capacitance extraction algorithms are based on the Boundary Element Method (BEM). Using BEM, each of * This research was supported by the NSF grants CCR-0098329, CCR-0113668, EIA-0223785, and ATP grant 512- 0266-2001. the m potential problems can be solved using an equivalent free-space formulation where the conductor-dielectric interface is replaced by a charge layer of density σ. The charge layer satisfies the integral equation
where ψ(x) is the known conductor surface potential, da is the incremental conductor surface area, x, x ∈ 3 , x ∈ da , and x − x is the Euclidean distance. Galerkin scheme is often used to numerically solve (1) for σ. In this approach, the conductor surfaces are divided into n small panels, and on each panel Ai, a charge qi is assumed uniformly distributed. Then an equation is written which relates the known potential on Ai, denoted by vi, to the sum of the contribution of potential from charges on all n panels A1, A2, . . . , An. The result is a dense linear system
where q ∈ n is the vector of panel charges, v ∈ n is the vector of known panel potentials, and P ∈ n×n is the potential coefficient matrix. Each entry of P is defined as
for panels Ai and Aj. The linear system (2) has to be solved to compute panel charges, and the capacitances are derived by summing the panel charges. Because P is dense and large, iterative methods, such as GMRES, are used for solving the equation.
Previous Research
Several fast algorithms have been proposed to solve (2), such as FastCap [11] , the pre-corrected FFT algorithm [12] , the singular value decomposition algorithm IES 3 [9] , hierarchical refinement algorithm HiCap [13], geometry independent approximation [10] , and others [2, 5] . Although these algorithms use the fact that charges far away can be approximated, the entire interconnect geometry is carried throughout the algorithm.
Beattie and Pileggi [4] analyzed the effect of dropping negative charged particles far away from a center positive charged particle, which is known as the "window" method. However they did not consider continuous charged surface, or dropping positive charged particles. Bachtold, et al., [3] proposed to construct a tunnel around a critical nets to be solved by 3D BEM. They used the window effect and also the "shield" effect to construct the tunnel. However, their method will produce large error if the critical nets are simply partitioned.
Our Contribution
In this paper, we use a divide-and-conquer technique to partition a large BEM problem into a number of small BEM problems, solve each BEM problem efficiently, and combine the results to derive the solution for the original BEM problem. We invent the idea of border, which allows us to partition a long interconnect into small sections without introducing error. The border idea, together with the window and shield ideas, is implemented in a new algorithm. We also prove the capacitance matrix obtained by our algorithm is diagonally dominant. Furthermore, our algorithm is the first 3D algorithm that can produce distributed RC, which is important for timing verification.
The difference between the window method [4] and our method is that the window method only drops negative charged conductors, while our algorithm partitions, and also drops both positive and negative charged conductors and panels. This allows us to drop more conductors than the window method does. The improvement of our method over the tunnel method [3] is that the tunnel method does not partition the critical nets, while our algorithm does. Simulation results show our algorithm is 5 times faster than the tunnel algorithm, which uses window and shield, and the error produced by our algorithm is small.
MAIN IDEAS

Divide-and-Conquer
Almost all BEM algorithms have super-linear time complexity in terms of the input size n, which is often the number of discretized panels. A super-linear function is one that grows faster than O(n), such as O(n log n). The precorrected FFT algorithm [12] and SVD algorithm [9] both require O(n log n) time. Although the fast multipole algorithm [8] is claimed to be O(n) time, there is a hidden assumption that the n particles are uniformly distributed. If the distribution is non-uniform, then Ω(n log n) time is necessary to build the multipole hierarchy [7] . In addition, as the problem size increases, the number of GMRES iterations will slowly increase.
Consider the special case where the BEM algorithm runs in cn log n time for n conductor panels, where c is a constant. If we divide the problem into 2 sub-problems of each n/2 panels, then the time for solving the two sub-problem using the BEM algorithm will be 2(c(n/2) log(n/2)) = cn log n − cn. Therefore, if the overhead for dividing the problem and combining the results is less than cn, then the partition strategy will save time. If a BEM algorithm runs in cn 2 time, then the saving will be even better. We note that the traditional divide-and-conquer algorithms are recursive, while ours is not.
It is hard to estimate in theory how much we gain by partition, without knowing the exact time complexity of the BEM algorithm. However, our experiments show that when n is large and the size of each section is appropriately chosen, then the benefit of partition is significant.
Border
To solve for s2, attach borders b1 and b2 and set ψ(b1) = ψ(b2) = ψ(s2).
In order to partition a conductor, we will attach a border to the faces where the conductor is cut. For example in Fig  1, we attach a border at each end of si. The border has the same shape as the neighboring sections si−1 and si+1, but is much smaller in size. In experiments, we find 10% of the section length is the best size for the border. If the potential problem we want to solve is for ψ(si) = V , which is 1 or 0, we will set the borders at the same potential as si. However the charges on the borders are not counted towards si when computing the capacitance. Fig. 2 shows the experimental result of a conductor divided and calculated with different length of border. The total length of the conductor is 10 units, which is divided into 3 section of length 3, 3, and 4 units respectively. We can see that a small border reduces the error significantly.
Shield
We can drop a conductor if the conductor is hidden behind another conductor. This idea was previously used in [3] , but we will give a theoretical estimation on the error. Consider the conductors in Fig. 3 , where ψ(S1) = 1 and ψ(S2) = ψ(S3) = 0.
The solution of linear system (2) gives
Let the distance between S1 and S2 be 1, and the distance between S2 and S3 be d. Assume S2 and S3 are the same size, therefore p22 = p33. From (3), we know that p22 and p23 are much greater than 1, p13 = p31 ≈ 1/(1 + d), and Figure 3 : Three conductors S1, S2 and S3.
Therefore, the potential contribution of S3 to S1 is about
, which decays very fast as d increases. Fig. 4 shows the error induced by dropping S3 in a system with and without the shield S2. It is obvious that dropping S3 when it is behind a shield produces much less error than dropping S3 when there is no shield.
ALGORITHM
We first give an overview of the algorithm. Then we describe the partition process, followed by the main algorithm. Finally, we prove that our algorithm produces a capacitance matrix that is diagonally dominant.
Overview
The divide-and-conquer algorithm works as follows. To solve the potential problem where the i-th conductor is at unit potential, we partition conductor i into several sections. For each section, we attach borders to the cutting faces, and set the borders at unit potential. We drop far away conductors and conductors that are hidden behind other conductors using a simple line-sweep algorithm. Then we solve the charge distribution for each section. Repeat the process for every section of the i-th conductor. Finally, we add up the charge on each section, and ignore the charge on the borders, to derive the total capacitance. To output distributed RC, the charge on each section is the distributed capacitance for that section. This way, we can compute the self capacitance and coupling capacitance between conductor i and its neighbors, either lumped or distributed. 
Divide
Procedure Get-Window takes as input a conductor, and returns a set of conductors in a window. Large conductors are divided, and borders are added. Further more, conductors far away or hidden behind other conductors are dropped. Fig. 7 shows the 2D view of a typical window in the same layer as the conductor. The shaded area is the conductor. Note that the conductor may extend outside of the window in both directions, or may be completely inside of the window. A window contains regions A, B, N and conductor s. Region A is the accumulation region. Charges on conductors in A will be accumulated to compute the coupling capacitance. Region N is the corner region. Charges on conductors in N will be ignored. Region B is the border region and is on the same conductor with s. Charges on conductors in B will be ignored. When we solve the potential problem, conductors in B and s are set to unit potential, while all other conductors are grounded.
The procedure Get-Window is in Fig. 8 , where window sizes Wx and Wy are shown in Fig. 7 , min X(s) and max X(s) are the leftmost and rightmost X-coordinates of s, and min Y (s) and max Y (s) are the topmost and bottommost Y-coordinates of s.
The visibility check in Step 9 and 11 Fig. 8 , is done by a line sweep approach. Consider the region above conductor for the case in Fig. 9 . Let the endpoints of conductor panels in A and N be in increasing X-coordinates. We scan the Fig. 9 (a) shows 4 conductors in the window above s and B. S1 and S2 are visible, S3 is invisible, and S4 is partially visible. Our visibility check drops S3 and partitions S4 into S 4 which is visible, and drops the rest of S4 which is invisible. The final output for this example is
For the layers immediately above or below the current layer where the target conductor is located, all conductors inside of the window are kept. Fig. 5 and Fig. 6 show the Get-Window being applied on a real case.
Conquer
After the charge on every conductor is solved by procedure Solve-Charge in Fig. 10 , we can add the total charge to derive the row of capacitance matrix entries. Fig. 11 is our main algorithm.
Note that in Step 7 of Fig. 11 , we set conductor sij and its border SB at unit potential, and ground the other conductors. This is the new boundary condition we created to S1 S2 S3 S4 Procedure Solve-Charge (SP , SG). Input: SP is the set of conductors at unit potential, and SG is the set of conductors grounded. Output: Charge vector Q for each conductor.
Method:
Any BEM. End of Procedure reduce the singularity at the corner. In Step 8, we accumulate charges for conductor Si, and in Step 9, we accumulate charges for conductors in SA. Charges on conductors in SB and SN are ignored, because these conductors are used to set the boundary condition and may appear many times.
The three parameters in the algorithm, L, Wx and Wy, may affect the performance. Window size Wy does not have significant impact on the accuracy and time since most neighbors are included anyway. We choose Wx as far as results meet accuracy requirement. The relationship between L and running time is complex: the greater (less) the L, the less (greater) the saving due to dividing, and the less (greater) the overhead.
Passivity
Now we prove the capacitance matrix computed by our algorithm is diagonally dominant. Previous passivity proof for the window method [4] is not enough since our algorithm also drops conductors with positive charge. Lemma 1. Given a set of small panels in 3D where each panel is set at potential 1 or 0. If we delete any panel of potential 1, then each remaining panel of potential 1 will contain more positive charge, and each remaining panel of Algorithm Divide-and-Conquer(S, L, Wx, Wy). Input: A set of conductors S in 3D, and user provided parameter L, Wx and Wy. Output: Capacitance matrix C. Method: 1: For each conductor Si ∈ S Do 2: For each conductor Sj ∈ S Do 3:
Qj ← 0; 4: Divide Si into disjoint sections si1, . . . , sin i according to length L; 5: For each section sij Do 6:
(SA, SB, SN ) ← Get-Window(S, Si, sij, Wx, Wy); 7:
Q ← Solve-Charge ({sij } ∪ SB, SA ∪ SN ); 8:
Let Q (sij) be the charge corresponding to sij in Q ; Qi ← Qi + Q (sij); 9:
For each s k ∈ SA, let s k ∈ Sm Do 10:
Let Q (s k ) be the charge corresponding to s k in Q ; Qm ← Qm + Q (s k ); 11: For each j Do 12:
Cij ← Qj . Proof. Omitted due to page limit. Theorem 1. The capacitance matrix C produced by the divide-and-conquer algorithm is diagonally dominant.
End of Algorithm
Proof. Since conductors other than S contain negative charge, dropping those conductors will make the reduced system still positive definite [4] . Lemma 1 says that dropping the part of S outside the window will increase the amount of positive charge on s and decrease the amount of negative charge on SA. Since sij 's do not overlap, nor SA's overlap, the total positive charge on all s will be greater than the charge on S if we solve the whole system undivided. Similarly, the total negative charge on each conductor other than S will be less than that if we solve the whole system undivided. Since the capacitance matrix obtained by solving the whole system is diagonally dominant, the capacitance matrix obtained by using our algorithm will be even more diagonally dominant.
SIMULATION
The divide-and-conquer algorithm, the BEM and the win-dow+shield method are all implemented in C. The BEM algorithm is HiCap [13], because it is easier to implement and can solve larger structures than FastCap can. Nevertheless, we also experimented with FastCap, and found similar speedup.
All computation are done on a SUN Ultra Enterprise 2. In all experiments, time is the total CPU time to compute one row of the capacitance matrix. The error of capacitance matrices is defined as follows. Let the row of capacitance matrix computed by direct BEM be C and the row of capacitance matrix computed by our algorithm be C . Then the error is estimated in the Frobenius norm: C − C / C . This is the standard way to measure the difference between two matrices. We also separate self capacitance with coupling capacitance, since the magnitude of self capacitance is much greater than the coupling capacitance. The test examples are large 3-layer structures in Fig. 12 and results are in Table 1 . We set the width and height of each conductor, minimum spacing and inter-layer dielectric thickness all at 0.5µm. Three interconnects of length 50 µm, 100 µm, and 150µm respectively, are used for comparison. We first solve the whole system to compute the row of capacitance matrix for the long interconnect. The results are in the column "whole". Then we apply window+shield method to drop conductors far away or hidden from other conductors, see Fig. 13 . Again we compute the row of capacitance matrix for the long interconnect, with the reduced system. The results are in the column "wind+shld". We divide the long interconnect into sections of 10 µm each, without adding the border. The results are in the column "wind+shld+div". Finally, we use the divide-and-conquer algorithm to partition the long interconnect into sections of 10 µm each with border, one is shown in Fig. 14. The re- Fig.  12 and Fig. 13 with its neighbors. sults are in the column "new". As the length of each section decreases, more time is used for dividing and the overhead due to border also increases. We find that for using HiCap and our current partition implementation, the best choice for the length of each section is 10 µm, regardless of the length of the input interconnects. The relationship between time and length of each section in the 150 µm example is shown in Fig.15 . The same optimal value for the length of each section is shown same in the 50 µm and 100 µm examples. 
CONCLUSION
This paper presents a divide-and-conquer algorithm that can significantly speed up BEMs without sacrificing accuracy. The ideal application is for critical nets and clock tree where 3D accuracy is required. For the examples tested, the speed up is 25 times compared with the traditional method that solves the whole system, and 5 times compared with the window+shield methods that drops far away and hidden conductors. Our memory usage is 1/130 to 1/20 of the traditional BEM and the window+shield method. Compared with simple partition without border, our result is much more accurate.
To apply a method to multi-layer dielectric, it is important that the method is kernel independent. Since our algorithm uses any BEM to solve the sub-problems, our algorithm is kernel independent as long as the BEM is kernel independent. There are many BEMs that are kernel independent, such as the SVD algorithm [9] and the hierarchical refinement algorithm HiCap [13] .
