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BLOW-UP PROFILE OF NEUTRON STARS
IN THE CHANDRASEKHAR THEORY
DINH-THI NGUYEN
Abstract. We study the Chandrasekhar variational model for neutron stars, with
or without an external potential. We prove the existence of minimizers when the
attractive interaction strength τ is strictly smaller than the Chandrasekhar limit
τc and investigate the blow-up phenomenon in the limit τ ↑ τc. We show that the
blow-up profile of the minimizer(s) is given by the Lane–Emden solution.
1. Introduction
It is a fundamental fact that a neutron star collapses when its mass is bigger than a
critical number. The maximum mass of a stable star, called the Chandrasekhar limit,
was computed by Chandrasekhar in 1930 [2], which earned him the 1983 Nobel Prize
in Physics. In this paper, we study the details of the collapse phenomenon within the
semi-classical approximation.
From first principles of quantum mechanics, a neutron star is a system of identical,
relativistic fermions interacting via the self-gravitational force. In the Chandrasekhar
theory, the ground state energy of a neutron star is given by
Eτ (1) := inf
{
Eτ (ρ) : 0 ≤ ρ ∈ L
1 ∩ L
4
3 (R3),
∫
R3
ρ(x)dx = 1
}
, (1.1)
with the energy functional
Eτ (ρ) :=
∫
R3
jm(ρ(x))dx −
τ
2
∫∫
R3×R3
ρ(x)ρ(y)
|x− y|
dxdy +
∫
R3
V (x)ρ(x)dx. (1.2)
Here ρ is the density of the system and τ > 0 stands for the interaction strength. The
functional jm(ρ) is the semi-classical approximation for the relativistic kinetic energy
at density ρ, namely
jm(ρ) =
q
(2π)3
∫
|p|<(6π2ρ/q)
1
3
√
|p|2 +m2dp
=
q
16π2
[
η(2η2 +m2)
√
η2 +m2 −m4 ln
(
η +
√
η2 +m2
m
)]
, η =
(
6π2ρ
q
) 1
3
.
The mass m > 0 and the spin number q ∈ N will be fixed. Moreover, V : R3 → R
stands for a general external potential; in the translation-invariant case V ≡ 0 we will
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denote the corresponding energy functional and the ground state energy by E∞τ (ρ) and
E∞τ (1), respectively.
The Chandrasekhar theory is the relativistic analogue of the famous Thomas–Fermi
theory of non-relativistic electrons in atomic physics [3, 19]. The rigorous derivation of
the Chandrasekhar functional Eτ (ρ) from many-body quantum theory has been done
by Lieb and Yau in [14] (see [13] for an earlier work and [4] for a new approach).
More precisely, they proved the validity of the Chandrasekhar theory from the N -body
Schro¨dinger theory in the limit of large N with τ = gN
2
3 kept fixed, where g is Newton’s
gravitational constant. Their result holds under the condition that τ is strictly smaller
than the Chandrasekhar limit τc, which is described below.
In the Chandrasekhar theory, the stellar collapse of big neutron stars boils down to
the fact that Eτ (1) = −∞ if τ > τc, where τc is the optimal constant in the inequality∫
R3
jm(ρ(x))dx − τcD(ρ, ρ) ≥ 0, ∀ 0 ≤ ρ ∈ L
1 ∩ L
4
3 (R3).
Here we have introduced the direct energy term
D(ρ, ρ) =
1
2
∫∫
R3×R3
ρ(x)ρ(y)
|x− y|
dxdy.
From the operator inequality |p| ≤
√
|p|2 +m2 ≤ |p| + m and a standard scaling
argument, we can see that τc is independent of m. Since
lim
m→0
jm(ρ) = Kclρ
4
3 , Kcl :=
3
4
(
6π2
q
) 1
3
we find that
τc = σ
−1
f Kcl
where σf is the optimal constant in the inequality
σf‖ρ‖
4
3
L
4
3
‖ρ‖
2
3
L1 ≥ D(ρ, ρ), ∀0 ≤ ρ ∈ L
1 ∩ L
4
3 (R3). (1.3)
Numerically, σf ≈ 1.092 (we use the notation in [14] where f stands for fermions).
It is well-known (see [15, Appendix A]) that (1.3) has an optimizer Q, which is
unique up to dilations and translations. Moreover, such Q can be chosen uniquely to
be non-negative, symmetric decreasing, and satisfies
σf‖Q‖
4
3
L
4
3
= ‖Q‖
2
3
L1 = D(Q,Q) = 1. (1.4)
This function Q solves the Lane–Emden equation of order 3 (see [10, 19, 6])
4
3
σfQ(x)
1
3 − (| · |−1 ⋆ Q)(x) +
2
3
{
= 0 if Q(x) > 0,
≥ 0 if Q(x) = 0.
(1.5)
In the present paper, we analyze the existence and blow-up behavior of the minimizers
of the variational problem Eτ (1) in (1.1) when τ approaches τc from below.
Our first result is
Theorem 1 (Existence of minimizers). Fix q ≥ 1 and m > 0. Assume that V satisfies
(V1) 0 > V ∈ L
4(R3) + L∞(R3), and
(V2) V vanishes at infinity, i.e. |{x : |V (x)| > a}| <∞ for all a > 0.
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Then the variational problem Eτ (1) in (1.1) has the following properties
(i) If τ > τc, then Eτ (1) = −∞;
(ii) If τ = τc, then Eτ (1) = infx∈R3 V (x) but it has no minimizer;
(iii) If 0 < τ < τc, then Eτ (1) has at least one minimizer.
Here we focus on the case where V is attractive and vanishes at infinity. We assume
V ∈ L4(R3) + L∞(R3) in order to ensure that the term
∫
R3
V (x)ρ(x)dx is meaningful
when ρ ∈ L1 ∩ L
4
3 (R3). The value infx∈R3 V (x) in (ii) should be interpreted properly
as the essential infimum when V is a general, measurable function.
In the case V ≡ 0, Theorem 1 is well-known (see [1, 14]). Moreover, when 0 < τ < τc,
the minimizer is unique up to translations and can be chosen to be radially symmetric
decreasing by the rearrangement inequalities (see [14, Theorem 5]). For V 6≡ 0, the
existence result in Theorem 1 is non-trivial and requires a concentration-compactness
argument [16] in order to deal with the lack of compactness of minimizing sequences.
Our next result concerns the behavior of the minimizers of Eτ (1) as τ ↑ τc. We will
show that the minimizers of Eτ (1) blows up and that its blow-up profile is given by the
unique optimizer of (1.3). To make the analysis precise, let us assume that the external
potential V is either 0 or of the typical form (relevant for physics)
V (x) = −
M∑
i=1
zi
|x− xi|si
, (1.6)
where 0 < zi, 0 < si <
3
4 , xi ∈ R
3 and xi 6= xj , for 1 ≤ i 6= j ≤M . Let
s = max{si : 1 ≤ i ≤M}, z = max{zi : si = s}, Z = {xi : si = s and zi = z}.
Thus Z denotes the locations of the most singular points of V (x). We have
Theorem 2 (Blow-up of minimizers). Fix q ≥ 1 and m > 0. For 0 < τ < τc, let ρτ
be a minimizer of Eτ (1). Then for every sequence {τn} with τn ↑ τc as n → ∞, the
following hold true.
(i) If V ≡ 0, then there exist a subsequence of {τn} (still denoted by {τn}) and a
sequence {xn} ⊂ R
3 such that
lim
n→∞
(τc − τn)
3
2 ρτn((τc − τn)
1
2x+ xn) = λ
3
∞Q (λ∞x) (1.7)
strongly in L1 ∩ L
4
3 (R3). Here Q is the unique non-negative radial function
satisfying (1.4)–(1.5) and
λ∞ =
3
4
m
(
1
Kcl
∫
R3
Q(x)
2
3dx
) 1
2
.
(ii) If V is defined as in (1.6), then there exist a subsequence of {τn} (still denoted
by {τn}) and an xj ∈ Z such that
lim
n→∞
(τc − τn)
3
1−s ρτn((τc − τn)
1
1−sx+ xj) = λ
3
sQ (λsx) (1.8)
strongly in L1 ∩ L
4
3 (R3), with
λs =
(
sz
∫
R3
Q(x)
|x|s
dx
) 1
1−s
.
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If Z has a unique element, then (1.8) holds for the whole sequence of τn.
Note that when V ≡ 0 or V is defined by (1.6), the existence of minimizer when
0 < τ < τc has been proved in Theorem 1. Our proof of Theorem 2 is based on a
detailed analysis of the Euler–Lagrange equation associated to the minimizers of Eτ (1)
when τ tends to τc. As a by-product of our proof, we also obtain the asymptotic
behavior of the energy, that is
lim
τ↑τc
E∞τ (1)
(τc − τ)
1
2
=
3
2
m
(
1
Kcl
∫
R3
Q(x)
2
3 dx
) 1
2
(1.9)
if V ≡ 0, and
lim
τ↑τc
Eτ (1)
(τc − τ)
s
s−1
=
(
1−
1
s
)(
sz
∫
R3
Q(x)
|x|s
dx
) 1
1−s
(1.10)
if V is defined as in (1.6).
In the case of boson stars, the ground state energy can be approximately captured by
the pseudo-relativistic Hartree-type functional [14]. In this case, the blow-up analysis
has been carried out recently in [8, 20, 17] (see also [18]). The method in these works
is inspired by Guo and Seiringer [7] who studied the mass concentration of the Bose–
Einstein condensate described by the 2D focusing Gross–Pitaevskii equation (see also
[11] for an extension to the rotating case).
The Chandrasekhar model studied in the present paper is a semi-classical theory
and the Lane–Emden equation (1.5) is different from the Hartree-type equations in
[7, 11, 8, 20, 17, 18]. This requires new ideas in order to prove both existence and
blow-up results. We hope that our study can serve as a first step to understand the
blow-up phenomenon of neutron stars in a rigorous mathematical approach.
We will prove Theorem 1 in Section 2, and Theorem 2 in Section 3.
2. Existence of minimizers
In this section, we prove the existence and non-existence of minimizers of Eτ (1) as
stated in Theorem 1. The exsistence and non-exsitence of minimizer of E∞τ (1) when
V ≡ 0 is well-known result (see [1, 14]). Here we consider the case V 6≡ 0 which satisfies
conditions (V1)–(V2).
Let 0 < τ < τc, and let {ρn} be a minimizing sequence of Eτ (1), i.e.
lim
n→∞
Eτ (ρn) = Eτ (1), with ρn ∈ L
1 ∩ L
4
3 (R3) and
∫
R3
ρn(x)dx = 1, for all n.
First of all, we see that all the terms of the energy functional Eτ in (1.2) are well-
defined. Indeed, it follows from the inequality
√
|p|2 +m2 ≤ |p| + m that jm(ρn) ≤
Kclρ
4
3
n +mρn, which shows that the kinetic energy is well-defined. On the other hand,
since ρn ∈ L
1 ∩ L
4
3 (R3) we have ρn ∈ L
r(R3) for any 1 ≤ r ≤ 43 by interpolation, then
it follows from the Hardy–Littlewood–Sobolev inequality (see [12, Theorem 4.3]) that
the direct term D (ρn, ρn) is well-defined. Finally, the conditions (V1)–(V2) imply that
the external potential term
∫
R3
V (x)ρn(x)dx is well-defined.
Next, we collect some basic facts.
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Lemma 3 (Binding inequality). Fix q ≥ 1 and m > 0. Assume that V 6≡ 0 satisfies
conditions (V1)–(V2). Then for any 0 < α < 1 we have
Eτ (1) ≤ Eτ (α) + E
∞
τ (1− α). (2.1)
Proof. Assume, by contradiction, that there exists δ > 0 and 0 < α < 1 such that
Eτ (1) > Eτ (α) + E
∞
τ (1− α) + δ. (2.2)
Then there exist states ρ0 and ρ∞ in L
1 ∩ L
4
3 (R3) with
∫
R3
ρ0(x)dx = α = 1 −∫
R3
ρ∞(x)dx such that Eτ (α) > Eτ (ρ0)− δ/3 and E
∞
τ (1 − α) > E
∞
τ (ρ∞) − δ/3. By a
density argument, we can assume that ρ0 and ρ∞ are compactly supported. Denote by
R > 0 the radius of a ball in R3 which contains the supports of ρ0 and ρ∞. We define
a translated operator by
ρ˜∞(x) := ρ∞(x− 3R)
and a trial density operator ρα := ρ0 + ρ˜∞. By construction we have ρ0ρ˜∞ = 0,∫
R3
ρα(x)dx = 1 and
D(ρα, ρα) ≥ D(ρ0, ρ0) +D(ρ˜∞, ρ˜∞). (2.3)
In addition, by the superadditivity of the function ρ 7→ jm(ρ) and ρ0ρ˜∞ = 0, we have
jm(ρα) = jm(ρ0) + jm(ρ˜∞). (2.4)
Combining (2.2), (2.3) and (2.4) together with the negativity of the external potential
V and the translation invariance of E∞τ we conclude that
δ
3
+ Eτ (ρ0) + E
∞
τ (ρ∞) < Eτ (1) ≤ Eτ (ρα) ≤ Eτ (ρ0) + E
∞
τ (ρ∞).
This is a contradiction and this implies that we must have (2.1). 
Lemma 4 (Coercivity of Eτ ). Fix q ≥ 1 and m > 0. Assume that V 6≡ 0 satisfies
conditions (V1)–(V2). Then for 0 < τ < τc, the energy functional Eτ is coercive on{
0 ≤ ρ ∈ L1 ∩ L
4
3 (R3),
∫
R3
ρ(x)dx = 1
}
, i.e. we have
Eτ (ρ)→∞ as
∫
R3
ρ(x)
4
3dx→∞.
In particular, all minimizing sequences of Eτ on L
1 ∩ L
4
3 (R3) are bounded.
Proof. For any ρ ∈ L1 ∩ L
4
3 (R3) with
∫
R3
ρ(x)dx = 1 and 0 < ǫ < 1 we have
Eτ (ρ) = ǫ
∫
R3
ρ(x)
4
3dx+ (1− ǫ)E τ
1−ǫ
(ρ) ≥ ǫ
∫
R3
ρ(x)
4
3 dx+ (1− ǫ)E τ
1−ǫ
(1).
Since 0 < τ < τc we can choose ǫ small enough such that
τ
1−ǫ < τc, and hence E τ1−ǫ (1) >
−∞. This implies that Eτ (ρ)→∞ as
∫
R3
ρ(x)
4
3dx→∞. 
By Lemma 4, the minimizing sequence {ρn} is bounded in L
4
3 (R3), and hence there
exists a subsequence {ρnk} such that ρnk ⇀ ρ0 weakly in L
4
3 (R3). We now apply the
following adaptation of the concentration-compactness lemma.
Lemma 5. Let {ρn}n≥1 be a bounded sequence in L
4
3 (R3) satisfying ρn ≥ 0 and∫
R3
ρn(x)dx = 1. Then there exists a subsequence {ρnk}k≥1 satisfying one of the three
following possibilities
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(i) (compactness) ρnk is tight, i.e. for all ǫ > 0, there exists R <∞ such that∫
|x|≤R
ρnk(x)dx ≥ 1− ǫ.
(ii) (vanishing) limk→∞
∫
|x|≤R
ρnk(x)dx = 0 for all R <∞.
(iii) (dichotomy) there exist α ∈ (0, 1) and a sequence {Rk}k∈N ⊂ R+ with Rk →∞
such that
lim
k→∞
∫
|x|≤Rk
ρnk(x)dx = α, lim
k→∞
∫
Rk≤|x|≤6Rk
ρnk(x)dx = 0. (2.5)
Sketch of the proof. We will not detail the proof which is an adaptation of ideas by
Lions [16], where one introduces another sequence of concentration functions
fn(t) =
∫
B(0,t)
ρn(x)dx.
Then, by Helly’s selection principle [9], there exist a subsequence (nk)k≥1 and a nonde-
creasing non-negative function f such that fnk(t)→ f(t) as k →∞ for all t > 0. Since
ρnk ⇀ ρ0 weakly in L
4
3 (R3), the number α in (iii) is defined by
α = lim
t→∞
f(t) =
∫
R3
ρ0(x)dx.
We refer to [5, Lemma 3.1] for a similar proof of (iii). 
Invoking Lemma 5, we obtain that a suitable subsequence {ρnk}, with ρnk ⇀ ρ0,
satisfies either (i), (ii), or (iii). We now rule out (ii) and (iii) as follows.
Vanishing does not occur. Suppose that {ρnk} exhibits property (ii), we deduce
from it and the weak convergence ρnk ⇀ ρ0 in L
4
3 (R3) that
∫
B(0,R)
ρ0(x)dx = 0 for all
R < ∞. This implies that ρ0 = 0 almost everywhere in R
3. Then we infer from the
weak limit ρnk ⇀ 0 in L
4
3 (R3) and the conditions (V1)–(V2) that we must have
lim
k→∞
∫
R3
V (x)ρnk (x)dx = 0.
Thus, we obtain that
Eτ (1) = lim
k→∞
Eτ (ρnk) ≥ E
∞
τ (1). (2.6)
It is well-known result (see [14, Theorem 5]) that, up to translation, E∞τ (1) possesses a
unique minimizer ρ∞. By the negativity of V we have
E∞τ (1) = E
∞
τ (ρ∞) ≥ Eτ (1)−
∫
R3
V (x)ρ∞(x)dx > Eτ (1),
which contradicts (2.6). Hence (ii) cannot occur.
Dichotomy does not occur. Let us suppose that (iii) is true for {ρnk}. Let 0 ≤ χ ≤ 1
be a fixed smooth function on R3 such that χ(x) ≡ 1 for |x| < 1 and χ(x) ≡ 0 for |x| ≥ 2.
Given the sequence {Rk} from Lemma 5, we define the functions χRk(x) = χ(x/Rk) and
ζRk(x) =
√
1− χRk(x)
2. Likewise, we define the sequences {ρ
(1)
k }k∈N and {ρ
(2)
k }k∈N by
ρ
(1)
k (x) = χRk(x)
2ρnk(x) and ρ
(2)
k (x) = ζRk(x)
2ρnk(x).
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The direct term is separated as follows
D(ρnk , ρnk) = D(ρ
(1)
k , ρ
(1)
k ) +D(ρ
(2)
k , ρ
(2)
k ) + 2D(ρ
(1)
k , ρ
(2)
k ). (2.7)
To show that the last term in (2.7) is of order one, we write
ζRk(y)
2 = ζ3Rk(y)
2 + ζRk(y)
2 − ζ3Rk(y)
2
and remark that χRk(x)
2|x− y|−1ζ3Rk(y)
2 ≤ R−1k . So it remains to treat the term with
χRk(x)
2[ζRk(y)
2−ζ3Rk(y)
2], for which we use the Hardy–Littlewood–Sobolev inequality
(see [12, Theorem 4.3]) and (2.5) to obtain
D(χ2Rkρnk , (ζ
2
Rk−ζ
2
3Rk)ρnk) ≤ C‖ρnk‖
4
3
L
4
3
‖ρnk‖
1
3
L1‖ρnk1(Rk ≤ |·| ≤ 6Rk)‖
1
3
L1 = o(1)k→∞.
On the other hand, since V satisfies (V1)–(V2), we have∫
R3
V (x)ρnk(x)dx =
∫
R3
V (x)ρ
(1)
k (x)dx + o(1)k→∞. (2.8)
In addition, by the superadditivity of the function ρ 7→ jm(ρ), we have∫
R3
jm(ρnk)dx ≥
∫
R3
jm(ρ
(1)
k )dx +
∫
R3
jm(ρ
(2)
k )dx. (2.9)
Combining (2.7), (2.8) and (2.9) we have
Eτ (ρnk) ≥ Eτ (ρ
(1)
k ) + E
∞
τ (ρ
(2)
k ) + o(1)k→∞. (2.10)
We infer from (2.10) that
Eτ (1) = lim
k→∞
Eτ (ρnk) ≥ Eτ (α) + E
∞
τ (1− α), (2.11)
where we used that
∫
R3
ρ
(1)
k (x)dx→ α, by (2.5), and the continuity of Eτ (α) and E
∞
τ (α)
in 0 < α < 1. In summary, it follows from (2.11) and (2.1) that
Eτ (1) = Eτ (α) + E
∞
τ (1− α). (2.12)
Moreover, {ρ
(1)
k } and {ρ
(2)
k } are minimizing sequences of Eτ (α) and E
∞
τ (1 − α),
respectively. Note that, it follows from a simple scaling ρ(x) 7→ ρ((1 − α)−
1
3x) that
E∞τ (1 − α) = (1 − α)E
∞
(1−α)
2
3 τ
(1). Since (1 − α)
2
3 τ < τ < τc, we deduce from [14,
Theorem 5] that E∞τ (1 − α) has a unique minimizer, up to translations. Since we
already know that
∫
R3
ρ
(1)
k (x)dx →
∫
R3
ρ0(x)dx, we claim by the same arguments in
[16, page 125] that we must have
lim
k→∞
D(ρ
(1)
k , ρ
(1)
k ) = D(ρ0, ρ0).
On the other hand, it follows from the conditions (V1)–(V2) that
lim
k→∞
∫
R3
V (x)ρ
(1)
k (x)dx =
∫
R3
V (x)ρ0(x)dx.
In addition, the convex functional
∫
R3
jm(ρ(x))dx being strongly lower semi-continuous
on L
4
3 (R3) by Fatou’s lemma, it is weakly lower semi-continuous and we have
lim inf
k→∞
∫
R3
jm(ρ
(1)
k (x))dx ≥
∫
R3
jm(ρ0(x))dx.
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Hence, we conclude that
Eτ (α) = lim
k→∞
Eτ (ρ
(1)
k ) ≥ Eτ (ρ0) ≥ Eτ (α).
This implies that ρ0 > 0 is a minimizer of Eτ (α), and it satisfies the following
variational equation√
η0(x)2 +m2 − τ(| · |
−1 ⋆ ρ0)(x) + V (x) − µ = 0 (2.13)
where η0 = (6π
2ρ0/q)
1
3 and µ is a real-valued Lagrange multiplier. We note that (2.13)
implies that ρ0 is compactly supported. If not, by letting |x| → ∞ one has that µ ≥ m,
since (| · |−1 ⋆ ρ0)(x) and V (x) tend to zero in (2.13). We then would have by (2.13),
ρ0(x) ≥ C(| · |
−1 ⋆ ρ0)
3(x), where constant C is positive. For sufficiently large |x|, we
see that ρ0(x) ≥ C|x|
−3. This implies that ρ0 is not integrable, contradicting the fact
that
∫
R3
ρ0(x)dx = α. By the same argument we can also prove that the minimizer of
E∞τ (1 − α) is compactly supported (see also [15, Appendix A]).
Lemma 6 (Strict binding inequality). Fix q ≥ 1 and m > 0. Assume that V satisfies
(V1)–(V2). Then for 0 < α < 1 as above, we have
Eτ (1) < Eτ (α) + E
∞
τ (1− α).
Proof. We assume that E∞τ (1 − α) possesses a minimizer ρ∞. As in the proof of
Lemma 3, we denote by R > 0 the radius of a ball in R3 which contains the sup-
ports of ρ0 and ρ∞, and we define the same translated operator ρ˜∞(x) = ρ∞(x − 3R)
and the trial density operator ρα := ρ0+ ρ˜∞. By construction we have
∫
R3
ρα(x)dx = 1
and ρ0ρ˜∞ = 0. Noticing that ρ0(x)ρ˜∞(y) = 0 when |x− y| > 5R, we have
−D(ρα, ρα) +D(ρ0, ρ0) +D(ρ˜∞, ρ˜∞) = −2D(ρ0, ρ˜∞) ≤ −
α(1− α)
5R
< 0. (2.14)
Combining (2.4) and (2.14) together with the negativity of the external potential V and
the translation invariance of E∞τ we conclude that
Eτ (1) ≤ Eτ (ρα) < Eτ (ρ0) + E
∞
τ (ρ∞) = Eτ (α) + E
∞
τ (1 − α).

The Lemma 6, together with (2.12), gives us a contradiction. Therefore (iii) of
Lemma 5 is ruled out.
Conclusion of the proof of Theorem 1 (iii). We have shown that there exists a
subsequence {ρnk} such that (i) of Lemma 5 holds true. Then we have
1 ≥
∫
R3
ρ0(x)dx ≥
∫
|x|≤R
ρ0(x)dx = lim
k→∞
∫
|x|≤R
ρnk(x)dx ≥ 1− ǫ,
for every ǫ > 0 and suitable R = R(ǫ) < ∞. This implies that
∫
R3
ρ0(x)dx = 1.
Now we prove that ρ0 is indeed a minimizer of Eτ (1). We first deduce from the norm
preservation and the same arguments in [16, page 125] that we have
lim
k→∞
D(ρnk , ρnk) = D(ρ0, ρ0). (2.15)
On the other hand, it follows from the conditions (V1)–(V2) that
lim
k→∞
∫
R3
V (x)ρnk(x)dx =
∫
R3
V (x)ρ0(x)dx. (2.16)
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In addition, the convex functional
∫
R3
jm(ρ(x))dx being strongly lower semi-continuous
on L
4
3 (R3) by Fatou’s lemma, it is weakly lower semi-continuous and we have
lim inf
k→∞
∫
R3
jm(ρnk(x))dx ≥
∫
R3
jm(ρ0(x))dx. (2.17)
Combining (2.15), (2.16) and (2.17) we obtain
Eτ (1) = lim
k→∞
Eτ (ρnk) ≥ Eτ (ρ0) ≥ Eτ (1)
which implies that ρ0 is a minimizer of Eτ (1).
Proof of Theorem 1 (i)-(ii). To prove that there is no minimizer of (1.1) as soon
as τ ≥ τc and V 6≡ 0 satisfies conditions (V1)–(V2), we proceed as follow. Let Q
be an optimizer in (1.3). Since
√
|p|2 +m2 ≤ |p| + m2/(2|p|), we find that jm(ρ) ≤
Kclρ
4
3 + 916m
2K−1cl ρ
2
3 . Using this we have, for ℓ > 0 and x0 ∈ R
3,
Eτ (ℓ
3Q(ℓ(x− x0)) ≤
(
1−
τ
τc
)
ℓKcl
∫
R3
Q(x)
4
3 dx+
9m2
16ℓKcl
∫
R3
Q(x)
2
3 dx
+
∫
R3
V (ℓ−1x+ x0)Q(x)dx. (2.18)
Since the function x 7→ Q(x) has compact support (see, e.g. [15, Appendix A]), the
convergence
lim
ℓ→∞
∫
R3
V (ℓ−1x+ x0)Q(x)dx = V (x0)
holds for almost every x0 ∈ R
3 (see, e.g. [12]).
Hence, it follows from (2.18) that, for τ = τc and V satisfies (V1)–(V2),
Eτ (1) ≤ lim
ℓ→∞
Eτ (ℓ
3Q(ℓx)) = inf
x∈R3
V (x).
We argue that there does not exist a minimizer of Eτ (1) with τ = τc by contradiction
as follows. We suppose that ρ ∈ L1 ∩ L
4
3 (R3) is a minimizer of Eτ (1) with τ = τc. It
follows from the strict inequality
√
|p|2 +m2 > |p| that
inf
x∈R3
V (x) ≥ Eτ (ρ) > Eτ (ρ)|m=0 ≥ inf
x∈R3
V (x)
which is a contradiction. Hence we have proved that, when τ = τc, no minimizer exists
for Eτ (1) = infx∈R3 V (x).
For τ > τc, it follows easily from (2.18) that
Eτ (1) ≤ lim
ℓ→∞
Eτ (ℓ
3Q(ℓx)) = −∞.
This implies that Eτ (1) is unbounded from below for any τ > τc, and hence the non-
existence of minimizers of Eτ (1) is therefore proved.
3. Blow-up behavior
In this section, we prove the blow-up profile of minimizers of Eτ (1) when τ ↑ τc,
as stated in Theorem 2. Let τn ↑ τc as n → ∞ and let ρn := ρτn be a non-negative
minimizer of Eτn(1). We start with the following two preliminary lemmas.
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Lemma 7. There exist constants M∞2 > M
∞
1 > 0 and M1 > M2 > 0 independent of
τn such that, for n sufficiently large,
M∞1 (τc − τn)
1
2 ≤ E∞τn(1) ≤M
∞
2 (τc − τn)
1
2 (3.1)
if V = 0, and
−M1(τc − τn)
s
s−1 ≤ Eτn(1) ≤ −M2(τc − τn)
s
s−1 (3.2)
if V is defined as in (1.6).
Proof. We start with the proof of the upper bound in (3.1) and (3.2). If V is defined
as in (1.6), it follows from (2.18) that, for ℓ > 0,
Eτn(1) ≤
(
1−
τ
τc
)
ℓKcl
∫
R3
Q(x)
4
3dx +
9m2
16ℓKcl
∫
R3
Q(x)
2
3dx− ℓs
∫
R3
Q(x)
|x|s
dx.
By taking ℓ = C(τc − τn)
1
s−1 , for some suitable positive constant C, we obtain the
desired upper bound in (3.2). In the case V = 0, the term −ℓs
∫
R3
Q(x)
|x|s dx does not
appear in the above estimation, hence the desired upper bound in (3.1) follows by
taking ℓ = C(τc − τn)
− 1
2 .
Next we prove the lower bound in (3.1). From (1.3) and the upper bound of E∞τn(1)
in (3.1) we see that
M∞2 (τc − τn)
1
2 ≥
(
1−
τn
τc
)∫
R3
jm(ρn(x))dx,
which implies that ∫
R3
jm(ρn(x))dx ≤M
∞
2 τc(τc − τn)
− 1
2 . (3.3)
On the other hand, from the operator inequality
√
|p|2 +m2 ≥ |p|+m2/(2
√
|p|2 +m2)
we have ∫
R3
jm(ρn(x))dx ≥ Kcl
∫
R3
ρn(x)
4
3 dx+
m2
2
∫
R3
j˜m(ρn(x))dx (3.4)
where
j˜m(ρ) =
q
(2π)3
∫
|p|<(6π2ρ/q)
1
3
1√
|p|2 +m2
dp
=
q
4π2
[
η
√
η2 +m2 −m2 ln
(
η +
√
η2 +m2
m
)]
, η =
(
6π2ρ
q
) 1
3
. (3.5)
Using Ho¨lder’s inequality and the fact that jm(ρn)j˜m(ρn) ≥
9
8ρn we have∫
R3
jm(ρn(x))dx
∫
R3
j˜m(ρn(x))dx ≥
9
8
. (3.6)
We deduce from (1.3), (3.6) and (3.3) that
E∞τn(1) = E
∞
τn (ρn) ≥
m2
2
∫
R3
j˜m(ρ(x))dx ≥
9m2
16
∫
R3
jm(ρ(x))dx
≥
9m2
16M∞2 τc(τc − τn)
− 1
2
which is the lower bound in (3.1) as desired.
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Now we come to prove the lower bound in (3.2), we proceed as follow. For every
1 ≤ i ≤M and for some L > 0 small, it follows from Ho¨lder’s inequality that∫
R3
ρn(x)
|x− xi|si
dx ≤
∫
|x−xi|≤L
ρn(x)
|x− xi|si
dx+
∫
|x−xi|≥L
ρn(x)
|x− xi|si
dx
≤ L
3−4si
4
(∫
R3
ρn(x)
4
3 dx
) 3
4
+ L−si
≤ L
3−4s
4
(∫
R3
ρn(x)
4
3dx
) 3
4
+ L−s, (3.7)
using s = max{si : 1 ≤ i ≤M}. We deduce from (3.7) and (1.3) that
Eτn(1) ≥
(
1−
τn
τc
)∫
R3
ρn(x)
4
3dx−ML
3−4s
4
(∫
R3
ρn(x)
4
3dx
) 3
4
−ML−s (3.8)
≥ −C
L3−4s
(τc − τn)3
−ML−s,
where we have used Young’s inequality for the first two terms on the right side of
(3.8). Hence, the desired lower bound in (3.2) follows by taking L = (τc − τn)
1
1−s for n
sufficiently large. 
Lemma 8. There exist constants K∞2 > K
∞
1 > 0 and K2 > K1 > 0 independent of τn
such that, for n sufficiently large,
K∞1 (τc − τn)
− 1
2 ≤ D(ρn, ρn) ≤ K
∞
2 (τc − τn)
− 1
2 (3.9)
if V = 0, and
K1(τc − τn)
1
s−1 ≤ D(ρn, ρn) ≤ K2(τc − τn)
1
s−1 (3.10)
if V is defined as in (1.6).
Proof. We start with the proof of the upper bound in (3.9) and (3.10). From (1.3)
we see that it suffices to find an upper bound for
∫
R3
ρn(x)
4
3dx. The upper bound in
(3.9) follows easily from (1.3) and the upper bound of E∞τn(1) in (3.1). While the upper
bound in (3.10) follows from the upper bound of Eτn(1) in (3.2) and (3.8), where we
had chosen L =M
1
sM2
− 1
s (τc − τn)
1
1−s for n sufficiently large.
Now let us only prove the lower bound in (3.10), since the proof of the lower bound
in (3.9) is analogous. For any b such that 0 ≤ b ≤ τn, we have
Eb(1) ≤ Eb(ρn) = Eτn(1) + (τn − b)D(ρn, ρn). (3.11)
From (3.11) and (3.2), we deduce that there exist two positive constantsM1 > M2 such
that for any 0 < b < τn < τc,
D(ρn, ρn) ≥
Eb(1)− Eτn(1)
τn − b
≥
−M1 (τc − b)
s
s−1 +M2(τc − τn)
s
s−1
τn − b
.
Choosing b = τn − β(τc − τn) with β > 0, we arrive at
D(ρn, ρn) ≥ (τc − τn)
1
s−1
−M1 (1 + β)
s
s−1 +M2
β
.
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The last fraction is positive for β large enough. Hence, for τn closes to τc, there exists
a positive constant K1 such that
D(ρn, ρn) ≥ K1(τc − τn)
s
s−1 .

Remark 9. When V is defined as in (1.6), it follows from (3.10) that
∫
R3
ρn(x)
4
3dx is
large for n sufficiently large. Hence, by taking L−1 =
∫
R3
ρn(x)
4
3dx in (3.7), we obtain
that there exists a constant C > 0 such that∫
R3
V (x)ρn(x)dx ≥ −C
(∫
R3
ρn(x)
4
3dx
)s
≥ −C(τc − τn)
s
s−1 , (3.12)
for n sufficiently large.
Now we are ready to complete the proof of Theorem 2.
Proof of Theorem 2. First, we focus on the case when V is defined by (1.6).
Let ǫn := (τc − τn)
1
1−s > 0, we see that ǫn → 0 as n → ∞. For every 1 ≤ i ≤ M ,
we define the sequence of non-negative and L1(R3)-normalized functions w
(i)
n (x) =
ǫ3nρn(ǫnx+ xi). It follows from (1.3) and the upper bound of Eτn(1) in (3.2) that there
exists a positive constant M2 such that
M∑
i=1
∫
R3
zi
|x− xi|si
ρn(x)dx = −
∫
R3
V (x)ρn(x)dx ≥M2ǫ
−s
n .
From this, we deduce that there exists j verifying 1 ≤ j ≤M such that
ǫs−sjn
∫
R3
zj
|x|sj
w(j)n (x)dx = ǫ
s
n
∫
R3
zj
|x− xj |sj
ρn(x)dx ≥
M2
M
, (3.13)
which implies that sj = max{si : 1 ≤ i ≤M} =: s. Otherwise, if sj < s then ǫ
s−sj
n → 0
as n→∞, which contradicts (3.13). Now, for such j, we deduce from (3.10) that
D(w(j)n , w
(j)
n ) > 0, (3.14)
and there exists a constant C > 0 such that∫
R3
w(j)n (x)
4
3 dx = ǫn
∫
R3
ρn(x)
4
3 dx ≤ C.
Thus {w
(j)
n } is bounded in L
4
3 (R3), and hence there exists a subsequence of {w
(j)
n }
(still denote by {w
(j)
n }) such that w
(j)
n ⇀ w weakly in L
4
3 (R3). Since ρn is a non-negative
minimizer of Eτn(1), it satisfies the following variational equations√
ηn(x)2 +m2 − τn(| · |
−1 ⋆ ρn)(x) + V (x) − µn
{
= 0 if ρn(x) > 0,
≥ 0 if ρn(x) = 0.
(3.15)
where ηn = (6π
2ρn/q)
1
3 and µn is Lagrange multiplier. In fact,
µn =
∫
R3
√
ηn(x)2 +m2ρn(x)dx − 2τnD(ρn, ρn) +
∫
R3
V (x)ρn(x)dx. (3.16)
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We see that w
(j)
n is a non-negative solution to√
ζjn(x)2 +m2ǫ2n − τn(| · |
−1 ⋆ w(j)n )(x) + ǫnV (ǫnx+ xj)− ǫnµn
{
= 0 if w
(j)
n (x) > 0,
≥ 0 if w
(j)
n (x) = 0.
(3.17)
where ζjn = (6π
2w
(j)
n /q)
1
3 . From the fact that
jm(ρn(x)) ≤
√
ηn(x)2 +m2ρn(x) ≤
4
3
jm(ρn(x)), (3.18)
we have
Eτn(1)− τnD(ρn, ρn) ≤ µn ≤
4
3
Eτn(1)−
2
3
τnD(ρn, ρn)−
1
3
∫
R3
V (x)ρn(x)dx.
Hence we deduce from (3.2), (3.10) and (3.12) that ǫnµn is bounded uniformly and
strictly negative as n → ∞. By passing to a subsequence if necessary, we can thus
assume that ǫnµn converges to some number −α < 0 as n→∞. Passing (3.17) to weak
limit, we obtain that w is a non-negative solution to
4
3
Kclw(x)
1
3 − τc(| · |
−1 ⋆ w)(x) + α
{
= 0 if w(x) > 0,
≥ 0 if w(x) = 0.
By a simple rescaling we see that, Q(x) = λ−3w(λ−1x + y0) is a non-negative solution
of (1.5) for λ = 3α2τc and y0 ∈ R
3. Now we claim that there exists a positive constant
R0 such that
lim inf
n→∞
∫
B(0,R0)
w(j)n (x)dx > 0. (3.19)
On the contrary, we assume that for any R > 0 there exists a subsequence of {τn} (still
denoted by {τn}), such that
lim
n→∞
∫
B(0,R)
w(j)n (x)dx = 0.
Then by the same arguments in [16, page 124] we can prove that D(w
(j)
n , w
(j)
n )→ 0 as
n→∞. This contradicts (3.14), hence (3.19) holds true. It follows from (3.19) and the
weak limit w
(j)
n ⇀ w in L
4
3 (R3) that∫
B(0,R0)
w(x)dx = lim
n→∞
∫
B(0,R0)
w(j)n (x)dx > 0
which implies that w > 0 in R3. Hence Q(x) > 0 in R3, and it solves the equation
4
3
σfQ(x)
1
3 − (| · |−1 ⋆ Q)(x) +
2
3
= 0,
which implies that
2
3
σf‖Q‖
4
3
L
4
3
−D(Q,Q) +
1
3
‖Q‖L1 = 0. (3.20)
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We now prove that Q is indeed an optimizer in (1.3). Let G be an optimizer in (1.3)
with
∫
R3
G(x)dx = 1 and let g(x) = ǫ−3n G(ǫ
−1
n x), then we have
ǫnEτn(g) ≤
(
1−
τn
τc
)
Kcl
∫
R3
G(x)
4
3dx+
9m2ǫ2n
16Kcl
∫
R3
G(x)
2
3 dx
+ ǫn
∫
R3
V (ǫnx)G(x)dx. (3.21)
On the other hand, since µn satisfies (3.17), we deduce from (3.18) that
ǫnEτn(ρn) =
∫
R3
jmǫn(w
(j)
n (x))dx − τnD(w
(j)
n , w
(j)
n ) + ǫn
∫
R3
V (ǫnx+ xj)w
(j)
n (x)dx
≥
3
4
∫
R3
w(j)n
√
ζ2n +m
2ǫ2n − τnD(w
(j)
n , w
(j)
n ) + ǫn
∫
R3
V (ǫnx+ xj)w
(j)
n (x)dx
≥
3
4
ǫnµn +
1
2
τnD(w
(j)
n , w
(j)
n ) +
1
4
ǫn
∫
R3
V (ǫnx+ xj)w
(j)
n (x)dx. (3.22)
Since ρn is a minimizer of Eτn(1), we have Eτn(ρn) ≤ Eτn(g) and hence
lim inf
n→∞
ǫnEτn(ρn) ≤ lim inf
n→∞
ǫnEτn(g). (3.23)
From (3.21), (3.22), (3.23) and the fact that D(ρ, ρ) is weakly lower semi-continuous,
we deduce that
D(Q,Q) =
1
λ
D(ω, ω) ≤
2
3α
lim inf
n→∞
τnD(w
(j)
n , w
(j)
n ) ≤ 1.
Moreover, from (1.3), (3.20) and the fact that ‖Q‖L1 ≤ 1, we have
D(Q,Q) =
2
3
σf‖Q‖
4
3
L
4
3
+
1
3
‖Q‖L1 ≥
(
σf‖Q‖
8
3
L
4
3
‖Q‖L1
) 1
3
≥ D(Q,Q)
2
3 .
This implies that D(Q,Q) ≥ 1, and hence D(Q,Q) = 1. From this, it is easy to see
that σf‖Q‖
4
3
L
4
3
= 1 = ‖Q‖L1. Thus Q is indeed an optimizer in (1.3). Denote by Q
∗
the symmetric-decreasing rearrangement of Q, then we have ‖Q‖Lp = ‖Q
∗‖Lp for all
1 ≤ p ≤ ∞. Hence, it follows from (1.3) and the Riesz’s rearrangement inequality (see
[12, Theorem 3.7]) that
1 = σf‖Q
∗‖
2
3
L1‖Q
∗‖
4
3
L
4
3
≥ D(Q∗, Q∗) ≥ D(Q,Q) = 1.
The equality occurs only if Q(x) = Q∗(x − y) for some y ∈ R3 (see [12, Theorem 3.9]).
Thus, up to translation, Q is a positive radially symmetric decreasing function which
satisfies (1.4) and (1.5).
We shall show that w
(j)
n → w strongly in L1 ∩ L
4
3 (R3). We note that ‖w‖L1 =
‖Q‖L1 = 1. From this norm preservation we have
∫
R3
w
(j)
n (x)dx →
∫
R3
w(x)dx. Thus,
we claim by the same arguments in [16, page 125] that
lim
n→∞
D(w(j)n , w
(j)
n ) = D(w,w).
We deduce from the above convergence and the inequality
ǫnEτn(ǫ
−3
n w
(j)
n (ǫ
−1
n (x− xj))) = ǫnEτn(ρn) ≤ ǫnEτn(ǫ
−3
n w(ǫ
−1
n x))
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that
lim sup
n→∞
Kcl
∫
R3
w(j)n (x)
4
3 dx ≤ lim sup
n→∞
∫
R3
jmǫn(w
(j)
n (x))dx
≤ lim sup
n→∞
∫
R3
jmǫn(w(x))dx = Kcl
∫
R3
w(x)
4
3dx.
Since w
(j)
n ⇀ w weakly in L
4
3 (R3), by Fatou’s Lemma we have
lim inf
n→∞
∫
R3
w(j)n (x)
4
3dx ≥
∫
R3
w(x)
4
3 dx.
Therefore we have proved that
lim
n→∞
∫
R3
w(j)n (x)
4
3 dx =
∫
R3
w(x)
4
3dx. (3.24)
Since ρ 7→ ρ
4
3 is strictly convex, we deduce from (3.24) that w
(j)
n → w in measure (see,
e.g. [16, page 126-127]). Thus, up to a subsequence, we have w
(j)
n → w pointwise almost
everywhere in R3. Using this pointwise convergence, we deduce from the Brezis–Lieb
refinement of Fatou’s lemma (see, e.g. [12, Theorem 1.9]) that∫
R3
w(j)n (x)
rdx =
∫
R3
w(x)rdx+
∫
R3
|w(j)n (x) − w(x)|
rdx+ o(1)n→∞
for r = 1 or r = 43 . Therefore
∫
R3
w
(j)
n (x)rdx →
∫
R3
w(x)rdx implies that w
(j)
n → w
strongly in L1 ∩ L
4
3 (R3).
We have thus shown that there exists a subsequence of {τn} (still denoted by {τn})
such that we have the following strong convergence in L1 ∩ L
4
3 (R3)
lim
n→∞
ǫ3nρn(ǫnx+ xj) = lim
n→∞
w(j)n (x) = w(x) = λ
3Q(λ(x− y0)),
where λ > 0, y0 ∈ R
3 and Q is positive radially symmetric decreasing and optimizes
the inequality (1.3). To complete the proof of Theorem 2 (ii), we now determine the
exact values of λ and y0. Since ρn(x) = ǫ
−3
n w
(j)
n (ǫ−1n (x− xj)) is a minimizer of Eτn(1)
we have, by using (3.4) and (1.3), that
Eτn(1) ≥
∫
R3
j˜m(ρn(x))dx + ǫ
1−s
n D(ρn, ρn) +
∫
R3
V (x)ρn(x)dx
≥ ǫn
∫
R3
j˜mǫn(w
(j)
n (x))dx + ǫ
−s
n D(w
(j)
n , w
(j)
n ) +
∫
R3
V (ǫnx+ xj)w
(j)
n (x)dx.
(3.25)
From the identity (3.5) for j˜mǫn(w
(j)
n (x)) and Fatou’s Lemma, we have
lim inf
n→∞
∫
R3
j˜mǫn(w
(j)
n (x))dx ≥
q
4π2
∫
R3
η˜(x)2dx =
9
8Kclλ
∫
R3
Q(x)
2
3dx, (3.26)
where η˜ = (6π2w/q)
1
3 . By the Hardy–Littlewood–Sobolev inequality (see [12, Theorem
4.3]), we have
lim
n→∞
D(w(j)n , w
(j)
n ) = D(w,w) = λD(Q,Q) = λ. (3.27)
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On the other hand, we have
lim
n→∞
ǫsn
∫
R3
V (ǫnx+ xj)w
(j)
n (x)dx = −zj
∫
R3
w(x)
|x|s
dx = −λszj
∫
R3
Q(x+ y0)
|x|s
dx
≥ −λsz
∫
R3
Q(x)
|x|s
dx (3.28)
since Q is a radial decreasing function and z = max{zi : si = s}. It follows from (3.25),
(3.27) and (3.28) that
lim inf
n→∞
Eτn(1)
ǫ−sn
≥ λ− λsz
∫
R3
Q(x)
|x|s
dx.
Thus, taking the infimum over λ > 0 we obtain
lim inf
n→∞
Eτn(1)
ǫ−sn
≥
(
1−
1
s
)(
sz
∫
R3
Q(x)
|x|s
dx
) 1
1−s
. (3.29)
To see the matching upper bound in (3.29), one simply takes
ρn(x) = (λ˜ǫ
−1
n )
3Q(λ˜ǫ−1n (x− xi))
as trial state for Eτn , where λ˜ > 0 and xi ∈ Z, i.e. si = s and zi = z. We use (1.3) and
the fact that jm(ρn) ≤ Kclρ
4
3
n +
9
16m
2K−1cl ρ
2
3
n we obtain
Eτn(1) ≤
9m2
16Kcl
∫
R3
ρn(x)
2
3dx+ (τc − τn)D(ρn, ρn) +
∫
R3
V (x)ρn(x)dx
=
9m2ǫn
16Kclλ˜
∫
R3
Q(x)
2
3dx+ λ˜ǫ−sn +
∫
R3
V (ǫnλ˜
−1x+ xi)Q(x)dx.
This implies that
lim sup
n→∞
Eτn(1)
ǫ−sn
≤ λ˜− λ˜sz
∫
R3
Q(x)
|x|s
dx.
Thus, taking the infimum over λ˜ > 0 we see that
lim sup
n→∞
Eτn(1)
ǫ−sn
≤
(
1−
1
s
)(
sz
∫
R3
Q(x)
|x|s
dx
) 1
1−s
. (3.30)
From (3.29) and (3.30) we conclude that zj = max{zi : si = s} =: z,
λ =
(
sz
∫
R3
Q(x)
|x|s
dx
) 1
1−s
and lim
n→∞
Eτn(1)
ǫ−sn
=
(
1−
1
s
)(
sz
∫
R3
Q(x)
|x|s
dx
) 1
1−s
.
We note that the limit of Eτn(1)/ǫ
−s
n is independent of the subsequence τn. Therefore,
we have the convergence of the whole family of τn in (1.10). Finally, since the limit in
(1.8) is unique, if Z has a unique element, then we obtain the convergence (1.8) for the
whole sequence of τn by a standard argument.
Now we come to the case when V ≡ 0. In this case, we define w˜n(x) = ǫ
3
nρn(ǫnx)
where ǫn := (τc − τn)
1
2 . It follows from (3.9) that D(w˜n, w˜n) > 0. By the same
arguments as in [16, page 124] we can prove that there exists a sequence {xn} ⊂ R
3
and a positive constant R1 such that
lim inf
n→∞
∫
B(xn,R1)
w˜n(x)dx > 0.
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By the same arguments as we have done before for the case V 6≡ 0 , we can prove that
there exists a subsequence of {τn} (still denoted by {τn}) and a sequence {xn} ⊂ R
3
such that we have the following strong convergence in L1 ∩ L
4
3 (R3)
lim
n→∞
ǫ3nρn(ǫnx+ ǫnxn) = limn→∞
w˜n(x+ xn) = w(x) = λ
3
∞Q(λ∞x),
where λ∞ > 0 and Q is positive radially symmetric decreasing and optimizes the in-
equality (1.3). It remains to compute the exact value of λ∞, which is the consequence
of the computation limn→∞ E
∞
τn(1)/ǫn. The lower bound follows from (3.25), (3.26) and
(3.27), while the upper bound is done by taking the trial state
ρn(x) = (λ˜ǫ
−1
n )
3Q(λ˜ǫ−1n x),
and by optimizing the quantity lim supn→∞E
∞
τn(1)/ǫn over all λ˜. Here λ˜ > 0 and Q is
positive radially symmetric decreasing and optimizes the inequality (1.3). In summary,
we conclude that
λ∞ =
3
4
m
(
1
Kcl
∫
R3
Q(x)
2
3dx
) 1
2
and lim
n→∞
E∞τn(1)
ǫn
=
3
2
m
(
1
Kcl
∫
R3
Q(x)
2
3dx
) 1
2
.
Since the limit of E∞τn(1)/ǫn is independent of the subsequence of τn, we have the
convergence of the whole family of τn in (1.9). The proof is complete. 
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