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Abstract—Existing methods for layer-based backward 
compatible high dynamic range (HDR) image and video coding 
mostly focus on the rate-distortion optimization of base layer 
while neglecting the encoding of the residue signal in the 
enhancement layer. Although some recent studies handle residue 
coding by designing function based fixed global mapping curves 
for 8-bit conversion and exploiting standard codecs on the 
resulting 8-bit images, they do not take the local characteristics 
of residue blocks into account. Inspired by the local anisotropic 
characteristics of the residue signal and directional methods for 
motion compensated low dynamic range (LDR) video coding, in 
this paper we first investigate whether HDR image coding 
residue exhibits also local anisotropic characteristics. 
Specifically, we verify directional structures in residue blocks by 
means of auto-covariance analysis for different bitrates, spatial 
activities and dynamic ranges as the main variables in HDR 
image coding. Then, we compare the rate distortion 
performances of directional coding methods with the baseline 
residue coding methods in the literature along with different 
combinations of 8-bit conversion methods. The experiments 
indicate that content dependent 8-bit conversions and directional 
coding significantly outperforms the existing function based 8-bit 
conversions and typical coding for residue coding.    
Keywords— High Dynamic Range, residue coding, local 
characteristics, auto-covariance analysis, directional coding  
I. INTRODUCTION 
A major challenge for HDR imaging is an efficient 
compression scheme due to the higher storage size of HDR 
images represented in floating points compared to 8-bit LDR 
representation. Backward compatibility to the existing 8-bit 
displays for such a compression scheme is an essential 
requirement for the wide acceptance of this technology by the 
users [1]-[3].  
The existing methods proposed for this purpose can be 
categorized in two classes based on two different application 
scenarios. In the first class, the LDR video is produced from 
the HDR video by applying local artistic effects changing with 
respect to time and spatial position as in the post production of 
film making. As the LDR video is produced after a tidy post 
processing stage in this case, the quality of the LDR video is 
preserved during encoding and the corresponding HDR video 
is estimated from the given LDR video by an inter-layer 
prediction [4]. The residue obtained as the difference between 
the HDR video and its estimation is encoded and added to the 
LDR video stream. The interlayer prediction is achieved by a 
block-wise approach in [5]-[6]. A block from an HDR video 
frame is approximated by applying a linear multiplication and 
an offset addition to the corresponding LDR block. Instead of 
block-wise prediction, some other approaches also adopt 
frame-wise estimation of HDR frames by LDR frames [4].  
In the second class of methods [3], [7]-[9], the LDR video 
is instead produced from HDR by a global tone mapping 
operation before coding (Fig.  1). Such a strategy is mainly 
applicable for broadcasting of HDR video. The LDR video 
goes through the standard video encoding and decoding.  
Then, the HDR video is reconstructed from LDR video by 
applying an inverse tone mapping. Mai et al. [3] derive a 
solution for optimum tone mapping which minimizes the 
mean-square-error (MSE) between the original and 
reconstructed HDR video. Their solution is based on a 
statistical model, which approximates the distortion in the 
sequence of tone-mapping, encoding, decoding, and inverse-
tone mapping. This solution is improved in [7] by using 
perceptually uniform luminance values instead of the 
logarithmic values. Recent studies further explore the 
optimization of tone mapping by considering the rate of the 
base and enhancement layers together [8]. In [9], this method 
 which independently performs tone mapping for each frame is 
replaced with joint tone mapping of successive video frames.  
While these approaches mainly focus on the rate-distortion 
optimization of base layer, the encoding of the residue in the 
enhancement layer has received less attention. Although some 
recent studies [10], [11] design function based global mapping 
curves for the 8-bit conversion and uses typical codecs for 
residue coding, they do not consider the local characteristics 
of residue blocks for encoding. However, in well-studied 
motion compensated LDR video coding [12], [14], it is 
verified that the residue blocks exhibit local anisotropic 
characteristics, which are more efficiently compressed with 
directional transforms than the traditional 2-D DCT.  
In this paper, we first investigate whether HDR image 
coding residue also exhibits local anisotropic characteristics 
by means of performing auto-covariance analysis on residue 
blocks for different bitrate, spatial activity and dynamic range 
as the main variables in HDR image coding. After the 
verification of directional characteristics on HDR image 
coding residue, we examine the rate distortion performances 
of content based 8-bit conversion and directional coding 
methods compared to a recent baseline method performing 
function based 8-bit conversion and typical coding.  
In the rest of this paper, Section 2 presents the general 
scheme of the proposed two layer HDR image/video coding 
with the baseline and residue layers. Section 3 gives an 
overview of auto-covariance analysis performed on residue 
blocks and the experimental results for the verification of 
directional characteristics on HDR image coding residue. 
Section 4 gives the details of proposed residue coding with the 
utilized 8-bit conversions and directional coding and the rate-
distortion curves in comparison with the baseline schemes. 
Finally, conclusions are presented in Section 5.  
II. GENERAL SCHEME OF THE PROPOSED TWO LAYER CODING 
Fig. 1 illustrates the general scheme for backward 
compatible HDR image compression with the baseline and 
residue layers [7]. Firstly, after RGB to LogLuv color space 
transformation, HDR frame/image is mapped into 8-bit LDR 
image by using a tone mapping operator. The LDR image goes 
through the standard encoding and decoding. Then, HDR 
image is reconstructed from the decoded LDR image by 
applying an inverse tone mapping and the residue frame (rn) is 
obtained as the difference of the original and reconstructed 
HDR images. We use the optimum (inverse) tone mapping 
derived by Mai et al. [3]. However, other tone mappings could 
also be utilized without loss of generality. As an essential 
initial stage, we first investigate whether the obtained residue 
frames (rn) exhibit directional characteristics or not by 
performing auto-covariance analysis in the next section.  
The obtained residue frame, which is in floating point form, 
is converted to 8-bits. While the baseline method in the 
literature adopts a function based fixed mapping to perform 
this conversion, we also examine the performance of content 
based solutions by adapting the optimum tone mapping of Mai 
et al. [3] for 8-bit conversion (Section IV.A). The resulting 8-
bit images go through standard [11] or directional coding as 
explained in (Section IV.B). 
 
Fig. 1 General scheme for layer based backward compatible HDR 
image/video compression [7] 
The decoder both receives the LDR stream and residue 
stream. The LDR stream is decoded and inverse tone mapped. 
The residue stream is also decoded and the inverse of the 8-bit 
conversion is applied to the decoded signal to get the 
reconstructed residue frame. Then, the inverse tone mapped 
HDR frame and the reconstructed residue frame added to get 
the reconstructed HDR frame in the decoder side.  During the 
rate-distortion tests, the rate is taken as the total bit rate of LDR 
base layer and residue layer together and the distortion is 
computed between the original and reconstructed HDR frames.   
III. AUTO-COVARIANCE ANALYSIS OF THE RESIDUE FRAMES  
 This section presents empirical and statistical analyses of 
layer based backward compatible HDR image coding residuals. 
The analysis methods are similar to those used for analyzing 
motion-compensated prediction residuals in [12]. In particular, 
the characteristics of the auto-covariance of local regions of 
HDR coding residuals are analyzed to conclude whether 
directional coding methods can be applied for residue coding.  
A. Utilized Auto-Covariance Models 
To quantify the results of the statistical analysis of HDR 
coding residuals, the auto-covariance of 8x8-pixel blocks of 
residue frame (rn) are modeled with the auto-covariance of a 
2-D Markov process. We use two auto-covariance models that 
were proposed in [12] for similar statistical analysis. The first 
is a separable auto-covariance model given by 
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where 1ρ  is the correlation parameter across the horizontal or 
vertical direction, and 2ρ  that along the other direction. The 
larger correlation coefficient can always be chosen as 1ρ  for 
convenience. Since this is a separable model, it favors 
horizontal or vertical directions and cannot model well the 
statistical characteristics of residual blocks with strong 
correlation along other directions such as diagonal directions. 
Therefore, another auto-covariance model shown below in 
Equation 2 is also used in the statistical analysis, 
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It is referred to as the generalized model since it generalizes 
the separable model by introducing an additional parameter θ, 
allowing rotation of the horizontal and vertical axes of the  
  
             (a) “AirBellowsGap”                   (b) “LasVegasStore”                 (c) “MasonLake(1)”                   (d) “RedwoodSunset”               (e) “UpheavalDome” 
Fig. 2 The selected HDR image set (tone mapped versions) for the experiments 
 
separable model. Hence, the generalized model can better 
adapt and model the statistical characteristics of residual 
blocks which have strong correlation along directions other 
than horizontal and vertical. 
Each 8x8-pixel block of the HDR coding residual frames is 
modeled with both the separable and the generalized auto-
covariance model by estimating parameters 1ρ  and 2ρ  (and θ 
for the generalized model) so that the parametric auto-
covariance models provide the best fit to the actual auto-
covariance of each 8x8-pixel block. This is done by first 
estimating the actual auto-covariance of each residual block 
using the unbiased correlation estimator and then using the 
optimization toolbox of Matlab to find the best parameters  1ρ  
and 2ρ  (and θ  for the generalized model) so that the separable 
and generalized auto-covariance models fit the estimated 
unbiased auto-correlation in the least square sense. 
The estimated 1ρ  and 2ρ  pairs from all 8x8 residual blocks 
can then be plotted as scatter plots for each residual frame to 
be analyzed using both the separable and generalized auto-
covariance models. Each point in the scatter plots represents 
the estimated ) , 21( ρρ  pair from one 8x8-pixel residual block. 
In this way, statistical characteristics of HDR coding residuals 
can be evaluated, as it is done in the next section for several 
HDR coding residue frames. 
B. Auto-Covariance Analysis Results  
Five images (32-bit RGBE images as .hdr files), which 
exhibit different characteristics in terms of dynamic range and 
spatial activity, are selected from various HDR image 
database for the experiments [15]. The tone mapped versions 
of the selected images are shown in Fig. 2 with their dynamic 
range and spatial activity in Fig.  3 (a) and (b). The dynamic 
range is defined as the ratio of the maximum luminance to the 
minimum luminance in the image. The spatial activity is 
measured as the standard deviation of the output of a Sobel 
operator applied to the image. The dynamic range of the 
images varies from 1.5 to 6. The spatial activity is in the range 
of 0.017 to 0.03. We assume that the selected images coarsely 
cover the possible dynamic and spatial activity ranges and are 
sufficiently diverse and representative to perform 
comparisons. All images are in size 1920x1080 and inspected 
not to possess any typical HDR acquisition artifact [15].  
The selected images undergo tone mapping, coding, 
decoding and inverse tone mapping and the residue images are 
obtained as discussed in Section II. The encoding and 
decoding of LDR images is performed by using JM 
H.264/AVC reference software [16] with 5 different 
quantization parameters selected as QP = 17,22, 27, 32, 37. 
 
Fig. 3 Dynamic range (left) and spatial activity (right) of the selected HDR 
image set for experiments [15]  
The auto-covariance analysis is performed on 8x8 blocks 
as a commonly used block size in compression. The DC mean 
of each block is subtracted and only the blocks which have 
sufficient AC energy are considered for the analysis by 
comparing with a threshold, as the blocks with lower AC 
energy are typically not coded in compression. The analysis 
results are given only for the generalized model due to the 
lack of space.  
The first experiment is performed to reveal the effect of 
bitrate (or QP). Fig. 4 (a), (b) and (c) illustrate the residue 
images, the scatter plots of the estimates of the correlation 
coefficients ( 1ρ , 2ρ ), and the histogram of the estimated angles 
for the generalized auto-covariance model for different QPs 
for LasVegasStore. Each point in the plots corresponds to the 
estimate of correlation coefficients ( 1ρ , 2ρ ) in auto-covariance 
model in Equation (2) for one 8x8 block. As observed, 2ρ  is 
mostly smaller than 0.5 and the points are accumulated on the 
direction of 1ρ . Combination of large 1ρ  and small 2ρ  indicates 
that a structure exists along the direction of 1ρ , which implies 
one dimensional characteristics of the residue blocks. While 
the quantization increases, the number of blocks surpassing 
the AC energy threshold also increases due to the higher 
coding error. As a consequence, the points on the plots show 
also a scattering behavior towards higher 2ρ values for higher 
QP. The 1D structure of the residue is also becoming more 
salient for higher quantization as can be observed also on the 
residue images and histogram of estimated angles (θ) with 
higher concentrations at the angles 0o, 90o and 180o. 
In order to draw more generic conclusions for varying 
dynamic range and spatial activity, we also perform the auto-
covariance analysis on the given HDR image set, while 
keeping the quantization parameter fixed (QP = 27). Fig. 5 
illustrates the scatter plots of the estimates of the correlation 
coefficients with generalized auto-covariance model for 
different images. For all the scatter plots, the points are mostly 
accumulated on the direction of 1ρ , which exhibits one 
dimensional characteristics of the residue blocks.  
 This can also be observed with very low 2ρ  values for the
      
 (a) 
 
(b) 
 
(c) 
Fig. 4 (a) Residue images for “LasVegasStore” for separable model with different quantization parameters respectively QP = 17, 22, 27, 32, 37, (b) Auto-
Covariance analysis results for the obtained residues, (c) Histogram of estimated angles for generalized model  
 
Fig. 5 AC analysis results of all HDR images for generalized model with a fixed QP = 27. From left to right:   
 “AirBellowsGap”, “LasVegasStore”, “MasonLake(1)”, “RedwoodSunset” and “UpheavalDome”
centroids of the scatter plots, indicated as the red cross on the 
figures. The scatter plots reveal that both the HDR images 
having the lowest (UpheavalDome) and the highest dynamic 
ranges (LasVegasStore) have sufficient number of blocks 
whose structure is dominated in one direction. Similarly, both 
the images having the lowest (AirBellowsGap) and highest 
spatial activity (MasonLake(1)) exhibit also directional 
structures in its blocks as indicated with the concentration 
along the 1ρ  direction. Overall, the covariance analysis results 
indicate that the HDR residuals have some 1-D characteristics 
and may be better compressed if 1-D transforms are used in 
addition to a 2-D transform. 
IV. PROPOSED RESIDUE CODING AND ITS PERFORMANCE 
The proposed residue coding consists of two stages as the 
conversion to 8-bits and the coding of 8-bit images (Fig. 1).  
A. Conversion to 8-bits  
For the conversion of the residue signal to 8-bits, as the 
first method, we utilize the Sigmoid and Logit functions 
proposed in [11]. Due to the lack of space, the description is 
only given for the Sigmoid function here. The proposed 
algorithm [11] involves the following steps: 
• The residue signal is first normalized to [0,1] range with 
respect to its maximum and minimum values.  
• The normalized residue denoted as rn is passed through 
the Sigmoid function:  
)(11 mrseR nn
−−+=    (3) 
• The resulting values are multiplied with 255 and rounded 
to obtain 8-bit image.  
The m parameter in the algorithm is taken as the arithmetic 
mean of nr  values. The s parameter is selected as the value 
which minimizes the mean square error (MSE) between the 
original residue and reconstructed residue signals after the 
conversion to and reconversion from 8-bits by applying an 
iteration over s parameter recursively.  
As a second content based solution for the 8-bit 
conversion, the optimum tone mapping of Mai [3] is adapted 
to the residue signal. The optimum tone mapping [3] 
minimizes the MSE between the logarithmic (log10) values of 
the luminance of original HDR image and its reconstructed 
version. Given that the logarithm of the luminance of HDR 
image and the pixel values of tone mapped LDR version are 
denoted as l and v respectively, the tone mapping curve is first 
parameterized as a piece-wise linear function with the nodes 
(lk, vk). Each segment k between two nodes (lk, vk) and (lk+1, 
vk+1) has a constant width in HDR values equal to δ.  The tone 
mapping curve is then uniquely specified by a set of slopes, 
δ)( 1 kkk vvs −= + .  (4) 
Mai et al. [3] eventually derived the sk values as  
 
=
=
N
k
kkk ppvs
1
3/13/1
max .. δ ,  (5) 
where pk is the summation of the normalized histogram of 
luminance values for the k-th bin, N is the total number of 
bins, and vmax is the maximum LDR pixel value. The δ 
parameter in [3] is selected as 0.1 considering the sensitivity 
of human visual system (HVS) for the tone mapping in the 
base layer. Hereafter, we assume the δ parameter as a design 
parameter as the resulting residue mostly varies in the range of 
[-0.1, 0.1]. Therefore, the δ value is iteratively changed and 
the one giving the minimum MSE between the original and 
reconstructed residue is chosen for the implementation.  
B. Standard and Directional Coding of the 8-bit Residue 
We compare the standard coding of the converted 8-bit 
residue images with the directional coding. Standard coding 
refers to coding with a standard H.264/AVC encoder, in 
particular the JM reference software [16]. Directional coding 
refers to a modified JM reference software encoder that uses 
several 1-D transforms in addition to the standard 2-D DCT 
transforms of the codec.  
    In particular, the directional codec used in our experiments 
is the modified H.264/AVC codec in [12]. It contains 8 1-D 
block transforms for 4x4 residue blocks and 16 1-D block 
transforms for 8x8 residue blocks. The 8 1-D block transforms 
that are used for 4x4 blocks are shown in Fig. 6. Each arrow in 
the figure indicates a group of pixels on which a 1-D DCT is 
applied. The directions of the DCTs in the same block are 
roughly along the same direction. The directions of all 8 
blocks roughly cover 180 degrees. The sixteen 1-D block 
transforms that are used for 8x8-pixel blocks are similar and 
can be seen in [12]. Note that other related compression 
modifications in the used directional codec, such as entropy 
coding of the 1-D transform coefficients with alternative 
scans, selection of the best 1-D transform or the 2-D DCT in 
each residue block, and signaling of the chosen transform in 
each residue block are all performed the same way as in [12].  
   Finally, note that while [12] uses the additional 1-D 
transforms to code inter prediction residue frames, this paper 
uses them to code HDR residue frames as intra-frames, similar 
to [17]. The coding procedure, however, remains the same. A 
block from the HDR residue is intra predicted, and the intra 
prediction residual block is coded with either a 1-D transform 
or the standard 2-D DCT, which is determined by the encoder 
with rate-distortion optimized transform selection. 
C. Comparison of Rate-Distortion Results  
In order to compare the performance of residue coding, the 
bitrate (QP) of the base layer is kept fixed and the residue 
signal is converted to 8-bits using two different methods and 
coded by using different QPs (22, 27, 32, 37). The distortion is 
computed in terms of the mean square error between the 
original and reconstructed HDR images (HDR-MSE), 
perceptually uniform peak signal to noise ratio (PU-PSNR) 
[18], and high dynamic range visible difference predictor 
(HDR-VDP) [19]. The bitrate is taken as the total bitrate of 
base layer and residue layer.  
 
Fig. 6 The 8 1-D block transforms used in [12]. 
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            (a)                                                        (b)  
Fig. 7 HDR-MSE vs. Bit Rate (bits/pixel) curves for different 8-bit 
conversions for standard (a) and directional coding (b) for LasVegasStore. 
Fig. 7 gives the rate distortion curves for the two compared 
8-bit conversion methods, Sigmoid function and Mai 
adaptation, for standard [16] and directional coding [12] in (a) 
and (b), respectively, for LasVegasStore. The similar results 
are obtained for the other test images as well. The adaptation 
of the optimum tone mapping [3] to HDR residue significantly 
surpass the performance of the Sigmoid function for both the 
standard and directional coding with its content dependent 
characteristics. The gain in HDR-MSE for the same bitrate is 
about 0.3 to 0.9 dB for standard and directional coding. In the 
remaining experiments, Mai adaptation is used for the 8-bit 
conversion of the residue due to its better performance. 
 Fig. 8 (a, c, e, g and i) give the rate distortion curves in 
terms of PU-PSNR for the standard and directional coding for 
the utilized five HDR images. The directional coding gives 
better performance for all the images compared to standard 
coding. The gain in PU-PSNR is 0.2 dB to 0.6 dB depending 
on the bitrate and image. This corresponds to a gain in the 
bitrate of about 2-6 % for fixed PU-PSNR. The obtained 
results are in line with the reported gains for LDR coding 
residue in [17]. Note that the gain in the proposed method 
using Mai adaptation and directional coding compared to the 
baseline method using Sigmoid function and standard coding 
[11] is the cumulative gain obtained with 8-bit conversion and 
directional coding.  
The comparisons are performed in Fig. 8 (b, d, f, h and j) 
in terms of HDR visible difference predictor (HDR-VDP). 
With HDR-VDP metric, directional codec is not consistently 
better than the standard codec. Although directional coding 
mainly improves coding of edges and detailed textured 
regions, it is not always possible to conclude that this 
improvement always produces better HDR-VDP results which 
can better model HVS perception.  
V. CONCLUSIONS 
We indicate that the HDR image coding residue obtained 
as the difference between the original and inverse tone 
mapped HDR images possesses directional characteristics for 
HDR images varying in terms of dynamic range and spatial 
activity. The directional characteristics of the residue have 
been found becoming more dominant as the quantization in 
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            (i)                                                        (j)  
Fig 8. PU-PSNR vs. Bit Rate (bits/pixel) curves (left column) and HDR-VDP 
(Q) vs. Bit Rate (bits/pixel) curves (right column) for standard and directional 
coding for AirBellowsGap (a,b), LasVegasStore (c,d),  MasonLake(1) (e,f), 
RedwoodSunset (g, h) and UpheavalDome (i,j). Mai adaptation is used for 8-
bit conversion in both cases. 
 
base layer increases. The proposed content dependent 8-bit 
conversion and directional coding method outperforms the 
existing function based 8-bit conversion and standard coding 
due to its verified directional characteristics. 
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