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Abstract
In the paper, a nonlinear inversion technique for the steady-state model of the active dual-bridge series
resonant converter is presented. The obtained control strategy allows cycle averaged output current regulation
and performs waveform alignment for the controllable achievement of ZVS and synchronous rectification. The
control is valid both for voltage buck and boost operating modes, as well as for low-power operation at a
fixed frequency. Robustness of the control is studied by simulations with external linear control loops.
1 Introduction
The dual-bridge series resonant converter (DB SRC) [1], which shares some similarities with the standard
full-bridge DC/DC series resonant converters (like LLC), still has some unique features due to the secondary-
side bridge, such as the capability of bidirectional power flow and voltage boost operation. Such type of
converter topology is particularly promising for electric vehicles chargers applications [1-3], including off-
board charging stations and on-board charger modules with an ability for bidirectional vehicle-to-grid power
flow. Additionally, many other power electronics applications like battery energy storage and DC line power
transmission are target areas of DB SRC topology.
The modulation scheme for DB SRC usually enables pure ZVS on the primary side, and combined
ZVS/ZCS on the secondary side, and allows for an efficient utilization of the primary side switches with
wide changes in load or supply voltage, which is preferred in many applications [2]. The impedance of
series resonant tank is determined by value of inductor and capacitor together with the switching frequency.
Therefore, it can operate at higher frequency under high power level [3] than just dual active bridge topologies
without resonant capacitor, which allows more compact magnetic designs.
All the switches in the two bridges work with 50
Comparing to LLC converter, the DB SRC converter requires more advanced control strategy since the
DC gain of a LC series resonant converter is always less than unity with a passive (diode) rectifier. Also
at light-load condition, the impedance of the load is very large compared to the impedance of the resonant
network, so all the input voltage is imposed on the load [5]. Thus an actively controlled full bridge on the
secondary side is essential in order to achieve voltage gain higher than one and regulate power delivered at
light load.
The operating modes and controls principles of the converter have been extensively analyzed in [6, 7, 8].
The published modeling efforts can be classified into three categories:
1. Fundamental harmonics approximation (FHA) approach [6, 7, 8, 9, 10], consisting of replacement the
rectangular voltage waveforms by sinusoidal approximations, calculated accordingly. The same result can
be achieved if output and input voltages are represented by rotating vectors using phasor diagrams. If the
analysis of a converter is performed not too far from its resonant frequency, then the resonant tank current
consists primary a fundamental harmonic, and this method produces reasonable well approximations. An-
other advantage of FHA is that this method ends up with trigonometric functions over switching parameters,
where analytical results can be relevantly easy to obtain.
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2. State-plane trajectory analysis pioneered by R. Oruganti [12] and used by many followers [13, 14,
15, 16].. The key idea is to represent the converter dynamics in two-dimensional plane of resonant inductor
current and resonant capacitor voltage. The analysis is greatly simplified by the fact that with a proper
normalization the state plane trajectory of voltage step response of an undamped LC circuit is circular and
is centered at the DC solution of the circuit. Thus, accurate and purely geometric analysis can be performed
for arbitrary operating point and switching pattern. The downside of this method is that the closed form
solutions are becoming very complicated with less trivial PWM patterns (like combined duty cycle and phase
shift control), and also for multi-element resonant converters, more state variables need to be analyzed and
more complicated calculation is required.
3. Piece-wise time-domain modeling. This technique is originally applied to the dual-bridge converters
[17, 18, 19, 20] without a resonant tank, where transformer current is a straight line between switching events.
Thus each time interval between switching of bridges can be analyzed separately, and then final waveform
is obtained by gluing together transient responses for consequential time intervals. This technique can be
directly obtained to series resonant converter operating very far from resonant frequency, where resonant tank
current is piece-wise linear. Also it is not very hard to obtain a closed form solutions for different operating
modes of series resonant converter [21].
Despite pretty diverse modeling and control techniques published, there are still some gaps, namely:
- there is no model and corresponding nonlinear control problem formulated addressing both produced
output power and optimal regime of operation in terms of the waveform timings,
- all three modes of operation, namely variable frequency buck, variable frequency boost and fixed fre-
quency low power operation are not being considered in a single model.
In this work we will derive nonlinear control affine model of the converter, which describes large signal
operation over whole frequency range above resonance and in all possible operation modes as buck, boost and
low power. This model also demonstrates interesting control properties of the converter like high nonlinearity
respect to the switching parameters, singularity of output current surface between buck and boost modes,
and also holonomic constraints for control variables. We believe that this model could be an another practical
benchmark for many advanced nonlinear control techniques such as feedback linearization, differential flatness
theory, optimal control, etc.
2 Background
This section is a recall of previously published results, and the model [22] in particularly.
2.1 The converter topology
The basic electrical circuit of the series LC resonant DC/DC converter is shown in Figure 1.
The circuit consists of two full (H) transistor bridges: input bridge with switches 𝑆1–𝑆4 and output bridge
with switches 𝑆5–𝑆8. The output bridge is directly connected to the secondary side of transformer TX. The
input bridge is connected to the transformer TX through capacitor C. Simple representation of transformer
is used with magnetizing inductance 𝐿𝑚, leakage inductance 𝐿 and an ideal transformer with turns ratio 𝑛.
If the magnetizing inductance 𝐿𝑚 is much larger than leakage inductance 𝐿: 𝐿𝑚 ≫ 𝐿, then there is
almost no circulating magnetizing current in the circuit. This has an advantage because all the current from
primary side is flowing to the secondary side which increases the efficiency. Also the current in secondary
side of transformer is in phase with primary side, which allows easy synchronous rectification by measuring
current only in primary side.
By eliminating 𝐿𝑚 from the circuit, we can spot that the stray inductance 𝐿 together with capacitor 𝐶
forms LC resonant tank. Also ideal transformer can be embedded into secondary bridge for simplification of
analysis. Thus we can obtain a black-box circuit presented in Figure 1.
The alternating current which flows through the leakage inductance and resonant capacitor is called tank
current 𝑖𝑡(𝑡). This current is being rectified by secondary transistor bridge and assuming that all the ripple
components are blocked by output filter capacitors (not shown in Figure 1), a direct current 𝐼𝑜𝑢𝑡 is induced
through a load.
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Figure 1: DC/DC circuit.
2.2 The voltage waveforms
Let’s consider voltages 𝑣𝑖𝑛(𝑡) and 𝑣𝑜𝑢𝑡(𝑡) at output terminals of bridges in the circuit 1.
∙ The voltage 𝑣𝑖𝑛(𝑡) corresponds to a voltage measured between points A–B of input bridge.
∙ The voltage 𝑣𝑜𝑢𝑡(𝑡) corresponds to scaled by 𝑛 voltage measured between points C–D of output bridge.
Effectively, these voltage 𝑣𝑖𝑛 − 𝑣𝑜𝑢𝑡 is applied to LC-circuit. Figure 2 shows the real and rectangular
approximated voltages.
Lets consider rectangular approximated voltages 𝑢𝑖𝑛(𝑡) and 𝑢𝑜𝑢𝑡(𝑡) for easier explanation of controllable
switching parameters:
∙ The input voltage source is producing rectangular pulses with controlled duty cycle and frequency. The
amplitude of pulse is 𝑉𝑖𝑛 and the on-time is 𝑑 (in radians, i.e. 𝑑 = 𝜋 is full square wave). The angular
frequency is 𝜔, which is equivalent to frequency 𝐹 = 1/𝑇 in Hz.
∙ The output voltage source is producing rectangular pulses with amplitude 𝑛𝑉𝑜𝑢𝑡 with controlled duty
cycle, frequency, and phase shift respect to input bridge. The reciprocal of duty cycle, the off-time or
short time is 𝑠 (defined in radians, 𝑠 = 𝜋 means that secondary side of transformer is fully shorted).
The off-time is always located at the beginning of switching cycle. The phase shift between the output
bridge switching cycle and input bridge switching cycle is 𝛽.
The output to input voltage ratio is defined as converter voltage gain:
𝐺 =
𝑛𝑉𝑜𝑢𝑡
𝑉𝑖𝑛
(1)
The real waveforms are looking differently than approximated ones because of dead times, which are
smoothing rising and falling edges of the switching pulses. Since this DC/DC belongs to the class of resonant
converters, energy is also transferring during the dead time, and the dead time is an essential phase of
converter operation.
The duration of dead-time for input bridge is 𝑇 𝑖𝑛𝐷 , and the duration of dead-time for output bridge is
𝑇 𝑜𝑢𝑡𝐷 .
3
Figure 2: Real and approximated voltages applied to resonant LC circuit and PWM parameters.
2.3 Regulation problem and optimality metrics
In this particular work the DC/DC converter will be represented as a current source. This particular
representation covers EV battery charger applications, which is main application area of such topologies.
Thus, an output DC current problem regulation can be formulated as follows:
Find PWM switching parameters: 𝑑, 𝑠, 𝛽, 𝜔 in order to achieve desired steady-state output current:
𝐼𝑜𝑢𝑡(𝑑, 𝑠, 𝛽, 𝜔) = 𝐼
*
𝑜𝑢𝑡 (2)
where 𝐼*𝑜𝑢𝑡 is reference desired value of output current.
Sine the converter topology considered here is lossless, some additional facts need to be considered for
derivation of optimality conditions. The following requirements can be fulfilled in order to operate the
converter efficiently:
∙ Conduction loss minimization.
In order to minimize conduction loss, the amplitude (or RMS) value 𝐼𝑡 of tank current 𝑖𝑡(𝑡) needs to
be minimized. Thus every set of switching parameters (𝑑, 𝑠, 𝛽, 𝜔) can be evaluated for conduction loss
optimality:
𝐼𝑡
𝐼𝑜𝑢𝑡
→ min (3)
∙ Turn-on switching loss minimization.
The topology under consideration can be operating in soft-switching mode, which minimizes turn-on
losses down to zero. The conditions for soft-switching discussed in many studies. Necessary conditions
can be summarized in two statements:
1. A rising edge of positive 𝑣𝑖𝑛(𝑡) should be at negative tank current 𝑖𝑡(𝑡).
2. A rising edge of positive 𝑣𝑜𝑢𝑡(𝑡) should be at positive tank current 𝑖𝑡(𝑡).
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These two statements can be summarized with respect to the timing of switching events. Lets assume
that 𝑡 = 0 during positive rising edge of 𝑣𝑖𝑛(𝑡). Then the soft switching conditions for turn-off are:
𝑖𝑡(0) ≤ 0, 𝑖𝑡(𝛽/𝜔) ≥ 0 (4)
∙ Turn-off switching loss minimization.
For the turn-off losses, a true soft-switching can’t be achieved in this topology. The turn-off losses
can be only mitigated. One practical approach is to use a capacitive snubber across the MOSFETs.
Additionally, turning-off close to zero current, i.e. achieving ZCS commutation is usually helps achieve
better efficiency.
Thus, we can introduce the following criteria:
|𝑖𝑡(0)| → min, |𝑖𝑡(𝛽/𝜔)| → min (5)
It worth noting, that commutating at zero current, i.e. achieving an obvious goal 𝑖𝑡(0) = 𝑖𝑡(𝛽/𝜔) = 0 is
not practical since ZVS can be achieved only at specific current levels which allow discharge of internal
Coss and external snubber capacitors (if any) during a dead-time interval.
So generally speaking, the following constraints need to be satisfied:
𝑖𝑡(0) = −𝐼𝑖𝑛𝑡ℎ , 𝑖𝑡(𝛽/𝜔) = 𝐼𝑜𝑢𝑡𝑡ℎ (6)
where 𝐼𝑖𝑛𝑡ℎ , 𝐼
𝑜𝑢𝑡
𝑡ℎ ≥ 0 are threshold currents for commutation of input and output bridges correspondingly.
2.4 The model
The converter model obtained in [22] by first harmonic approximation of tank current can be summarized
as:
𝑊 =
𝐼𝑜𝑢𝑡
𝑉𝑖𝑛
=
𝑛
2𝜋2
√
𝐴2 +𝐵2
𝑍(𝜔)
(cos(𝑠+ 𝛿) + cos 𝛿) (7)
where coefficients 𝐴 and 𝐵 along with timing quantities 𝜎 and 𝛿 are given as
𝐴 = 4 sin 𝑑+ 4𝐺 sin(𝛽 + 𝑠) + 4𝐺 sin𝛽
𝐵 = 4− 4𝐺 cos(𝛽 + 𝑠)− 4𝐺 cos𝛽 − 4 cos 𝑑
𝜎 = atan(𝐵,𝐴), 𝛿 = 𝛽 − 𝜎
(8)
and 𝑍(𝜔) is resonant LC tank impedance:
𝑍(𝜔) = 𝑋𝐿 −𝑋𝐶 = 𝜔𝐿− 1
𝜔𝐶
(9)
The timing quantities 𝜎, 𝛿 and 𝛽 are shown in Figure 3
Namely:
∙ The 𝜎 is an angular time (in radians) from the rising edge of positive input bridge voltage 𝑣𝑖𝑛(𝑡) to a
moment when the tank current crosses 0 level: 𝑖𝑡 = 0. I.e. formally, 𝑖𝑡(𝜎/𝜔) = 0.
∙ The 𝛿 is an angular time (in radians) from the moment when the tank current crosses 0 level 𝑖𝑡 = 0 to
the rising edge of positive output bridge voltage 𝑣𝑜𝑢𝑡(𝑡).
It is pretty obvious that:
𝜎 + 𝛿 = 𝛽 (10)
Worth noting that both 𝜎 and 𝛿 are signed.
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Figure 3: Timing of input and output voltages respect to tank current zero level crossing.
3 Model inversion
3.1 The output control problem reformulation
Let’s following the discussion from section [Regulation problem and optimality metrics] by taking into
account model equations (7).
First, achieving the desired output current 𝐼*𝑜𝑢𝑡 is the same as regulating to a prescribed transconductance
𝑊 * = 𝐼*𝑜𝑢𝑡/𝑉𝑖𝑛 for a given input voltage 𝑉𝑖𝑛. So the reformulated output control problem is to find switching
parameters 𝑑, 𝑠, 𝛽, 𝜔 so that:
𝑊 (𝑑, 𝑠, 𝛽, 𝜔) =𝑊 * (11)
where function 𝑊 (𝑑, 𝑠, 𝛽, 𝜔) is given by (7).
Additionally, from [22] it is known that the amplitude of tank current is given as:
𝐼𝑡 =
𝑉𝑖𝑛
2𝜋𝑍
√︀
𝐴2 +𝐵2 (12)
Using this, the ratio of 𝐼𝑡/𝐼𝑜𝑢𝑡 can be expressed as:
𝐼𝑡
𝐼𝑜𝑢𝑡
=
𝜋
𝑛
· 1
cos(𝑠+ 𝛿) + cos 𝛿
(13)
The ratio 𝐼𝑡/𝐼𝑜𝑢𝑡 is minimized when denominator term cos(𝑠+ 𝛿)+cos 𝛿 is maximized. Its maximal value
2 is achieved when both 𝛿 = 0 and 𝑠 = 0.
So the optimality for tank current amplitude can be formulated as follows:
𝐼𝑡
𝐼𝑜𝑢𝑡
→ min ⇐⇒
{︃
𝛿 → min
𝑠→ min (14)
This result can be physically interpreted as minimization of reactive power in the resonant tank. Fur-
thermore, the case of 𝛿 = 0 corresponds to ideal synchronous rectification by the secondary output bridge,
i.e. when voltage waveform is fully aligned with tank current.
3.2 Synchronous rectification constraint 𝛿 = 0
Let’s consider second equation in (7). In order to satisfy the control goal 𝛿 = 0 for synchronous rectifica-
tion, the following should be true:
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Figure 4: Voltage and current waveforms aligned with 𝛽 = 0 for buck (𝐺 = 0.7) and boost (𝐺 = 1.3) voltage
ratios (under the same input voltage and frequency)
𝛿 = 𝛽 − 𝜎 = 0 (15)
which gives trivially
𝛽 = 𝜎 (16)
or
tan𝛽 = tan𝜎 (17)
or expanding by using (33) and considering only tan𝛽 in the left hand side:
sin𝛽
cos𝛽
=
𝐵
𝐴
=
1−𝐺 cos(𝛽 + 𝑠)−𝐺 cos𝛽 − cos 𝑑
sin 𝑑+𝐺 sin(𝛽 + 𝑠) +𝐺 sin𝛽
(18)
After some trivial simplification, the last equation can be simplified down to the following, which we will
call synchronous rectification condition:
cos𝛽 −𝐺− cos(𝛽 − 𝑑)−𝐺 cos 𝑠 = 0 (19)
3.3 Edge case of 𝛽 = 0
As discussed earlier, it is beneficial to bring primary and secondary voltage waveforms close to each other
in order to minimize commutation current. Such approach is not always practical since the current might be
not enough to ensure ZVS commutation. However, this case is interesting in terms of theoretical analysis of
converter characteristics.
Substituting 𝛽 = 0 into (19) immediately gives:
1−𝐺− cos 𝑑−𝐺 cos 𝑠 = 0 (20)
Since from the previous section, 𝜎 = 𝛽 then the equation (20) describes a case when both input and
output waveforms are brought together.
It is interesting to study domain of arguments for (20). The equation can be resolved with respect to 𝑑:
𝑑 = acos(1−𝐺−𝐺 cos 𝑠) (21)
and in the same time can be resolved with resprct to 𝑠:
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Figure 5: Maps of 𝑑(𝐺) and 𝑠(𝐺)
𝑠 = acos
(︂
1− cos 𝑑
𝐺
− 1
)︂
(22)
Lets consider two cases:
∙ 𝑠 = 0
From (21), the following is evident:
𝑑 = acos(1− 2𝐺) (23)
which is defined on interval 0 ≥ 𝐺 ≥ 1.
If 𝐺 = 1, then 𝑑 = 𝜋.
It is also easy to see that when 𝑑 = 𝜋 or 1 − 𝐺 − 𝐺 cos 𝑠 = −1, then cos 𝑠 = 2/𝐺 − 1 and 𝑠 increases
with the increase of 𝐺 ≥ 1.
∙ 𝑑 = 𝜋
From (22), the following is evident:
𝑠 = acos
(︂
2
𝐺
− 1
)︂
(24)
which is defined on interval 𝐺 ≥ 1.
The combined characteristics of 𝑑(𝐺) and 𝑠(𝐺) are shown in Figure 5
It is possible to combine both feedforward control laws (23) and (24) into the single one by introducing
a new artificial variable 𝑞 piecewise parametrized by 𝐺 and defined as follows:
𝑞(𝑑, 𝑠) =
{︃
𝑑, 𝐺 ≤ 1
𝑠+ 𝜋, 𝐺 > 1
(25)
with the following inverse mapping back to 𝑑 and 𝑠:
𝑑(𝑞) =
{︃
𝑞, 𝐺 ≤ 1
𝜋, 𝐺 > 1
, 𝑠(𝑞) =
{︃
0, 𝐺 ≤ 1
𝑞 − 𝜋, 𝐺 > 1 (26)
In the following two subsections we are going to study how the commutation angle parameters dependent
from 𝑞 (or 𝑑, 𝑠), if the feedforward inversion by (23) and (24) is not exact.
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3.3.1 Buck mode with 𝑠 = 0
Direct substitution of 𝑠 = 0 along with 𝛽 = 0 to (33) gives:
𝐴 = 4 sin 𝑑
𝐵 = 4− 8𝐺− 4 cos 𝑑 (27)
By using (33)
tan𝜎 =
𝐵
𝐴
=
1− cos 𝑑− 2𝐺
sin 𝑑
(28)
thus
𝜎 = atan
(︂
1− cos 𝑑− 2𝐺
sin 𝑑
)︂
(29)
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3.3.2 Boost mode with 𝑑 = 𝜋
Direct substitution of 𝑑 = 𝜋 along with 𝛽 = 0 to (33) gives:
𝐴 = 4𝐺 sin 𝑠
𝐵 = 8− 4𝐺 cos 𝑠− 4𝐺 (30)
By using (33)
tan𝜎 =
𝐵
𝐴
=
2−𝐺 cos 𝑠−𝐺
𝐺 sin 𝑠
(31)
thus
𝜎 = atan
(︂
2/𝐺− cos 𝑠− 1
sin 𝑠
)︂
(32)
3.4 Nonlinear inversion problem
In the case allowing 𝜎 ≥ 0 and as result 𝛽 ̸= 0, a nonlinear inversion problem needs to be formulated and
resolved. Generally, an external (linear) feedback controller should be able to set desired values of 𝜎 and 𝛿,
which are decoupled from each other and linearized.
Thus, the following problem can be formulated in form of a system of nonlinear equations:
𝜎(𝑑, 𝑠, 𝛽,𝐺) = 𝜎*
𝛿(𝑑, 𝑠, 𝛽,𝐺) = 𝛿*
(33)
with respect to unknown variables 𝑑 ∈ [0, 𝜋], 𝑠 ∈ [0, 𝜋], 𝛽 ∈ [−𝜋, 𝜋] and for given referenced values
𝜎* ∈ [−𝜋/2, 𝜋/2], 𝛿* ∈ [−𝜋/2, 𝜋/2] and parameter 𝐺 ≥ 0.
The concept of nonlinear inversion can be illustrated by a block diagram in Figure 9, where nonlinear
function 𝐹 is given by model equations (33).
By trivial transformations of (33), the nonlinear inversion problem can be rewritten as following two
equations:
1−𝐺 cos(𝛽 + 𝑠)−𝐺 cos𝛽 − cos 𝑑
sin 𝑑+𝐺 sin(𝛽 + 𝑠) +𝐺 sin𝛽
= tan𝜎*
𝛿* + 𝜎* = 𝛽
(34)
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𝜎𝛿
𝐹𝐹−1
𝜎*
𝛿*
𝐺𝐺
𝑑
𝑠
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Figure 9: Nonlinear inversion with respect to 𝜎 and 𝛿.
Note that 𝛽 = 𝛿* + 𝜎* became constant.
This can be transformed further as follows:
tan𝜎* · (𝐺 sin(𝛽 + 𝑠) +𝐺 sin𝛽 + sin 𝑑) +𝐺 cos(𝛽 + 𝑠) +𝐺 cos𝛽 + cos 𝑑− 1 = 0 (35)
This equation can be simplified further by using identity of harmonic addition:
tan𝜎* sin(𝑥) + cos(𝑥) =
√︀
(tan𝜎*)2 + 1 · cos(𝑥− atan tan𝜎*) =
√︀
(tan𝜎*)2 + 1 · cos(𝑥− 𝜎*) (36)
where 𝑥 is an arbitrary angular argument.
Denoting that according to another identity:
1√︀
(tan𝜎*)2 + 1
= | cos𝜎*| (37)
and using harmonic addition identity, the nonlinear inversion condition can be rewritten as:
𝐺 cos(𝛽 + 𝑠− 𝜎*) +𝐺 cos(𝛽 − 𝜎*) + cos(𝑑− 𝜎*)− cos𝜎* = 0 (38)
Note that the absolute value of cos𝜎* is omitted since the range of 𝜎* is [−𝜋/2, 𝜋/2].
Finally, using 𝛽 = 𝛿* + 𝜎*, it simplifies even further, which we will refer as nonlinear inversion condition
(for 𝑑 and 𝑠):
𝐺 cos(𝛿* + 𝑠) +𝐺 cos 𝛿* + cos(𝑑− 𝜎*)− cos𝜎* = 0 (39)
It is important to note that (39) is underdetermined since it has two unknown 𝑑 and 𝑠. So in order to
find a unique solution, the minimization of 𝑠→ min should be additionally imposed.
3.4.1 Buck mode with 𝑠 = 0
This is the simplest mode of operation and obviously satisfies minimization condition since the 𝑠 = 0 is
minimal value of 𝑠. Substituting this to (39)
2𝐺 cos 𝛿* + cos(𝑑− 𝜎*)− cos𝜎* = 0 (40)
thus:
𝑑 = acos (cos𝜎* − 2𝐺 cos 𝛿*) + 𝜎* (41)
The domain of this buck operating mode is given by domain of acos function and the range of 𝑑 ∈ [0, 𝜋]
−1 ≤ cos𝜎* − 2𝐺 cos 𝛿* ≤ 1
0 ≤ acos (cos𝜎* − 2𝐺 cos 𝛿*) + 𝜎* ≤ 𝜋 (42)
Practically, since the 𝜎* is additive to result of acos in (41), it is pretty much possible that the calculation
of 𝑑 could give greater than 𝜋 value. The boundary condition is
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cos𝜎* − 2𝐺 cos 𝛿* = cos (𝜋 − 𝜎*) = − cos𝜎* (43)
and the domain for 𝑑 ≤ 𝜋 is defined by inequality:
cos𝜎* ≥ 𝐺 cos 𝛿* (44)
Another useful boundary case is when the argument of acos in (41) is out of [−1, 1] range, particularly
for high values of 𝐺, which corresponds to a boost mode:
cos𝜎* − 2𝐺 cos 𝛿* = −1 (45)
which translates to the following inequality:
cos𝜎* ≥ 2𝐺 cos 𝛿* − 1 (46)
3.4.2 Boost mode with 𝑑 = 𝜋
Substituting 𝑑 = 𝜋 to (39) gives:
𝐺 cos(𝛿* + 𝑠) +𝐺 cos 𝛿* − 2 cos𝜎* = 0 (47)
thus for variable 𝑠 it gives:
𝑠 = acos (2 cos𝜎*/𝐺− cos 𝛿*)− 𝛿* (48)
The domain of this boost operating mode is given by domain of acos function and the range of 𝑠 ∈ [0, 𝜋]
−1 ≤ 2 cos𝜎*/𝐺− cos 𝛿* ≤ 1
0 ≤ acos (2 cos𝜎*/𝐺− cos 𝛿*)− 𝛿* ≤ 𝜋 (49)
Practically, since the 𝛿* is additive to result of acos in (48), it is pretty much possible that the calculation
of 𝑠 could give negative value. The boundary condition is
2 cos𝜎*/𝐺 = 2 cos 𝛿* (50)
and the domain for 𝑠 ≥ 0 is defined by inequality:
cos𝜎* ≤ 𝐺 cos 𝛿* (51)
Another useful boundary case is when the argument of acos in (41) is out of [−1, 1] range, particularly
for low values of 𝐺, which corresponds to a buck mode:
2 cos𝜎*/𝐺− cos 𝛿* = 1 (52)
which translates to the following inequality:
2 cos𝜎*/𝐺 ≤ 1 + cos 𝛿* (53)
4 Primary side fully driven converter
In this section a special case of the PWM modulation with fully driven primary side will be discussed.
The operating mode of primary input bridge is the same as for the conventional LLC converter. However,
with a control of secondary side duty cycle 𝑠 it is possible to obtain a boost operating mode and significantly
increase voltage range of the converter. Everywhere in this section we will assume 𝑑 = 𝜋.
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4.1 Buck mode with 𝑠 = 0
Lets consider first a buck mode with 𝑠 = 0, which corresponds to a fully driven converter on primary side
and a synchronous rectification on the secondary side. Obviously, buck mode is optimal in terms of 𝑠→ min,
since 0 is minimal possible value of 𝑠.
From (19) follows that since cos 𝑠 = 1, then
𝛽 = 𝜎 = acos𝐺 (54)
It immediately follows that in order to have a real solution for 𝛽, the voltage ratio should be 𝐺 ≤ 1, which
coincides with the buck mode of converter operation.
To satisfy control goal constraint 𝜎 ≥ 𝜎𝑚𝑖𝑛, additional consideration should be imposed for voltage ratio
𝐺:
𝜎 ≥ 𝜎𝑚𝑖𝑛
acos𝐺 ≥ 𝜎𝑚𝑖𝑛
𝐺 ≤ cos(𝜎𝑚𝑖𝑛)
(55)
Thus, as long as 𝐺 ≤ cos(𝜎𝑚𝑖𝑛), the buck mode control with 𝑠 = 0 can satisfy goal constraint 𝜎 ≥ 𝜎𝑚𝑖𝑛,
and voltage ratio 𝐺 = cos(𝜎𝑚𝑖𝑛) is a boundary between buck and boost modes of converter operation.
The output transconductance with feed-forward maps cos𝛽 = 𝐺 and 𝛿 = 0 can be calculated as after all
simplifications using (54) and 𝑠 = 0:
𝑊 =
8𝑛
𝜋2
1
𝑍(𝜔)
√︀
1−𝐺2 (56)
Let’s calculate frequency 𝜔 which is needed to achieve desired output 𝑊𝑟𝑒𝑓 :
8𝑛
√
1−𝐺2
𝜋2𝑊𝑟𝑒𝑓
= 𝑍𝑟𝑒𝑓
𝑍𝑟𝑒𝑓 = 𝜔𝐿− 1/(𝜔𝐶)
𝜔 =
1
2𝐿𝐶
(︁√︁
𝐶2𝑍2𝑟𝑒𝑓 + 4𝐿𝐶 + 𝐶𝑍𝑟𝑒𝑓
)︁ (57)
5 Boost mode with 𝑠 > 0 and buck-boost transition
The boost mode has happened when the buck mode with 𝑠 = 0 is no longer capable to satisfy the control
goal for 𝜎, and as it was established in previous section, for 𝐺 ≥ cos(𝜎𝑚𝑖𝑛) a boost mode should be used. In
order to satisfy optimality condition 𝑠 → min, the 𝜎 should be fixed in boost mode, and we have following
control problem for angles:
𝛿 = 0
𝜎 = 𝜎𝑚𝑖𝑛
(58)
or
𝜎 = 𝛽 = 𝜎𝑚𝑖𝑛 (59)
From (19) the shorting time 𝑠 is determined by:
𝑠 = acos (2 cos(𝜎𝑚𝑖𝑛)/𝐺− 1) (60)
Note for the particular voltage ratio 𝐺 = cos(𝜎𝑚𝑖𝑛), i.e. exactly at the buck to boost transition border,
the 𝑠 = 0 according to (60), which proofs continuity of 𝑠(𝐺) function. The same is for 𝛽, since 𝛽 = acos𝐺 in
buck mode, then at critical voltage ratio 𝐺 = cos(𝜎𝑚𝑖𝑛) we are obtaining 𝛽 = acos cos(𝜎𝑚𝑖𝑛) = 𝜎𝑚𝑖𝑛, which
coincides with continuity of 𝛽(𝐺) function.
We can combine 𝛽 and 𝑠 maps for both buck and boost modes by stitching (54), (59) and (60) using
minimum and maximum functions (result is pictured in Figure 10):
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Figure 10: Maps of 𝛽(𝐺) and 𝑠(𝐺) for particular 𝐺* = 0.95
𝛽 = acos(min{𝐺,𝐺*})
𝑠 = acos
(︂
2𝐺*
max{𝐺,𝐺*} − 1
)︂
(61)
where
𝐺* = cos(𝜎𝑚𝑖𝑛) (62)
The combined feed-forward control law (both for buck and boost modes) can be formulated as follows:
For given 𝑊𝑟𝑒𝑓 and 𝐺, and also pre-calculated buck to boost threshold 𝐺
* = cos(𝜎𝑚𝑖𝑛):
1. First calculate the control inputs 𝛽 and 𝑠
𝛽 = acos(min{𝐺,𝐺*})
𝑠 = acos
(︂
2𝐺*
max{𝐺,𝐺*} − 1
)︂
(63)
2. Then calculate desired tank impedance:
𝑍𝑟𝑒𝑓 = 4𝑛
cos 𝑠+ 1
𝜋2𝑊𝑟𝑒𝑓
√︀
1−𝐺 cos(𝛽 + 𝑠) (64)
3. The switching frequency will be determined by equation:
𝜔 =
1
2𝐿𝐶
(︁√︁
𝐶2𝑍2𝑟𝑒𝑓 + 4𝐿𝐶 + 𝐶𝑍𝑟𝑒𝑓
)︁
(65)
6 Low power mode with 𝜔 = 𝜔𝑚𝑎𝑥
The switching frequency in control (65) is unbounded, i.e. in order to get 𝑊𝑟𝑒𝑓 = 0 frequency should be
𝜔 →∞. In real systems, the upper frequency is always constrained at 𝜔𝑚𝑎𝑥. Thus if we need output power
even lesser than we can get at 𝜔 = 𝜔𝑚𝑎𝑥, impedance can’t be further increased and control of output power
can be achieved only by commutation parameters 𝑠 and 𝛽 with fixed 𝜔 = 𝜔𝑚𝑎𝑥. This mode we will call a
low power mode.
Let’s define maximum impedance that we can get:
𝑍𝑚𝑎𝑥 = 𝜔𝑚𝑎𝑥𝐿− 1
𝜔𝑚𝑎𝑥𝐶
(66)
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The control law for low power can be formulated as follows: for given 𝑊𝑟𝑒𝑓 find commutation parameters
𝛽, 𝑠 which are satisfying following conditions:
𝑊𝑟𝑒𝑓 = 4𝑛
cos 𝑠+ 1
𝜋2𝑍𝑚𝑎𝑥
√︀
1−𝐺 cos(𝛽 + 𝑠)
𝜎 ≥ 𝜎𝑚𝑖𝑛 > 0
(67)
Let’s consider an idea to limit output power by additional increase of 𝑠, which is equivalent to dimming
the output down to zero power at 𝑠 = 𝜋 when secondary side is completely shorted. Just to mention that an
another possibility for output power regulation at constant frequency is to shift the secondary side respect
to primary side by introducing 𝛿 > 0.
As stated by equation (19), for any arbitrary 𝑠 in synchronous rectification:
cos𝛽 =
𝐺
2
(cos 𝑠+ 1) (68)
By using equation (19) and denoting 𝑥 = cos 𝑠 the equation (67) can be simplified down to:
𝑊𝑟𝑒𝑓 = 2
√
2𝑛
𝑥+ 1
𝜋2𝑍𝑚𝑎𝑥
√︁
𝐺
√︀
(1− 𝑥2)(4−𝐺2(𝑥+ 1)2)−𝐺2𝑥(𝑥+ 1) + 2 (69)
which is algebraic respect to 𝑥.
To characterize dependency of𝑊 from 𝑠 with fixed frequency, lets try to calculate (69) for different values
of 𝐺. Let’s denote 𝑠0 and 𝛽0 as commutation parameters obtained by (63) without any additional secondary
side shorting for low power. Likewise, let’s denote𝑊0 the output power obtained for fixed maximal frequency
𝜔𝑚𝑎𝑥, but without any additional secondary side shorting for low power.
𝑊0 = 4𝑛
cos 𝑠0 + 1
𝜋2𝑍𝑚𝑎𝑥
√︀
1−𝐺 cos(𝛽0 + 𝑠0) (70)
The output power variation for different values of G is demonstrated in Figure 11 as ratio of 𝑊/𝑊0. As
one can see from the picture, the zero power operation 𝑊 = 0 is achieved for 𝑠 = 𝜋 (fully shorted secondary
side) regardless of G. But an interesting feature of the system is that 𝑊 = 𝑊0 can be seen for the values
𝑠 > 0 even in buck mode. That means that the characteristic 𝑊 (𝑠) is non-monotonic, and a discontinuous
control will be applied for 𝑠 when transitioning from regular operation (with 𝑊0 output power) to a low
power operation with 𝑊 < 𝑊0. This feature will be addressed separately later.
The final algorithm for feed-forward map calculations in low power mode is formulated as follows:
If calculated switching frequency in control (65) greater than 𝜔𝑚𝑎𝑥 to obtain a desired 𝑊𝑟𝑒𝑓 , then
1. Numerically solve following equation for 𝑥:
2
√
2𝑛
𝑥+ 1
𝜋2𝑍𝑚𝑎𝑥
√︁
𝐺
√︀
(1− 𝑥2)(4−𝐺2(𝑥+ 1)2)−𝐺2𝑥(𝑥+ 1) + 2 =𝑊𝑟𝑒𝑓 (71)
The solution can be obtained using bisection (dichotomy) method by ranging 𝑥 ∈ [−1, cos 𝑠0].
2. Calculate switching parameters as follows:
𝑠 = acos𝑥
𝛽 = acos
(︂
𝐺 · 𝑥+ 1
2
)︂
(72)
7 Feed-forward control simulations
The series of simulations were carried out in order to proof the concept of feed-forward inversion algorithms
for plant (7). The Simulink simulation model demonstrated in Figure 12 uses FHA model of form (7)
with coefficients (33) and (9), which is implemented in MATLAB Function [tank steady-state] block. The
feed-forward calculations (63) and (65) for buck and boost modes, along with low-power mode (71) are
implemented in MATLAB Function [feed-forward map] block.
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Figure 11: Output power variation with 𝑠 ranging from 𝑠0 to 𝜋 for 0.4 ≥ 𝐺 ≥ 1.8
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The tank parameters are: 𝐿 = 125 uH and 𝐶 = 45 nF, turn ratio 𝑛 = 20 and maximum frequency
𝑓𝑚𝑎𝑥 = 300 kHz.
Figure 12: Simulink model for testing feed-forward control only
To test both buck and boost mode, the voltage ration 𝐺 variated in boundaries between 𝐺 ∈ [0.25, 1.75]
as pictured in Figure (13).
Figure 13: Variation of voltage ratio 𝐺 during simulation
The result of the simulation (Figure 14) demonstrates an exact reference following by output 𝑊 .
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Figure 14: Reference and plant output 𝑊
The dynamics of plant inputs obtained by control algorithms are demonstrated in Figures 15 and 16.
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Figure 15: Commutation parameters 𝛽 and 𝑠
Figure 16: Frequency 2𝜋𝜔
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8 Closed-loop control simulations
Obviously, the feed-forward control algorithm is not directly applicable to the real systems because of
model uncertainties. The feedback loops should be added to the control scheme.
First, the power regulator will be in form:
𝑊𝑑𝑒𝑠𝑖𝑟𝑒𝑑 = 𝑃𝐼[𝑊𝑟𝑒𝑓 −𝑊𝑜𝑢𝑡] +𝑊𝑟𝑒𝑓 (73)
where 𝑊𝑑𝑒𝑠𝑖𝑟𝑒𝑑 is an input to the feed-forward control algorithm, 𝑊𝑟𝑒𝑓 is the reference setpoint signal
(like a ramp with saturation in this particular simulation), and 𝑊𝑜𝑢𝑡 is real output of the plan, 𝑃𝐼[𝑒] is
PI-regulator with error input 𝑒. Worth noting that in a real system this control loop would regulate current
𝐼𝑜𝑢𝑡 and transition to the transconductance𝑊 will be based on measured input voltage 𝑉𝑖𝑛 as𝑊 = 𝐼𝑜𝑢𝑡/𝑉𝑖𝑛.
An additional regulator would be for driving 𝛿 to 0. From model equation (7) for 𝛿, it is obvious that 𝛽
is influencing almost linear to the 𝛿 if we are neglecting variation of 𝜑0 (which should be made with some
caution).
𝛽 = 𝑃𝐼[𝛿𝑟𝑒𝑓 − 𝛿𝑜𝑢𝑡] + 𝛽𝑓𝑓 (74)
where 𝛽 is input to the plant (commanded phase shift), 𝛿𝑟𝑒𝑓 = 0 is a reference setpoint for the actual
secondary side alignment, 𝛿𝑜𝑢𝑡 is measured misalignment between secondary side and switching and tank
current sign, 𝛽𝑓𝑓 is value of 𝛽 determined by feed-forward control (63), (65) and (71).
The Simulink simulation model demonstrated in Figure 17.
Figure 17: Simulink model for testing closed loop control respect to 𝑊 and 𝛿
This time we will also change the tank parameters by introducing in it a series resistance 𝑅 = 670 mOhm,
and decreasing inductance by 10%: 𝐿 = 112.5 uH.
The variation of the 𝐺 will be the same for purely feed-forward control test between 𝐺 ∈ [0.25, 1.75] as it
pictured in Figure (13)
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Figure 18: Reference and plant output 𝑊
As it seen from response 𝑊 (Figure 18), the plant output is not following reference signal exactly, but
stays within a boundary around it.
Figure 19: Output 𝛿, the reference value is 𝛿* = 0
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The same thing is for 𝛿 which is not 0 all the time because of feed-forward controller and plant discrepancy.
But controller tries to compensate if with an action for 𝛽.
Figure 20: Commutation parameters 𝛽 and 𝑠
Figure 21: Frequency 2𝜋𝜔
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