We prove the existence of a spatially periodic weak solution to the steady compressible isentropic Navier-Stokes equations in R 3 for any specific heat ratio γ > 1. The proof is based on the weighted estimates of both pressure and kinetic energy for the approximate system which result in some higher integrability of the density, and the method of weak convergence.
Introduction
In this paper we prove the existence of a spatially periodic weak solution (ρ, u) to the following steady isentropic compressible Navier-Stokes equations in R 3 for any specific heat ratio γ > 1: div(ρu) = 0, (1.1)
Here u = (u 1 , u 2 , u 3 ) is the velocity and ρ is the density, the viscosity constants μ andμ satisfy μ > 0,μ = μ + λ with λ + 2μ/3 0, the pressure P for isentropic flows is given by P (ρ) = aρ γ with a being a positive constant and γ > 1 being the specific heat ratio. f = (f 1 , f 2 , f 3 ) is the external force, and for simplicity, we assume that
Besides, we consider that (ρ, u) and f are periodic in each x i with period 2π for all 1 i 3. For simplicity, throughout this paper, we denote by Ω the periodic cell (−π, π) 3 .
In general, there could be no solution for arbitrary f, since for a (smooth) solution, which is periodic in x with period 2π , f has to satisfy the necessary condition: So, in this paper we will consider the external force f that has the symmetry (1.4).
In the last decades, the well-posedness of Eqs. (1.1), (1.2) for large f has been investigated by a number of researchers. In 1998, under the assumption that γ > 1 in two dimensions and γ > 5/3 in three dimensions, Lions [12] proved the existence of weak solutions to (1.1), (1.2) . Roughly speaking, the condition on γ comes from the integrability of the density ρ in L p . The higher integrability of ρ has, the smaller γ can be allowed. If f is potential, then weak solutions are shown to exist for any γ > 3/2, see [14] . Then, Frehse, Goj and Steinhauer [6] , Plotnikov and Sokolowski [15] obtained an improved integrability bound for the density by deriving a new weighted estimate of the pressure, assuming a priori the L 1 -boundedness of ρu 2 which, unfortunately, was not shown to hold. Recently, by combining the L ∞ -estimate of −1 P with the (usual) energy and density bounds, Březina and Novotný [2] were able to show the existence of weak solutions to the spatially periodic problem with symmetries (1.4)-(1.6) for any γ > (3 + √ 41)/8 when f is potential, or for any γ > 1.53 when f ∈ L ∞ , without assuming the boundedness of ρu 2 in L 1 . More recently, Frehse, Steinhauer and Weigant [8] established the existence of weak solutions to the Dirichlet problem in three dimensions for any γ > 4/3 in the framework of [2] . Also, the existence of a weak solution to (1.1), (1.2) with periodic or mixed boundary conditions was obtained in the two-dimensional isothermal case (γ = 1) [7] .
The aim of this paper, inspired by the works [8, 2] , is to improve the existence result in [2] , namely, we shall prove the existence of spatially periodic weak solutions to the system (1.1), (1.2) for any γ > 1, thus extending the existence in [2] from γ > 4/3 to γ > 1. Roughly speaking, the basic idea in our proof is to employ a careful bootstrap argument to obtain the higher integrability of the density which eventually relaxes the restriction on γ in [2] , see the paragraph below Theorem 1.2 for more details on the proof idea.
We mention that for a 3D model of steady compressible heat-conducting flows (i.e., the steady compressible Navier-Stokes-Fourier system), Mucha and Pokorný [13] recently studied the existence of weak solutions under some assumptions on the pressure and heat-conductivity, which unfortunately excludes the case of polytropic idea gases. For the corresponding non-steady system (to (1.1), (1.2)) with large initial data, Lions [12] first proved the global existence of weak solutions in the case of γ 3n/(n + 2) (n = 2, 3: dimension). His result has been improved and generalized recently in [5, 10, 11] and among others, where the condition γ > 3/2 is required in three dimensions for general initial data.
Before defining a weak solution to (1.1), (1.2), we introduce the notation used throughout this paper.
Notation. Let G be a domain in R 3 or the periodic cell. We denote by L p (G) the Lebesgue spaces, by W k,p (G) (k ∈ N) the usual Sobolev spaces, by C k (G) (resp. C k (G)) the space of k times continuously differentiable functions in G (resp. G). We define (
(2) (ρ, u) satisfies the energy inequality: 
Remark 1.1. In the periodic case, the periodic cell Ω in Definition 1.1 actually can be replaced by any cube in R 3 with length 2π .
The main result of the current paper reads as The proof of Theorem 1.2 is based on the uniform a priori estimates for the approximate solutions and the weak convergence method in the framework of Lions [12] . First, to get higher integrability of the density ρ δ , we derive the weighted estimates for both pressure P δ and kinetic energy ρ δ |u δ | 2 which can be also understood as estimates in a Morrey space. These weighted estimates are inspired by the papers [8, 2] . However, the new idea in the current paper is that both P δ and ρ δ |u δ | 2 are bounded simultaneously (cf. Lemma 2.2), while in [8, 2] a weighted estimate only for the pressure P δ was shown. This simultaneous boundedness of both P δ and ρ δ |u δ | 2 plays a crucial role in the derivation of the higher integrability of ρ δ for any γ > 1, and moreover, implies some new uniform estimates for the velocity u δ and the pressure P δ (cf. Lemmas 2.4 and 2.6). Then, with the help of the higher integrability of ρ δ and the new estimates for (u δ , P δ ), we use a bootstrap argument to obtain the a priori uniform estimates for the approximate solutions for any γ > 1 (cf. Theorem 2.1). To pass to the limit and obtain the existence of a weak solution, we cannot directly use the arguments in [12] , since ρ δ ∈ L p (Ω) (p > 5/3) is required in [12] and this is not the case here. In fact, here we only have ρ δ ∈ L γ r (Ω) with some r > 1 being very close to 1 when γ is close to 1. Instead, we exploit the proved uniform boundedness of ρ δ u δ and ρ δ |u δ | 2 in L r (Ω), and employ a careful analysis based on the classical method of weak convergence to circumvent this difficulty to prove the existence. This paper is organized as follows. In Section 2, we first construct a sequence of approximate solutions (ρ δ , u δ ) and then derive the uniform weighted estimates for both pressure P δ and kinetic energy ρ δ |u δ | 2 . In Sections 2.2 and 2.3 we show the additional uniform estimates for the velocity u δ and the pressure P δ in terms of the quantity
. This is crucial in the derivation of the higher integrability of ρ δ for any γ > 1. In Section 2.4, by using of a bootstrap argument (see, for example, [2, 6] ), we prove that A is uniformly bounded which in turn implies the uniform H 1 -boundedness of u δ , and the L r -boundedness of P δ , ρ δ u δ andρ δ |u δ | 2 . In Section 3, we prove the main theorem by using the weak convergence method in the framework of Lions [12] .
Uniform estimates of the approximate solutions

The approximate system
To prove Theorem 1.2, we first work with the standard approximation by introducing an artificial pressure term:
where 0 < δ 1. Here we choose ρ 6 just for technical reason, and in fact we can take ρ α for any α 6 instead of ρ 6 . We consider the following approximate problem in Ω:
According to [2] , there is at least a weak solution (ρ δ , u δ ) to the problem (2.1), (2.2) with the following properties (γ = max (γ , 6)):
where b is the same as in (1.9).
In the rest of this section we will show some uniform-in-δ estimates for (ρ δ , u δ ) which will be used in passing to the limit as δ → 0 in the next section to get a weak solution of the system (1.1), (1.2).
If we define 
where
The proof of Theorem 2.1 is broken up into several lemmas given in Sections 2.2-2.4. We start with the following potential estimate.
A potential estimate
In this section we first derive the weighted estimate for P δ and ρ δ |u δ | 2 which can also be understood as an estimate in a Morrey space, and then use this estimate to get an estimate for A by the classical theory of elliptic equations of second order. Lemma 2.2. Let (ρ δ , u δ ) be the solutions of the approximate problem (2.1), (2.2) . Then the following estimate holds.
for all β ∈ (0, 1) and x 0 ∈ Ω, where the constant C depends only on f L ∞ (Ω) , μ,μ, M, γ and β, but not on x 0 and δ.
3} is a periodic cell, and η ∈ C ∞ 0 (R) is a cut-off function satisfying 0 η(t) 1, |Dη| 2 and
If we extend φ to R 3 periodically in x i with period 2π for all 1 i 3, then φ ∈ H 1 loc (R 3 ) can be a test function. Testing (2.2) with this φ, we find that
and
we substitute (2.11) and (2.12) into (2.10) to obtain, after a straightforward calculation, that
from which it follows that
for any 0 < β < 1. Using Hölder's inequality, we easily see that for any 0 < β < 1,
Thus, (2.9) follows from (2.13) and (2.14) immediately. 2
The following lemma is similar to the potential estimate in Section 3 of [8] , and for the convenience of the reader, we give its proof in Appendix A. 15) where the constant C depends on f L ∞ (Ω) , μ,μ, M, γ and β, but not on δ.
Lemma 2.3. Let A be defined by (2.6), then we have
A C u δ 2 H 1 (Ω) 1 + P δ L 1 (Ω) + ρ δ |u δ | 2 L 1 (Ω) + u δ H 1 (Ω) ,(2.
Uniform estimates
The next lemma shows that the H 1 -norm of u δ can be bounded by some power of A.
Lemma 2.4. Let (ρ δ , u δ ) be the solution of the approximate problem (2.1), (2.2). Then, Proof. First, we use the energy inequality (2.5) to obtain
By Hölder's and Sobolev's inequalities, we see that The following lemma is due to Bogovskii [1] and will be needed in Lemma 2.6.
Lemma 2.5.
Suppose that the bounded domain Ω ⊂ R n is starlike with respect to some ball contained in it, and that 1 < p < ∞ and n 2. Then, there exists a constant C > 0, depending only on n, p and Ω, such that for any f ∈ L p (Ω) with Ω f (x) dx = 0, there is a vector field ω ∈ W 1 p (Ω) satisfying: 
where the last term can be bounded as follows, using Hölder's and Sobolev's inequalities.
The estimate (2.24), together with (2.23) and (2.16), gives then
which proves the lemma. 2
Proof of Theorem 2.1
In this section we will first show that the quantity A is uniformly bounded (with respect to δ), then with the help of this uniform boundedness, we can easily get (2.7) and (2.8).
Recalling that Lemma 2.6 is true for any s ∈ (1, β + 1 − β/γ ], we write s = 1 + ε, where ε will be chosen small enough later on, and use (A.1), (2.16), (2.22) and (2.24) to infer that
Since (2.25) remains valid for any β ∈ (0, 1), if we write β = 1 − σ with 0 < σ < 1, then
where ε and σ can be arbitrary small. So, by our choice of the parameters ε and σ , the exponent
2(γβ+γ −2β) + O(ε) can be made less than 1, and therefore we conclude by (2.25) that A C, which immediately implies that From the above four inequalities, we obtain (2.7) and (2.8). This completes the proof of Theorem 2.1.
Proof of Theorem 1.2
In this section we will take to the limit as δ → 0 for the approximate problem (2.1) and (2.2) to obtain a weak solution of (1.1), (1.2) for any γ > 1. As mentioned in the introduction, we cannot directly use the arguments in [12] to take to the limit, because we just have ρ δ ∈ L γ r (Ω) with r being very close to 1 when γ is close to 1, while in [12] ρ δ ∈ L p (Ω) (p > 5/3) is required. To overcome this difficulty, we exploit the estimates established in Theorem 2.1 and Lemma 3.1 to show the weak compactness of the effective viscous flux (see Sections 3.2, 3.3) . Then, by the standard procedure of the weak convergence method in Section 3.4, we can finish the proof of Theorem 1.2 (cf. [3, 12] ).
Preliminaries
In this section we give the necessary preliminary lemmas which will be used in the proof of Theorem 1.2.
Then there is a subsequence of f n g n (still denoted by f n g n ), such that
Remark 3.1. We point out here that
1 is not needed in Lemma 3.1.
Proof of Lemma 3.1. Since f n g n is uniformly bounded in L p (Ω), there exists a subsequence of f n g n (still denoted by f n g n ) and F ∈ L p (Ω), such that
On the other hand, (3.2) implies that for the subsequence g n in (3.4), there is a subsequence (still denoted by g n ), such that g n → g a.e. in Ω.
By Egoroff's theorem, for any m ∈ N, there exits a subset E m ⊂ Ω with |E m | < 1/(2m), such that
Since g ∈ L p 2 (Ω), we see that g is finite a.e. in Ω, that is, for all k ∈ N,
Hence, for any given m, there exists a sufficiently large K m ∈ N, such that
we still haveφ ∈ L p (Ω). Thus, in view of (3.4), we have
From (3.5) and (3.6) we easily get that
Let m → ∞, we arrive at
Lemma 3.2 (Div-Curl lemma). Let
The Div-Curl lemma is a classical statement of the compensated compactness due to Murat (1978) and Tartar (1975) . Lemma 3.2 is one of its general formulation. For the proof of Lemma 3.2 we refer to, for example, the reference [14] . Actually, in the current paper we will apply Lemma 3.2 with div f n = 0, curl g n = 0.
At the end of this section we introduce the operator
where −1 is the inverse of the Laplace operator, and the Riesz operator defined by
Lemma 3.3. Let Ω be a domain in R 3 and the operator A is defined as above, then we have
For the proof of Lemma 3.3 one can see, for example, the reference [16] .
Vanishing limit as δ → 0
In this section we will study the limit for the problem (2.1), (2.2) as δ → 0. By Theorem 2.1, and the compact embedding
, we have the following limits:
Remark 3.2. By use of the density argument, one can actually take φ(x) ≡ 1.
Proof of Lemma
Next, we will pass to the limit in (3.18) as δ → 0. For any k, it is easy to see that
from which, (3.7) and Sobolev's embedding theorem it follows that
By (3.8), (3.9) and (3.20), we deduce that
Next, we apply Lemmas 3.1 and 3.2 to prove the convergence of the second term on the right-hand side of (3.18). First, for any given j , it can be easily verified that curl R ij ξT k (ρ δ ) = 0 and div(ρ δ u δ ) = 0, which combined with (3.9), (3.20) and Lemma 3.2 yields that
On the other hand, one has
Moreover, Lemma 3.1 gives
Thus, by letting ξ ≡ 1, taking δ → 0 in (3.18) and utilizing (3.19)-(3.24), we obtain the lemma immediately. 2
Strong convergence of the density
The main task for completing the proof of Theorem 1.2 consists now in establishing the strong convergence of ρ δ to ρ in L 1 (Ω). This task can be fulfilled by the following two lemmas, the proof of which can be found in [2, 4] .
Lemma 3.5 (Control of the oscillation of the density). Let
where the constant C is independent of k.
Lemma 3.6 (Renormalized continuity equation). The weak limit
(ρ, u) is a renormalized solution of (1.1), i.e., (ρ, u) satisfies div b(ρ)u + b (ρ)ρ − b(ρ) div u = 0 in D (Ω) for any b ∈ C 1 (R), b (z) = 0 for sufficiently large z.
Now, by introducing a family of functions
and making use of Lemmas 3.5 and 3.6, we argue, in the same manner as in [2] , to conclude that where C = C(k, Ω, Ω ). We refer, for example, to [9, Theorem 7 .25] for the proof. Now, let Ω Ω be a bounded domain in R 3 , then Eu δ ∈ (W 1,2 0 (Ω )) 3 . Since P δ and u δ are periodic in x i with period 2π for all 1 i 3, we can get from Lemma 2.2 that
for any 0 < β < 1 and x 0 ∈ Ω , where the constant C is independent of δ and x 0 . Let h be the unique weak solution of the elliptic problem:
Then by the classical theory for elliptic equations, we have
For Eu δ ∈ (W Remark A.1. We point out here that Lemma 2.3 can be also obtained by using the arguments in [2] .
