HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers. L'archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d'enseignement et de recherche français ou étrangers, des laboratoires publics ou privés. conditions. Ar and Ne contents dissolved in the experimental glasses were then measured by quadrupole mass spectrometry. Over the pressure range investigated, Ar and Ne solubilities vary linearly with Ar and Ne pressures and can be described by Henry's constant (k Ar,Ne = P Ar, Ne / x Ar, Ne , where P Ar, Ne is the partial pressure of Ar or Ne and x Ar, Ne is the molar fraction of Ar or Ne in the melt) of 7.6 ± 0.8*10 5 and 1.9 ± 0.4*10 5 MPa, respectively for Ar and Ne in the basaltic melt and 1.5 ± 0.2*10 5 and 3.8 ± 0.2*10 4 MPa, respectively for Ar and Ne in the rhyolitic melt. In accordance with existing models, rhyolitic melts show higher noble gas solubilities than basaltic melts, Ne solubility being higher than that of Ar in a given composition. We propose a semiempirical model of noble gas (Ar, Ne and He) solubility calibrated on a very large set of measurements in natural and synthetic silicate melts. The model expands the concept of ionic porosity in terms of porosity accessible for noble gas dissolution in melt, taking into account the large-scale structural effects of cations, as well as temperature and pressure. The model is valid over a wide range of temperatures (800-1600°C), pressures (up to 3 GPa) and compositions, being useful for both geological and physico-chemical studies.
INTRODUCTION
Noble gases are good markers of magma degassing processes, because they passively follow the evolution of the magma-vapor system driven by the major volatiles (H 2 O, CO 2 , SO 2 , H 2 S, Cl and F): they are preferentially partitioned into the vapor phase, without interacting with other species (Carroll and Webster 1994) . This behavior is due to i) their chemically inert nature, ii) their trace concentration in magmas and iii) their low solubility in silicate melts (Carroll and Webster 1994) .
The modeling of noble gas degassing may therefore provide quantitative constraints on magma ascent from the source region to the surface, through crustal reservoirs (e.g. depths of magma storage; Caracausi et al. 2003) . Such a quantitative modeling requires the knowledge of how noble gas solubilities vary with pressure, temperature and melt composition, including dissolved volatile species. Several experimental studies have investigated noble gas solubilities in silicate compositions at variable temperatures and pressures (Hayatsu and Waboso, 1985; Jambon et al., 1986; Lux, 1987; White et al., 1989; Stolper, 1991, 1993; Broadhurst et al., 1992; Shibata et al., 1996 Shibata et al., , 1998 Chamorro-Perez et al., 1996 Paonita et al., 2000; Schmidt and Keppler, 2002; Miyazaki et al., 2004; Marocchi and Toplis, 2005; Bouhifd and Jephcoat, 2006) . However, the existing experimental database only partially covers the compositional range and the P-T conditions of magmas (Hayatsu and Waboso, 1985; Jambon et al., 1986; Lux, 1987; White et al., 1989; Carroll and Stolper, 1993; Paonita et al., 2000; Miyazaki et al., 2004) .
The dissolution of noble gases in silicate melts is thought not to involve chemical interactions between the inert gas atoms and the surrounding melt: due to their inert nature, noble gas develop van der Waals interactions with silicate melts and seem to display a "physical solubility" in which the size of the noble atom plays a key role (Doremus, 1966; Shelby, 1976) . Several experimental studies have indeed highlighted that the solubilities of noble gases decrease with increasing size of the gas atom Lux, 1987; Broadhurst et al., 1992) and are strongly dependent on melt composition (Lux, 1987; Carroll and Stolper, 1993; Shibata et al., 1998; Schmidt and Keppler, 2002) . SiO 2 -rich compositions generally show higher noble gas solubilities than those depolymerized Lux, 1987; Stolper, 1991, 1993; Shibata et al., 1998; Schmidt and Keppler, 2002) . These features have suggested that the noble gas atoms may be accommodated in holes and free spaces of the melt on the basis on their atomic sizes. Rings of interconnected silicon tetrahedra have been proposed to work as solubility 3 sites (Shackelford 1972 Shibata et al. (1998) found a direct relationship between noble gas solubility and degree of polymerization, the latter being expressed as NBO/T, namely the number of non-bridging oxygens per atom of tetrahedrally coordinated cations (Brawer and White, 1975) . Noble gas solubility was also observed to be independent on the nature of network-modifier cations breaking the polymers (Shibata et al. 1998) . In contrast, Marrocchi and Toplis (2005) observed a lack of correlation between Ar solubility and polymerization in Al-bearing melts. According to these authors, the number of the solubility sites for the noble gases, as well as their distribution, both vary as a function of the Al content of the liquid, owing to the different role of cations which act either as network modifiers or as charge balancers for Al.
Based on experimental studies, semi-empirical models have been developed to describe noble gas solubility in silicate melts. Shibata et al. (1998) calibrated the partial molar solubilities for the structural units with bridging oxygens and for those with non-bridging oxygens, the noble gas solubility being estimated as their weighted average. Marrocchi and Toplis (2005) considered the partial molar solubilities for Al-bearing tetrahedral units bonded to the main cations (KAlO 2 , NaAlO 2 , Ca 0.5 AlO 2 and Mg 0.5 AlO 2 ), in addition to the partial molar solubilities of the main polymerized units (chains, sheets and three-dimensional network, called Q 2 , Q 3 and Q 4 respectively). Both models (Shibata et al. 1998; Marrocchi and Toplis 2005) are mathematically similar to those of Jambon (1987) and Chennaoui-Aoudjehane and Jambon (1990) , except that they employ melt components having structural implications.
In accordance with the idea of physical interstitial dissolution, noble gas solubility has been found to correlate with several melt properties related to the free space in the silicate network:
density (Lux, 1987; White et al., 1989) , molar volume (Broadhurst et al., 1992) and ionic porosity (Carroll and Stolper 1993) . Ionic porosity (IP) is defined as:
where V ca is the volume occupied by the constituent atoms (anions plus cations) in one gram of melt, and V L is the melt specific volume (Dowty, 1980; Fortier and Gilletti, 1989; Carroll and Stolper, 1993) . For natural melts over a large compositional range (from basalt to rhyolite), IP
shows an excellent correlation with the solubility of Ar and other noble gases (Carroll and 4 Stolper 1993) , however, such a correlation is substantially less apparent in simplified synthetic systems (e.g. CaO-MgO-Al 2 O 3 -SiO 2 melts; Shibata et al., 1998; Marocchi and Toplis, 2005; Tournour and Shelby, 2008 a, b) .
In this paper we present new experimental data of Ar and Ne solubilities as a function of pressure in both basaltic and rhyolitic melts. Then we propose a solubility model for noble gases (He, Ne and Ar), based on a revised concept of melt ionic porosity and calibrated using a large set of measurements performed on both natural and synthetic silicate melts. In addition to the compositional effects, the model takes into account how temperature and pressure affect noble gas solubility. Although semi-empirical in nature, it has the advantage to broaden the compositional range encompassed by previous models (Carroll and Stolper, 1993; Shibata et al., 1998; Marrocchi and Toplis, 2005) and can be applied over a wider range of conditions (800-1600°C and 0.1-3000 MPa), being useful for both geological and physico-chemical studies. A spreadsheet is available (Electronic Annex) to calculate Ar, Ne and He solubility as a function of melt composition, temperature and pressure.
MATERIALS AND METHODS

Starting material
A basaltic lava of the 2002 Mt. Etna eruption was used as starting material. A homogeneous, bubble and crystal-free starting glass was obtained by grinding the lava and melting the powder at 1400°C and 1 atm, for three hours. The starting glass composition is shown in Table 1 . A rhyolitic obsidian from La Fossa flow, Vulcano Island, was also used as starting material (composition in Table 1 ), after having been degassed (glass chips few millimeters in size) for about 7 h at subsolidus temperature (~850°C) in a high vacuum line.
Experimental apparatus and strategy
The high-pressure experiments were conducted at the Institut des Sciences de la Terre d'Orléans (ISTO-France) in internally heated pressure vessels (IHPV) equipped with a rapid quench device (as described in Roux and Lefèvre, 1992) . Experimental conditions are listed in Table 2 .
Investigated pressures ranged from ~50 to ~360 MPa, in order to simulate magma conditions during the last stages of storage and ascent toward the surface. All experiments were conducted at a temperature of 1200±10°C, which is higher than the liquidus temperature for both compositions 5 at every investigated pressure. Powdered basaltic and rhyolitic glasses were loaded in Au 80 Pd 20 open capsules, in order to minimize iron loss during the run, and then pressurized with pure Ar or Ne in the IHPV. After equilibration at 1200°C, the samples were quenched to glasses at a rate of ~100°C/s (Di Carlo et al., 2006) . We verified that an experimental time-length of two days was enough to achieve a homogeneous distribution of Ar in the experimental glasses (see Sec. 2.3).
The use of powders allows the Ar penetrating through the grain interstices before melting, resulting in faster equilibration (Lux, 1987) . Ne diffusivity has been shown to be higher than Ar (Lux, 1987 , Behrens 2010a ), hence we assume that the former also reached complete equilibrium between liquid and vapor phase in our experiments.
The redox conditions of the experiments were estimated to lie in the range FMQ-FMQ-3, on the basis of experimental conditions (i.e. total pressure and partial pressure of water) and intrinsic fO 2 of the autoclave (Gaillard et al., 2003) . No effort was made to control oxygen fugacity, since noble gas solubilities have been found to be almost independent on fO2 (Miyazaki et al., 2004) 
Analytical techniques
The major element compositions of both starting and quenched glasses were determined with a Cameca SX-50 electron microprobe (EMP), using the following operating conditions: 15 kV accelerating voltage, 7 nA beam current, 10 s counting time on each spot, and 10-12 μm spot size. A Jeol GSM6400 scanning electron microscope (SEM) was employed to check for the occurrence of bubbles into the experimental glasses and to measure their minimum sizes. 40 Ar and 20 Ne concentrations dissolved in the experimental glasses were measured by a bulk extraction technique coupled to a quadrupole mass spectrometry at Istituto Nazionale di Geofisica e Vulcanologia, Sez. Palermo (Italy). The apparatus consisted of a load-lock, able to simultaneously load up to five samples, separated by a gate valve from the furnace. The latter was made of a quartz crucible, inserted in a tungsten filament basket equipped with a K-type thermocouple, in order to monitor the temperature during heating. The furnace was then connected to an ultra-high-vacuum line (UHV; ≈ 10 -13 MPa), equipped of a quadrupole mass spectrometer (QMS; Inficon transpector 2). Weighed amounts of experimental glasses were melted up to temperatures of 1100°C in UHV conditions, and degassed until all the dissolved volatiles were extracted, as indicated by the attainment of a plateau value in gas pressure (see below). The released gas mixture was purified through adsorption of all reactive species in Zr-Al 6 getters, while residual noble gases were continuously measured by the QMS, obtaining curves of growing Ar and Ne pressures as a function of time. During Ne analyses, a cold trap (made of charcoal cooled by liquid nitrogen) was also used in order to remove the minor amounts of 40 Ar present in the gas.
The blanks were performed before and after the analysis, without removing the rest of the analyzed samples, in order to confirm that the heated sample completely released the dissolved gases at 1100°C. In both cases, Ar and Ne blanks at 1100°C were about 2×10 -8 and 2×10 -9 cc STP respectively. Three to ten analyses were performed for each sample, to verify their reproducibility. Analytical precision is estimated to be ~15% on the basis of the analysis variability. The QMS was daily calibrated for both Ar and Ne in the pressure range of the analyzed samples, using air and a standard 1%vol of Ne in a gas matrix of pure nitrogen.
Ar was also analyzed by EMP, using the following operating conditions: 15 kV accelerating voltage, 25 nA beam current, 100 s counting time on each spot. At least 10 points were analyzed in each glass. Ar contents were not quantitatively measured by EMP due to the lack of independent standards. Nevertheless, the electron microprobe allowed us to check for Ar homogeneity in the experimental samples, due to its very good spatial resolution (the spot size was 10-12 μm). analyzed to verify the homogeneity of the H 2 O content in the glass. Total water was calculated using the Lambert-Beer law from the absorbance of the fundamental OH-streching vibration at about 3530 cm -1 . The peak height was measured using a linear background correction. We used extinction coefficients from Fine and Stolper (1986) for the basaltic composition and from Newman et al. (1986) for the rhyolitic one. The thickness of the doubly polished glass sections
was measured with a Mitutoyo digital micrometer and with the IR microscope gradation for each analyzed point (accuracy ∼ 5 μm). We measure the densities of the anhydrous and hydrous (up to 0.7 wt% H 2 O) basaltic and rhyolitic glasses using a Mettler-Toledo balance equipped with a density determination kit for solids. In total water calculations we used density values of 2.8 and 2.4 g/cm 3 for basaltic and rhyolitic glasses, respectively, after having tested that the error introduced by density variation with water content is negligible.
EXPERIMENTAL RESULTS AND DISCUSSIONS
The experimental glasses of basaltic composition were bubble and crystal-free, while those of rhyolitic composition were crystal-free, but contained variable proportions of bubbles, often heterogeneously distributed. This is most likely due to the fact that the starting materials were loaded in the form of powder: gravitational segregation of Ar bubbles (entrapped between powder grains) can occur in basaltic melts but not in rhyolitic ones, due to the significantly higher viscosity of the latter (Giordano et al., 2004) . Optical microscopy and SEM imaging revealed absence of microlites and bubble sizes of 10-400 μm; prior to analysis by bulk extraction, the Ar-bearing rhyolitic glasses analyzed were therefore finely powdered to minimize the contribution of the bubbles. The same technique was however unsuited for Ne-bearing glasses because Ne loss of ~20% was found to occur during fine grinding. Whenever the analyses were performed a few days after the fine grinding, measured Ne losses were substantially higher (up to ~75% after 17 days). Bulk extraction of rhyolitic Ne-bearing glasses was therefore performed on selected bubble-free chips ~ hundred microns in size. Atmospheric contribution to noble gas measurements due to Ar and Ne absorption on the powder grain has been checked to be negligible by analyzing both powder and glass chips of the basalt.
EMP analyses indicate that the compositions of the run products are similar to those of the starting materials, except for iron loss in basaltic compositions, which varies between 9-35% of the initial iron content, depending on run duration. Nevertheless, iron contents were homogeneous in all the samples. EMP results also showed that the Ar is homogeneously distributed in both basaltic and rhyolitic glasses. The standard deviations of the EMP counts are substantially lower than those of the QMS analyses (2-6 %, versus 4-16 %, Table 2 and Fig.1 ). It is worth noting that the Ar counts show a strong linear correlation with Ar contents as measured by QMS (Fig. 1) . Such a correlation suggests that the chips of rhyolitic glass selected for the analyses were mostly bubble-free, or contained few bubbles that do not significantly affect the bulk extraction and subsequent QMS analyses: for a bubble 10 micron in size, which could elude optical investigations, we calculate a contribution to the measured amount of gas lower than 1.5%
for Ar and 0.5% for Ne.
The QMS spectra (Fig.2) show that Ne is always released at temperatures lower than Ar. For rhyolitic glasses Ne degassing in UHV conditions starts once temperature begins to rise, ending at ~200°C, while Ar degassing mostly occurs between 100 and 650°C. For basaltic glasses, both
Ne and Ar degassing are more gradual: Ne is mainly released between 100 and 600°C, while Ar degassing occurs between 300 and 1000°C. water was not loaded in the capsules, it was probably present as an impurity in the gas pressure medium (Behrens 2010a ). In addition, the presence of H 2 in the autoclaves reduces the ferric iron of the sample into ferrous iron and generates H 2 O (Gaillard et al., 2003) . From the amount of dissolved water, we used H 2 O solubility laws in basaltic (Lesne, 2008) and rhyolitic (Papale et al., 2006) melts to calculate the corresponding water fugacity in the gas phase, which was then converted into the partial pressure of water (P H2O ; Table 2 ) using a Modified Redlich-Kwong equation (see Nuccio and Paonita, 2000) . The low amounts of H 2 O dissolved in our glasses imply low partial pressures of water, one to two orders of magnitude lower than those of noble gases (Table 2) . Nonetheless, P H2O was subtracted from the experimental pressure in order to obtain the real Ar or Ne pressure (P Ar , P Ne ) during the experiment. Figure 3 shows Ar and Ne solubilities in the basaltic and rhyolitic melts at 1200°C as a function of P Ar and P Ne . Under the investigated conditions, Ar and Ne solubilities are linear with Ar and Ne pressures as already shown for Ar by previous experimental studies on different melt compositions (White et al., 1989; Carroll and Stolper, 1993) . Therefore, to a first approximation, the solubilities of Ar and Ne can be described by the Henry's law and the Henry's constants could hence be calculated as:
where x is noble gas concentration in melt, calculated as molar fraction on a simple oxide basis.
For the basaltic melt, we estimate Henry's constants (k Ar , k Ne ) of 7.6 ± 0.8×10 5 and 1.9 ± 0.4×10 5 MPa, respectively for Ar and Ne, while for the rhyolitic melt, we obtain 1.5 ± 0.2×10 5 and 3.8 ± 0.2×10 4 MPa, respectively for Ar and Ne. At this point, however, we stress that such results are valid only over the low pressure range explored here.
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In Figure 3b we also report Ne solubility data in vitreous albite at 1000°C (Roselieb et al., 1992) , which are the only literature data of Ne solubility in silicate melts at pressure > 1MPa. Figure 3b shows that Ne solubility increases with the increasing polymerization of the melt, from the basaltic to the albitic composition, as already observed at pressures <1MPa Lux, 1987; Shibata et al., 1998) .
Figure 4 compares our Ar solubility data (triangles) to previous experimental data in basaltic and rhyolitic compositions at pressures < 400 MPa (squares, Carroll and Stolper, 1993) . All compositions show linear trends as a function of pressure, but significant differences are apparent between the two rhyolitic compositions, as well as among the basaltic ones. The rhyolitic melt at 800-900°C (Carroll and Stolper, 1993) show Ar solubility substantially higher than our SiO 2 -poorer rhyolitic melt at 1200°C. At ~1200°C, the basaltic andesite and mid-ocean ridge basalts (Carroll and Stolper, 1993) both exhibit higher Ar solubilities than the alkali (this study) and the olivine-tholeiitic (Carroll and Stolper, 1993) basalts. For these basaltic melts, the IP model (Carroll and Stolper, 1993) predicts at 1200°C important dissimilarities in solubility with melt composition (curves in Fig.4a ), although the magnitude of the variations shown by the experimental data are not exactly reproduced. In the case of the rhyolitic melts, the IP model significantly underestimates Ar solubility at 800-900°C for the composition used by Carroll and Stolper (1993) , since it predicts increasing Ar solubility with increasing temperature due to increasing IP (Fig. 4b) . Experimental data between 500 and 900°C show, on the contrary, a slight inverse temperature dependence (Carroll and Stolper, 1993) , which, together with the differences in the major element composition, could account for the different Ar solubility between the two rhyolites. A more refined modeling of both the compositional and temperature effects is therefore needed to account for the solubility differences among these basaltic and rhyolitic melts.
MODELING NOBLE GAS SOLUBILITY
Limitations of the IP model
Further serious limitations of the IP model also arise when we look at Ar solubility in simple synthetic silicate liquids at 0.1 MPa. Figure 5 shows Ar solubility data as a function of the ionic porosity of the melt of binary and ternary synthetic melts of Shibata et al. (1998) , which were obtained either directly at 1600°C, or extrapolated to this temperature by using the enthalpy of dissolution estimated in the same work. Recalling that Carroll and Stolper (1993) solubility and IP in both NS and KS melts when using a different set of ionic radii with respect to Carroll and Stolper (1993) . Therefore, the effect of different cations on the melt porosity needs to be more accurately estimated.
In addition to composition, the effect of temperature is another factor that should be specifically taken into account in the IP model. In Figure 6 , we show the solubility of Ar in several natural melt compositions as a function of ionic porosity, at 0.1 MPa and variable temperatures (Hayatsu and Waboso, 1985; Jambon et al., 1986; Lux, 1987; Marrocchi and Toplis, 2005) . The experiments at 1600°C define a single trend, while the experiments performed at lower temperatures are shifted towards lower Ar solubilities and ionic porosities, each melt composition describing its own linear trend. To account for this thermal effect, Marrocchi and Toplis (2005) recalculated all the IP of the melts at 1600°C, with no regard to the real temperature of experiments, by using the partial molar volumes at 1600°C (Lange and Carmichael 1987) and the volumes of cations and oxygen predicted from Shannon and Prewitt (1969) . For natural and simplified (CNMAS) melts, Ar solubility correlates substantially better with IP at 1600°C than with temperature-dependent IP, although some deviations from a simple correlation are still 11 apparent (Marrocchi and Toplis, 2005 
New definition of ionic porosity
The most significant modifications of our model concern the estimation of the IP of the melt on the basis of its composition, temperature and pressure. We chose to maintain the oxide components to describe the melt composition, but we estimate the volume that they occupy (V ca in Eq. 1) in a different way. The limit of the concept of IP is that it does not account for variations in number of site and shape of the holes which may host noble gases. Recalling that classic IP model uses radii of ions in oxides to calculate the filled volume V ca (Carroll and Stolper, 1993) , such estimation sounds oversimplified in light of the growing knowledge about the structural complexity of silicate melts. In fact, ions in melts could have different coordination and radius than in simple oxides, and, more importantly, the effect of any cation on noble gas solubility depends on its capability of modifying the available free space by forming, distorting or breaking the tetrahedra network (Paonita, 2005 and references therein) . This means that every cation causes its own change of porosity in the melt, although this is only partially linked to its ionic radius in the corresponding oxide. On this basis, the concept of melt IP is still meaningful to describe noble gas solubility, since its mathematical formulation expresses the free space in the melt. Nevertheless, the values of the ionic radii estimated from the oxides could be no more appropriate to quantify the free space to allocate noble gas atoms. We should strictly speak about a "partial filled volume" for each cation oxide referring to the true occupied space. The IP would therefore represent the space readily available to accommodate noble gas atoms and is reformulated as:
where M is the mass of one mole of melt in oxides, V L is the specific volume of the melt, v i and x i are respectively the partial molar filled volume and the molar fraction of each oxide i.
We stress that the available IP should not be regarded as a space that can be wholly filled by 12 the selected noble gas atoms, but it is just a proxy of it. We define the partial molar filled volume as:
where v ca,i is the ionic molar volume of an oxide compound, computed using the radii of its anions and cations (as in the classic IP model), and v s,i is the contribution to the filled volume per oxide mole due to large-scale structural effects. The parameters v s,i were calibrated by fitting measured solubilities; this means quantifying the space available to accommodate noble gas atoms and not the total free space of the melt. However, the conceptual meaning of the IP is not substantially changed.
We recall that, in the IP model (Carroll and Stolper, 1993; Nuccio and Paonita 2000) , the noble gas solubility is expressed as:
where k g is the solubility constant of the noble gas in the melt (calculated using oxide components), f g is the fugacity of noble gas, and x g is the amount of noble gas dissolved in the melt. Subscript "g" indicates the noble gas. α g and β g are linear trend parameters specific to each noble gas and independent on the composition of the melt (Carroll and Stolper, 1993) . At 0.1 MPa, the solubility constant is therefore an inverse measurement of the dissolved noble
From Eqs. 5 and 6 we obtain the following general equation for noble gas solubility:
Noteworthy, Eq.7 involves a non-linear relationship between ln(k g ) and oxide molar fractions (as in the classical IP model), in contrast to solubility models based on compositionally weighted average of oxide solubility (e.g. Jambon, 1987) .
Effects of pressure and temperature and general model formulation
We have already discussed that the temperature effect on Ar solubility and IP is different for each melt composition (Fig.6) . The increase in porosity with temperature computed by the IP model (Carroll and Stolper, 1993 ) is due to the thermal expansion of silicate melts, while the ionic volumes (Vca in Eq. 1) are temperature independent. The thermal expansion is a consequence of both the deformation of the Si-O-Si angles and increased vibration of the ionic bonds with 13 temperature (Lange and Carmichael, 1987 ), yet it is also obvious that a large fraction of the increased volume is filled by the vibrating atoms. This implies that considering the filled volumes of oxides independent of temperature overestimates the thermal increase of IP.
The effect of pressure is somewhat opposite to that of temperature. Figure 7 shows Ar solubility data (as -ln[k g ]) of selected melts run at 1600°C over a range of pressures: Ar solubility decreases linearly with pressure up to at least 2-3 GPa. At higher pressures (not shown in the figure) , the data progressively diverge from the linear behavior, probably due to the fact that a threshold of dissolved concentration is reached (Guillot and Sarda, 2006) . Such a behavior has been explained as reflecting saturation of available solubility sites (Schmidt and Keppler, 2002) , but its quantitative modeling is beyond the aim of this work.
To account for the effective space that the thermal and/or decompressive expansion makes available to accommodate noble gas atoms, we have considered that the partial molar filled volumes vary as a function of temperature and pressure following:
where κ i and λ i are the derivative of the partial filled volume for oxide with respect to pressure and reciprocal temperature respectively, and the superscript "°" refers to parameters at the reference temperature T° and pressure P°. We tested that more complex dependences on P and T did not improved the model predictions, and maintained the simplest form represented by Eq.8. To improve model performance, we needed to add a quadratic compositional term v q,Na2O
x 2 Na2O to Eq.8 (subscript "q" means quadratic), for which similar thermal and baric dependencies are considered: v q,T,P,Na2O = v q,Na2O° + λ q,Na2O (1/T -1/T°) + κ q,Na2O (P -P°)
Nonetheless, this term becomes important only for Na contents above those of natural melts (>15-20 wt%) and can be neglected for geological purposes. From Eqs.7-9 and the classical formulation of the IP model (Eq.6) we therefore obtain the following model equation:
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where the subscripts "T" and "P" indicate the parameters that are function of both temperature and pressure. Eqs.8-10 allow to calculate noble gas solubility, once the parameters v s,i°, κ i , λ i , v q,Na2O°, λ q,Na2O , κ q,Na2O , α g and β g have been calibrated by regression on a set of experimental data of noble gas solubility. The specific volume of the melt (V L ) was calculated by using the model of Lange and Carmichael (1987) , which accounts for the oxide contents of the melt, without considering any structural effect.
Results and discussion of the model
In calibrating the model, we considered partial molar filled volumes for the nine main oxides (SiO 2 , Al 2 O 3 , TiO 2 , FeO, Fe 2 O 3 , MgO, CaO, Na 2 O, K 2 O). We used our data and available literature data of He, Ne and Ar (Table 3 ). In the case of Ar, the available literature data cover a large compositional range, both for synthetic and natural silicate melts. The selected dataset consists of about 230 measurements of solubility between 800°C and 1600°C, and 0.1 MPa and 3 GPa. We did not include very high pressure data from Chamorro-Perez et al. (1996, 1998) , Schmidt and Keppler (2002) and Bouhifd et al. (2008) , due to the progressive departure from the linear relation ln(k) vs. IP at pressure higher than 2.5-3 GPa. Both He and Ne datasets are less comprehensive than those of Ar and include about 100 measurements of solubility each. The data span in composition from synthetic to natural silicate melts (acid to basic), within the temperature range of 900-1600°C. Most of the data were obtained at 0.1 to 1 MPa of Ne or He pressure, with the exception of our data and Ne solubilities measured in albite melt at 10-500 MPa (Roselieb et al. 1992 ).
We used Eq.10 to calibrate all the parameters by regression of experimentally measured solubilities. We remind that k g is the measured solubility to be used in Eq.10, expressed as f g /x g (Eq. 6). While the values of k g are directly available for experiments performed at 0.1 MPa, for experiments performed at higher pressures, the values of k g were obtained from measured noble gas concentrations (x g ) and fugacities (f g ) calculated at the experimental T and P from the equation of state of Nuccio and Paonita (2001) . The parameters α g and β g where calibrated for each noble gas, as in the classical IP model (Carroll and Stolper 1993) . The need of calibrating the parameters v s,i°, κ i , λ i , v q,Na2O°, λ q,Na2O , and κ q,Na2O , together with α g and β g values, required the use of a routine of non-linear multiple regression.
Various attempts were performed in order to reduce the number of fitted parameters. We chose to set λ TiO2 , λ FeO and κ TiO2 to zero, as their incorporation caused no practical improvement of the regression. We coupled the T and P dependence of Mg and Ca, as well as P dependence of iron, that involves the conditions λ CaO = λ MgO , and κ CaO = κ MgO and κ FeO = κ Fe2O3 . In such a way, we lowered to 24 the number of parameters to be calibrated (Table 4) . Reference temperature and pressure were fixed to 1300°C and 0.1 MPa respectively, such a choice having no effect on the quality of the fit. With the above boundary conditions, the model is able to reproduce the whole dataset (Ar+Ne+He) within a standard error of 22% (Fig.8a) . The standard errors for each single dataset (Ar, Ne, He) are similar (Fig. 8b, c, d ).
We tested our model in two different ways: i) using an independent solubility database, and ii)
comparing its performances to those of the existing models.
i) Ar solubility data can be extracted from diffusion studies, as the surface concentration in the quenched glasses correspond to the equilibrium solubility of the noble gas in the melt under experimental conditions (Behrens 2010a) . We used the database given in Behrens (2010a) ii) We used three different databases to compare the performances of our model, of the classical IP model (Carroll and Stolper 1993) and of the structural model of Marrocchi and Toplis (2005) . The latter computes Ar solubility from the average polymerization state of the melt, without taking into account the temperature and the pressure at which the experiments were performed. The chosen experimental databases were: 1) synthetic compositions (Table 3) at constant temperature and pressure (1600°C and 0.1 MPa) (Marrocchi and Toplis, 2005) ; synthetic compositions (NS, NCS and CMS) at variable temperatures (1200-1600°C) and relatively constant pressure (187-198 MPa) (Shibata et al., 1998) ; 2) natural compositions (basalt and rhyolite) at constant temperature (1200°C) and variable pressures (49-375 MPa) (this study). The structural model of Marrocchi and Toplis (2005) was calibrated using 1) and 2). Fig. 10 shows the predictions of the three models for these three datasets. The IP model generally overestimates Ar solubility, more strongly in synthetic compositions than in natural ones. Both our model and the one of Marrocchi and Toplis (2005) satisfactorily reproduce the isothermal dataset of Marrocchi and Toplis (2005) , with similar confidence (R 2 of 0.96 and 0.95, respectively). However, our model yields more accurate results than the model of Marrocchi and Toplis (2005) for the datasets obtained at different temperatures (Shibata et al 1998) and pressures (this study). This underlines the need of a predictive model for noble gases solubility that takes into account temperature and pressure effects.
As concerns the pressure effect, Figure 11 shows experimental data between 0.1 and ~2500
MPa for rhyolitic, albitic and basaltic compositions. Our data, together with the ones of Carroll and Stolper (1993) , allow bridging low to high pressure data. A clear linear relation between Ar pressure and dissolved concentration for both basaltic and rhyolitic compositions emerges, which is well reproduced by our model calculations (Fig. 11 ). In agreement with Guillot and Sarda (2006) , who modeled noble gas solubility by using a Hard Sphere approach, this result suggests that the concurrent compressions of both liquid and gas phases balance their effects to some extent. At higher pressures, the calculated concentrations in the melt display a threshold behavior, because the decrease in solubility due to the decreasing IP is no more balanced by the increase in gas fugacity. The melt compaction most likely becomes dominant on gas compression (Guillot and Sarda, 2006) . The experimental data of Schmidt and Keppler (2002) support this hypothesis, suggesting that this cross-over occurs at pressures of ~5 GPa.
Although not included in our calibration, these data for basaltic and granitic melts are well reproduced by our model up to 2-3 GPa (Fig.8b, 11 ), but depart significantly from it at higher pressures. Experimental data in silica and olivine melts show, however, drastic decreases in Ar solubility occurring over a relatively narrow pressure range (4-5.5 GPa), which have been interpreted to be linked to a major change in the structure of the silicate liquid (ChamorroPerez et al., 1996 (ChamorroPerez et al., , 1998 Bouhifd et al., 2008) , rather than to melt compaction. Accounting for this data is however beyond the aim of our model, which is calibrated mainly for simulating magmatic degassing from reservoirs located in the upper crust or in the oceanic lithosphere.
Our model accounts for the direct relation between solubility and temperature of mafic liquids.
A plot of -ln(k) vs. 1/T shows an almost linear relation, which, recalling that -ln(k g ) = -ΔH/R×(1/T-1/T°), predicts a constant value of the solution enthalpy ΔH (Fig.12) . By fitting the model predictions with the above thermodynamic relation (see also Paonita, 2005) , we estimate solution enthalpies for Ar ranging from 28 kJ/mol for the MOR basalts, to 35 kJ/mol for the alkali-olivine-basalts, very close to those estimated by Jambon et al. (1986) and Lux (1987) . Interestingly, the model also predicts a slight inverse thermal dependence (Fig.12 ) of Ar solubility in albitic and rhyolitic compositions (solution enthalpies of -2.5 and -9.8 kJ/mol, respectively), which has been observed at low-pressure in rhyolitic compositions (Carroll and Stolper, 1993) . In accordance with the results of White et al. (1989) , our model equally predicts that the solution enthalpies in silica-rich melts change their sign at high pressures,
showing increasing Ar solubilities when temperature increases. By a similar thermodynamic approach, our model also predicts constant values of solution enthalpy for He and Ne. In agreement with previous studies Lux, 1987; Carroll and Stolper, 1993) , the enthalpies are positive for mafic liquids, and negative for acidic melts and silica.
CONCLUDING REMARKS
In this paper we present new experimental data of Ar and Ne solubility in basaltic and rhyolitic melts at moderate pressures. They include the first measurements of Ne solubility in natural melts at pressures higher than the atmospheric one. We propose a new predictive model that builds upon the idea of ionic porosity of silicate melt and accounts for the effects of melt composition, temperature and pressure on noble gas solubility. Our model has been calibrated using a large database of He, Ne and Ar experimental solubilities in natural and synthetic silicate melts and is able to predict noble gas solubility up to 1600°C and 3 GPa within 22% of uncertainty. A worksheet is provided (online supplementary data) to calculate Ar, Ne and He solubility starting from chemical composition of the melt, temperature and pressure.
Our work highlights that the concept of melt ionic porosity remains particularly useful to deal with noble gas solubility from a semi-theoretical point of view. However, further experimental studies are needed to fully calibrate the effect of pressure on Ne and He solubility and investigate the relationship between noble gas solubility and IP at very high pressures in natural melts.
Moreover, to be useful in the context of magma degassing processes, the new IP model will also need to incorporate the effect of dissolved H2O and CO2 in melt on noble gas solubility. Shannon and Prewitt, 1969) . Roselieb et al. (1992) are also shown in (b).
Fig.4
Ar solubility as a function of pressure in rhyolitic (a) and basaltic (b) melts (data from Carroll and Stolper, 1993 and this study). The experimental data for the basaltic composition are all at 1200°C, except for the ridge basalt (T=1225°C; Carroll and Stolper, 1993) . For the rhyolitic compositions, our experiments were performed at 1200°C, while the experimental temperatures of Carroll and Stolper (1993) are between 800 and 900°C. The lines represent the solubilities predicted by the IP model (Carroll and Stolper, 1993) for the different melt compositions at the relevant temperatures.
Fig.5
Ar solubility as a function of the melt ionic porosity for binary and ternary synthetic systems at 0.1 MPa and 1600°C: Na 2 O-SiO 2 (filled triangles), CaO-SiO 2 (filled circles), MgOSiO 2 (filled square), and CaO-MgO-SiO 2 , Na 2 O-CaO-SiO 2 (asterisks); data from Shibata et al. (1998) . The pure silica end-member has been characterized by Carroll and Stolper (1991) . The arrows indicate the two components mixtures and the most probable position of the Na 2 O, CaO and MgO end-members. Data from Marrocchi and Toplis (2005) in the CNMAS system are also shown (open squares).
Fig.6
Ar solubility as a function of the melt ionic porosity for natural and synthetic melt run at 0.1 MPa and different temperatures. The label "Synthetic" stands for CaO-Na 2 O-MgO-Al 2 O 3 -SiO 2 melts (Table 3) . Data from: Hayatsu and Waboso, 1985 (triangles, 1200 ; Jambon et al., 1986 Jambon et al., (diamonds, 1250 ; Lux, 1987 Lux, (circles and crosses, 1200 ; Marrocchi and Toplis, 2005 (squares, 1600°C) . The straight line highlights the trend of the experiments performed at 1600°C. The experiments performed at lower temperatures are shifted towards lower Ar solubilities and lower ionic porosities. Hayatsu and Waboso, 1958; Jambon et al., 1986; Lux, 1987; White et al., 1989; Stolper, 1991, 1993; Roselieb et al., 1992; Broadhurst et al., 1992; Shibata et al., 1998; Miyazaki et al., 2004; Marrocchi and Toplis, 2005;  this study. Open diamonds represent the data used to calibrate the model, while the other symbols show the data of Schmidt and Keppler (2002) up to 3 GPa, which were not employed in the calibration (HPG: haplogranite, Tho: tholeiite). (c) Ne experimental data from Shackelford et al., 1972; Hayatzu and Waboso, 1985; Jambon et al., 1986; Lux, 1987; Roselieb et al., 1992; Broadhurst et al., 1992; Shibata et al., 1998; Miyzaki et al., 2004; Heber et al., 2007; Tournour and Shelby, 2008b; this study. (d) He experimental data from Shackelford et al., 1972; Mulfinger et al., 1972; Jambon et al., 1986; Lux, 1987; Shibata et al., 1998; Paonita et al., 2000; Mesko et al., 2000; Mesko and Shelby, 2002; Tournour and Shelby, 2008 a. Carroll and Stolper (1993) , (b) the structural model of Marrocchi and Toplis (2005) and (c) our model. Experimental data are from Shibata et al. (1998) , Marrocchi and Toplis (2005) and this study.
Fig.11
Ar solubility as a function of pressure from 0.1 to 3000 MPa. Symbols represent experimental data at 1200°C (Carroll and Stolper 1993 and this study) and 1500°C (Jambon et al., 1986; White et al., 1989; Schmidt and Keppler, 2002) . Lines represent model predictions at 1200 and 1500°C for rhyolitic and tholeiitic compositions. 
