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POLYLOGARITHM APPROACHES TO RIEMANN ZETA ZEROES
GEOFFREY B CAMPBELL
Abstract. We use visible point vector identities to examine polylogarithms in
the neighbourhood of the Riemann zeta function zeroes. New formulas limiting
to the trivial zeroes and to the critical line on the zeta function are given. Similar
results arise from Euler-Zagier sums given in Bailey, Borwein and Crandall [4]
providing new infinite product identities.
1. Polylogarithms near trivial zeroes of the Riemann zeta function
In this note we examine the limit as we approach the zeroes of the Riemann zeta
function from the polylogarithm function. Although we will not hope to prove any-
thing as profound as the Riemann Hypothesis itself, we can examine the behaviour
of the polylogarithm in the vicinity of the trivial and non-trivial zeroes of the Rie-
mann zeta function, and along the way prove some new infinite product identities.
The two examples of Visible Point Vector identities cited in WolframMathWorld
(see Weisstein [21]) are cases of the authors identities, which include the
Theorem 1.1. (Campbell [9]) If |x|, |y|, |z| < 1 and s, t, u, are complex numbers
and Lis(z) =
∑∞
k=1
zk
ks
,
(1.1)
∏
a,b≥1
gcd(a,b)=1
(
1− yazb)−a−sb−t = exp [Lis(y)Lit(z)] ,
for which s+ t = 1.
(1.2)
∏
a,b,c≥1
gcd(a,b,c)=1
(
1− xaybzc)−a−sb−tc−u = exp [Lis(x)Lit(y)Liu(z)] ,
for which s+ t + u = 1.
Identities (1.1) and (1.2) are easy to prove by differentiating the logarithm of both
sides, and applying the well known
Lemma 1.1. Consider an infinite region raying out of the origin in any Euclidean
vector space. The set of all lattice point vectors apart from the origin in that region
is precisely the set of positive integer multiples of the visible point vector (vpv’s) in
that region. (Campbell [9])
We can make use of some well known summations and substitute them into (1.1)
and (1.2) above. The following cases of the polylogarithm are well known. (see
Abramowitz and Stegun [1])
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Statement 1.1.
(1.3) Li1(z) = − ln(1− z),
(1.4) Li0(z) =
z
1− z ,
(1.5) Li−1(z) =
z
(1− z)2 ,
(1.6) Li−2(z) =
z(1 + z)
(1− z)3 ,
(1.7) Li−3(z) =
z(1 + 4z + z2)
(1− z)4 ,
(1.8) Li−4(z) =
z(1 + z)(1 + 10z + z2)
(1− z)5 .
Some particular expressions for half-integer values of the argument z are:
Statement 1.2. If ζ is the Riemann zeta function then
(1.9) Li1(1/2) = ln 2,
(1.10) Li2(1/2) =
pi2
12
− 1
2
(ln 2)2,
(1.11) Li3(1/2) =
1
6
(ln 2)3 − pi
2
12
(ln 2)2 − 7
8
ζ(3).
No formulas of this type are known for higher integer orders (see Lewin [16,
page 2]). However, one has for instance, the result from Borwein, Borwein and
Girgensohn [6] that
Statement 1.3. If the alternating double sum ζ(3, 1) =
∑
m>n>0(−1)m+nm−3n−1,
then
(1.12) Li4(1/2) =
pi4
360
− 1
24
(ln 2)4 − pi
2
24
(ln 2)4 − 1
2
ζ(3, 1).
We can substitute from the statements 1.2 and 1.3 into 1.1 quite easily, to
obtain the expressions for exp [Lis(x)Li1−s(y)]. For the first few cases, namely
s = 1, 2, 3, 4, 5, we have,
Theorem 1.2. If |x|, |y| < 1,
(1.13)
∏
a,b≥1
gcd(a,b)=1
(
1− xayb)−a−1 =
(
1
1− x
) y
1−y
,
(1.14)
∏
a,b≥1
gcd(a,b)=1
(
1− xayb)−a−2b1 = exp
(
Li2(x)
y
(1 − y)2
)
,
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(1.15)
∏
a,b≥1
gcd(a,b)=1
(
1− xayb)−a−3b2 = exp
(
Li3(x)
y(1 + y)
(1− y)3
)
,
(1.16)
∏
a,b≥1
gcd(a,b)=1
(
1− xayb)−a−4b3 = exp
(
Li4(x)
y(1 + 4y + y2)
(1− y)4
)
,
(1.17)
∏
a,b≥1
gcd(a,b)=1
(
1− xayb)−a−5b4 = exp
(
Li5(x)
y(1 + y)(1 + 10y + y2)
(1− y)5
)
,
These results explicitly stated are all new, and will allow us to examine the behav-
ior of the Riemann zeta function in the neighborhoods of the trivial zeroes occurring
at−2,−4,−6, ... by observing the right sides of identities (1.15), (1.17), etc as y → 1.
As an example limiting Li−2(y) as y → 1 to the trivial zero of ζ(−2) = 0 we see
that (1.15) is equivalent to
∏
a,b≥1
gcd(a,b)=1
(
1− xayb)−a−3b2 = exp (Li3(x) (y + 22y2 + 32y3 + 42y4 + 52y5 + · · · )) ,
and we can examine this for the value y = 1 − δ, for small positive real δ which
means then we have, by (1.15), that
∏
a,b≥1
gcd(a,b)=1
(
1− xa(1− δ)b)−a−3b2 = exp
(
Li3(x)
(1− δ)(2− δ)
(δ)3
)
where both sides approach 1 as δ → 0.
However, it is easily seen that the approach here is not very illuminating, as the
limit of the polylogarithm approaches infinity. A better approach to take if we are to
learn something new about the zeroes of the zeta function, may be to limit along the
s+ t = 1 restriction on (1.1). The following particular cases are new, and incidental
to theorem 1.2 above.
Corollary 1.1. If |y| < 1,
(1.18)
∏
a,b≥1
gcd(a,b)=1
(
1− yb)−a−2b1 = exp
(
pi2
6
y
(1− y)2
)
,
(1.19)
∏
a,b≥1
gcd(a,b)=1
(
1− yb)−a−3b2 = exp
(
ζ(3)
y(1 + y)
(1− y)3
)
,
(1.20)
∏
a,b≥1
gcd(a,b)=1
(
1− yb)−a−4b3 = exp
(
pi4
90
y(1 + 4y + y2)
(1− y)4
)
,
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(1.21)
∏
a,b≥1
gcd(a,b)=1
(
1− yb)−a−5b4 = exp
(
ζ(5)
y(1 + y)(1 + 10y + y2)
(1− y)5
)
,
In a similar vein, the results from statements 1.2 and 1.3 yield incidentally, the
Corollary 1.2. If |y| < 1,
(1.22)
∏
a,b≥1
gcd(a,b)=1
(
1− y
b
2a
)− 1
a
= 2
y
1−y ,
(1.23)
∏
a,b≥1
gcd(a,b)=1
(
1− y
b
2a
)− b
a2
= exp
[(
pi2
12
− 1
2
(ln 2)2
)
y
(1− y)2
]
,
(1.24)
∏
a,b≥1
gcd(a,b)=1
(
1− y
b
2a
)− b2
a3
= exp
[(
1
6
(ln 2)3 − pi
2
12
(ln 2)2 − 7
8
ζ(3)
)
y(1 + y)
(1− y)3
]
,
(1.25)
∏
a,b≥1
gcd(a,b)=1
(
1− y
b
2a
)− b3
a4
= exp
[(
pi4
360
− 1
24
(ln 2)4 − pi
2
24
(ln 2)4 − 1
2
ζ(3, 1)
)
y(1 + 4y + y2)
(1− y)4
]
,
with ζ(3, 1) as in (1.12).
We remark at this point that many of the Euler-Zagier sums from Borwein et al
([6]) and Bailey et al ([4]) will provide us with more new incidental corollary infinite
products. In the next section we write the corresponding identities for the more
interesting neighborhoods for the nontrivial zeroes of the Riemann zeta function
where y = 1
2
+ iT for real numbers T .
2. Identities near non-trivial zeroes of the Riemann zeta function
We end by taking the obvious case of (1.1) to enable observation of the polylog-
arithm function as the argument approaches the non-trivial zeroes of the Riemann
zeta function. In a similar manner to section 1, it is clear that (1.1) from theorem
1.1 can be substituted with s = 1
2
+ iT and t = 1
2
− iT , whence s+ t = 1 as required
of (1.1) to give:
Theorem 2.1. If |x|, |y| < 1; and T is a real number,
(2.1)
∏
a,b≥1
gcd(a,b)=1
(
1
1− xayb
)√ 1
ab
exp(iT ln( ba))
= exp
[
Li( 1
2
+iT)(x)Li( 1
2
−iT)(y)
]
.
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