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ORTHOGONAL MULTIPLE FLAG VARIETIES OF FINITE TYPE
II : EVEN DEGREE CASE
TOSHIHIKO MATSUKI
Abstract. Let G be the split orthogonal group of degree 2n over an arbitrary
infinite field F of charF 6= 2. In this paper, we classify multiple flag varieties
G/P1×· · ·×G/Pk of finite type. Here a multiple flag variety is said to be of finite
type if it has a finite number of G-orbits with respect to the diagonal action of G.
1. Introduction
Let F be an arbitrary commutative infinite field of charF 6= 2. Let ( , ) denote
the symmetric bilinear form on F2n defined by
(ei, ej) = δi,2n+1−j
for i, j = 1, . . . , 2n where e1, . . . , e2n is the canonical basis of F2n. Define the split
orthogonal group
G = {g ∈ GL2n(F) | (gu, gv) = (u, v) for all u, v ∈ F2n}
with respect to this form. Let us write G = O2n(F) in this paper. We can also define
the split special orthogonal group
G0 = {g ∈ G | det g = 1} (= SO2n(F)).
Note that
G = G0 ⊔

In−1 0
0 1
1 0
0 In−1
G0.
A subspace V of F2n is said to be isotropic if (V, V ) = {0}.
For a sequence a = (α1, . . . , αp) of positive integers such that α1 + · · ·+ αp ≤ n,
we define the flag variety Ma of G by
Ma = {V1 ⊂ · · · ⊂ Vp | Vj are subspaces of F2n, dim Vj = α1+· · ·+αj, (Vp, Vp) = {0}}.
Consider a multiple flag variety M = Ma1,...,ak = Ma1 × · · · × Mak with the
diagonal G-action
g(m1, . . . , mk) = (gm1, . . . , gmk)
for g ∈ G and mj ∈Maj . We can consider the following problem.
Problem. What is the condition on a1, . . . , ak for |G\M| < ∞? (A multiple flag
variety M is said to be of finite type if |G\M| <∞.)
Supported by JSPS Grant-in-Aid for Scientific Research (C) # 16K05084.
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Remark 1.1. (i) For the split orthogonal groups of odd degree, this problem was
solved in [M15].
(ii) Magyar, Weyman and Zelevinsky solved this problem for the general linear
groups in [MWZ99].
(iii) They also solved this problem for the symplectic groups in [MWZ00] when F
is algebraically closed.
In this paper we solve this problem. First we prove:
Proposition 1.2. Suppose n ≥ 2 and k ≥ 4. Then |G\M| =∞.
So we have only to consider triple flag varieties T = Ta,b,c =Ma×Mb×Mc with
a = (α1, . . . , αp), b = (β1, . . . , βq) and c = (γ1, . . . , γr).
(When k = 2, the decomposition G\M is reduced to the Bruhat decomposition of
G. So we have |G\M| <∞.) Next we prove:
Proposition 1.3. If n ≥ 3 and |G\T | <∞, then one of a,b, c is (1) or (n).
So we may assume
(1.1) a = (1) or (n) and q ≤ r
exchanging the roles of a,b and c. We also prove:
Proposition 1.4. If n ≥ 3, a = (1), q ≥ 2 and |G\T | < ∞, then b or c is
(k, n− k) with some k.
So we may assume
(1.2) a = (1) and q ≥ 2 =⇒ b = (k, n− k)
with some k exchanging the roles of b and c.
Proposition 1.5. If n ≥ 4, a = (n), q ≥ 2 and |G\T | <∞, then b or c is
(1, 1), (1, n− 1) or (n− 1, 1).
So we may assume
(1.3) a = (n) and q ≥ 2 =⇒ b = (1, 1), (1, n− 1) or (n− 1, 1)
exchanging the roles of b and c.
We also have conditions related with a property on F:
Proposition 1.6. Suppose |F×/(F×)2| = ∞. Then we have |G\T | = ∞ for the
following three cases.
(i) max(α1, β1, γ1) < n (Proposition 1.4 in [M15]).
(ii) a = (n), q, r ≥ 2 and max(β1 + β2, γ1 + γ2) < n.
(iii) a = (n), b = (β) with 3 ≤ β ≤ n− 2, r ≥ 4 and γ1 + γ2 + γ3 + γ4 < n.
ORTHOGONAL MULTIPLE FLAG VARIETIES 3
So we may assume the following conditions.
max(α1, β1, γ1) < n =⇒ |F×/(F×)2| <∞.(1.4)
a = (n), q, r ≥ 2 and max(β1 + β2, γ1 + γ2) < n =⇒ |F×/(F×)2| <∞.(1.5)
a = (n), b = (β) with 3 ≤ β ≤ n− 2, r ≥ 4 and γ1 + γ2 + γ3 + γ4 < n(1.6)
=⇒ |F×/(F×)2| <∞.
Now we can state the theorem classifying triple flag varieties of finite type as
follows.
Theorem 1.7. Assume the conditions (1.1), . . . , (1.6). Then a triple flag variety
T = Ta,b,c is of finite type if and only if (a,b, c) satisfies one of the following seven
conditions.
(I-1) a = (1) and q = 1.
(I-2) a = (1) and b = (k, n− k).
(II) a = (n) and b = (1), (2), (3), (n− 1), (n), (1, 1), (1, n− 1) or (n− 1, 1).
(III-1) a = (n), b = (β) with 4 ≤ β ≤ n− 2 and r = 1.
(III-2) a = (n), b = (β) with 4 ≤ β ≤ n− 2 and r = 2.
(III-3) a = (n), b = (β) with 4 ≤ β ≤ n− 2 and c is one of
(1, k, n− k − 1), (k, 1, n− k − 1), (k, n− k − 1, 1),
(1, 1, k), (1, k, 1) or (k, 1, 1).
(III-4) a = (n), b = (β) with 4 ≤ β ≤ n− 2 and c is one of
(1, 1, 1, n− 3), (1, 1, n− 3, 1), (1, n− 3, 1, 1), (n− 3, 1, 1, 1) or (1, 1, 1, 1).
Remark 1.8. Suppose F = C and the pair (a,b) satisfies one of the conditions (I-1),
(I-2) or (II) in Theorem 1.7. Then it is shown by Stembridge in [S03] that the double
flag variety D = Ma ×Mb has an open B-orbit where B is a Borel subgroup of G.
It follows from Brion and Vinberg’s theorem in [B86] and [V86] that D has a finite
number of B-orbits. So the triple flag variety Ta,b,(1n) is of finite type in these cases.
(Note that (C×)2 = C× because C is algebraically closed.)
This paper is organized as follows.
In Section 2, we prepare elementary results on the flag varieties of O2n(F).
In Section 3, we first prove Proposition 1.2. Next we prove Propositions 1.3, 1.4,
1.5 and 1.6 excluding triple flag varieties of infinite type. In Section 3.5, we show
that the triple flag varieties T(n),(β),c with 4 ≤ β ≤ n − 2 and r ≥ 3 are of infinite
type except the ones in Theorem 1.7 (III-3) and (III-4) (Corollaries 3.14, 3.16, 3.18
and 3.20).
In Section 4, we formulate propositions to show finiteness of triple flag varieties
listed in Theorem 1.7.
In Section 5, we review technical formulations and results given in [M15] to show
finiteness of triple flag varieties. In particular, we see that the triple flag varieties in
Theorem 1.7 (III-1) and (III-2) are of finite type (Theorem 5.9 and Corollary 5.18).
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As we remarked in Remark 1.8, it is known that the triple flag varieties in Theorem
1.7 (I-1), (I-2) and (II) are of finite type when F = C. So we first prove finiteness of
the “new classes” (III-3) and (III-4) in Section 6 and 7.
In Sections 8, 9, 10 and 11, we prove finiteness of the cases (I-1), (I-2) and (II).
These results are not covered by [S03] since we consider an arbitrary infinite field
F of charF 6= 2. Moreover we should note that we have |F×/(F×)2| = ∞ for some
infinite fields (for example F = Q).
In Section 12, we prepare general results on flag varieties of general linear groups
for the sake of Sections 6, 7, 8, 9, 10 and 11.
2. Preliminaries
Definition 2.1. An isotropic subspace V of F2n is said to be “maximally isotropic”
if it is maximal with respect to the inclusion relation. Let M denote the set of
maximally isotropic subspaces of F2n.
Clearly U0 = Fe1 ⊕ · · · ⊕ Fen is a maximally isotropic subspace of F2n. For any
g ∈ G, the spaces gU0 are maximally isotropic. Let P denote the subgroup of G
defined by
P = {g ∈ G | gU0 = U0}.
For d = 0, . . . , n, write
Ud = Fe1 ⊕ · · · ⊕ Fen−d ⊕ Fen+1 ⊕ · · · ⊕ Fen+d = wdU0
where wd is an element of G defined by
wdei =
{
ei if i ≤ n− d or i ≥ n + d+ 1,
e2n+1−i if n− d+ 1 ≤ i ≤ n+ d.
Note that wd ∈ G0 if and only if d is even.
Define subgroups L and N of P by
L = {g ∈ G | gU0 = U0, gUn = Un} = {ℓ(A) | A ∈ GLn(F)}
and N = {g ∈ G | gei = ei for i = 1, . . . , n} =
{(
In ∗
0 In
)
∈ G
}
where
ℓ(A) =
(
A 0
0 Jn
tA−1Jn
)
.
Then we can write P = LN as a semidirect product (Levi decomposition).
Proposition 2.2. Let V be a maximally isotropic subspace of F2n. If dim(V ∩U0) =
n − d, then V ∈ PUd. (In particular, V is maximally isotropic if and only if V is
isotropic and dimV = n.)
Proof. Suppose that dim(V ∩ U0) = n− d. By the action of L, we may assume
V ∩ U0 = Fe1 ⊕ · · · ⊕ Fen−d.
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Since V is isotropic, we have V ⊂ Fe1 ⊕ · · · ⊕ Fen+d. Let π denote the canonical
projection
π : Fe1 ⊕ · · · ⊕ Fen+d → Fen+1 ⊕ · · · ⊕ Fen+d.
If π|V is not surjective, then we can take a nonzero element v of Fen−d+1 ⊕ · · · ⊕
Fen such that (v, π(V )) = {0}. This implies (v, V ) = {0}, a contradiction to the
maximality of V . Hence π|V is surjective.
On the other hand, the kernel of π|V is V ∩ U0. Hence we have
dimV = dimkerπ|V + dim Imπ|V = (n− d) + d = n.
We can write
V = (V ∩ U0)⊕ Fv1 ⊕ · · · ⊕ Fvd
with some vectors vi ∈ en+i + (Fen−d+1 ⊕ · · · ⊕ Fen) for i = 1, . . . , d. Define an
element n ∈ N by
nei =
{
vi−n if n+ 1 ≤ i ≤ n+ d,
ei otherwise.
Then n−1V = Ud. Thus we have proved V ∈ PUd. 
Proposition 2.2 implies:
Corollary 2.3. (Bruhat decomposition) M =
⊔n
d=0 PUd
On the other hand, since P ⊂ G0 we have:
Corollary 2.4. (i) M = GU0 = G0U0 ⊔G0U1.
(ii) G0U0 =
⊔
d is even PUd, G0U1 =
⊔
d is odd PUd
Considering L-action, we have:
Corollary 2.5. For k = 1, . . . , n − 1, let V be a k-dimensional isotropic subspace
of F2n. Then there exists a g ∈ G0 such that gV = Fe1 ⊕ · · · ⊕ Fek.
Proposition 2.6. Let V be an n − 1-dimensional isotropic subspace of F2n. Then
there are only two maximally isotropic subspaces V1 and V2 of F2n containing V .
Moreover if gV = V for some g ∈ G0, then gV1 = V1 and gV2 = V2.
Proof. By Corollary 2.5, we may assume V = Fe1 ⊕ · · · ⊕ Fen−1. Then there are
only two maximally isotropic subspaces
V1 = U0 and V2 = U1
containing V . The remaining assertion follows from Corollary 2.4. 
We use the following technical lemma given in [M15].
Lemma 2.7. (Lemma 2.1 in [M15]) Let W be a nondegenerate subspace of F2n. Let
W1, . . . ,Wk,W
′
1, . . . ,W
′
k be subspaces of W such that
W = W1 + · · ·+Wk = W
′
1 + · · ·+W
′
k.
Let U1 be an isotropic subspace of W
⊥ and U2, . . . , Uk be subspaces of U1. Let g be
an element of G such that
g(Wi ⊕ Ui) =W
′
i ⊕ Ui for i = 1, . . . , k.
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Then we have:
(i) g(W ⊕ U1) =W ⊕ U1. (ii) gU1 = U1.
( By (i) and (ii), g induces a linear automorphism on (W ⊕U1)/U1 ∼= W preserving
the bilinear form ( , ).)
3. Exclusion of multiple flag varieties of infinite type
3.1. Proof of Proposition 1.2. Consider F4 with the canonical basis f1, . . . , f4
and the symmetric bilinear form ( , ) such that (fi, fj) = δi,5−j. Write G
′ = O4(F)
and G′0 = SO4(F). Take maximally isotropic subspaces
U1 = Ff1 ⊕ Ff2, U2 = Ff3 ⊕ Ff4, U3 = F(f1 + f3)⊕ F(f2 − f4)
and U4,λ = F(f1 + λf3)⊕ F(f2 − λf4)
with λ ∈ F. Take one-dimensional subspaces U ′1 = Ff1, U
′
2 = Ff3, U
′
3 = F(f2 − f4)
and U ′4,λ = F(f2 − λf4) of U1, U2, U3 and U4,λ, respectively. Define multiple flags
m0λ = (U
′
1, U
′
2, U
′
3, U
′
4,λ), m
1
λ = (U1, U
′
2, U
′
3, U
′
4,λ), m
2
λ = (U1, U2, U
′
3, U
′
4,λ),
m3λ = (U1, U2, U3, U
′
4,λ) and m
4
λ = (U1, U2, U3, U4,λ).
Lemma 3.1. Suppose G′miλ ∋ m
i
µ for some i = 0, . . . , 4. Then we have λ = µ.
Proof. Suppose gmiλ = m
i
µ for some g ∈ G
′. When i = 1, 2, 3, 4, we have gU1 = U1
and hence g ∈ G′0 by Corollary 2.4. On the other hand, when i = 0, we have
g(U ′1 ⊕ U
′
2) = U
′
1 ⊕ U
′
2 and hence g ∈ G
′
0 by Corollary 2.4.
So we have only to consider the case of i = 4 by Proposition 2.6.
Since gU1 = U1 and gU2 = U2,
g = ℓ(A) =
(
A 0
0 J2
tA−1J2
)
(J2 =
(
0 1
1 0
)
)
with some A ∈ GL2(F). Since gU3 = U3, we have g = ℓ(A) with A ∈ SL2(F). Write
A =
(
a b
c d
)
.
Then we have
J2
tA−1J2 = J2
(
d −c
−b a
)
J2 =
(
a −b
−c d
)
.
So we have
g(f1+λf3) = a(f1+λf3)+c(f2−λf4) and g(f2−λf4) = b(f1+λf3)+d(f2−λf4).
This implies gU4,λ = U4,λ and therefore λ = µ. 
Proof of Proposition 1.2: We may assume k = 4 and aj = (αj) for j = 1, 2, 3, 4. We
may moreover assume α1 ≥ α2 ≥ α3 ≥ α4. Define
j0 =
{
0 if α1 = 1,
max{j | αj ≥ 2} if α1 ≥ 2.
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Let ϕ : F4 → F2n be the linear inclusion defined by ϕ(fi) = ei+n−2 for i = 1, 2, 3, 4.
Then ϕ preserves the bilinear form ( , ). Define multiple flags nλ = (V1, V2, V3, V4,λ) ∈
M(α1),(α2),(α3),(α4) by
Vj =
{
ϕ(U ′j) if j > j0,
U[αj−2] ⊕ ϕ(Uj) if j ≤ j0
for j = 1, 2, 3 and
V4,λ =
{
ϕ(U ′4,λ) if j0 < 4,
U[α4−2] ⊕ ϕ(U4,λ) if j0 = 4
where U[ℓ] = Fe1 ⊕ · · · ⊕ Feℓ. Suppose λ, µ 6= 1 and gnλ = nµ for some g ∈ G. Then
we have only to show that λ = µ. Write
V0 =
{
{0} if α1 = 1,
U[α1−2] if α1 ≥ 2.
Since λ, µ 6= 1, we have
U ′1 + U
′
2 + U
′
3 + U
′
4,λ = U
′
1 + U
′
2 + U
′
3 + U
′
4,µ = F
4.
So we have
gV0 = V0 and g(V0 ⊕ ϕ(F4)) = V0 ⊕ ϕ(F4)
by Lemma 2.7. Hence g induces a linear automorphism on (V0 ⊕ ϕ(F4))/V0 ∼= F4
which preserves the bilinear form ( , ). Since gmj0λ = m
j0
µ , we have λ = µ by Lemma
3.1. 
3.2. Proof of Proposition 1.3. Consider F6 with the canonical basis f1, . . . , f6 and
the symmetric bilinear form ( , ) such that (fi, fj) = δi,7−j. We prepare following
lemmas for G′ = O6(F). (Lemma 3.2 and Lemma 3.3 (i) are given in [M15].)
Lemma 3.2. (Lemma 2.9 in [M15]) Let mλ be the triple flag in T(2),(2),(2) defined by
mλ = (Ff1 ⊕ Ff2, Ff5 ⊕ Ff6, F(f1 + f3 + f5)⊕ F(λf2 − f4 + (1− λ)f6)).
Then we have
G′mλ ∋ mµ =⇒ λ = µ or 1− µ.
Lemma 3.3. For the following triple flags mλ (λ ∈ F) in T(2),(2),(1,2), T(2),(1,2),(1,2)
and T(1,2),(1,2),(1,2), respectively, we have
gmλ = mµ for some g ∈ G
′ =⇒ λ = µ.
(i) (Ff1 ⊕ Ff2, Ff5 ⊕ Ff6, F(λf1 − f3 + (1− λ)f5) ⊂
F(f1 − f5)⊕ F(f1 − f3)⊕ F(f2 + f4 + f6))
(ii) (F(f1 + f5)⊕ F(f2 − f6), F(f1 + f3) ⊂ Ff1 ⊕ Ff2 ⊕ Ff3,
F(f4 + λf6) ⊂ Ff4 ⊕ Ff5 ⊕ Ff6)
(iii) (F(f1 + f3) ⊂ Ff1 ⊕ Ff2 ⊕ Ff3, F(f1 + f5) ⊂ Ff1 ⊕ Ff4 ⊕ Ff5,
F(f3 + λf5) ⊂ Ff3 ⊕ Ff5 ⊕ Ff6)
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Proof. (i) is proved in Lemma 2.12 in [M15].
(ii) The element g stabilizes Ff3 and Ff4 since they are the orthogonal spaces of
F(f1 + f5)⊕ F(f2− f6) in Ff1⊕Ff2⊕ Ff3 and Ff4⊕Ff5⊕Ff6, respectively. Hence
we have
gf3 = kf3 and gf4 = k
−1f4
with some k ∈ F×. Write g(f1+ f3) = a(f1+ f3) and g(f4+λf6) = b(f4+µf6) with
a, b ∈ F×. We have
1 = (f1 + f3, f4) = (g(f1 + f3), gf4) = (a(f1 + f3), k
−1f4) = ak
−1
and
1 = (f3, f4 + λf6) = (gf3, g(f4 + λf6)) = (kf3, b(f4 + µf6)) = kb.
Hence a = k and b = k−1. On the other hand,
1+λ = (f1+f3, f4+λf6) = (g(f1+f3), g(f4+λf6)) = (k(f1+f3), k
−1(f4+µf6)) = 1+µ.
Hence we have λ = µ.
(iii) Taking the intersections of two of the three spaces
Ff1 ⊕ Ff2 ⊕ Ff3, Ff1 ⊕ Ff4 ⊕ Ff5 and Ff3 ⊕ Ff5 ⊕ Ff6,
we have
gFf1 = Ff1, gFf3 = Ff3, gFf5 = Ff5.
Write gf1 = af1, gf3 = bf3 and gf5 = cf5 with a, b, c ∈ F×. Since gF(f1 + f3) =
F(f1 + f3) and since gF(f1 + f5) = F(f1 + f5), we have
a = b = c.
Hence g(f3 + λf5) = a(f3 + λf5). But g(f3+ λf5) ⊂ F(f3 + µf5) by the assumption.
Thus we have λ = µ. 
Corollary 3.4. Following four triple flag varieties of O6(F) are of infinite type.
T(2),(2),(2), T(2),(2),(1,2), T(2),(1,2),(1,2), T(1,2),(1,2),(1,2).
Proof of Proposition 1.3: We have only to show that
a, b and c are not equal to (1) or (n) =⇒ |G\Ta,b,c| =∞.
We may assume
a = (α) with 2 ≤ α ≤ n− 1 or a = (1, n− 1),
b = (β) with 2 ≤ β ≤ n− 1 or b = (1, n− 1),
and c = (γ) with 2 ≤ γ ≤ n− 1 or c = (1, n− 1).
Exchanging the roles of a, b and c if necessary, we have only to consider the following
four cases of (a,b, c):
(i) ((α), (β), (γ)) with α, β, γ ∈ {2, . . . , n− 1},
(ii) ((α), (β), (1, n− 1)) with α, β ∈ {2, . . . , n− 1},
(iii) ((α), (1, n− 1), (1, n− 1)) with α ∈ {2, . . . , n− 1},
(iv) ((1, n− 1), (1, n− 1), (1, n− 1)).
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Let ϕ : F6 → F2n denote the linear inclusion defined by ϕ(fi) = ei+n−3 for
i = 1, . . . , 6. (ϕ preserves the bilinear form ( , ).)
(i) When (a,b, c) = ((α), (β), (γ)) with α, β, γ ∈ {2, . . . , n − 1}, define mλ =
(W1,W2,W
λ
3 ) ∈ Ta,b,c for λ ∈ F
× by
W1 = ϕ(Ff1 ⊕ Ff2)⊕ U[α−2], W2 = ϕ(Ff5 ⊕ Ff6)⊕ U[β−2]
and W λ3 = ϕ(F(f1 + f3 + f5)⊕ F(λf2 − f4 + (1− λ)f6))⊕ U[γ−2].
Then we have Gmλ ∋ mµ =⇒ λ = µ or 1− µ by Lemma 2.7 and Lemma 3.2.
(ii) When (a,b, c) = ((α), (β), (1, n− 1)) with α, β ∈ {2, . . . , n− 1}, define mλ =
(W1,W2,W
λ
3 ⊂ W4) ∈ Ta,b,c for λ ∈ F
× by
W1 = ϕ(Ff1 ⊕ Ff2)⊕ U[α−2], W2 = ϕ(Ff5 ⊕ Ff6)⊕ U[β−2],
W λ3 = ϕ(F(λf1 − f3 + (1− λ)f5)
and W4 = ϕ(F(f1 − f5)⊕ F(f1 − f3)⊕ F(f2 + f4 + f6))⊕ U[n−3].
Then we have Gmλ ∋ mµ =⇒ λ = µ by Lemma 2.7 and Lemma 3.3 (i).
(iii) When (a,b, c) = ((α), (1, n − 1), (1, n − 1)) with α ∈ {2, . . . , n − 1}, define
mλ = (W1,W2 ⊂W3,W
λ
4 ⊂W5) ∈ Ta,b,c for λ ∈ F
× by
W1 = ϕ(F(f1 + f5)⊕ F(f2 − f6))⊕ U[α−2],
W2 = ϕ(F(f1 + f3)), W3 = ϕ(Ff1 ⊕ Ff2 ⊕ Ff3)⊕ U[n−3],
W λ4 = ϕ(F(f4 + λf6)) and W5 = ϕ(Ff4 ⊕ Ff5 ⊕ Ff6)⊕ U[n−3].
Then we have Gmλ ∋ mµ =⇒ λ = µ by Lemma 2.7 and Lemma 3.3 (ii).
(iv) When (a,b, c) = ((1, n−1), (1, n−1), (1, n−1)), definemλ = (W1 ⊂W2,W3 ⊂
W4,W
λ
5 ⊂W6) ∈ Ta,b,c for λ ∈ F
× by
W1 = ϕ(F(f1 + f3)), W2 = ϕ(Ff1 ⊕ Ff2 ⊕ Ff3)⊕ U[n−3],
W3 = ϕ(F(f1 + f5)), W4 = ϕ(Ff1 ⊕ Ff4 ⊕ Ff5)⊕ U[n−3],
W λ5 = ϕ(F(f3 + λf5)) and W6 = ϕ(Ff3 ⊕ Ff5 ⊕ Ff6)⊕ U[n−3].
Then we have Gmλ ∋ mµ =⇒ λ = µ by Lemma 2.7 and Lemma 3.3 (iii). 
3.3. Proof of Proposition 1.4. Consider F5 with the canonical basis f1, . . . , f5
and the symmetric bilinear form ( , ) such that (fi, fj) = δi,6−j . We prepare a
lemma for O5(F) which follows easily from Lemma 2.5 in [M15]. (We give a proof
for the sake of convenience.)
Lemma 3.5. Let mλ (λ ∈ F×) be the triple flag in T(1),(1,1),(1,1) for G′ = O5(F) given
by
mλ = (F(f1 + f3 −
1
2
f5), F(f1 + f2) ⊂ Ff1 ⊕ Ff2, F(f4 + λf5) ⊂ Ff4 ⊕ Ff5).
Then
G′mλ ∋ mµ =⇒ λ = µ.
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Proof. Suppose gmλ = mµ for some g ∈ G
′. Since g stabilizes Ff1 ⊕ Ff2 and
Ff4 ⊕ Ff5, we can write
g =
A 0 00 ε 0
0 0 J2
tA−1J2

with some A ∈ GL2(F) and ε ∈ {±1}. Since Ff2 and Ff4 are the orthogonal
subspaces of F(f1 + f3 − 12f5) in Ff1 ⊕ Ff2 and Ff4 ⊕ Ff5, respectively, we have
gFf2 = Ff2 and gFf4 = Ff4. Hence we can write
A =
(
a 0
0 b
)
with some a, b ∈ F×. Since g stabilizes F(f1 + f2) and F(f1 + f3 − 12f5), we have
a = b = ε and therefore g = εI5. Since gF(f4 + λf5) = F(f4 + µf5), we have
λ = µ. 
Proof of Proposition 1.4: Suppose a = (1), b = (β1, β2) and c = (γ1, γ2) with
β1 + β2 < n, γ1 + γ2 < n. Then we have only to show |G\Ta,b,c| =∞.
Let ϕ : F5 → F2n denote the linear inclusion defined by
ϕ(f1) = en−2, ϕ(f2) = en−1, ϕ(f3) = en+
1
2
en+1, ϕ(f4) = en+2 and ϕ(f5) = en+3.
Then we have (ϕ(u), ϕ(v)) = (u, v) for u, v ∈ F5.
Define triple flags mλ ∈ Ta,b,c for λ ∈ F× by
mλ = (ϕ(F(f1 + f3 −
1
2
f5)), ϕ(F(f1 + f2))⊕ U[β1−1] ⊂ ϕ(Ff1 ⊕ Ff2)⊕ U[β1+β2−2],
ϕ(F(f4 + λf5))⊕ U[γ1−1] ⊂ ϕ(Ff4 ⊕ Ff5)⊕ U[γ1+γ2−2]).
Then we have Gmλ ∋ mµ =⇒ λ = µ by Lemma 2.7 and Lemma 3.5. 
3.4. Proof of Proposition 1.5. Consider F8 with the canonical basis f1, . . . , f8
and the symmetric bilinear form ( , ) such that (fi, fj) = δi,9−j . Take maximal
isotropic subspaces
U+ = Ff1 ⊕ Ff2 ⊕ Ff3 ⊕ Ff4, U− = Ff5 ⊕ Ff6 ⊕ Ff7 ⊕ Ff8
and V = F(f1 + f7)⊕ F(f2 − f8)⊕ F(f3 + f5)⊕ F(f4 − f6)
of F8. Note that the space V is written as
V = {u+ κ(u) | u ∈ U+}
where κ : U+ → U− is the linear bijection defined by
κ(f1) = f7, κ(f2) = −f8, κ(f3) = f5, and κ(f4) = −f6.
Consider the bilinear form 〈 , 〉 on U+ defined by
〈u, v〉 = (κ(u), v)
for u, v ∈ U+. Then 〈 , 〉 is an alternating bilinear form satisfying
〈f1, f2〉 = 〈f3, f4〉 = 1 and 〈f1, f3〉 = 〈f1, f4〉 = 〈f2, f3〉 = 〈f2, f4〉 = 0.
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Let K denote the subgroup of G′ = O8(F) defined by
K = {ℓ(A) | A ∈ GL4(F), 〈Au,Av〉 = 〈u, v〉 for u, v ∈ U+} ∼= Sp4(F)
where
ℓ(A) =
(
A 0
0 J4
tA−1J4
)
for A ∈ GL4(F).
Lemma 3.6. K = {g ∈ G′ | gU+ = U+, gU− = U−, gV = V }.
Proof. Let g be an element of G′ such that
gU+ = U+ and that gU− = U−.
Then g = ℓ(A) with some A ∈ GL4(F).
Suppose moreover that gV = V . Then we have
gκ(u) = κ(gu) for all u ∈ U+.
Hence
〈gu, gv〉 = (κ(gu), gv) = (gκ(u), gv) = (κ(u), v) = 〈u, v〉
for u, v ∈ U+ which implies g ∈ K.
Converse assertion is clear. 
Lemma 3.7. Let (U1,λ+ ⊂ U
2
+, U
1
− ⊂ U
2
−) be one of the following six kinds of pairs
of flags (λ ∈ F×) where U ′+ = F(f1 + f3)⊕ Ff2 ⊕ Ff4 and U
′
− = Ff5 ⊕ Ff6 ⊕ Ff7.
(i) (F(f1 + f3)⊕ F(f2 + λf4) ⊂ U+, Ff5 ⊕ Ff6 ⊂ U−)
(ii) (F(f1 + f3)⊕ F(f2 + λf4) ⊂ U+, Ff5 ⊕ Ff6 ⊂ U ′−)
(iii) (F(f1 + f3)⊕ F(f2 + λf4) ⊂ U ′+, Ff5 ⊕ Ff6 ⊂ U
′
−)
(iv) (F(f1 + f3)⊕ F(f2 + λf4) ⊂ U+, Ff5 ⊂ U ′−)
(v) (F(f1 + f3)⊕ F(f2 + λf4) ⊂ U ′+, Ff5 ⊂ U
′
−)
(vi) (F(f2 + λf4) ⊂ U ′+, Ff5 ⊂ U
′
−)
Suppose gV = V, gU1,λ+ = U
1,µ
+ , gU
2
+ = U
2
+, gU
1
− = U
1
− and gU
2
− = U
2
− for some
g ∈ G′. Then λ = µ.
Proof. Since gV = V , we have g ∈ G′0 by Corollary 2.4. It follows from Proposition
2.6 that gU+ = U+ and that gU− = U− for all the six cases (i) through (vi) because
U ′+ and U
′
− are three dimensional subspaces of U+ and U−, respectively. Hence
g ∈ K (∼= Sp4(F)). So the cases (ii) and (iii) are reduced to (i). Also the case (v) is
reduced to (iv).
(i) Since g(Ff5⊕Ff6) = Ff5⊕Ff6 and since Ff1⊕Ff2 is the orthogonal space of
Ff5 ⊕ Ff6 in U+, we have
g(Ff1 ⊕ Ff2) = Ff1 ⊕ Ff2.
Moreover we have
g(Ff3 ⊕ Ff4) = Ff3 ⊕ Ff4
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since Ff3⊕ Ff4 is the orthogonal space of Ff1⊕ Ff2 with respect to the alternating
form 〈 , 〉. Hence we can write
g = ℓ
((
B 0
0 C
))
with some B,C ∈ SL2(F).
Consider the linear map hλ : Ff1 ⊕ Ff2 → Ff3 ⊕ Ff4 defined by
hλf1 = f3 and hλf2 = λf4.
Then we can write
U1,λ+ = F(f1 + f3)⊕ F(f2 + λf4) = {u+ hλ(u) | u ∈ Ff1 ⊕ Ff2}.
Since gU1,λ+ = U
1,µ
+ , we have
ChλB
−1 = hµ.
Taking the determinant, we have
det hλ = det hµ
since detB = detC = 1. Since det hλ = λ for λ ∈ F×, we have λ = µ.
(iv) The element g ∈ K stabilizes Ff1 and Ff1 ⊕ Ff2 ⊕ Ff3 since they are the
orthogonal spaces of Ff5⊕Ff6⊕ Ff7 and Ff5 in U+, respectively. Since Ff3 = {v ∈
U+ | 〈v,Ff1 ⊕ Ff2 ⊕ Ff3〉 = {0}}, we also have gFf3 = Ff3.
Since gU1,λ+ = U
1,µ
+ and since F(f1+f3) = U
1,λ
+ ∩ (Ff1⊕Ff3) = U
1,µ
+ ∩ (Ff1⊕Ff3),
we have
gF(f1 + f3) = F(f1 + f3).
Hence we can write
gf1 = kf1 and gf3 = kf3
with some k ∈ F×.
We can write
g(f2 + λf4) = a(f1 + f3) + b(f2 + µf4)
with some a, b ∈ F. Since
1 = 〈f1, f2 + λf4〉 = 〈gf1, g(f2 + λf4)〉 = 〈kf1, a(f1 + f3) + b(f2 + µf4)〉 = kb,
we have b = k−1. On the other hand, we have
λ = 〈f3, f2 + λf4〉 = 〈gf3, g(f2 + λf4)〉 = 〈kf3, a(f1 + f3) + k
−1(f2 + µf4)〉 = µ.
(vi) As in (iv), we have gf1 = kf1 and gf3 = kf3 with some k ∈ F×. We can write
g(f2 + λf4) = b(f2 + µf4)
with some b ∈ F. Since
1 = 〈f1, f2 + λf4〉 = 〈gf1, g(f2 + λf4)〉 = 〈kf1, b(f2 + µf4)〉 = kb,
we have b = k−1. On the other hand, we have
λ = 〈f3, f2 + λf4〉 = 〈gf3, g(f2 + λf4)〉 = 〈kf3, k
−1(f2 + µf4)〉 = µ.

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Corollary 3.8. Following six triple flag varieties of O8(F) are of infinite type.
T(4),(2,2),(2,2), T(4),(2,2),(2,1), T(4),(2,1),(2,1), T(4),(2,2),(1,2), T(4),(2,1),(1,2), T(4),(1,2),(1,2).
Proof of Proposition 1.5: First suppose q = r = 2. Suppose that
(3.1) b and c are not equal to (1, 1), (1, n− 1), (n− 1, 1).
Then we will prove that T is of infinite type. Put
β ′1 = min(β1, 2), β
′
2 = min(β2, 2), γ
′
1 = min(γ1, 2) and γ
′
2 = min(γ2, 2).
Then the condition (3.1) is equivalent to
(β ′1, β
′
2), (γ
′
1, γ
′
2) 6= (1, 1), β1 + β2 − β
′
1 − β
′
2 ≤ n− 4, γ1 + γ2 − γ
′
1 − γ
′
2 ≤ n− 4.
Exchanging the roles of b and c if necessary, we have only to consider the following
six cases of ((β ′1, β
′
2), (γ
′
1, γ
′
2)):
(i) ((2, 2), (2, 2)), (ii) ((2, 2), (2, 1)), (iii) ((2, 1), (2, 1)),
(iv) ((2, 2), (1, 2)), (v) ((2, 1), (1, 2)), (vi) ((1, 2), (1, 2)).
Let ϕ : F8 → F2n denote the linear inclusion defined by ϕ(fi) = ei+n−4 for
i = 1, . . . , 8. Define subspaces W0, W
λ
1 (λ ∈ F
×), W2, W3 and W4 of F2n by
W0 = ϕ(V )⊕ U[n−4], W
λ
1 = ϕ(U
1,λ
+ )⊕ U[β1−β′1], W2 = ϕ(U
2
+)⊕ U[β1+β2−β′1−β′2],
W3 = ϕ(U
1
−)⊕ U[γ1−γ′1] and W4 = ϕ(U
2
−)⊕ U[γ1+γ2−γ′1−γ′2]
where U1,λ+ , U
2
+, U
1
− and U
2
− are defined in Lemma 3.7 for each cases (i) through (vi).
Then
mλ = (W0, W
λ
1 ⊂W2, W3 ⊂W4)
is an element of T(n),(β1,β2),(γ1,γ2). By lemma 2.7 and Lemma 3.7, we see that Gmλ ∋
mµ =⇒ λ = µ.
Next consider the case of q = 2 and r ≥ 3. Suppose that
b is not equal to (1, 1), (1, n− 1), (n− 1, 1).
Then we will prove that T = T(n),b,c is of infinite type.
If γ1 + γ2 + γ3 < n or γ3 > 1, then c
′ = (γ1 + γ2, γ3) is not equal to (1, 1), (1, n−
1), (n − 1, 1). So the assertion is reduced to the case of q = r = 2. On the other
hand if γ1 > 1, then c
′ = (γ1, γ2+ γ3) is not equal to (1, 1), (1, n− 1), (n− 1, 1). So
the assertion is also reduced to the case of q = r = 2. Thus we have only to consider
the remaining case that γ1+ γ2+ γ3 = n with γ1 = γ3 = 1. In this case, c
′ = (γ1, γ2)
is not equal to (1, 1), (1, n − 1), (n − 1, 1) because n ≥ 4. So the assertion is also
reduced to the case of q = r = 2.
The cases of 3 ≤ q ≤ r are similar. 
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3.5. Case of a = (n), b = (β) with 4 ≤ β ≤ n − 2. First we prepare lemmas for
G′ = O12(F). Consider F12 with the canonical basis f1, . . . , f12 and the symmetric
bilinear form ( , ) such that (fi, fj) = δi,13−j . Take isotropic subspaces
U+ = Ff1 ⊕ Ff2 ⊕ Ff3 ⊕ Ff4 ⊕ Ff5 ⊕ Ff6,
U− = Ff7 ⊕ Ff8 ⊕ Ff9 ⊕ Ff10 ⊕ Ff11 ⊕ Ff12
and V = F(f1 + f11)⊕ F(f2 − f12)⊕ F(f3 + f9)⊕ F(f4 − f10)
of F12. Note that the space V is written as
V = {u+ κ(u) | u ∈ W+}
whereW+ = Ff1⊕Ff2⊕Ff3⊕Ff4, W− = Ff9⊕Ff10⊕Ff11⊕Ff12 and κ : W+ → W−
is the linear bijection defined by
κ(f1) = f11, κ(f2) = −f12, κ(f3) = f9, and κ(f4) = −f10.
Define the alternating bilinear form 〈 , 〉 on W+ as in Section 3.4 and write
K0 = {k ∈ GL(W+) | 〈gu, gv〉 = 〈u, v〉 for u, v ∈ W+} (∼= Sp4(F)).
Define a subgroup K of G′ by
K =
{
ℓ
((
A 0
0 B
)) ∣∣∣ A ∈ K0, B ∈ GL2(F)}
where
ℓ(C) =
(
C 0
0 J6
tC−1J6
)
for C ∈ GL6(F).
Lemma 3.9. K = {g ∈ G′ | gU+ = U+, gU− = U−, gV = V }
Proof. Suppose that g ∈ G′ satisfies gU+ = U+ and gU− = U−. Then g = ℓ(C) with
some C ∈ GL6(F). Moreover suppose gV = V . Then g stabilizes W+ and W−. It
also stabilizes Ff5 ⊕ Ff6 = {v ∈ U+ | (v,W−) = {0}}. Hence we can write
g = ℓ
((
A 0
0 B
))
with some A ∈ GL4(F) and B ∈ GL2(F). Since the map A : W+ → W+ preserves
the alternating form 〈 , 〉, we have A ∈ K0. 
Lemma 3.10. Let mλ : U
1,λ
+ ⊂ U
2
+ ⊂ U
3
+ be one of the following four kinds of flags
(λ ∈ F×) with U ′+ = Ff1 ⊕ Ff2 ⊕ Ff3 ⊕ Ff5 ⊕ F(f4 + f6).
(i) F(λf1 + f3 + f5)⊕ F(f2 + f4 + f6) ⊂ Ff1 ⊕ Ff2⊕ F(f3 + f5)⊕ F(f4 + f6) ⊂ U+
(ii) F(λf1 + f3 + f5)⊕F(f2 + f4 + f6) ⊂ Ff1⊕Ff2⊕F(f3 + f5)⊕F(f4 + f6) ⊂ U ′+
(iii) F(λf1 + f3 + f5)⊕ F(f2 + f4 + f6) ⊂ Ff1⊕ F(f3 + f5)⊕ F(f2 + f4 + f6) ⊂ U ′+
(iv) F(λf1 + f3 + f5) ⊂ Ff1 ⊕ F(f3 + f5)⊕ F(f2 + f4 + f6) ⊂ U ′+
Suppose gU− = U−, gV = V and gmλ = mµ for some g ∈ G
′. Then we have
λ = µ.
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Proof. Since gV = V , we have g ∈ G′0 by Corollary 2.4. Since U
′
+ is five-dimensional,
the condition gU ′+ = U
′
+ implies gU+ = U+ by Proposition 2.6. So we may assume
g ∈ K.
(i) Since
W+ ∩ U
2
+ = W+ ∩ (Ff1 ⊕ Ff2 ⊕ F(f3 + f5)⊕ F(f4 + f6)) = Ff1 ⊕ Ff2,
we have g(Ff1 ⊕ Ff2) = Ff1 ⊕ Ff2. We also have g(Ff3 ⊕ Ff4) = Ff3 ⊕ Ff4 since
Ff3 ⊕ Ff4 is the orthogonal space of Ff1 ⊕ Ff2 with respect to the alternating form
〈 , 〉. Hence we can write
g = ℓ
A 0 00 B 0
0 0 C

with some A,B ∈ SL2(F) and C ∈ GL2(F). (Since g(F(f3 + f5) ⊕ F(f4 + f6)) =
F(f3+ f5)⊕F(f4+ f6), we also have B = C.) By the same argument as in the proof
of Lemma 3.7 (i), we can show λ = µ.
The assertion (ii) follows from (i).
(iii) The element g ∈ K stabilizes Ff1 and Ff1 ⊕ Ff2 ⊕ Ff3 since
W+ ∩ U
2
+ = W+ ∩ (Ff1 ⊕ F(f3 + f5)⊕ F(f2 + f4 + f6)) = Ff1
and since W+∩U
3
+ = Ff1⊕Ff2⊕Ff3. Since Ff3 = {v ∈ U+ | 〈v,Ff1⊕Ff2⊕Ff3〉 =
{0}}, we also have gFf3 = Ff3. Hence we have
gf1 = kf1 and gf3 = ℓf3
with some k, ℓ ∈ F×.
Let π : U+ = W+ ⊕ (Ff5 ⊕ Ff6) → W+ denote the canonical projection. Since g
stabilizes π(U2+) = Ff1 ⊕ Ff3 ⊕ F(f2 + f4), we can write
g(f2 + f4) = af1 + bf3 + c(f2 + f4)
with some a, b, c ∈ F. We have
1 = 〈f1, f2 + f4〉 = 〈gf1, g(f2 + f4)〉 = 〈kf1, af1 + bf3 + c(f2 + f4)〉 = kc
and
1 = 〈f3, f2 + f4〉 = 〈gf3, g(f2 + f4)〉 = 〈ℓf3, af1 + bf3 + c(f2 + f4)〉 = ℓc.
So we have k = ℓ = c−1.
Since gπ(U1,λ+ ) = π(U
1,µ
+ ), we have
g(λf1 + f3) ⊂ F(µf1 + f3)⊕ F(f2 + f4).
Since g(λf1 + f3) = k(λf1 + f3), we have λ = µ.
(iv) As is shown in (iii), we have gf1 = kf1 and gf3 = kf3 with some k ∈ F×.
Since gπ(U1,λ+ ) = π(U
1,µ
+ ), we have
g(λf1 + f3) ⊂ F(µf1 + f3).
Since g(λf1 + f3) = k(λf1 + f3), we have λ = µ. 
16 TOSHIHIKO MATSUKI
Lemma 3.11. Let mλ : U
1,λ
+ ⊂ U
2
+ ⊂ U
3
+ ⊂ U
4
+ be the flag defined by
U1,λ+ = F(λf1 + f3 + f5), U
2
+ = Ff1 ⊕ F(f3 + f5)⊕ F(f2 + f4 + f6),
U3+ = Ff1 ⊕ Ff2 ⊕ F(f3 + f5)⊕ F(f4 + f6) and U
4
+ = U+.
Suppose gU− = U−, gV = V and gmλ = mµ for some g ∈ G
′. Then we have λ = µ.
Proof. Since gU3+ = U
3
+, we have
g = ℓ
A 0 00 B 0
0 0 B

with some A,B ∈ SL2(F) as in the proof of Lemma 3.10 (i). Since gU2+ = U
2
+, we
have gFf1 = Ff1 and gF(f3 + f5) = F(f3 + f5). Hence
A =
(
a ∗
0 a−1
)
and B =
(
b ∗
0 b−1
)
with some a, b ∈ F×. On the other hand, since gF(f2 + f4 + f6) ⊂ U2+, we have
a−1 = b−1 and hence a = b. Since U1,µ+ = gU
1,λ
+ = F(aλf1 + af3 + af5) = U
1,λ
+ , we
have λ = µ. 
Corollary 3.12. Following five triple flag varieties of O12(F) are of infinite type.
T(6),(4),(2,2,2), T(6),(4),(2,2,1), T(6),(4),(2,1,2), T(6),(4),(1,2,2), T(6),(4),(1,2,1,2).
Suppose 4 ≤ β ≤ n − 2 (hence n ≥ 6). Let ϕ : F12 → F2n denote the linear
inclusion defined by ϕ(fi) = ei+n−6 for i = 1, . . . , 12. Write W0 = U[n−6]⊕ϕ(V ) and
W1 = U[β−4] ⊕ ϕ(U−).
3.5.1. Case of r = 3 and γ1 + γ2 + γ3 = n.
Proposition 3.13. Suppose γ1, γ2, γ3 ≥ 2. Then T(n),(β),(γ1,γ2,γ3) is of infinite type.
Proof. Define subspaces W2,λ, W3 and W4 of F2n by
W2,λ = U[γ1−2] ⊕ ϕ(F(λf1 + f3 + f5)⊕ F(f2 + f4 + f6)),
W3 = U[γ1+γ2−4] ⊕ ϕ(Ff1 ⊕ Ff2 ⊕ F(f3 + f5)⊕ F(f4 + f6))
and W4 = U[γ1+γ2+γ3−6] ⊕ ϕ(U+).
Then mλ = (W0, W1, W2,λ ⊂W3 ⊂W4) is an element of T(n),(β),(γ1 ,γ2,γ3). By Lemma
2.7 and Lemma 3.10 (i), we have Gmλ ∋ mµ =⇒ λ = µ. 
Corollary 3.14. Suppose c = (γ1, γ2, γ3) with γ1+γ2+γ3 = n. Then |G\T(n),(β),c| <
∞ =⇒
c = (1, k, n− k − 1), (k, 1, n− k − 1) or (k, n− k − 1, 1)
with some k.
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3.5.2. Case of r = 3 and γ1 + γ2 + γ3 < n.
Proposition 3.15. Suppose γ1 + γ2 + γ3 < n and
min(γ1, γ2) ≥ 2, min(γ1, γ3) ≥ 2 or min(γ2, γ3) ≥ 2.
Then T(n),(β),(γ1 ,γ2,γ3) is of infinite type.
Proof. (i) Case of min(γ1, γ2) ≥ 2. Define subspaces W2,λ, W3 and W4 of F2n by
W2,λ = U[γ1−2] ⊕ ϕ(F(λf1 + f3 + f5)⊕ F(f2 + f4 + f6)),
W3 = U[γ1+γ2−4] ⊕ ϕ(Ff1 ⊕ Ff2 ⊕ F(f3 + f5)⊕ F(f4 + f6))
and W4 = U[γ1+γ2+γ3−5] ⊕ ϕ(U
′
+).
Then mλ = (W0, W1, W2,λ ⊂W3 ⊂W4) is an element of T(n),(β),(γ1 ,γ2,γ3). By Lemma
2.7 and Lemma 3.10 (ii), we have Gmλ ∋ mµ =⇒ λ = µ.
(ii) Case of min(γ1, γ3) ≥ 2. Define subspaces W2,λ, W3 and W4 of F2n by
W2,λ = U[γ1−2] ⊕ ϕ(F(λf1 + f3 + f5)⊕ F(f2 + f4 + f6)),
W3 = U[γ1+γ2−3] ⊕ ϕ(Ff1 ⊕ F(f3 + f5)⊕ F(f2 + f4 + f6))
and W4 = U[γ1+γ2+γ3−5] ⊕ ϕ(U
′
+).
Then mλ = (W0, W1, W2,λ ⊂W3 ⊂W4) is an element of T(n),(β),(γ1 ,γ2,γ3). By Lemma
2.7 and Lemma 3.10 (iii), we have Gmλ ∋ mµ =⇒ λ = µ.
(iii) Case of min(γ2, γ3) ≥ 2. Define subspaces W2,λ, W3 and W4 of F2n by
W2,λ = U[γ1−1] ⊕ ϕ(F(λf1 + f3 + f5)),
W3 = U[γ1+γ2−3] ⊕ ϕ(Ff1 ⊕ F(f3 + f5)⊕ F(f2 + f4 + f6))
and W4 = U[γ1+γ2+γ3−5] ⊕ ϕ(U
′
+).
Then mλ = (W0, W1, W2,λ ⊂W3 ⊂W4) is an element of T(n),(β),(γ1 ,γ2,γ3). By Lemma
2.7 and Lemma 3.10 (iv), we have Gmλ ∋ mµ =⇒ λ = µ. 
Corollary 3.16. Suppose c = (γ1, γ2, γ3) with γ1+γ2+γ3 < n. Then |G\T(n),(β),c| <
∞ =⇒
c = (1, 1, k), (1, k, 1) or (k, 1, 1)
with some k.
3.5.3. Case of r = 4 and γ1 + γ2 + γ3 + γ4 = n.
Proposition 3.17. Suppose γ1 + γ2 + γ3 + γ4 = n and min(γi, γj) ≥ 2 with some
1 ≤ i < j ≤ 4. Then T(n),(β),(γ1,γ2,γ3,γ4) is of infinite type.
Proof. The cases of (i, j) = (1, 2), (1, 3) and (2, 3) are reduced to Proposition 3.15.
The case of (i, j) = (1, 4) is reduced to Proposition 3.13 if we consider c′ = (γ1, γ2+
γ3, γ4). The case of (i, j) = (3, 4) is also reduced to Proposition 3.13 if we consider
c′ = (γ1 + γ2, γ3, γ4).
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So we have only to consider the case of (i, j) = (2, 4). Define subspacesW2,λ, W3, W4
and W5 of F2n by
W2,λ = U[γ1−1] ⊕ ϕ(F(λf1 + f3 + f5)),
W3 = U[γ1+γ2−3] ⊕ ϕ(Ff1 ⊕ F(f3 + f5)⊕ F(f2 + f4 + f6))
W4 = U[γ1+γ2−4] ⊕ ϕ(Ff1 ⊕ Ff2 ⊕ F(f3 + f5)⊕ F(f4 + f6))
and W5 = U[γ1+γ2+γ3+γ4−6] ⊕ ϕ(U+).
Then mλ = (W0, W1, W2,λ ⊂ W3 ⊂ W4 ⊂ W5) is an element of T(n),(β),(γ1,γ2,γ3,γ4).
By Lemma 2.7 and Lemma 3.11, we have Gmλ ∋ mµ =⇒ λ = µ. 
Corollary 3.18. Suppose c = (γ1, γ2, γ3, γ4) with γ1 + γ2 + γ3 + γ4 = n. Then
|G\T(n),(β),c| <∞ =⇒
c = (1, 1, 1, n− 3), (1, 1, n− 3, 1), (1, n− 3, 1, 1) or (n− 3, 1, 1, 1).
3.5.4. Case of r = 4 and γ1 + γ2 + γ3 + γ4 < n.
Proposition 3.19. Suppose γ1+γ2+γ3+γ4 < n and γi ≥ 2 with some i = 1, 2, 3, 4.
Then T(n),(β),(γ1 ,γ2,γ3,γ4) is of infinite type.
Proof. If γi ≥ 2 for i = 1 or 2, then |G\T(n),(β),(γ1,γ2,γ3+γ4)| =∞ by Proposition 3.15
(ii) or (iii), respectively. If γi ≥ 2 for i = 3 or 4, then |G\T(n),(β),(γ1+γ2,γ3,γ4)| =∞ by
Proposition 3.15 (i) or (ii), respectively. 
Corollary 3.20. Suppose c = (γ1, γ2, γ3, γ4) with γ1 + γ2 + γ3 + γ4 < n. Then
|G\T(n),(β),c| <∞ =⇒ c = (1, 1, 1, 1).
3.5.5. Case of r ≥ 5.
Proposition 3.21. Suppose r ≥ 5. Then T(n),(β),c is of infinite type.
Proof. (A) Case of γi ≥ 2 for some i = 1, 2, 3, 4. We have |G\T(n),(β),(γ1,γ2,γ3,γ4)| =∞
by Proposition 3.19. So we have |G\T(n),(β),c| =∞.
(B) Case of γ5 ≥ 2. We have |G\T(n),(β),(γ1+γ2,γ3,γ4,γ5)| = ∞ by Proposition 3.17.
So we have |G\T(n),(β),c| =∞.
(C) Case of γ1 = γ2 = γ3 = γ4 = γ5 = 1. Since |G\T(n),(β),(2,1,1,1)| = ∞ by
Proposition 3.19, we have |G\T(n),(β),(15)| =∞. 
3.6. Proof of Proposition 1.6 (ii). Consider F6 with the canonical basis f1, . . . , f6
and the symmetric bilinear form ( , ) such that (fi, fj) = δi,7−j. Write G
′ = O6(F)
and G′0 = SO6(F). Define triple flags mλ = (V, U
1
− ⊂ U
2
−, U
1
+ ⊂ U
2,λ
+ ) ∈ T(3),(1,1),(1,1)
for λ ∈ F× by
U1− = Ff4, U
2
− = Ff4 ⊕ Ff5, V = F(f2 + f4)⊕ F(f3 − f5)⊕ Ff6,
U1+ = F(f1 + f3) and U
2,λ
+ = F(f1 + f3)⊕ F(λf2 + f3).
Lemma 3.22. If G′mλ ∋ mµ, then λ/µ ∈ (F×)2.
ORTHOGONAL MULTIPLE FLAG VARIETIES 19
Proof. Suppose gmλ = mµ for some g ∈ G
′. Since gV = V , we have g ∈ G′0 by
Corollary 2.4. Since U+ = Ff1 ⊕ Ff2 ⊕ Ff3 and U− = Ff4 ⊕ Ff5 ⊕ Ff6 are maximal
isotropic subspaces of F6 containing U2,λ+ and U
2
−, respectively, we have
gU+ = U+ and gU− = U−
by Proposition 2.6. Since Ff1 is the orthogonal space of U2− in U+, we have gFf1 =
Ff1. On the other hand, g preserves U+ ∩ (V + U−) = Ff2 ⊕ Ff3. So we can write
g = ℓ
((
c 0
0 A
))
with some c ∈ F× and A ∈ GL2(F). Since gV = V , we have A ∈ SL2(F). Since
gU1− = U
1
−, we have
A =
(
a x
0 a−1
)
with some a ∈ F× and x ∈ F. Since gU1+ = U
1
+, we have c = a
−1 and x = 0. Hence
we have
g = ℓ
c 0 00 c−1 0
0 0 c
 .
Since gU2,λ+ = U
2,µ
+ , we have
g(λf2 + f3) = λc
−1f2 + cf3 ∈ U
2,µ
+ .
Hence we have λ/µ = c2 ∈ (F×)2. 
Now we prove Proposition 1.6 (ii): Define a linear inclusion ϕ : F6 → F2n
by ϕ(fi) = ei+n−3. Define triple flags nλ = (W0, W1 ⊂ W2, W3 ⊂ W4,λ) ∈
T(n),(β1,β2),(γ1,γ2) by
W0 = U[n−3] ⊕ ϕ(V ), W1 = U[β1−1] ⊕ ϕ(U
1
−), W2,λ = U[β1+β2−2] ⊕ ϕ(U
2
−)
W3 = U[γ1−1] ⊕ ϕ(U
1
+) and W4,λ = U[γ1+γ2−2] ⊕ ϕ(U
2,λ
+ ).
Then we have Gnλ ∋ nµ =⇒ λ/µ ∈ (F×)2 by Lemma 2.7 and Lemma 3.22. 
3.7. Proof of Proposition 1.6 (iii). Consider F10 with the canonical basis f1, . . . , f10
and the symmetric bilinear form ( , ) such that (fi, fj) = δi,11−j. Write G
′ = O10(F)
and G′0 = SO10(F). Define triple flags mλ = (V, U−, U
1
+ ⊂ U
2,λ
+ ⊂ U
3
+ ⊂ U
4
+) ∈
T(5),(3),(1,1,1,1) for λ ∈ F× by
V = Ff3 ⊕ F(f4 + f6)⊕ F(f5 − f7)⊕ Ff9 ⊕ Ff10, U− = Ff6 ⊕ Ff7 ⊕ Ff8,
U1+ = F(f1 + f2 + f3 + f5), U
2,λ
+ = F(f1 + f2 + f3 + f5)⊕ F(λf4 + f1 + f5),
U3+ = Ff4 ⊕ F(f1 + f5)⊕ F(f2 + f3) and U
4
+ = Ff4 ⊕ Ff1 ⊕ Ff5 ⊕ F(f2 + f3).
Lemma 3.23. If G′mλ ∋ mµ, then λ/µ ∈ (F×)2.
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Proof. Suppose gmλ = mµ for some g ∈ G
′. Since gV = V , we have g ∈ G′0 by
Corollary 2.4. Since U+ = Ff1 ⊕ Ff2 ⊕ Ff3 ⊕ Ff4 ⊕ Ff5 is a maximally isotropic
subspace of F10 containing U4+, we have gU+ = U+ by Proposition 2.6.
Since Ff1 ⊕ Ff2 is the orthogonal space of U− in U+, we have
(3.2) g(Ff1 ⊕ Ff2) = Ff1 ⊕ Ff2.
Since V ∩ U+ = Ff3, we have
(3.3) g(Ff3) = Ff3.
Since (V ⊕ U−) ∩ U+ = Ff3 ⊕ Ff4 ⊕ Ff5, we have
(3.4) g(Ff3 ⊕ Ff4 ⊕ Ff5) = Ff3 ⊕ Ff4 ⊕ Ff5.
By (3.2), (3.3) and (3.4), we have
g|U+ =
A 0 00 c ∗
0 0 B

with some c ∈ F× and A,B ∈ GL2(F). Since gV = V , we have B ∈ SL2(F).
Since gU4+ = U
4
+, we have
g|U+ =

a ∗ 0 0
0 c 0 0
0 0 c 0
0 0 0 B

with a, c ∈ F× and B ∈ SL2(F). Since gU3+ = U
3
+, we have
g|U+ =

a 0 0 0 0
0 c 0 0 0
0 0 c 0 0
0 0 0 a−1 ∗
0 0 0 0 a
 .
Since gU1+ = U
1
+, we have g|U+ = diag(a, a, a, a
−1, a). Since gU2,λ+ = U
2,µ
+ , we have
g(λf4 + f1 + f5) = λa
−1f4 + af1 + af5 ∈ U
2,µ
+ .
Hence λ/µ = a2 ∈ (F×)2. 
Now we prove Proposition 1.6 (iii): Define a linear inclusion ϕ : F10 → F2n by
ϕ(fi) = ei+n−5. Define triple flags nλ = (W0, W1, W2 ⊂ W3,λ ⊂ W4 ⊂ W5) ∈
T(n),(β),(γ1 ,γ2,γ3,γ4) by
W0 = U[n−5] ⊕ ϕ(V ), W1 = U[β−3] ⊕ ϕ(U−), W2 = U[γ1−1] ⊕ ϕ(U
1
+)
W3,λ = U[γ1+γ2−2] ⊕ ϕ(U
2,λ
+ ), W4 = U[γ1+γ2+γ3−3] ⊕ ϕ(U
3
+)
and W5 = U[γ1+γ2+γ3+γ4−4] ⊕ ϕ(U
4
+).
Then we have Gnλ ∋ nµ =⇒ λ/µ ∈ (F×)2 by Lemma 2.7 and Lemma 3.23. 
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4. Triple flag varieties of finite type
We have only to prove the following three propositions to prove that triple flag
varieties in (III-3) and (III-4) are of finite type because
gV ′ = V ′ =⇒ gV = V
for g ∈ G0 and a flag V
′ ⊂ V of n− 1 and n dimensional isotropic subspaces V ′ and
V by Corollary 2.4. (We exchange the roles of a and c.)
For a triple a = (α1, α2, α3) of positive integers, write |a| = α1 + α2 + α3.
Proposition 4.1. If a = (α1, α2, α3) satisfies one of the following five conditions,
then the triple flag variety Ta,(β),(n) is of finite type.
(i) |a| = n and α1 = 1.
(ii) |a| = n and α2 = 1.
(iii) α1 = α2 = 1.
(iv) α2 = α3 = 1.
(v) α1 = α3 = 1.
Proposition 4.2. The triple flag variety T(1,1,1,n−3),(β),(n) is of finite type.
Proposition 4.3. If |F×/(F×)2| < ∞, then the triple flag variety T(1,1,1,1),(β),(n) is
of finite type.
We have only to prove the following four propositions to prove that triple flag
varieties in (I-1), (I-2) and (II) are of finite type.
Proposition 4.4. The triple flag varieties T(1n),(n−1),(n) and T(1n),(1,n−1),(n) are of
finite type.
Proposition 4.5. (i) If β ≤ 2, then the triple flag variety T(1n),(β),(n) is of finite
type.
(ii) If |F×/(F×)2| <∞, then the triple flag varieties T(1n),(3),(n) is of finite type.
(iii) If r ≥ 4 and γ1+γ2+γ3+γ4 = n, then the triple flag variety T(γ1,γ2,γ3,γ4),(3),(n)
is of finite type.
Proposition 4.6. (i) If |F×/(F×)2| <∞, then the triple flag variety T(1n),(1,1),(n) is
of finite type.
(ii) The triple flag variety T(γ1,n−γ1),(1,1),(n) is of finite type.
Proposition 4.7. If |F×/(F×)2| < ∞, then the triple flag variety T(β,n−β),(1),(1n) is
of finite type.
In order to prove these propositions, we prepare in the next section technical tools
which were introduced in [M15] Section 3.
5. Review of technical results in [M15]
In this section, we will prepare notations and technical results given in [M15]
which are also valid in the even-degree case with a slight modification.
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5.1. Normalization of U+ and U−. For i ∈ I = {1, . . . , 2n}, write i = 2n+ 1− i.
Let U+ and U− be α and β-dimensional isotropic subspaces of F2n, respectively.
Define subspaces
W0 = U+ ∩ U−, W+ = U+ ∩ U
⊥
− and W− = U− ∩ U
⊥
+
of F2n. Write a0 = dimW0, a+ = dimW+ − a0 and a− = dimW− − a0. Since the
bilinear form ( , ) is nondegenerate on the pair (U+/W+, U−/W−), we have
α− a0 − a+ = β − a0 − a−.
Put a1 = α− a0 − a+ = β − a0 − a− and d = a0 + a+ + a−. Define subspaces
W(0) = Fe1 ⊕ · · · ⊕ Fea0 , W(+) = Fea0+1 ⊕ · · · ⊕ Fea0+a+ ,
W(−) = Fea0+a++1 ⊕ · · · ⊕ Fed, U(+) = Fed+1 ⊕ · · · ⊕ Fed+a1
and U(−) = Fed+a1 ⊕ · · · ⊕ Fed+1 = Fed′+1 ⊕ · · · ⊕ Fed′+a1
of F2n where d′ = d+ a1 − 1 = 2n− d− a1.
Proposition 5.1. (Proposition 3.6 in [M15]) There exists an element g ∈ G such
that
gU+ = W(0) ⊕W(+) ⊕ U(+) and that gU− = W(0) ⊕W(−) ⊕ U(−).
So we may assume
U+ = W(0) ⊕W(+) ⊕ U(+) and U− = W(0) ⊕W(−) ⊕ U(−)
in the following. Hence we have
W0 =W(0), W+ =W(0) ⊕W(+) and W− =W(0) ⊕W(−).
Write
R = {g ∈ G | gU+ = U+ and gU− = U−}.
5.2. Invariants of the R-orbit of V ∈ M = M(n). In order to describe G-orbits
on the triple flag variety T(α),(β),(n), we have only to describe R-orbits of maximally
isotropic subspaces for each (U+, U−) in the previous subsection.
Let V be a maximal isotropic subspace in F2n. Then the following b1, . . . , b11 are
clearly invariants of the R-orbit of V .
b1 = dim(W0 ∩ V ), b2 = a0 − b1,
b3 = dim(W+ ∩ V )− b1, b4 = dim(W− ∩ V )− b1,
b5 = dim(U+ ∩ V )− b1 − b3, b6 = dim(U− ∩ V )− b1 − b4,
b7 = dim(W ∩ V )− b1 − b3 − b4,
b8 = dim((W+ + U−) ∩ V )− dim(W ∩ V )− b6,
b9 = dim((U+ +W−) ∩ V )− dim(W ∩ V )− b5,
b10 = a+ − b3 − b7 − b8, b11 = a− − b4 − b7 − b9.
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We will deduce the remaining essential invariants from
X = X(V ) = (U+ + U−) ∩ V.
(Note that we don’t need X ′ = X⊥ in the even-degree case because X⊥ = X .) Write
W =W++W− = W(0)⊕W(+)⊕W(−). Consider the projection π : W
⊥ → π(W⊥) =
W⊥/W . Then π(W⊥) is decomposed as
π(W⊥) = π(U+)⊕ π(U−)⊕ π(Z)
where Z = (U+ + U−)
⊥ ⊂W⊥. Put a2 = n− d− a1. Then
dim π(Z) = 2a2 and dimZ = 2a2 + d.
Let π+, π− and πZ denote the projections of W
⊥ onto π(U+), π(U−) and π(Z),
respectively.
Lemma 5.2. (Lemma 3.8 in [M15]) a1 − dim π(X) = a2 − dim π(Z ∩ V ).
The bilinear form ( , ) naturally induces a nondegenerate bilinear form onW⊥/W .
It is nondegenerate on the pair (π(U+), π(U−)) ∼= (U+/W+, U−/W−) ∼= (U(+), U(−)).
Put
X0 = ((U+ +W−) ∩ V ) + ((W+ + U−) ∩ V ).
For v ∈ X , write v = v+ + v− with v+ ∈ U+ +W− and v− ∈ W+ + U−. Then π(v+)
is uniquely defined from v. Define a subspace
X1 = X1(V ) = {v ∈ X | (v+, X) = {0}}
of X .
Lemma 5.3. (Lemma 3.9 in [M15]) X0 ⊂ X1.
Put b12 = dimX1 − dimX0 and b15 = dimX − dimX1.
Lemma 5.4. (Lemma 3.10 in [M15]) The projections π+ and π− induce bijections
X/X0
∼
→ π+(X)/π+(X0) and X/X0
∼
→ π−(X)/π−(X0),
respectively.
Corollary 5.5. (Corollary 3.11 in [M15]) b12 ≤ a1 − dim π(X).
Put b13 = a1 − dim π(X)− b12 and b14 = a2 − b12 − b13. Then b14 = dim π(Z ∩ V )
by Lemma 5.2. By the definition of X1, the bilinear form ( , ) is nondegenerate on
the pair (π+(X)/π+(X1), π−(X)/π−(X1)). By Lemma 5.4, there exists a bijection
ξ : π+(X)/π+(X1)
∼
→ π−(X)/π−(X1)
induced by π−|X ◦ π+|
−1
X . Define a bilinear form 〈 , 〉 on π+(X)/π+(X1) by
〈u, v〉 = (u, ξ(v)) for u, v ∈ π+(X).
(This is well-defined since (u, ξ(v)) = 0 if u or v is contained in π+(X1).)
Lemma 5.6. (Lemma 3.12 in [M15]) For u, v ∈ X, we have 〈π+(u), π+(v)〉 =
−〈π+(v), π+(u)〉.
Corollary 5.7. (Corollary 3.13 in [M15]) b15 is even.
24 TOSHIHIKO MATSUKI
Summarizing the arguments in this subsection, we have:
Proposition 5.8. (Proposition 3.14 in [M15]) The invariants b1, . . . , b15 for V sat-
isfy following equalities. (b15 is even.)
a0 = b1 + b2,(5.1)
a+ = b3 + b7 + b8 + b10,(5.2)
a− = b4 + b7 + b9 + b11,(5.3)
a1 = b5 + b6 + b8 + b9 + 2b12 + b13 + b15,(5.4)
a2 = b12 + b13 + b14(5.5)
5.3. Representative of the R-orbit of V . Conversely suppose that nonnegative
numbers b1, . . . , b15 satisfy the equalities in Proposition 5.8. Then we define a max-
imally isotropic subspace
V (b1, . . . , b15) =
15⊕
j=1
V(j)
as follows.
Define subsets I(j) of I for j = 1, . . . , 15 by I(j) = {i(j, 1), . . . , i(j, bj)} where
i(1, k) = k, i(2, k) = b1 + k, i(3, k) = a0 + k, i(4, k) = a0 + a+ + k,
i(5, k) = d+ k, i(6, k) = d′ + k, i(7, k) = a0 + b3 + k,
i(8, k) = a0 + b3 + b7 + k, i(9, k) = a0 + a+ + b4 + b7 + k,
i(10, k) = a0 + a+ − b10 + k, i(11, k) = d− b11 + k
i(12, k) = d+ b5 + b9 + k, i(13, k) = d+ b5 + b9 + b12 + b15 + k,
i(14, k) = d+ a1 + k and i(15, k) = d+ b5 + b9 + b12 + k.
For j ∈ J1 = {1, 2, 3, 4, 5, 6, 10, 11, 14}, put U(j) =
⊕
i∈I˜(j)
Fei where I˜(j) = I(j) ⊔ I(j)
and define maximally isotropic subspaces V(j) of U(j) by
V(j) =
{⊕
i∈I(j)
Fei if j = 1, 3, 4, 5, 6, 14,⊕
i∈I(j)
Fei if j = 2, 10, 11.
Define maps ηj : I(j) → I for j ∈ J2 = {7, 8, 9, 13} by
η7(i(7, k)) = a0 + a+ + b4 + k, η8(i(8, k)) = d
′ + b6 + k,
η9(i(9, k)) = d+ b5 + k and η13(i(13, k)) = d+ a1 + b14 + b12 + k
for k = 1, . . . , bj . For j ∈ J2, put U(j) =
⊕
i∈I˜(j)
Fei where
I˜(j) = I(j) ⊔ ηj(I(j)) ⊔ I(j) ⊔ ηj(I(j)).
Define maximally isotropic subspaces V(j) = V
1
(j) ⊕ V
2
(j) of U(j) for j ∈ J2 by
V 1(j) =
⊕
i∈I(j)
F(ei + eηj (i)) and V
2
(j) =
⊕
i∈I(j)
F(ei − eηj(i)).
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Define maps κ, λ : I(12) → I by
κ(i(12, k)) = d′ + b6 + b8 + k and λ(i(12, k)) = d+ a1 + b14 + k
for k = 1, . . . , b12. Put U(12) =
⊕
i∈I˜(12)
Fei where
I˜(12) = I(12) ⊔ κ(I(12)) ⊔ λ(I(12)) ⊔ I(12) ⊔ κ(I(12)) ⊔ λ(I(12)).
Define a maximally isotropic subspace V(12) = V
1
(12) ⊕ V
2
(12) ⊕ V
3
(12) of U(12) by
V 1(12) =
⊕
i∈I(12)
F(ei + eκ(i)), V 2(12) =
⊕
i∈I(12)
F(ei + eλ(i))
and V 3(12) =
⊕
i∈I(12)
F(ei − eκ(i) − eλ(i)).
Put U(15) = (
⊕
i∈I15⊔I(15)
Fei) and define a map
η15(i(15, k)) = d
′ + b6 + b8 + b12 + b13 + k
for k = 1, . . . , b15. Put
I+(15) = {i(15, 1), . . . , i(15,
b15
2
)}.
Then we define a maximally isotropic subspace V(15) of U(15) by
V(15) =
⊕
i∈I+
(15)
(F(ei + eη15(i))⊕ F(ei − eη15(i))).
(We see that the definition of V(15) becomes much simpler in the even-degree case
than V ε(15) in [M15].) We can prove the following theorem in the same way as in
[M15] Section 3.6.
Theorem 5.9. (Theorem 3.15 in [M15]) Let V be a maximally isotropic subspace
of F2n. Define the numbers b1, . . . , b15 as in Section 5.2. Then the R-orbit of V
contains the representative
V (b1, . . . , b15).
5.4. Construction of elements in RV . Assume V = V (b1, . . . , b15). As in [M15],
we can construct elements in RV = {g ∈ R | gV = V } as follows.
Lemma 5.10. (Lemma 3.18 in [M15]) For j = 1, . . . , 14, let A = {ai,k}|i,k∈I(j) be
an invertible matrix with the inverse matrix A−1 = {bi,k}. Then we can construct
an element h = h(j)(A) of RV such that :
(i) If j ∈ J1 = {1, 2, 3, 4, 5, 6, 10, 11, 14}, then
hek =
∑
i∈I(j)
ai,kei, hek =
∑
i∈I(j)
bk,iei
for k ∈ I(j) and heℓ = eℓ for ℓ ∈ I − I˜(j).
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(ii) If j ∈ J2 = {7, 8, 9, 13}, then
hek =
∑
i∈I(j)
ai,kei, heηj(k) =
∑
i∈I(j)
ai,keηj(i), hek =
∑
i∈I(j)
bk,iei, heηj(k) =
∑
i∈I(j)
bk,ieηj (i)
for k ∈ I(j) and heℓ = eℓ for ℓ ∈ I − I˜(j).
(iii) If j = 12, then
hek =
∑
i∈I(12)
ai,kei, heκ(k) =
∑
i∈I(12)
ai,keκ(i), heλ(k) =
∑
i∈I(12)
ai,keλ(i),
hek =
∑
i∈I(12)
bk,iei, heκ(k) =
∑
i∈I(12)
bk,ieκ(i), heλ(k) =
∑
i∈I(12)
bk,ieλ(i)
for k ∈ I(12) and heℓ = eℓ for ℓ ∈ I − I˜(12).
Next we prepare elements in RV constructed in [M13] for U(15). Define an alter-
nating form 〈 , 〉 on F2m with the canonical basis f1, . . . , f2m by
〈fk, fℓ〉 =
{
−δk,2m+1−ℓ if k ≤ m,
δk,2m+1−ℓ if k > m.
Then we can define a subgroup Sp′2m(F) (∼= Sp2m(F)) of GL2m(F) by
Sp′2m(F) = {g ∈ GL2m(F) | 〈gu, gv〉 = 〈u, v〉 for u, v ∈ F
2m}.
Write U(15) = U
+
(15) ⊕ U
−
(15) with
U+ = U(15) ∩ U+ =
⊕
i∈I(15)
Fei and U− = U(15) ∩ U− =
⊕
i∈I(15)
Fei.
Then we can define a bijection ξ : U+(15) → U
−
(15) by the condition
ξ(u) = v ⇐⇒ u+ v ∈ V(15).
Define a bilinear form 〈 , 〉 on U+(15) by
〈u, v〉 = (u, ξ(v)).
Then the form 〈 , 〉 is alternating and nondegenerate. By the definition of V(15), we
have
〈ei(15,k), ei(15,ℓ)〉 =
{
−δk,b15+1−ℓ if k ≤ b15/2,
δk,b15+1−ℓ if k > b15/2.
Put m = b15/2 and define an injective linear map ϕ : F2m → U+(15) by ϕ(fk) = ei(15,k).
Clearly we have the following lemma.
Lemma 5.11. For A ∈ Sp′b15(F), we can define an element h = h(15)(A) of RV such
that
hϕ(fk) = ϕ(Afk), hξ(ϕ(fk)) = ξ(ϕ(Afk))
and that hu = u for u ∈ U⊥(15) =
⊕14
j=1U(j).
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Figure 5.1. Diagram of I+
The index set I+ = {i ∈ I | ei ∈ U+} is decomposed as
I+ =
⊔
j∈I+
I(j)
where I+ = {1, 2, 3, 7, 8, 10, 5, 9, 12, 13, 15, 12, 8, 6} and I(6) = I(6), I(8) = η8(I(8))
and I(12) = κ(I(12)). Correspondingly U+ is decomposed as
U+ =
⊕
j∈I+
U+(j)
where U+(j) =
⊕
i∈I(j)
Fei = Fei(j,1)⊕· · ·⊕Fei(j,dimU+
(j)
), i(6, k) = i(6, b6 + 1− k), i(8, k) =
η8(i(8, b8 + 1− k) and i(12, k) = κ(i(12, b12 + 1− k).
Consider the diagram of I+ in Figure 5.1. We define a partial order j ≺ j
′ for
j, j′ ∈ I+ if there exists a sequence j0, j1, . . . , jk in I+ such that
j = j0 ←− j1 ←− · · · ←− jk = j
′.
For example, 1 ≺ j for all j ∈ I+ − {1} and j ≺ 6 for all j ∈ I+ − {6}.
Lemma 5.12. (Lemma 3.21 in [M15]) (i) Suppose that j ≺ j′ for j, j′ ∈ I+ and
that
(j, j′) /∈ {(8, 12), (8, 15), (12, 15), (15, 12), (15, 8), (12, 8)}.
Then for i ∈ I(j), k ∈ I(j′) and µ ∈ F, there exists an element g = gi,k(µ) ∈ RV such
that
gek = ek + µei and that geℓ = eℓ for ℓ ∈ I+ − {k}.
(ii) For i ∈ I(8), k ∈ I(12) and µ ∈ F, there exists an element g = gi,k(µ) ∈ RV
such that
gek = ek + µei, geη8(i) = eη8(i) − µeκ(k)
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and that geℓ = eℓ for ℓ ∈ I+ − {k, η8(i)}.
(iii) For i ∈ I(12), k ∈ I(15) and µ ∈ F, there exists an element g = gi,k(µ) ∈ RV
such that
gek = ek + µei, geκ(i) = eκ(i) − µeη15(k)
and that geℓ = eℓ for ℓ ∈ I+ − {k, κ(i)}.
(iv) For i ∈ I(8), k ∈ I(15) and µ ∈ F, there exists an element g = gi,k(µ) ∈ RV
such that
gek = ek + µei, geη8(i) = eη8(i) − µeη15(k)
and that geℓ = eℓ for ℓ ∈ I+ − {k, η8(i)}.
Lemma 5.13. For k ∈ I+ − I(1) and u ∈ U
+
(1), there exists an element g ∈ RV such
that
g(ek + u) = ek
and that geℓ = eℓ for ℓ ∈ I+ − {k}.
Proof. Write u = λ1e1 + · · ·+ λb1eb1 . Then the product g =
∏b1
i=1 gi,k(−λi) satisfies
the desired condition. 
By using Lemma 5.12, we gave the following two lemmas in [M15].
Lemma 5.14. (Lemma 3.22 in [M15]) Let k be an index in I(6). Then for any
element u in
⊕
i∈I+−I(6)
Fei, there exists a g ∈ RV such that g(ek+ u) = ek and that
geℓ = eℓ for ℓ ∈ I+ − {k}.
Lemma 5.15. (Lemma 3.23 in [M15]) Let k be an index in I(8). Then for any
element u in
⊕
i∈I+−I(8)−I(6)
Fei, there exists a g ∈ RV such that g(ek + u) = ek and
that geℓ = eℓ for ℓ ∈ I+ − I(12) − I(15) − {k}.
Similarly we also have:
Lemma 5.16. Let k be an index in I(12). Then for any element u in⊕
i∈I+−I(12)−I(8)−I(6)
Fei, there exists a g ∈ RV such that g(ek + u) = ek and that
geℓ = eℓ for ℓ ∈ I+ − I(15) − {k}.
We can prove the following by the same arguments as in Section 4 of [M15].
Proposition 5.17. |RV \Mγ1(U+)| < ∞ where Mγ1(U+) is the Grassmann variety
consisting of γ1-dimensional subspaces in U+.
Corollary 5.18. The triple flag variety T(γ1,γ2),(β),(n) is of finite type.
6. Proof of Proposition 4.1
6.1. Reduction of flags in U+. For any subset J of I+, let pJ denote the canonical
projection of U+ onto
⊕
i∈J Fei defined by
pJ(
∑
i∈I+
xiei) =
∑
i∈J
xiei.
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For a subset {j1, . . . , jk} of I+, write
U+(j1,...,jk) = U
+
(j1)
⊕ · · · ⊕ U+(jk) and I(j1,...,jk) = I(j1) ⊔ · · · ⊔ I(jk).
For j ∈ I+ and ℓ with 0 ≤ ℓ ≤ dimU
+
(j), define a subset I(j)(ℓ) = {i(j, 1), . . . , i(j, ℓ)}
of I(j) and a subspace
U+,ℓ(j) =
⊕
i∈I(j)(ℓ)
Fei = Fei(j,1) ⊕ · · · ⊕ Fei(j,ℓ)
of U+(j). For a subset {j1, . . . , jk} of I+ and ℓ1, . . . , ℓk with 0 ≤ ℓt ≤ dimU
+
(jt)
(1 ≤
t ≤ k), write
U+,ℓ1,...,ℓk(j1,...,jk) = U
+,ℓ1
(j1)
⊕ · · · ⊕ U+,ℓk(jk) .
Let U1+ ⊂ · · · ⊂ U
m
+ be a flag in U+. Put s0,j = dim(U
j
+ ∩ U
+
(1)) for j = 1, . . . , m.
Then we can take an h0 = h(1)(A) ∈ RV with some A ∈ GLb1(F) such that
h0U
j
+ ∩ U
+
(1) = U
+,s0,j
(1)
for j = 1, . . . , m by Lemma 5.10. We can write
h0U
j
+ = U
+,s0,j
(1) ⊕ Fv1 ⊕ · · · ⊕ Fvd(j)
with some linearly independent vectors v1, . . . , vd(m) in U
m
+ . Let W be a subspace of
U+ such that
v1, . . . , vd(m) ∈ W
and that U+ = U
+
(1) ⊕W . Write W =
∑
k∈I+−I(1)
F(ek + uk) with uk ∈ U+(1). Then
we have g(k) ∈ RV such that
g(k)(ek + uk) = ek
and that geℓ = eℓ for ℓ ∈ I+ − {k} by Lemma 5.13. Then the product g0 =∏
k∈I+−I(1)
g(k) satisfies
g0W = U
′
where U ′ =
⊕
i∈I+−I(1)
Fei. Hence we have
g0h0U
j
+ = S0,j ⊕ U
+,s0,j
(1)
with S0,j = g0(Fv1 ⊕ · · · ⊕ Fvd(j)) ⊂ U ′.
Put s1,j = dim pI(6)S0,j for j = 1, . . . , m. Then there exists an h1 = h(6)(A) ∈ RV
with some A ∈ GLb6(F) such that
pI(6)h1S0,j = U
+,s1,j
(6)
=
⊕
i∈I(6)(s1,j)
Fei
by Lemma 5.10. Put U ′′ =
⊕
i∈I+−I(1)−I(6)
Fei. Then we can write
h1U
1
+ = (h1S0,j ∩ U
′′)⊕ (
⊕
i∈I(6)(s1,j)
Fvi)
with vectors vi ∈ ei + U
′′ for i ∈ I(6)(s1,m).
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By Lemma 5.14, we can take a g1 ∈ RV such that
g1vi = ei for all i ∈ I(6)(s1,m).
and that g1 acts trivially on U
+
(1) ⊕ U
′′. Thus we have
g1h1S0,j = S1,j ⊕ U
+,s1,j
(6)
and g1h1g0h0U
j
+ = S1,j ⊕ U
+,s1,j ,s0,j
(6,1)
where S1,j = S0,j ∩ U
′′.
Put s2,j = dim pI(8)S1,j . Then there exists an h2 = h(8)(A) ∈ RV with some
A ∈ GLb8(F) such that
pI(8)h2S1,j = U
+,s2,j
(8)
=
⊕
i∈I((8)(s2,j)
Fei
by Lemma 5.10.
Put U ′′′ =
⊕
i∈I−I(1)−I(6)−I(8)
Fei. Then we can write
h2S1,1 = (h2S1,1 ∩ U
′′′)⊕ (
⊕
i∈I(8)(s2,j)
Fvi)
with vectors vi ∈ ei +U
′′′ for i ∈ I(8)(s2,j). By Lemma 5.15, we can take an element
g2 ∈ RV such that
g2vi = ei for all i ∈ I(8)(s2,j)
and that g2eℓ = eℓ for ℓ ∈ I+ − I(15) − I(12) − I(8)(s2,j). Thus we have
g2h2S1,j = S2,j ⊕ U
+,s2,j
(8)
and g2h2g1h1g0h0U
j
+ = S2,j ⊕ U
+,s2,j ,s1,j ,s0,j
(8,6,1)
where S2,j = g2h2S1,j ∩ U
′′′.
Put s3,j = dim pI(12)S2,j. Then there exists an h3 = h(12)(A) with some A ∈
GLb12(F) such that
pI(12)h3S2,j = U
+,s3,j
(12)
=
⊕
i∈I(12)(s3,j)
Fei
by Lemma 5.10.
Put U˜ =
⊕
i∈I−I(1)−I(6)−I(8)−I(12)
Fei. Then we can write
h3S2,j = (h3S2,j ∩ U˜)⊕ (
⊕
i∈I(12,s3,j )
Fvi)
with vectors vi ∈ ei + U˜ for i ∈ I(12)(s3,j). By Lemma 5.16, we can take an element
g3 ∈ RV such that
g3vi = ei for all i ∈ I(12)(s3,j)
and that g3eℓ = eℓ for ℓ ∈ I− I(15)− I(12)(s3,j). Thus we have g3h3S2,j = S˜j⊕U
+,s3,j
(12)
and
(6.1) g3h3g2h2g1h1g0h0U
j
+ = S˜j ⊕ U
j
#
where S˜j = g3h3S2,j ∩ U˜ and U
j
# = U
+,s3,j ,s2,j ,s1,j ,s0,j
(12,8,6,1)
.
Clearly we have the following lemma.
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Lemma 6.1. (i) Let h = h(8)(A) be the element of RV defined in Lemma 5.10 for
A ∈ GLb8(F). Then
hU
+,s2,j
(8)
= U
+,s2,j
(8)
⇐⇒ h(U
+,b8−s2,j
(8) ) = U
+,b8−s2,j
(8)
(ii) Let h = h(12)(A) be the element of RV defined in Lemma 5.10 for A ∈
GLb12(F). Then
hU
+,s3,j
(12)
= U
+,s3,j
(12)
⇐⇒ h(U
+,b12−s3,j
(12) ) = U
+,b12−s3,j
(12)
By (6.1) we may assume
U j+ = S˜j ⊕ U
j
#
for j = 1, . . . , m. Let Q denote the restriction of
RV (U˜) = {g ∈ RV | gU˜ = U˜ , gU
+,s3,j
(12)
= U
+,s3,j
(12)
, gU
+,s2,j
(8)
= U
+,s2,j
(8)
for j = 1, . . . , m
and g acts trivially on U+
(6,1)
}
to U˜ . Consider the decomposition U˜ = U˜1 ⊕ U˜2 of U˜ where
U˜1 = U
+
(2,7,8,10,13) and U˜2 = U
+
(3,5,9,12,15).
Consider GL(U˜1)×GL(U˜2) naturally as a subgroup of GL(U˜).
Let P1 denote the parabolic subgroup of GL(U˜1) consisting of elements represented
by matrices 
A ∗ ∗ ∗ ∗
0 B ∗ ∗ ∗
0 0 C ∗ ∗
0 0 0 D ∗
0 0 0 0 E

(A ∈ GLb2(F), B ∈ GLb7(F), C ∈ Bb8 , D ∈ GLb10(F), E ∈ GLb13(F)) with respect
to the basis
ei(2,1), . . . , ei(2,b2), ei(7,1), . . . , ei(7,b7), ei(8,1), . . . , ei(8,b8),
ei(10,1), . . . , ei(10,b10), ei(13,1), . . . , ei(13,b13)
of U˜1. On the other hand, let K2 denote the subgroup of GL(U˜2) represented by
matrices 
A ∗ ∗ ∗ ∗
0 B ∗ ∗ ∗
0 0 C ∗ ∗
0 0 0 D ∗
0 0 0 0 E

(A ∈ GLb3(F), B ∈ GLb5(F), C ∈ GLb9(F), D ∈ Bb12 , E ∈ Sp
′
b15
(F)) with respect
to the basis
ei(3,1), . . . , ei(3,b3), ei(5,1), . . . , ei(5,b5), ei(9,1), . . . , ei(9,b9),
ei(12,1), . . . , ei(12,b12), ei(15,1), . . . , ei(15,b15)
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Figure 6.1. Diagram of I+ when dimU+ = n
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Figure 6.2. Diagram of I+ for U˜ when dimU+ = n
of U˜2. By Lemma 5.10, Lemma 5.11, Lemma 5.12 (with Figure 5.1) and Lemma 6.1,
we have:
Lemma 6.2. (i) Let g be an element of P1 ×K2. Then there exists a g˜ ∈ RV such
that
g˜U˜ = U˜ , g˜|
U˜
= g, g˜ acts trivially on U+
(6,1)
, g˜ei(8,k) ∈ U
+,k
(8)
for k = 1, . . . , b8
and that g˜ei(12,k) ∈ U
+,k
(12)
⊕ U+(15) for k = 1, . . . , b12.
(ii) If s3,m = 0, then we have P1 ×K2 ⊂ Q.
6.2. Proof of (i) and (ii). Since dimU+ = a0+a++a1 = n, we have a− = a2 = 0.
Hence
bk = 0 for k = 4, 7, 9, 11, 12, 13, 14
by (5.3) and (5.5). So the Figure 5.1 for Lemma 5.12 is reduced to much simpler
Figure 6.1. Furthermore when we use Lemma 5.12 in U˜ , we have only to consider
the diagram in Figure 6.2.
ORTHOGONAL MULTIPLE FLAG VARIETIES 33
Let U1+ ⊂ U
2
+ be a flag in U+ such that dimU
1
+ = 1 or dimU
2
+ − dimU
1
+ = 1. As
in Section 6.1, we may assume U1+ = S˜1⊕U
1
# and U
2
+ = S˜2⊕U
2
#. Hence dim S˜1 ≤ 1
or dim S˜2 − dim S˜1 ≤ 1.
Since b12 = 0, we have P1 ×K2 ⊂ Q by Lemma 6.2. It follows from Proposition
12.4 in the appendix that there are a finite number of P1×K2-orbits of flags S˜1 ⊂ S˜2
in U˜ . Thus we have proved (i) and (ii).
6.3. Proof of (iii). (A) Case of dim S˜2 = 2. Since s3,2 = 0, we have P1 ×K2 ⊂ Q
by Lemma 6.2. By Proposition 12.4, there are a finite number of P1 ×K2-orbits of
flags S˜1 ⊂ S˜2 in U˜ . Hence there are a finite number of Q-orbits of flags S˜1 ⊂ S˜2 in
U˜ .
(B) Case of dim S˜2 = 1. By Proposition 5.17, there are a finite number of RV -
orbits of U2+. So we may fix a U
2
+ = S˜2 ⊕ U
2
#. Since U
1
+ = S˜2 or U
2
#, the assertion is
clear.
(C) The case of dim S˜2 = 0 is clear because U
j
+ = U
j
# for j = 1, 2.
6.4. Proof of (iv). Put
d1 = dimU0 − dim(U0 ∩ S˜1) and d2 = dim U˜ − dim S˜1
where U0 = U
+
(2,7,8,10,13,3,5,9,12). Then we have 0 ≤ d1 ≤ d2 ≤ 2.
(A) Case of d1 = d2 = 2. By Proposition 12.4, there are a finite number of
P1 ×K2-orbits of flags S˜1 ⊂ S˜2 in U˜ . For g ∈ P1 ×K2, we can take a g˜ ∈ RV such
that
g˜|U˜ = g, g˜u = u for u ∈ U
+
(6,1)
, g˜U+
(8)
= U+
(8)
and that g˜U+
(12)
= F(ei(12,1) + v1)⊕ · · · ⊕ F(ei(12,b12) + vb12)
with some v1, . . . , vb12 ∈ U
+
(15) by Lemma 6.2. Hence we may assume
U j+ = S˜j ⊕ g˜U
+
(12)
⊕ U+
(8,6,1)
for j = 1, 2. We have only to show that there exists a g′ ∈ RV such that
(6.2) g′U j+ = S˜j ⊕ U
+
(12,8,6,1)
for j = 1, 2.
Since pI(15)S˜1 = U
+
(15), we can take u1, . . . , ub12 ∈ U0 such that
vk ∈ uk + S˜1
for k = 1, . . . , b12. So we have
F(ei(12,1) + u1)⊕ · · · ⊕ F(ei(12,b12) + ub12) ⊂ U
j
+.
By Lemma 5.12, we can take a g′ ∈ RV such that
g′(ei(12,k) + uk) = ei(12,k)
for k = 1, . . . , b12 and that g
′eℓ = eℓ for ℓ ∈ I+ − I(12). Hence we have (6.2).
(B) Case of d1 = 1 and d2 = 2.
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(B.1) Suppose that S˜1 ⊃ U
′
0 = U
+
(2,7,8,3,5,9,12). Then we have
S˜j = U
′
0 ⊕ (S˜j ∩ U
+
(10,13,15))
for j = 1, 2. Let P be the subgroup of GL(U+(10,13)) stabilizing the subspace U
+
(10) and
H the subgroup of GL(U+(15)) consisting of elements h(15)(A) ∈ RV with A ∈ Sp
′
b15
(F).
Then there are a finite number of P ×H-orbits of flags
S˜1 ∩ U
+
(10,13,15) ⊂ S˜2 ∩ U
+
(10,13,15)
in U+(10,13,15) by Proposition 12.4. Since P × H acts trivially on U
′
0 ⊕ U
+
(12,8,6,1)
, we
have a finite number of RV -orbits of the flags U
1
+ ⊂ U
2
+ in U+.
(B.2) Suppose that S˜1 6⊃ U
′
0. Then we have
U0 = (U0 ∩ S˜1)⊕ Fek
with some k ∈ I(2,7,8,3,5,9,12). Since dim pI(15)S˜1 = b15 − 1, we can take an h1 =
h(15)(A) ∈ RV with some A ∈ Sp
′
b15
(F) such that
pI(15)h1S˜1 = U
+
(15),1 = Fei(15,1) ⊕ · · · ⊕ Fei(15,b15−1).
If dim(U+(15) ∩ h1S˜1) = b15 − 1, then we have
(6.3) h1S˜1 = (U0 ∩ S˜1)⊕ U
+
(15),1.
On the other hand, if dim(U+(15)∩h1S˜1) = b15−2, then we can take an h2 = h(15)(B) ∈
RV with some B ∈ Sp
′
b15
(F) such that
h2(U
+
(15) ∩ h1S˜1) = U
+
(15),2 or U
+
(15),3
and that h2U
+
(15),1 = U
+
(15),1 where
U+(15),2 = Fei(15),2 ⊕ · · · ⊕ Fei(15,b15−1) and U
+
(15),3 = Fei(15,1) ⊕ · · · ⊕ Fei(15,b15−2).
If h2(U
+
(15) ∩ h1S˜1) = U
+
(15),2, then we have
h2h1S˜1 = (U0 ∩ S˜1)⊕ U
+
(15),2 ⊕ F(ek + λei(15,1))
with some λ ∈ F×. Take an element h3 ∈ RV such that
h3ei(15,1) = λ
−1ei(15,1), h3ei(15,b15) = λei(15,b15)
and that h3eℓ = eℓ for ℓ ∈ I − {i(15, 1), i(15, b15)}. Then we have
(6.4) h3h2h1S˜1 = (U0 ∩ S˜1)⊕ U
+
(15),2 ⊕ F(ek + ei(15,1)).
If h2(U
+
(15) ∩ h1S˜1) = U
+
(15,3), then we have
h2h1S˜1 = (U0 ∩ S˜1)⊕ U
+
(15),3 ⊕ F(ek + λei(15,b15−1))
with some λ ∈ F×. Take an element h3 ∈ RV such that
h3ei(15,2) = λei(15,2), h3ei(15,b15−1) = λ
−1ei(15,b15−1)
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and that h3eℓ = eℓ for ℓ ∈ I − {i(15, 2), i(15, b15 − 1)}. Then we have
(6.5) h3h2h1S˜1 = (U0 ∩ S˜1)⊕ U
+
(15),3 ⊕ F(ek + ei(15,b15−1)).
By Proposition 5.17, there are a finite number of RV -orbits of subspaces U
1
+ in
U+. So we may assume U
1
+ = S˜1 ⊕ U
+
(12,8,6,1)
with S˜1 of the form
(U0 ∩ S˜1)⊕ U
+
(15),1, (U0 ∩ S˜1)⊕ U
+
(15),2 ⊕ F(ek + ei(15,1))
or (U0 ∩ S˜1)⊕ U
+
(15),3 ⊕ F(ek + ei(15,b15−1))
by (6.3), (6.4) and (6.5).
We have only to show that there are a finite number of Q(U1+)-orbits of the spaces
U2+ = S˜2⊕U
+
(12,8,6,1)
such that U1+ $ U
2
+ $ U+ where Q(U
1
+) = {g ∈ RV | gU
1
+ = U
1
+}.
Put Wµ = F(ei(15,b15) + µek) for µ ∈ F.
(B.2.1) Case of S˜1 = (U0 ∩ S˜1)⊕ U
+
(15),1. The space U
2
+ equals
U0 ⊕ U
+
(15),1 ⊕ U
+
(12,8,6,1)
or U2+,µ = (U0 ∩ S˜1)⊕ U
+
(15),1 ⊕Wµ ⊕ U
+
(12,8,6,1)
with some µ ∈ F. Take a g(µ) = gk,i(15,b15)(µ) ∈ RV such that
g(µ)ei(15,b15) = ei(15,b15) + µek
by Lemma 5.12. If k /∈ I(8,12) = I(8) ⊔ I(12), then g(µ)eℓ = eℓ for ℓ ∈ I − {i(15, b15)}.
If k = i(8, m), then
g(µ)ei(8,b8+1−m) = ei(8,b8+1−m) − µei(15,1)
and g(µ)eℓ = eℓ for ℓ ∈ I − {i(15, b15), i(8, b8 + 1−m)}. If k = i(12, m), then
g(µ)ei(12,b12+1−m) = ei(12,b12+1−m) − µei(15,1)
and g(µ)eℓ = eℓ for ℓ ∈ I−{i(15, b15), i(12, b12+1−m)}. Hence we have g(µ)U
2
+,0 =
U2+,µ and g(µ)U
1
+ = U
1
+.
(B.2.2) Case of S˜1 = (U0 ∩ S˜1)⊕ U
+
(15),2 ⊕ F(ek + ei(15,1)). The space U
2
+ equals
U0 ⊕ U
+
(15),2 ⊕ F(ek + ei(15,1))⊕ U
+
(12,8,6,1)
or U2+,µ =(U0 ∩ S˜1)⊕ U
+
(15),2 ⊕ F(ek + ei(15,1))⊕Wµ ⊕ U
+
(12,8,6,1)
with some µ ∈ F. If k /∈ I(8,12), then we have g(µ)U2+,0 = U
2
+,µ and g(µ)U
1
+ = U
1
+.
When k = i(8, m), we take g′(−µ) = gk,i(8,b8+1−m)(−µ) such that
g′(−µ)ei(8,b8+1−m) = ei(8,b8+1−m) − µek
and that g′(−µ)eℓ = eℓ for ℓ ∈ I −{i(8, b8+1−m)} by Lemma 5.12. Then we have
g′(−µ)g(µ)U2+,0 = U
2
+,µ and g
′(−µ)g(µ)U1+ = U
1
+.
When k = i(12, m), we take g′(−µ) = gk,i(12,b12+1−m)(−µ) such that
g′(−µ)ei(12,b12+1−m) = ei(12,b12+1−m) − µek
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and that g′(−µ)eℓ = eℓ for ℓ ∈ I − {i(12, b12 + 1 −m)} by Lemma 5.12. Then we
have
g′(−µ)g(µ)U2+,0 = U
2
+,µ and g
′(−µ)g(µ)U1+ = U
1
+.
(B.2.3) Case of S˜1 = (U0 ∩ S˜1)⊕U
+
(15),3 ⊕F(ek + ei(15,b15−1)). The space U
2
+ equals
U0 ⊕ U
+
(15),3 ⊕ F(ek + ei(15,b15−1))⊕ U
+
(12,8,6,1)
or U2+,µ =(U0 ∩ S˜1)⊕ U
+
(15),3 ⊕ F(ek + ei(15,b15−1))⊕Wµ ⊕ U
+
(12,8,6,1)
with some µ ∈ F. Since ei(15,1) ∈ U+(15),3, we have g(µ)U
2
+,0 = U
2
+,µ and g(µ)U
1
+ = U
1
+
as in (B.2.1).
(C) Case of d1 = 0 and d2 = 2. Since S˜1 ⊃ U0, we have S˜j = U0 ⊕ (U
+
(15) ∩ S˜j)
and U j+ = S˜j ⊕ U
+
(12,8,6,1)
. As in (B.2), we can take an h = h(15)(A) ∈ RV with some
A ∈ Sp′b15(F) such that h(U
+
(15) ∩ S˜2) = U
+
(15),1 and that h(U
+
(15) ∩ S˜1) = U
+
(15),2 or
U+(15),3. So the assertion is proved.
(D) Case of d2 = 1. By Proposition 5.17, there are a finite number of RV -orbits
of U1+. So we may fix a U
1
+ = S˜1 ⊕ U
1
#. Since U
2
+ = S˜1 ⊕ U
+
(12,8,6,1)
or U˜ ⊕ U1#, the
assertion is clear.
(E) The case of d2 = 0 is clear because U
j
+ = U˜ ⊕ U
j
# for j = 1, 2.
6.5. Proof of (v). Put d1 = dimU0 − dim(U0 ∩ S˜2) and d2 = dim U˜ − S˜2. Then
0 ≤ d1 ≤ d2 ≤ 1.
(A) Case of d1 = d2 = 1.
(A.1) Suppose U1+ ⊂ U˜ . By Proposition 12.4, there are a finite number of P1×K2-
orbits of flags S˜1 ⊂ S˜2 in U˜ . For g ∈ P1 ×K2, we can take a g˜ ∈ RV such that
g˜|U˜ = g, g˜u = u for u ∈ U
+
(6,1)
, g˜U+
(8)
= U+
(8)
and that g˜U+
(12)
= F(ei(12,1) + v1)⊕ · · · ⊕ F(ei(12,b12) + vb12)
with some v1, . . . , vb12 ∈ U
+
(15). Hence we may assume
U2+ = S˜2 ⊕ g˜U
+
(12)
⊕ U+
(8,6,1)
.
We have only to show that there exists a g′ ∈ RV such that
g′U2+ = S˜2 ⊕ U
+
(12,8,6,1)
and that g′U1+ = U
1
+.
Since pI(15)S˜2 = U
+
(15), we can take u1, . . . , ub12 ∈ U0 such that
vk ∈ uk + S˜2
for k = 1, . . . , b12. So we have
F(ei(12,1) + u1)⊕ · · · ⊕ F(ei(12,b12) + ub12) ⊂ U
2
+.
By Lemma 5.12, we can take a g′ ∈ RV such that
g′(ei(12,k) + uk) = ei(12,k)
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for k = 1, . . . , b12 and that g
′eℓ = eℓ for ℓ ∈ I+ − I(12). Hence g
′U2+ = S˜2 ⊕ U
+
(12,8,6,1)
and g′U1+ = U
1
+.
(A.2) Suppose U1+ 6⊂ U˜ . Then U
1
+ = U
1
#. We can take a nontrivial linear form f
on U˜ such that S˜2 = {v ∈ U˜ | f(v) = 0}. By Lemma 5.10 and Lemma 5.11, we can
take an h ∈ RV such that
f(hek)
{
∈ {0, 1} for k ∈ I0 ⊔ {i(15, 1)},
= 0 for k = i(15, 2), . . . , i(15, b15)
where I0 = I(2,7,8,10,13,3,5,9,12). Since hU
1
# = U
1
#, there are a finite number of RV -orbits
of flags U1+ ⊂ U
2
+.
(B) Case of d1 = 0 and d2 = 1. Since S˜2 ⊃ U0, we have S˜2 = U0⊕ (U
+
(15)∩ S˜2). We
can take an h = h(15)(A) ∈ RV with some A ∈ Sp
′
b15
(F) such that h(U+(15) ∩ S˜2) =
U+(15),1 as in Section 6.4 (B). So we may assume
U2+ = U0 ⊕ U
+
(15),1 ⊕ U
+
(12,8,6,1)
.
We have only to consider one-dimensional subspaces U1+ in U
2
+.
If U1+ 6⊂ U0⊕U
+
(15),1, then the assertion is clear since U
1
+ = U
1
#. So we may assume
U1+ ⊂ U0 ⊕ U
+
(15),1. Write U
1
+ = Fv with v = (
∑
k∈I0
λkek) + v(15) and v(15) ∈ U
+
(15),1.
By Lemma 5.10 and Lemma 5.11, we can take an h ∈ RV such that hλek ∈ {0, ek}
for k ∈ I0, hv(15) ∈ {0, ei(15,1), ei(15,2)} and that hU
2
+ = U
2
+. So the assertion is
proved.
(C) Case of d1 = d2 = 0. we have U
2
+ = U˜ ⊕ U
2
#. If U
1
+ 6⊂ U˜ , then the assertion
is clear since U1+ = U
1
#. So we may assume U
1
+ ⊂ U˜ . By the same argument as in
(B), we can take an h ∈ RV such that hU
1
+ = Fu with some u ∈ (
∑
k∈I0
{0, ek}) +
{0, ei(15,1)} and that hU
2
+ = U
2
+.
Thus we have completed the proof of Proposition 4.1.
7. Proof of Propositions 4.2 and 4.3
7.1. Proof of Proposition 4.2. We have only to show that there are a finite
number ofRV -orbits of flags U
1
+ ⊂ U
2
+ ⊂ U
3
+ with dimU
j
+ = j in U+ = Fe1⊕· · ·⊕Fen.
Since dimU+ = n, we have
bk = 0 for k = 4, 7, 9, 11, 12, 13, 14.
As in Section 6.1, we may assume
U j+ = S˜j ⊕ U
+,s2,j ,s1,j ,s0,j
(8,6,1)
for j = 1, 2, 3. We have only to show that there are a finite number of Q-orbits of
flags S˜1 ⊂ S˜2 ⊂ S˜3 where Q is the subgroup of GL(U˜) defined in Section 6.1 for
m = 3.
(A) Case of dim S˜3 = 0. The assertion is clear.
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(B) Case of dim S˜3 = 1. Since P1×K2 ⊂ Q and since there are a finite number of
P1 ×K2-orbits of one-dimensional subspaces in U˜ by Proposition 6.3 in [M15], the
assertion is clear.
(C) Case of dim S˜3 = 2. We have
S˜1 = {0}, S˜2 = S˜1 or S˜3 = S˜2.
So we have only to show that there are a finite number of Q-orbits of flags S ′ ⊂ S˜3
with dimS ′ = 1.
Since P1 ×K2 ⊂ Q and since there are a finite number of P1 ×K2-orbits of flags
S ′ ⊂ S˜3 in U˜ by Proposition 12.4, the assertion is clear.
(D) Case of dim S˜3 = 3. Write W = U
3
+ = S˜3. Let Q(W
′) denote the restriction
of {g ∈ RV | gW
′ = W ′} to W ′ = g′W for some g′ ∈ RV . Then we have only to
show |Q(W ′)\M(W ′)| <∞.
(D.1) Suppose that dim pI(15)W = 3 and that pI(15)W is not isotropic with respect
to the alternating form 〈 , 〉 on U+(15). By Lemma 5.11, we can take an h1 =
h(15)(B) ∈ RV with some B ∈ Sp
′
b15
(F) such that
h1pI(15)W = U
+
(15),1 = Fei(15,1) ⊕ Fei(15,2) ⊕ Fei(15,b15−1).
By Lemma 5.12 (with Figure 6.2), we can take a g1 ∈ RV such that
W ′ = g1h1W ⊂ U
+
(15),1 ⊕ U
+
(10).
(D.1.1) Case of W ′ = U+(15),1. With respect to the basis ei(15,1), ei(15,2), ei(15,b15−1)
of W ′, elements of Q(W ′) are represented by matrices(
λ ∗
0 A
)
with λ ∈ F× and A ∈ SL2(F). Hence |Q(W ′)\M(W ′)| <∞.
(D.1.2) Case of W ′ ∩ U+(15),1 = {0}. By Lemma 5.10, we may assume
W ′ = F(ei(15,1) + ei(10,1))⊕ F(ei(15,2) + ei(10,2))⊕ F(ei(15,b15−1) + ei(10,3)).
With respect to the basis ei(15,1) + ei(10,1), ei(15,2) + ei(10,2), ei(15,b15−1) + ei(10,3) of W
′,
elements of Q(W ′) are represented by(
λ ∗
0 A
)
with λ ∈ F× and A ∈ SL2(F). Hence |Q(W ′)\M(W ′)| <∞.
(D.1.3) Case of W ′ ∩ U+(15),1 = Fei(15,1). By Lemma 5.10, we may assume
W ′ = Fei(15,1) ⊕ F(ei(15,2) + ei(10,1))⊕ F(ei(15,b15−1) + ei(10,2)).
With respect to the basis ei(15,1), ei(15,2)+ei(10,1), ei(15,b15−1)+ei(10,2) ofW
′, elements
of Q(W ′) are represented by (
λ ∗
0 A
)
with λ ∈ F× and A ∈ SL2(F). Hence |Q(W ′)\M(W ′)| <∞.
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(D.1.4) Case of dim(W ′ ∩U+(15),1) = 1 and W
′ ∩U+(15),1 6= Fei(15,1). We can take an
h2 = h(15)(B) ∈ RV with some B ∈ Sp
′
b15
(F) such that
h2U(15),1 = U(15),1 and that h2(W
′ ∩ U+(15)) = Fei(15,2).
So we may assume that
W ′ = F(ei(15,1) + ei(10,1))⊕ Fei(15,2) ⊕ F(ei(15,b15−1) + ei(10,2)).
With respect to the basis ei(15,1)+ei(10,1), ei(15,2), ei(15,b15−1)+ei(10,2) ofW
′, elements
of Q(W ′) are represented by λ 0 ∗0 a ∗
0 0 a−1

with λ, a ∈ F×. Since the subgroup of GL2(F)× F× consisting of elements((
λ 0
0 a
)
, a−1
)
has a finite number of orbits on M(F2)×M(F), we have |Q(W ′)\M(W ′)| <∞.
(D.1.5) Case of dim(W ′ ∩ U+(15),1) = 2 and W
′ ∋ ei(15,1). We may assume
W ′ = Fei(15,1) ⊕ Fei(15,2) ⊕ F(ei(15,b15−1) + ei(10,1)).
With respect to the basis ei(15,1), ei(15,2), ei(15,b15−1)+ei(10,1) ofW
′, elements of Q(W ′)
are represented by λ ∗ ∗0 a ∗
0 0 a−1

with λ, a ∈ F×. So we have |Q(W ′)\M(W ′)| <∞.
(D.1.6) Case of dim(W ′ ∩ U+(15),1) = 2 and W
′ 6∋ ei(15,1). We may assume
W ′ = F(ei(15,1) + ei(10,1))⊕ Fei(15,2) ⊕ Fei(15,b15−1).
With respect to the basis ei(15,1)+ei(10,1), ei(15,2), ei(15,b15−1) ofW
′, elements of Q(W ′)
are represented by (
λ 0
0 A
)
with λ ∈ F× and A ∈ SL2(F). So we have |Q(W ′)\M(W ′)| < ∞ by Lemma 12.13
in the appendix.
(D.2) Suppose that dim pI(15)W = 3 and that pI(15)W is isotropic with respect to
the alternating form 〈 , 〉 on U+(15). (Hence b15 ≥ 6.) Then we can take an h1 ∈ RV
such that
h1pI(15)W = U
+
(15),1 = Fei(15,1) ⊕ Fei(15,2) ⊕ Fei(15,3).
By Lemma 5.12, we can take g1 ∈ RV such that
g1h1W ⊂ U
+
(15),1 ⊕ U
+
(10).
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Put d = dim(W ∩ U+(15),1). Then we can take an h2 ∈ RV such that
W ′ = h2g1h1W = (
⊕
1≤k≤d
Fei(15,k))⊕ (
⊕
1≤ℓ≤3−d
F(ei(15,d+ℓ) + ei(10,ℓ)))
by Lemma 5.10 and Lemma 5.11. Let P denote the parabolic subgroup of GL(W ′)
stabilizing the subspaceW ′∩U+(15),1. Then we haveQ(W
′) = P . Hence |Q(W ′)\M(W ′)| <
∞ by the Bruhat decomposition.
(D.3) Suppose that dim pI(15)W = 2 and that pI(15)W is not isotropic with respect
to 〈 , 〉. By Lemma 5.10. we can take an h1 = h(15)(B) ∈ RV with some B ∈ Sp
′
b15
(F)
such that
h1pI(15)W = U
+
(15),1 = Fei(15,1) ⊕ Fei(15,b15).
Put W1 = W ∩ U0 where U0 = U
+
(2,3,5,8,10). Then dimW1 = 1. First suppose
W1 = Fv ⊂ U ′0 = U
+
(2,3,5,8). Take a complementary subspace W2 of W1 in W . Then
by Lemma 5.12, we can take a g1 ∈ RV such that
W ′2 = g1h1W2 ⊂ U
+
(15),1 ⊕ U
+
(10).
Put W ′ = g1W = W1 ⊕W
′
2.
(D.3.1) Case of W ′2 = U
+
(15),1. With respect to the basis v, ei(15,1), ei(15,b15) of W
′,
elements of Q(W ′) are represented by(
λ ∗
0 A
)
with λ ∈ F× and A ∈ SL2(F). Hence |Q(W ′)\M(W ′)| <∞.
(D.3.2) Case of W ′2 ∩ U
+
(15),1 = {0}. We may assume
W ′ = Fv ⊕ F(ei(15,1) + ei(10,1))⊕ F(ei(15,b15) + ei(10,2))
by Lemma 5.10. With respect to the basis v, ei(15,1) + ei(10,1), ei(15,b15) + ei(10,2) of
W ′, elements of Q(W ′) are represented by(
λ ∗
0 A
)
with λ ∈ F× and A ∈ SL2(F). Hence |Q(W ′)\M(W ′)| <∞.
(D.3.3) Case of dim(W ′2 ∩ U
+
(15),1) = 1. We may assume
W ′ = Fv ⊕ Fei(15,1) ⊕ F(ei(15,b15) + ei(10,1)).
With respect to the basis v, ei(15,1) ei(15,b15) + ei(10,1) of W
′, elements of Q(W ′) are
represented by λ ∗ ∗0 a ∗
0 0 a−1

with λ, a ∈ F×. Hence |Q(W ′)\M(W ′)| <∞.
Next suppose W1 = Fv 6⊂ U0. By lemma 5.10, we may assume pI(10)W1 = Fei(10,1).
Put U+(10),2 = Fei(10,2) ⊕ · · · ⊕ Fei(10,b10). Take a complementary subspace W2 of W1
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in W such that pI(10)W2 ⊂ U
+
(10),2. Then by Lemma 5.12, we can take a g1 ∈ RV
such that
W ′2 = g1W2 ⊂ U
+
(15) ⊕ U
+
(10),2.
(D.3.4) Case of W ′2 = U
+
(15),1. With respect to the basis v, ei(15,1), ei(15,b15) of
W ′ = W1 ⊕W
′
2, elements of Q(W
′) are represented by(
λ 0
0 A
)
with λ ∈ F× and A ∈ SL2(F). Hence we have |Q(W ′)\M(W ′)| < ∞ by Lemma
12.13.
(D.3.5) Case of W ′2 ∩ U
+
(15),1 = {0}. We may assume
W ′ = Fv ⊕ F(ei(15,1) + ei(10,2))⊕ F(ei(15,b15) + ei(10,3)).
With respect to the basis v, ei(15,1) + ei(10,2), ei(15,b15) + ei(10,3) of W
′, elements of
Q(W ′) are represented by (
λ ∗
0 A
)
with λ ∈ F× and A ∈ SL2(F). Hence |Q(W ′)\M(W ′)| <∞.
(D.3.6) Case of dim(W ′2 ∩ U
+
(15),1) = 1. We may assume
W ′ = Fv ⊕ Fei(15,1) ⊕ F(ei(15,b15) + ei(10,2)).
With respect to the basis v, ei(15,1) ei(15,b15) + ei(10,2) of W
′, elements of Q(W ′) are
represented by λ 0 ∗0 a ∗
0 0 a−1

with λ, a ∈ F×. Hence we have |Q(W ′)\M(W ′)| <∞ as in (D.1.4).
(D.4) Suppose that dim pI(15)W = 2 and that pI(15)W is isotropic with respect to
〈 , 〉. Then we may assume
pI(15)W = Fei(15,1) ⊕ Fei(15,2).
We can prove |Q(W ′)\M(W ′)| <∞ by the same arguments as in (D.3).
(D.5) Suppose that dim pI(15)W = 1. Then we may assume pI(15)W = Fei(15,1).
Put W1 =W ∩ U0.
(D.5.1) Case of W1 ⊂ U
′
0 = U
+
(2,8,3,5). By Lemma 12.6 in the appendix, we can
take a basis v1, v2 of W1 such that RV contains elements gλ,µ satisfying
gλ,µv1 = λv1, gλ,µv2 = µv2 and gλ,µ acts trivially on U
+
(10) ⊕ U
+
(15).
Let W2 be a complementary subspace of W1 in W . By Lemma 5.10 and Lemma
5.12, we can take a g1 ∈ RV such thatW
′
2 = g1W2 = Fv3 and that g1W1 =W1 where
v3 = ei(15,1) + εei(10,1) with ε ∈ {0, 1}. Put W
′ = g1W =W1 ⊕W
′
2.
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Let Q′ be the subgroup of GL(W ′) consisting of elements represented asλ 0 ∗0 µ ∗
0 0 ν

(λ, µ, ν ∈ F×) with respect to the basis v1, v2, v3. Then Q′ is contained in Q(W ′).
Hence |Q(W ′)\M(W ′)| <∞.
(D.5.2) Case of dim(W1 ∩ U
′
0) = 1. Put W1,1 = W1 ∩ U
′
0 = Fv1.
First suppose that W1,1 ⊂ U
+
(2,3,8). Let W1,2 be a complementary subspace of W1,1
in W1. Then by Lemma 5.10 and Lemma 5.12, we can take a g1 ∈ RV such that
g1W1,2 = Fv2 with v2 = ei(10,1) + ε1ei(5,1) (ε1 ∈ {0, 1}) and that g1W1,1 = W1,1.
Take a complementary subspace W2 of g1W1 in g1W such that pI(10)W2 ⊂ U
+
(10),2
where U+(10),2 = Fei(10,2) ⊕ · · · ⊕ Fei(10,b10). Then we can take a g2 ∈ RV such that
W ′2 = g2W2 = Fv3 with v3 = ei(15,1)+ε2ei(10,2) (ε2 ∈ {0, 1}) and that g2g1W1 = g1W1
by Lemma 5.10 and Lemma 5.12. Put W ′ = g2g1W . Let Q
′ be the subgroup of
GL(W ′) consisting of elements represented by matricesλ 0 ∗0 µ 0
0 0 ν

(λ, µ, ν ∈ F×) with respect to the basis v1, v2, v3. Then Q′ ⊂ Q(W ′) and hence
|Q(W ′)\M(W ′)| <∞ by Lemma 12.1.
Next suppose that W1,1 6⊂ U
+
(2,3,8). Then we may assume pI(5)W1,1 = Fei(5,1). Let
W1,2 be a complementary subspace of W1,1 in W1 such that pI(5)(W1,2) ⊂ Fei(5,2) ⊕
· · ·⊕Fei(5,b5). Then by Lemma 5.10 and Lemma 5.12, we can take a g1 ∈ RV such that
g1W1,2 = Fv2 with v2 = ei(10,1) + ε1ei(5,2) (ε1 ∈ {0, 1}) and that g1W1,1 = W1,1. Take
a complementary subspace W2 of g1W1 in g1W such that pI(10)W2 ⊂ U
+
(10),2. Then
we can take a g2 ∈ RV such thatW
′
2 = g2W2 = Fv3 with v3 = ei(15,1)+ε2ei(10,2) (ε2 ∈
{0, 1}) and that g2g1W1 = g1W1. Put W
′ = g2g1W . Let Q
′ be the subgroup of
GL(W ′) consisting of elements represented by matricesλ 0 ∗0 µ 0
0 0 ν

(λ, µ, ν ∈ F×) with respect to the basis v1, v2, v3. Then Q′ ⊂ Q(W ′) and hence
|Q(W ′)\M(W ′)| <∞.
(D.5.3) Case of W1 ∩ U
′
0 = {0}. By Lemma 5.10 and Lemma 5.12, we can take
a g1 ∈ RV such that g1W1 ⊂ U
+
(5) ⊕ U
+
(10). Let W2 be a complementary subspace of
g1W1 in g1W . We can also take a g2 ∈ RV such that g2W2 ⊂ Fei(15,1) ⊕ U+(10) and
that g2g1W1 = g1W1. Hence we have W
′ = g2g1W ⊂ U# = U
+
(5) ⊕ Fei(15,1) ⊕ U
+
(10).
Let Q# be the restriction of {g ∈ RV | gU# = U#} to U#. Then with respect
to the basis ei(5,1), . . . , ei(5,b5), ei(15,1), ei(10,1), . . . , ei(10,b10) of U#, elements of Q# are
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represented by matrices A ∗ 00 λ 0
0 0 B

with λ ∈ F×, A ∈ GLb5(F) and B ∈ GLb10(F) by Lemma 5.10 and Lemma 5.12. By
Lemma 12.10 in the appendix (case of α1 = b10, α2 = b5 and α3 = α4 = α5 = 0),
we have
|Q#\M(U#)| <∞.
Hence we have |Q(W ′)\M(W ′)| <∞.
(D.6) Finally suppose that dim pI(15)W = 0. Then
W ⊂ U0 = U
+
(2,8,10,3,5).
(D.6.1) Case of dim pI(5)W = 3. By Lemma 5.12, we may assume W ⊂ U
+
(2,8,10,5).
Put
d0 = dim(W ∩ U
+
(5)), d1 = dim(W ∩ U
+
(2,5))− d0,
d2 = dim(W ∩ U
+
(2,8,5))− d0 − d1, d3 = 3− d0 − d1 − d2
and
W ′ = (
⊕
1≤k0≤d0
Fei(5,k0))⊕ (
⊕
1≤k1≤d1
F(ei(5,d0+k1) + ei(2,k1))
⊕ (
⊕
1≤k2≤d2
F(ei(5,d0+d1+k2) + ei(8,k2))⊕ (
⊕
1≤k3≤d3
F(ei(5,d0+d1+d2+k3) + ei(10,k3)).
Then we have gW = W ′ for some g ∈ RV by Lemma 5.10 and Lemma 5.12. Let P
denote the parabolic subgroup of GL(W ′) stabilizing the flag
W ′ ∩ U+(5) ⊂W
′ ∩ U+(2,5) ⊂W
′ ∩ U+(2,8,5).
Then we haveQ(W ′) = P by Lemma 5.10 and Lemma 5.12. Hence |Q(W ′)\M(W ′)| <
∞ by the Bruhat decomposition.
(D.6.2) Case of dim pI(5)W = 2. Put W1 = W ∩ U
+
(2,8,10,3). Then dimW1 = 1. By
Lemma 5.10 and Lemma 5.12, we can take a g1 ∈ RV such that g1W1 = Fv1 where
v1 is one of the five vectors
ei(3,1), ei(3,1) + ei(2,1), ei(2,1), ei(8,1) or ei(10,1).
(D.6.2.1) Case of v1 = ei(10,1). We can take a subspaceW2 of g1W such that g1W =
Fv1 ⊕W2 and that W2 ⊂ U+(2,8,3,5) ⊕U
+
(10),1 where U
+
(10),1 = Fei(10,2) ⊕ · · · ⊕ Fei(10,b10).
Since dim pI(5)W2 = 2, we can take a g2 ∈ R
′
V = {g ∈ RV | gv1 = v1} such that
g2W2 ⊂ U
+
(2,8,5) ⊕ U
+
(10),1
by Lemma 5.12. By Lemma 5.10 and Lemma 5.12, we can take a g3 ∈ R
′
V such that
g3g2W2 = F(ei(5,1) + v2)⊕ F(ei(5,2) + v3) where (v2, v3) is one of
(0, 0), (0, ei(2,1)), (0, ei(8,1)), (0, ei(10,2)), (ei(2,1), ei(2,2)), (ei(2,1), ei(8,1)),
(ei(2,1), ei(10,2)), (ei(8,1), ei(8,2)), (ei(8,1), ei(10,2)) or (ei(10,2), ei(10,3)).
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Put W ′ = g3g2g1W = Fv1 ⊕ F(ei(5,1) + v2)⊕ F(ei(5,2) + v3). For (λ1, λ2, λ3) ∈ (F×)3,
we can take an h ∈ RV such that
hv1 = λ1v1, h(ei(5,1)+v2) = λ2(ei(5,1)+v2) and that h(ei(5,2)+v3) = λ3(ei(5,2)+v3)
by Lemma 5.10. On the other hand, we can take a g ∈ RV such that gv1 =
v1, g(ei(5,1) + v2) = ei(5,1) + v2 and that
g(ei(5,2) + v3) = ei(5,2) + v3 + λ(ei(5,1) + v2)
for λ ∈ F by Lemma 5.10 and Lemma 5.12. Hence Q(W ′) contains a subgroup H
represented by matricesλ1 0 00 λ2 λ
0 0 λ3
 (λ1, λ2, λ3 ∈ F×, λ ∈ F)
with respect to the basis v1, ei(5,1)+v2, ei(5,2)+v3. Since |H\M(W
′)| <∞ by Lemma
12.1, we have |Q(W ′)\M(W ′)| <∞.
(D.6.2.2) Case of v1 = ei(8,1). In the same way as in (D.6.2.1), we can take
g2, g3 ∈ RV such that g3g2W2 = F(ei(5,1)+ v2)⊕F(ei(5,2)+ v3) where (v2, v3) is one of
(0, 0), (0, ei(2,1)), (0, ei(8,2)), (0, ei(10,1)), (ei(2,1), ei(2,2)), (ei(2,1), ei(8,2)),
(ei(2,1), ei(10,1)), (ei(8,2), ei(8,3)), (ei(8,2), ei(10,1)) or (ei(10,1), ei(10,2)).
Put W ′ = g3g2g1W = Fv1 ⊕ F(ei(5,1) + v2)⊕ F(ei(5,2) + v3). Then Q(W ′) contains a
subgroup H of the form in (D.6.2.1) and hence |Q(W ′)\M(W ′)| <∞.
(D.6.2.3) Case of v1 = ei(2,1). In the same way as in (D.6.2.1), we can take
g2, g3 ∈ RV such that g3g2W2 = F(ei(5,1)+ v2)⊕F(ei(5,2)+ v3) where (v2, v3) is one of
(0, 0), (0, ei(2,2)), (0, ei(8,1)), (0, ei(10,1)), (ei(2,2), ei(2,3)), (ei(2,2), ei(8,1)),
(ei(2,2), ei(10,1)), (ei(8,1), ei(8,2)), (ei(8,1), ei(10,1)) or (ei(10,1), ei(10,2)).
Put W ′ = g3g2g1W = Fv1 ⊕ F(ei(5,1) + v2)⊕ F(ei(5,2) + v3). Then Q(W ′) contains a
subgroup H of the form in (D.6.2.1) and hence |Q(W ′)\M(W ′)| <∞.
(D.6.2.4) Case of v1 = ei(3,1). In the same way as in (D.6.2.1), we can take
g2, g3 ∈ RV such that g3g2W2 = F(ei(5,1)+ v2)⊕F(ei(5,2)+ v3) where (v2, v3) is one of
(0, 0), (0, ei(2,1)), (0, ei(8,1)), (0, ei(10,1)), (ei(2,1), ei(2,2)), (ei(2,1), ei(8,1)),
(ei(2,1), ei(10,1)), (ei(8,1), ei(8,2)), (ei(8,1), ei(10,1)) or (ei(10,1), ei(10,2)).
Put W ′ = g3g2g1W = Fv1 ⊕ F(ei(5,1) + v2)⊕ F(ei(5,2) + v3). Then Q(W ′) contains a
subgroup H of the form in (D.6.2.1) and hence |Q(W ′)\M(W ′)| <∞.
(D.6.2.5) Case of v1 = ei(3,1)+ei(2,1). We can take a subspace W2 of g1W such that
g1W = Fv1⊕W2 and thatW2 ⊂ U+(8,3,10,5)⊕U
+
(2),1 where U
+
(2),1 = Fei(2,2)⊕· · ·⊕Fei(2,b2).
Since dim pI(5)W2 = 2, we can take a g2 ∈ R
′
V = {g ∈ RV | gv1 = v1} such that
g2W2 ⊂ U
+
(8,10,5) ⊕ U
+
(2),1
ORTHOGONAL MULTIPLE FLAG VARIETIES 45
by Lemma 5.12. By Lemma 5.10 and Lemma 5.12, we can take a g3 ∈ R
′
V such that
g3g2W2 = F(ei(5,1) + v2)⊕ F(ei(5,2) + v3) where (v2, v3) is one of
(0, 0), (0, ei(2,2)), (0, ei(8,1)), (0, ei(10,1)), (ei(2,2), ei(2,3)), (ei(2,2), ei(8,1)),
(ei(2,2), ei(10,1)), (ei(8,1), ei(8,2)), (ei(8,1), ei(10,1)) or (ei(10,1), ei(10,2)).
Put W ′ = g3g2g1W = Fv1 ⊕ F(ei(5,1) + v2)⊕ F(ei(5,2) + v3). Then Q(W ′) contains a
subgroup H of the form in (D.6.2.1) and hence |Q(W ′)\M(W ′)| <∞.
(D.6.3) Case of dim pI(5)W ≤ 1. We can take an h = h(5)(A) with some A ∈
GLb5(F) such that pI(5)(hW ) ⊂ Fei(5,1). Hence
hW ⊂ U# = U
+
(2,3,8,10) ⊕ Fei(5,1).
Let Q# be the restriction of {g ∈ RV | gU# = U#} to U#. With respect to the basis
ei(2,1), . . . , ei(2,b2), ei(3,1), . . . , ei(3,b3), ei(8,1), . . . , ei(8,b8), ei(10,1), . . . , ei(10,b10), ei(5,1)
of U#, elements of Q# are represented by matrices
A 0 ∗ ∗ 0
0 B ∗ ∗ ∗
0 0 C ∗ 0
0 0 0 D 0
0 0 0 0 λ

with A ∈ GLb2(F), B ∈ GLb3(F), C ∈ GLb8(F), D ∈ GLb10(F) and λ ∈ F
× by
Lemma 5.10 and Lemma 5.12. Hence it follows from Lemma 12.10 in the appendix
(case of α1 = b2, α2 = b3, α3 = b8 + b10 and α4 = α5 = 0) that |Q#\M(U#)| <∞.
Since hW ⊂ U#, we have |Q(hW )\M(hW )| <∞.
Thus we have completed the proof of Proposition 4.2.
7.2. Proof of Proposition 4.3. Suppose dimU+ = 4 and V = V (b1, . . . , b15) as in
Theorem 5.9. We have only to show |RV \M(U+)| <∞. Since dimU+ = 4, we have
b1 + b2 + b3 + b7 + 2b8 + b10 + b5 + b9 + 2b12 + b13 + b15 + b6 = 4.
Put I˜ = {i = 2, 3, 7, 8, 10, 5, 9, 12, 13, 15 | bi 6= 0}. By the reduction of full flags
U1+ ⊂ U
2
+ ⊂ U
3
+ ⊂ U+ into S˜1 ⊂ S˜2 ⊂ S˜3 ⊂ U˜ in Section 6.1, we have only to show
that |Q\M(U˜)| <∞.
(A) Case of b15 = 4 (U˜ = U+). Since Q ∼= Sp4(F) by Lemma 5.11, we have
|Q\M(U+)| <∞ by Corollary 1.11 in [M13].
(B) Case of b15 = 2. If I˜ = {15}, then Q ∼= SL2(F) and hence |Q\M(U˜)| <∞.
If I˜ = {j, 15} with some j = 2, 3, 7, 8, 10, 5, 9, 12, 13, then Q contains a subgroup
isomorphic to GLbj (F) × SL2(F) by Lemma 5.10 and Lemma 5.11. Hence we have
|Q\M(U˜ )| <∞ by Lemma 12.13 in the appendix.
So we have only to consider the case of I˜ = {j, k, 15} with some j, k = 2, 3, 7, 10, 5,
9, 13 (j < k). Note that bj = bk = 1 and U˜ = U+. Let us identify U+ with F4 with
respect to the basis ei(j,1), ei(k,1), ei(15,1), ei(15,2) of U+.
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Suppose (j, k) 6= (10, 13). Since j = 2, 3, 5, 7 or 9, Q contains a subgroup consist-
ing of matrices λ 0 ∗0 µ 0
0 0 B

with λ, µ ∈ F× and B ∈ SL2(F) by Lemma 5.10, Lemma 5.11 and Lemma 5.12.
By Lemma 12.10 (case of α3 = 1, α4 = 2 and α1 = α2 = α5 = 0), we have
|Q\M(U+)| <∞.
Suppose I˜ = {10, 13, 15}. Then Q consists of matrices
(7.1)
λ ∗ 00 µ 0
0 0 B

with λ, µ ∈ F× and B ∈ SL2(F). Let Q′ be the subgroup of GL(U+) consisting of
matrices (7.1) with λ, µ ∈ F× and B ∈ GL2(F). Since we assume |F×/(F×)2| < ∞,
we have |Q′/ZQ| = |F×/(F×)2| < ∞ where Z = {λI4 | λ ∈ F×} is the center of
GL(U+). By Corollary 12.11 (case of α1 = 2, α2 = 1 and α3 = α4 = α5 = 0), we
have |Q′\M(U+)| <∞. Hence |Q\M(U+)| <∞.
(C) Case of b15 = 0. We have 0 ≤ |I˜| ≤ 4.
(C.0) Case of |I˜| = 0 is clear since U˜ = {0}.
(C.1) Case of |I˜| = 1 is also clear since Q ∼= GL(U˜).
(C.2) Case of |I˜| = 2. If I˜ = {j, k}, then Q contains a subgroup of GL(U˜)
isomorphic to GLbj (F)×GLbk(F). So we have |Q\M(U˜ )| <∞.
(C.3) Case of |I˜| = 3. Suppose I˜ = {j, k, ℓ}. Consider the decomposition I˜ =
I1 ⊔ I2 with
I1 ⊂ {2, 7, 8, 10, 13} and I2 ⊂ {3, 5, 9, 12}.
Suppose I˜ = Is with s = 1 or 2 and j < k < ℓ. Then Q is the parabolic subgroup
of GL(U˜) stabilizing the flag
U+(j) ⊂ U
+
(j,k)
by Lemma 5.10 and Lemma 5.12. Hence we have |Q\M(U˜)| <∞.
Suppose I1 = {j, k} and I2 = {ℓ} with j < k. Then Q contains a subgroup Q
′ of
GL(U˜) consisting of elements represented byA ∗ 00 B 0
0 0 C

with A ∈ GLbj (F), B ∈ GLbk(F) and C ∈ GLbℓ(F) by Lemma 5.10 and Lemma
5.12. If bℓ = 1, then we have |Q
′\M(U˜)| < ∞ by Lemma 12.1. If bj = bk = 1 and
bℓ = 2, then we have |Q
′\M(U˜)| < ∞ by Corollary 12.11 (case of α1 = 2, α2 = 1
and α3 = α4 = α5 = 0).
We can also prove the case of I1 = {j} and I2 = {k, ℓ} in the same way.
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(C.4) Case of |I˜| = 4. Put I˜ = {j, k, ℓ,m}. Then j, k, ℓ,m 6= 8, 12, bj = bk =
bℓ = bm = 1 and U˜ = U+.
Suppose {j, k, ℓ} ⊂ {2, 7, 10, 13} with j < k < ℓ. Then Q contains a subgroup Q′
of GL(U+) consisting of elements represented by(
A 0
0 λ
)
with A ∈ B3 and λ ∈ F× by Lemma 5.10 and Lemma 5.12. Hence we have
|Q\M(U+)| <∞ by Lemma 12.1.
We can also prove the case of {j, k, ℓ} ⊂ {3, 5, 9, 13} in the same way.
So we have only to consider the case of {j, k} ⊂ {2, 7, 10} and {ℓ,m} ⊂ {3, 5, 9}
with j < k and ℓ < m. If ℓ = 3, then Q contains a subgroup Q′ consisting of
elements represented by matrices
(7.2)

a ∗ 0 0
0 b 0 0
0 ∗ c ∗
0 0 0 d

(a, b, c, d ∈ F×) with respect to the basis ei(j,1), ei(k,1), ei(ℓ,1), ei(m,1) of U+ by Lemma
5.10 and Lemma 5.12. So we have |Q\M(U+)| < ∞ by Lemma 12.10 (case of
α1 = α2 = α3 = 1 and α4 = α5 = 0).
So we may assume {ℓ,m} = {5, 9}. In this case, Q contains a subgroup Q′ consist-
ing of elements represented by matrices (7.2) with respect to the basis ei(ℓ,1), ei(m,1),
ei(j,1), ei(k,1) of U+ by Lemma 5.10 and Lemma 5.12. So we have |Q\M(U+)| < ∞
by Lemma 12.10.
Thus we have completed the proof of Proposition 4.3.
8. Proof of Proposition 4.4
In each G-orbit of the triple flag variety T(n),(β),(n), we can take a triple flag
(U+, U−, V ) such that
U+ = Fe1 ⊕ · · · ⊕ Fen, U− = Fe1 ⊕ · · · ⊕ ea0 ⊕ Fen+1 ⊕ · · · ⊕ Fen+β−a0
and that V =
15⊕
j=1
V(j)
by Proposition 5.1 and Theorem 5.9. Since dimU+ = n, we have a− = a2 = 0 and
hence
(8.1) bk = 0 for k = 4, 7, 9, 11, 12, 13, 14
by (5.3) and (5.5).
8.1. Proof of the case of b = (β) = (n − 1). Since dimU− = n − 1, we have
a+ = 1 and hence
(8.2) b3 + b8 + b10 = 1
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by (5.2). By the reduction in Section 6.1, we have only to show |Q\M(U˜)| < ∞.
Let us represent elements in Q by matrices in GLdim U˜(F) with respect to the basis
eb1+1, . . . , en−b6−b8 of U˜ .
(A) Case of b3 = 1. U˜ is decomposed as
U˜ = U+(2) ⊕ U
+
(3) ⊕ U
+
(5) ⊕ U
+
(15)
by (8.1) and (8.2). By Lemma 5.10, Lemma 5.11 and Lemma 5.12 (with Figure 6.2),
the group Q consists of matrices of the form
A 0 0 ∗
0 λ ∗ ∗
0 0 B ∗
0 0 0 C

with λ ∈ F×, A ∈ GLb2(F), B ∈ GLb5(F) and C ∈ Sp
′
b15
(F). By Corollary 12.11
(case of α3 = α4 = α5 = 0), the subgroup of GL(U
+
(2,3,5)) consisting of matrices of
the form A 0 00 λ ∗
0 0 B

has a finite number of orbits on M(Fb2+b3+b5). On the other hand,
|Sp′b15(F)\M(F
b15)| <∞
by Corollary 1.11 in [M13]. Hence we have |Q\M(U˜)| <∞ by Corollary 12.9.
(B) Case of b10 = 1. U˜ is decomposed as
U˜ = U+(2) ⊕ U
+
(10) ⊕ U
+
(5) ⊕ U
+
(15)
by (8.1) and (8.2). By Lemma 5.10, Lemma 5.11 and Lemma 5.12, the group Q
consists of matrices of the form
(8.3)

A ∗ 0 ∗
0 λ 0 0
0 0 B ∗
0 0 0 C

with A ∈ GLb2(F), λ ∈ F
×, B ∈ GLb5(F) and C ∈ Sp
′
b15
(F). By Lemma 12.10 (case
of α3 = α5 = 0), we have |Q\M(U˜)| <∞.
(C) Case of b8 = 1. U˜ is decomposed as
U˜ = U+(2) ⊕ U
+
(8) ⊕ U
+
(5) ⊕ U
+
(15)
by (8.1) and (8.2). By Lemma 5.10, Lemma 5.11 and Lemma 5.12, the group Q
consists of matrices of the form (8.3). Hence |Q\M(U˜)| <∞.
Thus the triple flag variety T(1n),(n−1),(n) is of finite type.
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8.2. Proof of the case of b = (1, n− 1). In each G-orbit of the triple flag variety
T(n),(n),(n), we can take a triple flag (U+, U−, V ) such that
U+ = Fe1 ⊕ · · · ⊕ Fen, U− = Fe1 ⊕ · · · ⊕ ea0 ⊕ Fen+1 ⊕ · · · ⊕ Fe2n−a0
and that V =
15⊕
j=1
V(j)
by Proposition 5.1 and Theorem 5.9. Since dimU+ = dimU− = n, we have a+ =
a− = a2 = 0 and hence
bj = 0 for j = 3, 4, 7, 8, 9, 10, 11, 12, 13, 14.
(See also [M13] Theorem 1.20.) The space U− is decomposed as
U− = U
−
(1) ⊕ U
−
(2) ⊕ U
−
(6) ⊕ U
−
(15) ⊕ U
−
(5)
where
U−(1) = U
+
(1) = Fe1 ⊕ · · · ⊕ Feb1 , U
−
(2) = U
+
(2) = Feb1+1 ⊕ · · · ⊕ Fea0 ,
U−(6) = Fen+1 ⊕ · · · ⊕ Fen+b6 , U
−
(15) = Fen+b6+1 ⊕ · · · ⊕ Fen+b6+b15
and U−(5) = Fen+b6+b15+1 ⊕ · · · ⊕ Fe2n−a0 .
First we describe RV -orbits of one-dimensional subspaces of U− as follows.
Lemma 8.1. Let U1− be a one-dimensional subspace of U−. Then we can take a
g ∈ RV such that gU
1
− is one of the following six spaces.
Fe1, Feb1+1, Fen+1, F(eb1+1 + en+1), Fen+b6+1, Fen+b6+b15+1
Proof. (A) Suppose that U1− ⊂ U
−
(1). Then we can take an h = h(1)(A) ∈ RV with
some A ∈ GLb1(F) such that hU
1
− = Fe1 by Lemma 5.10.
(B) Suppose that U1− = F(v1+ v2) with v1 =
∑b1
i=1 λiei ∈ U
−
(1) and v2 ∈ U
−
(2)−{0}.
Then we can take an h = h(2)(B) ∈ RV with some B ∈ GLb2(F) such that hv2 = eb1+1
by Lemma 5.10. Hence
h(v1 + v2) = v1 + eb1+1.
Define an element g ∈ RV by
g =
b1∏
i=1
gi,b1+1(−λi)
with the elements gi,b1+1(−λi) ∈ RV given in Lemma 5.12. Then we have
gh(v1 + v2) = g(v1 + eb1+1) = eb1+1.
(C) Suppose that U1− = F(v1+ v3) with v1 =
∑b1
i=1 λiei ∈ U
−
(1) and v3 ∈ U
−
(6)−{0}.
Then we can take an h = h(6)(C) ∈ RV with some C ∈ GLb6(F) such that hv3 = en+1
by Lemma 5.10. Hence
h(v1 + v3) = v1 + en+1.
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For i = 1, . . . , b1 and λ ∈ F, we can define an element g = gi,n+1(λ) ∈ RV by
gen+1 = en+1 + λei, ge2n+1−i = e2n+1−i − λen
and geℓ = eℓ for ℓ ∈ {1, . . . , 2n} − {n + 1, 2n + 1 − i}. Put g1 =
∏b1
i=1 gi,n+1(−λi).
Then we have
g1h(v1 + v3) = g1(v1 + en+1) = en+1.
(D) Suppose that U1− = F(v1+v2+v3) with v1 =
∑b1
i=1 λiei ∈ U
−
(1), v2 ∈ U
−
(2)−{0}
and v3 ∈ U
−
(6) − {0}. Then we can take h1 = h(2)(B) (B ∈ GLb2(F)) and h2 =
h(6)(C) (C ∈ GLb6(F)) in RV such that h1v2 = eb1+1 and that h2v3 = en+1 by
Lemma 5.10. Hence
h1h2(v1 + v2 + v3) = v1 + eb1+1 + en+1.
Take the element g =
∏b1
i=1 gi,b1+1(−λi) given in (B). Then we have
gh1h2(v1 + v2 + v3) = g(v1 + eb1+1 + en+1) = eb1+1 + en+1.
(E) Suppose that U1− = F(v1 + v2 + v3 + v4) with
v1 =
b1∑
i=1
λiei ∈ U
−
(1), v2 =
a0∑
i=b1+1
λiei ∈ U
−
(2),
v3 =
n+b6∑
i=n+1
λiei ∈ U
−
(6) and v4 ∈ U
−
(15) − {0}.
Then we can take an h = h(15)(D) ∈ RV with some D ∈ Spb15(F) such that hv4 =
en+b6+1 by Lemma 5.11. Hence
h(v1 + v2 + v3 + v4) = v1 + v2 + v3 + en+b6+1.
For i ∈ {1, . . . , a0} ⊔ {n + 1, . . . , n + b6} and λ ∈ F, we can define an element
g = gi,n+b6+1(λ) ∈ RV by
gen+b6+1 = en+b6+1 + λei, ge2n+1−i = e2n+1−i − λen−b6
and geℓ = eℓ for ℓ ∈ {1, . . . , 2n} − {n+ b6 + 1, 2n+ 1− i}. Put
g1 =
∏
i∈{1,...,a0}⊔{n+1,...,n+b6}
gi,n+b6+1(−λi).
Then we have
g1h(v1 + v2 + v3 + v4) = g1(v1 + v2 + v3 + en+b6+1) = en+b6+1.
(F) Suppose that U1− = F(v1 + v2 + v3 + v4 + v5) with
v1 =
b1∑
i=1
λiei ∈ U
−
(1), v2 =
a0∑
i=b1+1
λiei ∈ U
−
(2), v3 =
n+b6∑
i=n+1
λiei ∈ U
−
(6),
v4 =
n+b6+b15∑
i=n+b6+1
λiei ∈ U
−
(15) and v5 ∈ U
−
(5) − {0}.
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Then we can take an h = h(5)(E) ∈ RV with some E ∈ GLb5(F) such that hv5 = em
by Lemma 5.10 where m = n + b6 + b15 + 1. Hence
h(v1 + v2 + v3 + v4 + v5) = v1 + v2 + v3 + v4 + em.
For i ∈ {1, . . . , a0} ⊔ {n+ 1, . . . , n+ b6 + b15} and λ ∈ F, we can define an element
g = gi,m(λ) ∈ RV by
gem = em + λei, ge2n+1−i = e2n+1−i − λe2n+1−m
and geℓ = eℓ for ℓ ∈ {1, . . . , 2n} − {m, 2n+ 1− i}. Put
g1 =
∏
i∈{1,...,a0}⊔{n+1,...,n+b6+b15}
gi,m(−λi).
Then we have
g1h(v1 + v2 + v3 + v4 + v5) = g1(v1 + v2 + v3 + v4 + em) = em.

By Lemma 8.1, we may assume U1− is one of the six spaces given in this lemma.
We have only to consider the restriction Q′ of
R′V = {g ∈ RV | gU
1
− = U
1
−}
to U+ and show that Q
′ has a finite number of orbits on the full flag variety M of
GL(U+).
(A) Case of U1− = Fe1. The group Q
′ consists of matrices of the form
λ ∗ ∗ ∗ ∗ ∗
0 A ∗ ∗ ∗ ∗
0 0 B 0 ∗ ∗
0 0 0 C ∗ ∗
0 0 0 0 D ∗
0 0 0 0 0 E

with λ ∈ F×, A ∈ GLb1−1(F), B ∈ GLb2(F), C ∈ GLb5(F), D ∈ Sp
′
b15
(F) and
E ∈ GLb6(F). In the appendix of [M13], it is shown that the subgroup of GLb2+b5(F)
consisting of matrices (
B 0
0 C
)
has a finite number of orbits onM(Fb2+b5). It is also shown that |Sp′b15(F)\M(F
b15)| <
∞. Hence |Q′\M | <∞ by Corollary 12.9.
(B) Case of U1− = Feb1+1. The group Q
′ consists of matrices of the form
A ∗ ∗ ∗ ∗ ∗
0 λ ∗ 0 ∗ ∗
0 0 B 0 ∗ ∗
0 0 0 C ∗ ∗
0 0 0 0 D ∗
0 0 0 0 0 E

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with λ ∈ F×, A ∈ GLb1(F), B ∈ GLb2−1(F), C ∈ GLb5(F), D ∈ Sp
′
b15
(F) and E ∈
GLb6(F). By Corollary 12.11 (case of α1 = b5, α2 = b2 − 1 and α3 = α4 = α5 = 0),
the subgroup of GLb2+b6(F) consisting of matricesλ ∗ 00 B 0
0 0 C

has a finite number of orbits onM(Fb2+b5). On the other hand, |Sp′b15(F)\M(F
b15)| <
∞. Hence |Q′\M | <∞ by Corollary 12.9.
(C) Case of U1− = Fen+1. The group Q
′ consists of matrices of the form
A ∗ ∗ ∗ ∗ ∗
0 B 0 ∗ ∗ ∗
0 0 C ∗ ∗ ∗
0 0 0 D ∗ ∗
0 0 0 0 E ∗
0 0 0 0 0 λ

with λ ∈ F×, A ∈ GLb1(F), B ∈ GLb2(F), C ∈ GLb5(F), D ∈ Sp
′
b15
(F) and
E ∈ GLb6−1(F). Since the subgroup of GLb2+b5(F) consisting of matrices(
B 0
0 C
)
has a finite number of orbits on M(Fb2+b5), and since |Sp′b15(F)\M(F
b15)| < ∞, we
have |Q′\M | <∞ by Corollary 12.9.
(D) Case of U1− = F(eb1+1 + en+1). The group Q
′ consists of matrices of the form
A ∗ ∗ ∗ ∗ ∗ ∗
0 λ ∗ 0 ∗ ∗ ∗
0 0 B 0 ∗ ∗ ∗
0 0 0 C ∗ ∗ ∗
0 0 0 0 D ∗ ∗
0 0 0 0 0 E ∗
0 0 0 0 0 0 λ−1

with λ ∈ F×, A ∈ GLb1(F), B ∈ GLb2−1(F), C ∈ GLb5(F), D ∈ Sp
′
b15
(F) and
E ∈ GLb6−1(F).
The subgroup of GLb2+b5(F)× F
× consisting of elementsλ ∗ 00 B 0
0 0 C
 , λ−1

has a finite number of orbits on M(Fb2+b5)×M(F) by Corollary 12.11. (Note that
M(Fb2+b5) ×M(F) ∼= M(Fb2+b5) since M(F) consists of one point.) We also have
|Sp′b15\M(F
b15)| <∞. Hence |Q′\M | <∞ by Corollary 12.9.
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(E) Case of U1− = Fen+b6+1. The group Q
′ consists of matrices of the form
A ∗ ∗ ∗ ∗
0 B 0 ∗ ∗
0 0 C ∗ ∗
0 0 0 D X
0 0 0 0 E

with A ∈ GLb1(F), B ∈ GLb2(F), C ∈ GLb5(F), D ∈ Qb15 , E ∈ GLb6(F) and a
b15 × b6 matrix X = {xi,j} such that
xb15,1 = · · · = xb15,b6 = 0
where Qb15 = {g ∈ Sp
′
b15
(F) | gFe1 = Fe1}. The subgroup of GLb2+b5(F) consisting
of matrices (
B 0
0 C
)
has a finite number of orbits on M(Fb2+b5). On the other hand, the subgroup of
GLb15+b6(F) consisting of the matrices(
D X
0 E
)
has a finite number of orbits on M(Fb15+b6) by Lemma 12.12 in the appendix. So
we have |Q′\M | <∞ by Corollary 12.9.
(F) Case of U1− = Fen+b6+b15+1. The group Q
′ consists of matrices of the form
A ∗ ∗ ∗ ∗ ∗
0 B 0 0 ∗ ∗
0 0 C ∗ ∗ ∗
0 0 0 λ 0 0
0 0 0 0 D ∗
0 0 0 0 0 E

with A ∈ GLb1(F), B ∈ GLb2(F), C ∈ GLb5−1(F), D ∈ Sp
′
b15
(F) and E ∈ GLb6(F).
By Lemma 12.10 (case of α1 = b2, α2 = b5 − 1, α3 = 0, α4 = b15 and α5 = b6), the
subgroup of GLn−b1(F) consisting of matrices
B 0 0 ∗ ∗
0 C ∗ ∗ ∗
0 0 λ 0 0
0 0 0 D ∗
0 0 0 0 E

has a finite number of orbits on M(Fn−b1). So we have |Q′\M | < ∞ by Corollary
12.9.
Thus the triple flag variety T(1n),(1,n−1),(n) is of finite type.
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9. Proof of Proposition 4.5
Take a triple flag (U+, U−, V ) ∈ T(n),(β),(n) as in Section 8. Since dimU+ = n, we
have a− = a2 = 0 and hence
bk = 0 for k = 4, 7, 9, 11, 12, 13, 14.
Moreover we have
β = dimU− = a0 + a− + a1 = b1 + b2 + b5 + b6 + b8 + b15.
(i) When β ≤ 2 or β = 3 and |F×/(F×)2| < ∞, we will prove |Q\M(U˜)| < ∞
using the reduction in Section 6.1.
(ii) We will also prove |RV \Mγ1,γ2,γ3(U+)| <∞ without assumption on F.
Let us represent Q by matrices with respect to the basis
eb1+1, . . . , en−b6−b8
of U˜ . Here we note that the group Q consists of restrictions of elements in
{g ∈ RV | gU˜ = U˜ , gU
+,j
(8)
= U+,j
(8)
for j = 1, . . . , b8 and g acts trivially on U
+
6,1
}
to U˜ since we consider full flags in U+.
(A) Case of b5 = b15 = 0. The space U˜ is decomposed as
U˜ = U+(2) ⊕ U
+
(3) ⊕ U
+
(8) ⊕ U
+
(10).
(Note that 0 ≤ b2 + b8 ≤ β.) The group Q consists of matrices
A 0 ∗ ∗
0 B ∗ ∗
0 0 C ∗
0 0 0 D

with A ∈ GLb2(F), B ∈ GLb3(F), C ∈ Bb8 and D ∈ GLb10(F) by Lemma 5.10
and Lemma 5.12 (with Figure 6.2). Since the subgroup of GLb2+b3(F) consisting of
matrices (
A 0
0 B
)
has a finite number of orbits on M(Fb2+b3), we have |Q\M(U˜)| < ∞ by Corollary
12.9.
(B) Case of b5 = 1 and b15 = 0. The space U˜ is decomposed as
U˜ = U+(2) ⊕ U
+
(3) ⊕ U
+
(8) ⊕ U
+
(10) ⊕ U
+
(5).
(Note that 0 ≤ b2 + b8 ≤ β − 1.) The group Q consists of matrices
A 0 ∗ ∗ 0
0 B ∗ ∗ ∗
0 0 C ∗ 0
0 0 0 D 0
0 0 0 0 λ
 .
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with λ ∈ F×, A ∈ GLb2(F), B ∈ GLb3(F), C ∈ Bb8 and D ∈ GLb10(F) by Lemma
5.10 and Lemma 5.12. By Lemma 12.10 (case of α1 = b2, α2 = b3, α3 = b8 + b10
and α4 = α5 = 0), we have |Q\M(U˜)| <∞.
(C) Case of b5 = 2. We have b1 + b2 + b6 + b8 = β − 2 and b15 = 0. If b2 = b8 = 0,
then U˜ is decomposed as
U˜ = U+(3) ⊕ U
+
(10) ⊕ U
+
(5)
and the group Q consists of matricesA ∗ ∗0 B 0
0 0 C

with A ∈ GLb3(F), B ∈ GLb10(F) and C ∈ GL2(F). Since the subgroup of
GLb10+2(F) consisting of matrices (
B 0
0 C
)
has a finite number of orbits on M(Fb10+2), we have |Q\M(U˜)| < ∞ by Corollary
12.9.
If b2 = 1, then U˜ = U+ is decomposed as
U+ = U
+
(2) ⊕ U
+
(3) ⊕ U
+
(10) ⊕ U
+
(5)
and the group Q consists of matrices
λ 0 ∗ 0
0 A ∗ ∗
0 0 B 0
0 0 0 C

with λ ∈ F×, A ∈ GLb3(F), B ∈ GLb10(F) and C ∈ GL2(F) by Lemma 5.10
and Lemma 5.12. By Corollary 12.11 (case of α1 = 2, α2 = b10, α3 = b3 and
α4 = α5 = 0), we have |Q\M(U+)| <∞.
If b8 = 1, then U˜ is decomposed as
U˜ = U+(3) ⊕ U
+
(8) ⊕ U
+
(10) ⊕ U
+
(5).
The group Q consists of matrices
A ∗ ∗ ∗
0 λ ∗ 0
0 0 B 0
0 0 0 C

with λ ∈ F×, A ∈ GLb3(F), B ∈ GLb10(F) and C ∈ GL2(F) by Lemma 5.10 and
Lemma 5.12. The subgroup of GLb10+3(F) consisting of matricesλ ∗ 00 B 0
0 0 C

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has a finite number of orbits on M(Fb10+3) by Corollary 12.11 (case of α1 = 2, α2 =
b10 and α3 = α4 = α5 = 0). So we have |Q\M(U˜)| <∞ by Corollary 12.9.
(D) Case of b5 = 3. The space U˜ = U+ is decomposed as
U+ = U
+
(3) ⊕ U
+
(10) ⊕ U
+
(5)
and the group Q consists of matricesA ∗ ∗0 B 0
0 0 C

with A ∈ GLb3(F), B ∈ GLb10(F) and C ∈ GL3(F). Since the subgroup of
GLb10+3(F) consisting of matrices (
B 0
0 C
)
has a finite number of orbits on M(Fb10+3), we have |Q\M(U+)| <∞ by Corollary
12.9.
(E) Case of b5 = b8 = 0 and b15 = 2. The space U˜ is decomposed as
U˜ = U+(2) ⊕ U
+
(3) ⊕ U
+
(10) ⊕ U
+
(15).
(Since b1 + b2 + b6 = β − 2, we have b2 = 0 or 1.) The group Q consists of matrices
A 0 ∗ ∗
0 B ∗ ∗
0 0 C 0
0 0 0 D

with A ∈ GLb2(F), B ∈ GLb3(F), C ∈ GLb10(F) and D ∈ Sp
′
2(F) = SL2(F). The
subgroups consisting of the matrices(
A 0
0 B
)
and
(
C 0
0 D
)
of GLb2+b3(F) and GLb10+2(F) have finite numbers of orbits onM(F
b2+b3) andM(Fb10+2)
by [M13] and Lemma 12.13, respectively. Hence we have |Q\M(U˜ )| <∞ by Corol-
lary 12.9.
(F) Case of b5 = 1 and b15 = 2. U˜ = U+ is decomposed as
U+ = U
+
(3) ⊕ U
+
(10) ⊕ U
+
(5) ⊕ U
+
(15)
and the group Q consists of matrices
A ∗ ∗ ∗
0 B 0 0
0 0 λ ∗
0 0 0 C

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with λ ∈ F×, A ∈ GLb3(F), B ∈ GLb10(F) and C ∈ SL2(F) by Lemma 5.10 and
Lemma 5.12. Let H denote the subgroup of GLb10+3(F) consisting of matricesB 0 00 λ ∗
0 0 C

with λ ∈ F×, B ∈ GLb10(F) and C ∈ SL2(F).
(i) First assume |F×/(F×)2| < ∞. By Corollary 12.9, we have only to show that
|H\M(Fb10+3)| <∞. Let Z = {λIb10+3 | λ ∈ F
×} be the center of GLb10+3(F). Then
ZH is a subgroup of
H ′ =

B 0 00 λ ∗
0 0 C
 ∣∣∣ λ ∈ F×, B ∈ GLb10(F), C ∈ GL2(F)

of index |F×/(F×)2|. By Corollary 12.11, we have |H ′\M(Fb10+3)| < ∞. Since Z
acts trivially on M(Fb10+3), we have |H\M(Fb10+3)| <∞.
(ii) We have only to show that |Q\Mγ1,γ2,γ3(F
n)| <∞ when γ1+ γ2+ γ3 < n. Let
V1 ⊂ V2 ⊂ V3 be a flag in Fn such that dim Vi = γ1 + · · ·+ γi. Then we can take an
element g ∈ Q of the form
g =
(
A ∗
0 Ib10+3
)
such that gVi = Fe1 ⊕ · · · ⊕ Feℓi ⊕ V
′
i with some flag V
′
1 ⊂ V
′
2 ⊂ V
′
3 in U =
U+(10) ⊕U
+
(5) ⊕U
+
(15) where ℓi = dim(Vi ∩U
+
(3)). By Lemma 12.17 in the appendix, we
have |H\Mk1,k2,k3| <∞ for any k1, k2, k3. Hence we have |Q\Mγ1,γ2,γ3(F
n)| <∞ for
any γ1, γ2, γ3.
(G) Case of b8 = 1 and b15 = 2. The space U˜ is decomposed as
U˜ = U+(3) ⊕ U
+
(8) ⊕ U
+
(10) ⊕ U
+
(15).
With respect to the basis e1, . . . , en−1 of U˜ , elements of Q are represented by
A ∗ ∗ ∗
0 λ ∗ 0
0 0 B 0
0 0 0 C

with λ ∈ F×, A ∈ GLb3(F), B ∈ GLb10(F) and C ∈ SL2(F).
(i) Suppose |F×/(F×)2| < ∞. Then by the same reason as in (F), we have
|Q\M(U˜ )| <∞.
(ii) Let V1 ⊂ V2 ⊂ V3 be a flag in Tγ1,γ2,γ3(U+) with γ1 + γ2 + γ3 < n. Then we
have only to show that |RV \Tγ1,γ2,γ3(U+)| <∞. (Note that we cannot use Q in this
case.) By the same argument as in (F), we have only to prove the following lemma
for the case of b3 = 0.
Lemma 9.1. Suppose that n = 2b8 + b10 + b15 with b8 = 1 and b15 = 2. Then we
have |RV \Tγ1,γ2,γ3(U+)| <∞ for any γ1, γ2, γ3 with γ1 + γ2 + γ3 < n.
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Proof. The space U+ is decomposed as
U+ = U
+
(8) ⊕ U
+
(15) ⊕ U
+
(10) ⊕ U
+
(8)
with U+(8) = Fe1, U
+
(15) = Fe2⊕Fe3, U
+
(10) = Fe4⊕· · ·⊕Fen−1 and U
+
(8)
= Fen. (Here
we exchanged the order of U+(10) and U
+
(15) for the sake of convenience.)
Write U ′+ = Fe2 ⊕ · · · ⊕ Fen = U
+
(15) ⊕ U
+
(10) ⊕ U
+
(8)
. Let V1 ⊂ V2 ⊂ V3 be a flag in
Tγ1,γ2,γ3(U+). Then there exists an i ∈ {0, 1, 2, 3} such that
Vi 6∋ e1 and Vi+1 ∋ e1.
(We write V0 = {0} and V4 = U+.) Take an n − 1 dimensional subspace U of U+
such that U ⊃ Vi and U 6∋ e1. Then we have
Vj = Fe1 ⊕ (Vj ∩ U)
for j > i. Take a g ∈ RV such that gU = U
′
+. Then we have
gVj =
{
gVj ∩ U
′
+ for j ≤ i,
Fe1 ⊕ (gVj ∩ U ′+) for j > i.
So we have only to consider the flag V ′1 ⊂ V
′
2 ⊂ V
′
3 in Mk1,k2,k3(U
′
+) where
V ′j = gVj ∩ U
′
+.
We can write the restriction H of {g ∈ RV | gU
′
+ = U
′
+} to U
′
+ as
H =

A 0 00 B ∗
0 0 λ
 ∣∣∣ λ ∈ F×, A ∈ SL2(F), B ∈ GLn−4(F)
 .
Let H ′ = H ′(hV ′3) denote the restriction of {g ∈ H | ghV
′
3 = hV
′
3} to hV
′
3 for h ∈ H .
Write V ′3,1 = V
′
3 ∩ U
+
(15) and V
′
3,2 = V
′
3 ∩ (U
+
(10) ⊕ U
+
(8)
). Let π2 denote the projection
U ′+ → U
+
(10) ⊕ U
+
(8)
.
(A) First suppose dimV ′3,1 = 2. Then we have V
′
3 = U
+
(15) ⊕ V
′
3,2.
(A.1) If V ′3,2 ⊂ U
+
(10), then we can take an h ∈ H such that
hV ′3 = U
+
(15) ⊕ Fe4 ⊕ · · · ⊕ Fek+1
where k = dimV ′3 = k1 + k2 + k3. Elements of H
′ = H ′(hV ′3) are represented by
matrices (
A 0
0 B
)
with A ∈ SL2(F) and B ∈ GLk−2(F). By Lemma 12.13, we have |H ′\M(hV ′3)| <∞
and hence |H ′\Mk1,k2(hV
′
3)| <∞.
(A.2) If V ′3,2 6⊂ U
+
(10), then we can take an h ∈ H such that
hV ′3 = U
+
(15) ⊕ Fe4 ⊕ · · · ⊕ Fek ⊕ Fen.
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Elements of H ′ = H ′(hV ′3) are represented by matricesA 0 00 B ∗
0 0 λ

with λ ∈ F×, A ∈ SL2(F) and B ∈ GLk−3(F). So we have |H ′\Mk1,k2(hV
′
3)| <∞ by
Corollary 12.16.
(B) Next suppose dimV ′3,1 = 1. By the action of H , we may assume V
′
3,1 = Fe2.
(B.1) Case of dimV ′3,2 = k − 1 and π2(V
′
3) ⊂ U
+
(10). We can take an h ∈ H such
that
hV ′3 = Fe2 ⊕ Fe4 ⊕ · · · ⊕ Fek+2.
Elements of H ′ are represented by matrices(
a 0
0 B
)
with a ∈ F× and B ∈ GLk−1(F). So we have |H ′\M(hV ′3)| <∞.
(B.2) Case of dimV ′3,2 = k − 1 and π2(V
′
3) 6⊂ U
+
(10). We can take an h ∈ H such
that
hV ′3 = Fe2 ⊕ Fe4 ⊕ · · · ⊕ Fek+1 ⊕ Fen.
Elements of H ′ are represented by matricesa 0 00 B ∗
0 0 λ

with a, λ ∈ F× and B ∈ GLk−2(F). So we have |H ′\M(hV ′3)| <∞ by Lemma 12.1.
(B.3) Case of dimV ′3,2 = k − 2 and π2(V
′
3) ⊂ U
+
(10). We can take an h ∈ H such
that
hV ′3 = Fe2 ⊕ Fe4 ⊕ · · · ⊕ Fek+1 ⊕ F(e3 + ek+2).
With respect to the basis e2, e4, . . . , ek+1, e3 + ek+2 of hV
′
3 , elements of H
′ are repre-
sented by matrices a 0 ∗0 B ∗
0 0 a−1

with a ∈ F× and B ∈ GLk−2(F). Since the subgroup of GLk−1(F) × F× consisting
of elements ((
a 0
0 B
)
, a−1
)
has a finite number of orbits on M(Fk−1) ×M(F), we have |H ′\M(hV ′3)| < ∞ by
Corollary 12.9.
(B.4) Case of dimV ′3,2 = k − 2, V
′
3,2 ⊂ U
+
(10) and π2(V
′
3) 6⊂ U
+
(10). We can take an
h ∈ H such that
hV ′3 = Fe2 ⊕ Fe4 ⊕ · · · ⊕ Fek+1 ⊕ F(e3 + en).
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With respect to the basis e2, e4, . . . , ek+1, e3 + en of hV
′
3 , elements of H
′ are repre-
sented by matrices a 0 ∗0 B ∗
0 0 a−1

with a ∈ F× and B ∈ GLk−2(F). As in (B.3), we have |H ′\M(hV ′3)| <∞.
(B.5) Case of dimV ′3,2 = k − 2 and V
′
3,2 6⊂ U
+
(10). We can take an h ∈ H such that
hV ′3 = Fe2 ⊕ Fe4 ⊕ · · · ⊕ Fek ⊕ Fen ⊕ F(e3 + ek+1).
With respect to the basis
(9.1) e2, e4, . . . , ek, en, e3 + ek+1
of hV ′3 , elements of H
′ are represented by matrices
a 0 0 ∗
0 B ∗ ∗
0 0 λ 0
0 0 0 a−1

with a, λ ∈ F× and B ∈ GLk−3(F). By Lemma 5.12 (iv), we can take an element
g1 ∈ RV such that
g1en = en + µe2, g1e3 = e3 − µe1
with µ ∈ F and that g1ej = ej for j 6= 3, n. By Lemma 5.12 (i), we can take an
element g2 ∈ RV such that
g2ek+1 = ek+1 + µe1
and that g2ej = ej for j 6= k + 1. The product g = g2g1 ∈ RV stabilizes hV
′
3 and
g|hV ′3 is represented by the matrix
1 0 µ 0
0 Ik−3 0 0
0 0 1 0
0 0 0 1

with respect to the basis (9.1). (Here we note that g does not stabilize U ′+ if µ 6= 0.)
Hence the restriction of {g ∈ RV | ghV
′
3 = hV
′
3} to hV
′
3 contains the subgroup H
′′
consisting of matrices 
a 0 ∗ ∗
0 B ∗ ∗
0 0 λ 0
0 0 0 a−1
 .
We can see that the subgroup of GLk−2(F)×GL2(F) consisting of elements((
a 0
0 B
)
,
(
λ 0
0 a−1
))
has a finite number of orbits on M(Fk−2)×M(F2). So we have |H ′′\M(hV ′3)| <∞
by Corollary 12.9.
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(C) Finally suppose dimV ′3,1 = 0. Put V
′
4 = V
′
3 ⊕Fe2 and let Q
′ be the restriction
of {g ∈ RV | gV
′
4 = V
′
4} to V
′
4 . Then we have |Q
′\M(V ′4)| <∞ by the arguments in
(B). So we have |Q′′\M(V ′3)| <∞ where Q
′′ is the restriction of Q′ to V ′3 . 
10. Proof of Proposition 4.6
In each G-orbit of the triple flag variety T(n),(2),(n), we can take a triple flag
(U+, U−, V ) such that
U+ = Fe1 ⊕ · · · ⊕ Fen, U− =

Fe1 ⊕ Fe2 if a0 = 2,
Fe1 ⊕ Fen+1 if a0 = 1,
Fen+1 ⊕ Fen+2 if a0 = 0
and that V =
⊕15
j=1 V(j) by Proposition 5.1 and Theorem 5.9. Since dimU+ = n, we
have a− = a2 = 0 and hence
bj = 0 for j = 4, 7, 9, 11, 12, 13, 14.
On the other hand, since dimU− = 2, we have
b1 + b2 + b5 + b6 + b8 + b15 = 2.
For each case, we will first describe RV -orbits of one-dimensional subspaces of U−.
Then for each representative U1− of these orbits, we will compute the restriction Q
′
of R′V = {g ∈ RV | gU
1
− = U
1
−} to U+. We have only to show that Q
′ has a finite
number of orbits on the full flag variety M = M(U+). Note that the restriction
RV (U+) of RV to U+ has a finite number of orbits on M by Proposition 4.5 (i). So
we have only to consider the cases of Q′ $ RV (U+).
(A) Case of b1 + b2 = 2. The space U+ is decomposed as
U+ = U
+
(1) ⊕ U
+
(2) ⊕ U
+
(3) ⊕ U
+
(10)
with U+(1) ⊕ U
+
(2) = U− = Fe1 ⊕ Fe2, U
+
(3) = Fe3 ⊕ · · · ⊕ Feb3+2 and U
+
(10) = Feb3+3 ⊕
· · · ⊕ Fen.
(A.1) Case of b1 = 2. By Lemma 5.10, we may assume U
1
− = Fe1. By Lemma
5.10 and Lemma 5.12 (with Figure 6.1), Q′ consists of matrices
λ ∗ ∗ ∗
0 µ ∗ ∗
0 0 A ∗
0 0 0 B

with λ, µ ∈ F×, A ∈ GLb3(F) and B ∈ GLb10(F). So we have |Q
′\M | < ∞ by the
Bruhat decomposition.
(A.2) Case of b2 = 2. By Lemma 5.10, we may assume U
1
− = Fe1. By Lemma
5.10 and Lemma 5.12, Q′ consists of matrices
λ ∗ 0 ∗
0 µ 0 ∗
0 0 A ∗
0 0 0 B

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with λ, µ ∈ F×, A ∈ GLb3(F) and B ∈ GLb10(F). Since the subgroup of GLb3+2(F)
consisting of matrices λ ∗ 00 µ 0
0 0 A

has a finite number of orbits on the full flag variety of GLb3+2(F) by Corollary 12.11
(case of α1 = b10, α2 = 1 and α3 = α4 = α5 = 0), we have |Q
′\M | <∞ by Corollary
12.9.
(A.3) Case of b1 = b2 = 1. We have U
+
(1) = Fe1 and U
+
(2) = Fe2. If U
1
− = Fe1, then
we have Q′ = RV (U+). So we may assume U
1
− 6= Fe1 and hence
U1− = F(e2 + λe1)
with some λ ∈ F. Define an element g ∈ RV by
ge2 = e2 + λe1, ge2n = e2n − λe2n−1
and gek = ek for all k 6= 2, 2n. Then we have g
−1U1− = Fe2. So we may assume
U1− = Fe2.
For this U1−, the group Q
′ consists of matrices
λ 0 ∗ ∗
0 µ 0 ∗
0 0 A ∗
0 0 0 B

with λ, µ ∈ F×, A ∈ GLb3(F) and B ∈ GLb10(F). By Lemma 12.1, the subgroup of
GLb3+2(F) consisting of matrices λ 0 ∗0 µ 0
0 0 A

has a finite number of orbits on M(Fb3+2). So we have |Q′\M | < ∞ by Corollary
12.9.
(B) Case of b5 + b6 = 2. U+ = U
+
(3) ⊕ U
+
(10) ⊕ U
+
(5) ⊕ U
+
(6)
with U+(3) = Fe1 ⊕ · · · ⊕
Feb3 , U
+
(10) = Feb3+1⊕· · ·⊕Fen−2 and U
+
(5)⊕U
+
(6)
= Fen−1⊕Fen. U− = U−(6)⊕U
−
(5) =
Fen+1 ⊕ Fen+2.
(B.1) Case of b6 = 2. Since U− = U
−
(6)
= Fen+1 ⊕ Fen+2, we may assume U1− =
Fen+1 by Lemma 5.10. The group Q′ consists of matrices
A ∗ ∗ ∗
0 B ∗ ∗
0 0 λ ∗
0 0 0 µ

with λ, µ ∈ F×, A ∈ GLb3(F) and B ∈ GLb10(F) by Lemma 5.10 and Lemma 5.12 .
So we have |Q′\M | <∞ by the Bruhat decomposition.
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(B.2) Case of b5 = 2. Since U− = U
−
(5) = Fen+1 ⊕ Fen+2, we may assume U
1
− =
Fen+1 by Lemma 5.10. The group Q′ consists of matrices
A ∗ ∗ ∗
0 B 0 0
0 0 λ ∗
0 0 0 µ

with λ, µ ∈ F×, A ∈ GLb3(F) and B ∈ GLb10(F) by Lemma 5.10 and Lemma 5.12.
Since the subgroup of GLb10+2(F) consisting of matricesB 0 00 λ ∗
0 0 µ

has a finite number of orbits on the full flag variety of GLb10+2(F) by Lemma 12.10,
we have |Q′\M | <∞ by Corollary 12.9.
(B.3) Case of b5 = b6 = 1. We have U− = U
−
(6)
⊕ U−(5) with U
−
(6)
= Fen+1 and
U−(5) = Fen+2. If U
1
− = Fen+1, then we have Q
′ = RV (U+). So we may assume
U1− 6= Fen+1 and hence
U1− = F(en+2 + λen+1)
with some λ ∈ F. Define an element g ∈ RV by
gen+2 = en+2 + λen+1, gen = en − λen−1
and gek = ek for all k 6= n, n+2. Then we have g
−1U1− = Fen+2. So we may assume
U1− = Fen+2.
For this U1−, the group Q
′ consists of matrices
A ∗ ∗ ∗
0 B 0 ∗
0 0 λ 0
0 0 0 ν

with λ, µ ∈ F×, A ∈ GLb3(F) and B ∈ GLb10(F). Since the subgroup of GLb3+2(F)
consisting of matrices B 0 ∗0 λ 0
0 0 µ

has a finite number of orbits on M(Fb3+2) by Lemma 12.1, we have |Q′\M | <∞ by
Corollary 12.9.
(C) Case of b8 = 2. U+ = U
+
(3)⊕U
+
(8)⊕U
+
(10)⊕U
+
(8)
with U+(3) = Fe1⊕· · ·⊕Feb3 , U
+
(8) =
Feb3+1 ⊕ Feb3+2, U
+
(10) = Feb3+3 ⊕ · · · ⊕ Fen−2 and U
+
(8)
= Fen−1 ⊕ Fen. By Lemma
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5.10, we may assume U1− = Fen+1. The group Q
′ consists of matrices
A ∗ ∗ ∗
0 C ∗ ∗
0 0 B ∗
0 0 0 C∗

with A ∈ GLb3(F), B ∈ GLb10(F) and C ∈ B2 and C
∗ = J2
tC−1J2. Consider the
subgroup
H = {(C,C∗) | C ∈ B2}
of GL2(F)×GL2(F). Then the full flag variety M(F2)×M(F2) ∼= P 1(F)× P 1(F) is
decomposed into five H-orbits. Hence we have |Q′\M | <∞ by Corollary 12.9.
(D) Case of b15 = 2. U+ = U
+
(3)⊕U
+
(10)⊕U
+
(15) with U
+
(3) = Fe1⊕· · ·⊕Feb3 , U
+
(10) =
Feb3+1 ⊕ · · · ⊕ Fen−2 and U
+
(15) = Fen−1 ⊕ Fen. By Lemma 5.11, we may assume
U1− = Fen+1. The group Q
′ consists of matrices
A ∗ ∗ ∗
0 B 0 0
0 0 λ ∗
0 0 0 λ−1

with A ∈ GLb3(F), B ∈ GLb10(F) and λ ∈ F
×.
(i) First we will show that
|F×/(F×)2| <∞ =⇒ |Q′\M | <∞.
Let Q′′ denote the subgroup of GLb10+2(F) consisting of matricesB 0 00 λ ∗
0 0 λ−1

with B ∈ GLb10(F) and λ ∈ F
×. Then we have only to show that |Q′′\M(Fb10+2)| <
∞ by Corollary 12.9.
Let Q′′′ denote the subgroup of GLb10+2(F) consisting of matricesB 0 00 µ1 ∗
0 0 µ2

with B ∈ GLb10(F) and µ1, µ2 ∈ F
×. Then we have |Q′′′\M(Fb10+2)| <∞ by Lemma
12.10 (case of α1 = b3, α2 = 1 and α3 = α4 = α5 = 0).
Let Z = {µIb10+2 | µ ∈ F
×} denote the center of GLb10+2(F). Since Z acts trivially
on M(Fb10+2), we have
Q′′\M(Fb10+2) ∼= ZQ′′\M(Fb10+2).
So we may consider the subgroup ZQ′′ of Q′′′ consisting of matricesB 0 00 µ1 ∗
0 0 µ2

ORTHOGONAL MULTIPLE FLAG VARIETIES 65
with B ∈ GLb10(F) and µ1, µ2 ∈ F
× such that µ1/µ2 ∈ (F×)2. Since |Q′′′/ZQ′′| =
|F×/(F×)2| <∞, we have |ZQ′′\M(Fb10+2)| <∞.
(ii) Next we will show that |Q′\Mγ1(F
n)| <∞ without the assumption on F where
Mγ1(F
n) denote the Grassmann variety consisting of γ1-dimensional subspaces in Fn.
Let V be a γ1-dimensional subspace in Fn. Put γ′1 = dim(V ∩ U
+
(3)). Then we can
take an element g ∈ Q′ of the form(
A ∗
0 Ib10+2
)
such that
gV = Fe1 ⊕ · · · ⊕ Feγ′1 ⊕ V
′
with some subspace V ′ of U(10) ⊕ U(15). Since |Q
′′\Mk(Fb10+2)| < ∞ for any k by
Lemma 12.14 in the appendix, we have |Q′\Mγ′1(F
n)| <∞.
(E) Case of b1 + b2 = b5 + b6 = 1. We have
U+ = U
+
(i) ⊕ U
+
(3) ⊕ U
+
(10) ⊕ U
+
(j) and U− = Fe1 ⊕ Fen+1
with i = 1 or 2, j = 5 or 6, U+(i) = Fe1, U
+
(3) = Fe2 ⊕ · · · ⊕ Feb3+1, U
+
(10) =
Feb3+2 ⊕ · · · ⊕ Fen−1 and U
+
(j) = Fen.
(E.1) Case of (i, j) = (1, 5), (2, 5) or (1, 6). If U1− = Fe1, then we have Q
′ =
RV (U+). So we may assume U
1
− 6= Fe1 and hence
U1− = F(en+1 + λe1)
with some λ ∈ F. Define an element gλ ∈ RV by
gλen+1 = en+1 + λe1, gλe2n = e2n − λen
and gλek = ek for all k 6= n + 1, 2n. Then we have g
−1
λ U
1
− = Fen+1. So we may
assume
U1− = Fen+1.
We can show Q′ = RV (U+) as follows. Let g be an element of RV . Then we have
gFen+1 = F(en+1 + λe1)
with some λ ∈ F since gU− = U− and since gFe1 = Fe1. So we have g−1λ gFen+1 =
Fen+1 and hence g−1λ g|U+ ∈ Q
′. Since gλ acts trivially on U+, we have g|U+ ∈ Q
′.
Hence Q′ = RV (U+).
(E.2) Case of (i, j) = (2, 6). If U1− = Fe1 or Fen+1, then we have Q
′ = RV (U+).
So we may assume
U1− = F(en+1 + λe1)
with some λ ∈ F×. Take an element h ∈ RV such that
he1 = λ
−1e1, he2n = λe2n
and that hek = ek for all k 6= 1, 2n by Lemma 5.10. Then we have hU
1
− = F(e1 +
en+1). So we may assume
U1− = F(e1 + en+1).
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For this U1−, the group Q
′ consists of matrices
λ 0 ∗ ∗
0 A ∗ ∗
0 0 B ∗
0 0 0 λ−1

with λ ∈ F×, A ∈ GLb3(F) and B ∈ GLb10(F). Since the subgroup of GLb3+1(F)×F
×
consisting of elements ((
λ 0
0 A
)
, λ−1
)
has a finite number of orbits onM(Fb3+1)×M(F), we have |Q′\M | <∞ by Corollary
12.9.
(F) Case of b1 = b8 = 1. We have
U+ = U
+
(1) ⊕ U
+
(3) ⊕ U
+
(8) ⊕ U
+
(10) ⊕ U
+
(8)
and U− = Fe1 ⊕ Fen+1
with U+(1) = Fe1, U
+
(3) = Fe2⊕· · ·⊕Feb3+1, U
+
(8) = Feb3+2, U
+
(10) = Feb3+3⊕· · ·⊕Fen−1
and U+
(8)
= Fen. If U1− = Fe1, then we have Q
′ = RV (U+). So we may assume
U1− 6= Fe1 and hence
U1− = F(en+1 + λe1).
By the same argument as in (E.1), we may assume U1− = Fen+1 and we have Q
′ =
RV (U+).
(G) Case of b2 = b8 = 1. We have
U+ = U
+
(2) ⊕ U
+
(3) ⊕ U
+
(8) ⊕ U
+
(10) ⊕ U
+
(8)
and U− = Fe1 ⊕ Fen+1
with U+(2) = Fe1, U
+
(3) = Fe2⊕· · ·⊕Feb3+1, U
+
(8) = Feb3+2, U
+
(10) = Feb3+3⊕· · ·⊕Fen−1
and U+
(8)
= Fen. If U1− = Fe1, then we have Q
′ = RV (U+). So we may assume
U1− 6= Fe1 and hence
U1− = F(en+1 + λe1)
with some λ ∈ F. Define an element g ∈ RV by
gen+1 = en+1 + λe1, geb3+2 = eb3+2 − λe1, ge2n = e2n + λ(eb3+2 − en)
and gek = ek for all k 6= b3 +2, n+1, 2n. Then we have g
−1U1− = Fen+1. So we may
assume
U1− = Fen+1.
For this U1−, the group Q
′ consists of matrices
λ 0 0 ∗ ∗
0 A ∗ ∗ ∗
0 0 µ ∗ ∗
0 0 0 B ∗
0 0 0 0 µ−1

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with λ, µ ∈ F×, A ∈ GLb3(F) and B ∈ GLb10(F). The subgroup of GLb3+2(F)× F
×
consisting of elements λ 0 00 A ∗
0 0 µ
 , µ−1

has a finite number of orbits on M(Fb3+2) × M(F) by Lemma 12.1. So we have
|Q′\M | <∞ by Corollary 12.9.
(H) Case of b6 = b8 = 1. We have
U+ = U
+
(3) ⊕ U
+
(8) ⊕ U
+
(10) ⊕ U
+
(8)
⊕ U+
(6)
and U− = Fen+1 ⊕ Fen+2
with U+(3) = Fe1⊕· · ·⊕Feb3 , U
+
(8) = Feb3+1, U
+
(10) = Feb3+2⊕· · ·⊕Fen−2, U
+
(8)
= Fen−1
and U+
(6)
= Fen. If U1− = Fen+1, then we have Q
′ = RV (U+). So we may assume
U1− 6= Fen+1 and hence
U1− = F(en+2 + λen+1)
with some λ ∈ F. Define an element g ∈ RV by
gen+2 = en+2 + λen+1, gen = en − λen−1
and gek = ek for all k 6= n, n+2. Then we have g
−1U1− = Fen+2. So we may assume
U1− = Fen+2.
For this U1−, the group Q
′ consists of matrices
A ∗ ∗ ∗ ∗
0 λ ∗ ∗ ∗
0 0 B ∗ ∗
0 0 0 λ−1 0
0 0 0 0 ν

with λ, µ ∈ F×, A ∈ GLb3(F) and B ∈ GLb10(F). Since the subgroup of GL1(F) ×
GL2(F) consisting of elements (
λ,
(
λ−1 0
0 µ
))
has three orbits on M(F)×M(F2), we have |Q′\M | <∞ by Corollary 12.9.
(I) Case of b5 = b8 = 1. We have
U+ = U
+
(3) ⊕ U
+
(8) ⊕ U
+
(10) ⊕ U
+
(5) ⊕ U
+
(8)
and U− = Fen+1 ⊕ Fen+2
with U+(3) = Fe1⊕· · ·⊕Feb3 , U
+
(8) = Feb3+1, U
+
(10) = Feb3+2⊕· · ·⊕Fen−2, U
+
(5) = Fen−1
and U+
(8)
= Fen. If U1− = Fen+1, then we have Q
′ = RV (U+). So we may assume
U1− 6= Fen+1 and hence
U1− = F(en+2 + λen+1)
with some λ ∈ F. Define an element g ∈ RV by
gen+2 = en+2 + λen+1, gen = en − λen−1
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and gek = ek for all k 6= n, n+2. Then we have g
−1U1− = Fen+2. So we may assume
U1− = Fen+2.
With respect to the basis e1, . . . , en−2, en, en−1 of U+, elements of Q
′ are represented
by matrices 
A ∗ ∗ ∗ ∗
0 λ ∗ ∗ 0
0 0 B ∗ 0
0 0 0 λ−1 0
0 0 0 0 µ

with λ, µ ∈ F×, A ∈ GLb3(F) and B ∈ GLb10(F).
(i) We will first show that
|F×/(F×)2| <∞ =⇒ |Q′\M | <∞.
By Corollary 12.9, we have only to show that the subgroup Q′′ of GLn−b3(F) con-
sisting of matrices 
λ ∗ ∗ 0
0 B ∗ 0
0 0 λ−1 0
0 0 0 µ

has a finite number of orbits on M(Fn−b3). Since the center Z = {νIn−b3 | ν ∈ F
×}
acts trivially on M(Fn−b3), we have only to consider the action of
ZQ′′ =


λ1 ∗ ∗ 0
0 B ∗ 0
0 0 λ2 0
0 0 0 µ
 ∣∣∣ λ1, λ2, µ ∈ F×, B ∈ GLb10(F), λ1λ2 ∈ (F×)2
 .
On the other hand, the group
Q′′′ =


λ1 ∗ ∗ 0
0 B ∗ 0
0 0 λ2 0
0 0 0 µ
 ∣∣∣ λ1, λ2, µ ∈ F×, B ∈ GLb10(F)

has a finite number of orbits on M(Fn−b3) by Lemma 12.1. Since the index of ZQ′′
in Q′′′ is |F×/(F×)2|, we have
|ZQ′′\M(Fn−b3)| <∞.
(ii) Next we will show that |Q′\Mγ1(F
n)| < ∞ without the assumption on F.
By the same argument as in (F), we have only to show |Q′′\Mk(Fn−b3)| < ∞ for
k = 0, . . . , γ1. Let H denote the subgroup of GLn−b3−1(F) consisting of matricesλ ∗ ∗0 B ∗
0 0 λ−1

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with B ∈ GLb10(F) and λ ∈ F
×. Then we have |H\M(Fn−b3−1)| <∞ by the Bruhat
decomposition. Applying Proposition 6.3 in [M15], we have
|Q′′\Mk(Fn−b3)| <∞.
Thus we have completed the proof of Proposition 4.6.
11. Proof of Proposition 4.7
In each G-orbit of the triple flag variety T(n),(1),(n), we can take a triple flag
(U+, U−, V ) such that
U+ = Fe1 ⊕ · · · ⊕ Fen, U− = Fe1 or Fen+1 and that V =
15⊕
j=1
V(j)
by Proposition 5.1 and Theorem 5.9. Since dimU+ = n, we have a− = a2 = 0 and
hence
(11.1) bj = 0 for j = 4, 7, 9, 11, 12, 13, 14.
On the other hand, since dimU− = a0 + a1 = 1, we have
b1 + b2 + b5 + b6 + b8 = 1.
Note that
U− =
{
Fe1 if b1 + b2 = a0 = 1,
Fen+1 if b5 + b6 + b8 = a1 = 1.
First we take representatives U1+ of RV -orbits of β-dimensional subspaces of U+.
Then we show that the restriction QV of R
′
V = {g ∈ RV | gU
1
+ = U
1
+} to V has a
finite number of orbits on the full flag variety M(V ) of GL(V ).
(A) Case of b1 = 1. The space U+ is decomposed as
U+ = U
+
(1) ⊕ U
+
(3) ⊕ U
+
(10)
with U+(1) = Fe1, U
+
(3) = Fe2 ⊕ · · · ⊕ Feb3+1 and U
+
(10) = Feb3+2 ⊕ · · · ⊕ Fen.
First suppose that U1+ ⊃ U
+
(1). Then we can take a g ∈ RV such that
gU1+ = U
+
(1) ⊕ U
+
(3),1 ⊕ U
+
(10),1
where U+(3),1 = Fe2 ⊕ · · · ⊕ Feb′3+1 and U
+
(10),1 = Feb3+2 ⊕ · · · ⊕ Feb3+b′10+1 with some
b′3 ≤ b3 and b
′
10 ≤ b10, respectively, by Lemma 5.10 and Lemma 5.12. So we may
assume
U1+ = U
+
(1) ⊕ U
+
(3),1 ⊕ U
+
(10),1.
With respect to the basis
(11.2) e1, . . . , eb3+1, en+1, . . . , eb3+2
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of V , elements of QV are represented by matrices
λ ∗ ∗ ∗ ∗
0 A ∗ ∗ ∗
0 0 B ∗ ∗
0 0 0 C ∗
0 0 0 0 D

with λ ∈ F×, A ∈ GLb′3(F), B ∈ GLb3−b′3(F), C ∈ GLb10−b′10(F) and D ∈ GLb′10(F)
(c.f. Section 5 in [M15]). So we have |QV \M(V )| <∞ by the Bruhat decomposition.
Next suppose that U1+ 6⊃ U
+
(1). Then we can take a g ∈ RV such that
gU1+ = U
+
(3),1 ⊕ U
+
(10),1
by Lemma 5.10 and Lemma 5.12. So we may assume
U1+ = U
+
(3),1 ⊕ U
+
(10),1.
With respect to the basis (11.2) of V , elements of QV are represented by matrices
λ 0 ∗ ∗ ∗
0 A ∗ ∗ ∗
0 0 B ∗ ∗
0 0 0 C ∗
0 0 0 0 D

with λ ∈ F×, A ∈ GLb′3(F), B ∈ GLb3−b′3(F), C ∈ GLb10−b′10(F) and D ∈ GLb′10(F).
Since the subgroup of GLb′3+1(F) consisting of matrices(
λ 0
0 A
)
has a finite number of orbits on M(Fb
′
3+1), we have |QV \M(V )| < ∞ by Corollary
12.9.
(B) Case of b2 = 1. The space U+ is decomposed as
U+ = U
+
(2) ⊕ U
+
(3) ⊕ U
+
(10)
with U+(2) = Fe1, U
+
(3) = Fe2 ⊕ · · · ⊕ Feb3+1 and U
+
(10) = Feb3+2 ⊕ · · · ⊕ Fen.
First suppose that U1+ ⊃ U
+
(2). Then we may assume
U1+ = U
+
(2) ⊕ U
+
(3),1 ⊕ U
+
(10),1
by Lemma 5.10 and Lemma 5.12. With respect to the basis
(11.3) e2, . . . , eb3+1, en+1, . . . , eb3+2, e2n
of V , elements of QV are represented by matrices
(11.4)

A ∗ ∗ ∗ ∗
0 B ∗ ∗ ∗
0 0 C ∗ ∗
0 0 0 D ∗
0 0 0 0 λ

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with λ ∈ F×, A ∈ GLb′3(F), B ∈ GLb3−b′3(F), C ∈ GLb10−b′10(F) and D ∈ GLb′10(F).
So we have |QV \M(V )| <∞ by the Bruhat decomposition.
Next suppose that U1+ ⊂ U
+
(3) ⊕ U
+
(10). Then we may assume
U1+ = U
+
(3),1 ⊕ U
+
(10),1
by Lemma 5.10 and Lemma 5.12. With respect to the basis (11.3), elements of QV
are represented by the matrices (11.4). So we have |QV \M(V )| <∞ by the Bruhat
decomposition.
Finally suppose that U1+ 6⊃ U
+
(2) and that U
1
+ 6⊂ U
+
(3) ⊕ U
+
(10). Then we can take a
g ∈ RV such that
gU1+ = U
+
(3),1 ⊕ F(e1 + eb′3+2)⊕ U
+
(10),1
by Lemma 5.10 and Lemma 5.12. So we may assume
U1+ = U
+
(3),1 ⊕ F(e1 + eb′3+2)⊕ U
+
(10),1.
With respect to the basis (11.3), elements of QV are represented by the matrices
A ∗ ∗ ∗ ∗ ∗
0 λ ∗ ∗ ∗ ∗
0 0 B ∗ ∗ ∗
0 0 0 C ∗ ∗
0 0 0 0 D ∗
0 0 0 0 0 λ−1

with λ ∈ F×, A ∈ GLb′3(F), B ∈ GLb3−b′3−1(F), C ∈ GLb10−b′10(F) and D ∈ GLb′10(F).
So we have |QV \M(V )| <∞ by the Bruhat decomposition.
(C) Case of b5 = 1. The space U+ is decomposed as
U+ = U
+
(3) ⊕ U
+
(10) ⊕ U
+
(5)
with U+(3) = Fe1 ⊕ · · · ⊕ Feb3 , U
+
(10) = Feb3+1 ⊕ · · · ⊕ Fen−1 and U
+
(5) = Fen.
First suppose that U1+ ⊂ U
+
(3) ⊕ U
+
(10). Then we may assume
U1+ = U
+
(3),1 ⊕ U
+
(10),1
by Lemma 5.10 and Lemma 5.12. With respect to the basis
(11.5) e1, . . . , eb3, en, en+2, . . . , eb3+1
of V , elements of QV are represented by matrices
A ∗ ∗ ∗ ∗
0 B ∗ ∗ ∗
0 0 λ 0 0
0 0 0 C ∗
0 0 0 0 D

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with λ ∈ F×, A ∈ GLb′3(F), B ∈ GLb3−b′3(F), C ∈ GLn10−b′10(F) and D ∈ GLb′10(F).
By Lemma 12.1, the subgroup of GLb10+1(F) consisting of matricesλ 0 00 C ∗
0 0 D

has a finite number of orbits on M(Fb10+1). So we have |QV \M(V )| <∞ by Corol-
lary 12.9.
Next suppose that U1+ ⊃ U
+
(5). Then we may assume
U1+ = U
+
(3),1 ⊕ U
+
(10),1 ⊕ U
+
(5)
by Lemma 5.10 and Lemma 5.12. With respect to the basis (11.5), elements of QV
are represented by matrices 
A ∗ ∗ ∗ ∗
0 B 0 ∗ ∗
0 0 λ 0 0
0 0 0 C ∗
0 0 0 0 D

with λ ∈ F×, A ∈ GLb′3(F), B ∈ GLb3−b′3(F), C ∈ GLb10−b′10(F) and D ∈ GLb′10(F).
By Lemma 12.1, the subgroup of GLn−b′3(F) consisting of matrices
B 0 ∗ ∗
0 λ 0 0
0 0 C ∗
0 0 0 D

has a finite number of orbits onM(Fn−b3). So we have |QV \M(V )| <∞ by Corollary
12.9.
Finally suppose that U1+ 6⊂ U
+
(3)⊕U
+
(10) and that U
1
+ 6⊃ U
+
(5). Then we may assume
U1+ = U
+
(3),1 ⊕ U
+
(10),1 ⊕ F(en + eb3+b′10+1)
by Lemma 5.10 and Lemma 5.12. With respect to the basis (11.5), elements of QV
are represented by matrices 
A ∗ ∗ ∗ ∗ ∗
0 B ∗ ∗ ∗ ∗
0 0 λ 0 0 0
0 0 0 C ∗ ∗
0 0 0 0 λ−1 ∗
0 0 0 0 0 D

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with λ ∈ F×, A ∈ GLb′3(F), B ∈ GLb3−b′3(F), C ∈ GLb10−b′10−1(F) and D ∈ GLb′10(F).
Let H denote the subgroup of GLb10+1(F) consisting of matrices
λ 0 0 0
0 C ∗ ∗
0 0 λ−1 ∗
0 0 0 D

with λ ∈ F×, C ∈ GLb10−b′10−1(F) and D ∈ GLb′10(F). By Corollary 12.9, we have
only to show that |H\M(Fb10+1)| < ∞. Let H ′ be the subgroup of GLb10+1(F)
consisting of matrices 
µ1 0 0 0
0 C ∗ ∗
0 0 µ2 ∗
0 0 0 D

with µ1, µ2 ∈ F×, C ∈ GLb10−b′10−1(F) and D ∈ GLb′10(F). Then we have
|H ′\M(Fb10+1)| < ∞ by Lemma 12.1. Since the center Z = {νIb10+1 | ν ∈ F
×} of
GLb10+1(F) acts trivially on M(F
b10+1) and since |H ′/ZH| = |F×/(F×)2| < ∞, we
have |H\M(Fb10+1)| <∞.
(D) Case of b6 = 1. The space U+ is decomposed as
U+ = U
+
(3) ⊕ U
+
(10) ⊕ U
+
(6)
with U+(3) = Fe1 ⊕ · · · ⊕ Feb3 , U
+
(10) = Feb3+1 ⊕ · · · ⊕ Fen−1 and U
+
(6)
= Fen.
First suppose that U1+ ⊂ U
+
(3) ⊕ U
+
(10). Then we may assume
U1+ = U
+
(3),1 ⊕ U
+
(10),1
by Lemma 5.10 and Lemma 5.12. With respect to the basis
(11.6) e1, . . . , eb3 , en+1, en+2, . . . , eb3+1
of V , elements of QV are represented by matrices
A ∗ 0 ∗ ∗
0 B 0 ∗ ∗
0 0 λ ∗ ∗
0 0 0 C ∗
0 0 0 0 D

with λ ∈ F×, A ∈ GLb′3(F), B ∈ GLb3−b′3(F), C ∈ GLb10−b′10(F) and D ∈ GLb′10(F).
By Lemma 12.1, the subgroup of GLb3+1(F) consisting of matricesA ∗ 00 B 0
0 0 λ

has a finite number of orbits onM(Fb3+1). So we have |QV \M(V )| <∞ by Corollary
12.9.
74 TOSHIHIKO MATSUKI
Next suppose that U1+ 6⊂ U
+
(3) ⊕ U
+
(10). Then we may assume
U1+ = U
+
(3),1 ⊕ U
+
(10),1 ⊕ U
+
(6)
by Lemma 5.10 and Lemma 5.12. With respect to the basis (11.6), elements of QV
are represented by matrices 
A ∗ 0 ∗ ∗
0 B 0 ∗ ∗
0 0 λ 0 ∗
0 0 0 C ∗
0 0 0 0 D

with λ ∈ F×, A ∈ GLb′3(F), B ∈ GLb3−b′3(F), C ∈ GLb10−b′10(F) and D ∈ GLb′10(F).
By Lemma 12.1, the subgroup of GLb3+b′10+1(F) consisting of matrices
A ∗ 0 ∗
0 B 0 ∗
0 0 λ 0
0 0 0 C

has a finite number of orbits on M(Fb3+b
′
10+1). So we have |QV \M(V )| < ∞ by
Corollary 12.9.
(E) Case of b8 = 1. The space U+ is decomposed as
U+ = U
+
(3) ⊕ U
+
(8) ⊕ U
+
(10) ⊕ U
+
(8)
with U+(3) = Fe1 ⊕ · · · ⊕ Feb3 , U
+
(8) = Feb3+1, U
+
(10) = Feb3+2 ⊕ · · · ⊕ Fen−1 and
U+
(8)
= Fen. By Lemma 5.10 and Lemma 5.12, we may assume
U1+ = U
+
(3),1 ⊕ U
+
(8),1 ⊕ U
+
(10),1 ⊕ U
+
(8),1
with U+(8),1 = {0} or U
+
(8) and U
+
(8),1
= {0} or U+
(8)
.
(E.1) Case of U+(8),1 = U
+
(8),1
= {0}. With respect to the basis
(11.7) e1, . . . , eb3 , eb3+1 + en+1, en+2, . . . , eb3+2, eb3+1 − en
of V , elements of QV are represented by matrices
A ∗ ∗ ∗ ∗ ∗
0 B ∗ ∗ ∗ ∗
0 0 λ ∗ ∗ ∗
0 0 0 C ∗ ∗
0 0 0 0 D 0
0 0 0 0 0 λ−1

with λ ∈ F×, A ∈ GLb′3(F), B ∈ GLb3−b′3(F), C ∈ GLb10−b′10(F) and D ∈ GLb′10(F).
The subgroup of F× ×GLb′10(F) consisting of elements(
λ,
(
D 0
0 λ−1
))
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has a finite number of orbits on M(F)×M(Fb
′
10). So we have |QV \M(V )| <∞ by
Corollary 12.9.
(E.2) Case of U+(8),1 = U
+
(8) and U
+
(8),1
= {0}. With respect to the basis (11.7),
elements of QV are represented by matrices
A ∗ ∗ ∗ ∗ ∗
0 B 0 ∗ ∗ ∗
0 0 λ ∗ ∗ ∗
0 0 0 C ∗ ∗
0 0 0 0 D ∗
0 0 0 0 0 λ−1

with λ ∈ F×, A ∈ GLb′3(F), B ∈ GLb3−b′3(F), C ∈ GLb10−b′10(F) and D ∈ GLb′10(F).
Since the subgroup of GLb3−b′3(F)× F
× consisting of elements((
B 0
0 λ
)
, λ−1
)
has a finite number of orbits on M(Fb3−b
′
3) ×M(F), we have |QV \M(V )| < ∞ by
Corollary 12.9.
(E.3) Case of U+(8),1 = {0} and U
+
(8),1
= U+
(8)
. With respect to the basis (11.7),
elements of QV are represented by matrices
A ∗ ∗ ∗ ∗ ∗
0 B ∗ ∗ ∗ ∗
0 0 λ 0 ∗ 0
0 0 0 C ∗ ∗
0 0 0 0 D 0
0 0 0 0 0 λ−1

with λ ∈ F×, A ∈ GLb′3(F), B ∈ GLb3−b′3(F), C ∈ GLb10−b′10(F) and D ∈ GLb′10(F).
Let H denote the subgroup of GLb10+2(F) consisting of matrices
λ 0 ∗ 0
0 C ∗ ∗
0 0 D 0
0 0 0 λ−1

with λ ∈ F×, C ∈ GLb10−b′10(F) and D ∈ GLb′10(F). Then we have only to show
that |H\M(Fb10+2)| <∞ by Corollary 12.9. Let H ′ be the subgroup of GLb10+2(F)
consisting of matrices 
µ1 0 ∗ 0
0 C ∗ ∗
0 0 D 0
0 0 0 µ2

with µ1, µ2 ∈ F×, C ∈ GLb10−b′10(F) andD ∈ GLb′10(F). Then we have |H
′\M(Fb10+2)| <
∞ by Lemma 12.10. Since Z = {νIb10+2 | ν ∈ F
×} acts trivially on M(Fb10+2) and
since |H ′/ZH| = |F×/(F×)2| <∞, we have |H\M(Fb10+2)| <∞.
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(E.4) Case of U+(8),1 = U
+
(8) and U
+
(8),1
= U+
(8)
. With respect to the basis (11.7),
elements of QV are represented by matrices
A ∗ ∗ ∗ ∗ ∗
0 B 0 ∗ ∗ ∗
0 0 λ 0 ∗ ∗
0 0 0 C ∗ ∗
0 0 0 0 D ∗
0 0 0 0 0 λ−1

with λ ∈ F×, A ∈ GLb′3(F), B ∈ GLb3−b′3(F), C ∈ GLb10−b′10(F) and D ∈ GLb′10(F).
By Lemma 12.1, the subgroup of GLb3−b′3+b10−b′10+1(F)× F
× consisting of elementsB 0 ∗0 λ 0
0 0 C
 , λ−1

has a finite number of orbits onM(Fb3−b
′
3+b10−b
′
10+1)×M(F). So we have |QV \M(V )| <
∞ by Corollary 12.9.
Thus we have completed the proof of Proposition 4.7.
12. Appendix
12.1. Two lemmas. Consider the general linear group G = GLn(F) over an arbi-
trary field F. Let Bn denote the Borel subgroup of G consisting of upper triangular
matrices in G and B′ the subgroup of Bn defined by
B′ = {g ∈ Bn | gen ∈ Fen} =
{(
A 0
0 b
) ∣∣∣ A ∈ Bn−1, b ∈ F×} .
The following lemma is given in [H04].
Lemma 12.1. |Bn\G/B
′| <∞.
For even m, define an alternating form 〈 , 〉 on Fm by
〈ei, ej〉 =
{
−δi,m+1−j if i ≤ m/2,
δi,m+1−j if i > m/2.
Define H = Sp′m(F)(∼= Spm(F)) by
H = {g ∈ GLm(F) | 〈gu, gv〉 = 〈u, v〉 for u, v ∈ Fm}.
For a decomposition n = α1 + α2 + α3 with even α2, define a subgroup K =
Bsp(α1, α2, α3) of GLn(F) consisting of matricesA ∗ ∗0 B ∗
0 0 C

with A ∈ Bα1 , B ∈ Sp
′
α2
(F) and C ∈ Bα3 .
We prove the following extension of Lemma 12.1 in Section 12.3.
Lemma 12.2. |K\G/B′| <∞.
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Remark 12.3. For i = 1, . . . , n, write U(i) =
⊕
j∈{1,...,n}−{i} Fej. Define a subgroup
B′i of Bn by
B′i = {g ∈ Bn | gFei = Fei and gU(i) = U(i)}.
Then it is clear that B′i is conjugate to B
′ (= B′n) by some permutation matrix.
12.2. Extensions of Proposition 6.3 in [M15]. Let U = Fm+n be the m + n-
dimensional vector space over an arbitrary field F. Consider the canonical direct
sum decomposition
U = U1 ⊕ U2
where U1 = Fe1 ⊕ · · · ⊕ Fem and U2 = Fem+1 ⊕ · · · ⊕ Fem+n. Write G1 = GLm(F)
and G2 = GLn(F). Any subgroup of G1×G2 is identified with a subgroup of GL(U)
by the canonical inclusion
G1 ×G2 ∋ (A,B) 7→
(
A 0
0 B
)
∈ GL(U).
Let B(1) and B(2) denote the canonical Borel subgroups of G1 and G2, respectively,
consisting of upper triangular matrices.
Let Mk1,k2 denote the flag variety
Mk1,k2 = {W1 ⊂ W2 ⊂ U | dimW1 = k1 and dimW2 = k1 + k2}
of GL(U).
Proposition 12.4. For K = Bsp(α1, α2, α3) with m = α1 + α2 + α3, we have:
(i) |(K × B(2))\M1,k| <∞.
(ii) |(K × B(2))\Mk,1| <∞.
Proof. Let S be a k+1-dimensional subspace of U = Fm+n. There are two canonical
invariants
p = dim(U1 ∩ S) and q = dim(U2 ∩ S).
Put r = k + 1− p− q. Let πi denote the projection U1 ⊕ U2 → Ui for i = 1, 2.
Consider the canonical full flag
U2,m+1 ⊂ · · · ⊂ U2,m+n−1
of U2 where U2,i = Fem+1 ⊕ · · · ⊕ Fei. As in [M15] Section 6, we define subsets
{i1, . . . , iq} = {i ∈ I2 | dim(U2,i ∩ S) = dim(U2,i−1 ∩ S) + 1}
and {j1, . . . , jr} = {i ∈ I2 | dim(U2,i ∩ S) = dim(U2,i−1 ∩ S),
dim(π2(S) ∩ U2,i) = dim(π2(S) ∩ U2,i−1) + 1}
of I2 = {m + 1, . . . , m + n} with i1 < · · · < iq and j1 < · · · < jr. By the action of
B(2), we may assume
π2(S) = W ⊕ T and U2 ∩ S = T
where
W = Fei1 ⊕ · · · ⊕ Feiq and T = Fej1 ⊕ · · · ⊕ Fejr .
(i) Let S ′ be a one-dimensional subspace of S.
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(A) First suppose π2(S
′) 6⊂ W . Then there exists an index x ∈ {1, · · · , r} such
that
π2(S
′) ⊂W + U2,jx and that π2(S
′) 6⊂W + U2,jx−1.
We can write
π2(S
′) = F(w + λ1ej1 + · · ·+ λx−1ejx−1 + ejx)
with some w ∈ W and λ1, . . . , λx−1 ∈ F. Take a b ∈ B(2) such that
bejx = λ1ej1 + · · ·+ λx−1ejx−1 + ejx
and that beℓ = eℓ for ℓ ∈ {m+ 1, . . . , m+ n} − {jx}. Then we have
b−1π2(S
′) = F(w + ejx).
Since b−1π2(S) = π2(S), we can write
b−1S = Fu1 ⊕ · · · ⊕ Fup ⊕W ⊕ F(v1 + ej1)⊕ · · · ⊕ F(vr + ejr)
and b−1S ′ = F(w + vx + ejx)
with some linearly independent vectors u1, . . . , up, v1, . . . , vr in U1. So we can take
a g ∈ G1 such that
S0 = gb
−1S = U1,p ⊕W ⊕ F(ep+1 + ej1)⊕ · · · ⊕ F(ep+r + ejr)
and that S ′0 = gb
−1S ′ = F(w + ep+x + ejx)
where U1,ℓ = Fe1 ⊕ · · · ⊕ Feℓ for ℓ = 1, . . . , m.
Let QS0 denote the isotropy subgroup of S0 in G1 × B(2). Then it is shown in
[M15] Lemma 6.2 that
π1(QS0) = P1
where P1 is the parabolic subgroup of G1 stabilizing the flag U1,p ⊂ U1,p+1 ⊂ · · · ⊂
U1,p+r in U1. Let QS0,S′0 denote the isotropy subgroup
QS0,S′0 = {g ∈ G1 × B(2) | gS0 = S0 and gS
′
0 = S
′
0}
of the flag S ′0 ⊂ S0 in G1 × B(2). Then we have
π1(QS0,S′0) = {g ∈ P1 | gFep+x = Fep+x}.
We have only to show that (G1×B(2))/QS0,S′0 is decomposed into a finite number of
K × B(2)-orbits. By the map π1, we have
(K × B(2))\(G1 × B(2))/QS0,S′0
∼
→ K\G1/π1(QS0,S′0).
Write U1,(p+x) =
⊕
i∈I1−{p+x}
Fei with I1 = {1, . . . , m}. Since π1(QS0,S′0) contains a
subgroup
B′(1),p+x = {g ∈ B(1) | gFep+x = Fep+x, gU1,(p+x) = U1,(p+x)}
and since |K\G1/B
′
(1),p+x| <∞ by Lemma 12.2 and Remark 12.3, we have
|K\G1/π1(QS0,S′0)| <∞.
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(B) Next suppose π2(S
′) ⊂W . Then we can write
S = Fu1 ⊕ · · · ⊕ Fup ⊕W ⊕ F(v1 + ej1)⊕ · · · ⊕ F(vr + ejr)
and S ′ = F(εu1 + w)
with some linearly independent vectors u1, . . . , up, v1, . . . , vr in U1, w ∈ W and
ε ∈ {0, 1}. So we can take a g ∈ G1 such that
S0 = gS = U1,p ⊕W ⊕ F(ep+1 + ej1)⊕ · · · ⊕ F(ep+r + ejr)
and that S ′0 = gS
′ = F(εe1 + w).
Hence we have
π1(QS0,S′0) =
{
P ′1 = {g ∈ P1 | gFe1 = Fe1} if ε = 1,
P1 if ε = 0.
Since P1 and P
′
1 are parabolic subgroups of G1, we have |K\G1/π1(QS0,S′0)| <∞ by
Lemma 12.2 (or Lemma 12.10).
(ii) Let S ′ be a k-dimensional subspace of S. Then we can take a nontrivial linear
form f on S such that S ′ = {v ∈ S | f(v) = 0}.
(A) First suppose S ′ ⊃ S ∩ U1. Then we can take a linear form f
′ on π2(S) such
that f = f ′ ◦ π2.
(A.1) Case of f ′(W ) = {0}. There exists an index x ∈ {1, · · · , r} such that
f ′(ej1) = · · · = f
′(ejx−1) = 0 and that f
′(ejx) 6= 0.
Take a b ∈ B(2) such that
bejz = ejz −
f ′(ejz)
f ′(ejx)
ejx
for z = x + 1, . . . , r and that beℓ = eℓ for ℓ ∈ {m + 1, . . . , m + n} − {jx+1, . . . , jr}.
Then
b−1π2(S
′) =W ⊕ Tx
where Tx =
⊕
z∈{j1,...,jr}−{jx}
Fez. Since b−1S = S, we can write
b−1S = Fu1 ⊕ · · · ⊕ Fup ⊕W ⊕ F(v1 + ej1)⊕ · · · ⊕ F(vr + ejr)
and b−1S ′ = Fu1 ⊕ · · · ⊕ Fup ⊕W ⊕ T ′x
with some linearly independent vectors u1, . . . , up, v1, . . . , vr in U1 and T
′
x =⊕
z∈{1,...,r}−{x} F(vz + ejz). So we can take a g ∈ G1 such that
S0 = gb
−1S = U1,p ⊕W ⊕ T
′′ and that S ′0 = gb
−1S ′ = U1,p ⊕W ⊕ T
′′
x
where T ′′ =
⊕
z∈{1,...,r} F(ep+z + ejz) and T
′′
x =
⊕
z∈{1,...,r}−{x} F(ep+z + ejz).
Let QS0,S′0 denote the isotropy subgroup of the flag S
′
0 ⊂ S0 in G1 × B(2). Then
we have
π1(QS0,S′0) = {g = {gi,j} ∈ P1 | gp+x,j = 0 for j = p+ x+ 1, . . . , p+ r}.
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Since π1(QS0,S′0) contains the subgroup B
′
(1) = B
′
(1),p+x defined in (i) (A), it follows
from Lemma 12.2 that
|K\G1/π1(QS0,S′0)| <∞.
(A.2) Case of f ′(T ) = {0}. We can take a g ∈ G1 such that
S0 = gS = U1,p ⊕W ⊕ T
′′ and that S ′0 = gS
′ = U1,p ⊕ (U2 ∩ S
′)⊕ T ′′.
So we have π1(QS0,S′0) = π1(QS0) = P1 and hence
|K\G1/π1(QS0,S′0)| <∞.
(A.3) Case of f ′(U2 ∩ S) = f
′(T ) = F. In the same way as in (A.1), we can take
a b ∈ B(2) such that b
−1S = S and that
b−1π2(S
′) =Wy ⊕ Tx ⊕ F(eiy + ejx)
where x ∈ {1, . . . , r}, y ∈ {1, . . . , q} and Wy =
⊕
z∈{1,...,q}−{y} Feiz . If iy < jx, then
we can take a b′ ∈ B(2) such that b
′ejx = eiy + ejx and that b
′eℓ = eℓ for ℓ 6= jx. Since
b′
−1
b−1π2(S
′) =Wy ⊕ T,
the problem is reduced to the case of (A.2). So we may assume iy > jx.
We can take a g ∈ G1 such that
S0 = gb
−1S = U1,p ⊕W ⊕ T
′′
and that S ′0 = gb
−1S ′ = U1,p ⊕Wy ⊕ T
′′
x ⊕ F(eiy + ep+x + ejx).
We will later describe π1(QS0,S′0) in Lemma 12.5. In particular, we have π1(QS0,S′0) ⊃
B′(1),p+x. So we have
|K\G1/π1(QS0,S′0)| <∞
by Lemma 12.2.
(B) Next suppose S ′ 6⊃ S0 ∩ U1. Then we can take linearly independent vectors
u1, . . . , up, v1, . . . , vr ∈ U1 such that
S = Fu1 ⊕ · · · ⊕ Fup ⊕W ⊕ F(v1 + ej1)⊕ · · · ⊕ F(vr + ejr)
and that f(u1) = · · · = f(up−1) = f(v1 + ej1) = · · · = f(vr + ejr) = 0, f(up) = 1.
So we have
S ′ =
{
Fu1 ⊕ · · · ⊕ Fup−1 ⊕W ⊕ T ′ if f(W ) = {0},
Fu1 ⊕ · · · ⊕ Fup−1 ⊕ (U2 ∩ S ′)⊕ F(up + w)⊕ T ′ if f(W ) = F
where T ′ = F(v1 + ej1) ⊕ · · · ⊕ F(vr + ejr), w ∈ U2 ∩ S and f(up + w) = 0. Hence
we can take a g ∈ G1 such that
S0 = gS = U1,p ⊕W ⊕ T
′′
and that S ′0 = gS
′ =
{
U1,p−1 ⊕W ⊕ T
′′ if f(W ) = {0},
U1,p−1 ⊕ (U2 ∩ S
′)⊕ F(ep + w)⊕ T ′′ if f(W ) = F.
We have π1(QS0,S′0) = P
′′
1 = {g ∈ P1 | g(U1,p−1) = U1,p−1}. Since P
′′
1 is a parabolic
subgroup of G1, we have
|K\G1/π1(QS0,S′0)| <∞
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by Lemma 12.2 (or Lemma 12.10). 
Lemma 12.5. Suppose S0 = U1,p ⊕W ⊕ T
′′ and S ′0 = U1,p ⊕Wy ⊕ T
′′
x ⊕ F(eiy +
ep+x + ejx) with iy > jx. Then
π1(QS0,S′0) = {g = {gi,j} ∈ P1 | x < z ≤ r, jz < iy =⇒ gp+x,p+z = 0}.
Proof. Write Q = {g = {gi,j} ∈ P1 | x < z ≤ r, jz < iy =⇒ gp+x,p+z = 0}.
(i) Proof of Q ⊂ π1(QS0,S′0). We have only to consider generators of Q. First
consider g = diag(λ1, . . . , λm) ∈ P1 with λi ∈ F×. Take g′ = diag(µ1, . . . , µn) ∈ B(2)
such that
µi =

λp+z if i = jz with some z = 1, . . . , r,
λp+x if i = iy,
1 if i /∈ {j1, . . . , jr, iy}.
Then we have (g, g′) ∈ QS0,S′0.
Next consider g = gi,k(λ) with λ ∈ F such that gek = ek + λei and that geℓ = eℓ
for ℓ 6= k. If i ≤ p or k > p + r, then we have (g, e) ∈ QS0,S′0. So we may assume
i = p+ w and k = p+ z with 1 ≤ w < z ≤ r.
Suppose w 6= x. Define g′ ∈ B(2) by g
′ejz = ejz + λejw and g
′eℓ = eℓ for ℓ 6= jz.
Then we have (g, g′) ∈ QS0,S′0. So we have only to consider the case of w = x.
Suppose jz > iy. Define g
′ ∈ B(2) by
g′ejz = ejz + λejx + λeiy
and g′eℓ = eℓ for ℓ 6= jz. Then we have (g, g
′) ∈ QS0,S′0.
Thus we have proved Q ⊂ π1(QS0,S′0).
(ii) Proof of π1(QS0,S′0) ⊂ Q. Suppose (g, g
′) ∈ QS0,S′0 . Take a z such that x < z
and that jz < iy. Then we have only to show gep+z ∈ U1,(p+x).
Since g ∈ P1 and g
′ ∈ B(2), we have
(g, g′)(ep+z + ejz) = gep+z + g
′ejz ∈ U1,p+z ⊕ U2,jz .
On the other hand, since (g, g′)(ep+z + ejz) ∈ S
′
0 and since iy > jz, we have
(g, g′)(ep+z + ejz) ∈ U1,p ⊕Wy ⊕ T
′′
x .
Hence gep+z ∈ π1(U1,p ⊕Wy ⊕ T
′′
x ) ⊂ U1,(p+x). 
Lemma 12.6. Let S be a two-dimensional subspace of U = Fm+n. Then we can
take a basis v1, v2 of S such that B(1) × B(2) contains elements gλ,µ satisfying
gλ,µv1 = λv1 and gλ,µv2 = µv2
for λ, µ ∈ F×.
Proof. If S = (S ∩ U1) ⊕ (S ∩ U2), then the assertion is clear. So we may assume
dim((S ∩ U1)⊕ (S ∩ U2)) ≤ 1.
(A) Case of dim(S ∩U1) = 1. By the action of B(1), we may assume S ∩U1 = Fei
with some 1 ≤ i ≤ m. We can take a nonzero v2 ∈ S such that v2 ∈ U1,(i) ⊕ U2
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where U1,(i) = Fe1⊕ · · · ⊕ Fei−1⊕ Fei+1⊕ · · · ⊕ Fem. The element gλ,µ of B(1) ×B(2)
defined by
gλ,µej =
{
λej if j = i,
µej if j 6= i
satisfies the desired condition for v1 = ei and v2.
(B) Case of dim(S ∩ U2) = 1 is proved in the same way as (A).
(C) Case of dim(S ∩ U1) = dim(S ∩ U2) = 0. There exists an i such that
dim(S ∩ (U1,i ⊕ U2)) = 1 and that dim(S ∩ (U1,i−1 ⊕ U2)) = 0.
Write S∩ (U1,i⊕U2) = Fv1. Then there exists a j with m+1 ≤ j ≤ m+n such that
(B(1) ×B(2))v1 ∋ ei+ ej . So we may assume v1 = ei+ ej . Take a nonzero element v2
of S ∩ (U1⊕U2,(j)) where U2,(j) = Fem+1 ⊕ · · · ⊕ Fej−1⊕ Fej+1⊕ · · · ⊕ Fem+n. Since
v2 /∈ U1,i ⊕ U2, we can take an i
′ > i such that
v2 ∈ U1,i′ ⊕ U2 and that v2 /∈ U1,i′−1 ⊕ U2.
We can take a b ∈ B(1) such that bv2 ∈ ei′ + U2,(j) and that bei = ei. The element
gλ,µ of B(1) × B(2) defined by
gλ,µek =
{
λek if k = i, j,
µek if k 6= i, j
satisfies the desired condition for v1 = ei + ej and bv2. 
12.3. Orbit decompositions of the full flag variety M(Fn) ∼= GLn(F)/B. (I)
Let V 01 ⊂ V
0
2 ⊂ · · · ⊂ V
0
n−1 be the canonical full flag in F
n defined by
V 01 = Fe1, V
0
2 = Fe1 ⊕ Fe2, . . . , V
0
n−1 = Fe1 ⊕ · · · ⊕ Fen−1.
Then
B = Bn = {g ∈ G | gV
0
i = V
0
i for i = 1, . . . , n− 1}
= {upper triangular matrices in G}
is a Borel subgroup of G = GLn(F).
Suppose n = α1 + · · · + αp with positive integers α1, . . . , αp. Define a partition
I = I1 ⊔ · · · ⊔ Ip of I = {1, . . . , n} by
Ij = {i(j, 1), . . . , i(j, αj)}
for j = 1, . . . , p where i(j, k) = α1 + · · · + αj−1 + k. Put Uj = ⊕ℓ∈IjFeℓ. Then
we have a direct sum decomposition Fn = U1 ⊕ · · · ⊕ Up. Let P be the parabolic
subgroup of G defined by
P =

A1 ∗. . .
0 Ap
 ∣∣∣ Aj ∈ GLαj (F) for j = 1, . . . , p
 .
Then P is the isotropy subgroup inG for the flag U1 ⊂ U1⊕U2 ⊂ · · · ⊂ U1⊕· · ·⊕Up−1.
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Let Sn denote the symmetric group for I. For an element σ ∈ Sn, there corre-
sponds a permutation matrix wσ defined by
wσ(ei) = eσ(i) for i ∈ I.
Let τ = τ(σ) denote the unique element in Sn such that τ(Ij) = Ij and that
(12.1) σ−1τ−1(i(j, 1)) < · · · < σ−1τ−1(i(j, αj))
for j = 1, . . . , p. Since wτ ∈ P , we have
PwσB = PwτwσB = PwB
where w = wτwσ. It follows from (12.1) that
(12.2) Uj ∩ wV
0
r(j,k) = Fei(j,1) ⊕ · · · ⊕ Fei(j,k) for j = 1, . . . p and k = 1, . . . , αj
where r(j, k) = σ−1τ−1(i(j, k)).
Let L be the canonical Levi subgroup of P defined by
L =

A1 0. . .
0 Ap
 ∣∣∣ Aj ∈ GLαj (F)

and N the unipotent part of P defined by
N =

Iα1 ∗. . .
0 Iαp
 ∣∣∣ Aj ∈ GLαj (F)
 .
Then we have a Levi decomposition P = LN = NL of P .
Lemma 12.7. (i) L ∩ wBw−1 = L ∩ B.
(ii) P ∩ wBw−1 = (L ∩ B)(N ∩ wBw−1).
Proof. (i) Let g be an element of L. Then g ∈ wBw−1 if and only if gek ∈ wV
0
σ−1τ−1(k)
for k = 1, . . . , n. Hence the assertion follows from (12.2).
(ii) Suppose g ∈ P ∩ wBw−1. Then we have
gei(j,k) ∈ (U1 ⊕ · · · ⊕ Uj) ∩ wV
0
r(j,k) = (U1 ∩ wV
0
r(j,k))⊕ · · · ⊕ (Uj ∩ wV
0
r(j,k)).
We also have Uj ∩wV
0
r(j,k) = Fei(j,1)⊕· · ·⊕Fei(j,k) for j = 1, . . . , p and k = 1, . . . , αj
by (12.2). Write
gei(j,k) = uj,k + vj,k
with uj,k ∈ U1⊕· · ·⊕Uj−1 and vj,k ∈ Uj. Since g defines a linear isomorphism on the
factor space (U1⊕· · ·⊕Uj)/(U1⊕· · ·⊕Uj−1), the map ℓ : ei(j,k) 7→ vj,k defines a linear
isomorphism on Uj. Hence ℓ ∈ L. Since vj,k ∈ Fei(j,1)⊕· · ·⊕Fei(j,k) for k = 1, . . . , αj ,
we have ℓ ∈ L ∩ B. Hence ℓ−1g ∈ wBw−1 by (i). Since ℓ−1gei(j,k) = ei(j,k) + uj,k, we
have ℓ−1g ∈ N . 
We can extend Proposition 6.5 and Corollary 6.6 in [M15] as follows. Let H be
a subgroup of L such that |H\L/(L ∩ B)| < ∞ and let K be the subgroup of P
defined by K = HN = NH .
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Proposition 12.8. Suppose L =
⊔nH
k=1Hgk(L ∩ B). Then
PwB =
nH⊔
k=1
KgkwB.
Corollary 12.9. |K\G/B| =
nHn!
α1! · · ·αp!
.
(II) Suppose p = 6 and α6 = 1. Then n is decomposed as
n = α1 + α2 + α3 + α4 + α5 + 1.
Define a subgroup H of G = GLn(F) by
H =


A 0 ∗ 0
0 B ∗ ∗
0 0 C 0
0 0 0 λ
 ∣∣∣ A ∈ GLα1(F), B ∈ GLα2(F), C ∈ Bsp(α3, α4, α5), λ ∈ F×

Let L denote the subgroup of H consisting of matrices
ℓ(A,B,C,D,E, λ) =

A 0 0 0 0 0
0 B 0 0 0 0
0 0 C 0 0 0
0 0 0 D 0 0
0 0 0 0 E 0
0 0 0 0 0 λ

with A ∈ GLα1(F), B ∈ GLα2(F), C ∈ Bα3 , D ∈ Sp
′
α4
(F), E ∈ Bα5 and λ ∈ F
×.
Lemma 12.10. H\G/B <∞.
Proof. We will proceed by induction on n. We will first show that there are a
finite number of H-orbits of n − 1-dimensional subspaces in Fn. Then for each
representative V , we have only to show that the restriction HV of {g ∈ H | gV = V }
to V has a finite number of orbits on the full flag variety M(V ) of V .
Let V = {v ∈ Fn | f(v) = 0} be an n − 1-dimensional subspace in Fn where
f : Fn → F is a linear form on Fn.
(A) Case of f(U1) = f(U2) = F. We can take an element ℓ = ℓ(A,B, Iα3 , Iα4 , Iα5 , 1) ∈
L with some A ∈ GLα1(F) and B ∈ GLα2(F) such that
f(ℓei) =
{
0 for i = 1, . . . , α1 − 1, α1 + 1, . . . , α1 + α2 − 1,
1 for i = α1, α1 + α2.
Take an element g ∈ H such that
gei =
{
ei for i = 1, . . . , α1 + α2,
ei − f(ei)eα1+α2 for i = α1 + α2 + 1, . . . , n.
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Then we have
f(ℓgei) =
{
0 for i ∈ {1, . . . , n} − {α1, α1 + α2},
1 for i = α1, α1 + α2.
So we may assume V is defined by V = {v ∈ Fn | f(ℓgv) = 0} and hence it has a
basis
e1, . . . , eα1−1, eα1+1, . . . , eα1+α2−1, eα1 − eα1+α2 , eα1+α2+1, . . . , en.
With respect to this basis, elements of HV are represented by matrices
A 0 ∗ 0
0 B ∗ ∗
0 0 C 0
0 0 0 λ

with A ∈ GLα1−1(F), B ∈ GLα2−1(F), C ∈ Bsp(α3 + 1, α4, α5) and λ ∈ F
×. So we
have |HV \M(V )| <∞ by the assumption of induction.
(B) Case of f(U1) = {0} and f(U2) = F. We can take an element ℓ =
ℓ(Iα1 , B, Iα3 , Iα4 , Iα5 , 1) ∈ L with some B ∈ GLα2(F) such that
f(ℓei) =
{
0 for i = α1 + 1, . . . , α1 + α2 − 1,
1 for i = α1 + α2.
Take an element g ∈ H such that
gei =
{
ei for i = 1, . . . , α1 + α2,
ei − f(ei)eα1+α2 for i = α1 + α2 + 1, . . . , n.
Then we have
f(ℓgei) =
{
0 for i ∈ {1, . . . , n} − {α1 + α2},
1 for i = α1 + α2.
So we may assume V is defined by V = {v ∈ Fn | f(ℓgv) = 0} and hence it has a
basis e1, . . . , eα1+α2−1, eα1+α2+1, . . . , en. With respect to this basis, elements of HV
are represented by matrices 
A 0 ∗ 0
0 B ∗ ∗
0 0 C 0
0 0 0 λ

with A ∈ GLα1(F), B ∈ GLα2−1(F), C ∈ Bsp(α3, α4, α5) and λ ∈ F
×. So we have
|HV \M(V )| <∞ by the assumption of induction.
(C) Case of f(U1) = f(U6) = F and f(U2) = {0}. We may assume f(en) = 1. We
can take an element ℓ = ℓ(A, Iα2, Iα3 , Iα4 , Iα5 , 1) ∈ L with some A ∈ GLα1(F) such
that
f(ℓei) =
{
0 for i = 1, . . . , α1 − 1,
1 for i = α1.
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Take an element g ∈ H such that
gei =
{
ei for i ∈ {1, . . . , α1 + α2} ⊔ {n},
ei − f(ei)eα1 for i ∈ {α1 + α2 + 1, . . . , n− 1}.
Then we have
f(ℓgei) =
{
0 for i ∈ {1, . . . , n} − {α1, n},
1 for i = α1, n.
Hence we may assume V is defined by V = {v ∈ Fn | f(ℓgv) = 0} and hence it has
a basis e1, . . . , eα1−1, eα1+1, . . . , en−1, eα1 − en. With respect to this basis, elements
of HV are represented by matrices
A 0 ∗ ∗
0 B ∗ ∗
0 0 C 0
0 0 0 λ

with A ∈ GLα1−1(F), B ∈ GLα2(F), C ∈ Bsp(α3, α4, α5) and λ ∈ F
×. The subgroup
of GLα1+α2−1(F) consisting of matrices(
A 0
0 B
)
has a finite number of orbits on M(Fα1+α2−1). On the other hand, the subgroup of
GLα3+α4+α5+1(F) consisting of matrices(
C 0
0 λ
)
has a finite number of orbits on M(Fα3+α4+α5+1) by the assumption of induction.
So we have |HV \M(V )| <∞ by Corollary 12.9..
(D) Case of f(U1) = F and f(U2) = f(U6) = {0}. We can take an element
ℓ = ℓ(A, Iα2, Iα3 , Iα4 , Iα5 , 1) ∈ L with some A ∈ GLα1(F) such that
f(ℓei) =
{
0 for i = 1, . . . , α1 − 1,
1 for i = α1.
Take an element g ∈ H such that
gei =
{
ei for i ∈ {1, . . . , α1 + α2} ⊔ {n},
ei − f(ei)eα1 for i ∈ {α1 + α2 + 1, . . . , n− 1}.
Then we have
f(ℓgei) =
{
0 for i ∈ {1, . . . , n} − {α1},
1 for i = α1.
So we may assume V is defined by V = {v ∈ Fn | f(ℓgv) = 0} and hence it has
a basis e1, . . . , eα1−1, eα1+1, . . . , en. With respect to this basis, elements of HV are
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represented by matrices 
A 0 ∗ 0
0 B ∗ ∗
0 0 C 0
0 0 0 λ

with A ∈ GLα1−1(F), B ∈ GLα2(F), C ∈ Bsp(α3, α4, α5) and λ ∈ F
×. So we have
|HV \M(V )| <∞ by the assumption of induction.
(E) Case of f(U1) = f(U2) = {0} and f(U3) = f(U6) = F. We may assume
f(en) = 1. Suppose that
f(ej)
{
= 0 for j = α1 + α2 + 1, . . . , k − 1,
6= 0 for j = k
(α1 + α2 + 1 ≤ k ≤ α1 + α2 + α3). Then we can take an element ℓ ∈ L such that
ℓek = f(ek)
−1ek and that ℓei = ei for i 6= k. Take an element g ∈ H such that
gei =
{
ei for i ∈ {1, . . . , n} − {k + 1, . . . , n− 1},
ei − f(ei)ek for i ∈ {k + 1, . . . , n− 1}.
Then we have
f(ℓgei) =
{
0 for i ∈ {1, . . . , n} − {k, n},
1 for i = k, n.
So we may assume V is defined by V = {v ∈ Fn | f(ℓgv) = 0} and hence it has a
basis e1, . . . , ek−1, ek+1 . . . , en−1, ek − en. With respect to this basis, elements of HV
are represented by matrices 
A 0 ∗ ∗ ∗
0 B ∗ ∗ ∗
0 0 C ∗ ∗
0 0 0 D 0
0 0 0 0 λ

with A ∈ GLα1(F), B ∈ GLα2(F), C ∈ Bk′−1, D ∈ Bsp(α3 − k
′, α4, α5) and λ ∈
F× where k′ = k − α1 − α2. By the assumption of induction, the subgroup of
GLα3−k′+α4+α5+1(F) consisting of matrices(
D 0
0 λ
)
has a finite number of orbits on M(Fα3−k
′+α4+α5+1). So we have |HV \M(V )| < ∞
by Corollary 12.9.
(F) Case of f(U1) = f(U2) = f(U3) = {0} and f(U4) = f(U6) = F. We may
assume f(en) = 1. We can take an element ℓ = ℓ(Iα1 , Iα2 , Iα3 , D, Iα5, 1) with some
D ∈ Sp′α4(F) such that
f(ℓej) =
{
0 for j = α1 + α2 + α3 + 1, . . . , k − 1,
1 for j = k
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where k = α1 + α2 + α3 + α4. Take an element g ∈ H such that
gei =
{
ei for i ∈ {1, . . . , n} − {k + 1, . . . , n− 1},
ei − f(ei)ek for i ∈ {k + 1, . . . , n− 1}.
Then we have
f(ℓgei) =
{
0 for i ∈ {1, . . . , n} − {k, n},
1 for i = k, n.
So we may assume V is defined by V = {v ∈ Fn | f(ℓgv) = 0} and hence it has a
basis e1, . . . , ek−1, ek − en, ek+1 . . . , en−1. With respect to this basis, elements of HV
are represented by matrices 
A 0 ∗ ∗ ∗
0 B ∗ ∗ ∗
0 0 C ∗ ∗
0 0 0 D X
0 0 0 0 E

with A ∈ GLα1(F), B ∈ GLα2(F), C ∈ Bα3 , D ∈ Qα4 , E ∈ Bα5 and X = {xi,j}
with xα4,j = 0 for j = 1, . . . , α5 where
Qα4 = {g ∈ Sp
′
α4
(F) | gFe1 = Fe1}
= {g ∈ Sp′α4(F) | g(Fe1 ⊕ · · · ⊕ Feα4−1) = Fe1 ⊕ · · · ⊕ Feα4−1}.
The subgroup of GLα4+α5(F) consisting of matrices(
D X
0 E
)
has a finite number of orbits on M(Fα4+α5) by Lemma 12.12 in the next subsection.
So we have |HV \M(V )| <∞ by Corollary 12.9.
(G) Case of f(U1) = f(U2) = f(U3) = f(U4) = {0} and f(U5) = f(U6) = F. We
may assume f(en) = 1. Suppose that
f(ej)
{
= 0 for j = α1 + α2 + α3 + α4 + 1, . . . , k − 1,
6= 0 for j = k
(α1 + α2 + α3 + α4 + 1 ≤ k ≤ n − 1). Then we can take an element ℓ =
ℓ(Iα1 , Iα2 , Iα3 , Iα4 , E, 1) ∈ L with some E ∈ Bα5 and λ ∈ F
× such that
f(ℓei) =
{
0 for i ∈ {1, . . . , n} − {k, n},
1 for i = k, n.
.
So we may assume V is defined by V = {v ∈ Fn | f(ℓv) = 0} and hence it has a
basis e1, . . . , ek−1, ek+1 . . . , en−1, ek − en. With respect to this basis, elements of HV
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are represented by matrices 
A 0 ∗ ∗ ∗
0 B ∗ ∗ ∗
0 0 C ∗ ∗
0 0 0 D 0
0 0 0 0 λ

with A ∈ GLα1(F), B ∈ GLα2(F), C ∈ Bsp(α3, α4, k
′), D ∈ Bα5−k′−1 and λ ∈ F
×
where k′ = k − α1 − α2 − α3 − α4. Since the subgroup of GLα5−k′(F) consisting of
matrices (
D 0
0 λ
)
has a finite number of orbits onM(Fα5−k
′
) by Lemma 12.1, we have |HV \M(V )| <∞
by Corollary 12.9.
(H) Case of f(U1) = f(U2) = f(U3) = f(U4) = f(U5) = {0} and f(U6) = F.
Clearly we may assume f(en) = 1. With respect to the basis e1, . . . , en−1 of V ,
elements of HV are represented by matricesA 0 ∗0 B ∗
0 0 C

with A ∈ GLα1(F), B ∈ GLα2(F) and C ∈ Bsp(α3, α4, α5). Hence we have |HV \M(V )| <
∞ by Corollary 12.9.
(I) Case of f(U1) = f(U2) = f(U6) = {0} and f(U3) = F. As in (E), we may
assume
f(ek) = 1 and f(ei) = 0 for i 6= k
with some k ∈ {α1+α2+1, . . . , α1+α2+α3}. With respect to the basis e1, . . . , ek−1,
ek+1, . . . , en of V , elements HV are represented by matrices
A 0 ∗ 0
0 B ∗ ∗
0 0 C 0
0 0 0 λ

with A ∈ GLα1(F), B ∈ GLα2(F), C ∈ Bsp(α3 − 1, α4, α5) and λ ∈ F
×. So we have
|HV \M(V )| <∞ by the assumption of induction.
(J) Case of f(U1) = f(U2) = f(U3) = f(U6) = {0} and f(U4) = F. As in (F), we
may assume
f(ek) = 1 and f(ei) = 0 for i 6= k
with k = α1 + α2 + α3 + α4. With respect to the basis e1, . . . , ek−1, ek+1, . . . , en of
V , elements of HV are represented by matrices
A 0 ∗ 0
0 B ∗ ∗
0 0 C 0
0 0 0 λ

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with A ∈ GLα1(F), B ∈ GLα2(F), C ∈ Bsp(α3+1, α4−2, α5) and λ ∈ F
×. (Here we
note that the restrictions of elements in Qα4 to Fe1 ⊕ · · · ⊕ Feα4−1 are represented
by matrices (
µ ∗
0 D
)
with some µ ∈ F× and D ∈ Sp′α4−2(F).) So we have |HV \M(V )| < ∞ by the
assumption of induction.
(K) Case of f(U1) = f(U2) = f(U3) = f(U4) = f(U6) = {0} and f(U5) = F. As
in (G), we may assume
f(ek) = 1 and f(ei) = 0 for i 6= k
with some k ∈ {α1 + α2 + α3 + α4 + 1, . . . , n − 1}. With respect to the basis
e1, . . . , ek−1, ek+1, . . . , en of V , elements of HV are represented by matrices
A 0 ∗ 0
0 B ∗ ∗
0 0 C 0
0 0 0 λ

with A ∈ GLα1(F), B ∈ GLα2(F), C ∈ Bsp(α3, α4, α5 − 1) and λ ∈ F
×. So we have
|HV \M(V )| <∞ by the assumption of induction. 
Let τ be an automorphism of G defined by τ(g) = Jn
tg−1Jn. Then τ(H) consists
of matrices 
λ 0 ∗ 0
0 C ∗ ∗
0 0 B 0
0 0 0 A

with A ∈ GLα1(F), B ∈ GLα2(F), C ∈ Bsp(α5, α4, α3) and λ ∈ F
×.
Corollary 12.11. |τ(H)\G/B| <∞.
Proof of Lemma 12.2. Consider subgroups
H =
{(
λ 0
0 A
) ∣∣∣ λ ∈ F×, A ∈ GLn(F)} and H ′ = {(λ 00 A
) ∣∣∣ λ ∈ F×, A ∈ K}
of GLn+1(F) where K = Bsp(α3, α4, α5) with α3 + α4 + α5 = n. Take a full flag
m : V1 ⊂ V2 ⊂ · · · ⊂ Vn in Fn+1 defined by
V1 = F(e1 + en+1) and Vj = F(e1 + en+1)⊕ Fe2 ⊕ · · · ⊕ Fej
for j = 2, . . . , n. Then the isotropy subgroup of m in H is
H0 =

λ 0 00 A 0
0 0 λ
 ∣∣∣ λ ∈ F×, A ∈ Bn−1
 .
By Lemma 12.10 (case of α1 = α2 = 0), we have |H
′\M(Fn+1)| <∞. Hence
|H ′\H/H0| <∞.
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Consider the projection π : H → GLn(F) given by
π
((
λ 0
0 A
))
= A.
Then we haveH ′\H/H0 ∼= π(H
′)\π(H)/π(H0). Since π(H
′) = K, π(H) = GLn(F) =
G and π(H0) = B
′, we have |K\G/B′| <∞ as desired. 
12.4. A lemma. Suppose n = α + β with even α. Consider the subgroup
H = Hα,β =
{(
A X
0 B
) ∣∣∣ A ∈ Qα, B ∈ Bβ, X ∈M′α,β(F)}
of GLn(F) where
Qα = {g ∈ Sp
′
α(F) | gFe1 = Fe1}
= {g ∈ Sp′α(F) | g(Fe1 ⊕ · · · ⊕ Feα−1) = Fe1 ⊕ · · · ⊕ Feα−1},
Mα,β(F) = the space of α× β matrices with entries in F
and M′α,β(F) = {X = {xi,j} ∈ Mα,β(F) | xα,1 = · · · = xα,β = 0}.
Lemma 12.12. |Hα,β\M(Fn)| <∞.
Proof. We will proceed by induction on β. When β = 0, we have |Hα,0\M(Fα)| =
|Qα\M(Fα)| < ∞ by Theorem 1.14 of [M13]. Suppose β > 0 and put U ′ = Fe1 ⊕
· · · ⊕ Fen−1. Then we may assume |Hα,β−1\M(U ′)| <∞.
Let {0} = V0 ⊂ V1 ⊂ · · · ⊂ Vn = Fn be a full flag in Fn. We can take an i with
1 ≤ i ≤ n such that
Vi−1 ⊂ U
′ and that Vi 6⊂ U
′.
Write Vi = Vi−1 ⊕ Fv with v = λ1e1 ⊕ · · · ⊕ λnen. Then we have λn 6= 0. Taking a
constant multiple of v, we may assume λα = 0 or 1. Let g be an element of Hα,β
defined by
gek = ek for k = 1, . . . , n− 1 and gen = v − λαeα.
Then we have
g−1v = en + λαeα.
For j = i, . . . , n, we can write Vj = (Vj ∩ U
′)⊕ Fv. Hence
g−1Vj =
{
Vj for j = 1, . . . , i− 1,
(Vj ∩ U
′)⊕ F(en + λαeα) for j = i, . . . , n.
Since V1 ⊂ · · · ⊂ Vi−1 ⊂ Vi+1 ∩ U
′ ⊂ · · · ⊂ Vn ∩ U
′ = U ′ is a full flag in U ′, we have
|Hα,β\M(Fn)| ≤ 2n|Hα,β−1\M(U ′)| <∞.

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12.5. Lemmas related with SL2(F). Let H0 denote the subgroup of G = GLn(F)
consisting of matrices (
A 0
0 B
)
with A ∈ SL2(F) and B ∈ GLn−2(F).
Lemma 12.13. |H0\M(Fn)| <∞ for the full flag variety M(Fn).
Proof. We will proceed by induction on n. Put U1 = Fe1 ⊕ Fe2 and U2 = Fe3 ⊕
· · · ⊕ Fen. Let V be an n − 1 dimensional subspace of Fn. We have only to show
|H(V )\M(V )| <∞ where H(V ) = {g ∈ H0 | gV = V }.
(A) Case of V ⊃ U1. By the action of H0, we may assume V = Fe1⊕ · · ·⊕Fen−1.
It is clear that |H(V )\M(V )| <∞ by the assumption of induction.
(B) Case of V ⊃ U2. By the action of H0, we may assume V = Fe2 ⊕ · · · ⊕ Fen.
With respect to the basis e2, . . . , en of V , elements of H(V ) are represented by(
a 0
0 B
)
with a ∈ F× and B ∈ GLn−2(F). Hence |H(V )\M(V )| <∞.
(C) Case of V 6⊃ U1 and V 6⊃ U2. By the action of H0, we may assume V =
Fe1⊕Fe3⊕· · ·⊕Fen−1⊕F(e2+en). With respect to the basis e1, e3, . . . , en−1, e2+en
of V , elements of H(V ) are represented bya 0 ∗0 B ∗
0 0 a−1

with a ∈ F× and B ∈ GLn−3(F). Since the subgroup of GLn−2(F) × F× consisting
of elements ((
a 0
0 B
)
, a−1
)
has a finite number of orbits on M(Fn−2)×M(F), we have |H(V )\M(V )| < ∞ by
Corollary 12.9. 
Let H1 denote the subgroup of G = GLn(F) consisting of matricesa ∗ 00 a−1 0
0 0 B

with a ∈ F× and B ∈ GLn−2(F).
Lemma 12.14. |H1\Mk(Fn)| <∞ for the Grassmann variety Mk(Fn).
Proof. Since the subgroup of GL2(F) consisting of matrices{(
a x
0 a−1
) ∣∣∣ a ∈ F×, x ∈ F}
of GL2(F) has two orbits on M(F2), the assertion follows from Proposition 6.3 in
[M15]. 
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Let H2 denote the subgroup of G consisting of matricesA 0 00 λ ∗
0 0 B

with λ ∈ F×, A ∈ SL2(F) and B ∈ GLn−3(F).
Lemma 12.15. |H2\Mk1,k2(F
n)| <∞ for the flag variety Mk1,k2 = {V1 ⊂ V2 ⊂ F
n |
dim V1 = k1, dimV2 = k1 + k2}.
Proof. We will proceed by induction on n. Put
U1 = Fe1 ⊕ Fe2, U2 = Fe3 and U3 = Fe4 ⊕ · · · ⊕ Fen.
For i = 1, 2 and 3, let πi : Fn → Ui denote the canonical projections. Let V1 ⊂ V2
be a flag in Mk1,k2.
Suppose dim π3(V2) = ℓ < n− 3. Then we can take an h ∈ H2 such that
π3(hV2) = Fe4 ⊕ · · · ⊕ Feℓ+3.
Put V ′ = Fe1 ⊕ · · · ⊕ Feℓ+3. Then hV1 ⊂ hV2 ⊂ V ′. Elements of the restriction
H ′ = H ′(V ′) of {g ∈ H2 | gV
′ = V ′} to V ′ are represented byA 0 00 λ ∗
0 0 B

(λ ∈ F×, A ∈ SL2(F), B ∈ GLℓ(F)) with respect to the basis e1, . . . , eℓ+3 of V ′.
Hence we have |H ′\Mk1,k2(V
′)| < ∞ by the assumption of induction. So we may
assume dim π3(V2) = n− 3 in the following. Put W = V2 ∩ (U1⊕U2). Since we may
assume V2 6= Fn, we have
dimW ≤ 2.
(A) First suppose π1(W ) = U1. Then we can take a complementary subspace W
′
of W in V2 such that
W ′ ⊂ U2 ⊕ U3.
Since dimW ′ = n− 3 and π3(W
′) = U3, we can take an h ∈ H2 such that
hV2 = W ⊕ hW
′ = W ⊕ U3.
(A.1) Case ofW = U1. With respect to the basis e1, e2, e4, . . . , en of hV2, elements
of the restriction H ′ = H ′(hV2) of {g ∈ H2 | ghV2 = hV2} to hV2 are represented by
matrices (
A 0
0 B
)
with A ∈ SL2(F) and B ∈ GLn−3(F). By Lemma 12.13, we have |H ′\M(hV2)| <∞
and hence |H ′\Mk1(hV2)| <∞.
(A.2) Case of W 6= U1. We can take an h
′ ∈ H2 such that
h′hV2 = Fe1 ⊕ F(e2 + e3)⊕ U3.
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With respect to the basis e1, e2 + e3, e4, . . . , en of h
′hV2, elements of H
′ = H ′(h′hV2)
are represented by matrices a ∗ 00 a−1 0
0 0 B

with a ∈ F× and B ∈ GLn−3(F). So we have |H ′\Mk1(h
′hV2)| < ∞ by Lemma
12.14.
(B) Next suppose dimW = 2 and dim π1(W ) = 1. By the action of H2, we may
assume W = Fe1 ⊕ Fe3. Put W ′ = V2 ∩ U3.
(B.1) Case of W ′ = U3. With respect to the basis e1, e3, . . . , en of V2, elements of
H ′ = H ′(V2) are represented by matricesa 0 00 λ ∗
0 0 B

with a, λ ∈ F× and B ∈ GLn−3(F). So we have |H ′\M(V2)| < ∞ by Lemma 12.1.
Hence |H ′\Mk1(V2)| <∞.
(B.2) Case of W ′ 6= U3. We can take an h ∈ H2 such that
hV2 = Fe1 ⊕ Fe3 ⊕ · · · ⊕ Fen−1 ⊕ F(e2 + en).
With respect to the basis e1, e3, . . . , en−1, e2 + en of hV2, elements of H
′ = H ′(hV2)
are represented by matrices 
a 0 0 ∗
0 λ ∗ ∗
0 0 B ∗
0 0 0 a−1

with a, λ ∈ F× and B ∈ GLn−4(F). Since the subgroup of GLn−2(F)×F× consisting
of elements a 0 00 λ ∗
0 0 B
 , a−1

has a finite number of orbits on M(Fn−2) ×M(F), we have |H ′\M(hV2)| < ∞ by
Corollary 12.9. So we have |H ′\Mk1(hV2)| <∞.
(C) Finally suppose dimW ≤ 1. Let V ′ be an n − 1 dimensional subspace of
Fn containing V2 + U2. Put W ′ = V ′ ∩ (U1 ⊕ U2). Then we have dimW ′ = 2 and
dim π1(W
′) = 1. By (B), we have |H ′(V ′)\M(V ′)| <∞ and hence
|H ′(V ′)\Mk1,k2(V
′)| <∞. 
Let τ be an automorphism of G defined by τ(g) = Jn
tg−1Jn. Then τ(H2) consists
of matrices B ∗ 00 λ 0
0 0 A

with λ ∈ F×, A ∈ SL2(F) and B ∈ GLn−3(F).
Corollary 12.16. |τ(H2)\Mk1,k2| <∞.
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Let H3 denote the subgroup of G consisting of matricesλ ∗ 00 A 0
0 0 B

with λ ∈ F×, A ∈ SL2(F) and B ∈ GLn−3(F).
Lemma 12.17. |H3\Mk1,k2,k3(F
n)| < ∞ for the flag variety Mk1,k2,k3(F
n) = {V1 ⊂
V2 ⊂ V3 ⊂ Fn | dimVi = k1 + · · ·+ ki}.
Proof. We will proceed by induction on n. Put
U1 = Fe1, U2 = Fe2 ⊕ Fe3 and U3 = Fe4 ⊕ · · · ⊕ Fen.
For i = 1, 2 and 3, let πi : Fn → Ui denote the canonical projections. Suppose
dim π3(V3) = ℓ < n− 3. Then we can take an h ∈ H3 such that
π3(hV3) = Fe4 ⊕ · · · ⊕ Feℓ+3.
Put V ′ = Fe1⊕· · ·⊕Feℓ+3. Then hV1 ⊂ hV2 ⊂ hV3 ⊂ V ′. Elements of the restriction
H ′ = H ′(V ′) of {g ∈ H3 | gV
′ = V ′} to V ′ are represented byλ ∗ 00 A 0
0 0 B

(λ ∈ F×, A ∈ SL2(F), B ∈ GLℓ(F)) with respect to the basis e1, . . . , eℓ+3 of V ′.
Hence we have |H ′\Mk1,k2,k3(V
′)| <∞ by the assumption of induction. So we may
assume dim π3(V3) = n− 3 in the following. Put W = V3 ∩ (U1⊕U2). Since we may
assume V3 6= Fn, we have
dimW ≤ 2.
(A) First suppose dimW = 2 and W 6∋ e1. Then we can take an h ∈ H3 such
that hW = U2. Put W
′ = hV3 ∩ U3.
(A.1) Case of W ′ = U3. We have hV3 = U2 ⊕ U3. With respect to the basis
e2, . . . , en of hV3, elements of H
′ = H ′(hV3) are represented by(
A 0
0 B
)
with A ∈ SL2(F) and B ∈ GLn−3(F). By Lemma 12.13, we have |H ′\M(hV3)| <∞
and hence |H ′\Mk1,k2(hV3)| <∞.
(A.2) Case of W ′ 6= U3. We can take an h
′ ∈ H3 such that
h′hV3 = Fe2 ⊕ · · · ⊕ Fen−1 ⊕ F(e1 + en).
With respect to the basis e2, . . . , en−1, e1 + en of h
′hV3, elements of H
′ = H ′(h′hV3)
are represented by A 0 00 B ∗
0 0 λ

with λ ∈ F×, A ∈ SL2(F) and B ∈ GLn−4(F). By Corollary 12.16, we have
|H ′\Mk1,k2(h
′hV3)| <∞.
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(B) Next suppose dimW = 2 and W ∋ e1. Then we can take an h ∈ H3 such
that hW = Fe1 ⊕ Fe2. Put W ′ = hV3 ∩ U3.
(B.1) Case of W ′ = U3. We have hV3 = Fe1⊕Fe2⊕Fe4⊕· · ·⊕Fen. With respect
to the basis e1, e2, e4, . . . , en of hV3, elements of H
′ = H ′(hV3) are represented by
matrices λ ∗ 00 a 0
0 0 B

with λ, a ∈ F× and B ∈ GLn−3(F). By Lemma 12.10, we have |H ′\M(hV3)| < ∞.
So we have |H ′\Mk1,k2(hV3)| <∞.
(B.2) Case of W ′ 6= U3. We can take an h
′ ∈ H3 such that
h′hV3 = Fe1 ⊕ Fe2 ⊕ Fe4 ⊕ · · · ⊕ Fen−1 ⊕ F(e3 + en).
With respect to the basis e1, e2, e4, . . . , en−1, e3 + en of hV3, elements of H
′ =
H ′(h′hV3) are represented by matrices
λ ∗ 0 ∗
0 a 0 ∗
0 0 B ∗
0 0 0 a−1

with λ, a ∈ F× and B ∈ GLn−4(F). By Lemma 12.10 and Corollary 12.9, we have
|H ′\M(h′hV3)| <∞. So we have |H
′\Mk1,k2(h
′hV3)| <∞.
(C) Finally suppose dimW ≤ 1. Let V ′ be an n − 1 dimensional subspace of Fn
containing V3+U1. PutW
′ = V ′∩(U1⊕U2). Then we have dimW
′ = 2 andW ′ ∋ e1.
By (B), we have |H ′(V ′)\M(V ′)| <∞ and hence |H ′(V ′)\Mk1,k2,k3(V
′)| <∞. 
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