Abstract. Reverse Mathematics is a program in the foundations of mathematics which provides an elegant classification of theorems of ordinary mathematics based on computability. Our aim is to provide an alternative classification of theorems based on the central tenet of Feferman's Explicit Mathematics, namely that a proof of existence of an object yields a procedure to compute said object. Our classification gives rise to the Explicit Mathematics theme (EMT) of Nonstandard Analysis. Intuitively speaking, the EMT states that a standard object with certain properties can be computed by a functional if and only if this object exists classically with these same standard and nonstandard properties. In this paper, we establish examples for the EMT ranging from the weakest to the strongest Big Five system of Reverse Mathematics. Our results are proved over the usual base theory of Reverse Mathematics, conservatively extended with higher types and Nelson's internal approach to Nonstandard Analysis.
1. Introduction 1.1. Reverse Mathematics, explicitly. The subject of this paper is the development of Reverse Mathematics (RM for short; See Section 1.3 for an introduction) over a conservative extension of the usual base theory involving higher types and Nonstandard Analysis. This extended base theory, introduced in Section 2, is based on Nelson's internal set theory ( [43] ) and Kohlenbach's higher-order RM ( [36] ). The aforementioned development of RM, which takes place in Section 3-7, leads to the formulation of the Explicit Mathematics Theme (EMT for short), which we discuss now. We follow the notations from Nelson's internal set theory. Theme 1.1 (The theme from Explicit Mathematics). Consider a standard theorem of mathematics of the form:
The nonstandard version of T st is the statement:
where B st is 'transferred' to B, i.e. the standardness predicate 'st' is omitted. Furthermore, the uniform version of T , is (∃Φ σ→τ )(∀x σ )(A(x) → B(x, Φ(x))).
The Explicit Mathematics Theme (EMT) is the observation that for many theorems T as above, the base theory proves T * ↔ U T .
Note that the EMT expresses that the mere existence of an object y as in T * , is equivalent to y being computable via a functional as in the 1 uniform version U T Department of Mathematics, Ghent University, Belgium & Munich Center for Mathematical Philosophy, LMU Munich, Germany E-mail address: sasander@cage.ugent.be . 1 For certain statements T , there exists an additional interesting uniform version in which the existential quantifiers in A are also removed by a functional. When we encounter such statements, we shall make a distinction between U T 1 and U T 2 .
(where the latter is free of 'st'). As suggested by its name, the EMT is inspired by the foundational program Explicit Mathematics, whence discussed in Section 1.4.
In this paper, we provide evidence for the EMT by establishing the latter for various theorems T studied in second-order RM, where T and U T range from provable in the base theory to provable only in the strongest Big Five system. This development takes place in Sections 3 to 7. Finally, for some motivation regarding this study, we refer to Section 1.2, while Sections 1.3 and 1.4 provide background information on Reverse and Explicit Mathematics.
1.2. Motivation. We discuss the foundational significance of the EMT.
(1) Central to the EMT is that statements involving higher-type objects like U T are equivalent to statements T * involving only lower-type nonstandard objects. In this light, it seems incoherent to claim that higher-type objects are somehow 'more real' than nonstandard ones (or vice versa). The EMT thus suggests that higher-order RM is implicit in Friedman-Simpson RM, as Nonstandard Analysis is used in the latter. (See e.g. [1, 34, 47, 48, 57, 58, [62] [63] [64] ). Moreover, the EMT gives rise to an example of a higher-order statement implicit in Friedman-Simpson RM, as discussed in Remark 5.15. (2) In general, to prove T * → U T , one defines a functional Ψ(·, M ) of (rather) elementary complexity, but involving an infinite number M . Assuming T * , this functional is Ω-invariant (See Definition 2.5) and the axiom Ω-CA from the base theory provides the required standard functional for U T . As discussed in Section 3.5, these results can be viewed as a contribution to Hilbert's program for finitistic mathematics, as infinitary objects (the functional from U T ) are decomposed into elementary objects. (3) Fujiwara and Kohlenbach have established the equivalence between (classical) uniform existence as in U T and intuitionistic provability for rather rich formulas classes ( [22, 23] ). The EMT suggests that T * constitutes another way of capturing intuitionistic provability. Nonetheless, we establish the EMT for statements beyond the Fujiwara-Kohlenbach metatheorems. put forward in [54, I.11.7] . In particular, our treatment of the EMT for the fan theorem, i.e. the classical contraposition of WKL, and for ATR 0 are neigh identical. Furthermore, the EMT for (S 2 ), the functional version of Π 1 1 -CA 0 , is highly similar to the EMT for (∃ 2 ), the functional version of ACA 0 , thanks to the bounding result in Theorem 7.3. In conclusion, Nonstandard Analysis allows us to treat sets of numbers in the same way as one treats numbers.
Besides the previous arguments, a first general motivation for the study of higherorder RM is as follows: It was shown in [52] that higher-order statements are implicit in second-order RM. A second motivation, based on Feferman's Explicit Mathematics (See Section 1.4) is discussed in Sections 1.3 and 1.4. Finally, we urge the reader to first consult Remark 2.13 so as to clear up a common misconception regarding Nelson's framework.
1.3.
Reverse Mathematics: a 'computable' classification. Reverse Mathematics (RM) is a program in the foundations of mathematics initiated around 1975 by Friedman ([19, 20] ) and developed extensively by Simpson ( [53, 54] ) and others. The aim of RM is to find the axioms necessary to prove a statement of ordinary mathematics, i.e. dealing with countable or separable objects. The classical 2 base theory RCA 0 of 'computable 3 mathematics' is always assumed. Thus, the aim is to find the minimal axioms A to derive a given statement T in RCA 0 ; In symbols:
The aim of RM is to find the minimal axioms A such that RCA 0 ⊢ [A → T ] for statements T of ordinary mathematics. Surprisingly, once the minimal axioms A have been found, we almost always also have RCA 0 ⊢ [A ↔ T ], i.e. not only can we derive the theorem T from the axioms A (the 'usual' way of doing mathematics), we can also derive the axiom A from the theorem T (the 'reverse' way of doing mathematics). In light of the latter, the discipline was baptised 'Reverse Mathematics'.
In the majority 4 of cases, for a statement T of ordinary mathematics, either T is provable in RCA 0 , or the latter proves T ↔ A i , where A i is one of WKL 0 , ACA 0 , ATR 0 or Π An alternative view of Reverse Mathematics is as follows (and expressed in part by [54, Remark I.8.9 .5]): Reverse Mathematics studies theorems of mathematics 'as they stand', instead of the common practice in constructive mathematics of introducing extra (often perceived as unnatural) conditions to make these theorems provable constructively. In other words, rather than enforcing computability via extra conditions, RM takes a 'relative' stance: Assuming computable mathematics in the guise of RCA 0 , how non-computable is a given theorem of mathematics, as measured by which of the other Big Five (or other principles) it is equivalent to?
In conclusion, Reverse Mathematics can be viewed as a classification of theorems of ordinary mathematics from the point of view of computability (See e.g. [54, I.3.4] ). A natural question is if there are other interesting ways of classifying these theorems, which is part of the motivation of this paper, and discussed next.
In other words, how strong is U T the uniform version of a theorem T ? To this question, the EMT from Section 1.1 provides a surprising(ly) uniform answer.
2. About and around the base theory RCA Ω 0
In this section, we introduce the base theory RCA Ω 0 in which we will prove our results. We discuss some basic results and introduce some notation.
2.1. The system RCA Ω 0 . In two words, RCA Ω 0 is a conservative extension of Kohlenbach's base theory RCA ω 0 from [36] with certain axioms from Nelson's Internal Set Theory ( [43] ) based on the approach from [4, 5] . This conservation result is proved in [5] , while certain partial results are implicit in [4] . In turn, RCA ω 0 is a conservative extension of RCA 0 for the second-order language by [36, Prop. 3.1] .
In Nelson's syntactic approach to Nonstandard Analysis ( [43] ), as opposed to Robinson's semantic one ( [45] ), a new predicate 'st(x)', read as 'x is standard' is added to the language of ZFC. The notations (∀ st x) and (∃ st y) are short for (∀x)(st(x) → . . . ) and (∃y)(st(y) ∧ . . . ). The three axioms Idealization, Standard Part, and Transfer govern the new predicate 'st' and give rise to a conservative extension of ZFC. Nelson's approach has been studied in the context of higher-type arithmetic in e.g. [1, 4, 5] . The conservation result for E-PRA ω * st + QF-AC 1,0 is trivial. Furthermore, omitting PF-TP ∀ , the theorem is implicit in [4, Cor. 7.6] as the proof of the latter goes through as long as EFA is available. We now discuss the new axioms in more detail. 
A special case of the previous can be found in Avigad's system NPRA ω from [1] . The omission of parameters in PF-TP ∀ is essential, as is clear from Theorem 2.3, for which we introduce:
Note that standard parameters are allowed in f , and that (∃ 2 ) is the functional version of ACA 0 ([54, III]), i.e. arithmetical comprehension.
Proof. By [5, Cor 12] . We sketch part of the proof in Theorem 3.1 below.
Besides being essential for the proof of the previous theorem, PF-TP ∀ implies that all functionals defined without parameters are standard, as discussed next.
Remark 2.4 (Standard functionals).
We discuss an important advantage of the axiom PF-TP ∀ . First of all, given the existence of a functional, like e.g. the existence of the fan functional (See e.g. [36, 42] ) as follows:
we immediately obtain, via the contraposition of PF-TP ∀ , that
In other words, we may assume that the fan functional is standard. The same holds for any functional of which the definition does not involve additional parameters.
Secondly, we may assume Ω(ϕ) is the least number as in (MUC), which implies that Θ(ϕ) from (2.1) can also be assumed to have this property. However, then Θ(ϕ) = 0 Ω(ϕ) for any ϕ 2 , implying Θ = 3 Ω, i.e. if it exists, the fan functional is unique and standard. The same again holds for any uniquely-defined functional of which the definition does not involve additional parameters.
The previous observation prompted the addition to RCA By way of example, the following type 1-version of the Standard part principle results in a conservative extension of WKL 0 (See [6, 34] ).
Here, we have used set notation to increase readability; We assume that sets X 1 are given by their characteristic functions f
The set Y from (STP) is also called the standard part of X.
We now discuss the Standard Part principle Ω-CA, a very practical consequence of the axiom HAC int . Intuitively speaking, Ω-CA expresses that we can obtain the standard part (in casu G) of Ω-invariant nonstandard objects (in casu F (·, M )). Note that we write 'N ∈ Ω' as short for ¬st(N 0 ).
3)
The axiom Ω-CA provides the standard part of a nonstandard object, if the latter is independent of the choice of infinite number used in its definition. Proof. See e.g. [49] ; We also sketch the derivation of Ω-CA from HAC int . The latter takes the form
where ϕ(x, y) is internal, i.e. not involving the standardness predicate 'st', and where Φ(x) is a finite sequence of objects of the type of y. Thus, HAC int does not provide a witness to y, but a sequence of possible witnesses.
We immediately obtain (any infinite k 0 will do) that
By the induction axioms present in RCA Ω 0 , there is a least such k for every standard x σ . By our assumption (2.4), such least number k 0 must be standard, yielding:
Now apply HAC int to obtain standard Φ σ→0 such that
Next, define Ψ(x) := max i<|Φ(x)| Φ(x)(i) and note that
Finally, put G(x) := F (x, Ψ(x)) and note that Ω-CA follows.
In light of the previous proof, one easily establishes the following corollaries.
where
Corollary 2.9. In RCA Ω 0 , for all standard F (σ×0)→1 and internal formulas C,
Applications of the previous corollaries are assumed to be captured under the umbrella-term 'Ω-CA'. Furthermore, by the above, if we drop the Ω-invariance condition in Ω-CA, the resulting system is a non-conservative extension of RCA ω 0 . 2.4. Notations and remarks. We finish this section with some remarks. First of all, we shall use the same notations as in [5] , some of which we repeat here.
Remark 2.10 (Notations). We write (∀
), we also say that x 0 is 'infinite' (resp. finite) and write 'x 0 ∈ Ω'. Finally, a formula A is 'internal' if it does not involve st, and A st is defined from A by appending 'st' to all quantifiers (except bounded number quantifiers).
We will use the usual notations for rational and real numbers and functions as introduced in [36, p. 288-289] (and [54, I.8.1] for the former).
Remark 2.11 (Real number). A (standard) real number x is a (standard) fastconverging Cauchy sequence q
We freely make use of Kohlenbach's 'hat function' from [36, p. 289 ] to guarantee that every sequence f 1 can be viewed as a real. Two reals x, y represented by q (·) and r (·) are equal, denoted x = y, if (∀n)(|q n − r n | ≤ 1 2 n ). Inequality < is defined similarly. We also write x ≈ y if (∀ st n)(|q n − r n | ≤ 1 2 n ) and x ≫ y if x > y ∧ x ≈ y. Functions F mapping reals to reals are represented by functionals Φ 1→1 such that (∀x, y)(x = y → Φ(x) = Φ(y)), i.e. equal reals are mapped to equal reals.
As hinted at by Corollary 2.8, the notion of equality in RCA Ω 0 is important. Remark 2.12 (Equality). The system RCA ω 0 only includes equality between natural numbers '= 0 ' as a primitive. Equality '= τ ' for type τ -objects x, y is then defined as follows:
. In the spirit of Nonstandard Analysis, we define 'approximate equality ≈ τ ' as follows:
with the type τ as above. The system RCA ω 0 includes the axiom of extensionality for all ϕ ρ→τ as follows:
However, as noted in [4, p. 1973] , the so-called axiom of standard extensionality (E) st is problematic and cannot be included in RCA Ω 0 . Now, certain functionals (like (∃ 2 ) st introduced above) are standard extensional, but others may not be. Hence, we shall sometimes prepend 'E-' to an axiom defining a functional to express that the latter is standard extensional. In particular, if
st plus the statement that Φ as in the latter satisfies standard extensionality as in (E) st .
As an example illustrating the previous remark, the functional from UWKL st is standard extensional if it outputs the left-most path in an infinite binary tree, and this property naturally emerges in the proof of Theorem 3.1. In Theorem 3.3 we show that standard extensionality as in E-UWKL st follows naturally from UWKL.
In light of Corollary 2.8, it is obvious how Ω-CA can be further generalised to F (σ×0)→τ using '≈ τ ' instead of '≈ 1 '; The same holds for '≈' and real-valued F . To be absolutely clear, lest we be misunderstood, Nelson's internal set theory IST forbids the formation of external sets {x ∈ A : st(x)} and functions 'f (x) limited to standard x'. Therefore, any appeal to Tennenbaum's theorem to claim the 'non-computable' nature of + and × from RCA Ω 0 is blocked, for the simple reason that the functions '+ and × limited to the standard numbers' simply do not exist. On a related note, we recall Nelson's dictum from [43, p. 1166] as follows:
Every specific object of conventional mathematics is a standard set. It remains unchanged in the new theory [IST] . In other words, the operations '+' and '×', but equally so primitive recursion, in (subsystems of) IST, are exactly the same familiar operations we know from (subsystems of) ZFC. Since the latter is a first-order system, we however cannot exclude the presence of nonstandard objects, and internal set theory just makes this explicit, i.e. IST turns a supposed bug into a feature.
The Explicit Mathematics theme around arithmetical comprehension
In this section, we establish the EMT from Section 1.1 for theorems T such that 
with set-theoretic notation rather than as in [36] . The nonstandard version is:
We are abusing notation by using 'T ≤ 1 1' to denote that T represents a binary tree. We will sometimes mention the notion of 'infinite tree' and it will always be clear from context whether we mean the antecedent of UWKL or WKL * . Furthermore, note the type mismatch between 'infinite number' and 'infinite tree'.
Proof. By way of illustration of the use of Ω-CA, we first prove Π 
By Ω-CA, there is standard 
which expresses that one of the branches originating from the root node of T is infinite. As is clear from (3.3), the notion of infinite branch is a (Π
st , one starts at the root node of T and determines if the 0-branch or the 1-branch is infinite using (∃ 2 ) st , i.e. which disjunct of (3.3) holds. If the n-branch is chosen (for n = 0, 1), we define Φ(T )(0), the first element of the path in T , as the number n. Next, we move to the node n and repeat the previous construction relative to n to define Φ(T )(1), and so on.
Intuitively speaking, to prove the implication WKL * → E-UWKL st , we assume WKL * and repeat the construction of Φ from the previous paragraph, but with both quantifiers '(∀ st n 0 )' in (3.3) replaced by (∀n 0 ≤ M ) for infinite M . Because of WKL * , the resulting functional is Ω-invariant and standard extensional. We now spell out the details of this heuristic sketch.
Thus, assume WKL * and define the functional Ψ(T, M ) as follows: We define
, and 1 otherwise. For the general case, define
Next, we prove that Ψ(T, M ) is Ω-invariant assuming WKL * . First of all, define the subtree T σ for σ ∈ T by (∀τ
. Next, fix infinite M and let T be some infinite binary tree. Now note that if
. By definition, this implies that the tree T 0 is infinite, i.e. (∀ st m 0 )(∃α 0 )(|α| = m ∧ α ∈ T 0 ). Now apply WKL * to the infinite binary tree T 0 to obtain the existence of a standard binary sequence α such that (∀n 0 )(αn ∈ T 0 ). However, this implies by definition that (∀m 0 )(∃α 0 )(|α| = m ∧ 0 * α ∈ T ). By the definition of Ψ, we must have Ψ(f, M )(0) = Ψ(f, N )(0) = 0 for any infinite N 0 . Similarly, one proves that Ψ(T, M )(n) = Ψ(T, N )(n) for any finite n and infinite M, N , and we obtain Ψ(T, M ) ≈ 1 Ψ(T, N ) for infinite N, M and T any standard infinite binary tree.
As Ω-CA requires quantification over all standard binary trees as in (3.5), we need to specify the behaviour on finite trees. Thus, we define
, and 0 otherwise. Using WKL * as in the previous paragraph, it is clear that Θ(T, M ) is Ω-invariant, i.e.
Now let Φ be the 'standard part' of Θ provided by Ω-CA, i.e. we have (
) and Φ is as required by UWKL st . Now suppose α 1 ∈ T is a standard path to the left of Φ(T ). By the definition of 'to the left of', there is some standard n 0 such that αn 0 = Φ(T )n 0 and α(n 0 + 1) < Φ(T )(n 0 + 1). However, then the tree T αn0 is infinite and applying WKL * to this tree, we have Φ(T )(n 0 + 1) = Θ(T, M )(n 0 + 1) = α(n 0 + 1), a contradiction. Thus, Φ(T, M ) outputs the the left-most path in T . This immediately implies the standard extensionality of Φ, i.e. we have
and E-UWKL st now follows from WKL * , and we are done.
The functional Ψ(·, M ) from (3.4) is called the canonical approximation of the functional Φ from UWKL, as it mirrors the way the latter functional is defined using (∃ 2 ). As discussed in Remark 3.14, the canonical approximation has rather low complexity, with possible applications to Hilbert's program for finitistic mathematics. Finally, in light of the above, the reader should be convinced that the equivalence involving WKL * is note merely a 'coding trick' (See also Theorem 3.3).
The series of implications (3.1) is useful as a template for establishing similar equivalences in a uniform way, as is clear from the proofs of the theorems in the next two sections. We first prove the following corollaries.
Proof. Immediate from [36, Prop. 3.9] and [5, Cor. 14] . Alternatively and similar to the proof of the latter, it is possible to modify E-UWKL st so that PF-TP ∀ may be applied, yielding UWKL. This involves dropping the 'st' in the antecedent of UWKL st and bringing the universal quantifier in the consequent to the front.
The principle E-UWKL st may seem somewhat contrived, but actually follows directly from UWKL. In particular, the standard extensionality in the former can be proved quite elegantly using PF-TP ∀ , as we establish now.
without the use of the equivalences
In particular, the functional from UWKL may be assumed to be standard extensional.
Proof. First of all, let Ψ be the functional from UWKL and note that the axiom of extensionality for Ψ can be brought into the form:
by resolving both occurrences of '= 1 ' and bringing all quantifiers to the front. Now bring all the quantifiers in UWKL to the front, yielding:
Using QF-AC 1,0 , we obtain
and adding the extensionality of Ψ, we obtain
Applying QF-AC 1,0 to the second conjunct, we obtain
Applying PF-TP ∀ to (3.6), we may assume the functionals Ψ, Φ, and Ξ are standard. Now consider a standard binary tree
′ for any standard n, i.e. we have UWKL st . Similarly, if S ≈ 1 R for standard binary trees S, R, then Φ(S, T, k) is standard for standard k, implying Ψ(S)k = Ψ(R)(k) for standard k. But the latter is just Ψ(T ) ≈ 1 Ψ(S) and Ψ satisfies standard extensionality, implying E-UWKL st .
In light of the previous theorem, one can prove standard extensionality for any functional of type 1 → 1 (or of similar typing) with a defining internal formula (without parameters). This is somewhat surprising in light of the discussion of (E) st in [4, p. 1973] . We now prove a result like Theorem 3.3 for (∃ 2 ).
In [5, Cor. 14] , the equivalence Π
is proved indirectly using the operator (µ 2 ) from [2, 5, 36] , defined as:
This axiom is equivalent to (∃ 2 ) over RCA ω 0 (See [38] ) and (µ 2 ) yields Π 0 1 -TRANS by applying PF-TP ∀ to the former, i.e. µ is standard, and so is the witness µ(f ) for standard f 1 . We now show that (∃ 2 ) implies Π 0 1 -TRANS in the same way.
. In particular, the functional from (∃ 2 ) may be assumed to be standard extensional.
Proof. Similar to the proof of Theorem 3.3, obtain via PF-TP ∀ that (∃ 2 ) implies the standardness and standard extensionality of ϕ as in (∃ 2 ). This amounts to applying the contraposition of PF-TP ∀ to
which follows from (∃ 2 ), extensionality (E), and QF-AC
Define the standard sequences f 1 := 11 . . . and g 1 as:
, by the definition of ϕ and standard extensionality. This contradiction implies that we must have Π 
By PF-TP ∀ , we may assume that the functionals Ψ, Φ are standard and that Ψ is standard extensional as in the proof of the theorem. Now suppose Π 0 1 -TRANS is false, i.e. there is standard h 1 such that (∀ st n)h(n) = 0 and (∃m)h(m) = 0. For T ′ the (necessarily standard) full binary tree, define the standard binary tree S ′ as (using Ψ from (3.7)):
, but this contradicts (3.7) as S ′ is infinite (either 00. . . or 11. . . is completely in S ′ ), but Ψ(S ′ )n is not in S ′ for large enough n, by the assumption on h. This contradiction yields Π 0 1 -TRANS. Finally, we point out that extensionality (E) is essential in obtaining the above results. In particular, Kohlenbach has proved that without full extensionality, the principle UWKL is not really stronger than WKL itself ( [38] 
The principle Σ 
Proof. Clearly, we could exploit the equivalence between Σ 
, and note that by (3.11), we have h 1 (k, M ) = 0 ∨ h 2 (k, M ) = 0 for standard k and M ∈ Ω. Next, define the functional Ψ as follows:
We now show that Ψ is both as required for UΣ
then by assumption and (3.11), we have ¬ϕ 2 (n, f 2 ), and the second case in (3.12) holds (for any infinite M ). If ϕ st 2 (n, f 2 ) holds for standard n, then similarly ¬ϕ 1 (n, f 1 ) by the previous, and the first case in (3.12) holds (for any infinite M ). Since ϕ
is impossible by assumption, the third case in (3.12) does not occur. If for some standard n 0 , we have the fourth case (or even only ¬ϕ
(n, f 4 ) and (3.11) applied to the latter yields ¬ϕ 1 (n 0 , f 1 ) ∧ ¬ϕ 2 (n 0 , f 2 ). Hence, if the fourth case in (3.12) occurs, it does so for every M ∈ Ω.
As Ω-CA requires quantification over all standard sequences f 1 i as in (3.13), we need to specify the behaviour when the separation assumption (
, n) , and 0 otherwise. Using Σ 0 1 -SEP * as in the previous paragraph, it is clear that Θ(T, M ) is Ω-invariant, i.e. we have
The axiom Ω-CA now provides a standard functional Φ(·) ≈ 1 Θ(·, M ) which satisfies UΣ 0 1 -SEP st by the above. As to the standard extensionality of Φ, note that if ϕ st i (n, f i ), i.e. in one the first two cases of (3.12), this extensionality property is immediate due to (3.11) . By the latter, the third case of (3.12) also does not occur for standard h 1 , h 2 such that h i ≈ 1 f i . For the final case in (3.12), a similar argument involving f 3 , f 4 from the previous paragraph yields standard extensionality.
We could prove a version of Theorem 3.3 (and corollaries) for Σ 0 1 -separation.
Proof. 
Appending of 'st' to C and C means that all quantifiers are relative to 'st'. As explained in Remark 3.12, the exact choice of continuity (involving C or C st ) is immaterial. The uniform and nonstandard versions of IVT are:
Note that IVT st is weaker than IVT * , as the latter (and also UIVT st ) involves '≈' rather than '=', which turns out to yield quite a difference in strength.
Proof. To establish the equivalences in the theorem, we prove
which establishes the theorem by Theorem 2.3 above. The first implication in (3.14) is trivial as IVT is provable in RCA 0 (See e.g. [54, II.6.6]) and z 1 = 0 is a Π 0 1 -formula for reals z. The final implication follows from the proofs of [36, Proposition 3.14] and [38, Prop. 3.9] in the same way the final implication in (3.1) is proved.
For the remaining implication in (3.14), it should first be noted that in the proof that [36, Proposition 3.14.3] implies (∃ 2 ), the intermediate value functional F is only applied to polynomials f y (x) := yx − y and f y (x) := yx to obtain a discontinuous function, and hence (∃ 2 ). Hence, it suffices to obtain E-UIVT st limited to standard polynomials (which can be coded by standard reals). This situation is reminiscent of the 'usual' Brouwerian counterexample involving IVT where only very special functions are used (See e.g. [11, p. 4] or [39, p. 11] ).
We now prove the remaining implication in (3.14) . To this end, we prove that IVT * implies E-UIVT st limited to standard polynomials. To quantify over the latter, we will use the notation (∀ st f 1→1 ∈ P ), although polynomials may be coded by reals. We also write (∀ st f 1→1 ∈ P ) to mean that f (0) > 0 and f (1) < 0. Similar to the proof of Theorem 3.1, we will mimic the proof of (∃ 2 ) → UIVT involving the usual 'interval-halving' technique.
First of all, following [54, , we have the 'approximate' IVT:
, with ϕ quantifier-free. Furthermore, it is easy to find a (primitive recursive) witnessing function for this existential quantifier (again using the continuity of f ). Actually, this witnessing function is nothing more than a realizer for the constructive 'approximate' version of IVT (See e.g. [8, Theorem 4.8, p. 40] ). Hence, we can treat (∀k
, with ψ quantifier-free and the two last variable places for the interval end points in the former formula.
2 ), and 1 2 otherwise. In general, the functional Ψ is defined as:
otherwise .
We now prove that Ψ(f, M ) is Ω-invariant for standard f ∈ P and M ∈ Ω. If Ψ(f, M )(0) = 0, then f becomes arbitrarily small on [0,
Similarly, one proves that Ψ(f, M )(n) = Ψ(f, N )(n) for any finite n and infinite M, N , and we obtain Ψ(f, M ) ≈ 1 Ψ(f, N ) for infinite N, M and f any standard polynomial. Furthermore, it is easy to see that Ψ(f, M ) provides the left-most intermediate value of f . Applying Ω-CA now yields E-UIVT st limited to standard polynomials, and we are done.
Proof. Immediate from the theorem, [36, Prop. 3.14] , and [5, Cor. 14] . We also sketch a 'direct' proof of UIVT → Π 0 1 -TRANS below in Remark 3.12. We finish this section with a remark on continuity.
Remark 3.12 (Continuity). First of all, as is clear from [36, Prop. 3.14] and as noted in the previous proof, UIVT limited to various continuity classes is still equivalent to (∃ 2 ). Similarly, one can replace C st in IVT * and E-UIVT st by C and the proof of IVT * → E-UIVT st still goes through. Indeed, with Ψ defined as in the proof of the theorem, one can prove
and apply Corollary 2.9. To prove the former, it does seem WKL st is needed (which follows from E-UIVT st limited to standard polynomials). Since internal formulas are part of the original language (of RCA ω 0 or RCA 0 ), C-functions are arguably more interesting objects of study than C st -functions (from the point of view of the EMT). One could also work with representations Φ 1→1 ∈ C[0, 1], where the latter denotes the definition of continuity on Cantor space, i.e. 
Abusing notation somewhat, we have f ≈ 1 g, implying Φ(f ) ≈ 1 Φ(g), but this yields a contradiction as Φ(g) must satisfy Φ(g) ≤ (
By [36, Prop. 3.14] , the exact choice of continuity in UWEIMAX does not matter.
Proof. To establish the theorem, we now prove:
First of all, the final implication again follows from [36, Proposition 3.14]. Furthermore, to obtain UIVT from UWEIMAX, apply the latter to −|f | (for f ∈ C) and note that the maximum of −|f | must be an intermediate value of f . However, as noted in the proof of Theorem 3.10, UIVT is only applied to polynomials to obtain (∃ 2 ) in the proof of [36, Proposition 3.14]. Hence, UWEIMAX and WEIMAX * may also be limited to certain elementary functions.
Secondly, we prove the first implication in (3.16). Using [36, Proposition 3.14] and [5, Cor. 15 ], Π 0 1 -TRANS is equivalent to UWEIMAX, and by PF-TP ∀ the functional in the latter is standard, immediately implying WEIMAX * . We also list more conceptual 'direct' proofs for Lipschitz continuous functions (with factor one) and for Φ ∈ C[0, 1]. In light of the results in [27] , it should be straightforward to convert f ∈ C[0, 1] into Φ ∈ C[0, 1] using (∃ 2 ). Note that the first implication in (3.16) is not trivial, as the innermost universal formula of the Weierstraß maximum theorem is Π .15) st .
To this end, consider the proof of [37, Prop. 4.10] in which it is proved that a functional Φ 1→1 ∈ C[0, 1] has a modulus of uniform continuity, assuming WKL. In the latter proof, Kohlenbach defines a sequence of infinite binary trees T k,n using (only) Φ, and the sequence of paths through these trees (the sequence exists via WKL) is used to define the characteristic function of the formula in square brackets in the following formula:
Now if Φ is additionally standard, the tree T k,n will also be standard, and UWKL (available via Theorem 3.1) and PF-TP ∀ yield a standard sequence of paths through (all of) T k,n . It is then easy to show that the formula in square brackets in (3.17) now has a standard characteristic function. However, then Π 0 1 -TRANS yields that for standard k and standard 
The reverse implication of (3.18) is trivial, while the forward one is a simple application of Φ ∈ C[0, 1]. Hence, (3.18) implies WEIMAX * limited to Φ ∈ C[0, 1]. For Lipschitz continuous functions with factor one, note that such functions are by definition also Lipschitz continuous relative to 'st'. Therefore, the same proof involving (3.18) yields WEIMAX * for such functions.
Finally, for the remaining implication in (3.16), we only provide a sketch, as the fomer is proved in much the same way as the middle implication in (3.14). Indeed, consider the following formula (∀k
* implies the existence of the supremum by [54, IV.2.3]. As in the proof of Theorem 3.10, there is a witnessing function for the existential quantifiers in the previous formula; The functional Ψ(f, M ) is then built in the same way as in the proof of Theorem 3.10, and we are done.
In conclusion, we note that a slick proof of this theorem proceeds by proving (3.16) for standard Lipschitz continuous functions and then proving 'full' (3.16) using the already established equivalences and (the proof of) [36, Prop. 3.14].
The above proofs reveal a template of the form which may be applied to obtain the EMT for RT (1) 3.5. Concluding remarks. We finish this section with some concluding remarks.
Remark 3.14 (Hilbert's program). We discuss the connection of the above results to Hilbert's program for finitist mathematics. We are motivated by Tait's analysis ( [56] ) that the formal system PRA captures Hilbert's notion of finitist mathematics, and Burgess' detailed study of how Reverse Mathematics contributes to Hilbert's program ( [12] Furthermore, one can prove in the same EFA-based system that every standard functional Ξ 1→1 which outputs the left-most path Ξ(T ) in the standard binary tree T satisfies Ξ(T ) ≈ 1 Ψ(T, M ), and vice versa. In other words, a finitist can accept the correctness of the hypothetical statement 'If a functional as in UWKL exists, then it equals a finitistically acceptable object'. It should be noted that a similar argument works for the fan functional (MUC) from Section 4, which happens to be inconsistent with UWKL.
As to intuitionistic mathematics, we remark the following.
Remark 3.15. For L.E.J. Brouwer, the real numbers R constituted a 'unsplittable continuum', exemplified by Brouwer's rejection of x > R 0 ∨ x ≤ R 0, a special case of tertium non datur. A similar observation regarding the 'syrupy' continuum in intuitionistic mathematics is made by van Dalen in [10] . The results in the previous theorems and corollaries go the opposite way: In our system, the maximum or intermediate values of continuous functions are determined by discrete case distinctions as done in the canonical functional. In this way, a 'very discrete' picture of the continuum emerges. Furthermore, in our opinion, the canonical approximations endow the original functionals with plenty of 'numerical meaning', though not the kind envisaged by Brouwer and other constructivists. In Section 4, we establish the EMT for principles from intuitionistic mathematics.
Next, we discuss a connection to intuitionistic logic due to Kohlenbach. Following Kohlenbach ([36] ), the cause of the difference in behaviour between the maximum theorem and SUP, is that the latter can be proved from the fan theorem in intuitionistic logic, while the former by contrast requires classical logic. This use of classical logic results in a discontinuity at the uniform level and hence (∃ 2 ) due to so-called Grilliot's trick (See [36, §3] and [25] ). This leads us to the following conjecture, where 'BISH' is Errett Bishop's Constructive Analysis ([8] ).
Conjecture 3.17. For a theorem T provable in ACA 0 , there are two categories:
Examples of the second case of the conjecture are discussed in Section 5. In particular, we study the fan theorem itself, the Heine-Borel lemma, Riemann integration, and the supremum of continuous functions. Finally, we discuss our choice of framework. Remark 3.18. As a consequence of the above results, we observe that the functional Φ from UWKL (which may be assumed to output the left-most path) equals the functional Θ(·, M ) from (3.5) for infinite M and standard input. Similarly, the functional ϕ from (∃ 2 ) equals ψ(·, M ) from (3.2) for infinite M and standard input. The apparent restriction to standard input is only a limitation of our choice of framework: Indeed, in stratified Nonstandard Analysis, the unary predicate 'st(x)' is replaced by the binary predicate 'x ⊑ y', to be read 'x is standard relative to y' ( [28] [29] [30] [31] 44] ). In this framework, we could prove the following:
where x ⊐ y is ¬(x ⊑ y), i.e. x is nonstandard relative to y. In other words, in stratified Nonstandard Analysis, the approximation of Φ and ϕ from UWKL and (∃ 2 ) works for any object, not just the standard ones. Of course, we have chosen Nelson's framework for this paper, as this approach is more mainstream.
The Explicit Mathematics theme for the fan functional
In this section, we establish the EMT for the fan functional, defined as in (MUC) below, a classically false principle (See Theorem 4.3). Hence, Corollary 4.2 below implies that the EMT is not limited to statements of classical mathematics. For reasons of space, we only establish the EMT for one intuitionistic principle; In [50] , a large number of intuitionistic principles is studied from the point of view of the EMT, including Brouwer's continuity theorem.
As to its history, the fan functional was introduced by Tait as the first example of a functional which is non-obtainable, i.e. not computable from lower-type objects (See [42, p. 102] ). In intuitionistic mathematics, the fan functional emerges as follows: By [59, 2.6.6, p. 141], if a universe of functions U satisfies EL + FAN, then the class ECF(U) of extensional continuous functionals relative to U, contains a fan functional. Here, EL is a basic system of intuitionistic mathematics and FAN is the fan theorem, the classical contraposition of WKL. Similar results are in [24, 60, 61] .
Clearly, the existence of the fan functional implies that all type 2-functionals are continuous, which contradicts (∃ 2 ) as the latter is equivalent to the existence of discontinuous functions by [36, Prop. 3.12] . Now consider the following principle expressing that all standard type 2 objects are nonstandard continuous:
We have the following theorem. Proof. Let {0, 1} N be the set of binary sequences of length N . For ϕ 2 and f 0 ∈ {0, 1} N , we tacitly assume that ϕ(f ) stands for ϕ(f * 00 . . . ).
First of all, assume (M) and note that the latter immediately implies
Furthermore, we obtain for any fixed M ∈ Ω,
The formula Φ(x, f, g, ϕ) in square brackets in (4.1) is decidable and we define g(f, g, ϕ, M ) as the least x 0 ≤ M such that Φ(x, f, g, ϕ). As the range of f, g in (4.1) is discrete, we may compute max f,g∈{0,1} M g(f, g, ϕ, M ). However, this finite number does not depend on f or g anymore, and we obtain
Combining (M) and (4.2), we have that
Note that if y 0 is as in (4.2), then in (P) we can take x = y. Now define Ξ(ϕ 2 , M 0 ) as the least y 0 ≤ M 0 as in (4.2), i.e. the following 'elementary in ϕ' functional:
The functional Ξ(ϕ 2 , M 0 ) is clearly Ω-invariant (because we assume (M)), i.e.
and hence (MUC) st follows from (I) and (4.3) by applying Ω-CA to the latter.
Secondly, assume (MUC)
st and note that we may assume that Ω(ϕ) is minimal in that for m < Ω(ϕ), there are binary sequences α, β of length at most m such that ϕ(α) = 0 ϕ(β). Indeed, we need only check a finite number of finite binary sequences to see if Ω(ϕ) is minimal in this sense. A simple bounded search can be used to redefine Ω(ϕ) if necessary. Now assume the following formula: 
where M (Ω) is the universal formula in (MUC) with the additional requirement that Ω(ϕ) is minimal. The axiom (4.5) expresses that the fan functional, if it exists, is unique and standard. Thus, (4.4) yields
which contains no parameters, i.e. (4.4) qualifies for PF-TP ∀ (after bringing the universal quantifier outside the square brackets). Hence, we obtain:
Together with (4.4), (M) is now immediate.
Finally, we prove (4.4). The reverse direction of the latter is immediate by (MUC)
st ; For the forward direction, assume ( 
as 'ϕ 2 ∈ C(2 N )' is internal. These equivalences are proved as for Theorem 4.1. In particular, similar to (4.5), (the language of) RCA 10) where N (Ξ) is the square-bracketed formula in (4.8) with the additional requirement that Ξ(ϕ) is minimal. As to negative results, (4.9) involves C(2 N ) and not C st (2 N ) and it seems impossible to obtain (MUC) 0 ↔ (MUC) st 0 ; Indeed, 'ϕ ∈ C st (2 N )' in the latter makes it impossible to apply PF-TP ∀ . For the forward implication, we do not have a way of proving that ϕ 2 ∈ C(2 N ) also yields ϕ 2 ∈ C st (2 N ) for standard.
The Explicit Mathematics theme around weak König's lemma
In this section, we establish the EMT for theorems T such that U T is at the level of weak König's lemma, in line with Conjecture 3.17.
5.1.
The EMT for the fan theorem. First of all, we study the fan theorem, the classical contraposition of weak König's lemma, i.e. the statement that for all binary trees T :
While weak König's lemma is universally rejected as 'non-constructive' in constructive mathematics, the fan theorem is accepted in intuitionistic mathematics ( [9] ).
Denote the principle obtained by the universal closure of (5.1) by FAN. For the nonstandard version, let FAN * be FAN st but with (∀α 1 ≤ 1 1) in the consequent. Now, there are at least two possible candidates for the uniform version of the fan theorem, as follows.
Principle 5.1 (UFAN 1 ). There is a functional Φ
2 such that for any binary tree T
(∀α
1 ≤ 1 1)(∃n)(αn ∈ T ) → (∀α 1 ≤ 1 1)(∃n 0 ≤ 0 Φ(T ))(αn / ∈ T ).
Principle 5.2 (UFAN 2 ).
There is Φ (1×2)→0 such that for any T 1 ≤ 1 1 and g
As usual, denote ϕ 2 ∈ C st (2 N ) as the previous formula relative to 'st'. 
The previous formula trivially implies:
and by weakening the consequent we obtain:
which holds for standard g 2 , T 1 ≤ 1 1. However, (5.3) is an internal formula, say ϕ(T, g), with all parameters shown, and (
Now assume (∃ 2 ) st , fix M ∈ Ω, and define the functional Ψ(T, M ) as 0 if (∀ st n)(∃α)(|α| = n ∧ α ∈ T ), i.e. if T is infinite, and as the least k ≤ M such that (∀α 0 ∈ {0, 1} * )(|α| = M → (∃n 0 ≤ 0 k)(αn ∈ T ) otherwise. Clearly, Ψ(T, M ) is Ω-invariant (distinguish between finite and infinite trees to see this), and UFAN st 1 follows. For the remaining implication, we derive E-UWKL st from UFAN st 1 . Let T be an infinite standard binary tree and let Φ be the functional from UFAN st 1 . Recall that β ∈ T α is defined as α * β ∈ T . Now define Ψ(T )(1) as 0 if
)(αn ∈ T 1 ) and 1 otherwise. For the general case, define Ψ(T )(n + 1) as 0 if
and 1 otherwise. Then Ψ is as required for E-UWKL st .
For the final implication, define Φ(T, g) as max |σ|=Ω(g)∧σ≤01 g(σ * 00 . . . ). Alternatively, define Ψ(T, g, M ) as follows:
. Now use Theorem 4.1, in particular the nonstandard continuity of g, to prove the Ω-invariance of this functional. 
The previous formula trivially implies (for any standard
whereg(α) is the least n ≤ g(α) such that αn ∈ T . We now bring both quantifiers relative to 'st' to the front, yielding
for any standard g 2 , T 1 ≤ 1 1. Note that we could replace the quantifier '(∃ st α 1 ≤ 1 1)' by a type 0-quantifier (∃ st σ 0 ≤ 0 1). In particular, for σ = αg(α), we have σ = (σ * 00 . . . )g(σ * 00 . . . ) ∈ T . This will only be relevant for the corollary.
Abbreviating the internal formula in square brackets in (5.5) by ψ(α, T, g, k), the previous implies 6) and let standard Ξ (1×2)→(0×1) * be the functional resulting from applying HAC int to (5.6). Defining Φ(T, g) := max i<|Ξ(T,g)(1)| Ξ(T, g)(1)(i), the previous yields
Note that we ignored the second component of Ξ(T, g). Bringing the existential quantifier '(∃ st α 1 ≤ 1 1)' back inside ψ, we obtain for all standard g 2 , Proof. We only need to prove the second line in the corollary. There, the first forward implication follows from the theorem and the final reverse implication is immediate using QF-AC 1,0 . For the implication FAN → UFAN 2 , repeat the first part of the proof of the theorem without 'st' to obtain (5.6) without 'st'. We can make sure the formula ψ is quantifier-free by requiring |β| = k in the consequent of (5.5). Furthermore, as noted in the proof of the theorem, the type 1-quantifier in (5.5) can be replaced by a type 0-quantifier. Now apply QF-AC 2,0 to the resulting formula to obtain:
and note that UFAN 2 follows by ignoring the first component of Ξ. Furthermore, by PF-TP ∀ , we may assume Ξ is standard; Hence if for standard
, then the tree T is bounded by Ξ(g, T )(1), which is a standard number, i.e. UFAN st 2 and FAN st also follow, and we are done.
As an exercise, the reader can prove the equivalence between the fan theorem and its alternative nonstandard version, defined as: For all standard T
As a further exercise, the reader can prove the equivalence between the standard part principle (STP) and (5.1) st for any binary tree.
Similar to the addition of QF-AC 2,0 in the previous corollary, certain results in Friedman-Simpson Reverse Mathematics require extra induction (often IΣ 2 ). We will often not mention QF-AC 2,0 in the next section, but leave the associated results implicit. As shown in [50, 51] , QF-AC 2,0 plays a similar important role in the RM of Brouwer's continuity theorem (and related principles) and in the study of uniform versions of principles from the RM zoo.
We finish this section with the following remark.
Remark 5.6. Simpson has the following to say with regard to the mathematical naturalness of logical systems in [54, I.12] .
From the above it is clear that the five basic systems RCA 0 , WKL 0 , ACA 0 , ATR 0 , Π 1 1 -CA 0 arise naturally from investigations of the Main Question. The proof that these systems are mathematically natural is provided by Reverse Mathematics. By Corollary 5.5, weak König's lemma is equivalent to the uniform fan theorem UFAN 2 over a system conservative over RCA 0 . Hence, said uniform principle should also count as mathematically natural. In the following sections, we shall prove a number of equivalences between weak König's lemma and uniform principles (involving continuity, Riemann integration, et cetera), bestowing mathematical naturalness onto all these higher-order statements.
5.2.
The EMT for theorems equivalent to weak König's lemma. In this section, we establish the EMT for various principles equivalent to weak König's lemma, including the Heine-Borel lemma, Riemann integration, and the existence of the supremum of continuous functions. As noted in Remark 3.16, these principles can be derived constructively using the fan theorem, in line with Conjecture 3.17.
The Heine-Borel lemma.
We first establish the EMT for the Heine-Borel lemma HB from [54, IV.1]. Careful inspection of the proof in the latter of the equivalence between WKL and HB, reveals that this proof is uniform. Thus, let UHB be the 'fully' uniform version of HB, i.e. the statement that there is a functional Φ ((0→1)×2)→0 such that for all open covers I 0→1 n = (c n , d n ) and g 2 , we have: 
Theorems concerning continuity.
In this section, we study establish the EMT for theorems concerning continuity equivalent to weak König's lemma.
The first theorem we consider is the statement 'every continuous function on the unit interval is uniformly continuous', which is equivalent to weak König's lemma by [54, IV.2.3] . As noted in Remark 4.4, the 'obvious' approach involving (MUC) 0 , i.e. simply restricting the fan functional to continuous functionals, does not immediately yield an equivalence to the fan theorem. Therefore, we will study the following principle, called MUC(C), for various notions of continuity:
First of all, let ϕ ∈ CC(2 N ) denote that ϕ ∈ C(2 N ) with a modulus of continuity g ϕ ∈ C(2 N ) which in turn has a modulus of continuity h ϕ . Both moduli are implicitly given together with ϕ, and 'CC' stands for 'constructive continuity'. Proof. For the first reverse implication, let T be a binary tree such that (∀α 1 ≤ 1 1)(∃n)(αn ∈ T ) and use QF-AC 1,0 to obtain g 2 such that (∀α 1 ≤ 1 1)(αg(α) ∈ T ). Defineg(α, T ) as (µn ≤ g(α))(αn ∈ T ) if αg(α) ∈ T , and zero otherwise. By assumption,g(·, T ) is continuous as in CC(2 N ); In particular, this function is its own modulus of continuity. Applying MUC(CC) yields an uniform upper bound forg(·, T ), implying that T is finite, and FAN follows.
For the first forward implication, following the proof of [37, Prop. 4.4] , an associate α 1 for Φ 2 can be defined (uniformly) from Φ and a continuous modulus of pointwise continuity g Φ . By definition, the associate satisfies:
Furthermore, if g Φ has a modulus of continuity, say h Φ , one easily defines (uniformly in h Φ ) a witnessing function i Φ for (∀β 1 ≤ 1 1)(∃k 0 )α(βk) > 0, i.e. we have (∀β 1 ≤ 1 1)α(βi Φ (β)) > 0. Finally, define a tree T by σ ∈ T ↔ α(σ) > 0 and apply UFAN 2 to obtain the functional from MUC(CC). The previous clearly relativizes to the standard world, and HAC int implies QF-AC 2,0 relative to 'st'.
This result is not satisfying as the CC-notion of continuity is very restrictive. We therefore study the notion of continuity used in RM in more detail. Recall that continuity in the sense of [54, II.6.1] amounts to the existence of a modulus of pointwise continuity, i.e. the treatment of continuous functions as in RM entails a slight constructive enrichment, which is not problematic for the RM of WKL 0 by [37, Prop. 4.10] . We now observe a 'nonstandard' enrichment due to the RMdefinition of continuity. This result was first obtained in [52] .
Remark 5.9 (Continuity). In two words, the 'nonstandard' enrichment implicit in working with associates is as follows: A standard function which is given by an associate and is continuous relative to standard Cantor space, is automatically uniformly continuous everywhere there, given weak König's lemma. For type 2-functionals, we can only conclude this continuity relative to 'st'.
To establish the previous claim, consider a standard function α 1 such that 
φ is uniformly continuous on all of Cantor space. We also obtain nonstandard continuity as follows:
By contrast, repeating the proof of [37, Prop. 4.10] for standard Φ 2 ∈ C st (2 N ) relative to 'st', we only obtain (∃ st N 0 )(∀ st γ, β ≤ 1 1)(γN = βN → Φ(γ) = Φ(β)) since we can only obtain the second component of (5.8) relative to 'st'.
Hence, we have established that the RM definition of continuity yields a nonstandard enrichment in the form of nonstandard continuity (5.9). We now study MUC(C) for the RM-definition of continuity, both directly and indirectly. (1) Let MOD be the statement that for every standard Φ 2 ∈ C(2 N ), there is a standard modulus of continuity. (2) Let ASC be the statement that for every standard Φ 2 ∈ C st (2 N ) and standard α 1 such that (5.8) st , we have (5.8), i.e. a standard associate relative to 'st' is also a full associate.
together with a (continuous) modulus of continuity g ϕ ∈ C(2 N ), given together with ϕ.
α is a code for φ and g is a continuous modulus of continuity of φ. (5) Let MUC(C rm ) be (5.7) modified for φ coded by α as above.
Note that the modulus in item (4) does not really constitute an enrichment of the RM-definition of continuity by [37, Prop. 4.4] . Furthermore, MOD seems to be a weak principle by [37, Prop. 4.8] , as the latter shows that the axiom guaranteeing a modulus for every continuous 1 → 1-functional, is quite weak. The study of the nonstandard versions (like (5.19)) in the following theorem is left as an exercise.
Proof. First of all, we prove the second line in the theorem except for the final forward implication. The first reverse implication follows as in the proof of the previous theorem. The second reverse implication follows from applying PF-TP ∀ to MUC(M ) and observing that by ASC, a standard functional
For the third reverse implication, a continuous modulus uniformly yields an associate by the proof of [37, Prop. 44] .
For the remaining forward implications, assume FAN st and note that for standard ϕ 2 ∈ M (2 N ), the latter's standard modulus yields a standard associate α 1 as in the proof of [37, Prop. 4.4] , i.e. we have (5.8). We also have (
2 has a standard modulus of continuity. Applying FAN * to the latter yields (∀β
and note that ( 
, and MUC(M ) st also follows from the weaker version of (4.8).
Secondly, we prove the first line and the remaining implication in the second line. For the reverse implication in the first line, define (for a standard binary tree T ) the function α 1 as α(σ) = 0 if σ ∈ T and 2 otherwise. Applying MUC(C rm ) st implies that T is bounded if it has no path (all relative to 'st'). For the forward implication in the first line, obtain a version of (4.8) for C rm (2 N ) instead of M (2 N ) in the same way as the first part of the proof. Since
st follows from this weak version of (4.8). As above, this weak version also implies MUC(C rm ) by PF-TP ∀ .
Thirdly, we prove the third line. Assume FAN st and consider MOD, i.e.
As 'Φ 2 ∈ C(2 N )' is internal, we may apply HAC int to (5.11), yielding standard Θ 2→2 * such that (∃g 2 ∈ Θ(Φ)) in (5.11). Now define standard Ξ 2→2 as follows:
. Clearly Ξ outputs a standard modulus of continuity for standard Φ as input. Now proceed as above to obtain a version of (5.10) and use ASC to obtain MUC(C) st . Furthermore, the latter implies FAN st as in the first part of this proof. Next, apply PF-TP ∀ to MUC(C) to obtain MOD. The remaining equivalences follow from the previous parts of the proof.
The results in the theorem suggest that we can either directly work with type 1-associates without additional assumptions, or work with 'representation-free' type 2-functions and adopt additional axioms. Since the first route is the one taken in RM, we shall also adopt this approach.
The previous proof reveals a general technique for treating uniform theorems relating to continuity: One works with the internal notion of continuity, e.g.
, to obtain a version of (5.10) by Corollary 2.9. Since the standard notion of continuity is included in the internal one (by definition or by ASC), the theorem follows. In this light, we shall discuss two more examples of the EMT, namely Riemann integration and supremum for continuous functions.
Definition 5.12.
(1) We write y = sup x∈[0,1] f (x) as an abbreviation for: [54, II.6 .1], and g is a modulus of continuity of φ.
Note that the extra modulus in the second part of the definition does not really constitute an enrichment of the RM-definition of continuity by [37, Prop. 4.4] . We consider the following principles.
Proof. The first equivalence follows from [54, IV. 13) and (5.13) together with the properties of Ψ(f, M ) now yields:
As in the previous proof, f ∈ C 
where O(Θ) is (5.14). Now consider O(Θ 0 ) and drop the 'st' on the existential quantifier in the second conjunct of (5.12) st to obtain a formula of the form (∀ st x)ϕ( x) with ϕ( x) internal and without parameters as Θ 0 is part of the language of RCA With minor adaptation, the proof of the previous corollary also applies to Riemann integration Indeed, let INT, UINT, and INT * be SUP, USUP, and SUP * , but with (5.12) replaced by 'y = 1 0 f (x) dx', which has an obvious definition ([54, IV.2.6]). The following corollary establishes the EMT for Riemann integration.
In Remark 5.9, we showed that the definition of continuity used in RM constitutes a 'nonstandard' enrichment in the form of nonstandard continuity (5.9). Similarly, we now provide an example of a uniform principle implicit in [54, IV. 
Secondly, to represent a standard continuous function φ on Cantor space, we should require that φ and ω φ satisfy the basic axioms T st (See [5, §2] ) of RCA Ω 0 . In particular, the numbers φ(γ) and ω φ (γ) should be standard for standard γ 1 ≤ 1 1. To this end, we require that α and β are standard and that they additionally satisfy:
Obviously, there are other ways of guaranteeing that φ and ω φ map standard binary sequences to standard numbers, but whichever way we guarantee that ω φ and φ are standard for standard input, (5.15) yields that 
Applying HAC int to the previous formula, we obtain MUC(M ) st . In conclusion, we have established that the latter uniform statement is implicit in the non-uniform statement [54, IV.2.3] . Similar results hold for other theorems related to continuity, like those concerned with Riemann integration.
The Explicit Mathematics theme around arithmetical transfinite recursion
In this section, we establish the EMT for the fourth Big Five system, called ATR 0 , which formalises arithmetical transfinite recursion ( [54, V] ). Our theorems and proofs associated with ATR 0 show a striking resemblance to those obtained for the fan theorem in Section 5.1. Simpson has previously pointed out a connection between WKL 0 and ATR 0 in [54, I.11.7] , and this connection apparently manifests itself quite strongly at the uniform level.
For reasons of space, we only consider some examples of the EMT around ATR 0 . We will work with the functional version of the latter, which is a mere cosmetic difference. Indeed, let WO(X) and
. Then ATR 0 in our framework is:
Recall that WO(X) means that the countable linear order ≤ X is well-founded. Then define the following uniform version of ATR o as:
and the (non-trivial) nonstandard version of ATR o as:
o ) The proof of the following theorem should be compared to that of Theorem 5.4 and Corollary 5.5. By [46, Theorem 2.2] , the base theory is not stronger than ACA 0 .
The respective uniform principles clearly imply their non-uniform counterparts. Furthemore, ATR
where (∀h 1 )WO(X, h) ≡ WO(X), i.e. the former is the latter with the only type 1-quantifier brought to the front. By [54, V.2.3] , the formula in square brackets in (6.1) is arithmetical (relative to 'st') and we may drop all 'st' inside the square brackets due to Π 0 1 -TRANS, obtained via (∃ 2 ). Since we now have:
we apply HAC int and obtain a standard Ψ such that
Since Ψ is standard, we also obtain, ignoring the second component of Ψ, that
Since the formula in square brackets is arithmetical, we may again introduce 'st' everywhere using Π 0 1 -TRANS. We obtain:
which yields by definition that
Since H f (X, Y ) st is arithmetical (relative to 'st'), we can use (∃ 2 ) to test which entries of Ψ(f, X)(1) satisfy the former. Thus, define Φ(f, X) as Ψ(f, X)(1)(i 0 ) where
st , if such there is, and the empty set otherwise. By definition, we have Clearly, ATR o implies (6.2) without 'st'. In the resulting formula, use (∃ 2 ) to make the formula in square brackets quantifier-free, and QF-AC 1,1 yields:
Now UATR o follows by ignoring the second component of Φ in (6.3) . Since the latter does not involve parameters, Φ is standard by PF-TP ∀ . Thus, (6.3) implies By Theorems 5.3 and 5.4, it is clear that there is a big difference between the two versions of the uniform fan theorem from Section 5.1. In particular, the inclusion of a realiser for the antecedent of the fan theorem makes a big difference (in logical strength). We now obtain a similar result for the statement PST that:
A tree with uncountably many paths has a nonempty perfect subtree. The principle PST is equivalent to ATR 0 by [54, V.5.5]. A tree T is said to have uncountably many paths if 
where T, S are variables ranging over trees, and P (S, T ) is the arithmetical formula denoting that S is a non-empty perfect subtree of T (See [54, V.4.1]). Since (∃ 2 ) is available, we may treat arithmetical formulas as quantifier-free. As is common in RM, we also treat type 0 → 1-objects as type 1-objects. By QF-AC 1,1 , we obtain
Bringing the set quantifiers to the front:
The formula in square brackets is arithmetical, and applying QF-AC 1,1 yields Φ
1→1
witnessing the existential quantifiers. Ignoring the first component of Φ (involving the witness to (∃f
, we obtain for all
which is exactly as required, and we are done.
In the same way as for Theorem 6.1, we can establish the following, where PST * 1 is PST st with the 'st' dropped from the antecedent. [36, p. 293] on the connection between increased logical strength at the uniform level and the essential use of the law of excluded middle in proofs. In this light, the behaviour of UPST 1 is not that surprising as the proof of the perfect set theorem in ATR 0 makes use of the law of excluded middle for Π 6 and certain equivalent principles from [40] , and the principle TC from [21] . None of these seem to have nice nonstandard versions as in T * of the EMT. As to principles with a syntactical structure different from PST, we list Jullien's theorem as in [40] (equivalent to Fraïssé's conjecture) and the extendibility of ζ, the linear order of the integers, from [13] (equivalent to ATR 0 ). Remark 6.7 (Mathematical naturalness). Recall Remark 5.6 concerning the naturalness of logical systems. Given the above results, UATR o and related principles also seem to deserve the label 'mathematically natural'. As to exceptional principles, as well as a potential RM 'zoo' ( [14] ) between ACA 0 and ATR 0 , one can limit ATR 0 to specific well-orders, like the natural numbers.
Finally, we suggest further similarities between WKL 0 and ATR 0 .
Remark 6.8 (WKL 0 versus ATR 0 ). As noted in Section 2.3, (STP) is the nonstandard version of weak König's lemma. After Corollary 5.5, it is noted that (STP) is equivalent to WKL st generalised to all finite trees. In light of the similarities between WKL 0 and ATR 0 pointed out in [54, I.11.7] , it is natural question is whether there is a version of the Standard Part principle which corresponds to ATR 0 . Intuitively speaking, ATR st o generalised to any f is equivalent to the statement expressing that one can take the standard part at each step in a (quantifier-free) transfinite recursion, and hand over this standard set to the next step, i.e. one can take standard parts along any countable well-order. This will be explored in future research, as it is beyond the scope of this paper.
7. The Explicit Mathematics theme around Π 1 1 -comprehension In this section, we establish the EMT for theorems T such that U T is equivalent to Π 1 1 -comprehension. For reasons of space, we only consider some examples. Similar to the similarities between the fan theorem and arithmetical transfinite comprehension from the previous section, we establish in Section 7.1 the existence of strong similarities between arithmetical comprehension and Π 1 1 -comprehension. We will work with the functional version of Π 1 1 -CA 0 , the so-called Suslin functional ( [3, 36, 46] ), defined as follows:
As shown in [5, Cor. 14] , the Suslin functional (S 2 ) is equivalent to:
1 -TRANS) We now sketch our approach to the EMT around Π 1 1 -comprehension. In particular, we discuss an interesting analogy between (∃ 2 ) and (S 2 ).
Remark 7.1 (Bounded formulas). As discussed in the proof of Theorem 3.1, central to the development of the EMT in Section 3.1 is that (Π 0 1 ) st -formulas can be replaced by equivalent bounded formulas by simply replacing (∀ st k 0 ) by (∀k ≤ M ) for any M ∈ Ω (assuming of course T * ). As will become clear in Section 7.1, Nonstandard Analysis also allows us to treat Π 1 1 -formulas as bounded formulas, as will become clear in the following two sections. In this way, the EMT for (S 2 ) can be established (in Section 7.2) in much the same way as for (∃ 2 ),.
7.1. Bounding Π 
Principle 7.2 (RB). There is a standard functional Φ
1→1 such that for all standard f 1 and M ∈ Ω, we have:
Intuitively speaking (RB) expresses that it suffices to look for witnesses to Σ We have the following theorem, where the base theory is a conservative extension of WKL 0 (See [6, 34] ).
Proof. For the reverse implication, it is easy to derive Π 0 1 -TRANS from (RB) using some coding. Then, the right-hand side of (7.1) may be replaced, using (STP) and Π 0 1 -TRANS, by (∀ st g 1 )(∃ st x 0 )(f (gx) = 0). By Ω-CA, there is a standard functional Ξ(f ) deciding the truth of the left-hand side of (7.1), yielding (S 2 ) st .
For the forward implication, we recall that (S 2 ) st ↔ Π 
Since the formula in square brackets in (7.2) is internal, we may apply HAC int to obtain standard Ψ 1→1 such that
Note that Ψ(f ) does not provide a witness to h in (7.2), but only a finite sequence of possible witnesses. However, we can simply define the standard functional Φ
1→1
by Φ(f )(n) := max i<|Ψ(f )| Ψ(f )(i)(n). Hence, we obtain
and trivially also the reverse implication:
Using (STP) and Π 0 1 -TRANS and the fact that Φ is standard, we easily obtain:
for any standard f 1 and M ∈ Ω. We now immediately obtain (RB).
By the proof of the theorem, the functional Φ from (RB) is already present in RCA Ω 0 , but we only obtain (RB) if Π 1 1 -TRANS is present. Note that we can repeat the above proof for any special case of Π 1 1 -TRANS.
Proof. Immediate from [5, Cor. 14] and the theorem.
Remark 7.5 (Searching through the reals). If a Σ 0 1 -sentence (∃n)ϕ(n) with ϕ quantifier-free, is known to be true, one need only test ϕ(0), ϕ(1), . . . to eventually find a witness to (∃n)ϕ(n). Hence, once can 'search through the natural numbers' for a witness to a true Σ 0 1 -sentence, i.e. this infinite search terminates. The previous is well-known and it is usually added that 'one cannot search through the real numbers (in a similarly basic way)'. Nonetheless, (RB) allows us to 'search through the reals' for a witness to a Σ 1 1 -formula as in (7.1) by testing all sequences σ such that |σ| = M ∧ (∀i < M )(σ(i) < Φ(f )(i)) for (∀x ≤ M )f (σx) = 0. Now Φ is already present in RCA Ω 0 and if Π 1 1 -TRANS is given, this search will find a witness.
In light of the previous remark, (RB) provides us with a suitable bounding result for Π 1 1 -formulas, as suggested in Remark 7.1. We could prove a similar result for ∆ Proof. We prove the following implications:
For the first implication in (7.6), Π For the remaining implication in (7.6), we repeat the proof of Theorem 7.3 for a particular instance of Π 
8)
The principle Σ Indeed, for standard n, if ϕ st 1 (n, f 1 ) then ϕ 1 (n, f 1 ) by Π 0 1 -TRANS; By assumption and (7.11), we have ¬ϕ 2 (n, f 2 ), and the first case in (7.15) holds by (7.14) (for any infinite M ). If ϕ st 2 (n, f 2 ) holds for standard n, then similarly ¬ϕ 1 (n, f 1 ) by the previous, and the second case in (7.15) holds (for any infinite M ). Since ϕ st 2 (n, f 2 )∧ ϕ st 1 (n, f 1 ) is impossible by assumption, the final case in (7.15) does not occur. If for some standard n 0 the third case holds, we have it for all M ∈ Ω by the second conjunct of (7.14). Hence, if the third case in (7.15) occurs, it does so for all M ∈ Ω.
As Ω-CA requires quantification over all standard sequences f As to the standard extensionality of Φ, note that if ϕ st i (n, f i ), i.e. in one the first two cases of (7.15), this extensionality property is immediate due to (3.11) . By the latter, the third case of (3.12) also does not occur for standard h 1 , h 2 such that h i ≈ 1 f i . For the final case in (3.12), a similar argument involving the functions f 3 , f 4 from Theorem 3.8 guarantees standard extensionality.
For reasons of space, the proof of UΣ In light of the uniformity of the proof in [13, §4] , the uniform version of the extendibility of ζ, the linear order of the integers, seems equivalent to uniform Σ 
