Abstract Let ðU ni ; V ni Þ; 1 i n; n ! 1 be a triangular array of independent bivariate elliptical random vectors with the same distribution function as
; 1Þ where ðS 1 ; S 2 Þ is a bivariate spherical random vector. Under assumptions on the speed of convergence of & n ! 1 we show in this paper that the maxima of this triangular array is in the max-domain of attraction of a new max-id. distribution function H ;! , provided that 
Introduction
Let ðS 1 ; S 2 Þ be a bivariate spherical random vector with radius R :¼
q and let ðU ni ; V ni Þ; 1 i n; n ! 1 be a triangular array of independent bivariate elliptical random vectors with stochastic representation
where & n 2 ðÀ1; 1Þ and d ¼ means equality of distribution functions. Denote further by M n1 :¼ max 1 i n U ni ; M n2 :¼ max 1 i n V ni the componentwise maxima. Suppose that the distribution function F of R is in the max-domain of attraction of the unit Gumbel distribution LðxÞ ¼ expðÀexpðÀxÞÞ; x 2 IR, i.e., for constants cðnÞ > 0; dðnÞ
Let G denote the distribution function of S 1 with upper endpoint ! :¼ supft : GðtÞ < 1g ¼ supft : FðtÞ < 1g and put bðnÞ :¼ G À1 ð1 À 1=nÞ; aðnÞ :¼ Z ! bðnÞ ð1 À GðsÞÞ ds=ð1 À GðbðnÞÞÞ; n > 1:
Under the assumption
Hashorva (2005a) shows the convergence in distribution
where the limiting random vector ðM 1 ; M 2 Þ has distribution function given by
with F the univariate standard Gaussian distribution.
Remarks:
(1) The bivariate Hü sler-Reiss distribution function H ! (introduced in Hü sler and Reiss (1989)), is max-stable with unit Gumbel marginal distributions. For ! ¼ 0 and ! ¼ 1 the asymptotic complete dependence and asymptotic independence of the components holds, respectively, in the limit i.e., Condition (2) for S 1 ; S 2 two independent standard Gaussian random variables was first imposed in Hü sler and Reiss (1989) . In that context it is equivalent to
Sibuya (1960) showed that if & n does not depend on n then (3) holds with M 1 ; M 2 two independent unit Gumbel random variables. Condition (4) implies lim n!1 & n ¼ 1 which in its turn makes it possible to have a limiting distribution H ! different from H 1 .
