Blow-up solutions to the two-dimensional Gel'fand problem are studied. It is known that the location of the blow-up points of these solutions is related to a Hamiltonian function involving the Green function of the domain. We show that this implies an equivalence between the Morse indices of the solutions and the associated criticalpoints of the Hamiltonian.
Introduction
The purpose of the present paper is to study the Gel'fand problem
Let C = {(λ, u) ∈ IR + × C(Ω) | (1.1) is satisfied} be the solutions set. The first observation is that C = ∅ for λ large enough. The next one is that C ∩ {λ ≥ ε} is compact in R × C(Ω) for any ε > 0 and then there are at least two solutions for each 0 < λ ≪ 1 (see [CR75] for this fact and also [CL01] for more detailed construction of the solutions).
The structure of C, however, is much richer according to the topological and geometrical properties of the domain Ω (see [EGP05] , [DKM05] and [SU92] ), which provides significant effects to the above mentioned geometric and physical theories. Critical phenomena in fact occur to the solution u = u(x) as λ ↓ 0. This profile is described by [NS90] as a quantized blow-up mechanism.
Let {λ n } n∈IN be a sequence of positive values such that λ n → 0 as n → ∞ and let u n = u n (x) be a sequence of solutions of (1.1) for λ = λ n . In [NS90] , the authors proved the total mass quantization, that is, See also [MW01] for relating facts. If the critical point (κ 1 , . . . , κ m ) of H m is non-degenerate, then it generates a family of solutions {u λ } λ to (1.1) satisfying (1.2) as λ ↓ 0 (see [BP98] ). Moreover the nondegeneracy of (κ 1 , . . . , κ m ) implies that of u λ for 0 < λ ≪ 1. This was proven first for m = 1 by [GG04] and then by [GOS11] for the general case. The purpose of this paper is to know more about this correspondence between the solution u λ and the associated critical point (κ 1 , . . . , κ m ) of H m up to the Morse indices of the both (see Remark 1.4
and Remark 1.5 for a more detailed motivation).
To state our results, we take a sequence of solutions {u n } to (1.1) for λ = λ n satisfying λ n ↓ 0 and (1.2). Since m = 1 was studied in [GG09] we shall assume m ≥ 2 in the sequel. Then we consider the eigenvalue problem From the proof of Theorem 1.1 described above, we always have m ≤ ind M (u n ) ≤ ind * M (u n ) ≤ 3m. A direct proof of the first inequality, m ≤ ind M (u n ), is given in [FT] .
The previous result is a consequence of a delicate asymptotic expansion of the first 3m+1 eigenvalues. This result, contained in the next theorem, is interesting in itself. Theorem 1.2. We have that, for λ n → 0,
where
Theorem 1.2 involves delicate computations. One of the crucial point is to localize u n and its partial derivatives around the blowup points κ 1 , · · · , κ m . Actually, we will use them as test functions to estimate the first 3m + 1 eigenvalues. Remark 1.3. An analogous result to Theorem 1.1 has been proved in [BYR95] for positive solutions of the problem
where Ω ⊂ IR N is a smooth bounded domain, N ≥ 4 and ǫ is small enough. However, the approach used in [BYR95] is quite different from ours and it does not provide the estimates of Theorem 1.2. Similar estimates to (1.9)-(1.11) for the problem (1.12) was obtained in [GP05] .
Remark 1.4. We note that H m = H m (x 1 , . . . , x m ) appears as the Hamiltonian in the point vortex theory of Onsager [O49] . In this theory the vortex system
is used to describe the motion of point vortices ω(dx, t) = N i=1 δ x i (t) (dx) of perfect fluid in a two dimensional space. Then the Gel'fand problem (1.1) arises as a high-energy limit as N → ∞ in (1.13) under the factorization property, sometimes called the propagation of chaos [JM73, PL76, ES93] . We thus regard (1.13) as a Hamilton system to take the canonical measure by a thermodynamical relation (see [CLMP92, CLMP95, K93, SU92] for more rigorous approach and related mathematical results).
Remark 1.5. At this stage it may be worth mentioning of [GT10] , where the authors proved that if Ω is convex only m = 1 is admitted and H 1 has only one critical point.
However, bifurcation of critical points of H m may occur if we perturb the domain into a non-convex one, which implies the existence of the singular limits with m > 1 as λ → 0 (see, e.g., [MS97] , [CCL03] , [EGP05] , and [DKM05] ). In the generic case, these critical points of H m after bifurcation are non-degenerate and hence the associated singular limits generate non-degenerate classical solutions to (1.1) for λ small as we mentioned before. Therefore it may be natural to ask whether the change of Morse indices of the solutions {u λ } follows from the bifurcation of the critical point of H m or not. The conclusion of the present paper supports this delicate property.
The quantized blowup mechanism (1.2) induces the invariance of the total degree of the set of solutions to the mean field equation in dis-quantized intervals of the parameter, and the degree is related to the genus of Ω (see [CL03] ). In this paper we are concentrated on the Gel'fand problem (1.1), although similar correspondences between the Morse index of the solution and the Hamiltonian are suspected for the mean field equation, too. Our analysis here uses Y.Y. Li's estimate [Li99] (see [L07] for an alternative proof). This paper is organized as follows. Section 2 contains some preliminaries and some estimates on the the eigenvalues µ n when µ n −→ 0 and µ n −→ 1 which will use in the next sections. In Section 3 we show the main estimates on the eigenvalues. In Section 4 we prove Theorems 1.1 and 1.2. In the appendix we show several elementary facts used in the paper. In this section we show several properties on eigenvalues {µ k n } and eigenfunctions {v k n } of (1.6) for any k ≥ 0.
Take
Then we rescale u n around x j,n as
where the scaling parameter δ j,n is determined by
as n → ∞ for a sub-sequence, and in particular, δ j,n −→ 0. Then relations (2.2) and (2.3) in turn give
as n → ∞ for any j = 1, . . . , m.
Remark 2.1. The above d j is determined by the blow-up set S. Actually it can be proved that
The proof of (2.5) requires a weak form of sharper estimates due to [CL02] .
The functionũ j,n in (2.1) satisfies
and then a classification result (see [CL91] ) implies
Moreover (see [Li99] ), it holds that
with a constant C > 0.
As we did for u n , we rescale also the eigenfunctions v n around x j,n using δ j,n defined by (2.2), that is,ṽ
The following proposition follows from the standard elliptic theory.
Proposition 2.2. Let {µ n } be a sequence of eigenvalues of (1.6) satisfying
m and a sub-sequence satisfying
Remark 2.3. Since it may happen that V j ≡ 0 for any j = 1, . . . , m, from (2.10) we cannot derive that µ ∞ is an eigenvalue of
Later we shall prove that V j ≡ 0 for some j ∈ {1, · · · , m}, and consequently, µ ∞ is actually an eigenvalue of (2.11).
The structure of the eigenvalue problem (2.11) is described in [GG09, Theorem 11.1]. All the eigenvalues are thus given as
for k = 0, 1, 2, · · · , with the multiplicity 2k + 1. To examine the Morse index of u n , therefore, we need to study the cases µ ∞ = α 0 = 0 and µ ∞ = α 1 = 1. ii) If µ ∞ = α 1 = 1 there exists a vector a j ∈ IR 2 and a constant b j ∈ IR such that (a j , b j ) = (0, 0) and
In the next proposition we show the asymptotic profile of v n in Ω\{κ 1 , · · · , κ m }.
Proposition 2.5. For 0 < R ≪ 1 it holds that
Proof. We may assume x j,n ∈ B R 4 (κ j ). Using Green's representation formula, we have
G(x, y)λ n e un v n dy.
Here it holds that,
Taylor's theorem, on the other hand, implies
Then we obtain
λ n e un v n dy
and also
Finally, taking ε ∈ (0, 1), we get
n by (2.7). The proof is complete.
Remark 2.6. Using that
similarly we have
for every µ ∞ ∈ IR.
Proposition 2.8. If µ ∞ = 0 then it follows that
Proof. From equations (1.1) and (1.6), we have
Here it holds that
while (1.3) and (2.13) imply
Hence we obtain
by (2.17), (2.4) and under the assumption of µ ∞ = 0. Moreover
Corollary 2.9. For every µ ∞ ∈ IR it holds that
Proof. If µ ∞ = 0 (2.21) follows by Remark 2.7. Otherwise, if µ ∞ = 0 then (2.21) follows by Proposition 2.5 and Proposition 2.8.
Remark 2.10. For every µ ∞ = 0 (2.19) becomes
This estimate will be useful in the sequel.
Proposition 2.11. There exists j ∈ {1, · · · , m} satisfying V j ≡ 0.
Proof. It is enough to show
In fact, if (2.23) holds for all j ∈ {1, · · · , m} then we obtain 
Up to a sub-sequences (denoted by the same symbol), it holds that
Here we take the Kelvin transform ofũ j,n andṽ j,n , i.e.,
Here we havê
where C is a constant independent on n. We have, on the other hand,
by the dominated convergence theorem which implies
from the elliptic theory. We turn to the differencev j,n − w j,n which is harmonic in B 1 (0) \ B δ j,n 2R (0). Then the maximum principle guarantees
.
Here, it follows from
and from (2.21)
which contradicts (2.24).
Corollary 2.12. We have that µ ∞ is an eigenvalue of (2.10).
2.2
The case of µ ∞ = 0 and µ ∞ = 1
In this section we consider the cases µ ∞ = 0 and µ ∞ = 1 and we improve the estimate of the previous section. First we start with a sharp estimate for µ ∞ = 0.
Proposition 2.13. If µ ∞ = 0 it holds that
25)
and
Proof. It holds that
We repeat the argument used for the proof of Proposition 2.8, using (2.17). First,
holds by (1.3) and (2.14). Next, the limit of (2.18) is equal to
this case. Hence it follows that, using (2.25)
Let j ∈ {1, · · · , m} be such that c j = 0, assured by Proposition 2.11. Then the above relation implies
and consequently, the conclusion by (2.4).
Now we consider the case of µ ∞ = 1. The proof of the asymptotic behavior of µ n for µ ∞ = 1 will be performed in several steps.
Proposition 2.14. If µ ∞ = 1 then it holds that
Proof. By (2.17) and (2.22) we get
2 log λ n .
Since µ ∞ = 1, we obtain
by Lemma A.1, proving (2.26).
Similarly to (2.20) we have, from Remark 2.4
which proves (2.27). Finally (2.28) follows by (2.3), (2.26) and (2.27).
The next proposition is a refinement of (2.15). It relies on a bi-linear form of the Rellich-Pohozaev identity described below. We omit the elementary proof of this identity (see [O12, Proposition 5.5] for details).
Proposition 2.15. For every p ∈ IR
2 , R > 0, and f , g ∈ C 2 B R (p) , it holds that
Proof. Putting p = x j,n , f = u n , and g = v n on the left-hand side of (2.29), we have
and by (2.28)
Here, Lemma A.3 implies
(see Lemma A.1 for the last integration). Therefore, by (2.29) we obtain
From (2.13) and (2.27), it follows that
We note that h j,n is harmonic in B R (x j,n ). Arguing as in Proposition 2.5 and Remark 2.6, we have
λ n e un −→ 8π
and σ
Similarly to (2.27), inequality (2.7) implies
n . Then we obtain
on ∂B R (x j,n ) by (1.3), where
These formulae imply
by the divergence formula because h j,n and k j,n are harmonic in B R (x j,n ).
Similarly it holds that
Here, the identity
follows again from the bi-linear Pohozaev identity (2.29) because h j,n and k j,n are harmonic. We have also
n by the mean value theorem for harmonic functions, because, from (1.5)
Plugging these formulae to (2.31), we end up with
which means, since σ 0 j,n −→ 8π and µ n −→ 1,
Proposition 2.17. Let µ ∞ = 1 and b j = 0 for some j ∈ {1, · · · , m}. Then it holds that
Proof. Combining Propositions 2.14 and 2.16 we have
n .
Then we obtain, since b j = 0,
Remark 2.18. By Proposition 2.17, we only have to consider the cases b j = 0 (j = 1, · · · , m) to calculate the Morse index of u n because, by the last proposition, we have that µ n > 1, for n large enough, if b j = 0.
Let us introduce some notations. Set n , there exists η ∈ IR such that
Moreover η is an eigenvalue of the matrix D{HessH m (κ 1 , · · · , κ m )}D.
n it holds that
by (2.12), (2.27), (2.30) and (2.3). Using that
we have, for α = 1, 2,
(2.37)
Then we obtain, recalling that b j = 0,
where a j = (a j,1 , a j,2 ), by (2.7) and Lemma A.3 (see Lemma A.1 for the last integration). Then, by (2.34)
Moreover from (2.36) and (1.3), it follows that
Consequently, it follows from (2.37) and (2.38) that
which is equivalent to
By Proposition 2.11, recalling that b j = 0 for any j we have that a j,α = 0 for some j = 1, . . . , m and α = 1, 2. For such (j, α) it holds that We conclude this section with some orthogonality relations between the eigenfunctions. Let v l n be the l-th eigenfunction of (1.6). Let c l , a l , and b l be the associated coefficients c, a, and b, arising in the limit ofṽ l n as n → ∞ (see Remark 2.4). Thus we assume the orthogonality in Dirichlet norm,
Proposition 2.20. We have the following,
Proof. Each limit below is justified by (2.7) and the dominated convergence theorem.
By Proposition 2.13 i) follows.
Since µ l n > 0, it holds that
iii) Similarly to the first case it holds that
(see Lemma A.1 for the last integration).
iv) The proof is similar to the second and the third cases.
Estimate of eigenvalues
In this section we provide the estimates (1.9), (1.10) and (1.11).
Estimates of µ
The asymptotic behavior of the eigenvalues of (1.6) is estimated inductively. Let us start to study µ
and set
for some i ∈ {1, . . . , m}.
Proposition 3.1. The first eigenvalue µ 1 n of (1.6) satisfies
Proof. By the classical Rayleigh-Ritz variational formula, it holds that
Using the asymptotic behavior of u n , we have
as n → ∞. Also, we have
From (3.2) and (3.3) we deduce
and this concludes the proof.
Remark 3.2. By Proposition 3.1 there exists c 1 ∈ IR m \ {0} such that
by Remark 2.4 and Proposition 2.11.
In order to prove the estimate for µ 2 n , . . . , µ m n we will proceed by induction. Proof. Given k = 2, · · · , m, we suppose the l-th eigenvalue µ l n tends to 0 as n → +∞ for any l ∈ {1, . . . , k − 1}. Now we shall show µ 
From the variational characterization of the eigenvalues we have
We take the cut-off function ξ ∈ C ∞ 0 ([0, +∞)) and define ξ n (x) by (3.1), with i ∈ {1, . . . , m} determined later. Put
Then it follows that v n ⊥ span{v Proof of the Claim. By (1.6), it holds that
Then (3.5) and i) of Proposition 2.20 imply
and the proof of the claim is complete.
Moreover, using (3.5), we get
By (3.6) and Proposition 2.20 we get
Then (3.7) becomes, using (3.2)
Next, we have
Here we have
using the assumption (2.41). Therefore, it holds that
It holds also that
Then (3.10) becomes, by (3.3)
Here we choose i ∈ {1, . . . , m} satisfying Hence it follows that
which implies, by (3.8) and (3.11),
Remark 3.4. Propositions 3.3 and 2.13 imply (1.9). of (1.6) satisfies
Proof. We take the cut-off function ξ n defined by (3.1) and put for l = 1, . . . , m.
Proof of the Claim. By (1.6) we have
It holds that, similarly to the proof of Proposition 2.19,
since µ l n −→ 0 for any l = 1, . . . , m. Consequently, we obtain, by i) of Proposition 2.20,
It holds that
Then, arguing as in (3.7), from (2.42) and (3.14), we have
Then it follows that
Therefore, it holds that, by (3.15)
Proposition 3.6. We have µ m+1 ∞ = 1 and there exists an eigenvalue η m+1 of the matrix
Proof. First we show that µ m+1 ∞ < 1 is impossible. In fact, if µ On the other hand, by (3.19), we get
(3.21)
Let {e 1,1 , e 1,2 , . . . , e m,1 , e m,2 } be the canonical basis of IR 2m and choose (i, α) ∈ {1, . . . , m} × {1, 2} satisfying G xα (x, y)λ n e un dy.
G xα (x, y)λ n e un dy ≤ O(λ n ) Ω |G xα (x, y)| dy = O(λ n ) and also, for i = j, that B R (x i,n )
G xα (x, y)λ n e un dy = O(1) in B R (x j,n ).
If i = j, on the other hand, we have
G xα (x, y)λ n e un dy = − 1 2π B R (x j,n ) (x − y) α |x − y| 2 λ n e un dy + B R (x j,n )
K xα (x, y)λ n e un dy with B R (x j,n )
K xα (x, y)λ n e un dy = 8πK xα (x, κ j ) + o(1) = O(1) for x ∈ B R (x j,n ). Therefore, we have ∂ u j,n ∂ x α = δ j,n ∂u n ∂x α (δ j,n x + x j,n ) = δ j,n 
