Abstract. This paper presents a novel embedded agent controller architecture that uses a unique multi-objective and multi-constraint evolutionary system to co-ordinate real world ubiquitous computing devices. The devices operate in real world environments and should be able to learn the users' preferences without having the users to preconfigure them. The system of embedded agents should be fault-tolerant in the sense that it should be able to handle the agents breaking down or being added into the system. The experiments presented in this paper will test the embedded agent architecture's performance and how it adapts to sudden changes on-line. We will also show how the evolutionary system copes as the number of devices and hence the complexity of the problem increases.
INTRODUCTION
Ubiquitous computing is a vision where computers would be embedded in everyday objects such as kettles, clothes, and mobile phones. We seem to be heading towards this goal as breakthroughs in technology and manufacturing are resulting in more powerful and smaller processors. As these embedded computers become more abundant, it would be beneficial to have them co-operate with each other to learn and adapt to users' needs whilst satisfying multiple objectives and constraints.
The multitude of computerised devices that make up a Ubiquitous Computing Environment (UCE) can include intelligent embedded agents, which are defined as networked everyday objects that contain intelligent processes that enable them to co-operate to achieve common goals. The agents can be embedded in different devices which can be static like an intelligent refrigerator, mobile like a vacuum cleaning robot, and portable like a smartphone.
Since the agents are expected to enter or leave the UCE anytime, there is a need to develop a co-ordination scheme for multi-embedded agent systems that support an ad hoc and highly dynamic (re)structuring of the embedded agents to satisfy the possibly conflicting goals and constraints whilst shielding the laypersons from the need to understand or work directly with the hidden technology.
There have been many efforts in the field of multi agents architectures in UCE and multi-robot cooperation (mobile robots may be viewed as a special case of embedded agents). At the MIT Media Laboratory, Minar et al (11) presented HIVE [11] , which is a distributed agents platform and a decentralised system for building applications by networking local system resources. The key abstraction in HIVE is the software agent applications that are built out of an ecology of multiple agents interacting over the network. It is designed to create pre-configured applications that are not distributed. Work at the Georgia Institute of Technology has focused on context aware systems with ubiquitous sensing capabilities as was shown in the Aware Home project, Kidd et al (9) , where there is a control room in the basement for centralised computing services. This system is not fault-tolerant and not scalable because it is centralised, nor does it learn and adapt to its environment. Work on the Neural Network House at The University of Colorado at Boulder, Mozer (12) details a house that is controlled by neural networks that do not adapt to changes in the structure of the building and its devices.
There are numerous relevant articles on multi-robot systems and co-operative robotics: Gerky and Mataric (4), Huntsberger et al (7), Matsubara et al (10) , and Steels (15) . A notable example of multi-robot cooperation is ALLIANCE, which is a software architecture that facilitates the fault tolerant cooperative control of teams of heterogeneous mobile robots performing missions composed of loosely coupled subtasks that may have ordering dependencies, Parker (13) . Each robot within a team has a set of high level functions that it can perform. Based on its internal states, the current environmental conditions, the activities of other robots, and the requirements of the mission, it would decide which actions to undertake. ALLIANCE is a fully distributed, behaviour-based architecture that incorporates the use of mathematicallymodelled motivations within each robot to achieve adaptive action selection. However, multi-robot systems (such as the ones used for robot football) contain only several devices, while ubiquitous computing devices could span across the globe or even beyond. Furthermore, multi-robot systems are usually homogeneous, while ubiquitous computing systems are heterogeneous.
It is beneficial for ubiquitous computing devices to cooperate with each other to form more complicated systems with higher-level functionalities. For example, a clock can co-operate with a digital music player to make an alarm clock. The user is assumed not to be willing nor is able to keep configuring the individual components of the system to produce the desired emergent functionality. This could be either because the user might not want to deal with the technology, which should be hidden within the ubiquitous computing devices, or because the user might not necessarily know which devices to link with each other to produce the desired emergent behaviour. Therefore, there is a need for those devices to learn which other devices to cooperate and co-ordinate its actions with to achieve the desired functionality. The user might introduce new devices into the system and old ones are assumed to be susceptible to failure. The system of ubiquitous computing devices should be able to adapt itself to these changes on-line while its devices are running. The main challenge is that those devices operate in real-world environments which are full of uncertainties. Other difficulties include if a device associates itself with too little devices it might not be able to be fully functional, or if it associates itself with too many devices it might end up clogging the network. Different users are assumed to have different desires which may change over time. Other issues involve the safety, security, and privacy of the users. Automatic doors, for example, should not let strangers in the house, yet they should not be a hindrance in the case of an emergency. According to the authors' knowledge, no previous attempt in the literature has been made to co-ordinate ubiquitous computing devices while taking the aforestated conditions into consideration.
In this paper, we propose a novel controller architecture that aims to automatically co-ordinate distributed heterogeneous ubiquitous computing devices on-line while satisfying multiple conflicting overall objectives such as minimising network usage, maximising user comfort, and minimising energy consumption. Furthermore, the devices would have their own localised objectives as well as multiple constraints, such as the ones related to the users' safety. The emergent structure should be adaptive to devices breaking down and new ones entering into the system. Device controllers based on this architecture were implemented on many different kinds of real world devices and multifarious laboratory and real life experiments were performed under varying circumstances. The results will show how the various objectives were dealt with, and how improvements on network usage, energy consumption, and user satisfaction were achieved while meeting the predefined constraints. 
THE SYSTEM ARCHITECTURE
Embedded agents is what we refer to the multitude of computerised and networked objects that make up UCEs Embedded agents are heterogeneous, autonomous, social, reactive, and adaptive real-world devices that have local objectives, soft constraints, and hard constraints. For example, a meal delivery robot's local objective is to transport food. Hard constraints are restrictions that should be met in all cases Qu and Beale (14) and they are usually associated with the user safety and security: e.g. no stranger must have unlimited access to the room, or the temperature in the room must not fall below or rise above a level that would increase the risk of causing damage and harm. Soft constraints are constraints that could be partially violated (14) . The embedded agents must operate unobtrusively since users might not be willing nor able to keep configuring them. They should be fault-tolerant and be able to compensate to changes in the environment. They agents operate in real-world environments and should be able to handle the uncertainties. The combined functionality of a multiembedded agent system is to satisfy the global objectives of the intelligent environment, such as maximising user-comfort, and minimising network usage and energy expenditure.
In our embedded agent architecture (shown in Figure 1 ) each embedded agent can provide services for other agents. These services are processed sensory data and internal states. For example, a heating agent might provide a temperature service. We have tested different protocols for communicating these services. Our first attempts, Tawil and Hagras (16) , [16] used a simplified version of the DIBAL, Cayci et al (1) protocol over socket-to-socket TCP/IP links. The current design uses the Universal Plug and Play Protocol (UPnP) (18) , which has several advantages over the previous one. The main benefit is that it facilitates the detection of new agents that come into the system, and ones that leave it or break down. Another asset with using UPnP is that information is multicast to subscribed units, which requires less resources than establishing peer-topeer communication links, and does not infringe on user security and privacy as with broadcasts. Changes are sent as events when they happen instead of being requested periodically. This means that the embedded agents will run more efficiently and react more quickly. By using UPnP, each networked device and its services will have a brief description in the Extensible Markup Language (XML). This is useful for serving as a simple agent ontology that contains information such as the number and types of services that the agents provide. The embedded agents are controlled by high level behaviours which could be Hierarchical Fuzzy controllers (HFLC) Hagras et al (6) [6] 
where n is the number of services available from the other embedded agents. Different high level behaviours might want to interpret and make use of α in different ways. In most cases, however, α determines the degree at which each high level behaviour affects the corresponding agent's effectors. In this case, if α = 0 for a particular high-level behaviour, then this behaviour is being suppressed. This could mean that the embedded agent is functioning independently without co-operating with others. If this high-level behaviour is the only mechanism that controls the agent, then the agent itself is not being used.
Since the users are assumed not to be willing nor able to keep setting the weights themselves, there is a need for learning the weights. We have considered many tools for that. Ant colony algorithms were the first to be considered, Dorigo et al (3) [3] . However, once a pheromone trail (i.e. a solution path) has been found, all the virtual ants would converge to that single solution and would be difficult to adapt if there is a shift in the optima. Neural networks, such as the ones used by the Neural Network House (12), were also considered. However, neural networks would have a fixed number of nodes and would therefore be difficult to adapt in case the number of available services would be changed. Evolved Fuzzy Neural Networks (EFUNN) were also contemplated, Kasabov (8) . However, a system that uses EFUNNs would be cumbersome for embedded agents that learn on-line in the real world and are required to operate in real-time. Initially, genetic algorithms, Goldberg (5), were used because they are complete, provide a diversity of solutions, and do not get stuck in local minima (16) . However, they fail when multiple objectives are introduced to the system as serialising the objective functions into one is not a viable option where there is no way of comparing the distinct types of objectives, which are sometimes unitless as how would one compare a value for network usage to one that pertains to energy consumption? Even if a parameter vector was used to do that, how would these parameters be determined? Furthermore, in the case of conflicting objectives, serialising the objective functions would result in solutions that would be a subset of the Pareto-optimals. Therefore, a fast-sorting elitist multi-objective genetic algorithm, Deb et al (2) was used. This was efficient and did not lose good solutions. It is better than other multi-objective optimisation algorithms because it is not computationally complex and thus suitable for embedded agents. In addition, it does not need a sharing parameter, and is elitist. Therefore, it is easy to implement and use and does not lose good solutions while it is learning online. It is capable of handling discrete and real-valued decision variables together without any special consideration. It is capable of handling constraints in a simple way without having to set any new parameters, such as a penalty function. It is also capable of handling multiple objectives of mixed types easily. However, the number of variables it optimises, which is the chromosome length with respect to the number of genes, is constant. Furthermore, once a solution is found, the algorithm stops running. This does not provide us with the life-long adaptability that we desire. Therefore, we developed a novel multi-objective multi-constraint genetic algorithm with a variable chromosome size, Tawil and Hagras (17) . This also included continuous adaptability by having the genetic algorithm resume learning whenever it needs to. A major problem with this work (17) is that the genetic algorithm forgets previous optima when it learns new ones. For example, if a desk lamp that was trained to switch on whenever the user sits on the chair is trained again to switch on whenever the user sits on the bed, it would forget that it has to switch on whenever the user is on the chair. This problem was overcome by having the system learn incrementally by recording a history of events. In the next subsection, we will explain the novel multi-objective and multi-constraint genetic algorithm that is used to co-ordinate the ubiquitous computing devices.
The Multi-Objective Learning Mechanism
The embedded agents utilise a fast elitist multi-objective and multi-constraint genetic algorithm which incorporates a fast non-dominated and parameterless sorting procedure (2) . Figure 2 shows how our evolutionary system works. Once the system is started, a parent population is initialised to random individuals. The agents would initially run on random chromosomes. Whenever users are unsatisfied with an embedded agent's performance, they would input their desired change (e.g. by flipping on a light switch). This information is then used to derive the user-error, which is calculated as follows:
where e t is the error between an agent's current activation level α t and the user's desire d t at a certain time instant t. d t for an agent is obtained from when the user commits a change to an effector that is controlled by the agent. This could be a lighting agent reading the new state of a light dimmer switch after it has been turned. The user-comfort objective is achieved by minimising the user-error, e t . Figure 2 . The evolutionary system procedure After the objectives would be calculated, a tournament selection procedure, along with a single point binary crossover and bitwise mutation are used to create a child population. Next, both the parent and child populations are combined into one population of legth 2N where N is the population size of a single parent or child population. Once this has been done, the members of the combined population would be sorted according to their dominance level. The fast non-dominated sorting algorithm (2) works as follows: first, each solution must be compared to every other solution in the population to see if it is dominated. If a solution satisfies more objectives than another, then it dominates it. This process is continued to find the members of the first non-dominated front for all population members. After this, the solutions of the first front are temporarily ignored and the aforementioned procedure is repeated to find the subsequent fronts. The new parent population is formed by adding solutions from the first fronts until the size exceeds the population size N. This is when the solutions of the last accepted front are sorted according to the crowding distance. The crowded comparison operator is then used to pick solutions until the new parent population would be filled. The crowding distance is used to get an estimate of the density of solutions surrounding a particular point in the population. We take the average distance of the two points on either side of this point along each of the objectives (2). This serves as an estimate of the size of the largest cuboid enclosing the point without including any other point in the population. This is used for increasing the diversity of the Pareto-optimal solutions. The crowded comparison operator guides the selection process towards a uniformly spread out Pareto-optimal front (2). Between two solutions with differing nondominated ranks, the point with the lower rank is preferred (i.e. the more dominant one). Otherwise, if both points belong to the same front, then the point which is located in a region with less points (i.e. the size of the cuboid inclosing it is larger) is chosen. The crowded comparison operator is used only when both points that are being compared would be feasible, i.e. satisfy all of their constraints. Otherwise, the feasible solution is preferred over the infeasible one. Should both solutions be infeasible, then the one that violates fewer constraints would be the preferred one. After a new parent population of size N is determined; tournament selection, binary crossover, and bitwise mutation are used to create a new child population of the same size. The selection criteria is based on the crowded comparison operator. The whole procedure will repeat itself until the maximum number of iterations is exceeded. The elitist method, along with the crowded comparison operator, would be expected to find multifarious Pareto-optimal solutions. The genetic algorithm will then select a single solution from the Pareto-optimal front to be used for control (e.g. the solution with the greatest user-comfort fitness).The multi-objective algorithm is useful for finding a diversity of solutions for conflicting objectives of different types that a standard genetic algorithm with a complicated fitness function would not be able to handle. Classical optimisation methods for handling multiple objectives require the user to supply a weight vector or a preference vector. Since such a weight or preference vector scalarises multiple objectives into a single one, the outcome of the optimisation process is usually a single solution. In order to obtain a set of Pareto-optimal solutions, these methods must have to be applied many times with different weight or preference vectors. All the embedded agents have the same learning procedure depicted in Figure 3 . Once the agents are started, they search for the services that are available to them and initialise the genetic algorithm based on that. The chromosome size, c is directly proportional to the number of discovered services, s:
where g is a constant parameter and the length of each gene in bits. Which service each gene pertains to is dynamic and different for every agent. To be able to interpret their chromosomes, the embedded agents create a genome, which is a dynamic list that maps services onto genes. Each gene would represent a weight value as well as its direction. By direction, we mean whether the system should take into account the value of the corresponding service itself or its inverse instead. Therefore, the chromosomes contain information on which services to use, how to use them, and to what degree they should affect the activation level. After the initialisation process, the agents would be in the running mode where they would run a solution from the Pareto-optimal front found by the genetic algorithm. In this state, the agents would be subscribed only to the services that they need, i.e. with non-zero weights. The inhabitants of the intelligent ubiquitous computing environment would go on with their everyday lives as with any other mundane inhabited space. Once they express a desire to change something that is controlled by an embedded agent, this agent would switch from running mode into learning mode. When in learning mode, the agents would be subscribed to all the services described by the genome (i.e. all services available to them). This is when the genes would be optimised according to the objectives and constraints. After they finish learning, they would subscribe conditionally again and revert to running mode. After each learning procedure, the old activation level, the user's input, and the values from the services would be recorded in a history of learning events. The events history has a limited size that determines when an event is old enough for an embedded agent to forget.
EXPERIMENTS AND RESULTS
We have performed our tests in the University of Essex Intelligent Dormintory (iDorm). The iDorm is a test bed for UCE. At the first glance, it looks very much like a standard student accommodation bedroom. Looking under the surface, it is full of networked sensors and actuators. These devices use the Universal Plug and Play Protocol (UPnP) to send data and receive commands over the network. This technology facilitates the detection of newly introduced devices to the iDorm as well as the devices that are removed or have broken down. We used eleven different embedded agents in the room which are: four dimmable ceiling lights, desk lamp, bedside lamp, a mobile robots, window blinds, heater, cooler, and desktop personal computer applications agents. Seven services were provided which are: internal temperature, external temperature, humidity, internal light intensity, external light intensity, chair occupancy, and bed occupancy. The hardware of the mobile robot that was used is based on embedded Motorola 68040 (40 MHz speed) processors on a VME bus running the VxWorks real-time operating system. It has eight bump sensors, eight ultra-sound range finders, and an infrared beacon sensor turret. For the purpose of our experiments, the global objectives of the embedded agents were set to minimise energy consumption, minimise user-error (maximise user-satisfaction), and minimise network usage. The user-error is calculated as discussed in Section 2.1. The network objective was measured based on how many connections were made compared to the number of available services. The energy consumption was directly related to the activation level since, in our case, the higher the activation level implied that more energy was being used (e.g. greater light intensity). The constraints that the agents had were: user error must not exceed x, and user error must not exceed y; x and y are constants that belong to the set of real numbers between 0 and 100. This will prevent the user from being left in the cold and the dark at the price of saving energy and network traffic. The global objectives and the constraints were the same for all the agents. As for the local objectives: the lighting agents were to provide light when required, the heating and cooling agents were to change the heating in the room according to the user's preference, the window blinds agent was to set the angle and the position of the blinds to a userpreferred state, the desktop personal computer applications agent was to execute certain programs according to the user's desires, the mobile robots were to deliver refreshments at a specific time. At the beginning of all experiments, all agents were initialised to be switched off by default.
For the first set of experiments, the population size N was 12 and the number of generations was set to 100 iterations. The size of the events history was set to one, which means that the initial default state as well as the most recent one are kept. During experimentation, for every run, for each agent, and for each generation; the chromosome that was selected to run from the Paretooptimal front and its fitness were recorded. The genome for each agent was also noted, so the chromosomes could be interpreted into which communication links that were established and their corresponding weights. Figure 5 shows all the embedded agents communication links weights that were established at the different situations, where in all cases the embedded agents learned the best coordination strategy of the communication links to satisfy the desired objectives and constraints.
At the beginning and after the agents have learned their initial default state, the user started by sitting on the desk in front of the PC to work. The user then switched on ceiling light one and ceiling light three to a dim level. The user then switched on the desk lamp and the cooler fan. After that, the user closed the blinds to prevent glare on the computer monitor. Next, the specific application that the user was working on was started. This application is the one that could be executed by the Desktop PC Application Agent. After working on the PC, the user got off the chair, and then proceeded to lie on the bed and switched on Ceiling Lights Two and Four to a dim intensity level. The user then switched the heater on and commanded the robot to deliver a cup of tea. We can observe that at this stage, all the agents had strong weights apart from the dimmable ceiling lights and a very weak link from the cooler to the humidity service (Figure 5a ). The dimmable lights had weak weights because they were required to be dim and not to operate at full activation, unlike the rest of the agents. The associations with the bed and chair occupancy sensors were as expected, however the cooler's association with the humidity service as well as the Ceiling Light Four's association with a light levels sensor were emergent associations that did lead to a desired emergent behaviour of the system of embedded agents; a preconfigured system would have never contained such connections. The desk lamp's association with a light sensor's service is another emergent association; this was because the desk lamp was trained a little while after the ceiling lights had already learned their associations. When the user sat on the chair, the ceiling lights changed the light levels in the room and resulted in the activation of the desk lamp. This had worked fine until the blinds were trained and associated themselves with the chair occupancy service. They closed when activated which decreased the amount of ambient light in the room. This caused the desk lamp to switch itself off after the blinds had closed. This is an undesired behaviour, so the user proceeded to re-train the desk lamp agent by switching it back on again. In this way, the system is able to adapt online and learn a new communication link that as shown in Figure  5b . From this, we infer that the embedded agents can be easily and quickly corrected when they learn an unwanted association. After this, we broke down the internal light sensor to mimic a service breaking down and to test how the system can be fault tolerant agents as well as demonstrating that the agents can change the size of their chromosomes to match the number of available services. The agents were then reset and trained again the same way that they were trained before. Figure 5c depicts the configuration strategy that emerged; again, all links were strong apart from the ones for the ceiling lights. The window blinds agent's very weak association with a temperature service was another association that would not have been discovered by a human preconfiguring the system. The genome was reduced, and this was deduced from the length of the chromosomes which shrunk from six genes to five. Next, the desk lamp agent was shut down to mimic a faulty hardware. As a result, there was less light shining on the desk when the user was working on it. To compensate for that, the user increased the intensity of Ceiling Light One and Ceiling Light Three, which were above the desk. This strengthened their embedded agents' weights, as illustrated in Figure 5d . This result shows how the embedded agents would adapt their communication links on-line to compensate for faulty agents breaking down. After a little while, a new bedside lamp agent was introduced to the room and the lamp was switched on when the user was reading on the bed. While still on the bed, the user switched off ceiling light number four, which was right above the bedside unit, since it was not needed anymore. The ceiling light agent was no longer associated with any other component (Figure 5e ). This shows how the multiembedded agent system can adapt itself to accommodate new agents being introduced to it. The user then replaced the CRT monitor with a TFT, and glare was not an issue anymore. Finally, when the user was working on the PC and the window blinds closed, the user then proceeded to open them. The window blinds learned not to activate themselves when the user is on the desk as shown in Figure 5f . This shows how embedded agents can handle users changing their preferences.
The fitnesses of the embedded agents' Pareto-optimal chromosomes for each generation were then plotted Figure 6 ) to show how the multi-objective and multi-constraint genetic algorithm progressed while the agents were learning. Looking at the first generation, both agents started with low values for all three fitnesses which improved gradually during the subsequent iteration. More fittest individuals were then added to the Pareto optimal front improving the set of solutions. During the last generation, which is the highlighted one on each graph, the solution is more Pareto optimal than all the rest of the points on the graph. This highlighted solution represents the fitnesses of the chromosomes that were selected to be executed as weights by the embedded agents.
From a qualitative aspect, all embedded agents at the end learned the desired associations. Their final behaviours matched the user's preference from what was observed during experimentation. During the learning stage, the multi-objective and multi-constraint genetic algorithm always converged to a set of solutions in 323ms on average. After learning, the embedded agents reacted to state changes in real-time by adjusting their high-level behaviours' activation levels.
In order to test the system scalability, i.e. the system performance as the number of devices increase, we conducted a series of experiments where we used virtual services, which are ones that run on a PC. These may be thought of as virtual switches, and were required to test how the embedded agents would react to an increasing number of services. All the embedded agents were trained to be off by default and switch themselves on when a certain virtual switch or occupancy service would be active. No mobile robots were used for this set of experiments.
First, the population size was set to a constant value. With the seven base services available to the agents, the number of generations was varied to find out what is the optimal number of generations for those number of services. After that, the number of services available to the embedded agents was gradually increased by running more virtual services. More test runs were performed to find out the optimal number of generations for each different number of services provided. The same tests were then repeated with a different constant value for the population size. The criteria that we used to judge whether or not the chromosomes that the embedded agents were running were optimal is as follows: if all the agents behaved as desired, the expected associations were made and no other service was linked then the used parameters were assumed to be desirable. All the agents were trained at the same time to avoid their output affecting the other agents' learning outcome.
The minimum number of generations required was plotted versus the number of available services (please see Figure 7 ). Both experimental data plots indicate that the variable parameter grows exponentially with the number of provided services. This allows us to deduce the limits for our system and how this relates to computational platforms.
CONCLUSION
In this paper, we have presented a novel embedded agent controller architecture that utilises its own unique multi-objective and multi-constraint genetic algorithm to handle the challenge of co-ordinating real world heterogeneous ubiquitous computing devices that are required to learn on-line in a life-long learning mode while satisfying multiple conflicting objectives and constraints. We have performed various experiments to test the viability of our method. We have shown that our system is capable of learning the needed coordination to satisfy the desired objectives and constraints and produce emergent connections which a preconfigured system will not be able to generate. In our system, the embedded agents were running online in a totally distributed manner. In less than a minute's time, the agents can adapt their communication links should there be a need to change their behaviour because of an agent breaking down, a new one activated, or a change in the user's preference. After learning their connections, the embedded agents react in real-time to state changes.
We envisage that such a system of embedded agents would reduce the amount of time users interact with any form of interface, whether it is a switch on the wall or a menu running on a smartphone. This would be particularly beneficial for the elderly and the disabled. More thought, however, has to be put into the scalability issue and how the embedded agents would restrict the number of services they deal with (i.e. based on location and type) should it become too large for the current agents' embedded processors' technology.
