Abstract. Inspired by an article of Cotti, Dubrovin and Guzzetti [CDG17], we extend to a degenerate case a result of Malgrange on integrable deformations of irregular singularities. We give an application to integrable deformations of the solution of some Birkhoff problem and apply it to the construction of Frobenius manifolds.
Introduction
Let T = C n with coordinates t 1 , . . . , t n and let X be a neighbourhood of T × {0} in T × C. We equip the extra factor C with the coordinate z, which is thus a defining equation for T in X.
For each i ∈ {1, . . . , n}, let us be given a locally free O X ( * T )-module R i of finite rank, endowed with an integrable meromorphic connection ∇ (an object we call a T -meromorphic flat bundle). We assume that ∇ has regular singularities along T . We then set E ti/z ⊗ R i := (R i , ∇ + d(t i /z)), and we consider the T -meromorphic flat bundle
(E ti/z ⊗ R i ).
We will be concerned with T -meromorphic flat bundles M endowed with an isomorphism iso T : M T ∼ −→ N T , where O T is the formal completion of O X along T and M T := O T ⊗ O X M . We note that a morphism between such objects (with the obvious definition) is uniquely determined by the associated formal morphism, and there is at most one isomorphism between two objects.
For t o ∈ T , we denote by γ to : {t o }×(C z , 0) → X the inclusion. Then γ * to N is a free O Cz,0 ( * 0)-module with connection, and it has a form similar to (1.1) by replacing t i with the constant t o,i and R i with its restriction γ As a special case, let us assume that t o belongs to the smallest stratum, where all coordinates coincide. Then γ * to N has a regular singularity at 0 up to an exponential twist, and any (M to , iso 0 ) is isomorphic to (γ * to N , Id). We deduce that any (M , iso T ) is isomorphic to (N , Id), since S(t o )
C is simply connected and we can choose U = T .
The theorem has a generalization as follows. Let Y be a 1-connected complex manifold and let f = (f 1 , . . . , f n ) : Y → T be a holomorphic mapping. We still denote by f the map f × Id : Z := Y × C → T × C = X when the context is clear. There is no loss of generality in assuming that f −1 (∆) is a hypersurface in Y (otherwise, one can replace n with a smaller n ). Then a Y -meromorphic flat bundle on Z with regular singularities is nothing but the pullback of a T -meromorphic flat bundle on X with regular singularities, and a Y -meromorphic flat bundle of the form
is isomorphic to f * N , for N as in (1.1) with R i such that R Y,i = f * R i . How much does this property and Corollary 1.5. With the previous notation, if U ⊂ T satisfies the assumptions as in Theorem 1.2, the restriction γ * yo (resp. the pullback f * ) induces a bijection between the set of isomorphism classes of pairs (M f −1 (U ) yo , iso f −1 (U ) yo ) (i.e., defined on f −1 (U ) yo ) and that of pairs (M yo , iso 0 ) (resp. with that of pairs (M U , iso U )).
The proofs of Theorem 1.2 and Corollaries 1.3 and 1.5 are given in Section 3, where we also interpret them in terms of the sheaf of Stokes torsors. The notion of very good formal decomposition, as well as the main properties we use, are given in Section 2. In Section 4, we give an application to deformations of the solution of a Birkhoff problem and to the construction of Frobenius manifolds, in the spirit of [CDG17, CG17a, CG17b] .
Acknowledgements. This work has benefitted of fruitful discussions with Giordano Cotti and Jean-Baptiste Teyssier. In particular, the uniqueness results of Section 2.h, originally obtained in some special cases, are due in this generality to Jean-Baptiste Teyssier in [Tey18b] , in an even stronger form.
General results on the notion of very good formal decomposition
2.a. Setting and notation. All along this section, X denotes a germ of complex analytic manifold of dimension m along a connected reduced divisor D ⊂ X with normal crossings, whose components are denoted by D i∈I . We will assume, for the sake of simplicity, that these components are smooth. We denote by O X ( * D) the sheaf of meromorphic functions with poles on D at most. Let U be an open set in X and x o ∈ U . We denote by D 1 , . . . , D the components of D passing through x o , and we choose local coordinates (x 1 , . . . , x m ) such that D i = {x i = 0}. The divisor D has a natural stratification by locally closed smooth connected complex submanifolds and, for x o ∈ D, we denote by D (xo) the stratum passing through x o . With the above notation, it is equal to the connected component of ( i=1,..., D i ) ( j =1,..., D j ) containing x o .
Goodness
Definition 2.1 (Goodness).
(1) A nonzero germ ϕ ∈ O X,xo ( * D)/O X,xo is purely monomial if some (or any) local representative in O X,xo ( * D) can be written as u(x)/x m , where m ∈ N {0}, and u(x) is holomorphic an non vanishing at x o .
(2) For ϕ ∈ Γ(U, O X ( * D)/O X ), we say that ϕ is good if its germ at any x o ∈ U is purely monomial.
(3) A finite set Φ of classes ϕ ∈ Γ(U, O X ( * D)/O X ) is good if, for every pair (ϕ, ψ) ∈ Φ 2 with ϕ = ψ, the difference ϕ − ψ is good.
Definition 2.2 (Very goodness, [Tey18a] ). Given x o ∈ D, we say that Φ xo is very good if
that is, any nonzero difference ϕ − ψ has poles along all the components of D passing through x o , i.e., every component is maximal with respect to any choice of ϕ o .
Let x o ∈ D and let Φ xo be a good (finite) set in O X,xo ( * D)/O X,xo . We denote by D(Φ xo ) the union of (germs of) components of D at x o along which at least some nonzero difference ϕ − ψ, with ϕ, ψ ∈ Φ xo , has a pole.
Note that, if Φ xo is good, then for any ϕ o ∈ Φ xo , the set Φ xo − ϕ o is also good, and moreover contains 0.
Let us fix ϕ o ∈ Φ xo . Recall that goodness implies then that the pole divisors of the elements ϕ − ϕ o in Φ xo − ϕ o are totally ordered. Let us make this explicit in coordinates. By goodness, any ϕ−ϕ o ∈ (Φ xo −ϕ o ) {0} can be written as
with m ϕ ∈ N {0} and u ϕ is an invertible holomorphic function. The goodness condition implies that the (m ϕ ) ϕ∈Φx o {ϕo} are totally ordered with respect to the partial order on N .
When Φ xo is not very good, it will be convenient to consider its level structure as defined now. Although the family (m ϕ ) ϕ∈Φx o depends on the choice of the base point ϕ o , its maximum m o does not. For any ϕ ∈ Φ xo , using the notation of (2.3) we set:
Lemma 2.5. If #Φ xo = 1, there exists ϕ o ∈ Φ xo such that #C(ϕ o ) 2.
Proof. If for the chosen ϕ o we have #C(ϕ o ) = 1, then for any ϕ o ∈ Φ xo such that
Assume #C(ϕ o ) 2. We then obtain a nontrivial decomposition (2.6)
Let m o denote the submaximal value of the sequence (m ϕ ) ϕ∈Φx o (it may depend on the choice of
Definition 2.7 (Level decomposition (first step)). The decomposition (2.6) is called the first step of the level decomposition of Φ xo with base point ϕ o .
Every Φ xo (ϕ o , c) is good, so that we can perform the same construction to it and get the complete level decomposition, that we will not define, since we will only argue by induction step by step.
Remark 2.8. The above notions can be defined similarly along the stratum D (xo) , and then they restrict to the previous ones at x o (or at any point of the stratum). We then use the notation C(
D-meromorphic flat bundles. Let I D be the reduced ideal of D. We will set X * = X D and, for any subset J ⊂ I, D J := i∈J D i and D Real oriented blow-up. We denote by : X = X(D i∈I ) → X the real-oriented blowup of the components D i∈I in X. We set ∂ X := −1 (D). On X we consider the sheaves A X (C ∞ functions on X satisfying the Cauchy-Riemann equation on X * ) and
(holomorphic functions on X * having rapid decay along ∂ X). These sheaves coincide with O X * on X * , so we will only consider their sheaf-theoretic restrictions to ∂ X, where we have strict inclusions
On the other hand, setting
we have an exact sequence
(See [Sab00, §II.1.1] and [Moc14] , and the references therein for details). For an
and similarly for M rd D ∂ X
. If moreover M is endowed with an integrable connection Definition 2.9. Let M be a coherent O X ( * D)-module an with integrable connection. We say that M has N as a D-formal model if there exists an isomorphism
Note that N has N as a D-formal model when equipped with Id :
it is O X ( * D)-locally free of finite rank. This justifies the terminology of [Tey18a] 
We define the category of N -marked D-meromorphic flat bundles in an obvious way: a morphism λ : Proof. It is known that (e * , e * ) form a pair of quasi-inverse functors between the categories of D-(resp. D -) meromorphic flat bundles on X (resp. X ). On the other hand, by right exactness of the tensor product, we have O D = e * O D . We thus have a functorial isomorphism of O X -modules, compatible with connections
The result follows.
Recall (see [Mal04, Th. 5 .5]) that, if S ⊂ D has codimension 2 in D, then the restriction functor, from the category of D-meromorphic flat bundles on X to that of (D S)-meromorphic flat bundles on X S, is an equivalence of categories. The next proposition shows that a similar result holds for N -marked D-meromorphic flat bundles. 
We simply write D = nb(x o ). Since S has codimension 2 in each D i , any section f i of O Di S extends in a unique way as a section of O Di , as seen by applying Hartog's theorem to the coefficients integrable connection ∇ good (that we usually omit to mention), which is globally (on X) isomorphic as such to a direct sum
where
• R ϕ is a D-meromorphic flat bundle having there regular singularities, Let γ : (C , 0) → (X, D) be a germ of holomorphic map such that γ −1 (D) is a normal crossing divisor. Then γ * M good is a good model (but various γ * ϕ may coincide, leading to grouping the corresponding γ * R ϕ ) and γ
good is endowed with the marking Id. Any other marking is an
Proposition 2.13. Any such automorphism is block-diagonal with respect to the decomposition (2.12), with (ϕ, ϕ)-block being induced by an automorphism of R ϕ .
(1) This definition is local on X, since ϕ lifts to ϕ ∈ Γ(X, O X ( * D)) if X is Stein. Otherwise, on a Stein open covering (U i ) of X, various liftings ϕ i give rise to the cocycle (exp( ϕ i − ϕ j )) ij ∈ H 1 (X, O * X ) defining a rank-one vector bundle Lϕ, and d + dϕ is a well-defined connection on Lϕ( * D).
On the other hand, if ϕ xo = ψ xo in Φ xo , we have by regularity,
Let D(ϕ, ψ) be the union of components of D where ϕ = ψ. It is not empty if ϕ = ψ. Let D be the union of the other components. Since D is assumed to be connected, each connected component of D cuts D(ϕ, ψ). The above computation shows that the block iso ϕ,ψ, D is a section of a locally constant sheaf on W D , where W is a neighbourhood of D in X D(ϕ, ψ). Since each connected component of this neighbourhood has a limit point in D(ϕ, ψ), the section must vanish near this limit point. Hence it is zero.
Corollary 2.14. Let iso D and iso D be two markings of M with model M good . Let
Proof. It is enough to prove the assertion for markings Id and iso D of M good . We can
choose a connected open neighbourhood of D in X, that we still denote by X, and thus X D is connected. Since iso D is block-diagonal with blocks iso D,ϕ,ϕ , we are reduced to proving that if γ * iso D,ϕ,ϕ = Id, then iso D,ϕ,ϕ = Id. This is a consequence of the fact that iso D,ϕ,ϕ is a global section of a locally constant sheaf on a connected set.
2.d. The sheaf of Stokes torsors. We denote by
) is equal to Id. It is a sheaf of groups on ∂ X.
We consider the presheaf on X defined by
and we denote by StT D (M good ) the associated sheaf, that we call the sheaf of Stokes torsors.
(2) This is a sheaf of pointed sets (pointed by the class of Id).
We define below a morphism of presheaves
and we then consider the associated morphism of sheaves of pointed sets 
(2) As pointed out to me by J.-B. Teyssier, this presheaf is already a sheaf, due to the theorem of Malgrange-Sibuya mentioned below. (3) It could be given a richer structure as in [Mal83c, Th. 2.2], see [Tey18a] , but we will not need it.
We can thus find a covering U of −1 (U ) by open subsets where such a lifting exists, and by comparing the liftings on two open subsets we obtain a cocycle in
) . Two families of liftings on U define two cocycles related by the action of a coboundary, so the corresponding class in
) is independent of the choice of local liftings. Passing to the limit with respect to the coverings U leads to the definition of the morphism (2.15) and hence to that of (2.16). 
The formal isomorphism iso D can be lifted (in a unique way) as an isomorphism
is equal to Id.
2.e. Good versus very good formal decomposition. More general is the notion of good formal decomposition
We will make explicit the differences between the two notions. We denote by O
the sheaf locally defined as lim
. . , x ) k and we say that M has a good decomposition at x o with formal model M good if there exists an isomorphism
in the neighbourhood of x o .
Remark 2.19. Let us make clear that, starting from any D-meromorphic flat bundle, one can find a sequence of blowing-ups (locally on X in the complex analytic setting, see [Ked10, Ked11] , and globally in the projective setting, see [Moc09, Moc11a] ) so that, after local ramifications on the blown-up space giving rise to a space denoted by (X , D ), the pullback of the D-meromorphic flat bundle, which is now a D -meromorphic flat bundle, admits a good formal decomposition, i.e., for each stratum 
. This is implied by the vanishing of any horizontal section of 
On the one hand, by applying the general result of [Moc11b, Th. 4 .13], that we will also use in a more general setting below (see also [Sab17, Appendix]), the sheaf on D smooth classifying the Stokes-filtered local systems is a locally constant sheaf of sets compatible with the restriction to the curve γ. The supplementary choice of a formal isomorphism iso D is equivalent to the choice of an isomorphism
, which is a thus section of a local system. It follows that the sets of isomorphism classes of pairs (L , L • ), iso gr D |U also form a locally constant sheaf of pointed sets on D smooth .
Corollary 2.24. Let U ⊂ D be a smooth connected open subset and let (M , iso U ) and
Proof. According to Proposition 2.23, this follows form the property that two sections on the connected set U of a locally constant sheaf coincide if and only if they coincide at one point.
The formal isomorphism iso U can be lifted (in a unique way) as an
if and only if for some germ γ :
Proof. Apply Corollary 2.24 with 
Proof. The data (M , iso D ) V correspond to a section σ on V of the locally constant sheaf of sets H D (M good ) |D smooth . Under the assumption in the corollary, such a section extends in a unique way as a section on U .
2.g. Local constancy in arbitrary codimension. Our aim is to prove the analogue of Proposition 2.23. Let
is a locally constant sheaf of pointed sets, and its fiber at a smooth point x o is in bijection with
Proof. We will use the same strategy as in the second proof of Proposition 2.23. However, we will use an induction with respect to the rank of M in order to take care of the level structure (see Proposition 2.22). Let us consider the sheaf
consist of pairs of a germ of a D-meromorphic flat bundle M on U and an isomorphism iso U :
(that it forms a sheaf and not only a presheaf follows from the uniqueness of isomorphisms compatible with iso). By the same argument and references as in the second proof of Proposition 2.23, we find that this is a locally constant sheaf of pointed sets, whose fiber at x o is identified by γ * with H 0 (γ * M good |0
). We are thus led to proving:
(2) There is a one-to-one correspondence between the set of iso D|U 's lifting iso U and the corresponding pullbacks by γ * .
The second point is clear since the sets consist of one element. For the first point, we then do not care of controlling the formal isomorphisms and we argue by induction on the rank of M . If D(Φ xo ) = D xo , then the result follows from Example 2.21. Local uniqueness results. We work in a neighbourhood of x o ∈ D, so that X is the product ∆ m with coordinates x 1 , . . . , x m , where ∆ is a small disc in C, and D is the divisor defined by x 1 · · · x = 0 with components D i = {x i = 0}. We regard Φ xo as a finite subset of C{x 1 , . . . , x n }[(x 1 · · · x )
−1 ]/C{x 1 , . . . , x n }, and we assume that it is good. Let : X → X the real oriented blowing up of D 1 , . . . , D . Let us also set D 
The following result is due to J.-B. Teyssier who proved a much stronger statement (in dimension two), in the sense that it takes into account more structure on the sheaf of Stokes torsors and, moreover, it compares two D-meromorphic flat bundles having the same good O D (xo ) -model M good , and which are O D -isomorphic. The present statement will be enough for our purposes, and we will give an independent proof for the sake of completeness. As in the second proof of Proposition 2.23, we will use the notion of Stokesfiltered local system. Recall that, in this setting, the restriction functor starting from non-ramified Stokes-filtered local systems (L , L • ) on ∂ X indexed by Φ xo to Stokesfiltered local systems on −1 (D (xo) ) indexed by Φ xo is an equivalence (see [Moc11b,  Lem. 3.17], see also [Sab17, §2.e]). A quasi-inverse functor is obtained by
• taking the pullback local system L by the natural projection forgetting the component ∂[0, ε) ,
. By Corollary 2.24, we obtain that
. According to the assertion, we then have M M . Let us check that in such a case, iso D is also uniquely determined by its restriction to D We will thus prove Assertion 2.29. Note that, if D(Φ xo ) = D xo , Example 2.21 implies that M M good and there is nothing to prove. However, note that the existence of some iso D is essential in this case. We will then assume that D(Φ xo ) = D xo . We start with a particular case.
Proof of the assertion in the case where
. Because of the very-goodness of Φ xo , it is the pullback by the natural projection
, because in each summation procedure recalled above, there is only one term. As a consequence,
. We conclude that M is uniquely determined by its restriction to D In order to simplify the notation, we will assume that 0 ∈ Φ xo , that we take as base point ϕ o , and we use the notation as in (2.4). Let us start with a Stokes-filtered local system (L , L • ) indexed by Φ xo on −1 (D (xo) ). It induces a filtration L indexed by C = C(ϕ o ) ⊂ C, where the order c c on the latter set at a point of −1 (D (xo) ) is defined as the property that exp((c − c )x −mo ) has moderate growth near this point.
By definition, we have
Moreover, for every c ∈ C (recall that we can assume #C 2, see Lemma 2.5), the graded sheaf gr c L is a locally constant sheaf, on which the filtration L • induces a Stokes-filtration whose jumps are contained in Φ xo (c). Lastly, for ψ ∈ Φ xo (c), L ψ is the pullback of (gr Proof of Assertion 2.29 in the general case. We argue by induction on the rank r of M . It remains to consider the case where
. have rank < r, we conclude by induction that the component
Arguing as in the special case for
, as was to be proved.
Global results. We now go back to the global setting of Section 2.a. In particular, D is connected and M good is fixed. The following result is due to J.-B. Teyssier, who has obtained a stronger form, in dimension two. • or x / ∈ D smooth , and we apply Proposition 2.28 to also conclude that x ∈ D .
Therefore, D is closed. If it is nonempty, it is then equal to D.
We will make use of the following consequence, which is a weaker version of [Tey18b, Th. 3]. Although its statement is local, it relies on the global result of Corollary 2.30.
Corollary 2.31 (J.-B. Teyssier). Assume that D is smooth. Let Ψ xo ⊂ O X,xo ( * D)/O X,xo be a (not necessarily good) finite subset, and, for any ψ ∈ Ψ xo , let R ψ be a germ of regular D-meromorphic flat bundle at 
Proof. We shall denote by X a small (connected) neighbourhood of x o where all data are defined. Let us first assume that γ(0) = x o . There exists (see [Sab13, Lem. 9 .11]) a projective modification e : X → X which is an isomorphism away from D and the normal crossing divisor D := e −1 (D) such that e * N is good. This result is much easier than the general result on the resolution of turning points obtained by Kedlaya [Ked11] (and Mochizuki [Moc11a] in the algebraic case). We can moreover assume that γ lifts as a curve γ which is transverse to e −1 (x o ) at a smooth point. We can apply Corollary 2.30 to e * (M , iso D ), e * (M , iso D ), and deduce that both are isomorphic. It follows from Lemma 2.10 that (M , iso D ), (M , iso D ) are isomorphic.
Assume now that x := γ(0) = x o . The first part of the proof applied at x shows that (M , iso D ) |nb(x) (M , iso D ) |nb(x) . Let U be the open subset of D on which N is good. This is the complement in D of the union of the zero sets of the meromorphic functions ψ − η for ψ, η ∈ Ψ xo and ψ = η. Since D is smooth, this set is connected. By Corollary 2.24, we deduce an isomorphism 
Proof of the main results
We consider the setting and notation of Theorem 1.2.
3.a. The most degenerate case. If all coordinates of t o coincide, there is only one class (γ * to M , γ * to iso T ) since, up to a twist by E −to,1/z , γ * to N has a regular singularity at z = 0. The restriction induces then a surjective map between the two corresponding sets of isomorphism classes, and the injectivity is a consequence of the following more precise proposition.
Proposition 3.1. Assume that the connected open subset U contains such a t o . Let (M U , iso U ) ∈ Γ(U, H T (N )). Then iso U can be lifted (in a unique way) as an isomorphism iso U :
Proof. We will argue when t o is the origin of T , the other cases being obtained by an exponential twist. Let e : X → X be the blowing-up of the origin in X and let T be the strict transform of T by e, so that e |T : T → T is nothing but the blowing-up of T at the origin. Let E = e −1 (0) P n be the exceptional divisor, so that D := E ∪ T is a divisor with normal crossings.
There is a chart with coordinates (u 1 , . . . , u n , ζ) such that E is defined as ζ = 0 and e is given by (u 1 , . . . , u n , ζ) → (u 1 ζ, . . . , u n ζ, ζ), so that e * N is regular along E away from E ∩ T P n−1 . On the other hand, one checks that e * N is good on a Zariski dense open subset of E ∩ T , e.g. by computing in a chart with coordinates (v 1 , . . . , v n , ζ) where e is given (say) by (v 1 , . . . , v n , ζ) → (v 1 , v 1 v 2 , . . . , v 1 v n , v 1 ζ) 
any section on a transversal curve X t of this local system lifts in a unique way as a section on X T . It follows that iso U ∆ , defined on (U ∆) × C, can be extended in a unique way as an isomorphism between M and N on (U × C) (∆ × {0}). Since M , N are O X ( * T )-locally free and ∆ has codimension two in X, Hartog's theorem implies that iso U ∆ extends as an isomorphism iso U :
3.b. Proof of a variant of Theorem 1.2 in a special case. As an example for the method of proof of Theorem 1.2, we develop in this section a low-dimensional case, obtained by a generic two-dimensional slice of (T, ∆) of the general case. The setting is as follows. We have dim T = 2, with coordinates t = (t 1 , t 2 ). We fix a, b ∈ C such that a, b, a − b = 0 and we consider the following functions:
and the elementary T -meromorphic flat bundle
with R i regular along T = {z = 0}. Then N is good away from ∆ = {t 2 = 0}, so that the stratum is reduced to ∆ and we set U = T . We also set
so that N o is a good decomposed T -meromorphic flat bundle. We denote by e 1 : X 1 → X the blow-up of the origin in X. We set E 1 = e −1
we denote by T 1 the strict transform of T by e 1 , so that e 1|T1 : T 1 → T is the blow-up of the origin in T . The strict transform ∆ 1 of ∆ intersects e −1
at one point δ 1 . The restriction e 1|∆1 : ∆ 1 → ∆ is an isomorphism.
We denote by e 2 : X 2 → X 1 the blowing-up of ∆ 1 in X 1 . We set
we denote by E 1,2 the strict transform of E 1 , so that e 2|E1,2 : E 1,2 → E 1 is the blow-up of δ 1 in E 1 and e −1 2|E1,2 (δ 1 ) P 1 × {δ 1 }. Let T 2 be the strict transform of T 1 . Then e 2|T2 : T 2 → T 1 is an isomorphism. We also have T 2 ∩ E 1,2 P 1 since it is the blow-up of P 1 at δ 1 . We thus regard also δ 1 as a point in X 2 and ∆ 1 as the subset T 2 ∩ E 2 in X 2 . The geometric setting at δ 1 in X 2 is pictured in Figure 1 .
We set e = e 1 • e 2 : X 2 → X. We denote by : X 2 → X 2 the real oriented blowing up of X 2 along the components (T 2 , E 1,2 , E 2 ) of D := e −1 (T ).
Lemma 3.2. The sheaf StT D (e * N o ) is locally constant on e −1 (T ).
Proof. Using the notation of Section 2.d, we note that the pushforward e * induces an isomorphism
The assertion follows then from Theorem 2.17.
Lemma 3.3. The D-meromorphic flat bundle e * N is good and the sheaf StT D (e * N ) is locally constant when restricted to E 1,2 .
Proof. Let us write down the charts of the various blow-ups. We cover X 1 by three charts X 1 (i) (i = 1, 2, 3), with coordinates (u i , v i , ζ i ) so that e 1 is given respectively by the formulas:
We note that the charts X 1 (1) and X 1 (2) can be regarded as contained in X 2 , since they do not intersect the center ∆ 1 = {u 3 = ζ 3 = 0} of the blowing-up e 2 .
(1) In the chart X 1 (1), we have X 1 (1) ∩ T 1 = ∅ and X 1 (1) ∩ E 1 = {ζ 1 = 0}. One checks that e (2) In the chart X 1 (2), we have X 1 (2) ∩ T 1 = {ζ 2 = 0} and X 1 (2) ∩ E 1 = {v 2 = 0}. One checks that e * 1 N is good there. Although exp e * 1 (t 2 /z) = exp(1/ζ 2 ) is not holomorphic near E 1 ∩ T 1 , we claim that the block-diagonal morphism corresponding to (Id, exp e * 1 (t 2 /z) Id, Id, Id) induces an isomorphism between Aut rd D (e *
(3) We now blow up the chart X 1 (3) along the ideal (v 3 , ζ 3 ) of ∆ 1 , giving rise to the charts X 2 (3a) and X 2 (3b) of X 2 , with respective coordinates (u 3 , w 1 , η 1 ), (u 3 , w 2 , η 2 ) satisfying X 2 (3a) :
Then one checks that e * N is good and the same argument as given in (2) above gives an isomorphism on
The lemma follows from Lemma 3.2.
Proof of the surjectivity of γ * to
Step one: extension to E 1,2 . The curve γ to lifts as a curve
the locally constant sheaf StT D (e * N ) is constant on this subset, and an element StT D (e * N ) t o extends in a unique way as a section of StT D (e * N ) E1,2∩D smooth . Since StT D (e * N ) is locally constant on E 1,2 , this section extends in a unique way as a section of StT D (e * N ) |E1,2 , which is thus defined in some neighbourhood of E 1,2 in D.
Step two: extension to E 1,2 ∪ ∆ 1 . We apply now Proposition 2.27 to our section of StT D (e * N ). Since ∆ 1 retracts to a neighbourhood of δ 1 , the section extends to ∆ 1 in a unique way.
Step three: extension to E 1,2 ∪E 2 . On the other hand, the section on (E 1,2 ∩ E 2 ) {δ 1 } extends uniquely as a section of StT D (e * N ) E2 ∆1 by Proposition 2.23. The restriction of the section constructed in Step two to a punctured neighbourhood of ∆ 1 in E 2 coincides with the restriction to this punctured neighbourhood of the one constructed in Step three, by uniqueness, since they coincide in the neighbourhood of δ 1 .
Step four: extension to E 1,2 ∪ E 2 ∪ T 2 . The section constructed in Step three exists in some neighbourhood of E 1,2 ∪ E 2 in D. There exists a fundamental basis of neighbourhoods of E 1,2 ∪ E 2 in D such that the inclusion in D induces an isomorphism of π 1 's, as seen by taking the pullback by e of a suitable basis of neighbourhoods of ∆ in T .
Conclusion. Given (M
to , iso 0 ) with model γ * to N , corresponding to an element of
we have extended it in a unique way as a section of StT D (e * N ), which corresponds thus to a pair (M , iso D ) with model e * N satisfying γ * t o (M , iso D ) = (M to , iso 0 ). Lemma 2.10 enables us to conclude.
3.c. Proof of Theorem 1.2. Our first aim is to prove, in the context of Theorem 1.2, an analogue of Proposition 2.23 on each stratum of ∆. Let t o ∈ ∆ ⊂ T and let S(t o ) be its stratum.
Proposition 3.4. When restricted to S(t o ), the sheaf H T (N ) is a locally constant sheaf of pointed sets, and its fiber at t o is in bijection with H 0 (γ * to N ).
Proof. We fix t o ∈ ∆ ⊂ T and we work locally at t o . We can decompose {1, . . . , n} as a∈A I a such that, for every a ∈ A, we have {i, j} ⊂ I a if and only if t o,i = t o,j . For each a ∈ A, we choose an element in I a that we denote by a and we set I a = I a {a}. We then set r = #A = dim S(t o ), m = n − r, and
We fix a neighbourhood of t o in T of the form V ×W , such that V has the coordinates (t a ) a∈A and W has coordinates (τ a i ) a∈A, i∈I a , so that for a ∈ A and i ∈ I a , we have t i = t a + τ a i , and small enough such that ∆ ∩ (V × W ) is given by the equations τ
We now denote by T this neighbourhood, and set
Let e 1 : X 1 → X be the blowing up of this stratum, i.e., that of the ideal
a∈A, i =j∈I a . We have X 1 = V × Y 1 with obvious notation. Every object below is a product of V with the corresponding object in Y 1 . The pullback D 1 := e −1 1 (T ) is the union of the exceptional divisor E 1 = e −1 1 (S(t o )) (in this local setting, E 1 P m × S(t o )), and the strict transform T 1 of T . The exceptional divisor of e |T1 : T 1 → T is equal to E 1 ∩T 1 P m−1 ×S(t o ). Moreover, T 1 is a disc-bundle in the normal bundle of E 1 ∩T 1 in T 1 . Similarly, the strict transform ∆ 1 ⊂ T 1 of ∆ is a disc-bundle over δ 1 := E 1 ∩ ∆ 1 (the product of an arrangement of projective hyperplanes in P m−1 with S(t o )). Lastly, we denote by ∆ 1 the union of the two-by-two intersections of the components of ∆ 1 (it has codimension three in X 1 ) and by δ 1 its intersection with E 1 . Lastly, we set X • 1 = X 1 ∆ 1 , and similarly for the other objects. In particular, δ
• 1 is non-singular and ∆
• 1 is a disc-bundle over it. We now argue as for the simple case of Section 3.b. We denote by e 2 : X For the other steps, we use the disc-bundle structure over the intersection with E of all the objects involved, instead of the structure of a product with C. The same homotopy argument applies.
Let us now conclude with the surjectivity of γ * to . Given (M to , iso 0 ) with model γ * to N , corresponding to an element of
we have extended it in a unique way as a section of StT D •
2
(e * N ), which corresponds thus to a pair (M
Applying e 2 * and according to Lemma 2.10, we obtain a pair (M
Due to the theorem of Malgrange (Proposition 2.11), this pair extends in a unique way as a pair (M 1 , iso D1 ) on X 1 . Lastly, applying e 1 * and according to Lemma 2.10, we obtain a pair (M , iso T ) as wanted.
On the other hand, injectivity of γ * to is given by the proof above, since there is no choice in any extension procedure. This shows that, on V , the sheaf H T (N ) |S(to) is constant, with fibre given by applying γ * to .
End of the proof of Theorem 1.2. We first define the notion of a star-shaped open set. Let S o be a stratum of ∆ and set S o = S⊃So S be its star (where S varies in the set of strata of the natural stratification of ∆, so that S is a linear subspace). By choosing the coordinates as in the proof of Proposition 3.4, we find a product decomposition Assume we are given (M to , iso 0 ) with model γ * to N . Since H T (N ) |S(to) is locally constant with fibre H 0 (γ * to N ) and U ∩ S(t o ) is simply-connected, (M to , iso 0 ) extends in a unique way as a section of H T (N ) |U ∩S(to) , and we find (M , iso T ) defined in some neighbourhood of U ∩ S o in T . Given a stratum S with S ⊃ S(t o ), (M , iso T ) is defined on some V S as above and defines a section of H T (N ) |V S ∩S . Since H T (N ) |S is locally constant and since π 1 (V S ∩ S, ) → π 1 (U ∩ S, ) is an isomorphism, this section extends to U ∩ S (see Corollary 2.26) and we obtain (M , iso T ) on U ∩ S, hence on a neighbourhood of U ∩ S in U . Since U does not cut any stratum S such that S S o , it is covered by the strata U ∩ S with S such that S ⊃ S o . By uniqueness (Corollary 2.31), the extensions on the neighbourhoods of the various strata glue together, and give rise to (M , iso T ) on U .
3.d. Proof of Corollaries 1.3 and 1.5. The first part of Corollary 1.3 is contained in the theorem. For the second part, let t o ∈ V and let (M , iso T ) V and (M , iso T ) V be two N -marked T -meromorphic flat bundles on V × (C z , 0) whose restriction at t o are equal to (M to , iso 0 ). Then, by Theorem 1.2, (M , iso T ) V and (M , iso T ) V coincide on some nb(t o ) ⊂ T , hence on a nonempty open set in V (∆ ∩ V ). Since the latter is connected, they coincide on V (∆ ∩ V ), by an argument similar to that used in Corollary 2.25. We now argue as in the end of the proof of Proposition 3.1. We have found an isomorphism M → M on (V ∆) × C, and it extends as an isomorphism on (V × C) (∆ × {0}). By Hartogs, it extends on V × C.
Proof of Corollary 1.5. The surjectivity of γ * yo and the injectivity of f * are obvious from Theorem 1.2, since we can identify (M yo , iso 0 ) with (M to , iso 0 ), due to the identification γ * yo N Y = γ * to N , and we have γ * to = γ * yo • f * . It is then enough to prove the injectivity of γ * yo . This is an immediate consequence of Corollary 2.31.
3.e. Application to the sheaf of Stokes torsors. Theorem 1.2 can be interpreted in term of Stokes matrices (i.e., the sheaf of Stokes torsors) due to the Riemann-Hilbert correspondence given in the form of Theorem 2.17. Let us fix a stratum S o of ∆ in T , let U be an open set satisfying U ∩ S o = S o together with 1.2(b) and (c), and let us consider the following diagram:
(see the notation in the introduction). On the one hand, let us consider the sheaf
Since N o is good on S o , this is a locally constant sheaf of pointed sets on S o . On the other hand, we have the locally constant sheaf StT T ∆ (N ) since N is good on T ∆.
Corollary 3.7. There is a natural injective morphism
The image subsheaf is characterized as follows: given t ∈ U ∆, setting
) whose germ at t corresponds to σ t via (2.16).
Proof. We start with a lemma.
Lemma 3.8. There exists a natural morphism StT
Proof. By Theorem 1.2, we have a natural injective mapping
, which is obviously injective too. The result follows from Theorem 2.17.
For the first assertion of the corollary, we consider the composition of morphisms of sheaves of sets:
where the first morphism is q −1 o of the morphism obtained in Lemma 3.8, hence is injective, and the second one is the natural adjunction morphism. We are thus reduced to proving that the latter is also injective. This amounts to proving that, if two sections of
is also connected by the star-shaped property of U , we can apply the same argument as in Corollary 2.24 to obtain the desired property.
Let us prove the second assertion of the corollary. That σ t ∈ StT T ∆ (N ) t belongs to the image of [q
ét of the of the sheaf space StT T ∆ (N ) ét → T ∆ (which is also a covering). By definition (Lemma 3.8), the latter corresponds to the restriction to q
to , iso 0 ) corresponding to σ to . Then the germ (M , iso T ) t corresponds to σ t by the correspondence (2.16).
The converse is obtained similarly.
Isomonodromic deformations 4.a. Deformation of the solution to a Birkhoff problem
We give here an application of Theorem 1.2, inspired by [CG17a, Cor. 2.1]. We denote by Λ(t) the matrix diag(t 1 , . . . , t n ).
Notation 4.1.
(1) For a given matrix M , we denote by M = M + M the decomposition into the diagonal and non-diagonal part.
(2) For t o ∈ ∆, we decompose {1, . . . , n} = a∈A I a such that, for every a ∈ A, we have {i, j} ⊂ I a if and only if t o,i = t o,j .
Let t o ∈ T and let us fix a meromorphic connection on the trivial bundle on P 1 (endowed with affine coordinates z and ζ related by z = 1/ζ) with matrix in the basis e o given by The integrability condition is equivalent to the property that F 1 satisfies the isomonodromy differential system on W :
Since V is connected, the integrability property is then satisfied all over V . Let us set . Under Assumption 4.5, let M be the T -meromorphic flat bundle defined by (4.4 * ) on V × (C z , 0). Then there exists a unique z-formal base change F (t, z) = Id − j 0 F j (t)z j , with F j (t) holomorphic on V and F 1 (t) being the given holomorphic matrix, such that Proof. We follow [CDG17, Prop. 19 .3]. The existence on W of F satisfying (4.8 * ) and with given F 1 is standard (this is a variant of Lemma 4.3 in the case where Λ(t) is regular). Let us prove that it is unique and given by recursive formulas starting from F 1 . For that purpose, we will only need to know that F satisfies the first line of (4.8 * ) on W .
Setting Also, (A 1 F j ) = (A 1 F j ) .
Since Λ is regular on W , F j+1 is completely determined by F j and F 1 through
On the other hand, the diagonal part of (4.10) for j + 1 reads (4.11) F j+1 = (A 1 F j+1 ) /(j + 1), hence F j+1 is completely determined by F j+1 and F 1 , hence by F j and F 1 . For F 1 we obtain (4.12)
We then show that, since F also satisfies the second line of (4.8 * ) on W , the F j 's extend to V . The system of this second line on V can be written as
Denoting by E i the matrix having (E i ) ab = 1 if a = b = i and 0 otherwise, these equations are written
By (4.12), F 1 (hence F 1 ) extends holomorphically to V . For j 1, let us assume that F 1 , . . . , F j extend holomorphically to V . Then so does [F j+1 , E i ] for each i, therefore F j+1 also, hence F j+1 also, according to (4.11).
4.c. Application to the construction of Frobenius manifolds
It is known (see [Dub96, Th. 3 .2, p. 223]) that, given suitable initial data consisting of a diagonal matrix Λ(t o ) with pairwise distinct eigenvalues (i.e., t o / ∈ ∆), of a matrix V o such that V o − (w/2) Id is skew-symmetric for some integer w, and an eigenvector ω o of V o which has no zero entry, one can construct a Frobenius manifold structure on the complement of some hypersurface Θ in the universal covering T ∆ (see also [Sab07,  Corollary 4.13. Under Assumptions (a), (b) and (c) above, the infinitesimal period mapping attached to ω endows the manifold ( U (Θ∪Θ ωo ) with a Frobenius structure.
