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Abstract
High temperature plasmas are ubiquitous in high energy astrophysics and are becoming
increasingly accessible in the laboratory. This thesis is concerned with two interactions
that are important in these systems.
The first is the Coulomb interaction, which influences phenomena in systems rang-
ing from controlled fusion experiments to catastrophic astrophysical events. In many
of these cases, the motion of the electrons is relativistic. To account for this we extend
Spitzer’s famous work on dynamical friction in a plasma to relativistic interactions,
deriving the Fokker-Planck coefficients and test particle relaxation rates in the same
analytical form as Trubnikov’s classical results.
Following this, we present a self-consistent transport theory for a relativistic, mag-
netised plasma, including simple polynomial fits to the transport coefficients for various
values of atomic number. This is the relativistic generalisation of the work of Bragin-
skii and, within the confines of linear transport theory, is valid for all temperatures
and field strengths of interest. These results are subsequently verified using Monte
Carlo simulations, and the effects of non-Gaussian multiple scattering on transport in
a plasma are shown to be small.
Beyond relativistic corrections, high temperature plasmas are fundamentally dif-
ferent to their classical counterparts due to the possibility of pair production. One of
the primary mechanisms for this and the second interaction we consider is the Breit-
Wheeler process: the formation of an electron-positron pair in the collision of two
photons. Despite being the simplest way in which light can be converted into matter,
this process has never been directly observed in the laboratory. Here, we present a new
design of photon-photon collider, in which a laser wakefield-driven gamma-ray beam is
fired into the high temperature radiation field of a laser-heated hohlraum. On match-
ing experimental parameters to current facilities, Monte Carlo simulations suggest this
is capable of producing over 105 Breit-Wheeler pairs per shot.
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Chapter 1
Introduction
High temperature plasmas are found in some of the most extreme environments in the
universe. Having been ubiquitous shortly after the Big Bang [1], they now underpin a
variety of high energy astrophysical phenomena [2] and have recently started to become
producible in the laboratory through the use of high power lasers [3]. The behaviour
of these plasmas is often driven by elementary interactions between particles, and the
aim of this thesis is to better understand these interactions.
We take high temperature plasmas to mean those with a non-negligible reduced
electron temperature Θe ≡ kBTe/mec2, where kB is the Boltzmann constant, Te is
the electron temperature, me is the electron rest mass and c the speed of light in
vacuum. Physically, this can be interpreted as plasmas in which the electron motion is
relativistic, or those in which pair production and radiative processes are important. In
practical units, these systems have electron temperatures that are a significant fraction
of 511 keV.
Such plasmas feature throughout high energy astrophysics: in gamma-ray bursts
[4], active galactic nuclei [5], the centre of our galaxy [6] and pulsar wind nebulae
[7]. For example, in the case of gamma-ray bursts — although the physics remains
only partially understood — observations suggest that a hot fireball is produced in
a catastrophic event such as the merger of binary neutron stars or the collapse of
a massive star [4]. This fireball takes the form of baryons (primarily protons and
neutrons), relativistic electron-positron pairs, and radiation. Initially, the vast majority
of energy is held by the electrons, positrons and photons but, as the fireball expands, the
protons are accelerated to high Lorentz factors. This energy is later transferred back
to the electrons and positrons, which then emit the observed non-thermal radiation
through Compton and synchrotron processes [8].
A relativistic electron-positron plasma was also an elementary constituent to the
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universe in the lepton era, during which an equilibrium between the plasma and a
high temperature radiation field was mediated by pair production, annihilation and
scattering processes [1].
In this work, however, we are primarily motivated by laboratory high energy density
physics (HEDP) plasmas and, in particular, those formed through the use of high power
lasers. The two types of experiment that are of relevance to this thesis are outlined in
the subsequent sections of this chapter. Firstly, in §1.1 we review the ongoing efforts
to produce net energy gain through controlled thermonuclear fusion, as the plasmas
formed in fusion experiments represent the hottest thermal systems in the laboratory.
Subsequently, in §1.2, high intensity laser experiments are discussed, with particu-
lar attention paid to recent advances in laser-driven particle acceleration (§1.2.1) and
its increasing use in quantum electrodynamical (QED) experiments (§1.2.2). The irra-
diance of matter at high laser intensities leads to the generation of copious relativistic
electrons and, although the plasmas formed in this way are distinctly non-thermal, this
allows for various microphysical processes relevant to high temperature plasmas to be
studied.
An overview of the structure of this thesis is finally given in §1.3.
1.1 Controlled thermonuclear fusion
Achieving net energy gain from controlled thermonuclear fusion has been an area of
significant scientific interest for many decades [9]. The motivation for research in this
area is perhaps best explained as follows: energy use is strongly correlated with wealth
generation (Fig. 1.1), although the main drivers of this — fossil fuels — are both in
limited supply (Table 1.1) and contributing to rising global temperatures (Fig. 1.2) [10].
Fusion could potentially provide a viable alternative to fossil fuels and offers numerous
benefits over nuclear fission and other renewable schemes [11]; it is clean, safe and the
fuel is in almost inexhaustible supply.
The problem is that extracting net energy from fusion is very difficult to achieve
in a controlled manner. This difficulty arises from the need to confine the reactants
for a sufficient time for them to burn, which can be expressed in terms of the so-called
Lawson criterion [15]:
nτ = 3n
2kBT
PR
, (1.1)
where the product of density n and confinement time τ is known as the confinement
parameter, T is the temperature of the plasma, and PR is the power density released
from thermonuclear reactions. This simple relation provides the density and confine-
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Fig. 1.1 The energy use and gross domestic product (GDP) per capita of 161 countries in
2011. Source: IEA/OECD.
ment time required for the system to achieve break-even, that is, to produce as much
energy from thermonuclear reactions as that required to heat the plasma.
The temperatures required are typically very high1 (∼ 10 keV) because fusion cross
sections are heavily dependent on the centre-of-mass (CM) energy of the reacting nuclei.
The reaction between deuterium and tritium (DT),
D + T −→ 4He (3.5 MeV) + n (14.1 MeV), (1.2)
where 4He represents a helium nucleus (alpha particle) and n a neutron, is of most
interest in controlled fusion research, as its cross section is much larger than those of
reactions between other light nuclei and peaks at the relatively modest CM energy of
about 64 keV (due to a broad resonance of the formation for the 5He nucleus at this
energy) [17].
Even with the constraint that a high temperature is required, there are several
ways in which one could try to overcome the Lawson criterion. Over the past 50
years, two predominant approaches have emerged: magnetic confinement and inertial
confinement. This thesis is primarily concerned with the latter, inertial confinement
fusion (ICF).
1A notable exception to this is muon-catalysed fusion, which is able to take place at much lower
temperatures [16].
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Coal Natural gas Oil
Proved reserves 891,531 185.7 1,688
(at end of 2013) million tonnes trillion cubic metres billion barrels
Production 7,896 3.37 31.7
(2013) million tonnes trillion cubic metres billion barrels
Estimated lifetime 113 55.1 53.2
years years years
Table 1.1 Proved reserves and production of coal, natural gas and oil in 2013 as per Ref. [12].
Estimated lifetimes have been calculated as the ratio of these numbers, and as such they do
not take into account new discoveries or changes in production rates — both of which have
been significant over the past few decades [12].
1.1.1 Inertial confinement fusion
In ICF, a small spherical DT target is subject to intense laser-driven radiation, which
causes compression and heating to the densities and temperatures required for fusion.
There is no external force to confine the plasma; rather the aim is to place the reactants
in such a configuration that gain will be achieved before the system disassembles. The
inertia of the target in effect provides the confinement.
ICF seeks to achieve densities on the order of 1032 m−3 at temperatures of order
10 keV as a means to meet the Lawson criterion. Inserting these values into Eq. (1.1)
suggests that a confinement time of order 1 ps is required for break-even. In practice,
the requirements on the confinement time are much larger, to account for inefficiencies
in the laser system and in the conversion of energy from thermonuclear reactions.
Equation (1.1) relates to a steady state system, and a more relevant Lawson-like
criterion for the specific case of ICF can be obtained by considering a uniform sphere
of radius Rf , temperature T and mass density ρ [18]. The confinement time is given
approximately as the time taken for a rarefaction wave to travel from the surface to the
centre of the sphere [18]. Such a wave travels at the sound speed, Cs =
√
2kBT/〈mf〉,
where 〈mf〉 is the average ionic mass. The confinement parameter can therefore be
rewritten
nτ = ρRf〈mf〉Cs , (1.3)
demonstrating the importance of the areal density ρRf (or, more correctly for a target
of non-uniform density, 〈ρRf〉 = ∫ Rf0 ρdr) in achieving gain.
Clearly it is important to burn as much of the fuel as possible in order to maximise
gain. Fraley et al. [19] showed that the fractional burn of an ICF target fr, defined as
the ratio between the total number of fusion reactions and the initial number of DT
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Fig. 1.2 Global land-ocean temperature index (1880-2014) [13, 14].
pairs, is given approximately by
fr ≈ ρRf [gcm
−2]
6.3 + ρRf [gcm−2]
, (1.4)
which is valid for ρRf & 1 gcm−2 and 20 < T < 70 keV, where ρRf refers to the whole
fuel. For fr = 30%, ρRf ≈ 2.7 gcm−2 is required [19]; burning a higher fraction of fuel
becomes increasingly difficult due to fuel depletion.
This provides some insight into why hotspot ignition, in which only the centre of the
DT sphere is heated to a high temperature, is typically favoured over uniform heating
of the target. We can estimate the maximum gain of a uniformly-heated target to be
approximately G ≈ 20 by considering the ratio between the thermonuclear energy out
(17.6 MeV) and that required to heat the ions and electrons to a sufficient temperature
(≈ 4× 3/2kBT = 30 keV for two DT pairs at T = 5 keV), accounting for the fractional
burn of the target (fr ≈ 30%) and efficiency of laser-plasma energy coupling (10%).
This is insufficient for power production through inertial fusion, for which gains of
approximately G ≈ 30− 100 are required [18].
Gains through hotspot ignition schemes are likely to be much greater as only a
fraction of the fuel is heated, though these rely on both self-heating within the hotspot
and a propagating burn wave to ignite the rest of the fuel. It has been shown that areal
densities of ρRh > 0.3 gcm−2 (hotspot) and ρRf > 1 gcm−2 (whole fuel) are required
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for a burn wave to propagate [20].
Beyond the uniformity of heating, there are several variants of ICF. The main point
of distinction is the method of drive: direct or indirect. In direct drive, the fuel pellet
is irradiated directly by lasers, whereas in indirect drive, the target is placed inside
a gold or uranium cylinder known as a hohlraum [21]. The lasers strike the inside
wall of the hohlraum, causing X-rays to be reradiated which then drive the capsule.
The use of gold (Z = 79, where Z is the atomic number) or uranium (Z = 92) is
motivated by their high opacities, which cause the radiation to be trapped inside the
hohlraum, leading to very high temperature radiation fields. Direct and indirect drive
have various (dis-)advantages; the main advantage being the higher drive efficiency in
the case of direct drive and less drive asymmetry in the case of indirect drive. This
thesis is mainly concerned with the indirect drive approach and indeed it is this that
has been the focus of the vast majority of ICF research to date.
1.1.2 The National Ignition Facility
The National Ignition Facility (NIF) in Livermore, California, which became opera-
tional in 2009, is currently the centre of ICF research efforts. (A similar facility, Laser
Mégajoule or LMJ, is under development in Bordeaux, France.) The NIF laser system
comprises 192 beams, capable of delivering 1.8 MJ on target at a wavelength of 351
nm (frequency-tripled) in 4− 20 ns, corresponding to a maximum power of about 500
TW.
As the name suggests, the aim of the National Ignition Facility is to achieve ignition
through ICF. Ignition is defined as a scientific gain exceeding unity, which is when the
energy released in fusion reactions is greater than that delivered by the laser system
(1.8 MJ). This is, of course, a different (and more attainable) target than that of wall-
plug gain, where the energy in is defined as that taken from the grid; a metric that also
takes into account the inefficiencies in the laser system, which are significant. Ignition
clearly involves a burning plasma as well as, in the case of the setup used on NIF —
hotspot ignition — a propagating burn wave.
The approach that has been taken at NIF to try and achieve this is discussed in
detail in Refs. [21–23] and can be summarised as follows: the 192 beams (combined
into 48 quads) are focused onto the inside of a gold hohlraum, which is typically a few
mm in radius and around 10 mm in length, to produce near-thermal radiation fields
of around 300 eV [24]. Inside the hohlraum a small (∼ 1 mm radius) target is placed,
comprising an outer plastic ablator layer and inner DT ice layer, which encloses DT
gas (see Fig. 1.3).
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beamsAblatorDT gasDT ice
Fig. 1.3 Schematic of hohlraum and DT target central to current indirect drive ICF exper-
iments. Long-pulse laser beams irradiate the inside surface of the hohlraum, which re-emits
X-rays that drive the implosion of the target.
Irradiation of the target by the X-rays emitted from the hohlraum walls leads to the
ablation of the plastic layer and implosion of the fuel. By the end of the heating pulse,
the shell is travelling inwards at high speed (∼ 100 kms−1). Strong shocks propagate
through the fuel and converge at the centre, before being reflected. The gas behind the
reflected shock stagnates and, as the shock hits the inner surface of the shell, the shell
begins to decelerate. The shock then reverberates through the inner gas, producing a
spherical hotspot surrounded by the cold, dense fuel of the shell. At stagnation of the
implosion, a burn wave begins to propagate from the hotspot and the target explodes.
The various stages of the process are shown in Fig. 1.4.2 The burn phase takes place
between 17.0− 17.1 ns; we note that it is during this period that the vast majority of
neutrons (which carry about 80% of the energy produced in thermonuclear reactions)
are produced.
Despite radiation-hydrodynamic simulations suggesting gains of order 10 could be
achieved in this manner [21], at the time of writing, the maximum neutron yield
recorded on NIF is about 3 orders of magnitude below this [20]. The are various reasons
for this, although one of the primary challenges has proven to be the Rayleigh-Taylor
instability (RTI) [23, 26].
The RTI occurs when a pressure gradient is applied across the interface between
two fluids, such that the pressure is higher in the less dense fluid. Swapping two equal
volume elements between the fluids reduces the potential energy of the system, mean-
ing that if the interface is subject to small perturbations, these will grow rapidly in
time. In ICF this happens at: a) the ablation front during inward acceleration of the
2Note that this capsule and pulse differ slightly from the NIF point design [21].
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Fig. 1.4 medx simulation of the implosion, burn and disassembly of a spherical DT capsule.
Black lines represent the outer cell boundaries of the plastic ablator; navy the DT ice layer;
light blue the DT gas layer; and, within the sub-plot, the red line indicates the cumulative
neutron yield. Ablation of the plastic capsule occurs at an increasing rate from the start of
the heating pulse (t = 0), causing implosion of the fuel which reaches its maximum velocity
at t ≈ 16 ns. Stagnation occurs at t ≈ 17 ns, followed by a short burn phase (lasting
approximately 100 ps) and disassembly of the target. This figure has been adapted from
Ref. [25] with permission from Elsevier.
capsule; and b) the stagnation of the implosion. In both cases the Richtmyer-Meshkov
instability, which can take place when shock waves pass through an interface, produces
seeds which are amplified by RTI. This prohibits the densities and temperatures re-
quired for a propagating burn wave from being reached. Because of this, the highest
neutron yields to date have been measured on shots with a low convergence ratio as
this limits the asymmetries from RTI (the so-called ‘high-foot’ campaign) [20].
1.2 High intensity laser plasma interactions
Inertial confinement fusion utilises long pulse lasers, which can provide megajoules of
energy on a nanosecond timescale, in order to achieve bulk heating and compression
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of targets.
Short- or ultra-short pulse lasers, which typically have picosecond or shorter pulse
durations, are also used widely in HEDP experiments. These provide much less energy
than long-pulse lasers, but are typically focused down to smaller spot sizes and this,
in combination with their much shorter pulse lengths, means they can achieve much
higher intensities. Since the invention of chirped pulse amplification (CPA) in 1985
[27], the maximum intensity of such lasers has increased almost exponentially, with
the current record standing on the order of 1022 Wcm−2 [28]. Next generation facilities
promise intensities of 1023 Wcm−2 and beyond [29].
Short-pulse lasers have found a plethora of applications [30], including: X-ray back-
lighting of long-pulse experiments [31]; fast heating of solid targets (of particular rele-
vance to the fast ignition inertial fusion scheme [32]); synchrotron imaging [33]; proton
radiotherapy [34]; and the production of radioactive nuclides [35]. Of particular inter-
est in this work is laser-driven electron acceleration, which has seen a significant level
of development in the last decade or so and is the subject of the following section.
1.2.1 Laser plasma acceleration
Plasmas are naturally suited to the acceleration of particles, due to their ability to
support almost arbitrarily large electromagnetic fields. Indeed, the most energetic
particles in the universe are produced through plasma acceleration mechanisms [36, 37].
Laboratory-based plasma acceleration was first proposed by Veksler at a CERN
workshop in 1956 [38], where he suggested using an electron bunch to drive protons to
TeV energies in a plasma. Somewhat later in 1979, Tajima and Dawson [39] proposed
that instead of the electron beam an intense laser pulse could be used as the driving
force. Today, there is significant interest in both beam and laser plasma acceleration as
either a replacement or complement to conventional radio-frequency (RF) accelerators,
which are widely used in high energy physics. RF accelerators have maximum acceler-
ating gradients of order 100 MVm−1, which are limited by electrical breakdown of the
vacuum. On comparing this with the energies required for modern high energy physics
experiments — for example, the 7 TeV protons used at the Large Hadron Collider
— the reason for the ever-increasing size, scale and therefore expense of high energy
facilities is clear.
Plasma-based accelerators potentially offer a solution to this, as they clearly do not
suffer the problem of electrical breakdown and can support fields of many GVm−1 at
moderate gas densities. Although beam-driven plasma acceleration has taken signifi-
cant strides in recent years [40, 41], this thesis is concerned with laser plasma accel-
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eration; it is both more compact than beam-driven acceleration and can be achieved
using an all-optical laser setup.
The underlying physical principle of laser plasma acceleration is that, as intense
laser light travels through an underdense plasma, it excites an electromagnetic wake
through the ponderomotive force created by the photons [39]. The wake plasma wave
is longitudinal with frequency
ωp =
(
nee
2
me0
)1/2
(1.5)
(the plasma frequency), where ne is the electron density, e is the elementary charge
and 0 is the permittivity of free space. The phase velocity of this wave is given by
vp = c(1 − ω2p/ω20)1/2, where ω0 is the frequency of the incident laser wave packet. As
required for an efficient accelerating structure, this is typically very close to the speed
of light in vacuum, c.
These wake plasma waves are most effectively generated when the laser wave packet
is shorter than the plasma wavelength
λp =
2pic
ωp
. (1.6)
In fact, the wake is maximised when cT0 = λp/2, where T0 is the duration of the
incident laser wave; this is the so-called laser wakefield acceleration (LWFA) regime.
In the ideal case, the high intensity laser pulse expels the electrons from the vicinity
of the beam axis, with the less mobile ions remaining stationary; thus an ion cavity
or bubble is formed. Strong transverse focusing forces are set up within the bubble,
together with a steep longitudinal accelerating gradient. Electron bunches may become
trapped in the bubble and, on doing so, are accelerated to very high energies. This is
typically referred to as the bubble or blow-out regime, an example particle-in-cell (PIC)
simulation of which is shown in Fig. 1.5. This shows the bubble formation, strong
longitudinal electric field and very high (GeV) electron energies produced after a 100
TW, 30 fs laser pulse has travelled 5 mm through 4× 1024 m−3 helium.
Although the lasers required for LWFA were not available when Tajima and Dawson
first proposed the concept [39], there has been significant development in this field in
the past decade as intensities have increased. The production of quasi-monoenergetic
electron beams through LWFA (bubble regime) was first reported in 2004 [42–44],
with energies of up to 170 MeV observed. These energies have since increased to the
GeV scale [45–47], with the current record of 4 GeV set in 2014 [48]. Laser wakefields
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Fig. 1.5 epoch simulation of the acceleration of an electron bunch up to 1 GeV after 5 mm
propagation of a 100 TW, 30 fs pulse with f/20 focusing in 4×1024 m−3 helium. Plots depict
the electron density, longitudinal electric field and electron momentum spectrum respectively.
The simulation space was 12, 000× 1, 000 cells (32 cells per λ in the longitudinal direction, 8
cells per λ in the transverse direction), with one alpha particle and four electrons per cell.
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typically contain of order 109 electrons, corresponding to a few 100 pC charge, and
have mrad-scale divergences.
Although LWFA is the most effective laser-driven acceleration mechanism, there
are several others. Of particular note is self-modulated laser wakefield acceleration
(SMLWFA), in which the pulse splits into a series of shorter pulses — each modulated
to the plasma wavelength — through the Raman forward scattering instability [49].
At very high intensities, the laser can also directly accelerate the electrons through
a process called direct laser acceleration (DLA). In this case, the ponderomotive force
created by the photons expels the electrons to create a channel with a radial electric
field, and an azimuthal magnetic field is also generated by any electrons that are
injected into the channel. These electromagnetic fields contain the injected electrons
and can effectively accelerate them. Quasi-Maxwellian electron beams3 extending up
to several 100s of MeV, with divergences of a few degrees, have been measured from
this mechanism [50, 51].
For further details of these and other laser plasma acceleration mechanisms, the
reader is referred to Ref. [52]. Having discussed the basic physical basis of laser-driven
electron acceleration, we now turn our attention to what has emerged as one of its
primary applications; the study of quantum electrodynamics.
1.2.2 Laser-based QED experiments
Quantum electrodynamics is founded upon the Dirac equation [53], which was the
first theory to successfully unify special relativity and quantum mechanics in 1928. A
flurry of activity followed thereafter — both theoretical and experimental — includ-
ing the prediction [54] and detection [55] of the positron, a quantum description of
bremsstrahlung (braking radiation) [56], electron-electron [57] and electron-positron
[58] scattering, and the observation of one- [59] and two- [60] photon annihilation. By
the mid 1930’s, the simplest interactions between electrons and photons had been both
described and observed (with the notable exception of the scattering of two photons,
which still eludes us today).
Advancing beyond first-order perturbation theory was not at first possible due to the
presence of infinities in calculations; it was not until around 1950 that these problems
were circumvented through renormalisation [61]. QED has since become the most
successful of all physical theories, in terms of the accuracy to which it has predicted
experimental quantities, e.g., the anomalous magnetic moment of the electron [62] and
the Lamb shift [63].
3Note that these distributions are far from thermal as they are highly anisotropic.
1.3 Structure of thesis 26
However, in recent years, there has been a renewed interest in the subject within
the context of high intensity laser experiments, as the very high energy densities lasers
are able to produce allows various QED processes to be probed. Firstly, by producing
relativistic electrons — either through laser-solid interactions or acceleration in under-
dense gases (as in the previous section) — it is possible for lasers to create high positron
densities. A significant motivation for this is the production of an electron-positron
plasma [64, 65], which as we have seen has relevance to both high energy astrophysics
and the early universe.
Secondly, continuing increases in laser intensities are beginning to allow for the
possibility of studying strong field QED. Under the influence of an intense electro-
magnetic field, the vacuum spontaneously breaks down to form electrons and positrons
[66, 67]. This and other strong field processes [68] become significant at the critical field
Ec = m2ec3/e~ ≈ 1.32× 1018 Vm−1 where e is the elementary charge and ~ the reduced
Planck constant. This corresponds to a laser intensity on the order of 1029 Wcm−2,
which is many orders of magnitude above what is currently achievable. However, by
using relativistic probe electrons, it is possible to reduce the intensities required signif-
icantly (effectively by the Lorentz factor of the electron, γ). Recently much theoretical
work has been performed on how to achieve this using current- and next-generation
technology [69], as has already been done several times in the laboratory [70–72].
1.3 Structure of thesis
Chapter 2 outlines the theoretical background to this work. The basis for the kinetic
theory of plasmas is first discussed in §2.1, starting with the most exact descriptions of
a classical plasma, and gradually working towards those which are more approximate
yet more tractable. Following this, in §2.2, an overview of the QED processes that are
important in high temperature plasmas and high intensity laser fields is provided.
Chapter 3 is the first of four chapters of original work. In this chapter the rela-
tivistic Fokker-Planck coefficients for a Maxwellian background (§3.1) and test particle
relaxation rates (§3.2) are derived in a simple analytical form. These are the exact
relativistic analogues to those of Spitzer [73]. A discussion of these results is presented
in §3.3 and their limits of validity in §3.4, including a discussion on the effects of
bremsstrahlung at various energies.
Chapter 4 follows on from this by providing a self-consistent transport theory for
relativistic plasmas. This chapter is the relativistic generalisation to the results of Bra-
ginskii [74]. The transport coefficients for a Lorentzian plasma are derived analytically
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in §4.1 and those for a plasma with finite atomic number are calculated numerically in
§4.2. In §4.3 polynomial fits are given for these coefficients such that they may be used
in radiation hydrodynamic simulations of high temperature plasmas. A discussion of
these results is presented in §4.4 before we outline the limits of validity of this work in
§4.5.
Chapter 5 provides results from Monte Carlo simulations of the Coulomb inter-
action in a high temperature plasma and serves three purposes. First, we outline the
general Monte Carlo method and the specific numerical scheme used in this work in
§5.1. Simulations are then used to benchmark the analytical results of the two previous
chapters in §5.2. Finally, in §5.3, we present numerical studies of physics beyond the
Fokker-Planck approximation, specifically the effect of non-Gaussian multiple scatter-
ing on transport in a plasma.
Chapter 6 outlines an experimental scheme designed to detect the Breit-Wheeler
process for the first time. Previous laser-based antimatter experiments are first dis-
cussed in §6.1. An overview of our experimental scheme is then given in §6.2, with
particular details of the bremsstrahlung source and photon scattering in the X-ray
bath given in §6.2.1 and §6.2.2 respectively. Monte Carlo simulations are presented in
§6.3 to corroborate our simple estimates. §6.4 deals with the important issue of how
to detect the Breit-Wheeler pairs and §6.5 then discusses potential extensions of the
scheme at higher electron energies.
Finally, in Chapter 7, we summarise the main results of this thesis and discuss
the various paths that have opened for future work.
Chapter 2
Theoretical background
Chapter 1 discussed how high temperature plasmas may be formed in the laboratory
in ICF and high intensity laser-plasma experiments. The purpose of this chapter is to
introduce the various theoretical descriptions of these systems.
Firstly, in §2.1, we outline the salient results of kinetic theory, which describe the
way in which charged particles interact in a plasma. Beginning with the description
that involves the fewest approximations, our discussion gradually works towards those
that are more confined in their validity but are analytically more tractable. These
results form the basis of the work presented in Chapters 3 to 5 of this thesis.
As the temperature of a plasma approaches the electron rest mass, pair production
and radiative effects also become important. In §2.2.1 the various pair producing and
radiative QED processes that are important in high temperature plasmas are therefore
discussed; these are pertinent to the work of Chapter 6. Our final topic of study is
strong field QED, which we review in §2.2.2 due to its relevance to high intensity laser
experiments.
2.1 Kinetic theory of plasmas
Plasmas are many-body systems, in which the number of particles routinely reaches of
order 1020 in high power laser experiments1 and many orders of magnitude beyond in
astrophysics. Describing the behaviour of such large, integrated and inherently non-
linear systems necessarily involves various approximations. This is the aim of kinetic
theory.
We begin in §2.1.1 by outlining the derivation of the Klimontovich equation, which
1For example, in a NIF hohlraum, ionised gas densities (1027 m−3) are produced over of order 10−7
m3 [21].
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is an exact description of the microscopic behaviour of a classical plasma. By taking
ensemble averages of this equation, we then in §2.1.2 introduce the Boltzmann equa-
tion, which is widely used in this thesis. §2.1.3 introduces the Fokker-Planck collision
operator and its use in describing charged particle interactions. Collisions cause a
plasma to tend towards equilibrium and, in §2.1.4, the distribution that describes rela-
tivistic particles in equilibrium is introduced. In §2.1.5, we outline how the distribution
function and collision operator can be expanded as a means to solve the Boltzmann
equation. Finally, in §2.1.6, an introduction to the linear transport theory of plasmas
is provided.
As we are interested in plasmas in which the electron’s thermal velocity approaches
c ≈ 2.998× 108 ms−1, the kinetic theories we focus on are all relativistically correct.
2.1.1 The Klimontovich equation
We begin by considering the ith particle in a plasma containing N particles of species
a. According to classical electrodynamics, the particle’s dynamics are determined by
ma
dui
dt
= qa[EM(ri, t) + vi ×BM(ri, t)], (2.1)
γi
dri
dt
= ui, (2.2)
where ri(t) and ui(t) are its instantaneous position and momentum per unit mass at
time t, ma and qa are the mass and charge of the particle, γi = (1 + |u2i |/c2)1/2 its
Lorentz factor, vi its velocity, and EM(ri, t) and BM(ri, t) are the microscopic electric
field strength and magnetic flux density at the particle; due to all other particles in
the system as well as any external fields. Given N individual particle trajectories ri
and ui, we can write the density functional of the system as [75]
Fa(r,u, t) =
N∑
i=1
δ[r− ri(t)]δ[u− ui(t)], (2.3)
where δ(x) is the Dirac delta function. Fa records the position and momenta of each
particle as a function of time, and its normalisation satisfies
na(r, t) =
∫
Fa(r,u, t)d3u =
N∑
i=1
δ[r− ri(t)], (2.4)
where na is the density of species a.
The electric field EM and magnetic field BM that appear in Eq. (2.1) are determined
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by Maxwell’s equations:
∇ · EM = ρ
M
0
, (Gauss’s law)
∇ ·BM = 0, (No magnetic monopoles)
∇× EM = −∂B
M
∂t
, (Faraday’s law)
∇×BM = µ0JM + µ00∂E
M
∂t
, (Ampère’s law)
in which ρM is the microscopic charge density, JM is the microscopic current density,
and 0 and µ0 are the permittivity and permeability of free space respectively.
The complexity and non-linearity of a plasma stem from the fact that the charge
and current densities are functions of the individual particle trajectories ri and vi,
ρMa (r, t) = qana(r, t) = qa
N∑
i=1
δ[r− ri(t)], (2.5)
JMa (r, t) = qa
N∑
i=1
viδ[r− ri(t)], (2.6)
which, as we have seen, are themselves functions of EM and BM .
The Klimontovich equation can be derived by taking the partial and total deriva-
tives of Eq. (2.3) with respect to time, which, after some manipulation [75], yields
∂Fa(r,u, t)
∂t
+ v · ∂Fa
∂r + qa
(
EM + v×BM
)
· ∂Fa
∂u = 0. (2.7)
Within the confines of classical electrodynamics, the Klimontovich equation is an
exact description, although it is very difficult to deal with analytically due to the
highly singular nature of the density functional F . Despite this, it may be solved
numerically under various approximations using the particle-in-cell (PIC) method [76].
PIC simulations operate by discretising Eqs. (2.1) and Maxwell’s equations in time and
space, and “pushing” pseudo-particles (each typically representing more than one real
particle) along their trajectories, whilst self-consistently updating the electromagnetic
fields. Modern supercomputers are able to perform these calculations with systems
described by over 1010 pseudo-particles [77].
Although PIC simulations have been found to accurately describe the physics of
various systems (particularly intense laser interactions in low density gases), such a
description requires modifications to account for atomic physics, non-ideal equations
of state and — of pertinence to this work — radiative and pair production effects.
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2.1.2 The Boltzmann equation
As we have seen, the Klimontovich equation is exact though unwieldy. In order to
proceed analytically, we must smooth the discontinuities by taking an ensemble average
of the density functional over infinite realisations of the system. Doing so yields
Fa = fa(r,u, t), (2.8)
where fa(r,u, t) is the one-particle probability distribution function (PDF) of species
a [78]. The PDF and can be defined as follows [79]: an observer O, who measures a
system of N particles at time t, finds
Nf(r,u, t)d3rd3u (2.9)
in a volume element d3r located at r, having a momentum u within a range d3u. A
second observer O′, who is travelling with a relativistic velocity with respect to O, will
measure another distribution, f ′. As was first proven by van Kampen [79],
f(r,u, t) = f ′(r′,u′, t′) (2.10)
where (r,u, t) and (r′,u′, t′) are related by Lorentz transformations; that is, the one-
particle PDF is a Lorentz invariant. It has further been shown that [79]
∫
f(r,u, t)d3rd3u =
∫
f ′(r′,u′, t′)d3r′d3u′, (2.11)
such that both f and f ′ satisfy the normalisation condition simultaneously. Note that
the distribution function is necessarily defined in momentum rather than velocity space
when describing relativistic particles, as otherwise it is not a Lorentz invariant.
We can define the statistical fluctuations δFa of the density functional about the
ensemble average as follows:
Fa(r,u, t) = fa(r,u, t) + δFa(r,u, t), (2.12)
and, in an similar way, we may also express the electromagnetic fields as
EM(r,u, t) = E(r,u, t) + δE(r,u, t), (2.13)
BM(r,u, t) = B(r,u, t) + δB(r,u, t), (2.14)
where EM = E and BM = B are the macroscopic (smoothed) fields. On substituting
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this representation into Eq. (2.7) and taking an ensemble average, we arrive at
∂fa
∂t
+ v · ∂fa
∂r + qa (E + v×B) ·
∂fa
∂u = −qa
(
(δE + v× δB) · ∂(δFa)
∂u
)
= Ca/b, (2.15)
where we have used δE = 0, δB = 0 and δFa = 0 (i.e., the mean value of statistical
fluctuations is zero). This can be recognised as a form of the Boltzmann equation and
bears similarity to Eq. (2.7), with the notable exception that the right-hand side is
here given by the collision term Ca/b.
Ca/b includes the effects of microscopic charge fluctuations at each particle and de-
scribes collisional behaviour. By contrast, the left-hand side of the Boltzmann equation
deals with smoothed fields and describes collective behaviour. (Note that collisional
and collective phenomena are both captured in the left-hand side of the Klimontovich
equation, Eq. (2.7).) The transition between these two types of behaviour takes place
at approximately the Debye length λD = (0kBTe/nee2)1/2; the interaction between
charged particles manifests itself as collisions for distances r < λD, and as collective
behaviour for r > λD.2
In the case where Ca/b = 0, Eq. (2.15) reduces to the Vlasov equation [81], which
is used extensively to describe collisionless plasmas. However, in this work we are
interested in particle collisions,3 which — in the case of the Coulomb interaction —
are typically described using the Fokker-Planck collision operator, which is the subject
of the next section. A full (and lengthy) derivation of how the Fokker-Planck operator
may be derived from the right-hand side of Eq. (2.15) is given in Ref. [75].
2.1.3 The Fokker-Planck collision operator
In a plasma, distant encounters dominate over close encounters [73] and the motion of a
particular particle (which we will call a test particle) is the result of small deflections due
to its interaction with many other particles (referred to as field particles). The resulting
behaviour can be likened to Brownian motion in a fluid, and a similar mathematical
treatment can be applied to describe the kinetics of both types of system [73, 82].
Landau was the first to derive a collision operator describing small-angle interactions
2This interpretation relies on the fact that an individual charge is screened at distances of order
λD due to Debye shielding, which takes of order 1/ωp to be established [80]; we assume this to be the
case.
3Collisionless processes are ignored throughout this work.
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in a plasma, which is given by the general form [83]
Ca/b = −Γ
a/b
2
∂
∂u ·
∫
U(u,u′) ·
(
fa(u)
∂fb(u′)
∂u′ −
ma
mb
fb(u′)
∂fa(u)
∂u
)
d3u′, (2.16)
with
Γa/b = nbq
2
aq
2
b ln Λa/b
4pi20m2a
,
where nb is the density of the background, qa and qb are the species charges, ln Λa/b is
the Coulomb logarithm and 0 is the permittivity of free space.
The Coulomb logarithm is an artefact of an integration over angles from the mini-
mum scattering angle θmin to pi, and is given by [84]
ln Λa/b = ln
(
1
tan(θmin/2)
)
. (2.17)
Integrating over all angles (i.e., taking θmin = 0) leads to a divergent expression; a
fact that can be attributed to the slow fall off of the Coulomb potential [80], or the
assumption that interactions take place instantaneously [85]. To avoid this, we set θmin
to be a physically motivated, non-zero value. Many authors have set it on the basis of
Debye shielding, which in effect results in the Coulomb force on the test particle being
cut off at distances greater than the Debye length λD [73, 80, 85]. Others determine
θmin by the minimum momentum transfer — that of the excitation of a single plasmon
— which, for a relativistic plasma, gives θmin ∼ ~ωp/kBT , where ωp is the plasma
frequency [Eq. (1.5)] and ~ is Planck’s constant [86, 87]. It is, of course, important
to calculate the logarithm as accurately as possible, although its exact form is not
considered further in this work.
In the relativistic case, the kernel U(u,u′) of Eq. (2.16) was first found by Beliaev
and Budker [88] and is given by4
U(u,u′) = r
2
γγ′(r2 − 1)3/2c3 [(r
2 − 1)c2I− uu− u′u′ + r(uu′ + u′u)], (2.18)
where γ = (1 + |u|2/c2)1/2, γ′ = (1 + |u′|2/c2)1/2, r = γγ′ − u · u′/c2, I is the unit
diagonal second-order tensor and
∂
∂u′ · U(u,u
′) = 2r
2
γγ′(r2 − 1)3/2 (ru− u
′). (2.19)
4Akama separately obtained this expression using a quantum electrodynamical treatment [84].
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For cases in which |v ·v′|  c2, the kernel reduces to the widely-used result of Landau,
U = (|s|2I − ss)/|s|3, where s = v − v′ is the relative velocity [83]. Note that, even
though U is not a simple function of v − v′ in the relativistic case, U · (v − v′) = 0
remains satisfied, as is required for the collision operator to vanish in equilibrium [89].
Using integration by parts, the collision operator can be rewritten:
Ca/b = − ∂
∂u · S = −
∂
∂u ·
(
Fa/b
ma
fa − Da/b · ∂fa
∂u
)
, (2.20)
in which S represents the particle flux in momentum space due to collisions. This is
expressed in terms of the force of dynamical friction Fa/b and diffusion tensor Da/b,
which are given by
Fa/b(u) = −Γ
a/b
2
m2a
mb
ln Λa/b
∫ ( ∂
∂u′ · U(u,u
′)
)
fb(u′)d3u′, (2.21)
Da/b(u) = Γ
a/b
2 ln Λ
a/b
∫
U(u,u′)fb(u′)d3u′. (2.22)
Fa/b and Da/b do not have any physical significance in themselves [80]. However,
as well we shall see in Chapter 3, they can be related to the momentum loss 〈∆u〉/∆t
and diffusion 〈∆u∆u〉/∆t rates of a test particle as it moves within a plasma: Fa/b is
a simple function of the two rates and Da/b is trivially related to 〈∆u∆u〉/∆t. These
relations allow us to restate the collision operator as
Ca/b = − ∂
∂u ·
〈∆u〉
∆t fa +
1
2
∂2
∂u∂u :
(〈∆u∆u〉
∆t fa
)
, (2.23)
which is the Fokker-Planck form. We will not deal with this formulation explicitly,
although it is useful to note that this is effectively a Taylor expansion in momentum
space, which has been truncated at the second term. All higher order terms are ne-
glected on the basis that deflections in momentum space are small or, equivalently, that
these terms form integrals over scattering angles that are not logarithmically divergent
(i.e., not proportional to ln Λa/b). The Fokker-Planck description of interactions in a
plasma is therefore of logarithmic accuracy and only well defined when ln Λa/b is large.
Dynamical friction and diffusion cause a system to relax towards statistical equilib-
rium over time. We now consider the one-particle distribution that describes a system
of relativistic particles in equilibrium: Jüttner’s distribution.
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2.1.4 Jüttner’s distribution
The equilibrium distribution for relativistic particles is given by
fJ(u) =
n exp(−γ/Θ)
4pic3ΘK2(1/Θ)
, (2.24)
which was first found by Jüttner in 1911 through the use of the maximum entropy
principle [90]. Here Kν is the νth-order Bessel function of the second kind (see Ap-
pendix B for further details of these functions). The average energy per particle can
be obtained by logarithmic differentiation of the normalisation constant [78]:
〈γ〉 = − ∂
∂(1/Θ) ln {ΘK2(1/Θ)}
= 3Θ + K1(1/Θ)
K2(1/Θ)
. (2.25)
In the two limits of extreme temperature, this can be expanded to give
lim
Θ→0
〈γ〉 = 1 + 32Θ +
15
8 Θ
2 +O(Θ3), (2.26)
lim
Θ→∞
〈γ〉 = 3Θ + 12Θ
−1 + 14Θ
−3[γE − ln(2Θ)] +O(Θ−5), (2.27)
where γE is Euler’s constant. There has been some debate as to the accuracy of
Eq. (2.24) over the past few decades, as it is not manifestly covariant (i.e., written in
terms of four-vectors) [78]. However, recent numerical simulations in d = 1, 2, 3 dimen-
sions have corroborated its validity as the relativistic generalisation to the Maxwell-
Boltzmann distribution [91–93], and recently it has been rewritten in a manifestly
covariant form [94]. Monte Carlo simulations presented in Chapter 5 of this thesis also
show that a system of relativistic particles relaxes to the Jüttner distribution.
The momenta of non-relativistic particles in equilibrium are described by the Maxwell-
Boltzmann distribution,
fM(v) =
n exp(−mv2/2kBT )
(2pikBT/m)3/2
. (2.28)
As we are interested in relativistic plasmas in this thesis, the terms Jüttner’s dis-
tribution and Maxwellian distribution will be used interchangeably from this point
onwards. In the next section we outline the expansion of the distribution function
about equilibrium as a means to solve the Boltzmann equation.
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2.1.5 Linearisation of the Boltzmann equation
Directly solving the Boltzmann equation is extremely difficult, due in the main part
to the complexity of the collision term, Eq. (2.20). In Chapter 3 we will see that in
the particular case of a test particle interacting with a Maxwellian background, simple
analytical expressions can be derived. However, in the more general case, it is necessary
to make an expansion of the distribution function and collision operator, and one means
of doing this is through the use of Cartesian tensors, e.g.,
f(r,u, t) =
∞∑
l=0
{fl(r, u, t)}...l{ul}
ul
, (2.29)
where
{fn(r, u, t)}...l{ul} =
∑
ijk
f(l)...kjiu
iujuk . . .
with i, j, k, etc. each referring to the x, y or z axes. The first three terms are given by
f(r,u, t) = f0(r, u, t) + f1(r, u, t) · u
u
+ f2(r,u, t) :
uu
u2
+ . . . , (2.30)
where f0(r, u, t) is the isotropic part of the distribution that describes the temperature
and number density of the plasma, f1 is the anisotropic part of the distribution that
leads to the current and heat flow, and f2 accounts for the effects of pressure anisotropy
on transport.
It is then possible to derive equations governing the time evolution of each of these
terms; the f0 and f1 equations are given by
∂f0
∂t
+ v3
∂
∂r · f1 +
qe
3meu2
∂
∂u
(u2E · f1) = C0, (2.31)
∂f1
∂t
+ v∂f0
∂r +
qe
me
E∂f0
∂u
+ qe
γme
B× f1 = C1, (2.32)
where we have neglected terms in f2. Note that these equations are coupled; to deter-
mine the evolution of f0, we must also know that of f1.
The collision terms C0 and C1 are complex, particularly in the relativistic case [95],
and so we defer providing their explicit forms until required in Chapter 4. At this
point, it is sufficient to note that this formulation relies on the linearisation of the
self-collision operator, e.g., in the case of the self-interaction of species a [96]:
C
a/a
lin (fa0 + fa1 · u/u, fa0 + fa1 · u/u) = Ca/a(fa0, fa0) + Ca/a(fa0, fa1 · u/u)
+ Ca/a(fa1 · u/u, fa0) + Ca/a(fa1 · u/u, fa1 · u/u).
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It is also possible to expand the distribution and collision operator in spherical
harmonics, e.g.,
f(r,u, t) =
∞∑
l=0
l∑
m=−l
fml (r, u, t)P
|m|
l (cos θ)eimφ, (2.33)
where f−ml = (fml )∗. This is formally equivalent to the Cartesian tensor expansion [97],
and we shall use both formulations in this thesis.
In the next section, we will consider one of the main applications of this; the
development of classical transport theory.
2.1.6 Classical transport theory
By taking moments of the f1 equation [Eq. (2.32)] it is possible to derive the classical
transport relations of a plasma, which describe the current and heat flow in terms of
the applied electromagnetic fields and local thermodynamic gradients.
In this work we adopt the notation of Braginskii [74], who obtained the follow-
ing expressions for the electric field E (Ohm’s law) and total heat flow q (heat flow
equation):
enE = −∇p+ j×B +α · j/ne− nkBβ · ∇T, (2.34)
q = −κ · ∇T − β′ · jkBT/e, (2.35)
where p is the scalar pressure, T is the temperature, e is the elementary charge, j is
the electric current and B is the magnetic flux density. α, β, κ are the electrical
resistivity, thermoelectric and thermal conductivity tensors, respectively, and, for a
non-relativistic plasma,
β′ = β + 52 I, (2.36)
where I is the unit diagonal second-order tensor.
The derivation of the transport equations is dealt with in detail in Chapter 4, for
the case in which the electrons are relativistic. Here we note that obtaining Eqs. (2.34)
and (2.35) is contingent upon us neglecting the time derivative of f1 (which becomes
∂j/∂t in the generalised Ohm’s law [98]), and we are thus dealing with steady-state
quantities. In any real plasma, it will take a finite time for this state to be reached, as
shown explicitly through Monte Carlo simulations in Chapter 5.
The transport coefficients that appear in Braginskii’s theory, which we denote in
general by the symbol ϕ, are typically expressed in terms of their components relative
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to the magnetic field vector b = B/|B| and driving force s by using
ϕ · s = ϕ‖b(b · s) + ϕ⊥b× (s× b)± ϕ∧b× s, (2.37)
where ϕ ∈ {α,β,κ}, s ∈ {E,∇T} and the negative sign applies only in the case
ϕ = α. This geometry is shown in Fig. 2.1.
z
x yb× s
b× (s× b)
b
s
Fig. 2.1 The geometry used in our description of transport, as per Eq. (2.37). The tensorial
transport coefficients are described by their components in the b (‖), b × (s × b) (⊥) and
b× s (∧) directions.
For reference, we note that the notation typically used for non-magnetised plasmas
is that of Spitzer and Härm [99], whose transport relations are
j = σE + A∇T, (2.38)
q = −BE−K∇T, (2.39)
where σ and K are the electrical and thermal conductivities respectively, and A and
B are the thermoelectric coefficients. (The uppercase A and B are used to distinguish
these from the Braginskii coefficients). A simple relationship exists between the two
sets of coefficients:
σ = n
2q2e
α‖
, A = n2qekB
β‖
α‖
,
B = n2qekBT
β′‖
α‖
, K = κ‖ + n2k2BT
β‖β′‖
α‖
.
where the subscript ‖ denotes the tensorial component parallel to the magnetic field.
Spitzer’s effective thermal conductivity K ′ [99] is equivalent to κ‖.
Although we do not consider it explicitly in this work, the next level of approxi-
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mation, and one that is very frequently used, is magnetohydrodynamics (MHD). The
MHD equations can be derived by taking moments of the Boltzmann equation, corre-
sponding to the conservation of mass, momentum and energy of the plasma [74, 100].
This method of taking moments is performed under the assumption of local thermo-
dynamic equilibrium, that is, the distribution function is described by a Maxwellian at
each point in space. However, in order to close the MHD equations it is necessary to
specify a heat flow. Assuming the distribution is not much perturbed from equilibrium,
we can use the approach above and, indeed, this is the main use of classical transport
theory.
2.2 Quantum electrodynamics
Having reviewed the various classical descriptions of a plasma, in this section we con-
sider the quantum electrodynamical processes relevant to this work. These can be
categorised into linear or perturbative QED processes, which are discussed in §2.2.1,
and the QED processes that become accessible in a strong electromagnetic field, which
are the subject of §2.2.2.
2.2.1 QED processes in high temperature plasmas
Many low temperature plasmas are classical and their behaviour is therefore accurately
described by the theory outlined in the previous section.
However, as the temperature of a plasma is increased, radiative processes become
increasingly important, because: a) the cross sections for both electron-nucleus and
electron-electron bremsstrahlung scale strongly with the energy of the particles when
E . mec2 [101];5 and b) for plasmas in the presence of a magnetic field, the total power
radiated by synchrotron processes scales as γ2 [102]. A radiation field is therefore an
inherent component of a high temperature plasma.
In addition, for temperatures at which the centre-of-mass (CM) energy of an in-
teraction can exceed 2mec2, the nature of a plasma fundamentally changes due to the
possibility of pair production. Electron-electron, electron-photon and photon-photon
collisions can all lead to the production of electron-positron pairs and the final of these,
the Breit-Wheeler process (γγ′ → e+e−), is that of particular interest in the latter part
of this work. In the context of a relativistic plasma, this can cause highly non-linear
5In fact, as we will see in Chapter 6, it is bremsstrahlung that is the dominant energy loss mechanism
for an electron at very high energies.
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dynamics, and processes between photons, electrons, positrons and ions must be ac-
counted for in order to obtain an accurate description of the plasma.
Table 2.1 lists the relevant QED processes of order α2 and α3 in the coupling
constant (as well as double pair production, which is of order α4) for an electron-
positron plasma. Electrons, positrons and photons are referred to here as e−, e+ and
γ respectively. A similar listing is provided for QED interactions with a nuclear field
Z in Table 2.2. For very high temperature plasmas, pair production processes between
protons may also become significant [103].
The double-ended arrows highlight the fact that these interactions can take place
in either direction. In fact, neglecting the backward reactions prevents thermalisation
of the plasma [104], although these are much more difficult to describe theoretically;
the relevant reaction rates have only been calculated for a few of these cases (see,
e.g., Refs. [105, 106]). In general they can only be determined through Kirchoff’s law
[107], which relates the emission and absorption of a body which is in local thermal
equilibrium [108].
Binary interactions Radiative variants Pair-producing variants
Coulomb Bremsstrahlung Double pair production
e±e± ←→ e±e± e±e± ←→ e±e±γ e±e± ←→ e±e±e+e−
e+e− ←→ e+e− e+e− ←→ e+e−γ e+e− ←→ e+e−e+e−
Single Compton Double Compton Triplet pair production
e±γ ←→ e±γ e±γ ←→ e±γγ e±γ ←→ e±e+e−
Pair production Radiative pair production Double pair production
and annihilation and three-photon annihilation (real photons)
γγ ←→ e+e− γγ ←→ e+e−γ γγ ←→ e+e−e+e−
e+e− ←→ γγγ
Table 2.1 QED processes in an electron-positron plasma. Adapted from Ref. [109].
Binary interactions Radiative variants Pair-producing variants
Coulomb Bremsstrahlung Trident pair production
Ze± ←→ Ze± Ze± ←→ Ze±γ Ze± ←→ Ze±e+e−
Delbrück scattering Photon splitting Bethe-Heitler pair production
Zγ ←→ Zγ Zγ ←→ Zγγ Zγ ←→ Ze+e−
Table 2.2 QED processes involving a nuclear field in a high temperature plasma.
Much work has been done by the astrophysical community at describing the inter-
play of these processes in a relativistic plasma (see, e.g., [86, 103, 109–112]). In general,
this is not a trivial problem, as the dominant processes depend on the temperature and
optical depth of the system [110].
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In the present work, we consider instead two isolated problems. Firstly, we study the
effect of radiative processes, namely bremsstrahlung (§3.4) and synchrotron radiation
(§4.5), on the interaction of charged particles in a high temperature plasma, under the
assumption that the system is optically thin. Secondly, in Chapter 6, we explore the
possibility of observing the Breit-Wheeler process in the laboratory for the first time.
This includes considerations for many of the processes listed above (albeit not in a
plasma environment), as they also represent the simplest processes in QED.
A final point of note is that it is somewhat fortuitous that the Coulomb interaction
conforms to the Fokker-Planck description; a fact that arises due to the peculiar nature
of the inverse square force [82]. In order to consider these other quantum electrody-
namical processes, however, we find it necessary to drop this approximation.
In fact, much of the mathematical complexity in the Fokker-Planck approach is
due to the need to sum over a background distribution. As our treatment of QED
processes in this work is primarily numerical, we are able to consider instead just two
particles. This simplifies the discussion significantly. The Lorentz-invariant reaction
rate between two particle beams a and b is given by [113, 114]
dNa/b
dt
=

nbσ(r2 − 1)1/2c
γγ′
for ma,mb 6= 0,
nbσ(1− v · v′/c2)c for ma = 0 or mb = 0,
(2.40)
where r = γγ′ − u · u′/c2 as before and primed quantities refer to particle b. Note
that the relative velocity vrel = (r2 − 1)1/2c/r, such that the upper equation can be
rewritten Na/b = nbσvrelr/γγ′. In the rest frame of particle b, this reduces to the
simple expression Na/b = nbσvrel. For the case of two photons scattering, the lower
equation reduces to dNa/b/dt = nbσc(1 − cos ξ), where ξ is the angle between their
initial momentum vectors.
The cross sections σ of the processes relevant to this thesis are listed in full in
Appendix C.
2.2.2 Non-linear QED in strong electromagnetic fields
Of tangential interest to this work are multi-photon QED processes, which become
significant in the presence of strong electromagnetic fields. Such fields are thought to
exist naturally in the vicinity of radio pulsars [115] and neutron stars [116] and, as we
saw in the Introduction, it is now becoming possible to create them in the laboratory
using high intensity lasers. We focus here on the latter case.
Firstly, we note that non-linear effects become significant in a laser when the
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strength parameter of the wave
ξ = eE0
ω0mec
(2.41)
approaches or exceeds unity, where E0 is the electric field amplitude and ω0 the angular
frequency [117]. Classically, the parameter ξ can be interpreted as the energy provided
by the field on a probe particle during one laser period (T0 = 2pi/ω0) in units of mec2.
Clearly for ξ & 1, an electron will become relativistic in one period, in which case the
electric and magnetic components of the Lorentz force are comparable, resulting in
highly non-linear dynamics.
One may also interpret ξ as the work performed by the laser on an electron over
a reduced Compton wavelength λc = ~/mec, in units of the laser photon energy ~ω0.
Therefore, for ξ  1, the most probable processes are those involving only one photon
from the laser, whereas, for ξ & 1, the probabilities of processes involving multiple
photons become significant and these probabilities have a non-linear dependence on
the strength of the field.
The magnitude of quantum non-linear processes can be determined under consid-
eration of the strength of the laser field in the appropriate frame of reference. Effec-
tively, we require the laser field to be comparable to the critical field, Ec = m2ec3/e~ ≈
1.323× 1018 Vm−1, for these processes to become significant. This corresponds to the
point at which the vacuum spontaneously breaks down to form an electron-positron
pair; the so-called Schwinger effect [67]. To reach this in the laboratory frame, an
intensity of order 1029 Wcm−2 is needed, which is approximately seven orders of mag-
nitude greater than that currently achievable. In order to overcome this deficit, modern
strong-field QED experiments employ the use of highly relativistic probe particles, such
that the electric field in the rest frame of the particle (or the CM frame in the case
of an incident photon) is increased to E ∼ γE0, where γ is the relative Lorentz factor
between the two frames.
When E0 is much weaker than the critical field Ec, non-linear QED processes in the
interaction of a relativistic electron and a laser field are determined by two invariants:
ξ, as we have already seen, and
χ = p0E0
mecEc
, (2.42)
where p0 is the initial momentum of the electron. χ is the quantum non-linearity
parameter and represents the ratio E0/Ec in the electron rest frame [117]. As Ec
is the electric field for which an electron-positron pair gains an energy 2mec2 over a
Compton wavelength, χ ∼ 1 corresponds to the point at which trident pair production
(e− + nω0 → e−e+e−) becomes permissible. (It is exponentially suppressed below this
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point.) Other processes, such as non-linear Compton scattering (e− + nω0 → e−γ),
also become significant at this point. For ξ < 1, non-linear QED effects are maximised
when χ ∼ ξ, whereas, for ξ & 1, these are maximised when χ ∼ 1.
Analogously, in the case of an energetic gamma-ray interacting with a high intensity
laser, non-linear QED processes are a function of ξ and
κ = k0E0
mecEc
, (2.43)
where k0 is the momentum of the incoming photon and represents E0/Ec in the centre-
of-mass frame. This is of particular relevance to the multi-photon Breit-Wheeler pro-
cess (γ + nω0 → e+e−) [118], which is discussed in relation to the SLAC E-144 experi-
ment in §6.1.6
It is worth noting that the various mechanisms for pair production can be thought
of as analogous to the various mechanisms for ionisation. Firstly, we may relate the
Breit-Wheeler process (γγ′ → e+e−) — that of interest in Chapter 6 of this work —
to the photoelectric effect; each corresponds to the case n = 1 and involves a strict
energy threshold, below which it is not possible for the process to take place. The
multi-photon Breit-Wheeler process is analogous to multi-photon ionisation, for which
n & 1 and the contribution of each photon can be included perturbatively. This regime
is characterised by ξ  1 in the case of pair production, or γ  1 in the case of
ionisation, where γ =
√
Ime/eE0 is the Keldysh parameter and I the ionisation energy
[c.f. Eq. (2.41)] [123]. In the opposite limit (ξ  1 or γ  1), tunnelling processes
— namely the Schwinger effect and tunnelling or field ionisation — dominate and the
rate for each has an exponential dependence on the strength of the applied field. This
effectively corresponds to the limit n→∞ and, in the case of pair production, a non-
perturbative approach is required to accurately describe the dynamics of the system
[69].
6The multi-photon Breit-Wheeler process has been referred to simply as the Breit-Wheeler process
by various authors [119–122]. In this work, the Breit-Wheeler process or Breit-Wheeler pair production
always refer to the two-photon process.
Chapter 3
Dynamical friction in a relativistic
plasma
As we have seen, relativistic plasmas are relevant to both fusion energy research and
high energy astrophysics. Coulomb collisions influence behaviour in many of these
systems, such as transport in inertial fusion targets [21], the slowing of fast electrons
formed in high intensity laser-plasma interactions [124] (critical to the fast ignition fu-
sion scheme [32]), current drive [125, 126] and electron runaway [127, 128] in tokamaks,
the thermalisation of astrophysical plasmas [87, 104] and, potentially, gamma-ray burst
emission [129].
This chapter is the first of three that focuses on charged particle interactions in a
relativistic plasma, which — as outlined in §2.1.2 — may be accurately described using
the Boltzmann equation. Landau [130] first showed that for Coulomb interactions the
Boltzmann collision integral may be written in the Fokker-Planck form. Rosenbluth et
al. [131] and later Trubnikov [132] reformulated this in terms of the derivatives of two
potentials; a phrasing much more amenable to numerical solution. These results were
extended to relativistic plasmas some time ago: the Fokker-Planck-Landau collision
operator by Beliaev and Budker [88] and the differential formulation by Braams and
Karney [133].
However, the direct relativistic analogue to the semi-analytical results of Spitzer [73]
(later reformulated by Trubnikov [80]) remains missing. These describe the motion of
a test particle travelling through a thermal background of field particles and enable
kinetic processes to be modelled without directly solving the Boltzmann equation.
Adopting the more convenient notation of Trubnikov, the relaxation rates of a test
particle (labelled a) travelling with a velocity v through a background of field particles
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(labelled b) are given by [80]
dv
dt
= −Γ
a/b
v3
(
1 + ma
mb
)
µ(x)v, (3.1)
d
dt
(v− v¯)2‖ =
Γa/b
vx
µ(x), (3.2)
d
dt
(v− v¯)2⊥ =
Γa/b
vx
[
2x
(
µ(x) + µ′(x)
)
− µ(x)
]
, (3.3)
d
dt
= Γ
a/bma
v
(
µ′(x)− ma
mb
µ(x)
)
, (3.4)
with
d
dt
= ma2
(
2v · dv
dt
+ d
dt
(v− v¯)2‖ +
d
dt
(v− v¯)2⊥
)
. (3.5)
Equations (3.1) to (3.4) describe the rate of momentum loss, parallel and perpen-
dicular momentum diffusion, and energy change of the test particle respectively. Here,
ma and mb are the species masses, v = |v| is the test particle speed and  = mav2/2
its kinetic energy. The function
µ(x) = 2√
pi
∫ x
0
e−tt1/2dt
is the Maxwell integral, whose argument x = v2/2Θbc2 (where Θb ≡ kBTb/mbc2 is the
reduced temperature of the background) and derivative µ′(x) ≡ dµ/dx. The coefficient
Γa/b is given by
Γa/b = nbq
2
aq
2
b ln Λa/b
4pi20m2a
,
where nb is the density of the background, qa and qb are the species charges, ln Λa/b is
the Coulomb logarithm and 0 is the permittivity of free space.
In this chapter, we derive the Fokker-Planck coefficients for a relativistic Maxwellian
plasma (§3.1), which are subsequently used to obtain expressions for the relativistic
test particle relaxation rates (§3.2). These are presented in the same form as those
in the classical theory, Eqs. (3.1) to (3.4), and can readily be seen to reduce to the
non-relativistic results in the appropriate limit. Results derived in previous works
on the subject are either more complex, less general, or both [134–139]. We stress
that these results are the exact relativistic counterparts to those of Spitzer; no further
approximations are made. A discussion of these results is provided in §3.3 and the
limits of their validity are set out in §3.4.
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3.1 Derivation of the relativistic Fokker-Planck co-
efficients for a Maxwellian background
We begin by considering the relativistic Fokker-Planck collision operator between species
a and b:
Ca/b = − ∂
∂u ·
(
Fa/b
ma
fa − Da/b · ∂fa
∂u
)
,
where fa(r,u, t) is the distribution function of species a and u ≡ p/ma is the ratio of
momentum to species mass.
We have already met the relativistic forms for Fa/b and Da/b in Eqs. (2.21) and
(2.22), as written in terms of the relativistic collision kernel of Beliaev and Budker
[Eq. (2.18)]. However, in analogy with Rosenbluth’s [131] and Trubnikov’s [140] classi-
cal treatment, Braams and Karney have reformulated these in terms of five potentials
[133]:
Fa/b(u) =− 4piΓ
a/b
nb
m2a
mb
1
γ
K
(
g0 − 2
c2
g1
)
, (3.6)
Da/b(u) =− 4piΓ
a/b
nb
1
γ
(
L + I
c2
+ uu
c4
)
h1 − 4
γc2
(
L− I
c2
− uu
c4
)
h2
, (3.7)
in which g0,1 and h1,2 denote four of five potentials (represented in general by the
symbol χ), γ = (1+ |u|2/c2)1/2 is the Lorentz factor, I is the unit diagonal second-order
tensor and
Kχ = 1
γ
∂χ
∂v , Lχ =
1
γ2
∂2χ
∂v∂v −
v
c2
∂χ
∂v −
∂χ
∂v
v
c2
,
where v = u/γ and ∂/∂v = γ(I + uu/c2) · ∂/∂u. The potentials satisfy the equations:
Lg0 = fb, [L+ 1/c2]h0 = fb,
Lg1 = g0, [L− 3/c2]h1 = h0, (3.8)
[L− 3/c2]h2 = h1,
where h0 is the fifth potential, fb is the distribution function of species b and
Lχ =
(
1 + uu
c2
)
: ∂
2χ
∂u∂u +
3u
c2
· ∂χ
∂u .
These equations can be solved through the construction of a Green’s function [133],
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which yields1
h0 = − 14pic
∫
(r2 − 1)−1/2f(u
′)
γ′
d3u′, (3.9a)
h1 = − c8pi
∫
(r2 − 1)1/2f(u
′)
γ′
d3u′, (3.9b)
h2 = − c
3
32pi
∫
[r cosh−1 r − (r2 − 1)−1/2]f(u
′)
γ′
d3u′, (3.9c)
g0 = − 14pic
∫
r(r2 − 1)−1/2f(u
′)
γ′
d3u′, (3.9d)
g1 = − c8pi
∫
cosh−1 rf(u
′)
γ′
d3u′. (3.9e)
In order to continue, it is instructive to switch to a spherical coordinate (u, θ, φ)
system, such that the distribution functions f and potentials χ may be expressed as
the complex amplitudes of an expansion in spherical harmonics, e.g.,
f(r,u, t) =
∞∑
l=0
l∑
m=−l
fml (r, u, t)P
|m|
l (cos θ)eimφ, (3.10)
where u = |u| and f−ml = (fml )∗.
In this work we consider the case of an isotropic background (l,m = 0); in which
case all components of Fa/b and Da/b vanish other than F a/bu,l=0, D
a/b
uu,l=0 andD
a/b
θθ,l=0. After
substitution of the potentials, these be can written as integrals over the background
distribution fb (for a detailed derivation see Ref. [141]):
F
a/b
u,0 = −
4piΓa/b
nb
m2a
mb
(∫ u
0
(γ2j′0[1]1 − 2j′0[2]11)
1
u2
u′2
γ′
fb(u′)du′
+
∫ ∞
u
4u
′
u
j0[2]02fb(u′)du′
)
, (3.11)
D
a/b
uu,0 =
4piΓa/b
nb
(∫ u
0
(2γ2c2j′0[2]02 − 8c2j′0[3]022)
γ
u3
u′2
γ′
fb(u′)du′
+
∫ ∞
u
(2γ′2c2j0[2]02 − 8c2j0[3]022) γ
u2
u′
γ′
fb(u′)du′
)
, (3.12)
D
a/b
θθ,0 =
2piΓa/b
nb

∫ u
0
j′0[1]2 − 2
(
c2
u2
+ 1
γ2
)
j′0[2]02 +
8
γ2
c2
u2
j′0[3]022
γ
u
u′2
γ′
fb(u′)du′
+
∫ ∞
u
γ′2
γ2
j0[1]2 − 2u
′2
u2
(
c2
u′2
+ 1
γ2
)
j0[2]02
1As an aside, we note that Shkarofsky has rewritten the force of dynamical friction and diffusion
tensor in terms of three potentials [95], which are linear combinations of the five potentials given here.
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+ 8
γ2
c2
u2
j0[3]022
γu′
γ′
fb(u′)du′
, (3.13)
where jl[k]∗ = jl[k]∗(u/c) and j′l[k]∗ = jl[k]∗(u′/c); these functions are catalogued for
reference in Appendix A.
In general the integrals must be evaluated numerically and considerable care taken
in the limit u′ → 0 due to large cancellations. However, when the background is a
Maxwellian, fb = fbJ , the integrals may in their most part be evaluated analytically
and those remaining cast in a much simpler form.
To derive the simplified form of the dynamical friction coefficient F a/bu,0 , we begin by
rewriting Eq. (3.11) with the explicit forms of the jl[k]∗ functions (see Appendix A):
F
a/b
u,0 = −
Γa/b
c3ΘbK2(1/Θb)
m2a
mb

∫ u
0
(
γ2 − γ
′ sinh−1(u′/c)− (u′/c)
(u′/c)
)
1
u2
u′2
γ′
e−γ
′/Θbdu′
+
∫ ∞
u
u′
u
(
(u/c)γ − sinh−1(u/c)
(u/c)
)
e−γ
′/Θbdu′
. (3.14)
Making the change of variable sinhφ = (u′/c) for the former integral and γ′ = (1 +
u′2/c2)1/2 for the latter yields
F
a/b
u,0 = −
Γa/b
ΘbK2(1/Θb)
m2a
mb
1
u2

∫ sinh−1(u/c)
0
(
γ2 sinhφ− (φ coshφ− sinhφ)
)
sinhφ
× e− coshφ/Θbdφ
+
[
(u/c)γ − sinh−1(u/c)
] ∫ ∞
γ
γ′e−γ
′/Θbdγ′
. (3.15)
The latter integral may be straightforwardly integrated by parts. The former is more
involved, but may also be evaluated analytically (at least in part) by noting
d
dφ
(
sinhφ
φ
)
= 1
φ2
(
φ coshφ− sinhφ
)
.
Following this programme through, we find
F
a/b
u,0 = −
Γa/b
ΘbK2(1/Θb)c
m2a
mb
1
u2
−L0
(
1
2 + Θ
2
b +
γ2
2
)
− L1Θb + L2
(
1
2 +
γ2
2
)
+ γuΘbe−γ/Θb (γ + Θb)
, (3.16)
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where we have defined a series of functions with the general form
Lν(u,Θb) = c
∫ sinh−1(u/c)
0
e− coshφ/Θb cosh(νφ)dφ.
Using the recurrence relation of these functions:
Lν+1 = 2νΘbLν − [(u/c+ γ)
2ν − 1]
(u/c+ γ)ν cΘbe
−γ/Θb + Lν−1, (3.17)
[cf. Eq. (B.4)] and simplifying gives, finally,
F
a/b
u,0 = −
Γa/b
u2
m2a
mb
µ1. (3.18)
The simplified forms of the parallel and perpendicular diffusion coefficients may be
obtained in a similar manner:
D
a/b
uu,0 =
Γa/bγc2
u3
Θbµ1, (3.19)
D
a/b
θθ,0 =
Γa/bc2
2γu3
u2
c2
(
µ0 + γΘbµ′1
)
−Θbµ1
, (3.20)
where, in analogy with Trubnikov’s formulation [80], we have introduced the functions:
µ0(γ,Θb) =
γ2L0 −ΘbL1 + (Θb − γ)ue−γ/Θb
K2(1/Θb)c
,
µ1(γ,Θb) =
γ2L1 −ΘbL0 + (Θbγ − 1)ue−γ/Θb
K2(1/Θb)c
,
with
µ′1 ≡
dµ1
dγ
= 2ΘbγL1 + (1 + 2Θ
2
b)ue−γ/Θb
ΘbK2(1/Θb)c
.
In the case of ν = 0, 1, the integrals Lν = Lν(u,Θb) can be written in the simple form:
L0 =
∫ u
0
e−γ
′/Θb
γ′
du′, L1 =
∫ u
0
e−γ
′/Θbdu′.
The Cartesian forms of Fa/b and Da/b may then be determined via the relations: [95]
Fa/bl=0 ≡ F a/bu,0
u
u
, (3.21)
Da/bl=0 ≡
(
D
a/b
uu,0 −Da/bθθ,0
) uu
u2
+Da/bθθ,0I. (3.22)
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3.1.1 Limiting cases
Equations (3.18) to (3.20) represent the fully-relativistic forms of the Fokker-Planck
coefficients in the case of a Maxwellian background. In the limit u→ v (where v2/c2 
1) and Θb  1, their classical counterparts are recovered. Under these conditions, it is
easily seen that µ0, µ1 → µ(x) and Θbµ′1 → µ′(x); Eqs. (3.18) to (3.22) then reduce to
the results of Trubnikov: [80]
F
a/b
v,0 = −
Γa/b
v2
m2a
mb
µ(x), (3.23)
D
a/b
vv,0 =
Γa/b
2vx µ(x), (3.24)
D
a/b
θθ,0 =
Γa/b
4vx
2x(µ(x) + µ′(x))− µ(x)
. (3.25)
Braams and Karney obtained versions of these coefficients in the limit (γ−1) Θb
(i.e., for test particles which are much more energetic than the background) [133]:
F
a/b
u,0 = −
Γa/b
v2
m2a
mb
K1
K2
(
1− K0
K1
Θb
γ2
)
, (3.26)
D
a/b
uu,0 =
Γa/bΘbc2
v3
K1
K2
(
1− K0
K1
Θb
γ2
)
, (3.27)
D
a/b
θθ,0 =
Γa/b
2v
1− K1
K2
(
Θb
γ2
+ Θbc
2
u2
)
+ K0
K2
Θ2bc2
γ2u2
, (3.28)
where Kν = Kν(1/Θb). It is straightforward to verify these are consistent with
Eqs. (3.18) to (3.20) by noting Lν(u,Θb) → cKν(1/Θb) as u → ∞ and using the
recurrence relations of the Bessel functions [Eq. (B.4)].
Finally, in the limit Θb → 0, we recover the Lorentz collision operator:
F
a/b
u,0 = D
a/b
uu,0 = 0, (3.29)
D
a/b
θθ,0 =
Γa/b
2v , (3.30)
which, as we will see in the next chapter, is of particular use in describing the scattering
of electrons (species a) off much more massive ions (species b).
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3.2 Relativistic test particle relaxation rates
Now the forms of the force of dynamical friction and diffusion tensor are known, it
is straightforward to compute the various relaxation rates. Following the approach of
Trubnikov [80], we consider an ensemble of test particles (a) with an initial distribution
fa(t, r,u)|t=0 = naδ(u−u0) travelling in an infinite uniform background of field particles
(b). The first two moments of the distribution are defined by
ui ≡ 1
na
∫
uifad
3u, (3.31)
(u− u¯)i(u− u¯)j ≡
1
na
∫
(u− u¯)i(u− u¯)jfad3u, (3.32)
where ui is the ith-component of momentum and the bar above a quantity represents
an ensemble average.
We can determine the momentum loss and diffusion rates by calculating the time
derivative of these moments. Assuming there are no external fields, the Boltzmann
equation is given simply as ∂fa/∂t = Ca/b. It is useful to note that, because of the
nature of the Fokker-Planck collision operator, the time derivative of all but the first
and second moments vanish, e.g.,
d
dt
(u− u¯)i(u− u¯)j(u− u¯)k
∣∣∣∣
t=0
= 0. (3.33)
3.2.1 Momentum loss rate
The rate of momentum loss is calculated by taking the time derivative of the first
moment. This gives
dui
dt
∣∣∣∣∣
t=0
= 1
na
∫
uiC
a/bd3u = − 1
na
∫
ui
(
∂
∂u · S
)
d3u = 1
nα
∫
Sid
3u.
Now specialising to the case fa = naδ(u− u0), we find:
dui
dt
∣∣∣∣∣
t=0
= 1
na
∫ F a/bi fa
ma
−Da/bik
∂fa
∂uk
 d3u = 1
na
∫
fa
F a/bi
ma
+ ∂D
a/b
ik
∂uk
 d3u
=
F a/bi
ma
+ ∂D
a/b
ik
∂uk

u=u0
, (3.34)
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Omitting the zero subscripts and the bar above u (as is done for subsequent results),
and substituting for Fa/b and Da/b, we arrive at
du
dt
= −Γ
a/b
u3
(
1
γ
µ0 +
ma
mb
µ1
)
u, (3.35)
cf. Eq. (3.1).
3.2.2 Momentum diffusion rates
Similarly considering the time derivative of the second moment yields
d
dt
(u− u¯)i(u− u¯)j
∣∣∣∣
t=0
= 1
na
∫
(u− u¯)i(u− u¯)jCa/bd3u
= 1
na
∫
(u− u¯)iSjd3u + 1
na
∫
(u− u¯)jSid3u
= 1
na
∫ ∂
∂uk
[(u− u¯)iDjk]fad3u + 1
na
∫ ∂
∂uk
[(u− u¯)jDik]fad3u
= 1
na
∫
Djifad
3u + 1
na
∫
Dijfad
3u
=
(
2Da/bij
)
u=u0
, (3.36)
given Da/bij = D
a/b
ji , from which the parallel and perpendicular momentum diffusion
rates may straightforwardly be shown to be
d
dt
(u− u¯)2‖ =
2Γa/bγc2
u3
Θbµ1, (3.37)
d
dt
(u− u¯)2⊥ =
2Γa/bc2
γu3
u2
c2
(
µ0 + γΘbµ′1
)
−Θbµ1
, (3.38)
cf. Eqs. (3.2) and (3.3).
3.2.3 Energy exchange rate
The rate of energy exchange between the two species is defined as [95]
dEa
dt
≡ 4pimac2
∫ ∞
0
(γ − 1)Ca/bu2du, (3.39)
in which we take fa(u) = naδ(u − u0)/4piu2, where u0 = |u0|; generalising to the
isotropic distribution is possible as the energy exchange does not depend on the direc-
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tion of the particle beam. In this case
Ca/b = − 1
u2
∂
∂u
u2F a/bu,0
ma
fa − u2Da/buu,0
∂fa
∂u
 .
(All other components vanish.) Substituting for Fa/b and Da/b and evaluating the
integral yields for the energy change of the test particle
d
dt
= 1
na
dEa
dt
= 4piΓ
a/bmac
2
na
∫
(γ − 1) ∂
∂u
(
ma
mb
µ1fa +
γc2
u
Θbµ1
∂fa
∂u
)
du
= −4piΓ
a/bmac
2
na
∫ (ma
mb
u
γc2
µ1fa + Θbµ1
∂fa
∂u
)
du
= Γ
a/bma
γu
(
Θbµ′1 −
ma
mb
µ1
)
, (3.40)
cf. Eq. (3.4).
The relation between the four relaxation rates can be found by writing the rate of
change of energy of the test particle as
d
dt
= mac2
d
dt
(γ − 1)
= mac2 lim
δt→0
[γ(u + δu)− γ(u)]/δt,
which, after calculating the second order Taylor expansion of γ(u+δu), may be rewrit-
ten
d
dt
= ma2γ
(
2u · du
dt
+ 1
γ2
d
dt
(u− u¯)2‖ +
d
dt
(u− u¯)2⊥
)
, (3.41)
cf. Eq. (3.5). This expression is, as required, consistent with the relaxation rates
previously derived.
For completeness, we note that the rate of thermal equilibration between two
Maxwellian populations may also be found using Eq. (3.39). In this case we take
fa = faJ and fb = fbJ , which yields
dEa
dt
= Γ
a/bm2ana
Θ2aK2(1/Θa)mbc
(
Tb
Ta
− 1
)∫ ∞
1
(γ − 1)e−γ/Θα
(
µ1 −Θaµ′1
)
dγ
= Γ
a/bm2ana
K2(1/Θa)mbc
(
Tb
Ta
− 1
)∫ ∞
1
e−γ/Θaµ′1dγ
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= Γ
a/bmana
mbc3
kB(Tb − Ta)
K2(1/Θa)K2(1/Θb)
2(Θa + Θb)2 + 1
Θa + Θb
K1(z) + 2K0(z)
, (3.42)
where z = (Θa + Θb)/ΘaΘb. It may easily be seen that this expression satisfies en-
ergy conservation: dEb/dt = −dEa/dt. This result has previously been obtained by
considering the Lorentz-invariant reaction rate [Eq. (2.40)] by Stepney [87].
3.3 Discussion of results
As we have seen, the Fokker-Planck coefficients and relaxation rates derived in this
chapter take the same form as their non-relativistic counterparts, and may therefore
be used in a similar way to model transport in a plasma in a (semi-)analytical manner.
The only point of further complexity in the relativistic case is the need to evaluate
K2(1/Θb) and Lν(u,Θb) in the functions µ0(γ,Θb) and µ1(γ,Θb), as opposed to the
Maxwell integral µ(x). Because the background distribution appears only under an
integral, these results are fairly insensitive to the exact form of fb and can be considered
accurate for distributions that are near-Maxwellian.
The results here are valid for any combination of ma and mb. However, in order
to understand the difference between the relativistic and classical theories, we find the
particular case ma = mb to be particularly enlightening. As such, the four relaxation
rates are plotted in Fig. 3.1 for the case in which both species are electrons, for three
background temperatures: Θe = 0.01, 0.1 and 1.
The first point of note is that all the relaxation rates tend to finite values in the
ultra-relativistic limit, u→∞, which is in sharp contrast to the classical theory, whose
rates all tend to zero as v → ∞. In the former limit, µ0 → γ2K0/K2, µ1 → γ2K1/K2
and
du
dt
−→ −Γ
a/b
c2
ma
mb
K1
K2
,
d
dt
(u− u¯)2‖ −→
2Γa/b
c
Θb
K1
K2
,
d
dt
(u− u¯)2⊥ −→
2Γa/b
c
,
d
dt
−→ −Γ
a/b
c
m2a
mb
K1
K2
,
with Kν = Kν(1/Θb). On referring to Eq. (3.41) we can see that the energy change
of the particle can be attributed solely to its momentum loss du/dt in this limit. This
applies more generally to the case ma 6= mb, and even when ma  mb, although for
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Fig. 3.1 The relativistic relaxation rates for electron-electron interactions and background
temperatures Θe = 0.01 (blue), Θe = 0.1 (black) and Θe = 1 (red). The background density
ne = 1× 1030 m−3 and ln Λe/e = 5.
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this we require γ  mb/ma(K2/K1) to be satisfied.
The fact that dynamical friction tends to a finite value at high particle energies
has particular implications for relativistic electric runaway in tokamaks [127, 128].
However, with this notable exception, the functional forms of d/dt and du/dt are
similar to their classical counterparts.
This is not the case for the diffusion coefficients, however; at high temperatures,
Θb & 1, these actually increase with test particle momenta, a behaviour completely
absent from the classical theory. The parallel diffusion rate d/dt(u− u¯)2‖ also increases
with the background temperature, although we note that its impact on the energy
change of the particle scales as 1/γ2 [Eq. (3.41)]. The ultra-relativistic limit perpen-
dicular diffusion rate d/dt(u − u¯)2⊥ is not a function of temperature (see above), and
is therefore insensitive to the form of the background distribution.
A further point of distinction between the two theories is that, in the non-relativistic
theory, µ(x) represents the sum over the background distribution; no momentum is ex-
changed with any field particle which has a greater momentum than the test particle. In
the relativistic case, the discontinuity disappears [88]. This can be seen by considering
the sum over the relativistic Maxwellian,
µJ(γ,Θb) =
1
nb
∫ u
0
fbJ(u′)4piu′2du′
= L0 + 2ΘbL1 − (2Θb + γ)ue
−γ/Θb
K2(1/Θb)c
,
which is equal to neither µ0 nor µ1.
In addition, outside the non-relativistic limit, the mean force acting on the test
particle Fa ≡ madu/dt is not proportional to the force of dynamical friction Fa/b. This
should not be of concern as the latter is no more than a mathematical construct; the
former is the physical force acting on the particle.
3.4 Limits of validity
It remains to discuss the limits of validity of this work. As we have assumed a stationary
Maxwellian, Eq. (2.24), these results are valid only in the rest frame of the background
plasma (species b). Test particle momenta should first be transformed into this frame
before using the relaxation rates. (The same restriction applies in the classical case.)
Collective mechanisms may also be important for the slowing of fast particles
against a background plasma [142], as is the case in, e.g., the fast ignition scheme
[143]. These correspond to the excitation of plasma oscillations by the particle, and
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can be accounted for by summing their contribution to slowing (see, e.g., §13.3 of
Ref. [142]) with that due to collisions [Eq. (3.40)].
The relativistic Fokker-Planck collision operator is valid for energies much less than
(ln Λ/α)1/2mec2, where α denotes the fine structure constant [88]; otherwise the process
of bremsstrahlung becomes significant and collisions can no longer be considered to be
elastic. The Coulomb logarithm is typically O(10), which suggests that bremsstrahlung
becomes an important consideration for thermal distributions with temperatures Θ &
10, or for electrons with energies γ & 10 interacting with arbitrary distributions.
This is a very simple estimate and, as a means to corroborate it, we now present a
more detailed treatment for the case of electron-electron bremsstrahlung. The energy
loss rate from bremsstrahlung of an electron or positron interacting with a thermal
electron distribution can be written [138]
d
dt
= −2mecnee
γ/Θe
γuK2(1/Θe)
∫ ∞
1
γ?u?2H(γ?)
[
2γ?
(
γγ?Ω− − uu
?
c2
Ω+
)
+ ΘeΩ−
]
dγ?, (3.43)
where γ? is the energy of each electron in the CM frame, u?/c = (γ?2 − 1)1/2, Ω± =
e−2γ
?γ−/Θe ± e−2γ?γ+/Θe and γ± = γγ? ± uu?/c2.
H(γ?) is calculated via an integration of ωdσee/dωdΩ over all solid angles and
photon frequencies, where dσee/dωdΩ is the differential bremsstrahlung cross section,
as measured in the CM frame. As this cross section is particularly complex in its full
form [101], we employ here the simplification as per Ref. [144]:
H(γ?) ≈ αr20
(u?/c)2
γ?
[
1− 43
u?/c
γ?
+ 23
(
2 + (u
?/c)2
γ?2
)
ln(γ? + u?/c)
]
, (3.44)
which is an interpolation of the non-relativistic and ultra-relativistic limits, and accu-
rate to within a few percent of the exact result for all energies.
Figure 3.2 compares the Coulomb and bremsstrahlung energy loss rates for three
background temperatures, Θe = 0.1, 1 and 10. Firstly, note that both these terms have
the same dependence on the background density ne, and so their relative importance
is only a function of the temperature Θe, test particle momentum u and Coulomb
logarithm ln Λe/e. Here we have set ln Λe/e = 5; for ln Λe/e = 10, the correction to the
Coulomb result due to bremsstrahlung would be half that shown here (and so on).
We can see that, at temperatures Θe = 0.1 and 1, bremsstrahlung can be safely
ignored in all cases other than very energetic particles, u/c & 10. However, for Θe = 10,
bremsstrahlung is non-negligible for all test particle momenta, and is the dominant
energy loss mechanism for particles whose energy γ > 〈γ〉 = 3Θ +K1(1/Θe)/K2(1/Θe)
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Fig. 3.2 Comparison of the Coulomb (black) and bremsstrahlung (blue) energy change rates
for an electron interacting with a thermal electron background of temperature a) Θe = 0.1,
b) Θe = 1 and c) Θe = 10.
[Eq. (2.25)]. At such temperatures, accounting for bremsstrahlung is necessary to
accurately describe the dynamics of the plasma. This is consistent with a previous
analysis of the bremsstrahlung emission from thermal electron distributions [145].
Finally, these results assume the plasma to be optically thin; otherwise, additional
processes (e.g., Compton scattering) need to be considered in order to accurately de-
scribe the dynamics of the system (for further details see §2.2.1).
Chapter 4
Transport processes in a relativistic
plasma
Thermonuclear burn in inertial confinement fusion is predicted to involve the most
extreme temperatures, densities and pressures ever produced in the laboratory [21]. It
is hoped that temperatures indicative of a relativistic electron distribution (kBT ∼ 10
keV and above) are reached in deuterium-tritium targets on the National Ignition
Facility [23, 26]. The development of other ICF schemes, such as fast-ignition [32] and
shock-ignition [146], is also predicated on achieving such temperatures. Prospective
tritium-poor or pure deuterium inertial fusion schemes are expected to involve even
higher temperatures (kBT ∼ 100 keV) [147].
Transport processes, particularly electron thermal conduction, are important for
the formation of the hotspot in ICF and the dynamics of the subsequent propagating
burn wave [18]. Although these systems are conventionally unmagnetised, recently
both imposed [148] and self-generated [149] electromagnetic fields have been studied in
ICF-like plasmas, and these are likely to have profound effects on electron transport.
There is therefore a growing need for a complete transport theory for plasmas,
which fully accounts for the effects of special relativity. In this chapter, we use the
results derived in Chapter 3 to calculate the transport coefficients of a plasma in which
the electron distribution is relativistic, under the influence of arbitrary electromagnetic
fields.
The subject of relativistic transport has been studied in the past by various authors:
McBride and Pytte [150] first determined the electron conductivity of a magnetised
plasma using the collision operator of Beliaev and Budker [88] to lowest order in the
relativistic correction (v2/c2). Dzhavakhishvili and Tsintsadze [100] soon after calcu-
lated the transport coefficients of an ultra-relativistic plasma (kBTe  mec2) using a
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similar approach to that of Braginskii [74]. Balescu et al. [151] determined the form
of the thermal conductivity, along with the shear and bulk viscosities, for a relativistic
plasma, but did not provide numerical results. With reference to the early universe,
van Erkelens and van Leeuwen [152] calculated the electrical conductivity of a pair
plasma, including the effects of the interaction with a radiation field. (A similar anal-
ysis was performed later by Kremer and Patsko [153].) Braams and Karney [133, 141],
using an expansion of the relativistic Fokker-Planck collision operator in spherical har-
monics, derived the electrical conductivity of a non-magnetised plasma with arbitrary
ionic charge. Mohanty and Baral [154, 155] used a modified Chapman-Enskog analy-
sis to calculate the cross-field transport coefficients, although their expression for the
thermal conductivity diverges in the weak-field limit. Honda and Mima [156] derived
the transport coefficients via an expansion in spherical harmonics, though they do not
evaluate the cross-field terms explicitly and neglect electron-electron collisions.
To our knowledge, the only previous work which attempts to describe magnetised
transport in a relativistic plasma, while including the effects of both electron-ion and
electron-electron scattering, is that of Metens and Balescu [157]. Using an expansion
in Hermite polynomials, they provide expressions for all components of the thermal
and electrical conductivities. However, their results are inconsistent with those derived
here, as well as those of other authors (e.g., electrical conductivity with Braams and
Karney [141] and thermal conductivity with Honda and Mima [156]) and the magnitude
of their relativistic corrections cannot be reconciled with the changes in the distribution
function: very large corrections are given at relatively mild temperatures, for which
the classical and relativistic Maxwellian distributions are closely aligned.
For the transport theory developed in this chapter, we adopt the notation of Bra-
ginskii, as outlined in §2.1.6, whose relations are
enE = −∇p+ j×B +α · j/ne− nkBβ · ∇T, (4.1)
q = −κ · ∇T − β′ · jkBT/e (4.2)
(repeated here for convenience), where p is the scalar pressure, T is the temperature,
e is the elementary charge, j is the electric current and B is the magnetic flux density.
α, β, κ are the electrical resistivity, thermoelectric and thermal conductivity tensors,
whose relativistic forms this chapter seeks to calculate. In the case of a non-relativistic
plasma, β′ = β + 52 I.
This chapter is structured as follows: §4.1 outlines the derivation of the relativis-
tic Ohm’s law and heat flow equation, and presents the transport coefficients for a
Lorentzian plasma in semi-analytical form. This analysis is generalised to systems
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with arbitrary atomic number in §4.2, for which the linearised Boltzmann equation
is solved numerically. Such an approach is equivalent to an infinite expansion of the
collision operator in Laguerre or Hermite polynomials, so long as the numerical grid is
sufficiently fine [99]. In §4.3 we provide rational function fits for the various transport
coefficients, such that they may readily be used in transport calculations. §4.4 then
follows a discussion on these results, including the size of the relativistic correction,
and, finally in §4.5, we discuss the limits of applicability of this work.
4.1 Lorentzian plasma: analytical treatment
We begin our analysis with the Boltzmann equation for the electron population:
∂fe
∂t
+ v · ∂fe
∂r − e(E + v×B) ·
∂fe
∂u =
∑
b
Ce/b, (4.3)
where fe(r,u, t) is the electron distribution function, and b here represents all species
present in the plasma. Here we are interested solely in electrons and ions; b ∈ (e, i).
As we saw in §2.1.5, in order to solve the Boltzmann equation, an expansion of
the distribution function and collision operator can be made in Cartesian tensors.
Under the assumption that the distribution is only weakly perturbed from equilibrium,
retaining only the first two terms is sufficient for an accurate description of transport:
f(r,u, t) = f0(r, u, t) + f1(r, u, t) · u
u
, (4.4)
as f1 describes the anisotropy in the system which leads to the current and heat flow.
Substituting this truncated expansion into the Boltzmann equation, Eq. (4.3), yields
the f1 equation:
∂f1
∂t
+ v∇f0 − e
me
E∂f0
∂u
− e
γme
B× f1 = C1, (4.5)
where γ = (1 + u2/c2)1/2 and C1 is the collision term. (We have dropped the subscript
e from the distribution function f for brevity.) It is also possible to derive in a similar
manner an equation for the time evolution of f0. However, in this work this is taken
to be the relativistic Maxwellian, f0(r, u, t) = fJ(u) [with fJ(u) given by Eq. (2.24)],
and therefore invariant with respect to both r and t.
It is also possible to expand to higher orders and consider the time evolution of,
e.g., f2. However, in this analysis we set all higher order terms to zero: this corresponds
to ignoring the effects of pressure anisotropy on the transport.
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Our neglect of all higher order terms than l = 1 in the expansion of the Boltzmann
equation forms part of what is known as the diffusive approximation. The remaining
step is to disregard the time derivative term, ∂f1/∂t, in Eq. (4.5); we do so now. This
allows us to find the steady-state solution of Eq. (4.5).
In general, the collision term includes contributions from both electron-electron and
electron-ion scattering, C1 = Ce/e1 + C
e/i
1 . However, in the Lorentz limit (Z → ∞),
electron-electron collisions may be neglected; electron-ion collisions dominate for these
systems as scattering scales strongly with charge (∼ Z2). Assuming the ions to be
infinitely massive, mi → ∞, and at rest, fi(r,u, t) = δ(u), the collision term then
reduces to the simple form:
C1 = −νeif1, (4.6)
where
νei =
Γe/i
u2v
(4.7)
is the electron-ion collision frequency, with v = |v|. The coefficient Γe/i is given by
Γe/i = Zne
4 ln Λe/i
4pi20m2e
,
where Z is the atomic number of the ionic species, ln Λe/i is the electron-ion Coulomb
logarithm, n = ne and we have assumed that the plasma is quasi-neutral: Zni = ne.
The f1 equation now reads
v∇f0 − e
γme
B× f1 − e
me
E∂f0
∂u
= −νeif1. (4.8)
Letting B = (0, 0, B) and introducing the classical electron gyro-frequency ω = eB/me,
the components of f1 are given by
f1,x =
u4fJ
u6ω2 + (Γe/iγ2)2
−Γe/iγ2
[
∂xp
p
+
(
γ
Θ −
K1(1/Θ)
ΘK2(1/Θ)
− 4
)
∂xT
T
+
(
e
kBT
)
Ex
]
+ u3ω
[
∂yp
p
+
(
γ
Θ −
K1(1/Θ)
ΘK2(1/Θ)
− 4
)
∂yT
T
+
(
e
kBT
)
Ey
], (4.9a)
f1,y =
−u4fJ
u6ω2 + (Γe/iγ2)2
u3ω
[
∂xp
p
+
(
γ
Θ −
K1(1/Θ)
ΘK2(1/Θ)
− 4
)
∂xT
T
+
(
e
kBT
)
Ex
]
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+ Γe/iγ2
[
∂yp
p
+
(
γ
Θ −
K1(1/Θ)
ΘK2(1/Θ)
− 4
)
∂yT
T
+
(
e
kBT
)
Ey
], (4.9b)
where Θ = Θe, ∂x ≡ ∂/∂x and we have made use of the relations:
∂xfJ =
∂xn
n
+
(
γ
Θ −
K1(1/Θ)
ΘK2(1/Θ)
− 3
)
∂xT
T
fJ , (4.10)
∂fJ
∂u
=− u
γΘc2fJ , (4.11)
as well as the equation of state for an ideal relativistic gas, p = nkBT [158]. Once
the form of f1 is known, the electric current and total heat flow are calculated via
integrations over momentum space [159]:
j = 4piqe3
∫
f1vu2du, (4.12)
q = 4pimec
2
3
∫
f1(γ − 1)vu2du, (4.13)
which, in this case, yield
jx =
4piqe
3
−Γe/i〈u5,1〉
[
∂xp
p
−
(
K1(1/Θ)
ΘK2(1/Θ)
+ 4
)
∂xT
T
+
(
e
kBT
)
Ex
]
− Γe/i〈u5,2〉 1Θ
∂xT
T
+ ω〈u8,−1〉
[
∂yp
p
−
(
K1(1/Θ)
ΘK2(1/Θ)
+ 4
)
∂yT
T
+
(
e
kBT
)
Ey
]
+ ω〈u8,0〉 1Θ
∂yT
T
, (4.14a)
jy = −4piqe3
ω〈u8,−1〉
[
∂xp
p
−
(
K1(1/Θ)
ΘK2(1/Θ)
+ 4
)
∂xT
T
+
(
e
kBT
)
Ex
]
+ ω〈u8,0〉 1Θ
∂xT
T
+ Γe/i〈u5,1〉
[
∂yp
p
−
(
K1(1/Θ)
ΘK2(1/Θ)
+ 4
)
∂yT
T
+
(
e
kBT
)
Ey
]
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+ Γe/i〈u5,2〉 1Θ
∂yT
T
, (4.14b)
qx =
4pimec2
3
−Γe/i (〈u5,2〉 − 〈u5,1〉)
[
∂xp
p
−
(
K1(1/Θ)
ΘK2(1/Θ)
+ 4
)
∂xT
T
+
(
e
kBT
)
Ex
]
− Γe/i
(
〈u5,3〉 − 〈u5,2〉
) 1
Θ
∂xT
T
+ ω
(
〈u8,0〉 − 〈u8,−1〉
)[∂yp
p
−
(
K1(1/Θ)
ΘK2(1/Θ)
+ 4
)
∂yT
T
+
(
e
kBT
)
Ey
]
+ ω
(
〈u8,1〉 − 〈u8,0〉
) 1
Θ
∂yT
T
, (4.15a)
qy = −4pimec
2
3
ω (〈u8,0〉 − 〈u8,−1〉)
[
∂xp
p
−
(
K1(1/Θ)
ΘK2(1/Θ)
+ 4
)
∂xT
T
+
(
e
kBT
)
Ex
]
+ ω
(
〈u8,1〉 − 〈u8,0〉
) 1
Θ
∂xT
T
+ Γe/i
(
〈u5,2〉 − 〈u5,1〉
)[∂yp
p
−
(
K1(1/Θ)
ΘK2(1/Θ)
+ 4
)
∂yT
T
+
(
e
kBT
)
Ey
]
+ Γe/i
(
〈u5,3〉 − 〈u5,2〉
) 1
Θ
∂yT
T
, (4.15b)
where we have introduced the class of integral:
〈ui,j〉 =
∫ ∞
0
fJ
u6ω2 + (Γe/iγ2)2u
i+2γjdu.
Making E the subject of Eqs. (4.14), one may verify that the Braginskii formalism of
Ohm’s law [Eq. (4.1)] is satisfied in the relativistic case.
Expressing the corresponding transport coefficients ϕ in terms of their components
relative to the magnetic field vector b = B/|B| and driving force s ∈ {E,∇T}, as per
Eq. (2.37), we find
α⊥ =
3n2kBT
4piΓe/i〈u5,1〉∆ , (4.16)
α∧ = ωmen
(
3nkBT 〈〈u8,−15,1 〉〉
4pi(Γe/i)2me〈u5,1〉∆ − 1
)
, (4.17)
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β⊥ =
〈〈u5,25,1〉〉+ 〈〈u8,08,−1〉〉〈〈u8,−15,1 〉〉2(ω/Γe/i)2
Θ∆ −
(
K1(1/Θ)
ΘK2(1/Θ)
+ 4
)
, (4.18)
β∧ =
ω〈〈u8,−15,1 〉〉[〈〈u8,08,−1〉〉 − 〈〈u5,25,1〉〉]
Γe/iΘ∆ , (4.19)
where 〈〈ui,ji′,j′〉〉 ≡ 〈ui,j〉/〈ui′,j′〉 and ∆ = 1 + (ω〈〈u8,−15,1 〉〉/Γe/i)2. The parallel components
of the transport coefficients may be found by taking the ω → 0 limit of the perpen-
dicular components. (The component of the transport parallel to the magnetic field is
independent of the magnitude of B, as may be straightforwardly shown by taking the
scalar product of the f1 equation, Eq. (4.8), with B.)
The relativistic heat transfer equation can be deduced by substituting Eqs. (4.14)
into (4.15). This also takes the same form as in classical theory [Eq. (4.2)], with the
revised relation:
β′ = β +
(
K1(1/Θ)
ΘK2(1/Θ)
+ 4− 1Θ
)
I, (4.20)
cf. Eq. (2.36), and the following thermal conductivity coefficients:
κ⊥ =
4piΓe/i
3Θ2
(〈u5,3〉 − 〈u5,2〉)− (〈u5,2〉 − 〈u5,1〉) 〈〈u
5,2
5,1〉〉+ 〈〈u8,08,−1〉〉〈〈u8,−15,1 〉〉2(ω/Γe/i)2
∆
+
(
〈u8,0〉 − 〈u8,−1〉
) 〈〈u8,−15,1 〉〉(ω/Γe/i)2[〈〈u8,08,−1〉〉 − 〈〈u5,25,1〉〉]
∆
, (4.21)
κ∧ =
4piω
3Θ2
(〈u8,1〉 − 〈u8,0〉)− (〈u8,0〉 − 〈u8,−1〉) 〈〈u
5,2
5,1〉〉+ 〈〈u8,08,−1〉〉〈〈u8,−15,1 〉〉2(ω/Γe/i)2
∆
−
(
〈u5,2〉 − 〈u5,1〉
) 〈〈u8,−15,1 〉〉[〈〈u8,08,−1〉〉 − 〈〈u5,25,1〉〉]
∆
. (4.22)
4.1.1 Limiting cases
Equations (4.16) to (4.22) are the fully relativistic forms of Braginskii’s transport
coefficients for a Lorentzian plasma, and can be shown to reduce to other known results
in particular limits. We consider two such cases.
Firstly, in the limit Θ → 0, these results reduce to those in the classical work of
Epperlein [160]:
α⊥ =
3n2kBT
4piΓe/i〈v5〉∆ , (4.23)
α∧ = ωmen
(
3nkBT 〈〈v85〉〉
4pi(Γe/i)2me〈v5〉∆ − 1
)
, (4.24)
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β⊥ =
〈〈v75〉〉+ 〈〈v108 〉〉〈〈v85〉〉2(ω/Γe/i)2
Θ∆ −
5
2 , (4.25)
β∧ =
ω〈〈v85〉〉[〈〈v108 〉〉 − 〈〈v75〉〉]
Γe/iΘ∆ , (4.26)
κ⊥ =
4piΓe/i
3Θ2
〈v9〉 − 〈v7〉〈〈v75〉〉+ 〈〈v105 〉〉〈〈u85〉〉
2(ω/Γe/i)2
∆
+ 〈v5〉〈〈v
8
5〉〉〈〈v105 〉〉(ω/Γe/i)2[〈〈v108 〉〉 − 〈〈v75〉〉]
∆
, (4.27)
κ∧ =
4piω
3Θ2
 〈v12〉+ 〈v8〉〈〈v75〉〉
2 − 〈〈v105 〉〉2(ω/Γe/i)2
∆ − 2〈v
5〉〈〈v
10
5 〉〉〈〈v75〉〉
∆
, (4.28)
where
〈vi〉 =
∫ ∞
0
fM
v6ω2 + (Γe/i)2v
i+2dv,
with the Maxwell-Boltzmann distribution, fM(v) = n exp(−mv2/2kBT )/(2pimkBT )1/2,
〈〈vii′〉〉 ≡ 〈vi〉/〈vi′〉 and
lim
Θ→0
∆ = 1 + (ω〈〈v85〉〉/Γe/i)2.
The second limit of interest is that which characterises unmagnetised plasmas:
ω → 0. In this case we find,
lim
ω→0〈u
i,j〉 = 1(Γe/i)2
∫ ∞
0
fJu
i+2γj−4du,
lim
ω→0 ∆ = 1
and, using,
〈u5,j〉 = nξj(Θ)c
5
4pi(Γe/i)2Θ2−jK2(1/Θ)
,
where
ξ1(Θ) = E1(1/Θ)/Θ− e−1/Θ(1−Θ + 2Θ2 − 6Θ3 − 24Θ4 − 24Θ5),
ξ2(Θ) = −E1(1/Θ)/Θ + e−1/Θ(1−Θ + 2Θ2 + 42Θ3 + 120Θ4 + 120Θ5),
ξ3(Θ) = 48Θ2e−1/Θ(1 + 6Θ + 15Θ2 + 15Θ3),
we can write
α‖ =
3nmeΓe/iΘ2K2(1/Θ)
ξ1(Θ)c3
, (4.29)
β‖ =
ξ2(Θ)
ξ1(Θ)
−
(
K1(1/Θ)
ΘK2(1/Θ)
+ 4
)
, (4.30)
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κ‖ =
nc5
3Γe/iΘK2(1/Θ)
(
ξ3(Θ)− [ξ2(Θ)]
2
ξ1(Θ)
)
. (4.31)
It is simple to check that this value of α‖ agrees with that previously obtained by
Braams and Karney [141], and the value of κ‖ similarly agrees with that of Honda and
Mima [156].
4.1.2 Dimensionless transport coefficients
By defining a relativistic mean gyro-frequency:
ω? = eB〈γ〉me (4.32)
and, similarly, a relativistic mean electron-ion collision time [100]:
τ ? = 3c
3〈γ〉Θe1/ΘK2(1/Θ)
Γe/i(1 + 2Θ + 2Θ2) , (4.33)
it is possible to cast these coefficients into dimensionless form (denoted by the su-
perscript c), such that they are functions of the atomic number Z, Hall parameter χ
(= ω?τ ?) and reduced temperature Θ only, using the following relations:
αc = α (τ ?/〈γ〉men) , (4.34)
βc = β, (4.35)
κc = κ (〈γ〉me/nkBTτ ?) . (4.36)
The dimensionless transport coefficients for a Lorentzian plasma are plotted in Fig. 4.1
as functions of ω?τ ?, for 6 values of Θ between the classical (Θ = 0) and ultra-relativistic
(Θ =∞) limits.
The way in which we have defined the Hall parameter, that is, to use the relativistic
electron gyro-frequency and mean electron-ion collision time, rather than Braginskii’s
definitions [74], means that the dimensionless coefficients are independent of tempera-
ture in both limits. (Other definitions lead to non-finite values for the coefficients in the
limit Θ→∞.) We stress that, by parameterising the coefficients in this way, we have
effectively split the relativistic correction into two variables: the Hall parameter χ and
the reduced temperature Θ. The reason for this is that, in §4.3, we shall find that it is
significantly easier to provide fits for these functions than for other parameterisations.
It does mean, however, that Fig. 4.1 (and later Fig. 4.2) does not on its own illustrate
the size of the relativistic corrections at different temperatures. For this reason, in §4.4
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Fig. 4.1 The relativistic transport coefficients as a function of ω?τ? in the case of a Lorentzian
plasma for Θ = 0 (black, solid), Θ = 0.01 (black, dash), Θ = 0.1 (black, dot dash), Θ = 1
(blue, dot dash), Θ = 10 (blue, dash) and Θ =∞ (blue, solid).
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we shall examine the magnitude of the relativistic correction, such that it is clear when
it is necessary to use these results in favour of those of classical transport theory.
4.2 Plasmas with arbitrary atomic number: numer-
ical solution
In this section, we calculate the transport coefficients for a relativistic plasma under
the influence of arbitrary electromagnetic fields, including the effects of both electron-
electron and electron-ion scattering. Our approach is analogous to that taken in §4.1,
although the analytical work is dropped in favour of the direct numerical solution of
the linearised Boltzmann equation.
As the results of Chapter 3 are expressed in spherical coordinates, we shall switch to
the spherical harmonic form of the expansion for the distribution function (see §2.1.5).
Without loss of generality, the driving force s ∈ {E, ∇T} is specified to be in the
x-direction, with the magnetic field B in the z-direction, as before. The f1 equation,
Eq. (4.8), is then given by [161]
∂f 01
∂t
= −v∂f
0
0
∂x
+ eEx
me
∂f 00
∂u
− 2eBz
γme
f 11 + Ce/e(f 01 ) + Ce/i(f 01 ), (4.37a)
∂f 11
∂t
= eBz2γme
f 01 + Ce/e(f 11 ) + Ce/i(f 11 ), (4.37b)
where, in this case, I{f 11} = 0, such that f 11 = f−11 . (Note that, in contrast to the
previous section, we now retain the time-derivative terms ∂fm1 /∂t.) For plasmas with
finite atomic number, electron-electron collisions must also be accounted for in the
collision operator. This term is given by [95, 141]
Ce/e(fm1 ) =
Ce/e[fm1 P
|m|
1 (cos θ)eimφ, fJ ] + Ce/e[fJ , fm1 P
|m|
1 (cos θ)eimφ]
P
|m|
1 (cos θ)eimφ
, (4.38)
where
Ce/e[fm1 P
|m|
1 (cos θ)eimφ, fJ ]
P
|m|
1 (cos θ)eimφ
= − 1
u2
∂
∂u
u2F e/eu,0 fm1 −u2De/euu,0∂fm1∂u
− 2
u2
D
e/e
θθ,0f
m
1 , (4.39)
with Fe/e and De/e given by Eqs. (3.18) to (3.20). The second term is [141]
Ce/e[fJ , fm1 P
|m|
1 (cos θ)eimφ]
P
|m|
1 (cos θ)eimφ
=
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4piΓe/e
n
1γ fm1 (u) +
∫ u
0
[
1
u2c2
(
2j′1[1]1 +
j′1[1]2
Θ − 10
j′1[2]02
Θe
)
+ γ
u2c2
(
−2j
′
1[1]1
Θ + 4
j′1[2]11
Θ + 6
j′1[2]02
Θ2 − 24
j′1[3]022
Θ2
)
+
(
j′1[1]0
c4Θ
)
+ γ
(
2
j′1[2]02
c4Θ2
)]
cu′2
γγ′
fm1 (u′)du′ +
∫ ∞
u
[
1
u′2c2
(
2j1[1]1 +
j1[1]2
Θ
− 10j1[2]02Θ
)
+ γ
′
u′2c2
(
−2j1[1]1Θ + 4
j1[2]11
Θ + 6
j1[2]02
Θ2 − 24
j1[3]022
Θ2
)
+
(
j1[1]0
c4Θ
+ γ′(2j1[2]02
c4Θ2
)]
cu′2
γγ′
fm1 (u′)du′
. (4.40)
where Γe/e = ne4 ln Λe/e/(4pi20m2e), jl[k]∗ = jl[k]∗(u/c) and j′l[k]∗ = jl[k]∗(u′/c); these
functions are catalogued for reference in Appendix A. In using the form for the collision
operator given by Eq. (4.38), we have neglected the self-interaction of the perturbation,
i.e., assumed ∑k Ce/e[fm1 P |m|1 (cos θ)eimφ, fk1P |k|1 (cos θ)eikφ] = 0, and made use of the
fact that Ce/e[fJ , fJ ] = 0 (the collision operator vanishes in equilibrium). As we have
neglected all terms l > 1 in the expansion of the distribution function, we also make
the equivalent approximation in the expansion of the collision operator.
Finally, the electron-ion collision term is given by
Ce/i(fm1 ) = −νeifm1 , (4.41)
cf. Eq. (4.6).
4.2.1 Numerical scheme
As in classical transport theory, outside the Lorentz limit, one must calculate the
transport coefficients numerically. We again need to find the steady-state solution
f 01 , f
1
1 (u, t→∞), as this allows us to determine the electric current j and heat flow q
using Eqs. (4.12) and (4.13), as well as the conversion between notations,
f1 =

f 01
2R{f 11}
−2I{f 11}
 . (4.42)
From this we are then able to calculate the transport coefficients as before.
In order to calculate f 01 , f 11 (u, t → ∞), it is necessary to transform the differential
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equations [Eqs. (4.37)] into algebraic equations using the finite difference method [96].
This involves approximating the distribution function f on a finite mesh of points and
calculating the differentials as the difference between neighbouring (or near neighbour-
ing) points.
The momentum of the system is therefore discretised on a uniform grid whose
spacing ∆u = umax/Nu, where umax is the maximum momentum considered and Nu
the number of computational grid points used. We take Nu = 1000, and the maximum
momentum is chosen such that fJ(umax) = fJ(0)×10−9; the contribution from momenta
above this is assumed to be negligible. (This can be checked by varying umax.) The
jth momentum point is given by uj = j∆u.
Similarly, time is quantised into discrete steps ∆t = tmax/Nt, where, in this case, the
number of timesteps Nt and therefore the total simulation time tmax are both adapted
in the simulation; ultimately they are determined by the time tmax = Nt∆t taken for
a steady-state to be reached.
Under the finite difference representation, the partial derivative with respect to
time t of a function g can be written under consideration of its Taylor expansion:
g(t+ ∆t) = g(t) + ∆t∂g
∂t
+ (∆t)
2
2
∂2g
∂t2
+ ...
which straightforwardly leads us to the forward Euler differencing approximation:
∂g
∂t
∣∣∣∣∣∣
n
j
=
gn+1j − gnj
∆t +O(∆t), (4.43)
where gnj represents the value of the function g at the jth momentum grid point and
nth timestep. Analogously, ∂g/∂u can be written under the central differencing ap-
proximation as
∂g
∂u
∣∣∣∣∣∣
n′
j
=
gn
′
j+1 − gn′j−1
2∆u +O(∆u
2) (4.44)
and, likewise,
∂2g
∂u2
∣∣∣∣∣∣
n′
j
=
gn
′
j+1 − 2gn′j + gn′j−1
(∆u)2 +O(∆u
2). (4.45)
The simplest way to implement this is to take n′ = n, which corresponds to explicit
differencing: the system is evolved to timestep n+ 1 based solely on quantities at the
nth timestep. The stability of this approach, however, is poor [162]. A much more
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stable scheme is implicit differencing,1 which corresponds to n′ = n+ 1.
The numerical scheme we use in this work is similar to that which has been applied
previously by Braams and Karney [141] and Spitzer and Härm [99] to the calculation
of transport coefficients. The magnetic field terms in Eqs. (4.37) and differential terms
of the collision operator, Eqs. (4.39) and (4.41), are all differenced fully implicitly.
The integral term however [Eq. (4.40)] is treated explicitly: this is justified as this
term represents the stopping of the bulk of the distribution fJ on the perturbation
f1; an effect that is expected to be small (given the condition on the validity of linear
transport theory that the system is close to equilibrium; see §4.5). The distribution is
then advanced in time using Euler differencing until a steady state is reached. This is
considered to have been achieved once the fractional difference in the perturbation fm1
between successive timesteps is less than 1× 10−9.
On substituting this representation into Eqs. (4.37), we arrive at the following
band-diagonal series of equations:

1 + c1∆t d1∆t e1∆t
b1∆t 1 + c1∆t d1∆t e1∆t
a2∆t b2∆t 1 + c2∆t d2∆t e2∆t
a2∆t b2∆t 1 + c2∆t d2∆t e2∆t
a3∆t b3∆t ... ... ...
a3∆t ... ... ...
... ... ...

·

f 0,n+11,1
f 1,n+11,1
f 0n+11,2
f 1,n+11,2
...
...
...

=

f 0,n1,1 + An1 ∆t
f 1,n1,1 +Bn1 ∆t
f 0,n1,2 + An2 ∆t
f 1,n1,2 +Bn2 ∆t
...
...
...

(4.46)
where
aj = − Duu,j(∆u)2 +
1
2∆u
(
2Duu,j
uj
+ ∂Duu,j
∂u
+ Fu,j
)
,
bj =
qeBz
2γjme
,
1In fact, this scheme is unconditionally stable for the diffusion equation [162].
4.2 Plasmas with arbitrary atomic number: numerical solution 73
cj =
2Duu,j
(∆u)2 +
2Dθθ,j
u2j
+ Γ
e/i
u2jvj
,
dj = −2qeBz
γjme
,
ej = − Duu,j(∆u)2 −
1
2∆u
(
2Duu,j
uj
+ ∂Duu,j
∂u
+ Fu,j
)
,
Anj =
Ce/e[fJ , f 0,n1,j P
|m|
1 (cos θ)eimφ]
P
|m|
1 (cos θ)eimφ
+ vj
T
∂T
∂x
(
γj
Θ −
K1(1/Θ)
ΘK2(1/Θ)
− 4
)
− qeExvj
kBT
,
Bnj =
Ce/e[fJ , f 1,n1,j P
|m|
1 (cos θ)eimφ]
P
|m|
1 (cos θ)eimφ
with γj = (1 + u2j/c2)1/2 and vj = uj/γj. For compactness, this can be rewritten
T ·xn+1 = xn+sn, where T is the band-diagonal matrix, xn is the vector representation
of f 0,11 at the nth timestep, and sn is the integral component of the collision operator
and (constant) derivatives of fJ , i.e., the vector representation of Anj , Bnj .
In order to solve this series of equations it is necessary to invert the matrix T. For
an arbitrary N × N matrix, this requires O(N3) operations. However, for the case
of a band-diagonal matrix, this can be achieved in far fewer operations by writing it
in compact form (rotated by 45 degrees to form a N × M matrix, where M is the
number of bands on the diagonal — 5 in this case — such that the vast majority of
null components are removed). This compact matrix is then decomposed into its lower
and upper (LU) triangular parts, and the resulting linear series of equations solved
through LU back-substitution. For further details on this method see, e.g., Ref. [162].
Finally, we are required to specify the initial and boundary conditions of the system:
for these we take f 01 , f 11 (u, t = 0) = 0 (though this can be chosen arbitrarily), and
f 01 , f
1
1 (u = 0, t) and f 01 , f 11 (u = umax, t) = 0 are enforced throughout the simulation.
The implicit differencing scheme allows a steady state to be reached in O(1) timesteps.
However, it has been verified that the the same answers are obtained for a timestep
that is a small fraction of the relevant timescale: the mean electron-ion collision time
τ ? for weakly magnetised plasmas and the reciprocal of the gyro-frequency 1/ω? for
strongly magnetised plasmas.
We note that this approach is markedly different to that of the previous section,
due to the retention of the term ∂fm1 /∂t, which enables us to model the evolution of a
plasma with time. However, as we are interested in steady-state quantities, this is not
strictly necessary; for example Epperlein and Haines have successfully determined the
transport coefficients of a classical plasma whilst neglecting the time derivative of the
perturbation [163].
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Once the steady state solutions of Eqs. (4.37) have been found, the transport coef-
ficients can be calculated by an integration over momentum space and the use of the
relativistic Braginskii transport relations (analogous to the previous section). As an
example, the dimensionless transport coefficients for a Z = 1 plasma are plotted in
Fig. 4.2 in a similar form to those for a Lorentzian plasma.
As a means of benchmarking the code, we have verified that these results are con-
sistent with those of other authors in three separate limits. Firstly, in the limit Θ→ 0,
the transport coefficients of both Spitzer [73] and Braginskii [74] can be reproduced
for all values of Z. Secondly, in the ω?τ ? → 0 limit, the electrical conductivity αc‖ is
consistent with the results of Braams and Karney [141], again for arbitrary Z. Finally,
in the Z →∞ limit, the transport coefficients reduce to those derived in the previous
section.
4.3 Rational fits to the transport coefficients
To enable the coefficients derived in this work to be used in transport calculations,
rational functions have been fitted to the numerical data. These take the general form
ϕc⊥,∧ =
g(χ) + Θ(1 + Θ)h(χ)
G(χ) + Θ(1 + Θ)H(χ,Θ) , (4.47)
where χ = ω?τ ?, g(χ), G(χ) and h(χ) are polynomials and H = H(χ), other than in
the case of αc∧ and βc⊥, for which H = H(χ, θ). In the classical limit, the fits reduce to
lim
Θ→0
ϕc⊥,∧ =
g(χ)
G(χ) (4.48)
and in the ultra-relativistic limit,
lim
Θ→∞
ϕc⊥,∧ =
h(χ)
H(χ) . (4.49)
The parameters ρi are dependent only on the atomic number Z. These have been op-
timised via the use of a non-linear least squares method, such that the fits accurately
reproduce numerically-calculated values for each coefficient. In our analysis, the nu-
merical data were spaced at equal logarithmic intervals in the range 10−3 ≤ ω?τ ? ≤ 103
and 10−4 ≤ Θ ≤ 102. The fits are constructed in such a way, by constraining vari-
ous parameters, that they reproduce the numerical data exactly in the four limits
(χ,Θ)→ (0, 0), (0,∞), (∞, 0), (∞,∞). The full forms of the transport coefficients are
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Fig. 4.2 The relativistic transport coefficients as a function of ω?τ? in the case of a Z = 1
plasma for Θ = 0 (black, solid), Θ = 0.01 (black, dash), Θ = 0.1 (black, dot dash), Θ = 1
(blue, dot dash), Θ = 10 (blue, dash) and Θ =∞ (blue, solid).
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given by
αc⊥ = 1−
a1 + a2χ+ Θ(1 + Θ)a3
(a4 + a5χ+ χ2) + Θ(1 + Θ)(a6 + a7χ+ χ2)
, (4.50)
αc∧ =
χ[A1 + A2χ+ A3Θ(1 + Θ)(A4 + A5χ)]
(A6 + A7χ+ A8χ2 + χ8/3) + A3Θ(1 + Θ)(A9 + A7χ+ A8χ2 + χ8/3+Θ/3(Θ+1))
,
(4.51)
βc⊥ =
b1 + b2χ+ Θ(1 + Θ)(b3 + b4χ)
(b5 + b6χ+ b7χ2 + χ8/3) + Θ(1 + Θ)(b8 + b9χ+ b10χ2 + χ8/3+b11Θ/3(b11Θ+1))
,
(4.52)
βc∧ =
χ[B1 +B2χ+B3Θ(1 + Θ)(B4 + χ)]
(B5 +B6χ+B7χ2 + χ3) +B3Θ(1 + Θ)(B8 +B6χ+B7χ2 + χ3)
, (4.53)
κc⊥ =
c1 + c2χ+ c3Θ(1 + Θ)(c4 + c5χ)
(c6 + c7χ+ c8χ2 + χ5/2 + χ3) + c3Θ(1 + Θ)(c9 + c10χ+ c11χ2 + χ3)
, (4.54)
κc∧ =
χ[C1 + C2χ+ C3Θ(1 + Θ)(C4 + C5χ)]
(C6 + C7χ+ C8χ2 + χ3) + C3Θ(1 + Θ)(C9 + C7χ+ C8χ2 + χ3)
, (4.55)
with
αc‖ = limχ→0α
c
⊥ = 1−
a1 + a3Θ(1 + Θ)
a4 + a6Θ(1 + Θ)
, (4.56)
βc‖ = limχ→0 β
c
⊥ =
b1 + b3Θ(1 + Θ)
b5 + b8Θ(1 + Θ)
, (4.57)
κc‖ = limχ→0κ
c
⊥ =
c1 + c3c5Θ(1 + Θ)
c6 + c5c9Θ(1 + Θ)
. (4.58)
The parameters of these fits are tabulated for a range of values of Z in Tables 4.1 to
4.3.
The χ dependence of all transport coefficients in the weak-field limit (χ→ 0) is not
a function of temperature. This is also the case for αc⊥, βc∧, κc⊥ and κc∧ in the strong-field
limit (χ→∞). However, the χ dependence of αc∧ and βc⊥ in the strong-field limit does
vary with temperature: at Θ = 0, αc∧ ∼ χ−2/3 and βc⊥ ∼ χ−5/3, whereas, at Θ = ∞,
αc∧ ∼ χ−1 and βc⊥ ∼ χ−2. (The former limit was found by Epperlein and Haines [163];
the latter may be obtained by following their analysis in the limit γ → u/c.) For these
two coefficients, at intermediate temperatures (Θ ∼ 1), errors may increase with χ in
the strong field limit. However, transport is strongly suppressed for such cases and
maximum errors of 20% are observed for values up to χ = 103. This is shown for
the example of a Lorentzian plasma in Fig. 4.3, along with the fractional percentage
errors of the other fits provided. Outside these two special cases, the maximum error
is approximately 15% for all temperatures and field strengths.
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As this chapter has so far been largely mathematical, in the following section we
provide some physical interpretation of these results.
4.4 Discussion of results
Transport in weakly magnetised plasmas (χ  1) is dominated by collisions, whereas
in strongly magnetised plasmas (χ 1) it is dominated by the magnetic field. In the
classical theory [74], this can be thought of in terms of the collisional mean free path
λei = vthτ and the Larmor radius rL = vth/ω (where vth is the thermal electron speed);
whichever is smaller determines the characteristic step-size for transport. Here τ is
Braginskii’s mean electron-ion collision time [74]:
τ = 3
√
piΘ3/2c3√
2Γe/i
, (4.59)
which should not be mistaken for its relativistic counterpart seen earlier in this work
[Eq. (4.33)].
At χ ∼ 1, these two length-scales are of the same order, and transport is both
collisional and magnetised. (This is why the ∧ coefficients are maximised at this point
[74].) We will see that a similar physical picture applies in the relativistic case.
Firstly, note that we have parameterised the coefficients in terms of ω?τ ?, which is
the product of the relativistic gyro-frequency ω? and the relativistically-correct mean
electron-ion collision time τ ?. The reason for doing this can be seen by considering
αc⊥: electron-ion collisions set up a frictional force that resists the flow of current,
Rei ∼ αc⊥men〈γ〉〈v〉/τ ? (where the current is given by −en〈v〉) [100]. The use of τ ? in
our parameterisation ensures αc⊥ tends to unity in the strong-field limit, corresponding
to the case in which the electron distribution is a drifting Maxwellian. For lower
values of the Hall parameter, the resistivity αc⊥ decreases, because collisions distort
the distribution function and the electrons that contribute primarily to the current
are those that are less collisional. This difference between the weak- and strong-field
resistivity is reduced relativistically (compared to that seen classically) because the
electron-ion collision frequency scales with 1/u2v rather than 1/v3 [Eq. (4.7)], with the
former tending to 1/u2 in the ultra-relativistic case.
This ω?τ ? parameterisation also ensures that the functional form of the coefficients
is broadly independent of temperature (see, e.g., Fig. 4.2), and the physical reasoning
outlined above can be updated as follows: for ω?τ ?  1, the collisional mean free
path, λei = vthτ ?, is the characteristic length-scale for transport and, conversely, for
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Fig. 4.3 Plot of fractional error in polynomial fits to a) α⊥, b) α∧, c) β⊥, d) β∧, e) κ⊥, f) κ∧
as a function of ω?τ? in the case of a Lorentzian plasma (Z → ∞) for Θ = 0 (black, solid),
Θ = 0.01 (black, dash), Θ = 0.1 (black, dot dash), Θ = 1 (blue, dot dash), Θ = 10 (blue,
dash) and Θ =∞ (blue, solid).
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ω?τ ?  1, the Larmor radius rL ∼ vth/ω? is the appropriate length-scale. At ω?τ ? ∼ 1,
these two lengths are of the same order, which is why, for all values of Θ, the switch
between collisional and magnetised transport occurs at or near to this point.
We are now in a position to compare these results with those given by the classical
theory, so as to analyse the magnitude of relativistic effects at various temperatures
and field strengths. For this, it is useful to use the classical form of the Hall parameter,
ψ = ωτ , as this enables us to confine the relativistic correction to the Θ variable alone.
In the classical theory, for a given ωτ , the dimensionless coefficients are independent
of temperature. However, in the relativistic theory, this no longer remains the case.
Plotting the ratio of the coefficients (given in terms of ωτ) at arbitrary Θ to that at
Θ ≈ 0 therefore provides the size of the relativistic correction. This is done in Fig. 4.4
for the case of a Z = 1 plasma. (Corrections for plasmas with different atomic numbers
are of the same order.)
Figure 4.4 shows that the relativistic electrical resistivity α⊥ increases from its clas-
sical value as the temperature is increased. This can be understood by again considering
the frictional force Rei, which balances the electromagnetic fields and pressure gradient
in a steady state. As we have seen, Rei ∼ αc⊥men〈γ〉〈v〉/τ ?, with 〈γ〉/τ ? → 1/τ ∼ Θ−3/2
(non-relativistic) and 〈γ〉/τ ? ∼ Θ−1 (ultra-relativistic). In the ultra-relativistic limit,
the correction to the classical result therefore scales as Θ1/2. Physically, this represents
the increased collisionality of high temperature plasmas when relativistic effects are
accounted for (see Chapter 3), or, alternatively, the reduction of the current j and heat
flow q generated in the plasma as particles are limited to c.
Similarly, at low field strengths, the thermal conductivity κ⊥ decreases from its
classical value as the temperature is increased. The correction in this case scales as
Θ−1/2 in the ultra-relativistic limit. This is because the thermal conductivity is effec-
tively a diffusion coefficient of the form (∆x)2/∆t, where ∆x is the characteristic step
length of transport and ∆t the step time [74]. Classically, this can be expressed λ2ei/τ =
(vthτ)2/τ , whose temperature dependence is given by (Θ1/2Θ3/2)2/Θ3/2 ∼ Θ5/2. In the
ultra-relativistic limit, this switches to (vthτ ?)2/τ ?, which scales as (Θ2)2/Θ2 ∼ Θ2. The
corresponding Θ−1/2 correction can be attributed to the same physical considerations
as the resistivity above.
By contrast, at low field strengths, the thermoelectric coefficient β⊥ does not change
indefinitely at high temperatures. In fact, in the ultra-relativistic limit, βc‖ → 0.2297,
which is of the same order as the classical value, βc‖ ≈ 0.7029 (Z = 1). Again this
can be justified by simple physical arguments [74]; consider, for example, the thermo-
electric term nkBβ · ∇T in Eq. (4.1). This term arises due to the fact that, when a
temperature gradient is imposed, the electrons higher up the gradient are less colli-
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sional, which produces a net frictional force down the gradient. An estimate for this
force can be given by considering an electrons with extra energy ∼ λeikB∂T/∂x as they
travel a mean free path λei down the temperature gradient. Thus the force is of order
(λei/T )∂T/∂x(〈γ〉menvth/τ ?) ∼ n∂T/∂x, which is clearly independent of temperature.
The corrections at high field strengths, and to the α∧, β∧ and κ∧ coefficients, are
slightly more subtle. Firstly, the temperature scaling of ωτ (the non-relativistic Hall
parameter) is Θ3/2, whereas that of ω?τ ? (the relativistic Hall parameter) is Θ in the
ultra-relativistic limit. In other words, relativistic effects mean it is more difficult to
magnetise a plasma than would be expected classically (again because of increased
collisionality); the effect of the magnetic field is decreased by ∼ Θ−1/2 at very high
temperatures. With the exception of α⊥, this is manifested in an increase in all coef-
ficients in the high field limit. This can be seen as all these decrease rapidly with an
increasing magnetic field, and a relativistic treatment acts to reduce the effects of this.
The corrections seen in the low field limit of α∧, β∧ and κ∧ are due to the combina-
tion of effects discussed above. For α∧, an ∼ Θ1/2 increase as per α⊥ is exactly balanced
by the ∼ Θ−1/2 decrease due to the reduced magnetisation (as the coefficient scales
∼ χ in this limit). Therefore, in the classical limit, αc∧ = 0.1988ωτ , whereas in the
ultra-relativistic limit, αc∧ = 0.01528ωτ . In the case of β⊥, a simple Θ−1/2 correction
is required due to magnetisation effects. Lastly, the combination of two Θ−1/2 scalings
for κ∧ result in a net Θ−1 correction.2
Finally, we note that the relativistic corrections to α‖ and κ‖ can be fairly significant,
even at mild temperatures. For example, at kBT = 30 keV (Θ ≈ 0.06), κ‖ is reduced
to 80% of its classical value. Note that this is somewhat larger than the correction
to α‖, as the thermal conductivity is a higher moment of the distribution and thus
more sensitive to the change in the shape of the tail due to relativistic effects than
the electrical resistivity. However, the greatest corrections are those to the coefficients
in the (b × s) direction in the weak-field limit. We find that, even at kBT = 5 keV
(Θ ≈ 0.01), β∧ and κ∧ are reduced by 10%. By kBT = 20 keV (Θ ≈ 0.04), κ∧ has
decreased to approximately 60% of its classical value. Although transport is strongly
suppressed in this direction for weak field strengths, we find these corrections remain to
ωτ ∼ 0.1; at this point the thermal conductivity κ∧ is a large fraction of its maximum
value (see the Θ = 0 case in Fig. 4.2, for which τ = τ ?).
2Our scalings here and in the preceding discussion all apply in the ultra-relativistic limit. In the
mildly-relativistic case, no simple scaling is possible, as the correction is a product of both the simple
physical arguments here, as well as changes to the shape of the distribution function.
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4.5 Limits of validity
The limits of applicability of linear transport theory have been discussed by numerous
authors [164–166]. For a relativistic plasma, it is required that the thermal-averaged
momentum,
uth =
4pi
n
∫
fJu
3du = 2(1 + 3Θ + 3Θ
2)
e1/ΘK2(1/Θ)
c, (4.60)
is much greater than the magnitude of the drift momentum,
udr =
4pi
3n
∫
f1u3du; (4.61)
otherwise f1 can no longer be considered to be a small perturbation and the time
evolution of f0, f2 etc. must be considered. This places constraints on the magnitude
of the electric fields E and temperature gradients ∇T that may be studied using this
approach.
The assumption that the ions are infinitely massive is fairly robust for Ti ∼ Te and
Θi  1, given mi  me. We note that in the presence of a strong magnetic field
the ion contribution to transport may be greater than the electron contribution in the
direction normal to the magnetic field [167]. However, the higher mass of the ions
means that, for temperatures as high as kBTi ∼ 0.1 GeV (Θe ∼ 100), their motion
remains non-relativistic. For this, the reader is referred to earlier works on classical
ion transport [74, 159].
In the present work, our analysis has been confined to the inertial frame in which
the ions are at rest. Allowing for relativistic flow is complicated: Dzhavakhishvili and
Tsintsadze [100] showed that the relativistic MHD equations contained terms (∼ 1/c2)
completely absent from their classical counterparts [74]. However, in the case of a
mildly relativistic plasma, in which the mean velocity of the ions Vi is finite but much
smaller than the speed of light, |Vi|2/c2 ≈ 0, we may approximate the effects of this
by substituting E′ = E + Vi×B in place of the electric field in Ohm’s law. This is the
transformation used in the classical theory [159]. For our purposes, this approximation
should suffice, given ionic flow in ICF is distinctly non-relativistic (e.g., the implosion
velocity on the NIF point design is around 370 kms−1 ∼ c/1000 [23]).
The results here are valid for an electron-ion plasma, under the assumption of quasi-
neutrality; that is, Zni = ne. Clearly, as the temperature is increased, the effect of pair
production will alter this relation to Zni + ne+ = ne− , where the positron density ne+
is a function of the optical depth of the plasma. However, in the case of the highest
temperature ICF plasmas of interest (of order 100 keV), the positron density ne+ is
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expected to be less than 1% of that of the electrons ne− [168], such that these results
will still accurately describe electron transport. In the more general case, for which
ne+ . ne− , the kinetics of both electron and positron populations need to be considered
for an accurate description of transport. This is left for further work.
Finally, our work has neglected the effect of radiative processes on the electron
transport. Again this corresponds to the assumption that the plasma is optically thin;
otherwise processes such as Compton scattering are likely to be significant. Irrespective
of optical depth, however, bremsstrahlung may be an important consideration in colli-
sional systems (as discussed in §3.4) and synchrotron radiation similarly in magnetised
systems.
Synchrotron radiation can be described by both classical and quantum electrody-
namics, although for fields much less than the critical field, |B|  Bc = m2ec2/e~, these
yield identical results. We use here the simpler classical theory, which gives the power
radiated by an isotropic distribution of electrons in a magnetic field as [102]
P = e
4
9pi0m2ec3
v2γ2B2. (4.62)
(We neglect here the effect of the electric field and pressure gradients on the electron,
and consider solely its v×B rotation.)
We wish to determine the circumstances under which synchrotron radiation becomes
an important consideration in collisional transport. For simplicity we confine ourselves
to the ultra-relativistic limit, in which τ ? → 9Θ2c3/Γe/i, 〈γ〉 → 3Θ and we can take
v ≈ c in Eq. (4.62). For synchrotron processes to be negligible, we require the fractional
energy loss per collision time Pτ ?/〈γ〉mec2  1 (for χ 1) or that per v×B rotation
Pτ ?/χ〈γ〉mec2  1 (for χ  1). Substituting the relevant parameters into the latter
of these and rearranging yields
ΘZn ln Λe/iχ 316pir30
. (4.63)
Taking representative values of laboratory HEDP plasmas for the parameters on the
left-hand side of this equation, e.g., Z = 1, n = 1×1032 m−3, ln Λe/i = 5 and χ = 1, we
find a temperature condition of Θ 4× 107. Clearly this is easily satisfied, and, even
though this condition is sensitive to the Hall parameter χ, we find Θ  4 × 103 for
values as high as χ = 100. Beyond this, transport is no longer collisional and, as such,
the process of synchrotron radiation can be safely neglected for all systems of interest.
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Table 4.3 The constant coefficients of the rational polynomial in χ and Θ used to fit κc⊥ and
κc∧.
Chapter 5
Numerical simulations of high
temperature plasmas
Our treatment of Coulomb collisions has so far been primarily analytical and, in order
to advance beyond the Fokker-Planck approximation, it is necessary to switch to a
numerical approach. In this chapter, we use Monte Carlo simulations to do this.
We begin in §5.1 by outlining the Monte Carlo method and describing the specific
code used in this work. This is then benchmarked and the theoretical results presented
earlier in this thesis are verified in §5.2. Finally, in §5.3 we drop the Fokker-Planck
approximation and consider the effect of non-Gaussian multiple scattering on transport
in a plasma.
5.1 The Monte Carlo method
The Monte Carlo method has been used as a means to solve numerical problems in a
range of fields since its inception in 1945 [169]. By contrast to grid-based numerical
schemes (such as that used in §4.2), the Monte Carlo method operates by the repeated
generation of random numbers and, in this way, is able to optimise functions, perform
N -dimensional integrations or — of interest here — sample from arbitrary probability
distributions [170].
The way in which it achieves this can be seen by considering a distribution function
f(x), one example of which — the one-particle probability distribution function f(u)
— has already been extensively used in Chapters 3 and 4. Here we also find it useful
to define the cumulative distribution function (CDF) C(x), which is related to f(x) by
C(x) =
∫ x
0
f(t)dt. (5.1)
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The CDF, having been normalised such that C(∞) = 1, gives the fraction of the
distribution that lies below its argument. We may also define its inverse C−1(U), which
takes a number U ∈ (0, 1) and returns the value below which a fraction U of the
distribution lies. (For example, C−1(0.5) gives the median value of the distribution.)
The relationship between C and C−1 can be summarised as
C(x) = U,
C−1(U) = x.
The Monte Carlo method works as follows: a uniform random number U is first
generated, in our case using the Ran algorithm of Ref. [162], which has a period in excess
of 3 × 1057. (We note this because it is clearly important that the random number
generator we use is as unbiased as possible.) C−1(U) is then calculated, its result
retained and the process repeated. In the limit of infinite samples, the distribution
C−1(U) produced in this way will be described by f(x) exactly.1
The accuracy of the Monte Carlo method for a finite number of samples is dictated
by the central limit theorem, and the associated errors therefore scale as 1/
√
N , where
N is the number of samples. (For example, quadrupling the number of samples halves
the error to which C−1(U) reproduces f(x).) In practice, there will always be noise
associated with the Monte Carlo method, particularly in the tails of distributions,
although with modern computers it is typically possible to perform a sufficient number
of samples that this can be kept low.
5.1.1 Numerical scheme
Having outlined the general Monte Carlo method, we now detail the specific code used
to produce the results in this chapter. This is 0D3P by design (zero spatial but three
momentum and field dimensions), and has been developed for the explicit purpose of
modelling Coulomb collisions in a relativistic plasma. The code operates by considering
the dynamics of computational particles, each taken to represent one or more physical
particles. The momentum of these particles is allowed to vary in a continuous fashion,
whereas time remains discretised in a similar way to §4.2.1.
We note that for the statistical distributions considered in this chapter, analytical
forms exist for C(x) and C−1(U). However, in general this is not the case, as we shall
see for the separate set of Monte Carlo simulations used in Chapter 6. (In fact, the
1Strictly speaking, this also relies on the existence of analytical forms for C(x) and C−1(U), or an
infinite level of accuracy in the numerical calculation of these functions.
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distributions in this chapter are approximated for the very reason that C(x) and C−1(U)
can then be determined analytically.)
The basic algorithm can be summarised as follows:
Relativistic plasma algorithm
1. Specify the initial conditions (number of species, densities, temperatures,
Coulomb logarithm), the number of computational particles and the timestep
used in the simulation
2. Pick particle momenta from the relevant distributions and generate vectors
of particles (*)
3. Generate a random mapping between particles in species a and b (*)
4. Transform each pair of particles into the centre-of-mass frame and scatter
through the relevant mechanism (*)
5. Repeat steps 3− 4 for each pairing of species
6. Accelerate particles due to external electromagnetic fields (*)
7. Perform diagnostics of the system
8. Repeat steps 3− 7 at each timestep
9. End
Several of these steps are self-explanatory and need not be expanded any further.
However, in the remainder of this section, the more involved parts of the algorithm
(denoted by an asterisk above) are discussed in greater detail, beginning with the
method used to generate the appropriate distributions.
Initialisation of distributions
There are two distributions that are of interest in this work: a unidirectional, monoen-
ergetic distribution f(u) = δ(u − u0), which is trivial to produce, and the relativistic
Maxwellian fJ(u). There are two ways that we can generate a Maxwellian distribution,
both of which have been shown to produce identical results.
Each approach uses a different method to generate u according to the distribution
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fJ(u), and then calculates the ux, uy, uz components of the particle via
ux = u(1− Y 2)1/2 cos(φ), (5.2a)
uy = u(1− Y 2)1/2 sin(φ), (5.2b)
uz = uY, (5.2c)
where Y = 1 − 2U1 and φ = 2piU2, with uniform random numbers Ui ∈ (0, 1). This
ensures that the particles are isotropic in momentum space.
The first method initialises an isotropic monoenenergetic distribution, with each
particle having a momentum u corresponding to the mean energy of the Maxwellian
distribution that we are aiming to create,
〈u〉 =
(3Θ + K1(1/Θ)
K2(1/Θ)
)2
− 1
1/2 c,
cf. Eq. (2.25). We then let the distribution self-interact via small-angle Coulomb scat-
tering for a large multiple of the equilibration time such that it relaxes to a Maxwellian
on its own accord. (An example of this is given in §5.2.1.) In analogy with Spitzer,
the equilibration time is defined by
τ
a/b
E =
nakB(Tb − Ta)
dEa/dt
, (5.3)
with dEa/dt given by Eq. (3.42). This is a measure of the time taken for two species
a and b to come into equilibrium. In the case a = b, i.e., a distribution of particles
equilibrating with itself, it is necessary to multiply this by a factor of 2 to account for
over-counting.
The second method employs a rejection method, which is attributed to Sobol [171]
and detailed in Ref. [172]. This makes use of the fact that Jüttner’s distribution
fJ(u)4piu2 is similar in form to that of the third-order gamma distribution:
P3(u,Θ) =
1
2Θ3 exp(−u/Θ)u
2, (5.4)
which is fortuitous as the gamma distribution can be generated using random variables.
In this case, we can initialise u according to P3(u,Θ) as follows:
u/c
Θ = − ln(U3U4U5),
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and, on comparing the exponent with that of Eq. (2.24), we can generate u following
fJ(u) by rejecting the particle if
exp
u/c−
√
1 + u2/c2
Θ
 < U6.
The efficiency of this second method approaches unity for temperatures Θ > 1, but
quickly degrades for Θ < 1. However, in all cases of interest, this is found to be quicker
than the first method and is therefore used in all cases other than in §5.2.1.
Pairing of particles and rotation in the CM frame
In general, simulating the interaction of N particles is of O(N2) time complexity.
However, by using the binary collision approximation — in which we consider the
interaction of only two particles at a time, and assume collisions to be instantaneous —
we are in effect able to reduce this to O(N). In the context of Monte Carlo simulations,
this corresponds to scattering randomly-selected particle pairs at each timestep. The
random pairing of particles is achieved in this work using a Fisher-Yates shuﬄe.
Having paired the particles, we transform into the centre-of-mass frame, which has
a velocity vCM = (ua+mbub/ma)/(γa+mbγb/ma) with respect to the laboratory frame.
By definition, in the CM frame, the momenta of the particles satisfy mau?a = −mbu?b ,
and their scattering amounts to a rotation. By modelling the interaction of particles
in this way, we can see that the code explicitly conserves energy and momentum. The
scattering angle is determined in this work through one of two approaches: a small-
angle cumulative scattering algorithm, and a binary interaction algorithm. These are
discussed respectively in the following two sections. Given a scattering angle θ, the
final momentum of particle a in the CM frame is [173]
u?′a =

u?axu
?
az/u
?
a⊥ −u?ayu?a/u?a⊥ u?ax
u?ayu
?
az/u
?
a⊥ u
?
axu
?
a/u
?
a⊥ u
?
ay
−u?a⊥ 0 u?az
 ·

sin θ cosφ
sin θ sinφ
cos θ
 (5.5)
where u?a⊥ = (u?2ax+u?2ay)1/2 and we have assumed azimuthal symmetry in the scattering,
that is, φ = 2piU , where U ∈ (0, 1). The final momentum of particle b can trivially be
calculated through mbu?′b = −mau?′a and both particles are then transformed back into
the laboratory frame.
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Small-angle multiple scattering
Due to the dominance of small-angle scattering, it is often preferable to consider the
expected angular deflection after N successive interactions, as opposed to modelling
each one explicitly. This type of approach has long been employed to describe multiple
(or plural) scattering of electrons in nuclear physics (seminal results given in Refs.
[174–177]). In a plasma, this approach was first taken by Takizuka and Abe [178],
and has since been generalised to relativistic interactions in, e.g., Refs. [173, 179]. An
overview of the specific implementation employed in this work is given below.
The distribution of angles after N collisions is determined by the parameter
sa/b = Na/b〈θ2〉, (5.6)
where 〈θ2〉 is the mean square angle of a single encounter. Strictly speaking, this
parameter dictates the width of the distribution. Its shape is taken to be Gaussian
by some authors [142, 178, 180], whereas others have shown that a more accurate
cumulative scattering distribution has more prominent tails [175, 176, 181]. In this
section, we use a Gaussian distribution for simplicity; the accuracy of this assumption
is later examined in §5.3.
Clearly to determine sa/b we must calculate Na/b and 〈θ2〉. The number of collisions
Na/b is given by the product of the Lorentz-invariant reaction rate [Eq. (2.40)] and the
numerical timestep ∆t,
Na/b = nbσ(r
2 − 1)1/2∆tc
γγ′
. (5.7)
The mean square angle of a single interaction can be determined by
〈θ2〉 = 1
σ
∫
θ2
dσ
dΩdΩ, (5.8)
in which σ and dσ/dΩ are the total and differential cross sections respectively. Let
us first consider electron-electron scattering, which is described by the Møller cross
section [Eq. (C.1)]. As expected, on substituting this into Eq. (5.8) and integrating
over all solid angles, we find we have a divergent expression. This divergence is due to
the same considerations as in §2.1.3 and to remove it we must again specify a minimum
scattering angle, θmin, whose inclusion can be physically motivated as due to Debye
shielding. On doing so we find, in the CM frame,
〈θ2〉 = 2pir
2
0c
4
γ?2u?4σ
(2γ?2 − 1)2 ln Λe/e, (5.9)
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where we have removed terms on the assumption ln Λe/e  1. (Under this condition,
the Bhabha cross section for electron-positron scattering, Eq. (C.4), will yield the same
result.) The energy of each particle in the CM frame
γ? = [(γ + γ
′)2 − (u + u′)2]1/2
2
is related to r by γ?2 = (r+ 1)/2, with u?2 = (γ?2− 1)2c2 = (r− 1)c2/2, allowing us to
finally write
sa/bee =
4pir20c3nbr2
γγ′(r2 − 1)1/2u?2 ln Λ
e/e∆t, (5.10)
where ∆t should be chosen appropriately such that it is a small fraction of the relevant
timescale.
Following a similar programme through for electron-proton scattering [Eq. (C.2)]
leads to
sa/bep =
8pi(r0me)2c5nbr2(r2 − 1)1/2
γγ′(m2a + 2mambr +m2b)u?4
m2b
m2a
ln Λe/p∆t, (5.11)
where u? is the momentum per unit mass of particle a in the CM frame. (This expres-
sion reduces to Eq. (5.10) in the case of equal masses, ma = mb.)
In the simulation, particles are scattered through an angle picked from a Gaussian
distribution with variance sa/b. This may be done straightforwardly by using a Box-
Muller transform: for two independent uniform random numbers U1, U2 ∈ (0, 1), one
can generate two samples from a Gaussian distribution y1 and y2 by using [162]
y1 =
√
−2 lnU1 cos(2piU2), (5.12a)
y2 =
√
−2 lnU1 sin(2piU2). (5.12b)
Binary interactions
The treatment of binary interactions is conceptually simple, although in various cases
computationally expensive: the probability P of two particles a and b scattering in a
timestep ∆t can be written as
P = nbσ(r
2 − 1)1/2∆tc
γγ′
, (5.13)
cf. Eq. (2.40), where σ is the relevant cross section.
A uniform random number U ∈ (0, 1) is generated and, if U < P , an interaction
is taken to have occurred whereas, if U > P , the particles are left unscattered. For
the cases in which a collision does take place, the angles of the outgoing particles
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are sampled exactly from the cross section dσ/dΩ; this is discussed in further detail in
§5.3. Note that this simple treatment does not restrict the scattering probability P < 1,
and sufficiently small timesteps must be used in order to minimise the probability of
multiple scattering events within one timestep.
Acceleration of particles due to electromagnetic fields
Finally, we use Boris’s algorithm to model the acceleration of charged particles under
the influence of electromagnetic fields [182]. For fixed electric E and magnetic B fields,
the variable u− is first defined by applying half the electric field acceleration to the
momentum of the particle at the nth timestep:
u− = un + qa∆t2ma
E. (5.14)
Secondly, we define another temporary variable, u+, by applying the effect of the v×B
rotation to u−:
u+ − u−
∆t =
qa
2γ−ma
(u+ + u−)×B, (5.15)
where γ− = (1 + |u−|2/c2)1/2. The momentum of the particle at the (n+ 1)th timestep
can then be determined by applying the latter half of the electric field acceleration to
u+:
un+1 = u+ + qa∆t2ma
E. (5.16)
This approach prevents the numerical heating issues seen with a simple forward differ-
encing method [182].
5.2 Verification of theoretical results and bench-
marking
As a means to benchmark the numerical code and verify the previous theoretical re-
sults, in this section it is shown that: a) in the absence of external forces, a uniform
distribution of relativistic electrons relaxes to a Maxwellian distribution, Eq. (2.24);
b) the relaxation rates of a relativistic test particle in a Maxwellian background are
described by Eqs. (3.35), (3.37), (3.38) and (3.40); and c) the electrical resistivity and
thermoelectric coefficient for a relativistic plasma are in general given by the results of
Chapter 4.
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5.2.1 Relaxation to a Maxwellian distribution
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Fig. 5.1 Relaxation of an initially monoenergetic distribution of electrons to a Maxwellian
with temperature Θe = 1. Grey lines describe the shape of the distribution at τ e/eeq /100
intervals and the blue line is the theoretical result, Eq. (2.24). 1× 108 particles were used in
the simulation, along with a computational timestep ∆t = τ e/eE /100.
A useful test of any collision algorithm is the relaxation of a non-thermal dis-
tribution towards equilibrium. To check this, we initialise an isotropic monoener-
getic distribution of electrons, fe(u) = neδ(u − u0), where u0 is chosen such that
γ0 = (1 + u20/c2)1/2 = 〈γ〉, given by Eq. (2.26), and let the system evolve without any
external intervention.
Figure 5.1 shows the evolution of an electon distribution towards a Maxwellian
with temperature Θe = 1. The grey lines depict the shape of the distribution at
τ
e/e
E /100 intervals [where τ
e/e
E is given by Eq. (5.3)], from which we can see that the
sharply-peaked distribution quickly broadens due to collisions and the net movement in
momentum space slows as it approaches the Maxwellian. Plotting this on a logarithmic
scale shows more clearly the time taken for the tail of the distribution to fill out (this
takes a few equilibration times to take place); see Fig. 5.2. Although this particular
simulation corresponds to the case Θe = 1, it has been verified that non-thermal
distributions with much lower and higher average particle energies (and thus final
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temperatures) also relax to the relativistic Maxwellian.
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Fig. 5.2 Relaxation of an initially monoenergetic distribution of electrons to a Maxwellian
with temperature Θe = 1: logarithmic scale. At high energies, the simulated distribution only
begins to match the theoretical result (blue) at t ≈ 5τ e/eE (black). The tail is considerably
depleted at t = τ e/eE /2 (red) and t = τ
e/e
E (green). 1×108 particles were used in the simulation,
along with a computational timestep ∆t = τ e/eE /100.
5.2.2 Relaxation rates of a relativistic test particle
In a similar way, the scheme has been shown to reproduce the test particle relaxation
rates derived earlier in this work. For this we consider a uniform background of field
particles at a temperature Θb = 0.1 and calculate the momentum loss and energy
change rates [Eqs. (3.35) and (3.40)] for test particles with various initial momenta.
A Maxwellian background is first initialised using the algorithm outlined in §5.1.1.
A characteristic slowing time may be defined as
τa/b =
(γ − 1)mac2
d/dt
, (5.17)
where d/dt is given by Eq. (3.40). Test particles at various energies are then scattered
against the background for 1000 timesteps, each of a duration of τa/b /106.
The results of these simulations are plotted in Figs. 5.3: these show a high level of
agreement between theory and simulation over a wide range of test particle momenta.
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The only significant discrepancy is seen in the momentum loss rate for test particles
with energies lower than the mean background energy [Eq. (2.25)], as in this case diffu-
sion dominates over slowing and these two effects are difficult to separate numerically.
The discrepancy between the numerical results and the theoretical curve is not physical
and would be expected to disappear in the limit of infinite test particles.
5.2.3 Transport coefficients of a relativistic plasma
In this section, we benchmark the code against the transport coefficients derived in the
previous chapter.
The electrical resistivity α and thermoelectric coefficient β can be determined by
initialising a thermal electron population and applying an electric field across it. In the
absence of pressure or temperature gradients, the ratio of the current thus generated
to the applied electric field then gives the resistivity αc via Ohm’s law [Eq. (4.1)] and
Eq. (4.34). Similarly, we can calculate the thermoelectric coefficient βc via the heat
flow equation [Eq. (4.2)] and Eq. (4.35).
As the results of Chapter 4 were derived under the assumption that the ions were
infinitely massive, we apply the same approximation here; when dealing with electron-
ion collisions this corresponds to taking the CM frame to be the laboratory frame and
the relative velocity vrel to be equal to the thermal velocity of the electron. Clearly we
do not need to explicitly model the ions; all that is required is to note their density,
which is given by ni = ne/Z. In this limit (mb → ∞) and for Z = 1, the parameter
sa/b simplifies to
sa/bep =
8pir20c4nbγ2
u3
ln Λe/p∆t. (5.18)
Figures 5.4 and 5.5 show that, the electric resistivity αc‖, αc⊥ and thermoelectric
coefficient βc‖, βc⊥ calculated through Monte Carlo simulations are in excellent agreement
with that given by Eq. (4.56). These results are for the specific cases of Θ = 1, Z = 1,
ω?τ ? = 0 (Fig. 5.4) and Θ = 0.1, Z = 1, ω?τ ? = 1 (Fig. 5.5), although consistency
between simulation and theory has also been checked at other values of temperature
and atomic number.
5.3 Physics beyond the Fokker-Planck approxima-
tion
The salient results of the kinetic theory of plasmas [73, 80, 85, 113, 159] are based on the
Fokker-Planck equation, in which collisions are represented by the friction and diffusion
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Fig. 5.3 Comparison of the Monte Carlo simulations (black dots) and theoretical result
(blue line) for the relativistic relaxation rates. A numerical timestep ∆t = τ/106 was used
in the simulation and the background temperature is Θe = 0.1. The black dots correspond
to the mean of N = 512 simulations, each involving 2.5 × 105 test particles and 1.28 × 108
background particles. The shaded area is the region within one standard deviation of these
results.
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Fig. 5.4 Comparison of the electrical resistivity αc‖ (left) and thermoelectric coefficient βc‖
(right), as computed using the theory of Chapter 4 (blue line) and Monte Carlo simulations
(black line), for the case of Θ = 1 and Z = 1. Time t is given in terms of the mean electron-ion
collision time τ?. 1× 108 particles were used in the simulation.
of particles in momentum space (see Chapters 2 and 3). As any one particle undergoes
many small-angle collisions, interactions between individual particles are not accounted
for explicitly; rather the cumulative effect over many encounters is calculated.
In all these cases, in addition to the standard numerical approach used to model
Coulomb collisions in particle-in-cell simulations [178], the statistical distribution re-
sulting from cumulative scattering is taken to be Gaussian, with the rationale that
individual interactions are independent and may be summed by the general theory of
errors [73].
However, when single events have probability distributions with ‘long tails’ — as
is the case with the angular distribution in Rutherford scattering — their sum is not
accurately described by a Gaussian distribution: see Ref. [177] and references therein.
This fact is well established in nuclear physics, in which much work has been done to
study the angular distribution of fast electrons (MeV energies and above) as they are
scattered in solid targets [174, 176, 177, 183]. In this case it has been shown that a
more accurate description to the cumulative scattering distribution is that first given
by Molière [174] which, in the case of Rutherford scattering, is [176]
f(θ)θdθ = λdλ
∫ ∞
0
ydyJ0(λy) exp[14y
2(−B + ln 14y2)], (5.19)
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Fig. 5.5 Comparison of the electrical resistivity αc⊥ (left) and thermoelectric coefficient βc⊥
(right), as computed using the theory of Chapter 4 (blue line) and Monte Carlo simulations
(black line), for the case of Θ = 0.1, ω?τ? = 1 and Z = 1. Time t is given in terms of the
mean electron-ion collision time τ?. 1× 108 particles were used in the simulation.
where θ is the cumulative scattering angle, B = 2 ln(χc/χa)+1−2γE (here γE is Euler’s
constant), λ = θ/χc, J0 is the zeroth Bessel function of the first kind, and
χ2c =
nbe
4Z(Z + 1)x
4pi20m2av2u2
,
in which a is the high energy particle species, nb and Z are the density and atomic
number of the background species, and x is the thickness of the solid. The parameter
χ2a = χ20
[
1.13 + 3.76(Zαc2/v2)2
]
, (5.20)
where α is the fine structure constant, χ0 = ~Z1/3/(0.885maua0) and a0 is the Bohr
radius.
An example of how this differs from a Gaussian is given in Fig. 5.6, which shows
the angular distribution f(θ) of an electron with momentum u = 5c, after travelling
through 1 mm of solid beryllium (Z = 4). (The same functional form is seen at other
energies and for other values of Z.) The Molière distribution is Gaussian in form
(∼ e−θ2) at small θ, for which the central limit theorem applies to the cumulative
scattering of multiple small-angle events, and switches to a single scattering power law
(∼ 1/θ3) at large θ. Compared with the equivalent Gaussian, the Molière distribution is
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enhanced in these two limits, and diminished for angles in between (the plural scattering
regime).
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Fig. 5.6 The angular distribution f(θ) of electrons with momentum u = 5c after travel-
ling 1 mm in solid beryllium, as computed by the Molière theory (black) and a Gaussian
approximation to this (blue). See Eq. (6.9) for details on the latter.
In this section, we use Monte Carlo simulations to study the effect of non-Gaussian
multiple scattering on transport in a high temperature plasma. By contrast to the pre-
ceding section, we now treat each charged particle interaction explicitly, and therefore
make no assumption about the shape of f(θ).
To achieve this we use the binary scattering algorithm outlined in §5.1.1, which
relates the scattering probability to the total cross section and then samples accordingly
from the differential cross section. Considering the case of electron-electron scattering,
we may straightforwardly generate samples of scattering angles by retaining only the
first term of the Møller cross section (as has been done in this work up to this point):
dσee
dΩ =
r20c
4r2
16γ?2u?4 sin4(θ/2) , (5.21)
cf. Eq. (C.1). Here θ is the scattering angle, and we have used the fact that cos θ ≈ 1.
As mentioned before, this is identical to the dominant term of the Bhabha cross section,
Eq. (C.4).
In this case, we can find an analytical form of C−1(U), by considering the cumulative
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distribution function2
C(θU) = U =
∫ θU
θmin(dσee/dΩ)2pi sin θdθ∫ pi
θmin(dσee/dΩ)2pi sin θdθ
. (5.22)
Inverting this equation, we find
C−1(U) = θU = 2 sin−1
{
sin(θmin/2)
[1− U(1− sin(θmin/2))]1/2
}
. (5.23)
In this way we can generate the scattering angles θU using a uniform random number
U .
This approach is effectively equivalent to a Fokker-Planck treatment, except that we
now account for all terms in the Taylor expansion of the collision operator, Eq. (2.23).
We still only consider binary interactions, and these are assumed to take place instanta-
neously. The cross sections we use here are classical (non-quantum) but relativistically
correct. (To relax these assumptions, it is necessary to employ molecular dynamics
simulations [184], which are beyond the scope of this work.) We will refer to this as
the binary interaction approach.
As discussed in Chapter 2, the minimum scattering angle is related to the Coulomb
logarithm through θmin = 2 tan−1
(
e− ln Λ
)
; interactions with smaller scattering angles
are screened due to Debye shielding [80]. We take ln Λ = 5, a value broadly character-
istic of HEDP laboratory plasmas, and correspondingly set θmin = 2 tan−1 e−5 ≈ 0.0134
rad in Eq. (5.23).
Let’s first calculate the relaxation rates as per §5.2.2. We again simulate the evolu-
tion of a test particle (electron) distribution interacting with a thermal electron back-
ground for a total time τ/1000, with the rates calculated as the difference between the
corresponding moment of the distribution at the end and beginning of the simulation.
Note that, in order to capture every scattering event with this approach, we must now
use much smaller timesteps than in the previous section (of order τ/106 and below).3
Figure 5.7 shows the result of such a simulation for test particles with a range of
initial momenta interacting with a thermal background of temperature Θe = 0.1. As
is clearly shown, the energy change d/dt and momentum loss du/dt rates are, to the
accuracy of this analysis, in exact agreement with the theory of Chapter 3. This is in
2Note that the maximum scattering angle here is pi, although one should more correctly set this to
be pi/2 when considering the full cross section, due to the indistinguishability of the two electrons.
3A numerical timestep of ∆t = τe/e /106 was used in Fig. 5.3 for consistency with the results
presented in this section, although near-identical behaviour could have been produced with timesteps
of order ∆t ∼ τe/e /104.
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Fig. 5.7 Comparison of the binary interaction algorithm (black dots) and theoretical result
(blue line) for the relativistic relaxation rates. A numerical timestep ∆t = τ/5×107 was used
for 0.4 ≤ u/c ≤ 0.6, ∆t = τ/107 for other values between 0.1 ≤ u/c ≤ 1 and ∆t = τ/106
otherwise. The background temperature is Θe = 0.1. The black dots correspond to the mean
of N = 512 simulations, each involving 2.5 × 105 test particles and 1.28 × 108 background
particles. The shaded area is the region within one standard deviation of these results.
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sharp contrast to previous analytical work that suggests a correction of O(1/ ln Λa/b)
is required to the Fokker-Planck results when higher-order terms in the expansion of
the collision operator are included [185].
The simulated and theoretical diffusion rates are also consistent for low energy test
particles. At high energies, however, the two curves depart from one another, and
this is particularly pronounced in the case of the parallel diffusion rate d(u − u)2‖/dt.
Despite this, the rate of change in energy is unaffected, as this is dominated by friction
rather than diffusion in the high energy limit, and the contribution from d(u− u)2‖/dt
is suppressed by a factor ∼ 1/γ2 [Eq. (3.41)].
In order to understand the inconsistencies in the diffusion rates, it is instructive
to consider the distributions from which they have been calculated. As a means to
compare these with the Fokker-Planck results, we also model the same system using
the small-angle scattering algorithm of the previous section, which assumes that the
expectation of the square of the scattering angle over many events, 〈θ2〉, is described
by a Gaussian. As we have seen, this is capable of reproducing the analytical theories
derived earlier in this work, and will now be referred to as the Gaussian approach.
Both approaches use the same numerical parameters (particle number and com-
putational timestep) such that, if the scattering is Gaussian, the two should provide
consistent results.
The angular and energy distributions, f(θ) and f(), are shown in Fig. 5.8 for an
ensemble of test particles with initial momentum ux = 5c after a time t = τ/100. The
angular distribution f(θ) is plainly similar in form to that described by the Molière
theory [176], with the characteristic tail at large angles, an enhancement close to θ =
0 (the forward direction) and a corresponding reduction in the number of particles
between these two limits, as per Fig. 5.6.4 This is manifested in the energy distribution
f() by a large number of particles whose energy loss greatly exceeds that predicted
under the Gaussian approximation. Conversely, the bulk of the distribution has lost
less energy; these two effects cancel such that the binary interaction approach faithfully
reproduces the mean energy loss d/dt, as we have seen.
Considering the distribution f(θ), though useful in comparing these results to those
of Molière, hides some details relevant to our discussion, as it is a compound measure
of the parallel and perpendicular momenta. As such, the distribution of the parallel
momentum about the mean, f((u − u)x), and the distribution of momentum in a
direction perpendicular to this, f(uy), are themselves plotted in Fig. 5.9. (Note that
4Explicitly fitting the Molière distribution [Eq. (5.19)] to these results would not be particularly
constructive, as it neglects energy loss and assumes a cold background. These approximations do not
apply here.
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Fig. 5.8 The angular distribution f(θ) and energy distribution f() of the test particle
ensemble at time t = τ e/e /100, as calculated using the binary interaction (black) and Gaussian
(blue) algorithms. These results correspond to an initial test particle momentum ux = 5c and
background temperature Θe = 0.1. 1× 108 particles and a numerical timestep ∆t = τ e/e /106
were used in the simulation.
f(uy) = f(uz) and uy = uz = 0, given the azimuthal symmetry in scattering.)
These plots provide some justification as to the departures seen in the diffusion
rates. Focusing initially on the parallel diffusion rate, d(u − u)2‖/dt, we can see that
f((u − u)x) is poorly described by a Gaussian, due in large part to the low-energy
tail. This again represents those electrons that have been scattered by large angles
and, in doing so, have lost a considerable amount of their initial momentum. The
distribution described by the binary interaction approach is highly skewed because of
this, whereas the Gaussian approach prescribes symmetry about the point (u−u)x = 0,
causing its distribution to be considerably narrower; thus the parallel diffusion rate
(which describes the widening of this distribution) is greater in the former case. The
discrepancy between the two approaches increases with the initial test particle energy,
as test particles are able lose increasing amounts of momentum, and thus the tail and
skew of the binary interaction distribution are accentuated.
Conversely, the perpendicular diffusion rate, d(u−u)2⊥/dt, has been seen to reduce
from the value expected from the Fokker-Planck result. This can be understood by
considering the distribution f(uy), which, as calculated through the binary interaction
algorithm, is leptokurtic (i.e., more concentrated about the mean than the Gaussian
distribution). The width of this distribution is consequently reduced from that calcu-
5.3 Physics beyond the Fokker-Planck approximation 106
−4 −3 −2 −1 0 1 2 3 4
(u − u)x/c
10−6
10−5
10−4
10−3
10−2
10−1
100
101
f(
(u
−
u)
x
)
−3 −2 −1 0 1 2 3
uy/c
10−6
10−5
10−4
10−3
10−2
10−1
100
101
f(
u y
)
Binary interaction Gaussian
Fig. 5.9 The parallel momentum about the mean f((u−u)x) and perpendicular momentum
f(uy) distributions of the test particle ensemble at time t = τ e/e /100, as calculated using
the binary interaction (black) and Gaussian (blue) algorithms. These results correspond to
an initial test particle momentum ux = 5c and background temperature Θe = 0.1. 1 × 108
particles and a numerical timestep ∆t = τ e/e /106 were used in the simulation.
lated using the Gaussian algorithm and, in this case, the discrepancy between the two
does not change indefinitely with increasing energy as the perpendicular diffusion rate
is constant in this limit and the shapes of these two distributions remain the same.
These results may be summarised as follows: the energy change and slowing rates
of an electron are described exactly by the Fokker-Planck theory at all energies. Again,
this is at odds with the conventional wisdom that states a 1/ ln Λa/b correction to the
energy change rate is required [185]. The Fokker-Planck diffusion rates are also accurate
for subthermal particles, but errors begin to appear for higher energies, particularly in
the direction parallel to the test particle. As we have seen, this can be attributed to
the fact that the cumulative scattering distribution is not accurately described by a
Gaussian. We also note that the cumulative scattering distribution derived by Nanbu
[181], though not Gaussian in nature, does not exhibit the features seen in Fig. 5.8 and
it is therefore unlikely to be able to reproduce the behaviour seen in this work.
The fact that the energy change and slowing rates are well described by the Fokker-
Planck theory is likely to be sufficient to the level of analysis typically used in plasma
physics, that is, a first approximation. The second order inaccuracies seen here are
unlikely to make a significant difference to transport in any given plasma, although
it would be interesting to explore what systems (if any) are particularly sensitive to
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these.
We now turn to the limits of validity of this work and its possible extensions to
other systems. Firstly, note that, although we have considered relativistic velocities
in this analysis, similar features are seen at all energies, including the non-relativistic
limit. However, as mentioned in §3.3, the diffusion rates in the non-relativistic theory
tend to zero in the limit v → ∞. Therefore, the discrepancies in the diffusion rates
between the binary interaction approach and the Gaussian approximation diminish in
absolute terms in this case.
Our retention of only the leading term in the Møller cross section, Eq. (5.21),
corresponds to us neglecting quantum effects in this analysis. On referring to the
full forms of the cross section, Eq. (C.1), we can see that including non-dominant
terms would lead to a O(1/ ln Λe/e) correction. For electron-electron scattering, this
correction appears at all energies due to spin and indistinguishability effects between
the particles. For electron-ion scattering, however, the equivalent correction disappears
in the non-relativistic limit as the classical Rutherford cross section is recovered.
Repeating this analysis at higher values of the Coulomb logarithm would be ex-
pected to yield an even greater level of consistency between the Gaussian and binary
interaction approaches, as small-angle scattering becomes more prevalent and thus the
tail in f(θ) is reduced. However, this would require even smaller timesteps to be used
than those in this work.
Finally, the above considerations apply to the case of electron-electron (or electron-
positron) scattering. One would expect identical behaviour to be exhibited by proton-
proton scattering, or indeed any equal mass system. A similar analysis could also be
performed for electron-proton scattering, by approximating the relevant cross section
[Eq. (C.2)] as follows:
dσep
dΩ =
(r0me)2
4(m2a + 2mambr +m2b)
m2b
m2a
r2
u?4 sin4(θ/2) (5.24)
where we have taken cos θ ≈ 1. This is of the same form as Eq. (5.21), allowing us to
again use Eq. (5.23) to find C−1(U) in the binary interaction algorithm.
Modelling the dynamics of an electron-proton system is, however, significantly more
computationally intensive than the electron-electron system, because the collision time
is much shorter than the energy exchange time in this case, due to the large mass
difference [74]. A quantitative analysis of this is therefore left for further work.
Chapter 6
An experiment to observe the
Breit-Wheeler process
In classical electrodynamics, waves of light pass through one another without any
possibility of scattering, as noted as long ago as 1678 by Huygens,1 and which is
clearly evident through the linearity of Maxwell’s equations.
This is not the case in quantum electrodynamics, however. The interaction of light
with light is made possible through the mediation of an electron-positron pair [89],
which may be either virtual or real. The simplest process in which a real electron-
positron pair is formed is known as Breit-Wheeler pair production (γγ′ → e+e−),
named after the two physicists who first predicted it in 1934 [187].
As the direct inverse of two-photon annihilation (e+e− → γγ′) [188], the Breit-
Wheeler process is one of the most fundamental interactions in quantum electrody-
namics. It is also of elementary importance in high energy astrophysics [189]: in the
context of the dense radiation fields around compact objects [190]; the attenuation
of high energy gamma-rays as they interact with the cosmic microwave background
[191–194]; and the ‘compactness problem’ of gamma-ray bursts [4].
However, despite being predicted over 80 years ago, the Breit-Wheeler process has
never been directly observed in the laboratory. Its cross section is, at its peak, of
the same order as those of readily observable interactions (σ ∼ 10−29 m2 for photons
of energy ~ω ∼ mec2) [61]. The difficulty in observing the process stems from the
requirement that the centre-of-mass (CM) energy of the system must be greater than
2mec2 for a real electron-positron pair to be formed. This places harsh constraints on
the energies of the interacting photons and, to date, the high photon densities required
1“Another property of waves of light, and one of the most marvellous, is that when some of them
come from different or even opposing sides, they produce their effect across one another without any
hindrance.” [186]
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at these energies have precluded the observation of the process.
The aim of this chapter is to present the design of a new class of photon-photon
collider, which would allow for the detection of the Breit-Wheeler process for the first
time. The experimental scheme is in principle implementable on current-generation
facilities and, as the scattering of light happens in vacuum, successfully achieving this
would represent the first pure photon-photon collider.
§6.1 opens by discussing other laser-based experiments that have created or plan to
create electron-positron pairs. The experimental scheme proposed in this work is then
outlined in §6.2, with further details on the gamma-ray and X-ray sources provided in
§6.2.1 and §6.2.2 respectively. §6.3 provides results of Monte Carlo simulations that
corroborate the simple estimates provided in the previous sections. §6.4 then discusses
the expected sources of background and possible means of discriminating and detecting
the signal. This experimental scheme is designed for current-generation facilities, but
the potential scaling with gamma- and X-ray energies is lastly discussed in §6.5.
6.1 Laser-based antimatter experiments
Although the Breit-Wheeler process has never been observed, various high power laser
experiments have successfully converted light into matter through other mechanisms.
The 2mec2 energy threshold applies in the CM frame and so pair production is
possible from neither a single photon (irrespective of its energy) nor a plane wave
(irrespective of its intensity).2
To transform light into matter, an additional energy source is required. With one
notable exception — the SLAC E-144 experiment [71] — in all cases to date this has
been provided by a nuclear field, with positrons formed as high energy gamma-rays
interact with matter. The different types of experiment that have been performed, and
various others that have been proposed, are reviewed below.
Pair production in solid targets irradiated by high intensity lasers
Perhaps the most straightforward way to make electron-positron pairs using high power
lasers is to irradiate a solid target at high intensity [196]. Prolific pair production has
been observed in various such experiments over the past few years [64, 197–202]. This
takes place due to the generation of relativistic electrons, which travel through the
target and produce pairs through either a one- or two-step process. The one-step
2Although this applies in a pure vacuum, in any situation in which thermal background radiation
is present, pair production can occur at ultra-high energies [192] or ultra-high intensities [195].
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process is the trident mechanism (e−Z → e−e+e−Z), in which the electron produces
an electron-positron pair, mediated by a virtual photon from a nuclear field. The
two-step process first involves the electron emitting bremsstrahlung radiation (e−Z →
e−γZ), which then pair produces in a nuclear field through the Bethe-Heitler process
(γZ → e+e−Z).
The dominant pair production process in all such experiments to date has been
found to be Bethe-Heitler pair production, which dominates for thick targets [203].
Electron-positron jets with average energies in the MeV range, divergences of order
10 degrees and inferred densities of up to 1022 m−3 have been formed in this way
[64, 197, 198].
Pair production in laser wakefield driven solid target scattering
In the above, the electron acceleration and positron creation both take place within
the solid target.3 It is, of course, possible to separate these stages: Bethe-Heitler pair
production has long been observed in nuclear physics experiments as electron beams
scatter in solid targets [55].
One approach that has been taken recently is to accelerate the electrons through
laser wakefield acceleration [39]. This mechanism is discussed in further detail in Chap-
ters 1 and 7, but for our purposes here it is sufficient to note that laser wakefields are
today capable of accelerating electrons to multi-GeV energies with divergences on the
mrad scale [48], as opposed to the multi-MeV energies and many degree divergences
of hot electrons observed in today’s laser-solid experiments [198]. (Recent attempts
to use axial magnetic fields to collimate positron beams have markedly reduced the
divergence of those produced in laser-solid experiments [202], though they remain sig-
nificantly broader than those produced using wakefield acceleration [204].)
Wakefield-based positron experiments have produced electron-positron jets with
few mrad divergences and densities above 1020 m−3 [204, 205]. It has recently been
reported that neutral electron-positron plasmas with densities of up to 1022 m−3 have
been formed in this way [65].
Pair production in burning thermonuclear plasmas
Another system capable of producing copious numbers of pairs is an inertial fusion
target undergoing thermonuclear burn [168, 206].4 The dominant production mech-
anism for this is again the Bethe-Heitler process [206], driven by the interaction of
3Strictly speaking, the former takes place in the blow-off plasma on the front surface.
4The production of positrons in tokamaks has also been studied [207, 208].
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non-thermal gamma-rays that are produced in the reaction
D + T −→ 5He + γ (16.75 MeV) (6.1)
with the compressed plasma. This is an alternative branch to the D(T,4He)n reaction,
which, as shown in the Introduction, is that of most interest in controlled fusion re-
search. At ignition temperatures of 25 keV [21], the averaged reactivity 〈σv〉 for the
D(T,5He)γ branch is of order 10−5 times that of D(T,4He)n, leading to the prediction
of positron densities of order 1023 m−3 in the case of a burning DT capsule of radius
r = 50 µm at Te = Ti = 25 keV and ρ = 500 gcm−3.
Although these calculations suggest that very high positron densities can be pro-
duced within a burning plasma, at the time of writing such a system has yet to be
created in the laboratory [23].
SLAC E-144 experiment
In the experiments outlined above, the Bethe-Heitler process is the dominant pair
production mechanism; that is, pairs are produced as light interacts with matter. Pair
production through light-by-light scattering has been observed in the laboratory only
once, in the E-144 experiment at the Stanford Linear Accelerator Center (SLAC) in
1996 [71, 119].
The experimental setup comprised the 2 km linac, which at the time was capable
of accelerating electrons to 46.6 GeV, together with a terawatt Nd:glass laser at 527
nm with a corresponding peak intensity of about 1.3× 1018 Wcm−2 [71]. The electron
and laser beams were fired into one another in an (almost) anti-parallel configuration,
leading to the detection of approximately 100 positrons in over 20,000 laser shots [71].
A schematic of the experimental setup is given in Fig. 6.1.
For optical laser photons of wavelength 527 nm (energy 2.35 eV) and in the case of
a head-on collision, a gamma-ray photon of energy 111 GeV is required to reach the
threshold for Breit-Wheeler pair production. It is clear that this threshold was not met
here; instead positrons were produced through non-linear QED processes.
As discussed in §2.2.2, non-linear effects become significant in a laser when the
strength parameter of the wave ξ = eE0/ω0mec approaches or exceeds unity, where E0
is the electric field amplitude and ω0 the angular frequency [117]. For SLAC E-144,
ξ ≈ 0.3 at focus [71], resulting in a weakly non-linear system.
The initial analysis of the experiment suggested that two multi-photon QED pro-
cesses took place [71, 119]. Firstly, the electrons backscattered laser photons to multi-
GeV energies via non-linear Compton scattering (e− + nω0 → e− + γ) [70, 119]. This
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Fig. 6.1 Schematic of the SLAC E-144 experimental setup.
process is determined by two parameters: ξ, as we have already seen, and
χ = p0E0
mecEc
,
where p0 is the initial momentum of the electron and Ec = m2ec3/e~ is the critical field.
The gamma-rays then interacted with the laser field to produce electron-positron
pairs through the multi-photon Breit-Wheeler process (γ + nω0 → e+e−), which is a
function of ξ and
κ = k0E0
mecEc
,
where k0 is the momentum of the incoming photon and represents E0/Ec in the centre-
of-mass frame.
The parameters χ and κ determine the magnitude of non-linear QED effects and,
for ξ < 1, these are maximised when they are approximately equal to ξ [117]. In the
SLAC E-144 case, χ = 0.84ξ and κ = 0.52ξ (assuming a photon energy of 29 GeV)
[71]. This explains the low positron yield; pair production through the multi-photon
Breit-Wheeler process becomes significant at κ & 1, whereas here κ ≈ 0.2, due to the
weak non-linearity of the system.
The main source of background in this experiment was trident pair production
(e− + nω0 → e−e+e−), which is equivalent to the two-step process described above,
except that the intermediate photon is virtual rather than real. However, it was found
that in these particular conditions, the two-step process was dominant [71].5
5We note that a strict separation between the one- and two-step processes is difficult for finite
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In the perturbative regime (ξ  1), the rate for an n-photon process in a laser
field scales as ξ2n, which is the form of the fit to the experimental data used in the
original SLAC E-144 paper, with n = 5.1 ± 0.2 [71]. A more recent analysis of the
experiment [209], which used laser-dressed QED and analysed the one- and two-step
processes self-consistently, showed that the experiment instead observed the onset of
non-perturbative QED, which is characterised by ξ & 1 [69]. This work predicted the
involvement of n = 6.44 laser photons.
Positron production at ultra-high laser intensities
Intensities of order 1018 Wcm−2 are relatively modest by today’s standards and over
the past decade non-linear QED at higher laser intensities has become an active area
of research [69]. Much of this has focused on next-generation laser systems, for which
intensities of 1023 Wcm−2 and beyond are anticipated [29].
At these ultra-high intensities, the numbers and energies of positrons created in
laser-solid experiments are expected to increase significantly. For example, at intensi-
ties approaching 1025 Wcm−2, it has been predicted that positrons with GeV energies
in densities up to 1026 m−3 can be produced, alongside a highly-collimated bunch of
gamma-rays [121, 210].
Performing the SLAC E-144 experiment at higher laser intensities is also expected
to result in greatly increased positron yields, with several pairs produceable per primary
electron at 5× 1022 Wcm−2 and above, for example [211]. However, it has been shown
that the maximum attainable yield in colliding high energy electrons with an intense
laser beam is limited, due to the radiation backreaction effect [211].
Other schemes have been proposed, such as using counter-propagating laser pulses
in order to initiate a QED cascade [212]. Experiments using all-optical setups (i.e., us-
ing laser wakefields to accelerate the electrons) have also been put forward to probe tri-
dent pair production in an intense laser field [209]. Somewhat separately, the combina-
tion of a highly relativistic nucleus (γ ∼ 1000) and intense laser field has been predicted
to enable the multi-photon analogue of the Bethe-Heitler process (nω0 + Z → e+e−Z)
to be studied [213].
The reader is referred to Ref. [69] for more information on these and other proposed
electron-positron production schemes. We now turn our attention to the scheme at the
heart of this work.
interaction times due to the uncertainty in the intermediate photon’s momentum [209].
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6.2 Outline of experimental scheme
In contrast to the works discussed above, the experimental scheme that we outline
here utilises high energy radiation rather than high intensity radiation as the second
source of photons. Matching experimental parameters to current-generation facilities,
we show how it should be possible to detect Breit-Wheeler pair production for the first
time in this way.
As we have seen, the Breit-Wheeler process involves two photons and, as such,
is the simplest way in which matter can be produced from light. Its relation to the
multi-photon Breit-Wheeler process can be thought of as analogous to that of the
photoelectric effect to multi-photon ionisation [214]. Despite the detection of positrons
formed in the multi-photon process, there is therefore still value in directly observing
the two-photon process.
The first consideration is that the 2mec2 energy threshold for the Breit-Wheeler
process can be re-expressed as a requirement that the parameter
s = E1E22m2ec4
(1− cos θ) > 1, (6.2)
where E1 and E2 are the energies of the two photons and θ is the angle between their
momentum vectors [191]. In the ideal case of a head-on collision (θ = pi), this reduces
to s = E1E2/m2ec4, whereas, for a perpendicular collision (θ = pi/2), s = E1E2/2m2ec4.
As expected, s = 0 for photons travelling in the same direction (θ = 0).
The first photon source we intend to use in order to reach this threshold is the
bremsstrahlung emission of laser wakefield electrons as they travel through a high-Z
target. This mechanism has been shown to be capable of producing gamma-rays with
energies of many 100s of MeV [205]. For simplicity, we take E1 ∼ 500 MeV.
For s > 1, we require the energy of the second photon to be E2 & 500 eV: an
X-ray. In order to achieve this, the scheme takes advantage of the high photon ener-
gies and densities that are characteristic of the thermal radiation fields produced in
a laser-heated hohlraum [21]. Typical radiation temperatures that have been used in
ICF experiments on NIF, for example, are around 300 eV [23, 26]. For a Planckian
(blackbody) distribution, the photon number density nγ can be written in terms of the
temperature T as [108]
nγ =
2ζ(3)
pi2λ3
(
kBT
mec2
)3
, (6.3)
where ζ(3) ≈ 1.202 is Apéry’s constant. A Planckian of temperature 300 eV thus
corresponds to a photon density of order 1027 m−3 (gas density). This is many orders
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of magnitude below that at the focus of a high intensity laser, but each photon here is
of order 100 − 1000 times more energetic and this photon density is produced over a
much larger volume (∼ 1 cm3).
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Fig. 6.2 Schematic of the experimental setup. The bremsstrahlung emission of ultra-
relativistic electrons passing through a solid gold target is used to create a high energy
photon beam. This is fired into a vacuum hohlraum, where it interacts with a high temper-
ature thermal radiation field. Electrons and positrons emerging from the back surface of the
gold target are deflected away from the hohlraum using a magnetic field. The Breit-Wheeler
pairs produced in the hohlraum are both narrowly collimated and highly energetic. On exit-
ing the hohlraum, the electrons and positrons are separated using a magnetic field, such that
they can be detected (see §6.4). The electron beam is generated and the hohlraum heated
using high intensity and high energy lasers, respectively.
Figure 6.2 shows a schematic of how these two photon sources may be combined
such that a gamma-ray beam, generated via the bremsstrahlung emission of a GeV
electron beam in a solid high-Z target (taken to be gold in this analysis), is fired into a
vacuum hohlraum. The gamma-rays then interact with the X-rays produced inside the
hohlraum. By deflecting away charged particles before the hohlraum using a magnetic
field, it is ensured that the photon-photon scattering takes place in vacuum.
Laser wakefield acceleration has been shown to be a suitable mechanism for creating
narrowly collimated GeV electron beams, which contain of order 109 particles [46–48].
We do not consider the acceleration mechanism further here, but take these figures as
representative of what current lasers may produce.
Post-acceleration, the dynamics of the system can, to a first approximation, be
described by three QED processes. We discuss these in turn, in order to estimate
the number of Breit-Wheeler pairs produced in the hohlraum. §6.2.1 first considers
the creation of the gamma-ray beam in the gold target using bremsstrahlung and,
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subsequently, §6.2.2 studies the photon-photon scattering in the hohlraum. Note that
the intention of this section is to provide an order-of-magnitude estimate of the positron
yield and more detailed analyses of various points are given in §6.3 and §6.4.
6.2.1 Creation of an intense gamma-ray beam using brems-
strahlung
The dynamics of GeV electrons travelling through a gold target are fairly simple, as
their slowing is due almost exclusively to bremsstrahlung [215]. Other loss mechanisms,
such as ionisation and Møller scattering, are strongly suppressed at these energies and
may safely be neglected. Trident pair production can also be ignored for sufficiently
thick targets [204]. In the ultra relativistic limit, the cross section for bremsstrahlung
is given by [56, 216]
dσeZ
dω
(ω, y) = αr
2
0
ω
{(
4
3 − 43y + y2
)
×
[
Z2
(
ϕ1 − 43 lnZ − 4f
)
+ Z
(
ψ1 − 83 lnZ
)]
+ 23(1− y)[Z2(ϕ1 − ϕ2) + Z(ψ1 − ψ2)]
}
, (6.4)
where y ≡ ~ω/E (the ratio of the emitted photon to initial electron energy), Z is the
atomic number of the background, α is the fine structure constant and r0 the classical
electron radius. The functions ϕ1,2 and ψ1,2 account for the screening of the potential
by atomic electrons and f is the Coulomb correction term [216]; these functions are
catalogued in Appendix C.
At GeV energies, the normalised bremsstrahlung spectrum (ωdσeZ/dω) is fairly flat,
with approximately 40% of the energy loss from the electrons going into photons with
energy ~ω > E/2 [56]. Although the (non-normalised) distribution (dσeZ/dω) diverges
at low energies, this means that a significant number of gamma-rays are produced
above the threshold for the Breit-Wheeler process.
Once created, photons with energies above 2mec2 may produce electron-positron
pairs in the nuclear field through the Bethe-Heitler process [56], whose cross section
(including the electron field contribution) is related to Eq. (6.4) via [216]
dσγZ
dE+
(ω, x) = − 1
~x2
dσeZ
dω
(−ω, x), (6.5)
where x ≡ ~ω/E+ (the ratio of the initial photon to produced positron energy). In a
high-Z target, the cross sections for other processes, such as Compton scattering, are
two orders of magnitude smaller at GeV energies [215] and can again be neglected.
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The mean free path of the photons is (9/7)X0, where the radiation length X0 is the
distance over which the energy of the electrons decreases by a factor of e ≈ 2.7183 [215];
Bethe-Heitler pair creation and bremsstrahlung take place over comparable length
scales. The conversion efficiency of the electron beam into high energy gamma-rays
can therefore be maximised by adjusting the thickness of the target. The optimal
thickness is approximately X0, over which ∼ 108 photons with ~ω > E/2 are emitted.
(X0 ≈ 3 mm for solid gold [216].) Using a thicker target would result in cascades and
a reduction in the number of hard photons.
For a distance from the gold target to the hohlraum of order 0.1 m and a hohlraum
diameter of 5 mm, a magnetic field B ∼ 1 T is sufficient to deflect the electrons and
positrons away from the hohlraum.
The bremsstrahlung photons are emitted with an average angle ∼ (mec2/E) [89].
For GeV energies, this is of order 1 mrad: the photon beam is very narrowly collimated.
Multiple scattering will cause the electron beam to spread [175] and the resulting
divergence, although expected to be larger than that of bremsstrahlung, is of roughly
the same order. Over a distance of 10 cm, the beam diameter is expected to be of
order 1 mm, which is smaller than typical hohlraum diameters [21], and we therefore
assume that all the photons penetrate inside the hohlraum.
6.2.2 Photon-photon scattering in an intense X-ray bath
As we saw in the Introduction, hohlraums are used in ICF to produce and trap the
X-ray radiation that drives the target. Typically, these contain a low-Z gas fill in order
to minimise the blow-off from the hohlraum walls, which, for the 20 ns pulses necessary
for ignition, is significant [21]. However, recently near-vacuum hohlraums have started
to be tested for use in ICF, due to their reduced sensitivity to laser-plasma instabilities;
a major contributor to the asymmetries — and hence difficultly in achieving ignition
conditions — that has been seen to date [23, 26]. High-convergence cryogenic implo-
sions have recently been demonstrated on NIF using near-vacuum hohlraums and a 7
ns pulse delivering about 1.2 MJ [217].
For our purposes, a vacuum hohlraum is necessary such that the gamma-rays do
not interact with the gas fill via Compton scattering or Bethe-Heitler pair production,
producing unwanted background events. Fortunately we are able to use shorter pulses
as all that is required is the significant production of X-rays, rather than the intricate
shock timing that is required in hotspot ignition implosions [21]. Here we assume that
the plasma blow-off from the hohlraum walls is insignificant; this is explored further in
§6.4.
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Neglecting the ablation of the hohlraum walls, interactions between the high energy
photons and thermal radiation background take precedence. Temperatures kBT = 100
eV and above are routinely produced using hohlraums of lengths up to l ≈ 1 cm.
Experiments in the National Ignition Campaign, for example, operated at kBT ≈ 300
eV [26]. For kBT ∼ 102 eV, the non-linearity parameter ξ  1 [218] and the interaction
of photons is well described in the linear regime. (Non-linear QED effects are negligible
in this experiment.) The dominant channel is the two-photon Breit-Wheeler process,
for which the absorption probability per unit path length is given by [191, 194]
dτ
dx
= α
2
piλ
(
kBT
mec2
)3
f (ν) , (6.6)
where λ is the reduced Compton wavelength, ν ≡ m2ec4/(~ωkBT ) and the dimensionless
suppressing function
f(ν) = 2ν
2
pir20
∫ ∞
ν
(e − 1)−1d
∫ /ν
1
sσγγ(s)ds,
with σγγ given in terms of s = (E∗/mec2)2, the square of the electron energy in the
CM frame, as per Eq. (6.2).6 For a GeV photon propagating through the hohlraum,
ν ∼ 1 and the suppressing function is enhanced to f(ν) ∼ 1, as shown in Fig. 6.3.
The probability that a photon will be absorbed in the case of l = 1 cm is τ ∼ 10−6 at
kBT = 100 eV and τ ∼ 10−4 at kBT = 400 eV. These, in combination with the estimate
of 108 high energy photons from the bremsstrahlung source, lead to the production 102
and 104 pairs per shot, respectively. From Eq. (6.6) it is clear that the yields scale
approximately linearly with hohlraum length.
Similar figures can be arrived at with an even simpler treatment [cf. Eq. (2.40)].
To order of magnitude, the number of pairs formed in the hohlraum is given by the
product of the number of high energy gamma-rays Nγ ∼ 108, the number density of
the X-ray field nX ∼ 1027 m−3, the Breit-Wheeler cross section σγγ ∼ 10−29 m2 and
the length of the hohlraum l = 1 cm, resulting in a yield of 104.
6.3 Monte Carlo simulations
Monte Carlo simulations have already been employed in Chapter 5 to model charged
particle interactions in a relativistic plasma; an overview of how they operate can be
6Ref. [194], in which this calculation was performed, contains a number of misprints and algebraic
errors; the Errata can be found in Ref. [219].
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Fig. 6.3 The function f(ν). For large values of ν ≡ m2ec4/(~ωkBT ), the function is sig-
nificantly suppressed, as there are only very few photons in the tail of the Planckian above
threshold for the Breit-Wheeler process. As ν is decreased to of order unity, photons in
the bulk of the distribution are promoted above threshold and f(ν) is maximised. Further
decreasing ν reduces f(ν) due to the form of the Breit-Wheeler cross section [Eq. (C.9)].
found in §5.1. This method has also been extensively applied in the subject of nuclear
physics to model the transport of high energy particles in various media [220–222].
Here we use Monte Carlo simulations to solve the exact QED cross sections [Eqs. (6.4)
to (6.6)], in order to corroborate the estimates provided in the previous section.
These simulations model the creation of the photon beam in the gold target and its
subsequent scattering in the hohlraum. Due to the narrow collimation of both electron
and photon beams, in this section the setup is considered to be 1-dimensional and
angular variations are neglected. (This approximation is relaxed in §6.4.)
Individual electrons are scattered through the bremsstrahlung cross section, Eq. (6.4),
and photons produced with the corresponding energy distribution. Electrons are
tracked through the target, such that each may emit multiple photons before it leaves
the back surface. A computational timestep of ∆t = 10 fs is used to minimise the
probability of multiple photons being emitted by a single electron in one timestep.
Once formed, the probability of a photon producing an electron-positron pair through
the Bethe-Heitler process is calculated using Eq. (6.5). If this process takes place, the
photon is neglected (that is, we do not model cascades). The number of photons we
calculate to leave the back surface is therefore a conservative estimate.
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These processes are modelled in a similar way to the binary interaction algorithm of
§5.1.1, but, as the background is now cold, the probability of scattering in a timestep
∆t reduces to P = nvσ∆t, where v is the speed of the particle. The cross sections are
calculated through numerical integration, due to their complexity, and are tabulated
at the beginning of the simulation. 1000 linearly-spaced groups for both the energies of
the incoming electron and the outgoing photon are used in the case of bremsstrahlung,
and for the energy of the incoming photon in the case of Bethe-Heitler pair production.
The various components of the algorithm can be summarised as follows:
1D Monte Carlo transport algorithm
1. Initialise the background (density, atomic number and geometry), specify
initial momenta of the electron beam, the number of computational particles
and the timestep used in the simulation
2. Tabulate the differential bremsstrahlung and Bethe-Heitler cross sections
3. Generate particle momentum and position vectors
4. Scatter particles through the relevant cross section, updating the particle’s
momentum or deleting the particle correspondingly. Create new particles as
required
5. Update the position of the particles
6. Perform diagnostics of the system
7. Repeat steps 4− 6 for each species at each timestep
8. End
Figure 2 shows that, for a 1 GeV electron beam and at the optimal target width,
each electron emits on average one photon of energy ~ω > 100 MeV that will escape
the target. The number of hard photons produced is also of the same order for electron
beams of energies 500 MeV and 2 GeV. The conversion efficiency between the electron
and photon beam is maximised for a target thickness of between about 4 and 5 mm,
depending on the electron energy, which is consistent with our previous estimate.
Having calculated the exact distribution of photons leaving the back of the target
(Fig. 6.5), it is binned into 1000 linearly-spaced energy groups. By calculating the
absorption coefficient, Eq. (6.6), for each, the number of positrons produced in the
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Fig. 6.4 High energy photons emitted from the back surface of the gold target. Photons
emitted above 100 MeV as a function of the target width, in the case of 109 incident electrons
of energy 500 MeV (blue), 1 GeV (black) and 2 GeV (red).
hohlraum can be determined via ∑1000i=1 ni(dτ/dx)il, where ni is the number of photons
in the ith energy group. The results of this calculation are presented in Fig. 6.6, which
show that the positron yield scales strongly with hohlraum temperature, with over
105 positrons formed in the case of a 2 GeV electron beam and 400 eV hohlraum.
However, we stress that, for all beam energies and temperatures considered, we expect
significant pair production to occur. Our scheme is therefore robust to a wide variation
of experimental parameters.
The Breit-Wheeler positrons are produced with energies of order 100 MeV, although
their exact energy distribution varies with the electron beam energy and hohlraum
temperature, as shown in Fig. 6.7.7 Despite the broad gamma-ray distribution, these
spectra are reasonably narrow, as it is typically the higher energy photons in the
distribution that are above threshold for Breit-Wheeler pair production. In fact, for
the lowest beam energy considered (500 MeV), the positron energy spectrum is at
its narrowest, as this effect is maximised. Some broadening of the energy spectra
is seen at higher electron energies (1 GeV and 2 GeV), though this is offset by the
considerably higher positron yields. Increasing the hohlraum temperature (Fig. 6.7b
7The difference between these spectra and those presented in Supplementary Fig. 2 of Ref. [223]
is due to the fact that here the energies of the outgoing electron and positron in the CM frame have
been accounted for, whereas in Ref. [223] it was assumed that these are stationary in the CM frame.
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Fig. 6.5 Gamma-ray photons: energy distribution dNγ/dω (left) and normalised energy
distribution ωdNγ/dω (right) of bremsstrahlung photons emitted from the back surface of a
target of optimal thickness by 1× 109 electrons of initial energy E = 1 GeV.
and 6.7c) results in both higher yields and a shift towards lower positron energies, as
the significant numbers of lower energy photons in the distribution (Fig. 6.5) reach the
threshold for pair creation.
The energy distribution of the Breit-Wheeler electrons is identical to that shown
for the positrons. In the next section we consider how it may be possible to detect
these particles.
6.4 Detection of the Breit-Wheeler pairs
The ability to detect the Breit-Wheeler pairs with sufficient statistical certainty above
any background is of paramount importance to the success of this scheme. The first
point of note is that these pairs are emitted with high energies (Fig. 6.7) and in a
narrow cone, which significantly facilitates their detection.
However, there are various ways in which one could attempt this. In order to inform
our choice of potential detector, we first consider the various sources of background
expected in the experiment. These can be categorised into: a) the primary electron
beam; b) the electrons and positrons emerging formed in the gold converter; c) the
electrons and positrons formed against the background gas; and d) the electrons and
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Fig. 6.6 The dependence of the total Breit-Wheeler positron yield on the temperature of
the hohlraum. The 500 MeV (blue), 1 GeV (black) and 2 GeV (red) electron beams, each
containing 1× 109 particles, have been coupled to high energy photon beams through a gold
target of optimal thickness. The yield scales linearly with hohlraum length, which in this
case is 1 cm.
positrons formed as the gamma-rays strike the hohlraum walls and blow-off plasma.
We begin with the simplest case: the electrons and positrons formed against the
background gas (c), as this background can be shown to be negligible to order of
magnitude. The vacuum gas pressure in typical HEDP laser facilities is of order 10−6
mbar, corresponding to a number density of 1016 m−3. The chamber gas — helium —
has a radiation length X0 = 94.3 gcm−2 [216], and so we would expect on the order of
10−2 positrons to be formed over 1 m. It is clear that this process should not pose a
problem.
Secondly, we consider the primary wakefield electrons (a) and the electron-positron
pairs formed in the gold converter (b). In order to prevent these from entering the X-
ray field, the scheme uses a strong magnetic field to deflect them away from the beam
line; otherwise these will be difficult to discriminate from the (far fewer) electrons and
positrons formed through the Breit-Wheeler process.
As a means to check the effectiveness of this proposed setup, we have used 3D Monte
Carlo simulations to model the creation of the gamma-ray beam in the gold converter
and the motion of the electrons and positrons in the magnetic field. The structure
of the 3D algorithm is similar in form to that used in the previous section, with the
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Fig. 6.7 The energy distribution dNe+/dE+ of positrons formed through the Breit-Wheeler
process for hohlraums of temperature a) 100 eV, b) 250 eV and c) 400 eV, length l = 1 cm
and electron beams containing 1× 109 particles at energies of 500 MeV (blue), 1 GeV (black)
and 2 GeV (red). (The shape of the distributions are, to a first approximation, independent
of hohlraum length.) The electron distribution is identical.
notable exception that we no longer consider the system at discrete timesteps; rather we
track particles from one interaction to the next. This approach considerably increases
the efficiency of the simulation, as the computational step size is now automatically
matched to of order the mean free path of the particle, λ.8
The probability of scattering in a distance x can be written
P = 1− e−x/λ, (6.7)
where λ = 1/nσ. (This can straightforwardly be extended to multiple interactions via
σ → σt = ∑j σj.) By generating a uniform random variate U ∈ (0, 1), we may use this
relation to write the number of mean free paths traversed by the particle as
Nλ = − ln(U), (6.8)
where we have made use of the fact that (1 − U) ∈ (0, 1). The distance x1 = λNλ
is then calculated; if this is less than the distance to the next boundary d, or the
maximum step size ∆xmax, the particle is moved by x1 and subsequently scattered.
Otherwise, the particle is moved by the smaller of d and ∆xmax, which we shall denote
8This approach was not employed in the earlier 1-dimensional simulations because the timestep-
based algorithm is more suited to the optimisation of the thickness of the gold converter, Fig. 6.4.
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x2. We then deduct x2/λ from Nλ, apply any continuous slowing or rotation to the
particle (specifically multiple scattering and the v×B rotation in this case) and again
calculate x1; this continues until the particle is scattered. Once this has taken place,
Nλ is calculated again via Eq. (6.8) and the process is repeated.
The first three steps of the 1D transport algorithm are shared by the 3D algorithm.
Based on the above discussion, the remaining are given by:
3D Monte Carlo transport algorithm
4. Determine the number of mean free paths of the particle before scattering
5. If the corresponding path length of the particle is less than the distance to
the boundary or the maximum step size, move the particle to this point and
scatter
6. Otherwise, move the particle to the boundary or by the maximum step size
and subtract this distance from the number of mean free paths
7. Apply any continuous acceleration mechanisms to the particle
8. Perform diagnostics
9. Repeat steps 5− 8 until the particle is scattered
10. Repeat steps 5− 9 for each particle in each species
11. End once the particles have reached a predetermined boundary
The differential bremsstrahlung cross section in photon energy and angle of emission
is now used [Eq. (C.12)], assuming that the electron is undeflected; this should be
broadly accurate as the divergence due to multiple scattering is greater than that due
to bremsstrahlung. We also now model cascades, as this will increase the number of
electrons and positrons that have to be removed from the beam line.
In order to model the multiple scattering within the target, a Gaussian fit to Molière
scattering is employed [215], with a standard deviation
θ0 =
13.6 MeV
vp [MeV/c]
√
x
X0
[
1 + 0.038 ln
(
x
X0
)]
, (6.9)
where v and p are the speed and momentum of the particle respectively, and x is
the distance travelled. This is similar to the small-angle approximation we have seen
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throughout this work, and is accurate to within 11% for 10−3 < x/X0 < 100. As shown
in Chapter 5, the Gaussian approximation significantly underestimates the number of
electrons in the tail of the angular distribution, that is, it does not accurately account
for the most strongly scattered electrons. For our purposes, the Gaussian is likely to
be sufficient — as we are interested in the particles that remain along the primary
beam axis — although the Molière distribution should be used for a more accurate
characterisation of the total background.
The final component of the simulation is the motion of the charged particles within
the magnetic field, for which we use Boris’s algorithm (as outlined in §5.1.1). This is,
of course, a deterministic process and employing a sufficiently large magnetic field can
therefore be guaranteed to remove all particles from the beam. However, the strength
and size of the magnetic field needs to be weighed up against the divergence of the
gamma-ray beam. In Figure 6.8, we show that an integrated field of 0.3 Tm (a 1 T
permanent magnet over 30 cm) removes almost all of the electrons from within a radius
of 5 mm of the beam line, such that at a distance of 40 cm, only around 10 particles
remain. The energies of these is typically much higher than the average, as it is the
high energy particles whose large gyro-radii cause them to be difficult to remove from
the beam line. By 40 cm the divergence of the gamma-ray causes this to spread, but,
as can be seen, the majority of gamma-rays remain within the 5 mm beam pipe.
As it seems that these three sources can be effectively suppressed, the primary
background is expected to be produced from the gamma-rays striking the hohlraum
walls (d). The tail in the angular photon distribution is responsible for this and,
although the tail can be reduced by increasing the energy of the electrons, it is very
difficult to remove it completely.
Hohlraum fill due to plasma blow-off may also be an issue, particularly over nanosec-
ond timescales. On irradiation by the long-pulse lasers, the inside surface of the
hohlraum will expand inwards at approximately the ion sound speed, Cs, which will
result in a 0.1 − 1 mm expansion over 1 ns [224]. In addition, hot electrons are pro-
lifically produced in high temperature hohlraums, and these have been measured to
have energies above 170 keV [225], thereby making them much more mobile than the
ions. It may be possible to use a permanent magnetic field to confine these. Another
option, if plasma fill is found to be a significant source of background, is to use a burn-
through hohlraum, in which the laser beams strike its outside surface (as shown, e.g.,
in Fig. 6.2). This also has the benefit of reducing the self-generated electromagnetic
fields at the entrance holes to the hohlraum [226], which may otherwise destructively
scatter the signal.
On the largest facilities (e.g., NIF, LMJ), using very wide hohlraums should suffice
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Fig. 6.8 3D Monte Carlo simulation of the removal of electrons and positrons from the back
surface of the gold converter, which is situated between 0 and 3 mm. A 1 T permanent
magnetic field has been positioned 1 cm behind the front surface of the gold, and is 30 cm in
length. Lines represent the number of particles remaining within a radius R = 1 mm (solid)
and R = 5 mm (dashed) of the beam axis, for electrons/positrons (black) and photons (blue).
to minimise the background from the hohlraum walls and plasma blow-off, so long as a
collimated electron beam could be created. (On smaller lasers, this will not be possible
for lack of energy; more on this in §7.2.2.) Nevertheless, some background events will
always be expected and our method of detection will need to be able to effectively
screen for the Breit-Wheeler pairs. We suggest two possible ways in which to do this.
The first is a Čerenkov detector, which can effectively screen for high energy par-
ticles, as this form of radiation is only produced by particles with a speed v = βc
such that βn > 1, where n is the refractive index of the medium. For our purposes, a
gas-filled Čerenkov detector may be optimal, as the refractive indices for gases are very
close to unity, and the energy threshold can thus be tuned in the 100 MeV range by
varying the gas pressure. (We note that this approach was successfully applied on the
SLAC E-144 experiment [71].) This will have the advantage of completely suppressing
any background in the 1−10 MeV range, which is expected to be significant due to the
cascades formed in the gold. Another option would be to use water-based Čerenkov
tubes, with a narrow acceptance angle, such that only those pairs produced in the
X-ray field — rather than the hohlraum wall — would be detected.
The second possible detection method is tracking using scintillating fibres, which
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allows the tracks taken by the electron and positron from their formation in the X-ray
field to be inferred. With sufficient sensitivity, this should allow us to clearly distinguish
between the pairs produced through the Bethe-Heitler process in the hohlraum walls
from those produced through the Breit-Wheeler process. This detector should also be
relatively insensitive to background from the high energy gamma-rays that make it
through the detector shielding.
Either of these approaches, if carefully calibrated, should allow for single particles
to be detected. Given the symmetry in the formation of the electrons and positrons,
ideally some form of coincidence measurement would be possible. However, any detec-
tor will likely need to be tailored to the specific laser facility of interest and further
considerations are beyond the scope of this thesis.
Finally, we note that the composite nature of the experiment should allow for the
different sources of background to be fully characterised. For example, the background
from sources (a) and (b) can be verified by removing the hohlraum from the configura-
tion; any charged particles that make their way to the detector can then be identified as
having originated from either the wakefield or the gold converter. Having done this, re-
turning the hohlraum to the chamber but neglecting to fire the long-pulse beams should
allow for the background due to the Bethe-Heitler process in the hohlraum walls to
be checked in a similar way. In order to study the effects of plasma blow-off, the gold
converter can be removed and the electrons fired directly into the hohlraum; if there
is significant plasma fill, a significant amount of bremsstrahlung would be expected to
be produced.
6.5 Extensions of the experimental scheme
Here we discuss the potential scaling of the scheme with increased electron energies
and hohlraum temperatures, as well as its possible extensions to studies of other QED
processes.
Firstly, with higher energy electrons, the demands on the hohlraum temperature
are reduced in that softer X-rays could be used. However, the scaling of the photon
number density with radiation temperature [Eq. (6.3)] means that, if the temperature
decreases, then so too does the absorption probability at fixed ν: see (Eq. 6.6). Using
energies much beyond the GeV scale with 100 eV hohlraums would be disadvantageous
as the Breit-Wheeler cross section decreases with increasing energy of the photons in
the CM frame, as reflected in the function f(ν) (Fig. 6.3). Increasing the hohlraum
temperature and using lower energy electrons is also unlikely to be beneficial, given
6.5 Extensions of the experimental scheme 129
the increased spread of the electron beam in the gold scales with E/mec2. It therefore
seems that the current setup is optimal for the Breit-Wheeler process.
Creating other particles through such a setup, such as muons, is in principle possible
although the cross section for this is m2e/m2µ smaller than that for electron-positron
production (mµ ≈ 200me is the muon rest mass). In addition, the energy threshold will
be much higher: 2mµc2 in the CM frame rather than 2mec2. For a 400 eV hohlraum, this
means that a 10 TeV electron beam would be required. Clearly this will not be feasible
in the near future. Furthermore, double pair production (γγ → e+e−e+e−) dominates
at large photon energies [227], and therefore a large number of background events
should be expected. However, if hypothetically such high energy electrons become
producible, this would offer the advantage that the conversion efficiency of the electron
beam into high energy photons increases, due to kinematical pileup [218, 228] resulting
from the Landau-Pomeranchuk-Migdal effect [229].
Finally, we note that elastic photon scattering (γγ′ → γγ′) [230] is another process
which has, to date, eluded any observation. This process may take place via a virtual
electron-positron pair and, as such, does not have an energy threshold. However, its
cross section is of order α2 smaller than that for the Breit-Wheeler process and scales
strongly with the energies of the photons (∼ ω6) [230]. Various schemes that propose
the use ultra-high intensity lasers as a means to detect it have been put forward [231–
234]. It has also been suggested that the elastic scattering between quasi-real photons
could be detectable in heavy ion collisions at the Large Hadron Collider [235].
A simple calculation would suggest that around 1 elastic scattering event would
take place in the ideal case of a GeV beam and 400 eV using this setup, although this
would almost certainly be impossible to detect. The high temperature radiation field
is useful in increasing the elastic photon scattering cross section, although a high level
of coherence in the photon source is required for successful detection of this process (as
the above examples utilise). A thermal radiation field clearly does not provide this on
its own, but perhaps its combination with a high intensity laser could provide a means
to study this process.
Chapter 7
Conclusions
Two processes important in high temperature plasmas have been studied in this thesis,
namely the Coulomb interaction and Breit-Wheeler pair production.
Having outlined the experimental motivation for this work (Chapter 1) and the
relevant theoretical background (Chapter 2), we began with an analytical treatment of
charged particle motion in a relativistic plasma (Chapter 3). A transport theory was
then developed for relativistic plasmas under the influence of arbitrary electromagnetic
fields (Chapter 4). These results were obtained under the Fokker-Planck approxima-
tion, and Monte Carlo simulations were subsequently used to both benchmark and
extend these beyond this approximation (Chapter 5). Finally, an experimental scheme
designed to detect the Breit-Wheeler process for the first time was presented (Chapter
6).
The main results of this thesis are summarised in greater detail in §7.1. Following
this, in §7.2, we discuss the two main areas that have emerged for further work: ex-
tending the numerical studies of Chapter 5 (§7.2.1); and developing the experimental
scheme of Chapter 6 such that it could be successfully implemented in the laboratory
(§7.2.2).
7.1 Summary of results
The Coulomb interaction between relativistic particles has relevance to various plasmas,
both in the laboratory and in high energy astrophysics. In order to account for this,
we have extended some of the most fundamental results of kinetic theory to relativistic
systems.
In Chapter 3, the dynamical friction and diffusion coefficients for a plasma with
a relativistic Maxwellian background were simplified considerably from their previous
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forms [141]. Using these, the rates of momentum loss, parallel and perpendicular mo-
mentum diffusion and energy change for a test particle have been derived. These are
the exact relativistic counterparts to the results of Spitzer [73], which may themselves
be recovered in the non-relativistic limit. The slowing rates are similar in form to
those in the classical theory, although diffusion was found to actually increase with
particle energy at very high temperatures. A quantitative analysis of the effects of
bremsstrahlung showed that this process makes an insignificant contribution to stop-
ping for energies γ . 10 and temperatures Θ . 10 (kBT . 5 MeV). The majority of
the work in this chapter is published in Ref. [236].
Following on from this, a self-consistent transport theory for a relativistic plasma
was presented in Chapter 4. It was first verified that Braginskii’s transport relations
[74] remain valid relativistically, in the frame in which the ions are at rest. The main
system of interest, a burning ICF target, does not involve relativistic flow and so this
description should be sufficient. Transport coefficients were derived in a semi-analytical
form for a Lorentzian plasma (Z → ∞), which reduce to Epperlein’s classical results
[160] in the non-relativistic limit. The relativistic results of other authors can also be
reproduced in various limits [141, 156].
The linearised Boltzmann equation was solved numerically as a means to calcu-
late the relativistic transport coefficients for plasmas with arbitrary atomic number.
The main result of this chapter is the rational fits to these, which were expressed as
simple functions of the Hall parameter χ and reduced temperature Θ, and reproduce
the numerical results within a maximum percentage error of 20%. (In most cases,
particularly in the weak field limit, the error is considerably smaller than this.) To
the best of our knowledge, this is the first work to provide transport coefficients for
a relativistic plasma in this form. Accounting for relativistic effects results in non-
negligible corrections to these coefficients, even at reasonably mild temperatures, e.g.,
the thermal conductivity κ⊥ is reduced to 80% of its classical value at kBT ≈ 30 keV.
The final consideration in this chapter was that the process of synchrotron radiation
can be neglected for all systems of interest, as can be shown to order of magnitude.
Chapter 5 presented numerical simulations of charged particle interactions in a high
temperature plasma. It was first verified that the relaxation rates of Chapter 3 and
the transport coefficients of Chapter 4 could be reproduced using Monte Carlo simu-
lations, under the assumption that the cumulative scattering distribution is described
by a Gaussian. Relaxing this assumption by explicitly modelling every collision led
to identical results for the energy change and momentum loss of a test particle. The
diffusion rates, however, were found to be different than that predicted theoretically
when considering high energy test particles. This can be attributed to the change in
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the shape of the cumulative scattering distribution, although, to a first approximation,
it makes a very small difference to the plasma dynamics.
The latter part of this thesis focused on the Breit-Wheeler process: the production
of an electron-positron pair in the collision of two photons. This is one of the simplest
processes in QED and a fundamental interaction in high energy astrophysics, yet to
date it has eluded any observation.
In Chapter 6, we presented an experimental scheme that is designed to detect the
Breit-Wheeler process for the first time, using existing high power laser facilities. The
scheme works by firing a gamma-ray beam, generated through the bremsstrahlung
emission of wakefield-accelerated electrons, into the high temperature radiation field
of a laser-heated hohlraum. Matching experimental parameters to current-generation
facilities, Monte Carlo simulations have shown that this scheme is capable of produc-
ing on the order of 105 Breit-Wheeler pairs per shot; a figure consistent with simple
estimates. The conceptual design for the photon collider is published in Ref. [223].
The potential methods of detection for the electron-positron pairs were subsequently
discussed; the optimal likely being either a Čerenkov detector or scintillating fibres due
to their insensitivity to background and ability to detect low numbers of particles. This
followed an analysis that suggested the main source of background is formed from the
gamma-rays striking the hohlraum walls and blow-off, as the primary electron beam
can be rejected (or at least significantly suppressed) using a strong magnetic field.
Successfully detecting the Breit-Wheeler pairs would yield the first measurement of
one of the simplest processes in QED, as well as, potentially, the first evidence of
light-by-light scattering in vacuum.
7.2 Further work
There are two areas of further work emerging from this thesis. The first is the contin-
ued numerical investigation of particle interactions in high temperature plasmas. The
second is the development of the Breit-Wheeler experimental scheme such that it could
be implemented in the laboratory. These are discussed in turn.
7.2.1 Further numerical studies of high temperature plasmas
In Chapter 5 we presented Monte Carlo simulations of charged particle interactions in
a relativistic plasma, first verifying the results of Chapters 3 and 4 under the approxi-
mation that the cumulative scattering distribution is Gaussian, and then showing that
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modelling this more accurately leads only to second-order corrections. There are two
ways in which this work could be developed further.
Firstly, it would be interesting to extend the work on non-Gaussian multiple scat-
tering in §5.3 to other particles (i.e., not just electron-electron scattering). Although
conceptually very similar to the analysis we have presented in this thesis, the timesteps
required to simulate the scattering of particles with a large mass ratio are likely to be
much smaller. (This is because the collision timescale is much less than the energy
transfer timescale [74].) Already, for electron-electron scattering, simulations take of
order 10 hours to run on hundreds of CPU cores. There is therefore likely to be a
need to port the Monte Carlo code to a GPU-based system, to take advantage of their
massively-parallel architectures, which are highly suited to this sort of computation.
This is particularly the case should one wish to model the dynamics of a test particle
to thermalisation or, perhaps more interestingly, the effects of non-Gaussian scattering
on transport processes (as considered in Chapter 4). As we have seen, the changes in
the shapes of the various distributions can be significant and the resistivity of a plasma
could potentially be sensitive to this.
Secondly, the simulations have thus far considered only Coulomb scattering and
the influence of electromagnetic fields; in that sense they are classical. Although we
have showed that bremsstrahlung becomes an important component to slowing only
at very high energies (§3.4), and that synchrotron radiation is effectively never an
important consideration for collisional transport (§4.5), our analysis has neglected the
effects of a high temperature radiation field; an integral component of an optically-thick
high temperature plasma. The dynamics of an electron-positron plasma, including the
effects of a radiation field, have been considered previously in the simple 0-dimensional
case by various authors [104, 109]. However, the effects of a radiation field and exotic
effects such as pair production (as in §2.2.1) on the transport process of Chapter 4 are
currently under-explored and could be a fruitful area for further investigation.
7.2.2 Development of the Breit-Wheeler experimental scheme
Chapter 6 outlined an experimental scheme designed to detect the Breit-Wheeler pro-
cess for the first time, with a focus on using current-generation laser technology to
perform the experiment. As we have shown, when a GeV electron beam produced via
laser wakefield acceleration is combined with the 100 eV thermal X-ray field inside a
vacuum hohlraum, the condition for Breit-Wheeler pair production is met. Both of
these feats have been separately achieved in the laboratory on many occasions (see,
e.g., Refs. [24, 48]). However, these two types of experiment require different types of
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laser: ultra-short pulse systems for wakefield acceleration; and long pulse systems for
the production of high temperature radiation fields inside a hohlraum. At the time of
writing, these two types of laser do not exist as a coupled system.1
Despite this, it may be possible to perform this experiment on two existing types
of facility. Firstly, hohlraum experiments are conducted at various facilities, including
NIF and OMEGA EP in the USA and the Orion laser in the UK. OMEGA EP and
Orion already have coupled petawatt systems and this is soon to be the case at NIF also,
with the impending commissioning of the Advanced Radiography Capability (ARC)
system [31]. Although these are of ps pulse length rather than 50 fs, the requirements
on the quality of the electron beam are relaxed for the high radiation temperatures
that these facilities are capable of producing. Dense electron beams extending to 300
MeV with a divergence of 50 mrad have been produced from similar systems [50].
Previous underdense gas experiments with ps-class lasers have often operated in the
direct laser acceleration (DLA) regime, in which the ponderomotive force of the laser
pulse directly accelerates the electrons [50, 51, 238]. The resulting electron beams are
characterised by Maxwellian-like energy distributions whose tails reach up to several
100s of MeV, with divergences of order a few degrees. Clearly this is less preferable to
the electron distributions seen from LWFA, which are pseudo-monoenergetic and have
mrad divergences.
The reason why the LWFA regime is difficult to reach using a picosecond class laser
can be seen through the following arguments: firstly the power of the pulse must be
greater than the critical power for self-focusing [52]:
Pc =
2ce2
4pi0r20
(
ω
ωp
)2
, (7.1)
where ωp is the plasma frequency, otherwise the pulse will diffract before the electrons
have accelerated significantly. This requirement can be written in practical units as
P > Pc(GW) ≈ 17.4(ω/ωp)2. Secondly, the pulse length cT0 (where T0 is the pulse
duration) must be shorter than a plasma wavelength λp = 2pic/ωp in order to reach the
blow-out regime. As the plasma frequency is a function of density, ωp = (nee2/me0)1/2,
this places an upper and lower bound on the density of the gas that may be used.
Taking the short-pulse system at the Orion laser facility as an example, which
delivers 500 J in 500 fs (1 PW) [239], we find that a density ne = 5 × 1022 m−3 is
the maximum such that the pulse length is less than a plasma wavelength. At this
density, the critical power Pc ≈ 0.3 PW. It therefore seems it may be possible to reach
1Although there are plans for a high power, 20 fs pulse to be coupled to OMEGA EP [237].
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the blow-out regime with these parameters. However, two important factors prevent
this: a) the critical power for self-focusing is actually somewhat higher than Eq. (7.1)
suggests for very short pulses (cT0 < λp) [52]; and b) the focusing of short-pulse lasers
is typically very fast at coupled facilities (e.g., f/3 or f/6 [239]), resulting in pronounced
diffraction that must be overcome.
PIC simulations using the code epoch [240] in 2D3P (two spatial but three mo-
mentum and field dimensions) have been used to corroborate this: a 500 fs, 1 PW
pulse propagating through 5× 1022 m−3 helium diffracts before injection and accelera-
tion of electrons in the bubble can occur. The previous DLA experiments were carried
out at significantly higher densities than this (∼ 1025 m−3 and above), in which case
self-focusing is particularly pronounced and a cavitated ion channel forms behind the
pulse [50].
However, preliminary PIC results suggest that it may be possible to increase the
energies of the electrons by operating at a density in between these two extremes.
Whereas DLA is dominant at high density and LWFA — if attainable — at low den-
sity, self-modulated laser wakefield acceleration (SMLWFA) has been shown to be the
primary mechanism in between.2
Figure 7.1 shows that through self modulation of the pulse, a bubble is formed and
electrons can be accelerated to GeV energies. The density is such that the majority of
the pulse diffracts away completely, leaving a portion matched to the plasma wavelength
λp, which self-focuses and drives the bubble. Because the pulse has been temporally
compressed, that which remains is still of PW power.
Clearly further work remains to be done on optimising this mechanism — par-
ticularly with regards the production of monoenergetic bunches — and verifying its
existence in 3D3P simulations. Beyond this, an experimental campaign focused on
characterising this effect would be necessary before an integrated ‘photon collider’ ex-
periment was performed.
Some caution should be exercised with this, as there are effectively two stages to
the experiment: firstly the pulse is compressed to the necessary size through self-
modulation, then the compressed pulse is used to accelerate the electrons. The lengths
of gas cell necessary for these stages are quite different; of order 1 cm for the former and
1 mm for the latter. The success of the scheme may therefore be particularly sensitive
to the size of the gas cell.
Despite these challenges, it seems it may be possible to successfully perform some
kind of ‘photon-collider’ experiment with a large coupled short- and long-pulse system.
2This applies to the specific laser and focusing parameters considered here, and we do not mean it
more generally.
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Fig. 7.1 epoch simulation of the formation of a bubble and acceleration of electron bunches
to up to 1.5 GeV after 19 mm propagation of a 1 PW, 500 fs pulse with f/6 focusing in
2×1024 m−3 helium. Plots depict the electron density, longitudinal electric field and electron
momentum spectrum respectively. The simulation space was 12, 000 × 1, 000 cells (24 cells
per λ in the longitudinal direction, 4 cells per λ in the transverse direction), with one alpha
particle and four electrons per cell.
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It may also be possible to use much smaller, short-pulse systems; intense X-ray fields
have long been produced from laser irradiance of solid targets and this is possible at
much lower laser energies and shorter pulse lengths. For example, radiation tempera-
tures of 100 − 130 eV have been measured experimentally for the irradiance of a gold
target with a 100 J laser of 500 − 700 ps pulse length [241]. High X-ray densities
have been demonstrated at even lower laser energies (∼10 J) and shorter pulse lengths
(∼ 10 ps) [242, 243]. This opens the experimental scheme up to much smaller optical
laser facilities (e.g., Astra Gemini, BELLA), which have the benefit of high quality
wakefields (GeV) and high repetition rates (one shot per minute upwards).
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Fig. 7.2 alice ii [244] non-LTE emission spectrum of Al at a tenth of solid density and
electron temperature of 1 keV. The integrated emission (dashed line) shows that the majority
of X-rays are emitted between 2− 4 keV, primarily due to emission from the l-shell between
2− 2.5 keV. Spectrum courtesy of E. G. Hill.
Whereas Chapter 6 focused on Planckian X-ray fields — created by the thermal-
isation of X-rays in a high-Z hohlraum — it is almost certainly preferable to use
non-thermal X-ray fields on these smaller facilities. This is because much of the en-
ergy density in a thermal field of temperature of order 100 eV is held by photons that
are below threshold for Breit-Wheeler. (For example, a 100 MeV gamma-ray photon
requires a 2.5 keV X-ray.) By suitably choosing the material, non-thermal radiation
can be produced at a range of energies between 1 − 10 keV. The integrated emission
of aluminium (shown in Fig. 7.2), e.g., is primarily found in between 2− 4 keV due to
emission from the l-shell, and similar spectra are produced from mid-Z elements, such
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as germanium (Z = 32) and yttrium (Z = 39).
By slightly modifying the experimental scheme outlined in Chapter 6, it seems
that it may be feasible to observe the Breit-Wheeler process for the first time using
an existing HEDP facility. However, for this to be possible, there remains work to
be done in optimising the electron acceleration, maximising the X-ray generation at
the appropriate energy, and ensuring a suitable detection method is employed, with
background processes sufficiently suppressed. This will likely require further PIC,
radiation-hydrodynamic and 3D Monte Carlo simulations, together with preliminary
experimental campaigns to trial the various components of the integrated experiment.
It is hoped that work along these lines may be possible in the coming months and
years.
Appendix A
The jl[k]∗ functions
We catalogue the jl[k]∗ functions as given by Braams and Karney [141] for l = 0, 1,
where the argument z = u/c, the Lorentz factor γ = (1 + z2)1/2 and the rapidity
σ = sinh−1 z = cosh−1 γ:
j0[1]0 = σ/z, (A.1a)
j0[1]1 = 1, (A.1b)
j0[1]2 = γ, (A.1c)
j0[2]02 = (zγ − σ)/4z, (A.1d)
j0[2]11 = (γσ − z)/2z, (A.1e)
j0[2]22 = [−zγ + σ(1 + 2z2)]/8z, (A.1f)
j0[3]022 = [−3zγ + σ(3 + 2z2)]/32z, (A.1g)
j1[1]0 = (γσ − z)/z2, (A.1h)
j1[1]1 = (zγ − σ)/2z2, (A.1i)
j1[1]2 = z/3 (A.1j)
j1[2]02 = [−3γσ + 3z + z3]/12z2, (A.1k)
j1[2]11 = [−3zγ + σ(3 + 2z2)]/8z2, (A.1l)
j1[2]22 = [−σγ(3− 6z2) + 3z − 5z3]/72z2, (A.1m)
j1[3]022 = [σγ(15 + 6z2)− 15z − 11z3]/288z2. (A.1n)
Appendix B
Properties of the modified Bessel
functions Kν
The following properties of modified Bessel functions of the second kind, denoted Kν ,
are taken from Abramowitz and Stegun’s comprehensive treatise on the subject [245].
This class of functions is represented by the integrals:
Kν(z) =
∫ ∞
0
e−z cosh t cosh(νt)dt (B.1a)
=
(
z
2
)ν √pi
Γ(ν + 1/2)
∫ ∞
0
e−z cosh t sinh2ν tdt (B.1b)
=
(
z
2
)ν √pi
Γ(ν + 1/2)
∫ ∞
1
e−zt(t2 − 1)ν−1/2dt. (B.1c)
where Γ is the gamma function and in general ν and z are complex numbers (though we
need only consider real cases in this work). The above relations hold for | arg z| < pi/2
and, for Eqs. (B.1b) and (B.1c), R{ν} > −1/2. In the large argument limit (z  1),
the Bessel functions may be approximated by the expansion:
Kν(z) =
√
pi
2z e
−z
(
1 + µ− 18z +
(µ− 1)(µ− 9)
2!(8z)2 +
(µ− 1)(µ− 9)(µ− 25)
3!(8z)3 + . . .
)
,
(B.2)
where µ = 4ν2, and in the small argument limit (z  1):
K0(z) = − (ln(z/2) + γE) +O(z2), (B.3a)
K1(z) =
1
z
+ z2
(
ln(z/2) + γE − 12
)
+O(z4), (B.3b)
K2(z) =
2
z2
− 12 −
z2
8
(
ln(z/2) + γE − 34
)
+O(z4), (B.3c)
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where γE = 0.57721 . . . is Euler’s constant.
These expansions are useful to calculate analytical forms of the results derived
in this paper, in both the low and high temperature limits (for which Θ  1 and
Θ  1 respectively). However, in many relativistic plasmas, we are concerned with
intermediate temperatures, for which Θ ∼ 1 (such that z = 1/Θ ∼ 1). In such cases,
Kν(z) may be computed via direct integration of Eqs. (B.1), or by using the following
polynomial approximations:
For 0 ≤ x < 2, one may approximate K0(x) and K1(x) using
K0(x) = − ln(x/2)I0(x)− 0.5772 + 0.4228(2/x)2 + 0.2307(2/x)4 + 0.03489(2/x)6
− 0.002627(2/x)8 + 0.0001075(2/x)10 + 0.00000740(2/x)12 + 0,
xK1(x) = x ln(x/2)I1(x) + 1 + 0.1544(2/x)2 − 0.6728(2/x)4 − 0.1816(2/x)6
− 0.01919(2/x)8 + 0.001104(2/x)10 + 0.00004868(2/x)12 + 1,
where |0| < 1× 10−8 and |1| < 8× 10−9. Iν(x) is the modified Bessel function of the
first kind, which for ν = 0, 1 and −3.75 ≤ x ≤ 3.75, may itself be approximated
I0(x) = 1 + 3.516t2 + 3.090t4 + 1.207t6 + 0.2660t8 + 0.03608t10 + 0.004581t12 + ′0,
x−1I1(x) = 1/2 + 0.8789t2 + 0.5150t4 + 0.1508t6 + 0.02659t8
+ 0.003015t10 + 0.0003241t12 + ′1,
with t = x/3.75, |′0| < 1.6× 10−7 and |′1| < 8× 10−9.
For 2 ≤ x <∞, we may approximate K0(x) and K1(x) using
x1/2exK0(x) = 1.253− 0.07832(2/x) + 0.02189(2/x)2 − 0.01062(2/x)3
+ 0.005879(2/x)4 − 0.002515(2/x)5 + 0.0005321(2/x)6 + 0,
x1/2exK1(x) = 1.253− 0.2350(2/x) + 0.03656(2/x)2 − 0.01504(2/x)3
+ 0.007804(2/x)4 − 0.003256(2/x)5 + 0.0006825(2/x)6 + 1,
where, in this case, |0| < 1.9× 10−7 and |1| < 2.2× 10−7.
Higher order Bessel functions and their derivatives may then be determined via use
of the recurrence relations:
Kν+1(z) =
2ν
z
Kν(z) +Kν−1(z), (B.4)
K ′ν(z) = −Kν−1(z)−
ν
z
Kν(z), (B.5)
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with K ′ν(z) ≡ dKν(z)/dz.
Appendix C
QED cross sections
The differential (dσ/dΩ) and total (σ) QED cross sections of the processes relevant to
this work are provided here, where θ is the scattering angle, r0 = e2/4pi0mec2 is the
classical electron radius, α ≈ 1/137 is the fine structure constant, me is the electron
rest mass and c the speed of light in vacuum.
Electron-electron scattering
Electron-electron scattering (e−e− → e−e−) is described by the Møller cross section,
which is given by [61]
dσee
dΩ =
r20
γ?2(γ?2 − 1)2
[
(2γ?2 − 1)2
sin4 θ −
8γ?4 − 4γ?2 − 1
4 sin2 θ +
(γ?2 − 1)2
4
]
(C.1)
as measured in the centre-of-mass (CM) frame. As the two particles are identical, both
have a Lorentz factor γ? and momentum u?/c = (γ?2 − 1)1/2.
Electron-proton scattering
In the Born approximation, electron-proton scattering (e−p→ e−p) is described by the
cross section [246]:
dσep
dΩ =
(r0me)2
4(maγ +mbγ′)2
m2b
m2a
1
u?4 sin4(θ/2)(A+B cos θ + C cos
2 θ), (C.2)
where
A = 12
(
ma
mb
u?2 + γγ′c2
)2
+ 12(γγ
′)2c4 − 12γ
2c4 − 12γ
′2c4 + c4,
B = ma
mb
γγ′u?2c2 + 12u
?2c2 + 12
m2a
m2b
u?2c2,
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C = 12
m2a
m2b
u?4,
where A + B + C = [(ma/mb)u?2 + γγ′c2]2, u? is the momentum of particle a in the
CM frame and primed variables refer to particle b. All variables are as measured in
the CM frame with the exception of γ and γ′.
The cross section for the scattering of an electron in a fixed field can be found by
taking the b to represent the proton, confining ourselves to the mb → ∞ limit and
letting r20 → Z2r20 [61]:
dσeZ
dΩ =
Z2r20γ
2c2[1− β2 sin2(θ/2)]
4u4 sin4(θ/2) , (C.3)
where Z is the atomic number of the nucleus. This is the Born cross section.
Electron-positron scattering
Electron-positron scattering (e+e− → e+e−) is described by the Bhabha cross section
[61], which is given in the CM frame by
dσe+e−
dΩ =
r20
16γ?2
 c4u?4 sin4(θ/2)
[
1 + 4u
?2 cos2(θ/2)
c2
+ 2u
?4
c4
[1 + cos4(θ/2)]
]
− c
2
γ?2u?2 sin2(θ/2)
[
3 + 8u
?2 cos2(θ/2)
c2
+ 4u
?4 cos4(θ/2)
c4
]
+ 1
γ?4
[
3 + 4u
?2
c2
+ u
?4
c4
[1 + cos2(θ/2)]
]. (C.4)
Compton scattering
The total cross section for the elastic scattering of a photon by an electron (γe− → γe−),
also referred to as Compton scattering, is [61]
σγe = 2pir20
{
1 + x
x3
[
2x(1 + x)
1 + 2x − ln(1 + 2x)
]
+ ln(1 + 2x)2x −
1 + 3x
(1 + 2x)2
}
, (C.5)
where x = ~ω/mec2, as measured in the electron rest frame. The differential cross
section is given as
dσ
dΩ =
r20
2
(
ω′
ω
)2 (
ω
ω′
+ ω
′
ω
− sin2 θ
)
. (C.6)
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where ~ω and ~ω′ are the energies of the incoming and outgoing photons respectively,
and are related by
ω′
ω
= 11 + ~ω/mec2(1− cos θ) . (C.7)
Two-photon annihilation
The cross section for two-photon annihilation (e+e− → γγ′) is, in terms of the speed
of the incoming electron in the CM frame βc [189],
σe+e− = pir20
(1− β2)
4β2
[
(3− β4) ln
(
1 + β
1− β
)
− 2β(2− β2)
]
. (C.8)
Breit-Wheeler pair production
The Breit-Wheeler cross section (γγ′ → e+e−) is given by [61]
σγγ =
pir20
2 (1− β
2)
[
(3− β4) ln
(
1 + β
1− β
)
− 2β(2− β2)
]
, (C.9)
where βc is the speed of the outgoing electron in the CM frame, related to the square
of its energy, which we denote s = (E?/mec2)2, by β = (1− 1/s)1/2. The relationship
between the Breit-Wheeler cross section and that of two-photon annihilation is quite
clear on inspection of Eqs. (C.8) and (C.9): σγγ = 2β2σe+e− .
Electron-nucleus bremsstrahlung
The cross section for the bremsstrahlung emission of an electron in a fixed nuclear field
(e−Z → e−γZ) is [247]
dσeZ
dω
= αZ
2r20
ω
u′
u
43 − 2γγ′c2u
2 + u′2
u2u′2
+ c3
(
γ′
u3
+ 
′γ
u′3
− 
3
uu′c
)
+ L
[
8
3
γγ′c2
uu′
+ (~ω)
2c2
m2eu
3u′3
(γ2γ′2 + u2u′2/c4)
+ ~ω2meuu′
(
γγ′ + u2/c2
u3/c3
− γγ
′ + u2/c2
u′3/c3
− 2~ωγγ
′c2
meu2u′2
)], (C.10)
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in which
L = ln
(
γγ′ + uu′/c2 − 1
~ω/mec2
)
,
 = 2 ln(γ + u/c),
′ = 2 ln(γ′ + u′/c).
Here γmec2 = ~ω + γ′mec2 and primed quantities refer to the outgoing electron.
Electron-nucleus bremsstrahlung (ultra-relativistic, with screening)
Equation (C.10) is found by integrating the famous Bethe-Heitler formula [56] over all
scattering angles. Modifications due to screening, and the electronic contribution to
scattering, lead to, in the ultra relativistic limit [216]:
dσeZ
dω
= αr
2
0
ω
{(
4
3 − 43y + y2
)
×
[
Z2
(
ϕ1 − 43 lnZ − 4f
)
+ Z
(
ψ1 − 83 lnZ
)]
+ 23(1− y)[Z2(ϕ1 − ϕ2) + Z(ψ1 − ψ2)]
}
, (C.11)
where y ≡ ~ω/γmec2 (the ratio of the emitted photon to initial electron energy) and Z
is the atomic number of the background. The functions ϕ1,2 and ψ1,2 account for the
screening of the potential by atomic electrons and f is the Coulomb correction term
[216], given by
f(z) ≈ 1.202z − 1.0369z2 + 1.008z3/(1 + z).
For high-Z materials, one can use a Thomas-Fermi model to calculate these func-
tions, which yields [216]
ϕ1 = 2[1 + ln(a2Z2/3m2e)]− 2 ln(1 + b2)− 4b tan−1(b−1),
ϕ2 = 2[23 + ln(a
2Z2/3m2e)]− 2 ln(1 + b2) + 8b2[1− b tan−1(b−1)− 34 ln(1 + b−2)],
ψ1 = 2[1 + ln(a′2Z4/3m2e)]− 2 ln(1 + b′2)− 4b′ tan−1(b−1),
ψ2 = 2[23 + ln(a
′2Z4/3m2e)]− 2 ln(1 + b′2) + 8b′2[1− b tan−1(b′−1)− 34 ln(1 + b′−2)],
where a = 184.15(2.718)−1/2Z−1/3/me, a′ = 1194(2.718)−1/2Z−2/3/me, b = aδ, b′ = a′δ,
with δ = m2e~ω/(2γmec2(~ω − γmec2)).
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Electron-nucleus bremsstrahlung (ultra-relativistic, with angular dependence
and screening)
The differential bremsstrahlung cross section in photon energy and angle of emission
is given by [216]
dσeZ
dΩdω =
2αr20
piω
γ2

[
2y − 2
(1 + l)2 +
12l(1− y)
(1 + l)4
]
(Z2 + Z)
+
[
2− 2y + y2
(1 + l)2 −
4l(1− y)
(1 + l)4
]
× [X − 2Z2f((αZ)2)]
, (C.12)
where y ≡ ~ω/γmec2 (as before), l = θ2γ2 and θ is the angle of emission. The parameter
X can be written
X =
∫ m2ec4(1+l)2
tmin
[Gel2 (t) +Ginel2 (t)]
(t− t′min)
t2
dt
with
Gel2 (t) = Z2
[
(1 + t′mina2)/(1 + a2t) + ln(1 + a2t)
]
,
Ginel2 (t) = Z2
[
1 + t′mina′2
1 + a′2t + ln(1 + a
′2t)
]
,
a = 111.7Z−1/3,
a′ = 724.2Z−2/3,
t′min =
(
1 + l
2~ωt(1− t)
)2
.
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