Abstract-This paper is focuses on the computation of the positive moments of one-side correlated random Gram matrices. Closed-form expressions for the moments can be obtained easily, but numerical evaluation thereof is prone to numerical stability, especially in high-dimensional settings. This letter provides a numerically stable method that efficiently computes the positive moments in closed-form. The developed expressions are more accurate and can lead to higher accuracy levels when fed to moment based-approaches. As an application, we show how the obtained moments can be used to approximate the marginal distribution of the eigenvalues of random Gram matrices.
I. INTRODUCTION
G RAM random matrices with one-sided correlation naturally arise in the context of signal processing [1] and wireless communications [2, 3] . For instance, in signal processing, inverse moments of this kind of matrices are used to evaluate the performance of linear estimators such as the best linear unbiased estimator (BLUE) and optimize the design of some covariance matrix estimators [1, 4] . In wireless communications, Gram random matrices arise as a key element in the computation of the ergodic capacity of amplify and forward (AF) multiple input multiple output (MIMO) dualhop systems [3] .
Given a random matrix H ∈ C q×nt such that H = Λ 1 2 X, where X is a standard complex Gaussian random matrix and Λ is a Hermitian positive definite matrix, the authors in [3] derive a closed form expression of the marginal probability density function (PDF) of an unordered eigenvalue of the Gram matrix W = H H H for arbitrary dimensions n t and q. The result, although being very useful, involves the inversion of a large Vandermonde matrix and as such might not be always numerically stable, especially in the following situations:
• The dimensions q belongs to moderate to large values.
• The gap between the eigenvalues of Λ is small. To solve this problem, an expression of the exact marginal PDF has been proposed in [5] when some eigenvalues are identical. However, the problem of numerical stability remains when some eigenvalues of Λ are different but close to each other. Motivated by these facts, we provide a more stable method to compute the positive moments of W without the need to invert large Vandermonde matrices. The contributions of this letter are summarized as follows:
• We provide a numerically stable method to evaluate the positive moments of W.
• Using Laguerre polynomials and based on the calculated positive moments, we provide a numerically stable approximation of the marginal probability density function (PDF) of the eigenvalues of W. The remainder of this letter is organized as follows. In Section II, we provide the main steps to efficiently compute the positive moments of W. In Section III, we propose to approximate the marginal PDF based on the computed positive moments and using Laguerre polynomials. In Section IV, we present some numerical results to validate our method and finally we conclude our work in Section V.
II. A NUMERICALLY STABLE METHOD TO COMPUTE THE
MOMENTS OF RANDOM GRAM MATRICES A. Problem statement
q×nt where Λ ∈ C q×q is a positive definite matrix with distinct eigenvalues 0 < β 1 < β 2 < · · · < β q and X a standard complex Gaussian matrix. Assume that n t ≤ q. The marginal PDF of an unordered eigenvalue λ of
where D l,k = {D} l,k is the (l, k) th cofactor of the Vandermonde q × q matrix Ψ whose (m, n)th entry is
Expressing the inverse of Ψ as
the PDF in (1) simplifies to
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The cumulative density function (CDF) can thus be easily derived as
where Γ (.) and γ (., .) are respectively the standard Gamma and the lower incomplete Gamma functions.
Knowing the marginal PDF, it is possible to compute the expected value of any functional g of the eigenvalues of W. Indeed, we have
where
are the eigenvalues of W. Equation (5) is very useful in practice as it can be leveraged to compute performance metrics of many wireless communication and signal processing schemes. Examples include the ergodic capacity, the SINR at the output of the MMSE receiver and the MSE of the BLUE estimator which correspond respectively to selecting g(x) as g(x) = log 2 (x + σ 2 ), g(x) = 1 x+σ 2 where σ 2 is the noise variance and g(x) = x −1 . When it comes to numerically compute E [g(W)], it is easy to see that, when the eigenvalues {β i } are very close causing the matrix Ψ to be ill-conditioned, some numerical stability issues might occur. In this work, we show that for some functionals g, namely polynomials, it is possible to evaluate E [g(W)] in a stable way. This allows us, using moment approximation techniques, to obtain a numerically stable approximation of the marginal PDF. We believe that the same approximation method can also be extended to approximate E [g(W)] for any functional g of interest.
B. A Numerically stable method to compute positive moments
In this section, we propose a numerically stable technique to compute the positive moments of W. Let p ∈ N, the p-th moment of matrix W is given by
In many practical scenarios, numerical instability might originate from the computation of the following quantity
as Ψ is ill-conditioned. To overcome this issue, we propose an alternative way that avoids computing the inverse of Ψ. For
The basic idea is based on the observation that
T is solution to the following linear system
T .
From now on, we assume that τ > q.
Writing (7) in the following equivalent way
we can easily see that
are roots of the following polynomial:
Hence, there exists Q(X) a polynomial with degree τ −q such that:
Note that exact knowledge of P (X) leads to the determination of the unknown coefficients α k,τ , since they are by construction among the coefficients of P (X). To fully characterize P (X), we first observe that
• the coefficients of P associated with exponents X q , X q+1 , · · · , X τ −1 are all zero.
• the coefficient associated with X τ = −1.
be the coefficients of
, which can be exactly obtained using the Newton-Girard algorithm [6] . Let
be the coefficients of Q(X) so that:
From the available information about the coefficients of P , we can show that
satisfy the following set of equations
where we use the convention that a j = 0 if j ≤ 0 or j > q +1.
The system of equation in (10) can be also expressed in the following matrix form:
where Φ is the upper triangular matrix given by
Vector
T can be thus determined by taking the inverse of matrix Φ as
From a numerical standpoint, this operation, involving inversion of an upper triangular matrix, can be solved in a stable fashion using back-substitution algorithm and is, as such, much more stable than the inversion of matrix Ψ required in the evaluation of (6). Once coefficients
are obtained, {α k,τ } can be evaluated as
To validate our procedure, we compute the positive moments of the Gram matrix W in the case where the correlation matrix Λ follows the following model [1] 
where the coefficient ξ indicates the forgetting factor. This kind of matrices arise in covariance matrix estimation and more precisely in exponentially weighted sample covariance matrix (more details can be found in [1] , section III-B) . Note that for moderate to large values of q, the eigenvalues of Λ given by (1 − ξ) , (1 − ξ) ξ, · · · , (1 − ξ) ξ q−1 are very close to each other, which might cause singularity issues when using the formula in (1). We consider two different configurations config 1 and config 2 corresponding respectively to (n t = 3, q = 5) and (n t = 3, q = 20). For both configurations, we evaluate the moments using (1) and the proposed method. We compare the obtained moments with the empirical ones evaluated over 10 6 realizations.
The results are summarized in Table I . As a first observation, we notice that our method provides very close results to the empirical moments while the evaluation of the moments using (1) becomes totally inaccurate in configuration config 2 associated with a higher q. This clearly demonstrates the efficiency and the accuracy of our method in calculating the positive moments. 1 This can be seen by using the fact that P (X) = 
III. MOMENT-BASED APPROACH FOR DENSITY APPROXIMATION
In this section, we show that the knowledge of all positive moments µ W (k), k = 1, 2, · · · can be leveraged to approximate the PDF f λ . In general, retrieving a positive PDF from the knowledge of all its moments is known as the Stieltjes moment [7, 8] problem. We say that a PDF is called Mdeterminate if it can be uniquely determined by its moments. A sufficient condition for a PDF to be M-determinate is given by the Krein and the Lin conditions summarized below 1) The Krein condition:
2) The Lin condition: f is differentiable and
Proof: See Appendix for a proof. Now that we prove that f λ is M-determinate, an approximation of the marginal density, involving laguerre polynomials, can be derived as [9] :
where c =
is the Laguerre polynomial of order i in λ and parameter ν and
(19) Truncating the series in (17) at order K yields the following approximation for the marginal PDF
The CDF can thus be approximated as follows
IV. SELECTED NUMERICAL RESULTS
In this section, we investigate the accuracy of the proposed PDF and CDF moment-based approach approximation. To this end, we compare them with their empirical counterparts and those evaluated using the results in [3] . In Figure 1 , we assume that Λ follows the same model as in (14) with ξ = 0.85, n t = 3 and q = 5. We compare the accuracy of our approach with the corresponding empirical density and the formula provided in [3] . It can be noticed that our approximation becomes more accurate by increasing the truncation order K. As evidenced from Figures 1 and 2 , a good approximation can be achieved starting from K = 30 for both PDF and CDF.
In Figures 3 and 4 , we increase the value of q to q = 20. In this case, the formula provided in [3] presents severe numerical instability and thus could not be plotted in this case. On the other hand, our moment-based approach achieves a very good approximation starting from K = 30. For K = 45, we can see that we have a perfect match with the empirical PDF and CDF.
V. CONCLUSION In this paper, we propose a numerically stable method that efficiently compute the positive moments of one-side correlated Gram matrices. From a practical standpoint, these moments can be used to approximate the marginal distribution and CDF of the eigenvalues of Large Gram random matrices and thus constitute an efficient alternative to conventional methods which become highly inaccurate in high dimensional settings.
APPENDIX (PROOF OF PROPOSITION 1)

Krein condition
We start by rewrite the PDF in ( 
Integrating the first term of the right-hand side term provides infinity while integrating the second term results in a finite value. Thus, the integral diverges to infinity which fulfills the Krein condition.
Lin condition
Using the modified expression in ( 
This completes the proof of the proposition.
