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On the Capacity of Channels with Additive Non-Gaussian Noise* 
SHUNSUKE IHARA 
Department ofMathematics , Ehime University, Matsuyama, Japan 790 
We give upper and lower bounds of the capacity C(X) of a channel with 
additive noise X under a constraint on input signals in terms of the second 
order moments. It is proved that 
C(Xo) < C(X) < C(Xo) + Hxo(X), 
where C(Xo) is the capacity of the channel with additive Gaussian oise X0 
with same covariance as that of X and Hxo(X ) is the entropy of the  measure  in- 
duced by X in the functional space with respect to that induced by )2o • 
I. INTRODUCTION AND RESULT 
We consider the capacity of a channel with additive noise and without feed- 
back. The channel is represented by 
Z(t) = Y(t) + X(t), 0 ~ t <~ T(<oo), (1) 
where X('),  Y(') and Z( ' )  are stochastic processes defined on a basic probabil ity 
space (f2, o~, p), Y(t) and Z(t) denote a channel input and the channel output, 
respectively, at time t and )2(') is the noise independent of channel inputs. We 
may assume, thoughout this paper, that the means of the processes are zero. We 
impose on the channel inputs a constraint given in terms of the covariance 
function. More precisely, let 2/[" be a class of positive definite functionals K(s, t) 
of L~([0, T] 2) and ~ be the class of all stochastic processes Y(t), 0 <~ t ~ T, 
having a functional K ~ ~ as its covariance. We assume that ~/gives the class 
of all signals Y(') which can be input. The capacity C(X) = C(X; ~)  of the 
Channel (1) subject o the constraint, given by ~,  is defined by 
C(X) = sup{I(Y, Z); Y e ~}, (2) 
where I(Y, Z) denotes the mutual information quantity between an input 
{Y(t), 0 ~< t ~< T} and the output {Z(t), 0 ~< t ~< T}. Let X0(t), 0 <~ t <~ T, be 
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a Gaussian process with same covariance as that of X. Replacing X(t) in (1) by 
Xo(t), we get the corresponding Gaussian channel: 
Z(t) = Y(t) @ Xo(t), 0 ~ t ~ T, Y c ~. (3) 
We will give bounds of the capacity C(X; ~/) in terms of the capacity C(X o ; ~/) 
and the entropy Hxo(X ) of X with respect to X 0 . Denoting by Px the probability 
distribution of X('), the entropy Hxo(X ) is defined by (see Pinsker (1964)) 
Px(A,) 
Hxo(X) = sup ~, Px(A~) log Pxo(A~ ) , 
where {Ai} is a measurable finite partition of the space R[°.r] and the supremum 
is taken over all measurable finite partitions. 
We now can state our main result. 
THEOREM. The capacity C(X; ~)  is bounded by 
C(Xo ;e/) ~< c(x; ~,) <~ c(xo ;~,) + Hxo(X). (4) 
The first inequality of (4) has been known (a proof for finite discrete-time 
channels was given by Pinsker (1956)), The proof of Theorem will be given 
in section 2. 
In this paper, we dwell only on channels of continuous-time parameter. 
However the assumption on the time parameter space is not essential at all. 
The assertion (4) is true as well for channels represented by generalized processes 
as for discrete-time channels. 
The problem on the capacity of channels with additive noise was first discussed 
by Shannon (1948) in case where the noise is a white noise and input signals are 
band limited and imposed an average power constraint. In section 3 we will 
show that a part of his result is included in our result as a special case. 
2. PROOF OF THEOREM 
Let X(.) be the noise and Xo(. ) be the corresponding Gaussian oise. Fixed 
an input signal Y ~ ~d, let Yo ~ ~/be a Gaussian process with same covariance 
as that of Y and denote by Z(-) = Y(') q- X(') and Zo(" ) = Yo(') + Xo(')- 
We will calculate the mutual information quantities I(Y, Z), I(Yo, Zo) and 
the entropy Hxo(X ) by taking limits of those for finite dimensional random 
variables. Denote by Jd'(X) the subspace of L2(f2, P) spanned by X(t), 0 <~ t <~ T, 
and define the subspaces J//(Y) and Jd(Z) in the same way. Applying well 
known simulutaneously orthogonal expansion (cf. Gel'fand and Yaglom (1959)) 
to the processes Y(.) and Z('), we have sequences 2 = {X~}, 17 = {I/~} and 
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,~ = {Zn} of random variables and a sequence {An} of real numbers (n = 1, 2,..) 
with the following properties (5.a)-(5.d). 
Zn = Yn 47 X,*, n = 1, 2 ..... (5.a) 
{Y~} and {Zn} are orthogonal basis of the spaces ~(Y)  and ~' (Z) ,  
respectively. (5.b) 
E[x~xd = (1 - 3`~) a~,*, E [Y .Yd  = 3`~a~.,  E [&zd  = a~. . ,  
m, n = 1, 2,..., where 8~n is the Kroneker's delta. (5.c) 
0 ~< 3.,, ~ 1, 'n = 1, 2,.... (5.d) 
In the same manner, for the processes Xo('), I7o(') and Zo(-), we get sequences 
~o = {X f}, I? o = {y  o} and 5 o = {Z~ °} of Gaussian random variables with 
properties (5.a)-(5.d). Then the following relations are easily shown: 
I (Y ,  Z) = lira I ( (Y  1 ,..., Y,),  (Z 1 ,..., Z,)) = I (Y,  Z). (6) 
Hxo(X) = lim H(x o x o,((X~ .... , X,*)) = H20(X). (7) 
n_~o o 1 ,  . . . .  n ] \x  
Here we derive some properties of the mutual information quantity for finite 
dimensional random variables. Let U, V and W be n-dimensional random 
variables uch that U is independent of V and W = V 47 U. Let (Uo, Vo, Wo) 
be a triple of n-dimensional Gaussian random variables with same covariance / 
as that of the triple (U, V, W). Then we can show the following lemma. ' 
LEMMA 1. (i) I f  Huo(U ) < ~,  then 
I(V, W) - - I (Vo ,  Wo) ~ Hvo(U) --  Hwo(W). 
(ii) I(V, W) <~ I(V o , Wo) 47 Hvo(U). 
(iii) I f  V o and U are independent and W a = V o 47 U, then 
~(Vo, Wo) <~ X(Vo, wo. 
Proof. (i) From the assumption Hvo(U ) < 0% it follows that the prob- 
ability distribution Per of U is absolutely continuous with respect o Pu0, and Ptr 
has the probability density per(x) = dPv(x)/dx. It  is easily shown that the 
differential entropy h(U) = -- fR,  per(x) log p t~(x) dx of U is finite and that 
H~o(U) = h(Uo) -- h(U), (8) 
since U and U 0 have the same covariance. Since Pv has the density the prob- 
ability distribution Pw of W --~ V 47 U also has the density, and we can prove 
that --oo < h(U) ~ h(W) ~ h(Wo) < oo and that 
Hwo(W) = h(WO) --  h(W). (9) 
CAPACITY OF CHANNELS 37 
Moreover, it is clear that 
~(v, w)  = h(W) -- h(U), S(Vo, Wo) = h(Wo) -- h(Uo). (10) 
The equation of (i) follows from (8)-(10). 
(ii) I f  Hvo(U ) = oo, then (ii) is trivial. If  Huo(U ) < ~,  then (ii) follows 
from (i) and the non-negativity of the entropy H~o(W ). 
(iii) Since the covariances of (Vo, Wo) and (Vo, W "l) are same and V o is 
Gaussian, we get (iii) (Pinsker (t956)). Q.E.D. 
Applying Lemma 1 to g = (3;-1,..., X,), V = (Y~,..., Y~) and W = (Z~,..., Zn), 
we obtain the following lemma from (6) and (7). 
LEMMA 2. (i) I f  Hxo(X ) < 0% then 
I(Y, z )  - I (Zo ,  Zo) = Hxo(X) --  Hzo(Z). 
(ii) I(Y, Z) ~ I(Yo , Zo) + Hxo(X). 
(iii) I f  Yo(') and X(') are independent and ZI(') = Yo(') + X('), then 
I(Yo , Zo) < I(Yo , z l) .  
For Gaussian channels, it is known that the capacity C(X o ; ~)  is given by 
taking the supremum in (2) only over all Gaussian signals of ~'. 
LEMMA 3 (Huang and Johnson (1962)). Let Ko(s,t) eL2([O, T] ~) be a 
covariance functional and ~/o be the class of all stochastic processes Y(t), 0 ~ t ~ T, 
with K o as its covariance. Then the capacity C(X o ; ~o) is given by 
C(Xo ; %)  = ~(Yo , Zo), 
where Yo c Y/o is a Gaussian process and Zo(" ) = Yo(') + Xo('). 
We now turn back to the proof of Theorem. 
For each Y e 02/there xists a Gaussian process Y0 e ~/with same covariance 
as that of tl. Thus using (ii) of Lemma 2 and Lemma 3, we get 
C(X; ~/) <<. C(X o ;°2/) + Hxo(X). (11) 
It follows from Lemma 3 that for any ¢ > 0 there exists a Gaussian signal 
Yo ~ ~t such that 
C(Xo ; ~/) <~ I(Yo , zo) + ~, 
where Zo(" ) = Yo(') + Xo('). Put ZI(') = !1o(') + X('). Then we get from (iii) 
of Lemma 2 that 
C(Xo ; ~)  - ~ <~ ~(Yo , Zo) <~ I(Yo , z l )  <~ c (x ;  ~).  
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Since e > 0 is arbitrary, we have the inequality 
C(X o ;~') ~< C(X; ~/). 
Combining (11) and (12), the proof of Theorem is completed. 
(12) 
Q.E.D. 
3. CONCLUDING REMARKS 
A well known result of Shannon (1948) (see also Stam (1959) and Blachman 
(1965)) states that if the additive noise X(.) and the corresponding Gaussian 
noise Xo(" ) are white noises with power N and band limited (say by W), and 
input signals are band limited by W and constrained by an average power Po, 
then 
C(Xo) = W log Po + N 2~ 1N ~< W log Po N1 <~ C(X) ~ Wlog Po + N (13) 
N1 ' 
where C(X) and C(X0) are the capacities per unit time of the channels and N 1 
is the "entropy power" of AT('). From the definition of the entropy power (see 
Shannon (1948)) we can conclude that Wlog N/N1 is equal to the entropy 
Hxo(X ) per unit time of X with respect o X o . Therefore, the last inequality 
of (13) can be rewritten as 
C(X) ~< C(X0) + Hxo(X), 
and we can say that our result (4) is a generalization f the Shannon's formula 
(13) (except he second inequality). 
It may be worth to note that the entropy Hxo(X ) plays a similar role in a work 
due to Binia, Zakai and Ziv (1974) on the e-entropy. The e-entropy of a process 
X(t), 0 <~ t ~ T, is defined by 
H~(X) = infI(X, Y), e > 0, 
where the infimum is taken over all processes Y(t), 0 <~ t ~ T, satisfying the 
condition fr o E [ X(t) -- Y(t)] 2 dt <~ d. Let -1;-0(- ) be the corresponding Gaussian 
process to X(-). Then Binia, Zakai and Ziv (1974) have shown that the difference 
H~(Xo) -- H~(X) of e-entropies i also bounded by Hxo(X): 
H~(Xo) -- Hxo(X) <~ H~(X) <~ He(X0), e > 0. 
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