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A CATEGORICAL APPROACH TO DYNAMICAL QUANTUM GROUPS
ARTEM KALMYKOV AND PAVEL SAFRONOV
Abstract. We present a categorical point of view on dynamical quantum groups in terms of categories of
Harish-Chandra bimodules. We prove Tannaka duality theorems for forgetful functors into the monoidal
category of Harish-Chandra bimodules in terms of a slight modification of the notion of a bialgebroid.
Moreover, we show that the standard dynamical quantum groups F (G) and Fq(G) are related to parabolic
restriction functors for classical and quantum Harish-Chandra bimodules. Finally, we exhibit a natural Weyl
symmetry of the parabolic restriction functor using Zhelobenko operators and show that it gives rise to the
action of the dynamical Weyl group.
Introduction
Categorical approach to quantum groups. Let G be an affine algebraic group over a field k. The
Tannaka duality theorems [Saa72; Del90] imply that one can uniquely reconstruct G from the data of a
symmetric monoidal category Rep(G) of G-representations and the forgetful symmetric monoidal functor
(1) F : Rep(G) −→ Vect.
Namely, F admits a right adjoint FR : Vect → Rep(G) and the algebra O(G) of polynomial functions on G
can be reconstructed as
O(G) ∼= FFR(k),
where the Hopf algebra structure on O(G) is reconstructed from the monoidal structure on F .
Suppose G is a reductive algebraic group, q ∈ C× and consider the category Repq(G) of representations
of the quantum group with divided powers [Lus10; CP95]. Then Repq(G) carries a natural braided monoidal
structure and the forgetful functor
(2) F : Repq(G) −→ Vect
is merely monoidal. In the same way the Hopf algebra Oq(G) of functions on the quantum group is recon-
structed as FFR(k).
The failure of the forgetful functor to preserve the braiding is captured by the R-matrix (see defini-
tion 1.27), i.e. a collection of maps
RV,W : V ⊗W −→ V ⊗W
for two representations V,W ∈ Repq(G). Moreover, for three representations U, V,W ∈ Repq(G) the R-
matrix satisfies the Yang–Baxter equation
(3) RUV RUWRVW = RVWRUWRUV
in End(U ⊗ V ⊗W ).
Dynamical quantum groups. In several areas of mathematical physics a version of the above equation
has appeared for a dynamical R-matrix RV,W (λ) : V ⊗W → V ⊗W which depends on a parameter λ ∈ h∗
(dual space of the Cartan subalgebra h ⊂ g); the corresponding dynamical Yang–Baxter equation is
(4) RUV (λ − h(3))RUW (λ)RVW (λ− h(1)) = RVW (λ)RUW (λ− h(2))RUV (λ),
where the shifts refer to the h-weights of the corresponding elements of U ⊗V ⊗W . We refer to Uh ∼= O(h∗)
as the base of the dynamical quantum group. As explained by Felder [Fel95], the equation (4) is closely
related to the star-triangle relation for face-type statistical mechanical models [Bax89]. Moreover, it naturally
appears in the description of the exchange algebra in Liouville and Toda conformal field theories [GN84].
The study of the dynamical R-matrix gave rise to the theory of dynamical quantum groups; see [ES01; Eti02]
for reviews.
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On the classical level ordinary quantum groups correspond to Poisson-Lie structures on G [Dri87]. Simi-
larly, dynamical quantum groups correspond to dynamical Poisson groupoid structures on the trivial groupoid
h∗×G×h∗ ⇒ h∗ (see [LSX11] for Poisson groupoids and [EV98a] for the dynamical version). After quantiza-
tion ordinary quantum groups become Hopf algebras while dynamical quantum groups become bialgebroids
or Hopf algebroids (see [Tak77] for the original definition of bialgebroids, [Lu96; Xu01] for Hopf algebroids
and [EV98b] for the dynamical version).
One is naturally led to wonder about the categorical interpretation of dynamical quantum groups similar
to the categorical interpretation (2) of ordinary quantum groups explained above. Our first goal is to
develop such an approach (inspired by a previous work by Donin and Mudrov [DM05; DM06]) and prove
Tannaka-type reconstruction statements.
Dynamical quantum groups via Harish-Chandra bimodules. An important object in representation
theory is the category HC(G) of Harish-Chandra bimodules: the monoidal category of Ug-bimodules with
an integrable diagonal action. As we will explain shortly, the theory of dynamical quantum groups turns out
to be closely related to the category HC(H) of Harish-Chandra bimodules for a torus H . In the main body
of the paper (see section 2.1), we present a general formalism which incorporates classical and quantum
examples as well as non-abelian bases (following [Saf19]), but for simplicity here we stick to the case of
HC(H).
First, we introduce the notion of a Harish-Chandra bialgebroid, which is a slight variant of the notion of
an h-bialgebroid introduced in [EV98b, Section 4.1], see definition 2.29 for the general definition and exam-
ple 2.30 for the case of HC(H). Namely, it is a bigraded algebra B = ⊕α,β∈ΛBαβ , where Λ is the character
lattice of H , together with two quantum moment maps s, t : O(h∗) → B, a coproduct ∆: B → B ×Uh B,
where the Takeuchi product introduced in [Tak77] is
(B ×Uh B)αβ =
⊕
δ∈Λ
Bαδ ⊗O(h∗) Bδβ ,
and a counit ǫ : B → D(H) into the algebra of differential operators on H . We prove the following equivalent
characterization of Harish-Chandra bialgebroids (see theorem 2.31).
Theorem. A colimit-preserving lax monoidal comonad ⊥ : HC(H) → HC(H) is the same as a Harish-
Chandra bialgebroid B, so that ⊥(M) = B ×Uh M .
We may similarly define comodules over a Harish-Chandra bialgebroid in terms of a Λ-graded O(h∗)-
module M = ⊕α∈ΛMα together with a coaction map M → B ×Uh M . We prove the following Tannaka
reconstruction theorem (see theorem 2.34).
Theorem. Suppose D is a monoidal category with a monoidal functor F : D → HC(H) which admits a
colimit-preserving right adjoint FR : HC(H)→ D. Then there is a Harish-Chandra bialgebroid B, such that
(F ◦ FR)(−) ∼= B ×Uh (−) and F factors through a monoidal functor
D −→ CoModB(HC(H)).
If F is conservative and preserves equalizers, the above functor is an equivalence.
Let us now explain the origin of dynamical R-matrices. Assume that D in addition has a braided monoidal
structure. Moreover, assume that the functor F : D→ HC(H) lands in free Harish-Chandra bimodules, i.e.
there is a functor F ′ : D → Rep(H) and an equivalence F (x) ∼= Uh ⊗ F ′(x) for any object x ∈ D. The
following is proposition 3.11.
Proposition. Under the above assumptions the image of the braiding under F : D → HC(H) gives rise to
dynamical R-matrices R : h∗ → End(F ′(x) ⊗ F ′(y)) satisfying the dynamical Yang–Baxter equation (4).
The above proposition is a direct quantum analogue of an interpretation of classical dynamical r-matrices
in terms of 1-shifted Poisson morphisms (see [Cal+17] for what this means) [h∗/H ] → BG, see [Saf17a,
Proposition 5.7].
Let us compare these results to Tannaka reconstruction results for bialgebroids proven in [Szl03; Shi19].
Suppose R is a ring. It is shown in [Szl03, Theorem 5.4] that a colimit-preserving oplax monoidal monad on
the category RBModR of R-bimodules is the same as a bialgebroid over R. Comparing it to our theorem 2.31,
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the difference is that we work with lax monoidal comonads instead, replace UhBModUh by the full subcategory
HC(H) of Harish-Chandra bimodules and replace Takeuchi’s bialgebroids by h-bialgebroids (i.e. adding an
extra integrability assumption).
Szlachányi [Szl03, Theorem 3.6] has proven a Tannaka-type reconstruction result for monoidal functors
F : D → RBModR admitting left adjoints in terms of modules over the corresponding bialgebroid. Shimizu
has also proven a version of such a Tannaka reconstruction result in terms of comodules over the bialgebroid
(see [Shi19, Theorem 4.3, Lemma 4.18]).
Parabolic restriction. There are two standard dynamical quantum groups F (G) and Fq(G) introduced in
[EV99] in terms of the so-called exchange construction. Here F (G) quantizes the standard rational dynamical
r-matrix and Fq(G) quantizes the standard trigonometric dynamical r-matrix (see [ES01, Section 4]). Our
second goal of the paper is to relate these dynamical quantum groups to objects in geometric representation
theory.
Let G be a split reductive algebraic group over a characteristic zero field k, B ⊂ G a Borel subgroup
and H = B/[B,B] the abstract Cartan subgroup; we denote by g, b, h their Lie algebras. Consider the
correspondence of algebraic stacks
(5) [b/B]
zz✈✈
✈✈
✈✈
✈✈
✈
$$■
■■
■■
■■
■■
[g∗/G] [h∗/H ].
It appears in many areas of symplectic geometry and geometric representation theory:
• Let g˜ be the variety parametrizing Borel subgroups of G together with an element x ∈ g contained
in the Lie algebra of the corresponding Borel subgroup. The projection g˜ → g is known as the
Grothendieck–Springer resolution (see [CG10, Section 3.1.31]). We may identify [g˜/G] ∼= [b/B],
so that the projection [b/B] → [g∗/G] is identified with the Grothendieck–Springer resolution
[g˜/G] → [g/G]. The study of the categories of D-modules on this correspondence is closely related
to Springer theory (see [Gun18] and references there).
• Let N ⊂ B be the unipotent radical. Then we may identify
[b/B] ∼= [G\T∗(G/N)/H ],
where T∗(G/N)/H → G/B is the universal family of twisted cotangent bundles over the flag variety
parametrized by λ ∈ h∗. In particular, quantization of this correspondence is closely related to the
Beilinson–Bernstein localization theorem [BB81] (see [BN12]).
• The stacks [g∗/G], [h∗/H ] have 1-shifted symplectic structures in the sense of [Pan+13]; moreover,
(5) is a 1-shifted Lagrangian correspondence. It is shown in [Cal15, Section 2.2.1] that a Lagrangian
L in [g∗/G] is the same as a Hamiltonian G-space, i.e. an algebraic symplectic variety X equipped
with a symplectic G-action and a moment map X → g∗. Composing the Lagrangian L → [g∗/G]
with the correspondence (5) we obtain a Lagrangian in [h∗/H ], i.e. a Hamiltonian H-space. It is
shown in [Saf17b] that this procedure coincides with the procedure of symplectic implosion [GJS02;
DKS13].
• One may replace Lie algebras by the corresponding groups, i.e. one may consider the correspondence
[G/G] ← [B/B] → [H/H ]. It is shown in [Boa11, Theorem A] that this correspondence (and its
analogue for a parabolic subgroup) appears in the description of logarithmic connections on a disk.
Consider the induced bimodule category
(6) QCoh([g∗/G])y QCoh([b/B])x QCoh([h∗/H ]),
where QCoh([g∗/G]) is the symmetric monoidal category of quasi-coherent sheaves on the stack [g∗/G].
Explicitly, it can be identified as
QCoh([g∗/G]) ∼= LModSym(g)(RepG)
and similarly for H .
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In section 2.3 we study a quantum version of the bimodule (6):
(7) HC(G)y Ouniv x HC(H).
Here, as before, HC(G) is the monoidal category of Harish-Chandra bimodules, i.e. Ug-bimodules with an
integrable diagonal action. Ouniv is a universal version of category O: it is the category of Ug-modules
internal to the category Rep(H) whose n-action is locally nilpotent. Equivalently, it is the category of
(Ug,Uh)-bimodules whose diagonal B-action is integrable. The module structure on either side is given
by the tensor product of bimodules using the latter description of Ouniv. The universal Verma module
Muniv = Ug⊗Ub Uh is naturally an object of Ouniv.
Let us explain how it relates to the classical picture. The algebra Ug has a natural PBW filtration;
consider the corresponding Rees algebra over k[~]. The above constructions can be repeated to produce
k[~]-linear categories, so that at ~ = 0 the bimodule (7) reduces to the bimodule (6).
Passing to the right adjoint of the action functor HC(H)→ Ouniv on the universal Verma module Muniv,
one obtains the parabolic restriction functor
res: HC(G) −→ HC(H)
given by res(X) = (X/Xn)N , which is naturally lax monoidal. The following statement combines proposi-
tion 2.10 and remark 4.7 and provides a quantization of symplectic implosion.
Proposition. An algebra in HC(G) is a G-equivariant algebra A with a quantum moment map Ug → A.
We have an isomorphism of algebras res(A) ∼= A//N , where A//N is the quantum Hamiltonian reduction by
N .
For a generic central character χ : Z(Ug) → C, the BGG category Oχ with generalized central character
χ is semisimple with simple objects given by Verma modules. We prove an analogous statement in the
universal case. The following statement combines theorem 4.17 and corollary 4.18.
Theorem. Consider the subcategories HC(H)gen ⊂ HC(H) and Ouniv,gen ⊂ Ouniv of modules with generic
h-weights. Then the functor HC(H)→ Ouniv,gen is an equivalence. In particular,
resgen : HC(G) −→ HC(H)gen
is strongly monoidal and colimit-preserving.
The key step in the above statement is to prove that the Verma module for generic highest weights is
projective; in the universal setting this is captured by the existence of the extremal projector [AST71] (see
theorem 4.14) which splits the projection Ug→Muniv for generic h-weights.
There is a natural monoidal functor free: Rep(G)→ HC(G) given by V 7→ Ug⊗V , so we get a monoidal
functor
Rep(G) −→ HC(G) −→ HC(H)gen.
We, moreover, show in theorem 4.22 that the h-bialgebroid reconstructed from Rep(G) → HC(H)gen is
isomorphic to F (G), so that Rep(G) is equivalent to F (G)-comodules. We also prove analogous statements
in the setting of quantum groups in section 4.2.
These results have the following interpretation. The same braided monoidal categoryRepq(G) has different
monoidal functors Repq(G)→ Vect corresponding to different choices of the classical r-matrix; by Tannaka
duality this corresponds to non-standard quantum groups, such as the Cremmer–Gervais quantum group
in the case G = SLn. In this paper we study monoidal functors Repq(G) → HCq(H)
gen which give rise to
dynamical quantum groups. Note that these are different ways to study the same braided monoidal category.
We also expect that the approach to dynamical quantum groups F (G) and Fq(G) presented here in terms
of the correspondence (5) might be useful to have an interpretation of Felder’s dynamical quantum group
[Fel95] in terms of the 1-shifted Lagrangian correspondence BunG(E) ← BunB(E) → BunH(E) of moduli
stacks of bundles on an elliptic curve E. It is interesting to note that the same correspondence is closely
related to Feigin–Odesskii algebras [FO98] (in particular, Sklyanin algebras [Skl83]), see [Saf17a, Example
4.11] and [HP18].
It is shown in [BBJ18, Theorem 3.11] that HCq(G)-module categories are the same as Repq(G)-braided
module categories [Bro13, Section 5.1]. In particular, the monoidal functor resgen : HCq(G) → HCq(H)gen
allows one to transfer Repq(H)-braided module categories to Repq(G)-braided module categories.
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Dynamical Weyl group. Let W = N(H)/H be the Weyl group and Wˆ the braid group covering W . The
group W naturally acts on the symmetric monoidal category Rep(H), so that we may consider the category
of W -invariants Rep(H)W . Moreover, there exists a map Wˆ → N(H) lifting Wˆ → W [Tit66], so that the
forgetful functor Rep(G)→ Rep(H) factors through a symmetric monoidal functor
(8) Rep(G) −→ Rep(H)Wˆ .
Our third goal of the paper is to exhibit Weyl symmetry of the parabolic restriction functor for Harish-
Chandra bimodules. A similar setup works for quantum groups using the quantum Weyl group [Lus10;
Soi90; KR90]. Note, however, that the resulting functor
(9) Repq(G) −→ Repq(H)
Wˆ
is not monoidal: in fact, the failure of the quantum Weyl group to be monoidal is related to the failure of
the functor Repq(G)→ Repq(H) to be braided; this can be encapsulated in the notion of a braided Coxeter
category [AT19].
Zhelobenko [Zhe87] in the study of Mickelsson algebras has introduced a collection of Zhelobenko operators
qw : Ug → Ug for every element of the Weyl group w ∈ W satisfying the braid relations (see theorem 5.1).
It was realized in [KO08] that these operators give an action of the braid group Wˆ on a localized Mickelsson
algebra.
Consider the W -action on HC(H), where W acts on Uh via the dot action (the usual W -action shifted
by the half-sum of positive roots ρ) and on H via the usual action. The above results directly imply the
following statement (see theorem 5.5).
Theorem. The Zhelobenko operators define a monoidal functor
resgen : HC(G) −→ HC(H)gen,Wˆ
lifting resgen : HC(G)→ HC(H)gen.
Suppose V ∈ Rep(G). Then resgen(Ug⊗V ) ∼= (Uh)gen⊗V , where (Uh)gen ⊃ Uh is a certain localization (see
definition 4.12). In particular, the Wˆ -symmetry is captured by certain rational maps Aw,V : h∗ → End(V )
satisfying the braid relation. We prove in theorem 5.8 that these coincide with the dynamical Weyl group
operators introduced in [TV00; EV02].
Let us mention a relationship between these results and the generalized Harish–Chandra isomorphism
[KNV11]. Consider the functor r˜es : HC(G)→ HC(H) given by ˜res(X) = n−X\X/Xn+. There is a natural
transformation res(X) → r˜es(X) which becomes an isomorphism in HC(H)gen (see proposition 4.16). We
obtain a restriction map
(10) HomHC(G)(Ug,Ug⊗ V )
r˜es //
∼

HomHC(H)(Uh,Uh⊗ V )
∼

(Ug⊗ V )G // Uh⊗ V H
The object (Uh)gen ∈ HC(H)gen has a canonical Wˆ -equivariance structure given by the dot action of W on
Uh. In particular, Zhelobenko operators define maps Uh ⊗ V H → (Uh)gen ⊗ V H and, in fact, the action
factors through the action of the Weyl group. The resulting homomorphism
r˜es : (Ug⊗ V )G −→ (Uh⊗ V H)W
is shown in [KNV11] to be an isomorphism. It generalizes the usual Harish-Chandra isomorphism (see e.g.
[Hum08, Theorem 1.10]) which is obtained for V = k the trivial one-dimensional representation.
The papers [BF11; GR15] gave an interpretation of the dynamical Weyl group in terms of equivariant
cohomology of the affine Grassmannian of the Langlands dual group, using the geometric Satake equiva-
lence. It would be interesting to see the appearance of the Zhelobenko operators using the Langlands dual
interpretation of Harish-Chandra bimodules from [BF08].
Let us mention a categorical point of view on the Weyl symmetry of the parabolic restriction functor
resgen : HC(G) → HC(H). By abstract reasons the action functor HC(G) → Ouniv factors through the
category of coalgebras over a comonad St : Ouniv → Ouniv obtained from the right adjoint of the action
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functor. In particular, for generic weights parabolic restriction factors through the category of St-coalgebras
in HC(H)gen. We expect that there is an equivalence between St and the comonad corresponding to the
W -action on HC(H)gen. We refer to [BN12], where it is called the Weyl comonad, and [Gun18, Theorem
4.6] for an analogous theorem in the setting of D-modules.
Acknowledgements. The authors were supported by the NCCR SwissMAP grant of the Swiss National
Science Foundation. We would like to thank Adrien Brochier, Damien Calaque, Sam Gunningham and David
Jordan for useful discussions.
1. Background
In this section we recall some facts about locally presentable categories, cp-rigid monoidal categories and
Tannaka reconstruction for bialgebras.
1.1. Locally presentable categories. Let k be a field. All categories and functors we will consider are
k-linear. Throughout this paper we work with locally presentable categories (we refer to [AR94] and [BCJ15,
Section 2] for more details). Here are the main examples:
• If C is a small category, the category of presheaves Fun(Cop,Vect) is locally presentable. For instance,
this applies to the category LModA of (left) modules over a k-algebra A.
• If C is a small category which admits finite colimits, the ind-completion Ind(C) (see [KS06, Chapter
6] for what it means) is locally presentable.
• If C is a k-coalgebra, the category of C-comodules CoModC is locally presentable (see [Wis75,
Corollary 9] noting that a Grothendieck category is locally presentable). In fact, CoModC is the
ind-completion of the category of finite-dimensional C-comodules (see [Saa72, Corollaire 2.2.2.3]).
• If C,D are locally presentable categories, the category FunL(C,D) of colimit-preserving functors from
C to D is locally presentable.
It turns out that many examples of locally presentable categories are, in fact, presheaf categories.
Definition 1.1. Let C be a locally presentable category. An object x ∈ C is compact projective if
HomC(x,−) : C → Vect preserves colimits. C has enough compact projectives if every object receives a
nonzero morphism from a compact projective.
We denote by Ccp ⊂ C the full subcategory of compact projective objects.
Proposition 1.2. Suppose C has enough compact projectives. Then the functor
C −→ Fun((Ccp)op,Vect)
given by x 7→ (y 7→ HomC(y, x)) is an equivalence.
Locally presentable categories naturally form a symmetric monoidal 2-category PrL [Bir84]:
• Its objects are locally presentable categories.
• Its 1-morphisms are colimit-preserving functors.
• Its 2-morphisms are natural transformations.
• The tensor product is uniquely determined by the following property: for C,D,E ∈ PrL a colimit-
preserving functor C ⊗ D → E is the same as a bifunctor C × D → E preserving colimits in each
variables.
• The unit is Vect ∈ PrL.
An important fact about locally presentable categories is that a colimit-preserving functor between locally
presentable categories admits a right adjoint. We will now write a formula for the adjoint assuming the source
category has enough compact projectives. Let us first recall the notion of a coend (see [Lor19] for more details
on coends).
Definition 1.3. Suppose C and D. The coend of a bifunctor F : C× Cop → D is the coequalizer∫ x∈C
F (x, x) = coeq
( ∐
x→y F (x, y)
// //
∐
x F (x, x)
)
.
We will use the following Yoneda-like property of coends (see [Lor19, Proposition 2.2.1]).
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Proposition 1.4. For any functors F : C→ D, G : Cop → D we have natural isomorphisms∫ x∈C
HomC(x, y)⊗ F (x) ∼= F (y),
∫ x∈C
HomC(y, x)⊗G(x) ∼= G(y).
The following is an immediate corollary.
Proposition 1.5. Suppose F : C→ D is a colimit-preserving functor of locally presentable categories, where
C has enough compact projectives. Then the right adjoint is given by the coend
FR(x) =
∫ y∈Ccp
HomD(F (y), x) ⊗ y.
The counit of the adjunction FFR(x) → x is given by the evaluation map HomD(F (y), x) ⊗ F (y) → x; the
unit of the adjunction z → FRF (z) is given by including the identity map id : F (z)→ F (z) in the coend.
1.2. Cp-rigidity. By convention all monoidal categories C we consider in this paper are locally presentable
such that the tensor product bifunctor C × C → C preserves colimits in each variable. So, by the universal
property of the tensor product in PrL it descends to a colimit-preserving functor
T : C⊗ C −→ C.
We denote by C⊗op the same category with the opposite monoidal structure.
We will consider rigid monoidal categories in the text. Since we work with large categories, we cannot
expect all objects to be dualizable (as in the category of all vector spaces); instead, we will restrict our
attention to compact projective objects.
Definition 1.6. Let C be a monoidal category with enough compact projectives. It is cp-rigid if every
compact projective object admits left and right duals.
Lemma 1.7. Suppose C is a cp-rigid monoidal category and x, y ∈ C are compact projective objects. Then
x⊗ y is also compact projective.
Proof. We have
HomC(x⊗ y,−) ∼= HomC(x, (−) ⊗ y
∨).
By assumption the tensor product preserves colimits in each variable, so (−) ⊗ y∨ is colimit-preserving.
Since x is compact projective, HomC(x,−) is colimit-preserving. Therefore, HomC(x⊗ y,−) is also colimit-
preserving. 
If C is cp-rigid, the tensor product functor T : C ⊗ C → C admits a colimit-preserving right adjoint
TR : C→ C⊗ C (see e.g. [BJS18, Section 5.3]). It has the following explicit formula.
Proposition 1.8. Suppose C is a cp-rigid monoidal category. Then
TR(y) ∼=
∫ x∈Ccp
(y ⊗ x∨)⊠ x.
Proof. By proposition 1.5 the right adjoint is
TR(y) ∼=
∫ x1,x2∈Ccp
HomC(x1 ⊗ x2, y)⊗ (x1 ⊠ x2).
Since compact projective objects in C are dualizable, we can rewrite it as
TR(y) ∼=
∫ x1,x2∈Ccp
HomC(x1, y ⊗ x
∨
2 )⊗ (x1 ⊠ x2)
∼=
∫ x2∈Ccp
(y ⊗ x∨2 )⊠ x2,
where in the last isomorphism we have used proposition 1.4. 
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Consider C⊗ C as a C⊗ C⊗op-module category via the left action on the first factor and the right action
on the second factor. By [BJS18, Proposition 4.1] TR is a functor of C⊗ C⊗op-module categories. This can
be expressed in the following isomorphism.
Proposition 1.9. Suppose C is as before. Then TR : C→ C⊗C is a functor of C⊗ C⊗op-module categories.
Concretely, for any object y ∈ C there is a natural isomorphism∫ x∈Ccp
(y ⊗ x∨)⊠ x ∼=
∫ x∈Ccp
x∨ ⊠ (x ⊗ y)
which is given for a compact projective y ∈ C by
x∨ ⊠ (x ⊗ y)
coevy⊗id
−−−−−−→ (y ⊗ y∨ ⊗ x∨)⊠ (x⊗ y)
πx⊗y
−−−→
∫ x∈Ccp
(y ⊗ x∨)⊠ x.
Corollary 1.10. The object TR(1) ∈ C⊗ C⊗op has a natural algebra structure.
Proof. TRT is naturally a monad on C ⊗ C⊗op. By definition T : C ⊗ C → C is a functor C ⊗ C⊗op-module
categories. By proposition 1.9 TR : C → C ⊗ C is also a functor of C ⊗ C⊗op-module categories. Therefore,
(TRT )(1C⊗C) has a natural algebra structure. 
The key property of cp-rigid monoidal categories is that they are canonically self-dual objects of PrL.
Theorem 1.11. Let C be a cp-rigid monoidal category with a compact projective unit. The evaluation and
coevaluation pairings
ev : C⊗ C
T
−→ C
HomC(1,−)
−−−−−−−→ Vect(11)
coev : Vect
(−)⊗1
−−−−→ C
TR
−−→ C⊗ C.(12)
establish self-duality of C as an object of the symmetric monoidal bicategory PrL.
Proof. See [Hoy+18, Proposition 2.16] for an analogous statement on the level of ∞-categories. 
Remark 1.12. The conclusion of the theorem remains true if we drop the assumption that the unit of C is
compact and projective and replace HomC(1,−) : C→ Vect by the colimit-preserving functor which coincides
with HomC(1,−) on compact projective objects.
Corollary 1.13. Let C be a cp-rigid monoidal category with a compact projective unit and D any monoidal
category. Then the functor
(13) D⊗ C −→ FunL(C,D)
given by
d⊠ c 7→ (c′ 7→ ev(c, c′)⊗ d)
is an equivalence.
1.3. Duoidal categories. Let us now study monoidal properties of the equivalence (13). The functor
category FunL(C,D) has a natural monoidal structure given by the Day convolution [Day70] defined by
(14) (F ⊗Day G)(x) =
∫ x1,x2∈Ccp
HomC(x1 ⊗ x2, x)⊗ F (x1)⊗G(x2)
with the unit functor
x 7→ HomC(1C, x) ⊗ 1D.
Proposition 1.14. The equivalence (13) upgrades to a monoidal equivalence
D⊗ C⊗op
∼
−→ FunL(C,D),
where we equip FunL(C,D) with the Day convolution monoidal structure.
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Proof. Clearly, the units are compatible since 1D ⊠ 1C is sent to the functor (x 7→ ev(1C, x)⊗ 1D).
Now consider two objects d1 ⊠ c1, d2 ⊠ c2 ∈ D⊗ C. Their Day convolution is computed by
((d1 ⊠ c1)⊗Day (d2 ⊠ c2))(x)
=
∫ x1,x2∈Ccp
HomC(x1 ⊗ x2, x)⊗ (d1 ⊗ d2)⊗HomC(1, c1 ⊗ x1)⊗HomC(1, c2 ⊗ x2).
So, we have to exhibit a natural isomorphism
HomC(1, c2 ⊗ c1 ⊗ x) ∼=
∫ x1,x2∈Ccp
HomC(x1 ⊗ x2, x)⊗HomC(1, c1 ⊗ x1)⊗HomC(1, c2 ⊗ x2).
By assumption C is generated by compact projectives, so it is enough to define this isomorphism on those.
The right-hand side is∫ x1,x2
Hom(x1 ⊗ x2, x)⊗Hom(1, c1 ⊗ x1)⊗Hom(1, c2 ⊗ x2)
∼=
∫ x1,x2
Hom(x1 ⊗ x2, x) ⊗Hom(c
∨
1 , x1)⊗Hom(c
∨
2 , x2)
∼= Hom(c∨1 ⊗ c
∨
2 , x)
∼= Hom(1, c2 ⊗ c1 ⊗ x),
where we have used proposition 1.4 in the third line. 
We will now examine monoidal properties of the self-duality pairings (11) and (12).
Proposition 1.15. The functors
ev : C⊗op ⊗ C −→ Vect, coev : Vect→ C⊗ C⊗op
have a natural lax monoidal structure.
Proof. We begin with the evaluation functor. The unit map k → ev(1,1) = HomC(1,1) is given by the
inclusion of the identity. Suppose c1 ⊠ c2, d1 ⊠ d2 ∈ C⊗op ⊗ C are two compact projective objects. Then we
define ev(c1, c2)⊗ ev(d1, d2)→ ev(d1 ⊗ c1, c2 ⊗ d2) via the commutative diagram
ev(c1, c2)⊗ ev(d1, d2) // ev(d1 ⊗ c1, c2 ⊗ d2)
Hom(1, c1 ⊗ c2)⊗Hom(1, d1 ⊗ d2) //
∼

Hom(1, d1 ⊗ c1 ⊗ c2 ⊗ d2)
∼

Hom(c∨1 , c2)⊗Hom(d
∨
1 , d2)
// Hom(c∨1 ⊗ d
∨
1 , c2 ⊗ d2)
Next we consider the coevaluation functor. A lax monoidal structure on coev is the same as an algebra
structure on coev(k) = TR(1), which, in turn, is provided by corollary 1.10. 
Now suppose C,D are cp-rigid monoidal categories with compact projective units and E any monoidal
category. Then the composition functor
FunL(D,E) ⊗ FunL(C,D) −→ FunL(C,E)
has a natural lax monoidal structure with respect to the Day convolution.
Proposition 1.16. Suppose C,D,E are as above. The diagrams
FunL(D,E)⊗ FunL(C,D) // FunL(C,E)
E⊗D⊗op ⊗D⊗ C⊗op
id⊗ev⊗id //
∼
OO
E⊗ C⊗op
∼
OO
9
and
Vect
id // FunL(C,C)
Vect
coev // C⊗ C⊗op
∼
OO
of lax monoidal functors with respect to the Day convolution commute up to a monoidal natural isomorphism.
Recall the following notion (see [AM10, Definition 6.1] where it is called a 2-monoidal category).
Definition 1.17. A duoidal category is a category C equipped with two monoidal structures (C, ◦, I) and
(C,⊗, J), such that the functors ◦ : C× C→ C and I : Vect→ C are lax monoidal with respect to (⊗, J).
Example 1.18. Consider the category FunL(C,C). It carries a monoidal structure ◦ given by the composition
of functors whose unit I is the identity functor. It also carries the Day convolution monoidal structure ⊗Day.
It is shown in [GL16, Proposition 50] that the two are compatible so that FunL(C,C) is a duoidal category.
Example 1.19. Consider the category C⊗ C. It carries a convolution monoidal structure ◦ defined by
(M1 ⊠M2) ◦ (N1 ⊠N2) = ev(M2, N1)⊗M1 ⊠N2
whose unit is I = coev(k) ∈ C ⊗ C. It also carries a pointwise monoidal structure C ⊗ C⊗op whose unit is
J = 1C ⊠ 1C. It follows from proposition 1.15 that the two monoidal structures are compatible, so that
C ⊗ C becomes a duoidal category. Moreover, C is naturally a module category over C ⊗ C with respect to
convolution:
(C⊗ C)⊗ C −→ C
is given by
(c1 ⊠ c2)⊠ d 7→ ev(c2, d)⊗ c1.
We are now ready to relate the two duoidal structures. The following statement combines propositions 1.14
and 1.16.
Theorem 1.20. Suppose C is a cp-rigid monoidal category with a compact projective unit. The equivalence
(13)
C⊗ C −→ FunL(C,C)
given by c1 ⊠ c2 7→ (d 7→ ev(c2, d) ⊗ c1) upgrades to an equivalence of duoidal categories, where the two
monoidal structures are the convolution product and the pointwise monoidal structure on C⊗ C⊗op while the
two monoidal structures on FunL(C,C) are the composition of functors and Day convolution. This equivalence
intertwines C as a C⊗ C-module category with respect to convolution and C as a FunL(C,C)-module category
with respect to composition of functors.
1.4. Bimodules and lax monoidal functors. Suppose f : A→ B is a homomorphism of algebras. Then
B becomes an (A,B)-bimodule with a distinguished element given by 1 ∈ B. Conversely, the data of
an (A,B)-bimodule M with a distinguished element 1M ∈ M , such that the action map B → M is an
isomorphism, is the same as the data of a homomorphism A→ B. In this section we will describe a similar
construction on the categorical level. Recall from [Eti+15, Chapters 7.1,7.2] the notion of a module category
over a monoidal category.
Suppose C and D are monoidal categories and M a (C,D) bimodule category together with a distinguished
object Dist ∈M. The action functors of C and D on Dist ∈M define colimit-preserving functors
actC : C −→M, actD : D −→M
which we write as x 7→ x⊗Dist and y 7→ Dist⊗ y, respectively. By the adjoint functor theorem these admit
right adjoints that we denote by actR
C
and actR
D
. The counit of the adjunction defines a natural morphism
ǫ : Dist⊗ actRD(m)→ m
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for m ∈ M. Moreover, actD : D → M is a functor of right D-module categories, so actRD : M → D is a lax
D-module functor, i.e. we have a natural morphism
φ : actRD(m)⊗ y −→ act
R
D(m⊗ y)
satisfying an associativity axiom.
Consider the functor
FCD = act
R
D ◦ actC : C −→ D.
Proposition 1.21. The morphisms
1B → act
R
B ◦ actB(1B)
∼= actRB ◦ actA(1A)
and
actRB(x ⊗Dist)⊗ act
R
B(y ⊗Dist)→ act
R
B(x⊗Dist⊗ act
R
B(y ⊗Dist))
→ actRB(x⊗ y ⊗Dist)
define the structure of a lax monoidal functor on FAB.
Proof. Let us prove the associativity condition. For brevity denote aR = actR
B
, D = Dist. We have to show
that the diagram
(aR(x⊗D)⊗ aR(y ⊗D))⊗ aR(z ⊗D)
∼ //
φ

aR(x⊗D)⊗ (aR(y ⊗D)⊗ aR(z ⊗D))
φ

aR(x⊗D ⊗ aR(y ⊗D))⊗ aR(z ⊗D)
ǫ

aR(x⊗D)⊗ aR(y ⊗D ⊗ aR(z ⊗D))
ǫ

aR((x ⊗ y)⊗D)⊗ aR(z ⊗D)
φ

aR(x ⊗D)⊗ aR((y ⊗ z)⊗D)
φ

aR((x ⊗ y)⊗D ⊗ aR(z ⊗D))
ǫ

aR(x ⊗D ⊗ aR((y ⊗ z)⊗D))
ǫ

aR((x ⊗ y)⊗ z ⊗D)
∼ // aR(x⊗ (y ⊗ z)⊗D)
is commutative. Using naturality and the associativity condition for the lax module structure on actR, the
above diagram is reduced to
aR(x⊗D)⊗ (aR(y ⊗D)⊗ aR(z ⊗D))
φ
tt❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤❤❤
❤❤
φ
**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
aR(x⊗D ⊗ aR(y ⊗D)⊗ aR(z ⊗D))
ǫ

φ
--❩❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩❩❩❩
❩❩❩
aR(x⊗D)⊗ aR(y ⊗D ⊗ aR(z ⊗D))
φ

aR((x ⊗ y)⊗D ⊗ aR(z ⊗D))
ǫ

aR(x ⊗D ⊗ aR(y ⊗D ⊗ aR(z ⊗D)))
ǫ

ǫ
oo
aR(x⊗D ⊗ aR((y ⊗ z)⊗D))
ǫ

aR((x⊗ y)⊗ z ⊗D)
∼ // aR(x⊗ (y ⊗ z)⊗D)
The top segment commutes by naturality of φ. The middle segment commutes since ǫ is a natural transfor-
mation of D-module functors. The bottom segment commutes by naturality of ǫ.
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Unitality is proven analogously. 
Note that in the above construction we may freely replace C and D, so we similarly obtain a lax monoidal
functor
FDC : D −→ C.
Definition 1.22. Suppose D is a monoidal category and M a D-module category with a distinguished
object. M is free of rank 1 if the action functor actD : D→M is an equivalence.
Proposition 1.23. Suppose M is free of rank 1 over D. Then the lax monoidal functor FCD : C → D is
strongly monoidal and it preserves colimits.
Proof. Since actD is an equivalence, both the counit ǫ : Dist ⊗ actRD(m) → m and the structure of a lax
module functor φ : actR
D
(m)⊗ y → actR
D
(m⊗ y) are isomorphisms. In particular, FCD is strongly monoidal.
Moreover, actR
D
is the inverse to actD, so it preserves colimits. 
1.5. Tannaka reconstruction for bialgebras. Recall Tannaka reconstruction results for bialgebras; we
refer to [Del90; Saa72] for the commutative case and [Ulb89; Ulb90; Sch92] for the general case.
LetB ∈ Vect be a bialgebra. Then C = CoModB, the category of (left) B-comodules, is locally presentable.
Moreover, it is equipped with a conservative and colimit-preserving monoidal forgetful functor F : C→ Vect
which admits a colimit-preserving right adjoint FR : Vect → C sending V to the cofree B-comodule B ⊗ V
cogenerated by V . There is a converse to this statement.
Proposition 1.24. Suppose C is a monoidal category with a colimit-preserving monoidal forgetful functor
F : C → Vect which admits a colimit-preserving right adjoint FR : Vect → C. Then B = FFR(k) is a
bialgebra and F factors as
C −→ CoModB.
Moreover, the latter functor is an equivalence if, and only if, F is conservative and preserves equalizers.
Remark 1.25. Amore familiar statement of Tannaka reconstruction is obtained by passing to compact objects
in the above statement. Namely, for a small abelian monoidal category Cc with a biexact tensor product
and a monoidal functor
F : Cc −→ Vec
to the category of finite-dimensional vector spaces there is a canonical bialgebra B (the bialgebra of coen-
domorphisms of F , see [Eti+15, Section 1.10]), such that F factors through
C
c −→ CoModfdB
through the category of finite-dimensional B-comodules. Moreover, the latter functor is an equivalence if,
and only if, F is exact and faithful. We refer to [Eti+15, Section 5.4] for more details.
Let us now be more explicit. Consider the setup of proposition 1.24, where C is a monoidal category
with enough compact projectives and a compact projective unit. Since FR preserves colimits, F preserves
compact projective objects. In particular, for y ∈ Ccp the vector space F (y) is finite-dimensional. So, by
proposition 1.5 the bialgebra B is
(15) B =
∫ y∈Ccp
F (y)∨ ⊗ F (y).
For y ∈ Ccp let us denote by
πy : F (y)
∨ ⊗ F (y)→ B
the natural projection. For y, z ∈ C denote by
Jy,z : F (y)⊗ F (z)
∼
−→ F (y ⊗ z)
the monoidal structure on F (the unit isomorphism will be implicit). The bialgebra structure on B is given
on generators as follows:
• The coproduct is
F (y)∨ ⊗ F (y)
id⊗coevF (y)⊗id
−−−−−−−−−−→ F (y)∨ ⊗ F (y)⊗ F (y)∨ ⊗ F (y)
πy⊗πy
−−−−→ B ⊗B.
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• The counit is
F (y)∨ ⊗ F (y)
evF (y)
−−−−→ k.
• The product is
(F (y)∨ ⊗ F (y))⊗ (F (z)∨ ⊗ F (z)) ∼= (F (y)⊗ F (z))∨ ⊗ F (y)⊗ F (z)
(J−1y,z)
∨
⊗Jy,z
−−−−−−−−→ F (y ⊗ z)∨ ⊗ F (y ⊗ z)
πy⊗z
−−−→ B.
• The unit is
k ∼= F (1)∨ ⊗ F (1)
π1−→ B.
It will also be useful to think about πy as elements
Ty ∈ B ⊗ End(F (y)).
The following statement is immediate from the above formulas.
Theorem 1.26. The bialgebra B is spanned, as a k-vector space, by the matrix coefficients of Ty for y ∈ Ccp,
subject to the relation
(16) F (f) ◦ Tx = Ty ◦ F (f)
for every f : x→ y. Moreover:
• For y ∈ Ccp we have
(17) ∆(Ty) = Ty ⊗ Ty.
• For y ∈ Ccp we have
(18) ǫ(Ty) = idF (y) ∈ End(F (y)).
• Suppose x, y ∈ Ccp are two objects. Then
(19) J−1x,yTx⊗yJx,y = (Tx ⊗ idF (y))(idF (x) ⊗ Ty)
as elements of B ⊗ End(F (x ⊗ y)) ∼= B ⊗ End(F (x) ⊗ F (y)).
• T1 ∈ B ⊗ End(F (1)) ∼= B is the unit.
Let us now study what happens when C is in addition equipped with a braiding.
Definition 1.27. Suppose C is a braided monoidal category and F : C → Vect a monoidal functor. For
x, y ∈ C the R-matrix is
Rx,y : F (x) ⊗ F (y)
Jx,y
−−−→ F (x⊗ y)
F (σx,y)
−−−−−→ F (y ⊗ x)
J−1y,x
−−−→ F (y)⊗ F (x)
σ−1
F (x),F (y)
−−−−−−→ F (x) ⊗ F (y).
It will be convenient to use the standard matrix notation for R-matrices acting on several variables: given
x, y, z ∈ C we denote
R12 = Rx,y ⊗ id
as an element of End(F (x) ⊗ F (y)⊗ F (z)) and similarly for R13 and R23. We let the transposed R-matrix
R21 be
F (x)⊗ F (y)
σ−1
−−→ F (y)⊗ F (x)
Ry,x
−−−→ F (y)⊗ F (x)
σ
−→ F (x)⊗ F (y).
We also denote
T1 = Tx ⊗ id, T2 = id⊗ Ty
as elements of B ⊗ End(F (x) ⊗ F (y)).
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Proposition 1.28. Suppose x, y, z ∈ C. Then the R-matrix satisfies the Yang–Baxter equation
(20) R12R13R23 = R23R13R12
in End(F (x)⊗ F (y)⊗ F (z)). Moreover, T satisfies the FRT relation
(21) R12T1T2 = T2T1R12
in B ⊗ End(F (x) ⊗ F (y)).
Proof. Denote
R̂x,y : F (x) ⊗ F (y)
Jx,y
−−−→ F (x⊗ y)
F (σx,y)
−−−−−→ F (y ⊗ x)
J−1y,x
−−−→ F (y)⊗ F (x).
Then the Yang–Baxter equation (20) is equivalent to the braid equation
R̂12R̂23R̂12 = R̂23R̂12R̂23
which holds in any braided monoidal category.
By (16), we have F (σx,y)Tx⊗y = Ty⊗xF (σx,y). Relation (19) and the equality
F (σx,y) = Jy,xRˆx,yJ
−1
x,y
imply (21). 
Remark 1.29. Quantum groups were originally introduced in [FST79; FRT89] as bialgebras as in theorem 1.26
satisfying the FRT relation (21). The above statements show, conversely, that this relation naturally follows
from the categorical framework.
1.6. Coend algebras and reflection equation. Let C be a cp-rigid monoidal category. Recall the formula
for the right adjoint TR : C→ C⊗ C for the tensor product functor C⊗ C→ C from proposition 1.8.
Definition 1.30. The canonical coend is the object F ∈ C defined by
(22) F = TTR(1) =
∫ x∈Ccp
x∨ ⊗ x.
For x ∈ Ccp let us denote by
πx : x
∨ ⊗ x→ F
the natural projection.
Now, suppose in addition that C is braided monoidal. Then F admits a structure of a braided Hopf
algebra (see e.g. [LM94; Lyu95; Shi20]). Explicitly, the algebra structure is given on generators as follows:
• The product is
(x∨ ⊗ x)⊗ (y∨ ⊗ y)
σx∨⊗x,y∨
−−−−−−→ y∨ ⊗ x∨ ⊗ x⊗ y
∼= (x⊗ y)∨ ⊗ x⊗ y
πx⊗y
−−−→ F.
• The unit is
1
π1−→ F.
Consider a monoidal functor F : C→ Vect. The projections πx give rise to elements
Kx ∈ F (F)⊗ End(F (x)).
Comparing the formulas (15) and (22), we see that there is an isomorphism of vector spaces
F (F) ∼= B.
In particular, as before, F (F) is spanned, as a k-vector space, by the matrix coefficients of Kx for x ∈ Ccp
subject to the relation (16) for every f : x→ y. As before,K1 ∈ F (F) is the unit. However, the multiplication
is different. The following was proved in [Maj95; DKM03].
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Proposition 1.31. Suppose x, y ∈ Ccp are two objects. Then the reflection equation
(23) R21K1R12K2 = K2R21K1R12
holds in F (F)⊗ End(F (x)⊗ F (y)).
Remark 1.32. The reflection equation algebra in the theory of quantum groups was introduced in [KS92] as
the algebra generated by the matrix elements of K satisfying the reflection equation (23). We see that it
coincides with F (F). So, F is also sometimes known as the reflection equation algebra.
Example 1.33. Suppose H is a Hopf algebra and consider C = LModH . Then the coend algebra F is a
Drinfeld twist of the restricted dual Hopf algebra
H◦ =
∫ V ∈LModcpH
V ∨ ⊗ V,
see [DM03, Definition 4.12].
2. Harish-Chandra bimodules
In this section we study categories of classical and quantum Harish-Chandra bimodules as well as introduce
Harish-Chandra bialgebroids.
2.1. General definition. We will now present a general categorical definition which encompasses categories
of both classical and quantum Harish-Chandra bimodules. We refer to section 2.3 for a relationship to the
usual Harish-Chandra bimodules. This formalism is closely related to the theory of dynamical extensions of
monoidal categories introduced in [DM05], see remark 2.2.
Throughout this section we fix a cp-rigid monoidal category C. Recall from [Eti+15, Definition 7.13.1]
that the Drinfeld center ZDr(C) is the braided monoidal category consisting of pairs (z, τ), where z ∈ C and
τx : x⊗ z
∼
−→ z ⊗ x
is a natural isomorphism satisfying standard compatibilities. The monoidal structure is given by
(z, τ)⊗ (z′, τ ′) = (z ⊗ z′, τ˜),
where τ˜ is the composite
x⊗ z ⊗ z′
τx⊗idz′−−−−−→ z ⊗ x⊗ z′
id⊗τ ′x−−−−→ z ⊗ z′ ⊗ x,
where we omit associators. We refer to [Eti+15, Proposition 8.5.1] for the braided monoidal structure on
ZDr(C).
Definition 2.1. Let (L, τ) be a commutative algebra in ZDr(C). The category of Harish-Chandra
bimodules is
HC(C,L) = LModL(C).
When there is no confusion, we simply denote HC = HC(C,L).
Remark 2.2. A commutative algebra in the Drinfeld center is called a base algebra in [DM05, Definition 4.1].
The full subcategory of HC(C,L) consisting of free left L-modules is called a dynamical extension of C over
L in [DM05, Section 4.2].
If H is a Hopf algebra, recall that the Drinfeld center ZDr(LModH) is equivalent to the category of
Yetter–Drinfeld modules over H (see [Kas95, Section XIII.5]). This gives rise to the following important
example.
Proposition 2.3. Suppose H is a Hopf algebra and consider C = LModH . A commutative algebra L in
ZDr(LModH) is the same as an H-algebra L equipped with a left H-coaction δ : L → H ⊗ L, a map of
H-algebras, denoted by x 7→ x(−1) ⊗ x(0) satisfying
xy = y(0)(S
−1(y(−1))) ⊲ x, x, y ∈ L.
The corresponding isomorphism τM : M ⊗ L→ L⊗M is given by
m⊗ x 7→ x(0) ⊗ (S
−1(x(−1)) ⊲ m).
15
Proof. The compatibility of τM with the monoidal structure on LModH follows from the coassociativity and
counitality of the H-coaction. The compatibility of τM with the algebra structure on L is equivalent to the
equation
x(0)y(0) ⊗ S
−1(y(−1))S
−1(x(−1)) ⊲ m = (xy)(0) ⊗ S
−1((xy)(−1)) ⊲ m,
which follows from the condition that L→ H⊗L is an algebra map. The commutativity of the multiplication
on L ∈ ZDr(LModH) is
xy = y(0)(S
−1(y(−1))) ⊲ x.

Remark 2.4. The inverse morphism L⊗M →M ⊗ L is given by
x⊗m 7→ x(−1) ⊲ m⊗ x(0).
Example 2.5. Consider a Hopf algebra H and let L = H . Consider the adjoint action of H on L:
h⊗ x 7→ h(1)xS(h(2))
for h ∈ H and x ∈ L. Consider the H-coaction L→ H ⊗ L given by the coproduct on H . Then
S−1(y) ⊲ x = S−1(y(2))xy(1).
In particular,
y(2)(S
−1(y(1))) ⊲ x = y(3)S
−1(y(2))xy(1)
= ǫ(y(2))xy(1)
= xy,
which shows that (L, τ) is a commutative algebra in ZDr(LModH).
Since L is a commutative algebra in ZDr(C), the category HC has a natural monoidal structure given by
the relative tensor product: given left L-modules M,N ∈ C, we may turn M into a right L-module using
τM and then the tensor product is given by M ⊗L N . We also have an adjunction
free : C // HC: forget,oo
where free : C→ HC is the monoidal functor x 7→ L⊗x given by the free left L-module and forget: HC→ C
is given by forgetting the L-module structure.
Observe that Lop is an algebra in C⊗op. Moreover, it lifts to a commutative algebra in ZDr(C⊗op) if we
consider the inverse isomorphism τx.
Lemma 2.6. There is a natural monoidal equivalence HC(C,L)⊗op ∼= HC(C⊗op,Lop).
The following construction explains why HC deserves to be called the category of bimodules. There is a
natural monoidal functor
(24) bimod: HC −→ LBModL(C)
given by sending a left L-module M to the L-bimodule, where the right L-action is obtained via τM . It
realizes HC as a full subcategory of LBModL(C) consisting of objects M ∈ LBModL(C) such that the right
and left actions are related by τM .
Let us now analyze categorical properties of HC.
Proposition 2.7. The category HC is cp-rigid. Moreover, we may take free(V ) ∈ HC for all V ∈ Ccp as
the generating set of compact projective objects. If the unit of C is compact projective, so is the unit in HC.
Proof. The functor free: C → HC has a colimit-preserving right adjoint forget: HC → C. So, free(V ) ∈ HC
is compact projective if V ∈ Ccp.
The category HC is generated by free(V ) for V ∈ C since forget is conservative. But since C has enough
compact projectives, we may restrict to V ∈ Ccp.
Since C is cp-rigid, the objects V ∈ Ccp are dualizable. Since free : C → HC is monoidal, the objects
free(V ) ∈ HC are also dualizable. But we have just shown that such objects are the generating compact
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projective objects, while by [BJS18, Proposition 4.1] it is enough to check cp-rigidity on the generating
compact projective objects.
The unit of HC is L viewed as a free left L-module of rank 1, so
HomHC(L,−) ∼= HomC(1C, forget(−))
which shows that L is compact projective if, and only if, 1C ∈ C is. 
2.2. Quantum moment maps. Recall that for an algebra A ∈ Rep(G) a quantum moment map is a map
µ : Ug → A such that the infinitesimal g-action on A is given by [µ(x),−] for x ∈ g. The following version
of this definition in our setting was introduced in [Saf19, Definition 3.1].
Definition 2.8. Let A ∈ C be an algebra. A quantum moment map is an algebra map µ : L → A such
that the diagram
(25) L⊗A
µ⊗id // A⊗A
m
&&▲▲
▲▲
▲▲
▲
A
A⊗ L
τA
OO
id⊗µ // A⊗A
m
88rrrrrrr
commutes.
Remark 2.9. Recall that L ∈ ZDr(C) is a commutative algebra. The quantum moment map condition
expressed by (25) says that µ : L→ A is a central map.
Proposition 2.10. An algebra in HC is an algebra in C equipped with a quantum moment map.
Proof. Via the embedding bimod: HC→ LBModL(C) of (24) an algebra A ∈ HC gives rise to an algebra in
LBModL(C). An algebra in the category of bimodules is the same as an algebra A ∈ C equipped with an
algebra map µ : L→ A. The condition that it lands in HC ⊂ LBModL(C) is precisely the quantum moment
map equation (25). 
The following is [Saf19, Definition 3.10].
Definition 2.11. Suppose ǫ : L → 1C is a morphism of algebras in C and A is an algebra equipped with a
quantum moment map. The Hamiltonian reduction of A is
HomC(1C, A⊗L 1) ∼= HomLModA(C)(A⊗L 1C, A⊗L 1C).
A canonical example of an algebra with a quantum moment map we will use is the following. Let
THC : HC⊗HC→ HC be the tensor product functor. By proposition 1.15 the object TR(1HC) ∈ HC⊗HC⊗op
is an algebra. Identifying HC(C,L)⊗op ∼= HC(C⊗op,Lop) using lemma 2.6, we see that
(forget⊗ forget)(TRHC(1HC)) ∈ C⊗ C
⊗op
is an algebra equipped with a quantum moment map from L⊠ Lop.
Definition 2.12. Let C,HC be as before. The algebra D ∈ C⊗ C⊗op is
D = (forget⊗ forget)(TRHC(1HC)).
We denote the canonical quantum moment map by
(26) µ : L⊠ Lop −→ TRC (L).
Proposition 2.13. We have an equivalence
D ∼=
∫ x∈Ccp
(L⊗ x∨)⊠ x ∼=
∫ x∈Ccp
x∨ ⊠ (x⊗ L),
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where the latter isomorphism is provided by proposition 1.9. The algebra structure is given by
((L⊗ x∨)⊠ x)⊗ ((L ⊗ y∨)⊠ y) ∼= (L⊗ x∨ ⊗ L⊗ y∨)⊠ (y ⊗ x)
id⊗τx∨⊗id−−−−−−−→ (L⊗ L⊗ x∨ ⊗ y∨)⊠ (y ⊗ x)
m⊗id
−−−→ (L⊗ (y ⊗ x)∨)⊠ (y ⊗ x)
πy⊗x
−−−→
∫ x∈Ccp
(L⊗ x∨)⊠ x
The two quantum moment maps L,Lop → D are given by
L ∼= (L⊗ 1)⊠ 1
π1−→ D
and
L
op ∼= 1⊠ (1⊗ L)
π1−→ D.
Proof. Since free : C→ HC is a monoidal functor, by adjunction we get a natural isomorphism
(27) (forget⊗ forget) ◦ TRHC ∼= T
R
C ◦ forget,
where TC : C⊗C→ C is the tensor product functor. In particular, applying (27) to 1HC, we get isomorphisms
D ∼=
∫ x∈Ccp
(L⊗ x∨)⊠ x ∼=
∫ x∈Ccp
x∨ ⊠ (x⊗ L)
using proposition 1.8.
We have a natural isomorphism
(forget ◦ free⊗ id) ◦ TRC (−)
∼= TRC (forget ◦ free(−))
given by proposition 1.9 which gives rise to an algebra isomorphism
D ∼= (forget ◦ free⊗ id) ◦ TRC (1)
which gives the required formula. 
Example 2.14. SupposeH is a Hopf algebra, L is a commutative algebra in ZDr(LModH) (see proposition 2.3)
and C = LModH . Let
H◦ =
∫ V ∈LModcp
H
V ∨ ⊗ V
is the restricted dual Hopf algebra. By construction L is an H-comodule algebra and H◦ is an H-module
algebra (via the left H-action). Then D is the smash product algebra generated by L and H◦ with the
additional relation
hl = l(0)(S
−1(l(−1)) ⊲ h)
for h ∈ H◦ and l ∈ L.
2.3. Classical Harish-Chandra bimodules. Let G be a reductive group over a characteristic zero field
k and denote by g its Lie algebra. Let Rep(G) be the ind-completion of the category of finite-dimensional
representations. The category Rep(G) is semisimple, so it has enough compact projectives and its unit is
compact projective.
Suppose V ∈ Rep(G) is a G-representation. For x ∈ Ug and v ∈ V we denote by x ⊲ v the induced
Ug-action on V . Consider the natural isomorphism
(28) τV : V ⊗Ug −→ Ug⊗ V
given by
v ⊗ x 7→ x⊗ v − 1⊗ xv
for x ∈ g. It follows from proposition 2.3 that (Ug, τ) defines a commutative algebra in ZDr(Rep(G)).
Definition 2.15. The category of classical Harish-Chandra bimodules is
HC(G) = HC(Rep(G),Ug).
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Remark 2.16. The embedding (24) realizes HC(G) as the category of Ug-bimodules whose diagonal g-action
is integrable (see [BG80, Definition 5.2] for the original definition of Harish-Chandra bimodules).
The following easy lemma (see [Saf19, Example 3.4]) shows that the definition of a quantum moment map
we gave in definition 2.8 coincides with the classical notion of a quantum moment map.
Lemma 2.17. Let A ∈ Rep(G) be an algebra. A quantum moment map µ : Ug→ A is the same as an algebra
map such that for every x ∈ g the commutator [µ(x),−] coincides with the differential of the G-action.
In the same way, the quantum Hamiltonian reduction from definition 2.11 coincides with the usual defi-
nition
A//G = (A/Aµ(g))G
of the reduced algebra.
Given a variety X equipped with a G-action, the algebra of differential operators D(X) carries a quantum
moment map µ : Ug → D(X) which sends g ⊂ Ug to vector fields on X generating the infinitesimal action.
For instance, D(G) carries a moment map
(29) µ : Ug⊗Ugop → D(G)
coming from the left and right G-action on itself. Let us explain how it arises in our context.
By the Peter–Weyl theorem we have an isomorphism of algebras
O(G) ∼=
∫ V ∈Repfd(G)
V ∨ ⊠ V ∈ Rep(G)⊗ Rep(G),
where O(G) carries a G×G-action coming from the left and right G-action on itself. Using this we can also
describe the algebra D from definition 2.12.
Proposition 2.18. The algebra D ∈ HC(G)⊗HC(G)⊗op is isomorphic to D(G) ∼= Ug⊗O(G) equipped with
the G×G-action and the quantum moment map (29).
In the abelian case the category of Harish-Chandra bimodules has a straightforward description. Suppose
H is a split torus; let h be its Lie algebra and Λ = Hom(H,Gm) the character lattice. Then Rep(H) is
equivalent to the category of Λ-graded vector spaces and HC(H) is equivalent to the category of Λ-graded
Sym(h)-modules ⊕λ∈ΛM(λ).
Given λ ∈ Λ we consider the translation functor λ∗ : LModSym(h) → LModSym(h). Then the monoidal
structure ⊗HC on HC(H) is given by
M ⊗HC N =
⊕
λ∈Λ
λ∗(M)⊗N(λ).
Suppose V ∈ Rep(H). Given a vector v ∈ V of weight µ ∈ Λ and f ∈ O(h∗) ∼= Uh the map (28) is given
by
v ⊗ f(λ) 7→ f(λ− µ)⊗ v
for λ ∈ h∗. It is convenient to write it as
v ⊗ f(λ) 7→ f(λ− h)⊗ v,
where h is understood as acting on v ∈ V . Similarly, given a collection of representations V1, . . . , Vn ∈ Rep(H)
and vectors vi ∈ Vi we denote
f(λ− h(i))v1 ⊗ . . . vn = f(λ− µi)v1 ⊗ . . . vn
if vi has weight µi ∈ Λ.
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2.4. Quantum groups. In this section we fix our conventions for quantum groups. Fix k = C. Let G be
a connected reductive group, B,B− ⊂ G a pair of opposite Borel subgroups and H = B ∩ B− a Cartan
subgroup. Denote by Λ = Hom(H,Gm) its weight lattice and Λ∨ = Hom(Gm, H) the coweight lattice; we
denote by 〈−,−〉 : Λ∨ ×Λ→ Z the canonical pairing. For two simple roots αi, αj ∈ Λ denote by αi · αj ∈ Z
the corresponding entry of the symmetrized Cartan matrix. Choose an integer d ∈ Z and a symmetric
bilinear form (−,−) : Λ×Λ→ 1dZ, such that (αi, αj) = αi ·αj . Given a complex number q
1/d ∈ C× we have
the exponentiated pairing
Π: Λ× Λ −→ C×
given by λ, µ 7→ q−(λ,µ). Our assumption is that q1/d is not a root of unity.
We denote by Uq(g) the quantum group defined as in [Lus10] with a slight modification that its Cartan
part is Uq(h) = k[Λ] with Cartan generators Kµ for µ ∈ Λ (note that the Cartan part in [Lus10] is k[Λ∨]).
We denote by Uq(b) ⊂ Uq(g) the quantum Borel subalgebra, Uq(n),Uq(n−) ⊂ Uq(g) the quantum nilpotent
subalgebras and U>0q (n),U
<0
q (n−) their augmentation ideals.
We have the corresponding categories obtained from this data:
• Repq(H) is the braided monoidal category of Λ-graded vector spaces with the braiding given by Πτ ,
where τ is the map exchanging the tensor factors.
• Repq(G) is the ind-completion of the braided monoidal category of finite-dimensional Λ-graded vector
spaces with a Uq(g)-module structure, such that for every vector xλ of weight λ ∈ Λ we have
Kµxλ = q
(µ,λ)xλ. The braiding is given by Θ ◦Π◦ τ , where Θ ∈ Uq(n−)⊗̂Uq(n) is the so-called quasi
R-matrix. We refer to [Lus10, Section 32] for more details.
• Repq(B) is the ind-completion of the monoidal category of finite-dimensional Λ-graded vector spaces
with a compatible Uq(b)-module structure.
Definition 2.19. A Uq(g)-module M is integrable if it lies in the image of the forgetful functor
Repq(G) −→ LModUq(g).
Equivalently, an integrable Uq(g)-module is a locally finite type 1 Uq(g)-module. We introduce an analo-
gous definition for Uq(b)-modules.
Denote by Oq(G) ∈ Repq(G) the coend algebra from definition 1.30.
Definition 2.20. A Uq(g)-module M is locally finite if for every m ∈ M the vector space Uq(g)m is
finite-dimensional.
The algebra Uq(g) with respect to the adjoint Uq(g)-action on itself x, y 7→ x(1)yS(x(2)) is not locally
finite and we denote by
Uq(g)
lf ⊂ Uq(g)
the largest locally finite submodule.
Example 2.21. Consider Uq(sl2) with the generators E,K, F and relations
KE = q2EK, KF = q−2FK, EF − FE =
K −K−1
q − q−1
.
Then Uq(sl2)lf is the subalgebra generated by EK−1, F and K−1.
It is easy to see that Uq(g)lf ⊂ Uq(g) is a subalgebra, but note that it is not a subcoalgebra. Nevertheless,
the following is shown in [Jos95, Theorem 7.1.6].
Proposition 2.22. Uq(g)
lf ⊂ Uq(g) is a left coideal, i.e. the coproduct restricts to a map
∆: Uq(g)
lf −→ Uq(g)⊗Uq(g)
lf .
Remark 2.23. There is a close relationship between the algebras Uq(g)lf and Oq(G) which can be established
using the quantum Killing form [Ros90]. If G is semisimple simply-connected, Uq(g)lf ∼= Oq(G), see [Jos95,
Proposition 7.1.23] and [VY20, Theorem 2.113].
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2.5. Quantum Harish-Chandra bimodules. For V ∈ Repq(G), v ∈ V an x ∈ Uq(g) we denote by x ⊲ v
the Uq(g)-action. For x ∈ Uq(g)lf we denote by ∆(x) = x(1) ⊗ x(2) the coproduct on Uq(g), where we note
that x(2) ∈ Uq(g)lf by proposition 2.22. We define the natural isomorphism
(30) τV : V ⊗ Uq(g)lf −→ Uq(g)lf ⊗ V
by
v ⊗ x 7→ x(2) ⊗ S
−1(x(1)) ⊲ v.
Consider Uq(g)lf ∈ Repq(G) with respect to the adjoint action. It follows from proposition 2.3 that
(Uq(g)
lf , τ) is a commutative algebra in ZDr(Repq(G)).
Definition 2.24. The category of quantum Harish-Chandra bimodules is
HCq(G) = HC(Repq(G),Uq(g)
lf).
Remark 2.25. A similar definition of the category of quantum Harish-Chandra bimodules is given in [VY20,
Definition 5.26].
Remark 2.26. By [Saf19, Theorem 3.10] the notion of quantum moment maps in this setting coincides with
the quantum moment maps for quantum group actions introduced in [VV10, Section 1.5].
In this case the algebra D from definition 2.12 is the algebra of quantum differential operators Dq(G) on
G (see [BK06, Section 4.1] where it is denoted by Dfinq ).
As in the case of classical Harish-Chandra bimodules, in the abelian case the category HCq(G) has a
straightforward description. Let H be a torus and Λ its weight lattice. Then Uq(h)lf = Uq(h) = O(H) and
HCq(H) is equivalent to the category of Λ-graded O(H)-modules. There is a homomorphism
Λ −→ H
whose dual map O(H) = k[Λ]→ O(Λ) on the level of functions is
Kµ 7→
(
λ 7→ q(µ,λ)
)
for µ, λ ∈ Λ. In particular, Λ acts by translations on H an we denote the induced functor by
(qλ)∗ : LModO(H) → LModO(H).
The monoidal structure ⊗HC on HCq(H) is given by
M ⊗HC N =
⊕
λ∈Λ
(qλ)∗(M)⊗N(λ).
Suppose V ∈ Rep(H), v ∈ V and f ∈ O(H) ∼= Uq(h). Then the map (30) is
v ⊗ f(λ) 7→ f(λq−h)⊗ v
for λ ∈ H .
2.6. Harish-Chandra bimodules and bialgebroids. Let us again consider the general setup of sec-
tion 2.1, where C is a cp-rigid monoidal category with a compact projective unit. In particular, HC is also a
cp-rigid monoidal category with a compact projective unit. Our goal in this section is to describe a Tannaka
reconstruction result for monoidal forgetful functors to HC.
Recall from example 1.19 that the category HC ⊗ HC carries two monoidal structures: the pointwise
monoidal structure on HC ⊗ HC⊗op and the convolution product. We will call the latter the Takeuchi
product in this setting.
Definition 2.27. The Takeuchi product ×L is the monoidal structure on HC⊗HC given by
(M1 ⊠M2)×L (N1 ⊠N2) = ev(M2, N1)⊗ (M1 ⊠N2)
with the unit coev(k) = D ∈ HC⊗HC.
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Example 2.28. Consider the setup of definition 2.15. An object of HC(G) ⊗ HC(G) ∼= HC(G × G) is a
Ug⊗ (Ug)op-bimodule with a certain integrability condition. For a (Ug)op-bimodule M and a Ug-bimodule
N the Takeuchi product is the subspace
M ×Ug N ⊂M ⊗Ug N
of elements
∑
imi ⊗ ni satisfying ∑
i
mix⊗ ni = mi ⊗ nix
for every x ∈ Ug, see [Tak77].
We will now formulate the notion of bialgebroids in the category of Harish-Chandra bimodules. Recall
that the algebra D ∼= TR(L) ∈ C⊗ Cop carries a natural quantum moment map (26).
Definition 2.29. A Harish-Chandra bialgebroid is an algebra B ∈ C⊗ C⊗op equipped with a quantum
moment map s⊗ t : L⊠Lop → B, which allows us to regard B as an algebra in HC⊗HC⊗op, together with
a coassociative coproduct ∆: B → B×LB, a map of algebras in HC⊗HC⊗op, and a counit map ε : B → D,
a map of algebras in C⊗ C⊗op compatible with quantum moment maps.
Example 2.30. Let H be a split torus, Λ = Hom(H,Gm) its weight lattice and consider the category of
Harish-Chandra bimodules HC(H). A bialgebroid in HC(H) is given by the following data:
• An algebra with a bigrading
B =
⊕
α,β∈Λ
Bαβ .
• Algebra maps
s, t : O(h∗) −→ B
which satisfy the quantum moment map equations
s(f(λ))a = as(f(λ+ α)), t(f(λ))a = at(f(λ+ β))
for f ∈ O(h∗) and a ∈ Bαβ .
• The coproduct ∆: B → B ×Uh B, a map of algebras compatible with the grading and quantum
moment maps. Here the Takeuchi product is
(B ×Uh B)αβ =
⊕
δ∈Λ
Bαδ ⊗O(h∗) Bδβ ,
where the relative tensor product is the quotient of the k-linear tensor product modulo the relations
t(f)a⊗ b ∼ a⊗ s(f)b for a⊗ b ∈ Bαδ ⊗Bδβ and f ∈ O(h∗).
• The counit ǫ : B → D(H), a map of algebras compatible with the grading and quantum moment
maps.
We see that this data is essentially an h-bialgebroid in the sense of [EV98b, Section 4.1] (note that the Mellin
transform identifies D(H) with the algebra of Λ-difference operators on h∗).
Theorem 2.31. Suppose B is a Harish-Chandra bialgebroid. The functor ⊥ : HC→ HC given by
⊥(M) = B ×L M
defines a lax monoidal comonad. Conversely, let ⊥ : HC→ HC be a colimit-preserving lax monoidal comonad
on HC. Then ⊥(−) ∼= B ×L (−) for some Harish-Chandra bialgebroid B.
Proof. Recall from [AM10, Definition 6.25] that a bimonoid in a duoidal category is an algebra with respect
to one monoidal structure and a coalgebra with respect to the other monoidal structure, both compatible in
a natural way. A coalgebra in (FunL(HC,HC), ◦) is a colimit-preserving comonad on HC and a bimonoid in
FunL(HC,HC) is the same as lax monoidal comonad on HC.
A colimit-preserving lax monoidal comonad on HC is the same as a bimonoid in the duoidal category
FunL(HC,HC). By theorem 1.20 we have an equivalence of duoidal categories HC⊗ HC ∼= FunL(HC,HC).
So, ⊥ corresponds to an object B ∈ HC⊗HC which is both an algebra in HC⊗HC⊗op as well as a coalgebra
in (HC⊗HC,×L), both in a compatible way.
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By lemma 2.6 we have an equivalence of monoidal categories
HC(C,L)⊗HC(C,L)⊗op ∼= HC(C,L)⊗HC(C⊗op,Lop),
so by proposition 2.10 the data of an algebra B ∈ HC ⊗ HC⊗op boils down to an algebra B ∈ C ⊗ C⊗op
equipped with a quantum moment map L⊠ Lop → B.
The data of a comonad boils down to a coalgebra (B,∆, ǫ) in (HC ⊗ HC,×L). The counit is given by
a map of algebras ǫ : B → coev(k) in HC ⊗ HC⊗op. Identifying algebras in HC ⊗ HC⊗op with algebras
in C ⊗ C⊗op equipped with quantum moment maps by proposition 2.10, the counit is the same as a map
ε : B → TR(L) ∼= D of algebras in C⊗ C⊗op compatible with quantum moment maps from L⊠ Lop. 
The definition of representations of Harish-Chandra bialgebroids is straightforward.
Definition 2.32. Suppose B ∈ HC ⊗ HC is a Harish-Chandra bialgebroid. A B-comodule is an object
M ∈ HC together with a coassociative and counital coaction M → B ×L M .
Equivalently, by theorem 2.31 a B-comodule is a coalgebra over the comonad ⊥(M) = B ×L M .
Example 2.33. Consider the category of Harish-Chandra bimodules HC(H) for a split torus H as in exam-
ple 2.30 and let B be a Harish-Chandra bialgebroid in HC(H). Then a B-comodule is a O(h∗)-module
M =
⊕
α∈Λ
Mα
together with a coaction map
Mα −→
⊕
β∈Λ
Bαβ ⊗O(h∗) Mβ,
where B is considered as a right O(h∗)-module via the left action of t : O(h∗)→ B. We require this coaction
map to be compatible with the O(h∗)-actions on both sides, where the O(h∗)-action on the right is via the
left multiplication by s : O(h∗)→ B and be coassociative and counital in the obvious way.
We obtain a Tannaka recognition statement for Harish-Chandra bialgebroids.
Theorem 2.34. Suppose D is a monoidal category with a monoidal functor F : D → HC which admits a
colimit-preserving right adjoint FR : HC → D. Then there is a Harish-Chandra bialgebroid B, such that
(F ◦ FR)(−) ∼= B ×L (−) and F factors through a monoidal functor
D −→ CoModB(HC).
If F is conservative and preserves equalizers, the above functor is an equivalence.
Proof. Since F is monoidal, FR is lax monoidal. Therefore, ⊥ = FFR is a colimit-preserving lax monoidal
comonad on HC. By theorem 2.31 there is a Harish-Chandra bialgebroid B, such that ⊥(−) ∼= B ×L (−).
By the standard monadic arguments F factors through
D −→ CoMod⊥(HC) ∼= CoModB(HC),
which is monoidal (see [Szl03, Proposition 3.5] for the dual statement). If F is conservative and preserves
equalizers, by the Barr–Beck theorem [Mac71, Theorem VI.7.1] the above functor is an equivalence. 
3. Dynamical R-matrices
In this section we explain how the dynamical twists and dynamical R-matrices arise from the categorical
formalism explained in this paper.
3.1. Dynamical twists. Consider a Hopf algebra H , a commutative algebra L ∈ ZDr(LModH) (see propo-
sition 2.3) with a coaction map δ : L → H ⊗ L (denoted by x 7→ x(−1) ⊗ x(0)) and a cp-rigid monoidal
category C together with a forgetful functor F : C → LModH which we assume sends compact projective
objects in C to finite-dimensional H-modules. It will be convenient to introduce the right H-coaction
δR : L −→ L⊗H
by
x 7→ x(0) ⊗ S
−1(x(−1)).
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Proposition 3.1. A monoidal structure with a strict unit map on the composite
C −→ LModH
free
−−→ HC(LModH ,L)
is the same as a natural collection of elements JX,Y ∈ L ⊗ Hom(F (X) ⊗ F (Y ), F (X ⊗ Y )) for X,Y ∈ Ccp
satisfying
• The elements JX,Y are H-invariant.
• For a triple X,Y, Z ∈ Ccp the equation
JX⊗Y,Z ◦ (JX,Y ⊗ idZ) = JX,Y⊗Z ◦ δ
R
X(JY,Z)
holds, where δRX means the H-factor in δ
R acts on X.
• For any X ∈ Ccp we have J1,X = JX,1 = 1⊗ idF (X).
Proof. Recall that the monoidal structure on the functor free : LModH → HC(LModH ,L) is given by the
natural isomorphism
(L⊗X)⊗L (L⊗ Y )
∼
−→ L⊗X ⊗ Y
a⊗ x⊗ b⊗ y 7→ ab(0) ⊗ S
−1(b(−1)) ⊲ x⊗ y
for any X,Y ∈ LModH . So, the monoidal structure on C→ HC(LModH ,L) is given by
(L⊗ F (X))⊗L (L⊗ F (Y )) ∼= L⊗ F (X)⊗ F (Y )
∼
−→ L⊗ F (X ⊗ Y ),
where the first isomorphism is given by the monoidal structure on free and the second isomorphism is
l ⊗ a⊗ b 7→ (l ⊗ idF (X⊗Y ))JX,Y (a⊗ b).
The composite is automatically a map of L-modules and the compatibility with the H-action is the H-
invariance condition on JX,Y .
The associativity condition for the monoidal structure on F is that for compact projective objects
X,Y, Z ∈ Ccp the diagram
((L ⊗ F (X))⊗L (L⊗ F (Y )))⊗L (L⊗ F (Z))
∼ //
JX,Y ⊗id

(L ⊗ F (X))⊗L ((L⊗ F (Y ))⊗L (L⊗ F (Z)))
id⊗JY,Z

(L ⊗ F (X ⊗ Y ))⊗L (L⊗ F (Z))
JX⊗Y,Z **❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
(L ⊗ F (X))⊗L (L⊗ F (Y ⊗ Z))
JX,Y⊗Ztt✐✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
L⊗ F (X ⊗ Y ⊗ Z)
commutes. Considering the image of (1⊗a)⊗ (1⊗ b)⊗ (1⊗ c) under these maps we get the second equation.
The unitality condition for the monoidal structure on F is equivalent to the last equation. 
Let us now introduce a universal version of the previous statement. Suppose A is another Hopf algebra
with a map of algebras H → A. We assume C = LModA and the forgetful functor
F : LModA −→ LModH
is given by restriction of modules. Denote by (A,∆, ε) the coalgebra structure on A.
Definition 3.2. A dynamical twist is an invertible element
J = J0 ⊗ J1 ⊗ J2 ∈ L⊗A⊗A
satisfying
(1) The invariance condition
h(1) ⊲ J
0 ⊗ h(2)J
1 ⊗ h(3)J
2 = J0 ⊗ J1h(1) ⊗ J
2h(2)
for every h ∈ H ;
(2) The shifted cocycle equation
((id⊗∆⊗ id)J)(J ⊗ 1) = ((id⊗ id⊗∆)J)(J0(0) ⊗ S
−1(J0(−1))⊗ J
1 ⊗ J2);
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(3) The normalization condition
(id⊗ ε⊗ id)J = 1⊗ 1⊗ 1 = (id⊗ id⊗ ε)J.
Example 3.3. Consider the trivial pair H = L = k given by the ground field. The invariance condition is
empty, while the cocycle equation and the normalization condition imply that J ∈ A ⊗ A is a (constant)
twist for the Hopf algebra in the sense of [CP95, Proposition 4.2.13].
Example 3.4. Suppose h is an abelian Lie algebras and consider H = L = Uh as in section 2.3. Then a
dynamical twist is a function J : h∗ → A ⊗ A. The invariance condition is that J(λ) is h-invariant with
respect to the adjoint action (the zero-weight condition). The shifted cocycle equation is
((∆⊗ id)J(λ))J12(λ) = ((id⊗∆)J(λ))J23(λ− h
(1)).
Proposition 3.5. The data of a dynamical twist is equivalent to the data of a monoidal structure on
LModA → HC(LModH ,L) with a strict unit map.
Proof. By proposition 3.1 the monoidal structure is specified by a collection of elements
JX,Y ∈ L⊗ End(X ⊗ Y ), X, Y ∈ LModA.
By naturality these are uniquely determined by the elements
J = JA,A(1A ⊗ 1A) ∈ L⊗A⊗A.

Two dynamical twists may be related by a gauge transformation.
Definition 3.6. A gauge transformation is an invertible H-invariant element G ∈ L⊗ A satisfying the
normalization condition
(id⊗ ε)(G) = 1⊗ 1.
Given a dynamical twist J and a gauge transformation G we obtain a new dynamical twist by the formula
(31) JG = (id⊗∆)G · J · ((δR ⊗ id)G)−1(G⊗ 1)−1.
Example 3.7. Consider the pair H = L = Uh as in example 3.4. Then a gauge transformation is a zero-
weight function G : h∗ → A× satisfying ε(G(λ)) = 1. Given a dynamical twist J : h∗ → A ⊗ A, its gauge
transformation is
JG(λ) = (id⊗∆)G(λ) · J(λ) · (G2(λ − h
(1)))−1(G1(λ))
−1.
Proposition 3.8. Suppose J1, J2 are two dynamical twists which give rise to monoidal structures on the
functor LModA → HC(LModH ,L) by proposition 3.5. The data of a gauge transformation between them is
a monoidal natural isomorphism
LModA
J1 --
J2
11
✤✤ ✤✤
 HC(LModH ,L)
3.2. Dynamical FRT and reflection equation algebras. Let us describe the Harish-Chandra bialgebroid
B from theorem 2.34 explicitly. Let D be a cp-rigid monoidal category and F : D→ HC a monoidal functor
which admits a colimit-preserving right adjoint FR.
By proposition 1.5 the functor FFR can be calculated as
FFR(x) =
∫ y∈Dcp
HomHC(F (y)
∨, x)⊗ F (y)∨
∼=
∫ y∈Dcp
HomHC(L, F (y)⊗L x)⊗ F (y)
∨.
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Recalling the definition of the Takeuchi product from definition 2.27, we obtain that FFR(x) ∼= B ×L x,
where the Harish-Chandra bialgebroid B is
B ∼=
∫ y∈Dcp
F (y)∨ ⊠ F (y) ∈ HC⊗HC.
As in section 1.5 denote by
πy : F (y)
∨
⊠ F (y) −→ B
the natural projections. The Harish-Chandra bialgebroid structure is given on generators as follows:
(1) The coproduct
B −→ B ×L B ∼=
∫ (y,z)∈Dcp×Dcp
HomHC(L, F (y) ⊗L F (z)
∨)⊗ F (y)∨ ⊠ F (z)
is
F (y)∨ ⊠ F (y)
coev⊗id
−−−−−→ HomHC(L, F (y)⊗L F (y)
∨)⊗ F (y)∨ ⊠ F (y)
πy,y
−−−→ B ×L B.
(2) The counit
B −→ TRHC(L) =
∫ P∈HCcp
P∨ ⊠ P
is the projection
F (y)∨ ⊠ F (y)→ TRHC(L).
(3) The product is the composite
(F (y)∨ ⊠ F (y))⊗L⊗L (F (z)
∨
⊠ F (z)) = (F (y)∨ ⊗L F (z)
∨)⊠ (F (z)⊗L F (y))
∼= (F (z)⊗L F (y))
∨
⊠ (F (z)⊗L F (y))
(J−1z,y)
∨
⊠Jz,y
−−−−−−−−→ F (z ⊗ y)∨ ⊠ F (z ⊗ y)
πz⊗y
−−−→ B.
(4) The quantum moment map is
L⊠ L
op ∼= F (1)⊠ F (1)
π1−→ B.
We will now concentrate on the case C = Rep(H) for H a split torus with weight lattice Λ and L = Uh,
so that HC = HC(H). Moreover, we assume that the functor F : D→ HC(H) factors as the composite
D −→ Rep(H)
free
−−→ HC(H).
For an object y ∈ D we denote its image in Rep(H) by the same letter. In this case the monoidal structure
is given by a dynamical twist
Jy,z(λ) : h
∗ → End(y ⊗ z)
as in proposition 3.1.
The projections
πy : (Uh⊗ y
∨)⊠ (Uh ⊗ y) −→ B
in HC(H ×H) may be encoded in elements
Ty ∈ B ⊗ End(y).
Analogously to theorem 1.26 we obtain the following explicit description of the bialgebroid B.
Theorem 3.9. The bialgebroid B is spanned, as an O(h∗)-bimodule, by the matrix coefficients of Ty for
y ∈ Dcp subject to the relation
F (j) ◦ Tx = Ty ◦ F (j)
for every j : x→ y. Moreover, we have:
(1) ∆(Ty) = Ty ⊗ Ty for every y ∈ Dcp.
(2) ǫ(Ty) = 1⊗ idy ∈ D(H)⊗ End(y) for every y ∈ Dcp.
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(3) For every f ∈ O(h∗) and y ∈ Dcp
s(f(λ))Ty = Tys(f(λ+ h))
t(f(λ+ h))Ty = Tyt(f(λ)).
(4) J ty,z(λ)
−1Ty⊗zJ
s
y,z(λ) = (Ty ⊗ id)(id⊗Tz), where by the superscripts we mean the left multiplication
with the O(h∗)-part by either the source (s) or the target (t) map.
(5) T1 ∈ B is the unit.
Definition 3.10. Suppose D is a braided monoidal category together with a forgetful functor D→ Rep(H)
and a monoidal structure on the composite D → Rep(H) free−−→ HC(H). For x, y ∈ D define the morphism
Uh⊗ x⊗ y → Uh⊗ y ⊗ x by
R̂x,y : F (x)⊗Uh F (y)
Jx,y
−−−→ F (x⊗ y)
F (σx,y)
−−−−−→ F (y ⊗ x)
J−1x,y
−−−→ F (y)⊗Uh F (x).
The dynamical R-matrix is the map Rx,y : h∗ → End(x ⊗ y) given by
Rx,y = (idUh ⊗ σ
−1
x,y) ◦ R̂x,y.
As in section 1.5, we use the standard notation T1 = Tx ⊗ id and T2 = id ⊗ Ty and similarly for the
R-matrix.
Proposition 3.11. Let x, y, z ∈ Dcp.
(1) The dynamical R-matrix satisfies the dynamical Yang-Baxter equation
R23(λ)R13(λ− h
(2))R12(λ) = R12(λ− h
(3))R13(λ)R23(λ− h
(1))
in End(x⊗ y ⊗ z).
(2) The element T satisfies the dynamical FRT relation
Rt(λ)T1T2 = T2T1R
s(λ)
in B ⊗ End(x⊗ y).
Proof. As in the proof of proposition 1.28, the element Rˆ satisfies the braid relation
R̂12R̂23R̂12 = R̂23R̂12R̂23
in Uh⊗ End(x⊗ y ⊗ z). Observing that R̂ = σ ◦R, we get the dynamical Yang–Baxter equation.
To show the second part, recall from theorem 3.9 that
F (σx,y)Tx⊗y = Ty⊗xF (σx,y).
Decomposing Tx⊗y and Ty⊗x into Tx and Ty using property (4) of the same theorem, we get the result. 
4. Fusion of Verma modules
In this section we construct standard dynamical twists for Ug and Uq(g) using the so-called exchange
construction introduced in [EV99].
4.1. Classical parabolic restriction. Let G be a reductive group over an algebraically closed field k of
characteristic zero and g its Lie algebra. Fix a Borel subgroup B ⊂ G and denote H = B/[B,B]; their Lie
algebras are denoted by b and h. We denote by N the kernel of B → H with Lie algebra n. Let W be the
Weyl group.
We will later use the Harish-Chandra isomorphism, see [Hum08, Theorem 1.10].
Theorem 4.1. There is a unique homomorphism of algebras
hc: Z(Ug) −→ Uh,
the Harish-Chandra homomorphism, such that for any z ∈ Z(Ug) and m ∈Muniv we have
zm = mhc(z).
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Definition 4.2. The universal category O is the category Ouniv of (Ug,Uh)-bimodules whose diagonal
b-action integrates to a B-action. The universal Verma module is
Muniv = Ug⊗Ub Uh ∈ O
univ.
Remark 4.3. Just like the usual category O is constructed to contain objects like Verma modules, we define
Ouniv to contain objects like universal Verma modules.
Remark 4.4. We may identify Ouniv with the category of Ug-modules in the category Rep(H) whose n-action
is locally nilpotent.
We will now define an important bimodule structure on Ouniv:
(32) HC(G)y Ouniv x HC(H).
Both actions are given by the relative tensor products of bimodules. Given a Ug-bimodule X ∈ HC(G) and
a (Ug,Uh)-bimodule M ∈ Ouniv, X ⊗Ug M is an (Ug,Uh)-bimodule. Since the diagonal g-action on X is
integrable, so is the diagonal b-action. Therefore, the diagonal b-action on X ⊗Ug M is integrable. The
HC(H) action is defined similarly.
Let
actG : HC(G) −→ O
univ, actH : HC(H) −→ O
univ
be the actions of HC(G) and HC(H) on the universal Verma module Muniv ∈ Ouniv. Using proposition 1.21
we obtain the following lax monoidal functors.
Definition 4.5. The parabolic restriction is the lax monoidal functor
res = actRH ◦ actG : HC(G) −→ HC(H).
The parabolic induction is the lax monoidal functor
ind = actRG ◦ actH : HC(H) −→ HC(G).
Let us now make these functors more explicit. Consider the functor
(−)N : Ouniv −→ HC(H)
which sends a (Ug,Uh)-bimodule to the subspace of highest weight vectors with respect to the Ug-action. It
still has a remaining Uh-bimodule structure and so it defines an object of HC(H).
Proposition 4.6. The functor (−)N : Ouniv → HC(H) is right adjoint to actH : HC(H)→ Ouniv.
Proof. Identify Ouniv with highest-weight Ug-modules in the category Rep(H) following remark 4.4. For
M ∈ Ouniv and X ∈ HC(H) we have
HomOuniv(actH(X),M) = HomOuniv(Ug⊗Ub X,M)
∼= HomUbBModUh(X,M)
∼= HomHC(H)(X,M
N).

So,
res(X) ∼= (X/Xn)N .
The lax monoidal structure on res can be described explicitly as follows. For X,Y ∈ HC(G) the morphism
(33) (X/Xn)N ⊗Uh (Y/Y/n)N −→ (X ⊗Ug Y/(X ⊗Ug Y )n)N
is given by [x] ⊗ [y] 7→ [x ⊗ y]. This assignment is independent of the choice of a representative of [x] since
[y] is N -invariant.
Remark 4.7. Since res: HC(G)→ HC(H) is lax monoidal, it sends algebras in HC(G) to algebras in HC(H).
By proposition 2.10, an algebra in HC(G) is a G-algebra equipped with a quantum moment map µ : Ug→ A.
It is easy to see that res(A) is the quantum Hamiltonian reduction A//N . This algebra is known as the
Mickelsson algebra [Mic73], we refer to [Zhe90] for more details.
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Recall that the coinduction functor
coindGB : Rep(B) −→ Rep(G)
is right adjoint to the obvious restriction functor Rep(G)→ Rep(B). Denote in the same way the functor
coindGB : O
univ −→ HC(G)
of coinduction from B to G using the diagonal B-action.
Proposition 4.8. The functor coindGB : O
univ → HC(G) is right adjoint to actG : HC(G)→ Ouniv.
Proof. For M ∈ Ouniv and X ∈ HC(G) we have
HomOuniv(actG(X),M) = HomOuniv(X ⊗Ub Uh,M)
∼= HomUgBModUb(X,M).
Both X andM are (Ug,Ub)-bimodules whose diagonal b-action integrates to a B-action, i.e. they are objects
of LModUg(RepB). Moreover, X lies in the image of the forgetful functor
HC(G) = LModUg(RepG)→ LModUg(RepB).
But by definition coindGB is the right adjoint to the forgetful functor RepG→ RepB. 
Let us now compute the values of res and ind on the units.
Proposition 4.9. The natural morphism Uh→ res(Ug) is an isomorphism.
Proof. By proposition 4.6 res(Ug) ∼= (Muniv)N and we have to show that
Uh −→ (Muniv)N
is an isomorphism. Let
Muniv,gen = Ug⊗Ub Frac(Uh),
where Frac(Uh) is the fraction field of Uh. The map Muniv →Muniv,gen is injective and (−)N is left exact,
so (Muniv)N −→ (Muniv,gen)N is injective. But the Verma module for generic highest weights is irreducible
(see [Hum08, Theorem 4.4]), so
Frac(Uh) −→ (Muniv,gen)N
is an isomorphism. This implies the claim. 
Corollary 4.10. The induced map
res: Z(Ug) = EndHC(G)(Ug) −→ Uh = EndHC(H)(Uh)
coincides with the Harish-Chandra homomorphism hc: Z(Ug)→ Uh.
Proof. The map
actG : Z(Ug) = EndHC(G)(Ug) −→ EndOuniv(M
univ)
sends a central element z ∈ Z(Ug) to the left action of z ∈ Z(Ug) on Muniv. By theorem 4.1 it is equal to
the right action of hc(z) ∈ Uh on Muniv. To conclude, observe that the map
Uh −→ (Muniv)N
is an isomorphism of right Uh-modules. 
Proposition 4.11. Suppose G is connected and simply-connected. Then there is an isomorphism
ind(Uh) ∼= Ug⊗Z(Ug) Uh,
where the Z(Ug)-action on Uh is via the Harish-Chandra homomorphism hc.
Proof. By proposition 4.8 ind(Uh) ∼= coindGB(M
univ). Identifying B-representations with G-equivariant
quasi-coherent sheaves on G/B, Muniv is sent to (π∗DG/N )H , where π : G/N → G/B. Therefore,
coindGB(M
univ) ∼= D(G/N)H .
The claim then follows from [Šap73; HV78], see also [Mil93, Lemma 3.1]. 
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Note that the functor res preserves neither limits nor colimits and it is merely lax monoidal. We will now
show that after a localization it becomes exact and monoidal.
Definition 4.12. A weight λ ∈ h∗ is generic if 〈λ, α∨〉 6∈ Z for every root α. Denote by h∗,gen ⊂ h∗ the
subset of generic weights. Let HC(H)gen ⊂ HC(H) and Ouniv,gen ⊂ Ouniv be the full subcategories of right
Uh-modules supported on generic weights. Let (Uh)gen ⊂ Frac(Uh) be the subspace of rational functions on
h∗ regular on h∗,gen.
By construction
HC(H)gen = HC(Rep(H), (Uh)gen)
and similarly for Ouniv,gen. Moreover, both HC(H)gen ⊂ HC(H) and Ouniv,gen ⊂ Ouniv admit left adjoints
given by localization. Let
Muniv,gen = Ug⊗Ub (Uh)
gen
be the universal Verma module with generic highest weights.
Choose a Borel subgroup B− ⊂ G opposite to B, with Lie algebra b−. Let
Muniv− = Uh⊗Ub− Ug
be the opposite universal Verma module.
Definition 4.13. The functor of n−-coinvariants
(−)n− : O
univ −→ HC(H)
is Mn− =M
univ
− ⊗Ug M .
We will now recall the extremal projector introduced in [AST71], see also [Zhe90].
Theorem 4.14. There is an extension T (g) of Ug obtained by replacing Uh ⊂ Ug with Frac(Uh) and
considering certain power series. There is an element P ∈ F (g) satisfying the following properties:
(1) nP = Pn− = 0.
(2) P − 1 ∈ T (g)n ∩ n−T (g).
The action of P is well-defined on left Ug-modules whose n-action is locally nilpotent and which have generic
h-weights.
Example 4.15. Suppose g = sl2. The extremal projector in this case is (see e.g. [KO08])
P =
∞∑
n=0
(−1)n
n!
g−1n f
nen,
where
gn =
n∏
j=1
(h+ j + 1).
We will now describe some applications of extremal projectors.
Proposition 4.16. There is a natural isomorphism of functors (−)n− ∼= (−)
N : Ouniv,gen → HC(H)gen. In
particular, they are exact.
Proof. Take M ∈ Ouniv,gen and consider the composite
π : MN −→M −→Mn− .
We will prove that it is an isomorphism.
Since the weights of the right Uh-action on M are generic and the weights of the diagonal Uh-action are
integral, the weights of the left Uh-action are also generic. Moreover, the left Un-action is locally nilpotent.
In particular, the action of the extremal projector from theorem 4.14
P : M −→M
is well-defined. It lands in N -invariants by the property nP = 0. It factors through n−-coinvariants by the
property Pn− = 0. So, it gives a map
P : Mn− −→M
N .
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For m ∈ MN we have Pm = m since P − 1 ∈ T (g)n. In particular, P ◦ π = id. For m ∈ M , [m] = [Pm] in
Mn− since P − 1 ∈ n−T (g). In particular, π ◦ P = id. 
Theorem 4.17. The category Ouniv,gen is free of rank 1 as a HC(H)gen-module category in the sense of
definition 1.22.
Proof. The unit of the adjunction actH ⊣ (−)N between HC(H)gen and Ouniv,gen is
X −→ (actH(X))
N ∼−→ (Muniv ⊗Uh X)n− .
By the PBW isomorphism this map is an isomorphism. In particular, actH : HC(H)gen → Ouniv,gen is fully
faithful.
Since the n-action on M ∈ Ouniv,gen is locally nilpotent, MN = 0 if, and only if, M = 0. But
(−)N : Ouniv,gen → HC(H)gen is exact by proposition 4.16. Therefore, it is conservative. Since its left
adjoint actH is fully faithful, it is an equivalence. 
Corollary 4.18. The composite
resgen : HC(G)
res
−−→ HC(H) −→ HC(H)gen
is strongly monoidal and colimit-preserving.
Proof. By theorem 4.17 Ouniv,gen is free of rank 1 as a HC(H)gen-module category. The claim then follows
from proposition 1.23. 
We will now show that resgen gives rise to a dynamical twist. For this, according to proposition 3.1, we
have to show that resgen of a free Harish–Chandra bimodule is free, i.e. we have to establish an isomorphism
between (V ⊗Muniv)N and V ⊗ (Uh)gen in HC(H)gen, for every V ∈ Rep(G).
Theorem 4.19. The morphism
(V ⊗Muniv,gen)N ⊂ V ⊗Muniv,gen −→ V ⊗ (Uh)gen,
where the second morphism is induced by the projection Muniv,gen → (Uh)gen onto highest weights, defines a
natural isomorphism witnessing commutativity of the diagram
Rep(G)

freeG // HC(G)
resgen

Rep(H)
freeH // HC(H)gen
Proof. Let Mλ be the Verma module of a generic highest weight λ ∈ h∗ and denote by xλ ∈Mλ the highest
weight vector. We have to show that the map (V ⊗Mλ)N → V given by
v ⊗ xλ + · · · 7→ v ⊗ 1,
where . . . contain elements of Mλ of weight less than λ, is an isomorphism. This is the content of [EV99,
Theorem 8]. 
Remark 4.20. The (Uh)gen-module resgen(V ⊗Ug) admits another natural basis constructed in [Kho04].
Consider V,W ∈ Rep(G). Let us recall that Etingof and Varchenko [EV99] have introduced the fusion
matrix
JEVV,W (λ) : V ⊗W → V ⊗W
depending rationally on a parameter λ ∈ h∗ as follows. Consider the Verma module Mλ with highest
weight λ ∈ h∗. For V ∈ Rep(G) denote by V = ⊕λ∈ΛV [λ] its weight decomposition. Consider a morphism
Mλ →Mµ ⊗ V . The image of a highest-weight vector xλ ∈Mλ has the form
xµ ⊗ v + . . . ,
where . . . denote terms containing elements of Mµ of lower weight. This determines a morphism
(34) HomUg(Mλ,Mµ ⊗ V ) −→ V [λ− µ].
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For generic µ it is an isomorphism and for v ∈ V [λ−µ] we denote by Φvλ ∈ HomUg(Mλ,Mµ⊗V ) the preimage
of v under this map.
For v ∈ V and w ∈W of weights wt(v) and wt(w) consider the composite
(35) Mλ
Φvλ−−→Mλ−wt(v) ⊗ V
Φwλ−wt(v)⊗id
−−−−−−−−→Mλ−wt(v)−wt(w) ⊗W ⊗ V.
The fusion matrix is defined so that this composite is Φ
JEVW,V (λ)(w⊗v)
λ . By [EV99, Theorem 48] J
EV
W,V (λ)
quantizes the standard rational solution of the dynamical Yang–Baxter equation (see [EV98a, Theorem
3.2]).
Combining corollary 4.18 and theorem 4.19 we obtain a monoidal structure on the composite
Rep(G) −→ Rep(H) −→ HC(H)gen.
In particular, as in proposition 3.1 this gives rise to linear maps
JV,W (λ) : V ⊗W → V ⊗W
depending rationally on λ ∈ h∗.
Proposition 4.21. Let V,W ∈ Rep(G). The map JV,W (λ) : V ⊗W → V ⊗W coincides with a permutation
of the fusion matrix:
JV,W (λ) = τJ
EV
W,V (λ)τ,
where τ is the flip of tensor factors.
Proof. Let xuniv ∈ Muniv be the generator of the universal Verma module and xλ ∈ Mλ be the generator
of the Verma module of highest weight λ. Using the PBW identification Muniv ∼= Un− ⊗ Uh we identify
elements of Muniv with functions h∗ → Un−.
For v ∈ V we denote by
∑
vi ⊗ aix
univ the unique highest-weight element of V ⊗ Muniv which has
an expansion v ⊗ xuniv + . . . . Similarly, for w ∈ W we denote by
∑
wi ⊗ bix
univ = w ⊗ xuniv + . . . the
highest-weight element of W ⊗Muniv.
Under the morphism (33)
(V ⊗Muniv)N ⊗Uh (W ⊗M
univ)N −→ (V ⊗W ⊗Muniv)N
we have ∑
i,j
(vi ⊗ aix
univ)⊗ (wj ⊗ bjx
univ) 7→
∑
i,j
vi ⊗ (ai)(1)wj ⊗ (ai)(2)bjx
univ.
It is then easy to see that
JV,W (λ)(v ⊗ w) =
∑
i
vi ⊗ ai(λ− wt(v))w.
Using the same notations, the map Φvλ : Mλ →Mλ−wt(v) ⊗ V is
xλ 7→
∑
i
ai(λ− wt(v))xλ−wt(v) ⊗ vi.
Therefore, the composite (35) is
xλ 7→
∑
i
ai(λ− wt(v))xλ−wt(v) ⊗ vi
7→
∑
i,j
ai(λ− wt(v))(1)bj(λ− wt(v)− wt(w))xλ−wt(v)−wt(w) ⊗ ai(λ − wt(v))(2)wj ⊗ vi.
The resulting element of Mλ−wt(v)−wt(w) ⊗W ⊗ V is∑
i
xλ−wt(v)−wt(w) ⊗ ai(λ − wt(v))w ⊗ vi + . . .
which proves the claim. 
Moreover, in [EV99, Section 5] Etingof and Varchenko have introduced an h-bialgebroid F (G).
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Theorem 4.22. Consider the monoidal functor
Rep(G)
freeG−−−→ HC(G)
resgen
−−−−→ HC(H)gen.
It admits a colimit-preserving right adjoint; denote by B ∈ HC(H)gen ⊗HC(H)gen the Harish-Chandra bial-
gebroid corresponding to this monoidal functor constructed in theorem 2.34. Then we have an isomorphism
of h-bialgebroids
B ⊗(Uh)gen⊗(Uh)gen (Frac(Uh) ⊗ Frac(Uh)) ∼= F (G).
Proof. By theorem 4.19 the functor Rep(G)→ HC(H)gen factors as
Rep(G) −→ Rep(H) −→ HC(H)gen.
Under this composite a finite-dimensional G-representation V ∈ Rep(G) is sent to a compact projective
object (Uh)gen ⊗ V ∈ HC(H)gen, so this functor admits a colimit-preserving right adjoint.
Since G is semisimple, by theorem 3.9 the Harish-Chandra bialgebroid B is isomorphic to⊕
V ∈Irr(G)
((Uh)gen ⊗ V ∨)⊠ ((Uh)gen ⊗ V ) ∈ HC(H)gen ⊗HC(H)gen,
where the sum is over isomorphism classes of irreducible finite-dimensional G-representations. In particular,
we get an isomorphism of (Frac(Uh),Frac(Uh))-bimodules
B ⊗(Uh)gen⊗(Uh)gen (Frac(Uh) ⊗ Frac(Uh)) ∼= F (G).
In the notations of theorem 3.9 and [EV99, Section 5], the isomorphism is given by
TV 7→ L
V ,
t(f(λ)) 7→ f(λ1),
s(f(λ)) 7→ f(λ2).
It is clear that this isomorphism preserves coproduct, counit and unit and the only nontrivial check is that
the product is preserved as well. The relations (18), (19) in loc. cit. are clearly satisfied. For (20), the claim
follows from proposition 4.21. 
4.2. Quantum parabolic restriction. In this section we define parabolic restriction in the setting of
quantum groups; we use the notation from section 2.4.
Definition 4.23. The universal quantum category O is the category Ounivq of (Uq(g),Uq(h))-bimodules
whose diagonal Uq(b)-action is integrable. The universal quantum Verma module is the object
Muniv = Uq(g)⊗Uq(b) Uq(h) ∈ O
univ
q .
Remark 4.24. As in the classical case, we may identify Ounivq with the full subcategory of LModUq(g)(Repq(H))
of Uq(g)-modules whose Uq(n)-action is locally finite.
We will now define a quantum analog of the bimodules (32):
(36) HCq(G)y Ounivq x HCq(H).
Lemma 4.25. Suppose X ∈ HCq(G). The left Uq(g)lf -module structure on X⊗Uq(g)lfUq(g) has a canonically
extension to a Uq(g)-module structure. Moreover, the left Uq(n)-action on X ⊗Uq(g)lf M
univ is locally finite.
Proof. Recall from remark 2.4 that the left action of a ∈ Uq(g)lf on x ∈ X is
a ⊲ x = (ad a(1))(x) ⊳ a(2),
where ad refers to the diagonal Uq(g)-action on X . So, we may extend the left Uq(g)lf -action on the relative
tensor product X ⊗Uq(g)lf Uq(g) to a Uq(g)-action by the formula
a ⊲ (x ⊗ h) = (ad a(1))(x) ⊗ a(2)h
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for a ∈ Uq(g) an x ⊗ h ∈ X ⊗Uq(g)lf Uq(g). It is well-defined (i.e. descends to the relative tensor product)
using the formula (ada(1))(l)a(2) = al for any a ∈ Uq(g) and l ∈ Uq(g)lf .
The diagonal Uq(n)-action on X ⊗Uq(g)lf M
univ is locally finite since it is so on X and Muniv. 
A Uq(g)lf -bimodule X ∈ HCq(G) acts on a (Uq(g),Uq(h))-bimodule M ∈ Ounivq via
X,M 7→ X ⊗Uq(g)lf M.
By construction it is a (Uq(g),Uq(h))-bimodule. Since the diagonal Uq(n)-action on X and the left Uq(n)-
action on M are locally finite, so is the left Uq(n)-action on this bimodule. In particular, it lies in Ounivq .
For a Uq(h)-bimodule X ∈ HCq(H) and a (Uq(g),Uq(h))-bimodule M ∈ Ounivq the action is
M,X 7→M ⊗Uq(h) X.
Let
actG : HCq(G) −→ O
univ
q , actH : HCq(H) −→ O
univ
q
be the actions of HCq(G) and HCq(H) on the universal Verma module Muniv.
Definition 4.26. The parabolic restriction and parabolic induction are the lax monoidal functors
res = actRH ◦ actG : HCq(G) −→ HCq(H)
ind = actRG ◦ actH : HCq(H) −→ HCq(G).
We have a functor
(−)Uq(n) : Ounivq −→ HCq(H)
of Uq(n)-invariants.
Proposition 4.27. The functor (−)Uq(n) : Ounivq → HCq(H) is right adjoint to actH : HCq(H)→ O
univ
q .
Proof. For M ∈ Ounivq and X ∈ HCq(H) we have
HomOunivq (actH(X),M) = HomOunivq (Uq(g)⊗Uq(b) X,M)
∼= HomUq(b)BModUq(h)(X,M)
∼= HomHCq(H)(X,M
Uq(n)).

Proposition 4.28. The natural morphism Uq(h)→ res(Uq(g)lf) is an isomorphism.
Proof. The proof is similar to the proof of proposition 4.9, where we again use the fact that the quantum
Verma module is irreducible for generic parameters [VY20, Theorem 4.15]. 
A weight for a Uq(g)-module is specified by an element of H(k) ∼= Hom(Λ, k×). We will use an additive
notation for weights, so that a vector v of weight λ satisfies Kµv = q(λ,µ)v. For a root α we denote
qα = q
(α,α)/2.
Definition 4.29. A weight λ is generic if q(α,λ) 6∈ ±qZα for every root α. Denote by H
gen ⊂ H the subset of
generic weights. We denote by HCgenq (H) ⊂ HCq(H) and O
univ,gen
q ⊂ O
univ
q the full subcategories of modules
with generic Uq(h)-weights. Let Uq(h)gen ⊂ Frac(Uq(h)) be the subspace of rational functions on H regular
on Hgen.
We denote by
Muniv,gen = Uq(g)⊗Uq(b) Uq(h)
gen
the universal quantum Verma module with generic highest weights.
A generalization of the extremal projector to quantum groups was introduced in [KT92].
Theorem 4.30. There is an extension Tq(g) of Uq(g) obtained by replacing Uq(h) ⊂ Uq(g) with Frac(Uq(h))
and considering certain power series. There is an element P ∈ F (g) satisfying the following properties:
(1) U>0q (n)P = PU
>0
q (n−) = 0.
(2) P − 1 ∈ T (g)U>0q (n) ∩U
>0
q (n−)T (g).
The action of P is well-defined on left Uq(g)-modules whose Uq(n)-action is locally nilpotent and which have
generic Uq(h)-weights.
Example 4.31. Consider Uq(sl2) with generators E,K, F as in example 2.21. Let [n] = q
n
−q−n
q−q−1 be the
quantum integer, [n]! =
∏n
j=1[j]! the quantum factorial and
[h+ n] =
Kqn −K−1q−n
q − q−1
∈ Uq(sl2)
for n ∈ Z. Then the extremal projector is (see e.g. [KO08, Section 9])
P =
∞∑
n=0
(−1)n
[n]!
g−1n F
nEn,
where gn =
∏n
j=1[h+ j + 1].
Completely analogously to the proof of theorem 4.17, one proves the following statement.
Theorem 4.32. The category Ouniv,genq is free of rank 1 as a HCq(H)
gen-module category.
Corollary 4.33. The functor resgen : HCq(G)→ HCq(H)gen is strongly monoidal and colimit-preserving.
Similarly to the classical case, parabolic restriction of a free Harish-Chandra bimodule is free.
Theorem 4.34. For every V ∈ Repq(G) the morphism
(V ⊗Muniv,gen)Uq(n) ⊂ V ⊗Muniv,gen −→ V ⊗Uq(h)
gen,
where the second morphism is induced by the projection Muniv,gen → Uq(h)gen onto highest weights, defines
a natural isomorphism witnessing commutativity of the diagram
Repq(G)

freeG // HCq(G)
resgen

Repq(H)
freeH // HCq(H)gen
Consider V,W ∈ Repq(G). Similarly to the classical case, Etingof and Varchenko [EV99] have introduced
the fusion matrix JEVV,W (λ) : V ⊗W → V ⊗W , a rational function on H , using intertwiners of quantum
Verma modules.
Combining corollary 4.18 and theorem 4.19 we obtain a monoidal structure on the composite
Repq(G) −→ Repq(H) −→ HCq(H)
gen.
In particular, by proposition 3.1 this gives rise to linear maps
JV,W (λ) : V ⊗W → V ⊗W,
rational functions on H .
Example 4.35. Consider G = SL2 and V ∈ Repq(SL2) the irreducible two-dimensional representation with
the basis {v+, v−} such that
Kv+ = qv+, Kv− = q
−1v+, Fv+ = v−.
The isomorphism Uq(h)gen ⊗ V → (V ⊗Muniv,gen)Uq(n) is given by
1⊗ v+ 7→ v+ ⊗ 1,
1⊗ v− 7→ v− ⊗ 1− q
−1v+ ⊗ F · [h]
−1xuniv.
Then the matrix of JV,V (λ) in the basis {v+ ⊗ v+, v+ ⊗ v−, v− ⊗ v+, v− ⊗ v−} is given by

1 0 0 0
0 1 −q−1[λ+ 1]−1 0
0 0 1 0
0 0 0 1

 .
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For V,W ∈ Repq(G) denote by R̂V,W : V ⊗W → W ⊗ V the braiding. Recall from section 2.4 that it is
given by R̂ = Θ ◦Π ◦ τ .
Proposition 4.36. Let V,W ∈ Repq(G). The maps JV,W and J
EV
W,V are related as follows:
JV,W (λ) = q
(hV ,λ−hV −hW )R̂−1V,WJ
EV
W,V (λ)τq
−(hV ,λ−hV ).
Proof. Take v ∈ V and w ∈W . As in proposition 4.21, suppose∑
i
vi ⊗ aix
univ = v ⊗ xuniv + . . . ,
∑
i
wi ⊗ bix
univ = w ⊗ xuniv + . . .
are highest-weight vectors in V ⊗Muniv and W ⊗Muniv, respectively. Then
JV,W (λ)(v ⊗ w) =
∑
i
vi ⊗ ai(λ− wt(v))w.
Observe that the action of the R-matrix is well-defined on the tensor product of weight Uq(g)-modules
when only one factor is a locally finite Uq(g)-module. Denote by Θ = Θ′⊗Θ′′ the quasi R-matrix and recall
that Θ− 1⊗ 1 ∈ U>0q (n−)⊗̂U
>0
q (n+). Let Mλ be the quantum Verma module of highest weight λ. Since R̂
is a morphism of Uq(g)-modules,∑
i
q−(wt(vi),wt(ai)+λ−wt(v))Θ′ai(λ− wt(v))xλ−wt(v) ⊗Θ
′′vi = q
−(wt(v),λ−wt(v))xλ−wt(v) ⊗ v + . . .
is a highest-weight vector of Mλ−wt(v) ⊗ V .
Recalling the map Φvλ : Mλ →Mλ−wt(v) ⊗ V from [EV99, Section 2.4], we see that
Φvλ(xλ) = q
(wt(v),λ−wt(v))
∑
i
q−(wt(vi),wt(ai)+λ−wt(v))Θ′ai(λ− wt(v))xλ−wt(v) ⊗Θ
′′vi.
We obtain that the composite
Mλ
Φvλ−−→Mλ−wt(v) ⊗ V
Φwλ−wt(v)⊗id
−−−−−−−−→Mλ−wt(v)−wt(w) ⊗W ⊗ V
is
xλ 7→ q
(wt(v),λ−wt(v))
∑
i
q−(wt(vi),λ−wt(vi))Θ′ai(λ− wt(v))xλ−wt(v) ⊗Θ
′′vi
7→ q(wt(v),λ−wt(v))
∑
i
q−(wt(vi),λ−wt(vi))xλ−wt(v)−wt(w) ⊗Θ
′ai(λ− wt(v))w ⊗Θ
′′vi + . . .
Therefore,
JEVW,V (λ)(w ⊗ v) = q
(wt(v),λ−wt(v))
∑
i
q−(wt(vi),λ−wt(vi))Θ′ai(λ− wt(v))w ⊗Θ
′′vi
and so
R̂V,W q
−(hV ,λ−hV −hW )JV,W (λ)(v ⊗ w) = q
−(wt(v),λ−wt(v))JEVW,V (λ)(w ⊗ v).

Remark 4.37. Note that our convention for the coproduct on Uq(g) follows [Lus10] which differs from the
convention used in [EV99]. In particular, for G = SL2 and V the two-dimensional irreducible representation
we have
JEVV V (λ) =


1 0 0 0
0 1 0 0
0 −qλ+1[λ+ 1]−1 1 0
0 0 0 1

 ,
which differs slightly from the expression given in [ES01, Section 2.2].
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In [EV99, Section 5] Etingof and Varchenko have introduced an h-bialgebroid Fq(G). Analogously to
theorem 4.22 we obtain the following statement.
Theorem 4.38. Consider the monoidal functor
Repq(G)
freeG−−−→ HCq(G)
resgen
−−−−→ HCq(H)
gen.
It admits a colimit-preserving right adjoint; denote by B ∈ HCq(H)gen⊗HCq(H)gen the Harish-Chandra bial-
gebroid corresponding to this monoidal functor constructed in theorem 2.34. Then we have an isomorphism
of h-algebroids
B ⊗Uq(h)gen⊗Uq(h)gen ⊗(Frac(Uq(h))⊗ Frac(Uq(h)))
∼= Fq(G).
Proof. By assumption on q, the category Repq(G) is semisimple and we can repeat the construction of
theorem 4.22 mutatis mutandis for the quantum case. Let us only show why relation (20) in [EV99] holds.
In the notations thereof, we can identify HUW,V ∼= H
U
V,W via h 7→ RˆW,V ◦ h. By naturality, the composition
V ⊗W
R̂−1
W,V
−−−−→W ⊗ V
τ¯UW,V
−−−→ HUW,V ⊗ U
∼
−→ HUV,W ⊗ U
is equal to τ¯V,W , and analogously for τV,W . Therefore, we have
R̂−1V,W τ
U
W,V (idHUW,V ⊗ L
U )τ¯UV,W R̂V,W = idHUV,W ⊗ L
U .
The claim then follows from proposition 4.36. 
5. Dynamical Weyl groups
In this section we introduce a Weyl symmetry of the parabolic restriction functors res: HC(G)→ HC(H)
and res : HCq(G)→ HCq(H) introduced in section 4 and relate it to dynamical Weyl groups.
5.1. Classical Zhelobenko operators. Fix a group G and its Lie algebra g as in section 4.1. Recall that
the Weyl group is
W = N(H)/H,
where N(H) is the normalizer of H in G. Denote by Wˆ the corresponding braid group generated by simple
reflections sα ∈W with the relation (for α 6= β)
sαsβsα . . .︸ ︷︷ ︸
mαβ
= sβsαsβ . . .︸ ︷︷ ︸
mαβ
,
where mαβ is the Coxeter matrix. There is a canonical map W → Wˆ which sends a reduced expression
w = s1 · · · · · sn ∈ W to the corresponding element in Wˆ .
We may lift w ∈W to elements Tw ∈ N(H) satisfying the braid relations. Moreover, for a simple reflection
sα ∈ W the element T 2sα ∈ H has order at most 2 [Tit66]. For concreteness, we assume that the elements
Tw act via the q = 1 version of Lusztig’s operators T ′w,1 as in [Lus10, Section 5.2.1].
Denote by ρ ∈ h∗ the half-sum of positive roots. For an element w ∈ W and λ ∈ h∗ denote by w · λ ∈ h∗
the dot action :
w · λ = w(λ + ρ)− ρ.
The induced action on h ∈ h ⊂ Uh is denoted by
w · h = w(h) + 〈h,w(ρ) − ρ〉,
where the usual W action on Uh is simply denoted by w(d) for d ∈ Uh.
Recall that for a right Ug-module X , X ⊗Ug Muniv ∼= X/Xn. In the study of Mickelsson algebras
Zhelobenko [Zhe87] has introduced a collection of operators acting on Ug-bimodules for each element of the
Weyl group. We refer to [KO08, Section 6] for the proof of the following results.
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Theorem 5.1. Suppose X ∈ HC(G). Suppose α is a simple root and denote by {eα, hα, fα} the standard
generators of the corresponding sl2 subalgebra gα ⊂ g. Consider the Zhelobenko operator q˘α : X → X
given by an infinite series
q˘α(x) =
∞∑
n=0
(−1)n
n!
(ad eα)
n(Tsα(x))f
n
α g
−1
n,α,
where
gn,α =
n∏
j=1
(hα − j + 1)
and ad eα refers to the diagonal g-action on X. Then the operators q˘α descend to well-defined linear iso-
morphisms
q˘α : (X ⊗Ug M
univ,gen)N −→ (X ⊗Ug M
univ,gen)N
which satisfy the following relations:
(1) q˘α((ad d)(x)) = (ad sα(d))(q˘α(x)) for every d ∈ h and x ∈ X.
(2) q˘α(dx) = (sα · d)q˘α(x) for every d ∈ h and x ∈ X.
(3) q˘αq˘β q˘α . . .︸ ︷︷ ︸
mαβ
= q˘β q˘αq˘β . . .︸ ︷︷ ︸
mαβ
for α 6= β.
(4) q˘2α(x) = (hα + 1)
−1T 2sα(x)(hα + 1) for every x ∈ X.
For an element w ∈ W with a reduced decomposition w = sα1 . . . sαn we define
q˘w = q˘αi1 . . . q˘αin .
The third relation in theorem 5.1 shows that q˘w is independent of the chosen decomposition.
In addition, we have the following important multiplicativity property of the Zhelobenko operators proven
in [KO08, Theorem 3].
Theorem 5.2. Let X,Y ∈ HC(G) and take x ∈ X and y ∈ Y , where ny ∈ Y n. Then we have an equality
q˘w(x⊗ y) = q˘w(x) ⊗ q˘w(y)
in X ⊗Ug Y ⊗Ug Muniv,gen.
5.2. Classical dynamical Weyl group. Given a group G we may regard it as a discrete monoidal category
Cat(G). Let us recall the notion of a G-action on a monoidal category and the category of G-equivariant
objects (see e.g. [Eti+15, Section 2.7]).
Definition 5.3. Let C ∈ PrL be a monoidal category. A G-action on C is a monoidal functor
Cat(G) −→ FunL,⊗(C,C)
to the monoidal category of monoidal colimit-preserving endofunctors on C.
Explicitly, for every element g ∈ G we have a monoidal functor Sg : C → C together with a natural
isomorphism Se ∼= id and natural isomorphisms Sgh ∼= Sg ◦ Sh for a pair of elements g, h ∈ G satisfying an
associativity axiom.
Definition 5.4. Suppose C is a monoidal category with a G-action. A G-equivariant object is an object
x ∈ C equipped with isomorphisms Sg(x) ∼= x compatible with the isomorphisms Sgh ∼= Sg ◦Sh and Se ∼= id.
We denote by CG the category of G-equivariant objects.
The category HC(H) ∼= LModUh(RepH) carries a natural action of the Weyl groupW defined as follows.
Let us regard X ∈ HC(H) as a Uh-bimodule. Then the action of w ∈ W twists the left and the right
Uh-action by the dot action: Sw(X) = X as a plain vector space with the Uh-bimodule structure given by
d ⊲w x = (w · d) ⊲ x, x ⊳w d = x ⊳ (w · d)
for x ∈ X and d ∈ Uh. The dot action of W on h is given by affine transformations, so the corresponding
diagonal h-action on Sw(X) is given by its linear part, i.e. we twist the diagonal h-action on X by the usual
W -action. By construction Se = id and Sw1w2 = Sw1 ◦ Sw2 . Moreover, the identity map of vector spaces
Sw(X)⊗Uh Sw(Y ) −→ Sw(X ⊗Uh Y )
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together with the dot action
Uh −→ Sw(Uh)
define a monoidal structure on the collection {Sw}w∈W .
The functor
free : Rep(H) −→ HC(H)
is naturally W -equivariant, where the maps
(37) Uh⊗ Sw(V )→ Sw(Uh ⊗ V )
are given by the dot action on the Uh factor.
Restricting the W -action on HC(H) under the quotient map Wˆ → W from the braid group we obtain a
natural action of Wˆ on HC(H).
Recall that by corollary 4.18 the parabolic restriction functor
resgen : HC(G) −→ HC(H)gen
given by X 7→ (X ⊗Ug Muniv)N is monoidal. We will now show that it factors through Wˆ -invariants.
Theorem 5.5. The Zhelobenko operators define a factorization
HC(G) //❴❴❴
resgen &&▼▼
▼▼
▼▼
▼▼
▼▼
▼
HC(H)gen,Wˆ

HC(H)gen
of resgen : HC(G)→ HC(H)gen through a monoidal functor resgen : HC(G)→ HC(H)gen,Wˆ .
Proof. Let us first construct a factorization of resgen through HC(H)gen,Wˆ → HC(H)gen as a plain (non-
monoidal) functor. Since the braid group Wˆ is generated by simple reflections {sα}, for X ∈ HC(G) we have
to specify natural isomorphisms
resgen(X)
∼
−→ Ssα(res
gen(X))
satisfying the braid relations. We define them to be the Zhelobenko operators q˘α. The compatibility with
the Uh-bimodule action follows from parts (1) and (2) of theorem 5.1. The braid relations follow from part
(3) of the same theorem.
Next, we have to construct a monoidal structure on HC(G) → HC(H)gen,Wˆ compatible with the one
on resgen : HC(G) → HC(H)gen which we recall is given by (33). The unit map is the natural inclusion
Uh →֒ (Muniv)N .
We begin by showing compatibility with the tensor products. By proposition 4.16 the functor of N -
invariants Ouniv → HC(H)gen is exact. In particular, we may exchange the order of left N -invariants and
right n-coinvariants in the definition of res(X) = (X/Xn)N . But then the diagram
(38) resgen(X)⊗(Uh)gen resgen(Y ) //
q˘α⊗q˘α

resgen(X ⊗Ug Y )
q˘α

Ssα(res
gen(X))⊗(Uh)gen Ssα(res
gen(Y )) // Ssα(res
gen(X ⊗Ug Y ))
is commutative by theorem 5.2.
Next, we have to show compatibility with the unit maps. Consider the diagram
Uh //

(Muniv)N
q˘α

Ssα(Uh) // Ssα((M
univ)N )
To show that it is commutative, we have to compute the action of q˘α on Uh →֒ Muniv. By part (2) of
theorem 5.1 q˘α(d ·1) = (sα ·d)q˘α(1), where d ∈ Uh and 1 ∈ Ug is the unit. But it is obvious from the explicit
formula for q˘α that q˘α(1) = 1. 
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Let us now analyze the composite monoidal functor
Rep(G)
freeG−−−→ HC(G)
resgen
−−−−→ HC(H)gen,Wˆ .
Recall that by theorem 4.19 we have a commutative diagram
Rep(G)
freeG //

HC(G)
resgen

Rep(H)
freeH // HC(H)gen
of plain (non-monoidal) categories.
Consider V ∈ Rep(G). Using the natural isomorphism
resgen(Ug⊗ V ) ∼= (Uh)gen ⊗ V
in HC(H)gen provided by the above diagram we obtain that the Wˆ -invariance of resgen(Ug⊗ V ) boils down
to maps (Uh)gen ⊗ V → (Uh)gen ⊗ Sw(V ) obtained via the composite
(Uh)gen ⊗ V
∼
←− resgen(Ug⊗ V )
q˘w
−−→ Sw(res
gen(Ug⊗ V ))
∼
−→ Sw((Uh)
gen ⊗ V )
∼
−→ (Uh)gen ⊗ Sw(V ).
Such maps are uniquely determined by their value on 1⊗ v, which gives linear maps
Aw,V (λ) : V −→ V
depending rationally on a parameter λ ∈ h∗.
Let V, U ∈ Rep(G) and recall the matrix JV,U (λ) : V ⊗ U → V ⊗ U defined in section 4.1 which controls
the monoidal structure on the composite Rep(G)→ Rep(H) freeH−−−→ HC(H)gen.
Proposition 5.6. For any simple reflection sα and V, U ∈ Rep(G) we have an equality
Asα,V⊗U (λ)JV,U (λ) = JV,U (sα · λ)A
(1)
sα ,U
(λ)A
(2)
sα ,U
(λ− h(1))
of rational functions h∗ → End(V ⊗ U), where A(1) denotes A⊗ 1 and A(2) denotes 1⊗A.
Proof. Consider the diagram
((Uh)gen ⊗ V )⊗(Uh)gen ((Uh)
gen ⊗ U) //

(Uh)gen ⊗ V ⊗ U

resgen(Ug⊗ V )⊗(Uh)gen res
gen(Ug⊗ U) //
q˘α⊗q˘α

resgen((Ug⊗ V )⊗Ug (Ug⊗ U))
q˘α

Ssα(res
gen(Ug⊗ V ))⊗(Uh)gen Ssα(res
gen(Ug⊗ U)) //

Ssα(res
gen((Ug⊗ V )⊗Ug (Ug⊗ U)))

(Uh)gen ⊗ V ⊗ U // (Uh)gen ⊗ V ⊗ U
where the middle square is (38).
The left vertical arrow is A(1)sα,V (λ)A
(2)
sα ,U
(λ− h(1)) and the right vertical arrow is Asα,V⊗U (λ). Using the
isomorphism (37) the bottom horizontal arrow is JV,U (sα · λ). 
Let us now compute a particular example of the operators Aw,V (λ). Consider G = SL2, V the two-
dimensional irreducible representation, H ⊂ G the subgroup of diagonal matrices and w the unique simple
reflection. We can lift it to the matrix T ∈ N(H) given by
T =
(
0 −1
1 0
)
.
Let {e, h, f} be the standard basis of sl2. Let {v+, v−} be the basis of V such that
hv+ = v+, hv− = −v−, fv+ = v−.
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Proposition 5.7. The action of Aw,V (λ) is given as follows:
Aw,V (λ)v+ = v−
Aw,V (λ)v− = −
λ+ 2
λ+ 1
v+
Proof. The isomorphism (Uh)gen ⊗ V → (V ⊗Muniv,gen)N is given by
1⊗ v+ 7→ v+ ⊗ x
univ,
1⊗ v− 7→ v− ⊗ x
univ − v+ ⊗ fh
−1xuniv,
where xuniv ∈Muniv,gen is the generator. We have
q˘w(v+ ⊗ 1) =
∑
n
(−1)n
n!
adne (v− ⊗ 1)f
ng−1n = v− ⊗ 1− v+ ⊗ fh
−1,
hence Aw,V (λ)(v+) = v−. To compute Aw,V (λ)(v−), we use property (4) from theorem 5.1, namely,
q˘w(v− ⊗ 1− v+ ⊗ fh
−1) = q˘2w(v+ ⊗ 1) = −(h+ 1)
−1(v+ ⊗ 1)(h+ 1) = −h(h+ 1)
−1(v+ ⊗ 1).
Under identification Sw(resgen(V ⊗Ug)) ∼= (Uh)gen ⊗ Sw(V ), we have
q˘w(v− ⊗ 1− v+ ⊗ fh
−1) 7→ −
w · λ
w · λ+ 1
⊗ v+ = −
λ+ 2
λ+ 1
⊗ v+,
and the claim follows.

We return to the case of arbitrary G. Recall that Tarasov and Varchenko [TV00] have introduced
the dynamical Weyl group, i.e. a collection of operators ATVw,V (λ) : V → V for every finite-dimensional
g-representation V and w ∈ W depending rationally on the parameter λ ∈ h∗. We will now prove that the
operators Aw,V constructed from the Zhelobenko operators coincide with the dynamical Weyl group.
Theorem 5.8. For any V ∈ Rep(G) and w ∈ W we have an equality of rational functions
ATVw,V (λ) = Aw,V (λ).
Proof. Both ATVw,V (λ) and Aw,V (λ) are given by products in terms of simple reflections, so it is enough to
establish the fact for a simple reflection w = sα along a simple root α.
In turn, both ATVsα,V (λ) and Asα,V (λ) are defined by considering the corresponding sl2-subalgebra gα ⊂ g
generated by {eα, hα, fα}. So, it is enough to prove the claim for G = SL2.
For a tensor product of representations Aw,V (λ) satisfies a multiplicativity property given by proposi-
tion 5.6 and so does ATVw,V (λ) (see [TV00, Lemma 7], where the relationship between JV,U (λ) and J
EV
V,U (λ)
is given by proposition 4.21). Therefore, it is enough to check the equality on the 2-dimensional irreducible
representation of sl2, which follows by comparing the expressions given in proposition 5.7 with the explicit ex-
pressions given in [TV00, Section 2.5] (see also [EV02, Lemma 5] for an explicit description of the dynamical
Weyl group in the 2-dimensional representation of quantum sl2). 
5.3. Quantum Zhelobenko operators. We continue to use notations for quantum groups from section 4.2.
It was shown by Lusztig [Lus10], Soibelman [Soi90] and Kirillov–Reshetikhin [KR90] that one can introduce
an action of the braid group Wˆ on modules in Repq(G). For V ∈ Repq(G) and w ∈ W we denote by
Tw : V → V the corresponding operator of the quantum Weyl group (for definitiveness, we consider T ′w,+1 in
the notation of [Lus10, Chapter 5]).
Example 5.9. Consider Uq(sl2) with generators E,K, F as in example 2.21, V ∈ Repq(SL2) and v ∈ V a
vector of weight n. Then
Tw(v) =
∑
a,b,c;a−b+c=n
(−1)bq−ac+b
F aEbF c
[a]![b]![c]!
v
for the unique nontrivial element w ∈ W .
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The Weyl group W acts in the standard way on the weight lattice Λ. We introduce the dot action of W
on Uq(h) = k[Λ] by
w ·Kµ = Kw(µ)q
(µ,w(ρ)−ρ)
for every µ ∈ Λ.
Recall that for a root α we denote qα = q(α,α)/2. The quantum integer is
[n]α =
qnα − q
−n
α
qα − q
−1
α
and the quantum factorial is defined similarly. The quantum Zhelobenko operators were introduced in
[KO08, Section 9]. For the following statement recall lemma 4.25 which explains that the infinite sums in
the quantum Zhelobenko operators are well-defined.
Theorem 5.10. Suppose X ∈ HCq(G). For a simple root α we denote by {Eα,Kα, Fα} the corresponding
subset of generators of Uq(g). Consider the quantum Zhelobenko operator on X given by
q˘α(x) =
∞∑
n=0
(−1)n
[n]α!
(ad(K−1α Eα))
n((adTsα)(x))F
n
α g
−1
n,α,
where
gn,α =
n∏
j=1
[hα − j + 1]α
and ad(K−1α Eα) refers to the diagonal Uq(g)-action. Then the operators q˘α descend to linear isomorphisms
(X ⊗Uq(g)lf M
univ,gen
q )
Uq(n) −→ (X ⊗Uq(g)lf M
univ,gen
q )
Uq(n)
which satisfy the following relations:
(1) q˘α((ad d)(x)) = (ad sα(d))(q˘α(x)) for every d ∈ Uq(h) and x ∈ X.
(2) q˘α(dx) = (sα · d)q˘α(x) for every d ∈ Uq(h) and x ∈ X.
(3) q˘αq˘β q˘α . . .︸ ︷︷ ︸
mαβ
= q˘β q˘αq˘β . . .︸ ︷︷ ︸
mαβ
for α 6= β.
The third property allows us to define q˘w for any element w ∈ Wˆ . We also have a multiplicativity property.
Theorem 5.11. Let X,Y ∈ HCq(G) and take x ∈ X and y ∈ Y , where U>0q (n)y ∈ Y U
>0
q (n). Then we have
an equality
q˘w(x⊗ y) = q˘w(x) ⊗ q˘w(y)
in X ⊗Uq(g)lf Y ⊗Uq(g)lf M
univ,gen
q .
5.4. Quantum dynamical Weyl group. As in section 5.2, quantum Zhelobenko operators define Weyl
symmetry of the parabolic restriction functor resgen : HCq(G)→ HCq(H)gen.
The W -action on HCq(H) is defined similarly to the W -action on HC(H). An element w ∈ W gives rise
to a functor Sw : HCq(H) → HCq(H) given as follows. For X ∈ HCq(H) we set Sw(X) = X as a vector
space with the Uq(h)-bimodule structure given by
d ⊲w x = (w · d) ⊲ x, x ⊳w d = x ⊳ (w · d),
where d ∈ Uq(h) and x ∈ X . The functors {Sw} have obvious monoidal structures.
Consider the action of the quantum Zhelobenko operators
q˘α : res
gen(X)
∼
−→ Ssα(res
gen(X)).
Theorem 5.12. The quantum Zhelobenko operators define a factorization
HCq(G) //❴❴❴
resgen &&◆◆
◆◆
◆◆
◆◆
◆◆
◆
HCq(H)
gen,Wˆ

HCq(H)
gen
of resgenq : HCq(G)→ HCq(H)
gen through a monoidal functor resgen : HCq(G)→ HCq(H)gen,Wˆ .
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By theorem 4.34 we have a commutative diagram
Repq(G)

freeG // HCq(G)
resgen

Repq(H)
freeH // HCq(H)gen
which gives rise to a monoidal structure on the composite
Repq(G) −→ Repq(H)
freeH−−−→ HCq(H)
gen,Wˆ .
As in section 5.2, we obtain linear maps Aw,V (λ) : V → V for every V ∈ Repq(G), which are rational
functions on H . For V, U ∈ Repq(G) recall the matrix JV,U (λ) : V ⊗ U → V ⊗ U defined in section 4.2.
Proposition 5.13. For any simple reflection sα and V, U ∈ Repq(G) we have an equality
Asα,V⊗U (λ)JV,U (λ) = JV,U (sα · λ)A
(1)
sα ,V
(λ)A
(2)
sα ,U
(λ− h(1))
of rational functions H → End(V ⊗ U).
Let us now compute the operators Aw,V for G = SL2. Consider the irreducible two-dimensional represen-
tation V ∈ Repq(G) with the basis {v+, v−}, such that
Kv+ = qv+, Kv− = q
−1v+, Fv+ = v−.
Proposition 5.14. The action of Aw,V (λ) is given as follows:
Aw,V (λ)v+ = v−
Aw,V (λ)v− = −
[λ+ 2]
[λ+ 1]
v+
Proof. The isomorphism Uq(h)gen ⊗ V → (V ⊗Muniv,gen)N is given by
1⊗ v+ 7→ v+ ⊗ x
univ,
1⊗ v− 7→ v− ⊗ 1− q
−1v+ ⊗ F · [h]
−1 · xuniv.
By [Lus10, Proposition 5.2.2] we have
Tw(v+) = v−, Tw(v−) = −qv+.
Therefore,
q˘w(v+ ⊗ 1) =
∞∑
n=0
(−1)n
[n]!
(ad(K−1E))n(v− ⊗ 1)F
ng−1n = v− ⊗ 1− q
−1v+ ⊗ F
−1[h]−1,
which implies that
Aw,V (λ)v+ = v−.
Using the formula for the square of the quantum Zhelobenko operator [KO08, Corollary 9.6] we obtain
q˘w(v− ⊗ 1− q
−1v+ ⊗ F
−1[h]−1) = −[h+ 1]−1(v+ ⊗ [h+ 1]) = −
[h]
[h+ 1]
(v+ ⊗ 1),
which implies that
Aw,V (λ)v− = −
[λ+ 2]
[λ+ 1]
v+.

Remark 5.15. The formulas (9.10) and (9.11) in [KO08] are missing a sign, see [Lus10, Proposition 5.2.2].
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Remark 5.16. Etingof and Varchenko [EV02] have introduced the quantum analog of the dynamical Weyl
group, i.e. a collection of rational functions AEVw,V : V → V for every V ∈ Repq(G) and w ∈ W . We do
not know a direct relationship between AEVw,V (λ) and Aw,V (λ) as the relationship between the two versions
of fusion matrices given by proposition 4.36 is rather nontrivial. Replacing the right n-coinvariants in
actG : HCq(G)→ O
univ
q with the left n-coinvariants one obtains the dynamical Weyl group of [EV02].
References
[AM10] M. Aguiar and S. Mahajan. Monoidal functors, species and Hopf algebras. Vol. 29. CRM Mono-
graph Series. With forewords by Kenneth Brown and Stephen Chase and André Joyal. American
Mathematical Society, Providence, RI, 2010, pp. lii+784.
[AR94] J. Adámek and J. Rosický. Locally presentable and accessible categories. Vol. 189. London Mathe-
matical Society Lecture Note Series. Cambridge University Press, Cambridge, 1994, pp. xiv+316.
[AST71] R. M. Asherova, J. F. Smirnov, and V. N. Tolstoy. “Projection operators for simple Lie groups”.
Teoret. Mat. Fiz. 8.2 (1971), pp. 255–271.
[AT19] A. Appel and V. Toledano Laredo. “Coxeter categories and quantum groups”. Selecta Math.
(N.S.) 25.3 (2019), Paper No. 44, 97. arXiv: 1610.09741 [math.QA].
[Bax89] R. J. Baxter. Exactly solved models in statistical mechanics. Reprint of the 1982 original. Aca-
demic Press, Inc. [Harcourt Brace Jovanovich, Publishers], London, 1989, pp. xii+486.
[BB81] A. Beilinson and J. Bernstein. “Localisation de g-modules”. C. R. Acad. Sci. Paris Sér. I Math.
292.1 (1981), pp. 15–18.
[BBJ18] D. Ben-Zvi, A. Brochier, and D. Jordan. “Quantum Character Varieties and Braided Module
Categories”. Selecta Math. (N.S.) 24.5 (2018), pp. 4711–4748. arXiv: 1606.04769 [math.QA].
[BCJ15] M. Brandenburg, A. Chirvasitu, and T. Johnson-Freyd. “Reflexivity and dualizability in categori-
fied linear algebra”.Theory Appl. Categ. 30 (2015), Paper No. 23, 808–835. arXiv: 1409.5934 [math.CT].
[BF08] R. Bezrukavnikov and M. Finkelberg. “Equivariant Satake category and Kostant-Whittaker re-
duction”. Mosc. Math. J. 8.1 (2008), pp. 39–72, 183. arXiv: 0707.3799 [math.RT].
[BF11] A. Braverman and M. Finkelberg. “Dynamical Weyl groups and equivariant cohomology of
transversal slices on affine Grassmannians”. Math. Res. Lett. 18.3 (2011), pp. 505–512. arXiv:
1010.2135 [math.RT].
[BG80] J. N. Bernstein and S. I. Gelfand. “Tensor products of finite- and infinite-dimensional represen-
tations of semisimple Lie algebras”. Compositio Math. 41.2 (1980), pp. 245–285.
[Bir84] G. Bird. “Limits in 2-categories of locally-presented categories”. PhD thesis. University of Sydney,
1984. url: http://maths.mq.edu.au/~street/BirdPhD.pdf.
[BJS18] A. Brochier, D. Jordan, and N. Snyder. “On dualizability of braided tensor categories” (2018).
arXiv: 1804.07538 [math.QA].
[BK06] E. Backelin and K. Kremnizer. “Quantum flag varieties, equivariant quantum D-modules, and
localization of quantum groups”. Adv. Math. 203.2 (2006), pp. 408–429. arXiv: math/0401108.
[BN12] D. Ben-Zvi and D. Nadler. “Beilinson-Bernstein localization over the Harish-Chandra center”
(2012). arXiv: 1209.0188 [math.RT].
[Boa11] P. P. Boalch. “Riemann-Hilbert for tame complex parahoric connections”. Transform. Groups
16.1 (2011), pp. 27–50. arXiv: 1003.3177 [math.DG].
[Bro13] A. Brochier. “Cyclotomic associators and finite type invariants for tangles in the solid torus”.
Algebr. Geom. Topol. 13.6 (2013), pp. 3365–3409. arXiv: 1209.0417 [math.QA].
[Cal+17] D. Calaque, T. Pantev, B. Toën, M. Vaquié, and G. Vezzosi. “Shifted Poisson Structures and
Deformation Quantization”. J. Topol. 10.2 (2017), pp. 483–584. arXiv: 1506.03699 [math.AG].
[Cal15] D. Calaque. “Lagrangian structures on mapping stacks and semi-classical TFTs”. Stacks and cat-
egories in geometry, topology, and algebra. Vol. 643. Contemp. Math. Amer. Math. Soc., Provi-
dence, RI, 2015, pp. 1–23. arXiv: 1306.3235 [math.AG].
[CG10] N. Chriss and V. Ginzburg. Representation theory and complex geometry. Modern Birkhäuser
Classics. Reprint of the 1997 edition. Birkhäuser Boston, Ltd., Boston, MA, 2010, pp. x+495.
[CP95] V. Chari and A. Pressley. A guide to quantum groups. Corrected reprint of the 1994 original.
Cambridge University Press, Cambridge, 1995, pp. xvi+651.
44
[Day70] B. Day. “Construction of biclosed categories”. PhD thesis. University of New South Wales, 1970.
url: http://maths.mq.edu.au/~street/DayPhD.pdf.
[Del90] P. Deligne. “Catégories tannakiennes”. The Grothendieck Festschrift, Vol. II. Vol. 87. Progr.
Math. Birkhäuser Boston, Boston, MA, 1990, pp. 111–195.
[DKM03] J. Donin, P. P. Kulish, and A. I. Mudrov. “On a universal solution to the reflection equation”.
Lett. Math. Phys. 63.3 (2003), pp. 179–194. arXiv: math/0210242.
[DKS13] A. Dancer, F. Kirwan, and A. Swann. “Implosion for hyperkähler manifolds”. Compos. Math.
149.9 (2013), pp. 1592–1630. arXiv: 1209.1578 [math.SG].
[DM03] J. Donin and A. Mudrov. “Reflection equation, twist, and equivariant quantization”. Israel J.
Math. 136 (2003), pp. 11–28. arXiv: math/0204295.
[DM05] J. Donin and A. Mudrov. “Dynamical Yang-Baxter equation and quantum vector bundles”.
Comm. Math. Phys. 254.3 (2005), pp. 719–760. arXiv: math/0306028.
[DM06] J. Donin and A. Mudrov. “Quantum groupoids and dynamical categories”. J. Algebra 296.2
(2006), pp. 348–384. arXiv: math/0311316.
[Dri87] V. G. Drinfeld. “Quantum groups”. Proceedings of the International Congress of Mathematicians,
Vol. 1, 2 (Berkeley, Calif., 1986). Amer. Math. Soc., Providence, RI, 1987, pp. 798–820.
[ES01] P. Etingof and O. Schiffmann. “Lectures on the dynamical Yang-Baxter equations”. Quantum
groups and Lie theory (Durham, 1999). Vol. 290. LondonMath. Soc. Lecture Note Ser. Cambridge
Univ. Press, Cambridge, 2001, pp. 89–129. arXiv: math/9908064.
[Eti+15] P. Etingof, S. Gelaki, D. Nikshych, and V. Ostrik. Tensor categories. Vol. 205. Mathematical
Surveys and Monographs. American Mathematical Society, Providence, RI, 2015, pp. xvi+343.
[Eti02] P. Etingof. “On the dynamical Yang-Baxter equation”. Proceedings of the International Congress
of Mathematicians, Vol. II (Beijing, 2002). Higher Ed. Press, Beijing, 2002, pp. 555–570. arXiv:
math/0207008.
[EV02] P. Etingof and A. Varchenko. “Dynamical Weyl groups and applications”. Adv. Math. 167.1
(2002), pp. 74–127. arXiv: math/0011001.
[EV98a] P. Etingof and A. Varchenko. “Geometry and classification of solutions of the classical dynamical
Yang-Baxter equation”. Comm. Math. Phys. 192.1 (1998), pp. 77–120. arXiv: q-alg/9703040.
[EV98b] P. Etingof and A. Varchenko. “Solutions of the quantum dynamical Yang-Baxter equation and dy-
namical quantum groups”.Comm. Math. Phys. 196.3 (1998), pp. 591–640. arXiv: q-alg/9708015.
[EV99] P. Etingof and A. Varchenko. “Exchange dynamical quantum groups”. Comm. Math. Phys. 205.1
(1999), pp. 19–52. arXiv: math/9801135.
[Fel95] G. Felder. “Elliptic quantum groups”. XIth International Congress of Mathematical Physics
(Paris, 1994). Int. Press, Cambridge, MA, 1995, pp. 211–218. arXiv: hep-th/9412207.
[FO98] B. L. Feigin and A. V. Odesskii. “Vector bundles on an elliptic curve and Sklyanin algebras”.
Topics in quantum groups and finite-type invariants. Vol. 185. Amer. Math. Soc. Transl. Ser. 2.
Amer. Math. Soc., Providence, RI, 1998, pp. 65–84. arXiv: q-alg/9509021 [math.QA].
[FRT89] L. D. Faddeev, N. Y. Reshetikhin, and L. A. Takhtadzhyan. “Quantization of Lie groups and Lie
algebras”. Algebra i Analiz 1.1 (1989), pp. 178–206.
[FST79] L. D. Faddeev, E. K. Skljanin, and L. A. Tahtadžjan. “Quantum inverse problem method. I”.
Teoret. Mat. Fiz. 40.2 (1979), pp. 194–220.
[GJS02] V. Guillemin, L. Jeffrey, and R. Sjamaar. “Symplectic implosion”. Transform. Groups 7.2 (2002),
pp. 155–184. arXiv: math/0101159.
[GL16] R. Garner and I. López Franco. “Commutativity”. J. Pure Appl. Algebra 220.5 (2016), pp. 1707–
1751. arXiv: 1507.08710 [math.CT].
[GN84] J.-L. Gervais and A. Neveu. “Novel triangle relation and absence of tachyons in Liouville string
field theory”. Nuclear Phys. B 238.1 (1984), pp. 125–141.
[GR15] V. Ginzburg and S. Riche. “Differential operators on G/U and the affine Grassmannian”. J. Inst.
Math. Jussieu 14.3 (2015), pp. 493–575. arXiv: 1306.6754 [math.RT].
[Gun18] S. Gunningham. “Generalized Springer theory for D-modules on a reductive Lie algebra”. Selecta
Math. (N.S.) 24.5 (2018), pp. 4223–4277. arXiv: 1510.02452 [math.RT].
[Hoy+18] M. Hoyois, P. Safronov, S. Scherotzke, and N. Sibilla. “The categorified Grothendieck-Riemann-
Roch theorem” (2018). arXiv: 1804.00879 [math.KT].
45
[HP18] Z. Hua and A. Polishchuk. “Shifted Poisson structures and moduli spaces of complexes”. Adv.
Math. 338 (2018), pp. 991–1037. arXiv: 1706.09965 [math.AG].
[Hum08] J. E. Humphreys. Representations of semisimple Lie algebras in the BGG category O. Vol. 94.
Graduate Studies in Mathematics. American Mathematical Society, Providence, RI, 2008, pp. xvi+289.
[HV78] A. van den Hombergh and H. de Vries. “On the differential operators on the quasi-affine variety
G/N ”. Nederl. Akad. Wetensch. Indag. Math. 40.4 (1978), pp. 460–466.
[Jos95] A. Joseph. Quantum groups and their primitive ideals. Vol. 29. Ergebnisse der Mathematik und
ihrer Grenzgebiete (3) [Results in Mathematics and Related Areas (3)]. Springer-Verlag, Berlin,
1995, pp. x+383.
[Kas95] C. Kassel. Quantum groups. Vol. 155. Graduate Texts in Mathematics. Springer-Verlag, New
York, 1995, pp. xii+531.
[Kho04] S. M. Khoroshkin. “An extremal projector and a dynamical twist”. Teoret. Mat. Fiz. 139.1 (2004),
pp. 158–176.
[KNV11] S. Khoroshkin, M. Nazarov, and E. Vinberg. “A generalized Harish-Chandra isomorphism”. Adv.
Math. 226.2 (2011), pp. 1168–1180. arXiv: 0912.1100 [math.RT].
[KO08] S. Khoroshkin and O. Ogievetsky. “Mickelsson algebras and Zhelobenko operators”. J. Algebra
319.5 (2008), pp. 2113–2165. arXiv: math/0606259 [math.QA].
[KR90] A. N. Kirillov and N. Reshetikhin. “q-Weyl group and a multiplicative formula for universal
R-matrices”. Comm. Math. Phys. 134.2 (1990), pp. 421–431.
[KS06] M. Kashiwara and P. Schapira. Categories and sheaves. Vol. 332. Grundlehren der Mathematis-
chen Wissenschaften [Fundamental Principles of Mathematical Sciences]. Springer-Verlag, Berlin,
2006, pp. x+497.
[KS92] P. P. Kulish and E. K. Sklyanin. “Algebraic structures related to reflection equations”. J. Phys.
A 25.22 (1992), pp. 5963–5975. arXiv: hep-th/9209054.
[KT92] S. M. Khoroshkin and V. N. Tolstoy. “Extremal projector and universal R-matrix for quantized
contragredient Lie (super)algebras”.Quantum groups and related topics (Wrocław, 1991). Vol. 13.
Math. Phys. Stud. Kluwer Acad. Publ., Dordrecht, 1992, pp. 23–32.
[LM94] V. Lyubashenko and S. Majid. “Braided groups and quantum Fourier transform”. J. Algebra
166.3 (1994), pp. 506–528.
[Lor19] F. Loregian. “Coend calculus” (2019). arXiv: 1501.02503 [math.CT].
[LSX11] C. Laurent-Gengoux, M. Stiénon, and P. Xu. “Lectures on Poisson groupoids”. Lectures on Pois-
son geometry. Vol. 17. Geom. Topol. Monogr. Geom. Topol. Publ., Coventry, 2011, pp. 473–502.
arXiv: 0707.2405 [math.DG].
[Lu96] J.-H. Lu. “Hopf algebroids and quantum groupoids”. Internat. J. Math. 7.1 (1996), pp. 47–70.
arXiv: q-alg/9505024.
[Lus10] G. Lusztig. Introduction to quantum groups. Modern Birkhäuser Classics. Reprint of the 1994
edition. Birkhäuser/Springer, New York, 2010, pp. xiv+346.
[Lyu95] V. Lyubashenko. “Modular transformations for tensor categories”. J. Pure Appl. Algebra 98.3
(1995), pp. 279–327.
[Mac71] S. MacLane. Categories for the working mathematician. Graduate Texts in Mathematics, Vol. 5.
Springer-Verlag, New York-Berlin, 1971, pp. ix+262.
[Maj95] S. Majid. Foundations of quantum group theory. Cambridge University Press, Cambridge, 1995,
pp. x+607.
[Mic73] J. Mickelsson. “Step algebras of semi-simple subalgebras of Lie algebras”. Rep. Mathematical
Phys. 4 (1973), pp. 307–318.
[Mil93] D. Miličić. “Algebraic D-modules and representation theory of semisimple Lie groups”. The Pen-
rose transform and analytic cohomology in representation theory (South Hadley, MA, 1992).
Vol. 154. Contemp. Math. Amer. Math. Soc., Providence, RI, 1993, pp. 133–168.
[Pan+13] T. Pantev, B. Toën, M. Vaquié, and G. Vezzosi. “Shifted symplectic structures”. Publ. Math. Inst.
Hautes Études Sci. 117 (2013), pp. 271–328. arXiv: 1111.3209 [math.AG].
[Ros90] M. Rosso. “Analogues de la forme de Killing et du théorème d’Harish-Chandra pour les groupes
quantiques”. Ann. Sci. École Norm. Sup. (4) 23.3 (1990), pp. 445–467.
46
[Saa72] N. Saavedra Rivano. Catégories Tannakiennes. Lecture Notes in Mathematics, Vol. 265. Springer-
Verlag, Berlin-New York, 1972, pp. ii+418.
[Saf17a] P. Safronov. “Poisson-Lie structures as shifted Poisson structures” (2017). arXiv: 1706.02623 [math.AG].
[Saf17b] P. Safronov. “Symplectic implosion and the Grothendieck-Springer resolution”.Transform. Groups
22.3 (2017), pp. 767–792. arXiv: 1411.2962 [math.AG].
[Saf19] P. Safronov. “Quantum moment maps” (2019). arXiv: 1901.09031 [math.QA].
[Šap73] N. N. Šapovalov. “On a certain conjecture of Gelfand and Kirillov”. Funkcional. Anal. i Priložen.
7.2 (1973), pp. 93–94.
[Sch92] P. Schauenburg. Tannaka duality for arbitrary Hopf algebras. Vol. 66. Algebra Berichte [Algebra
Reports]. Verlag Reinhard Fischer, Munich, 1992, pp. ii+57.
[Shi19] K. Shimizu. “Tannaka theory and the FRT construction over non-commutative algebras” (2019).
arXiv: 1912.13160 [math.QA].
[Shi20] K. Shimizu. “Further Results on the Structure of (Co)Ends in Finite Tensor Categories”. Appl.
Categ. Structures 28.2 (2020), pp. 237–286. arXiv: 1801.02493 [math.QA].
[Skl83] E. K. Sklyanin. “Some algebraic structures connected with the Yang-Baxter equation. Represen-
tations of a quantum algebra”. Funktsional. Anal. i Prilozhen. 17.4 (1983), pp. 34–48.
[Soi90] Y. S. Soibelman. “Algebra of functions on a compact quantum group and its representations”.
Algebra i Analiz 2.1 (1990), pp. 190–212.
[Szl03] K. Szlachányi. “The monoidal Eilenberg-Moore construction and bialgebroids”. J. Pure Appl.
Algebra 182.2-3 (2003), pp. 287–315. arXiv: math/0208198.
[Tak77] M. Takeuchi. “Groups of algebras over A⊗A”. J. Math. Soc. Japan 29.3 (1977), pp. 459–492.
[Tit66] J. Tits. “Normalisateurs de tores. I. Groupes de Coxeter étendus”. J. Algebra 4 (1966), pp. 96–
116.
[TV00] V. Tarasov and A. Varchenko. “Difference equations compatible with trigonometric KZ differen-
tial equations”. Internat. Math. Res. Notices 15 (2000), pp. 801–829. arXiv: math/0002132.
[Ulb89] K.-H. Ulbrich. “Fibre functors of finite-dimensional comodules”. Manuscripta Math. 65.1 (1989),
pp. 39–46.
[Ulb90] K.-H. Ulbrich. “On Hopf algebras and rigid monoidal categories”. Vol. 72. 1-2. Hopf algebras.
1990, pp. 252–256.
[VV10] M. Varagnolo and E. Vasserot. “Double affine Hecke algebras at roots of unity”. Represent. Theory
14 (2010), pp. 510–600. arXiv: math/0603744 [math.RT].
[VY20] C. Voigt and R. Yuncken. Complex semisimple quantum groups and representation theory. Vol. 2264.
Lecture Notes in Mathematics. Springer, 2020, pp. x+252. arXiv: 1705.05661 [math.QA].
[Wis75] M. B. Wischnewsky. “On linear representations of affine groups. I”. Pacific J. Math. 61.2 (1975),
pp. 551–572.
[Xu01] P. Xu. “Quantum groupoids”.Comm. Math. Phys. 216.3 (2001), pp. 539–581. arXiv: math/9905192.
[Zhe87] D. P. Zhelobenko. “Extremal cocycles on Weyl groups”. Funktsional. Anal. i Prilozhen. 21.3
(1987), pp. 11–21, 95.
[Zhe90] D. P. Zhelobenko. “An introduction to the theory of S-algebras over reductive Lie algebras”.
Representation of Lie groups and related topics. Vol. 7. Adv. Stud. Contemp. Math. Gordon and
Breach, New York, 1990, pp. 155–221.
Institut für Mathematik, Universität Zürich, Zurich, Switzerland
E-mail address: artem.kalmykov@math.uzh.ch
Institut für Mathematik, Universität Zürich, Zurich, Switzerland
E-mail address: pavel.safronov@math.uzh.ch
47
