The Heterogeneous Autoregressive (HAR) model is commonly used in modeling the dynamics of realized volatility. In this paper, we propose a flexible HAR(1, . . . , p) specification, employing the adaptive LASSO and its statistical inference theory to see whether the lag structure (1, 5, 22) implied from an economic point of view can be recovered by statistical methods. The model differs from Audrino and Knaus (2016) . where the authors apply LASSO on the AR(p) model, which does not necessarily lead to a HAR model. Adaptive LASSO estimation and the subsequent hypothesis testing results fail to show strong evidence that such a fixed lag structure can be recovered by a flexible model. We also apply the group LASSO and related tests to check the validity of the classic HAR, which is rejected in most cases. The results justify our intention to use a flexible lag structure while still keeping the HAR frame. In terms of the out-of-sample forecasting, the proposed flexible specification works comparably to the benchmark HAR (1, 5, 22). Moreover, the time-varying model combinations show that when the market environment is not stable, the fixed lag structure (1, 5, 22) is not particularly accurate and effective.
Introduction
Clustering and long memory are basic characteristics in financial market volatility time series. Numerous papers focus on capturing these properties more accurately and providing a better forecasting performance. The most well known model is GARCH introduced by Bollerslev (1986) and its series of extensions, prominent among them the fractional integration GARCH (FIGARCH) model by Baillie, Bollerslev, and Mikkelsen (1996) .
On the other hand, with increasing accessibility to high-frequency trading data, a great deal of research has been done to model and forecast the realized volatility constructed from high-frequency intra-day returns. ARFIMA-type specifications have often been employed to model the time-varying dynamics of realized volatility, especially to capture its high persistency property; see Andersen et al. (2001) .
However, vast empirical analysis of financial data has shown that volatilities over different time horizons have asymmetric interactions. Volatilities over longer time intervals have a stronger influence on those at shorter time intervals than conversely; see, for example, Müller et al. (1997) . This fact induces a hierarchical process from low to high frequencies that is usually called a "volatility cascade phenomenon" and can be interpreted economically; see, for example, Zumbach and Lynch (2001) . In fact, a plausible explanation is that long-term volatility matters for short-term traders while short-term volatility does not affect long-term trading strategies. This empirical fact cannot be captured by standard volatility models.
Based on the heterogeneous market hypothesis by Müller et al. (1993) , a linear additive process with heterogeneous components called the Heterogeneous Autoregressive (HAR) model was proposed by Corsi (2009) . Although it does not formally belong to the category of long memory models, empirically it is observed to be able to display apparent high persistency facts of financial time series. Moreover, due to its computational simplicity and excellent out-of-sample forecasting performance, the HAR model is commonly used in realized volatility applications. Several extensions of the HAR model have been recently proposed. They consider the impact of jumps (Andersen, Bollerslev and Diebold, 2007) , asymmetric news impact (Chen and Ghysels, 2010) , leverage effects , structural breaks (Wen, Gong and Cai, 2016) , among others; we refer to the survey by Corsi, Audrino, and Renò (2012) .
The unobservable IV can be estimated by realized volatility (RV), which is calculated by the sum of squared intraday log-returns over 1 day, namely
where N denotes the number of equidistant intraday observations, Δ = 1d/N, − ⋅Δ = − ⋅Δ − − ⋅Δ−Δ .
( ) converges to ( ) in probability, as has been shown in Barndorff-Nielsen and Shephard (2002) . RV over longer time horizons (e.g. weekly and monthly with 5 and 22 trading days, respectively) is given as the average of daily RV over given periods ) .
There are many other estimators proposed in the literature, for example multi-scale realized volatility (Zhang, 2006) , realized kernel (Barndorff-Nielsen et al., 2008) , pre-averaging estimator (Jacod et al., 2009 ) as one of several that deal with the impact of market microstructure noise, and realized bipower variation in the presence of infrequent jumps (Barndorff-Nielsen and Shephard, 2004) . Note that the focus of this paper is modelling IV rather than estimating it. Therefore, we concentrate on only one estimator of IV.
The partial volatility at different time scales (monthly, weekly and daily) is assumed to follow a cascade structurẽ( are contemporaneously and serially independent zero-mean innovations. Recursively substituting yields the well-established HAR (1, 5, 22) model (by Corsi, 2009) 
where ω t+1d denotes again a zero-mean innovation term. Note that the HAR(1, 5, 22) model can also be rewritten as an AR (22) model
with the constraints
We extend (4) to a more general HAR(1, … , ) specification with p components in the model:
Obviously, (5) can also be rewritten as a constrained AR(p) model.
Some authors (e.g. Audrino, Camponovo and Roth, 2017 ) perform a logarithm transformation before modeling the realized volatility. In this case, the HAR(1, … , ) model (5) becomes log (
This transformation does not affect qualitatively the main results of the current paper. Thus, for the sake of conciseness, we do not present them, but they can be obtained from the authors upon request.
Estimation of flexible HAR
Under flexible HAR(1, … , ) we do not assume the number of components to be included in the model and therefore use penalized regression to select the active terms in the linear additive specification. The task of dimension reduction and coefficient estimation can be completed simultaneously in one step. The estimator is defined aŝ=
where p λ (⋅) is the penalty function and λ ≥ 0 is the tuning parameter, which controls how strictly the penalization will be performed. The extreme case is λ = 0, which leads to the ordinary least squares (OLS) estimator. If λ > 0, all the truly non-zero coefficients will be penalized. Increasing λ causes fewer variables to be chosen. The Least Absolute Shrinkage and Selection Operator (LASSO, introduced by Tibshirani 1996) associated with ℓ 1 norm penalty ( ) = ∑ =1 | | has been widely used in recent years. It has been shown in many economic and financial applications that LASSO-based forecasts are quite favorable; see, e.g. the literature review given by Fan, Lv, and Qi (2011) . As an extension, a weighted penalty form, namely adaptive LASSO, was suggested by Zou (2006) . The adaptive LASSO estimator of the flexible HAR model is given bŷ
where λ i is the weight for each coefficient, which is completely data driven. For instance, the weight can be computed as the inverse of the absolute value of the corresponding OLS or ridge regression estimator. Ordinary LASSO is a special case of adaptive LASSO with = 1, ∀ = 1, … , . Compared with Audrino, Camponovo, and Roth (2017) and Audrino and Knaus (2016) , who employ LASSO on the AR framework, here the penalized β in our model still keeps the HAR structure and is more convenient for conducting further tests on the structure.
Statistical inference
The adaptive LASSO estimator was first introduced by Zou (2006) , with the aim of avoiding more false positives in variable shrinking. The consistency in variable selection and the asymptotic normality for non-zero coefficient estimators, namely the oracle properties, have been shown for cross-sectional data (Zou, 2006) and time-dependent data under various model settings (see, e.g. Kock and Callot, 2015; Kock, 2016) . Moreover, we do not in fact have a priori information on whether the coefficient is truly zero or non-zero. Audrino and Camponovo (2018) propose a simple conservative testing procedure to conduct statistical inference on the variables that do not belong to the active set. Theorem 4.1 in that paper shows that in order to test 0, ∶ = 0 versus 1, ∶ ≠ 0, for ∈ {1, … , }, the statistic , = √ |̂A L , | has the correct asymptotic size,
wherêA L , is the adaptive LASSO estimator given the tuning parameter λ and ,1− is the 1 − α quantile of the asymptotic distribution of the OLS estimator i.e. λ = 0. Based on their theoretical foundations, we can construct
, where v i is the asymptotic variance of the OLS estimator of β i .
To test the validity of the HAR lag structure (1, 5, 22) , the following null hypotheses can be selected: If the individual tests of 0 ∶ = 0, for ∈ {1, 5, 22} can all be rejected, and in addition the individual tests of 0 ∶ = 0, ∀ ∈ {2, 3, 4, 6, … , 21, 23, … , } cannot be rejected, then this should provide a confirmation of the classic HAR specification. Moreover, for the set of null hypotheses 0 ∶ = 0, ∀ ∈ {2, 3, 4, 6, … , 21, 23, … , } a joint test can also be designed.
In fact, in order to test whether all the coefficients β i , for all ∈ {2, 3, 4, 6, … , 21, 23, … , } are jointly zero, we follow the same stepwise procedure as in Audrino, Camponovo, and Roth (2017) . For the multiple joint test with a large number of hypotheses, it is desired that all the false hypotheses be rejected according to a sequence of threshold values given the significance level α: 1. step 0: sort the p-values of the s statistics from the individual tests,̂1 ≤̂2 ≤ … ≤2
. step k: if̂≥ /( − + 1), do not reject 0, , … , 0, and stop; otherwise reject H 0, k and repeat for k + 1 Romano and Wolf (2005) suggest that such a stepwise multiple testing procedure is able to control the familywise error rate and capture the joint dependence structure of the test statistics. However, as remarked in Audrino, Camponovo, and Roth (2017) , the joint test is very conservative, given that the individual tests are already conservative.
Alternatively, to test the validity of the classic HAR lag structure in a standard AR model similar to Audrino and Knaus (2016) and Audrino, Camponovo, and Roth (2017) , one can group the lags in a general AR(p) model as {1}, {2 − 5}, {6 − 22}, {23 − }, and employ group LASSO to identify the active lags. The group LASSO estimate is defined as the solution to
where Yuan and Lin (2006) can be implemented to obtain the estimator.
The group LASSO estimation implies that if one group j is chosen, then all terms included in this group are active. Thus, under the classic HAR structure we can test first whether the daily, weekly, and monthly groups are exactly and exclusively chosen. If this is the case, in a second time we can then perform validation tests for the assumption implied by the classic HAR that coefficients are the same inside each group. In detail, we design a test with null hypothesis 0 ∶ 2 = … = 5 , and 6 = … = 22 to examine the correctness of the equal coefficients constraints in each group implied by the HAR structure.
Alternative models
To assess the performance of the proposed flexible HAR model, we choose classic HAR(1, 5, 22), AR-AIC, AR-LASSO, HAR(a, b, c) with three non-zero coefficients, nonparametric HAR (HAR-NP), HARQ, HARSJ, and HARSJ-LASSO models as alternatives. These are all specified to model
in different ways. Details of these alternatives are given as follows:
1. HAR(1, 5, 22): with classic lag structure (1, 5, 22) , estimated by OLS, Corsi (2009) 
2. AR-AIC: AR(p) with p selected by AIC, estimated by Yule-Walker equations
3. AR-LASSO: LASSO penalized AR(p) with λ selected by cross-validation
This was first employed by Audrino and Knaus (2016) and Audrino, Camponovo, and Roth (2017) as a flexible framework to determine the lag terms. Compared with our proposed flexible HAR model, the HAR structure might not exist after variable selection, since the constraints on the AR coefficients cannot always hold in this case. As a more straightforward course, we suggest performing hypothesis testing on HAR rather than AR terms and then comparing with classic HAR(1, 5, 22).
HAR(a, b, c):
select the smallest λ * resulting in only three non-zero betas in the regularization path, which shows hoŵchanges along with different λ values (one example can be found in Figure 2 ):
This alternative gives the fixed number of components to be included but does not specify exactly which ones should be selected. Furthermore, compared with Craioveanu and Hillebrand (2012) , who use all possible combinations of three numbers (within a maximum value), the LASSO method can provide a more efficient and data-driven approach; in particular the first lag is not necessarily fixed.
HAR-NP: nonparametric HAR
with E[ +1 |ℱ ] = 0. m 0 is a constant, m (⋅) (⋅) are three smooth nonparametric link functions, which can be estimated by the Nadaraya-Watson smooth backfitting procedure introduced by Mammen, Linton, and Nielsen (1999) . Fengler, Mammen, and Vogt (2015) propose an additive nonparametric extension on the HAR model and also perform the tests for linear parametric specifications. Their results show that the linearity assumption is widely rejected. Bollerslev, Patton, and Quaedvlieg (2016) argues that in practice, data limitations put an upper bound on N, and the resulting estimation error in RV might affect the coefficients in the HAR model. According to the asymptotic theory given in Barndorff-Nielsen and Shephard (2002),
HARQ:Recent research by
Therefore, integrated quarticity (IQ), which reflects the asymptotic variance of the estimation error, should also be taken into account when modelling RV. In parallel with IV and RV, realized quarticity (RQ) is also a consistent estimator of IQ.
Thus, the HARQ model is defined as
This model can be estimated by OLS, and the parameter in front of ( ) is also dynamic varying with the time series of RQ. The authors claim that the HARQ model can significantly improve the accuracy of forecasting compared with the HAR model. In line with the proposed flexible HAR model, the LASSOpenalized HARQ model can be another alternative. But we do not include it in the comparison as it is beyond the scope of this paper.
HARSJ:
To accommodate the impact of jumps on RV and also a possible asymmetric effect of the sign of the past returns on RV, Chen and Ghysels (2010) propose the HAR-S-RV-J model (here we call it HARSJ for short), which is specified as
where the daily positive and negative semi-variance terms are defined by
and the weekly and monthly aggregated terms
,− can be defined in a similar way to (2) and (3). Moreover, the non-jump component is estimated by the bi-power variation, and we take the definition of the jump component from Andersen, Bollerslev, and Diebold (2007) as
HARSJ-LASSO:
In line with the proposed flexible HAR model, the generalized HARSJ model is given by
The LASSO estimator is obtained by solving
where ,
4 Empirical application
Data
The empirical study is performed on two data sets. The first one is the millisecond trade data of 10 individual stocks from the New York Stock Exchange ( 
Delete transactions with a correction indicator.
3. If multiple transactions have the same time stamp, replace all these with the median price.
Next, for each trading day, we compute the daily realized volatility for the returns in every 5 minutes. See Figure   1 for the illustrative time series plot of √ ( ) for IBM. The second data set contains 19 indices data: AEX Index, All Ordinaries, Bovespa Index, CAC 40, DAX, DJIA, Euro STOXX 50, FT Straits Times Index, FTSE 100, FTSE MIB, IBEX 35, IPC Mexico, KOSPI Composite Index, Nasdaq 100, Nikkei 225, Russel 2000, S&P 500, S&P CNX Nifty, and Swiss Market Index, for the period from January 3, 2000, to October 17, 2016. Since the distinctions among individual stocks are already smoothed when computing the indices via weighted averaging, the results obtained by indices data are expected to be more robust. The daily 5-minute realized variance, realized semivariance, and bipower variation of these indices are available at the Oxford-Man Institute of Quantitative Finance -Realized Library (version: 0.2).
We provide Table 5 in the Appendix A for the descriptive statistics of √ ( ) for the data sets under consideration. 
Rolling window estimations and tests
The width of rolling windows in the empirical analysis is set to 1000 and the maximum lag order is chosen as 50. In unreported robustness checks with the width parameter reduced to 500 or the maximum lag order increased to 100 which can be obtained from the authors upon request, we verified that the new specifications are not sensitive to the choice of the rolling window length and the maximum lag order, confirming previous results obtained by Audrino and Knaus (2016) . The weights for each coefficient in the adaptive LASSO estimation are computed as the inverse of the absolute value of the corresponding preliminary ridge regression estimator.
The tuning parameter λ is chosen via cross-validation. In particular, as indicated in the literature, see e.g. Racine (2000) or Burman, Chow, and Nolan (1994) , the standard cross-validation scheme adopted for crosssectional data is not asymptotically optimal for dependent data. A straightforward modification is proposed by Racine (2000) : ℎ -block cross-validation, which leads to the asymptotic consistency of model selection. More specifically, we randomly split the whole sample {( , )} =1 , into K (e.g. K = 5) non-overlapping groups G 1 , … , G K . At each time, k = 1, …, K, take out the group G k as the validation set and further remove the h observations preceding and following the group G k from the sample to build the training set of size T − 2h − ν, where ν = ⌊T/K⌋, to cut the (eventual) temporal dependence structure between the training and validation sample. Burman, Chow, and Nolan (1994) recommend taking h as a fixed fraction of T and suggest that h/T = 0.25 appears to work well in many situations. Construct an estimator on the training set and predict the left out observationŝ− ( ), for all t ∈ G k . This procedure can be conducted for each value of the tuning parameter λ. Hence, we can compute the mean squared error as a function of λ, namely the cross-validation error function
The optimal λ is chosen by minimizing CV(λ) Figure 2 illustrates the regularization path in Adaptive LASSO HAR estimation by (7) with the latest sub-sample (Sept. 6, 2011 -Aug. 31, 2015 for IBM. More coefficients shrink to zero under higher tuning parameter λ. In this example,̂= 5.58 ⋅ 10 −5 (loĝ= −9.7929) and two terms with lag 2 and 3 are selected. Considering all the 2013 rolling window sub-samples for IBM, we compute the relative number of times each lag is non-zero (active) after LASSO estimation. These percentages are shown in the red bars of Figure 3 and Figure 4 . Moreover, hypothesis testing on the coefficients, discussed in Section 2.3, is carried out. To elaborate, if the null hypothesis on each individual lag, 0 ∶ = 0, ∀ = 1, … , 50, cannot be rejected at the 95% confidence level in one sub-sample, although it is not shrunk to zero by penalization, its significance should be viewed as a false positive. The blue bars in the two plots report how many times each lag is significant both before and after the individual tests. In particular, lag 4 is identified as active by LASSO in almost 50% of the sub-samples, but the null hypothesis on it can only be significantly rejected by 20% of them. Similarly, the grey bars count the number of times a lag is active both before and after the joint test for the lags {2, 3, 4, 6, … , 21, 23, … , 50}. The same analyses have been performed for the other stocks and indices, Figure 5 and Figure 6 then show the boxplots for the percentage of times that each lag (1-22) is selected by the adaptive LASSO in the flexible HAR(1, … , ) model before and after the individual or joint tests at a 95% confidence level. The difference between before and after tests shows the number of false positives in the LASSO estimation. As mentioned in Audrino, Camponovo, and Roth (2017) , the joint test procedure is very conservative. Hence, we see that the percentage of selection for large lag orders is much lower than under individual tests; in other words, more false positives are expected to be detected by joint tests. From all the plots, we see that most of the lags beyond 22 are not significant after the joint tests. Concerning the choice of the maximum lag order, this result indeed supports the HAR (1, 5, 22) . Although the acceptance rates of the conservative joint tests on the lags except for (1, 5, 22) are relatively low, there is no uniform and strong evidence that the fixed lag structure can be exactly recovered by the flexible model. It is especially questionable whether the monthly component under (1, 5, 22) should be included. In particular, there are also several small peaks in the boxplots after individual tests, e.g. lag 8-10 (around 2 weeks), lag 19-20 (around 4 weeks), lag 29-31 (around 6 weeks) and lag 39-41 (around 8 weeks). This means the heterogeneous structure suggested by the classic HAR model truly exists and can be recovered by the flexible statistical model. However, the time scales for each component in the cascade could be longer or shorter (probably by 2 weeks rather than 1 month), and the classification of groups with different horizons in the market could somehow differ from the original assumption. More importantly, the aim of our model is not to propose another fixed lag structure instead of (1, 5, 22). We prefer to choose a flexible specification completely driven by the data.
Moreover, considering a general autoregressive model, we implement group LASSO on the autoregressive lags and perform the hypothesis tests on the active groups and on the coefficient constraints as described at the end of Section 2.3. The adequacy of the HAR(1, 5, 22) in a given rolling window sub-sample is strongly supported if the testing procedure indicates the daily, weekly, and monthly groups as unique active groups and the null hypothesis of equality of the autoregressive coefficients inside one group cannot be rejected. Considering p = 50 and taking the stock data as an example, on average only for 0.74% of the sub-samples this is the case. 1 It is of interest to investigate why the acceptance rate is so small. On average, 61.58% of the rolling window sub-samples do not have significant lags after 22. Furthermore, only 12.51% of the sub-samples have significant lags in the monthly group. Finally, for 0.74% of the sub-samples, the null hypothesis of the coefficient constraint tests is not rejected. Therefore, we can conclude that the main reason for the rejection might be the arrangement of groups; in particular, results point into the presence of some important lags beyond 1 month and/or suggest that the relevance of the monthly group assumed by the HAR (1, 5, 22) is questionable. As a second minor reason leading to rejection of the HAR structure is the equality constraints on the coefficients inside each group. Thus, taking a sample average when calculating the realized volatility over longer time horizons is suspect. Our proposed model can give a flexible specification when arranging the terms while still keeping the HAR structure on the coefficients. The reasoning behind our model is confirmed by these results.
Estimation and forecasting accuracy
Here, we compare our flexible model with other alternative models that were introduced in Section 3, in terms of the in-sample fitting and out-of-sample forecasting performances. We use Root Mean Square Error (RMSE) as the performance measure, which is defined as
In particular, for in-sample fitting, we calculate the RMSE averaged over all rolling window sub-samples for each individual stock, by
for one step ahead out-of-sample forecasting, we compute the RMSE as
where p is the maximum lag order (fixed among all models and all stocks/indices under consideration), N is the width of each rolling window sub-sample and M is the number of rolling windows. Results obtained using other performance measures such as the Mean Absolute Error (MAE) or the negative log-likelihood (NL) were qualitatively similar. Concerning in-sample fitting, nonparametric estimation performs the best. The HARQ model and all flexible lag structure specifications are better than the fixed HAR (1, 5, 22) and HAR(a, b, c) models. However, in terms of the RMSE for out-of-sample data, the HARQ model is bad at forecasting. In our analysis, the HARQ model does not work as well as claimed in Bollerslev, Patton, and Quaedvlieg (2016) . The main reason might be that we did not apply any "filter" for the outliers in forecasting as the authors mention in footnote 17. Doing so may not be fair to other models for which the results are quite robust even considering the whole original sample. The nonparametric and HARSJ models also perform badly at forecasting. For a clear comparison, in Table 1 we report the ratios of the errors in all the alternatives relative to the classic HAR model, mean and median among all individual stocks and indices. 2 The full in-and out-of-sample RMSE results for each model and each stock/index separately are summarized in Table 6 and Table 7 in the Appendix A. The ratio in bold implies the model performs the best in in-sample fitting or out-of-sample forecasting among all models.
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The proposed modification of the HARSJ model performs the best in forecasting among all models. In contrast, the out-of-sample performance of the flexible HAR model is comparable to those of the classic HAR. Moreover, we find that the flexible AR model can provide good in-sample fitting performance, but it is not quite competitive in out-of-sample prediction. The penalized β in AR-LASSO does not necessarily keep the HAR structure, whereas our proposed model always stays in the HAR class.
To evaluate the volatility forecasting performance formally, we employ the Hansen (2005) test for superior predictive ability. The null hypothesis is given by 0 ∶ E( 0, − , ) ≤ 0, where L ⋅,t is the loss function, e.g. squared error loss. The test is implemented by bootstrap when choosing the critical values. Hansen and Lunde (2005) classified three types of tests, leading to different bootstrap distributions. Consequently, liberal, consistent, and conservative tests give the lower bounds, consistent estimators, and upper bounds for the true p values, respectively. We set the proposed flexible HAR or classic HAR as the benchmark and test all the alternatives jointly. The p-value results from the tests are shown in Table 2 . The results indicate that we cannot reject the null hypotheses. Neither classic HAR nor flexible HAR can be significantly outperformed by the competitors under consideration jointly. Moreover, we implement the pairwise Diebold-Mariano (DM) tests for equal predictive ability on the performances' differences between the flexible and classic HAR and HARSJ models. The p-values of the DM tests under different alternative hypotheses "benchmark is more accurate" (H A 1 ), "benchmark is less accurate" (H A 2 ), and "the two have different levels of accuracy" (H A 3 ) are presented in Table 3 , where the flexible modifications are always chosen as benchmarks. Results of the DM tests show that the flexible specification of the HARSJ model improves the forecast accuracy of the baseline model significantly. However, the difference in predictive performance between the flexible specifications and the simple classic HAR model is not found to be statistically significant. The rank in bold implies the model is selected for the superior set.
The proposed flexible modifications are selected for the superior set for all the individual stocks and indices except for the AR-LASSO model for IBM and S&P CNX Nifty. Moreover, the flexible HARSJ model has the top average ranking among all candidates, this superiority being slightly more evident for the indices data set. In particular, it gets the highest rating in most samples, e.g. BA and AEX. This reveals that the flexible HARSJ survives through the whole sequence of the testing procedure (it is always kept when the hypothesis of EPA is rejected) and also shows the greatest superiority in these cases. In conclusion, it is evident from Table 2-Table 4 that although the new flexible specification is generally not able to significantly outperform the classic HAR(1,5,22) model, confirming the empirical evidence collected in the previous literature on the same topic, it performs at least equally well while still allowing for a greater flexibility; see, for example, Craioveanu and Hillebrand (2012) and Audrino and Knaus (2016) . The possible advantages of the new specification are analyzed in the next section taking a different perspective.
Super learner and model selection
We compared the general performance of the competitors in terms of forecasting accuracy in the previous analysis. The focus of this section is to try to shed greater light on the differences caused by extending the rigid structure of the classic HAR model to a more flexible scheme. For this reason we consider here only the classic and flexible HAR models as alternatives. To this end, we investigate further the dynamic behaviors of the competing models to examine how differently the model selection might change over time. In particular, we implement cross-validation to combine candidate predictors and construct a so-called super learner; see van der Laan, Polley, and Hubbard (2007) and Polley and van der Laan (2010) . That is,
where the weights α i sum to one, and the subscripts SL, M i , i = 1, …, s, denote the super learner and the different models taken in the combination, respectively. The idea is to construct a new model that performs at least as well as the best of the individual models considered in the combination. The whole procedure proceeds as follows:
1. Split each rolling window sample into five blocks. Train each candidate learner on the first four-fifths of the observations (learning set), and predict the outcomes in the remaining one-fifth sample (validation block).
2.
Combine the cross-validated predictions among all candidates and compute the RMSE at each value of the weight on the grid.
3.
Minimize the RMSE to obtain the optimal weight and construct the super learner.
We take as candidate learners to build the super leaner (s = 2 in (30)) the flexible and classic versions of the standard HAR and HARSJ models, respectively. Given that the combined approach does not yield a significant superior predictive ability, detailed results of the same tests used in the previous section are not shown. More interesting is the analysis of the time-varying behavior of the weights allocated to the two competing models in the estimated combination. The optimal weights on the classic HAR (HARSJ) along with the RVs and the logarithm of the tuning parameters in LASSO estimation (averaged over stocks or indices) are depicted in Figure  13 - Figure 16 . Note that the optimal weights on the flexible model can be obtained by computing 1 minus the optimal weights of the classic model by construction. The average weights on classic HAR (HARSJ) over time are 0.6212 (0.3392) and 0.5776 (0.3714), respectively, for the two data sets. This implies that the classic HAR and flexible HARSJ get a larger weight in the combination in general. Furthermore, according to the plots we can see exactly in which periods the flexible model is preferred. Apparently, once a spiky increase in volatility happens, there is a downside jump for the weights (it would even last for a period). It is evident that the data-driven model is much more favorable and the classic structure may not hold when the market is volatile. In the most recent years, the estimated average weights on the classic models lie around 0.5 (especially for the indices data): this means that the two candidate models perform almost equally well when the market is relatively Tables. Moreover, given that a larger tuning parameter indicates that fewer coefficients are selected as active due to the stronger penalty, it turns out that when spikes occur, a simpler specification seems to be suggested by the flexible model. This finding is in line with the results reported by Audrino and Knaus (2016) .
The above results show that the performance of the two models seems to be different particularly during the periods when the market is under stress and is characterized by high volatilities or spikes in volatilities. To further verify this impression, we construct a sub-sample by collecting the data belonging to the extreme spikes (for example, higher than the 0.99 quantile level over the whole sample). Then we compute the forecast errors only on those extreme dates and compare the predictive accuracy between the classic and the flexible HAR (HARSJ) models. In particular, to examine the subsequent reactions to the peaks, the next 3 days afterwards are included to build the sub-sample. The SPA test is implemented on this specific sub-sample of extreme movements in volatility for the 19 indices. At the 5% significance level, the null hypothesis with the classic HAR (HARSJ) as the benchmark is rejected for 5 (13) indices, a non-negligible number. These results therefore provide empirical support for the use of a more flexible model, in particular in periods when the behavior of financial markets is more uncertain.
Conclusions
In this paper, we proposed a flexible HAR(1, … , ) model for estimating and predicting the realized volatility dynamics and employed a LASSO approach to determine the number and the time scales for the components in the HAR framework. The results show a lack of uniform and strong evidence that the fixed lag structure (1, 5, 22) can be exactly recovered by the data-driven model. In particular, we showed that the arrangement of the trader groups in the volatility cascade seems to change in different economic conditions and should therefore be adjustable to the market environment.
Furthermore, we provided empirical evidence that our flexible model is very effective in predicting realized volatilities. Although in general differences in predictive power are not found to be statistically significant with respect to the classic HAR model, we showed that allowing for more flexibility seems to be particularly convenient in turbulent financial periods, as characterized by spikes in volatilities. In fact, the construction of a super learner over time showed that when the market environment is not stable, the fixed structure (1, 5, 22) implied by the standard HAR model is generally rejected and more flexible lag structures are to be preferred. The ratio in bold implies the model performs the best in in-sample fitting among all models. The ratio in bold implies the model performs the best in out-of-sample forecasting among all models.
A Appendix
A.1 Supplementary Tables for Section 4.3
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A.2 Robustness check
Here we deliver the robustness check results of other approach in determining the tuning parameter. Alternatively, choosing λ based on the Bayesian Information Criterion (BIC) is also commonly used in empirical studies due to its computational simplicity. We compare the in-sample fitting and out-of-sample forecasting performance of the HAR-LASSO model with the ℎ -block cross-validation and BIC. The results are presented by the RMSE ratios relative to classic HAR(1, 5, 22) in Table 8 . Table 8 shows that determining λ with BIC makes the in-sample fitting of the flexible HAR model more accurate. However, we found that BIC yields quite bad forecasting performance in terms of out-of-sample.
Notes
1 We compute the acceptance rate over all sub-samples for each stock and then average them. 2 Note that without access to the original high frequency data, we were not able to compute the realized quarticity and implement the HARQ model for indices.
