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ABSTRACT
The aim of this work is to improve the modelling of ion populations in higher density, lower temperature astrophysical plasmas, of the
type commonly found in lower solar and stellar atmospheres. Ion population models for these regions frequently employ the coronal
approximation, which assumes conditions more suitable to the upper solar atmosphere, where high temperatures and lower densities
prevail. These assumptions include all ion charge-states being in the ground state, and steady-state equilibrium where there is sufficient
time for ionisation and recombination to take place. Using the coronal approximation for modelling the solar transition region gives
theoretical lines intensities for the Li-like and Na-like isoelectronic sequences which can be factors of 2-5 times lower than observed.
The works of Burgess & Summers (1969) and Nussbaumer & Storey (1975) showed the important part ions in excited levels play
when included in the modelling. As density increases metastable levels become populated and ionisation rates increase, whereas
dielectronic recombination through the highly-excited levels becomes suppressed. Photo-ionisation was also shown by Nussbaumer
& Storey to have an effect on the charge-state distribution of carbon in these regions. Their models, however, used approximations
for the atomic rates to determine the ion balance. Presented here is the first stage in updating these earlier models of carbon by using
rates from up-to-date atomic calculations and more recent photo-ionising radiances for the quiet Sun. Where such atomic rates are
not readily available, in the case of electron-impact direct ionisation and excitation–auto-ionisation, new calculations have been made
using the Flexible Atomic Code and Autostructure, and compared to theoretical and experimental studies. The effects each atomic
process has on the ion populations as density changes is demonstrated, and final results from the modelling are compared to the earlier
works. Lastly, the new results for ion populations are used to predict line intensities for the solar transition region in the quiet Sun,
and these are compared with predictions from coronal-approximation modelling and with observations. Significant improvements in
the predicted line intensities are seen in comparison to those obtained from zero-density modelling of carbon.
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1. Introduction
This paper is the first in a series of studies in which the aim is to
improve the modelling of the transition region (TR) lines, that is,
those lines emitted by the thin layer between the chromosphere
and corona (Mariska 1992). One long-standing issue regards the
strongest lines in the UV and EUV from the Li- and Na-like
ions, which are significantly enhanced, by factors ranging from
two to five, compared to their predicted values, as obtained us-
ing lines from other ions. Notable examples are the C iv and
Si iv lines, the latter being routinely observed by the IRIS satel-
lite (De Pontieu et al. 2014). This characteristic behaviour of the
Li- and Na-like ions was first noted by Burton et al. (1971),
although even earlier observations present the same problem
(see the Solar Living Review by Del Zanna & Mason 2018).
Del Zanna et al. (2002) showed for the first time that the same
problem occurs in stellar transition regions. This is an important
issue for astrophysics, not just for solar physics.
Non-equilibrium effects have long been thought to be the
most likely cause. For example, departures from ionisation equi-
librium can enhance significantly some of the ions that have long
ionisation and recombination times, as shown in Bradshaw et al.
(2004) for example, or in the case of IRIS lines by Olluri et al.
(2013) and Martı´nez-Sykora et al. (2016) for instance. Non-
Maxwellian electron distributions tend to shift the formation
temperature of the TR lines towards lower values, (see the re-
view of non-equilibrium processes by Dudı´k et al. 2017,) lead-
ing to an enhancement in predicted intensities, as shown for the
Si iv case by Dudı´k et al. (2014).
However, there are several other physical processes which
could affect the modelling of these ions and which are usu-
ally not taken into account in the literature, (see the review
by Del Zanna & Mason 2018). The main ones discussed in the
present paper are density effects on the charge-state distribution
through electron-impact ionisation and dielectronic recombina-
tion. The roˆle of photo-ionisation on the charge-state distribution
is also explored.
Burgess & Summers (1969) were the first to point out den-
sity effects on the ion balance, principally through the sup-
pression of dielectronic recombination. This was followed by
Nussbaumer & Storey (1975), who incorporated the effects of
both density and photo-ionisation in a collisional-radiative
(CR) model for carbon. The importance of the metastable lev-
els with density in the ionisation balance was expanded by
McWhirter & Summers (1984), followed by a CR modelling
suite made available to the Atomic Data and Analysis Structure
(ADAS) consortium, later described by Summers et al. (2006)
for example. Some density effects were included approximately
in modelling by Vernazza & Raymond (1979), and in mod-
elling solar irradiance measurements by Judge et al. (1995), al-
though the latter concluded that density effects alone could
not account for the large discrepancies in the intensities of Li-
like and Na-like ions. More accurate modelling of the den-
sity effects have used ADAS rates, (see e.g. Doyle et al. 2005).
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However, in most atomic databases (e.g. Chianti1, Dere et al.
1997; Del Zanna et al. 2015) and literature, density effects and
photo-ionisation are usually neglected. Charge-state distribu-
tions are used for a wide range of diagnostics, and thus it is
important that density-dependent ion populations are used when
interpreting lines from the TR, such as for the measurements of
densities (see e.g. Polito et al. 2016) or chemical abundances (as
discussed e.g. by Young 2018).
The aim here is to build a database of new atomic data and
codes to take into account these and other effects which are not
normally included in modelling. The ultimate goal is to study all
the main effects in a self-consistent way, through several steps.
To begin this process, carbon is discussed in this paper, as all the
main physical processes were included by Nussbaumer & Storey
(1975). In most cases the atomic rates available at the time were
very approximate; more accurate rates for most of the relevant
processes have been published since their work. The principal
exception is collisional ionisation by electron impact, especially
from the excited states, which is the main focus of this paper,
along with building the first stages of a CR model. In addition,
the effect of photo-ionisation is explored, since this was shown
by Nussbaumer & Storey to be an important process for carbon
in the lower TR, although it is noted that other effects, such as
opacity, are at play here. There is currently a renewed interest
in modelling the low charge-states of carbon, such as singly-
ionised C ii (see e.g. Rathore & Carlsson 2015), as spectral lines
are routinely observed by IRIS and used to study this part of the
solar atmosphere.
The next section presents an overview of the relevant atomic
processes applicable to this region, and the processes for which
new calculations have been made. In addition, it includes a dis-
cussion about how ion populations are calculated. The results of
both the atomic calculations and ion population modelling are
presented in Section 3, as well as a comparison with previous
work. The impact that the new results have on the predicted line
intensities and how they compare to observations of the quiet
Sun are demonstrated in Section 4, and brief conclusions and
the outlook for further work are given in the final section.
2. Methods
As mentioned above, for solar TR densities of Ne ≈ 1010 cm−3
there are two atomic processes which are particularly important
in shifting the formation temperature of an ion when compared
to zero-density conditions. The first one is electron-impact ioni-
sation from excited levels of the lower ionisation stages, and the
second is suppression of the dielectronic recombination rates.
In plasmas at these densities, ions are collisionally excited
and a significant proportion occupy metastable levels just above
the ground. The levels last sufficiently long that ionisation
can occur from these levels, (see for instance Mariska 1992).
Ionisation rates from those levels are faster than from the ground,
and the ensuing result will be greater populations in the next
higher charge-state compared to when metastable levels are not
present in the modelling.
Dielectronic recombination (DR) was shown by Burgess
(1964, 1965) and Seaton (1964) to be the main recombi-
nation process for the solar TR and corona. Recombination
at these temperatures for this process takes place into high-
lying levels. Recombined ions in these states will be rapidly
re-ionised by electron collisions, again causing larger pop-
ulations to exist in a higher charge-state than would be
1 www.chiantidatabase.org
present when high-lying levels are not included. Following
the discovery of the importance of DR in the solar atmo-
sphere and the first ionisation-equilibrium calculations which
included it (Burgess & Seaton 1964), many calculations have
been published over the years (e.g. Arnaud & Rothenflug 1985;
Mazzotta et al. 1998). However, the vast majority are based on
calculations at zero electron density. Indeed, even at the lower
density of the quiet solar corona (Ne = 108 cm−3) some density-
dependent effects can be present.
Many codes and CR models have been developed for atomic
fission or fusion, but are not publicly available. The original
CR model of Burgess & Summers was developed further by
Summers (1972, 1974), and then implemented within ADAS.
In most cases, the ion models were simplified by bundling lev-
els into either LS terms, configurations or bundles of n-resolved
levels. The results of the CR modelling have recently been
made available as effective ionisation and recombination rates
via OPEN-ADAS2. Several inconsistencies in the OPEN-ADAS
rates have recently been noted (Del Zanna 2019). The reasons
for the inconsistencies are difficult to ascertain, as details of the
basic atomic rates used for the modelling are not available.
The objective, then, is to build a CR model based on up-
to-date, level-resolved rates, where available. The main atomic
processes necessary to model the plasma conditions of the solar
TR are: ionisation by electron impact, photo-ionisation, radiative
and dielectronic recombination, collisional excitation by elec-
tron and proton impact, and radiative decay. Because a full CR
model including all the high-lying levels is quite complex on its
own, the first stage has primarily been to assess the effect of col-
lisional ionisation from the metastable levels and the suppression
of DR on the ionisation balance. In the future, work will include
the full modelling, which takes into account the high-lying lev-
els, as well as other processes which influence the charge-state
distribution in the TR to a lesser extent, such as auto-ionisation,
photo-excitation, charge exchange and three-body recombina-
tion. The following section describes the sources used for the
atomic rates incorporated into the model, and Section 2.2 dis-
cusses the steps taken to build the CR model itself.
2.1. Atomic processes
2.1.1. Collisional ionisation
Direct ionisation (DI) by electron impact is the main process,
although, as suggested by Goldberg et al. (1965) for some iso-
electronic sequences, additional, non-negligible ionisation can
occur via inner-shell excitation into a state above the ionisation
threshold which then spontaneously ionises (excitation–auto-
ionisation, EA). This was confirmed with experiments, (see e.g.
Crandall et al. 1979).
Many theoretical and experimental studies of DI have been
published over the years. The majority of studies have focussed
on cross-sections from the ground level, except for Be-like ions,
where ions in metastable levels are often present. For example,
Bell et al. (1983) presented a widely-used review of calculated
and measured cross-sections between ground states of the main
ions relevant for astrophysics, (it is noted that their equation 8
is incorrect). Dere (2007) used the Flexible Atomic Code (FAC,
Gu 2008) to calculate DI and EA cross-sections for electron-
impact ionisation, but only between ground states. Some of the
calculated rates were also adjusted to agree with laboratory data.
Together with the improved DR rates from the DR project, these
2 open.adas.ac.uk
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rates formed a new, reference ionisation equilibrium, which was
released for Chianti v.6 (Dere et al. 2009).
Therefore, since rates are required for each level included
in the model, it has been resolved to calculate all the DI cross-
sections for the ground and excited states using FAC, as de-
scribed below. The approach here differs from that of Dere
(2007) in that the rates will not normally be adjusted to agree
with experiment, especially since ions in excited states can be
present, which affects the cross-sections measured. In fact, a
large scatter (often beyond the quoted experimental uncertain-
ties) in the laboratory measurements is present. This scatter and
the differences with calculated values can be used as a measure
of the uncertainty in the cross-sections, and will be used in a
follow-up paper to provide uncertainties in the charge-state dis-
tribution.
It has been noticed that, where the threshold for EA is close
to that of DI, the EA rates can have an observable effect on
ion populations. Consequently, level-resolved EA cross-sections
have also been calculated for ground and excited states, this time
using Autostructure (AS, Badnell 2011). For each case, the cal-
culations have been benchmarked with available theoretical and
experimental studies.
For the modelling, the rate-coefficient3 for a collisional pro-
cess taking place from an initial level j to a final level i is related
to the cross-section by:
Ci j =
∫ ∞
v0
v σi j(v) f (v) dv , (1)
where v is the velocity of the impacting particle, f (v) is the ve-
locity distribution of these particles, the limits of the integral are
from the ionisation-threshold velocity to infinity, and σi j(v) is
the cross-section for the process. The velocity distribution will
be Maxwellian in thermal equilibrium. The rate-coefficient is
multiplied by the number density of free particles involved in
the collision to give the rate at which transitions from j to i take
place.
2.1.2. Recombination
For radiative recombination (RR), rates calculated by Badnell
(2006) are used. For the DR rates at zero density, the values cal-
culated by the DR project, led byN.R. Badnell (see Badnell et al.
2003), are used. They are significantly different than the original
rates used in the CR modelling by Burgess & Summers.
Since this is the first stage in the modelling and high-lying
levels have not been included, the total RR and DR rates from
each of the ground and metastable levels of the recombining ion
are used. Total recombination rates from an initial level in the
recombining ion are the sum of recombination rates from that
initial level to every possible level in the recombined ion. In this
model, the total rates are applied to the ground level in the re-
combined ion. Although this may appear to overstate popula-
tions in the ground, collisional excitations and radiative decays
are orders of magnitude faster than ionisation and recombina-
tion rates. Consequently, level populations in the recombined
ions rapidly reach their equilibrium values before further ioni-
sation or recombination takes place. Testing this method against
using partial recombination rates into individual levels of the re-
combined ion shows in the case of RR from C iv into C iii, for
example, a difference of 0.2% in the ion populations.
In order to assess suppression of DR when density increases,
Nikolic´ et al. (2013) suggested recently an empirical formula to
3 The rate-coefficients are being made available in electronic form
reproduce the DR suppression calculated by Summers (1974).
This is used to ‘correct’ the new zero-density DR rates, in or-
der to indicate when a density-dependent CR model is required.
The main assumptions in this were that: a) the effective recom-
bination rates provided by Summers (1974) were only due to the
DR process; and, b) the behaviour with density would be the
same as it would be calculated with the new DR rates. The ap-
proach does, however, apply only to total recombination rates
and not to level-resolved rates. It is noted that Young (2018)
used the DR project rates in combination with this approximate
estimate of their suppression, using a corrected version of the
Nikolic´ et al. approach, (which was published shortly afterwards
(Nikolic´ et al. 2018)).
The effect of density on DR has been approximated here
by following a similar approach to Nikolic´ et al. (2013, 2018).
Unlike Nikolic´ et al., here the DR suppression is estimated di-
rectly from the Summers (1974) rates, rather than relying on an-
alytical formulae. This is carried out for every ion by calculating
at each temperature point the ratio of the effective recombination
rate at the particular density of interest to the effective recombi-
nation rate at the lowest density in the tables, Ne = 104 cm−3.
The total DR rates of Badnell et al. at each temperature point are
multiplied by this ratio to estimate the suppressed DR rate for
the density in hand.
2.1.3. Collisional excitation and radiative rates
For most ions, atomic data from Chianti v.8 (Del Zanna et al.
2015) for collisional excitation (by electron and proton im-
pact) and radiative decay has been used. For C iii, the improved
collisional excitation calculated by Ferna´ndez-Menchero et al.
(2014) has been incorporated.
2.1.4. Photo-ionisation
Photo-ionisation can also be important in the lower TR,
as shown by Nussbaumer & Storey. Estimating the photo-
ionising radiation is not a trivial issue. On-disc observations
in the UV and EUV are strongly affected by solar variation.
Irradiancemeasurements are in principle better but include limb-
brightening effects. Variations of the radiances with the so-
lar cycle can be significant, also (Andretta & Del Zanna 2014;
Del Zanna & Andretta 2015).
The photo-ionising radiation used in the present model is
derived from the quiet-Sun irradiances observed by the Solar
Dynamics Observatory EVE instrument in the EUV, as reported
by Woods et al. (2009). This set of data has a wide spectral
range, which covers the appropriate wavelengths for all ion
stages of carbon. The irradiances were cross-checked with the
higher-resolution radiances given by Curdt et al. (2001), as ob-
served by the Solar Heliospheric Observatory SUMER instru-
ment. Its narrow range meant it was not suitable to be used for
the rates, but comparisons showed good overall agreement with
the radiances derived from Woods et al.
The solar radiation adopted by Nussbaumer & Storey was
taken from a variety of sources. The main source used in the
work was Malinkovsky et al. (1973) for the EUV. It is noted that
these are irradiance observations obtained when the Sun was
very active (see Del Zanna 2019); it is not straightforward to
convert irradiances to radiances in this case. In fact, even for
normal, quiet-Sun conditions different spectral lines have a dif-
ferent limb-brightening, as discussed by Andretta & Del Zanna
(2014). In some cases, radiances turned out to be incorrect by
3
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factors of about 2, (see Del Zanna & Andretta 2015, and refer-
ences therein).
The analytical fits to the Opacity Project, R-Matrix cross-
section backgroundsderived by Verner et al. (1996), widely used
in the literature for modelling, are not suitable for the level-
resolved picture since they give total rates only from the ground
level. In this CR model it would not take account of photo-
ionisation of ions in excited levels, nor the differing ionisation
rates of those levels. Consequently, level-resolved cross-sections
are used, as calculated by Badnell (2006) and made available on
the APAP Network website4. These were checked by comparing
the total rates of the ground level with the Verner et al. fits, and
were found to be in very good agreement.
The matrix elements for photo-ionisation from a bound level
j to a final level i are given by:
αPIi j = 4π
∞∫
ν0
σi j(ν)
hν
Jν dν , (2)
where ν0 is the threshold frequency below which the bound-free
cross-section σi j(ν) is zero.
Jν =
∆ Ω
4π
Iν = W(r) Iν , (3)
where W(r) is the dilution factor of the radiation, that is, the
geometrical factor which accounts for the weakening of the ra-
diation field at a distance r from the Sun, and Iν is the averaged
disc radiance at frequency ν.
2.2. Collisional-radiative modelling
The population Nz
i
(for each temperature) of an ion with charge
z+ in a level i can be obtained from:
dNz
i
dt
=
∑
j
Cz
i j
Nz
j
+
∑
j
S z−1
i j
Nz−1
j
+
∑
j
Rz+1
i j
Nz+1
j
−
∑
j
Cz
ji
Nz
i
−
∑
j
S z
ji
Nz
i
−
∑
j
Rz
ji
Nz
i
,
(4)
where Cz
i j
represents the collisional-radiative matrix element for
processes within an ion from level j to level i, S z
i j
is the matrix
element for ionisation processes from level j of charge-state z+
into level i of the next higher charge-state, and Rz
i j
is the element
for recombination processes out of level j in charge-state z+ into
level i of the next lower charge-state. In addition, there is the
normalisation condition that the total ion populations should be
equal to the elemental abundance: N(X) =
∑
z N
z. In ionisation
equilibrium,
dNz
i
dt
= 0.
The usual method to calculate ion charge-states at zero den-
sity (as in e.g. the Chianti database) is to consider the total ioni-
sation and recombination rates between successive charge-states
considering only the ground states. The relative population of
two ions is then obtained directly from the ratio of the total ion-
isation and recombination rates at each temperature.
To take into account density effects, a level-resolved model
has been developed in which all the main fine-structure levels
for the carbon ions have been included. Matrices which include
all the main rates were built for each ion. The matrix elements
for the processes occurring within one ion were obtained in the
4 www.apap-network.org
same way as in the Chianti package. They include collisional ex-
citation and de-excitation by electron and proton impact, photo-
excitation and -de-excitation, plus radiative decay. The other el-
ements of the matrices, for transitions between ions, were popu-
lated using the ionisation and recombination rates for the ground
and metastable levels which were described above. The popula-
tions of all the levels for all ions are then solved at once. This is a
novel approach; it uses a significant modification of the Chianti
codes, and has been written in IDL. Part of these codes have
been included in v.9 of Chianti (Dere et al. 2019), where a ma-
trix for two ions at once is solved, to calculate the intensities of
the satellite lines.
3. Results
3.1. Atomic data
3.1.1. Direct ionisation
Level-resolvedDI cross-sections for each charge-state of carbon,
up to C v, were computed using the semi-relativistic, distorted-
wave (DW) method as implemented in FAC. Comparisons were
made with available experiments and theoretical calculations
in order to validate the results. Experiments where ions in
metastable levels are present provide a valuable way of validat-
ing cross-sections for both ground and metastable levels at the
same time, so long as the populations of ions in metastable lev-
els are known to a reasonable degree of accuracy.
To model the C ii populations effectively, C i ionisation rates
are required. Relatively recently, Abdel-Naby et al. (2013) car-
ried out theoretical cross-section computations, utilising R-
Matrix, time-dependent close-coupling (TDCC) and DW meth-
ods. However, they did not give a sufficiently high energy range
to be able to use the results for ionisation rates. Calculations of
ionisation cross-sections were made with FAC, whilst bearing
in mind the known shortcomings of the DW approximation for
near-neutral charge-states. The main experiment used for com-
parison has been Brook et al. (1978), which Bell et al. (1983)
and Suno & Kato (2007) use for their recommended data.
For the ground state, the non-perturbative R-Matrix and
TDCC calculations of Abdel-Naby et al. lie very close to the ex-
perimental data. Their DW result lies 18% above the other re-
sults at the peak. For the same level, the FAC cross-section is
almost 30% above the recommended data, as shown in Figure 1.
For the first excited configuration 2s 2p3, the DW calculations
from FAC and Abdel-Naby et al. lie 39% and 24% above TDCC
values, respectively. For ionisation from the 2s 2p2 3l configu-
rations, FAC is equal to the TDCC calculations, while their DW
results diverge.
For rate-coefficients, accuracy in the near-threshold be-
haviour of the cross-section is important, which can be another
shortcoming of the DW approach.A simple reduction of the FAC
cross-sections by 30% does not resolve the situation. To solve
the problem and provide rates for the model, the recommended
data of Bell et al. has been adjusted in height, based on the ra-
tio of the FAC excited level cross-sections to the FAC ground
level cross-section. The scaled energies of Bell et al. were con-
verted to incident energies by using the FAC ionisation-threshold
energies for each level, which were in good agreement with
Abdel-Naby et al.
For C ii, Bell et al. (1983) follows the experiment of
Aitken et al. (1971) for recommended values because
Hamdan et al. (1978) has noticeable below-threshold val-
ues. A later experiment by Yamada et al. (1989) has no
4
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Fig. 1. Configuration-average direct ionisation cross-section for
C i ground state; blue solid line - this work, green dash-dotted -
Bell et al., purple dashed - Abdel-Naby et al. TDCC, red dotted
- Abdel-Naby et al. DW.
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Fig. 2. Direct ionisation cross-section from C ii ground level;
solid blue line - this work, red dotted - Chianti v.8, green dashed
- Bell et al., orange circles - Yamada et al..
below-threshold behaviour and lies a few per cent below
Aitken et al. Figure 2 shows that the FAC ground level cross-
section follows a very similar energy distribution and peaks
just a few per cent above Bell et al. Chianti uses the ground-
level cross-section of Dere (2007), who also used FAC. The
R-Matrix result of Ludlow et al. (2008) is very close to the
Yamada et al. experiment. The only available comparison for
the metastable term is with the work of Ludlow et al. Their
configuration-average, DW cross-section is 5% higher than this
work, but their term-resolved, R-Matrix cross-section is 25%
higher, although the R-Matrix result includes EA, (see Section
3.1.2). The rate-coefficients in Chianti for the ground level are
10% lower than this work.
For C iii, the FAC cross-section for the ground state lies
close to the DW work of Younger (1981) and 10% above the R-
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Fig. 3. Direct ionisation cross-section for C iii ground level; blue
solid line - this work, green dashed - Younger, red dash-dotted -
Fogle et al. R-Matrix, purple dotted - Chianti v.8.
Matrix values of Fogle et al. (2008), which are shown in Figure
3. Chianti is a further 10% higher. The cross-section of the ex-
cited term 2s 2p 3P in the current work is very close to the ear-
lier DW calculation of Younger and less than 10% higher than
the R-Matrix approach. The Fogle et al. experiment was able to
determine the proportion of metastable ions in the beam more
accurately, but they have fewer energy points and a larger scatter
than Woodruff et al. (1978). Woodruff et al. also has more en-
ergy points close to threshold, which is useful for comparing
with the EA calculations discussed in Section 3.1.2. Falk et al.
(1983) estimates the Woodruff et al. metastable fraction to be
40% and comparison with the R-Matrix cross-sections com-
bined according to these populations suggests this is reasonable
(Figure 4). An estimated uncertainty of 20% in the metastable
population (c.f. the 15% uncertainty in the Fogle et al. experi-
ment) is shown by the dashed lines either side of the combined
DI cross-sections from this work. It is seen that the theoretical
cross-sections are almost entirely within the experimental un-
certainties. The rate-coefficients calculated using the FAC cross-
sections and a Maxwellian electron distribution are all within
10% of the Fogle et al. R-Matrix rate-coefficients for this ion.
Bell et al. considered the C iv values of the Crandall et al.
(1979) experiment to be too low and recommended the the-
oretical results of Jakubowicz & Moores (1981) Coulomb-
Born-Exchange approximation. Dere (2007) is close to the
Knopp et al. (2001) experimental values. Calculations from FAC
lie less than 10% below Bell et al. Similarly, for C v the ground
state cross-sections are close to Bell et al. (1983), who be-
lieved the Crandall et al. (1979) experimental technique pro-
duced inherently high values for this ion. Dere (2007) matches
Crandall et al.
3.1.2. Excitation–auto-ionisation data
To calculate the cross-sections for EA requires data from sev-
eral processes: collisional excitation, auto-ionisation and radia-
tive decay. A bound electron is collisionally excited to an auto-
ionising state above the threshold, and then it may either sponta-
neously ionise or decay. Calculating EA cross-sections involves
5
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Fig. 4. Combined direct ionisation cross-section for C iii with 40%
metastable population; blue solid line - this work, blue dashed - differ-
ence in cross-section owing to metastable population uncertainty, green
dotted - Younger, red dash-dotted - Fogle et al. R-Matrix, orange circles
- Woodruff et al. experiment.
multiplying the excitation cross-section to a level by the auto-
ionisation branching ratio from that level, and summing over
all levels which lie above the ionisation threshold. The auto-
ionisation branching ratio is the probability that auto-ionisation
takes place instead of decay. The EA cross-section for an ion
in an initial level j to ionise to a final level i in the next higher
charge-state, through a collision with a free electron with energy
ǫ, is given by:
σ EAi j (ǫ) =
∑
p
σp j(ǫ)
Aa
ip∑
q A
a
qp +
∑
s A
r
sp
, (5)
whereσp j(ǫ) is the electron-impact excitation cross-section to an
auto-ionising level p, Aa is the auto-ionisation rate and Ar is the
radiative decay rate. The sum over p is for excitations to all lev-
els within the ion over the ionisation limit, the sum over q is for
all possible final levels in the next higher charge-state to which
the ion may spontaneously ionise, and the sum over s is for all
possible levels to which radiative decay may take place within
the existing ion. Autostructure was used to obtain data for the
required processes, which were then combined to create level-
resolved rate-coefficients, which are available online. Only exci-
tations to energy levels shown by NIST5 (Kramida et al. 2018)
to be above the ionisation limit were included.
As mentioned in Section 3.1.1, the DW method is less
reliable for neutral and near-neutral charge-states. This was
observed when computing EA cross-sections for C ii, which
showed variations of factors of two to three in the cross-section
depending on the structure of the ion. To resolve this, the struc-
ture used by Liang et al. (2012) for carbonwas utilised. This pro-
duced a total EA cross-section for the ground term, 2s2 2p 2P,
which has a peak of 1.2×10−17 cm−3 at 55 eV, (c.f. the DI cross-
section in Fig. 2). At the same energy, the Ludlow et al. (2008)
DW cross-section is 20% higher. Their R-Matrix cross-sections
include both DI and EA. Compared to those results, the total DI
and EA cross-section from this work is 26% higher at the peak.
5 physics.nist.gov/asd
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Fig. 5. Total collisonal ionisation cross-section for C ii
metastable term, 2s 2p2 4P; blue solid line - this work,
blue dotted - this work (DI only), red dashed - Ludlow et al.
R-Matrix.
The conclusion of Ludlow et al. noted how electron coupling ef-
fects, which are inherently included in R-Matrix calculations,
can reduce total cross-sections by 15-35%. For the metastable
term, 2s 2p2 4P, the total DI and EA cross-section at the peak is
8% below their R-Matrix cross-section (Figure 5).
The uncertainty observed in the cross-sections, which
arose from differences in structure, was also seen in the
rate-coefficients. Because of this variability, the EA rate-
coefficients were computed using the R-Matrix, thermally-
averaged collision-strengths from Liang et al. in combination
with AS auto-ionisation data, which was calculated using an
identical structure. Since the R-Matrix collision-strengths only
include outer-shell excitations, inner-shell EA has been added
to the rate-coefficients by using AS DW excitation and auto-
ionisation data with the same structure. Inner-shell EA con-
tributes significantly less to the total EA over most of the tem-
perature range for this ion. As an example of the contribution
made by EA for this ion, at 40,000 K the ground level, EA rate-
coefficient is one-third of the ground level, DI value. Because of
the uncertainty found with the DW approximation for C ii and
the absence of similar R-Matrix excitation data for C i, no at-
tempt has been made to produce EA rate-coefficients for C i at
this stage.
For C iii, EA from the ground and metastable levels is pos-
sible through excitations of the 2s2 and 2s 2p electrons to the
2p 4d 3D term and above followed by auto-ionisation to the
ground level of C iv (c.f. Loch et al. 2005). This is seen in the
cross-section shown in Figure 6. The inner-shell cross-section
of this work is within 5% of Chianti, which does not have the
outer-shell excitations. The main contributions for the ground
level come fromweaker two-electron transitions, whereas for the
metastable 2s 2p 3P term the dominant contributions come from
one-electron excitations. Consequently, the metastable-term EA
cross-section is an order of magnitude higher, which is in agree-
ment with the value given by Loch et al. (2005), that is, about
10% of the DI value. For EA from ground and metastable levels
to final levels in C iv above the ground level the only contribution
to EA is from K-shell excitations.
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Fig. 6. Total EA cross-section for C iii ground level; blue solid
line - this work, green dashed - Chianti v.8.
Cross-sections were much less prone to variations caused
by the structure than for C ii; differences in structure altered
the results by 10% at the most. However, owing to sensitivity
of the collision-strengths to the mixing coefficients and weak,
two-electron excitations from the ground, EA rate-coefficients
were affected by which approximation was used for the scatter-
ing computation. Consequently, EA rate-coefficients were com-
puted using R-Matrix collision-strengths and AS auto-ionisation
data, in the same way as for C ii. This time, the excitation
data was from Ferna´ndez-Menchero et al. (2014). Using the R-
Matrix data also has the advantage of including the resonance
contributions. Again, since only L-shell excitations are available
for C iii in Ferna´ndez-Menchero et al., to these were added uni-
tarised DW, K-shell contributions, employing the same structure
as the R-Matrix data. Inner-shell EA becomes noticeable in the
rate-coefficients for temperatures above 106 K when calculated
with a Maxwellian electron distribution.
A comparison close to the threshold of the total ionisation
cross-section of C iii with the experiment of Woodruff et al. is
shown in Figure 7. It may be possible to observe some peaks
close to the relevant thresholds, but, given that the combined un-
certainties in the metastable population and cross-section mea-
surement is greater than the EA contribution, these may simply
be scatter in the results.
For C iv inner-shell excitations provide the only possibility
for EA to take place. The cross-section for the ground level is
within 10% of Chianti. Teng et al. (2000) estimated the uncer-
tainty in their experimental values to be 20-30%, which encom-
passes both of the cross-sections shown here (Figure 8). The
DW rate-coefficients agree with the R-Matrix rate-coefficients,
produced from the thermally-averaged collision-strengths calcu-
lated by Liang & Badnell (2011), to within 5%, but the R-Matrix
ones are made available here for the sake of completeness.
3.1.3. Multiple-ionisation cross-sections
Hahn et al. (2017) compiled a set of experimental, multiple-
ionisation cross-sections for a wide range of astrophysically rele-
vant ions. From these, they provided geometrical fitting formulæ
to reproduce the cross-sections. The formulæ they provided for
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Fig. 7.Combined total ionisation cross-section for C iiiwith 40%
metastable population; blue solid line - this work, blue dashed -
difference in cross-section owing to metastable population un-
certainty, green dotted - Younger, red dash-dotted - Fogle et al.
R-Matrix, orange circles - Woodruff et al. experiment.
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Fig. 8. Total EA cross-section for C iv ground level; blue solid
line - this work, green dashed - Chianti v.8, red dash-dotted -
Teng et al. experiment.
cross-sections have been used to calculate rates, which were in-
cluded in the CR model.
Double, direct ionisation produces cross-sections which are
between 0.5% and 4% of single DI values. Ionisation followed
by auto-ionisation is about an order of magnitude lower than
double DI, except in the case of C ii, where it is comparable,
but at an higher threshold. Triple DI is two orders of magni-
tude less than double DI, and has not been included in the mod-
elling. Another factor to bear in mind for the CR model is that
the threshold for double ionisation is much higher, and so, com-
pared to single ionisation, the rates will be significantly lower.
The rates may be more significant with non-Maxwellian elec-
trons distributions which have a strong high-energy component.
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Fig. 9. Effect with density of level-resolved, collisional ionisa-
tion on the CR model; blue dotted line - Chianti v.8, green dash-
dotted - this work at 104 cm−3 density, red dash-dot-dotted - 108
cm−3, purple dashed - 1010 cm−3, black solid - 1012 cm−3.
3.2. Collisional-radiative model
As described in Section 2.2, all rates available in Chianti except
collisional ionisation were imported into the model, followed
by the collisional- and photo-ionisation rates calculated in this
work. The effect of each of the processes is determined first by
running the model in the coronal approximation, that is, a single,
ground-level ion with total rates between neighbouring charge-
states. This assists identifying the principal effect each process
has on the charge-state distribution. Thereafter, the model is
switched to level-resolved modelling for each of the atomic pro-
cesses to determine the full effect on the ion populations. From
Chianti, data is imported from 42 levels of C i, 204 levels of C ii,
238 of C iii and 331 of C iv. The remaining charge-states are
each modelled as a single level. These ion models are valid for
solar densities, up to flare densities of Ne = 1013 cm−3.
3.2.1. CR model with collisional ionisation from metastables
It is at densities which redistribute ion populations to terms
above the ground term that produce the first noticeable ef-
fects of shifting the temperature formation of ions in the level-
resolved model, compared to the single-level model. For C i, the
term above the ground is populated at a density of 104 cm−3.
Therefore, the difference in C i populations at this density be-
tween the single-level model, which is used by Chianti, and the
level-resolved model of this work is owing to ionisation occur-
ring from the metastable levels (Figure 9). For C ii and C iii, how-
ever, the term above the ground is not appreciably populated un-
til the density reaches 108 − 1010 cm−3. Consequently, the dif-
ference between the populations of the single-level and level-
resolved models for those ions at densities lower than 108 cm−3
arises from the differing ionisation rates for the ground term be-
ing used by each model. At 1010 − 1012 cm−3 the metastable
populations have reached statistical balance in these ions, and
so, above these densities, the effect collisional ionisation plays
through metastable levels reaches saturation. To illustrate these
effects, at 40,000K the total C ii population is 47% with a den-
sity of 104 cm−3, 45% at 108 cm−3, 34% at 1010 cm−3 and 31%
at 1012 cm−3.
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Fig. 10. Changes in the effect of level-resolved, collisional ion-
isation on the CR model at 1010 cm−3 density when EA is ex-
cluded; black solid line - this work with EA, red dashed - this
work without EA, blue dotted - Chianti v.8.
The changes in the ionisation balance also affect the temper-
ature at which ions peak in their abundance. At a density of 1012
cm−3 C ii now forms its peak at 21,000K, instead of 24,000K
at zero density; for C iii it is now at 56,000K from 76,000K,
and forms 92% of the population at the peak, instead of 87%.
C iv witnesses a 55% increase in abundance at its peak, from a
fractional population of 0.29 to 0.45. Since it has no metastable
levels, the ionisation rates of C iv do not change with density,
and so the increased populations seen in both C iv and C v are
attributable to the formation of C iii at lower temperatures in the
level-resolved model.
Many CR models only include K-shell EA, (see e.g.
Arnaud & Rothenflug 1985; Avrett & Loeser 2008). However,
the threshold energy is far above the formation temperatures of
the ions, and makes negligible changes to the ion populations. It
is outer-shell EA that is making an equal contribution to DI in the
shift in ion formation (Figure 10). Goldberg et al. (1965) indi-
cated that EA would make an important contribution to ion pop-
ulations for B-like O iv, but not for Be-like O v. For carbon, EA
is seen to be important for both B-like and Be-like ions. Since
the ionisation potential of C i is small, there would be many ex-
cited configurations which would contribute to EA of this ion,
and so it is reasonable to expect the formation temperature of
this ion would be lowered further. This would broaden the tem-
perature range over which C ii forms, increasing its contribution
to emission. Multiple ionisation has no noticeable influence on
the charge-state distribution in these conditions.
3.2.2. CR Model with DR suppression
Although DR suppression is only approximated here, it gives
clues to the behaviour seen in full CR models, in which high
n levels are included. Looking at the impact of DR suppres-
sion on the single-level, coronal-approximation model first, in
order to separate this phenomenon from the effect of collisional
ionisation, the only noticeable effect on C i is in the reduction
of populations at the higher temperature end of its formation,
above log Te(K) = 4.1 (Figure 11). This can be accounted for
in the DR rates of C ii, which are at their weakest in the range
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Fig. 11. Effect with density of DR suppression on the ground-
to-ground CR model; blue dotted line - Chianti v.8, green dash-
dotted - this work at 104 cm−3 density, red dash-dot-dotted - 108
cm−3, purple dashed - 1010 cm−3, black solid - 1012 cm−3.
2,000-15,000K. Suppressing these rates has little impact on the
charge-state distribution.
The DR rates for C iii are strong in the region of
log Te(K) = 4.6–5.9, explaining the greater effect between
the populations of C ii and C iii at temperatures above
log Te(K) = 4.5. The suppression causes a shift in the peak abun-
dance of C iii from 76,000K to 55,000K and the peak population
from 0.87 to 0.93 at a density of 1012 cm−3 compared to zero
density, which is similar to the effect level-resolved, collisional
ionisation has on the model.
The consequent effect of lowering the formation temperature
of C iii is, again, to substantially increase abundance of C iv. This
time, the peak abundance of C iv increases from 0.29 at density
104 cm−3 to 0.56 at 1012 cm−3, a rise of 93%, more significant
than the rise seen with collisional ionisation.
The behaviour seen in C iv through density suppression of
DR is explained by two factors. Firstly, the DR rate from C iv is
much larger than radiative recombination at its formation tem-
perature. Thus, suppressing the DR rate causes more ions to re-
main in this ionisation stage, and reducing the populations in
the stage below. Secondly, it is explained by a relatively small
change in abundance of C v. Physically, this is based on the
closed-shell nature of C v. The ions will be almost completely in
the ground level, which requires large free-electron energies to
excite bound, K-shell electrons to the next, L-shell level in order
for DR to occur. Thus, the C v DR rates are not significant until
temperatures rise above 106 K, far higher than where C iv forms.
The ions are being formed by the interplay of collisional ioni-
sation of C iv and radiative recombination from C v, processes
which have significantly lower thresholds. Consequently, sup-
pressing DR has little effect in reducing recombinations from
C v into C iv.
3.2.3. CR Model with both metastable ionisation and DR
suppression
Taking density effects on the model through the combination of
level-resolved collisional ionisation and dielectronic recombina-
tion suppression, (shown in Figure 12,) the change between C i
and C ii comes through ionisation of the metastable levels in C i.
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Fig. 12. Combined effect with density of level-resolved, colli-
sional ionisation and DR suppression on the CR model; blue
dotted line - Chianti v.8, green dash-dotted - this work at 104
cm−3 density, red dash-dot-dotted - 108 cm−3, purple dashed -
1010 cm−3, black solid - 1012 cm−3.
Between C ii and C iii, the individual effects of collisional ionisa-
tion and DR suppression are comparable and both contribute to
lowering the peak formation temperatures. Level-resolved ioni-
sation from C iii has a lesser impact on the population of C iv,
and so it is the DR suppression of C iv that is influencing its
increase in population the most. Since there are no metastable
levels in C iv, the only increase in formation of C v at a lower
temperature is owing to the increased population of C iv.
Looking at the charge-state distribution as a whole, the re-
duction in temperature at which C i ionises combined with al-
most no change in the formation temperature of C v means there
is a wider range over which the intervening ionsmay form. There
is a consequent shift towards lower temperatures and higher peak
abundances for those ions.
3.2.4. Photo-ionisation effect on ion populations
PI rates become weaker with increasing charge-state, such that
C v and C vi are unaffected by this process; collisional processes
are dominating the higher density plasma conditions typical of
the solar and stellar atmospheres which are being modelled here.
Since the PI rates are independent of temperature and density, in
conditions of higher density the collisional rates dominate. So,
based on the quiet-Sun radiances used in this model, at densi-
ties above 1012 cm−3 the charge-state distributions when PI is
included are the same as those without PI. Another consequence
of this aspect of the PI rates is that at lower densities, such as TR
densities of around 1010 cm−3, the usual formation curves of C iii
and C iv exist, but a small population of C iii (12%) is present at
lower temperatures, arising from PI of C ii (Figure 13).
Since the PI rates depend on the particular radiances present
for each of the transitions, it is difficult to determine systematic
differences when switching between the coronal approximation
and the level-resolved model. In the particular scenario simu-
lated here, in the ground-to-ground model where total rates are
used for all the processes, the C iii population is 7% at 20,000 K,
instead of 12%. The scenario demonstrates, as with collisional
ionisation, level-resolved photo-ionisation produces greater pop-
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Fig. 13. Effect of photo-ionisation on the level-resolved CR
model at 1010 cm−3 density; black solid line - this work with-
out PI, red dashed - this work with PI.
ulations in the next higher charge-states because of the faster
ionisation rates from metastable levels.
Stronger radiances in other conditions, when active regions
are present or during flares, for instance, should result in greater
population shifts towards higher charge-states.
3.2.5. Comparisons with other CR models
Now that the basic model has been built, it is possible to com-
pare it with the results of earlier works (Figure 14). Although
there are many processes at play in a full model, it may be possi-
ble to explain several of the differences between the two models.
The C ii ionisation cross-section used by Nussbaumer & Storey
is from the approximation of Lotz (1968), which is noticeably
below experiment for this particular ion. They also included
fewer excitations to auto-ionising states above the threshold,
leading to further differences with this work in the ionisation
rates of C ii and C iii. Nussbaumer & Storey could also be dif-
ferent with these ions and for C iv because they use the general
formula of Burgess & Summers (1969) for DR. Density effects
on the population of C iv can certainly be seen in the work of
Summers (1974), but it is being formed at an higher temperature
than Nussbaumer & Storey and this work. It suggests the model
may have used either slower ionisation or faster recombination
rates, or a combination of both. Comparisonwith the later ADAS
modelling, which updated the work of Summers and uses both
the DR rates and modelling described in Badnell et al. (2003),
shows similar results to the current work.
Comparing the case with photo-ionisation included (Figure
15), differences in radiation field and PI cross-sections can rea-
sonably be expected to produce variations between the two
models; Nussbaumer & Storey used radiances from a quiet Sun
where some active regions were present. Allowing for this, it is
possible to note the similarities in the overall charge-state distri-
bution, especially considering the difference in C ii collisional-
ionisation rates between the two models, as seen above in the
case without PI.
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Fig. 14. Comparison of the CR model with other works at
1010 cm−3 density; black solid line - this work, red dashed -
Nussbaumer & Storey, blue dash-dotted - Summers.
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Fig. 15. Comparison of the CR model and other work at 1010
cm−3 density when photo-ionisation is included; black solid line
- this work, red dashed - Nussbaumer & Storey.
4. Modelling the quiet-Sun transition region
In order to test how much the present ion populations could af-
fect plasma diagnostics, a means of comparing the results with
observations is now discussed. One diagnostic technique in-
volves predicting the line intensities using a given set of ion pop-
ulations, and comparing them with actual line intensities.
Since the conditions to which this CR model most applies
is for the solar TR, tests against the line emission from that re-
gion will be made. The technique used to calculate the theoret-
ical line intensities is known as differential emission measure
(DEM) modelling, (as described e.g. by Del Zanna & Mason
2018). It uses the observed line intensities to estimate the amount
of plasma present along the line of sight. The technique can
be used in situations where the temperature distribution of the
plasma varies smoothly along the field of view, which is a rea-
sonable assumption for these solar conditions. It uses ion and
level populations from the modelling, radiative decay rates and
solar elemental abundances, along with the plasma density dis-
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tribution with height, in order to calculate the expected intensity
of each line. The DEM technique is also used for other purposes,
such as determining elemental abundances, for instance.
The DEMmodelling is dependent on ion populations, which
is the very quantity being tested here. As a result, ion populations
which have been previously published should be used to calcu-
late the density distribution of the plasma with height based on
observed line intensities. Once this has been established, the pre-
dicted intensities using the carbon ion populations from the dif-
ferent types of modelling can be calculated, and compared with
observations.
4.1. Method to compare the CR model with observations
The modelling of the quiet-Sun TR observed on-disc is con-
sidered. The present analysis differs from the one in Del Zanna
(2019), as EUV irradiances in the 60–1040 Å range were used
there. It also differs from the analysis presented in Parenti et al.
(2019), as data from a narrow UV range obtained by the SoHO
Solar Ultraviolet Measurement of Emitted Radiation (SUMER)
instrument was used. The radiances used to calculate the photo-
ionisation rates in Section 2.1.4 are not used for the DEM be-
cause they do not extend to wavelengths which are important for
carbon line emission in the TR.
As a baseline, the quiet-Sun UV and EUV radiances
obtained with the Skylab SO55 Harvard instrument by
Vernazza & Reeves (1978) are used here because of the more
extended spectral range. The 35% radiometric uncertainty and
spectral resolution of about 1.6 Å of the instrument are noted.
Only a few, relatively unblended, strong lines are selected,
formed at temperatures close to those of C ii - C iv. Much bet-
ter spectra in the UV (in terms of spectral resolution and ra-
diometric calibration) were obtained by SUMER. However, as
pointed out by Wilhelm et al. (1998), very good agreement be-
tween the SUMER and Skylab SO55 quiet-Sun radiances is
present when lines relatively bright and isolated are considered.
The Skylab radiances have therefore been supplemented with
a few among those reported by Wilhelm et al. (1998) for the
quiet Sun during the 1996 solar minimum. Often, good agree-
ment is found with the quiet-Sun radiances obtained by OSO-4
(Dupree 1972). As shown by Andretta & Del Zanna (2014) and
Del Zanna & Andretta (2015), solar-cycle variations of quiet-
Sun radiances and irradiances for TR lines are smaller than
the calibration uncertainties. For weaker or unresolved lines the
quiet-Sun SUMER radiances of Parenti et al. (2005) have been
considered, although it can be seen that some noticeable dif-
ferences with both the Skylab SO55 and SUMER radiances of
Wilhelm et al. (1998) are present.
Chianti v.8 atomic data (Del Zanna et al. 2015) was used and
the Asplund et al. (2009) photospheric abundances. The DEM
modelling was carried out with the improved version released
in Chianti v.9 (Dere et al. 2019). It uses MPFIT to find the best
solution, assuming the DEM is a spline distribution.
The intensity of the vast majority of the strongest spectral
lines is largely independent of density. However, some TR lines
are sensitive to the varying density in the lower part of this
region. It is customary to model TR lines with constant pres-
sure, and the value selected for this work was 3×1014 cm−3 K−1,
obtained from the model atmosphere given by Avrett & Loeser
(2008). The effective temperature of a line is given by:
Teff =
∫
G(T ) DEM(T ) T dT /
∫
G(T ) DEM(T ) dT ,
which is an average temperature more indicative of where a line
is formed. As the DEM increases exponentially towards lower
temperatures, Teff is normally much lower than Tmax, the tem-
perature where the contribution function G(T ) of a line has a
maximum. In turn, Tmax is normally higher than the temperature
of maximum ion population in equilibrium.
4.2. Results of the DEM modelling
As a baseline, the zero-density Chianti charge-state distributions
for all ions were used to determine the DEM from the observed
lines. Carbon lines were excluded from this process so that the
results for carbon from zero-density modelling and this work are
treated equally; it also prevents the zero-density modelling of
Li-like C iv adversely affecting the DEM. Once the DEM was
determined, the ratio of predicted to observed intensities for all
of the lines were calculated. The ratios using the Chianti ion
populations are shown in column R1 of Table 1, and the ratios
using the ion populations from this work are given in column
R2.
Table 1. Comparison of predicted and observed quiet-Sun UV
and EUV radiances.
Ion λobs Iobs Tmax Teff R1 R2
S ii 1253.80 15.9 4.50 4.41 1.05
S ii 1102.30 4.4 4.55 4.44 1.08
N ii 1085.70 36.7a 4.65 4.49 1.34
N ii 915.60 5.0 4.70 4.53 0.77
Si iii 1206.50 694.6 4.80 4.57 0.82
S iii 1200.96 8.0b 4.80 4.64 1.09
N iii 991.60 47.2 4.95 4.88 0.73
N iii 685.70 23.7 4.95 4.95 1.13
O iii 702.70 56.6 5.00 4.98 0.76
O iii 525.90 23.2 5.05 5.03 0.78
S iv 753.70 1.4 5.05 5.05 0.99
S iv 661.40 6.9 5.05 5.06 1.10
O iv 554.00 159.5 5.20 5.20 1.10
Ne iv 544.00 9.1 5.25 5.25 0.72
O v 630.00 335.0 5.40 5.38 1.00
Ne v 572.10 8.8 5.45 5.48 1.01
C ii 1335.70 1205.0 4.60 4.45 0.92 0.71
C ii 1036.30 35.9a 4.65 4.49 1.92 1.29
C iii 977.00 702.0a 4.95 4.82 0.67 1.07
C iii 1176.37 36.2a 4.95 4.82 0.67 1.01
C iii 1175.74 104.0a 4.95 4.82 0.70 1.06
C iii 1174.88 37.4a 4.95 4.82 0.65 0.98
C iv 1548.20 361.0a 5.05 5.07 0.30 0.68
Notes. Ion - principal ion emitting at observed wavelength; λobs (Å) -
the observed wavelength; Iobs - the measured radiance (ergs cm−2 s−1
sr−1) using Vernazza & Reeves, except those marked by superscript: a)
using Wilhelm et al., b) using Parenti et al.; Tmax and Teff - the maxi-
mum and effective temperature using Chianti ionisation equilibria (log
values, in K - see text); R1 - the ratio between the predicted and ob-
served intensities using populations from Chianti for all elements; R2 -
the same ratio using carbon populations from this work.
Regarding the results of Chianti in column R1, clearly there
are some issues at lower temperatures, particularly with N ii
and N iii, where the ratios of predicted to observed intensities
for lines emitted within the same ion are not comparable with
each other. Since both pairs of lines from these nitrogen ions
11
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are largely independent of density, it suggests the cause is more
likely to be related to the formation temperatures of the lines.
Based on the evidence of modelling carbon, it is reasonable to
infer that density-dependentmodellingwould shift the formation
temperatures of nitrogen, and provide improved theoretical val-
ues. It is also noted that the N iimeasurements do not come from
the same observations, although this does not apply to the N iii
measurements, which show the same discrepancy. Although for
O iii lines the predicted intensities are lower than observations,
both ratios are similar. For the lines which are formed at higher
temperatures, the zero-density modelling clearly provides better
results than at lower temperatures, which confirms the discus-
sion in Section 1.
Looking at the carbon ions, C ii is particularly interesting.
Some opacity effects are present as both ratios of the strong
multiplets around 1036 and 1335 Å deviate from the theoreti-
cal ones in the optically-thin approximation. However, the de-
viations are not large and are similar. For example, the ratio of
the 1335.7 (self-blend) and 1334.5 Å radiances is about 1.4 as
measured by SUMER (cf. Judge et al. 2003) or 1.3 as measured
by HRTS (Sandlin et al. 1986), compared to a theoretical ratio of
nearly two. The ratio of the 1037 and 1036.3 Å doublet is about
1.3 as measured on-disc by SUMER (Wilhelm et al. 1998), com-
pared to the optically-thin ratio of two. The C ii lines are nearly
Gaussian at Sun-centre, but become increasingly broad and af-
fected by opacity towards the solar limb.
The ratio of the line with lower oscillator-strengths, at
1036.3 Å, with the 1335.7 Å self-blend is strongly temperature-
sensitive. With an isothermal approximation, the observed ra-
diances indicate a temperature of log T [K] = 4.23, that is,
lower than the temperature of line formation in equilibrium with
Chianti, log T [K] = 4.45, and with this work, log T [K] = 4.40.
Indeed, there is a significant discrepancy in this ratio of 2.1 as
predicted using the Chianti tables. Using the ion fractions from
the level-resolved modelling reduces the ratio to 1.8.
Considering C iii, as described for example in
Del Zanna & Mason (2018), the ratio of the resonance line
at 977 Å with any line within the 1175 Å multiplet is both
density and temperature sensitive. With the results both from
this work and Chianti, the ratios of the lines within the ion are
close to one another, suggesting the pressure used in the mod-
elling is a good reflection of the observed conditions. However,
with the Chianti results, there is obviously a discrepancy
with the predicted intensities in comparison to observations.
Nevertheless, very good agreement with observation is obtained
when using the ion populations modelled in this work.
The combined effect of lowering the formation temperature
and the increased peak abundance of Li-like C iv, owing to the
density effects seen through the CR modelling, increases its pre-
dicted line intensity bymore than a factor of two compared to the
zero-density modelling, significantly reducing the discrepancy
between predicted and observed intensities in the quiet Sun.
It is noted that the DEM was established using zero-density
ion populations. As discussed earlier, this does not fully reflect
the conditions of higher density, lower temperature plasmas and
could be affecting the determination of the DEM. Once ion pop-
ulations for other elements have been modelled in the way de-
scribed here, it may produce improvements in the DEM mod-
elling and further agreement with observations.
5. Conclusions
This study has again highlighted, for carbon, in astrophysical
plasmas of higher density, the importance of electron-impact
ionisation from metastable levels and the suppression of dielec-
tronic recombination in establishing the ion populations. The ef-
fect of ionisation from metastable levels reaches saturation once
the level populations reach statistical equilibrium at high enough
densities, whereas DR suppression makes an increasing contri-
bution as density rises. Outer-shell excitation–auto-ionisation for
C ii and C iii, which appears to have been neglected in many
works, has been shown to contribute significantly to the shift
with density in the formation temperatures of C iii and C iv.
Suppression of DR has been approximated as a way of de-
termining its influence on the charge-state distribution. As stated
in Nikolic´ et al. (2013, 2018), the method is to be used as a
guide only to determine whether full modelling is required. The
work carried out here has shown that, in these plasma conditions,
building the full CR model is not only warranted, but necessary
in order to effectively model the ion populations. The focus of
the work will now be to build a full model by the inclusion of
high-lying levels. Initial indications show that photo-ionisation
could also be important for the low charge-states of carbon, but
the true extent of this will not be known until radiative transfer
has been included.
Modelling with the new atomic rates has improved predic-
tions for the carbon charge-states observed in the quiet Sun, and
in particular for Li-like C iv. The results of the modelling are par-
ticularly relevant for understanding the formation of the carbon
TR lines observed by missions like IRIS and the forthcoming
Solar Orbiter SPICE spectrometer. It has been demonstrated that
diagnostics derived from such missions which are dependent on
ion populations require level-resolved charge-state distributions
in order to correctly infer the plasma conditions.
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