Abstract. In this paper, we consider the following nonlinear Klein-Gordon equation
Introduction
In this paper, we consider the stability theory of the following nonlinear KleinGordon equation (1 < p < ∞ when d = 1, 2). The H 1 × L 2 -solution (u, u t ) of (1.1)-(1.2) obeys the following charge, momentum and energy conservation laws, Q(u, u t ) = Im uū t dx = Q(u 0 , u 1 ); (1.3) P (u, u t ) = Re ∇uū t dx = P (u 0 , u 1 ); (1.4)
The well-posedness for the Cauchy problem (1.1)-(1.2) was well understand in the energy space
More precisely, for any (u 0 , u
there exists a unique solution (u, u t ) ∈ C([0, T );
) of (1.1)-(1.2), with the maximal lifetime T = T ( (u 0 , u 1 ) H 1 ×L 2 ). If T = ∞, we call that the Cauchy problem (1.1)-(1.2) is global well-posedness. If T < ∞, we call that the solution blows up in finite time. See for examples Ginibre and Velo [8, 9] for the local and global well-posedness, and Payne and Sattinger [27] for the blowing-up. Further results on the scattering, see [13, 14, 15, 23] and the references therein.
The equation (1.1) has the standing waves solution e iωt φ ω , where φ ω is the ground state solution of the following elliptic equation
The equation (1.6) exists solutions when the parameter |ω| < 1, see [31] for example. In particular, in one dimension case, the solution to (1.6) is unique up to the symmetries of the rotation and the spatial transformation. Moreover, the ground state solution φ ω is exponential decaying at infinity when |ω| < 1. See also [1, 4, 5, 6, 7, 16] for some instances on the existence of the multi-solitary waves of the nonlinear Klein-Gordon and the nonlinear Schrödinger equations. The stability theory of the the standing waves solution e iωt φ ω has been widely studied. In particular, Berestycki and Cazenave [2] proved that it is strong instability when ω = 0 and 1 < p < 1 +
, which is in the sense that an arbitrarily small perturbation of the initial data can find the perturbed solution blowing up in finite time. See also Shatah [29] for the related works. One may find the big difference between the nonlinear Klein-Gordon equation and the nonlinear Schrödinger equation, because of the lack of the mass conservation law. Further, when ω = 0, Shatah [28] proved that it is orbital stability when 1 < p < 1 + 4 d and ω c < |ω| < 1, where the frequency ω c is equal to
.
The number ω c is critical. Indeed, Shatah and Strauss [30] showed further that when 1 < p < 1 +
, |ω| < 1, the standing waves solution e iωt φ ω is orbital instability. See also Stuart [32] for the stability of the solitary waves. The critical cases, |ω| = ω c when 1
, are degenerate based on the theories of Grillakis, Shatah and Strauss [10, 11] . The degenerate cases were further investigated by several authors, such as Comech, Pelinovsky [3] , Maeda [18, 19] , and Ohta [24] . In particular, as an application of the theorems established in [3, 19] , the standing waves solution e iωt φ ω is orbitally unstable in the critical cases |ω| = ω c when 2 ≤ p < 1 + . The region 1 < p < 2 was not covered because of the lack of the regularity for the relevant functionals. Further, Ohta and Todorova [25, 26] (see also [12] for a companion result) proved the strong instability when
, |ω| < 1, which cover the entire instability region in the case of d ≥ 2. The argument the authors used was the variation argument combining with the virial identities. Hence, the stability and instability regions were complete division except the one dimension cases, and the only left problem is the stability theory of the soliton in the case of 1 < p < 2, |ω| = ω c when d = 1. Unfortunately, the argument in [26] is not available in one dimension problem, because the argument relies on the radial choice of the instable data, which gives the small control of the remainder terms from the localized virial identities by the radial Sobolev inequality. In one dimension, Liu, Ohta and Todorova [17] considered the strong instability in some regions which still has gap from the critical frequency. In present paper, we study the instability of the standing waves solution in the critical case in one dimension.
Before stating our theorem, we recall some definitions.
Definition 1.1. We say that the solitary wave solution u ω of (1.1) is stable if for any ε > 0 there exists δ > 0 such that if u 0 − − → Φ ω H 1 ×L 2 < δ, then the solution u(t) of (1.1) with u(0) = u 0 exists for all t ∈ R, and u(t) ∈ U ε − → Φ ω for all t ∈ R. Otherwise, u ω is said to be unstable.
Then the main result in the present paper is Theorem 1.2. Let d = 1, 1 < p < 5, ω ∈ (−1, 1) and φ ω be a solution of (1.6). If
, then the standing waves solution e iωt φ ω is orbitally unstable.
The method used to prove the theorem is the modulation argument combining with the virial identity, which is completely different from [3, 19, 26] and inspired in the work of [20] . The modulation argument used here was introduced by Weinstein [33] , and strengthened by the mathematicians such as Martel, Merle, Raphaël [20, 21, 22] . In particular, in the Klein-Gordon setting, we use the modulation method applied by Bellazzini1, Ghimenti, and Le Coz [1] , who considered the total linearized action. The modulation argument is much problem dependent. Rough speaking, we argue for contradiction and suppose that the solution is close to the standing wave solution in the whole time, then the modulation argument gives the smallness of the perturbation up to the rotation, spatial transformation and scaling. Ultimately, we use the local virial identity to preclude that scaling parameter always keeps near the initial size in the whole time. In particular, the smallness of the perturbation gives the tiny estimates of the remainder terms from the local virial identity. Then the control of the scaling parameter become one of the key ingredients in the proof of the theorem. In the present paper, we utilize the flatness of functional E − → Φ ω +λωQ − → Φ ω in λ to establish the high order control of the the scaling parameter λ; and under the contradictory hypotheses, we utilize the term v − iωu 2 L 2 from the virial identity, the charge conservation law and appropriately choose the orthogonal condition in the coercivity lemma to give the upper control the scaling parameter.
It is worth noting that our argument used here does not rely on the regularity of the nonlinear term. Further, we believe the strong instability is true in our case and our argument here could be used to prove the strong result. It leaves us an interesting problem to pursue in the future. Now the following is the organization of the paper. In Section 2, we give some preliminaries. It includes some basic definitions and properties, the coercivity property of the Hessian, and the modulation statement. In Section 3, we give the virial identities, control the remainder function and the scaling parameter, and lastly prove the main theorem.
Preliminary
we define . Let
Recall that the conserved qualities,
First, we give some basic properties on the charge and energy.
Lemma 2.1. The following equalities hold,
Moreover, by rescaling, we find,
This implies that
Hence by a direct computation, we have
This gives (1). For (2), we have
From the equation (1.6), we obtain that
These give that
Combining the value of Q − → Φ ω above, we obtain (2).
Now we define the functional S ω as
Then we have
From the invariance of S ′ ω − → Φ ω in the rotation and spatial transformations, we have
we find that
and
This gives (2.2). Moreover, taking the derivative of S ′ ω − → Φ ω = 0 gives that
Then a consequence of Lemma 2.1 (1) is Corollary 2.2. Let λ ∈ R + , ω = ±ω c , then
Proof. From the definition and the Taylor's type expansion,
Note that
here we have used (2.3) in the second step. Using Lemma 2.1 (1), we have
Thus we obtain the desirable estimate.
2.3. Coercivity. First, we need the following lemma.
Moreover, if |ω| = ω c , then
Proof. Note that from the equation (1.6), we have
For (2.5), we have
Using Lemma 2.1 (1), when |ω| = ω c ,
Indeed, from (2.2), we have
Hence, to prove (2.6), we now turn to show that if
Let f = (f, g), then from (2.1), the equality (2.7) is equivalent to
This implies that f obeys the equation
ω Imf = 0. Then from Proposition 2.8 in Weinstein [33] , we obtain that there exist c 1 ∈ R, c 2 ∈ R,
Hence we have (2.8) and thus we prove (2.6).
Second, we claim that
To prove (2.9), we need some well-known facts. It is known that the operator
is non-negative, (2.10) and the operator −∂ xx + (1 − ω 2 ) − pφ p−1 ω has exactly one negative eigenvalue (see Page 489 in Weinstein [33] ). That is, there uniquely exists a pair (λ
Moreover, the formula (2.5) implies that S ′′ ω − → Φ ω at least exists one negative eigenvalue. That is, there is at least one negative eigenvalue and its associated eigenvector, say (λ
Using (2.1), this yields that
where ξ −1 = (η −1 , η −1 ). This further implies that
Now we use facts (2.10) and (2.11), to obtain that
Then we find that given λ −1 < 0, there exactly exists one negative solutionλ −1 < 0, satisfying the first equation in (2.12). This implies S ′′ ω ( − → Φ ω ) has exactly one negative eigenvalue. That is, there uniquely exists (λ −1 , ξ −1 ) satisfying (2.11). This proves (2.9). Now we are ready to prove the lemma. Since φ ω is exponentially localized, S ′′ ω ( − → Φ ω ) can be considered as compact perturbation of
Therefore its essential spectrum is [2(1 − ω 2 ), ∞) and by Weyl's Theorem its spectrum in (−∞, 2(1 − ω 2 )) consists of isolated eigenvalues. Without loss of generality, we may assume that ξ −1 is the L 2 × L 2 -normalized eigenvector associated to the negative eigenvalue λ −1 , that is
According to these, we may write the decomposition of ξ along the spectrum of S
with a −1 , a 0,1 , a 0,2 ∈ R, and η verifying η,
we have a 0,1 = a 0,2 = 0, and thus 16) with b −1 ∈ R and g verifying
Hence by (2.14), we only need to estimateλ −1 a 2 −1 . To this end, we shall use the third orthogonality condition.
For simplicity, we denote
then from (2.5), we have δ 0 > 0. Moreover, using (2.16) we obtain the relationship
Furthermore, the formulas (2.4) and (2.16) imply
Hence, with combination of (2.15) and the orthogonality condition ξ, − → Ψ ω = 0, we haveλ
Together with (2.18) and (2.19), and using the Cauchy-Schwartz inequality, we obtain that
Hence this combining with (2.17) and (2.14), gives
Using (2.20) again, and by Hölder's inequality, we have
This together with (2.21), yields
Lastly, from the definition of
L 2 ×L 2 . Therefore, followed from (2.22), we obtain that
This finishes the proof of the lemma.
2.4.
Modulation. The following modulation lemma says that if the standing wave solution is stable, then after suitably choosing the parameters, the orthogonality conditions in Lemma 2.4 can be verified.
Lemma 2.5. Let ω = ±ω c . There exists ε 0 > 0, such that for any ε ∈ (0, ε 0 ), if u(t) ∈ U ε ( Φ ω ) for any t ∈ R, then the following properties is verified. There exist
such that if we define ξ by
24)
then ξ satisfies the following orthogonality conditions for any t ∈ R,
Moreover, the following estimates verify
and for any t ∈ R,
Proof. Since the argument is standard, see c.f. Proposition 1 in [20] and Proposition 9 in [1], we give the proof much briefly. The existence of the parameters follows from classical arguments involving the implicit function theorem. More precisely, fixing t ∈ R and writting u = u(t) for short, we denote F j , j = 1, 2, 3 :
Therefore, the implicit function theorem implies that there exists ε 0 > 0, such that for any ε ∈ (0, ε 0 ), for any u ∈ U ε ( Φ ω ), there exist continuity functions
such that F j ( u, θ, y, λ) = 0 for j = 1, 2, 3. The parameters (θ, y, λ) ∈ C 1 in time can be followed from the regularization arguments, see c.f. Lemma 4 in [20] . Now we consider the dynamic of the parameters. From (2.24), we have
Then using this equality, the equations
and (1.6), we obtain that
Here we have used the notationsḟ = ∂ t f for the time dependent function f , and
respectively, integrating by parts and then using the orthogonal conditions (2.25), we obtain that
With combination of these three estimates, we obtain that
3. Proof of the main theorem 3.1. Localized virial identities. To prove main Theorem 1.2, one of the key ingredient is the localized virial identities.
Proof. It follows from a direct calculation. See [26] for the details.
Now we define the smooth cutoff function ϕ R ∈ C ∞ (R) as ϕ R (x) = x, when |x| ≤ R; ϕ R (x) = 0, when |x| ≥ 2R, and 0 ≤ ϕ ′ R ≤ 1 for any x ∈ R. Moreover, we denote
Then from Lemma 3.1 we have the following lemma.
Then from Lemma 3.1 and the momentum conservation law, we obtain
Moreover, from Lemma 3.1,
Combining the two estimates above, we obtain that
Note that when |ω| = ω c ,
Inserting this equality into (3.1), we prove the lemma.
3.2.
The choice of the initial data. In this subsection, we choose the initial data such that it is close to the standing waves solution but leads the instability. We set
here a ∈ (0, a 0 ) is an arbitrary small constant, and a 0 will be decided later. Then we have Lemma 3.3. Let u 0 be defined in (3.2), then
Proof. It follows from the definition that P ( u 0 ) = 0. Now consider Q( u 0 ). We write
Using the lemma above, we can scale the main part in I ′ (t).
Lemma 3.4. Let u 0 be defined in (3.2), then
In this subsection, we prove the following lemma.
Lemma 3.6. Suppose that ξ = (ξ, η) defined in (3.3) satisfying the orthogonal conditions (2.25), then
Proof. By (3.3), we expand it as
, then combining with the third orthogonal condition in (2.25), we further get
Now we consider the term η, iφ λω . First, we use the charge conservation law to obtain
Then by the third orthogonal conditions in (2.25), we have
From Lemma 2.1, we have
and from Lemma 3.3, we have 
Using Lemma 3.7, we further get
Choosing ε and a 0 small enough, we obtain that for any a ∈ (0, a 0 ),
This implies that I(t) → +∞ when t → +∞, which is contradicted with (3.6).
Hence we prove the instability of the standing wave u ω and thus give the proof of Theorem 1.2.
