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Since the publication of the human genome in 2001, the price and the time
of DNA sequencing have dropped dramatically. The genome of many more species
have since been sequenced, and genome sequencing is an ever more important tool for
biologists. This trend will likely revolutionize biology and medicine in the near future
where the genome sequence of each individual person, instead of a model genome for
the human, becomes readily accessible.
Nevertheless, genome assembly remains a challenging computational problem,
even more so with second generation sequencing technologies which generate a greater
amount of data and make the assembly process more complex. Research to quickly,
cheaply and accurately assemble the increasing amount of DNA sequenced is of great
practical importance.
In the first part of this thesis, we present two software developed to improve
genome assemblies. First, Jellyfish is a fast k-mer counter, capable of handling large
data sets. k-mer frequencies are central to many tasks in genome assembly (e.g. for
error correction, finding read overlaps) and other study of the genome (e.g. finding
highly repeated sequences such as transposons). Second, Chromosome Builder is a
scaffolder and contig placement software. It aims at improving the accuracy of genome
assembly.
In the second part of this thesis we explore several problems dealing with graphs.
The theory of graphs can be used to solve many computational problems. For exam-
ple, the genome assembly problem can be represented as finding an Eulerian path in
a de Bruijn graph. The physical interactions between proteins (PPI network), or be-
tween transcription factors and genes (regulatory networks), are naturally expressed
as graphs.
First, we introduce the concept of “exactly 3-edge-connected” graphs. These
graphs have only a remote biological motivation but are interesting in their own right.
Second, we study the reconstruction of ancestral network which aims at inferring the
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Almost every cell in a living organism contains a set of DNA (DeoxyriboNucleic
Acid) molecules. DNA is a double-stranded polymer made up of four different nu-
cleotides (bases): adenine (A), guanine (G), thymine (T) and cytosine (C). The two
strands of a DNA molecule are complementary, that is, if there is a T on one strand,
there will be an A on the other. Similarly, C is a complement of G.
The goal of genome sequencing and assembly is to determine the sequence of the
bases in the DNA of an organism. DNA molecules vary in length from a few thousand
to hundreds of millions of bases. Current sequencing machines can read at most 2 000
contiguous bases from the ends of a DNA molecule. To determine the sequences,
multiple copies of an organism’s DNA are broken up into millions of fragments, called
inserts, each 200 to 200 000 bases long. No information about the inserts’ locations in
the original DNA can be retained. Sequencing machines then read 50 to 1 000 bases
of the ends of each insert. The sequence of bases on the end of an insert is called a
read ; if both ends of an insert are sequenced, then the pair of reads form a mate pair.
A library is a set of inserts that have been selected to have approximately the same
length. Sequencing centers report an estimated mean and standard deviation of the
distribution of the insert lengths for each library.
Since each read represents a small fraction of an organism’s DNA, the reads must
be assembled. There are two main assembly approaches: overlap-layout-consensus and
Eulerian path.
In the overlap-layout-consensus assembly paradigm, assembly software first looks
for reads that have common sequence on their ends; such a pair of reads is said to
overlap. The assembler then uses this overlap information and along with mate pair
information provided by the sequencing center, to create contiguous overlaping collec-
tions of reads called contigs. Finally the consensus stage determines the most likely
sequence by examining the multi-alignment of reads.
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A contig is the largest piece of contiguous sequence that the assembler is able to
reconstruct from the read data. Contigs could end for multiple reasons: ambiguities
in the overlaps; missing overlaps due to poor quality or missing data; errors in data
pre-processing.
Next, the assembler relies on the mate-pair information, to create larger data
structures, called scaffolds or supercontigs, which are ordered collections of oriented
contigs. Scaffolds contain estimates of the lengths of the gaps between contigs. This
paradigm is used, for example, by the Celera Assembler [64, 69] and Arachne [38].
In the Eulerian paradigm, the sequencing reads are further broken down into
k-mers (all the sub-sequences of length k in the reads). The assembler constructs
a De Bruijn graph. Each vertex in the graph represents a k-mer. Vertices v1 and
v2 are connected by a directed edge if the (k − 1)-suffix of v1 is a (k − 1)-prefix of
v2. Any Eulerian path, i.e. a path containing every edge of the graph, is a potential
assembly. Read and mate-pair information impose constraints on a valid Eulerian
path. The final assembly is the Eulerian path most likely to represent the genome
based on theses contraints. Examples of assemblers that apply this paradigm include
Euler [76], AllPaths [7, 28], Soap de novo [52].
Using various laboratory techniques and targeted supplemental sequencing, it
is possible to improve the quality of an assembly or selected parts of an assembly,
a process called finishing or gap closure. High quality sequence generated by this
finishing step is called finished sequence. Finished sequences are invaluable to estimate
the accuracy of genome assembly procedures [9].
Different sequencing protocols influence the way the assembly is performed.
A Bacterial Artificial Chromosome is a fragment of DNA sequence approximately
150 − 350 kb long [89]. The BAC-by-BAC sequencing technique breaks down the
assembly problem into smaller problems of a BAC size. First, the sequencing center
determines experimentally a set of BACs which covers the entire genome, and, ideally,
3
which is as small as possible (e.g. [92]). Then, each BAC is individually sequenced
and assembled. Finally, based on the overlaping sequence of the BACs, the complete
sequence of the genome is recovered.
The idea behind this approach is to reduce the number of large scale misassem-
blies by localizing the assembly problem. The drawbacks of this approach include a
significant cost in building the tiling of BACs and difficulties in patching together the
assembled BACs. Moreover extracting the tiling of BAC is error prone and the BACs
may not cover the entire genome. Any sequence not covered by a BAC in the tiling
path will not be present in the assembly.
The whole genome shotgun sequence (WGS) sequences the entire genome at
once. While assembling such dataset is more computationally expensive, it is overall
simpler and cheaper.
The assembly of the Bos taurus genome, in Chapter 1, is the first large scale
assembly project in which I was involved. My experience on this project motivated the
development of the other two projects presented in this part of this thesis: Jellyfish
(Chapter 2) and the Chromosome Builder (Chapter 3). Jellyfish, is a fast k-mer
counter. Counting k-mers, i.e. counting the number of occurrences of every substring
of length k, has many application in bioinformatics. In genome assembly, k-mer counts
are used, for example, for error correcting the input reads, finding overlaps between
reads and building uniquely assemblable sequences. The Chromosome Builder is a
scaffolder, i.e. it builds scaffolds from contigs and mate pairs between these contigs.
Unlike traditional scaffolders, the Chromosome Builder is also able to use information
from a “marker map” to improve the quality of the scaffolds, and place the scaffolds at
their correct position on their respective chromosome. A marker map is a set of short
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1.1 Introduction
The human genome project [101] established the feasibility of determining the genome
sequences of mammalian species from shotgun sequencing data. Since its completion,
other mammalian genome assemblies, including those of cow [105, 54], mouse [68],
and chimp [11], have become available. Each such published assembly consists of
thousands of contiguous fragments of DNA separated by gaps, where the genome
sequence could not be determined. It is likely that some fragments in the final se-
quence have been misassembled or mistakenly repeated. Genome assemblies vary in
their quality and completeness [85].
In an effort to further improve the draft genome of the cow (Bos taurus) spon-
sored by the U.S. Department of Agriculture (USDA), our group at the University of
Maryland (UMD) reassembled this genome using a different assembler software. The
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first assemblies of the cow genome were created by a team lead by the Baylor College
of Medicine (BCM), using their assembly program ATLAS [33].
To produce their Btau4.0 assembly of the Bos taurus genome, Baylor used a
hybrid assembly strategy, combining WGS with the BAC-by-BAC technique. This
procedure follows the BAC-by-BAC approach except that the BACs are assembled
independently using an extended set of reads: the BAC reads and any WGS reads
that has an overlap with a BAC read.
Baylor’s hybrid strategy has some advantages over a purely BAC-by-BAC as-
sembly. Because WGS reads are cheaper to produce, this type of assembly is more
cost-effective. On the other hand, such an assembly is more complex. Furthermore, it
still suffers from two major problems of a BAC-based assembly: individual assembled
BACs are difficult to merge and the assembly misses parts of the genome that are
not covered by a BAC.
Although the Bos taurus read data was designed to be assembled using Baylor’s
hybrid strategy, we believed we could avoid many of Baylor’s problems by using a
WGS assembly software, the Celera Assembler (CA) [69].
1.2 Methods
In this section, I first overview the assembly strategy. I then describe the specific
problems in the assembly process for which I developed and implemented solutions.
1.2.1 Assembly strategy overview
We performed the following steps to create the cow assembly. First, we cleaned up the
data, in particular, by detecting and trimming the vector sequence from the reads.
Then, we computed overlaps using the UMD overlapper [83] and assembled the reads
into contigs and scaffolds using a modified version of the Celera assembler (version
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4.0). Finally, we ordered and oriented the scaffolds along the chromosomes using a
combination of two genetic maps. More details are available in the publication [105].
1.2.2 Non-random BAC read data
We say reads are uniformly distributed on the genome if their positions are distributed
as if they were chosen at random from a uniform distribution. Two-thirds of our
data consisted of WGS reads produced with Sanger sequencing technology, which
are approximately uniformly distributed on the genome. BAC reads made up the
remainder of our sequencing data. Although the positions of the shotgun reads from
each BAC have an approximately uniform distribution within that BAC, BAC reads
as a set are not uniformly distributed on the whole genome. This occurs because
(i) BACs may overlap; (ii) the depth of coverage of BACs varies from 1x to 50x; and
(iii) a portion of the genome is not covered by any BACs. The CA uses a statistical
test based on the Poisson distribution that assumes that the reads cover the genome
uniformly. However BAC reads do not satisfy this assumption. Our goal was to
incorporate the BAC reads so as not to waste data, but to do so in a way compatible
with our software. In this section, we describe this statistical test, explain how we
modified CA to work with non-random data, and show the impact our modifications
had on the quality of our assembly.
The CA first uses overlap and mate-pair information to construct unitigs from
the reads that can be assembled unambiguously. By design, unique and repeated
sequence should not appear in the same unitig. A repeat unitig contains a single copy
of the sequence of a repeated region and it contains all reads covering every instance
of the repeated region. The repeat instances could be far apart in the genome and
thus the mate-pair information of the reads in repeat unitigs should not be used for
scaffolding. To distinguish between unique and repeat unitigs, the CA computes the
arrival rate statistic (A-stat) [69] for each unitig. The A-stat compares the probability
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Table 1.1: The original assembly used all reads to compute the A-stat, while the
modified assembly used only the WGS reads. The N50 scaffold (resp. contig) size
is defined as the size k such that 50% of the genome is contained in scaffolds (resp.
contigs) larger than k.
CA Assembly Original Modified Difference
Scaffold Bases 2.84 Gb 2.86 Gb +1%
N50 Contigs 67.3 Kb 74.6 Kb +11%
N50 Scaffolds 1.71 Mb 2.06 Mb +20%
Percent of reads used 75% 84% +12%
that there is one copy of a particular unitig in the genome to the probability that
multiple copies are present. Given that the reads are uniformly distributed on the
genome, the expected number of reads starting at each base (the arrival rate) follows
a Poisson distribution. The CA defines the global arrival rate (GAR) as µ = N/G,
where N is the number of reads and G is the genome length.
For a repeat unitig, the expected arrival rate is kµ where k is the number of
instances of the repeat in the genome. Given an arrival rate of kµ, the probability
that a unitig of length U contains n reads is












Myers et al. [69] call A(2, n) the A-stat. If the A-stat is positive, then one can show
that A(k, n) ≥ 0,∀k ≥ 2. Hence a positive A-stat indicates a greater likelihood that
the unitig is unique in the genome.
We modified the A-stat computation in the CA to ignore the non-random BAC
reads. The assembly using the modified A-stat computation resulted in 11% longer
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Figure 1.1: Contig C2 has conflicting mate-pair information, m1 andm2. The position
implied by m1 is consistent with the BAC in red and contig C2 will be placed at this
position in the assembly.
N50 contig size and the assembly used 12% more reads (see Table 1.1 on the preceding
page).
1.2.3 Mapping sequence to the chromosomes
We used two marker maps to place our scaffolds onto chromosomes: the fingerprint
map (FPMap) from the Michael Smith Genome Sciences Center, containing 124 831
markers, and the composite map (CMap) [92] containing 17 254 markers. We com-
bined the maps into the Combined FPMap (CFPMap), and were able to align 92%
(131 579) of the 142 085 CFPMap markers, to the UMD assembly. We split 19 scaf-
folds because inconsistencies with marker positions. Finally, we used the CFPMap to
place 19 765 scaffolds onto chromosomes.
An additional 13 116 scaffolds have mate-pair links to the already placed scaf-
folds. However, these mate-pair links are conflicting and indicate multiple possible
placements.
If for all reads in a given BAC, we obtain only one group of the correct length
(< 400 kb), then this group’s position is designated as the location of the BAC in the
BAC map. For each of the 13 116 scaffolds with ambiguous placement, by examining
the BAC reads they contained, we chose the placement that agrees the most with the
BAC map.
Figure 1.1 shows such a case. Contig C1 has been placed and every reads from
the BAC shown in red (including the ones in contig C1) are within 400 kb. Contig
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Table 1.2: Comparison of UMD and BCM assemblies based on overall size and on
placement of composite map (Cmap) markers.
BCM UMD Difference
Sequence in chromosomes 2.47 Gb 2.61 Gb +5.7%
N50 contig size (at 1.235 Gb) 82 Kb 93 Kb +13%
CMap markers aligned to assembly 13 699 14 620 +6.7%
C2 has not yet been placed, it contains reads from the red BAC, and, according to
its mate-pair links, it could be placed in multiple places. We choose the placement
for C2, if one exists, such that the group of reads from the red BAC are all within
400 kb, including the reads in C2.
Using this technique, we placed an additional 3 199 scaffolds, out of 13 116,
representing 80 Mb (+3%) of sequence.
1.3 Results
1.3.1 Comparing the assemblies
Table 1.2 compares the quantitative statistics of the BCM and UMD assemblies. Our
assembly has 5.7% more sequence placed onto chromosomes. This is caused in part
by BCM’s failure to incorporate the entire WGS data set into their assembly. The
ATLAS assembly software is only able to utilize WGS reads should they fall within
a BAC. Based on our assembly, an estimated 2% of the genome is not covered by
BACs.
1.3.2 Comparing to finished sequence
BCM finished six BACs and deposited them in the public repository GenBank at
the National Center for Biotechnology Information (NCBI). These six finished BACs
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Table 1.3: Comparison of the percentage of the sequence of the BACs covered by the
assemblies and the number of errors.
BCM UMD
Sequence coverage 90.7% 95.4%
# error / 10 Kb 95.82 58.69
are not part of either assembly, and can thus be used to compare the completeness
and accuracy of the assemblies. We aligned the contigs from each assembly to the
finished BACs, and measured the length and quality of the alignment. The amount
of finished sequence that does not align to the BCM assembly is twice as long as that
of the UMD assembly (Table 1.3). In the sequence that does align, the error rate of
the BCM assembly is 66% higher.
1.3.3 Single Nucleotide Differences (SNDs)
In a base-by-base comparison, the UMD and BCM assemblies have over 2.0 million
single-nucleotide differences (SNDs). Some of these might be valid haplotype differ-
ences, in which the two assemblies are both correct, while others might be errors. We
focused our analysis on a subset of positions where the underlying read data indicated
that the position was highly likely to be homozygous, because a large majority (or all)
reads agreed with one another. We also required that each SND was flanked by 50 bp
exact matches in both assemblies, which reduced the set of SNDs to 389 015. We then
looked for cases where no more than one read confirmed one assembly, and all other
reads (at least three) confirmed the other assembly. The UMD assembly contains
10 636 instances of these apparent errors versus 30 750 in the BCM assembly. Thus,
there were approximately three times more apparently erroneous SNDs in the BCM
assembly.
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Examples of large-scale disagreements between UMD2 and BCM4Figure 3
Examples of large-scale disagreements between UMD2 and BCM4. (a) Dot-plot alignment of the region between 15 Mbp and 25 Mbp of chromosome 26 
showing a large inversion in BCM4 compared to UMD2; (b) positions of Cmap markers for the same region of chromosome 26, plotted against their 
positions in UMD2 (blue) and BCM4 (red), showing that Cmap supports the UMD2 assembly. (c) Alignment of 7 Mbp of chromosome 27, showing a large 
inversion in BCM4 compared to UMD2; (d) positions of Cmap markers for the same region of chromosome 27, showing as in (b) that Cmap is in much 















































































































1.3.4 Large scale disagreements
There is an alternative set of markers developed for studying biologically significant
Single Nucleotide Polymorphisms (SNPs) in the Bos taurus genome. This set of
markers is called SNP50 and is currently used for genotyping cattle [59]. It contains
approximately 50 thousand 51-base marker sequences that are unique in the genome.
Over 48 thousand markers aligned to the UMD assembly. This set of markers was
constructed from the BCM assembly and thus the positions of all markers are known
exactly in the BCM assembly. We then compared the positions of markers in the two
assemblies and look for blocks of consistently disagreeing markers that may indicate
large scale differences between the two assemblies. Ten of the 30 chromosomes contain
one or more large (> 500 kb) discrepancies, 19 in all, primarily inversions but also
deletions and translocations. Figure 1.2a illustrates an inversion spanning 2.5 Mb on
chromosomes 27. In this case, as in all other large discrepancies, the Cmap data
support the UMD assembly, as shown in Figure 1.2b.
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1.4 Conclusion
The Bos taurus assembly project motivated the development of genome assembly
software in two directions: faster and memory efficient mer counting, and whole
chromosome scaffolding. The need for faster mer counting was reinforced by later
work on assemblies of second generation sequencing data such as the domestic turkey
M. gallopavo [13].
The current trend in sequencing technology, referred to as Second Genera-
tion Sequencing (SGS), is to produce higher coverage (e.g. 30x to 50x) by short
reads [80, 65, 86]. In comparison, Sanger sequencing required 6x to 10x coverage. SGS
technologies greatly reduce the cost of sequencing data and effectively trade longer
reads for deeper coverage. Seemingly simple but important tasks, such as counting
the frequency of sub-strings of a given length k (called a k-mer) in the reads, become
challenging on the data sets generated by SGS. In Chapter 2 we describe a fast and
memory efficient software, called Jellyfish, that computes the k-mer frequencies on
large data sets.
Assembly programs typically produce scaffolds; contigs are ordered and oriented
relative to each other within a scaffold. The more useful output for biological studies is
chromosome sequences where the contigs are ordered and oriented on the chromosome.
This is usually achieved by post-processing the scaffolds using a marker map, which
is a laborious process. This prompted the development of the Chromosome Builder
software described in Chapter 3 that automates this procedure by using mate-pair
and marker information concurrently.
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Chapter 2
A fast, lock-free approach for efficient parallel counting of occurrences of
k-mers
A version of this chapter first appeared in “Guillaume Marçais and Carl
Kingsford. A fast, lock-free approach for efficient parallel counting of
occurrences of k-mers. Bioinformatics, 27(6):764–770, 2011.”
2.1 Introduction
Given a string S, we are often interested in counting the number of occurrences in S
of every substring of length k. These length-k substrings are called k-mers and the
problem of determining the number of their occurrences is called k-mer counting.
Counting the k-mers in a DNA sequence is an important step in many applica-
tions. For example, genome assemblers using the overlap-layout-consensus paradigm,
such as the Celera [69, 64] and Arachne [38] assemblers, use k-mers shared by reads
as seeds to find overlaps. Statistics on the number of occurrences of each k-mer are
first computed and used to filter out which k-mers are used as seeds. Such k-mer
count statistics are also used to estimate the genome size: if a large fraction of k-mers
occur c times, we can estimate the sequencing coverage to be approximately c and
derive an estimate of the genome size from c and the total length of the reads. In
addition, in most short-read assembly projects, errors are corrected in the sequencing
reads to improve the quality of the final assembly. For example, Kelley et al. [42]
use k-mer frequencies to assess the likelihood that a misalignment between reads is a
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sequencing error or a genuine difference in sequence. A third application is the detec-
tion of repeated sequences, such as transposons, which play an important biological
role. De novo repeat annotation techniques find candidate regions based on k-mer
frequencies [45, 8, 34, 48]. The counts of k-mers are also used to seed fast multiple
sequence alignment [21]. Finally, k-mer distributions can produce new biological in-
sights directly. Sindi et al. [90] used k-mers frequencies with large k (20 ≤ k ≤ 100)
to study the mechanisms of sequence duplication in genomes.
We consider the k-mer counting problem in the context where the input string
S is either one DNA sequence or a concatenation of many DNA sequences, and the
alphabet is Σ = {A,C,G, T}. The main application to which we apply our new
k-mer counting algorithms here is counting k-mers in sequencing reads from large
genome sequencing projects where the length n of the sequence to process is equal to
the length g of the genome sequenced times the coverage c of the sequencing project
(n = g · c). Recent sequencing techniques, using shorter reads with a much deeper
coverage [86], generate large amounts of sequence and provide a major challenge
for genome assembly and for k-mer counting. For example, the giant Panda [51]
sequencing project generated 73x coverage yielding 176 Gb of sequence, much larger
than the 5x–10x coverage a sequencing project using traditional Sanger methodology
would generate.
Of course, k-mer counting can be naively implemented using a simple hash
table, where keys are the k-mers and the stored values are the counts. However,
this strategy is extremely slow and implementing multi-threaded access to the hash
table via standard locking mechanisms results in slower performance than a single-
threaded implementation [81, 61]. Typically, more advanced k-mer counters such as
Tallymer [45] have been based on the suffix array data structure. Despite the recent
algorithmic progress to compute the suffix array of a string, it remains a relatively
expensive computational operation. Moreover, in sequencing applications, memory
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requirements for a suffix array grow linearly with the product of the coverage and
genome size. Meryl, the k-mer counter built into the Celera assembler, uses a sorting-
based approach that sorts the k-mers in lexicographical order, however sorting billions
of records quickly with limited memory is a challenging problem.
In order to process this huge increase in amount of sequence, the increasing
availability of parallelism must be exploited. While the raw power of each processing
core has leveled off, the number of cores per CPU is rising. Shared memory machines
with 16 or more cores and 4 GB or more memory per core are commonly available
in research facilities. Creation of parallel algorithms taking advantage of such a
large number of cores in a shared memory environment is both a challenge and an
opportunity: on the one hand, current programming paradigms either do not take
advantage of the parallelism available or are difficult to implement; on the other hand,
very fast programs using fine grain parallelism can be implemented.
In recent years, the MapReduce programing paradigm [15] has been used to har-
ness the computational power of large clusters of machines. The problem of counting
k-mers is easy to implement on top of a MapReduce cluster, but the straightforward
implementation, where the map operation emits all k-mers associated with a 1, incurs
a large overhead. To reduce this overhead, one needs to increase the amount of work
done on each node at the map stage by, for example, using a fast single-machine k-mer
counter like Jellyfish on each node. The map operation then emits pairs of k-mers
and their counts on a subset of the data. In that sense, the use of the MapReduce
paradigm and optimized k-mer counters like Jellyfish are orthogonal.
Other processing architectures such as GPU computing have also been recently
exploited for achieving faster parallel execution. However, the widespread availability
of multi-core CPUs make them the first and easiest choice to program, and this
is likely to remain true for some time to come. CPU development is not staying
idle, and facilities, such as the CAS operation (Section 2.3.2) and the SSE extension
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(Section 2.3.4), are available in all modern CPUs to help achieve greater parallel
execution.
Our k-mer counting algorithm is designed for shared memory parallel comput-
ers with more than one core. It uses several lock-free data structures that exploit a
widely available hardware operation called “compare-and-swap” (CAS) to implement
efficient shared access to the data structures. In particular, Jellyfish uses lock-free
queues [61, 46] for communication between worker threads and a lock-free hash ta-
ble [62, 81] to store the k-mer occurrences counts (see Section 2.3.2). Unlike a tradi-
tional data structure where access by multiple threads must be serialized by the use
of a lock, lock-free data structures can be used concurrently by many threads while
still preserving a coherent internal state. The lock-free data structure also provides
better performance by increasing the amount of time spent in parallel execution ver-
sus serial execution. The efficient parallel data structures allow Jellyfish to count
k-mers much faster than existing k-mer counting software. In our testing on a large
assembly project (Section 2.4.1), Jellyfish takes minutes instead of hours.
Jellyfish is also very memory efficient. It implements a key compression scheme
that allows it to use a constant amount of memory per key in the hash table for most
applications, regardless of the length k of the k-mers counted (see Section 2.3.4).
It also uses a bit-packed data structure to reduce wasted memory due to memory
alignment requirements (see Section 2.3.3). In addition, unlike with suffix arrays,
the expected storage requirement for the hash table does not grow linearly as the
coverage increases. This property makes hash tables extremely attractive for use in
the context of short-read sequencing projects. Jellyfish can be more than twice as
memory efficient as other programs (Section 2.4.1).
Our results show that Jellyfish can count k-mers an order of magnitude or
more faster than existing programs (Section 2.4.1). This suggests that lock-free hash
tables are valuable for k-mer counting and possibly also in other problems where
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large strings must be processed. In addition, Jellyfish’s novel memory-efficient key
compression approach (Section 2.3.4) allows the hash table to use a similar amount
of storage as suffix arrays in most common uses. Finally, our implementation of the
lock-free hash table is general and may be of use in other applications.
2.2 Methods
2.2.1 Execution Profiling
All testing and timing was performed on a 64-bit x86 AMD Opteron machine with
32 cores at 2.5 GHz and 256 GB of RAM running Linux kernel version 2.6.31. The
disks are RAID-10 with sustained write throughput of 260 MB/s. The time is the wall
clock time measured with the GNU time utility averaged over 5 runs (except runs
that exceed one hour which are run only once).
To measure the memory usage, the programs were run under strace which logs
every system call made by a process and its threads. The logs of the strace were
parsed to compute the amount of memory used by the process by looking for the
following system calls, which are the only calls available to request memory from the
kernel on a Linux system: brk, mmap, munmap, and mremap. In addition, the script
counts only the memory areas which are writable for the process. Read-only pages
are not counted as most of them correspond to shared libraries. In some cases, this
undercounts the true memory usage. For example, Tallymer maps the entire input
sequence into read-only memory and accesses it in a random fashion, so all these
read-only pages need to be present in memory. Jellyfish also maps the entire input
sequence into read-only memory, but the sequence is accessed in a sequential fashion
and only the current page needs to be present in memory. Memory usage and running
time are measured in different runs as the strace mechanism can affect the running
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time of IO heavy programs. The overall CPU and IO load are measured with the
Linux vmstat utility.
2.2.2 Sequence Data Sets
The M. gallopavo reads were taken from the Turkey genome assembly project [13].
These short reads, from Roche 454 and Illumina GAII technology, total approximately
24 Gb of sequence for a genome of 1 Gb.
The sequence of H. sapiens (3 Gb), D. ananassae (3.5 Gb of reads, genome of
189 Mb), and C. burnetii (35.6 Gb of reads, genome of 1.99 Mb) were downloaded
from the NCBI. The human sequence is the reference genome hs_ref_GRCh37 and,
unlike all other data sets, consists of assembled chromosomes instead of sequencing
reads.
2.2.3 Comparing with Existing k-mer Counters
We used two versions of Meryl (5.4 and 6.1) from the kmer package of the Celera
assembler [64], with all default options and 32 threads. To work around an issue
with Meryl version 5.4 when dealing with a multi-fasta file, all the reads where con-
catenated with a single N as a separator. The original multi-fasta file was used with
Meryl version 6.1.
Tallymer comes from version 1.3.4 of the genometools package [45]. It was run
as shown in the example of Tallymer’s documentation given in the distribution. The
Tallymer subroutine suffixerator used options -dna -pl -tis -suf -lcp, and
the subroutine tallymer mkindex used options -minocc 1 -maxocc 10000000000
so that all k-mer counts would be written to disk.
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2.3 Algorithm
2.3.1 A Fast k-mer Hash Table
We design a light-weight, memory efficient, multi-threaded hash table for the k-mer
counting problem. A hash table [95] is an array of (key, value) pairs, and, when
applied to k-mer counting, key is conceptually the sequence of the k-mer, and value
is the number of times that k-mer occurs. The position in the hash table of a given
key is determined by a hashing function hash and a re-probing strategy to handle the
case when two distinct keys map to the same position. In Jellyfish, if M is the length
of the hash table, the ith possible location for a given mer m is:
pos(m, i) = hash(m) + reprobe(i) mod M. (2.1)
In our implementation, we maintain the length n of the hash table to be a
power of two, M = 2` for some `, and the key representing the k-mer is encoded as
an integer in the set Uk = [0, 4k − 1]. The function hash is a function mapping Uk
into [0,M − 1]. The design of a function hash is described in Section 2.3.4.
When a new mer is added to the hash table, we attempt to store it in pos(m, 0),
and if that position is already filled with a different key, we try pos(m, 1) and so on up
to some limit. Here, we use a quadratic reprobing function: reprobe(i) = i(i + 1)/2.
This reprobing function has a good behavior with respect to the usage of the hash
table [95] while not growing too fast, which is important for quickly sorting the hash
table elements when writing the results to disk (see Section 2.3.5).
This straightforward standard scheme is both extremely slow when parallelized
in the typical way using locks, and memory inefficient. In order to make it practical,
we implement a lock-free strategy for allowing parallel insertions of keys and updates
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to values. We also design an encoding scheme to limit the storage used for both key
and its associated counts. These are described in the following sections.
2.3.2 Updating the Lock-free Hash Table
A lock, such as POSIX’s pthread_mutex, can serialize access to the hash table and
permits its use in a multi-threaded environment. However, if such a lock is used no
concurrency is achieved, and therefore there is no gain in speed in the updates of the
hash table. In addition, the overhead of maintaining the lock is incurred.
To allow concurrent update operations on the hash, we implement a lock-free
hash table with open addressing [81]. Such lock-free hash tables exploit the “compare
and swap” (CAS) assembly instruction that is present in all modern multi-core CPUs.
The CAS instruction updates the value at a memory location provided that the mem-
ory location has not been modified by another thread. Technically (see Algorithm 1),
a CAS operation does the following three operations in an atomic fashion with re-
spect to all of the threads: reads a memory location, compare the read value to the
second parameter of the CAS instruction and if the two are equal, write the memory
location with the third parameter of the CAS instruction. If two threads attempt to
modify the same memory location at the same time, the CAS operation can fail. The
CAS operation returns the value previously held at the memory location. Hence, one
can determine if the CAS operation succeeded by checking that the returned value
is equal to the old value. Unlike a lock which serializes the access to some shared
resource, the CAS operation only detects simultaneous access to a shared memory
location. It is then the responsibility of the calling thread to take appropriate action
in the event that a conflict has been detected.
The main operation (Algorithm 2) supported by the hash is to increment the
value associated with a key without using any locks. The value increment algorithm
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Algorithm 1 Compare-And-Swap operation
procedure CAS(location, oldvalue, newvalue)
2: currentvalue← value at location
if currentvalue = oldvalue then




works in two steps. First it finds the location in the hash table that already holds the
key or it claims an empty slot to store the key if the key is not present in the hash
table. Second, it increments the value associated with the key.
Lines 1–7 in Algorithm 2 accomplish the first step. It finds an appropriate slot
using the hash function and then does a CAS operation assuming that the entry in
the hash is empty. If the returned value of the CAS operation is either EMPTY or
equal to key, then that position is used for storing the key. Otherwise, there is a
key collision: the reprobe value is incremented and we start over. The procedure
fails if the maximum number of reprobes has been reached. Lines 8–12 accomplish
the second step: they increment the value in an atomic way again using the CAS
operation.
Two assumptions particular to k-mer counting simplify the design of the hash
table. First, no entry is ever deleted and there is no need to maintain special infor-
mation about deleted keys, such as tombstones [81]. Second, for k-mer counting the
required size of the hash table should be easy to estimate, or potentially the entire
available memory is used. Hence, in the event that the hash table is full, it will be
written to disk instead of doubling its size in memory [88, 26]. See Section 2.3.5 for
more details about this second assumption.
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Algorithm 2 Atomic hash increment
procedure increment(key, value)
2: K: array of keys
V : array of values
4: i← 0 . Claim key
repeat




10: i← i+ 1
current_key← CAS(K[x],EMPTY, key)
12: until current_key = EMPTY or current_key = key
cval← V [x] . Increment value
14: repeat
oval← cval
16: cval← CAS(V [x], oval, oval + value)
until cval = oval
18: end procedure
2.3.3 Reduced Memory Usage for a Hash Entry
Our implementation uses a bit-packed data structure, i.e. entries in the hash table are
packed tightly instead of being aligned with computer words. Albeit more complex to
implement, especially in concert with the word-aligned CAS operation, and incurring
a small computational cost, such bit-packed design is much more memory efficient
and makes further memory saving schemes (variable length field and key encoding)
worthwhile.
In addition, using a value field large enough to encode the number of occurrences
of the most highly repeated k-mer is a waste of memory. Typically, with a deep
coverage sequencing of a genome and a sufficiently large k, the majority of k-mers
appear only once, as they are unique due to sequencing errors and because most
genomic sequences are not composed of repeats. Most of the remaining k-mers occur
approximately c times, where c is the sequencing coverage. A small number of k-mers,
depending on the repetitiveness of the genome, occur a large number of times. To
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Figure 2.1: The two possible (key, value) pair entries with key encoding (top) and
extended value field (bottom).
account for this, Jellyfish uses a small value field and allows a key to have more than
one entry in the hash table: key, v1 and key, v2. The value associated with this key is
then the number obtained by the concatenation of the bits v1v2. Moreover, to avoid
the repetition of the key in the second entry, we only store a pointer (encoded as a
number of reprobes) back to the previous entry. The now unused bits in the key field
are used by the value field as shown in Figure 2.1.
2.3.4 Space-Efficient Encoding of Keys
The fact that an entry occurs at a known position in the hash table can be exploited
to compactly store keys in the hash table in order to save a significant amount of
additional memory. We choose a function f : Uk → Uk that is a bijection for which
we can easily compute both f and its inverse, and set hash(m) = f(m) mod M . The
length M = 2` of the hash table is a power of 2, and the modulo M operation in
the definition of the hash and pos functions (Equation 2.1) merely selects the ` lower
bits of the sum f(m) + reprobe(i). Hence, provided the value of reprobe(i) is known,
the position of a (key, value) pair in the hash table already encodes for the lower `
bits of f(m). Therefore, we store the 2k − ` higher bits of f(m) concatenated with
bits representing the reprobe count i + 1 in the key field of the hash. We use i + 1
rather than i since 0 is reserved to indicate the entries that are still empty (EMPTY
in Algorithm 2).
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Conversely, given this content of the key field at position x, it is easy to find
the sequence of the corresponding k-mer that is stored at this position. The key field
contains the 2k − ` high bits of f(m) and the number of reprobes i. The lower `
bits of the f(m) can be therefore be retrieved by computing x− reprobe(i) mod M .
Finally, the k-mer m can be recovered by computing the inverse of f .
This scheme requires little modification to Algorithm 2. In particular, the keys
do not need to be computed using the procedure described in the previous paragraph
in order to be tested for equality (line 7). This is because if the content to be stored
in the key field at a given position x for two k-mers m1 and m2 are equal, then by
definition the reprobe value for both k-mers, the 2k− ` higher bits of f(mi) and their
position in the hash are equal, thus f(m1) = f(m2) and m1 = m2 by the assumption
that f is a bijection.
For the bijective f function, we use f(m) = A · m, where A is a 2k × 2k
invertible matrix on Z/2Z. Here, m and A ·m are interpreted either as integers or
as 2k binary vectors. Let H = {x 7→ A · x mod 2` | A is invertible} be the set
of all hash functions. We will show that this set is almost an universal set of hash
functions [95] in the following sense: the size of H and the number N of matrices
A for which A · x ≡ A · y (mod 2`) satisfy N ≈ |H|/2`, provided that 22k  1 and
22k−`  1. In other words, the definition of the universal set of hash functions is
satisfied within a small error, and the property of having few expected collisions is
preserved by this approximation. The cases where this approximation breaks are the
“easy” cases corresponding to a small number of possible k-mers (22k close to 1) or a
hash table big enough to contain almost all the k-mers (22k−` close to 1).
An invertible matrix A is a sequence of vectors v1, . . . , v2k such that the ith
vector is not in the space spanned by the vectors v1, . . . , vi−1. This vector space has
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(22k − 2i) = (22k − 1)
2k−1∏
i=1
(22k − 2i). (2.2)
For a given pair (x, y), let N be the number of invertible matrices for which
Ax ≡ Ay (mod 2`), or equivalently Az ≡ 0 (mod 2`) by setting z = x− y.
Let B be an invertible matrix such that z = Be1, where e1 = (1, 0, . . . , 0), and
let C = AB. B can be constructed by setting the first column to z and choosing the
remaining columns as above to make B invertible. Then the matrix C is invertible
if and only if A is invertible and Az = ABe1 = Ce1. Hence, N is the number of
invertible matrices C for which Ce1 ≡ 0 (mod 2`).
Therefore there is only 22k−` − 1 choice for v1, the first column of C, and the
number of choices for vi, i > 1, is unchanged. Hence
N = (22k−` − 1)
2k−1∏
i=1
(22k − 2i). (2.3)
Provided that 22k  1 and 22k−`  1, the relation N ≈ |H|/2` holds.
The matrix A is chosen by iteratively drawing uniformly a random matrix out of
the 24k2 possible binary matrices of this size, until it is not singular. The proportion












Pk is a decreasing sequence. Moreover, lnPk is a series which sumhand is ln(1−2−i) ∼
2−i, hence lnPk is converging to a finite limit and Pk is converging to a positive limit.
Numerically, the limit of Pk is> 0.28. Hence, by random drawing, an invertible matrix
will be found in an expected 4 steps regardless of the size k. Faster algorithms to
find an invertible matrix exist [82], but would have no impact on the execution speed
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of Jellyfish. Thus an invertible, bijective hash function that is efficiently computable
and that reduces the storage per key significantly is achieved.
To compute the binary matrix product A · m, we use the Streaming SIMD
Extensions (SSE) instruction set of modern processors, if available. SSE instructions
work on large registers (128 bits), treating them as vectors (e.g., of four 32-bit integers
or two 64-bit integers). An SSE instruction performs the same operation on each
element of the vector (or on each pair of elements of a pair of vectors) in parallel.
For a 44 × 44 binary matrix A required to hash 22-mers, the SSE implementations
computes 34.5 million multiplications per second on our test system versus 19.4 million
multiplications per second for the C++ implementation that does not use SSE.
Surprisingly, in many applications, the above scheme uses an amount of space
per key that is independent of the length of the k-mer and the length of the input
string. Often k is chosen so that the event that a given k-mer appears more than once
in the input sequence is significant. So k is chosen large enough for the probability of
a k-mer to appear twice in a random string of length n to be less than some constant
threshold p (e.g. p < 1%). We will show that in this case the length k and the size
of the hash table M = 2` are such that the size of the key field |key|, which contains
the 2k − ` high bits of f(key) and the reprobe count, is independent of k and n.
Suppose there are n k-mers in the input chosen at random, then each has an
expected number of occurrences of µk = 4−kn. The number of occurrences of a k-mer
follows a Poisson distribution with mean µk and k is chosen so that
Pr(k-mer is repeated) = 1− (1 + µk)e−µk ≤ p. (2.5)
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Because 1− (1 +µk)e−µk ≤ 1− (1 +µk)(1−µk) = µ2k, the condition µk ≤
√
p implies
the condition in (2.5). Solving for k gives










On the other hand, to accommodate all the k-mers in the input, the size of the hash
table M = 2` satisfies ` ≥ dlog2 ne + 1. Hence, for the smallest choice of k that
satisfies (2.6) we have near equality in (2.6), and the number of bits to store for each
key is
|key| = 2k − `+ dlog2(max_reprobe + 1)e (2.7)
≤ dlog4(p)e+ dlog2(max_reprobe + 1)e+ 3 , (2.8)
which is independent of k and n.
2.3.5 Fast Merging of Intermediate Hash Tables
Once computed, the hash table is written to disk as a list of (key, value) records.
The list is sorted according to the lower l bits of the hash value of the mers, which is
pos(m, 0), and ties are broken lexicographically. Sorting the output has the advantage
that the results can be queried quickly using a binary search. More interestingly, it
has the advantage that it allows two or more hash tables to be merged into one
easily. This situation occurs when there is not enough memory to carry out the entire
computation and intermediary results are saved to disk. Jellyfish will detect when
the hash table needs to expand beyond the available memory and will instead write
the current k-mer counts to disk, clear the hash table, and begin counting afresh.
The intermediate results can be merged in limited memory as described below.
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In memory, the entries in the hash table are loosely sorted in the following
sense that can be exploited to sort the output in linear time. Let pos(m) be the
final position of a mer m in the hash table. Then pos(m) = pos(m, i) for some
i ∈ [0,max_reprobe − 1]. If pos(m1, 0) + reprobe(max_reprobe) < pos(m2, 0), then
pos(m1) < pos(m2). Hence, in order to sort the output, we only need to resolve
the proper ordering of the entries within a window of length reprobe(max_reprobe),
which is a constant with respect to the size of the hash table, the input size, and
k. To do so, we create a min-heap of size reprobe(max_reprobe) using the ordering
pos(m1, 0) < pos(m2, 0) and lexicographic order to break ties. The elements to write
out to disk are read from the head of the heap, and as elements are removed from
the heap, new elements are read from the hash table and inserted in the heap.
This sorting of the output is run in parallel to the writing to disk. The hash
table is divided into m slices and thread i (0 ≤ i < num_threads) will process the
slices numbered i+ j · num_threads. The sorted result is buffered in each thread. To
guarantee that the final output is in correct global order, the threads are organized
in a token ring: only the thread which owns the token is allowed to write its own
buffer to disk, thread 0 begins with the token and thread i will pass the token to
thread (i + 1) mod num_threads. Because writing to a single disk is inherently a
serial process, no efficiency is lost by having only 1 thread write to disk at a time.
2.3.6 Distributed Locks to Reduce Contention When Writing Table to
Disk
When a thread fails to add a key into the hash table because the table is full, the
hash table is written to disk and reinitialized. For data consistency, all threads must
be prevented from making any updates to the hash table while it is written to disk.
A reader-writer lock (e.g. POSIX’s pthread_rwlock) would suffice. However, when
the number of contentions is high, this performs very poorly.
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Instead, we implement a distributed reader-writer lock where the frequent case
(acquiring a read lock) is optimized as much as possible at the expense of the infre-
quent case (acquiring a write lock). Functionally, the distributed lock behaves to each
thread i as a distinct reader-writer lock rwlocki. For a thread to make an update to
the hash table, it only needs to acquire a read lock of its own lock, rwlocki. On the
other hand, to write the hash table to disk, a thread i is required to acquire a write
lock on all of the locks, rwlockj ∀j. In this scheme, the frequent case involves only
acquiring a lock with no contention, which is fairly fast.
The implementation again uses the CAS operation instead of POSIX pthread_rwlock
reader-writer locks. Each thread maintains a status variable which can have three
states: FREE, INUSE, BLOCKED. The frequent non-contentious case is as follows:
before an update, a CAS operation is made to change the status from FREE to
INUSE. In case of success, the read lock is considered acquired and the thread can
proceed with the update. After the update, a compare-and-swap operation is made
to change the status from INUSE to FREE. In case of success, the read lock is con-
sidered released and the thread is done. In this frequent non-contentious case our
implementation incurs only the cost of two compare-and-swap operations.
A thread that discovers a full hash table when it tries to add a key will set the
status variable of every other thread to BLOCKED. Using a condition variable, it
will then wait for every thread that was in the INUSE state to finish their update,
and then proceed to write the hash table to disk.
While the writing is occurring, every thread’s status variable will be BLOCKED
and any thread will fail in an attempt to to change its status from FREE to INUSE
using the CAS operation. If this occurs, the thread waits for the writing of the hash
to disk to be finished (its status changed from BLOCKED to FREE). If a thread fails
to change its status from INUSE to FREE it notifies, using the condition variable,
the thread that wants to write the hash to disk, that it is done with its update.
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2.3.7 Analysis of Running Time
The time to compute one hash value via matrix multiplication is O(k) assuming the
k-mer fits in one machine word, and the time to insert one k-mer in the hash table
is O(k + max_reprobe). To tally n k-mers in the hash takes O(n(k + max_reprobe))
time. With the choice of quadratic reprobing, the size of the min-heap used to sort
the hash table while writing to disk is O(max_reprobe2). Writing n elements to
disk involves n insert and deleteMin operations on the min-heap, hence a cost of
O(n log(max_reprobe)). Hence creating the hash tables takes time linear in n.
In the case where t intermediary hash tables of size si, 1 ≤ i ≤ t with
∑t
i=1 si = n
were written to disk, the time to create all t hash tables is O(n(k + max_reprobe +
log(max_reprobe))). The time to merge the t hash tables is O(n log t). If a large
amount of memory is available and the number of hash tables created is constant
(t = O(1)), then the total runtime is linear in n. In this case, our algorithm is similar
to counting sort [87, 95] where the array counting the number of occurrences of each
element to sort is replaced by a hash table.
At the other extreme, if a small amount of memory is available and the number
of hash tables created is proportional to n, then the total runtime is O(n log n). In this
later case, the theoretical worst-case performance of the algorithm has degenerated
to that of a heap sort (since the time to merge now dominates), although in practice
the memory usage and running time will be significantly faster.
2.4 Results
2.4.1 Speed and Memory Usage on Turkey Sequencing Reads
The memory usage and timing for counting k-mers on sequencing reads of the 1 GB


























Figure 2.2: Memory usage for various levels of sequencing coverage on reads generated
during the Turkey genome project when counting 22-mers. Except for Tallymer
(which is inherently single-threaded) all programs were run using 32 threads. The
memory usage for the serial and 32-thread versions of Jellyfish is almost identical
























Figure 2.3: Computation time versus sequencing coverage on reads generated during


















Figure 2.4: Detailed running time of Jellyfish counting k-mers for different values of
k on coverage 5x of the Turkey reads.
Jellyfish requires far less memory than the current versions of either Meryl or
Tallymer (Figure 2.2). The memory usage of Jellyfish is approximately the same
for coverage 5x and 10x (or for 15x and 20x) because the size of the hash table is
constrained to be a power of two and the same table size of 232 (or 233) entries is used.
Tallymer does not support multi-threaded operation. When run in serial mode, the
memory usage for Jellyfish is almost identical with the usage in multi-threaded mode.
Meryl version 5.4 contained a software error that prevented it from correctly parsing
large input files and was run only up to 5x coverage. At coverage 5x, Jellyfish used
only slightly less memory than Meryl 5.4. Meryl version 6.1 ran out of memory for
coverage 15x and 20x, and it appears that trade-offs between speed and memory usage
were changed between versions 5.4 and 6.1.
Jellyfish is also much faster than Meryl and Tallymer (Figure 2.3). At coverage
5x, representing approximately 5 Gb of sequence, Jellyfish counts 22-mers in under 4




































Figure 2.5: A trace of Jellyfish’s CPU usage and IO throughput on counting 22-mers
on coverage 5x of the Turkey reads with 32 threads. CPU usage is split into “system”
(corresponding to all system calls for memory allocation, read/write from disk, etc.)
and “user” (the program). The “percent activity” is a global activity measure over all
32 cores. The IO throughput is split into “in” for input and “out” for output.
is also able to count 22-mers at coverages > 10x where the other programs fail or take
over 5 hours.
Figure 2.4 shows the impact of varying the mer length k on computation time,
showing the contribution of both IO and the actual counting. As k increases from
5 to 30, the counting time stays approximately the same, while the IO time grows
significantly because of the larger number of distinct k-mers that must be output. For
small values of k (here < 15) Jellyfish uses direct indexing (where there is one entry
in the table for each of the 4k possible k-mers). For very low k (here k = 5), the effect
of multiple threads trying to increment the same memory location is compounded
















Figure 2.6: Speedup versus number of threads on coverage 5x of the Turkey reads.
On this log-log scale plot, a perfectly linear speedup would correspond to a diagonal
line. The “no IO” curves includes only the initialization and counting phase times.
The curve marked “with IO” counts the total runtime.
2.4.2 Jellyfish’s Architecture Allows for a High Degree of Parallelism
The CPU and IO usage of Jellyfish on 32 threads while counting 22-mers on coverage
5x of the turkey reads is shown in Figure 2.5. There are three distinct phases in the
trace. First, initialization, when memory is zeroed out and the input file is aggressively
pre-loaded in cache by the operating system. This lasts 14 seconds. The second
phase is active counting which uses 100% of the 32 CPUs available on the machine.
Thanks to the lock-free design, the threads almost never wait on each other. The
CAS operation is a CPU operation, not a system call that would require an expensive
context switch. Therefore, the counting phase is fast and the operating system uses
no computational resources during this phase. The final phase is writing, where the
results are sorted and written to disk. In this phase, the operations are bounded by
IO bandwidth. The default output format, used when creating this trace, is designed
to be easy to parse rather than compact. A more compact file format would lead to
faster execution time in the third phase.
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Figure 2.6 shows the speedup obtained when increasing the number of threads
used. Again, the k-mers are counted on coverage 5x of the Turkey reads. On the
upper curve (labeled “no IO”) takes into account only the initialization and counting
phases, i.e. only the hash table operations. The lower curve (labeled “with IO”) also
includes the writing phase where the result is sorted and written to disk. The hash
operations have an almost linear speed-up up to 32 threads (the number of cores
on the test machine). When including the writing to disk, the speed-up is linear
up to 4 threads and nearly linear up through 8 threads. Then, the sorting is done
fast enough that the IO bandwidth is the bottleneck (as seen in Figure 2.5) and the
speed-up levels off.
2.4.3 Timing Results for Other Genomes
Jellyfish is able to process genomes or the reads from recent sequencing projects in
only a few minutes. Table 2.1 contains the timing and memory usage of Jellyfish on
several data sets, computed with 32 threads. The number of different k-mers in each
data set is reported as “distinct”, and the total number of k-mers is also shown.
The timing information for Turkey coverage 20x is included for comparison.
Even on the reads of a very repetitive genome, such as Z. mays, Jellyfish takes less
than 20 minutes, while computing the suffix array with Tallymer would take about
24 hours.
2.5 Conclusion
Increasingly, practical computation on large collections of genomic sequences requires
software which can use parallel computer architectures that are commonly available
today. The lock-free operations used in Jellyfish permit the design of truly concurrent
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Table 2.1: Performance of Jellyfish on the chromosomes of the human genome and
the reads from several sequencing projects.
Organism Time RAM # of 22-mers (×106)
m:s Gb distinct total
H. sapiens 3:33 11.8 2 351 2 861
Z. mays 18:14 55.9 7 161 26 653
M. gallopavo 9:01 24.7 5 503 19 446
D. ananassae 2:19 7.35 1 197 2 936
C. burnetii 0:02 1.25 10.2 34.2
data structures that are fast in serial mode and scale almost linearly with the number
of processors used.
Jellyfish can tackle k-mer counting on the large data sets available today. As
short-read sequencing projects become more common and achieve larger and larger
coverage, efficient k-mer counting will become increasingly important. The hash
table at the heart of Jellyfish is a versatile and widely used data structure. Proper
optimizations make Jellyfish’s hash table competitive in both time and space even
compared with other data structures specifically design for string processing, such as





3.1.1 The goals of scaffolding
The scaffolding stage of a genome assembly solves two problems: finding relative
orientations of the contigs and finding relative positions of the contigs. In addition, if a
marker map is present, the chromosome builder considers also the absolute orientation
and absolute position of contigs on the chromosomes. We shall describe these four
problems in more detail.
Orientation of contigs. The sequence of each contig represents either strand of the
DNA molecule. Two contigs may represent different strands. To create larger struc-
tures made of contigs, i.e. scaffolds (a.k.a. supercontigs), it is necessary to orient the
contigs with respect to each other, so that they all represent the same strand. It is a
relative orientation as it is not known which strand the contig represents, only that
they all represent the same one. Because of the presence of erroneous mate pairs in
the data, solving the orientation problem is an NP hard problem [41]. In practice,
assembler programs use various heuristics to obtain a reasonable solution [79]. The
Chromosome Builder assumes that the relative orientation problem has been solved.
This means that the software silently ignores mate pairs which are not consistent with
the given orientation. A mate pair (r1, r2) between contigs C1 and C2 is consistent
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(a) Consistent orientation (b) Inconsistent orientation (c) Directed edge
Figure 3.1: In 3.1a, the mate pair (r1, r2) is consistent with the orientation of the
contigs C1 and C2, as r1 and C1 have the same orientation while r2 and C2 have
opposite orientation. In 3.1b is shown the case where the mate pair (r1, r2) does not
have a consistent orientation with C1 and C2. The mate pair in 3.1a contributes the
oriented edge from C1 to C2 as shown in 3.1c to the mate pair graph while the mate
pair in 3.1b is silently ignored.
with the orientation of C1 and C2 if one read has the same orientation as its contigs
and the other has the opposite orientation, as shown in Figure 3.1.
Scaffolding. Once the contigs are oriented with respect to each other, scaffolding
consists in finding the order in which the contigs appear in the DNA and an estimation
of the distances, commonly referred as “gaps”, between the contigs in this ordering.
If two contigs overlap each other, the gap is negative. This ordering problem is easily
expressed as a graph problem. Consider a directed graph where each contig is a vertex
and for each mate pair (r1, r2) between two contigs, there is a directed link from the
contig in the same orientation with its reads to the contig in opposite orientation with
its read, as in Figure 3.1. In the presence of errors, finding the most parsimonious
ordering is equivalent to solving the minimum feedback arc set, which is NP hard.
Positioning contigs on chromosomes. The markers are short fragments of DNA (∼
100 bp) whose sequence and position in the genome are known, albeit often with a
large standard deviation (∼ 100 kbp). If a marker map is available, it is possible to
determine the absolute orientation and absolute position of the contigs, i.e. not only
determining the orientation and position of the contigs relative to each other, but
also the actual position on the chromosome [50]. The orientation of these markers on
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the chromosome is usually not known. Hence, to orient a scaffold, it must have at
least two markers separated by several standard deviations.
The traditional approach is to create scaffolds ignoring markers, and then use
marker information to place scaffolds on chromosomes. Some breakage of scaffolds
may be required when there is no way to place a scaffold that is consistent with the
markers. Our view is that markers provide information useful not only to positioning,
but also to scaffolding (see section 1.4). Moreover, by merging the scaffolding and
placement operations, all data available is used for both operations.
3.1.2 Solving the ideal case
Chromosome Builder is a computer program designed to determine the most likely
placement of contigs on chromosomes. The input to the program is a collection of
contigs, mate pairs and markers. The contigs are oriented relative to each other, the
mate pairs each connect two contigs, and the markers are sequences in contigs such
that the approximate location of the sequence in a chromosome is known. In reality,
a significant portion of this data is simply wrong. For example, what is listed as a
contig may be a chimeric merger of two unrelated contigs. The primary task is to
ferret out this erroneous data. However, we begin by describing how we would solve
the problem in the ideal case where none of the data is seriously wrong, that is none
of the data needs to be excluded to obtain a reasonable solution. The general case
requires a careful selection of the data to be used (see Section 3.2.1). More specifically
the ideal case is specified as follows.
1. Let C be a collection of n contigs that all are subsequences from the same
chromosome. The orientations of each contig on the chromosome is known. Let
x1, . . . , xn denote the unknown positions of the first base of each contig.
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2. Let P0 be a collection of mate pairs that connect contigs. Each mate pair p
connects contig l(p) to contig r(p). The expected length δ?p of the mate pair
and its standard deviation σp are known. The length δ?p and the positions of
the reads of the mate pair in the contigs corresponds to a distance δp between
the beginnings of the contigs, that is, xr(p) − xl(p) (see Figure 3.2c).
3. Let M0 be a collection of markers. For m ∈ M, write c(m) for the contig
to which the sequence of m aligns. Write ρ?m for the expected position of the
marker and σm for its standard deviation. The position of the marker in the
contig and ρ?m corresponds to a position ρm of the beginning of the contig, that
is xc(m) (see Figure 3.2d).
4. The estimates of the positions ρm and of the distances between the contigs δp
are independent random variables.
We estimate the positions of contigs by minimizing the following function of the
positions.















That is, the gradient of f with respect to x = (x1, . . . , xn) is set equal to 0 and the
resulting linear system is solved.
We justify the weightings (the 1/σ factors) as follows. The linear system ob-
tained by setting the gradient of f equal to 0 has an intuitive meaning that can be
explained most easily by assuming there are no markers. The discussion with the
markers is analogous. The ith equation, ∂f/∂xi = 0, is the sum of ki terms where ki
is the number of mate pairs with one read in contig i. The term for mate pair p is
either
δp − (xr(p) − xi)
σp
or




and represents the deviation (xr(p) − xi) (in the first case) from the expected value
δp — measured as a multiple of the standard deviation. We can also refer to these
quantities as the strain sp imposed on a mate pair due to the values of the positions
of the two contigs the mate pair connects. The ith equation says that the sum of
the strains on the mate pairs connecting contig i is 0. The strain of mate pair p is
inversely proportional to the standard deviation of its library. Suppose for example
one of the mate pairs, p0, would have strain 0 if xi = a while the remaining ki − 1
mate pairs would have strain 0 if xi = b. Then, the solution would place a strain on
mate pair p0 equal to the sum of the strain on the other mate pairs. (The strain on
p0 would have the opposite sign of the strain on all other mate pairs.)
We also experimented with the weighting being 1/σ2p. The result was that
many inserts with large standard deviation had larger strains than short inserts. The
signature of an “extremely” stretched mate pair is to have a large strain, e.g. |sp| > 3,
that is, the mate pair is stretched by more than 3 standard deviation. Using the 1/σ2p
weighting results in many extremely stretched inserts with large σp.
3.2 Methods
3.2.1 Problem statement
The Chromosome Builder computes the position of the first base of each contig. Recall
the data available is the list and length of contigs; mate-pair library information
(mean length and standard deviation); the position and orientation of the reads into
the contigs; optionally, the position of markers in the chromosome and in the contigs.
The data for the mate-pairs and markers is not known precisely. We try to
identify and eliminate erroneous information, such as:
• bad mate-pairs result from either having two unrelated reads reported as mated,
or a read can be positioned in the wrong instance of a repeat region;
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• bad contigs result from misassemblies, where two unrelated fragment of sequence
are glued together in a contiguous piece;
• bad markers where the reported marker positions is simply wrong;
• haplotype variants of contigs present in the data.
The Chromosome Builder is centered around iteratively selecting data to be used
by our iterated least squares solver that will be described below (section 3.2.3). We
describe here the pre-processing and post-processing operations designed to make
the procedure robust to the errors above. The pre-processing operations attempt to
cleanup the input data and remove the data which is most likely erroneous. The post-
processing operations checks for errors in the layout generated by the least squares
solver and further removes the contigs or mate-pairs which are the likely cause of the
errors. The entire procedure (pre-processing, least squares solver, post-processing)
is then repeated until the contig layout converges. This usually occurs at the first
iteration. Every piece of information which was removed during one iteration is not
used in the subsequent iterations.
3.2.2 Pre-processing: data cleanup
The following cleanup operations are performed: removal of mate-pair haplotypes, of
contained mate-pairs, and of duplicated mate-pairs; verification of mate-pair consis-
tency.
Mate-pair haplotypes. A contig C1 is a mate-pair haplotype of a contig C2 if |C1| <
|C2| and there exists anti-parallel edges between C1 and C2 in the mate-pair graph,
as seen in Figure 3.2a. In this case, the contig C1 and all its mate-pairs are removed
from the data set.
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(a) Mate-pair haplotype (b) Included mate-pair
(c) Implied distance (d) Implied position
Figure 3.2: In 3.2a, contig C1 has mate pairs linking to contig C2 on the 3′ and
5′ ends. In the mate-pair graph, there are two anti-parallel edges between C1 and
C2. This would typically occur when C1 is a haplotype variant of C2. In 3.2b, the
mate pair between C1 and C2 is included because even if stretched by more than
5 standard deviations, the contigs it links overlap. 3.2c shows the implied distance
between the first bases of contigs C1 and C2 implied by a mate pair with mean δ∗m is
δm = x1−x2 = o1 +δ∗m−o2. 3.2d shows the starting position of a contig ρm = ρ∗m−om
implied by a marker reported at position ρ∗m and aligning with offset om.
Validating mate pairs. A chimeric mate pair consists of two independent reads that
are accidentally declared mates. Inclusion of such a mate pair is in effect a statement
that the two contigs that contain the reads and are far apart in the genome should
placed next to each other. If the two contigs are in different regions that have no
legitimate mate pairs connecting them, then the chimeric mate pair’s incorrect infor-
mation is not disputed. There is no contradictory information. As a result the two
regions can be drawn together in the contig’s layout, intermingling contigs that should
be far apart. Our approach to deal with this problem is to remove from consideration
every mate pair which is not validated by other mate-pair data as described below.
A mate-pair is validated if there exists another mate pair, between the same
pair of contigs C1 and C2, which imply the same distance between C1 and C2 within
3σ. As shown in Figure 3.2c, the distance between C1 and C2 by a mate-pair is
δm = o1 + δ
∗
m − o2. Two mate-pairs between contigs C1 and C2 are consistent if
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their implied distance δm and δm′ satisfy |δm − δm′ | ≤ 3σ. A mate-pair which is not
consistent is removed from the data set.
Replicated mate pair removal. Both 454 [57] and Illumina [3] sequencing are prone
to chemically generate multiple copies of a mate pair when there should be only one.
If multiple copies of a mate pair are kept in the data set, they will appear to validate
each other.
We say two reads in the same contig are coincident if their starting positions
are the same, within a few bases. We say two mate pairs m1 and m2 are replicates
of each other if each of their reads is coincident with one from the other mate pair.
Only one instance of the replicated mate pairs is kept in the data set.
Reads in a repeat region. Some assemblers flag the reads which are placed in a repeat
region. Because of the possibility for such a read to be placed in the wrong instance
of the repeat, Chromosome Builder ignores any mate pair containing at least one read
placed in a repeat.
Contained mate pairs. Certain situations involving validated mate pairs suggest that
the contigs may be misassembled or may be from different haplotypes representing the
same region. Such possibilities may require further investigations which are outside
the scope of this work. For preprocessing, we assume the contigs are valid and different
contigs represent non-overlapping regions of the genome. From the position of a read
in a contig and the size of the contig, we can tell whether its mate should lie in the
same contig, judging from the mean and standard deviation of the mate-pair library.
A mate-pair with mean δ∗m and standard deviation σm between two contigs
C1 and C2 is contained if the mate-pair fits entirely in contig C1 or C2. Using the




m + 5σm ≤ |C1|. If validated mate pairs are also contained, the software flags
the contigs as being potentially misassembled.
3.2.3 Iterative solver
Even after the data cleaning described above, the layout created by solving this least
squares problem is likely to be incorrect. The iterative solver repeatedly solves a least
square optimization, removing at each iteration the most “unhappy” elements (mate
pair or marker), until all the remaining elements are “happy”.
More precisely, the sets P0 andM0 are the sets of mate pairs and markers after
the cleaning operations. Then, each iteration consists in setting
(x
(i)
1 , . . . , x
(i)
n ) = arg min
(x1,...,xn)
f(x1, . . . , xn;Pi,Mi).
Then, the sets Pi+1 andMi+1 are obtained respectively from Pi andMi by removing
0.5% of the most strained elements, where the strain is defined in eq 3.1 computed
for the current solution (x(i)1 , . . . , x
(i)
n ).
Also, we ensure that for any contig C, at most one mate pair or marker involving
C is removed. This last condition allows for the detection of misassembled contigs in
the post-processing stage, as explained in Section 3.2.4. A mate pair or marker which
was removed from Pi or Mi at a previous iteration reintegrates its set if its strain
becomes less than 3 in absolute value.
The iteration stops when there is no more mate pair or marker with a strain
greater than 3 in absolute value.
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3.2.4 Post-processing: error detection
Three tests are performed on the layout created by the iterative solver: tests for
misoriented contigs or collection of contigs, misassembled contigs, and what we call
“folded scaffolds”.
Misoriented contigs. While each contig is provided with an orientation, that orienta-
tion can be wrong. It is easier to detect misorientation for large collection of contigs.
This test checks that the orientation of the connected components is in agreement
with the marker map. The contig layout generated by the least squares solver gives
positions for the markers. The slope of the linear regression between the marker po-
sitions in the map and in the computed layout should be close to 1. A negative slope
indicates that the contigs in a connected component have an incorrect orientation.
Misassembled contigs. A contig is misassembled if its sequence does not exist in the
genome. This test intends to detect contigs made up of two piece of sequence which
do not come from the same region of the genome. The mate-pairs of these two pieces
cannot be satisfy simultaneously. Hence, the misassembled contig test detects contigs
with a cluster of satisfied mate-pairs and a cluster of unsatisfied mate-pairs. These
contigs and incident mate pairs are removed from the data set.
Folded scaffolds. An erroneous mate-pair can force two distant contigs to be placed
close to one another. This has the effect of “folding” the scaffold onto itself, as
shown on Figure 3.3. The connected component is then made of two parts which are
individually correctly scaffolded, but the two parts are placed on top of each other
instead of being placed one after the other.
This test detects this situation by looking for discrepancies in the distances
between every pair of contigs in the mate-pair graph and in the layout. The distance
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(a) Correct layout (b) Folded layout
Figure 3.3: In 3.3a the correct layout of 7 contigs. The mate-pairs are represented
by doted lines. One erroneous mate-pair, shown in red, links two distant contigs.
In 3.3b, the folded layout when the red mate-pair is erroneously trusted by the least
squares procedure.
in the mate-pair graph is the length of the shortest path between two contigs. The
distance in the layout is the distance of the first bases of the two contigs. In a correct
layout, the two distances have roughly a linear relationship.
In the folded layout, every path between contigs in different parts must pass
through one of the erroneous mate-pairs. Hence, this test first computes the number of
times a mate-pair is traversed by the all the shortest paths between contigs adjacent
in the layout. Then it finds the mate-pairs which are overly represented. These
offending mate-pairs are removed from the data set.
3.3 Results
We applied an early version of the Chromosome Builder to position the contigs on
the chromosomes in the UMD Bos taurus assembly version 3.1 (see Chapter 1). This
assembly has recently been annotated by NCBI and is currently the official reference
genome. In this section we analyze the positions of the BAC reads on the chromosomes
in the 3.1 assembly and show that they are more consistent than in Btau 4.1 by Baylor.
By construction, all the reads from the same BAC come from the same neigh-
borhood of length less than 400 kb. In our assembly of the Bos taurus genome, we
used this BAC read co-locality only to place additional sequence (see Section 1.2.3),
representing 3% of the total sequence. Although ATLAS assembles each BAC sepa-
rately and thus implicitly uses this information, it can make mistakes when stitching
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(a) Correct contig ordering. (b) Inversion of C3 and C2.
Figure 3.4: In 3.4a, contigs C2 and C3 are in a correct order and the BAC name
tags follow a logical succession. In 3.4b, contigs C2 and C3 are in reversed order and
display the interleaving pattern of BAC name tags.
the BAC assemblies together. Here, we compare the consistency of the BAC read
co-locality information in the two assemblies to evaluate their quality.
We assign “tags” to each contig. A tag corresponds to a BAC, and a contig
containing three or more reads from a BAC is tagged by that BAC name. A contig
may have zero, one, or more tags. The positions of the tagged contigs on the chromo-
some should be consistent: two contigs sharing a tag should be placed no more than
a BAC length apart, and, by the same token, the contigs sharing tags should cluster
together.
In this study, we consider only contigs that are longer than 5 kb. Given the
coverage by BAC reads, the expected number of BAC reads in such contigs is over
15. Hence, in a correct ordering, a contig C flanked by two contigs tagged by BAC
B should also be tagged with B with high probability. See Figure 3.4a.
We search for tag sequences which are unlikely. More specifically, since the
number of possible erroneous patterns is large, we chose the sequence of tags B1 −
B2 − B1 − B2 to compare the two assemblies. This pattern is indicative of an error
with high probability. We find 478 such patterns in the BCM assembly, versus 160





In this part, we explore some problems in graph theory. We first describe the
seeded complex detection problem which lead to the study of exactly k-edge connected
graphs in Chapter 4. Although biological problems motivated the study of these
graphs, the results obtained are of theoretical nature and only remotely connected to
the initial inquiry, but interesting in their own right.
In Chapter 5, we consider the problem of reconstructing, under the assumption
of parsimony, the biological network of some ancient species which is a common
ancestor to two or more extant species. We present a framework to encode the
evolution of the biological network and an algorithm which finds efficiently, in practice,
the optimal ancestral network.
The seeded complex problem. A biological complex is a group of proteins that bind
together to perform some biological function. Finding which proteins form complexes
is of great biological interest. Experiments to discover the structure of such com-
plexes, like crystallography, are time consuming and expensive. This motivates the
development of computational methods to detect complexes from the results of high-
throughput experiments, such as Protein-Protein-Interaction (PPI) networks gener-
ated by Yeast Two Hybrid (Y2H) experiments [100, 37]. A PPI network is repre-
sented by a weighted graph G = (V,E,w), where V is the set of all proteins, E is
the set of physical binary interactions which have been experimentally observed and
w : E → [0, 1] is the probability for this edge to be a true one.
Databases, such as MIPS [73], which catalog known complexes, are incom-
plete. Only a small subset of all complexes existing in an organism are present in the
database and the complexes cataloged are not complete, i.e. some proteins could be
missing. In the seeded complex problem, one is interested in augmenting the descrip-
tion of existing complexes. Formally, given a PPI networks represented as a weighted
graph G = (V,E,w) and a set of proteins C ⊂ V which are believed to be part of
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one complex, find a superset set of proteins C ′ ⊃ C which are likely also part of the
same complex.
We considered trying to answer the following question as an approach to solving
the problem above. Given the set of proteins C in our graph G, what is the most
parsimonious way to connect all these vertices in G? Computationally, this is equiva-
lent to the minimum Steiner tree problem [19, 84]. More precisely, we considered the
following metric. If C ⊂ V is a set of vertices, then the Steiner weight sw(C) is the
weight of a minimum Steiner spanning C. Then, for any vertex p ∈ V , the Steiner
distance of p to C is
sd(p, C) =
sw (C ∪ {p})
sw(C)
− 1 .
If, and only if, p is on one minimum Steiner tree of C, then sd(p, C) = 0. Otherwise,
this measures how much a Steiner tree of C has to be modified to incorporate the
protein p.
The algorithm to solve the seeded complex problem consists by computing the
Steiner distance sd(p, C) for every protein in the graph and returning the set of
proteins with a Steiner distance to C less than a threshold.
Computing minimum Steiner trees. The minimum Steiner tree problem is NP-
hard [40]. Hence, solving the minimum Steiner tree problem is computationally ex-
pensive. The Steiner distance described above requires solving many instances of the
minimum Steiner tree problem. As a way to decrease the size of the minimum Steiner
tree problem, we considered the following strategy. Let C be the set of required ver-
tices. Find the biconnected component of the graph G. We now consider two sets of
minimum Steiner tree problems.
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Figure 3.5: The black edges are the bridges, separating the biconnected component.
Each biconnected component has a different color for its edges (purple, green, orange,
blue and red). The required vertices are colored dark blue and the light blue vertices
are the articulation vertices added as required in each biconnected component. The
solution is shown with bold edges.
First, collapse every biconnected component into a super-vertex. The resulting
graph is a tree. Mark every super-vertex which contains a required vertex as required.
Solving the minimum Steiner tree problem in a tree is a trivial problem.
Second, in each biconnected component Vi, consider a minimum Steiner tree
problem where the required vertices are C ∩ Vi and every articulation point vertex of
Vi which is on the path to another biconnected component which contains required
vertices. Each minimum Steiner tree problem instance is smaller than the original
problem (graph is smaller and fewer required vertices).
It is then trivial to patch together a solution to the minimum Steiner tree
problem in G from the solutions in the tree and in each biconnected component Vi,
as shown in Figure 3.5.
Exactly connected graphs. A natural question is whether this scheme can be extended
further. That is, take a biconnected component and collapse into a super-vertex every
vertex which are connected by at least 3 edge-disjoint paths. Can the solutions to the
minimum Steiner problems in the graph of super-vertices and in each super-vertex
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be patched together in a solution to the problem in G? Although we do not have an
answer to this question, we studied the following relevant class of graph.
A graph G′ obtained from k-edge-connected graph G by collapsing into super-
vertices the vertices which are connected by at least k+ 1 edge-disjoint paths has the
following property: between every two vertices of G′ there are exactly k edge-disjoint
paths. Chapter 4 characterizes the exactly k-edge-connected graphs for k = 1, 2, 3,
and some variants: exactly connected and planar, and minimally connected graphs.
Parsimonious ancestral network reconstruction. Biological networks, such as PPI or
regulatory networks, of modern species can be observed. Phylogenetic trees relate
extant and extinct species based on common traits, genetic information and fossil
records. On the other hand, the actual biological network of an extinct species, or
the evolution of the biological network of an ancient species to a modern one, is
inaccessible by experimental means. Nevertheless, one would like to understand how
modern features in extant species arose.
We consider the problem of reconstructing, in the most parsimonious way, the
history of the creation and deletion of edges in a biological network as it evolves from
an ancient species to a modern one. We assume that we have complete homology
information between the proteins in the extant network, i.e. we have a binary tree
completely describing how every vertex in the extant network appeared from earlier
vertices and gene duplication. Moreover, we assume that right after duplication, the
two genes are identical and have the same set of edges in the network as their ancestor.
After duplication, the genes diverge by creation of new edges or deletion of existing
edges. In this context, a most parsimonious history is one with the fewest number of
creation and deletion events.
In Chapter 5, we show a method to reconstruct such a parsimonious histories.
Although not theoretically guaranteed, this method returns in practice the optimal
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or near optimal solution in polynomial time. Finally, we present variations on the
method for different type of graphs — directed, with self-loops — and a way to
reconstruct the biological network of a common ancestor to two related species.
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Chapter 4
A Synthesis for Exactly 3-edge-connected Graphs
4.1 Introduction
A graph that is k-edge-connected and k-regular has the property that, between any
pair of distinct vertices u and v, there are k and only k edge disjoint u−v paths. The
class of k-edge-connected, k-regular graphs has been heavily studied, in particular the
case k = 3. On the other hand, the class of graphs for which there are exactly k edge-
disjoint paths between every pair of vertices is much larger than the k-edge-connected,
k-regular graphs. For example, such a graph can have arbitrarily many vertices of
arbitrarily large degree. We call a graph with exactly k edge-disjoint paths between
every pair of vertices exactly k-edge-connected. In this chapter, we will completely
characterize the exactly k-edge-connected graphs for k = 1, 2, 3 and study some of
their properties.
If C is an induced cycle in a graph G, then the graph G′ obtained from G by
collapsing C into a single vertex has a lower or equal vertex connectivity and greater
or equal edge connectivity than G. Various conditions to guarantee the existence of
an induced cycle C in a biconnected graph G such that G′ is also biconnected have
been given in [98, 97, 22, 29]. Such cycles are called non-separating induced cycles.
To prove the correctness of our characterization of exactly 3-edge-connected graphs,
we will prove (Theorem 4.3) the existence of induced cycles which, when collapsed,
simultaneously preserve 2-vertex-connectivity and 3-edge-connectivity.
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Exactly connected graphs arise in several contexts. For example, they are ob-
tained if all pairs of vertices of higher local edge-connectivity are merged. Suppose G
is a k-edge-connected graph, but not necessarily exactly k-edge-connected. If the sets
of vertices that are mutually connected by > k edge-disjoint paths are collapsed into
supernodes, then the resulting multigraph G′ is either a graph of a single vertex or is
exactly k-edge-connected. This follows because G′ is at least k-edge-connected as G
was, and no two supernodes can be connected by > k edge-disjoint paths, otherwise
they would have been merged. That such supernodes are partition the nodes of G [60]
follows directly from Menger’s theorem [17].
All exactly k-edge-connected graphs are both edge-minimal and edge-maximal
in the sense that removing or adding an edge will destroy exact k-edge connectivity. k-
connected edge-minimal graphs, also called minimally connected graphs, have received
a lot of attention [4, 32, 78, 31, 55]. On the other hand, not all edge-minimal k-edge-
connected graphs are exactly k-edge-connected. Hence, the class of exactly k-edge-
connected graphs is a strict subset of the edge-minimal k-edge-connected graphs. The
Harary graphs [30] (graphs satisfying a connectivity requirement k with a minimum
number of edges) are exactly k-edge-connected, but there is only one Harary graph
for each pair (n, k), where n is the order (number of vertices) of the graph and k the
connectivity requirement. We shall generalize this concept in Section 4.4.2.
A synthesis of a class of graphs is a set of elementary operations by which all
graph of the class can be generated. A synthesis provides a complete characterization
of its elements and provides a natural way to reason by induction about the class of
graphs. Syntheses for many classes of graphs already exist [2, 10, 35, 14, 44, 39, 99,
93, 30, 18]. Development of syntheses for additional classes of graphs is an active area
of current interest.
The exactly 1-edge-connected graphs are simply the trees. The exactly 2-edge-
connected graphs are “trees of cycles.” More formally, ifG is exactly 2-edge-connected,
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it is the union of simple cycles such that the block-cutvertex graph H = (V,E) is a
tree, where V contains a vertex uc for each cycle c and a vertex uv for each vertex
v ∈ G shared by more that one cycle, and where E = {{uc, uv} : v ∈ c}. Every 2-
edge-connected graph can be generated from a Whitney-Robbins synthesis [30]. The
exactly 2-edge-connected graphs can be generated via a “Robbins synthesis”:
Proposition 4.1. An exactly 2-edge-connected graph G is obtained from a Robbins
synthesis. In other words, there exists a sequence of graph Gi, 0 ≤ i ≤ l such that G0
is a simple cycle, Gl = G and Gi+1 is obtained from Gi by a cycle addition.
Proof. G is 2-edge-connected, so it is the result of a Whitney-Robbins synthesis. Let
Gi (0 ≤ i ≤ l) such that G0 is a simple cycle and Gi+1 is obtained from Gi by a path
or a cycle addition. Note that G0 is exactly 2-edge-connected. Suppose that Gi is
exactly 2-edge-connected and that Gi+1 is obtained by a path addition, between u
and v. There are 2 edge-disjoint paths between u and v in Gi. The newly added path
is obviously edge-disjoint from the paths in Gi. So there are 3 edge-disjoint paths in
Gi+1 between u and v. Given that no edge or vertex is ever removed, there are also
3 edge-disjoint paths in G between u and v, which is a contradiction. On the other
hand, cycle addition does not create any new edge-disjoint paths between existing
vertices. So G is obtained from G0 by a sequence of cycle additions.
The situation is more complicated for k = 3. Existing syntheses cannot be
easily modified to generate exactly 3-edge-connected graphs. The synthesis of exactly
3-edge-connected graphs is presented in Section 4.2. The existence of certain type of
non-separating cycles in quasi 3-regular graphs, on which the synthesis depends, is
presented in Section 4.3. Finally, in Section 4.4, we describe some of the properties
of exactly edge-connected graphs.
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4.2 A Synthesis for Exactly 3-edge-connected Graphs
We begin by describing several operations that preserve exact 3-edge-connectedness
when applied to any exactly 3-edge-connected graph. Eventually, the synthesis will
exploit only two of these operations: block gluing and cycle expansion. The other
operations will play a role in the proof of the synthesis and are also interesting in
their own right. In the following, biconnected graphs are graphs which are 2-vertex-
connected. A vertex whose removal would disconnect a connected but not biconnected
graph is called an articulation point. A block is a maximal connected subgraph that is
biconnected. Throughout, all sets should be considered multisets and all graphs are
multigraphs and loopless. The notation (u, v)r denotes an undirected edge between
u and v of multiplicity r (when r = 1, it is omitted).
4.2.1 Gluing Operations.
In this section, G1 = (V1, E1) and G2 = (V2, E2) are two exactly k-edge-connected
graphs with V1 ∩ V2 = ∅. We will define operations to glue these graphs together
into G = (V,E) that is also exactly k-edge-connected. See Figure 4.1 for illustrations
of several of the operations. The first collection of these operations exploits the
relationship between exact connectivity and the blocks, or biconnected components,
of a graph.
Definition 4.1 (Block gluing). G = (V,E) is the graph obtained by identifying one
vertex from G1 = (V1, E1) and one vertex from G2 = (V2, E2). Formally, let u1 ∈ V1
and u2 ∈ V2, let N(u1) and N(u2) be their respective neighboring vertices and let
X = {(u1, v) : v ∈ N(u1)} ∪ {(u2, v) : v ∈ N(u2)} be the adjacent edges of u1 and u2.
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Then construct G = (V,E) by setting
V = V1 ∪ V2 ∪ {u} \ {u1, u2}
E = E1 ∪ E2 ∪ {(u, v) : v ∈ N(u1) ∪N(u2)} \X.
This is called block gluing because the vertex u becomes an articulation point in G.
Proposition 4.2. If G1 = (V1, E1) and G2 = (V2, E2) are exactly k-edge-connected,
then any block gluing G of G1 and G2 is exactly k-edge-connected.
Proof. Any pair of vertices that are in the same block of G are connected by exactly
k edge-disjoint paths because they were before the gluing and no additional edge-
disjoint path can be created by leaving the block and re-entering it. Let u be the
articulation point created by the block gluing, and let w ∈ V1, v ∈ V2 be a pair of
vertices in different blocks of G. Vertices w, u are connected by k edge-disjoint paths
and u, v are also connected by k edge-disjoint paths. Hence, there are ≥ k edge-
disjoint paths between w, v. Any such path must pass through u, so there cannot be
more than k without creating > k edge-disjoint paths between w and u1 in G1, which
cannot happen.
Corollary 4.1. The subgraph induced by a block of an exactly k-edge-connected graph
is exactly k-edge-connected.
Definition 4.2 (k-bridge addition). G = (V,E) is obtained from G1 by adding a
vertex and k parallel edges from the vertex to an existing vertex in G1. Formally,
V = V1 ∪ {u} and E = E1 ∪ {(v, u)k}.
Corollary 4.2. If G is exactly k-edge-connected, then any k-bridge addition preserves
exact k-edge-connectivity.
We also have a vertex gluing that allows two blocks to be merged into one, and
the converse operation, vertex splitting, which breaks a graph at a minimum cut.
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Definition 4.3 (Vertex gluing). Let u1 and u2 be degree-k vertices of G1 and G2
respectively. Construct G by removing u1 and u2 and pairing together the 2k edges
from G1 and G2. Formally, let vi1 and vi2, 1 ≤ i ≤ k, be respectively the neighbors
(not necessarily distinct) of u1 in G1 and u2 in G2. We then construct G by setting
V = V1 ∪ V2 \ {u1, u2}




















: 1 ≤ i ≤ k
}
.
The graph G is a vertex gluing of G1 and G2.
Proposition 4.3. If G1 = (V1, E1) and G2 = (V2, E2) are exactly k-edge-connected,
then the vertex gluing G = (V,E) of G1 and G2 is exactly k-edge-connected.
Proof. Let u1 ∈ V1 and u2 ∈ V2 be the vertices used in the vertex gluing. Consider any
pair v, w of vertices in G. If v ∈ V1 and w ∈ V2, then there are no more than k edge-
disjoint paths between them because the cut (V1 \ {u1} , V2\ {u2}) has cardinality k.
On the other hand, k edge-disjoint paths exist between them because there were k
edge-disjoint paths from v to u1 and from u2 to w which can be combined to create
k edge-disjoint paths between v and w.
Suppose, instead, v, w are both in V1 (the case for V2 is symmetric). Then there
are k edge-disjoint v − w paths, say Pi, 1 ≤ i ≤ k, in G1. At most j ≤ bk/2c of
these paths passe through vertex u1, say Pi, 1 ≤ i ≤ j. Let v1i and w1i , 1 ≤ i ≤ j
be the vertices that respectively precede and follow u1 on path Pi. Let v2i and w2i be
respectively the neighbors of v1i and w1i in V2 after vertex gluing. Let x be a vertex of
G2 distinct from u2. Given that G2 is k-edge-connected, there exists k edge disjoint
x− u2 paths, say Qi, 1 ≤ i ≤ k, in G2. Because u2 is adjacent to every v2i ans w2i , the
Qi paths create edge disjoint x−vi and x−wi paths, which avoid u2, for 1 ≤ i ≤ j. In
turn, let combine paths x−vi and x−wi to get j edge disjoint vi−wi paths, 1 ≤ i ≤ j,
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(c) Vertex gluing (→) and splitting (←).
Figure 4.1: Several operations that preserve exact 3-edge-connectivity.
which avoid u2 (named Ri). By combining the Pi and Ri paths, for 1 ≤ i ≤ j, we
constructed v − w paths in G.
Conversely, there cannot be more than bk/2c edge disjoint v − w paths in G
detouring into G2 because of the cut (V1 \ {u1} , V2 \ {u2}). If there were > k edge
disjoint v −w paths in G, there would be > k edge disjoint v −w paths in G1. So G
is exactly k-edge-connected.
Definition 4.4. An edge cut S of a graph G is called trivial if one of the components
of G \ S is the trivial graph (graph with one vertex and no edges).
Definition 4.5 (Vertex splitting). Let G = (V,E) be an exactly k-edge-connected
graph and S = 〈V1, V2〉 be a non-trivial minimum cut. Construct G1 = (V1∪{x1} , E1)
and G2 = (V2∪{x2} , E2) by adding two new vertices x1 and x2 attached respectively
to G1 and G2 by k new edges to the vertices adjacent to S. Formally, let S =
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{(ui, vi) ∈ V1 × V2 : 1 ≤ i ≤ k} and
E1 = (V1 × V1 ∩ E) ∪ {(x1, ui) : 1 ≤ i ≤ k}
E2 = (V2 × V2 ∩ E) ∪ {(x2, vi) : 1 ≤ i ≤ k} .
The pair G1, G2 is called a vertex splitting of G with respect to S.
Corollary 4.3. Let G be an exactly k-edge-connected graph, S be a non-trivial min-
imum cut. G1 and G2 obtained by vertex splitting of G with respect to S are exactly
k-edge-connected.
4.2.2 Cycle Contraction and Expansion.
We describe now two additional operations that create and remove cycles within
exactly k-edge-connected graphs. The first, cycle expansion, is the main non-trivial
operation of the synthesis. A set of vertices C of a graph G is an induced cycle if
the subgraph induced by C in G is a cycle graph. By convention, in a multigraph
G, we view a double edge (u, v)2 as a induced cycle of length 2. On the other hand,
if C = (u1, . . . , un, u1) is an induced cycle of length n ≥ 3, every edge in the cycle
graph must be a simple edge.
Definition 4.6. A k-regular graph is a graph where all vertices have the same degree
k. A quasi k-regular graph is a graph where at most one vertex has a degree different
than k. An induced cycle C is said to be quasi k-regular if the degree in G of every
vertex of C is k, except for at most one vertex.
Proposition 4.4 (Cycle expansion). Let G = (V,E) be an exactly 3-edge-connected
and biconnected graph, and let u be any vertex of G. Suppose that u has degree d. Let
G′ be created from G by replacing vertex u with a cycle C of no more than d vertices
where all the vertices of C are connected to at least one neighbor of u, and all but
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one vertex of C is connected to exactly one neighbor of u. Formally, let 2 ≤ d′ ≤ d,
v1, . . . , vd be the neighbors of u (not necessarily all distinct), u1, . . . , ud′ new vertices
distinct form the vertices of G, and G′ = (V ′, E ′) with
V ′ = V ∪ {u1 . . . , ud′} \ {u}
E ′ = E ∪ {(ui,vi) : 1 ≤ i ≤ d′ − 1} ∪ {(ud′ , vi) : d′ ≤ i ≤ d} \ {(u, vi) : 1 ≤ i ≤ d}.
Then G′ is exactly 3-edge connected.
Proof. We shall prove, in order, that there are exactly 3 edge-disjoint paths in G′
between these pairs of vertices:
1. (x, y) in V \ {u}
2. (x, ui) for x ∈ V \ {u} and 1 ≤ i ≤ d′
3. (ui, uj) for 1 ≤ i < j ≤ d′
For the first case, replacing vertex u by a subgraph, does not create new paths between
x and y, so there are at most 3 edge-disjoint paths. Because u is not an articulation
point, there exists triplets of edge-disjoint x− y paths where at most 2 go through u.
These 2 edge-disjoint x−y paths in G can be changed into 2 edge-disjoint x−y paths
in G′ by using some of the edges in the expanded cycle. So there are 3 edge-disjoint
x− y paths in G′.
For the second case, fix i ∈ [1, d] and let P1, P2 and P3 be 3 edge-disjoint
x − u paths in G. These paths can be changed to three paths P ′1, P ′2, P ′3 from x
to vertices on the expanded cycle, say uj1 , uj2 and uj3 . If i is equal to j1, then we
have 3 edge-disjoint x − ui paths: P ′1, P ′2 plus uj2 − uj1 on the expanded cycle and
P ′3 plus uj3 − uj1on the expanded cycle. If i is not equal to j1, j2 or j3, let consider a
x− vj1 − uj1 path P (which can be constructed from an x− vj1 − uj1 cycle in G, and
G is 3 edge connected). This path P is distinct from P ′1, P ′2 and P ′3 as it contains the
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edge (vj1 , uj1). If P is edge-disjoint with at least two of P ′1, P ′2 and P ′3, then we are
done. Otherwise, let e be the edge closest to uj1 which is common between P and,
say, P ′1. Create the new path P ′ equal to P ′1 from x to e, and equal to P from e to
uj1 . By construction, this is a x− uj1 path which is edge-disjoint with P ′2 and P ′3.
Finally, for the last case. For any pair (i, j), there is a cycle Cij in G containing
the vertices u, vi and vj. A piece of this cycle can be changed into a vi − vj path P
which is edge-disjoint with the expanded cycle. So there are 3 edge-disjoint vi − vj
paths in G′: two paths in the expanded cycle and the path P . There cannot be more
than 3 edge-disjoint paths as, by construction, at least one of ui or uj has degree 3.
See Figure 4.1 for an example of cycle expansion. The following proposition,
where a cycle is contracted into a new vertex, is the inverse of the previous one.
Because not all cycles can be so contracted, stronger hypotheses must be made on
the graph G and on the cycles considered. To state those conditions, we first need
some facts and definitions.
Lemma 4.1. An exactly k-edge connected graph G which has only trivial cuts is quasi
k-regular.
Proof. Suppose there exists two vertices u and v of degree greater than k. There
exists a cut separating u and v and this cut cannot be trivial.
Proposition 4.5 (Cycle contraction). Let G = (V,E) be a quasi 3-regular, exactly 3-
edge-connected and biconnected graph. Let C be an induced cycle of any length which
contains the vertex of higher degree. The graph G′ is constructed from G by collapsing
the cycle C into one vertex. Formally, if 2 ≤ d′ ≤ d, u1, . . . , ud′ are the vertices of C,
and v1, . . . , vd are the vertices adjacent to C in G, we construct G′ = (V ′, E ′) with
V ′ = V \ {u1, . . . , ud′} ∪ {u}
E ′ = E ∪ {(u, vi) : 1 ≤ i ≤ d} \ ({(ui,vi) : 1 ≤ i ≤ d′ − 1} ∪ {(ud′ , vi) : d′ ≤ i ≤ d}) .
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Then G′ is exactly 3-edge connected and quasi 3-regular.
Proof. In G′, the degree of every vertex in V \ {u1, . . . , ud′} is the same as its degree
in G. Given that only ud′ in G may have a degree different than 3, G′ is also quasi
3-regular. In particular, there cannot be more than 3 edge-disjoint paths between
any pair of vertices in G′. For any pair of vertices x, y not on C, any x− y path in G
can be changed into a path in G′ where the eventual edges on the cycle are removed.
Furthermore, edge-disjoint paths in G are still edge-disjoint in G′. So there are 3
edge-disjoint x − y paths in G′. For any x not on C, any x − u1 path in G can be
changed into a x−u path in G′. So there are 3 edge-disjoint paths in G′ between any
pair of vertices.
Note that Proposition 4.5 only guarantees that cycle contraction preserves 3-
edge-connectivity, but the resulting graph may not be biconnected. Preserving this
second property is the subject of Section 4.3.
4.2.3 Synthesis.
We now proceed to the synthesis of exactly 3-edge-connected graphs. The proof will
rely on results from Section 4.3 Theorem 4.3, where the main technical arguments
are given.
Definition 4.7. The dumbbell graph consists of 2 vertices and 3 parallel edges between
them. It is exactly 3-edge-connected.
Theorem 4.1 (Exactly 3-edge-connected synthesis). Any exactly 3-edge-connected
graph G is obtained from dumbbell graphs and the following operations: cycle expan-
sion and block gluing.
Proof. We proceed by induction on the order r of G. The only exactly 3-edge-
connected graph of order 2 is the dumbbell and the induction hypothesis holds for
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r = 2. Suppose the theorem holds for any graph of order j ≤ r. Let G be an exactly
3-edge connected graph of order r + 1. We apply the following tests:
1. If G has an articulation point, by Corollary 4.1, each block is exactly 3-edge-
connected and of order less than r+ 1. Apply the induction to each block; G is
obtained by block gluing of its blocks.
2. G is biconnected and of order at least 3, so by Theorem 4.3 (below) it contains
a quasi 3-regular induced cycle C which, when collapsed, does not create an
articulation point and preserves exact 3-edge-connectivity. Let G′ be obtained
from G by collapsing C. The order of G′ is less than r+ 1. Apply the induction
to G′; G is obtained by cycle expansion of G′.
The main difficulty in the proof of Theorem 4.1 is that collapsing an arbitrary
cycle could create an articulation point, but cycle expansion (Proposition 4.4) and
cycle contraction (Proposition 4.5) are inverse operations of each other only as long
as the contraction does not create an articulation point. This difficulty will be dealt
with in the next section.
4.3 Existence of Non-articulation Cycles.
In this section, we shall prove the existence in an exactly 3-edge-connected graph of a
quasi 3-regular induced cycle which, when collapsed, does not create an articulation
point and preserves exact 3-edge-connectivity. This will culminate in Theorem 4.3,
which was used to prove that all exactly 3-edge-connected graphs can be constructed
from block-gluing and cycle expansion (Theorem 4.1).
Definition 4.8. Let H be a subgraph of a connected graph G = (V,E) and let
B1, . . . , Bk be the sets of vertices of the connected components of G\H. The partition
V = H ∪B1 ∪ . . . ∪Bk induced by H is the H-partition and its size is k (k ≥ 0).
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(a) (b) (c)
Figure 4.2: The graph in (a) is 2-vertex-connected, 3-edge-connected, quasi 3-regular
with minimum degree 3. The induced cycle C with the black vertices is non-separating
but not collapsible. Collapsing C into a vertex v would create 4 paths between v and
h, the high degree vertex at the center of the graph. The graph in (b) has two high
degree vertices separated by a 3-edge-cut and the blackened induced cycle contains
one high degree and goes accross the edge cut. Collapsing the cycle (figure (c)) creates
4 edge disjoint paths between the grey and black vertices.
Definition 4.9. An articulation cycle in G = (V,E) is an induced cycle C with a
C-partition of size greater than 1.
If C is an articulation cycle, then in the graph G′ obtained from G by collapsing
C into a vertex v, the sets Bi∪{x}, 1 ≤ i ≤ k are the blocks (biconnected components)
of G′. By extension, we will call the sets Bi the blocks of the C-partition.
Definition 4.10. A collapsible cycle is a quasi 3-regular, non-articulation, induced
cycle which preserves exact 3 edge-connectivity when collapsed.
An induced articulation cycle is an identical notion to an induced separating
cycle. Several previous works [98, 97, 22, 29] deal with the problem of finding non-
separating induced cycles in a graph, i.e. a induced cycle C in G such that G \ C
is connected. Thomassen’s results [98] for 2-connected graphs of minimum degree 3
would guarantee the existence of such a non-separating induced cycle. But collapsing
such cycle does not necessarily preserve exact 3-edge-connectivity as required for the
synthesis (see Figure 4.2). A graph G′ obtained from G by collapsing an induced non-
separating cycle can have higher edge connectivity than G in two cases: collapsing C
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(a) (b) (c)
Figure 4.3: An example contraction-expansion of a cycle. (a) A quasi-3-regular ex-
actly 3-edge-connected graph. (b) A block created by the collapse of the dashed cycle.
(c) The re-expansion of the dashed cycle within the block of (b).
created a high-degree vertex which has more than 3 paths to an existing high-degree
vertex of G, or cycle C contained edges of a non-trivial 3-edge-cut and collapsing C
“destroyed” the cut. To prevent the former, we will impose that the cycle C contains
one and only one high-degree vertex ofG (hence, no new high degree vertex is created).
To prevent the later, we will require that the cycle C avoids any arbitrarily chosen
vertex u of G (which is sufficient, as we shall see in Theorem 4.3).
We introduce some definitions and operations relating to articulation points in
exactly 3-edge-connected graphs.
Definition 4.11. Let G be a graph, C be an induced cycle in G and B be a block
of the C-partition. The contraction-expansion of C with respect to B is a graph G′
obtained from G by the following operations, applied sequentially:
• let G′ be the graph induced by B ∪ C
• smooth out the vertices of degree two in G′
The vertices of degree two that are smoothed out (replaced by edges) are
the attachment vertices of the blocks other than B in the C-partition. The name
contraction-expansion is justified by the proof of Lemma 4.2. See Figure 4.3 for an
example of such a contraction-expansion.
Lemma 4.2. Let G be an exactly 3-edge-connected graph, C be an induced cycle in
G and B be a block of the C-partition. Then G′, the contraction-expansion of C with
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respect to B, is exactly 3-edge-connected. Furthermore, if G is 3-regular then so is
G′. If G is quasi 3-regular and C contains the high-degree vertex, then G′ is quasi
3-regular and C ′ contains the high-degree vertex of G′.
Proof. G′ can also be constructed by the following operations: contract the cycle C,
let G′ be the block which contains B and expand in G′ the contracted cycle into a
cycle C ′. The first part of the theorem statement follows from the properties of the
cycle contraction (Proposition 4.5), block gluing (Corollary 4.1) and cycle expansion
(Proposition 4.4) operations. After a cycle expansion, all the vertices but one in the
newly created cycle have degree 3. By construction, a vertex in C ′ has a degree less or
equal to the corresponding vertex in C. Hence, the 3-regularity and quasi 3-regularity
properties are preserved
Lemma 4.3. Let G be a 3-edge-connected graph. If G is 3-regular, then it is a simple
graph. If G is quasi 3-regular, the high degree vertex h is an end point of any double
edge.
Proof. If G is 3-regular and has a double edge (u, v)2 then u (resp. v) has only one
other neighbor beside v (resp. u), say u′ (resp. v′). The set S = {(u, u′) , (v, v′)} is
exactly the edge cut 〈{u, v} , G \ {u, v}〉 and has size 2, which is a contradiction. So
G must be a simple graph. If G is quasi 3-regular and (u, v)2 is a double edge not
incident to h, then the same contradiction as above arises. So any double edge must
be incident to h.
Lemma 4.4. Let G be a 3-regular, 3-edge-connected graph, (v, w) be an edge in G
and u be a vertex in G distinct from v and w. Then G contains an induced cycle that
contains edge (v, w) and does not contain u.
Proof. Because there are 3 edge-disjoint paths between v and w, edge (v, w) is on at
least 2 cycles C1 and C2. The cycles are vertex disjoint except for v and w because
G is 3-regular. Hence, one of C1 and C2 does not contain u. If it contains chords, it
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can be short-circuited to change it to an induced cycle, which still does not contain
u.
Lemma 4.5. Let G be a quasi 3-regular, 3-edge-connected graph, (v, w) be an edge
in G where v or w is the high-degree vertex and u be a vertex in G distinct from v
and w. Suppose also that G has at most one double edge and u is an end point of the
double edge if any. Then G contains an induced cycle that contains edge (v, w) and
does not contain u.
Proof. By an identical proof as in Lemma 4.4, there is a cycle C which contains (v, w)
and not u. This cycle cannot have any double edge, and if it contains any chords it
can be short-circuited.
Lemma 4.6. Let G be a 3-regular, 3-edge-connected graph, and let C be an induced
articulation cycle with a partition of size k > 1. Each vertex of C connects to exactly
one block. Color those vertices that connect to a given block B black and color the
others white. Then there are at least 4 edges on C that connect a black vertex to a
white vertex.
Proof. Because C is a cycle, there must be an even number of black-white edges. If
there were no such edges, then k would be 1. If there were only 2 such edges, they
would form a 2-edge-cut. Hence k ≥ 4.
The following lemmas and subsequent theorem contain the main technical ar-
guments required to ensure that a reversible cycle contraction can be performed on
any biconnected, quasi 3-regular, exactly 3-connected graph. Theorem 4.2, which uses
Lemma 4.7, will handle one of the cases of the induction proof of Theorem 4.1. In these
proofs, we often use the the following technique: given an exactly 3-edge-connected
graphG, we create a new exactly 3-edge-connected graphG′ via contraction-expansion
of some cycle C in G. We say a cycle Z 6= C in G is the corresponding cycle to a
cycle Z ′ in G′ if Z uses every edge of Z ′ that is present in G, and if Z ′ uses an edge
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Bū = Bx














Figure 4.4: Existence of a collapsible cycle in 3-regular graphs. G′ is obtained from G
by a contraction-expansion of cycle C with respect to Bx. Paths P and P ′ on cycles
C and C ′ are given by thick dashed edges. Edge e is a bicolor edge that is not on
path P . Cycles Z and Z ′ are marked with thin dashed edges.
(u, v) that is not in G then u, v are on cycle C and Z uses a path on C between u
and v.
Lemma 4.7 (Collapsible cycles in 3-regular graphs). Let G = (V,E) be a biconnected,
exactly 3-edge connected 3-regular graph, let (v, w) ∈ E be an edge and u ∈ V be a
vertex distinct from v and w. Then G contains a collapsible cycle which contains edge
(v, w) and does not contain vertex u.
Proof. By Lemma 4.3, G is a simple graph. We proceed by induction on n, the order
of G. The lemma is true when n = 4 (K4, the complete graph on 4 vertices, is the
only such graph).
Let C be an induced cycle in G that contains (v, w) and doesn’t contain u and
that, among those, minimizes k, the size of the partition. The existence of such a
cycle is guaranteed by Lemma 4.4. If k = 1, then C is the desired cycle.
For purpose of contradiction, suppose that k > 1, as in Figure 4.4. Vertex u is in
only one block. Let Bū a block in the C-partition which does not contain u and color
in C the Bū-adjacent vertices black and the remaining vertices white. Because G is
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3-regular and 3-edge-connected, C must contain at least 3 black vertices and at least
3 white vertices. By Lemma 4.6, there are at least 4 black-white edges. Therefore,
there is a path P in C that starts and ends at black vertices, has all white internal
vertices and uses edge (v, w). Then P does not use some black-white edge e. Let x
and y be respectively the black vertex and white vertex of edge e, with associated
blocks Bx (which is equal to Bū) and By.
Let G′ be the contraction-expansion of C with respect to Bx. Because vertex
x was colored black it is still present in C ′ and to the path P in C corresponds an
edge P ′ of C ′ (every white vertex was smoothed out). By Lemma 4.2, G′ is 3-regular
and exactly 3-edge-connected. G′ has fewer vertices than G and by induction there
exists a collapsible cycle Z ′ which contains the edge P ′ and does not contain vertex
x. Because x ∈ C ′, the cycles Z ′ and C ′ are distinct. Because P ′ ⊂ Z ′ ∩ C ′, Z ′ and
C ′ are not disjoint.
Let Z be the cycle in G corresponding to Z ′ and let k′ be the size of the Z-
partition. Because Z is contained in C ∪ Bx, if a and b are two vertices in a block
B (distinct from Bx) of the C-partition, a and b must belong to the same block B′
in the Z-partition. Moreover, Z ′ was not an articulation cycle in G′, hence if a, b are
two vertices in Bx \Z, they must belong to the same block of the Z-partition. Hence,
there is a surjective function from the C-partition to the Z-partition and k′ ≤ k.
If B is a block in the C-partition, let note B′ the unique block in the Z-partition
containing B.
By construction, vertex x is not contained in the cycle Z, so the black-white
edge e is also not contained in the cycle Z. Also, in G \Z there is a path between B′x
(the block containing x) and B′y (the block containing y). In other words, B′x = B′y,
the function from the C-partition to the Z-partition is not injective and k′ < k. This
contradicts the minimality of k and concludes the induction step.
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Theorem 4.2 (Collapsible cycles in quasi 3-regular graphs). Let G = (V,E) be a
biconnected, exactly 3-edge-connected, quasi 3-regular graph with high-degree vertex h
and let u be a vertex of G distinct from h. Then G contains a collapsible cycle which
contains h and does not contain u.
Proof. If G is 3-regular, then this is Lemma 4.7. So we assume that G has a vertex
h of degree > 3. If G has a double edge which is not incident to u (in particular
if there are two or more double edges), then this double edge is a collapsible cycle,
which contains h by Lemma 4.3, and avoids u. So we assume that G has at most
one double edge, and if it does, u is an end point of the double edge. We proceed
similarly to Lemma 4.7 and prove the statement by induction on n, the order of G.
The theorem is true when n = 4 (again, K4 is the only such graph).
Let C be an induced cycle in G that contains h and does not contain u and
that, among those, minimizes the size k of the partition. The existence of such a
cycle is guaranteed by Lemma 4.5. If k = 1, then C is the desired cycle. For purpose
of contradiction, suppose that k > 1. Let Bū be a block in the C-partition which
does not contain u. Color in C the Bū-adjacent vertices black and the other vertices
white. The two cases, where h is adjacent to Bū or not, are now discussed.
If h is adjacent to Bū, then h is colored black. Because C is a cycle, there are at
least 2 black-white edges. Let e be any black-white edge which does not have h as one
of its end point. Edge e must exists otherwise h would be an articulation point. Let
x and y be respectively the black vertex and white vertex of edge e, with associated
blocks Bx = Bū and By. Consider G′ the contraction-expansion of C with respect
to Bx. G′ contains h as h is black and, by Lemma 4.2, G′ is quasi 3-regular and
exactly 3-edge-connected. G′ has fewer vertices than G and by induction there exists
a collapsible cycle Z ′ which contains h and does not contain x. The corresponding
cycle Z in G contains h and does not contain edge e.
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If h is not adjacent to Bū then h is colored white. Let P be a v − w path in C
between two black vertices such that h is an internal vertex of P and all the internal
vertices of P are white. Let e be any black-white edge which does not have v or w
as an end point and let x and y be respectively the black vertex and white vertex of
edge e, with associated blocks Bx = Bū and By. Let G′ be the contraction-expansion
of C with respect to V . To the path P now corresponds the edge (v, w) in C ′ and
x is in G′ because it is black. The high degree vertex h of G is not in G′ because
it is white, hence, by Lemma 4.2, G′ is 3-regular and exactly 3-edge-connected. By
Lemma 4.7, there exists a cycle Z ′ in G′ which contains the edge (v, w) and does not
contain vertex x. The corresponding cycle Z in G contains P and does not contain
x. Hence cycle Z contains h and does not contain edge e.
In both cases, a cycle Z containing h and not containing a black-white edge e
exists. An identical argument as in Lemma 4.7 shows that the Z-partition has size
k′ < k, which contradicts the minimality of k.
We now prove the existence of a collapsible cycle in the general case, where
the only conditions on G are that it is biconnected and exactly 3-edge-connected.
We start with a lemma that guarentees that such a graph has vertices of degree 3.
The trees, which are the exactly 1-edge-connected graph, have two leaves (vertices of
degree 1), and the exactly 2-edge-connected graphs also have two vertices of degree
2. Similarly, we have the following property for an k ≥ 3.
Lemma 4.8. Let G be a biconnected, exactly k-edge-connected graph of order ≥ k.
Then G has at least 2 vertices of degree k.
Proof. We proceed by induction on the number of non-trivial minimum cuts in G. If
G has no non-trivial minimum cuts, then it is quasi k-regular. If G is k-regular, it
has at least 2 vertices of degree k. If G is quasi k-regular with a high degree vertex,
it has at least 3 vertices and therefore has at least 2 vertices of degree k.
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Let S = 〈V1, V2〉 be a non-trivial minimum cut and let G1 and G2 be the vertex
splitting graphs induced by S. Call x1 and x2 the new vertices (V (Gi) = Vi ∪ {xi}).
Suppose T were a non-trivial minimum cut in G1. Construct a corresponding non-
trivial minimum cut T ′ in G by changing any edge used by T that is adjacent to
x1 to the corresponding edge in S. So to any non-trivial minimum cut of G1 or G2
corresponds a distinct non-trivial minimum cut in G. But no non-trivial cut in G1 or
G2 corresponds to the cut S (it would be a trivial cut in G1 and G2 ). So both G1
and G2 have fewer non-trivial minimum cuts than G. By induction G1 and G2 have
2 vertices of degree k, including x1 and x2. So G is obtained as a vertex gluing of G1
and G2 and has 2 vertices of degree k.
Theorem 4.3 (Collapsible cycles). Let G be a biconnected, exactly 3-edge-connected
graph of order at least 3 and u a vertex of degree 3. Then G contains a collapsible
cycle which does not contain u.
Proof. By induction on the number of non-trivial minimum cuts in G. If G has no
non-trivial minimum cuts, then it is quasi 3-regular. By Theorem 4.2 it contains a
collapsible cycle which avoids u.
Assume G has non-trivial minimum cuts. Let S = 〈V1, V2〉 be a non-trivial
minimum cut, |S| = 3, and let G1 and G2 be the vertex splitting graphs induced
by S. Assume without loss of generality that G1 does not contain u. By the same
argument as in Lemma 4.8, G1 has less non-trivial minimum cuts than G and by
induction, G1 has a collapsible cycle C1 which avoids x1.
C1 inG is not an articulation cycle. Moreover, contracting C1 inG also preserves
exact 3-edge connectivity: collapsing a cycle does not destroy any path between the
remaining vertices, it does not create 4 paths in V1 by construction, and it does not
create 4 paths between V1 and V2 because of the minimum cut S. Therefore, C1 is a
collapsible cycle of G which does not contain u.
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4.4 Other Properties of Exactly k-edge-connected Graphs.
4.4.1 Number of Operations.
Let G = (V,E) be an exactly 3-edge-connected graph with nG = |V | and mG = |E|,
and let BG be the number of blocks in G. The number NG of synthesis operations
needed to generate G is determined by mG, nG and BG.
Proposition 4.6. If G = (V,E) is an exactly 3-edge-connected graph, then
mG = nG + 2BG + EG − 1, (4.1)
NG = mG − nG −BG (4.2)
where EG is the number of cycle expansions in a synthesis of G.
Proof. A dumbbell graph has 3 edges, 2 vertices and one block. It satisfies m =
n + 2B − 1 (B = 1). By induction, suppose G satisfies Equation 4.1. A cycle
expansion adds d − 1 new vertices and d new edges for some d. Hence, G′ obtained
from G by a cycle expansion satisfies mG′ = mG + d, nG′ = nG + d − 1, BG′ = BG
and EG′ = EG + 1, hence it satisfies Equation 4.1. Similarly, if G is the block gluing
of G1 and G2 which both satisfy Equation 4.1, then G satisfies mG = mG1 + mG2 ,
nG = nG1 + nG2 − 1, BG = BG1 + BG2 and EG = EG1 + EG2 , hence G satisfies
Equation 4.1.
To create BG blocks, BG − 1 block gluing operations are needed. So the the
number of operations in a synthesis of G is NG = BG− 1 +EG = mG−nG−BG.
4.4.2 Minimum Exactly Connected Graphs.
A natural requirement for network design is to use the fewest edges possible. A k-






We say a graph is minimum if it has exactly that many edges. The Harary [30]
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graph Hk,n is a special graph which has n vertices, is k-vertex-connected and k-edge-
connected, and is minimum. They are, in addition, quasi k-regular, which implies
that they are also exactly k-edge-connected. In fact, we have following relationships
between minimum, almost k-regular, and exactly k-edge-connected graphs:
Definition 4.12. A graph G is almost k-regular if it is quasi k-regular and has
maximum degree ≤ k + 1.
Proposition 4.7. Let G be a graph. The following assertions are equivalent:
1. G is k-edge-connected and minimum.
2. G is k-edge-connected and almost k-regular.
3. G is exactly k-edge-connected and almost k-regular.
We therefore have that, among the k-edge-connected graphs, the minimum
graphs are a strict subset of the exactly connected graphs, which in turn are a strict
subset of the edge-minimal graphs. The minimum, exactly 3-edge-connnected graphs





Planar, exactly 3-edge-connected graphs can be generated with a slightly modified
synthesis. If G is a planar, exactly 3-edge-connected graph and u is a vertex, a
drawing of G on the plane defines a natural order on the neighbors of u (for example,
clockwise traversal of the edges incident to u). An order-preserving cycle expansion
is a cycle expansion of u where the vertices in the cycle are attached to the neighbors
of u in the natural order. G′ obtained from G by an order-preserving cycle expansion
is also a planar graph. Conversely, if G is planar and C is a collapsible cycle, then C


















Figure 4.5: A H-expansion.
Theorem 4.4 (Planar exactly 3-edge-connected synthesis). A graph is planar and
exactly 3-edge-connected if and only if it can be obtained from dumbbell graphs and
the following operations: order-preserving cycle expansion and block gluing.
The class of planar 3-regular 3-connected graphs has been heavily studied in the
context of the 4-color theorem [71]. In particular, the fact that every planar 3-regular
3-connected graph has a proper edge 3-coloring is equivalent to the 4-color theorem.
E. L. Johnson [39] gave a synthesis for this class of graphs. Theorem 4.3 leads to an
alternative proof.
A H-expansion, as shown in Figure 4.5, is adding a new edge between two edges
of the same face.
Theorem 4.5 (E. L. Johnson). Every planar cubic 3-connected graphs G on |V | ≥ 6
vertices is obtained from a planar cubic 3-connected graph on |V | − 2 vertices by a
H-expansion.
Proof. Let G be a planar cubic 3-connected graph. By Theorem 4.3, there exists a
collapsible cycle and let G′ be obtained from G by an order-preserving collapsing of
this cycle into vertex h′. If G′ is the dumbbell, then G would have only 4 vertices.
Hence G′ contains a collapsible cycle containing h′ (h′ is the only vertex of degree
higher than 3 in G′, if any). Let G′′ be obtained from G′ by an order-preserving
collapsing of this cycle into vertex h′′. Finally, let G′′′ be the graph obtained from
G′′ by an order-preserving expansion of h′′ into a cycle of size equal to the degree of
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h′′. Then G′′ is planar 3-regular and 3-connected. G′′ has one less edge and two less
vertices than G. G is obtained from G′′ by adding this edge, which correspond to a
H-expansion.
4.4.4 Exactly k-edge-connected and k-regular Graphs.
Although exactly k-edge-connected graph can have vertices of arbitrarily large degree,
they share some properties with k-regular graphs. Ding and Chen [18] gave a general
synthesis for k-regular graphs, for all k. Nevertheless, their synthesis does not lead
directly to a synthesis of exactly k-edge-connected graphs.
Let G be an exactly k-edge-connected graph and let h1, . . . , hl be the vertices
of G of degree greater than k. Let H1, . . . , Hl be (k − 1)-regular (k − 1)-connected
graphs such that the number of vertices in Hi is equal to the degree of hi. Create
G′ by replacing, for all i ∈ [1, l], in G vertex hi by the graph Hi and connecting
the neighbors of hi to the vertices Hi in a one-to-one fashion. Then G′ is k-regular,
k-connected.
Conversely, if G′ is a k-regular k-connected graph and H1, . . . , Hl are (k − 1)-
regular induced subgraph of G′. Assume furthermore that for every pairs i, j ∈ [1, l]
there exists an edge cut of size k which separates Hi and Hj. Create G by collapsing
in G′ all subgraphs Hi to a single vertex hi. Then G is exactly k-edge-connected.
Hence, we have the following characterization of exactly k-edge-connected graphs:
they are obtained by a Ding-Chen [18] synthesis for k-regular graphs followed by col-
lapsing some (k− 1)-regular induced subgraphs. This is not a complete synthesis for
two reasons. First, the Ding-Chen synthesis does not guarantee the graph is k-edge
connected. Second, the collapsing operation is not a simple operation because finding
a (k − 1)-regular induced subgraph is an NP-complete problem.
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4.4.5 Vertices of min-degree in edge minimal k-edge-connected graphs.
Halin [32] showed that every edge-minimal k-vertex-connected graph has at least
one vertex of degree k. A similar assertation that edge-minimal k-edge-connected
graphs have a vertex of degree k was proved by Lick [53]. This property of having a
vertex of degree k is true for exactly k-edge-connected as shown in Lemma 4.8. The
following proposition extends this property from exactly k-edge-connected graphs to
edge-minimal k-edge-connected graphs and gives an alternate proof.
Proposition 4.8. Let G = (V,E) be a λ-edge-connected graph. G is edge minimal
if and only if for any adjacent vertices (u, v) ∈ E, there are at most λ edge-disjoint
u− v paths.
Proof. Let e = (u, v) ∈ E such that there are > λ edge-disjoint u−v paths. In G− e,
there are at least λ edge-disjoint u−v paths. Let x and y be any two vertices, distinct
from u and v. There are λ edge-disjoint x− u paths in G. So, depending on whether
or not edge e is on one of these x− u paths, in G− e there are either λ edge-disjoint
x−u paths, or there are λ−1 edge-disjoint x−u paths and a x−v path edge-disjoint
from the λ− 1 x− u paths. There is a similar situation in G− e between y, v and u.
Let S be a set of λ− 1 distinct edges of G− e. In G− e−S, there is a x− u or x− v
path, a y − u or y − v path and a u − v path. Hence there is a x − y path and S is
not a separating set. By Menger’s theorem, G− e is λ-edge-connected, and G is not
edge minimal. If x or y is equal to u or v, a similar argument can be made.
Conversely, suppose that for any edge e = (u, v) ∈ E there are at most λ edge-
disjoint u− v paths. Then in G− e there are at most λ− 1 edge-disjoint u− v paths.
So G is edge minimal.
Theorem 4.6. Every edge-minimal k-edge-connected graph has 2 vertices of degree
k.
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Proof. As mention in the introduction, if G is a k-edge-connected graph and the sets
of vertices that are mutually connected by > k edge-disjoint paths are collapsed into
supernodes, then the resulting multigraph G′ is either a graph of a single vertex or
is exactly k-edge-connected. If G is also edge-minimal, then G′ cannot be a single
vertex and by the previous proposition, any two vertices of G in the same supernode
of G′ are not adjacent. Hence the degree of a vertex (supernode) in G′ is greater or
equal to the degree in G of any vertex in that supernode. By Lemma 4.8, G′ has 2
vertices of degree k which correspond to 2 vertices of degree k in G.
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Chapter 5
Parsimonious Reconstruction of Network Evolution
To appear in WABI 2011.
This project is a group effort with Rob Patro, Emre Sefer, Justin Malin, Saket
Navlakha and Carl Kingsford. I was mostly involved with the development of the
framework and algorithm used to solve the reconstruction problem. The growth
model was developed by Justin Malin while the implementation and testing was per-
formed by Emre Sefer and Rob Patro. We all took part in the writing of this paper.
5.1 Introduction
High-throughput experiments have revealed thousands of regulatory and protein pro-
tein interactions that occur in the cells of present-day species. To understand why
these interactions take place, it is necessary to view them from an evolutionary per-
spective. In analogy with ancestral genome reconstruction [72], we consider the prob-
lem of predicting the topology of the common ancestor of pathways, complexes, or
regulatory programs present in multiple extant species.
Generating plausible ancestral networks can help answer many natural questions
that arise about how present-day networks have evolved. For example, joint histories
can be used to compare the conservation and the route to divergence of corresponding
processes in two species. This allows us to more finely quantify how modularity has
changed over time [43] and how interactions within a protein complex may have
reconfigured across species starting from a single shared state [75]. Such analysis can
83
also be integrated to develop better network alignment algorithms [23, 91, 20] and to
study robustness and evolvability [1]. Further, inferred changes in metabolic networks
can be linked to changes in the biochemical environment in which each species has
evolved, and this can reveal novel mechanisms of ecological adaptation [6, 5]. Finally,
comparing network histories inferred using different model parameters can be used to
estimate the likelihoods of various evolutionary events [63, 70].
There has been some recent work on reconstructing ancestral interactions. Gib-
son and Goldberg [27] presented a framework for estimating ancestral protein inter-
action networks that handles gene duplication and interaction loss using gene trees
reconciled against a species phylogeny. However, their approach assumes that inter-
action losses occur immediately after duplication and does not support interaction
gain outside of gene duplication. These assumptions are limiting because interaction
loses may occur well after duplication, and independent gains are believed to occur at
non-trivial rates [49]. Dutkowski and Tiuryn [20] provided a probabilistic method for
inferring ancestral interactions with the goal of improved network alignment. Their
approach is based on constructing a Bayesian network with a tree topology where bi-
nary random variables represent existence or non-existence of potential interactions.
A similar graphical model was proposed by Pinney et al. [77], who applied it to
inferring ancestral interactions between bZIP proteins. In the former method, edge
addition and deletion is assumed to occur only immediately following a duplication or
speciation event. Further, both methods assume the relative ordering of duplication
events is known even between events in unrelated homology groups. Pinney et al. [77]
also explore a parsimony-based approach [66] and find it to work well; however, it too
assumes a known ordering of unrelated duplication events. The main drawback of
these approaches is that the assumed ordering comes from sequence-derived branch
lengths, which do not necessarily agree with rates that would be estimated based on
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network evolution [104]. This motivates an approach such as we describe below that
does not use branch lengths as input.
Zhang and Moret [104, 103] use a maximal likelihood method to reconstruct
ancestral regulatory networks as a means to improve estimation of regulatory networks
in extant species. Mithani et al. [67] study the evolution of metabolic networks, but
they only model the gain and loss of interactions amongst a fixed set of metabolites,
whereas we also consider node duplication and loss encoded by a tree. Navlakha and
Kingsford [70] present greedy algorithms for finding high-likelihood ancestral networks
under several assumed models of network growth. They applied these methods to a
yeast protein interaction network and a social network to estimate relative arrival
times of nodes and interactions and found that the inferred histories matched many
independently studied properties of network growth. This attests to the feasibility
of using networks to study evolution. The authors, however, only consider a single
network at a time, and there is no guarantee that independent reconstruction of two
networks converge to a common ancestor.
Here, we introduce a combinatorial framework for representing histories of net-
work evolution that can encode gene duplication, gene loss, interaction gain and
interaction loss at arbitrary times and does not assume a known total ordering of du-
plication events. We show that nearly-minimal parsimonious histories of interaction
gain and loss can be computed in practice quickly given a duplication history. In
simulated settings, we show that these parsimonious histories can be used to accu-
rately reconstruct a common ancestral regulatory network of two extant regulatory
networks.
5.2 A framework for representing network histories
Any natural model of network evolution will include events for gene duplication,
gene loss, edge gain, and edge loss. Many such growth models have been studied
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(e.g. [12, 96, 74, 36, 1, 103, 102]). We now describe how these events can be encoded
in a history graph.
Consider a set V of proteins descendent from a common ancestor by duplication
events. Those duplication events can be encoded in a binary duplication tree T with
the items of V as the leaves. An internal vertex u in T represents a duplication
event of u into its left and right children, uL and uR. In this representation, after a
duplication event, the protein represented by u conceptually does not exist anymore
and has been replaced by its two children. A collection of such trees is a duplication
forest F . The leaves of a duplication tree are labeled Present or Absent. Absent
leaves represent products of duplication events that were subsequently lost.
The gain and loss of interactions can be represented with additional non-tree
edges placed on a duplication forest. A non-tree edge {u, v} represents an edge flip
event, where the present / absent state of the edge between u and v is changed to
Present if the edge is currently Absent or to Absent if the edge is currently Present.
Let Pu and Pv be the paths from nodes u and v to the root. An edge exists between u
and v if there are an odd number of such flip non-tree edges between nodes in Pu and
Pv. Every non-tree edge between Pu and Pv, therefore, represents alternatively an
edge creation or deletion between proteins u and v in the evolution of the biological
network.
A graph H consisting of the union of a duplication forest and flip non-tree edges
is a network history. A history H constructs a graph G when the Present leaves of
the duplication forest in H correspond to the nodes of G and the flip edges of H
imply an edge between u and v if and only if {u, v} is an edge in G. See Figure 5.1
for an example history.
Not all placements of non-tree edges lead to a valid network history. The edge
histories have to be consistent with some temporal embedding of the tree. Let tcu and
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Figure 5.1: A duplication forest (solid edges at top) with the non-tree edges (dashed)
necessary to construct G1 and G2 (shown at bottom). Nodes 1, 2, and 3 represent
the 3 homology groups present in the ancestral graph.








If {u, v} is a flip edge, then the time t{u,v} of appearance of this edge must satisfy
tcu ≤ t{u,v} < tdu and tcv ≤ t{u,v} < tdv, (5.2)
because an event between u and v can only occur when both u and v exist. A
history graph H is said to be valid if there exist tcu, tdu for every node u such that
conditions (5.1) and (5.2) are satisfied for every non-tree edge.
Whether a particular history is valid can be checked combinatorially using the
following alternative characterization of validity. A k-blocking loop is a set of flip edges
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Figure 5.2: Blocking loops of size 1, 2 and 3. The solid lines represent a subset of the
tree T . The dashed lines are non-tree edges representing edge flip events.
{{ui, vi}}0≤i<k such that ui+1 is an ancestor of vi in the tree for 0 ≤ i < k (where
the index i + 1 is taken modulo k). See Figure 5.2 for examples. Blocking loops are
not permitted in valid histories and, conversely, the non-existence of blocking loops
implies that a history is valid, as shown in Prop. 5.1.
Proposition 5.1. A history graph H is valid if and only if it does not have any
blocking loop of any length.
Proof. Suppose there is a k-blocking loop. Using the same notation as above, we have
the inequalities
tdu0 > t{u0,v0} ≥ t
c
v0




which is a contradiction. Hence, to not have any blocking loops is necessary.
Conversely, suppose that H does not have any blocking loops. We assign times
to the vertices and non-tree edges using a modified depth first search (DFS) algorithm
following the tree edges only (see Algorithm 3). First, the root of the tree is given a
creation time of 0. During DFS, just before calling DFS recursively on the left and
right children of a node u, we set the duplication time tdu = max{max t{u,v}+1, tcu+1},
where the second max is taken over all non-tree edges adjacent to u. Also, we set the




When DFS visits a vertex u with some edge {u, v} where v has not been assigned
a creation time, u is added to a set Q and DFS is not called recursively on the children
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of u. The main loop consist in calling DFS again on all the vertices in Q until this
set is empty. By construction, the algorithm assigns times which satisfy conditions
(5.1) and (5.2). Therefore, if the algorithm terminates, H is a valid history.
Algorithm 3 Modified DFS.
procedure Times(Q set of roots of history forest)
2: for all u ∈ Q do
tcu ← 0
4: end for
while Q 6= ∅ do
6: Q′ ← ∅
for all u ∈ Q do





procedure DFS(u root vertex, Q vertex set)
14: for all flip edge {u,v} s.t. tcv is set and t{u,v} is not set do
t{u,v} ← max {tcu, tcv}
16: end for
if ∃ flip edge {u, v} and tcv is not set then
18: return Q ∪ {u}






, tcuR ← max
{
{t{u,v}}flip edge {u,v}, tcu + 1
}
return Q ∪DFS(uL, ∅) ∪DFS(uR, ∅)
24: end if
end procedure
At each main iteration, the vertices in the set Q are all the vertices u for which
tcu is set but tdu is not set. It suffices to show that at each such iteration, at least
one of the vertices in the set Q will not be added again to Q by a call to DFS. In
other words, for at least one vertex u ∈ Q, every non-tree edge {u, v} has tcv set. For
a contradiction, suppose not. Take u1 ∈ Q and {u1, v1} with tcv1 not set. There is
necessarily an ancestor of v1, call it u2, which is in Q. Similarly, take {u2, v2} with
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tcv2 not set and its ancestor u3 ∈ Q, and so on. Because Q is finite, uj = ui for some
j > i, and we constructed a blocking loop. Hence, the algorithm must terminate.
5.3 Parsimonious reconstruction of a network history
Traditional phylogenetic inference algorithms and reconciliation between gene species
trees can be used to obtain duplication and speciation histories. What remains is the
reconstruction of edge gain and loss events. This leads to the following problem:
Problem 5.1. Given a duplication forest F and an extant network G, find H, a valid
history constructing G, with a minimum number of flip edges.
We will show that nearly optimal solutions to this problem for a large range
of instances can be solved in polynomial time in practice. Whether Problem 5.1 is
NP-hard or admits a polynomial-time algorithm for all instances remains open.
5.3.1 A fast heuristic algorithm
The challenge of Problem 5.1 comes from avoiding the creation of blocking loops.
However, a polynomial-time algorithm can find a minimum set of flip edges that
reconstructs a graph G and does not contain 1- and 2-blocking loops but allows
longer blocking loops. We define an edge encoding of G = (V,E) as a function
fG : V ×V → {0, 1} such that: fG(u, v) = 1 if {u, v} is an edge in G and fG(u, v) = 0
otherwise. We omit the subscript on fG if G is clear from the context.
The following intertwined dynamic programming recurrences find the minimum
number of flip edges required for H to construct a given graph G if blocking loops of
length ≥ 3 are allowed. First, S(u, f) finds the minimum number of flip edges for the
subtree rooted at u and edge encoding f :
S(u, f) = S(uL, f) + S(uR, f) + A(uL, uR, f). (5.3)
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The expression A(u, v, f) gives the minimum number of flip edges that should be
placed between the subtree rooted at u and the subtree rooted at v. This can be
computed using the recurrence:
A(u, v, f) = min

A(uL, v, f) + A(uR, v, f)
A(u, vL, f) + A(u, vR, f)
1 + A(uL, v, f̄) + A(uR, v, f̄)
1 + A(u, vL, f̄) + A(u, vR, f̄).
(5.4)
In the above, if one of u or v is a leaf but the other is not, the options that look at
non-existent children are disallowed.
The function f̄ in Eqn. (5.4) is defined as 1− f and thus represents a function
such that f̄(x) has opposite parity from f(x) for all x. The A recurrence considers
two possible options: (1) We connect u and v with a non-tree edge, this costs us 1
and flips the parity of all edges going between the subtree rooted at u and the subtree
rooted at v; or (2) We do not connect u and v with a flip edge. This costs 0 and
keeps the parity requirement the same. Regardless of the choice to create an edge,
since we are not allowed to have a 2-blocking loop, either (a) we possibly connect u to
some descendant of v (and do not connect v to a descendant of u) or (b) we possibly
connect v to some descendant of u (and do not connect u to a descendant of v).
The base case for the S recurrence when u is a leaf and the base case for the A
recurrence when u and v are leaves are:
S(u, f) = 0 and A(u, v, f) = f(u, v).
The minimum number of flip edges needed to make F a history constructing
G (allowing blocking loops of ≥ 3) is then given by
∑
r S(r, dG) +
∑
r,q A(r, q, dG),
91
where dG is the edge encoding of G, and the sums are over roots r, q of the trees in
the forest F . Standard backtracking can be used to recover the actual minimum edge
set. The dynamic program runs in O(n2) time and space because only two functions
f are ever considered: dG, and d̄G. This yields ≈ n × n × 2 subproblems, each of
which can be solved in constant time.
5.3.2 Removing blocking loops
If solution contains blocking loops of length ≥ 3, we can relax the solution by progres-
sively excluding the non-tree edge that participates in the largest number of loops and
rerunning the dynamic program. We repeat this until a valid solution is obtained.
In the worst case, one may obtain a solution where all non-tree edges are placed
at leaves, but in practice long blocking loops do not often arise, and the obtained
solutions are close to optimal (see Sec. 5.4.2).
5.3.3 Reconstruction of a common ancestor of two graphs
Given extant networks of several species, in addition to the reconstructed history, we
seek a parsimonious estimate for their common ancestor network. Specifically, given
extant networks G1 and G2, with edge encodings d1 and d2, and their duplication
forests F1 and F2, we want to find an ancestral network X = (VX , EX) such that the
cost of X evolving into G1 and G2 after speciation is minimized. VX is the set of
roots of the homology forest. We assume that the networks of the two species evolved
independently after speciation. Therefore, we can use the recurrence above applied
to F1 and F2 to compute AF1(r, q, d1) and AF2(r, q, d2) independently for r, q ∈ VX ,
and then select edges in X as follows. EX of X is given by the pairs r, q ∈ VX × VX
for which creating an edge leads to a lower total cost than not creating an edge.
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Formally, we place an edge {r, q} in EX if
1 + AF1(r, q, d̄1) + AF2(r, q, d̄2) < AF1(r, q, d1) + AF2(r, q, d2). (5.5)
Rule (5.5) creates an edge in X if doing so causes the cost of parsimonious histories
inferred for G1 and G2 between the homology groups associated with r and q to be
smaller than if no edge was created.
5.3.4 Modifications for self-loops
Self-loops (homodimers) can be accommodated by modifying recurrence (5.3):
S ′(u, f) =

S ′(uL, f) + S
′(uR, f) + A(uL, uR, f)
1 + S ′(uL, f̄) + S
′(uR, f̄) + A(uL, uR, f̄).
(5.6)
The intuition here is that paying cost 1 to create a self-loop on node u creates (or
removes) interactions, including self-loops, among all the descendants of u.
5.3.5 Modifications for directed graphs
Finally, the algorithm can be modified to handle evolutionary histories of directed
graphs. For this, only the recurrenceA need be modified. When computingA′(u, v, f),
a non-tree edge can be included from u to v, from v to u, both, or neither. Each of
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these cases modifies the function f in a different way. Specifically:
A′(u, v, f) =

0 + A′(uL, v, f) + A
′(uR, v, f)
1 + A′(uL, v,
←
f ) + A′(uR, v,
←
f )
1 + A′(uL, v,
→
f ) + A′(uR, v,
→
f )
2 + A′(uL, v,
↔












f are defined, depending on u and v, as follows:
→
f (x, y) =





f (x, y) =






f defined analogously to
→
f . Here, ST(u) indicates the set of nodes in the subtree
rooted at u.
The heuristic can be extended to handle different costs for edge addition and




5.4.1 Generating plausible simulated histories
We use a degree-dependent model (DDM) to simulate an evolutionary path from a
putative ancestral network to its extant state. The model simulates node duplication,
node deletion, independent edge gain, and independent edge loss with given proba-
bilities Pndup, Pnloss, Pegain and Peloss, respectively. The nodes or edges involved in a
modification are chosen probabilistically based on their degrees (as in [94]) according
to the following expressions:
P(u | node duplication) ∝ 1/ku P(u | node loss) ∝ 1/ku (5.9)
P((u, v) | edge gain) ∝ kou P((u, v) | edge loss) ∝ 1/kou, (5.10)
where kou is the out-degree of a node u, and ku is the total degree. At each time step,
the distribution of possible modifications to the graph is calculated as P(modification) =
PoperationP(object | operation). Nodes with out-degree of 0 are removed. We also con-
sider a degree-independent model (DIM) in which the four conditional probabilities in
Eqns. (5.9) and (5.10) are all equal.
This model is theoretically capable of producing evolutionary trajectories be-
tween any two networks while incorporating preferential attachment to the source
node and random uniform choice of the target node. Furthermore, a node is chosen
for duplication or loss in inverse proportion to its degree — a proxy for a selection
effect based on relative impact of the event on the network.
Varying parameters Pndup, Pnloss, Pegain and Peloss can produce a wide variety
of densities and sizes. For biologically plausible settings — those with high Pndup,
low Pnloss, and moderate to high Pegain and Peloss — we observe that the constructed
networks have an exponential in-degree distribution and scale-free out-degree distri-
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bution (exponent on average 1.79) [58]. This is in agreement with scale-free exponents
of various real networks such as S. cerevisiae [47], E. coli [25] and C. elegans [16],
which are between 1.73 and 1.99.
We also consider a regulatory evolution model by Foster et al. [24], which is
based on gene duplication, with incoming and outgoing edges kept after duplication
(Pinkeep and Poutkeep probabilities respectively). New edges are added with probability
Pinnovation.
In all of the network evolution models, we started with a random connected
seed graph that has 10 nodes and 25 edges. We evolved it to X by 200 operations
where speciation happens and then both G1 and G2 evolve from X by additional 200
operations each. To ensure the ancestral graph was biologically reasonable, instances
were kept only if the ancestral graph X had an in-degree that fit an exponential
distribution with parameter between 1.0 and 1.2 or an out-degree that was scale-free
with parameter between 1.8 and 2.2.
5.4.2 Reconstructing histories
Optimality of loop breaking. The greedy procedure to break blocking loops produces
histories that are very close to optimal. We generated 1400 networks using the DDM
model using the range of parameters on the x-axis of Fig. 5.3a. In the vast majority of
cases (1325 out of 1400), either no loop breaking is required, or the solution discovered
after greedily breaking all loops has the same cost as the original solution. In these
cases, therefore, the method returned a provably maximally parsimonious set of edge
modification events. In the remaining 75 cases (5.4%), greedily removing blocking
loops increased the number of edge modifications by between 1 and 10 (< 2% of the
initial number of edge modification events). Since the initial solution provides a lower


































































































































































































































(c) Foster et al. [24] model












(d) Divergence of G1, G2 from ancestor
Figure 5.3: (a-c) Effect of model parameters on reconstruction accuracy under three
different models. “Prob” in (c) is the probability of edge gain. (d) Effect of evolu-
tionary distance (number of network modification operations) on the quality of the
ancestral network reconstruction. In both plots, boxes show 1st and 3rd quartile over
100 networks with median indicated by a line. Pentagons show the median if edges
incident to nodes lost in both lineages are not considered.
within 2% of the optimal (and perhaps even better). Thus, it seems that in practice,
while blocking loops occur, the greedy procedure does a good job of eliminating them
without increasing the number of events significantly.
Effect of growth model and its parameters. Modeling the evolutionary dynamics of a
regulatory network is still an active topic of research. We therefore experiment with
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three different network models (Sec. 5.4.1). Despite their differences, high precision
and recall (measured as the F1 score) can be obtained for all of them for many choices
of their parameters (Fig. 5.3a-c). Very good performance can be achieved under the
general model presented above whether degree distributions are taken into account
(Fig. 5.3a) or not (Fig. 5.3b) when selecting nodes and edges to modify. In these cases,
for most parameter choices, precision is close to 1.0, meaning every edge predicted to
be in the ancestor, in fact, was. Recall is often lower. The Foster et al. [24] model,
with its heavy reliance on duplication events and lack of node loss events, tends to
be the simplest under which to reconstruct the ancestral graph (Fig. 5.3c).
The largest factor leading to poorer performance is lower recall caused by gene
losses. If all descendants of a gene are lost in both extant networks, it is not possible
to reconstruct edges incident to it. If these edges are excluded from the computation
of recall, the F1 score often improves dramatically. Median F1 scores are shown as
pentagons in Fig. 5.3.
Robustness to evolutionary divergence. Naturally, the ability to recover the ancestral
network degrades as time passes and the extant networks diverge. However, the
degradation is slow (Fig. 5.3d, using the degree-dependent model with parameters
fixed at Pndup = 0.35, Pnloss = 0.05, Pegain = 0.3, and Peloss = 0.3). When the
distance is small, we are almost always able to recover the ancestral network well, as
illustrated by the high F1-scores and small interquartile ranges in Figure 5.3d. Even
when the distance between the ancestral and extant networks is large (300) compared
to the average ancestral network size (55), we obtain an F1-score of 0.72 (0.77 when
homology groups lost in both lineages are not considered).
98
5.5 Conclusion
We have presented a novel framework for representing network histories involving
gene duplications, gene loss, and edge gain and loss for both directed and undirected
graphs. A combinatorial characterization for valid histories was given. We have shown
that a fast heuristic can recover optimal histories in a large majority of instances. We
further provide evidence that, even with a probabilistic, weighted, generative model




Assembling genomes is more and more common, thanks to the reduction in sequenc-
ing cost and high-throughput technologies. The need for reliable and fast genome
assembly software is ever more pressing, especially for large input size, such as mam-
malian genome size or larger. In the first part, we presented two projects in genome
assembly which were motivated by my experience assembling two large genomes, the
cow Bos taurus and the domestic turkey Meleagris gallopavo.
First, Jellyfish increases the speed and memory efficiency of counting k-mers,
in particular in sequencing reads. This allows larger datasets to be handled in a
reasonable time by properly using the multi-core architecture of current computers.
Moreover, k-mer frequencies have many applications in biology beyond genome as-
sembly.
Jellyfish suffers from a few limitations. Most importantly, the length k of the
mers is currently limited to 31. Some assemblers are now using larger values for k (e.g.
ALLPATHS-LG recommends using 96-mers with reads of length 150 bases). This is
an implementation detail — nothing in Jellyfish’s design prevents the use of longer
keys. Future development of Jellyfish will lift that restriction.
In the second project, the Chromosome Builder explores ways to combine marker
maps and mate pairs information to improve the accuracy of scaffolding. Accurate
scaffolds and proper placement on the chromosome is important for the analysis of
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genomes. For example, to find genes which are not contained in one contig, or to
compare the evolution of the genomes of related species.
In the second part of this thesis, we considered different problems in bioinfor-
matics. Namely the seeded complex detection problem and the ancestral network
reconstruction problem. Both of these problems, and many others in genome as-
sembly, are conveniently expressed in the language of graph theory. Understanding
how the structure of natural networks appear and what this structure means for the
organism could potentially answer many questions about evolution.
Algorithmic questions lead to the study of exactly k-edge-connected graphs.
Although some subsets of this class of graphs (e.g. Harary graphs or k-connected k-
regular graphs) have been studied before, we described exactly connected for the first
time and gave a complete characterization for k = 1, 2, 3. Unsurprisingly, the charac-
terization for k = 3 is much more complex than for k = 1, 2, and the characterization
for larger values of k has so far remained elusive. Finding a general synthesis for all
k, as it was done for k-regular graphs, is a possible extension of this work.
If the biological networks of extant species are not easily studied, the networks of
ancestral species are, literally, not accessible. Nevertheless, knowing such an ancestral
network and its precise evolution could be invaluable. On the other hand, it is possible
to infer a “most likely” biological network of the ancestor of one, or many related,
species. Our work on the reconstruction of network evolution finds the “most likely”
ancestral network under the assumption of parsimony, that is the fewest number of
events are preferred.
In practice, our algorithm found optimal or near optimal solutions in polynomial
time, but the exact complexity class of this problem remains unknown. I postulate
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