A complete classification of bifurcation diagrams of a p-Laplacian Dirichlet problem  by Lee, Shin-Yi et al.
J. Math. Anal. Appl. 330 (2007) 276–290
www.elsevier.com/locate/jmaa
A complete classification of bifurcation diagrams
of a p-Laplacian Dirichlet problem ✩
Shin-Yi Lee 1, Jong-Yi Liu, Shin-Hwa Wang ∗, Chiou-Ping Ye
Department of Mathematics, National Tsing Hua University, Hsinchu, 300 Taiwan, ROC
Received 12 September 2005
Available online 24 August 2006
Submitted by J. Mawhin
Abstract
We study the bifurcation diagrams of classical positive solutions u with ‖u‖∞ ∈ (0,∞) of the
p-Laplacian Dirichlet problem{(
ϕp
(
u′(x)
))′ + λfq(u(x))= 0, −1 < x < 1,
u(−1) = 0 = u(1),
where p > 1, ϕp(y) = |y|p−2y, (ϕp(u′))′ is the one-dimensional p-Laplacian, λ > 0 is a bifurcation para-
meter, and fq(u) = |1 − u|q is defined on [0,∞) with q > 0. More precisely, for different (p, q), we give
a complete classification of bifurcation diagrams of classical positive solutions on the (λ,‖u‖∞)-plane.
Hence we are able to determine the exact multiplicity of classical positive solutions for each (p, q,λ).
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
We study the bifurcation diagrams of (classical) positive solutions u with ‖u‖∞ ∈ (0,∞) of
the p-Laplacian Dirichlet problem
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ϕp
(
u′(x)
))′ + λfq(u(x))= 0, −1 < x < 1,
u(−1) = 0 = u(1), (1.1)
where p > 1, ϕp(y) = |y|p−2y, (ϕp(u′))′ is the one-dimensional p-Laplacian, λ > 0 is a bi-
furcation parameter, and the nonlinearity fq(u) = |1 − u|q is defined on [0,∞) with constant
q > 0. Notice that the nonlinearity fq(u) = |1−u|q with q > 0 in the p-Laplacian problem (1.1)
satisfies
(A1) fq(u) ∈ C[0,∞) ∩ C∞([0,1) ∪ (1,∞)),
(A2) fq(1) = 0, fq(u) > 0 for u 0, u 	= 1,
(A3) fq(u) satisfies a locally Lipschitz condition of order p−1 at u = 1 if and only if q  p−1.
(Note that a function f is said to satisfy a locally Lipschitz condition of order p − 1 at 1
if there exist constants M > 0, δ > 0 such that |f (u) − f (1)| < M|u − 1|p−1 for 0 <
|u − 1| < δ.)
Problem (1.1) with fq(u) = |1 − u|q , q > 0, arises from combustion problem and chemical
catalysis theory; see, e.g., [1,4,12]. Problem (1.1) with positive solutions u  1 has also been
studied when p = 2 and fq is replaced by fˆq(u) = (1 − u)q exp(−γ /(1 + u)) with constants
q > 0 and γ > 0; see [2,5,13]. Note that the nonlinearity f˜q ≡ |1 − u|q exp(−γ /(1 + u)) with
q, γ > 0 satisfies the properties in (A1)–(A3) with fq replaced by f˜q .
When p = 2, among other results, Smoller and Wasserman [11, Section 2, pp. 276–277]
studied the exact multiplicity of positive solutions of{
u′′(x) + λf (u(x))= 0, −1 < x < 1,
u(−1) = 0 = u(1), (1.2)
where the nonlinearity
f = f ∗(u) = (u − 1)2(u − c), 0 < 1 < c < ∞,
satisfies
(A1′) f ∗(u) ∈ C∞[0,∞) and
(A2′) f ∗(1) = f ∗(c) = 0, f ∗(u) > 0 for u ∈ (0,1) ∪ (1, c), and f ∗(u) < 0 for u ∈ (c,∞).
(Cf. [10, Section 5] for numerical simulations of (1.2) for similar general nonlinearity f .) Sim-
ilarly, when p = 2, P.L. Lions [9, Section 3.2] studied the existence and multiplicity of positive
solutions of{
u + λf (u) = 0 in Ω,
u = 0 on ∂Ω,
where general nonlinearity f satisfies (A2′) and is locally Lipschitz continuous at u = 1, and Ω
is a bounded regular domain in RN , N  1. While we also note that Deng [3, Section 2] studied
the exact multiplicity of classical positive solutions u < 1 of (1.2) for
f = f¯ (u) = (1 − u)[− ln(1 − u)]η, η > 1,
which satisfies
(A1′′) f¯ (u) ∈ C∞[0,1) and
(A2′′) f¯ (0) = f¯ (1) = 0, f¯ (u) > 0 for u ∈ (0,1), and
(A3′′) f¯ is not locally Lipschitz continuous at u = 1−.
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ties of the corresponding time map formula Tfq (α) of (1.1) mainly follows by applying similar
arguments in the proofs of [7, Theorems 2.1, 2.5–2.7 and 2.9–2.10] and by [8, Theorem 5.3]; we
omit the proofs. Note that, for Proposition 1.1(i), it is well known and easy to prove that Tfq (α)
is strictly increasing on (0,1) since
(p − 1)fq(u) − uf ′q(u) = (1 − u)q−1
[
(p − 1)u + qu]> 0 on (0,1)
for p > 1, q > 0.
Define
Fq(u) =
u∫
0
fq(t) dt =
{ 1
q+1 [1 − (1 − u)q+1], if 0 < u 1,
1
q+1 [(u − 1)q+1 + 1], if u > 1,
and
Ifq =
{
(0,∞), if limα→1−
∫ α
0
du
[Fq(α)−Fq(u)]1/p < ∞,
(0,1) ∪ (1,∞), otherwise.
Proposition 1.1. Consider (1.1) for p > 1 with fq(u) = |1 − u|q with q > 0. Then, given λ > 0,
there exists a unique (classical) positive solution to (1.1) with ‖u‖∞ = u(0) = α if and only if
Tfq (α) ≡
(
p − 1
p
)1/p α∫
0
du
[Fq(α) − Fq(u)]1/p = λ
1/p for α ∈ Ifq . (1.3)
Moreover, Tfq (α) satisfies
(i) Tfq (α) ∈ C((0,1) ∪ (1,∞)) and Tfq (α) is strictly increasing on (0,1).
(ii) limα→0+ Tfq (α) = 0.
(iii) lim
α→1−
Tfq (α) =
{ [ (p−1)(q+1)
p
]1/p( p
p−1−q ), if q < p − 1,
∞, if q  p − 1.
(iv) lim
α→∞Tfq (α) =
⎧⎨
⎩
∞, if q < p − 1,
(p − 1)1/p π
p
csc π
p
, if q = p − 1,
0, if q > p − 1.
2. Main results
The main results in this paper are the next Theorem 2.1 and Corollary 2.2. In Theorem 2.1, for
different (p, q), we give a classification of bifurcation diagrams of (classical) positive solutions
of (1.1) on the (‖u‖∞, λ1/p)-plane. Hence, in Corollary 2.2, we are able to determine the exact
multiplicity of (classical) positive solutions of (1.1) for each (p, q,λ).
Theorem 2.1. (See Figs. 1 and 2.) Consider (1.1) with p > 1. Let fq(u) = |1 − u|q with q > 0
for u ∈ [0,∞). Then
S.-Y. Lee et al. / J. Math. Anal. Appl. 330 (2007) 276–290 279Fig. 1. Classified bifurcation curves Tfq (α) of (1.1) with p > 1 for fq(u) = |1−u|q , q > 0. λ¯ = (p−1)(q+1)p ( pp−1−q )p .
(a) max{0, (p − 2)/2} < q < p − 1; (b) q = (p − 2)/2 > 0; (c) 0 < q < (p − 2)/2, p > 2; (d) q = p − 1; (e) q > p − 1.
(A) If 0 < q < p − 1, then
(i) limα→0+ Tfq (α) = 0, limα→∞ Tfq (α) = ∞, and
lim
α→1−
Tfq (α) =
[
(p − 1)(q + 1)
p
]1/p
p
p − 1 − q = limα→1+ Tfq (α).
(ii) Tfq (α) ∈ C(0,∞) and Tfq (α) is strictly increasing on (0,1].
(iii) lim
α→1+
T ′fq (α) =
⎧⎨
⎩
−∞, if max{0, (p − 2)/2} < q < p − 1,
0, if q = (p − 2)/2 > 0,
∞, if 0 < q < (p − 2)/2, p > 2.
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q > 0.
(iv) If max{0, (p − 2)/2} < q < p − 1, then Tfq (α) has exactly one critical point at α∗,
a local minimum, on (1,∞). For fixed p > 1, the number α∗ = α∗(q) satisfies
(I) limq→(p−1)− α∗(q) = ∞,
(II) limq→(max{0,(p−2)/2})+ α∗(q) = 1.
(Note that some numerical simulations suggest that, for fixed p > 1, α∗(q) is a strictly
increasing function of q ∈ (max{0, (p − 2)/2},p − 1). But we are not able to give a
proof.)
(v) If 0 < q  (p − 2)/2, p > 2, then Tfq (α) is a strictly increasing function on [1,∞).
(B) If q  p − 1, then
(i) Tfq (α) ∈ C((0,1) ∪ (1,∞)). Moreover, Tfq (α) is strictly increasing on (0,1) and is
strictly decreasing on (1,∞).
(ii) limα→1− Tfq (α) = ∞ = limα→1+ Tfq (α).(iii) limα→0+ Tfq (α) = 0 and
lim
α→∞Tfq (α) =
{
(p − 1)1/p π
p
csc π
p
, if q = p − 1,
0, if q > p − 1.
Corollary 2.2. (See Figs. 1 and 2.) Consider (1.1) with p > 1. Let f = fq(u) = |1 − u|q with
q > 0 for u ∈ [0,∞).
(A) If max{0, (p − 2)/2} < q < p − 1, then there exist two positive numbers
λ∗ ≡
[
min Tfq (α)
]p = [Tfq (α∗)]p < (p − 1)(q + 1)
(
p
)p
≡ λ¯ (2.1)α∈(1,∞) p p − 1 − q
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(i) for 0 < λ < λ∗, problem (1.1) has exactly one positive solution u, which satisfies
‖u‖∞ < 1,
(ii) for λ = λ∗, problem (1.1) has exactly two positive solutions u1 < u2, which satisfy
‖u1‖∞ < 1 < ‖u2‖∞,
(iii) for λ∗ < λ < λ¯, problem (1.1) has exactly three positive solutions u1 < u2 < u3, which
satisfy ‖u1‖∞ < 1 < ‖u2‖∞ < ‖u3‖∞,
(iv) for λ = λ¯, problem (1.1) has exactly two positive solutions u1 < u2, which satisfy
‖u1‖∞ = 1 < ‖u2‖∞,
(v) for λ > λ¯, problem (1.1) has exactly one positive solution u, which satisfies 1 < ‖u‖∞,
(vi) for fixed p > 1, the number λ∗ = λ∗(q) satisfies
(I) limq→(p−1)− λ∗(q) = (p − 1)(πp csc πp )p if p > 1,
(II) limq→0+ λ∗(q) = ( pp−1 )p−1 if 1 < p  2,
(III) lim
q→( p−22 )+ λ
∗(q) = 2p−1(p − 1) if p  2.
(B) If q = (p − 2)/2 > 0, then for λ > 0, problem (1.1) has exactly one positive solution on
(0,∞).
(C) If 0 < q < (p − 2)/2 and p > 2, then for λ > 0, problem (1.1) has exactly one positive
solution on (0,∞).
(D) If q = p − 1, then
(i) for 0 < λ  (p − 1)((π/p) csc(π/p))p , problem (1.1) has exactly one positive solu-
tion u, which satisfies ‖u‖∞ < 1,
(ii) for λ > (p − 1)((π/p) csc(π/p))p , problem (1.1) has exactly two positive solutions
u1 < u2, which satisfy ‖u1‖∞ < 1 < ‖u2‖∞.
(E) If q > p− 1, then for λ > 0, problem (1.1) has exactly two positive solutions u1 < u2, which
satisfy ‖u1‖∞ < 1 < ‖u2‖∞.
Remark 1. For fixed p > 1, it is easy to see that the number λ¯ = λ¯(q) in (2.1) satisfies
limq→0+ λ¯(q) = (p/(p − 1))p−1, limq→(p−1)− λ¯(q) = ∞, and λ¯(q) is strictly increasing on
(0,p − 1).
3. Proof
To prove Theorem 2.1, we first recall the Gamma function and the hypergeometric function
(see, e.g., [15, p. 44 and p. 367]) as follows:
(x) =
∞∫
0
tx−1e−t dt
(
x ∈R \ {0,−1,−2, . . .}),
F (a, b; c;x) =
∞∑
k=0
a(a + 1) · · · (a + k − 1)b(b + 1) · · · (b + k − 1)
k!c(c + 1) · · · (c + k − 1) x
k
(
a, b, c ∈R, |x| < 1).
We need Lemma 3.1. See, e.g., [15, pp. 46–47, 54–55, 369] for Lemma 3.1(i)–(iv) and (vi)
and see, e.g., [6, p. 333, formula 3.194.1] for Lemma 3.1(v).
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(i) (1 + x) = x(x).
(ii) (x)(1 − x) = π
sinxπ
(x 	= 0, ±1,±2, . . .).
(iii) For 0 < a < 1 and b > 0,
1∫
0
xb−1
(1 − x)a dx =
(b)(1 − a)
(1 + b − a) .
(iv) For a > b > 0,
∞∫
0
xb−1
(1 + x)a dx =
(b)(a − b)
(a)
.
(v) For 1 + u > 0 and b > 0,
u∫
0
xb−1
(1 + x)a dx =
ub
b
F(a, b;1 + b;−u).
(vi) For |x| → ∞ and β > η,
F(η,β;γ ;x) ∼ (γ )(β − η)
(γ − η)(β)(−x)η .
Proof of Theorem 2.1. (A)(i) Suppose 0 < q < p − 1. The results limα→0+ Tfq (α) = 0 and
limα→∞ Tfq (α) = ∞ follow by Proposition 1.1(ii) and (iv). By (1.3), for α > 1, we compute
that
Tfq (α) =
[
(p − 1)(q + 1)
p
]1/p α∫
0
du
[F(α) − F(u)]1/p
=
[
(p − 1)(q + 1)
p
]1/p{ 1∫
0
du
[F(α) − F(u)]1/p +
α∫
1
du
[F(α) − F(u)]1/p
}
=
[
(p − 1)(q + 1)
p
]1/p{ 1∫
0
du
[(α − 1)q+1 + (1 − u)q+1]1/p
+
α∫
1
du
[(α − 1)q+1 − (u − 1)q+1]1/p
}
=
[
(p − 1)(q + 1)
p
]1/p
(α − 1)(p−1−q)/p
×
[ 1/(α−1)∫
dt
[1 + tq+1]1/p +
1∫
dt
[1 − tq+1]1/p
]
(3.1)
0 0
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We then compute that
lim
α→1+
Tfq (α)
= lim
α→1+
(
p − 1
p
)1/p
(q + 1)1/p(α − 1)(p−1−q)/p
×
{ 1/(α−1)∫
0
dt
(1 + tq+1)1/p +
1∫
0
dt
(1 − tq+1)1/p
}
= lim
α→1+
(
p − 1
p
)1/p
(q + 1)1/p(α − 1)(p−1−q)/p
×
{ [1/(α−1)]q+1∫
0
1
q+1x
−q
q+1 dt
(1 + x)1/p +
1∫
0
dt
(1 − tq+1)1/p
}
(set tq+1 = x in the first integral)
= lim
α→1+
(
p − 1
p
)1/p
(q + 1)1/p(α − 1)(p−1−q)/p
×
{
1
α − 1F
(
1
p
,
1
q + 1 ,1 +
1
q + 1 ,−
(
1
α − 1
)q+1)
+ (1 −
1
p
)(1 + 1
q+1 )
(1 + 1
q+1 − 1p )
}
(
by Lemma 3.1(v) for the first integral and Lemma 3.1(iii) for the second integral)
= lim
α→1+
(
p − 1
p
)1/p
(q + 1)1/p(α − 1)(p−1−q)/p
×
{
(1 + 1
q+1 )(
1
q+1 − 1p )
(1 + 1
q+1 − 1p )( 1q+1 )(α − 1)(p−1−q)/p
+ (1 −
1
p
)(1 + 1
q+1 )
(1 + 1
q+1 − 1p )
}
(
by Lemma 3.1(vi))
=
(
p − 1
p
)1/p
(q + 1)1/p (1 +
1
q+1 )(
1
q+1 − 1p )
(1 + 1
q+1 − 1p )( 1q+1 )
=
(
p − 1
p
)1/p
(q + 1)1/p
1
q+1(
1
q+1 )(
1
q+1 − 1p )
( 1
q+1 − 1p )( 1q+1 − 1p )( 1q+1 )
(
by Lemma 3.1(i))
=
[
(p − 1)(q + 1)
p
]1/p
p
p − 1 − q
after some simplification. Thus, by Proposition 1.1(iii), we obtain that
lim
α→1+
Tfq (α) =
[
(p − 1)(q + 1)
p
]1/p
p
p − 1 − q = limα→1− Tfq (α). (3.2)
(A)(ii) For fq(u) = |1−u|q with 0 < q < p−1, we obtain that Tfq (α) ∈ C(0,∞) and Tfq (α)
is strictly increasing on (0,1] by Proposition 1.1(i) and (3.2).
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T ′fq (α) =
(
p − 1
pp+1
)1/p
α−1
α∫
0
θfq (α) − θfq (u)
[Fq(α) − Fq(u)](p+1)/p du
=
(
p − 1
pp+1
)1/p
α−1
{ 1∫
0
θfq (α) − θfq (u)
[Fq(α) − Fq(u)](p+1)/p du
+
α∫
1
θfq (α) − θfq (u)
[Fq(α) − Fq(u)](p+1)/p du
}
, (3.3)
where
θfq (u) ≡ pFq(u) − ufq(u) =
{ p
q+1 [1 − (1 − u)q+1] − u(1 − u)q, if 0 < u 1,
p
q+1 [(u − 1)q+1 + 1] − u(u − 1)q, if u > 1.
The first integral in (3.3) can be computed as follows:
1∫
0
θfq (α) − θfq (u)
[Fq(α) − Fq(u)](p+1)/p du
=
1∫
0
p
q+1 [(α − 1)q+1 + 1] − α(α − 1)q − pq+1 [1 − (1 − u)q+1] + u(1 − u)q{ 1
q+1 [(α − 1)q+1 + 1] − 1q+1 [1 − (1 − u)q+1]
}(p+1)/p du
= (q + 1)(p+1)/p
{
p
q + 1
1∫
0
(α − 1)q+1 + (1 − u)q+1
[(α − 1)q+1 + (1 − u)q+1](p+1)/p du
+
1∫
0
u(1 − u)q − α(α − 1)q
[(α − 1)q+1 + (1 − u)q+1](p+1)/p du
}
= (q + 1)(p+1)/p
{
p
q + 1
1∫
0
1
[(α − 1)q+1 + (1 − u)q+1]1/p du
+
1∫
0
u(1 − u)q − α(α − 1)q
[(α − 1)q+1 + (1 − u)q+1](p+1)/p du
}
= (q + 1)(p+1)/p
[
p − 1 − q
q + 1
1∫
0
1
(βq+1 + tq+1)1/p dt +
1∫
0
tq − βq
(βq+1 + tq+1)(p+1)/p dt
]
(set t = 1 − u and β = α − 1)
= (q + 1)(p+1)/p
[
p − 1 − q
q + 1
1∫ 1
(βq+1 + tq+1)1/p dt0
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1/β∫
0
xq − 1
(1 + xq+1)(p+1)/p dx
]
(set x = t/β in the second integral)
= (q + 1)(p+1)/p
{
p − 1 − q
q + 1
1∫
0
1
(βq+1 + tq+1)1/p dt
− β−(q+1)/p
∞∫
1/β
xq − 1
(1 + xq+1)(p+1)/p dx + β
−(q+1)/p
∞∫
0
xq − 1
(1 + xq+1)(p+1)/p dx
}
= (q + 1)(p+1)/p
[
C1 + C2 + β−(q+1)/p
∞∫
0
xq − 1
(1 + xq+1)(p+1)/p dx
]
(3.4)
by setting
C1 ≡ p − 1 − q
q + 1
1∫
0
1
(βq+1 + tq+1)1/p dt
and
C2 ≡ −β−(q+1)/p
∞∫
1/β
xq − 1
(1 + xq+1)(p+1)/p dx.
Similarly, the second integral in (3.3) can be computed as follows:
α∫
1
θfq (α) − θfq (u)
[Fq(α) − Fq(u)](p+1)/p du
=
α∫
1
p
q+1 [(α − 1)q+1 + 1] − α(α − 1)q − pq+1 [(u − 1)q+1 + 1] + u(1 − u)q{ 1
q+1 [(α − 1)q+1 + 1] − 1q+1 [(u − 1)q+1 + 1]
}(p+1)/p du
= (q + 1)(p+1)/p
{
p
q + 1
α∫
1
(α − 1)q+1 − (u − 1)q+1
[(α − 1)q+1 − (u − 1)q+1](p+1)/p du
+
α∫
1
u(u − 1)q − α(α − 1)q
[(α − 1)q+1 − (u − 1)q+1](p+1)/p du
}
= (q + 1)(p+1)/p
{
p
q + 1
α∫
1
1
[(α − 1)q+1 − (u − 1)q+1]1/p du
+
α∫
u(1 − u)q − α(α − 1)q
[(α − 1)q+1 − (u − 1)q+1](p+1)/p du
}
1
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[
p − 1 − q
q + 1
β∫
0
1
(βq+1 − tq+1)1/p dt +
β∫
0
tq − βq
(βq+1 − tq+1)(p+1)/p dt
]
(set t = u − 1 and β = α − 1)
= (q + 1)(p+1)/p
[
C3 + β−(q+1)/p
1∫
0
xq − 1
(1 − xq+1)(p+1)/p dx
]
(3.5)
by setting
C3 ≡ p − 1 − q
q + 1
β∫
0
1
(βq+1 − tq+1)1/p dt
and x = t/β .
Therefore, by (3.3)–(3.5), for 0 < q < p − 1, we obtain that
lim
α→1+
T ′fq (α)
= lim
α→1+
(
p − 1
pp+1
)1/p
(q + 1)(p+1)/pα−1
{
C1 + C2 + C3
+ (α − 1)−(q+1)/p
[ ∞∫
0
xq − 1
(1 + xq+1)(p+1)/p dx +
1∫
0
xq − 1
(1 − xq+1)(p+1)/p dx
]}
. (3.6)
We then compute that, for 0 < q < p − 1,
∞∫
0
xq − 1
(1 + xq+1)(p+1)/p dx +
1∫
0
xq − 1
(1 − xq+1)(p+1)/p dx
= 1
q + 1
[ ∞∫
0
1 − t−q/(q+1)
(1 + t)(p+1)/p dt +
1∫
0
1 − t−q/(q+1)
(1 − t)(p+1)/p dt
] (
set t = xq+1)
= 1
q + 1
[ ∞∫
0
1
(1 + t)(p+1)/p dt −
∞∫
0
t−q/(q+1)
(1 + t)(p+1)/p dt
+
1∫
0
1 − t1/(q+1)
(1 − t)(p+1)/p dt −
1∫
0
t−q/(q+1) − t1/(q+1)
(1 − t)(p+1)/p dt
]
= 1
q + 1
[
p − (
1
q+1 )(1 + q+1−pp(q+1) )
(1 + 1
p
)
+
1∫
0
1 − t1/(q+1)
(1 − t)(p+1)/p dt −
1∫
0
t−q/(q+1)
(1 − t)1/p dt
]
(
by Lemma 3.1(iv) for the second integral and by some simple computations)
= 1
q + 1
[
p − (
1
q+1 )(1 + q+1−pp(q+1) )
(1 + 1 ) +
[
p
(
1 − t1/(q+1))(1 − t)−1/p]∣∣10p
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q + 1
1∫
0
t−q/(q+1)
(1 − t)1/p dt
]
(by integration by parts for the first integral)
= 1
q + 1
[
p − (
1
q+1 )(1 + q+1−pp(q+1) )
(1 + 1
p
)
− p + p − 1 − q
q + 1
( 1
q+1 )(
p−1
p
)
(1 + p−1−q
p(q+1) )
]
(
by Lemma 3.1(iii))
= −1
q + 1
[
( 1
q+1 )(1 + q+1−pp(q+1) )
(1 + 1
p
)
+ (
1
q+1 )(− 1p )
(
p−1−q
p(q+1) )
] (
by Lemma 3.1(i))
= −(
1
q+1 )
(q + 1)(1 + 1
p
)(
p−1−q
p(q+1) )
[

(
p − 1 − q
p(q + 1)
)

(
1 + q + 1 − p
p(q + 1)
)
+ 
(
1 + 1
p
)

(
− 1
p
)]
= −(
1
q+1 )
(q + 1)(1 + 1
p
)(
p−1−q
p(q+1) )
[
π
sin (p−1−q)π
p(q+1)
+ π
sin(−π
p
)
] (
by Lemma 3.1(ii))
= π(
1
q+1 )
(q + 1)(1 + 1
p
)(
p−1−q
p(q+1) ) sin
(p−1−q)π
p(q+1) sin
π
p
[
sin
(p − 1 − q)π
p(q + 1) − sin
π
p
]
⎧⎨
⎩
< 0, if max{0, (p − 2)/2} < q < p − 1,
= 0, if q = (p − 2)/2 > 0,
> 0, if 0 < q < (p − 2)/2, p > 2,
(3.7)
since p − 1 − q > 0,
π( 1
q+1 )
(q + 1)(1 + 1
p
)(
p−1−q
p(q+1) ) sin
(p−1−q)π
p(q+1) sin
π
p
> 0,
and
sin
(p − 1 − q)π
p(q + 1) − sin
π
p
⎧⎨
⎩
< 0, if max{0, (p − 2)/2} < q < p − 1,
= 0, if q = (p − 2)/2 > 0,
> 0, if 0 < q < (p − 2)/2, p > 2.
We then study the limits of C1, C2, and C3 when α → 1+ (i.e., β = α − 1 → 0+) as follows:
Firstly, by applying the Monotone Convergence Theorem (see, e.g., [14, Theorem 5.6]),
lim
β→0+
C1 = p − 1 − q
q + 1 limβ→0+
1∫
0
1
(βq+1 + xq+1)1/p dx
= p − 1 − q
q + 1
1∫
0
1
x(q+1)/p
dx
= p . (3.8)
q + 1
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lim
β→0+
C2 = lim
β→0+
−β−(q+1)/p
∞∫
1/β
xq − 1
(1 + xq+1)(p+1)/p dx
= lim
β→0+
−
∫∞
1/β
xq−1
(1+xq+1)(p+1)/p dx
β(q+1)/p
= p
q + 1 limβ→0+
1 − β−q
(1 + β−(q+1))(p+1)/p β
−(p+q+1)/p (by L’Hôpital’s rule)
= p
q + 1 limβ→0+
βq − 1
(βq+1 + 1)(p+1)/p
= − p
q + 1 . (3.9)
Thirdly,
lim
β→0+
C3 = lim
β→0+
p − 1 − q
q + 1
β∫
0
1
(βq+1 − tq+1)1/p dt
= p − 1 − q
(q + 1)2
1∫
0
t−q/(q+1)
(1 + t)1/p dt · limβ→0+ β
(p−1−q)/p
= 0 (3.10)
since it is easy to see that
∫ 1
0
t−q/(q+1)
(1+t)1/p dt is finite and since p − 1 − q > 0.
So by (3.4)–(3.10), we conclude that
lim
α→1+
T ′fq (α) =
⎧⎨
⎩
−∞, if max{0, (p − 2)/2} < q < p − 1,
0, if q = (p − 2)/2 > 0,
∞, if 0 < q < (p − 2)/2.
(A)(iv) By (3.1), for 0 < q < p − 1 and α > 1, we compute that
T ′fq (α) =
[
(p − 1)(q + 1)
p
]1/p
(α − 1)−(q+1)/p
{
p − 1 − q
p
[ 1/(α−1)∫
0
dt
[1 + tq+1]1/p
+
1∫
0
dt
[1 − tq+1]1/p
]
− (α − 1)−1
[
1 +
(
1
α − 1
)q+1]−1/p}
≡
[
(p − 1)(q + 1)
p
]1/p
(α − 1)−(q+1)/pH(α), (3.11)
where we define
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p
[ 1/(α−1)∫
0
dt
[1 + tq+1]1/p +
1∫
0
dt
[1 − tq+1]1/p
]
− (α − 1)−1
[
1 +
(
1
α − 1
)q+1]−1/p
. (3.12)
So to determine the number of critical points of Tfq (α) on (1,∞) is equivalent to determine
the number of zeros of T ′fq (α) on (1,∞); that is, the number of zeros of H(α) on (1,∞). We
compute that
H ′(α) = −p + 1 + q
p(α − 1)2[1 + ( 1
α−1 )q+1]1/p
+ 1
(α − 1)2[1 + ( 1
α−1 )q+1]1/p
− q + 1
p(α − 1)q+3[1 + ( 1
α−1 )q+1](p+1)/p
= q + 1
p(α − 1)2[1 + ( 1
α−1 )q+1]1/p
− q + 1
p(α − 1)q+3[1 + ( 1
α−1 )q+1](p+1)/p
= q + 1
p(α − 1)2[1 + ( 1
α−1 )q+1]1/p
{
1 − 1
(α − 1)q+1 + 1
}
> 0 for α > 1. (3.13)
So, for 0 < q < p−1, H(α) is strictly increasing on (1,∞). For max{0, (p−2)/2} < q < p−1,
we obtain that limα→1+ H(α) < 0 and limα→∞ H(α) > 0 since limα→1+ T ′fq (α) = −∞ and
limα→∞ Tfq (α) = ∞. Hence there exists exactly one positive number α∗ = α∗(q) > 1 such that
H(α∗) = 0. Therefore, Tfq (α) has exactly one critical point at α∗, a local minimum, on (1,∞).
(A)(v) When 0 < q  (p − 2)/2 and p > 2, we obtain that
lim
α→1+
H(α) = 0 if 0 < q = (p − 2)/2
since limα→1+ T ′fq (α) = 0, and
lim
α→1+
H(α) > 0 if 0 < q < (p − 2)/2
since limα→1+ T ′fq (α) = ∞. Therefore, T ′fq (α) > 0 on (1,∞) by (3.11)–(3.13). So, for 0 < q 
(p − 2)/2 and p > 2, Tfq (α) is a strictly increasing function on [1,∞).
(B)(i) Suppose q  p − 1. The results Tfq (α) ∈ C((0,1) ∪ (1,∞)) and Tfq (α) is strictly
increasing on (0,1) follow by Proposition 1.1(i). For α > 1, by (3.11) and (3.12), we have
T ′fq (α) < 0. Hence Tfq (α) is strictly decreasing on (1,∞) for q  p − 1.
(B)(ii) By (3.1), we obtain limα→1+ Tfq (α) = ∞ since⎧⎨
⎩
∫ 1/(α−1)
0
dt
(1+tq+1)1/p > 0 and
∫ 1
0
dt
(1−tq+1)1/p > 0, if q > p − 1,
limα→1+
∫ 1/(α−1)
0
dt
(1+tp)1/p = ∞, if q = p − 1.
In addition, we obtain limα→1− Tfq (α) = ∞ by Proposition 1.1(iii).
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lim
α→∞Tfq (α) =
{
(p − 1)1/p π
p
csc π
p
, if q = p − 1,
0, if q > p − 1
by Proposition 1.1(ii) and (iv).
The proof of Theorem 2.1 is now complete. 
Proof of Corollary 2.2. For max{0, (p − 2)/2} < q < p − 1, it is obvious that λ∗ < λ¯ by The-
orem 2.1(A)(iv). In addition, the existence and exact multiplicity results of positive solutions for
each positive λ in Corollary 2.2(A)(i)–(v) follow immediately from Theorem 2.1(A)(i)–(v). The
ordering property of positive solutions in Corollary 2.2(A)(ii)–(iv) can be proved easily; we omit
the proofs. The proofs of Corollary 2.2(A)(vi)(I)–(III) are easy; we omit them.
Similarly, the existence and uniqueness results of positive solution for each positive λ in
Corollary 2.2(B) and (C) follow immediately from Theorem 2.1(B). Also, the existence and
exact multiplicity of positive solutions for each positive λ in Corollary 2.2(D) and (E) follow im-
mediately from Theorem 2.1(B). The ordering property of positive solutions in Corollary 2.2(D)
and (E) can be proved easily; we omit the proofs.
The proof of Corollary 2.2 is complete. 
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