The SR and HR algorithms are members of the family of GR algorithms for calculating eigenvalues and invariant subspaces of matrices. This paper makes two connections between the SR and HR algorithms:
SR Basics
The SR algorithm is applicable to real matrices of even dimensions 2n 2n. Throughout the paper we express such matrices as block matrices A = A 11 A 12 A 21 A 22 ; in which the blocks A ij are always n n. Let Symplectic eigenvalue problems arise in discrete-time control, ltering, and estimation problems (see, e.g., 12, 14, 16, 21] and the references given therein), and the computation of discrete stability radii 10] .
A matrix R = R 11 R 12 R 21 R 22 is said to be J-triangular if the submatrices R ij are all upper triangular, and R 21 is strictly upper triangular. If one performs a perfect shu e of the rows and columns of a J-triangular matrix, one gets an upper triangular matrix. The product of J-triangular matrices is J-triangular. The nonsingular J-triangular matrices form a group.
For the purposes of this paper, a matrix M 2 IR 2n 2n will be called trivial if it is both symplectic and J-triangular. M is trivial if and only if it has the form M = C F 0 C ?1 ; where C and F are diagonal matrices, C nonsingular.
Almost every matrix A 2 IR 2n 2n can be decomposed into a product A = SR, where S is symplectic and R is J-triangular 8]. If this SR decomposition exists, then other SR decompositions of A can be built from it by passing trivial factors back and forth between S and R. That is, if M is a trivial matrix, S = SM andR = M ?1 R, then A =SR is another SR decomposition of A. If A is nonsingular, then this is the only way to create other SR decompositions. In other words, the SR decomposition is unique up to trivial factors.
The SR algorithm is an iterative algorithm that performs an SR decomposition at each iteration. If B is the current iterate, then a spectral transformation function q is chosen and the SR decomposition of q(B) is formed, if possible: q(B) = SR:
Then the symplectic factor S is used to perform a similarity transformation on B to yield the next iterate, which we will callB: B = S ?1 BS:
(1) We shall assume throughout this paper that q(B) is nonsingular. Nothing bad happens in the singular case 3, 25]; we are avoiding it here solely to simplify the discussion. Since q(B) is nonsingular, S is determined up to a trivial factor, soB is determined up to similarity transformation by a trivial matrix.
HR Basics
Now consider matrices in IR 
The Symplectic Case
We return our focus to symplectic matrices in IR 2n 2n . Because the symplectic matrices form a group, the SR algorithm preserves symplectic structure. That is, if the initial matrix is symplectic, then all iterates will be symplectic.
A 
where T = B ?1 21 B 22 is an unreduced, symmetric, tridiagonal matrix. This decomposition of an unreduced symplectic butter y matrix into a trivial matrix times a butter y matrix of the special form 0 ?I I T is unique 3].
A Canonical Form for Symplectic Butter y Matrices
We have noted that the symplectic butter y form is preserved by the SR algorithm. The outcome of an SR iteration is not quite uniquely determined; it is determined up to a similarity transformation by a trivial (i.e. symplectic and J-triangular) matrix. It is therefore of interest to develop a canonical form for butter y matrices under similarity transformations by trivial matrices. We restrict our attention to unreduced symplectic butter y matrices, since every butter y matrix can be decomposed into two or more smaller unreduced ones. Proof. We are motivated by the decomposition (2), in which the nonsingular matrix B 21 is used as a pivot to eliminate B 11 . We now seek a similarity transformation that achieves a similar end. Let . In summary, we should take X as in (3) where G is a randomly generated Givens rotation and is less than the square root of the machine precision, once by applying the QR algorithm to S and once to S + S ?1 followed by the inverse transformation given above. We are restricting ourselves to the nonsingular case, which means that none of the i is allowed to be an eigenvalue of B. As we stated earlier, this is only for the sake of avoiding complications. Nothing bad happens in the singular case 3].
We allow complex shifts. However, if i is not real, we insist that i should also appear in the list of shifts, so that q(B) is real. In case that`shifts are used in each SR or HR iteration step we say that the iteration is of degree`. These transformations are not necessarily advisable from the standpoint of numerical stability. The rst will resolve eigenvalues near 1 poorly because, as we already mentioned, the inverse transformation is not Lipschitz continuous. The second transformation is perhaps less objectionable. However, any eigenvalues of T that are near zero will have poor relative accuracy, because cancellation will occur in the transformation ! + ?1 . A Hamiltonian matrix is in J-tridiagonal form if A 11 , A 22 , and A 21 are diagonal, and A 12 is tridiagonal. There exist numerous symplectic matrices S such that S ?1 AS is J-tridiagonal 6]. The SR algorithm preserves the Hamiltonian J-tridiagonal form.
The Hamiltonian Case
An unreduced J-tridiagonal matrix is one for which A 21 is nonsingular, and A 12 is unreduced, that is, its subdiagonal entries are all nonzero.
A Canonical Form for Hamiltonian J-tridiagonal Matrices
Just as we did in the symplectic case, we now introduce a canonical form for unreduced J-tridiagonal matrices under similarity transformations by trivial matrices.
Theorem 3 ; results in an A whose rst block column is of the desired form. The fact that the other block column also has the desired form follows from the fact that A is Hamiltonian and other elementary considerations.
As in the symplectic case, the uniqueness statements are easily veri ed. If x y is an eigenvector of A with eigenvalue , then y 6 = 0, and Ty = DV y = 2 y. | Remarks 1. The canonical form could be made unique by insisting that either T's or V 's subdiagonal entries be positive. 2. From the standpoint of numerical stability, it might not be advisable to transform a Hamiltonian J-tridiagonal matrix into canonical form. In the process, the spectral information is condensed into T as 2 . Any small eigenvalues ofÃ are transformed to tiny eigenvalues of T, which are then extremely vulnerable to roundo errors in any subsequent computations on T. 
Equivalence of the HR and Hamiltonian SR Algorithms
Consider an SR iteration on a Hamiltonian matrix A. Since the eigenvalues occur in plus-minus pairs, it is reasonable to choose the shifts in plus-minus pairs. If we wish to e ect an SR iteration of degree 2k with shifts i , i = 1; : : :; k, we use the polynomial
A 2 ? 2 i I: Again we restrict ourselves to the nonsingular case for simplicity. We also insist that complex shifts be present in conjugate pairs, so that q(A) is real. In principle we can compute the spectrum of a Hamiltonian, J-tridiagonal matrix by putting it into canonical form, calculating the eigenvalues of T = DV , then taking square roots. We have already noted the dangers of this approach. Conversely, we can calculate the eigenvalues of a D-symmetric tridiagonal matrix T by embedding V = DT and D in a Hamiltonian J-tridiagonal matrix A in canonical form, calculating the eigenvalues of A, and squaring them.
Conclusions
We have derived connections between the HR iteration for sign-symmetric matrices and the SR algorithms for symplectic butter y and Hamiltonian Jtridiagonal matrices. Transforming symplectic butter y and Hamiltonian Jtridiagonal matrices into the canonical forms introduced in Sections 3 and 4, it can be shown that the SR iterations for the so obtained matrices with a special choice of shifts are equivalent to an HR iteration on a sign-symmetric matrix of half the size. Using this approach it is possible to obtain the eigenvalues and eigenvectors of symplectic butter y and Hamiltonian J-tridiagonal matrices by applying the HR algorithm to the associated sign-symmetric matrix.
The results are mainly of theoretical interest, as the resulting methods su er from a possible loss of half the signi cant digits during the transformation to canonical form.
