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PRAKTISCHE STATISTIK UND SUBJEKTIVISMUS 
1. Einleitung 
In letzter Zeit sind eine Reihe von Veröffentlichungen er­
schienen, in denen eine Theorie der Statistik auf der Basis einer 
nichtobjektivistischen und vornehmlich subjektivistischen Wahr­
scheinlichkeitstheorie versucht wird (RAIFFA u. SCHLAIFER 196l, 
RICHTER 1954 a,b, SAVAGE 195¿f, SCHLAIFER 1959, I96I). Sie werden 
gestützt durch Arbeiten von CARNAP (I95O), sowie CARNAP und STEG­
MÜLLER (1959) über induktive Logik, in denen eine solche aufgrund 
einer objektivistischen Wahrscheinlichkeitstheorie für unmöglich 
gehalten wird· Der praktische Statistiker hat sich angesichts die­
ser Fakten die Frage vorzulegen, inwiefern seine Arbeit dadurch 
beeinflusst wird. Wie in dieser Arbeit gezeigt werden soll, lautet 
die Antwort dahingehend, dass keine Beeinträchtigung der bisheri­
gen Methoden vorliegt, dass sogar gewisse Verhaltensweisen, die i« 
Widerspruch zu den Forderungen der objektivistischen NEYMAN­PEARSON­
schen Theorie stehen, zwanglos erklärt werden können. 
Es wird zunächst ein kurzer Abriss der Grundlagen der subjek­
tivistischen und dualistischen Theorie gegeben, dann werden P­Wert 
und Konfidenzschluss im Sinne dieser Theorie gedeutet. 
Einige verwendete Bezeichungsweisen seien erklärt. Vektoren 
ΛΛ sind Spaltenvektoren, ΛΤί' bezeichnet den Zeilenvektor mit den 
gleichen Komponenten. Mengen S mit Elementen s werden durch Sa|s:Ps| 
erklärt, wobei Ps eine Eigenschaft von s bezeichnet, d.h. S ist die 
Menge der Elemente s, die die Eigenschaft Ρ haben. s€S bedeutet, 
dass s in S enthalten ist. S ist das Komplement von S, d.h. die 
Menge der Elemente, die nicht in S enthalten sind. S=jÓ ist die sog. 
leere Menge, d.h. die Menge, die überhaupt kein Element enthält. 
Für zwei Mengen S und Τ bezeichnet S U T die Vereinigung, d.h. die 
Menge der Elemente, die in S oder Τ oder beiden enthalten sind. Für 
eine Klasse von Mengen S , abhängig von einem Index X , ist U£L. 
die Vereinigung aller S * Der Durchschnitt von S und T, SOT (oder 
auch ST) ist definiert als die Menge der Elemente, die sowohl in S 
als auch In Τ liegen. Ist Sf\T=0, so heissen S und Τ zueinander 
fremd oder dlsjunkt» Π S wird analog zu U & definiert. 
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Ist S' eine Teilmenge von S, so schreibt man S'£S ("S' enthalten 
in S"), im Grenzfalle S'=s, d.h., wenn S' nur ein Element enthält, 
sES. Eine gute Einführung in die Mengenlehre, sowie in die Vekto­
ren und Matrizenalgöbra findet sich bei CRAMER (I9¿f6). 
2. Die subjektivistiselle und dualistische Theorie 
POISSON schreibt I836 in seinen "Recherches sur la probabi­
lité des jugements en matière civile et criminelle": 
"La probabilité d'un événement est la raison que nous avons 
de croire qu'il aura ou qu'il a eu lieu... 
La probabilité dépendant des connaissances que nous avons sur un 
événement, elle peut être inégale pour un même événement et pour 
diverses personnes... 
Dans le langage ordinaire les mots chance et probabilité sont à peu 
près synonymes. Le plus souvent nous emploierons indifféremment 
l'un et l'autre; mais lorsqu'il sera nécessaire de mettre une diffé­
rence entre lours acceptions, on rapportera, dans cet ouvrage, lo 
mot chance aux événements en eux­mêmes et indépendamment de la con­
naissance que nous en avons, et l'on conservera au mot probabilité 
sa définition précédente. Ainsi, un événement aura, par sa nature, 
une chance plue ou moins grande, connue ou inconnue; et sa probabi­
lité sera relative à nos connaissances, en ce que le concerne". 
Hier tritt eine dualistische Auffassung zu Tage, die zwei 
Arten von Wahrscheinlichkeiten unterscheidet, nämlich die probabili­
té, die von Beobachter zu Beobachter variieren kann, also subjektiv 
ist, und die chance, die eine in der Natur feststehende physikali­
sche Grösse ist. Diese beiden Wahrscheinlichkeiten seien hier mit 
1­Wahrscheinlichkeit bzw. 2­Wahrscheinlichkeit, bezeichnet. Eine ma­
thematischen Ansprüchen genügende dualistische Theorie ist die RICH­
TERS (195^ a.|h), auf die hier zunächst eingegangen werden soll. 
Es sei eine 2­Wahrscheinlichkeitsdichte f(x,1?) einer aleato­
rischen Grösse x, abhängig von einem Parameter "$ , gegeben, x€.X, 
l^ee; .x und 1$ können mehrdimensional sein« Auf θ sei eine subjek­
tive Funktion g(l^ ) 5­0 definiert, die Glaubwürdigkeitsdichte, mit 
der Mengenfunktion 
G(6) « f g(l>) d -& ^  co . 
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Die Möglichkeit G(6)BOO schliesst die Normierbarkeit im allgemeinen 
aua. 
lCtf.x) = f(x,l» 
heisst als Funktion von 1^  bei festem χ Likelihood von 1$ . Wird 
ein χ beobachtet, so geht gil?1) in ein g*(l#) über vermöge 
2.1 g*(tf)oc lCl^.x) g(l>), 
(RICHTER 1954 a,b). Man geht in der Theorie davon aus, dass das 
wahre l9< nicht bekannt ist. Daher kann auch die 2­Wahrscheinlich­
keit 
ρ .(Χ·) u f f(x,tf) dx 
des Ereignisses x£.X' nicht berechnet werden. Der Mensch nimmt nach 
RICHTER als Ersatz hierfür die 1­Wahrscheinlichkeit 
2.2 χ(Χ» | g) » Γ p^(x') g(^)/G(e). 
«/θ 
Das ist der Erwartungswert von ρ Λ(Χ') bezüglich g(v>). Die 1­Wahr­
aoholnliohkoit für die Hypothese, das wahre "$ sei in Θ' enthalten, 
ist nach RICHTER unter gewissen Voraussetzungen 
χ(θ·|&>·­ f g(iM di>/G(e) 
ι/θ' 2,3 
«= G(0') / G ( O ) . 
Gleiches gilt natürlich auch für g*. (2.3) ist formal mit dem BAYES­
schen Theorem identisch, RICHTER besteht jedoch auf dem inhaltlichen 
Unterschied, der dadurch gegeben ist, dass subjektive und objektive 
Grössen darin nebeneinander vorkommen. In der Tat enthält 
ZA χ(θ· | g*) » f Kl*, x) g (lì») ά&/f !(&,*) g'Ctf) dl* 
sowohl die subjektive Dichte gilí1») als auch die von einer 2-Wahr-
scheinlichkeitsdichte abgeleitete Likelihood ΐ(τ^),χ). 
2.5 hCiM « g(tfO / α(θ) 
heisst 1-Wahrscheinlichkeitsdichte. Analog lässt sich h definieren. 
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In einer reinen 1­Wahrscheinlichkeitstheorie kann man auch 
davon ausgehen, dass g(l#) und g (V> ) dem Beobachter bekannt sind 
und die Likelihood bei g(i#)>0 bis auf einen konstanten Faktor 
aus (2.1) folgt. Sonst ändert sich im wesentlichen nichts. 
3. Der Konfidenzschluss 
Der Konfidenzschluss wurde 1928 von NEYMAN angegeben, um 
von einem Versuchsergebnis χ auf den Parameter 1/> schliessen zu 
können. Dies geschieht wie folgt: Man definiert für jedes 1?· einen 
Annahmebereich A & mit den Eigenschaften 
3.1 V V ­ Y ' 
3.2 UAtf,» X · 
(3.2) besagt, dass die Vereinigung aller Annahmebereiche die Defi­
nitionsmengo X von χ sein soll; dies stellt sicher, dass jedes χ 
wenigstens in einem A « enthalten ist. Ύ heisst Konfidenzkoeffi-
zient, o< =1-Y Irrtums-2-Wahrscheinlichkeit. Wird in einem Experi­
ment ein Ergebnis χ erhalten, so ist der Konfidenzbereich definiert 
durch 
Κχ = {α»: XÊA^J , 
d.h. der Menge der V>, die die Eigenschaft haben, dass χ in dem 
für die definierten Annahrnebereich liegt. Es ist leicht einzusehen, 
dass, sofern das Konfidenzverfahren vorgegeben, d.h. die Klasse der 
A ^ vor Erhalt von χ festgelegt ist, das wahre 1$ mit der 2­Wahr­
scheinlichkeit γ in Κ enthalten ist. Wenn man also die Konfidenz­
0 χ 
behauptung "Das wahre 1Ä liegt in Κ " aufstellt, so ist diese mit 
2­Wahrscneinlichkeit γ ^richtig, bzw. man irrt sich dabei mit 2­
Wahrscheinlichkeit o< . Wesentlich dabei ist, wie gesagt, dass.das 
Konfidenzverfahren vorgegeben ist, d.h. nicht in Abhängigkeit vom 
Ergebnis χ festgesetzt wird. 
Für die weiteren Erörterungen ist es zweckmässig, sich des 
Beispiels der n­dimensionalen Normalverteilung zu bedienen. Für χ 
sei. dann y , für iÄ ^^geschrieben. Ist <k die (nichtsinguläre) 
Kovarianzmatrix, so ist die 2­Wahrscheinlichkeitsdichte 
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3.3 f(%i/it,£) 
­ | ( ^ ­ ^ ) ' « ^ " 1 ( ^ ­ ^ ) 
(2π)5 UN 2 
mit der Determinante l"^ I von Λ; . Daraus e rg ib t s i ch a l s Likelihood 
von Mb : 
3A l(M\/£%£) « î(M\jf%<£) 
Annahmebereiche können vermöge 
3.5 
2 v2 ert Ύ ι· der Λ, -Verteilung für η Frei­
' 0 
d e f i n i e r t werden mit dem W 
h e i t s g r a d e , für den 
i s t . Dann 1s t naoh Erha l t von /£ 
3.7 K^  = { ^ : <*_£ ) ' ¿Τ"1 ( ^ ­ £ ) ^ Χ ^ γ } · 
Dies ist nicht die einzige Möglichkeit, n­dimensionale Konfidenzbe­
reiche zu definieren ­ bezüglich der sog. simultanen Konfidenzinter­
valle vgl. z.B. IHM (1955,1957), KEULS (1952,1962), SCHEFFÉ (1953), 
TUKEY (1949)^­doch genügt die Klasse (3.7) für die Zwecke der Dar­
stellung» 
Marginale Konfidenzbereiche K lassen sich wie folgt festle­
gen: Es sei für r^n 
3.8 Vi 
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eine rxn­Matrix mit linear unabhängigen Zeilen. Dann sind die Ab­
bildungen der Mi- auf die von den M>. aufgespannte r­dimensionale 
Hyperebene Hr durch 
3.10 M, » 1% AU, r 
gegeben. I s t wei ter 
3.11 4$ = Vt^Afr 
und 
3.12 f = « ' oC IX , 
r r ' 
so ist der marginale Konfidenzbereich die Abbildung von K^ auf Η , 
nämlich 
3.13 K ^ ­ { * : u­^>' f"1 u~^) < χ * } . 
Hätte man es von vornherein mit den r linearen Funktionen ^  von /UC 
zu tun gehabt, so wäre der Konfidenzbereich für M 
3.A K^^AC : (Μ-ψ' f 1 U­^> < X^ | 
gewesen mit 
3l15 Xr,y 4 Χη,γ 
bei r¿.n. (3·1^) gibt für /^  also eine günstigere Lösung als (3«13)« 
Da (3·13) für alle Matrizen "2?£ mit den geforderten Eigenschaften 
gilt, kann man aus (3·7) Aussagen (3·13) über beliebige /#·,.,/#_,... 
ableiten. Sie sind in ihrer Gesamtheit richtig mit 2­Wahrscheinlich­
keit Ύ > Y. Ist speziell r=1, so erhält man die simultanen Konfi­
denzintervalle SCHEFFEs (1953). 
Hat man ein p­dimensionales ¿£ - (x1,x?,...x ) beobachtet, so 
kann für die Komponenten von AH- , m1,m_,...m , jeweils Κ mit n=1 
ι ¿ ρ x^ 
nach (3»7) angegeben werden. Dann ist der Erwartungswert einer 
richtigen Aussage gleich ν . 
­ 11 _ 
Eine zweite Möglichkeit ist die Formulierung einer gemeinsamen 
Aussage über Ail· , d.h. nach (3·7) über die Gesamtheit der m. mit 
n=p; dann ist der Konfidenzkoeffizient für diese pauschale Aussa­
ge gleich y . Betrachtet man die Irrtums­2­Wahrscheinlichkeit, so 
ist mit den Worten von TUKEY (19^9) im ersten Falle der Fehler 
' experimentwise ' gleich c*. , im zweiten Falle der 'overall error'. 
Macht man in diesem zweiten Falle nur eine Aussage über Ai , so 
ist bei r­<n der Overall error' c* < ex , man hat also Sicherheit 
gewonnen. Da man aber genau o< verlangt hat, wäre es besser gewe­
sen, von vornherein mit (3·13) zu arbeiten. Das geht aber dann 
nicht, wenn man vor dem Experiment IM. noch nicht gekannt hat ­und ¡Λο« 
erst nach Betrachtung des Resultates tf diejenigen linearen Funk­
tionen auswählt, für die man sich a posteriori interessiert. Die 
Entscheidungsfreiheit, die man bei Verwendung von (3*7) für n=p 
bewahrt, bewirkt auf der anderen Seite einen ungünstigeren, d.h. 
grösseren Konfidenzbereich, nämlich (3»13)· In der Praxis wird 
die Forderung nach a­priori­Festsetzung des Konfidenzverfahrens 
aber nicht eingehalten,: man entscheidet sich nach dem Experiment 
für das interessierende ¿l> und verwendet (3·1^) mit r=p. Diese a­
posteriori­Festsetzung des Konfidenzverfahrens durchlöchert na­
türlich das Konzept der Irrtums­2­Wahrscheinlichkeit. 
RICHTER (1954 b) macht auf folgende Eigenschaften der Konfi­
denzverfahren aufmerksam: 
1. sie berücksichtigen das Vorwissen, wie es sich in g (Ab­
schn.2) aus drückt, nicht; 
2. die Angabe eines Konfidenzbereiches stellt einen Abschluss 
dar. 
Die zweite Eigenschaft wirkt sich besonders ungünstig aus, denn sie 
hat zur Folge, dass das durch einen Konfidenzschluss erhaltene Wis­
sen nicht in einem zweiten verwendet werden kann, ohne dass weitere 
Komponenten hinzu genommen werden als das Konzept der Irrtums­2­
Wahrscheinlichkeit. Zwar kann man Sequentialverfahren angeben, aber 
diese enden mit 2­Wahrscheinlichkeit Eins nach endlich vielen 
Schritten, und man ist anschliessend in der gleichen Situatuion wie 
beim gewöhnlichen Konfidenzschluss. Diese Schwierigkeit umgeht man 
nur, wenn man Α& genügend hoch dimensioniert, z.B. derart, dass es 
die Parameter eines ganzen in sich geschlossenen Wissensgebietes 
2 umfasst, aber mit η wächst auch Ύ , so dass marginale Konfidenz-
aussagen schliesslich trivial werden. 
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k. Die subjektivistische Interpretation 
Diese soll wieder am Beispiel dei­ Normalverteilung erfol­
gen. Wegen (2.1) kann, im Gegensatz zum Konfidenzschluss, die Kennt­
nis über 7Í¿ , die Menge der zugelassenen AU>, beliebig verbessert 
werden. Hat man /f beobachtet, so ergibt sich nach (2.1) 
g*C*¿) oc 1{MC\ ,£,<£) g(stt), 
bzw. nach (.2*5) 
if.1 h*(jU.) m l(M¿i^,<£) gÎAU-) / G {AU). 
Interessiert man sich nur für AC C 7t , so hat man es mit der margina­
len Wahrscheinlichkeitsdichte 
k.2 h*(#) = 1ÍAHAÇ,/) l(A¿) / G*(¿¿) 
zu tun, ganz unabhängig davon, ob zuerst AS oder gleich /&) beobach­
tet wurde. Diese Unabhängigkeit der Entscheidung existiert beim Kon­
fidenzschluss nicht, bei dem man im Voraus festsetzen muss, ob man 
K/^ (3*13) oder Κ ' (3·ΐΌ nehmen will. 
Die Konfidenzbereiche haben bezüglich h eine besondere 
Eigenschaft, zu deren Erklärung folgende Definition nötig ist: 
Sei eine Wahrscheinlichkeitsdichte f(x) gegeben. Ein Bereich 
A mit der Eigenschaft 
f f(χ) dX a Y 
hoisst V ­Quantil bezüglich f(χ). 
Es g i l t : 
I s t gU¿) = SQ(M) = 1 für a l l e AioeM \må g*(AU) = g^C^) 
l(Mi\ ,</,£) = h Q ( /#0 , so i s t K^ ein Y­Quanti l bezügl ich h*(¿¿¿), 
d .h . die 1­Wahrscheinlichkeit von ïtCiilï i s t 
^.3 X ( K ^ l e ? - T * 
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Beweis: Wegen der Definition der k^ gilt 
Λ/(Κ^ | g0> ­ Í ΐΟ^ί^,,Π å*i= Γ t ( 4f i A* juf ) d^e γ% 
woraus die Behauptung folgt. Daraus ergibt sich, dass K¿« Y­Quantil 
der marginalen Likelihoodfunktion 1ÍA¡/ ; Mt y) ist. Quantile sind 
Maße für Lokation und Dispersion. Es lässt sich also im vorliegenden 
Falle sagen, dass die Konfidenzbereiche jedenfalls die Likelihood­
funktion beschreiben. Nähme man an, der Mensch schlösse auf A<i> nicht 
mittels des Konfidenzschlusses, sondern unter Verwendung von h (¿f.2), 
so liesse sich, falls gC^) = 1 für alle ÅJU,€.W£ ist, das Verhalten 
der a­posteriori­Festsetzung des Konfidenzverfahrens so erklären, 
dass man für die marginale 1­Wahrscheinlichkeitsdichte h (*f.3) ein 
Y ­Quantil angeben möchte. 
Wenn auf diese Eigenschaft der Konfidenzbereiche hinge­
wiesen wird, so darf keineswegs der Eindruck entstehen, man wolle be­
haupten, die a­priori­Dichte müsse auf IffL konstant sein (BAYESsches 
Postulat). g(AJ¿) ist, je nach den Umständen, verschieden. Es ist aber 
unter gewissen Voraussetzungen möglich, mit der Annahme seiner Kon­
stanz praktisch zu arbeiten. Dazu sei angenommen,^ habe die Dichte 
f (A/ \ALCI(C/ N) , was z.B. dann dér Fall ist, wenn y*C ein Mittelwert 
aus N Werten 4. ist mit Dichten f ( 4 .\M-, <£) . Es gelte: 
kA 04gO#¿) ¿C , 
\%(*tt+AAMà - QÍAH-)\ 
1Δ>*<Ί g(^) 
für a l l e Atj/efflL Dann g i l t , für b e l i e b i g vorgegebenes ö > 0 für 
B=i /m' î \ /W/- /^ |^roj : 
G*(B) = f_ g*(/Ot) åUl^O J_ l(/W;^,s^/K)dÄi= vuyS^n l(-j ïv.<#> áj 
für 
g*(/uO = i ( ^ ; ^ , ^ / N ) g(/Ä) 
und 
1 « (^-^)VÑ 
_ Hf ­
Ferner ist 
­w,­. mit geeignetes: |l^|¿1. Für festes S wird also G C.B) gegenüber 
G^XB) bei entsprechender '.'/ahi von Ν beliebig klein, so dass es nur 
auf g (.Ml·) in Β ankommt. Dort gilt dann 
4.6 g*U*0 = K/«*­*)VÑ ; v,.«C) g(/¿) (ï + 0(^)|, 
d.h. man kann bei genügend grossem Ν mit der Likelihoodfunktion al­
lein arbeiten. Man muss im Einzelfall aber prüfen, ob man (4.4) und 
(4.5) annehmen kann. Das ist nicht mehr der Fall, wenn g unstetig 
ist, da dann (4.5) nicht mehr gilt. Ein wichtiger Fall liegt vor, 
wenn zudem Ί7Ϊ eine Menge {<uiÀ diskreter Massenpunkte besitzt, das 
heisst Punkte mit G(M. ) > 0, in denen g(AH') unstetig ist. MAINLAND 
(196 ) schildert einen Fall sukzessiver Erhebung, die so lange fort­
gesetzt wird, bis der Konfidenzbereich 4#= ν nicht mehr enthält, wo­
nach man AM/ als signifikant von ν abweichend betrachtet. ) Dieses 
Verfahren ist statthaft, wenn die Voraussetzungen von (4.6) erfüllt 
sind, wird aber im obengenannten Fall falsch, wenn G(v) erheblich 
grösser als g(Mi>) auf 77Ϊ- ν ist, v/as sehr häufig zutrifft. In jedem 
Fall bleibt die Quantileigenschaft der Konfidenzbereiche für die 
normierte Likelihoodfunktion. Oft v/ird empfohlen, man solle das Er-
gebnis eines Konfidenzschlusses vernunftgemäss beurteilen. Dies 
lässt sich als Berücksichtigung von g(AU>) interpretieren, und reflek-
tiert subjektivistisches Verhalten. 
Die hier angegebenen Resultate lassen sich für Wahrscheinlichkeits-
verteilungen auf lokal kompakten top'ologischen Gruppen verallgemei-
nern (IHM, unveröffentlicht). 
) Er zitiert: "We experimented on a few animals and then applied 
the t-test. If it did not show significance we added a few more 
animals and tested again, and so on, until the answer popped 
over the 5 p.c.line". Dann fährt er fort: "I wonder how many of 
the 'significant' differences in medical literature wereocreated 
in this way". 
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5. Der P­Wert 
Ist ein ¿¿ beobachtet worden, so pflegt man häufig nicht K^, 
sondern für ein festes Ml= ¿u und 
J = {V <S-*V'^"1 <3-^o)>(*-^o),'C'~1 (*-^b>} 
die 2­Wahrscheinlichkeit 
Ρ = ftttin0,<V) dg 
anzugeben. Je kleiner Ρ ist, desto weniger traut man der Hypothese, 
das wahre AM> sei gleich /¿¿¿0, oder aber man verwirft iiX- bei Ρ ¿ « . 
Letzteres Verfahren ist mit einem Konfidenzschluss identisch, bei 
dem ja gefragt wird, ob AiiQ im Konfidenzbereich liegt oder nicht. 
Definiert man 
γ ρ = {^: (Mi-V'f C*-*X)£f1_p}. 
und ist g(M) = 1 für alle/U­GÅft, so folgt für die 1­Wahrscheinlich­
keit in der Bezeichnungsweise des Abschnittes 3 
X(K*,p t so ) = 1 ­ P. 
1¿ 
Bei Vorliegen der Bewertung g0 ist also Ρ die 1­Wahrscheinlichkeit 
dafür, dass AU* gerade nicht mehr in K _ liegt. Für die Frage der υ γ,Jr1
Konstanz von g(.M¿) gelten die gleichen Argumente wie in Abschnitt 3· 
Man kann unter den gleichen Einschränkungen den P­Wert also ebenfalls 
subjektiv interpretieren. In diesem Sinne ist das Arbeiten mit diesem 
Werte der Angabe eines Konfidenzbereichs überlegen. 
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Sl lS i i l IM 
Erkenntnisse verbreiten ist soviel wie Wohlstand verbreiten — ich 
meine den allgemeinen Wohlstand, nicht den individuellen 
Reichtum — denn mit dem Wohlstand verschwindet mehr und 
i mehr das Böse, das uns aus dunkler Zeit vererbt ist, 
wmmmm? 
α 
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