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Abstract
Kriging is one of the most developed methodologies in the regional variable modeling.
However, one of its drawbacks is that the influence radius can not be determined by
this method. In which distance and in what ratio that pivot station is influenced from
adjacent sites is rather often encountered problem in practical applications. Regional5
weighting functions obtained from available data consist of several broken lines. Each
line has different slopes which represent the similarity and the contribution of adjacent
stations as a weighting coefficient. The approach in this study is called as Slope Re-
gional Dependency Function (SRDF). The main idea of this approach is to express the
variability in value differences [γ(d )] and distances together. Originally proposed SRDF10
and Trigonometric Point Cumulative Semi-Variogram (TPCSV) methods are used to
predict streamflow. Also TPCSV and Point Cumulative Semi-Variogram (PCSV) ap-
proaches are compared with each other. Prediction performance of all three methods
stays below 10% relative error which is acceptable for the engineering applications. It
is shown that SRDF outperforms PCSV and TPCSV with very high differences. It can15
be used for missing data completion, determination of measurement sites location,
calculation of influence radius, and determination of regional variable potential. The
proposed method is applied for the 38 stream flow measurement sites located in the
Mississippi River basin.
1 Introduction20
The quantity of streamflow plays a significant role on planning, management and de-
sign of the water resources. Discharge is directly related with reservoir operation, fore-
casting of floods and droughts, hydroelectric power production, irrigation, protection of
ecosystem and sedimentation. Therefore, prediction and calculation of the discharge
are very important.25
Kriging is the most developed regional prediction method. It is originally proposed by
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Krige (1951) who is a South African engineer established the principles of spatial pre-
diction theory. Matheron (1963, 1971) contributed to development of regional variable
theory. Although Kriging is one of the most developed regional prediction method, it
fails to define the influence radius which delineate the borders of the contribution areas.
Kriging method has been applied to mining (Matius et al., 2004), tunnel (O¨ztu¨rk and5
Nasuf, 2002), hydrology (Altunkaynak et al., 2003; S¸en and Habib, 1998), hydraulics
(Altunkaynak et al., 2005) and ocean engineering (Altunkaynak, 2005; Altunkaynak
and O¨zger, 2005). This approach is also often used in geostatistics to determine the
parameters of regional variability. The principles of geostatistics are based on the the-
ory that sites close to each other exhibit similar features but the correlation decreases10
when the distance between sites increase. The semivariogram which is an important
parameter in geostatistics shows the correlation between measurement sites. The
semivariogram proposed by Matheron (1963) includes assumptions that are stationary
and measurement points should be in equal distances. This can not be used until the
assumptions are fulfilled. However, in nature the measurement sites are scattered ir-15
regularly in the region rather than located at regular grid points. Huang and Yang (1998)
used Kriging methodology to estimate discharge assumed as regional variable. How-
ever, it is not possible to determine influence radius by this method. Peng and Buras
(2000) used spatial method to estimate discharge for multi-reservoir operation. In case
of non-stationarity and irregularity of measurement points, S¸en (1989) proposed Point20
Cumulative Semi Variogram (PCSV) approach based on relationship between point
and area. It is possible to determine influence radius from selected point by standard
regional dependence procedure introduced by S¸en and Habib (1998). To determine
the effective range and weighting coefficient of a variable is very important for estima-
tions and calculations. PCSV method is based on the differences between selected25
pivot point and the surrounding points. The recorded variables in the points consti-
tute differences that lead to regional dependence functions. These functions can be
used for missing data completion, optimum location of measurement sites, calculation
of influence radius and determination of regional variable potential. S¸ahin and S¸en
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(2004) developed Trigonometric Point Cumulative Semi Variogram (TPCSV) technique
and applied to wind data. Also, Altunkaynak (2005) used this method for wave data.
2 Regional Dependency Function (RDF)
PCSV method is based on the half square differences [γ(d )] between pivot site and
randomly scattered adjacent sites. This approach searches the effect of one point to5
the other points. It is possible to obtain data of stations which are not measured or
missing by using regional weighting functions. Moreover, influence radius of each site
can be determined by these functions. If the difference of semi-variogram value is very
high between two stations then the next station would not be taken into consideration
in calculations. The relationship between points can be given as following equation.10
γ(di ) =
1
2
(
qp − qdi
)2
(i = 1,2, .....n) (1)
When it is desired to show the variation of PCSV values by distance on a Cartesian
coordinate system, the x-axis represents the distances from pivot point and the y-axis
represents the PCSV values. For the sake of simplicity, Eq. (1) should be standardized.
After this manipulation, x and y-axes take the values ranging from 0 to 1. Standard-15
ization can be achieved by dividing the all values to the maximum It can be said that
as the distance increases the correlation between pivot and other points decreases
and also the weighting coefficient which represents the contribution of adjacent points
decreases. The weightings of the highly correlated points approach to 1. On the other
hand it takes 0 for uncorrelated points.20
S¸ahin ve S¸en (2004) applied TPCSV technique to the wind data. This approach
was also developed by considering correlation principle. Two different data ar-
ray can be put in the same set when they are highly correlated. Two data array,
x=(a11, a12, a13, ......a1n) and y=(a21, a22, a23, ......a2n) are the vectors which have the
same initial point. The angle between two vectors is required for determination of simi-25
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larity of two data arrays or vectors. Scalar multiplication of x and y vectors is indicated
as below.
cosα =
x.y
|x| . |y|
(2)
The nominator of this expression corresponds to sum of multiplication of vector recip-
rocal components. The denominator is equal to multiplication of two vector norms. So,5
if each vector is divided by its norms, then unit vectors would be obtained. In fact, cosα
is equal to summation of unit vector multiplications that correspond to each other. cosα
shows the similarity between two point or two arrays. In other words, it can be defined
as correlation coefficient. As the angle is narrower, these two points or arrays show
more similarity. If the angle is zero, it can be said that there is an exact dependency10
between these points or arrays and the correlation coefficient is equal to 1. In contrast,
if the angle is 90
◦
two points or arrays have no dependency and the correlation coeffi-
cient is equal zero. Consequently as the angle increases, the similarity reduces. The
regional dependence function depicted in Fig. 1 shows cosα values of stations found
in the d distance from pivot point and contributions of these points to pivot point. The15
point selected in the figure is shown as,
∆di = di+1 − di (3)
where ∆d is the distance difference between two consecutive points. The γ(d ) be-
tween two consecutive points on y-axis of the same figure is shown as ∆γ.
∆γi = γ (di+1) − γ (di ) (4)20
Hypotenuse value is required to determine the value of cosα. The square root of
summation squares of Eqs. (3) and (4) give hypotenuse.
|AB|i =
√
(∆di )
2
+ (∆γi )
2 (5)
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|AB| is the length of the line which is constituted by two points. All cosα values in the
same figure can be calculated as following.
(cosαi )i =
∆di
|AB|i
(6)
The number of cosα value calculated is n−1 which corresponds to n points. The angle
range is from 0
◦
to 90
◦
, because regional dependency function increases monotony.5
The weighted average is used in the prediction of pivot station discharge value. The
summation of cosα values is,
L = cosα1 + cosα2 + ........... cosαn (7)
Where L is sum of the cosα values. Following expression is given for the prediction of
pivot point value.10
qp =
1
L
N∑
i=1
qi ∗ cosαi (8)
Here cosα is expressed as the weighting coefficient. The regional dependency func-
tion shown in Fig. 1 increase continuously by the distance. Function curve exhibits
distinct features in different portions of distances such as it rise more linearly, increas-
ingly or decreasingly. Regional dependency function consists of several lines. Slope of15
the each line (tanα) explains the similarity between two points. It also gives information
about the regional dependency. The ratio of the γ(d ) differences, ∆γ(d ) to distance dif-
ferences leads to slope which is the first derivation of line. If the variations among the
points are small then it means that the slope will reduce and dependency increase.
On contrary, steep slope means weak dependency. Both γ(d ) and distance variations20
are taken into account together by considering the slope regional dependency function
(SRDF) which is the main idea of this study. Closeness to pivot point does not mean
that they are very similar to each other and their correlation is high. The square of
differences (qp−qd )
2
between pivot point and close points should be low. Here qp and
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qd are the runoff depths at pivot point and the point at d distance, respectively. When
distance and γ(d ) variations are low, it can be said that these two points are very sim-
ilar and their contribution to value of pivot point prediction are very high. The effect of
both γ(d ) differences, ∆γ(d ) and the distance differences between two points, ∆d , is
considered together in this approach. The ratio of ∆γ(d ) to ∆d gives dimensionless5
slope.
Dependency factor = tanα =
∆γ(d )
∆d
(9)
when tanα value between two points is lower, it contributes more to the weighting
average of pivot point. Therefore, regional dependency function slope identified as
dependency factor of this point. The slope (tanα) of regional dependency function10
gives the similarity and dependency. The flatter slope contributes to pivot point with
high weighting coefficient. In contrast, the contribution of point to the pivot point is very
low when the slope is very steep. There is an inverse relationship between slope and
adjacent sites contribution. The weighting coefficient that represents the contribution
of a point is equal to cotα.15
Weighting coefficient = cotαi =
∆d
∆γ(d )
(10)
cotα is used instead of cosα which is employed for TPCSV method for prediction of
the pivot point value. The summation of cotα values used in weighted average is given
as below.
m = cotα1 + cotα2 + ........ cotαn (11)20
Here m is the summation of weighting coefficients. cosα in Eq. (8) used for TPCSV
method is replaced by cotα to predict the pivot point discharge value.
qp =
1
m
Nd∑
i=1
qi ∗ cotαi (12)
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Here, qp is runoff depth value of the predicted pivot point. Altunkaynak et al. (2005)
reported the same prediction results by using PCSV method. Our study is the first in
which TPCSV and SRDF methods are applied for the 38 stations located in Mississippi
River basin. In this study, the purpose is to interpret the consequences obtained from
an application of a new (presented) method and to compare these results with other5
methods in the literature.
3 Application
In this study, 38 measurement stations located in Mississippi River basin are used.
Data is obtained from the study of Altunkaynak et al. (2005). The aim of using the
same data is to compare PCSV, TPCSV and SRDF methods under equal conditions.10
Altunkaynak et al. (2005) computed runoff depth values of 38 measurement stations
by using PCSV technique. Here, TPCSV and proposed model are employed for the
same data. Study area, location map and detailed information on PCSV technique can
be found in the study of Altunkaynak et al. (2005). In SRDF method, and for the pivot
station 7 362 000 distances from pivot station, standard distances, tanα=dependency15
factor and cotα=weighting coefficient are given in Table 1 at second, third, fourth and
fifth columns, respectively. Contributions of surrounding stations to the pivot station
7 362000, predicted runoff depth, relative errors and number of adjacent sites are in-
cluded in Table 1. Regional dependency function of station 7 362 000 is shown in Fig. 1.
This function increase continuously by standard distance as shown in Fig. 1. The curve20
in the figure consists of three portions. In the first part, it ranges from 0 to 0.7 standard
distances and there is a linear increasing trend. In the second part, it is between 0.7
and 0.8, and increment is seen. Finally in the last part there is a decreasing trend.
There is linear trend in the first part, because the slope approaches to a constant value
or it fluctuates around a constant value. When one looks at the part of the dependency25
function which corresponds to 0–0.7 standard distance at horizontal axis in Fig. 3, low
fluctuations of tanα=dependency function around a mean value can be seen. On the
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other hand, there is an agreement with the weighting coefficient which corresponds to
same range in Fig. 4. Also, it can be said that this region exhibits a homogeny struc-
ture. The expression of homogeny structure means that stations found in this region
are similar to each other and have strong regional dependency. The increasing rise of
regional weighting function in Fig. 1 corresponds to a portion (0.7–0.8) which has big5
fluctuations in Fig. 3. There is heterogenic structure in this part. The stations found
in this region have no similarities and dependencies with pivot station. Although there
is a decreasing rise trend in the third portion of Fig. 1, deviations from the mean are
less than second portion shown in Figs. 3 and 4. The similarities and correlations to
pivot station in this part are more than the second part. Mississippi River Basin can10
be divided into three part based on regional weighting function. Since the second part
has high heterogeneity, it can be divided into more sub regions. This can be an input
for the integrated basin management. Figures 1, 3 and 4 demonstrate that which dis-
tances are homogeny or heterogenic in the first, second and third parts. The influence
radius can be determined by this way. All these interpretations can be made by using15
Fig. 2 that shows the dependency function. Also, three parts are seen obviously from
this figure, too. Low deviations from the mean value at 0–0.7 standard distance, high
variability of dependency at 0.7–0.8 and lower variation of dependency comparing to
second part at 0.8–1.0 are also valid in this figure. It is possible to predict missing or
unmeasured runoff depths by using these functions. Let it is assumed that runoff depth20
data for the station 7 362 000 is unavailable or missing. Firstly, distances from pivot sta-
tion to others are calculated and standardized by dividing all one to maximum distance.
Distance between the stations 7 362 000 and 8 015 500 is the maximum, and it is indi-
cated in the second column of the Table 1. In the fourth column of the Table 1, regional
weighting function calculated from Eq. (9) is available. In the fifth column, there is a25
weighting coefficient obtained from Eq. (10) and the last column indicates the contribu-
tions of adjacent stations to the pivot station. Figure 4 shows the weighting coefficients
for the station 7 362 000. It can be seen from the figure that high contributions are ex-
pected from the stations in 0–0.7 standard distance range. For the range 0.7–0.8, the
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weighting factor is too small and for 0.8–1, it is relatively bigger than the former range.
The value of the pivot station 7 362 000 which has the relative error of 4.11% is the
best predicted from three closest adjacent sites. The predicted value for this station is
2.38m/s. The influence radius R is equal to 263 101.21m that corresponds to distance
of the third station to pivot station. Table 2 presents the predictions, relative errors5
and number of adjacent sites that give the best results obtained from PCSV, TPCSV
and SRDF techniques. In Table 2, second column shows observations; third column
shows the predicted values by PCSV method and fourth column reveals the predicted
values by SRDF which is proposed in this study. Sixth, seventh and eighth columns
are the prediction errors. Finally, ninth, tenth and eleventh columns present the number10
of adjacent sites which give the best results. Star symbol at eighth column indicates
that SRDF predicts better than the PCSV. When this column is considered, it is shown
that SRDF outperforms PCSV at 28 out of 38 stations. The mean relative errors are
3.07% and 7.79% in SRDF and PCSV, respectively. The ratio of better performance is
at the level of 61%. Similarly, it can be seen in the sixth column of Table 2 that 10 out15
of 38 stations prediction errors are greater than 10% by PCSV method. On the other
hand, SRDF method has prediction error that is greater than 10% at 5 out of 38 sta-
tions. This corresponds to 50% better performance. When the aforementioned criteria
are repeated again, it is seen that SRDF also outperforms TPCSV. SRDF predicts 26
out of 38 stations value more accurate than TPCSV. The mean relative errors for the20
SRDF and TPCSV are 3.07% and 7.25%, respectively. The number of stations which
has relative errors less than 10% is 5 and 8 for the SRDF and TPCSV, respectively.
After all, it is evident that PCSV and TPCSV performances are close to each other.
The relative error is 7.79% for PCSV and 7.25% for the TPCSV. There is not a huge
difference between two methods. However, SRDF substantially outperforms PCSV and25
TPCSV techniques which can be seen from Table 2. Although the average number of
adjacent stations which are used to predict pivot station is approximately equal to each
other for three methods, SRDF shows better performance than PCSV and TPCSV. Not
only SRDF is a reliable method used easily in practice, but also gives more accurate
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predictions when compared the other techniques.
4 Conclusions
In this study, 38 runoff measurement sites located in the Mississippi River Basin are
used for the implementation of proposed method. The regional dependency function
for each station is calculated. Regional dependency functions are obtained by TPCSV5
method and dependency and weighting functions are obtained by SRDF. Runoff predic-
tions are made by using SRDF and TPCSV methods for all stations. Each station influ-
ence of radius is determined. Regional dependency function is obtained from available
data. In 28 and 26 among 38 stations, the proposed approach SRDF has lower relative
error than PCSV and TPCSV techniques, respectively. PCSV and TPCSV show nearly10
the same prediction performances. The mean relative errors for all three methods are
less than 10% which are acceptable in engineering applications. The graphical and nu-
merical criteria are employed to show the better performance of SRDF against PCSV
and TPCSV. All results in the tables are interpreted and compared with each other.
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Table 1. Station 7 362 000 Detailed Prediction Calculations According to SRDF.
Station ID Distance (m) Standard Distance Regional dependency function Regional weighting function Station runoff contributions
Dependency factors Weighting coefficients ×10−8 (m/s)
(1) (2) (3) tan(α) (4) cot(α) (5) (6)
7 362 000 0 0 0 0 0
7 024000 216 840.07 0.15 0.15 6.90 13.68
7 029500 241 477.41 0,17 0.50 1.99 4.32
7 037500 263 101.21 0.18 0.07 15.17 39.25
7 039500 371 389.53 0.26 0.10 10.18 22.30
7 040100 388 591.64 0.27 2.11 0.47 0.92
7 040450 439 964.87 0.31 0.03 33.30 78.96
7 043500 575 431,33 0.40 0.14 7.12 14.92
7 047900 667 068.52 0.47 0.22 4.50 9.36
7 077500 692 493.58 0.49 0.93 1.07 2.19
7 264000 804 831,69 0.56 0.28 3.52 6.98
7 268000 835 993.04 0.59 0.07 15.18 39.62
7 274000 912 776.42 0.64 0.0002 50 891.24 126140.68
7 282000 919 920.48 0.65 0.71 1.41 3.79
7 283000 945 863.96 0.66 1.32 0.76 2.27
7 290000 971 207.44 0.68 1.70 0.59 1.12
7 291000 982 319.79 0.69 0.15 6.77 17.57
7 292500 982 406.38 0.69 59.48 0.02 0.05
7 295000 991 568.73 0.70 5.94 0.17 0.53
7 356000 994 219.29 0.70 7.98 0.13 0.36
7 359002 1003 885.50 0.70 0.04 23.70 60.16
7 361500 1006 340.44 0,71 0.01 131.82 328.79
7 363500 1016 046.47 0.71 4.48 0.22 0.68
7 364150 1031 071,40 0,72 15.10 0.07 0.25
7 375000 1034 253.36 0.73 0.70 1.42 3.72
7 375500 1045 620.01 0.73 0.38 2.63 7.02
7 376000 1057 498.31 0.74 2.89 0.35 0.68
7 376500 1063 043.46 0.75 15.52 0.06 0.21
7 377500 1098 912.20 0.77 2.27 0.44 0.74
7 378000 1136 730.09 0.80 9.79 0.10 0.08
7 378500 1191 312.39 0.84 0.93 1.08 3.36
7 382500 1195 026.19 0.84 0.20 5.12 12.31
7 385500 1259 797.11 0.88 1.78 0.56 1.93
8 010000 1292 656.90 0.91 0.71 1.41 4.10
8 012000 1350 351.98 0.95 0.07 13.61 36.29
8 013500 1380 892.95 0.97 0.02 42.08 107.63
8 014500 1420 152.16 1.00 0.32 3.12 6.76
8 015500 1424 513.38 1 2.73 0.37 1.02
Runoff depth prediction (×10−8) (m/s) 2.38
Relative error (%) 4.11
Number of adjacent sites 3
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Table 2. Comparison of PCVS, TPCVS and SRDF methods.
Station ID Runoff depth January runoff depth Relative error Number of adjacent
10
−8
(m/s) prediction 10
−8
(m/s) (%) site
PCSV TPCSV SRDF PCSV TPCSV SRDF PCSV TPCSV SRDF
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)
7 024 000 2.41 2.26 2.27 2.37 6.33 8.95 1.36* 4 9 9
7 029500 3.31 2.81 2.48 3.13 15.18 24.75 5.33* 2 9 2
7 037500 1.68 1.95 1.92 1.91 14.04 13.02 12.47* 3 2 2
7 039500 1.96 1.99 1.98 1.97 1.65 1.20 0.81* 4 4 3
7 040100 1.90 1.87 1.87 1.95 1.72 1.30 2.75 3 3 3
7 040450 1.98 2.01 2.00 1.97 1.63 1.39 0.46* 3 3 5
7 043500 2.05 2.05 2.05 2.04 0.01 0.14 0.38 5 3 3
7 047900 2.08 2.04 2.08 2.09 1.58 0.09 0.54* 5 4 3
7 077500 2.09 2.11 2.10 2.08 0.52 0.61 0.67 3 3 2
7 264000 2.19 2.19 2.18 2.14 0.01 0.55 2.05 4 4 7
7 268000 3.14 2.73 2.73 3.08 12.89 12.81 1.72* 4 4 4
7 274000 2.48 2.49 2.61 2.53 0.44 5.12 2.23 9 6 5
7 282000 2.54 2.54 2.54 2.53 0.01 0.06 0.02 8 2 9
7 283000 2.60 2.59 2.60 2.60 0.01 0.16 0.46 7 8 5
7 290000 2.61 2.60 2.66 2.61 0.42 2.06 0.21* 7 3 2
7 291000 2.62 2.78 2.69 2.61 5.91 2.82 0.23* 4 2 4
7 292500 2.49 2.76 2.74 2.64 9.52 9.21 5.67* 2 2 2
7 295000 2.89 2.88 2.87 2.91 0.38 0.55 0.68 6 6 3
7 356000 2.37 2.42 2.38 2.37 1.81 0.20 0.04* 3 2 7
7 359002 2.59 2.31 2.32 2.34 10.97 10.38 9.38* 4 4 4
7 361500 2.17 2.33 2.26 2.19 7.04 3.98 1.12* 5 6 4
7 362000 2.48 2.24 2.25 2.38 9.69 9.33 4.11* 3 3 3
7 363500 1.98 2.20 2.20 1.95 9.95 9.90 1.61* 8 3 3
7 364150 1.95 2.14 2.14 1.98 9.18 9.36 2.01* 6 6 2
7 375000 2.17 2.68 2.70 2.60 19.18 19.75 17.33* 3 9 2
7 375500 2.79 3.17 2.78 2.76 12.07 0.27 0.91* 2 6 7
7 376000 2.67 2.76 2.73 2.64 3.17 2.49 0.8* 3 2 4
7 376500 2.56 2.54 2.57 2.65 1.28 0.68 3.62 3 3 3
7 377500 3.12 2.54 3.17 3.11 18.60 1.91 0.1* 3 2 3
7 378000 3.44 3.02 3.01 3.07 12.10 12.26 10.7* 2 2 2
7 378500 2.91 2.92 2.90 2.83 0.37 0.30 2.53 5 4 8
7 382500 2.67 2.65 2.81 2.68 0.82 5.29 0.75* 7 6 5
7 385500 0.77 3.17 3.10 2.99 75.86 75.21 74.28* 6 2 2
8 010000 3.82 3.04 3.03 3.03 20.57 20.59 20.59 2 2 2
8 012000 3.07 3.05 3.05 3.05 0.71 0.50 0.55* 4 4 8
8 013500 3.00 2.99 2.97 3.01 0.73 0.93 0.35* 5 4 5
8 014500 2.68 2.79 2.78 2.68 3.92 3.68 0.07* 6 8 2
8 015500 2.68 2.84 2.79 2.68 5.77 3.82 0.07* 2 8 2
Average 7,79 7,25 3,07 4,34 4,29 3,97
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 Fig. 1. Regional Dependency Function according to PCSV.
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Fig. 3. Regional Dependency Function according to SRDF.
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