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SPARSE APPROXIMATION OF DATA-DRIVEN POLYNOMIAL CHAOS
EXPANSIONS: AN INDUCED SAMPLING APPROACH
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Abstract. One of the open problems in the field of forward uncertainty quantification (UQ) is the
ability to form accurate assessments of uncertainty having only incomplete information about the
distribution of random inputs. Another challenge is to efficiently make use of limited training data
for UQ predictions of complex engineering problems, particularly with high dimensional random pa-
rameters. We address these challenges by combining data-driven polynomial chaos expansions with a
recently developed preconditioned sparse approximation approach for UQ problems. The first task in
this two-step process is to employ the procedure developed in (Ahlfeld et al. 2016, [1]) to construct an
“arbitrary” polynomial chaos expansion basis using a finite number of statistical moments of the ran-
dom inputs. The second step is a novel procedure to effect sparse approximation via `1 minimization
in order to quantify the forward uncertainty. To enhance the performance of the preconditioned `1
minimization problem, we sample from the so-called induced distribution, instead of using Monte Carlo
(MC) sampling from the original, unknown probability measure. We demonstrate on test problems
that induced sampling is a competitive and often better choice compared with sampling from asymp-
totically optimal measures (such as the equilibrium measure) when we have incomplete information
about the distribution. We demonstrate the capacity of the proposed induced sampling algorithm via
sparse representation with limited data on test functions, and on a Kirchoff plating bending problem
with random Young’s modulus.
1. Introduction
The main purpose of uncertainty quantification (UQ) is to quantify the effect of various sources of
randomness on output model predictions. An effective and popular approach is to build an approx-
imation for the map between the random input and the model output,i.e., the quantities of interest
(Q◦I). Many techniques have been developed to construct such approximations. When the distribution
of the random input variables are known, the generalized Polynomial Chaos (gPC) [33, 37] expansion
is a popular approach. The basic idea is to build a polynomial approximation of the QoI and then
the goal is to compute the polynomial expansion coefficients. There are intrusive and non-intrusive
approaches to compute the unknown gPC coefficients. In this paper, we focus on the non-intrusive
stochastic collocation method, which constructs a global polynomial approximations after running the
model with a sample set of the random variables. We refer to [24, 31] and references therein for recent
developments for stochastic collocation methods.
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However, in real-world scientific applications, one of the main challenges for UQ is the lack of ex-
plicit knowledge of the random inputs. Recently, extension of the gPC method to more general input
distributions or arbitrary distributions have been investigated. These methods include Multi-element
generalized polynomial chaos (ME-gPC) using local polynomial expansion [27, 32], Global polynomial
expansions based on Gram-Schmidt orthogonalization [35, 34], and moment match method to deal with
arbitrary distributions (termed aPC) [26]. There has also been extensive work on constructing polyno-
mial approximation for dependent random variables or arbitrary distributions, we refer to the recent
paper [19] and references therein.
In this study, we focus on the aPC approach for the situation when one has incomplete input informa-
tion, especially when only sample locations are given. It has been shown by Oladyshkin and Nowak in
[25] that aPC approach can propagate the moments and thus it offers reliable results with limited input
data. The procedure is straightforward to implement. However, it will become ill-conditioned when
the polynomial order is large. In [1], the authors proposed an algorithm that can reduce the amount
of ill-conditioning (yet can still be ill-conditioned) by calculating the required quantities directly using
only matrix operations performed on the Hankel matrix of moments. A sparse grid approach based on
the Smolyak’s algorithm was proposed to solve the expansion coefficients.
Another challenge for performing UQ predictions is the limited size of available training data since a
single simulation for complex systems may require a large amount of computational resources and can be
very time consuming. In such basis, the number of available training samples will be much smaller than
the complexity of the desired predictor. Recently, based on the idea of compressive sensing [2, 4, 8, 7],
stochastic collocation methods via `1 minimization [9, 38, 29, 20] have been shown to be efficient for
computing sparse approximations to gPC coefficients from a small amount of training data. However,
the success of this approach depends on the strategy used to generate the training data. A popular
approach is a “standard” Monte Carlo approach that would draw samples from the probability density
ω of the random input variables. To further improve the accuracy of the function approximation with
high-degree polynomial approximation, numerous sampling strategies have been proposed recently. In
[29], the authors used Chebyshev sampling for sparse Legendre polynomial approximations. The high-
dimensional case was studied in [38] and the theoretical results show that the accuracy degrades with
increasing parameter dimension. To cope with this limitation, a coherence optimal sampling strategy
is given by the authors in [17].
A general sampling strategy called Christoffel Sparse Approximation (CSA) is developed in [18].
The sampling algorithm performs well and can be applied for both bounded and unbounded random
inputs. The essential idea of the CSA algorithm is to sample from a certain biased distribution (which
is an equilibrium measure) that is associated with the random parameter density and state space. The
success of the CSA algorithm relies on the idea that sampling measures from which stable least squares
estimators can be built are also useful for performing sparse approximation. However, an explicit form
for the equilibrium measure is not known in general; alternatively the induced distribution introduced
in [5] is an attractive sampler for its optimal stability properties. Algorithms for generating samples
from fairly general classes of induced distributions are also available [22]. However, such algorithms are
less helpful when the underlying distribution is not known.
In cases of unknown distributions, it is common to develop a sampling strategy in a data-driven
method, meaning that a sampling method is devised using a finite number of observations of the
random variable. Recently, a data driven polynomial expansion with weighted least-square approach
was proposed in [14] for UQ problems with arbitrary random inputs. However, studies in this direction
are at present relatively limited in UQ settings.
The method proposed in this paper combines the idea of data-driven aPC from [26] with sparse
polynomial approximation. The algorithm is novel since the available sparse approximation sampling
methods require knowledge of the exact distribution, which we do not have. Inspired by the compu-
tation of induced polynomial distributions, the purpose of this paper is to provide an efficient induced
sampling strategy for sparse approximation of certain types of arbitrary polynomial chaos expansions.
The aPC approach with induced sampling proceeds in two steps: we first construct the aPC basis
with a moment-matching method; then a Christoffel-function preconditioned `1-minimization method
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is used to perform sparse approximation seeking the dominant aPC expansion coefficients. A sampling
strategy that generates samples from the induced measure is employed to guarantee the accuracy of the
sparse approximation when limited data is available. Compared with an equilibrium measure sampling
strategy, our induced distribution sampling strategy will not generate samples out of the support of the
discrete measure defined by the training samples. The numerical results show the superiority of the
induced sampling strategy over CSA and oracle Monte Carlo sampling for several test problems.
The rest of this paper is organized as follows. In Section 2, we introduce the traditional gPC approach
and the `1 minimization method. The moment match data driven basis is given in Section 3 followed
by the induced sampling strategy. Numerical experiments are then shown in Section 4 to indicate the
applicable and effectiveness of our approach. Finally, we give some concluding remarks in Section 5.
2. Background
In this section, we first briefly review the generalized polynomial chaos (gPC) expansion approach to
quantify uncertainties in mathematical models with independent random inputs. Then we give a few
facts about the theory of compressive sensing, which has been well-studied and proved to be an efficient
method to find sparse solutions to underdetermined linear system [3, 6, 7].
2.1. Generalized polynomial chaos. We assume Z = (Z1, Z2, . . . , Zd) is a vector of independent
random input parameters in the model and f(Z) : Rd → R is the model output (prediction). For each
Zi in Γi ⊂ R it admits a marginal probability density ρi. Under the assumption of independence, we
have the joint density function for Z denoted by ω(z) =
∏d
i=1 ωi(zi) : Γ→ R+ with Γ :=
∏d
i=1 Γi ⊂ Rd.
The gPC approach aims to construct a polynomial approximation of the model output f(z) as follows:
(1) f(z) ≈ fN (z) =
∑
λ∈Λ
cλΦλ(z),
where λ = {λ1, λ2, . . . , λd} ∈ Nd0 is a multi-index, Λ is a multi-index set (i.e., a subset of Nd0) that has
size |Λ| = N , and Φλ are basis functions that are typically chosen to be orthonormal with respect to
the density ω(z),, i.e.,
(2) (Φλ(z),Φθ(z))ω :=
∫
Γ
Φλ(z)Φθ(z)ω(z)dz = δλ,θ, λ,θ ∈ Λ.
While any basis for (1) spanning the same space is acceptable, the orthonormality assumption is made
for two main reasons: (i) statistics of the approximation are efficient and straightforward to compute
from coefficients of an orthonormal expansion, and (ii) computational algorithms that yield the gPC
coefficients for an orthonormal family are frequently more numerically stable than those that use a
non-orthogonal family. The assumption of independence of the components Zi allows us to choose Φλ
as tensor-products of the univariate orthogonal polynomials in each direction, i.e.,
(3) Φλ(z) =
d∏
i=1
φiλi(zi) with
∫
Γi
φiλk(zi)φ
i
λl
(zi)ωi(zi)dzi = δk,l.
The main advantage of reducing this problem to products of one-dimensional orthonormal polynomials is
that there are stable and efficient procedures to generate these polynomials in one dimension, namely the
three-term recurrence relation. For dimension i there are coefficients {aij}j≥1 ⊂ R and {bij}j≥0 ⊂ (0,∞)
that depend only on ωi such that
ziφ
i
`(zi) = b
i
`+1φ
i
`+1(zi) + a
i
`+1φ
i(zi) + b
i
`φ
i
`−1(zi), ` ≥ 0,(4)
with φi0(zi) := 1/
√
bi0. Knowledge of these coefficients allows one to stably evaluate and manipulate
univariate orthogonal polynomials.
In practice, Λ is a finite multi-index set, and is particular chosen as a monotone or downward-closed
set, i.e.,
λ ∈ Λ⇒ λ− ej ∈ Λ, j = 1, . . . , d,
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where ej ∈ Rd is a vector whose only nonzero entry is 1 in position j. Several types of canonical index
sets are monotone, including the total degree space,
Λ = ΛTDk :=
{
λ
∣∣ |λ|1 = d∑
i=1
λ ≤ k
}
.
In this paper we will focus our examples on this particular family of index sets, but our methodology
does not require Λ to be total-degree, nor does it require Λ to be downward-closed. The associated
finite-dimensional subspace of functions to which fN belongs is the total degree polynomial space,
P (Λ) := span
{
Φλ
∣∣ λ ∈ ΛTDk } .(5)
The dimension of this total degree space is N =
(
d+ k
d
)
. For convenience, we can place an appro-
priate order on the multi-indices, i.e.,
{λ | λ ∈ Λ} ←→ {1, . . . , N} .(6)
Thus we can instead identify the basis functions using a scalar index,
(7) {Φλ(ξ)}λ∈Λ ⇔ {Φj(ξ)}Nj=1.
Hereafter, we will use the single index {j = 1, 2, . . . , N} instead of the multi-indices. Therefore, the
gPC approximation (1) can be written as
(8) f(z) ≈ fN (z) =
N∑
j=1
cjΦj(z).
Many efficient numerical techniques have been developed to estimate the expansion coefficients {cj}Nj=1,
such as the intrusive stochastic Galerkin methods [37] and the non-intrusive collocation methods [10, 36].
One practical restriction of these approaches is that amount of data or observations of f required to
construct the gPC emulator fN is at least N = |Λ|. Typically N can be very large, and for example,
our total degree set ΛTDk has cardinality growing nearly exponentially with the dimension d, and so the
previously mentioned techniques would require a large amount of data. An alternative class of strategies
that has gained attention in recent years leverages sparsity in the expansion coefficients cj that frequently
surfaces in applications. Such sparse approximation strategies often utilize `1 minimization algorithms
coming from the compressed sensing community; these algorithms can construct an accurate fN with
a number of observations that scale only with the number of nonzero expansion coefficients.
2.2. Sparse approximation via `1 minimization. The model fN in (8) can have a large number of
unknown coefficients cj to compute, yet the underlying system f is frequently computationally expensive
and we can afford only a limited number of simulations. In such cases we do not have enough available
data to approximate every coefficient, so instead we hope to recover the dominant values. To make
this precise, suppose we are given a set of M unstructured realizations {z(j)}Mj=1 and the corresponding
outputs b = (f(z(1)), ...f(z(M)))T , we seek a solution vector c to the linear problem,
Ac ≈ b,
where c = (c1, . . . , cN )
T ∈ RN is the coefficient vector in (8), and A ∈ RM×N denotes the measurement
matrix, which is written as
A = (aij)1≤i≤M,1≤j≤N , aij = Φj(z(i)).(9)
In the case when our unknown coefficients (vastly) outnumber the available data, we have M  N and
so the linear system Ac ≈ b is underdetermined, so we can only recover partial information about c.
One strategy to recover this information is through a sparsity assumption on c and using computational
tools for solving the underdetermined problem in compressed sensing. In particular, we can use the
well-studied `1 minimization framework to compute the gPC coefficients by solving the optimization
problem
(10) min ‖c‖1 subject to Ac = b.
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This l1 minimization problem is also referred to as a basis pursuit optimization. When the data b is
contaminated by noise, the constraint in (10) is relaxed to obtain the basis pursuit denoising problem.
In this paper, we focus on the noiseless interpolation-type constraints, i.e the basis pursuit problem,
which can be solved with efficient algorithms from convex optimization.
3. Method
The overall problem we consider is as follows: Suppose we are given Q empirical samples and weights
corresponding to the random variable Z. Denote these empirical samples as S = (z(1), . . . , z(Q)) ⊂ Rd,
with associated weights (w1, . . . , wQ). For example, if S contains iid samples drawn at random from
ω, then assigning the Monte Carlo weights wj = 1/Q is reasonable. Given this information, we seek to
formulate a procedure that specifies M  Q sample locations where data is queried for use in the sparse
approximation strategy of section 2.2. We accomplish this in two steps. Sections 3.1 and 3.2 perform the
first step wherein an approximation to the underlying (unknown) distribution is implicitly constructed.
The second step proposed in Section 3.3 uses this constructed distribution to specify sample locations
and subsequently formulate a preconditioned version of (2.2) that accomplishes function approximation.
3.1. Data-driven polynomial chaos: a moment-based approach. In this subsection, we will
present the arbitrary polynomial chaos (aPC) approach for one-dimensional densities, whose goal is
to compute a distribution for the random input given incomplete (moment) information from the true
distribution. This strategy was investigated in [26, 1] and can handle the situation when only a discrete
number of sample locations (or only moment information) is available that characterize the random
input. While there are several other types of gPC approaches to cope with such epistemic uncertainty,
e.g. [35, 34, 11, 30, 26, 1], our focus in this paper is on the aPC approach.
The starting point for the aPC approach is to assume that some (possibly approximate) moments of
the unknown distribution are given. In our setting, we assume something slightly different, namely that
we are given Q empirical samples of a scalar, real-valued random variable ξ. These empirical samples
are Ξ := (ξ1, . . . , ξQ) with associated (non-negative) weights (w1, . . . , wQ), which we assume satisfy∑Q
j=1 wj = 1. Our goal is to map the inputs Ξ along with the weights to the orthogonal polynomial
three-term recurrence coefficients in (4). This implicitly produces a set of polynomials {φj}j≥1 in the
variable ξ that are orthogonal with respect to a measure that is implicitly defined by the empirical
samples. The standard way to address this procedure is as a moment-matching problem.
To begin, we compute un-centered polynomial moments using our empirical samples,
(11) νk =
Q∑
j=1
wjξ
k
j , k = 0, 1, . . . .
Recall that our goal is construct an orthogonal polynomial basis, so first for a fixed K the polynomial
φK has the expansion
φK(ξ) =
K∑
j=0
βjξ
j ,(12)
We now assume that ρ is some probability density function that has the moments specified in (11),
and that {φj}j≥0 is an orthonormal polynomial family with respect to ρ. Then multiplying both sides
of (12) by ξ` and taking the ρ-expectation for ` = 0, . . . ,K yields the following linear system for the
coefficients βj : 
ν0 ν1 · · · νK
ν1 ν2 · · · νK+1
...
...
...
...
νK−1 νK · · · ν2K−1
0 0 · · · 1


β0
β1
...
βK−1
βK
 =

0
0
...
0
1
 .(13)
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The polynomial coefficients {βj}Kj=0 can be computed directly by solving this linear system. Note that
this also reveals that the “true” underlying density ρ need only be known up to its first 2K moments in
order to compute all polynomials up to degree K. Unfortunately, the moment matrix on the left-hand
side is frequently ill-conditioned for large K. To mitigate this ill-conditioning, an alternative approach
was proposed in [1] by considering matrix operations on the Hankel matrix of moments, defined as
follows:
H =

ν0 ν1 · · · νk
ν1 ν2 · · · νk+1
...
...
...
...
νK νK+1 · · · ν2K
 .(14)
We require that the set of M samples is determinate in the Hamburger sense which means that all the
corresponding quadratic forms are strictly positive, that is det(H) > 0. A sufficient condition for the
moments defined by (11) to result in a (K + 1)× (K + 1) determinate problem is that the empirical set
Ξ must contain at least K + 1 distinct samples. When the problem is determinate, we can perform a
Cholesky decomposition, H = R>R with
R =

r11 r12 · · · r1,K+1
r22 · · · r2,K+1
. . .
...
rK+1,K+1
 .(15)
Then the entries of the matrix R can be used to form an orthogonal system of polynomials by the
Mysovskih theorem [21]. Moreover, the three-term recurrence coefficients {aj}j≥1 and {bj}j≥0 associ-
ated to a ξ version of (4) can be computed from the following explicit analytic formulas [13]:
aj =
rj,j+1
rj,j
− rj−1,j
rj−1,j−1
, bj =
rj+1,j+1
rj,j
,(16)
where r0,0 = 1 and r0,1 = 0. This procedure, the univariate aPC approach, empirically is much less
ill-conditioned compared to directly computing solutions to the system (13).
Algorithm 1 summarizes the procedure of the univariate aPC basis construction via the moment
method when the underlying measure ρ is implicitly represented by a sample set Ξ.
Algorithm 1: Moment-based arbitrary polynomial construction
(1) Input: data and corresponding weights, {ξj , wj}Qj=1, maximal degree K
(2) Compute moments according to equations (11);
(3) Use equations (14),(15) and (16), we can compute the polynomial recurrence coefficients
{aj , bj};
(4) (Optional) Evaluate polynomials according to (4).
3.2. Tensorization of the univariate aPC approach. We now briefly describe a multivariate version
of the aPC algorithm from the previous section. Our approach is to implicitly construct a tensorial
measure whose marginals match the marginals of the empirical set S for a specified set of moments.
We recall our notation for S and its elements:
S =
{
z(1), . . . , z(Q)
}
⊂ Rd, z(j) =
(
z
(j)
1 , . . . , z
(j)
d
)
∈ Rd.
With this notation, we introduce the marginalization of the set S in each of the coordinates:
Ξi =
{
z
(1)
i , . . . , z
(Q)
i
}
⊂ R, i = 1, . . . , d.
Associated to each of these sets we assign the weights wj =
1
Q for j = 1, . . . , Q. (The weights do not
depend on the dimensional index i.) Then given some user-specified maximal degree K ∈ N along
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with Ξi and the uniform weights, we use Algorithm 1 described in Section 3.1 to construct three-term
recurrence coefficients bi0 and
(
aij , b
i
j
)K
j=1
. In particular, this implicitly defines the polynomials {φij}Kj=0
through the three-term relation (4).
We repeat this process for each i = 1, . . . , d, resulting in d univariate orthogonal polynomial fam-
ilies that match moments each respective sample marginalization Ξi. Through (3), this also defines
our tensorized multivariate orthogonal polynomial family. Note that our multivariate polynomials Φλ
constructed in this way do not respect the moments of S. However, they do respect the moments of
the tensorized univariate marginalization:∫
Γ
Φλ(z)Φθ(z)dν(z) = δλ,θ, λ,θ ∈ ΛTDK ,
where ν is the tensorial measure,
dν(z) = ⊗di=1dνi(zi), dνi(zi) :=
1
Q
Q∑
j=1
δ
z
(j)
i
(z),(17)
with δz0(z) the univariate Dirac mass centered at z = z0. Thus, our tensorized procedure incurs
an additional approximation penalty that is essentially equivalent to “tensorizing” the set S. The
construction of the basis functions {Φλ}|λ|≤K accomplished above concludes the first step of our data-
driven procedure. As described in Section 2.1, we will hereafter use an ordered indexing of these basis
elements, {Φj}Nj=1, where N = |ΛTDk |. The second step of our procedure, described in the next section,
performs function approximation using these basis elements.
3.3. Postprocessing via preconditioned `1 minimization. Upon completion of the first step of
our algorithm at the end of Section 3.2, we have access to both d univariate sets of orthogonal poly-
nomials {φij}Kj=0 for i = 1, . . . , d. With this, one can perform any standard algorithm that relies on
tensorial methods for approximation. For example, a sparse grid method was proposed in [1], where
the collocation points are generated based on the data-driven univariate measures dνi. In this section,
we shall propose instead to use a preconditioned `1 minimization approach.
We propose to solve a modified version of the `1 minimization procedure described in Section 2.2.
Given a function f , we generate M subsamples {z(j)}Mj=1 of the empirical set S∗. We will describe in
this section how this subsampling is performed.
From these M subsamples, we populate the matrix A as in (9), and we construct an M -vector b
having the entries bj = f(z
(j)). We propose to construct an approximation fN to f as in (8) where the
coefficients cj are defined by the solution to,
(18) min ‖c‖1 subject to
√
WAc =
√
Wb,
where W = diag(W1, ...,WM ) is a preconditioning matrix that we will specify. Our selection of the
subsamples z(j) and the preconditioning weights Wj are motivated by results in compressed sensing
and least squares approximation. We will first describe the details of the approach, and follow this with
a motivational discussion.
We define the measure µ having support S as
dµ(z) :=
Q∑
j=1
κ˜jδz(j) , κ˜j :=
κ(z(j))∑Q
q=1 κ(z
(q))
,(19)
with κ(·) = κ(·; Λ) the normalized Λ-Christoffel function for the tensorial measure ν,
κ
(
z; ΛTDK
)
:=
1
N
N∑
j=1
Φ2j (z).(20)
∗The indexing of samples z(j) in this section do not match the indexing of samples z(j) in Section 3.1 and 3.2. However,
we avoid introducing a new index mapping for notational simplicity, since we believe the meaning here is clear.
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With the measure µ defined, our subsamples and preconditioning weights for (18) are computed as
follows:
• The subsamples z(j) are drawn as M iid samples from µ.
• The preconditioning weights are Wj = 1/κ
(
z(j)
)
.
Generating iid samples from the measure µ is computationally simple since S is a finite set (via, e.g.,
inverse transform sampling). Note that this provides a complete description of an algorithmic procedure
to compute a solution vector c to (18), which in turn defines the function approximation fN in (8).
This algorithmic procedure is the proposed data-driven aPC approach of this paper.
We now present some discussion and motivation of this approach. For compressed sensing problems
that utilize `1 minimization, the concept of bounded orthonormal systems can be used to quantify the
effectiveness of (18) as a proxy for a convex `0 minimization approach [28]. In particular, theory that
quantifies error in the ability of (18) to recover a sparse vector has penalty terms that are proportional
to the maximum entry of the matrix
√
WA. Therefore, small maximum magnitudes, ensuring mass is
“spread” evening across the elements of
√
WA, produces both better theory and practical results. For
example, this idea was explored in [29] for sparse univariate Legendre polynomial expansions. With
this in mind, one reason why the choice of W is reasonable is that it ensures that all entries of
√
WA
are uniformly bounded, regardless of the sample set S or the polynomial functions Φj .
The preconditioning by
√
W introduces what is effectively a biasing of the measure. In order to retain
unbiasedness with respect to the uniform measure on S, we must sample from the appropriate modified
measure, which is µ. Thus, our aPC approach for (18) defines sampling and preconditioning based on
methods that are known to promote effectively recovery of sparse signals in compressed sensing.
3.3.1. Relationship to existing methods. We devote this section to a brief discussion of existing ap-
proaches in the literature that are related to our data-driven aPC approach.
For overdetermined least squares problems, the authors in [14] use data-driven polynomial chaos ex-
pansions with weighted least-squares approach to solve uncertainty quantification (UQ) problems. The
authors in [18] utilize precisely the same preconditioning matrix W to solve `1 optimization problems,
but choose to sample not from µ, but instead from a K-asymptotic version of µ, called the pluripo-
tential equilibrium measure. Such a sampling method has also been investigated for overdetermined
least-squares problems [23]. On the other hand, using a biased measure defined by multiplying an
existing underlying measure by κ (which is how µ is defined) has become popular in recent years, and
was first investigated for least-squares problems in [16, 5]. A measure constructed in this way is called
an induced measure, and computational algorithms for sampling from several multivariate induced
distributions exist [22], and sampling from a multivariate induced measure for gPC approximations is
considered in [19] using a different strategy to construct the basis Φj . Notice that in all above mentioned
references, the input density is known in prior.
With the previous literature survey in mind, our aPC approach can be summarized as follows: We
first use the marginalization of S to compute tensorial orthogonal polynomials as basis functions. We
then use these functions to define an induced measure µ on S. We perform compressed sensing for
sparse approximation by sampling iid from this induced distribution, and retain an unbiased estimate
by weighting our samples by the appropriate likelihood function or Radon-Nikodym derivative 1/κ.
3.3.2. Relationship to the equilibrium measure. The procedure proposed in [18] applies to cases when the
underlying density ω is known, but is similar to our proposed aPC approach. The authors in that work
note that, for fairly general ω, there is a unique probability measure µ∞ such that dµ∞ = limκ→∞ ωκ,
where the equality must be interpreted in the appropriate sense. This measure µ∞ is called the weighted
pluripotential equilibrium measure. While the form of this density is known in some cases, it is not
known for general ω and Γ. We refer to [23, 18] for further discussion on explicit formulas and conjectures
for this measure. In relevance to this article, the equilibrium measure when ω has support on the
hypercube [−1, 1]d is the product Chebyshev measure,
dµ∞(z) =
1
pid
∏d
i=1
√
1− z2i
,
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which is easily sampled from. In our data-driven aPC approach, the measure µ we sample from has the
advantage that µ only has support on S, so that a valid sample for compressed sensing is guaranteed
to be generated. In addition, while the product Chebyshev measure may be optimal in the limit, it is
not optimal for a finite degree K.
We visually compare our data-driven aPC approach with equilibrium measure sampling in Figure 1.
We generate data S as
S =
{(
z
(j)
1 , z
(k)
2
)
1≤j,k≤24
}
,(21)
with associated weights wj,k = ujvk. The samples z
(j)
1 are 24 equispaced points on [−1, 1] with weights
uj equal to the probability mass function of a Binomial(24, 0.5) random variable. Thus, the z
(j)
1 samples
emulate samples of a Binomial(24, 0.5) random variable taking values on [−1, 1]. The samples z(2)k in turn
emulate samples from a truncated Poisson(10) random variable. The samples z
(k)
2 are 24 equispaced
points on [−1, 1] with weights vk equal to the first 24 values of the probability mass function for a
Poisson(10) random variable. This truncates mass from a Poisson random variable, but the truncated
probability is approximately 10−5. The values vk are re-normalized so that they sum to 1. The sample
set S is visualized as black squares in Figure 1.
The equilibrium measure corresponding to this sample set is just the product Chebyshev measure. In
the left pane of Figure 1 we show the set S versus iid samples generated from the equilibrium measure
(the latter visualized as blue dots). The right-hand pane shows iid samples generated from the induced
measure µ for K = 20, which has support only on S, visualized as red dots. Note in particular that
the two sampling strategies visually focus effort in different regions. While we expect that the large-K
induced measure will behave as the equilibrium measure, this (relatively) small value of K = 20 is
clearly not in this asymptotic regime yet, and so we should expect different approximation results.
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Figure 1. Sample plots generated via equilibrium measure (left) and induced measure
sampling (right). The data set S is tensorial as in (21), with the z1 samples emulating
a Binomial(24, 0.5) distibution, and the z2 samples emulating a Poisson(10) distribution.
Left: Samples from the equilibrium (product Chebyshev) measure; Right: samples from the
K = 20 induced sampling measure µ.
Sampling strategies based on the equilibrium measure have only mild dependence on the underlying
density ω and the degree of the polynomial space K. In the data-driven framework where the underlining
input density is in general unknown, our data-driven aPC sampling approach generates a sampling
measure and preconditioning that depends quite explicitly on both ω and K. This suggests that the aPC
approach should yield better results compared to equilibrium sampling approaches. We observe this in
our numerical results. In addition, the aPC approach is quite flexible: although we only computationally
investigate total degree approximation spaces in this article, the data-driven aPC approach applies
essentially unchanged to arbitrary finite multi-index sets Λ.
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For more detailed discussions on the induced measure sampling, one can refer to the recent review
article [15].
3.4. Data-driven aPC summary. We summarize the compressed `1 approach driven by the induced
distribution sampling and arbitrary polynomial chaos construction in Algorithm 2.
Algorithm 2: Induced distribution sampling sparse approximation
Input: the discrete distribution or the data set {z(j), wj}Qj=1, function f(z); Output: expansion
coefficients c∗ such that f ≈ fˆ = ∑ c∗jΦj(z)
(1) Construct the arbitrary polynomial space {Φj(z)} using Algorithm 1 for each dimension;
(2) Generate M iid samples from the induced measure µ
(3) Assemble b with entries bi = f(zi) and A with entries Aij = Φj(z
(i));
(4) Compute the wieghts W using (20);
(5) Compute c∗ = argminc ‖c‖1 such that
√
WAc =
√
Wb.
4. Results
In this section, the performance of the proposed data-driven aPC approach, using preconditioned
`1 minimization with induced distribution sampling, is demonstrated using several examples. In all
cases the input to the procedure is a size-Q multivariate sample size S produced as iid samples from
a true “unknown” density ω. The aPC procedure uses the methodology from Sections 3.1, 3.2, and
3.3 to compute a coefficient vector c. We conduct two kinds of tests to assess accuracy: (a) recovery
plots, where the right-hand side vector b in (18) is generated using an s-sparse vector c∗, and we are
interested in the empirical probability that c = c∗ is computed; (b) accuracy plots, where b is generated
from evaluations from a given function f , and the error between f and fN in (8) is computed. The
latter error is computed as a discrete norm over E = 10000 samples generated iid from ω.
We are interested primarily in investigating how the sampling number M affects recovery and ap-
proximation accuracy. Due to the probabilistic nature of the random sampling method, all reported
results are averaged over 100 independent tests to reduce the statistical oscillations. In all our figures
and numerical tests, we use “induced distribution” sampling to stand for the new proposed induced
measure sampling, “CSA” to denote the `1 minimization approach with equilibrium measure sampling
method from [18], and “MC” to denote a non-preconditioned `1 optimization approach (10) where the
samples are generated iid from ω.
4.1. Exact sparse polynomial functions coefficients recovery. We first investigate the the per-
formance of the induced sampling method when used to recover manufactured sparse gPC expansions.
We set ω to be a tensorial d-dimensional density with isotropic marginal densities. The marginal den-
sities are (equal) mixtures of a density that is uniform on [−1, 1], that is a truncated normal density
N (0.2, 1.5) on [−1, 1], and that is a truncated lognormal distribution on [0, 1]. We set S to be Q = 105
iid samples from ω; a one-dimensional histogram for this measure is shown in the left plot of Figure 2.
Fixing a sparsity level s, we choose c∗ to be a randomly generated s-sparse vector with standard
normal entries. This s-sparse vector c∗ is set to be the coefficients of the target arbitrary polynomial
expansion, i.e.,
f(z) =
N∑
i=1
c∗iΦi(z),
where Φi(z) is the set of multivariate aPC polynomials generated by S. This defines the vector b
used in the `1 optimization methods. We seek to recover the sparse coefficients via preconditioned `1
minimization. In the following experiments, a recovery is considered successful if the resulting coefficient
vector c satisfies ‖c− c∗‖∞ < 10−3.
We first examine the performance of the methods in a relatively low dimension of d = 2, the poly-
nomial space is fixed at order K = 20 and the number of total unknowns N = 231. The probability
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Figure 2. Left: A histogram of the marginalization of the data S. Middle: Probability of
successful recovery vs. number of samples M for d = 2, K = 20, N = 231 with sparsity
s = 8; Right: Probability of successful recovery vs. number of samples for d = 10, K = 3,
N = 286 with sparsity s = 8.
of successful recovery with respect to the number of samples M is displayed in Figure 2 (Middle), for
a fixed sparsity level s = 8. Results for a higher dimensional case, d = 10, with polynomial degree
K = 3 and a total number of total unknowns N = 286 is shown in the right plot of Fig. 2. For the
low-dimensional and relatively high-degree situation considered, the induced sampling has a high rate
of recovery and performs significantly better than than MC sampling. For the high dimensional and
low order case, the induced sampling approach shows similar performance with MC sampling, which is
due to low degree polynomials forming an induced distribution µ that is not too different from ω.
4.2. Analytical functions approximations. In this Section, we test the approximation accuracy of
the proposed approximation strategy by evaluating the discrete `2-error between the true f and the
constructed fN to measure the performance of the approximation. Given a function f(z) and a set of
random samples {z(j)}Ej=1, we evaluate the numerical error via
ε =
 1
M
E∑
j=1
|fN (z(j))− f(z(j))|2
1/2 ,
where fN is the approximation (8) obtained by the data-driven preconditioned `
1 approach (18). We
will consider the following different test functions, which are standard test functions for multivariate
approximation [12]:
f1(z) = exp
(
−
d∑
i=1
zi
)
, f2(z) =
d∑
i=1
(1− zi−1)2 +
d∑
i=2
100(zi − z2i−1)2,
f3(z) = sin
(
d∑
i=1
zk
)
, f3(z) =
(
1 +
1
2d
d∑
i=1
ci(1 + zi)
)−d−1
, ci =
1 + i
4d
.
4.2.1. Two-dimensional case. In this d = 2-dimensional case, the sample set S is as constructed in
Figure 1 and (21). We set the polynomial space order as K = 20. We use this example to illustrate
that the equilibrium sampling approach is not a good choice for this case since it generates samples
corresponding to locations of low probability, cf. Figure 1. In Figure 3, we plot the discrete `2 error
computed by the `1 optimization approach based on induced aPC, CSA, and MC sampling strategies.
We observe that, for all test functions, the induced distribution sampling method obtains much better
approximation results than that of the MC and CSA sampling approaches for larger values of M . For
relatively small values of M , the the MC method moderately outperforms the aPC induced approach.
To further study the performance of the proposed induced sampling strategy in the data-driven case,
we change S and ω to correspond to the experiment in Section 4.1 as shown in the histogram in Figure
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Figure 3. The discrete `2 error of function approximation versus M for three differ-
ent kinds of sampling strategy. The data set emulates a tensorial measure (z1, z2) ∼
Binomial(24, 0.5)
⊗
Poisson(10). Top Left: f1(z); Top Right: f2(z); Bottom Left: f3(z);
Bottom Right: f4(z).
2, left. We show the analytical function approximation errors for this case in Figure 4. Again, the
proposed aPC induced distribution sampling approach obtains much more accurate results than the
MC method for increasing M .
4.2.2. Five-dimensional case. In the five dimensional case, we set S and ω as in Section 4.1 and Figure
2, left. The polynomial space order is K = 7. In Figure 5, approximation results are shown. We
again conclude that the induced distribution sampling method performs better than the MC method
for increasing M even in this five dimensional case.
4.3. Plate bending with random inputs. Our final example considers the approximation of param-
eterized partial differential equations, with our goal approximation with respect to the parameter. Let
D be a bounded polygonal domain in R2, with points having the Cartersian coordinate representation
x = {x1, x2}T . We consider the following clamped Kirchhoff plate bending problem, which depends on
random parameters z,
(22)
{ −MIJ,IJ(u(z,x)) = f(z,x) in Γ×D ,
u(z,x) = ∂nu(z,x) = 0 on Γ× ∂D ,
where n denotes the unit outward normal to ∂D , and
MIJ(u(z,x)) := D(z,x)((1− ν)KIJ(u(z,x)) + νKLL(u(z,x))δIJ),
KIJ(u(z,x)) := −∂IJu(z,x) = −∂
2u(z,x)
∂xI∂xJ
, I, J = 1, 2,
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Figure 4. Comparison of the discrete `2 error of two-dimensional function approximation
versus M . The data set is iid from a two-dimensional dimensionally isotropic product
density. Top Left: f1(z); Top Right: f2(z); Bottom Left: f3(z); Bottom Right: f4(z).
with D(z, x) = E(z,x)h
3
12(1−ν2) being the rigid flexibility of the plate, E(z,x) denotes the Young’s modulus, ν
is Poisson’s ratio, h stands for the thickness of the plate, δIJ is Kronecker delta function, and f(z, x)
denotes the load force. Equation (22) uses the Einstein summation convention, where repeated indices
I, J , and/or L are summed over.
We assume that the uncertainty is imposed on the Young’s modulus and satisfies Y (z,x) = log(E(z,x)−
100), where Y (z,x) is given in terms of eigenfunctions for the squared exponential covariance kernel
along x1 direction,
K(x1, x
′
1) = exp(
−(x1 − x′1)2
L2c
).
These eigenfunctions are given by
gi(x) :=

sin
(−(b i2 cpix1
Lp
)
, i even,
cos
(−(b i2 cpix1
Lp
)
, i odd,
which depend only on x1. Thus Y (z,x) is one-dimensional spatial dependent and does not depend on
x2. We will define Y through a truncated Karhunen-Loe`ve expansion, i.e.,
Y = Y (z,x) = 1 + Z1
(√piL
2
)1/2
+
d∑
i=2
ζigi(x)Zi,
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Figure 5. Comparison of the discrete `2 error of five-dimensional function approximation
versus M . The data set is iid from a five-dimensional dimensionally isotropic product
density. Top Left: f1(z); Top Right: f2(z); Bottom Left: f3(z); Bottom Right: f4(z).
where
ζi := (
√
piL)1/2 exp
(−(b i2cpiL)2
8
)
, for i > 1
and {Zi}di=1 are random variables that we assume are independent. We set Lc = 1/2 and the parameters
Lp and L are defined as Lp = max{1, 2Lc} and L = LcLp , respectively.
The plate domain is D = [0, 1]2 and it is subjected to a deterministic load f(z,x) = cos(x1) sin(x2),
and the plate thickness is set as h = 0.02. The deterministic plate bending problem is solved by
the Morley nonconforming finite element method with the space domain D been partitioned into 648
triangles corresponding to 1369 unknowns. The quantity of interest that we seek to approximate with
respect to z is u(z) = u(z, (0.5, 0.5)).
We consider the two and ten dimensional examples, where we assume that ω is tensorial and di-
mensionally isotropic with marginal density as in Section 4.1 and Figure 1, left. We use Q = 104 iid
samples from ω to define S. Approximation results are shown in Figure 6. For the low-dimensional
case (d = 2), the provided induced sampling significantly out-performs Monte Carlo sampling: Many
fewer samples are needed with the aPC induced approach to achieve a fixed l2 accuracy. However,
for the high-dimensional case (d = 10), MC achieves accuracy comparable to the induced distribution
sampling. This is due to the fact in our high-dimensional approximations we can only use a low-degree
polynomials, which inhibits the effectiveness of the induced sampling method (since µ behaves very
close to ω in this case). These findings are consistent with the behavior observed in other studies on
sparse approximation for gPC expansions via different sampling method [38, 17, 18].
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Figure 6. The effect of dimension on the performance of the induced sampling aPC
approximation of the plate bending equation 22. (Left) 20th degree polynomial in 2
dimensions. (Right) 3th degree polynomial in 10 dimensions.
5. Summary
In this paper, we present a sparse arbitrary polynomial approximation approach to solve UQ problems
with random inputs whose distribution is characterized only by a set of empirical samples. The moment
matching method developed in [1] is employed to construct the so-called arbitrary polynomial basis
functions. We subsequently propose to use induced distribution sampling defined by the aPC basis
functions to collect a small amount of data. A preconditioned `1 optimization problem is then utilized
to compute a sparse polynomial approximation. Similar to related literature, we observe that the aPC
induced method is notably superior to alternative approaches in low dimensions when a (relatively)
high polynomial degree is used. However, the accuracy effectiveness deteriorates for high dimensional
approximation with small polynomial degree.
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