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APPLICATION OF SEMI-INVARIANTS TO PROOF OF THE CENTRAL
LIMIT THEOREM ON A LATTICE
FARIDA KACHAPOVA AND ILIAS KACHAPOV
Abstract. Statistical mechanics describes interaction between particles of a physical
system. Particle properties of the system can be modelled with a random field on a lattice
and studied at different distance scales using renormalization group transformation. Here
we consider a thermodynamic limit of Ising model with weak interaction and we use semi-
invariants to prove that a random field transformed by renormalization group converges
in distribution to an independent field with Gaussian distribution as the distance scale
infinitely increases; it is a generalization of the central limit theorem to the Ising model.
§1. Introduction. The central limit theorem plays an important part in
probability theory and has applications in various fields. The classical form of
the theorem considers a sequence of independent random variables and their nor-
malized sums. Here we consider a sequence of random fields of weakly dependent
random variables on a multi-dimensional integer lattice. We are interested in the
limiting distribution of normalized sums of these variables, similar to the sums
in the classical central limit theorem. Such problems about weakly dependent
variables arise in the research of renormalization group in statistical mechanics.
The concept of renormalization group as a scale transformation was introduced
and studied in works of Kadanoff [3], [4], Wilson and Kogut [9], Sinai [8], Yin
[10], and others.
Originally renormalization group was defined in terms of Hamiltonian.
Kashapov [5] derived for a high-temperature region a rigorous formalization of
renormalization group in terms of the Hamiltonian of a Gibbs field. Later re-
search on renormalization group was based on limit theorems of probability the-
ory (see [2], [8] and [1]). Sinai [8] studied auto-model distributions, which are the
distributions invariant under the renormalization group transformations, and he
showed that Gaussian distribution is one of them. Malyshev [6], [7] developed
technique of asymptotic estimation of semi-invariants for cluster expansions; this
technique can also be applied to study properties of renormalization-group trans-
formations.
1991 Mathematics Subject Classification. 82B28 Renormalization group methods; 82B44
Disordered systems (random Ising models, random Schro¨dinger operators, etc.)
Key words and phrases. Ising model; renormalization group; Gibbs measure; thermody-
namic limit; weak dependence; semi-invariant; cumulant; multivariate normal distribution;
central limit theorem.
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In this paper we study the limits of distributions under the renormalization
group transformations in Ising model (which is a mathematical model of a phys-
ical system with many particles). We show that under some conditions the
limiting distribution in a high-temperature region is an independent Gaussian
distribution. We modify and apply the techniques of Malyshev [6], [7] to esti-
mate semi-invariants of a random field and we use these estimations to prove a
generalization of the central limit theorem to the Ising model.
In Section 2 we introduce some concepts from probability theory and statistical
physics and briefly prove some relevant lemmas. In Section 3 we state the main
result of this paper: the central limit theorem for Ising model, with a brief
discussion of its meaning.
The rest of the paper develops techniques for proving the main theorem. In
particular, in Section 4 we prove an inequality about the number of links in a
set with a symmetric binary relation and apply it to estimate semi-invariants of
a random field in Ising model with Gibbs measure. In subsection 5.1 we prove a
series of lemmas, which lead to the direct proof of the main theorem in subsec-
tions 5.2 and 5.3. In particular, we find an expression for the limiting variances
in Theorem 5.1 and show equality to 0 of all other limiting semi-invariants of the
random field transformed by renormalization group. We complete the proof of
the main theorem by applying Carleman’s theorem to the limiting distribution.
§2. Main concepts.
2.1. Semi-invariants. Denote E(X) the expectation of a random variable
X . Semi-invariant is a generalization of the concepts of expectation and covari-
ance. The following is a slight modification of the definition in [6], pg. 27-33.
Definition 2.1. Suppose X1, X2, . . . , Xm are random variables on the same
probability space and M = {1, 2, . . . ,m} is the set of their indices. For any
S ⊆ M , we denote XS =
∏
i∈S Xi. We assume that the expectation of every
such product is finite.
A semi-invariant (or cumulant) of random variables X1, X2, . . . , Xm is
〈X1, X2, . . . , Xm〉 =
∑
α
(−1)k−1(k − 1)!E(XS1) . . . E(XSk),
where the sum is taken over all partitions α = {S1, . . . , Sk} of the set M . By
a partition we mean a set of disjoint, non-empty subsets of M such that their
union equals M .
Notation. If I = (i1, . . . , im) is a sequence or a set of indices, we denote
〈X ,I〉 = 〈Xi1 , . . . , Xim〉.
Semi-invariants characterize the distribution and dependence of random vari-
ables.
Example 2.1. Suppose X,X1, X2 and X3 are random variables. Denote µ
the expectation of X and σ the standard deviation of X. Then the following
hold.
1) 〈X〉 = µ.
2) 〈X1, X2〉 = 〈X1X2〉 − 〈X1〉〈X2〉 = cov(X1, X2), the covariance of X1 and
X2.
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3) 〈X,X〉 = σ2, the variance of X.
4) 〈X1, X2, X3〉 = 〈X1X2X3〉 − 〈X1〉〈X2X3〉 − 〈X2〉〈X1X3〉 − 〈X3〉〈X1X2〉
+ 2〈X1〉〈X2〉〈X3〉.
5) 〈X,X,X〉/σ3 equals the skewness of X.
6) 〈X,X,X,X〉/σ4 equals the kurtosis of X.
Lemma 2.1. 1. A semi-invariant is a symmetrical and multi-linear functional
on random variables.
2. If 0 < n < m and two random vectors (X1, . . . , Xn) and (Xn+1, . . . , Xm)
are independent of each other, then 〈X1, . . . , Xn, Xn+1, . . . , Xm〉 = 0.
3. For set M = {1, 2, . . . ,m}:
E(XM ) = 〈XM 〉 =
∑
α
〈X ,S1〉 . . . 〈X
,
Sk
〉,
where the sum is taken over all partitions α = {S1, . . . , Sk} of the set M .
Proof. 1. Follows from the definition of semi-invariants.
Parts 2 and 3 are proven in [6]. ⊣
The following is a well-known lemma about semi-invariants of normal distri-
bution.
Lemma 2.2. Suppose random variables Y1, Y2, . . . , Ym have an independent
multivariate normal distribution and M = {1, 2, . . . ,m} is the set of their in-
dices.
1. If k > 3 and i1, . . . , ik ∈M , then 〈Yi1 , Yi2 , . . . , Yik〉 = 0.
2. If i, j ∈M and i 6= j, then 〈Yi, Yj〉 = 0.
Lemma 2.3. Suppose Z1, Z2, . . . , Zm are independent random variables and
each of them has the standard normal distribution.
Suppose σ1 > 0, σ2 > 0, . . . , σm > 0 and Yi = σiZi (i = 1, 2, . . . ,m).
Then the random variables Y1, Y2, . . . , Ym satisfy the Carleman’s condition:
∞∑
n=1
(A2n)
− 12n =∞, where Ak =
m∑
i=1
〈Y ki 〉. (1)
Proof. Clearly, 〈Z2ni 〉 = (2n− 1)!! for n = 1, 2, . . . ,m.
Denote σ = max{σ1, . . . σm}. For i = 1, . . . ,m:
〈Y 2ni 〉 = 〈σ2ni Z2ni 〉 = σ2ni 〈Z2ni 〉 6 σ2n(2n− 1)!! = σ2n
(2n)!
2nn!
.
By Stirling formula,
n! =
√
2pin
(n
e
)n
θn, where 1 < θn < e.
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So A2n =
m∑
i=1
〈Y 2ni 〉 6 mσ2n
(2n)!
2nn!
= mσ2n
√
2pi2n
(
2n
e
)2n
θ2n
2n
√
2pin
(n
e
)n
θn
=
√
2m · θ2n
θn
(
2σ2
e
)n
nn 6 c1
(
2σ2
e
)n
nn
for some positive constant c1 (depending only on m), since
θ2n
θn
< e. Next,
(A2n)
− 12n > (c1)
− 12n
(
2σ2
e
)− 12
n−
1
2 >
c2√
n
for some constant c2 > 0. Therefore
∞∑
n=1
(A2n)
− 12n >
∞∑
n=1
c2√
n
=∞.
⊣
Lemma 2.4. Suppose M = {1, 2, . . . ,m} and random variables X1, X2, . . . ,
Xm satisfy the following conditions:
for k > 3 and i1, . . . , ik ∈M , 〈Xi1 , Xi2 , . . . , Xik〉 = 0;
for i, j ∈M , i 6= j, 〈Xi, Xj〉 = 0.
Then X1, X2, . . . , Xm have an independent multivariate normal distribution.
Proof. Denote µi = 〈Xi〉, σ2i = 〈Xi, Xi〉 and Vi = Xi − µi (i = 1, 2, . . . ,m).
Then 〈Vi〉 = 0 for each i = 1, 2, . . . ,m. Other corresponding semi-invariants are
the same for the random vectors (X1, X2, . . . , Xm) and (V1, V2, . . . , Vm).
Consider independent random variables Z1, Z2, . . . , Zm, where each Zi has
the standard normal distribution, and denote Yi = σiZi. By Lemma 2.2, corre-
sponding semi-invariants are the same for the random vectors (V1, V2, . . . , Vm)
and (Y1, Y2, . . . , Ym). Semi-invariants uniquely determine moments. So corre-
sponding moments are also the same for the random vectors (V1, V2, . . . , Vm) and
(Y1, Y2, . . . , Ym). By Lemma 2.3, these moments satisfy the Carleman’s condi-
tion and by Carleman’s theorem, (V1, V2, . . . , Vm) and (Y1, Y2, . . . , Ym) have the
same probability distribution.
Therefore, the random variables V1, V2, . . . , Vm have an independent multi-
variate normal distribution. Since each Xi = Vi + µi, the random variables
X1, X2, . . . , Xm also have an independent multivariate normal distribution. ⊣
2.2. Ising model. For the rest of the paper we fix a natural number ν > 1
and consider a ν-dimensional integer lattice:
Z
ν = {(t1, . . . , tν) | ti ∈ Z, i = 1, . . . , ν}
with the distance between any two points given by:
ρ(s, t) =
ν∑
i=1
|si − ti|.
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R = {{s, t} | s, t ∈ Zν & ρ(s, t) = 1}. R is the set of all pairs of neighbouring
nodes in the lattice Zν .
Ω = {ω | ω : Zν → {−1, 1}} .
We associate with each t ∈ Zν a function Qt : Ω→ {−1, 1} such that for each
ω ∈ Ω:
Qt(ω) = ω(t).
The following is the definition of an Ising model with no interaction with
external fields and with a constant strength of interaction along the lattice; it is
a particular case of the definition in [6].
Definition 2.2. We fix a real number λ and a natural number N > 1.
An Ising model with parameters λ and N is a triple of objects (ΛN ,ΩN , UN),
which are defined as follows.
1. ΛN = {t ∈ Zν | for each i = 1, 2, . . . , ν, |ti| 6 N} . Thus, ΛN is a cube in
Z
ν .
2. ΩN = {δ | δ : ΛN → {−1, 1}} . Elements of ΩN are called configurations or
states.
3. Denote RN = {{r, s} ∈ R | r, s ∈ ΛN}. RN is the set of all pairs of neigh-
bouring nodes in the cube ΛN .
Function UN : Ω→ R is defined by the following:
UN(ω) = −λ
∑
{r,s}∈RN
ω(r)ω(s).
This completes the definition of Ising model.
The Ising model describes a physical system with many particles represented
by nodes of the cube ΛN in the integer lattice; ΩN is the set of all states of the
system, function UN characterizes the interaction energy of the system and |λ|
is proportional to the inverse temperature of the system. The parameter λ also
characterizes the strength of interaction between particles, and we assume that
only neighbouring particles interact.
The Ising model with λ = 0 describes a physical system with no interaction
between its elements, e.g. ideal gas. The Ising model with λ > 0 describes
the ferromagnetic system and the Ising model with λ < 0 describes the anti-
ferromagnetic system.
2.3. Gibbs Measure. The definition of Gibbs measure can be found in [2].
Since it is important for our paper, we also provide the definition.
Definition 2.3. For the Ising model we define the associated probability space
(Ω,ΣN , Pλ,N ) as follows.
1. The sample space is the set Ω as defined before.
2. The sigma-algebra ΣN of events consists of all finite unions of the sets:
Aδ = {ω ∈ Ω | (∀t ∈ ΛN )(ω(t) = δ(t))}, δ ∈ ΩN .
3. UN : ΩN → R is defined by the following:
UN (δ) = UN (ω) for ω ∈ Aδ.
The definition is valid because UN (ω1) = UN (ω2) for any ω1, ω2 ∈ Aδ.
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4. The probability of event Aδ is defined by:
Pλ,N (Aδ) =
1
Ξ
e−UN (δ), where Ξ =
∑
δ′∈ΩN
e−UN (δ
′). (2)
This generates the probability measure Pλ,N on all events in ΣN , which is
calledGibbs measure on the cube ΛN . The formula (2) ensures that Pλ,N (Ω) = 1,
since Ω = ∪δ∈ΩNAδ. This completes the definition of the associated probability
space.
UN (δ) characterizes the energy of configuration δ of the cube ΛN . We denote
〈·, . . . , ·〉λ,N the semi-invariants with respect to the Gibbs measure Pλ,N .
Clearly, {Qt | t ∈ ΛN} is a random field on the associated probability space.
Lemma 2.5. Suppose λ = 0. Then the following hold.
1. P0,N (Qt1 = a1, . . . , Qtm = am) = 2
−m for any a1, . . . , am ∈ {1,−1} and
distinct points t1, . . . , tm ∈ ΛN .
2. {Qt | t ∈ ΛN} is an independent random field with respect to P0,N .
3. The distribution of the random field {Qt | t ∈ ΛN} with respect to the Gibbs
measure P0,N does not depend on N .
4. For any t ∈ Zν , 〈Qt〉0 = 0.
5. For any m > 1 and distinct t1, . . . , tm ∈ Zν , 〈Qt1 · . . . ·Qtm〉0 = 0.
6. If m is odd and t1, . . . , tm ∈ Zν , then 〈Qt1 · . . . ·Qtm〉0 = 0.
Due to part 3, semi-invariants of variables Qt(t ∈ ΛN) with respect to measure
P0,N do not depend on N and we denote them with 〈·, . . . , ·〉0.
Proof. Suppose λ = 0. Then for any δ ∈ ΩN , UN (δ) = 0. There are
|ΩN | = 2|ΛN | configurations in ΩN , where |ΛN | = (2N + 1)ν is the number of
points in the cube ΛN .
So for any δ ∈ ΩN :
P0,N (Aδ) =
1
|ΩN | =
1
2|ΛN |
.
For any t ∈ ΛN :
P0,N (Qt = 1) = P0,N
 ⋃
{δ:δ(t)=1}
Aδ
 = 2|ΛN |−1 · 1
2|ΛN |
=
1
2
.
Thus, for any t ∈ ΛN :
P0,N (Qt = 1) = P0,N (Qt = −1) = 1
2
. (3)
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Consider a1, . . . , am ∈ {1,−1} and distinct points t1, . . . , tm ∈ ΛN .
P0,N (Qt1 = a1, . . . , Qtm = am) =
P0,N
(⋃
{Aδ | δ(t1) = a1, . . . , δ(tm) = am}
)
= 2|ΛN |−m · 1
2|ΛN |
= 2−m =
m∏
i=1
P0,N (Qti = ai)
by (3). This proves parts 1 and 2 of the lemma, and part 3 follows from part 1.
4. It follows from (3).
5. By part 2, Qt1 , . . . , Qtm are independent, so by part 4,
〈Qt1 · . . . ·Qtm〉0 = 〈Qt1〉0 · . . . · 〈Qtm〉0 = 0.
6. If t1 = t2, then Qt1 ·Qt2 = 1 and Qt1 ·Qt2 ·Qt3 · . . . ·Qtm = Qt3 · . . . ·Qtm .
Therefore we can remove pairs of variables with equal indices from the product:
Qt1 ·Qt2 · . . . ·Qtm = Qti1 · . . . ·Qtik ,
where the remaining ti1 , . . . , tik are distinct; the resulting product contains at
least one multipler, sincem is odd. So 〈Qt1 ·Qt2 ·. . .·Qtm〉0 = 〈Qti1 ·. . .·Qtik 〉0 = 0
by part 5. ⊣
Lemma 2.6. Suppose f : Zν → Zν is a bijection; t1, t2, . . . , tm ∈ Zν and
si = f(ti) for i = 1, 2, . . . ,m. Then the random vectors (Qt1 , Qt2 , . . . , Qtm) and
(Qs1 , Qs2 , . . . , Qsm) have the same distribution with respect to measure P0,N .
Proof. Consider a1, a2, . . . , am ∈ {−1, 1}. If there is a pair ti = tj with
ai 6= aj , then si = sj and
P0,N (Qt1 = a1, . . . , Qtm = am) = 0 = P0,N (Qs1 = a1, . . . , Qsm = am) .
Otherwise let us write the points t1, . . . , tm without repetitions: ti1 , . . . , tik .
Then the points si1 , . . . , sik are also distinct. So by Lemma 2.5.1) we have:
P0,N (Qt1 = a1, . . . , Qtm = am) = P0,N
(
Qti1 = ai1 , . . . , Qtik = aik
)
= 2−k
= P0,N
(
Qsi1 = ai1 , . . . , Qsik = aik
)
= P0,N (Qs1 = a1, . . . , Qsm = am) .
⊣
2.4. Thermodynamic limit. An Ising model (ΛN ,ΩN , UN ) has two pa-
rameters λ and N and this model generates the associated probability space
(Ω,ΣN , Pλ,N ). Let us see what happens when N → ∞. Clearly, the finite cube
ΛN transforms into the lattice Z
ν and ΩN transforms into Ω.
For any finite subset T of Zν we denote
QT =
∏
t∈T
Qt.
Theorem 2.1. There exists a positive constant Cν (depending only on ν) such
that if |λ| < Cν , then the following hold.
1. For any t1, t2, . . . , tm ∈ Zν the limit lim
N→∞
〈Qt1 , Qt2 , . . . , Qtm〉λ,N exists.
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2. For any finite subset T of Zν the limit f(QT ) = lim
N→∞
〈QT 〉λ,N exists.
Proof will be given in subsection 5.1.
Definition 2.4. Assume |λ| < Cν . The limiting probability space (Ω,Σ, Pλ)
is defined as follows.
1. As before, Ω = {ω | ω : Zν → {−1, 1}} .
2. The sigma-algebra Σ of events consists of all countable unions of the sets:
MT,A = {ω ∈ Ω | ω(t1) = a1, . . . , ω(tm) = am}
for all pairs of sets T = {t1, t2, . . . , tm} ⊂ Zν and A = {a1, a2, . . . , am} ⊆
{−1, 1}, m > 0. It is sufficient to take only A ⊆ {−1, 1} because for other
A ⊂ R, MT,A = ∅.
3. For any pair of T = {t1, t2, . . . , tm} ⊂ Zν and A = {a1, a2, . . . , am} ⊆
{−1, 1} we define the probability of MT,A by the following:
Pλ(MT,A) =
(−1)k
2m
∑
T ′⊆T
f(QT ′)
∏
{i:ti∈T\T ′}
ai, (4)
where f is defined in Theorem 2.1.2) and k is the number of ai ∈ A that equal
-1.
The formula (4) is given in [6]; it generates the probability measure Pλ on all
events in Σ, which is called the limiting Gibbs measure.
This completes the definition of the limiting probability space.
Definition 2.5. The thermodynamic ormacroscopic limit of Ising model with
parameter λ is the lattice Zν together with the limiting probability space as
defined in Definition 2.4.
Clearly, {Qt | t ∈ Zν} is a random field on the limiting probability space. We
denote 〈·, . . . , ·〉λ the semi-invariants with respect to the limiting Gibbs measure
Pλ.
Theorem 2.2. Suppose |λ| < Cν , where Cν is the constant from Theorem 2.1.
Then the following hold.
1. For any finite subset T of Zν :
lim
N→∞
〈QT 〉λ,N = 〈QT 〉λ.
2. For any t1, t2, . . . , tm ∈ Zν :
lim
N→∞
〈Qt1 , Qt2 , . . . , Qtm〉λ,N = 〈Qt1 , Qt2 , . . . , Qtm〉λ.
Proof. 1. The proof uses (4) and is similar to the corresponding proof in [6],
pg. 2 (a probability measure and its semi-invariants can be defined through each
other).
2. This follows from part 1 by the definition of semi-invariant. ⊣
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2.5. Renormalization group. The following concept was introduced by
Kadanoff [3].
Definition 2.6. Fix a natural number k > 1 and a real number α > ν.
1. Define a mapping Gk : Z
ν → Zν as follows:
Gk(t1, t2, . . . , tν) =
([
t1
k
]
,
[
t2
k
]
, . . . ,
[
tν
k
])
,
where [x] denotes the integer part of a real number x. For any point τ ∈ Zν
there are kν points that are mapped into τ by Gk.
2. A renormalization group (with parameters k and α) is a transformation that
assigns to each random field {Xt | t ∈ Zν} another random field {Y (k)τ | τ ∈ Zν}
given by:
Y (k)τ = k
−α2
∑
t∈G−1
k
(τ)
Xt. (5)
The renormalization group is a scaling transformation. It allows to study the
physical system at different distance scales, such as atomic and molecular levels.
Details of its physical interpretation can be found in [4].
We are interested in the distribution of the result Y
(k)
τ of the renormalization
group transformation of the field {Qt | t ∈ Zν}.
§3. The central limit theorem for Ising model. First we introduce some
notations. We use letters b, c, d, . . . for finite ordered sequences (or in short,
sequences). For a sequence b = (T1, . . . , Tn) we denote |b| = n.
Definition 3.1. 1. A family (of elements of a set A) is a set of pairs
α = {(T1, n1), . . . , (Tm, nm)}, where T1, . . . , Tm are distinct elements of A and
ni > 1 for each i = 1, . . . ,m.
2. The number ni is called the multiplicity of element Ti in the family α.
3. We denote the length of the family α as |α| = n1 + n2 + . . .+ nm and
α! = n1! · n2! · . . . · nm!
4. When T1, . . . , Tm are sets we denote:
α˜ =
m⋃
i=1
Ti.
We use letters α, β, γ, . . . for families. The same elements T1, . . . , Tn ∈ A can
be represented as a sequence or a family.
Definition 3.2. 1. Any sequence b = (T1, . . . , Tn) reduces to a family:
{(T 1, n1), . . . , (T q, nq)},
where T 1, . . . , T q are the elements T1, . . . , Tn written without repetitions, and
each ni is the number of times that T i is repeated in α; n1 + . . .+ nq = n.
For each family α of length n there are
n!
α!
sequences that reduce to α.
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2. For any family α = {(B1, n1), . . . , (Bq, nq)} we can define an associated
sequence:
α̂ =
B1, . . . , B1︸ ︷︷ ︸
n1 times
, . . . , Bq, . . . , Bq︸ ︷︷ ︸
nq times
 .
Then α̂ reduces to α.
The set R of all pairs of neighbouring nodes in Zν was defined in subsection
2.2. Denote R∗ = {γ | γ is a family of elements of R}.
Definition 3.3. Consider a sequence b = (t1, t2 . . . , tm) of points in Z
ν and
a family γ ∈ R∗.
1. Consider also the associated sequence γ̂ = (A1, A2, . . . , An).
The associated graph of b and γ is defined as follows:
its edges are A1, A2, . . . , An;
the set of its vertices is {t1, t2 . . . , tm} ∪
⋃n
i=1 Ai.
2. We say that the family γ connects the sequence b if the associated graph of
b and γ is connected.
Definition 3.4. For any A = {r, s} ∈ R we denote ΦA = QrQs; the function
ΦA represents the interaction between the neighbours r and s.
The set {ΦA | A ∈ R} is called the potential.
Notation. Suppose b = (t1, t2 . . . , tm) is a sequence of points in Z
ν , γ ∈ R∗
and the associated sequence γ̂ = (A1, A2, . . . , An). Denote
〈Q,b,Φ8γ〉0 = 〈Qt1 , Qt2 , . . . , Qtm ,ΦA1 ,ΦA2 , . . . ,ΦAn〉0.
Denote 0¯ the origin in the lattice Zν : 0¯ = (0, 0, . . . , 0).
Theorem 3.1. (Main Theorem) Consider the thermodynamic limit of the
Ising model with parameter λ.
Suppose a renormalization group with parameters k and α transforms the ran-
dom field {Qt | t ∈ Zν} into a random field {Y (k)τ | τ ∈ Zν}. There exists a
positive constant C such that for any |λ| < C the following hold.
1. Suppose α > ν. Then the field Y
(k)
τ → 0 in mean square as k →∞.
2. Suppose α = ν. Then as k → ∞, the field {Y (k)τ | τ ∈ Zν} converges in
distribution to an independent field with Gaussian distribution (i.e. any finite
subset of the field has a multivariate normal distribution). Each of the variables
of the limiting field has 0 expectation and the positive variance given by:
V = 1 +
∞∑
n=1
λnVn, where each Vn =
∑
γ∈R∗,
|γ|=n,
γ connects (0¯)
∑
t∈γ˜,
γ connects (0¯,t),
t6=0¯
1
γ!
〈Q0¯, Qt,Φ8γ〉0.
Proof will be given in Section 5.
The classical central limit theorem considers a sequence X1, X2, X3, . . . of
independent, identically distributed random variables with finite variances and
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states that as n → ∞, their normalized sum 1√
n
∑n
i=1(Xi − µ) converges in
distribution to a normal random variable.
Theorem 3.1 can be considered as a generalization of the classical central limit
theorem, in some sense. Instead of a sequence of random variables we have a
sequence of random fields {Y (k)τ | τ ∈ Zν} on a multi-dimensional integer lattice.
The variables Qt are identically distributed (each has Bernoulli distribution).
They are weakly dependent because |λ| < C and λ characterizes the strength of
the interaction.
Like the classical central limit theorem, Theorem 3.1.2) also considers a nor-
malized sum, that is the sum
∑
t∈G−1
k
(τ)Qt divided by square root of the number
kν of addends in the sum. Theorem 3.1.2) states convergence in distribution and
that the limiting distribution is normal but in this case it is the distribution of
an independent normal field. In other words, Theorem 3.1.2) states: in systems
with weak interaction the distribution of the normalized sums over big regions
is approximately independent and normal.
§4. Estimation of dependencies.
4.1. Estimation Theorem. The proof of the central limit theorem in Sec-
tion 5 is based on estimations of semi-invariants. In this section we prove an
inequality (Theorem 4.1), which will be applied to estimating semi-invariants.
In this section we fix a set A and a reflexive, symmetric binary relation on A.
If A,B ∈ A are in this relation, then we say that A and B are linked. Thus, A
is always linked to A (reflexivity). If A is linked to B, then B is linked to A
(symmetry).
We assume that there exists a constant L such that each element A ∈ A is
linked to at most L elements in A. We fix this constant L.
Definition 4.1. For a family α = {(T1, n1), . . . , (Tm, nm)} of elements of A
and any i = 1, 2, . . . ,m we denote
υ(Ti) = υα(Ti) =
∑
{j∈M :Tj is linked to Ti}
nj .
This sum has at most L addends.
The following property of natural logarithm will be used in proofs later:
for any x > 0 : ln(1 + x) < x. (6)
In probability terms, the following theorem estimates the number of pairwise
dependencies in a random field. This theorem is similar to the theorem in [6], pg.
59, estimating the number of intersections. The theorem in [6] has a stronger
conclusion. Our theorem has a simpler proof by induction and more general con-
ditions: it is stated for an abstract symmetric binary relation while the theorem
in [6] is stated for a particular binary relation (when two sets have a non-empty
intersection in a countable metric space).
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Theorem 4.1. (Estimation Theorem) Denote CL = lnL+L
2. For any family
α = {(T1, n1), . . . , (Tm, nm)}, m > 1, the following inequality holds:
CL
m∑
i=1
ni +
m∑
i=1
ni lnni >
m∑
i=1
ni ln υα(Ti).
Proof. Denote M = {1, 2, . . . ,m}. In the proof for brevity we will write C
for CL and υi for υα(Ti). Denote
f(α) = C
m∑
i=1
ni +
m∑
i=1
ni lnni and g(α) =
m∑
i=1
ni ln υi.
Thus, we need to prove:
f(α) > g(α). (7)
The proof is by induction on k = max{n1, . . . , nm}. Clearly, for any i ∈M :
υi 6 kL. (8)
Basis of induction: k = 1. Then each ni = 1 and υi 6 L. So
f(α) = C
m∑
i=1
1 +
m∑
i=1
1 ln 1 = Cm = m(lnL+ L2) > m lnL =
m∑
i=1
lnL
>
m∑
i=1
ln υi = g(α).
Inductive step. Assume that (7) holds for k (k > 1).
Consider a family α = {(T1, n1), . . . , (Tm, nm)} with max{n1, . . . , nm} =
k + 1. For any i ∈ M denote n′i = min{ni, k}. Define a new family α′ =
{(T1, n′1), . . . , (Tm, n′m)} and denote υ′i = υα′(Ti).
For this family max{n′1, . . . , n′m} = k and for any i ∈M,
υ′i =
∑
{j∈M :Tj is linked to Ti}
n′j .
So by the inductive assumption:
f(α′) > g(α′). (9)
It is sufficient to prove:
f(α)− f(α′) > g(α′)− g(α′). (10)
Adding the inequalities (9) and (10) we get f(α) > g(α).
Proof of (10)
f(α)− f(α′) = C
m∑
i=1
ni +
m∑
i=1
ni lnni −
(
C
m∑
i=1
n′i +
m∑
i=1
n′i lnn
′
i
)
= C
m∑
i=1
(ni − n′i) +
m∑
i=1
(ni lnni − n′i lnn′i).
Denote I = {i ∈M | ni = k + 1}.
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For i ∈ I : ni = k + 1, n′i = k, ni − n′i = 1 and
ni lnni − n′i lnn′i = (k + 1) ln(k + 1)− k ln k = ln(k + 1) + k[ln(k + 1)− ln k]
= ln(k + 1) + k ln
(
1 +
1
k
)
.
For i ∈M \ I : n′i = ni, ni − n′i = 0 and ni lnni − n′i lnn′i = 0.
Denote |I| the number of elements in the set I. So
f(α)− f(α′) = C
∑
i∈I
1 +
∑
i∈I
[
ln(k + 1) + k ln
(
1 +
1
k
)]
> C
∑
i∈I
1 +
∑
i∈I
ln(k + 1) = |I|C + |I| ln(k + 1) = |I| [C + ln(k + 1)]
= |I| [lnL+ L2 + ln(k + 1)] = |I| [ln((k + 1)L) + L+ L2 − L]
= |I| ln((k + 1)L) + |I|L+ |I|L(L− 1).
Denote V = {i ∈ M | υ′i < υi}. Clearly, I ⊆ V. Next we prove the following
three inequalities:
|I| ln((k + 1)L) >
∑
i∈I
ln υi; (11)
|I|L >
∑
i∈I
k ln υi −
∑
i∈I
k ln υ′i; (12)
|I|L(L− 1) >
∑
i∈V \I
ni ln υi −
∑
i∈V \I
n′i ln υ
′
i. (13)
If (11), (12) and (13) are proven, then
f(α)− f(α′) >
∑
i∈I
ln υi+
∑
i∈I
k ln υi−
∑
i∈I
k ln υ′i+
∑
i∈V \I
ni ln υi−
∑
i∈V \I
n′i ln υ
′
i
=
∑
i∈I
(k + 1) ln υi +
∑
i∈V \I
ni ln υi −
∑
i∈I
n′i ln υ
′
i +
∑
i∈V \I
n′i ln υ
′
i

=
m∑
i=1
ni ln υi −
m∑
i=1
n′i ln υ
′
i = g(α)− g(α′),
since for i ∈ I, ni = k+1, n′i = k, and for i ∈M \V , n′i = ni and υ′i = υi. That
proves (10).
Proof of (11)
By (8), υi 6 (k + 1)L and∑
i∈I
ln(υi) 6
∑
i∈I
ln ((k + 1)L) = |I| ln ((k + 1)L) .
14 FARIDA KACHAPOVA AND ILIAS KACHAPOV
Proof of (12)
Since υi − υ′i =
∑
{j∈M :Tj is linked to Ti}
(
nj − n′j
)
6 L, we have υi 6 υ
′
i + L.
For i ∈ I, υ′i > n′i = k, and using (6) we get:
k ln
(
υi
υ′i
)
6 k ln
(
υ′i + L
υ′i
)
= k ln
(
1 +
L
υ′i
)
< k
L
υ′i
6 k
L
k
= L;
that is k ln
(
υi
υ′
i
)
< L. So
∑
i∈I
k ln υi −
∑
i∈I
k ln υ′i =
∑
i∈I
k ln
(
υi
υ′i
)
<
∑
i∈I
L = |I|L.
Proof of (13)
For i ∈ V \ I, n′i = ni. By (6) and since υi 6 υ′i + L, we have:∑
i∈V \I
ni ln υi −
∑
i∈V \I
n′i ln υ
′
i =
∑
i∈V \I
ni ln υi −
∑
i∈V \I
ni ln υ
′
i
=
∑
i∈V \I
ni ln
(
υi
υ′i
)
6
∑
i∈V \I
ni ln
(
υ′i + L
υ′i
)
=
∑
i∈V \I
ni ln
(
1 +
L
υ′i
)
<
∑
i∈V \I
ni
L
υ′i
6
∑
i∈V \I
ni
L
ni
= L|V \ I|, since υ′i > n′i = ni for i ∈ V \ I.
It remains to prove that |V \ I| 6 |I|(L − 1), which is equivalent to:
|V | 6 |I|L. (14)
Proof of (14)
Denote Vi = {j ∈ V | Ti and Tj are linked}. Then |Vi| 6 L.
If j /∈ ⋃i∈I Vi, then no vertices Ti with i ∈ I are linked to Tj and υ′j = υj , so
j /∈ V . Therefore
V ⊆
⋃
i∈I
Vi and |V | 6
∑
i∈I
|Vi| 6
∑
i∈I
L = |I|L.
This completes the proof of Theorem 4.1. ⊣
4.2. Application of the Estimation Theorem to semi-invariants. In
this subsection two subsets A,B of Zν are said to be linked iff A ∩ B 6= ∅ and
A is a set of finite non-empty subsets of Zν . We assume there exists a constant
L such that each A ∈ A is linked to at most L elements of A.
Lemma 4.1. Denote C1 = 3Le
L2+1. For any family α of elements of A with
the associated sequence α̂ = (T1, T2, . . . , Tn):∣∣∣〈∏
t∈T1
Qt,
∏
t∈T2
Qt, . . . ,
∏
t∈Tn
Qt〉0
∣∣∣ 6 (C1)|α|α!
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Proof. For brevity we denote the left hand side of this inequality by H .
We can write the family α in the form α = {(T 1, n1), . . . , (T q, nq)}. Then
n1 + n2 + . . .+ nq = n = |α| and α! = n1! · n2! · . . . · nq!
Theorem 1 on page 69 of [6] implies that:
H 6
3
2
n∏
j=1
3υ(Tj) =
3
2
q∏
i=1
(
3υ(T i)
)ni
=
3
2
q∏
i=1
3ni
q∏
i=1
(
υ(T i)
)ni
=
3
2
3|α|
q∏
i=1
(
υ(T i)
)ni
. (15)
By the Estimation Theorem (Theorem 4.1):
ln
(
q∏
i=1
(
υ(T i)
)ni)
=
q∑
i=1
ni ln υ(T i) < CL
q∑
i=1
ni +
q∑
i=1
ni lnni
= CL|α|+
q∑
i=1
ni lnni,
where CL = lnL+ L
2. So
q∏
i=1
(
υ(T i)
)ni
6 eCL|α|
q∏
i=1
eni lnni = eCL|α|
q∏
i=1
nnii .
By Stirling’s formula, for any natural number k: kk =
k!ek
θk
√
2pik
, where
1 < θk < e; so k
k 6
1
2
k!ek. Then by (15):
H 6
3
2
3|α|eCL|α|
q∏
i=1
nnii 6 (3e
CL)|α|
q∏
i=1
ni!e
ni = (3elnL+L
2
)|α|e|α|α!
= (3LeL
2
e)|α|α! = (3LeL
2+1)|α|α! = (C1)
|α|α!
⊣
§5. Proof of the central limit theorem for Ising model.
5.1. Proof of Theorem 2.1. In this subsection we prove a series of lem-
mas about estimates and limits of semi-invariants, and we use these lemmas in
subsections 5.2 and 5.3 for direct proof of the main theorem.
The following lemma is mentioned by several authors without a proof or with
a complicated proof. Here we provide a short, simple proof giving an explicit
value for the estimation constant.
Lemma 5.1. Denote C2 = 4ν
2. Fix a sequence b = (t1, . . . , tm) of points in
Z
ν , m > 1, and a natural number n > 1. The number of families γ ∈ R∗ such
that |γ| = n and γ connects b, is not greater than (C2)n.
Proof. Consider the associated sequence γ̂ = (A1, . . . , An) and the associ-
ated graph G of b and γ. A new graph G′ is obtained from G by adding for each
i = 1, . . . , n, an extra edge A′i that has the same ends as Ai. Then each vertex
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in G′ has an even degree and hence G′ has an Eulirean path, that is a closed
path which includes every edge of the graph exactly once; the length of such a
path is 2n.
Therefore the number of the families with |γ| = n that connect b, is not greater
than the number of paths with 2n steps through t1, . . . , tm going along edges
of the lattice Zν . There are at most 2ν directions at each step. Therefore the
number of such paths is not greater than (2ν)2n = (C2)
n for C2 = (2ν)
2. ⊣
Lemma 5.2. Suppose A1, A2, . . . , An ∈ R and t ∈ Zν . Then
〈Qt,ΦA1 , . . . ,ΦAn〉0 = 0.
Proof. Denote M = {t, A1, A2, . . . , An} the set of indices, where repeated
elements are counted separately and each Aj = {rj , sj} ⊂ Zν . By the definition
of semi-invariants,
〈Qt,ΦA1 , . . . ,ΦAn〉0 =
∑
α
(−1)k−1(k − 1)!〈Qt · ΦS1〉0〈ΦS2〉0 . . . 〈ΦSk〉0,
where the sum is taken over all partitions α = {{t}∪S1, S2, . . . , Sk} of M ; each
Si ⊆ {A1, A2, . . . , An}; without loss of generality we can assume that t belongs
to the first set in each partition. We will show that each addend in this sum
equals 0.
In partition α, S1 has the form: S1 = {Aj1 , . . . , Ajq}, q > 0. The addend
corresponding to α contains this multiplier:
〈Qt · ΦS1〉0 = 〈Qt · ·ΦAj1 · . . . · ΦAjq 〉0
= 〈Qt · (Qrj1 ·Qsj1 ) · . . . · (Qrjl ·Qsjl )〉0 = 0
by Lemma 2.5.6) because the number of multipliers in the last product equals
2q + 1, which is odd. This completes the proof of the lemma. ⊣
Lemma 5.3. Suppose b is a sequence of points in Zν , γ ∈ R∗ and γ does not
connect b. Then 〈Q,b,Φ8γ〉0 = 0.
Proof. Consider the associated graph G of b and γ. Since γ does not connect
b, we have G = G1 ∪G2, where G1 and G2 are disjoint graphs. Without loss of
generality we can write:
b = (t1, . . . , tk, s1, . . . , sl) and γ̂ = (A1, . . . , Am, B1, . . . , Bn),
where G1 corresponds to (t1, . . . , tk), (A1, . . . , Am) and G2 corresponds to
(s1, . . . , sl), (B1, . . . , Bn).
By Lemma 2.5.2), the random vectors (Qt1 , . . . , Qtk ,ΦA1 , . . . ,ΦAm) and
(Qs1 , . . . , Qsl ,ΦB1 , . . . ,ΦBn) are independent. So by Lemma 2.1.2):
〈Q,b,Φ8γ〉0 = 〈Qt1 , . . . , Qtk ,ΦA1 , . . . ,ΦAm , Qs1 , . . . , Qsl ,ΦB1 , . . . ,ΦBn〉0 = 0.
⊣
Lemma 5.4. Suppose f : Zν → Zν is a bijection preserving distances. Suppose
t1, . . . , tm ∈ Zν and A1, . . . , An ∈ R, where each Aj = {rj , qj}.
Denote si = f(ti), i = 1, . . . ,m, and Bj = {f(rj), f(qj)}, j = 1, . . . , n.
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Then the random vectors (Qt1 , . . . , Qtm ,ΦA1 , . . . ,ΦAn) and
(Qs1 , . . . , Qsm ,ΦB1 , . . . ,ΦBn) have the same distribution with respect to measure
P0,N .
Proof. Since f preserves distances, we have ρ(f(rj), f(qj)) = 1 for any j =
1, . . . , n. The lemma follows from Lemma 2.6 because for any A = {r, q} and
a ∈ {−1, 1} we can write:
P (ΦA = a) = P (Qr ·Qq = a) = P (Qr = 1, Qq = a) + P (Qr = −1, Qq = −a).
⊣
Lemma 5.5. Denote L = 4ν + 1 and C3 = 3Le
L2+1. For any sequence b =
(t1, . . . , tm) of points in Z
ν and any family γ ∈ R∗:
|〈Q,b,Φ8γ〉0| 6 (C3)m+|γ| m! γ!
Proof. We define a set A = R ∪ {{t} | t ∈ Zν}. So A is a set of finite non-
empty subsets of Zν . Any element of the form {t} is linked to itself and to 2ν
elements of the form {t, r}, so the total is 2ν+1. Any element of the form {r, s}
is linked to elements {r}, {s}, 2ν elements of the form {r, t} and 2ν elements
of the form {s, t}, so the total is 4ν + 1 (because the element {r, s} is counted
twice). Thus, each element of A is linked to at most L elements and we can
apply Lemma 4.1.
Consider a sequence b = (t1, t2, . . . , tm) of points in Z
ν and γ ∈ R∗. Let
t1, t2, . . . , tq be the points t1, t2, . . . , tm written without repetitions.
Denote β =
{({t1}, n1) , . . . , ({tq}, nq)}. Then n1 + n2 + . . .+ nq = m and
n1!n2! . . . nq! 6 (n1 + n2 + . . .+ nq)! = m!. Denote α = β ∪ γ. Then α̂ has the
form α̂ = ({t1}, . . . , {tm}, A1, . . . Ar), where γ̂ = (A1, . . . Ar).
Clearly, |α| = m+ |γ| and α! = n1!n2! . . . nq!γ! 6 m!γ!.
For any i = 1, 2, . . . , r,
∏
t∈Ai
Qt = ΦAi . So by Lemma 4.1,
|〈Q,b,Φ8γ〉0| =
∣∣∣〈 ∏
t∈{t1}
Qt, . . . ,
∏
t∈{tm}
Qt,
∏
t∈A1
Qt, . . . ,
∏
t∈Ar
Qt〉0
∣∣∣ 6 (C3)|α|α!
6 (C3)
m+|γ| m! γ!
This completes the proof of the lemma. ⊣
In subsection 2.2 we introduced the set of all pairs of neighbouring nodes in
the cube ΛN : RN = {{s, t} | s, t ∈ ΛN & ρ(s, t) = 1}.
Denote R∗N = {γ | γ is a family of elements of RN}. The following lemma
describes a connection between the semi-invariants with respect to the measures
Pλ,N and P0,N .
Lemma 5.6. Denote Cν =
1
2C2C3
, where C2 and C3 are the positive constants
from Lemmas 5.1 and 5.5, respectively, depending only on ν. Suppose |λ| < Cν .
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Then for any K > 1, sequence b = (t1, t2, . . . , tm) of points in ΛK and N > K:
〈Q,b〉λ,N =
∞∑
n=0
λn
∑
{γ∈R∗
N
:|γ|=n}
1
γ!
〈Q,b,Φ8γ〉0. (16)
The inner sum can be taken over the families γ that connect b.
The series in the formula (16) converges absolutely and uniformly for all N >
K. The semi-invariants on the right-hand side are with respect to measure P0,N
and do not depend on N , due to Lemma 2.5.3).
Proof. Suppose |λ| < Cν . Fix a sequence b = (t1, t2, . . . , tm) of points in ΛK
and N > K. Semi-invariants with respect to Gibbs measure can be expanded
in Taylor series; the proof was given in [6], pg. 34. In our case the Taylor series
has the form:
〈Q,b〉λ,N = 〈Qt1 , Qt2 , . . . , Qtm〉λ,N =
∞∑
n=0
λn
n!
〈Qt1 , Qt2 , . . . , Qtm ,W, . . . ,W︸ ︷︷ ︸
n times
〉0,
(17)
where W =
∑
A∈RN
ΦA. Let us consider the Taylor coefficients:
aN,n =
1
n!
〈Qt1 , Qt2 , . . . , Qtm ,W, . . . ,W︸ ︷︷ ︸
n times
〉0
=
1
n!
∑
A1∈RN
∑
A2∈RN
. . .
∑
An∈RN
〈Qt1 , Qt2 , . . . , Qtm ,ΦA1 ,ΦA2 , . . . ,ΦAn〉0. (18)
Then the Taylor series for the semi-invariant has the form:
〈Q,b〉λ,N =
∞∑
n=0
λnaN,n. (19)
Consider any A1, A2, . . . , An ∈ RN . This sequence can contain repeating
elements. Denote the corresponding family γ = {(A1, n1), . . . , (Aq , nq)}. There
are
n!
γ!
ordered sequences (A1, A2, . . . , An) that reduce to the same family γ of
length n. Therefore (18) can be written as:
aN,n =
1
n!
∑
{γ∈R∗
N
:|γ|=n}
n!
γ!
〈Q,b,Φ8γ〉0 =
∑
{γ∈R∗
N
:|γ|=n}
1
γ!
〈Q,b,Φ8γ〉0.
In this sum we can take only the families γ that connect b because for others
the corresponding addends equal 0 by Lemma 5.3. By Lemma 5.1, the number
of such families γ is not greater than (C2)
n.
By Lemma 5.5, for each γ: |〈Q,b,Φ8γ〉0| 6 (C3)m+|γ| m! γ! If |γ| = n, we have:
|λnaN,n| 6 |λ|n
∑
{γ∈R∗
N
:|γ|=n}
1
γ!
∣∣∣〈Q,b,Φ8γ〉0∣∣∣ 6 |λ|n(C2)n(C3)m+n m!
= (C3)
m m! |λC2C3|n.
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Since |λ| < Cν , then each |λnaN,n| 6 (C3)m m! 2−n. So the series (19)
converges absolutely and uniformly for all N > K. This completes the proof of
the lemma. ⊣
Lemma 5.7. Suppose |λ| < Cν , where Cν is the constant from Lemma 5.6.
Then for any sequence b of points in Zν the following limit exists and
lim
N→∞
〈Q,b〉λ,N =
∞∑
n=0
λn
∑
{γ∈R∗:|γ|=n}
1
γ!
〈Q,b,Φ8γ〉0.
On the right-hand side the series converges and the inner sum can be taken
over the families γ that connect b.
Proof. Suppose |λ| < Cν . Let us fix a sequence b = (t1, . . . , tm) of points in
Z
ν . There is a sufficiently big K such that t1, . . . , tm ∈ ΛK . By Lemma 5.6 for
any N > K:
〈Q,b〉λ,N =
∞∑
n=0
λn
∑
{γ∈R∗
N
:|γ|=n}
1
γ!
〈Q,b,Φ8γ〉0
and the series conversges uniformly for all N > K. Therefore
lim
N→∞
〈Q,b〉λ,N =
∞∑
n=0
λn lim
N→∞
 ∑
{γ∈R∗
N
:|γ|=n}
1
γ!
〈Q,b,Φ8γ〉0

=
∞∑
n=0
λn
∑
{γ∈R∗:|γ|=n}
1
γ!
〈Q,b,Φ8γ〉0 and the series converges.
⊣
Proof of Theorem 2.1
The constant Cν was defined in Lemma 5.6. Part 1 follows from Lemma 5.7.
Part 2 follows from part 1 and Lemma 2.1.3).
Theorem 2.2 follows from Theorem 2.1 as shown in Section 2.
Corollary 5.1. Suppose |λ| < Cν , where Cν is the constant from Lemma
5.6. Then the following hold.
1. For any sequence b = (t1, t2, . . . , tm) of points in Z
ν :
〈Q,b〉λ =
∞∑
n=0
λn
∑
{γ∈R∗:|γ|=n}
1
γ!
〈Q,b,Φ8γ〉0.
On the right-hand side the series converges and the inner sum can be taken over
the families γ that connect b.
2. For any t1, t2, . . . , tm ∈ Zν : 〈Qt1 , Qt2 , . . . , Qtm〉λ =
=
∞∑
n=0
λn
n!
∑
A1∈R
∑
A2∈R
. . .
∑
An∈R
〈Qt1 , Qt2 , . . . , Qtm ,ΦA1 ,ΦA2 , . . . ,ΦAn〉0.
The series on the right-hand side converges.
3. For any t ∈ Zν , 〈Qt〉λ = 0 and 〈Qt, Qt〉λ = 1.
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4. Suppose f : Zν → Zν is a bijection preserving distances. Then for any
t1, . . . , tm ∈ Zν :
〈Qt1 , . . . , Qtm〉λ = 〈Qf(t1), . . . , Qf(tm)〉λ.
5. Fix a ∈ Zν and define g : Zν → Zν by the following: g(t) = t− a.
Suppose a renormalization group with parameters k and α transforms the ran-
dom field {Qt | t ∈ Zν} into a random field {Y (k)τ | τ ∈ Zν}. Then for any
τ1, . . . , τm ∈ Zν :
〈Y (k)g(τ1), . . . , Y
(k)
g(τm)
〉λ = 〈Y (k)τ1 , . . . , Y (k)τm 〉λ.
Proof. 1. It follows from Theorem 2.2.2) and Lemma 5.7.
2. It is proven by re-arranging the sum in part 1, similarly to the proof of
Lemma 5.6.
3. By part 2:
〈Qt〉λ =
∞∑
n=0
λn
n!
{ ∑
A1∈R
∑
A2∈R
. . .
∑
An∈R
〈Qt,ΦA1 ,ΦA2 , . . . ,ΦAn〉0
}
= 0,
since each addend equals 0 by Lemma 5.2.
Since Q2t = 1, then 〈Qt, Qt〉λ = 〈Q2t 〉λ − (〈Qt〉λ)2 = 1− 0 = 1.
4. Define a transformation F by: F ({r, q}) = {f(r), f(q)}. Denote si = f(ti),
i = 1, . . . ,m. By part 2 and Lemma 5.4,
〈Qt1 , . . . , Qtm〉λ =
∞∑
n=0
λn
n!
{ ∑
A1∈R
. . .
∑
An∈R
〈Qt1 , . . . , Qtm ,ΦA1 , . . . ,ΦAn〉0
}
=
∞∑
n=0
λn
n!
{ ∑
A1∈R
. . .
∑
An∈R
〈Qs1 , . . . , Qsm ,ΦF (A1), . . . ,ΦF (An)〉0
}
=
∞∑
n=0
λn
n!
{ ∑
B1∈R
. . .
∑
Bn∈R
〈Qs1 , . . . , Qsm ,ΦB1 , . . . ,ΦBn〉0
}
= 〈Qs1 , . . . , Qsm〉λ
because F is a bijection on R.
5. Fix τ1, . . . , τm ∈ Zν . Define f : Zν → Zν by the following: f(t) = t − ka.
Then f is a bijection preserving distances. Clearly, for any i = 1, . . . ,m:
G−1k (g(τi)) =
{
f(t) | t ∈ G−1k (τi)
}
. (20)
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By the definition of renormalization-group, we have:
〈Y (k)g(τ1), . . . , Y
(k)
g(τm)
〉λ
= (k−α/2)m
∑
s1∈G
−1
k
(g(τ1))
. . .
∑
sm∈G
−1
k
(g(τm))
〈Qs1 , . . . , Qsm〉λ
= [by (20)] = k−αm/2
∑
t1∈G
−1
k
(τ1)
. . .
∑
tm∈G
−1
k
(τm)
〈Qf(t1), . . . , Qf(tm)〉λ
= [by part 4] = k−αm/2
∑
t1∈G
−1
k
(τ1)
. . .
∑
tm∈G
−1
k
(τm)
〈Qt1 , . . . , Qtm〉λ
= 〈Y (k)τ1 , . . . , Y (k)τm 〉λ.
⊣
5.2. Finding the limiting variances.
Lemma 5.8. For any 0 < x <
1
2
the following hold.
1. For any l = 0, 1, 2, . . . ,
the series
∞∑
n=l+1
(n− l)xn converges and
∞∑
n=l+1
(n− l)xn = x
l+1
(1− x)2 .
2. For any m = 1, 2, . . . ,
the series
∞∑
n=0
(n+ 1)m−1xn converges and
∞∑
n=0
(n+ 1)m−1xn 6
m!
(1− x)m+1 .
Proof.
1.
∞∑
n=l+1
(n− l)xn = [substitution k = n− l − 1] = xl+1
∞∑
k=0
(k + 1)xk
= xl+1
∞∑
k=0
(xk+1)′ = xl+1
(
∞∑
k=0
xk+1 + 1
)′
= xl+1
(
1
1− x
)′
= xl+1
1
(1 − x)2 .
2. For each n, (n+ 1)m−1xn 6 (n+ 1)mxn 6 (n+ 1)(n+ 2) . . . (n+m)xn =
= (xn+m)
(m)
. Since each of the series
∑∞
n=0 x
n and
∑∞
i=0
(
xi
)(m)
absolutely and
uniformly converges on
[
0,
1
2
]
, then
∞∑
n=0
(
xn+m
)(m)
=
∞∑
i=0
(
xi
)(m)
=
(
∞∑
i=0
xi
)(m)
=
(
1
1− x
)(m)
,
because for i < m,
(
xi
)(m)
= 0. It is easily proven by induction on m that:(
1
1− x
)(m)
=
m!
(1− x)m+1 .
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So the series
∑∞
n=0(n+ 1)
m−1xn converges and
∞∑
n=0
(n+ 1)m−1xn 6
m!
(1 − x)m+1 .
⊣
In the following theorem we derive explicit expressions for the limiting vari-
ances of Y
(k)
τ . This theorem is interesting by itself and also becomes a part of
the direct proof of the Main Theorem in subsection 5.3.
Theorem 5.1. Denote C = min
{
1
2C2C3
,
1
8C2(C3)3
}
, where C2 and C3 are
the positive constants from Lemmas 5.1 and 5.5, respectively, depending only on
ν.
Consider the random field {Y (k)τ | τ ∈ Zν} from the Main Theorem (Theorem
3.1) and α = ν. Then for any |λ| < C and τ ∈ Zν :
lim
k→∞
〈Y (k)τ , Y (k)τ 〉λ = 1 +
∞∑
n=1
λnVn,
where the series on the right-hand side converges and
each Vn =
∑
γ∈R∗,
|γ|=n,
γ connects (0¯)
∑
t∈γ˜,
γ connects (0¯,t),
t6=0¯
1
γ!
〈Q0¯, Qt,Φ8γ〉0.
The limiting variances are positive and do not depend on τ .
Proof. Suppose |λ| < C. Then |λ| < Cν , where Cν = 1
2C2C3
is the constant
from Lemma 5.6.
Fix τ ∈ Zν . Define g : Zν → Zν by the following: g(t) = t− τ. Then g(τ) = 0¯.
By Corollary 5.1.5),
〈Y (k)τ , Y (k)τ 〉λ = 〈Y (k)g(τ), Y
(k)
g(τ)〉λ = 〈Y
(k)
0¯
, Y
(k)
0¯
〉λ.
Therefore it is sufficient to prove the theorem only for τ = 0¯. For n > 1, s ∈ Zν
denote:
V (n, s) =
∑
γ∈R∗,
|γ|=n,
γ connects (s)
∑
t∈γ˜,
γ connects (s,t),
t6=s
1
γ!
〈Qs, Qt,Φ8γ〉0.
First we prove:
for any s ∈ Zν , V (n, s) = V (n, 0¯) = Vn. (21)
To prove (21), fix s ∈ Zν . Define f(t) = t− s and
F ({r1, r2}) = ({f(r1), f(r2)}). Then f(s) = 0¯.
Define h : R∗ → R∗ by the following:
for γ = {(A1, q1), . . . , (Am, qm)}, h(γ) = {(F (A1), q1), . . . , (F (Am), qm)}.
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Clearly:
h(γ)! = γ! ; (22)
{β ∈ R∗ : |β| = n, β connects (0¯)}
= {h(γ) : γ ∈ R∗, |γ| = n, γ connects (s)}; (23)
{r ∈ h˜(γ) : r 6= 0¯, h(γ) connects (0¯, r)}
= {f(t) : t ∈ γ, t 6= s, γ connects (s, t)}. (24)
Using (22)-(24) and Lemma 5.4, we get:
Vn = V (n, 0¯) =
∑
β∈R∗,
|β|=n,
β connects (0¯)
∑
r∈β˜,
β connects (0¯,r),
r 6=0¯
1
β!
〈Q0¯, Qr,Φ8β〉0
=
∑
γ∈R∗,
|γ|=n,
γ connects (s)
∑
r∈h˜(γ),
h(γ) connects (0¯,r),
r 6=0¯
1
h(γ)!
〈Q0¯, Qr,Φ8h(γ)〉0
=
∑
γ∈R∗,
|γ|=n,
γ connects (s)
∑
t∈γ˜,
γ connects (s,t),
t6=s
1
γ!
〈Qf(s), Qf(t),Φ8h(γ)〉0
=
∑
γ∈R∗,
|γ|=n,
γ connects (s)
∑
t∈γ˜,
γ connects (s,t),
t6=s
1
γ!
〈Qs, Qt,Φ8γ〉0 = V (n, s).
This completes the proof of (21).
If γ connects (s) and |γ| = n, then γ˜ has at most n+ 1 points. So the second
sum in V (n, s) has at most n addends. Using also Lemma 5.1 for b = (s) and
Lemma 5.5 for b = (s, t), we get:
|V (n, s)| 6
∑
γ∈R∗,
|γ|=n,
γ connects (s)
∑
t∈γ˜,
γ connects (s,t),
t6=s
1
γ!
∣∣∣〈Qs, Qt,Φ8γ〉0∣∣∣
6 (C2)
n · n · 1
γ!
(C3)
2+n2!γ! ,
|V (n, s)| 6 2(C3)2n (C2C3)n . (25)
Since V (n, 0¯) = Vn, we have by (25):∣∣∣ ∞∑
n=1
λnVn
∣∣∣ 6 2(C3)2 ∞∑
n=1
n|λC2C3|n = 2(C3)2 |λC2C3|
(1− |λC2C3|)2
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by Lemma 5.8.1) for l = 0. Since |λ| < 1
2C2C3
, we have |λC2C3| < 1
2
and
∣∣∣ ∞∑
n=1
λnVn
∣∣∣ < |λ|2C2(C3)3(
1− 1
2
)2 = |λ|8C2(C3)3 6 1, so
∣∣∣ ∞∑
n=1
λnVn
∣∣∣ < 1. (26)
For n > 1, s ∈ Zν denote
W (n, s, k) =
∑
γ∈R∗,
|γ|=n,
γ connects (s)
∑
t∈G−1
k
(0¯),
γ connects (s,t),
t6=s
1
γ!
〈Qs, Qt,Φ8γ〉0.
If γ connects (s, t), then t ∈ γ˜, so similarly to (25) we get:
|W (n, s, k)| 6 2(C3)2n (C2C3)n . (27)
Using the definition of renormalization-group, we get:
〈Y (k)
0¯
, Y
(k)
0¯
〉λ = (k−ν/2)2
∑
s∈G−1
k
(0¯)
∑
t∈G−1
k
(0¯)
〈Qs, Qt〉λ
= k−ν
∑
s∈G−1
k
(0¯)
〈Qs, Qs〉λ + k−ν
∑
s,t∈G−1
k
(0¯),
t6=s
〈Qs, Qt〉λ.
For any s ∈ Zν , 〈Qs, Qs〉λ = 1 by Corollary 5.1.3). There are kν points in
G−1k (0¯). So
〈Y (k)
0¯
, Y
(k)
0¯
〉λ = k−ν
∑
s∈G−1
k
(0)
1 + k−ν
∑
s,t∈G−1
k
(0¯),
t6=s
〈Qs, Qt〉λ
= 1 + k−ν
∑
s,t∈G−1
k
(0¯),
t6=s
〈Qs, Qt〉λ.
By Corollary 5.1.1) for b = (s, t):
〈Y (k)
0¯
, Y
(k)
0¯
〉λ = 1 + k−ν
∑
s,t∈G−1
k
(0¯),
t6=s
∞∑
n=1
λn
∑
γ∈R∗,
|γ|=n,
γ connects (s,t)
1
γ!
〈Qs, Qt,Φ8γ〉0.
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For γ connecting (s, t) the length |γ| = n > 1, so the summation over n is taken
from 1. Let us change the order of summation in this series:
k−ν
∞∑
n=1
λn
∑
s∈G−1
k
(0¯)
∑
γ∈R∗,
|γ|=n,
γ connects (s)
∑
t∈G−1
k
(0¯),
γ connects (s,t)
t6=s
1
γ!
〈Qs, Qt,Φ8γ〉0
=
∞∑
n=1
∑
s∈G−1
k
(0¯)
λnk−νW (n, s, k).
By (27) we have:∣∣∣ ∑
s∈G−1
k
(0¯)
λnk−νW (n, s, k)
∣∣∣ 6 ∑
s∈G−1
k
(0¯)
k−ν |λ|n|W (n, s, k)|
6 kνk−ν2(C3)
2n|λC2C3|n 6 2(C3)2 n
2n
.
So the new series converges absolutely and uniformly for any k. Therefore the
series for 〈Y (k)
0¯
, Y
(k)
0¯
〉λ converges absolutely and uniformly for any k. Hence
〈Y (k)
0¯
, Y
(k)
0¯
〉λ = 1 +
∞∑
n=1
λn
∑
s∈G−1
k
(0¯)
k−νW (n, s, k) and
lim
k→∞
〈Y (k)
0¯
, Y
(k)
0¯
〉λ = 1 +
∞∑
n=1
λn lim
k→∞
An,k, where An,k =
∑
s∈G−1
k
(0¯)
k−νW (n, s, k).
It remains to show that for any n > 1:
lim
k→∞
An,k = Vn. (28)
Then lim
k→∞
〈Y (k)
0¯
, Y
(k)
0¯
〉λ = 1 +
∞∑
n=1
λnVn > 0 by (26).
Proof of (28)
Fix n > 1. For k > 2n consider a cube in Zν :
Sn,k = {r = (r1, . . . , rν) ∈ Zν | n 6 ri 6 k − 1− n for each i = 1, 2, . . . , ν}.
If γ connects (s, t), then ρ(s, t) 6 |γ|. So if γ connects (s, t), |γ| = n and
s ∈ Sn,k, then t ∈ G−1k (0¯) and t ∈ γ˜. Hence for s ∈ Sn,k, W (n, s, k) = V (n, s) =
Vn by (21).
Denote
Rn,k =
∑
s∈G−1
k
(0¯)\Sn,k
k−νW (n, s, k).
Then An,k =
∑
s∈Sn,k
k−νW (n, s, k) +Rn,k = k
−ν(k − 2n)νVn +Rn,k,
since Sn,k contains (k − 2n)ν points.
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Since G−1k (0¯) \ Sn,k contains kν − (k − 2n)ν points, by (27) we have:
|Rn,k| 6
∑
s∈G−1
k
(0¯)\Sn,k
k−ν |W (n, s, k)| 6 k
ν − (k − 2n)ν
kν
2(C3)
2n(C2C3)
n → 0
as k →∞, since limk→∞ k
ν − (k − 2n)ν
kν
= 0. So
lim
k→∞
An,k = Vn lim
k→∞
(k − 2n)ν
kν
+ lim
k→∞
(Rn,k) = Vn.
⊣
Note: each Vn is a finite sum; explicit expressions for Vn can be found, which
allows to approximate the limiting variance. In particular, it is easy to show
that V1 = 2ν and V2 = 2ν(2ν − 1).
5.3. Proof of the central limit theorem for Ising model.
Proof of Main Theorem (Theorem 3.1). Constant C was defined in
Theorem 5.1. C 6 Cν =
1
2C2C3
, the constant from Lemma 5.6. Suppose
|λ| < C.
By the definition of renormalization-group, for any τ1, τ2, . . . , τm ∈ Zν :
〈Y (k)τ1 , Y (k)τ2 , . . . , Y (k)τm 〉λ
= (k−α/2)m
∑
t1∈G
−1
k
(τ1)
. . .
∑
tm∈G
−1
k
(τm)
〈Qt1 , Qt2 , . . . , Qtm〉λ. (29)
For m = 1 by Corollary 5.1.3): 〈Y (k)τ 〉λ = k−α/2
∑
t∈G−1
k
(τ)〈Qt〉λ = 0. So we
have:
For any τ ∈ Zν : 〈Y (k)τ 〉λ = 0. (30)
1. Suppose α > ν.
Fix τ ∈ Zν . In order to show that Y (k)τ → 0 in mean square, it is sufficient
to prove that the expectation of Y
(k)
τ equals 0 (proven in (30)) and its variance
tends to 0, that is
lim
k→∞
〈Y (k)τ , Y (k)τ 〉λ = 0. (31)
Denote ε = α− ν. Then ε > 0 and α = ε+ ν. By (29),
〈Y (k)τ , Y (k)τ 〉λ = k−α
∑
s∈G−1
k
(τ)
∑
t∈G−1
k
(τ)
〈Qs, Qt〉λ
= k−εk−ν
∑
s∈G−1
k
(τ)
∑
t∈G−1
k
(τ)
〈Qs, Qt〉λ.
Theorem 5.1 implies that:
lim
k→∞
k−ν
∑
s∈G−1
k
(τ)
∑
t∈G−1
k
(τ)
〈Qs, Qt〉λ = Const.
Since limk→∞ k
−ε = 0, we get (31).
2. Suppose α = ν.
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First we prove the following formulas (32) and (33).
For m > 3 and any τ1, τ2, . . . , τm ∈ Zν : lim
k→∞
〈Y (k)τ1 , Y (k)τ2 , . . . , Y (k)τm 〉λ = 0. (32)
For any τ, θ ∈ Zν , such that τ 6= θ : lim
k→∞
〈Y (k)τ , Y (k)θ 〉λ = 0. (33)
Assume (32) and (33) are proven. The formulas (30), (32), (33) and Theorem
5.1 determine the limits of all the semi-invariants 〈Y (k)τ1 , Y (k)τ2 , . . . , Y (k)τm 〉λ as k →
∞. All of the limiting semi-invariants equal 0, except the variances. Therefore
the random variables Y
(k)
τ1 , Y
(k)
τ2 , . . . , Y
(k)
τm converge in distribution as k → ∞
to an independent multivariate normal random vector, due to Lemma 2.4. The
statement about the expectation and variance of the limiting distribution follows
from (30) and Theorem 5.1. So it remains to prove (32) and (33).
Proof of (32)
Fix m > 3 and τ1, . . . , τm ∈ Zν . By (29) and Corollary 5.1.1) we have:
〈Y (k)τ1 , . . . , Y (k)τm 〉λ
= k−mν/2
∑
t1∈G
−1
k
(τ1)
. . .
∑
tm∈G
−1
k
(τm)
∞∑
n=0
λn
∑
γ∈R∗,
|γ|=n,
γ connects b
1
γ!
〈Q,b,Φ8γ〉0.
Here each b = (t1, t2, . . . , tm). Let us change the order of summation and denote:
Ak = k
−mν/2
∞∑
n=0
Bn,k, where (34)
Bn,k = λ
n
∑
t1∈G
−1
k
(τ1)
∑
γ∈R∗,
|γ|=n,
γ connects (t1)
1
γ!
∑
t2∈G
−1
k
(τ2)
. . .
∑
tm∈G
−1
k
(τm)
∣∣∣〈Q,b,Φ8γ〉0∣∣∣.
It is sufficient to show that the series (34) converges and limk→∞ Ak = 0.
Indeed, that implies that the original series for 〈Y (k)τ1 , . . . , Y (k)τm 〉λ absolutely con-
verges, the order of summation does not matter and
lim
k→∞
〈Y (k)τ1 , . . . , Y (k)τm 〉λ = 0.
Since t1 ∈ G−1k (τ1), there are kν choices for t1. By Lemma 5.1, there are at
most (C2)
n families γ of length n that connect (t1).
Next we fix t1 and a family γ of length n connecting (t1). Then there are
at most n + 1 elements in γ˜ and ti ∈ γ˜ (i = 2, . . . ,m). So there are at most
(n+ 1)m−1 choices for (t2, . . . , tm).
By Lemma 5.5, for each b and γ with |γ| = n: |〈Q,b,Φ8γ〉0| 6 (C3)m+n m! γ!
So each Bn,k 6 |λ|nkν(C2)n(n+ 1)m−1(C3)m+n m! and
Bn,k 6 k
ν(C3)
m m!(n+ 1)m−1|λC2C3|n.
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Since |λ| < 1
2C2C3
, then |λC2C3| < 1
2
. So by (35) and Lemma 5.8.2), the
series
∑∞
n=0Bn,k converges, the series (34) converges and
Ak 6 k
−mν/2kν(C3)
m m!
∞∑
n=0
(n+ 1)m−1|λC2C3|n
6 k
(2−m)ν
2 (C3)
m m!
m!
(1− |λC2C3|)m+1 = k
(2−m)ν
2
(C3)
m(m!)2
(1− |λC2C3|)m+1 .
Since C2, C3 and m > 3 are fixed we have:
0 6 lim
k→∞
Ak 6
(C3)
m(m!)2
(1− |λC2C3|)m+1 limk→∞ k
(2−m)ν
2 = 0 and lim
k→∞
Ak = 0.
Proof of (33)
Fix τ, θ ∈ Zν , τ 6= θ. We consider four cases.
Case 1: the first coordinate of τ equals 0 and the first coordinate of θ is
negative.
Clearly, for any t = (t1, . . . , tν) ∈ G−1k (τ) we have: 0 6 t1 6 k − 1. Similarly,
for any s ∈ G−1k (θ), s1 6 −1. We introduce cross-sections of the cube G−1k (τ):
Dl =
{
t = (t1, . . . , tν) ∈ G−1k (τ) | t1 = l
}
, l = 0, 1, . . . , k − 1.
Clearly, G−1k (τ) =
⋃k−1
l=0 Dl. Next we show:
if t ∈ Dl, s ∈ G−1k (θ) and γ connects (t, s), then |γ| > l + 1. (36)
For t ∈ Dl we have t1 = l. For s ∈ G−1k (θ) we have s1 6 −1. So the distance
between such t and s is not less than l+1. If a family γ connects (t, s), then the
length of γ is at least l + 1. This proves (36).
By (29):
〈Y (k)τ , Y (k)θ 〉λ = k−ν
∑
t∈G−1
k
(τ)
∑
s∈G−1
k
(θ)
〈Qt, Qs〉λ = k−ν
k−1∑
l=0
∑
t∈Dl
∑
s∈G−1
k
(θ)
〈Qt, Qs〉λ
and by Corollary 5.1.1):
〈Y (k)τ , Y (k)θ 〉λ = k−ν
k−1∑
l=0
∑
t∈Dl
∑
s∈G−1
k
(θ)
∞∑
n=0
λn
∑
γ∈R∗,
|γ|=n,
γ connects (t,s)
1
γ!
〈Qt, Qs,Φ8γ〉0.
By (36), the sum over n can be taken from l + 1 instead of 0:
〈Y (k)τ , Y (k)θ 〉λ = k−ν
k−1∑
l=0
∑
t∈Dl
∑
s∈G−1
k
(θ)
∞∑
n=l+1
∑
γ∈R∗,
|γ|=n,
γ connects (t,s)
λn
γ!
〈Qt, Qs,Φ8γ〉0.
Let us change the order of summation and denote:
Sk = k
−ν
k−1∑
l=0
∑
t∈Dl
∞∑
n=l+1
dn,k, where (37)
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dn,k =
∑
γ∈R∗,
|γ|=n,
γ connects (t)
∑
s∈G−1
k
(θ),
γ connects (t,s)
∣∣∣λn
γ!
〈Qt, Qs,Φ8γ〉0
∣∣∣.
It is sufficient to show that the series (37) converges and limk→∞ Sk = 0. In-
deed, that implies that the original series for 〈Y (k)τ , Y (k)θ 〉λ absolutely converges,
the order of summation does not matter and limk→∞〈Y (k)τ , Y (k)θ 〉λ = 0.
By Lemma 5.5, if |γ| = n, then
∣∣∣〈Qt, Qs,Φ8γ〉0∣∣∣ 6 (C3)n+22!γ! = 2(C3)n+2γ!
Assume γ ∈ R∗ and t ∈ Dl are fixed, |γ| = n and γ connects (t). Then
|γ˜| 6 n + 1. In order for γ to connect (t, s), the point s should be among the
elements of γ˜ with negative first coordinates, and γ˜ should contain points with
first coordinates l, l−1, l−2, . . . , 0, so at least l+1 points of γ˜ have non-negative
first coordinates. Therefore there are at most n+ 1− (l+ 1) = n− l choices for
s. By Lemma 5.1, there are at most (C2)
n families γ with |γ| = n that connect
(t). So
dn,k 6 (C2)
n(n− l) |λ|
n
γ!
2(C3)
n+2γ! = 2C23 (n− l)|λC2C3|n.
Since |λ| < 1
2C2C3
, then |λC2C3| < 1
2
. By Lemma 5.8.1) the series (37)
converges and since Dl contains k
ν−1 points, we have:
0 6 Sk 6 2(C3)
2k−ν
k−1∑
l=0
kν−1
∞∑
n=l+1
(n− l)|λC2C3|n
=
2(C3)
2
k
k−1∑
l=0
|λC2C3|l+1
(1− |λC2C3|)2
6
2(C3)
2
k (1− |λC2C3|)2
∞∑
l=0
|λC2C3|l+1
=
2(C3)
2
k (1− |λC2C3|)2
· |λC2C3|
1− |λC2C3| .
Therefore limk→∞ Sk = 0.
Case 2: the first coordinate of τ is greater than the first coordinate of θ.
Denote a = (τ1, 0, 0, . . . , 0). Then a ∈ Zν . Define g by: g(t) = t − a and
denote τ ′ = g(τ), θ′ = g(θ).
Then by Corollary 5.1.5), 〈Y (k)τ , Y (k)θ 〉λ = 〈Y (k)τ ′ , Y (k)θ′ 〉λ; τ ′ and θ′ satisfy the
conditions of Case 1. Thus, Case 2 is reduced to Case 1.
Case 3 : the first coordinate of τ is less than the first coordinate of θ.
This is reduced to Case 2 by interchanging τ and θ.
Case 4: the general case.
Since τ 6= θ, they should differ in at least one coordinate, for example, in j-th
coordinate. The proof is obtained by applying the proofs in Cases 1-3 to j-th
coordinates instead of the first coordinates. This completes the proof of (33)
and the proof of the theorem. ⊣
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§6. Discussion. In this paper we prove a generalization of the central limit
theorem to a random field transformed by renormalization group, in Ising model
with no external field and with a constant strength of interaction. We show
that as k → ∞ the resulting random fields Y (k)s converge in distribution to
an independent random field with Gaussian distribution. We find the limits
of all semi-invariants of Y
(k)
s as k → ∞ and apply Carleman’s theorem. In
particular, we show that all the semi-invariants, except the variances, tend to 0.
In Theorem 5.1 we find an explicit expression for the limiting variance. In order
to find the limiting semi-invariants, we derive estimations of the semi-invariants
of the original random field with respect to Gibbs measure.
We modify the techniques of estimating semi-invariants in Ising model from
[7] and [6] and apply it to derive a useful expression for semi-invariants with
respect to the limiting Gibbs measure in Corollary 5.1.1). We provide a more
transparent proof under more general conditions for the inequality about the
number of links in a set with a symmetric binary relation (Theorem 4.1). In this
theorem and the lemmas about estimations of semi-invariants, as well as in the
main theorem, we derive explicit expressions for the estimation constants.
A possible direction for future research is generalization of our theorem to
other types of Ising model and other types of distribution of the original random
field.
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