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Abstract: In this paper, we are concerned with the stochastic susceptible-infectious-
susceptible (SIS) epidemic model on the complete graph with n vertices. This model
has two parameters, which are the infection rate and the recovery rate. By utilizing
the theory of density-dependent Markov chains, we give consistent estimations of
the above two parameters as n grows to infinity according to the sample path of
the model in a finite time interval. Furthermore, we establish the central limit the-
orem (CLT) and the moderate deviation principle (MDP) of our estimations. As an
application of our CLT, reject regions of hypothesis testings of two parameters are
given. As an application of our MDP, confidence intervals with lengths converging
to 0 while confidence levels converging to 1 are given as n grows to infinity.
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1 Introduction
In this paper, we are concerned with statistical inference for unknown parameters
of stochastic susceptible-infectious-susceptible (SIS) epidemics on complete graphs
with large degrees. For integer n ≥ 2, a complete graph Cn is a graph with n vertices,
where any two vertices are connected with an edge. A stochastic SIS epidemic model
on Cn, which is also named as a contact process (see Section 6 of Liggett’s book [9]),
is a continuous time Markov process with state space ℘(Cn) := {A : A ⊆ Cn}. Let
At be the state of the process at moment t for t ≥ 0, then {At}t≥0 evolves as follows.
For any x ∈ Cn and t ≥ 0,
At flips to
{
At \ {x} at rate θ if x ∈ At,
At ∪ {x} at rate λn |At| if x 6∈ At,
where |A| is the cardinality of a set A while λ, θ are two parameters called ‘infection
rate’ and ‘recovery rate’ respectively. Note that an event occurs at rate r for some
r > 0 means that the random time we wait for the event to occur follows exponential
distribution with parameter r.
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Intuitively, {At}t≥0 describes the spread of a susceptible-infectious-susceptible
epidemic on Cn. Vertices in At are infectious at moment t while those out of At are
susceptible. An infectious vertex becomes susceptible at rate θ while a susceptible
vertex is infected at rate proportional to the number of infectious neighbours, which
is |At| since any two vertices on the complete graph are neighbours.
In this paper, we consider θ and λ as unknown parameters which do not rely
on n. The aim of this paper is to give consistent estimations λ̂ and θ̂ of λ and
θ respectively by observing the path of {At}0≤t≤T0 for large n and given moment
T0 > 0. Furthermore, we will establish central limit theorem and moderate deviation
principle for λ̂ and θ̂. For mathematical results and their applications, see next
section.
Note that Cn is a finite graph while ∅ is an absorbed state of the process. If we
fix n while let t grow to infinity, we can only find that all the vertices are susceptible
eventually. That’s why in our setting we fix the moment T0 while let the scale of the
graph grow to infinity. The other setting where the graph is fixed while time t grows
to infinity can be investigated when the graph is infinite. For related literatures, see
References [1, 4–6,8, 10,11,14] and so on.
2 Main results and their applications
In this section we give our main results and some of their applications. From now
on we let T0 > 0 be a fixed given moment and assume that
A0 = Cn,
i.e., all the vertices are infectious initially. First we give consistent estimations of λ
and θ. For this purpose, we define
K(x, y) =
{
1
1+xT0
if x = y,
(y−x)e(y−x)T0
ye(y−x)T0−x else
for x, y > 0. It is easy to check that K(x, y) is continuous and strictly increasing
with y, so it is reasonable to define H(x, z) = H(x, ·)(z) as the inverse function of
K(x, ·)(y), i.e.,
H(x, z) = y if and only if K(x, y) = z.
When we need to distinguish different Cns, we write At as A
n
t . For each n ≥ 1, we
define
Xn =
∣∣AnT0∣∣ and Vn = |{x ∈ Cn : x ∈ Ant for all 0 ≤ t ≤ T0}| ,
where |A| is the cardinality of the set A. That is to say, Xn is the number of
infectious vertices at moment T0 while Vn is the number of vertices maintaining
infectious during [0, T0]. Note that Xn and Vn are statistics which can be observed
directly according to the trajectory of {Ant }0≤t≤T0 .
We define {
θˆn = − 1T0 log Vnn ,
λˆn = H
(
θˆn,
Xn
n
)
,
then we have the following result, which gives consistent estimations of θ and λ.
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Theorem 2.1. Under the assumption that An0 = Cn for all n ≥ 1,
lim
n→ θˆn = θ and limn→+∞ λˆn = λ
in probability.
By Theorem 2.1, for the contact process on Cn where n is large and all the
vertices are infectious initially, we can give estimations of λ and θ with small errors
by observing the trajectory of {Ant }0≤t≤T0 and then recording Xn and Vn. Note
that the advantage of this approach is that we do not need to observe this contact
process for a long time. Following are simulation results of λˆn, θˆn, under four different
settings of λ, θ for 20 ≤ n ≤ 1000 and T0 = 1.
Setting 1 λ = 0.3 and θ = 1.
Figure 1: λ = 0.3 and θ = 1
Setting 2 λ = 0.5 and θ = 1.
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Figure 2: λ = 0.5 and θ = 1
Setting 3 λ = 1 and θ = 1.
Figure 3: λ = 1 and θ = 1
Setting 4 λ = 2 and θ = 1.
4
Figure 4: λ = 2 and θ = 1
Our next theorem gives the central limit theorem of λˆn and θˆn. To give our
result, we need to introduce some notations and definitions. Let M1,M2 be 2 × 2
matrices defined as
M1 =
(
∂H
∂z (θ,K(θ, λ))
∂H
∂x (θ,K(θ, λ))
0 1
)
and M2 =
(
1 0
0 − eθT0T0
)
.
We then use M3 to denote M1M2, i.e.,
M3 =
(
∂H
∂z (θ,K(θ, λ)) −∂H∂x (θ,K(θ, λ)) e
θT0
T0
0 − eθT0T0
)
.
We use T to denote the transposition operator. For later use, we define
l1 = (−1,−1)T, l2 = (−1, 0)T and l3 = (1, 0)T,
while
F1(x, y) = θy, F2(x, y) = θ(x− y) and F3(x, y) = λx(1− x).
For 0 ≤ t ≤ T0 and our two unknown parameters λ, θ, we define vt(θ) = e−θt and
xt(λ, θ) =
{
1
1+θt if λ = θ,
(λ−θ)e(λ−θ)t
λe(λ−θ)t−θ else.
For 0 ≤ t ≤ T0, we define M4(t) as the 2× 2 symmetric matrix such that
M4(t) =
3∑
i=1
liFi (xt(λ, θ), vt(θ)) l
T
i
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and M5(t) as the 2× 2 matrix such that
M5(t) =
(
3∑
i=1
li∇TFi
)
(xt(λ, θ), vt(θ)) ,
where∇ = ( ∂∂x , ∂∂y )T. Then we let {Yt}t≥0 be the time-inhomogeneous 2−dimensional
O-U process such that {
dYt = M5(t)Ytdt+M
1
2
4 (t)dBt,
Y0 = 0,
where {Bt}t≥0 is a standard 2−dimensional Brownian motion. As a result, Yt follows
a Gaussian distribution N(0,Σt) for all 0 < t ≤ T0, where Σt is a 2×2 positive definite
matrix for every t. Now we can give our central limit theorem.
Theorem 2.2. As n grows to infinity,(√
n
(
λˆn − λ
)
,
√
n
(
θˆn − θ
))T
converges in distribution to N
(
0,M3ΣT0M
T
3
)
.
Remark 2.1. We can utilize the following approach introduced in Chapter 11 of [3]
to approximate ΣT0 via a computer. Let {Φ(t)}t≥0 be the solution to the ODE
d
dtΦ(t) = −Φ(t)M5(t),
Φ(0) =
(
1 0
0 1
)
,
which can be simulated by Euler’s method, then, according to Ito’s formula,
Φ(t)Yt =
∫ t
0
Φ(s)M
1
2
4 (s)dBs
and hence ΣT0 is given by∫ T0
0
Φ−1(T0)Φ(s)M4(s)ΦT(s)
(
Φ−1(T0)
)T
ds.
Theorem 2.2 can be utilized in hypothesis testings of λ and θ. For example, let
λ0 be a known given constant and we discuss the hypothesis testing
H0 : λ = λ0 vs H1 : λ 6= λ0. (2.1)
Since
(
M3ΣT0M
T
3
)
(1, 1) relies on (λ, θ), we write it as
(
M3ΣT0M
T
3
)
(1, 1, λ, θ). Then,
by Theorems 2.1 and 2.2, under H0,
√
n
(
λˆn − λ0
)
√(
M3ΣT0M
T
3
)
(1, 1, λ0, θˆn)
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approximately follows standard Normal distribution N(0, 1) for large n. Conse-
quently, let
W =

∣∣∣∣∣∣
√
n
(
λˆn − λ0
)
√(
M3ΣT0M
T
3
)
(1, 1, λ0, θˆn)
∣∣∣∣∣∣ > 1.96
 ,
then W is an approximated reject region at significant level 0.05.
Our last result is about moderate deviation principles of λˆn and θˆn. Let {an}n≥1
be a given positive sequence such that limn→+∞ ann = 0 while limn→+∞
an√
n
= +∞
(e.g. an = n
2/3), then we have the following result.
Theorem 2.3. For any  > 0, there exists I1(), I2() > 0 such that
lim
n→+∞
n
a2n
logP
(∣∣∣∣∣n(λˆn − λ)an
∣∣∣∣∣ > 
)
= −I1()
and
lim
n→+∞
n
a2n
logP
(∣∣∣∣∣n(θˆn − θ)an
∣∣∣∣∣ > 
)
= −I2().
Furthermore, I1() and I2() are given by
I1() =
2
2
(
M3ΣT0M
T
3
)
(1, 1, λ, θ)
and I2() =
2
2
(
M3ΣT0M
T
3
)
(2, 2, λ, θ)
.
We can utilize Theorem 2.3 to give confidence intervals of λ and θ. For example,
let an = n
α with α ∈ (12 , 1) and  = 1, then, by Theorem 2.3,[
λˆn − n−(1−α), λˆn + n−(1−α)
]
is a confidence interval of λ at confidence level about 1− e−I1(1)n2α−1 . Note that the
above confidence interval has the advantage that the length of the interval grows to
0 meanwhile the confidence level grows to 1 exponentially as n → +∞. Following
are simulation results of the above confidence intervals for λ = 2, θ = 1, T0 = 1,
20 ≤ n ≤ 1000 and α = 34 , 23 , 35 , 1120 respectively.
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Figure 5: λ = 2, θ = 1 and α = 3/4
Figure 6: λ = 2, θ = 1 and α = 2/3
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Figure 7: λ = 2, θ = 1 and α = 3/5
Figure 8: λ = 2, θ = 1 and α = 11/20
3 Outlines of the proofs
In this section, we give outlines of the proofs of our main theorems. We mainly
utilize the theory of density-dependent Markov chains introduced in [7] and Chapter
11 of [3] authored by Ethier and Kurtz. As a preparation, we recall the definition of
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density-dependent Markov processes. For each integer n ≥ 1, the density-dependent
Markov process {ξnt }t≥0 is a continuous-time Markov process with state space Rd
for some d. The transition rates functions of {ξnt }t≥0 is given by
ξnt → ξnt + l at rate nFl
(
ξnt
n
)
for any l ∈ D, where D is a given subset of Rd while {Fl}l∈D are smooth functions
from Rd to [0,+∞). To illustrate the relation between density-dependent Markov
chains and our SIS epidemic model, we define
Xnt = |Ant | and V nt = |{x ∈ Cn : x ∈ Ans for all 0 ≤ s ≤ t}| .
Specially, XnT0 = Xn and V
n
T0
= Vn, where Xn, Vn are defined as in Section 2. Let
ζnt = (X
n
t , V
n
t )
T, then, according to the transition rates functions of {Ant }t≥0, it
is easy to check that {ζnt }t≥0 is a version of density-dependent Markov chain with
d = 2,
D = {l1, l2, l3}
and Fli = Fi for i = 1, 2, 3, where l1, l2, l3 and F1, F2, F3 are defined as in Section 2.
We recall the law of large numbers and cental limit theorem of density-dependent
Markov chains introduced in [7] by Kurtz. Note that vectors appear in following
propositions are all column vectors.
Proposition 3.1. (Kurtz, 1978) If ξn0 = nξ0 for all n ≥ 1, then ξ
n
t
n converges in
probability to the solution to the ODE{
d
dtxt =
∑
l∈D lFl(xt),
x0 = ξ0
(3.1)
as n grows to infinity.
Proposition 3.2. (Kurtz, 1978) If
ξn0−nξ0√
n
= w0 for all n ≥ 1, then ξ
n
t −nxt√
n
converges
in distribution to the time-inhomogeneous O-U process{
dWt = M6(t)Wtdt+M
1
2
7 (t)dBt,
W0 = w0
as n grows to infinity, where xt is the solution to Equation (3.1),
M6(t) =
∑
l∈D
(
l∇TFl(xt)
)
, M7(t) =
∑
l∈D
lFl (xt) l
T
and {Bt}t≥0 are d-dimensional standard Brownian motions.
Now we can give proofs of our first and second main results.
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Proof of Theorem 2.1. By Proposition 3.1,
(
Xn
n ,
Vn
n
)T
converges in probability to(
xT0 , vT0
)T
, where (xt, vt)
T is the solution to
d
dtxt = −θxt + λxt(1− xt),
d
dtvt = −θvt,
(x0, v0)
T = (1, 1)T.
(3.2)
By directly solving the above Equation, xT0 = K(θ, λ) while vT0 = e
−θT0 . Therefore,
λ = H(θ, xT0 ) and θ = −
1
T0
log vT0 ,
Theorem 2.1 follows from which directly since H(x, y) and log x are continuous
functions.
Proof of Theorem 2.2. For simplicity, we use op(1) to denote a random variable εn
when εn converges in probability to 0 as n→ +∞. By Theorem 2.1 and Lagrange’s
mean value theorem,(
λˆn − λ, θˆn − θ
)T
=
(
H
(
θˆn,
Xn
n
)
−H(θ, xT0 ), θˆn − θ
)T
=
((
∂H
∂z
(
θ, xT0
)
∂H
∂x
(
θ, xT0
)
0 1
)
+ op(1)
)(Xn
n − xT0
θˆn − θ
)
= (M1 + op(1))
(
Xn
n
− xT0 , θˆn − θ
)T
,
since xT0 = K(θ, λ). According to a similar analysis,(
Xn
n
− xT0 , θˆn − θ
)T
=
(
Xn
n
− xT0 ,−
1
T0
log
Vn
n
−
(
− 1
T0
log vT0
))T
=
((
1 0
0 − 1T0 1vT0
)
+ op(1)
)(
Xn
n − xT0
Vn
n − vT0
)
= (M2 + op(1))
(
Xn
n
− xT0 ,
Vn
n
− vT0
)T
.
Consequently,(
λˆn − λ, θˆn − θ
)T
= (M3 + op(1))
(
Xn
n
− xT0 ,
Vn
n
− vT0
)T
. (3.3)
By Proposition 3.2,
√
n
(
Xn
n − xT0 , Vnn − vT0
)T
converges in distribution to YT0 as
n→ +∞, where YT0 is defined as in Section 2. That is to say,
√
n
(
Xn
n
− xT0 ,
Vn
n
− vT0
)T
11
converges in distribution to N (0,ΣT0) as n→ +∞, Theorem 2.2 follows from which
and Equation (3.3) directly.
Based on Theorem 2.2, readers not familiar with theories of moderate deviations
could intuitively understand Theorem 2.3 in the following way. Theorem 2.2 can be
roughly written as
P
(√
n
(
λˆn − λ
)
= dx
)
≈ exp
{
− x
2
2
(
M3ΣT0M
T
3
)
(1, 1, λ, θ)
}
dx.
Then,
P
n
(
λˆn − λ
)
an
= dx
 = P (√n(λˆn − λ) = an√
n
dx
)
≈ exp
{
− a
2
nx
2
2n
(
M3ΣT0M
T
3
)
(1, 1, λ, θ)
}
dx,
i.e.,
lim
n→+∞
n
a2n
logP
n
(
λˆn − λ
)
an
= dx
 = −I1(x).
The rigorous proof of Theorem 2.3 is given in the appendix, where a moderate
deviation principle for density-dependent Markov chains given in [13] is utilized.
Readers who are convinced by the above intuitive explanation and not interested in
too many mathematical details could just skip this proof.
A Proof of Theorem 2.3
Proof of Theorem 2.3. We denote by S the set of functions from [0, T0] to R2 which
are right continuous, have left-hand limits and starts at (0, 0)T, i.e., the set of ca`dla`g
functions f with f(0) = (0, 0)T. Let ζnt = (X
n
t , V
n
t )
T be defined as in Section 3 while
(xt, vt)
T be the solution to Equation (3.2), then, by Theorem 2.1 of [13], the path
ϑn :=
{
n
an
(
ζnt
n − (xt, vt)T
)}
0≤t≤T0
follows moderate deviation principle with rate
function J1(·) given by
J1(f) =

1
2
∫ T0
0 (f
′
t −M5(t)ft)TM−14 (t) (f ′t −M5(t)ft) dt
if f is absolutely continuous,
+∞ else.
That is to say,
lim sup
n→+∞
a2n
n
logP (ϑn ∈ C) ≤ − inf
f∈C
J1(f)
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for any closed set C ⊆ S while
lim inf
n→+∞
a2n
n
logP (ϑn ∈ C) ≥ − inf
f∈O
J1(f)
for any open set O ⊆ S. Then, according to the contraction principle (see Section
4.2 of [2] authored by Dembo and Zeitouni), nan
(
XnT0
n − xT0 ,
V nT0
n − vT0
)T
follows
moderate deviation principle with rate function J2(·) given by
J2(x) = inf
f∈S,f
T0
=x
J1(f)
for any x = (x1, x2)
T ∈ R2. We claim that
J2(x) =
xTΣ−1T0 x
2
(A.1)
for any x ∈ R2. Equation (A.1) holds according to an utilization of Cauchy-Schwartz
inequality, the detail of which we put at the end of this appendix.
According to the analysis given in the proof of Theorem 2.2,
n
an
(
λˆn − λ, θˆn − θ
)T
=
n
an
(M3 + n)
(
XnT0
n
− xT0 ,
V nT0
n
− vT0
)T
,
where n = op(1). According to large deviation principles of epidemic models es-
tablished in [12] by Pardoux and Samegni-Kepgnou, n follows a large deviation
principle with a rate function I3(·), i.e., for any  > 0, there exists I3() > 0 such
that
lim sup
n→+∞
1
n
logP
 2∑
i=1
2∑
j=1
|n(i, j)| ≥ 
 ≤ −I3().
Consequently, since a
2
n
n = o(n),
lim
n→+∞
n
a2n
logP
 2∑
i=1
2∑
j=1
|n(i, j)| ≥ 
 = −∞
and hence nan
(
λˆn − λ, θˆn − θ
)T
and nanM3
(
XnT0
n − xT0 ,
V nT0
n − vT0
)T
follows the same
moderate deviation principle. As a result, by the contraction principle, Theorem 2.3
holds with
I1() = inf
M3(1,1)x1+M3(1,2)x2=
J2(x) = inf
M3(1,1)x1+M3(1,2)x2=
xTΣ−1T0 x
2
while
I2() = inf
M3(2,1)x1+M3(2,2)x2=
J2(x) = inf
M3(2,1)x1+M3(3,2)x2=
xTΣ−1T0 x
2
.
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Let η1 = (M3(1, 1),M3(1, 2))
T and y =
ΣT0η1
ηT1 ΣT0η1
, then M3(1, 1)y1 + M3(1, 2)y2 = 
and (x− y)T Σ−1T0 y = 0 for any x ∈ R2 satisfying ηT1 x = . Therefore,
xTΣ−1T0 x
2
=
yTΣ−1T0 y
2
+
(x− y)TΣ−1T0 (x− y)
2
for any x satisfying ηT1 x = . Then, since ΣT0 is positive definite,
I1() = inf
ηT1 x=
xTΣ−1T0 x
2
=
yTΣ−1T0 y
2
=
2
2
(
ηT1 ΣT0η1
) = 2
2
(
M3ΣT0M
T
3
)
(1, 1, λ, θ)
.
According to a similar analysis,
I2() =
2
2
(
M3ΣT0M
T
3
)
(2, 2, λ, θ)
and hence the proof is complete.
At last, we only need to prove Equation (A.1).
Proof of Equation (A.1). Let Φ(t) be defined as in Remark 2.1, then, the ODE{
f ′t −M5(t)ft = h(t),
f(0) = (0, 0)T
has the unique solution
ft =
∫ t
0
Φ−1(t)Φ(s)h(s), (A.2)
since
Φ(t)f ′t − Φ(t)M5(t)ft = (Φ(t)ft)′ .
For later use, we need choose a h(t) with form h(t) = M4(t)Φ
T(t)b for some b ∈ R2
to make f given by (A.2) satisfy fT0 = x. By direct calculation, we let
b =
(∫ T0
0
Φ−1(T0)Φ(s)M4(s)Φ−1(s)ds
)−1
x =
(
Φ−1(T0)
)T
Σ−1T0 x
and then
h(t) = M4(t)Φ
T(t)
(
Φ−1(T0)
)T
Σ−1T0 x,
since ΣT0 =
∫ T0
0 Φ
−1(T0)Φ(s)M4(s)ΦT(s)
(
Φ−1(T0)
)T
ds as we have shown in Re-
mark 2.1. For this h(t), let f be defined as in (A.2), then
J1(f) =
∫ T0
0 h
T(t)M−14 (t)h(t)dt
2
=
xTΣ−1T0
(∫ T0
0 Φ
−1(T0)Φ(t)M4(t)ΦT(t)
(
Φ−1(T0)
)T
dt
)
Σ−1T0 x
2
=
xTΣ−1T0 ΣT0Σ
−1
T0
x
2
=
xTΣ−1T0 x
2
.
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As a result,
J2(x) ≤
xTΣ−1T0 x
2
. (A.3)
On the other hand, for any absolutely continuous g ∈ S and any k ∈ S,
J1(g)
∫ T0
0
kTt ktdt
=
1
2
∫ T0
0
kTt ktdt
∫ T0
0
(
M
− 1
2
4 (t)
(
g′t −M5(t)gt
))T(
M
− 1
2
4 (t)
(
g′t −M5(t)gt
))
dt
≥ 1
2
(∫ T0
0
kTt M
− 1
2
4 (t)
(
g′t −M5(t)gt
)
dt
)2
according to Cauchy-Schwartz inequality. We choose kt = M
1
2
4 (t)Φ
T(t)b, then, for g
satisfying gT0 = x,(∫ T0
0
kTt M
− 1
2
4 (t)
(
g′t −M5(t)gt
)
dt
)2
=
(
bT
∫ T0
0
(Φ(t)gt)
′ dt
)2
=
(
bTΦ(T0)x
)2
.
As a result,
J2(x) ≥
(
bTΦ(T0)x
)2
2bT
(∫ T0
0 Φ(t)M4(t)Φ
T(t)dt
)
b
.
According to the definition of b,
(
bTΦ(T0)x
)2
2bT
(∫ T0
0 Φ(t)M4(t)Φ
T(t)dt
)
b
=
(
xTΣ−1T0 x
)2
2xTΣ−1T0 x
=
xTΣ−1T0 x
2
.
Therefore, J2(x) ≥
xTΣ−1T0 x
2 , Equation (A.1) follows directly from which and (A.3).
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