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Abstract
We emphasize the usefulness of the Lie brackets in the context of classical and
quantum mechanics. By way of examples we show that many dynamical systems,
especially the ones with (gauge) constraints, can equally be treated in their time
development with non-canonical variables and Hamiltonians. After a short presen-
tation of the Lie bracket algebra and treating some easier standard problems with
the Lie bracket techniques, we concentrate mainly on charged particles with gauge
constraint in a constant external magnetic field. Since most of our quantum field
theories are meanwhile considered effective, we have purposely treated our final
problems with c-number instead of field -operator Lagrangians. The van Vleck de-
terminant, which is exact for our problems, is employed to calculate the c-number
Feynman-Schwinger propagation function. There is no need for operators or renor-
malization. In particular, the non-relativistic propagator in 2 + 1 dimensions and
the more complicated one in 3 + 1 dimensions are presented in all their glorious
detail. On the more editorial side: we have dispensed with numerating the various
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2problems. They are not so much disjoint that they needed an extra title. Also, the
article is written in a self-consistent way, meaning one should be able to read it with-
out time-consuming research in textbooks and journals - with a few exceptions, in
particular Schwinger’s paper [2], which is the most-cited paper in modern quantum-
field-theory physics. Most of the prerequisites for reading the present article can be
found in extenso in [1].
We know that in Hamiltonian systems a dynamic function f(q, p) develops in time ac-
cording to
f˙ = [f,H]P.B . (1)
In classical mechanics, we are used to studying the time development of a physical system
by employing the Hamiltonian and the Poisson brackets (P.B.). But one can extend the
latter, using the so-called Lie brackets (L.B.) to great advantage. A Lie algebra is an
algebraic structure in which the connections between its elements are determined with
the help of L.B. In order to do this, we begin with the set D of all dynamic functions
A(q, p), B(q, p), . . . D and require that αA, αA + βB,AB and A−1(α, β constants) be
defined and likewise should belong to D. When we consider elements like A,B, . . . as
building blocks, then one can construct a large class of dynamic functions, i.e., polynomi-
als, analytic functions, meromorphic functions, Fourier series, etc. One only gets a really
new characteristic of D if one imposes an algebraic structure by way of the Lie bracket
[A,B]D, where L.B. satisfies the following relations:
[A,B] = −[B,A] , (2)
[αA,B] = α[A,B] , (3)
[αA+ βB,C] = α[A,C] + β[B,C] , (4)
[AB,C] = A[B,C] +B[A,C] . (5)
The operation L.B. is not associative. Instead the Jacobi identity applies:
[[A,B], C] = [[B,C], A] + [[C,A], B]] = 0 . (6)
A well-known example is given by a 3-dimensional vector space with cross product:
~A× ~B = − ~B × ~A ,
(α ~A+ β ~B)× ~C = α ~A× ~C + β ~B × ~C ,
~A× ( ~B × ~C) + ~B × (~C × ~A) + ~C × ( ~A× ~B) = 0 .
3The three rules (3, 4, 5) can be realized with the help of first-order differential operators:
[A(q, p), B] =
N∑
a=1
(
∂A
∂qa
[qa, B] +
∂A
∂pa
[pa, B]
)
. (7)
The proof for (3) and (4) is trivial, as is the proof for (5):
[AB,C] =
∂(AB)
∂q
[q, C] +
∂(AB)
∂p
[p, C]
=
(
∂A
∂q
B + A
∂B
∂q
)
[q, C] +
(
∂A
∂p
B + A
∂B
∂p
)
[p, C]
= A
(
∂B
∂q
[q, C] +
∂B
∂p
[p, C]
)
+B
(
∂A
∂q
[q, C] +
∂A
∂p
[p, C]
)
= A[B,C] +B[A,C] .
If one iterates relation (7), one finds:
[A(q, p), B(q, p)] =
N∑
a=1
N∑
b=1
(
∂A
∂qa
∂B
∂qb
[qa, qb] +
∂A
∂qa
∂B
∂pb
[qa, pb]
+
∂A
∂pa
∂B
∂qb
[pa, qb] +
∂A
∂pa
∂B
∂pb
[pa, pb]
)
. (8)
The q’s and p’s here are arbitrary pairs of phase-space variables - not necessarily canonical
conjugate variables as they appear in the Hamiltonian equations.
The quantities [qa, qb], [qa, pb], [pa, pb] are called fundamental L.B. If one knows these for
all a, b = 1, . . . N , then one can calculate the Lie brackets in (8). If, however, we define
the fundamental L.B. according to
[qi, qj] = 0 , [pi, pj] = 0 , [qi, pj] = δij for all i, j , (9)
the L.B. go over to the P.B.:
[A,B]q,p =
N∑
i,j=1
(
∂A
∂qi
∂B
∂pj
− ∂A
∂pi
∂B
∂qj
)
. (10)
The variables qi, pi are then said to be canonically conjugate. For a Hamiltonian system
H, the time evolutionary equations then immediately follow from (8) for the variables q
and p:
A = q, B = H : q˙i = [qi, H] = [qi, pj]
∂H
∂pj
= δij
∂H
∂pj
=
∂H
∂pi
, (11)
A = p,B = H : p˙i = [pi, H] = [pi, qj]
∂H
∂qj
= −δij ∂H
∂qj
=
∂H
∂qi
. (12)
4We now combine the canonical coordinates qi and the momenta pi into a new set of N
generalized coordinates:
z = (q1, . . . , qN/2, p1, . . . , pN/2) . (13)
Then the canonical P.B. from (9) can be very elegantly written with the aid of the Poisson
tensor ω as
[za, zb] = ωab , det(ωab) 6= 0 (1 for canonical coordinates) (14)
with
ωab =
q1 p1 q2 p2 · · ·

q1 [q1, q1] [q1, p1] · · · · · · · · ·
p1 [p1, q1] [p1, p1] · · · · · · · · ·
q2
. . .
p2
. . .
... . . .
=

0 1
−1 0
0 1
−1 0
. . .

(15)
or
ωab = diag
[(
0 1
−1 0
)
, . . .
(
0 1
−1 0
)]
. (16)
The inverse of ωab, ωab = −ωba, is defined according to
ωacω
cb = δba
e.g., for N = 2, (q1, p1) :
(
0 1
−1 0
)(
0 −1
1 0
)(
1 0
0 1
)
.
Then our P.B. (8) can now be written in abbreviated form as
[A(z), B(z)]P.B. =
∂A
∂za
[za, zb]
∂B
∂zb
= ωab
∂A
∂za
∂B
∂zb
= ∂aAωab∂
bB . (17)
Accordingly, the Hamiltonian equations are given by
z˙a = [za, H] = ωab∂
bH , ωab is independent of z(
q˙
p˙
)
=
(
0 1
−1 0
)(
∂H
∂q
∂H
∂p
)
: q˙ =
∂H
∂p
, p˙ = −∂H
∂q
. (18)
5We call a transformation from the original variables (qi, pi) to new variables (Qi, Pi)
Qi = Qi(qi, pi) ,
Pi = Pi(qi, pi) , (19)
canonical, if the fundamental P.B. for the new (Qi, Pi) also are of form (9):
[Qi, Qj] = 0 = [Pi, Pj] , [Qi, Pj] = δij . (20)
It can be easily shown that as a consequence of formulas (20), the Jacobi determinant of
a canonical transformation is equal to one (”the canonicity is preserved”):
det(ωqp) = det(ωQP ) = 1 . (21)
To prove (21), we use N = 2. With the help of (10), the following simply applies:
[Q,P ]q,p =
(
∂Q
∂q
∂P
∂p
− ∂Q
∂p
∂P
∂q
)
. (22)
If Q and P are to be a pair of canonical conjugate variables, then according to equations
(20), [Q,P ] = 1 is valid; thus
[Q,P ] =
∣∣∣∣∣ ∂Q∂q ∂Q∂p∂P
∂q
∂P
∂p
∣∣∣∣∣ = 1 .
The main characteristic of a canonical transformation is, however, that in the new vari-
ables, the canonical equations also hold: the Hamiltonian canonical equations are form
invariant (covariant) under (19), but with a new Hamiltonian function K:
H(q(Q,P ), p(Q,P )) = K(Q,P ) . (23)
We show this again for one degree of freedom:
Q˙ = [Q,H]q,p =
∂Q
∂q
∂H
∂p
− ∂Q
∂p
∂H
∂q
=
∂Q
∂q
(
∂H
∂Q
∂Q
∂p
+
∂H
∂P
∂P
∂p
)
− ∂Q
∂p
(
∂H
∂Q
∂Q
∂q
+
∂H
∂P
∂P
∂q
)
=
∂H
∂P
(
∂Q
∂q
∂P
∂p
− ∂Q
∂p
∂P
∂q
)
=
∂H
∂P
[Q,P ] ≡ ∂K
∂P
(Q,P ) .
Similarly for P˙ .
6The literature on Hamiltonian dynamics is dominated by canonical transformations. But
this an unfortunate situation, since it is often impossible to introduce convenient variables
which are also canonical. In a “pseudocanonical” transformation, the new variables must
not be canonical, i.e., they need not satisfy (20). However, the transformation equations,
as before, have to be invertible.
For non-canonical phase-space variables, instead of (18), we now write
z˙a = [za, H] = σab(z)∂
bH , a, b = 1, 2, . . . N
with σab(z) instead of (14)
[za, zb] = σab(z) . (24)
Properties of σab(z)
[za, zb] = −[zb, za] : σab(z) = −σba(z) . (25)
Inverse
σac(z)σ
cb(z) = δba . (26)
From the Jacobi identity
[za, [zb, zc]] + [zb, [zc, za]] + [zc, [za, zb]] = 0
follows as a condition for the σ’s:
∂aσbc(z) + ∂bσca(z) + ∂cσab(z) = 0 . (27)
If we change the phase-space coordinates according to the transformation
z → z′(z)
we get as L.B. for the new coordinates
σ′ab = [z
′
a, z
′
b] = [z
′
a(z), z
′
b(z)]
=
∂z′a
∂zc
[zc, zd]
∂z′b
∂zd
=
∂z′a
∂zc
σcd(z)
∂z′b
∂zd
.
Therefore
σ′ab =
∂z′a
∂zc
∂z′b
∂zd
σcd . (28)
Here the σab turn out to be components of a two-rank contravariant tensor.
7Moreover, we already know that the L.B. for two arbitrary phase-space functions A(z),
B(z) can be written as
[A(z), B(z)] =
∂A
∂za
[za, zb]
∂B
∂zb
,
=
∂A
∂za
σab
∂B
∂zb
. (29)
If za = (q1, . . . , qN/2, p1, . . . , pN/2) are canonical coordinates, then we get for the transfor-
mation z → z′ (z′ is not necessarily canonical)
σ′ab =
∂z′a
∂zc
∂z′b
∂zd
ωcd .
Here, ωab is again the “flat metric” in the canonical q − p basis (16).
We now want to illustrate the practicality of the noncanonical coordinates using three
very important examples from physics. Let us begin with the mathematical pendulum.
The energy (not Hamiltonian) of a particle in the Earth’s gravitational field is given in
right-angle Cartesian coordinates by
H ′(x, px, py) =
1
2m
(p2x + p
2
y)−mgx. x
l
U = 0
y
ϕ
(30)
but subject to the constraint
x2 + y2 = l2 . (31)
It should be observed that the variables in (30) are noncanonical, so that they do not
satisfy the conventional Hamiltonian canonical equations of motion, because of the ad-
ditional constraint (31). It is, however, well known that we can express H ′ in canonical
coordinates (ϕ, pϕ) with the resultant Hamiltonian:
H(ϕ, pϕ) =
1
2ml2
p2ϕ −mgl cosϕ . (32)
Hence we can express the equations of motion with a single degree of freedom. The
associated phase space (ϕ, pϕ) is two dimensional and endowed with a Poisson bracket
structure:
[ϕ, ϕ]P.B = 0 = [pϕ, pϕ] , [ϕ, pϕ]P.B = 1 . (33)
8This can also be formulated by saying that the symplectic structure of this two-dimensional
phase space is given by the symplectic matrix
ω =
( ϕ pϕ
ϕ 0 1
pϕ −1 0
)
. (34)
The two-dimensional matrix representation is typical for every canonical pair (q, p). Our
next goal is to enlarge the so far two-dimensional phase pace into four dimensions with
pseudo-canonical variables (r, pr, ϕ, pϕ). We call them pseudo-canonical variables because,
as will be shown, r and pr satisfy certain constraints and hence cannot be canonical
variables. This means that there are no Poisson brackets for the (r, pr) variables. Instead,
the Lie brackets take over and are the building elements of the symplectic matrix. Here
are the details. We begin with the pseudo-Hamiltonian
H ′(r, pr, ϕ, pϕ) =
1
2m
(
p2r +
1
r2
p2ϕ
)
−mgr cosϕ . (35)
The pseudo-canonical transformation is given by
(x, px, y, py)→ (r, pr, ϕ, pϕ)
with
x = r cosϕ , px = pr cosϕ− pϕ
r
sinϕ ,
y = r sinϕ , py = pr sinϕ+
pϕ
r
cosϕ .
Inverting these equation yields
cosϕ =
x
r
, pr = px cosϕ+ pϕ sinϕ ,
sinϕ =
y
r
, pϕ = −pxr sinϕ+ pyr cosϕ .
Here are our two constants of motion (constraints):
(x2 + y2) = r2 ,
xpy + ypy
(x2 + y2)1/2
= pr . (36)
These quantities are called Casimirs and are constants of motion because of the form of the
bracket rather than the form of the Hamiltonian. In (ϕ, pϕ) space, of course, the brackets
9(as well as the bracket matrix ω) are canonical. Before introducing the constraints (36),
the four-dimensional matrix ω′ is given by
ω′ =
r
pr
ϕ
pϕ

r pr ϕ pϕ
[r, r] [r, pr] [r, ϕ] [r, pϕ]
[pr, r] [pr, pr] . . . . . . . . . . . .
...
...
[pϕ, r] . . . [pϕ, ϕ] [pϕ, pϕ]

constraints
−→
[r, r] = 0
etc.

O2 O2
O2
(
0 1
−1 0
)  .
(37)
After taking into account the two constraints in (36), this four-dimensional ω′ structure is
reduced to a two-dimensional phase subspace (N = 2) with canonical coordinates (ϕ, pϕ)
and the well-known symplectic matrix
(
0 1
−1 0
)
, meaning one degree of freedom, so
that our dynamical system “mathematical pendulum” is soluble.
When we use the one-dimensional harmonic oscillator in the x representation, we have
for the Schrödinger Hamiltonian
H(x, ∂x) = − ~
2
2m
∂2x +
1
2
mω2x2 with [∂x, x] = 1 , [∂2x, x] = 2∂x .
To set up the corresponding Lie algebra we define the following “operators”:
L+ =
1
2
x2 , L− = −1
2
∂2x , L3 =
1
2
x∂x +
1
4
so that the pseudo-Hamiltonian can be written as
H ′ =
~2
m
L− +mω2L+ .
Now it is easy to prove that
[L+, L−] = 2L3 , [L3, L±] = L± .
This is the SO(3) Lie algebra of angular momenta, which is locally isomorphic to the
SU(2) Lie algebra and thus our problem is naturally soluble.
Our next example is the description of a charged particle in an external constant magnetic
field, i.e., with the Hamiltonian function
H(~q, ~p) =
1
2m
(
~p− e
c
~A(~q)
)2
, ~A(~q) =
1
2
~B × ~q . (38)
10
This choice of vector potential (gauge) guarantees that ~B indeed is constant, because
~B = ~∇~q × ~A(~q) = 1
2
~∇× ( ~B × ~q)
=
1
2
[
(~q · ~∇) ~B − ( ~B · ~∇)~q + ~B(~∇ · ~q)− ~q(~∇ ·B)
]
=
1
2
[
0− ~B + 3 ~B − 0
]
=
1
2
(− ~B + 3 ~B) = ~B .
Herewith we get as Hamiltonian equations of motion
p˙i = −∂H
∂qi
=
e
mc
(
pj − e
c
Aj(~q)
) ∂
∂qi
Aj(~q) , Aj(~q) =
1
2
jklBkql
=
e
mc
(
pj − e
c
Aj(~q)
) 1
2
jkiBk
=
e
2mc
[(
~p− e
c
~A(~q)
)
× ~B
]
i
(39)
q˙i =
∂H
∂pi
=
(
~q − e
c
~A(~q)
)
i
. (40)
Now we consider the noncanonical transformation
(~q, ~p) −→ (~x′, ~v′) ≡ ~z′a
noncanonical coordinates
so:
~x′ = ~q
~v′ =
1
m
(
~p− e
c
~A(~q)
)
≡ 1
m
~Π (noncanonical, gauge invariant) . (41)
(~x′, ~v′) parametrize the phase-space just as well as (~q, ~p). Now it holds for the fundamental
Lie brackets:
~v′i = qi : [~x
′
i, x
′
j]q,p =
∂x′i
∂qk
∂x′j
∂pk︸︷︷︸
=0
− ∂x
′
i
∂pk︸︷︷︸
=0
∂x′j
∂qk
= 0
v′i =
1
m
(
pi − e
c
Ai(qj)
)
: [x′i, v′j]q,p =
1
m
δij = [v
′
i, x
′
j]q,p
Ai(~q) =
1
2
ijkBjqk
[v′i, v′j]q,p =
e
m2c
(
∂Aj
∂qi
− ∂Ai
∂qj
)
=
e
m2c
Bij =
1
m2
[Πi,Πj]
e
c
Bij = Fij
=
e
m2c
ijkBk =
1
m
Ωij
↔
Ω = Ωij =
e
mc
ijkBk . (42)
11
So we have found:
σ′ab =
1
m
(
O3 13
−13
↔
Ω
)
(43)
σ′ab = m
( ↔
Ω −13
13 O
)
, (44)
so that indeed
σ′acσ
′cb =
(
0 1
−1
↔
Ω
)( ↔
Ω −1
1 0
)
=
(
1 0
0 1
)
= 1 .
In canonical coordinates (~q, ~p):
H(~q, ~p) =
1
2m
(
~p− e
c
~A(~q)
)2
. (45)
In non-canonical coordinates
(~x′, ~v′) : H ′(~x′, ~v′) =
m
2
~v′2 =
1
2m
~Π2 . (46)
Non-canonical equations of motion:
dz′a
dt
= [z′a, H
′] = σ′ab
∂H ′
∂z′b
or
d
dt
(
~x′
~v′
)
=
1
m
(
0 1
−1
↔
Ω
)(
∂H′
∂~x′
∂H′
∂~v′
)
=
(
~v′
e
mc
ijkBkv
′
j
)
=
(
~v′
e
mc
~v′ × ~B
)
(47)
Newton-Lorentz equation.
(No ~A , gauge invariant!) .
(48)
One should note that in H ′(~x′, ~v′) = m
2
~v′2 = 1
2m
~Π2, the nonphysical magnetic vector
potential ~A has disappeared ! ? The components of the σ′ab tensor can be used to
calculate the L.B. of two phase-space functions f(~x′, ~v′), g(~x′, ~v′):
[f, g] =
∂f
∂z′a
σ′ab
∂g
∂z′b
.
12
The result follows directly from (43)
[f, g] =
∂f
∂~x′
_
^
∂f
∂~v′
1
m
(
0 1
−1
↔
Ω
)(
∂g
∂~x′
∂g
∂~v′
)
=
1
m
∂f
∂~x′
_
^
∂f
∂~v′
(
∂g
∂~v′
− ∂g
∂~x′ +
↔
Ω · ∂g
∂~v′
)
=
1
m
(
∂f
∂~x′
· ∂g
∂~v′
− ∂f
∂~v′
· ∂g
∂~x′
)
+
e
m2c
~B ·
(
∂f
∂~v′
× ∂g
∂~v′
)
, (49)
which for
f = Πi(~v
′) = mv′i , g = Πj(~v
′) = mv′j reproduces (42).
The ~B or, respectively, the ~A field, which disappeared in H ′ = m
2
~v′2, can be rediscovered
in the altered symplectic structure σ′ (43) of the gauge invariant pseudo-Hamiltonian
system H ′ = 1
2m
~Π2.
A further important example of the application of noncanonical coordinates can be found
in force-free rigid bodies. Here ~˙L = 0 holds in the inertial system. Relative to the
fixed-body reference system, the same angular-momentum vector has the components
{Ki}i=1,2,3 = ~Lbody.
Now we perform a non-canonical transformation
(φ, θ, ψ, pφ, pθ, pψ) −→ (K1, K2, K3)
6-dimensional canonical phase space 3-dimensional reduced noncanonical phase space
The formation equations are
K1 =
(
pφ
1
sin θ
− pψ cot θ
)
sinψ + pθ cosψ ,
K2 =
(
pφ
1
sin θ
− pψ cot θ
)
cosψ − pθ sinψ ,
K3 = pψ .
With the help of fundamental canonical brackets [φ, pφ], . . . one can prove the following
validity for the fundamental L.B.:
[K1, K2] = −K3
[K2, K3] = −K1 Note the minus signs!
[K3, K1] = −K2 (50)
13
or
[Kα, Kβ] = −αβγKγ , (51)
i.e.,
σαβ = −αβγKγ
or
σ =

0 −K3 K2
K3 0 −K1
−K2 K1 0
 . (52)
Herewith one can form the (noncanonical) L.B. of two arbitrary functions A( ~K), B( ~K)
according to
[A( ~K), B( ~K)] =
∂A
∂Kα
[Kα, Kβ]
∂B
∂Kβ
= −αβγKγ ∂A
∂Kα
∂B
∂Kβ
= − ~K ·
(
∂A
∂ ~K
× ∂B
∂ ~K
)
. (53)
With the pseudo-Hamiltonian function with Ii the principal axis of inertia
H ′ =
K21
2I3
+
K22
2I2
+
K23
2I3
follows for the equations of motion:
d
dt
Kα = [Kα, H ′] = σαβ
∂H ′
∂Kβ
, (54)
i.e.,
d
dt

K1
K2
K3
 =

0 −K3 K2
K3 0 −K1
−K2 K1 0


∂H′
∂K1
∂H′
∂K2
∂H′
∂K3
 , ∂H ′∂Kβ = KβIβ .
For example:
d
dt
K1 = K3
K2
I2
+K2
K3
I3
, (55)
i.e.
K˙1 =
(
1
I3
− 1
I2
)
K2K3
and cyclic order.
14
These are Euler’s equations of motion for the force-free rigid body. With Ki = Iiωi(i =
1, 2, 3) we obtain the well-known formula for the force-free rigid body
(Ii − Ij)ωiωj −
3∑
k=1
ijkIkω˙k = 0 . (56)
It is remarkable that without further calculation our system proves to be soluble. This
follows from the Casimir
C = K21 +K
2
2 +K
2
3 ,
which is conserved by the form of the brackets. Thus the motion of a free rigid body
actually lives in a two-dimensional state space on the sphere C = constant, equivalent to
a one-degree-of-freedom system, and therefore the motion is integrable.
To show how useful our former results are, let us calculate the non-relativistic propagation
function for a charged particle in three dimensions in presence of a constant B field in
the z direction.
We rewrite our findings (47) in terms of the pseudo-momentum ~Π = m~v:
d~x(t)
dt
=
~Π
m
(t) ,
d~Π(t)
dt
=
e
c
↔
Ω · ~Π(t) , (
↔
Ω)ij =
e
mc
ijkB
k . (57)
From now on we choose the axis of the magnetic field in the z direction so that our
pseudo-Hamiltonian H reads:
H = 1
2m
(Π21 + Π
2
2) +
P 23
2m
= H⊥ + P
2
3
2m
. (58)
The free-particle propagation in the third direction can be easily treated, so we drop it
and introduce
~r(t) =
(
x1(t)
x2(t)
)
, ~Π(t) =
(
Π1(t)
Π2(t)
)
.
We leave it as an exercise for the reader to show that in the now two-dimensional problem
the matrix σ is given by
σab =
1
m
(
02 12
−12 eBmc
↔

)
, (
↔
 )ab =
(
0 1
−1 0
)
, (
↔
 )ab =
(
0 −1
1 0
)
= −ab ,
ac
cb = δba .
(59)
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Hence the non-canonical equations of motion take the form(
˙¯x
~˙v
)
=
1
m
(
0 1
−1 eB
mc
↔

)(
0
∂H⊥
∂~v
)
=
1
m
(
02 12
−1 eB
mc
↔

)(
0
m~v
)
(60)
or
d~r
dt
=
~Π
m
(61)
d~Π
dt
=
eB
mc
↔
 · ~Π , Ω = eB
mc
cyclotron frequency
= Ω
↔
 · ~Π . (62)
The solution of (62) for ~Π is needed for determining the explicit expression forH⊥(t) = ~Π22m .
This information enables us to calculate the three-dimensional non-relativistic Feynman
propagation function. Solving equations (61) and (62) for ~r(t) and ~Π(t), is equivalent to
solving the following Lie bracket relations[
ri(t),Π
2(t)
]
= 2Πi(t) ,[
Πi(t),Π
2(t)
]
= 2
e
c
BijΠ
j(t)
= FijΠ
j = 2
e
c
ij3B
3Πj(t) . (63)
On the way to calculating the Feynman propagation function we could use Schwinger’s
proper time method. But instead of doing so, we prefer another method, making use of
the classical action and the Van Vleck determinant.
To begin with, we remember from the harmonic oscillator the classical action [1]
Sel =
mω
2 sin(ωτ)
[
(x2 + x′2) cos(ωτ)− 2xx′
]
.
Using the Van Vleck determinant
D = det
[
−
(
∂2Sel
∂x∂x′
)]
=
mω
sin(ωτ)
:
√
D =
√
mω
sin(ωτ)
we obtain for the propagation function of the linear harmonic oscillator
K(x, x′; τ) =
√
1
2pii~
√
De
i
~Sel
=
(
mω
2pii~ sin(ωτ)
)1/2
exp
{
imω
2~ sin(ωτ)
[
(x2 + x′2) cos(ωτ)− 2xx′]} .
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If we now follow the same path for a charged particle gauge fixed for a magnetic field in
z direction we obtain
(~r = (x1, x2) , ~r
′ = (x′1, x′2) , (
↔
 )ij =
(
0 1
−1 0
))
Sel =
m
2
{ω
2
cot(ωτ)(~r − ~r′)2 + ω~r · ↔ · ~r′
}
, ω =
eB
mc
. (64)
The results of the two space derivatives we need for the Van Vleck determinant are given
by
− m
2
ω cot
(ωτ
2
)
1 +
m
2
ω
↔
 = −m
2
ω
sin
(
ωτ
2
) (cos(ωτ
2
)
1− ↔ sin
(ωτ
2
))
= −m
2
ω
sin
(
ωτ
2
) (cos(ωτ
2
)
1− iσ2 sin
(ωτ
2
))
= −m
2
ω
sin
(
ωτ
2
)e−iσ2(ωτ2 ) .
From here we obtain the determinant
D =
(
−m
2
ω
sin
(
ωτ
2
))2 : √D = m
2
ω
sin
(
ωτ
2
) .
The full result for the propagation function in a gauge that fixes the magnetic field in the
third direction is then given by (ω = eB
mc
, cyclotron frequency)
K(~r, ~r′; τ)K(x3, x′3; τ) =
1
2pii~
m
2
ω
sin
(
ωτ
2
)e i~ m2 [ω2 cot(ωτ2 )(~r−~r′)2+ω~r·~·~r′]
·
√
m
2pii~τ
e
i
~
m
2
(x3−x′3)2
τ . (65)
It might be interesting to write in K(~r, ~r′; τ): (L indicates a straight path connecting ~r′
with ~r):
e
i
~ e
~r∫
~r′
d~ζ· ~A(~ζ)
= e
i
~
m
2
ω~r·~·~r′
= e
i
~
m
2
eB
mc
(x1x′2−x2x′1)
= e
i
~
e
2c
φ , φ = Area ·B . (66)
Hence we can also write
K(~r, ~r′; τ) =
1
2pii~
m
2
ω
sin
(
ωτ
2
)e 1~ e
~r∫
~r′
L
d~ζ· ~A(~ζ)
e
i
~
m
2
ω
2
cot(ωτ2 )(~r−~r′)2 , (67)
an expression we will meet again in the full relativistic case of a charged particle travelling
in a constant electromagnetic field.
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So let us turn to the calculation of the propagation function using the relativistic coor-
dinate representation of K(x′, s;x′′, 0). One can think of s as of proper time introduced
by V. Fock and J. Schwinger [2]. We will not adopt this method but instead follow the
former non-relativistic strategy, i.e., making use of the Van Vleck determinant in d = 4
dimensions. We also set ~ = 1.
As before, we begin with a Lagrangian, in our case with a matrix-valued Lagrangian, set
up the equations of motion, and compute the classical action. So let us start with [3]
L =
1
4
x˙µx˙
µ + eAµx˙µ +
e
2
σµνFµν(x(s)) . (68)
The associated (“pseudo-”) Hamiltonian is clearly
(
Π = x˙
2
= (p− eA))
H = px˙− L =
(
x˙
2
+ eA
)
x˙− 1
4
x˙2 − eAx˙− e
2
σF =
x˙2
4
− e
2
σF
or H = Π2 − e
2
σF .
From (68) we obtain the equations of motion:
d
ds
(
∂L
∂x˙µ
)
− ∂L
∂xµ
= 0 :
∂L
∂x˙µ
=
1
2
x˙µ + eAµ ,
∂L
∂xµ
= e
∂Aλ
∂xµ
x˙λ +
e
2
σλν
∂Fλν
∂xµ
d
ds
(
1
2
x˙µ + eAµ
)
= e
∂Aλ
∂xµ
x˙λ +
e
2
σλν
∂Fλν
∂xµ
,
1
2
x¨µ + e
∂Aµ
∂xλ
x˙λ :
1
2
x¨µ = e
(
∂Aλ
∂xµ
− ∂Aµ
∂xλ
)
x˙λ +
e
2
σλν
∂Fλν
∂xµ
.
This provides us with the equation of motion
x¨µ = 2eFµν x˙
ν + eσλν
∂Fλν
∂xµ
. (69)
Using
x˙µ = 2Πµ
we have
Π˙µ =
1
2
x¨µ = eFµν x˙
ν +
e
2
σλν
∂Fλν
∂xµ
or
Π˙µ = 2eFµνΠ
ν +
e
2
σλν
∂Fλν
∂xµ
. (70)
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From now on we consider constant fields only, i.e., Fµν = const.. Since we want to
calculate the classical action, i.e.,
Sel =
s∫
0
dλL(x˙(λ), x(λ)) (71)
we first have to integrate (in matrix notation)
x¨ = 2eF x˙ ,
which can be solved with the Ansatz
x(λ) = e2eFλx˙(0)
and a further integration yields
x(λ)− x(0) =
λ∫
0
dλ′e2eFλ
′
x˙(0) =
1
2eF
[
e2eFλ − 1] x˙(0)
or with the initial condition x(λ = 0) = x′′ and x(λ = s) = x′ we obtain
x′ − x′′ = 1
2eF
[
e2eFs − 1] x˙(0)
or
x˙(0) =
1
e2eFs − 12eF (x
′ − x′′) .
So far we have
x(λ)− x(0) = 1
2eF
[
e2eFλ − 1] 1
e2eFs − 12eF (x
′ − x′′)
=
e2eFλ − 1
e2eFs − 1 (x
′ − x′′) . (72)
We need
S =
s∫
0
dλ
{
1
4
x˙T (λ)x˙(λ) + ex˙T (λ)A(λ)
}
+
e
2
sσF . (73)
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In the present case g(F )T = g(F T ) = g(−F ). Therefore with
x˙(λ)=e2eFλx˙(0)=
e2eFλ
e2eFs − 12eF (x
′ − x′′)
x˙T (λ)x˙(λ) = (x′ − x′′)T (−2eF )
e−2eFs − 1
e−2eFλ

e2eFλ
2eF
e2eFs − 12eF (x
′ − x′′)
= (x′ − x′′)T (−2eF )
e−eFs (e−eFs − eeFs)
(2eF )
eeFs (eeFs − e−eFS)(x
′ − x′′)
= (x′ − x′′)T eF
sinh(eFs)
eF
sinh(eFs)
(x′ − x′′) ,
→ 1
4
x˙T (λ)x˙(λ) =
1
4
(x′ − x′′)T (eF )
2
sinh2(eFs)
(x′ − x′′)
we obtain for the first term in (73)
1
4
s∫
0
dλx˙(λ)T x˙(λ) =
1
4
(x′ − x′′)T (eF )
2s
sinh2(eFs)
(x′ − x′′) . (74)
Now we turn to the expression
s∫
0
dλ{ex˙TA} =
x′∫
x′′
dxT (eA)
= e
x′∫
x′′
dxT (eA+
1
2
F · (x− x′′))− e1
2
x′∫
x′′
dxTF · (x− x′′) . (75)
The first integral on the right-hand-side of (75) is independent of the path of integration,
since the curl of the integrand vanishes:
∂µ
(
Aν +
1
2
Fνλ(x− x′′)λ
)
− ∂ν
(
Aµ +
1
2
Fµλ(x− x′′)λ
)
= ∂µAν − ∂νAµ + 1
2
Fνµ − 1
2
Fµν
= Fµν − Fµν = 0 .
Hence instead of integrating along the classical path x(λ) we can integrate along the
straight path connecting x′ and x′′:
q(λ) = x′′ + (x′ − x′′)λ
s
, q(0) = x′′ , q(s) = x′ (76)
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e
x′∫
x′′
dxT
(
A+
1
2
F · (x− x′′)
)
= e
x′∫
x′′
dqTA+
e
2
x′∫
x′′
dqTF · (q − x′′)
= e
x′∫
x′′
dqµAµ(q) +
e
2
s∫
0
dλ
s
(x′ − x′′)F (x′ − x′′)︸ ︷︷ ︸
(x′−x′′)µFµν ·(x′−x′′)ν=0
Fµν=−Fνµ
λ
s
= e
x′∫
x′′
dqµAµ(q) .
Finally we need the second term in (75)
− e
2
x′∫
x′′
dxTF · (x− x′′) = e
2
x′∫
x′′
dλ · xTF · (x− x′′) . (77)
x˙TF (x− x′′) = (x− x′′)T (−2eF )
e−2eFs − 1e
−2eFλF · (x− x′′)
= (x− x′′)T (−2eF )
e−2eFs − 1e
−2eFλF
e2eFλ − 1
e2eFs − 1 (x
′ − x′′)
= (x′ − x′′)T (−2eF )
e−eFs(e−eFs − eeFs)F
1− e−2eFλ
eeFs(eeFs − e−Fs)(x
′ − x′′)
./. = (x′ − x′′)T eF
2
sinheFs
· 1
2
(1− e−2eFλ)
sinheFs
(x′ − x′′)
s∫
0
dλ./. =
1
2
(x′ − x′′)T eF
2
sinh2eFs
[
s+
1
2eF
(
e−2eFs − 1)] (x′ − x′′)
=
1
2
(x′ − x′′)T
[
eF 2s
sinh2eFs
+
eF 2
sinh2eFs
1
2eF
e−eFs
(
e−eFs − eeFs)] (x′ − x′′)
=
1
2
(x′ − x′′)T
[
eF 2s
sinh2eFs
− eF
2
sinh2eFs
e−eFS
eF
sinheFs
]
(x′ − x′′)
=
1
2
(x′ − x′′)T
[
eF 2s
sinh2eFs
− e−eFs F
sinheFs
]
(x′ − x′′)
So the contribution of the integral is given by
− e
2
x′∫
x′′
dxTF · (x− x′′) = −1
4
(x′ − x′′)T
[
(eF )2s
sinh2eFs
− e
−eFs(eF )
sinheFs
]
(x′ − x′′) . (78)
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The first term in (78) cancels the result (74). So we obtain for the classical action
S(x′, x′′; s) =
(13)
e
x′∫
x′′
dqµAµ(q) +
1
4
(x′ − x′′)T e−eFs eF
sinheFs
(x′ − x′′) + e
2
sσF
= e
x′∫
x′′
dqµA
µ(q) +
1
4
(x′ − x′′)T eF cosheFs− sinheFs
sinheFs︸ ︷︷ ︸
(cotheFs−1)(x′−x′′)F (x′−x′′)=0
(x′ − x′′) + e
2
σFs
= e
x′∫
x′′
dqµA
µ(q) +
1
4
(x′ − x′′)T eF coth(eFs)(x′ − x′′) + e
2
σµνF
µνs .
Then the final result reads
S(x′, x′′; s) = e
x′∫
x′′
dqµA
µ(q) +
1
4
(x′ − x′′)αeF βα [coth(eFs)]γβ(x′ − x′′)γ +
e
2
σµνF
µνs . (79)
With this information we are able to compute the propagation function by a classical
WKB approximation which is exact for the constant-field case
K(x′, s;x′′, 0) =
∫
x(0)=x′′
x(s)=x′
[dx(λ)]eiS[x(λ)]
S =
s∫
0
dλL(x, x˙) = (79) (80)
or
K(x′, s;x′′, 0) = (2pii)−
n
2
√
DeiS (81)
with the Van Vleck determinant
D(x′, x′′; s)n=4 = (−1)4 det
(
∂2S
∂x′µ∂x′′ν
)
. (82)
We begin with
∂2
∂x′µ∂x′′ν
[
1
4
(x′ − x′′)αeF βα (cotheFs)γβ(x′ − x′′)γ
]
=
∂
∂x′′ν
[
1
4
eF βµ (cotheFs)
γ
β(x
′ − x′′)γ + 1
4
(x′ − x′′)αeF βα (cotheFs)βµ
]
=
∂
∂x′′ν
[
1
2
(x′ − x′′)αeF βα (cotheFs)βµ
]
= −1
2
eF βν (cotheFs)βµ . (83)
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Furthermore we have to compute
∂
∂x′µ
x′∫
x′′
dqαAα(q) =
∂
∂x′µ
s∫
0
dλ
∂qα
∂λ
Aα(q)
=
s∫
0
dλ
[(
∂
∂λ
∂qα
∂x′µ
)
Aα(q) +
∂qα
∂λ
∂Aα(q)
∂qβ
∂qβ
∂x′µ
]
=
∂qα
∂x′µ
Aα(q)
]λ=s
λ=0
+
s∫
0
dλ
[
− ∂q
α
∂x′µ
∂Aα
∂qβ
∂qβ
∂λ
+
∂qα
∂λ
∂Aα(q)
∂qβ
∂qβ
∂x′µ
]
q(s) = x′
q(0) = x′′
= Aµ(x
′) +
s∫
0
dλ
∂qα
∂λ
[
∂Aα
∂qβ
− ∂Aβ
∂qα
]
∂qβ
∂x′µ
q(x′, x′′, λ) = x′′ + (x′ − x′′)λ
s
:
∂qα
∂λ
=
(x′ − x′′)α
s
∂qβ
∂x′µ
= δβµ
λ
s
∂
∂x′µ
x′∫
x′′
dqαAα(q) = Aµ(x
′) +
s∫
0
dλ(x′ − x′′)α1
s
Fβαδ
β
µ
λ
s
= Aµ(x
′) +
1
2
Fµα(x
′ − x′′)α . (84)
Therefore
∂2
∂x′′ν∂x′µ
x′∫
x′′
dqαAα(q) = −1
2
Fµν . (85)
Together with (83) we obtain
∂′S
∂x′µ∂x′′ν
= −1
2
eFµν − 1
2
eF βν (cotheFs)βµ
= − 1
2s
[eFs+ eFs(cotheFs)]µν
= − 1
2s
[
eFs
sinheFs+ cosheFs
sinheFs
]
µν
= − 1
2s
[
eFs
eeFs
sinheFs
]
µν
. (86)
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Given (86), the Van Vleck determinant is given by
n = 4 : D = det
{
(−1) 1
2s
eFs
eeFs
sinheFs
}
= −1 1
16s4
det
(
eFs
eFs
sinheFs
)
= −1 1
16s4
etr ln(
eFs
sinheFs
eeFs)
= − 1
16s4
e−tr ln
sinheFs
eFs
+es
=0︷︸︸︷
trF
√
D =
i
4s2
e−
1
2
tr ln sinheFs
eFs . (87)
We finally end up with
K(x′, s;x′′, 0) = − 1
4pi2
i
4s2
e−
1
2
tr ln sinheFs
eFs eiS
or
K(x′, s;x′′, 0) = − i
16pi2
1
s2
e−
1
2
tr ln( sinheFseFs )
· e
ie
x′∫
x′′
dqµAµ(q)
ei[
1
4
(x′−x′′)(eF cotheFs)(x′−x′′)]ei
e
2
σFs (88)
holonomy factor J.S., P.R.82, 664(51)
counter gauge factor (3.20) .
This result should be compared with Julian Schwinger’s superb article, Physical Review
82, 664 (1951) [ref. 2], formula (3.20). A useful result is then given by (c.f. 80)∫
x(0)=x′′
x(s)=x′
[dx(λ)] e
i
s∫
0
dλ[ 14 x˙2(λ)+eA(x(λ))x˙(λ)]
= e
ie
x′∫
x′′
dqµAµ(q)︸ ︷︷ ︸
gauge dependence
isolated!
−i
(4pi)2
1
s2
e−
1
2
tr ln( sinheFseFs )
· ei 14 (x′−x′′)(eF cotheFs)(x′−x′′) . (89)
It takes a little more to show that (88) makes its appearance when calculating the Green’s
function of an electron in an external constant electromagnetic field (in an arbitrary
24
function gauge):
G(x, x′|A) = φ(x, x′|A) 1
(4pi)2
∞∫
0
ds
s2
[
m− 1
2
γµ[f(s) + eF ]µν(x− x′)ν
]
· e−im2s−L(s) exp
[
1
4
(x− x′)f(s)(x− x′)
]
ei
e
2
σFs . (90)
Here we have used the abbreviations
f(s) = eF coth(eFs) and L(s) =
1
2
tr ln
sinh(eFs)
eFs
,
and
φ(x, x′|A) = exp
ie
x∫
x′
dζµ
[
Aµ(ζ) +
1
2
F µν(ζ − x′)ν
]
carries completely the gauge dependence of the propagation function. Needless to say,
with (90) in our hands, we can compute several important processes in QED, as there
are the effective Lagrangian, in particular the one-loop effective Lagrangian, the pair-
production rate, the Heisenberg-Euler Lagrangian, photon-photon scattering, the axial
vector anomaly, dispersion effects for low-frequency photons and many more [3].
Also note that in our last relativistic problem we never used operator quantum field
theory. We always dealt with measured physical quantities like, for instance, the charge
and mass of the electron, and nowhere were we confronted with any kind of renormalisation
procedure.
References
[1] W. Dittrich and M. Reuter, “Classical and quantum dynamics” 4th edition, Berlin,
Germany: Springer (2016)
[2] J. Schwinger, “On gauge invariance and vacuum polarization,” Phys. Rev. 82, 664
(1951).
[3] W. Dittrich and H. Gies, Springer Tracts Mod. Phys. 166, 1 (2000). doi:10.1007/3-
540-45585-X
