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Used Notation
Mathematical Notation
N – set of natural numbers
N0 – N ∪ {0}
R – set of real numbers
R+ – positive real numbers
Rn – n-dimensional real space
C – set of complex numbers
<(x) – real part of x
P – probability measure
P
∗ – risk–neutral probability measure
EX – expected value of X with respect to measure P
E ∗X – expected value of X with respect to measure P∗
Var (X) – variance of X
Cov (X,Y ) – covariance of X and Y
Corr (X,Y ) – correlation of X and Y
L(X) – law of random variable X
µ ∗ ν – convolution of µ and ν
Q – matrix Q (bold capital notation)
x – vector x (bold slanted notation)
‖x‖ – norm of x (Euclidean if not stated otherwise)
∝ – equality up to scaling constant
d
= – equality in distribution
1{A} – indicator of event A
(X)+ – positive part of X
Shortcuts
ML – Maximum likelihood
CTMC – continuous–time Markov chain
DA – Diagonal adjustment method
WA – Weighted adjustment method
QO – Quasi–optimization method
CO – Componentwise optimization method
EM – Expectation–maximization method
MCMC – Markov chain Monte Carlo method
TEEG – time evolution exogenously given setting
TEPG – time evolution parametrically given setting
TERV – time evolution as random variables setting
DP – default probability
RR – recovery rates
LGD – loss given default
EAD – exposure at default
RFV – recovery of face value
RT – recovery of treasury
RMV – recovery of market value
1
Introduction
Credit risk has become a big issue in the last few decades, but the need for credit risk mea-
surements is still present since people have started borrowing any good that they need (not
just money). In our context the subject of debt is money and the lender is the bank, but the
principle is the same in any situation when the subject of debt is anything else than money.
When the bank borrows some amount of money to a debtor, the debtor is obliged to return
the full amount plus some compensation for borrowing the money. Of course, there always
exists a danger that the debtor will fail to fulfill this obligation. Reasons for failure can be
financial distress of the debtor, fraud or something else. In those cases the lender loses some
fraction of his money or all of it. How big fraction he loses depends on the debtor’s financial
situation, willingness of returning money, bankruptcy costs, the obligation of the debtor to
other counterparties and on many other circumstances. The lender should be aware of the
risk. If he acts rationally, he will lend money only in the case when the profit from lending
the money is higher than the expected loss from the provided loan plus some risk premium
for bearing the risk. Therefore, he needs to estimate the probability distribution of the credit
loss for the entire portfolio of loans.
After estimation of the credit loss distribution the bank would like to hedge against the
risk. Here comes into play the rich variety of credit risk derivatives which transfer the credit
risk to the third counterparty. Since these credit derivatives provide some protection against
the credit risk, the bank is obliged to pay for it. Hence the profit from providing loans is
smaller but without a credit risk.
There are two points of view on credit risk models that are closely connected. The first
point of view is estimating the expected loss under a real world probability measure that is
useful for a bank asset–liability management. The second one is estimating the loss under a
risk–neutral probability measure,1 that is useful for a risk neutral pricing of credit derivatives.
The first approach to credit risk modeling is important for a bank manager who should be
interested in the following questions. What is the expected loss from a loan portfolio in next
five years? What is the probability of default of a particular debtor? What is the correlation
between particular loans? What is the VaR (CVaR)2 of the loan portfolio? How the bank’s
loan portfolio depends on the evolution of the economy? We will try to answer some of these
questions in the presented work. We will refer to this approach as the portfolio models (the
second approach are the pricing models).
A different point of view is adopted by the trader who wants to enter into a contract with
the bank and sell a protection against the credit risk. His main issue is what price he should
charge for the protection. Of course, the bank, as a protection buyer, is also interested in a fair
valuation of the derivative. Many models for the credit derivatives pricing are known. These
models can be divided into two groups — structural models and reduced–form models. There
also exist some hybrid models that try to integrate both, the structural and the reduced–form
approach. Pricing models see the debt as a defaultable zero–coupon bond or as some structure
build from it. Hence the main issue is how to price a defaultable zero–coupon bond. Roots
of structural models go back to the work of Black and Scholes (1973) and Merton (1974),
1For a definition of a risk–neutral measure and conditions for existence see Delbaen and Schachermayer
(2006).
2Var – Value at Risk, CVaR - Conditional Value at Risk, for a definition see Chapter 4.
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later extended by Black and Cox (1976) and by many others. Reduced–form models were
introduced mainly by Jarrow and Turnbull (1995), Jarrow et al. (1997), and Lando (1998)
and were extended by many others. One of the most widespread approach integrating both
approaches together is the incomplete information approach started with Duffie and Lando
(2001). A nice short introduction to pricing models is given in Giesecke (2004). All these
pricing models try to explain spreads of defaultable zero–coupon bonds. For more details about
credit risk derivative pricing we refer to Bielecki and Rutkowski (2002), Duffie and Singleton
(2003), Schönbucher (2003), and Lando (2004). The pricing modeling and portfolio modeling
can not be separated, but we are going to study mainly portfolio modeling issues and the
pricing of credit derivatives will be mentioned just marginally. For portfolio models there
is much less available literature. One of the most recent books is for example Bluhm et al.
(2002).
There are a lot of problematic issues in the credit risk modeling. First of all, one needs
to define a default. For many purposes a different definition is used. One possibility is the
random time when a firm’s value will drop below some default barrier; then we are dealing
with a hitting time theory. A different possibility is the time when the obliger is delayed in
fulfilling his obligations for some given amount of time. Even if we have some definition of a
default one needs to estimate the exposure at default3 and the recovery at default.4 For these
estimations banks have very little data. The lack of data is one of the biggest problems in the
credit risk modeling.
This work has the following structure. In the second chapter we give a necessary math-
ematical theory about tools used in the credit risk modeling, especially Markov chains. In
the third chapter we extend the Markov chain theory into a stochastic time. We derive some
maximum likelihood estimators in three possible approaches to time evolution. The maximum
likelihood estimator can be used only in the case of continuously observed data which is often
not the case in credit risk. Hence, we study few methods that can be used in the situation of
partial data and we extend few of them for stochastic times. In the forth chapter we give an
overview on commonly used models in the portfolio management and in the fifth chapter we
do a real data study where we show the performance of our method. Introducing a stochastic
time evolution into the Markov chain modeling gives us a 35 % better fit to data. We think
it is a very nice improvement. At the end of the thesis we give a summary and few possible
future directions of our research.
3The height of the debt at time of default.
4The fraction of the debt which will be covered at default.
2
Stochastic Processes Theory
In this chapter we recall some known results from the theory of stochastic processes which
we will need later. Nevertheless, some elementary probability concepts will be used im-
plicitly and can be found in every introduction to probability books such as Feller (1968),
Karlin and Taylor (1975), Karlin and Taylor (1981), Shiryaev (1995), Kallenberg (1997),
Chung (2001), and many others.
2.1 Stochastic Processes
In this section we will define general stochastic process, Lévy processes and affine processes.
We will also mention basic concept of survival analysis.
2.1.1 Stochastic Processes
Let us assume a filtered probability space (Ω,F , {Ft}t≥0 ,P). A stochastic process (Xt, t ∈ T )
is a family of random variables with index set T ⊂ R+ := [0,∞). In the case when T = N0,
we rather talk about a random sequence denoted by {Xn}n∈N0 .
An adapted process Xt with E |Xt| <∞, for every t ∈ T , is called a
• submartingale if for every s < t
E [Xt|Fs] ≥ Xs,
• supermartingale if for every s < t
E [Xt|Fs] ≤ Xs,
• martingale if for every s < t
E [Xt|Fs] = Xs.
Let Nt be a non–negative right–continuous submartingale with N0 = 0. Then from the
Doob–Mayer decomposition (see Karatzas and Shreve (1991, Theorem 1.4.10) or Kallenberg
(1997, Theorem 22.5)) there exists a unique right–continuous martingale Mt and a right–
continuous non–decreasing predictable process At such that
Nt =Mt +At, t ≥ 0,
with A0 = 0. The process At is called the compensator of the process Nt. If At is differentiable
it can be written in the form
At =
∫ t
0
λs ds,
where λs is a non–negative right–continuous predictable process. This form will be useful
later.
If Nt has independent increments, then At is a deterministic function equal to expected
value of Nt
At = ENt, t ≥ 0. (2.1)
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2.1.2 Counting Processes
Let {Tn}n∈N be an increasing sequence of random times with values in (0,∞) and
P
[
lim
n→∞Tn =∞
]
= 1.
Then we can define an associated counting process Nt as
Nt =
∞∑
n=1
1{Tn≤t}.
The counting process Nt is a process that counts the number of events that have arrived up to
time t. It starts at 0 and is non–decreasing with jumps of size 1 (the possibility of two events
arriving at the same time is excluded). From that it follows that it can take values only from
N0.
Random times between event arrivals are called inter–arrival times and are denoted by
τ1 = T1,
τi = Ti − Ti−1, i > 1,
If the inter–arrival times τ1, τ2, . . . are independent identically distributed random variables
having an exponential distribution with parameter λ, then Nt is called a Poisson process with
intensity λ. Since the inter–arrival times τ1, τ2, . . . are independent exponentially distributed,
Nt has independent stationary increments with the Poisson distribution
P[Nt −Ns = k] = P[Nt−s = k] =
(
λ(t− s))k
k!
e−λ(t−s), s < t, k = 0, 1, . . . .
Since a Poisson process has independent increments and the mean value is ENt = λt, we
conclude from (2.1) that the compensator of the process Nt is At = λt, and process Nt−λt is
a martingale. Stochastic process Nt−λt is called a compensated Poisson process. As a matter
of fact, it is not hard to prove that the only counting process with stationary independent
increments is the Poisson process.
In general, the intensity parameter λ does not need to be constant. In the case when the
intensity is a time dependent function, we denote it by λt and speak about an inhomogeneous
Poisson process. Increments of an inhomogeneous Poisson process are not stationary anymore
and their Poisson distribution is time dependent in following way
P[Nt −Ns = k] =
(∫ t
s λu du
)k
k!
e−
∫ t
s
λu du, s < t, k = 0, 1, . . . .
We can go even further and allow λt to be a stochastic non–negative process such that if
we condition on a particular ω ∈ Ω, the counting process Nt with intensity λt(ω) becomes an
inhomogeneous Poisson process. This process is called a Cox process or a doubly stochastic
Poisson process. Then, it holds
P[Nt −Ns = k] = E


(∫ t
s λu du
)k
k!
e−
∫ t
s
λu du

 , s < t, k = 0, 1, . . . .
For more technical details about the Cox process see Grandell (1976) or Kallenberg (1997,
Chapter 10).
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2.1.3 Survival Analysis
Let us assume a non–negative random variable τ : Ω → R which has the interpretation of a
random time before some particular event will happen. For convenience we can assume that
P[τ > 0] = 1. In context of survival analysis τ is often called a survival time.
Let us denote the cumulative distribution function of τ by F (t). Then we can define a
survival function S(t) as
S(t) = 1− F (t) = P[τ > t].
The survival function shows what the probability is that the survival time τ will be bigger
than t. Furthermore, we assume that there exists a density function f(t) that is the derivative
of F (t). Then let us define the hazard rate λt as
λt = lim
h↓0
P[t ≤ T < t+ h|T > t]
h
= lim
h↓0
F (t+ h)− F (t)
h
· 1
1− F (t) =
f(t)
1− F (t) .
The hazard rate λt shows the conditional intensity with which the random event will occur in
an infinitesimal time increment after t, conditioned that the random event has not occurred
yet. For λt the following identities hold
λt =
f(t)
S(t)
= −S
′(t)
S(t)
= −∂ log S(t)
∂t
. (2.2)
If we know the hazard rate, we can easily recover the cumulative distribution function and the
survival function from (2.2) as
S(t) = exp
(
−
∫ t
0
λs ds
)
.
It is clear that if and only if the hazard rate is constant, the random time T has an exponential
distribution with intensity λ.
In survival analysis one often uses a more general Weibull distribution with cumulative
distribution function
F (t) = 1− e−(ct)k .
The exponential distribution is a special type of the Weibull distribution with k = 1. The
hazard rate for the Weibull distribution is
λt = ck(ct)
k−1.
LetNt = 1{τ≤t} be the counting processes associated with the random time τ . It is obvious,
that the counting process Nt is a right–continuous non–negative submartingale with N0 = 0,
hence there exists a non–decreasing compensator At of the process Nt. Let us assume that λt
is the hazard rate of the random time τ , then
At =
∫ t∧τ
0
λs ds =
∫ t
0
λs1{s≤τ} ds.
The compensator At describes a cumulative conditional likelihood of a default. It is obvious
that the counting process Nt is a Poisson process (resp. the time inhomogeneous Poisson
process, resp. a Cox process) stopped at random time τ if the hazard rate λt is constant (resp.
deterministic, resp. random). The stochastic dynamics of the counting process is then
dNt = (1−Nt)λt dt+ dMt,
where Mt is a martingale.
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2.1.4 Lévy Processes
In this section we define Lévy processes and Lévy subordinators and describe only their most
necessary properties. For reader, who is not familiar with the theory of Lévy processes, we
recommend to read Appendix A, where the Lévy processes theory is described in a scope
relevant to this paper. For deeper theory see classical references for Lévy process theory such
as Bertoin (1996) and Sato (1999). An overview of the most common Lévy processes with
references to original papers can be found in Schoutens (2003, Chapter 5). Lévy subordinators
are described for example in Bertoin (1999).
Let (Ω,F , {Ft}t≥0 ,P) be the probability space equipped by filtration Ft, t ≥ 0 that satisfies
the “usual hypothesis”, i.e., is right–continuous and for every t ≥ 0 the σ-algebra Ft contains all
null sets of the σ-algebra F . We will describe properties for a one–dimensional Lévy process.
For multi–dimensional properties see the literature above.
A stochastic cadlag5 process Xt adapted to filtration Ft with values in R is a Lévy process
if and only if it has following properties:
(L1) X0 = 0 a.s.
(L2) For every sequence of times t0 < t1 < . . . < tn the random variables Xt0 ,Xt1 −
Xt0 , . . . ,Xtn −Xtn−1 are independent.
(L3) The process Xt has stationary increments, i.e., for every t > 0 and s > 0
L(Xt+s −Xt) = L(Xs),
where L(X) denotes the law of random variable X.
(L4) The process Xt is continuous in probability, i.e., for every ε > 0 holds
lim
h→0
P[|Xt+h −Xt| > ε] = 0.
In other words, Lévy process is a stochastic process starting at 0 with independent stationary
increments which is continuous in probability. In Appendix A is shown that every Lévy
process can be decomposed into two parts. First part is a Brownian motion with drift b ∈ R
and variance σ ≥ 0. The second part is pure jump process with Lévy measure ν. For derivation
of Lévy measure see Appendix A.
For characteristic function of Xt holds well–known Lévy–Khintchine formula
E eizXt = E etψ(z)
= exp
(
t
(
ibz − 1
2
σ2z2 +
∫
R
(
eizx − 1− izx1{|x|<1}
)
ν(dx)
))
, z ∈ R,
where the Lévy measure ν satisfies the following two properties
ν({0}) = 0,∫
R
(|x|2 ∧ 1) ν(dx) <∞.
Function ψ(z) is called the characteristic exponent. For understanding where this formula
came from see Appendix A. If the Lévy measure ν satisfies∫
|x|<1
|x| ν(dx) <∞,
5The cadlag process is a process with right–continuous sample path which admits a left limit.
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we can rewrite the characteristic exponent in the Lévy–Khintchin formula in the form
ψ(z) = ib′z − 1
2
σ2z2 +
∫
R
(
eizx − 1) ν(dx),
where
b′ = b−
∫
|x|<1
izx ν(dx).
Further, note that general Lévy process can be decomposed into Brownian motion with drift
and pure jump process. For details see Appendix A.
Lévy Subordinator
A Lévy subordinator is a one–dimensional Lévy process which is almost surely increasing and
can be interpreted as a random time evolution. It is clear that if a subordinator Tt is almost
surely increasing then the Brownian part of the process has to be zero, the drift b has to
be non–negative, and the process can have only positive jumps. A subordinator has finite
variation and hence the characteristic exponent in the Lévy–Khintchin formula takes the form
ψ(z) = ibz +
∫ ∞
0
(
eizx − 1) ν(dx), z ∈ R,
where
b ≥ 0,
ν
(
(−∞, 0)) = 0,∫ ∞
0
(1 ∧ x)ν(dx) <∞.
In the case when Tt is a subordinator, it is more convenient to work instead of the characteristic
exponent ψ with the Laplace exponent η, which is defined as
η(u) = −ψ(iu) = bu+
∫ ∞
0
(
1− e−ux) ν(dx), u ∈ C,<(u) ≥ 0.
Then it holds that
E e−uTt = e−tη(u), u ∈ C,<(u) ≥ 0.
Sometimes it is useful to work with the Laplace exponent η(u) for u such that <(u) < 0.
According to Sato (1999, Theorem 25.17), E e−uTt <∞ if and only if∫ ∞
1
e−uxν(dx) <∞.
The Laplace exponent is defined on the interval (u¯,∞) or [u¯,∞). The left endpoint u¯ may
or may not belong to the interval on which the Laplace exponent is defined, but every time
u¯ ≤ 0.
Note that since a subordinator Tt has only positive jumps ν((−∞, 0)) = 0, and non–
negative drift b, it is clear that Tt ≥ bt. The line bt is a lower bound for the process Tt. We
need to consider if we should allow all values from the interval [0,∞) for Tt, i.e., not have any
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lower bound, or if there is some lower bound which can be equipped by the term bt. In most
cases there is not such a bound and we should set the drift term equal to zero b = 0.
Some authors mean by the term subordinator a more general process T ′t which is a subor-
dinator Tt killed with rate λ. More precisely, let Tt be a subordinator and τ a random variable
with exponential distribution having intensity λ independent of Tt. Then the process
T ′t =
{
Tt, t < τ,
∞, t ≥ τ
is a subordinator killed with rate λ. As a special case when λ = 0, we get a classical subordi-
nator Tt. We will not need killed subordinators in the presented work but we mention it just
to be clear what we mean by the term subordinator. For more about (killed) subordinators
we refer to Bertoin (1999).
Examples of Subordinators
Compound Poisson process One of the simplest subordinator is a Poisson process or a
compound Poisson process, which is a jump process with exponentially distributed inter–
arrival times, like Poisson process, but random jump size. Poisson process has jump
size of 1 and hence it is a degenerate case of a compound Poisson process. A compound
Poisson process is a subordinator if the probability distribution of jumps is non–negative.
If λ is an intensity of a Poisson process and F is the non–negative probability distribution
of jumps then the Lévy measure of subordinator Tt is
ν(dx) = λF (dx).
α-stable subordinator An α-stable subordinator Tt is a subordinator with the Laplace expo-
nent η(u) = uα, where 0 < α ≤ 1. If we want to get a Lévy measure of the subordinator
we need to notice that
uα =
uα
Γ(1− α)
∫ ∞
0
e−ss−α ds
=
α
Γ(1− α)
∫ ∞
0
ue−uy
1
α
y−α dy (s = uy)
=
α
Γ(1− α)
∫ ∞
0
ue−uy
∫ ∞
y
x−α−1 dxdy
=
α
Γ(1− α)
∫ ∞
0
∫ x
0
ue−uy dyx−α−1 dx
=
α
Γ(1− α)
∫ ∞
0
(1− e−ux)x−α−1 dx.
We see that the Lévy measure ν is
ν(dx) =
αx−α−1
Γ(1− α) dx.
The case when α = 1 is degenerate, and in that case we get deterministic Tt = t.
6
6Note that an α-stable subordinator is a special case of an α-stable process for choice of parameters β = 1,
b = 0, and aα = cos(αpi/2) (see Appendix A).
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Gamma subordinator Let Tt be a Lévy process with increments that are gamma dis-
tributed. We say Tt is a Gamma process with density function
fTt(x) =
abt
Γ(bt)
e−axxbt−1, x > 0,
where a, b > 0. It follows that
E e−uTt =
∫ ∞
0
e−ux
abt
Γ(bt)
e−axxbt−1 dx
=
abt
(a+ u)bt
∫ ∞
0
(a+ u)bt
Γ(bt)
e−(a+u)xxbt−1 dx
=
(
a
a+ u
)bt
= exp
(
bt log
(
a
a+ u
))
= exp
(
bt
∫ ∞
0
e−(a+u)x − e−ax
x
dx
)
= exp
(
−t
∫ ∞
0
b(1− e−ux)x−1e−ax dx
)
,
where we used Frullani’s integral.7 We see that the Lévy measure is
ν(dx) = bx−1e−ax dx.
2.1.5 Time–inhomogeneous Lévy Processes
Lévy processes have stationary independent increments, which are very useful for computa-
tions. We can extend the class of Lévy processes further to the time–inhomogeneous Lévy
processes setting, where most of nice properties of Lévy processes remains, but we get a more
general class of stochastic processes which still have independent increments, but increments
are no longer stationary. Time–inhomogeneous Lévy processes are also called processes with
independent increments and absolutely continuous characteristics. For more about processes
with independent increments and their characteristics see Jacod and Shiryaev (2003, Chapter
2).
Let T ∗ be some finite time horizon. A stochastic cadlag process Xt adapted to filtration Ft
with values in R is an inhomogeneous Lévy process if and only if it has following properties:
(L1) X0 = 0 a.s.
(L2) For every sequence of times t0 < t1 < . . . < tn the random variables Xt0 ,Xt1 −
Xt0 , . . . ,Xtn −Xtn−1 are independent.
(L3) For all 0 ≤ t ≤ T ∗, Xt has a time–dependent characteristic exponent
ψt(z) =
∫ t
0
(
ibsz − 1
2
σ2sz
2 +
∫
R
(
eizx − 1− iux1{|x|<1}
)
νs(dx)
)
ds, z ∈ R,
where bs ∈ R, σs > 0, and νs is a measure on R that integrate (|x|2 ∧ 1) satisfying
ν {0} = 0. Furthermore, we assume that∫ T ∗
0
(
|bs|+ σ2s +
∫
R
(
|x|2 ∧ 1
)
νs(dx)
)
ds <∞.
7
∫∞
0
f(ax)−f(bx)
x
dx =
(
f(0) − f(∞)
)
log b
a
.
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The random variable Xt has an infinitely divisible distribution with the characteristic triplet
(bt, σt, νt). If the characteristic triplet depends on time linearly, i.e., (bt, At, νt) = (tb, tA, tν),
the process Xt is a time–homogeneous Lévy process.
From the definition we see that for the characteristic function φXt(z) it holds that
φXt(z) = e
ψt(z),
and only in the case of a time–homogeneous Lévy processes we have
φXt(z) = e
ψt(z) = etψ(z).
Similarly, in the case of a Lévy time–inhomogeneous subordinator, the Laplace exponent ηt is
now time–dependent.
Time–inhomogeneous Lévy processes are not very commonly used processes. Some exam-
ples can be found in Cont and Tankov (2003, Chapter 14). Sometimes the time interval (0, T ∗)
is divided into subpartitions on which the process Xt is modeled via a time–homogeneous Lévy
processes with different parameters on each subpartition. On the whole interval (0, T ∗) the
process Xt is a time–inhomogeneous process. More about time–inhomogeneous Lévy processes
can be found for example in Kluge (2005).
2.1.6 Affine Processes
A stochastic process Xt is Markov if and only if for every 0 ≤ s < t
P[Xt ≤ x|Fs] = P[Xt ≤ x|σ(Xs)], (2.3)
where Fs is a σ-algebra generated by the process Xt up to time s and σ(Xs) is a σ-algebra
generated by Xs. If the process Xt satisfies (2.3) we say that Xt satisfies the Markov property.
The Markov property does not say anything different than that the conditional probability
distribution of the process Xt conditioned on the whole past till time s is the same as the
conditional probability distribution of the process Xt conditioned by knowledge of the value
of the process at time s.
The Markov process Xt with some state space Rn+×Rd−n, 0 ≤ n ≤ d, is called the regular
affine process if and only if its conditional characteristic function is “exponential–affine”, i.e.,
E
[
eiu·Xt |Xs
]
= eα(t−s,iu)+β(t−s,iu)·Xs , u ∈ Rd,
for some functions α(t, iu) and β(t, iu) which are differentiable in t and their derivatives are
continuous at 0.
Let us assume d = 1 and the Markov process Xt follows dynamics
dXt = µ(Xt)dt+ σ(Xt)dWt,
where Wt is a standard Brownian motion and the functions µ(x) and σ
2(x)8 are both affine
in x.9 Furthermore, let λ(x) be also affine in x, then there exist functions A(t) and B(t) such
that
E
[
exp
(
−
∫ t
0
λ(Xs)ds
)]
= exp(A(t) −B(t)X0).
8Notice that we want σ2(x) to be affine in x not σ(x).
9We say that function f : Rd → R is affine if there exist a ∈ Rd and b ∈ R, such that f(x) = a · x+ b.
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If we assume λ(x) = x, µ(x) = κ(θ−x) and σ(x) = σ then we get the model of Vašíček (1977)
dXt = κ(θ −Xt)dt+ σ dWt,
and
B(t) =
1
κ
(
1− e−κt) ,
A(t) =
(
B(t)− t)(κ2θ − σ22 )
κ2
− σ
2B(t)2
4κ
.
If we replace in the Vašíček’s model function σ(x) = σ by σ(x) = σ
√
x, we get the CIR model
of Cox et al. (1985)
dXt = κ(θ −Xt)dt+ σ
√
Xt dWt,
and
B(t) =
2(eγt − 1)
(γ − κ)(eγt − 1) + 2γ ,
A(t) =
2κθ
σ2
log
(
2γ(e(γ−κ)t − 1)
(γ − κ)(eγt − 1) + 2γ
)
,
where γ =
√
κ2 + 2σ2.
More mathematical theory about affine processes can be found in Duffie et al. (2003) for
time homogeneous Markov processes and in Filipovič (2005) extended to time inhomogeneous
Markov processes.
2.2 Markov Chains Theory
The special case of a Markov process (defined in previous section) is a Markov chain which is a
Markov process with a countably large state space E. Markov chains are very useful processes
for modelling dynamics of every system which can take countably many states. Vast amount
of results are well-known. We recall basic definitions and theory which we will need later.
For a deeper Markov chain theory see Karlin and Taylor (1975), Karlin and Taylor (1981),
Resnick (1992), Kijima (1997), Stroock (2005), or Prášková and Lachout (2005).
2.2.1 Discrete–time Markov Chains
We call a random sequence {Xn}n∈N0 with values in a countable state space E a discrete–time
Markov chain if and only if it satisfies the Markov Property, i.e.,
P[Xn+m = j|Xn = i,Xn−1 = in−1, . . . ,X0 = i0] = P[Xn+m = j|Xn = i],
for all n,m ∈ N and for all i, j, i0, . . . , in−1 ∈ E such that
P[Xn = i,Xn−1 = in−1, . . . ,X0 = i0] > 0.
Let us denote the transition probabilities
P[Xn+m = j|Xn = i] = pij(n, n +m).
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If the state space E is finite, we call Xn a finite discrete–time Markov chain. If E is countably
infinite it can be labeled by natural numbers. Hence we can work with E = N. In credit risk
management we are mainly interested in finite Markov chains, therefore in the following we
will assume E = {1, 2, . . . ,K}.
We call Xn a homogeneous Markov chain if the transition probabilities pij(n, n + m) do
not depend on n but only on m, i.e.,
P[Xn+m = j|Xn = i] = P[Xm = j|X0 = i] = p(m)ij , (2.4)
for all i, j ∈ E, n ∈ N0 and m ∈ N. If (2.4) does not hold we speak about an inhomogeneous
Markov chain. In the following we assume Xn to be homogeneous. The matrix
P(m) =
(
p
(m)
ij
)K
i,j=1
,
is called the m-step transition probability matrix of the chain. It is easy to verify the so–called
Chapman–Kolmogorov equations
P(n)P(m) = P(n+m). (2.5)
Equation (2.5) gives us a way to compute the n-step transition probability matrix P(n) from
the one–step transition probability matrix P as
P(n) = Pn.
We call the probability distribution of X0, the initial distribution of the process and denote it
by
pi = P[X0 = i].
Then it follows that
P[X0 = i0,X1 = i1, . . . ,Xn−1 = in−1,Xn = in] = pi0pi0i1 . . . pin−1in . (2.6)
Maximum Likelihood Estimation
We see that the one–step transition probability matrix is a building stone for a discrete–
time Markov chain modeling. However, in many practical situations we have observations
x0, x1, . . . , xm of a process Xn and we would like to estimate the transition probability matrix
P from these observations. Let us denote by nij the frequency of transitions from i to j that
occurred in observations x0, x1, . . . , xm and define
ni. =
K∑
j=1
nij.
Since P is a probability matrix, its row–sums must be 1 and hence we can write
piK = 1−
K−1∑
k=1
pik. (2.7)
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Using (2.6) and (2.7) the log–likelihood function is given by
l(P) = log P[X0 = i0, . . . ,Xm = im] = log
(
pi0
∏
i,j
p
nij
ij
)
= log(pi0) +
K∑
i=1

K−1∑
j=1
nij log(pij) + niK log
(
1−
K−1∑
k=1
pik
) .
After differentiation of l(P) and setting the derivatives to 0, we get the following equations
∂
∂pij
l(P) =
nij
pij
− niK
1−∑K−1k=1 pik = 0, (2.8)
for i = 1, 2, . . . ,K and j = 1, 2, . . . ,K − 1. By solving (2.8) together with (2.7) we get the
maximum likelihood estimator of the one–step transition probability matrix
Pˆ =
(
nij
ni.
)K
i,j=1
. (2.9)
The estimator of the transition probability matrix Pˆ is often called the cohort estimator or
the estimation by the cohort method.
2.2.2 Continuous–time Markov Chains
A continuous–time Markov chain can be seen as a generalization of a discrete–time Markov
chain. In the discrete–time setting the Markov chain can change the state only in some
natural multiples of the time unit. If we replace these discrete times by random exponentially
distributed variables we get a continuous–time Markov chain, where a change of the state can
happen any time.
Let T = [0,∞) and let the stochastic process (Xt, t ∈ T ) with values in a countable state
space E satisfy the Markov property, i.e., for every s ≥ 0 and t ≥ 0,
P[Xt+s = i|Xu, 0 ≤ u ≤ s] = P[Xt+s = i|Xs],
then we say that Xt is a continuous–time Markov chain. Let us denote the transition proba-
bilities by
P[Xt+s = j|Xs = i] = pij(s, s+ t).
Similar as in the case of a discrete–time Markov chain we talk about a homogeneous
continuous–time Markov chain if the transition probabilities pij(s, s + t) do not depend on
s, but only on t. In that case we write pij(t) for short. In the following we assume a finite
homogeneous chain (E = {1, . . . ,K}) if not stated otherwise.
One can see, that we need a whole family of transition probability matrices
P(t) =
(
pij(t)
)K
i,j=1
,
that depend on time t. It is convenient to define P(0) = I, where I is the identity matrix. Let
us denote the probability distribution of Xt at time t by
p(t) =
(
pi(t)
)K
i=1
,
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where pi(t) = P[Xt = i]. Then p(0) is the initial distribution of the process and for every
0 < t1 < . . . < tn and i0, i1, . . . , in ∈ E we have
P[X0 = i0,Xt1 = i1, . . . ,Xtn = in] = pi0(0)pi0i1(t1)pi1i2(t2 − t1) . . . pin−1in(tn − tn−1).
Also for a continuous–time Markov chain it is easy to verify the Chapman–Kolomogorov
equations
P(s)P(t) = P(s + t).
The transition probability matrix P(t) is differentiable with respect to t (see Kijima (1997,
Theorem 4.4)) and since P(0) = I, we can compute the matrix Q as the right–side derivative
of P(t) at point 0, i.e.,
Q = lim
t↓0
P(t)− I
t
.
The matrix Q = (qij)
K
i,j=1 is called the infinitesimal generator, or generator for short, of a
finite continuous–time Markov chain. The generator matrix Q satisfies for every i ∈ E
qij ≥ 0, i 6= j,
qii ≤ 0,
qi = −qii =
∑
j 6=i
qij ,
where qij are called intensities and qi is often called the total intensity. If we have the generator
Q we can get the transition probability matrix P(t) as the unique solution of the backward
Kolmogorov differential equation
dP(t) = QP(t)dt, t ≥ 0,
or the forward Kolmogorov differential equation
dP(t) = P(t)Q dt, t ≥ 0,
with the initial condition P(0) = I. The unique solution is given by
P(t) = exp(tQ) =
∞∑
n=0
tnQn
n!
, t ≥ 0.
Let us denote the random time, when the process Xt changes the state for the i-th time, by
Ti. We get an increasing sequence of stopping times T1 < T2 < . . .. Times between jumps
(changes of state) are random variables having an exponential distribution (see Kijima (1997,
Theorem 4.6)). The intensity of the exponential distribution depends on the state in which
the process Xt is. If the process Xt is in the state i, the random sojourn time before the next
jump will occur is an exponentially distributed random variable τi with intensity qi,
P[τi ≤ t] = 1− e−qit, t ≥ 0. (2.10)
In the case of zero intensity qi the sojourn time is ∞ and the state i is absorbing, i.e., once
the process Xt enters state i it will stay there forever.
10
10If the state i is absorbing, the i-th row of the generator matrix is just the zero vector.
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When the process Xt is in state i and a jump occurred, the probability that the next state
will be state j is (for proof see Kijima (1997, Theorem 4.7))
P[Xt = j|Xt− = i,Xt 6= i] = qij
qi
. (2.11)
The probabilities (2.11) are transition probabilities of the embedded discrete–time Markov
chain.
The continuous–time Markov chain can be defined through the embedded Markov chain
and specifying intensities qi for the distribution of the sojourn times. This definition will be
handy for extending Markov chains to semi–Markov chains in Section 2.2.3.
Maximum Likelihood Estimation
Similar to the case of a discrete–time Markov chain we are interested in the maximum likelihood
estimator of the generator matrix Q from observed data. If we have a continuous observation
of the process Xt up to the present time T and we know, that exactly m jumps occurred, we
can denote the jump times of the process by J1, J2, . . . , Jm. It means that the process Xt has
started in some initial state i0 ∈ E, at time J1 it has changed the state i0 to state i1 and so
on until at time Jm it has jumped to state im, where it resides. Assuming we are given initial
distribution we use (2.10) and (2.11) and get the maximum likelihood equation in form11
L(Q) = qi0 exp(−qi0J1)
×
m−1∏
k=1
qik−1ik
qik−1
qik exp
(− qik(Jk+1 − Jk))
× qim−1im
qim−1
exp
(− qim(T − Jm))
= exp(−qi0J1)
m−1∏
k=1
qik−1ik exp
(− qik(Jk+1 − Jk))qim−1im exp (− qim(T − Jm))
=
K∏
i=1
exp
(− qiRi) K∏
j=1
j 6=i
q
nij
ij
=
K∏
i=1
exp
(
−
∑
k 6=i
qikRi
) K∏
j=1
j 6=i
q
nij
ij
=
K∏
i=1
K∏
j=1
j 6=i
q
nij
ij exp
(− qijRi),
where nij is the total number of transitions from state i to state j up to time T , Ri =∫ T
0 1{x(t)=i} dt is the total time spend by the process in state i up to time T and the term
exp
(− qim(T − Jm)) is the probability that the last sojourn time is bigger than T − Jm. The
11In many publications we can find slightly different maximum likelihood function, which is derived from
n independent runs of the system (instead of just one run). In that case the maximum likelihood function is
a product of n functions in the form presented here. Estimation in that case boil down to same result only
for derivation we need an additional index, we present ML estimator from one run. However, extension to n
independent runs is obvious.
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log–likelihood function is given by
l(Q) = logL(Q) =
K∑
i=1
K∑
j=1
j 6=i
(
nij log qij −Riqij
)
.
Let us differentiate l(Q) with respect to qij and set the derivative equal to 0. We get
∂
∂qij
l(Q) =
1
qij
nij −Ri = 0, i 6= j.
The maximum likelihood estimator of the generator matrix Q is then
qˆij =
nij
Ri
, i 6= j,
qˆii = −
K∑
j=1
j 6=i
qˆij.
(2.12)
If we observe data continuously, the estimator (2.12) is useful. But if we observe the state of
the process just in discrete equidistant times there is a problem to estimate the generator Q.
The way to deal with this, is described in Section 2.3.
Inhomogeneous Continuous–time Markov Chains
In the case of an inhomogeneous continuous–time Markov chain the generator Q is not constant
anymore and it depends on time. For 0 ≤ s < t we have
Q(t) = lim
h↓0
P(t, t+ h)− I
h
,
P(s, t) = exp
(∫ t
s
Q(u)du
)
=
∞∑
n=0
(∫ t
s Q(u)du
)n
n!
,
where the integral from a matrix is assumed to be componentwise, i.e.,
∫ t
s
Q(u)du =


∫ t
s q1,1(u)du
∫ t
s q1,2(u)du · · ·
∫ t
s q1,K(u)du∫ t
s q2,1(u)du
∫ t
s q2,2(u)du · · ·
∫ t
s q2,K(u)du
...
...
. . .
...∫ t
s qK,1(u)du
∫ t
s qK,2(u)du · · ·
∫ t
s qK,K(u)du

 .
For every t ≥ 0 and i ∈ E it holds
qij(t) ≥ 0, j 6= i,
qii(t) ≤ 0,
qi(t) = −qii(t) =
∑
j 6=i
qij(t).
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2.2.3 Semi–Markov Chains
The continuous–time Markov chain is an extension of the discrete–time Markov chain when
sojourn times are not a natural multiples of the time unit anymore, but they are replaced with
an exponentially distributed random variable with a constant intensity. If we go further and
replace the exponential distribution by any general distribution we will get a semi–Markov
chain and if we allow a dependency of the distribution on time t we get an inhomogeneous
semi–Markov chain. In this section we describe basic properties of finite inhomogeneous semi–
Markov chains. Properties for homogeneous semi–Markov chains can be derived by relaxing
the dependency on time t. Semi–Markov chains are often used in renewal theory and reliability
theory. For the general theory of semi–Markov chains we refer to Janssen and Manca (2006).
Similar as in the case of a finite continuous–time Markov chain we have an embedded
discrete–time Markov chain {Jn}n∈N0 with state space {1, . . . ,K} and an increasing sequence
of stopping times {Tn}n∈N. A semi–Markov chain Xt is fully described by (Jn, Tn) in the
following way:
Xt = J0, t ∈ [0, T1),
Xt = J1, t ∈ [T1, T2),
...
Xt = Jn, t ∈ [Tn, Tn+1),
...
Let us define a kernel associated to the semi–Markov chain Xt as
H(s, t) =
(
hij(s, t)
)K
i,j=1
,
where
hij(s, t) = P[Jn+1 = j, Tn+1 ≤ t|Jn = i, Tn = s].
Next, let us define
Si(s, t) =
K∑
j=1
hij(s, t) = P[Tn+1 ≤ t|Jn = i, Tn = s],
that is, the probability distribution of the sojourn time in state i conditioned that the last jump
occurred at time s. Finally, we can compute the transition probabilities P(s, t) = (pij(s, t))
K
i,j
of the process Xt from evolution equations
pij(s, t) = δij
(
1− Si(s, t)
)
+
K∑
k=1
∫ t
s
pkj(u, t)hik(s, du), (2.13)
where δij = 1{i=j} is the Kronecker delta. The general integral equations of form (2.13) are
called Volterra integral equations. The equations (2.13) are extended Kolmogorov differential
equations and can not be solved without any further specification of the sojourn time dis-
tribution and the inhomogeneity structure. If we assume some distribution, we can use the
maximum likelihood estimation. If we do not want to assume any particular distribution we
can use a non–parametric estimation, see Lucas et al. (2006). Working with a non–parametric
estimation is harder than with a parametric estimation.
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2.3 Partially Observed Data in Markov Chain Theory
Let us imagine the situation when we want to model some system using a continuous–time
Markov chain. We have some past observations of the system from which we need to estimate
the generator matrix Q. If we have continuous–time observations of the system, it is easy to
compute the maximum likelihood estimator. A problem rises up if we do not have continuous
observations and we have just discretely (partially) observed data. Without loss of generality
let us assume that we have yearly data observations.
Using the cohort method (2.9) we can estimate the yearly transition probability matrix
and denote it by Pˆ. Then we would like to derive the estimator of the generator Q which
generates the transition matrix Pˆ. This problem is called the embeddability problem. Not
every probability matrix is embeddable and if there exists a generator Q it need not to be
unique.
Under the assumption that the process can change the state just once a year Jarrow et al.
(1997) show how to derive Qˆ from Pˆ. In Israel et al. (2001), the authors work in a more
general setting without any restrictive assumptions and they provide sufficient conditions on
the transition matrix Pˆ for the existence or for the failure of the existence of the generator Qˆ.
Their idea is to compute the logarithm of matrix Pˆ. The resulting matrix does not need to
be a valid generator.12 Israel et al. (2001) come up with two ad–hoc methods how to get the
nearest possible valid generator. Both methods set the negative off–diagonal elements equal
to zero and then adjust other elements to get the zero row–sum. We describe them in Section
2.3.1
Another method how to get a valid generator matrix, which generates the transition prob-
ability matrix as near as possible to Pˆ, is from Kreinin and Sidelnikova (2001) (QO method)
and described in Section 2.3.2.
In Bladt and Sørensen (2005) they choose a slightly different approach. They did not try
to find the generator of the matrix Pˆ, but rather estimate the generator matrix Q using all
available information, i.e., partially observed data. As a tool how to deal with the incomplete
information for the maximum likelihood estimator, they used the EM algorithm (Section 2.3.3)
and MCMC (Section 2.3.4).
A comprehensive comparison of these five methods can be found in Inamura (2006) who
shows that the best performance is obtained by the MCMC method.
2.3.1 DA and WA Method
Israel et al. (2001) suggest to use the matrix logarithm through the Taylor series for computing
the estimator
Qˆ = log Pˆ = (Pˆ− I)− (Pˆ− I)
2
2
+
(Pˆ− I)3
3
− (Pˆ− I)
4
4
+ . . . ,
where I is the identity matrix. Israel et al. (2001) also provide some necessary conditions for
the existence of the real matrix logarithm of the matrix Pˆ. Nevertheless, even if the real
logarithm exists, the resulting Qˆ does not need to be a valid generator. Israel et al. (2001)
propose two ad–hoc methods how to fix it — the diagonal adjustment method (DA) and the
weighted adjustment method (WA). The methods proceed in two steps. In the first step they
fix all off–diagonal elements and in the second step they adjust other elements of Qˆ to be a
valid generator.
12Non–positive elements on the diagonal, non–negative elements otherwise and zero row–sum.
2.3 Partially Observed Data in Markov Chain Theory 19
1. Set all off–diagonal negative elements equal to 0,
qˆij = max {qˆij, 0} , i 6= j.
2. For the DA method set the diagonal element equal to minus sum of off–diagonal elements
qˆii = −
∑
j 6=i
qˆij, i = 1, . . . ,K.
For the WA method adjust all non–zero elements relative to their magnitudes
qˆij = qˆij − |qˆij|
∑K
j=1 qˆij∑K
j=1 |qˆij|
, i, j = 1, . . . ,K.
2.3.2 Quasi–optimization Method
We are given the matrix Pˆ and we would like to find a generator which generates the matrix
Pˆ or generates a matrix which is as close as possible to Pˆ. Let us denote the set of all possible
K ×K-dimensional generators by Q, that is
Q :=

Q ∈ RK×K
∣∣∣∣
K∑
j=1
qij = 0, qij ≥ 0, i 6= j

 .
We are trying to find the element Q∗ ∈ Q that minimizes
|| exp(Q)− Pˆ||,
where ‖·‖ is Euclidean norm. That is not an easy tractable problem. Kreinin and Sidelnikova
(2001) suggest that if exp(Q) is near to Pˆ, then also their logarithms should be near to each
other. Therefore, they formulate a similar problem, where they are looking for Q∗ ∈ Q that
minimizes
||Q− log Pˆ||.
Since the conditions on a valid generator are conditions on every row we can split the optimiza-
tion problem into K separate problems and perform for each row the following optimization
algorithm.
Let us denote the particular row of Pˆ, for which we are performing the algorithm, by
a = (a1, . . . , aK) and assume that the cone C is given by
C =
{
z ∈ RK
∣∣∣∣
K∑
i=1
zi = 0,
K∑
i=1
1{zi<0} ∈ {0, 1}
}
.
Note that
∑K
i=1 1{zi<0} = 0 implies z = 0.
Now we are looking for z∗ ∈ C which is the argument of
min
z∈C
K∑
i=1
(ai − zi)2.
Kreinin and Sidelnikova (2001) provide a fast algorithm for finding z∗ based on the algorithm
of Tuenter (2001). The algorithm proceeds as follows
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1. If a ∈ C, then z∗ = a and stop.
2. Construct b = (b1, . . . , bK) as
bi = ai − 1
K
K∑
j=1
aj .
3. Let pi(·) be a permutation which orders b in the increasing order, that is bi ≤ bi+1. Then
compute a˜ = pi(b).
4. Find m∗ as the smallest m, 1 ≤ m ≤ (K − 1), which satisfies13
(K −m+ 1)a˜m+1 −
(
a˜1 +
K∑
i=m+1
a˜i
)
≥ 0.
5. Let J be given by
J := {i ∈ N|2 ≤ i ≤ m∗} .
Note that J can be an empty set if m∗ = 1.
6. Construct z∗ by
zi =
{
0, i ∈ J ,
a˜i − 1K−m∗+1
(∑
j /∈J a˜j
)
, otherwise.
Note that in the case of m∗ = 1, we get simply z∗ = a˜.
7. As the optimal solution for this row return pi−1(z∗), where pi−1 is the inverse permutation
to pi.
If we perform the algorithm for every row, we get the solution to the QO problem.
2.3.3 Expectation Maximization Method
The idea of the expectation maximization method (EM) is quite simple and appears to be
useful in the situation of incomplete data, in which the maximum likelihood could not be ap-
plied directly. For more general information about EM algorithm see McLachlan and Krishnan
(1997). The application for the presented problem was proposed by Bladt and Sørensen (2005).
We assume that we have a discrete (one year) observation of n realizations of the
continuous–time Markov chain. We can not apply the maximum likelihood since we do not
observe these realizations continuously, but we know in which state the chain started and
where it ended. For computing the maximum likelihood we would need to know the number
of transitions from i to j through the year denoted by nij and the time spend in state i by all
realizations denoted by Ri.
The EM algorithm consists of two steps. In the first step, nij and Ri are replaced by their
expected values, given the partial observation xobs (starting and ending point). In the second
step, we compute the maximum likelihood estimator of the generator Q using nij and Ri from
the first step. Formally the algorithm proceeds as follows
13In the original paper Kreinin and Sidelnikova (2001) or in Inamura (2006) they request m ≥ 2, which we
think is wrong and does not work in some special cases (matrices in credit risk usually do not satisfy this).
Paper of Kreinin and Sidelnikova (2001) is based on paper Tuenter (2001). Tuenter (2001) proved his algorithm
for a slightly different simplex, so the mistake probably occurred during adjustments for different simplex.
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1. Let Q0 be some starting point of the algorithm. The possible choice is the estimator
QDA or QWA.
2. Calculate E [nij|xobs,Qk] and E [Ri|xobs,Qk] using Qk.
3. Calculate Qk+1, where the ij-th element is given by
qij =
E [nij|xobs,Qk]
E [Ri|xobs,Qk]
.
4. If ||Qk −Qk+1|| < ε, return Qk as the optimal solution, else go to step 2.
The only thing we need to clarify is how to compute expectations E [nij|xobs,Q] and
E [Ri|xobs,Q]. Note that
E [nij|xobs,Q] =
n∑
h=1
E
[
nhij|xh,Q
]
, (2.14)
E [Ri|xobs,Q] =
n∑
h=1
E
[
Rhi |xh,Q
]
, (2.15)
where xh is the partial observation of the h-th realization of the chain, nhij is the number of
transitions from state i to state j in the h-th realization and similar to Rhi . Then it holds
E
[
nhij|xh,Q
]
=
1
D
e>xh(0)
(
qij
∫ 1
0
exp(sQ)eie
>
j exp
(
(1− s)Q)ds) exh(1), (2.16)
E
[
Rhi |xh,Q
]
=
1
D
e>xh(0)
(∫ 1
0
exp(sQ)eie
>
i exp
(
(1− s)Q) ds) exh(1), (2.17)
D = e>xh(0) exp(Q)exh(1), (2.18)
where xh(0) is the starting and xh(1) the ending state of the h-th realization, ei is a vector
of zeros with one on i-th place. For the detailed derivation of formulas (2.16) – (2.18), see
Bladt and Sørensen (2005) and/or Inamura (2006, Appendix B). To be able to compute any
of the formulas (2.16) – (2.18), we need to know how to compute integrals involving matrix
exponentials. An easy formula suggested by Van Loan (1978) use two square matrices F and
A such that
(
F11 F12
0 F22
)
= exp
[
t
(
A11 A12
0 A22
)]
.
Then it holds that
F11 = exp(tA11),
F22 = exp(tA22),
F12 =
∫ t
0
exp
(
(t− s)A11
)
A12 exp(sA22)ds.
If we replace A11 and A22 by Q, A12 by eie
>
i or eie
>
j and t = 1, we can easily compute
exp(A) and get F12, which is what we are looking for.
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2.3.4 Markov Chain Monte Carlo Method
The last method from the comparison of Inamura (2006) is the MCMC method proposed by
Bladt and Sørensen (2005). The idea is also very simple. Let Q be a random matrix satisfying
conditions on the generator matrix with the distribution p(Q). Let us draw some particular
Q from p(Q) and simulate the run X of the chain given the generator matrix Q in a such
way, that the partial observation (starting and ending state) agrees with data which we have
observed xobs. Then we compute the maximum likelihood from the run X and adjust the
distribution of Q according to that. The setting is Bayesian and from the Bayes theorem we
have
p(Q|X,xobs) ∝ p(Q)p(X|Q)
∝ p(Q)L(Q)
= p(Q)
K∏
i=1
K∏
j=1
j 6=i
q
nij
ij exp(−qijRi). (2.19)
Thus, p(Q) is the prior distribution and p(Q|X,xobs) is the posterior distribution. This dis-
tribution adjustment of the matrix Q, we iterate n-times and after that we forget the first l
iterations, which is called the burn–in period. Then we get the estimator
Qˆ =
1
n− l
n∑
i=l+1
Qi,
where Qi is the matrix drawn in the i-th iteration. The first l iterations are discarded to
enable the process to reach stationarity. Bladt and Sørensen (2005) proposed to use a gamma
distribution for off–diagonal elements of Q (diagonal elements are given by qii = −
∑
j 6=i qij).
Then the prior distribution is
p(Q) ∝
K∏
i=1
K∏
j=1
j 6=i
q
αij−1
ij exp(−qijβi),
where αij and βi are parameters of the gamma distribution. The posterior distribution is then
from (2.19) again the gamma distribution, but with different parameters
p(Q|X,xobs) ∝
K∏
i=1
K∏
j=1
j 6=i
q
nij+αij−1
ij exp
(− qij(Ri + βi)).
Let αij and βi be given parameters of the gamma distribution and x
obs the partial observation.
The algorithm proceeds as follows:
1. Let k = 1.
2. Draw Qk from distribution Γ(α,β).
3. Simulate the run X of the chain in such way that X agrees with the partial observation
xobs.
4. Compute nij and Ri from run X and update αij and βi,
αij = αij + nij,
βi = βi +Ri,
k = k + 1.
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5. If k = (n+ 1) return 1n−l
∑n
i=l+1 Qi, else go to step 2.
The simulation of run X can be done easily by simulating a Markov chain with the initial
state according to xobs. Then the run is accepted or rejected if it will end in the desired ending
point (according to xobs).
Note that the generator estimators from the EM and the MCMC method can generate
significantly different one–year transition matrices than Pˆ. It is caused by a similar reason
as in the case of the ML estimator compared with the cohort estimator. The EM and the
MCMC method incorporate more information than the methods DA, WA and QO. Therefore,
it is not easy to compare these two kinds of methods. Sometimes the first one might be more
useful than the other one dependent on the observed information.
Inamura (2006) performed a simulation when he has some generator Q and he simulates
the partial observation and compares estimators from these five methods with the original
one. The best estimator was given by the MCMC method. The QO method gives a better fit
if one is looking for the generator of Pˆ.
2.3.5 Componentwise Optimization Method
As an additional method to the five previous ones we add the componentwise optimization
(CO), which has a similar goal as the DA, WA, or QO method — find Q which generates Pˆ.
The idea is very simple — divide the problem of finding Q into (K − 1) × (K − 1) steps. In
each step we are dealing with a one–dimensional problem, where we find
qˆij = arg min
qij∈[0,c]
∥∥∥exp (Q(qij))− Pˆ∥∥∥ , i 6= j, (2.20)
where Q(qij) expresses the dependency of the generator on qij. The constant c is chosen in
a conservative way from the empirical expectations to get a bounded problem.14 The smaller
the constant c is, the faster the algorithm proceeds. The constant c can be also different for
different choices of indices i and j.
We see that in each step we have fixed all elements of Q except particular qij, i 6= j,
and we perform a one–dimensional optimization. The important thing is, that simultaneously
as we are moving qij, we need to adjust other elements of the i-th row of Q to remain a
valid generator. This one dimensional problem is solvable numerically using a wide variety of
methods.15
Formally the algorithm is as follows:
1. Find some initial Q0 using the DA or the WA method.
2. While convergence is not reached do
• For i = 1, . . . ,K do
• For j = 1, . . . ,K do
• If i 6= j, find qˆij as
qˆij = arg min
qij∈[0,c]
∥∥∥exp (Q(qij))− Pˆ∥∥∥ ,
Simultaneously with changing qij adjust other row elements to Q remain
a valid generator.
14In the credit risk, the highest intensities are around 0.1, therefore a possible conservative choice would be
c = 1.
15We have used the function fminbnd from the mathematical software Matlab, which find a minimum on
bounded interval. The algorithm is based on golden section search and parabolic interpolation. For details see
Brent (1973).
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3. Return Q as the optimal solution.
The CO algorithm does not need to lead to the optimal solution, since it converges to some
local minimum of one dimension and since we do not know anything about convexity, we
can not ensure that the found minimum is a global minimum. Hence, we know, that we will
get “some” result, but the result can be far away from the optimal solution. What we can
do, is to compare it to solutions from the previous five methods and then say if it is better
solution or it is not. The important thing is also the choice of the initial point since we never
converge to a worse solution than the initial. Hence, if we choose as a starting point the best
solution which we obtained from the previous five methods, we can just improve using CO.
The standalone usage without any reference results can not be done without further discussion
about the convexity of the problem.
3
Time–changed Continuous–time Markov Chains
This chapter is a main contribution of the presented work. The motivation for our extension is
following. Let us consider some system which is described by a finite homogeneous continuous–
time Markov chain Xt. The homogeneity assumption is often very controversial. Empirical
studies often show the violence of system time homogeneity. When we want to fix this flaw,
we need to introduce a more general system (inhomogeneous (semi–) Markov chain). In the
inhomogeneity structure we would like to conserve as fewest parameters as possible, since
every new parameter in model will raise data demand needed for estimation. One of possible
suggestions for the inhomogeneity structure can be found in Bluhm and Overbeck (2007).
We propose a different way inspired mainly by time changes in Lévy processes (see
Carr and Wu (2004)). We assume that system follows a continuous–time Markov chain
(CTMC), which is time–homogeneous with respect to a different time scale than a usual
calendar time. In every field of application, this alternative time scale can have different
interpretation.
Let us call the new time scale system time (or in a context with credit risk business time)
and denote the mapping which maps regular calendar time into the system time by Tt. This
mapping can be deterministic or random. We can treat the deterministic mapping as a special
(degenerate) case of random mapping. Therefore, we are going to describe the theory for
random Tt. Since Tt is a random variable for every t, we require the following properties
P[T0 = 0] = 1,
P[Tt <∞] = 1, t ≥ 0,
P[Tt ≥ Ts] = 1, t ≥ s ≥ 0,
P[Tt > Ts] > 0, t > s ≥ 0.
In other words, the process Tt is almost surely non–decreasing, starting at zero and its in-
crements are with positive probability bigger than zero. Then we study the behavior of
time–changed continuous–time Markov chain. The time evolution can be deterministic —
given exogenously by another model or by expert opinion. Random time evolution is usually
modeled using Lévy subordinators (see Section 2.1.4).
In Section 3.1 we extend classical theory and describe behavior of a time–changed CTMC.
In Sections 3.2 and 3.3 we study how to estimate parameters in our model under different
settings and approaches to time evolution.
3.1 Time–changed Continuous–time Markov Chains
Let us recall a few known results from matrix algebra, which we will need later. Then we will
show how a continuous–time Markov chain evolves after the time change.
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3.1.1 Matrix Exponential
Let us begin with the known fact that for any given n × n matrix Q, over an algebraically
closed field,16 there exists an invertible n× n matrix B such that
Q = BDB−1, (3.1)
where D is a n× n block diagonal matrix given by
D =


Jn1(λ1) 0
Jn2(λ2)
. . .
0 Jnk(λk)

 ,
and the block Jni(λi) is a ni × ni square matrix given in form
Jni(λi) =


λi 1 . . . 0
0 λi
. . .
...
...
. . . 1
0 . . . 0 λi

 ,
such that n1+n2+ . . .+nk = n. The values λ1, . . . , λk are eigenvalues of the matrix Q. Form
(3.1) is called the Jordan canonical representation and Jni(λi) is a Jordan block belonging to
the eigenvalue λi. In the case n = k, that is, the block Jni(λi) is 1-dimensional for every i, we
say, that the matrix Q is diagonalizable.
Let Jn(λ) be an arbitrary Jordan block. It can be decomposed into
Jn(λ) = λI + N,
where I is the identity matrix and N is a nilpotent matrix17 in form
N =


0 1 0 . . . 0
0 0 1 . . . 0
. . .
...
...
. . . 1
0 0 0


.
By easy multiplication we see that
N2 =


0 0 1 . . . 0
0 0 0 . . . 0
. . .
...
1
...
...
. . . 0
0 0 0


, . . . ,Nn−1 =


0 0 0 . . . 1
0 0 0 . . . 0
. . .
...
0
...
...
. . . 0
0 0 0


,
i.e., with higher powers of the matrix N the line of ones shifts one entry to the right. Hence
the order of nilpotency of the matrix N is n− 1.
16R is not closed, but C is.
17We say that the matrix N is nilpotent of order a ∈ N if Nk 6= 0 for k < a and Na = 0.
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It is easy to verify that matrices λI and N commute. Then it holds that
eλI+N =
∞∑
i=0
(λI + N)i
i!
=
∞∑
i=0
∑i
j=0
(i
j
)
(λI)jNi−j
i!
=
∞∑
i=0
i∑
j=0
λjNi−j
j!(i − j)!
=
∞∑
j=0
λj
j!
∞∑
i=j
Ni−j
(i− j)!
= eλeN.
Since the matrix N is nilpotent of order n − 1, the Taylor expansion of eN is a finite sum
consisting of n terms. The first term of the expansion is the identity matrix and every other
term shifts the ones on the diagonal one entry to the right as described above. We see that
eJn(λ) = eλI+N = eλ


1 1 12 . . .
1
(n−1)!
0 1 1 . . . 1(n−2)!
0 0 1 . . . 1(n−3)!
...
...
...
. . .
...
0 0 0 . . . 1


. (3.2)
Now we can compute the exponential of an arbitrary matrix Q. Notice that
eQ =
∞∑
i=0
(
BDB−1
)i
i!
= B
∞∑
i=0
Di
i!
B−1 = BeDB−1.
We need to compute the exponential of the block diagonal matrix D. Since the exponent of a
block diagonal matrix is a block diagonal matrix with exponentials of original blocks on the
diagonal, we have
eD = exp




Jn1(λ1) 0
Jn2(λ2)
. . .
0 Jnk(λk)



 =


eJn1 (λ1) 0
eJn2 (λ2)
. . .
0 eJnk (λk)

 ,
where exponentials of Jordan blocks are given by (3.2).
3.1.2 Continuous–time Markov Chains under Stochastic Time
Recall that transition probabilities of a homogeneous continuous–time Markov chain are given
by
P(t) = exp (tQ) .
Let us try to move to stochastic time, where the time evolution is modeled through a non–
decreasing stochastic process Tt. Conditioned on the realization Tt the transition probability
matrix is
PTt(t) = exp (TtQ) .
28 Time–changed Continuous–time Markov Chains
The unconditioned transition probability matrix is then
P(t) = E [exp (TtQ)].
Let Q = BDB−1 be the Jordan decomposition of the matrix Q, then we have from the
previous subsection
P(t) = E [exp (TtQ)] = BE [exp (TtD)]B
−1.
We need to compute the expectation
E [exp (TtD)] = E




exp (TtJn1(λ1)) 0 · · · 0
0 exp (TtJn2(λ2)) · · · 0
...
...
. . .
...
0 0 · · · exp (TtJnk(λk))



 .
Now, we need to investigate what has changed in the computation of the exponential of a
Jordan block by moving to the stochastic time in comparison with (3.2),
eTtJn(λ) = eTtλI+TtN = eTtλ


1 Tt
T 2t
2 . . .
Tn−1t
(n−1)!
0 1 Tt . . .
Tn−2t
(n−2)!
0 0 1 . . .
Tn−3t
(n−3)!
...
...
...
. . .
...
0 0 0 . . . 1


.
Note that the powers of Tt in the exponential matrix e
TtN came from the Taylor series. We
see that we need to compute
E
[
T it e
Ttλ
]
, i = 0, . . . , n − 1,
if the expectations exist. For i = 0 the question of expectation existence reduce to existence
of Laplace transform.
If we model stochastic time evolution using Lévy subordinator expectation exists always
for i = 0 since λ is non–positive18. For i > 0 we need to know the particular distribution of
the Lévy process.
Case of Time–homogeneous Lévy Subordinator and Diagonizable Generator Ma-
trix
In the special case when we assume the time–homogeneous Lévy subordinator Tt and the
matrix Q is diagonalizable (the matrix D is diagonal), the Jordan blocks are one–dimensional
and equal to
E
[
eTtJn(λ)
]
= E
[
eTtλ
]
= etη(λ),
18The eigenvalue of the generator matrix Q with the biggest real part, is unique and equals 0. The rest of
the eigenvalues have a negative real part. A proof can be found for example in Dupač and Dupačová (1980,
Page 43).
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where η(u) is the Laplace exponent of the subordinator Tt. Let E be
E =


η(D11) 0 · · · 0
0 η(D22) · · · 0
...
...
. . .
...
0 0 · · · η(DKK)

 ,
then it holds that
E [exp (TtD)] = exp (tE) ,
and the transition probabilities are given by
P(t) = B exp (tE)B−1 = exp
(
tBEB−1
)
= exp(tQ˜),
where Q˜ = BEB−1. We see that we get a homogeneous continuous–time Markov chain
with a different generator matrix. However, it is only the special case, if we have a time
inhomogeneous subordinator or at least one Jordan block with dimension higher than 1 we
can get a time–inhomogeneous continuous–time Markov chain (the generator Qt will depend
on time t.
3.2 Maximum Likelihood Estimation
Similar to the case of regular continuous–time Markov chain we would like to be able to
estimate parameters of the model. In practice usually we are interested in system behavior
in some given periods. We assume without loss of generality that this period is one year and
hence we model yearly time increments.
Let us have observation of the system for m years. We assume that in year i system follows
continuous–time Markov chain with generator matrix tiQ. We need to distinguish if the time
evolution is deterministic or random. In the case of deterministic time evolution we need to
further distinguish if time evolution is given or it has to be estimated as well. So we can look
on the system in three possible settings which differ in the set of parameter which needs to be
estimated.
TEEG – time evolution t1, . . . , tm is exogenously given and we need to estimate just the
generator matrix Q.
TEPG – time evolution t1, . . . , tm are parameters of the model and need to be estimated
together with the generator matrix Q.
TERV – time evolution t1, . . . , tm is assumed to be i.i.d. random variables from the proba-
bility distribution, which depends on parameters α = (α1, . . . , αn). In this case we need
to estimate the generator matrix Q and parameters α.
There is one important thing which we need to take care of in the TEPG and TERV settings.
Note that in the formula for the transition probability matrix, there is a term
exp(tkQ),
where tk is the time evolution realization in year k. In the TEPG settings tk needs to be
estimated as a parameter and in the TERV settings parameter of distribution of yearly incre-
ments in year k has to be estimated. However in both cases we can take any c > 0 and do the
following
e−tkQ = e−ctk
Q
c = e−t˜kQ˜.
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The positive multiple of the time evolution tk is also some time evolution and the positive
multiple of the generator matrix Q is also the generator matrix. If we want to derive the
unique maximum likelihood (ML) estimator we need to add some additional conditions.
In the TEPG settings seems reasonable condition
m∑
i=1
ti = m. (3.3)
By which we force the same total time under both time scales (system time and calendar
time).
In the TERV settings there is no such a general obvious choice. If the distribution of yearly
increments depends on parameters α1, . . . , αn, we can set α1 equal to some constant c, but
we need to ensure that all parameters in the model will have valid values. Particular choices
differ from distribution to distribution.
In each of these cases (TEEG, TEPG and TERV) we are going to derive the maximum
likelihood estimator. Since inter–arrival times of continuous–time Markov chain are exponen-
tially distributed we need to know how the exponential distribution behaves under the time
change, so in all cases we study the time–changed exponential distribution and later on, the
time–changed continuous–time Markov chain.
3.2.1 Time Evolution Exogenously Given
Let us assume interval (0, n] where n is an integer (number of years). Further we assume
that we are given the time evolution during these n years t1, t2, . . . tn. The time evolution is
described by a broken line. Further, let us assume interval (c, T ∗] ∈ (0, n]. We are interested
in a random time X until some event happen. This random time lives on interval (c,∞).
We are interested only in fact when it happened — if it happened before T ∗. Under the
calendar time X would be exponentially distributed and we would not care when it started
(since memoryless of the exponential distribution).
We study the random variable X : Ω → (c,∞] with a following property. Let k ∈
{dce, . . . , n− 1}. For every x such that k < x ≤ k + 1 holds
P[X ≤ x|X > k] = 1− exp (− λtk+1(x− k)),
where λ > 0 is some positive parameter. In other words we study a random variable which,
conditioned on being bigger than k, behaves on interval (k, k+1] as an exponentially distributed
random variable with the intensity λtk+1.
Let us derive the distribution function of X on interval (c, n]. We are not interested in the
behavior of X in the region (n,∞). For simplicity let us assume that c < 1 and n > 2.
For c < x ≤ 1 we have from definition
P[X ≤ x] = 1− exp (− λt1(x− c)).
Let 1 < x ≤ 2, then
P[X ≤ x] = P[X ≤ 1] + P[1 < X ≤ x]
= P[X ≤ 1] + P[X ≤ x|X > 1]P[X > 1]
= 1− exp (− λt1(1− c))+ (1− exp (− λt2(x− 1))) exp (− λt1(1− c))
= 1− exp
(
− λ(t1(1− c) + t2(x− 1))
)
.
3.2 Maximum Likelihood Estimation 31
By induction it easily follows that for x ∈ (k, k + 1], n > k > 1
P[X ≤ x] = 1− exp
(
−λ
(
t1(1− c) +
k∑
i=2
ti + tk+1(x− k)
))
.
If we differentiate the distribution function on interval (k, k+1] we will get the density function
fX(x) = λtk+1 exp
(
−λ
(
t1(1− c) +
k∑
i=2
ti + tk+1(x− k)
))
.
For a general n and c ∈ (0, n] we just need to play a bit with indices
P[X ≤ x] = 1− exp (− λD(c, x)), x ∈ (c, n],
where
D(c, x) = tbxc+1(x− c), bxc − dce = −1,
= tdce(dce − c) + tbxc+1(x− bxc), bxc − dce = 0,
= tdce(dce − c) +
bxc∑
i=dce+1
ti + tbxc+1(x− bxc), bxc − dce > 0,
where b·c (d·e) means lower (upper) integer part. The density function is then in form
fX(x) = λtbxc+1 exp (−λD(c, x)) .
Let us study how the maximum likelihood estimator for CTMC parameters will look like.
Let J0 = 0 and JM+1 = T
∗ and recall (see Section 2.2.2) that the usual maximum likelihood
function is (assuming we are given the initial state i0)
L(Q) = qi0 exp(−qi0J1)
×
m−1∏
k=1
qik−1ik
qik−1
qik exp
(− qik(Jk+1 − Jk))
× qim−1im
qim−1
exp
(− qim(T ∗ − Jm))
=
K∏
i=1
K∏
j=1
j 6=i
q
nij
ij exp
(− qijRi),
where
Ri =
∫ T
0
1{xt=i} dt =
m∑
k=0
(Jk+1 − Jk)1{ik=i}.
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Under the given time evolution we get the likelihood function
L(Q) = qi0tbJ1c+1 exp
(− qi0D(0, J1))
×
m−1∏
k=1
qik−1ik
qik−1
qiktbJk+1c+1 exp
(− qikD(Jk, Jk+1))
× qim−1im
qim−1
exp
(− qikD(Jm, T ∗))
= tbJ1c+1 exp
(− qi0D(0, J1))
×
m−1∏
k=1
qik−1ik tbJk+1c+1 exp
(− qikD(Jk, Jk+1))
× qim−1im exp
(− qikD(Jm, T ∗)),
Let us denote the number of transitions from state i to state j in k-th year as nij(k) and the
time spend by the system in state i in k-th year as Ri(k),
Ri(k) =
m∑
l=0
(
min {Jl+1, k + 1} −max {Jl, k}
)+
1{il=i}.
Note that
nij =
m∑
k=1
nij(k),
Ri =
m∑
k=1
Ri(k).
Thus, the maximum likelihood function can be rewritten into
L(Q) =
m∏
k=1
K∏
i=1
K∏
j=1
j 6=i
(tkqij)
nij(k) exp
(− tkqijRi(k)),
The log–likelihood is then
l(Q) =
m∑
k=1
K∑
i=1
K∑
j=1
j 6=i
(
nij(k) log(tkqij)− tkqijRi(k)
)
. (3.4)
After differentiating we get
0 =
∂l(Q)
∂qij
=
m∑
k=1
(
nij(k)
qij
− tkRi(k)
)
, i 6= j,
and after rewriting
qˆij =
∑m
k=1 nij(k)∑m
k=1 tkRi(k)
=
nij∑m
k=1 tkRi(k)
, i 6= j, (3.5)
qˆii = −
∑
j 6=i
qˆij, i = 1, . . . ,K,
which is quite an intuitive result. In the numerator of (3.5) there is a number of transitions from
state i to state j and in the denominator is a weighted sum of time spend in state i weighted by
the time evolution. The classical ML estimator is the special case when t1 = t2 = . . . = tn = 1.
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3.2.2 Time Evolution as the Model Parameter
In this case the time evolution is not given, but it is an additional set of parameters of the
model, which needs to be estimated. Nevertheless, it is easy to extend the result from the
previous paragraph.
From (3.4) we know that the log–likelihood is
l(Q, t) =
m∑
k=1
K∑
i=1
K∑
j=1
j 6=i
(
nij(k) log(tkqij)− tkqijRi(k)
)
.
Now let us differentiate it with respect to qij and tk
0 =
∂l(Q, t)
∂qij
=
m∑
k=1
(
nij(k)
qij
− tkRi(k)
)
, i 6= j, (3.6)
0 =
∂l(Q, t)
∂tk
=
K∑
i=1
K∑
j=1
j 6=i
(
nij(k)
tk
− qijRi(k)
)
. (3.7)
From (3.6) we get the same to the previous section
qij =
∑m
k=1 nij(k)∑m
k=1 tkRi(k)
, i 6= j. (3.8)
From (3.7) we get for all k ∈ {1, . . . ,m}
K∑
i=1
K∑
j=1
j 6=i
nij(k)
tkRi(k)
=
K∑
i=1
K∑
j=1
j 6=i
qij.
Note that the right side is the same for all k, hence it holds
1
t1
K∑
i=1
K∑
j=1
j 6=i
nij(1)
Ri(1)
= . . . =
1
tm
K∑
i=1
K∑
j=1
j 6=i
nij(m)
Ri(m)
.
Let l ∈ {1, . . . ,m} is arbitrary fixed. Then we can express every tk using tl
tk = tl
∑K
i=1
∑K
j=1
j 6=i
nij(k)
Ri(k)∑K
i=1
∑K
j=1
j 6=i
nij(l)
Ri(l)
.
Now using the condition (3.3) we have
m =
m∑
k=1
tk = tl
∑m
k=1
∑K
i=1
∑K
j=1
j 6=i
nij(k)
Ri(k)∑K
i=1
∑K
j=1
j 6=i
nij(l)
Ri(l)
,
and hence
tl =
m
∑K
i=1
∑K
j=1
j 6=i
nij(l)
Ri(l)∑m
k=1
∑K
i=1
∑K
j=1
j 6=i
nij(k)
Ri(k)
.
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Therefore, ML estimators in TEPG settings are
tˆl =
m
∑K
i=1
∑K
j=1
j 6=i
nij(l)
Ri(l)∑m
k=1
∑K
i=1
∑K
j=1
j 6=i
nij(k)
Ri(k)
, l = 1, . . . ,m,
qˆij =
∑m
k=1 nij(k)∑m
k=1 tˆkRi(k)
, i 6= j,
qˆii = −
K∑
j=1
j 6=i
qˆij , i = 1, . . . ,K.
3.2.3 Time Evolution as Random Variables
In the last case we assume that the time evolution is an non–decreasing process. We assume
that for every t > 0 the time evolution Tt is a random variable with distribution µ(αt), which
depends on a vector of parameters αt. Note that αt can be time dependent and hence not
stationary. First we describe the behavior of an exponentially distributed random variable
under stochastic time and later CTMC under stochastic time.
Let τ is a positive random variable, which, conditioned on realization of the time evolution,
has an exponential distribution i.e.,
P[τ ≤ t|Tt] = 1− e−Ttλ.
The unconditioned probability distribution of τ is then
P[τ ≤ t] = E [P[τ ≤ t|Tt]] = 1− E [e−Ttλ].
We see that the only thing which we need to know is a Laplace transform of the random
variable Tt at point λ. Let us denote by ν(t) the Laplace exponent of Tt at point λ and work
with it as a function of time t,
E [e−Ttλ] = e−ν(t).
Then
P[τ ≤ t] = 1− e−ν(t). (3.9)
By differentiating (3.9) we get the density function of τ
fτ (t) = e
−ν(t)ν ′(t),
where ν ′(t) is the derivative of the Laplace exponent with respect to time t. Note that we
started our derivation at time 0. More general case would be if we started at some time t0 ≥ 0.
Then we are interested in
P[τ ≤ t|Ft0 ], t ≥ t0.
Since we allow general (dependent and non–stationary) time evolution increments, random
time increment over interval [t0, t] can depend on σ-algebra Ft0 . The dependency is through
parameters αt0,t of the time increment distribution, which we can think of as a functions of
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Ft0 and t and denote it by α(Ft0 , t). Hence ν is a function of t, t0, λ and Ft0 . Then we have
the density function of random time τ
fτ (t) = e
−ν(t,t0,λ,Ft0)ν ′(t, t0, λ,Ft0), for t ≥ t0.
Now we can study CTMC under the random time evolution. Recall that the maximum like-
lihood function of the time–unchanged CTMC with observations up to horizon T ∗ (assuming
we are given the initial state i0) is
L(Q) = qi0 exp(−qi0J1)
×
m−1∏
k=1
qik−1ik
qik−1
qik exp
(− qik(Jk − Jk−1))
× qim−1im
qim−1
exp
(− qim(T ∗ − Jm)).
By time changing maximum likelihood changes into
L(Q,α) = ν ′(J1, 0, qi0 ,F0) exp
(− ν(J1, 0, qi0 ,F0))
×
m−1∏
k=1
qik−1ik
qik−1
ν ′(Jk, Jk−1, qik ,FJk−1) exp
(− ν(Jk, Jk−1, qik ,FJk−1)) (3.10)
× qim−1im
qim−1
exp
(− ν(T ∗, Jm, qim ,FJm)).
For any further computation we need a particular choice of the time evolution distribution and
mainly the dependency structure of parameters α(Ft0 , t), because it is very inconvenient to
work with σ-algebra as a variable. Some feasible dependency structure could be a case when
time evolution would be a Markov process. Then
α(Ft0 , t) = α(Tt0 , t).
Even then the computation could be very difficult. We can get more explicit results if Tt is a
process with independent stationary increments, i. e., the Lévy subordinator.
Case of Lévy Subordinator
Let us compute the maximum likelihood estimator explicitly for the case when time evolution
is modeled through an α-stable subordinator. We have to estimate parameters α and qij.
Recall that we need to add an additional condition to get unique estimators. We can not use
condition (3.3) since time evolution is random and not parameters. We need a condition on
parameters which are here generator matrix Q and parameter α. Let α = c, where 0 < c ≤ 1.
The particular choice of constant c is discussed later. Recall that the Laplace exponent ν does
not depend on t0 and parameters of time evolution does not depend on Ft0 , but depends on
constant α. We have
ν(t, λ, α) = tλα,
ν ′(t, λ, α) = λα.
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By substitution in (3.10) we get
L(Q, α) = qαi0 exp(−J1qαi0)
×
m−1∏
k=1
qik−1ik
qik−1
qαik exp
(− (Jk − Jk−1)qαik)
× qim−1im
qim−1
exp
(− (T ∗ − Jm)qαim)
= qα−1i0 exp(−J1qαi0)
×
m−1∏
k=1
qik−1ikq
α−1
ik
exp
(− (Jk − Jk−1)qαik)
× qim−1im exp
(− (T ∗ − Jm)qαim)
=
K∏
i=1
exp
(− qαi Ri) K∏
j=1
j 6=i
(
qijq
α−1
j
)nij .
The log–likelihood is then
l(Q, α) =
K∑
i=1
(
− qαi Ri +
K∑
j=1
j 6=i
nij
(
log(qij) + (α− 1) log(qj)
))
= −
K∑
i=1
( K∑
j=1
j 6=i
qij
)α
Ri +
K∑
i=1
K∑
j=1
j 6=i
nij log(qij)
+ (α− 1)
K∑
i=1
K∑
j=1
j 6=i
nij log
( K∑
k=1
k 6=j
qjk
)
,
where we used that qi =
∑K
j=1
j 6=i
qij. This relation we will use also the other way around.
If we differentiate the log–likelihood with respect to qij and set the result equal to 0 we
get equations
∂l(Q, α)
∂qij
= −αqα−1i Ri +
nij
qij
+
(α− 1)
qi
K∑
k=1
k 6=i
nki = 0, i 6= j,
which we can rewrite using notation
ni. =
K∑
j=1
j 6=i
nij, n.i =
K∑
j=1
j 6=i
nji,
into the form
αqα−1i Ri −
(α− 1)
qi
n.i =
nij
qij
. (3.11)
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From (3.11) we see that for fixed i the ratio
nij
qij
is constant for every j. Let m ∈
{1, 2, . . . , i− 1, , i + 1, . . . ,K} be an arbitrary index different than i. Then it holds that
qij =
nij
nim
qim, j 6= i. (3.12)
If we substitute (3.12) into Equation (3.11) associated with indices i and m and rewrite it a
bit, we get
αqα−1i Ri −
(α− 1)
qi
n.i =
nim
qim
,
α
( K∑
j=1
j 6=i
qij
)α−1
Ri − (α− 1)∑K
j=1
j 6=i
qij
n.i =
nim
qim
,
α
( K∑
j=1
j 6=i
nij
nim
qim
)α−1
Ri − (α− 1)∑K
j=1
j 6=i
nij
nim
qim
n.i =
nim
qim
,
α
(
qim
nim
)α
nα−1i. Ri − (α− 1)
n.i
ni.
= 1.
After few more manipulations we get
qαim =
nαim
(
ni. − (1− α)n.i
)
αRinαi.
,
qim =
nim
ni.
α
√
ni. − (1− α)n.i
αRi
. (3.13)
There is one thing which we need to take care of. One could argue that under the root there
might be a negative number, which depends on our choice of α = c. However, note that under
the root, there is a difference between number of how many times system entered (multiplied
by 1 − c) and exited the state i. The difference ni. − n.i can not be smaller than −1, since
every time when the process visited (entered and exited) the state i both ni., n.i increased.
The negative difference can occur only when system started in a different state than i and
finished in i. In that case ni. + 1 = n.i and we have under the root
ni. − (1− α)n.i ≥ 0
ni. − (1− α)(ni. + 1) ≥ 0
α ≥ 1
ni. + 1
.
Since we assume that nim > 0 (otherwise qim = 0),
1
ni. + 1
≤ 1
2
.
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Hence we have the ML estimator
αˆ = c, c ∈
[
1
2
, 1
]
qˆim =
nim
ni.
c
√
ni. − (1− c)n.i
cRi
, i 6= m,
qˆii = −
K∑
m=1
m6=i
qˆim, i = 1, . . . ,K.
Note that for c = 1 the Lévy subordinator degenerate to the deterministic identical function
and we get the classical maximum likelihood estimator for the continuous–time Markov chain
qˆim =
nim
Ri
.
An open question (for further research) remains the optimal choice of c and how the particular
choice influences the performance of the ML estimator.
We derived ML estimators under three possible approaches to the time evolution. Never-
theless, for ML estimation we need completely observed data, which is usually not the case
in practice, where system is observed in a regular period. Under this partial observation
ML estimator is not applicable. Though, it is often applied and hence a systematic error is
introduced.
3.3 Partially Observed Data under Stochastic Time
In this section we will try to extend methods from Section 2.3 in a way of Section 3.1.2. Recall
that all six methods from Section 3.1.2 assume that we are given a one–year partial observation
of the system. Methods DA, WA, QO and CO estimate (using the cohort method) matrix Pˆ
and then look for a possible generator Qˆ which generate a transition probability matrix as
close as possible to Pˆ. The EM and MCMC methods rather estimate the generator directly.
Let us try to extend this problem to a multi–year setting. We do not describe the whole
algorithms again, but rather only parts which differ from one–year settings from Section 2.3.
We assume that we are given the discrete yearly observations from a sequence of m years.
Further, we assume that the system follows the time–changed CTMC.
Let Q be the valid generator matrix and T1, . . . , Tm be some non–negative random variables
(yearly increments of time evolution process). We do not require them to be independent or
identically distributed. Let t1, . . . , tm be their realizations. Then we assume, that in the i-th
year, the system follows (conditioned on time evolution realization ti) the continuous–time
Markov chain with the generator tiQ.
We would like to estimate unknown parameters. Same to the Section 3.2 we distinguish
cases when the time evolution is exogenously given (TEEG), is a parameter of the model
(TEPG) or random variables (TERV). For each method we discuss all three approaches. How-
ever, as we see later, not all three approaches are always possible to apply. For DA method
and WA method neither of approaches is applicable.
3.3.1 Quasi–optimization Method
The advantage which makes QO methods useful is that it allows us to split the optimization
problem into subproblems on the level of rows. If we add the unknown time evolution into the
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model, this advantage will disappear, since the split into subproblems is no longer possible.
Hence, the only settings, which make sense, is TEEG, where we know t1, . . . , tm and we solve
problem
arg min
Q∈Q
(
m∑
i=1
∥∥∥tiQ− log Pˆi∥∥∥
)
= arg min
Q∈Q
(
m∑
i=1
∥∥∥∥Q− 1ti log Pˆi
∥∥∥∥
)
,
which looks very similar to the one–year setting. There is just additional sum over years.
And that sum is the biggest problem. QO algorithm is based on two lemmas from Tuenter
(2001), which does not hold here. Hence neither TEEG settings is directly applicable, unless
some alternative of these 2 lemmas are proven to hold and algorithm is extended. It could be
another direction of further research.
3.3.2 Expectation Maximization Method
The EM method starts with some initial generator Q0 and then the EM algorithm iterates
two steps. In the first step the expected values of nij and Ri are computed conditioned on the
fact that generator is equal to Qn−1 (generator from previous iteration). In the second step
ML estimator of Qn is computed, where instead of nij and Ri are used conditioned expected
values of nij and Ri computed in the first step. These two steps are iterated until convergence
is reached. The extension into time change is very simple, since in Section 3.2 we derived all
necessary ML estimators and all estimators are always functions of nij and Ri (or nij(k) and
Ri(k)). For each settings we describe only these two steps. Main iterative algorithm remains
untouched. We denote the generator matrix in k-th year as Q(k) = tkQ.
TEEG
When we are given by the time evolution, the first step is trivial. In the n-th iteration we set for
each year k = 1, . . . ,mQn−1(k) = tkQn, and for each year we compute E [nij(k)|xobs,Qn−1(k)]
and E [Ri(k)|xobs,Qn−1(k)] using (2.14) - (2.18).19 In the second step of the n-th iteration we
apply the ML estimator from Section 3.2.1.
qij =
∑m
k=1 nij(k)∑m
k=1 tkRi(k)
,
and get Qn.
TEPG
We do exactly same thing as in TEEG except in the second step we apply also estimator for
time evolution from section 3.2.2.
TERV
Also in the random setting we do the similar thing as in the previous two cases, only in the
second step we apply estimators from section 3.2.3, which depends on the choice of the time
evolution distribution (In Section 3.2.3 we derived explicit estimators for α-stable subordina-
tor).
19
x
obs are observed data, see Section 2.3.3.
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3.3.3 Markov Chain Monte Carlo Method
Recall that in the one–year MCMC method we used Beyesian settings
p(Q|X,xobs) ∝ p(Q)p(X|Q)
∝ p(Q)L(Q).
where the posterior probability p(Q|X,xobs) is up to a constant equal to the product of the
prior probability p(Q) and the likelihood function L(Q). For easy use of this property we
need the right choice of the prior distribution for matrix Q. In the classical usage the obvious
choice was a gamma distribution. In the time–changed settings we would like to have also the
situation when the product of the prior distribution and the maximum likelihood will give us
again a distribution from the same distribution family as the prior distribution is from. Further
recall that in every iteration of the algorithm we update parameters of the prior distribution.
In the classical MCMC (see Section 2.3.4) we have the prior distribution of Q
p(Q) ∝
K∏
i=1
K∏
j=1
j 6=i
q
αij−1
ij exp(−qijβi),
the maximum likelihood function
L(Q) =
K∏
i=1
K∏
j=1
j 6=i
q
nij
ij exp(−qijRi),
and the parameter update
αij = αij + nij,
βi = βi +Ri.
TEEG
For TEEG we have the maximum likelihood function (see Section 3.2.1)
L(Q) =
m∏
k=1
K∏
i=1
K∏
j=1
j 6=i
(tkqij)
nij(k) exp
(− tkqijRi(k))
=
K∏
i=1
K∏
j=1
j 6=i
(
m∏
k=1
t
nij(k)
k
)
q
nij
ij exp
(
−qij
m∑
k=1
tkRi(k)
)
,
and since t1, . . . , tm are given we see that good choice of the prior distribution of qij is again
the gamma distribution. In every iteration the parameter update is then
αij = αij + nij,
βi = βi +
m∑
k=1
tkRi(k).
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TEPG and TERV
Situation seems more complicated in the TEPG and TERV settings. In the TERV setting,
situation highly depends on the choice of time evolution distribution. In both cases we would
like to choose the prior distribution in the way that it can be easily updated by the maximum
likelihood function. In the TEPG setting it means that the prior joint distribution of Q and
t is up to a constant equal to
f(Q, t) =
m∏
k=1
K∏
i=1
K∏
j=1
j 6=i
(tkqij)
nij(k) exp
(− tkqijRi(k)).
In the TERV setting we would get the prior distribution in a similar form dependent on the
time evolution distribution. Now the main problem is how to generate random variables with
this joint density function. In the TEEG setting we could separate problem and generate every
qij, i 6= j separately. Here it is not possible. We need to generate Q and t together which
can be done for example using the rejection method (see Devroye (1986, Section 2.3)). The
parameters update then proceed in a similar way as in the case of TEEG.
3.3.4 Componentwise Optimization Method
The last method is the CO method. This method tries to solve the optimization problem by
performing optimization in each parameter separately with other parameters fixed instead of
the optimization over all parameters at the same time. The disadvantage of the method is
that we don’t have sure convergence of the method and even if it converges, it converges only
to some local minimum, not necessary to the global minimum. However, if the convergence is
reached the solution given by this method can not be worse than the starting point. If we use
as a starting point solution of any previous methods we will get only better result. Better in
the sense that the transition probability matrix given by this generator will be in Euclidean
norm closer to the empirical transition probability matrix.
There is no way how to perform the componentwise optimization method in TERV setting.
The only possible way is to find estimators of the time evolution in TEPG setting and after
that try to model these estimators by another method (ML, moment method,. . . ).
The algorithm in TEEG and TEPG setting almost does not differ. The TEPG settings
have only one additional step. Hence we describe both settings together.
Let us recall that we have m empirical transition matrices Pˆ1, . . . , Pˆm and we want to find
the generator matrix Qˆ and vector tˆ, such that the transition probability matrix exp(tˆiQˆ) is
as near as possible to Pˆi for i = 1, . . . ,m. We are looking for arguments of
min
∥∥∥∥∥
m∑
k=1
(
exp(tkQˆ)− Pˆk
)∥∥∥∥∥ ,
over all possible values (Q needs to be the valid generator and tk positive). In the TEEG
settings tk is given and we optimize only over possible values of Q. Theoretically possible
values of tk or qij are unbounded and can be any positive real number. For the practical
computation and application of optimization algorithm we need to bound the possible values
(same as in one year settings). These boundaries should be rather conservative and can be set
from the past observation and expectation. The higher (and hence safer) the bound will be,
the slower the algorithm will proceed. Let us denote the bound for parameter qij by c and for
tk by d.
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Now we need a starting point for matrix Q. One possibility is to take the result of any
previous method. In the TEPG settings we need to get time evolution estimation. For that,
we perform the following optimization
• For k = 1, . . . ,m do
• Solve the one–dimensional optimization problem
tˆk = arg min
0≤t≤d
∥∥∥exp(tQˆ)− Pˆk∥∥∥ .
• Rescale vector t for ∑mk=1 tk = m to hold
D =
m∑
i=1
tˆi,
and then set
t = tˆ
m
D
,
Q = Qˆ
D
m
.
The CO proceeds in the following way:
1. Set starting point Q.
2. Until the convergence is reached, repeat
• For i = 1, . . . ,K do
• For j = 1, . . . ,K do
• If i 6= j, find qij as
qij = arg min
0≤qij≤c
m∑
k=1
∥∥∥exp (tkQ(qij))− Pˆk∥∥∥ .
Simultaneously with changing qij adjust the other row elements of Q to
remain a valid generator.
• In TEPG settings perform the time optimization and time rescaling as described
above
3. Return Q as the optimal solution.
4
Credit Risk Models
First, we are going to introduce some basic concepts and ideas of credit risk modeling. Then
we will show what are commonly used practices in modeling the loss distribution.
4.1 Idea of Credit Risk
One of the main businesses of banks is lending money. They lend money to people or firms
that need money which they do not have. Of course banks lend money just to debtors that
have a high probability to repay it. Ability of repaying money is called the credit worthiness.
For lending money, the bank expects some rewards in the form of interest. The interest is
composed of reward for lending and some risk premium for bearing the risk that the debtor
will fail to satisfy his obligation and a loss for the bank will occur.
Usually a contract develops in the following way. A future debtor applies for a loan.
The bank checks his credit worthiness. It consists of checking the present financial situation,
evaluation of present and estimation of future assets and liabilities etc.20 If the debtor fulfills all
internal requirements of the bank loan, there are couple of things that need to be established —
the height of the loan, the height of the interest rate, the calendar of instalment, the conditions
of drawing money, etc. After signing the contract the debtor withdraws the money and starts
paying regular instalments according to the calendar of instalments until the whole debt is
repayed including the interest.
That is the optimal development of the contract, but sometimes deviations from the opti-
mal development might occur. The debtor can get into financial distress and fail to fulfill his
obligation. Usually at the time when the debt is granted the debtor has a high credit wor-
thiness (is in a good financial condition), but during the duration of the contract the credit
worthiness can change. The change in credit worthiness is often called a credit event. A situ-
ation when the debtor fails to fulfill his obligation is called a default and the random time at
which it happens is called the default time.
A default of the debtor means a financial loss for the bank. This loss is called the credit
loss and we will denote it by L. When a default occurs it does not mean that all outstanding
money is lost, some fraction can be recovered. The fraction that is recovered is called the
recovery rate (RR) and it is from the interval [0, 1]. The height of the credit loss, if a default
occurs, is a random variable which depends on many factors, mainly on the exposure at default
(EAD) and the loss given default (LGD). The EAD is the outstanding amount of drawn
money at the time of default. The LGD is simply 1 − RR, i.e., the fraction of the EAD
that will be lost at default. The LGD depends on many circumstances like the presence of a
collateral, the business sector of the debtor, the balance sheet of the debtor, etc.
Some debts have a valuable collateral which covers a big portion of the debt. Then it
appears to be useful to estimate the total amount C, which we can recover from the collateral
20The most commonly used tool for that are so called scoring cards, which are models based on logistic
regression or a similar theory. Once all necessary details are given to model, the model gives a score for client.
If the score is sufficiently high, the loan is granted. If it is to low, the loan is rejected, and if it is in the middle
further personal examination is performed.
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for sure and then define a new E˜AD as
E˜AD = (EAD −C)+.
Then we assume just the new E˜AD in the model. Sometimes a collateral value is very volatile.
In that case the estimate of the amount C should be very conservative even if we know that
with the very high probability we will be able to recover a bigger amount than C at default.
The bank has a whole portfolio of loans denoted by PF = {1, . . . , N}. One debtor can
have more loans but we can view it as one loan with instalments that came from more loans.
The credit loss Li on loan i ∈ PF can be written in following way
Li = EADi × LGDi × 1{τi≤Ti},
where τi is the default time of the debtor (possibly infinite if the debtor will not default) and
Ti is the maturity of loan i. The credit loss of the whole portfolio is simply a sum of losses
over all loans. Thus,
L =
∑
i∈PF
EADi × LGDi × 1{τi≤Ti}.
The credit portfolio loss L is also called the aggregate loss. A portfolio credit risk model is
interested in the estimation of the probability distribution of L and the time evolution of the
loss. Let us introduce the loss process of loan i:
Lit = EADi × LGDi × 1{τi≤min{t,Ti}}. (4.1)
Then the loss process of the whole portfolio is
Lt =
∑
i∈PF
EADi × LGDi × 1{τi≤min{t,Ti}}.
Note that the loss process Lt is a non–decreasing stochastic process. Since Lt is a stochastic
process we can try to compute its expected value ELt which we call the expected loss. The
expected loss is something which a bank should count with in its balance sheet and future
cash flow planning. We can also define the unexpected loss as a standard deviation of Lt. The
unexpected loss shows how volatile the credit loss is and how much it probably will differ from
its expected value ELt. The bank should, and as a matter of fact it is obliged, to have reserves
for covering the unexpected loss.
It is useful to know the whole distribution of the process Lt since the bank managers are
often interested in other statistics then the expected and unexpected loss. The main example
is the credit V aR — Value at Risk which is a loss boundary which will not be crossed with a
very high probability, typically 99%. More rigorously the credit V aRαt is defined as
VaRαt = inf {l ∈ R|P[Lt > l] < 1− α} .
The V aR is a very commonly used risk measure in practice, but it has a big disadvantage
since it does not tell anything about the height of the loss if the loss is higher than VaR. It
can be fixed by introducing the risk measure CVaR — Conditional Value at Risk that is also
often called the Expected Shortfall and is given by
CVaRαt = E [Lt|Lt > VaRαt ].
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There are many ways to model the process Lt. One can try to model it as an aggregate
process which we will refer to as aggregate models. The idea is similar to one where we would
like to model the movement of a stock index that consists of many stocks. One way is to
model the movement of every stock and the correlations between them. Another way is to
model the index as some stochastic process. In that case some information is lost, but the
modeling is easier. The aggregate loss process can be modeled using many approaches — time
series, non–decreasing Markov chains, (Lévy) subordinators. We are not going to describe
these models in this thesis and we refer for an overview to Giesecke (2008), where also other
references can be found.
Other models describe the evolution of every particular loan and the dependency between
them. There are three main types of these models — structural models (Section 4.3), reduced–
form models (Section 4.4), and incomplete information models (Section 4.5).
4.2 From Loan to Defaultable Zero–coupon Bond
Before we start describing portfolio credit risk models we should say a few words about the
pricing of credit derivatives. We expect that the reader is familiar with basic ideas and
techniques of risk neutral pricing. For an introduction to risk neutral pricing we refer to
Baxter and Rennie (1996), Shreve (2004), Musiela and Rutkowski (2005), or any other finan-
cial stochastic introductionary text.
4.2.1 Zero–coupon Bonds
We assume an arbitrage free economy with the risk free interest rate rt that can follow any
short rate model as well as more complex HJM interest rate models. Then we can define a
saving account Bt as
Bt = exp
(∫ t
0
rs ds
)
,
that expresses the time value of the money. If we have 1 unit of money at time 0, we will have
without any risk Bt units of money at time t. Conversely 1 unit of money at time t is worth
B−1t at time 0.
We know that an absence of the arbitrage opportunity is equivalent to the existence of the
risk neutral probability measure P∗ and also implies the uniqueness of the risk free interest
rate rt. For an overview of interest rate models we refer to Musiela and Rutkowski (2005) or
Brigo and Mercurio (2006) where all models are with respect to Brownian motions. If we want
to move to more general Lévy processes in an interest rate framework, see for example Kluge
(2005).
From the theory of risk neutral pricing we know that an arbitrage free price pit(X) of the
European contingent claim X settled at time T is given by pricing formula
pit(X) = Bt EP∗
[
B−1T X|Ft
]
. (4.2)
The zero–coupon bond is a security which has pay–off 1 at maturity T . Using formula (4.2)
we can deduce that the arbitrage free price of the zero–coupon bond at time t is
B(t, T ) = Bt EP∗
[
B−1T |Ft
]
. (4.3)
Zero–coupon bonds are in fact very rarely traded in markets but they are very important
modeling tools derived from coupon bonds or other interest rate securities. Bonds can be
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issued by governments, banks or companies. One of the reasons why bonds are so important
is because any fixed–income security can be written as some portfolio of zero–coupon bonds
with different maturities T1, . . . , Tn. A payoff of the security is then given by
St =
n∑
i=1
ci1{t=Ti},
where ci is the height of the payment at time Ti. We can think about every payment as ci
zero–coupon bonds with maturity Ti. Hence the arbitrage free price of the security S at time
t is
pit(S) =
n∑
i=1
ciB(t, ti).
Defaultable Zero–coupon Bond
As far as bonds are issued by some issuer there is always a risk that the issuer goes into
default and will fail to pay the bond. For some issuers, such as the US government or big
international banks, the default (or credit) risk is negligible and we call their bonds risk free
bonds and formula (4.3) is valid for them. For the rest, we need to incorporate the default
risk into the valuation formula. For the discussion above, it is enough, if we investigate just
the pricing formula of the defaultable zero–coupon bond. Coupon bonds can be built from
zero–coupon bonds. The defaultable zero–coupon bond has pay–off 1 if the default time τ of
the issuer is higher than the maturity T and the recovery RR otherwise, i.e.,
1{τ>T} +RR 1{τ≤T}.
Hence, using (4.2), the arbitrage free price of the defaultable zero–coupon bond is
D(t, T ) = Bt EP∗
[
B−1T (1{τ>T} +RR 1{τ≤T})|Ft
]
= Bt EP∗
[
B−1T (1− (1−RR)1{τ≤T})|Ft
]
= B(t, T )−Bt EP∗
[
B−1T (1−RR)1{τ≤T}|Ft
]
.
By comparing with (4.1) we see that the price of the defaultable zero–coupon bond is the price
of the risk free zero–coupon bond minus a discounted expected loss computed with respect to
the risk neutral measure P∗. The valuation for any fixed–income security can be established
in the same manner as for risk free securities above.
Sometimes, bonds with the face value different than 1 will be mentioned. A bond with
face value K is exactly the same as K standard bonds with face value 1.
From the no arbitrage condition we know that there exists a risk neutral probability mea-
sure P∗, but it is not unique in general. If we model an uncertainty in the model with a
Brownian motion then market is complete, every contingent claim is replicable and the risk
neutral measure is unique. But in a more general setting of Lévy processes there might exist
infinitely many possible risk neutral measures (dependent if the market is or is not complete).
Then we need to determine which measure we should use. A very widely used approach to
choose a measure P∗ is the Esscher transform.
If we fix t and T and compare the yield to maturity on the risk free zero–coupon bond
and the defaultable zero–coupon bond, we can see that the defaultable zero–coupon bond is
cheaper, hence if a default did not occur, the defaultable zero–coupon bond has a higher yield
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to maturity. The difference between yields of the defaultable zero–coupon bond and the risk
free zero–coupon bond is called a credit spread S(t, T ) and is equal to
S(t, T ) = − logD(t, T )− logB(t, T )
T − t .
4.2.2 Loan as Defaultable Zero–coupon Bond
Some loans have a fixed interest rate and hence we know the whole instalment schedule.
We can see these loans as fixed–income securities and model it as a portfolio of defaultable
zero–coupon bonds, where every instalment is a zero–coupon bond.
Other loans have a floating interest rate. The floating interest rate is in the most cases the
interest rate from the wholesale market (where the bank takes the money) plus the margin of
the bank (incorporate the risk premium and margin for lending money). The future interest
rate on the wholesale market can be estimated from forward rates which are observable on the
market. The margin of the bank is constant in time in most cases. Hence we can estimate the
interest rate on loans with a floating interest rate, from forward rates and then model it as a
fixed–income security.
4.3 Structural Models
Structural models have roots in the early papers of Black and Scholes (1973) and Merton
(1974). Structural models are very popular for their economic interpretation which are clearer
than reduced–form modeling. The debt can be seen as a contingent claim on a firm’s asset. The
market value of a firm is the main source of uncertainty and a default occurs if the market value
process Vt falls below some threshold. The biggest assumption and the main disadvantage of
the model is that the firm’s value process Vt has to be observable. An advantage of structural
models over reduced–form models is that we do not need to specify recovery rates since they
follow implicitly from the model as the residual value of the firm’s asset at maturity.
A firm value process Vt is often modeled via a Brownian motion. The assumption of
normality is very convenient to work with, but not very realistic and empirical studies show
a significant deviation from normality. Continuous paths of a Brownian motion also imply
a predictability of a default and vanishing credit spreads on bonds with near maturities.
Empirical studies show that even on short term bonds there is a significantly high credit
spread. A way to fix it, is to introduce jumps into a firm value process. For example Zhou
(1997) assumed the Brownian part with an additional jump term. We will describe structural
models in a more general framework of Lévy processes which involves a Brownian motion as
a special case.
We assume that a firm value process follows a geometric Lévy process with respect to some
real world measure P, i.e.,
Vt = V0 exp(Xt).
In all following models we are interested in expected values of future random variables. We
could compute these expectations conditioned on information up to time t ≤ T (the σ-algebra
Ft), but since in our model’s risk driver processes are Lévy processes with independent iden-
tically distributed increments it follows that for any integrable function g and t ≤ T
E [g(XT −Xt)|Ft] = E [g(XT−t)].
Therefore we will assume that we are doing all computations for time 0, which allows for a
simpler notation.
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4.3.1 Merton’s Model
The model introduced by Merton (1974) is interested in a firm value process only at the time
of maturity T . Let us assume that a firm is financed by an equity and a debt with the profile
of a zero coupon bond with face value K. A default occurs if the firm value process at the
time of maturity is below the face value of the bond, hence the default time τ is defined as
τ =
{
T, VT < K,
∞, VT ≥ K.
In case of a default, the equity is useless and the remaining value of assets goes to the cred-
itor, otherwise the debt is repaid in full amount K and the amount VT − K belongs to the
stockholders. Therefore, the pay-off of the defaultable zero–coupon bond at maturity is
min(VT ,K) = K − (K − VT , 0)+,
and the pay–off of the equity is
(VT −K)+.
One can see that the bond’s pay–off at maturity is the face value of the bond lowered by the
pay–off of the put option on the firm’s values with strike K and the pay–off of equity is the
pay–off of the call option on the firm’s value. This approach is often called the option theoretic
approach or the firm value approach.
The probability of default is the probability that VT will be below K,
DP = P[VT < K] = P[V0 exp(XT ) < K] = P
[
XT < log
K
V0
]
,
which is equal to the cumulative distribution function FXT of XT if FXT is continuous in the
point log(K/V0). Otherwise the left limit is chosen as its value.
The expected loss on the loan computed at time 0 is equal to the expected pay–off of the
put option on the firm’s value with respect to a real world probability measure P
EL = E
[
(K − VT )+
]
.
Recall that we assume the dynamics VT = V0 exp(XT ). If the Lebesgue density f of XT exists,
the expected loss is
EL =
∫ ∞
−∞
(K − V0ex)+f(x)dx,
and the expected return of the bond is K − EL.
From a pricing point of view we are interested in a fair present value of the defaultable
zero–coupon bond using risk–neutral pricing techniques. In a similar manner as in Section
4.2.1 we conclude that the value of the defaultable bond with face value K at time 0 is
D(0, T ) = KB(0, T )− EP∗
[
1
BT
(K − VT )+
]
. (4.4)
There remain a couple of difficulties to solve. First of all we need to find a risk neutral
measure P∗. Under the no arbitrage condition there exists exactly one risk neutral measure
in a complete market. Unfortunately a complete market is rather an exception when we use
a general Lévy process Xt. In an incomplete market there exist infinitely many risk neutral
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measures. A widely–used approach to choose the risk neutral measure is the Esscher transform.
Then we have a problem of the option pricing using the Esscher transform, see Gerber and Shiu
(1994), Buhlmann et al. (1996), Miyahara (2001) and Elliott et al. (2005). Another problem
comes up if we do not assume independence of BT and VT in (4.4). Then we need to compute
their joint distribution, which is also not easy. In the case when the interest rate is a constant
r and the risk neutral measure P∗ = Pθ is chosen by the Esscher transform we have
EP∗
[
1
BT
(K − VT )+
]
= E
[
exp(θXT )
E exp(θXT )
e−rT
(
K − V0 exp(XT )
)+]
,
where θ is chosen such that the discounted firm value process Vt is a martingale with respect
to the measure Pθ.
In the original paper of Merton (1974), the Lévy process Xt is assumed to be Xt =
(µ− σ2/2)t + σWt, where µ ∈ R, σ > 0, and Wt is a standard Brownian motion. Since Wt is
normally distributed with expected value 0 and variance t we have an equality in distribution
Wt
d
=
√
tY,
where Y is a standard normally distributed variable. In that setting the default probability
DP is
DP = P
[
XT < log
K
V0
]
= P
[(
µ− σ
2
2
)
T + σ
√
TY < log
K
V0
]
= P

Y < log KV0 −
(
µ− σ22
)
T
σ
√
T


= Φ(d),
where Φ is the cumulative distribution function of a standard normal distribution and
d =
log KV0 −
(
µ− σ22
)
T
σ
√
T
.
The value d is often called the distance to the default. The expected loss is then
EL =
∫ ∞
−∞
(
K − V0e
(
µ−σ2
2
)
T+σ
√
Tx
)+ 1√
2pi
e−
x2
2 dx
= K
∫ d
−∞
1√
2pi
e−
x2
2 dx
− V0
∫ d
−∞
e
(
µ−σ2
2
)
T+σ
√
Tx 1√
2pi
e−
x2
2 dx
= KΦ(d)− V0eµTΦ
(
d− σ
√
T
)
. (4.5)
Under a risk neutral measure P∗ the firm value process evolves also as a geometric Brownian
motion but with a different drift equal to the risk neutral interest rate, which is the result of
Black and Scholes (1973). If we assume a constant interest rate r, the process Xt is
Xt =
(
r − σ
2
2
)
t+ σWt,
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with respect to the measure P∗. Hence using (4.5), the expected loss of the bond with respect
to measure P∗ is
EP∗ L = KΦ(d)− V0erTΦ
(
d− σ
√
T
)
,
where
d =
log KV0 −
(
r − σ22
)
T
σ
√
T
.
The price of the defaultable zero–coupon bond is the price of the risk free zero–coupon bond
minus the discounted expected loss with respect to risk neutral measure P∗. Therefore
D(0, T ) = e−rTK − e−rT
(
KΦ(d)− V0erTΦ
(
d− σ
√
T
))
= e−rTKΦ(−d)− V0Φ
(
d− σ
√
T
)
.
The presented case where we have one firm that is financed by an equity and a bond is
very simple. If we assume more firms we can easily compute the expected loss of the portfolio
since the expected loss of portfolio is simply the sum of the expected losses of the particular
loans. However, if we are interested in computing the unexpected loss, VAR or CVAR, of the
portfolio we need to consider dependencies between the firm value processes. Also in practice,
the financial structure of the firm is much more complicated than just an equity and bonds.
In that case we have to take into account which liabilities of the firm have higher priority and
include it in the model. For a discussion of a firm’s liabilities see Vašíček (1984). Determining
of the loss distribution is often done by simulation.
Extensions to Merton’s Model
Many extensions to Merton’s model have been done. For an overview of these extensions see
Bielecki and Rutkowski (2002, Section 2.4) and references cited in there. One of the main
extensions is presented in the next section.
4.3.2 First–Passage Model
In Merton’s model a default can be observed only at maturity. Even if a firm’s value almost
vanishes a default is not triggered before maturity. To fix this, Black and Cox (1976) added
a barrier Dt such that if value process Vt falls below it, a default is triggered and the creditor
overtakes the control of the firm. The barrier Dt can be exogenously or endogenously given
and can be constant, deterministic, or even random, but tractability rapidly decreases. The
time when a firm value process Vt hits the barrier is called the hitting time. The hitting time
probability distribution of a Lévy process is not known explicitly apart in a few exceptions.
In a first–passage model the default can be triggered in two ways. The first possibility is
the same as in Merton’s model at maturity T :
τ1 =
{
T, VT < K,
∞, VT ≥ K.
The second possible default is by hitting the barrier Dt
τ2 = inf {t| 0 < t < T, Vt < Dt} ,
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where we assume that the infimum of an empty set is equal to +∞. Let us define a default
for the first–passage model as
τ = min {τ1, τ2} .
We can also choose DT = K to default τ1 and τ2 agree at maturity T .
Let us assume a barrier as the face value of the bond discounted using some constant
discount factor γ > 0, i.e.,
Dt = e
−γ(T−t)K.
Then we have
P[Vt ≤ Dt] = P[V0eXt ≤ e−γ(T−t)K]
= P[V0e
Xt−γt ≤ e−γTK]
= P
[
Xt − γt ≤ log
(
e−γT
K
V0
)]
= P
[
X˜t ≤ log K˜
]
,
where
X˜t = Xt − γt,
K˜ = e−γT
K
V0
.
We see that the probability distribution of hitting the barrier Dt of the original process Vt is
the same as the probability distribution of hitting the constant barrier log K˜ with the Lévy
process X˜t. Let us define the process M˜t as the running minimum of the process X˜t
M˜t = min
0≤s≤t
X˜s.
A default occurs if and only if there exists t ≤ T such that Vt < Dt and it is equivalent with
M˜t < log K˜. Hence the default probability is
DP = P[M˜T < log K˜]. (4.6)
If a default occurs the creditor takes control over the firm and his pay–off at maturity is VT ,
otherwise the face value K is payed. Therefore the pay–off of the bond at maturity is
K1{M˜T≥log K˜} + VT1{M˜T<log K˜}
= K − (K − VT )+ + (VT −K)+1{M˜T<log K˜}
= K − (K − VT )+ + eγTV0
(
eX˜T − K˜
)+
1{M˜T<log K˜}. (4.7)
One can see from (4.7) that the pay–off is at least as high as in Merton’s model. Furthermore,
the pay–off can be even higher than the face value of the bond and an additional revenue
(VT −K)+ can occur. From (4.7) it follows that the expected loss in the model is
EL = E (K − VT )+ − eγTV0E
(
eX˜T − K˜
)+
1{M˜T<log K˜}. (4.8)
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In some cases the expected loss can be negative, i.e., the expected return on the bond is higher
than its face value K. Whether it is the case depends on the parameters of the process Xt
and the constant γ.
From (4.7) we see that the pay–off of the bond in the model is equivalent to the pay-off of
the portfolio consisting of risk–free K zero–coupon bonds, a short European put option with
strike K, and a eγTV0 long European down-and-in call option on the exponential process Xt
with strike K˜. Therefore the price of the defaultable bond at time 0 is
D(0, T ) = KB(0, T )− PUT (0, T,K) + eγTV0DIC(0, T, K˜), (4.9)
where PUT is the price of the European put option and DIC is the price of the European
down-and-in call option with time–varying barrier. Barrier option pricing in a Lévy processes
framework is very hard and only partial results are known. A list of references can be found
in Schoutens (2006).
In the original paper of Black and Cox (1976), the firm value process is assumed to follow
a geometric Brownian motion, i.e.,
Xt =
(
µ− σ
2
2
)
t+ σWt.
Then
X˜t =
(
µ− γ − σ
2
2
)
t+ σWt = νt+ σWt,
where
ν = µ− γ − σ
2
2
.
Using the reflection principle and Girsanov’s theorem it is not hard to prove that the joint
probability distribution of the Brownian motion X˜t and its running minimum M˜t satisfy
P[X˜t ≥ x, M˜t ≥ y] = Φ
(−x+ νt
σ
√
t
)
− exp
(
2νy
σ2
)
Φ
(
2y − x+ νt
σ
√
t
)
. (4.10)
The proof can be found in Musiela and Rutkowski (2005, Appendix B.4). Since
P[X˜t ≥ x, M˜t ≥ y] = 1− P [X˜t < x]− P [M˜t < y] + P[X˜t < x, M˜t < y],
we can obtain the joint density function of X˜T and M˜T from (4.10) by differentiation. If we
differentiate with respect to x we get
− 1
σ
√
T
ϕ
(−x+ νT
σ
√
T
)
+
1
σ
√
T
exp
(
2νy
σ2
)
ϕ
(
2y − x+ νT
σ
√
T
)
,
where ϕ is the density function of the standard normal distribution. Then by differentiating
with respect to y we get the joint density function
fX˜T ,M˜T (x, y) =
−2(2y − x)
σ3
√
T 3
exp
(
2νy
σ2
)
ϕ
(
2y − x+ νT
σ
√
T
)
.
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The default probability (4.6) takes the form
DP = P[M˜T < log K˜]
= 1− P[M˜T ≥ log K˜]
= 1− P[M˜T ≥ log K˜, X˜T ≥ log K˜]
= 1− Φ
(
− log K˜ + νT
σ
√
T
)
+ K˜
2ν
σ2 Φ
(
log K˜ + νT
σ
√
T
)
= Φ
(
log K˜ − νT
σ
√
T
)
+ K˜
2ν
σ2 Φ
(
log K˜ + νT
σ
√
T
)
.
Now let us compute the expected loss in the first–passage model. The first term in (4.8) is the
same as the expected loss in Merton’s model. For the valuation of the second term in (4.8)
note that expression
(
eX˜T − K˜
)+
1{M˜T<log K˜}
is non–zero on the set
A =
{
eX˜T > K˜, M˜T < log K˜
}
=
{
X˜T > log K˜, M˜T < log K˜
}
.
Therefore we can compute
E
(
eX˜T − K˜)+1{M˜T<log K˜}
=
∫
A
(
ex − K˜)fX˜T ,M˜T (x, y)dxdy
=
∫
A
exfX˜T ,M˜T (x, y)dxdy − K˜
∫
A
fX˜T ,M˜T (x, y)dxdy. (4.11)
The first term in (4.11) is
∫
A
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The second term in (4.11) is equal to
K˜P[X˜T > log K˜, M˜T < log K˜]
= K˜
(
P[X˜T > log K˜]− P[X˜T > log K˜, M˜T ≥ log K˜]
)
= K˜
(
1− Φ
(
log K˜ − νT
σ
√
T
)
− Φ
(
− log K˜ + νT
σ
√
T
)
+ K˜
2ν
σ2 Φ
(
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σ
√
T
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σ2 Φ
(
log K˜ + νT
σ
√
T
)
.
Putting it all together we get the expected loss
EL = KΦ(d1)− V0eµTΦ(d1 − σ
√
T )
−K exp
(
2ν
σ2
(
log
K
V0
− γT
))(
e
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2
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)
,
where
d1 =
log KV0 − (γ + ν)T
σ
√
T
,
d2 =
log KV0 − (γ − ν)T
σ
√
T
,
ν = µ− γ − σ
2
2
.
If we want to price a defaultable zero–coupon bond in the case of a geometric Brownian
motion we can use (4.9), where for the pricing formulas of the European put option and
especially the down-and-in call option we refer to Hull (2005) or Musiela and Rutkowski (2005).
A Step Further
The first–passage model is an extension of Merton’s model and can be further extended by
an excursion approach. Some authors argue that if the firm’s value falls below the barrier
Dt the creditor does not take control over the firm’s assets immediately but he lets the firm
reorganize and operate for a while. If the firm value does not rise, the creditor still takes
control over the firm’s assets. Therefore a default in this approach occurs after the firm value
process spends some given time below the barrier. For the excursion approach overview see
Giesecke (2004, Section 2.3). For more structural models and pricing of derivatives we refer
to Bielecki and Rutkowski (2002).
4.4 Reduced–form Models
In reduced–form modeling the idea of a default is different than in structural models where
the default depends on the firm’s value. The default time is modeled here as some random
variable τ using the theory explained in Chapter 2. The most common approaches of modeling
the default time τ are through a Poisson process, an inhomogeneous Poisson process, or a Cox
process (described in Section 4.4.1). The other possibility is an extension of default/non–
default situation into credit ratings, which maps a credit worthiness of the debtor to some
finite scale 1, . . . ,K. This extension is described in Section 4.4.2.
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Another difference in comparison with structural models is the fact that the recovery rates
do not follow from default modeling implicitly and they need to be modeled separately. This
feature gives us more freedom, which might be advantage same as disadvantage.
Since all models described in this chapter are mostly straightforward application of theory
from Chapter 2 we strongly advised to read Chapter 2 before reading this chapter.
4.4.1 Default Probability
Let λt be the hazard rate of the default time τ and Nt = 1{τ≤t} the associated counting
process. The hazard rate of the default time τ in the credit risk is often called a default
intensity.
Poisson process In this model a hazard rate λ is constant and the default time τ has an
exponential distribution with parameter λ. The exponential distribution is memory–less,
which is not a very realistic assumption, but constant intensities are easy to estimate
and to compute with. The default probability in the model is
DPt = 1− P[Nt = 0] = 1− e−λt.
Time inhomogeneous Poisson process If one wants to fix the unrealistic assumption of
constant default intensities he can assume a default intensity λt as a function of time.
The time dependency can be estimated from historical data using some econometrics
model (regression analysis) or can be given exogenously. The default probability is then
DPt = 1− P[Nt = 0] = 1− exp
(
−
∫ t
0
λs ds
)
.
Cox process Finally, we incorporate the future uncertainty and assume stochastic default
intensities. In the Cox process setting it is assumed that there exists some risk driver
factor Xt which is often modeled via affine models (Section 2.1.6). The default intensity
λt is then a deterministic function of Xt, i.e., λt = λ(Xt). Thus, conditioned on the
realization of Xt we get an inhomogeneous Poisson process. The default probability in
the Cox model is then
DPt = 1− P[Nt = 0] = 1− E
[
exp
(
−
∫ t
0
λ(Xs)ds
)]
.
Often a choice for the function λ(x) is λ(x) = x. Furthermore, if we assume that the risk
factor Xt follows some affine process, we can get a closed–form expression of the form
1− exp (A(t)−B(t)X0),
for some A(t) and B(t). For example, if we assume the model of Vašíček (1977) as in
Section 2.1.6, we have
DPt = 1− exp
(
A(t)−B(t)X0
)
,
where
B(t) =
1
κ
(
1− e−κt) ,
A(t) =
(B(t)− t)(κ2θ − σ22 )
κ2
− σ
2B(t)2
4κ
.
Another possibility is to use time subordination which we discussed in Section 3.1.2.
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4.4.2 Credit Rating Migration
Sometimes it is useful to describe the credit worthiness of the obliger in more detail than just
a default or a non–default. A way to do this is to introduce credit ratings. A credit rating is a
grade on a finite scale {1, . . . ,K} expressing the credit worthiness of the obliger. The rating
1 is the best and the rating K is a default. The default rating K is absorbing, i.e., once the
default state is reached it lasts until the end of the assumed horizon. As a special case when
K = 2 we get a model where just a default and a non–default are assumed (as in the previous
scope). In some credit rating systems there might be more credit ratings for a default.21 We
will speak about default only in case of rating K, if not stated otherwise. The rating agency
is a company which measures the credit worthiness of the obliger and then assigns a credit
rating from its rating systems. Probably the most well–known agencies are Standard&Poors
(S&P) and Moody’s. These agencies assign credit rating only to big international companies
or to states. Hence many banks developed their own rating systems which they use for internal
purposes.
If the bank uses its own internal rating system it knows the present credit worthiness of the
obliger, but it also needs to model the future development of the obliger’s credit worthiness,
i.e., how the obliger will migrate between different ratings. The credit rating migration is
often modeled using Markov chains as was introduced in Jarrow et al. (1997). The credit
rating process is assumed to be a discrete–time or a continuous–time Markov chain. It is
quite expensive for a bank to update the credit rating for all their obligers continuously and
hence they update it semi–annually in most cases. Therefore, it makes sense to model the
credit rating process as a discrete Markov chain. From the other point of view, the credit
worthiness of the obliger changes continuously and assigning ratings on a semi–annual base
is just a discrete observation of a continuous process and hence one should use a continuous–
time Markov chain. The continuous approach is also more tractable and uses more information
about transitions than the discrete–time Markov chain.
The continuous–time homogeneous Markov chain model has a few not very realistic features
that real data do not approve.
1. Constant rating intensities — Real data shows that intensities change over time.
2. The exponential distribution of sojourn times — The exponential distribution is memo-
ryless, but data shows some rating “momentum”, i.e., the time to the next rating change
depends on the time already spend in a current rating.
3. The Markov property — Transition probabilities should depend only on current rat-
ing, but empirically there is evidence that after a rating downgrade, there is a higher
probability of another downgrade than if a current rating was reached by an upgrade.
For more studies see Carty and Fons (1993), Kavvathas (2001) and Lando and Skødeberg
(2002).
The last mentioned problem can be solved by extending the state space from K possible
ratings {1, . . . ,K} to 2K − 2 in the following way
1, 2, 2−, 3, 3−, . . . , (K − 1)−,K,
where rating k (resp. k−) means that rating k was reached by an upgrade (resp. downgrade).
Note that state 1 can not be reached by a downgrade and state K can be reached only by a
downgrade, hence 2K − 2 states. After this extension we can renumber ratings and work with
the state space {1, . . . , 2K − 2}. A disadvantage of the method is that we need more data for
21For example, 3 rating grades are default and they differ from each other in recovery rates. The first one
assume a constant recovery of 66 %, the second one of 33 % and the last one has 0 recovery.
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estimation of transition probabilities. Note that the number of transition probabilities, which
we need to estimate, rises with the second power of the number of states. In practice there
is often not enough data and some ratings are joining together for lower the data demand for
estimation.
The other two problems of a time–homogeneous Markov chains can be solved by introduc-
ing a time–inhomogeneous continuous Markov chain, time homogeneous semi–Markov chain,
a time–inhomogeneous semi–Markov chain, or even transition intensities that are model by
stochastic processes.
In general, we are interested in modeling transition probabilities
P(s, t) =
(
pij(s, t)
)K
i,j=1
,
where pij(s, t) is the probability that the debtor will be in rating j at time t conditioned that
he is in rating i at time s. We assume that there exists a K × K-dimensional process Q(t)
such that
P(s, t) = exp
(∫ t
s
Q(u)du
)
,
if Q(t) is a deterministic matrix function of time and
P(s, t) = E
[
exp
(∫ t
s
Q(u)du
)]
,
if Q(t) is a stochastic process. In both cases the integral is assumed componentwise and we
assume that these integrals exist and for every t, Q(t) is a valid generator.
The last column of the matrix P(s, t) is a vector of default probabilities for different ratings.
Let us denote it by
DP(s, t) =
(
DPi(s, t)
)K−1
i=1
,
where
DPi(s, t) = piK(s, t),
is the probability that the debtor will default up to time t conditioned he is in rating i at time
s. The probability matrix P(t) can be written in the form
P(s, t) =
(
P˜(s, t) DP(s, t)
0 1
)
, (4.12)
where the matrix P˜(s, t) is a (K−1)×(K−1)matrix and 0 andDP(s, t) are (K−1) dimensional
vectors. Since P(s, t) is a stochastic matrix it holds for every 0 ≤ t1 ≤ t2 ≤ . . . ≤ tn that
P(t1, tn) = P(t1, t2) ·P(t2, t3) · . . . ·P(tn−1, tn). (4.13)
Using (4.12) and (4.13) it follows the intuitive relation
DP(t1, tn) = DP(t1, t2) + P˜(t1, t2)DP(t2, t3) + . . .+ P˜(t1, tn−1)DP(tn−1, tn),
which is useful if we are interested in some particular discrete time evolution of default prob-
abilities.
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If we use a time–homogeneous continuous–time Markov chain (CTMC) we can compute
transition probabilities and especially default probabilities by very straightforward application
of the theory from Section 2.2.2. Transition probability matrix is
P(s, t) = exp
(
(t− s)Q) = ∞∑
n=0
(t− s)nQn
n!
, t ≥ s ≥ 0.
Time–homogeneous continuous–time Markov chain are the most commonly used in practice.
The only thing which we need to be able to use CTMC model is generator matrix Q. This
matrix is usually estimated from historical data using ML method (Section 2.2.2). However, as
we mentioned above banks usually do not have continuous–time observation of credit ratings
of debtors and continuous–time observation is one of the main assumptions of ML estimation.
Hence we rather recommend to use one of the methods for partially observed data from Section
2.3.
A direct consequence of using time–homogeneous model is a dynamics which does not
change over time, which is denied by empirical studies. If we want to allow dynamics changes
over time we could use a more complicated structure of the inhomogeneous continuous–time
Markov chain, where we need to specify the structure of inhomogeneity and justify it by
some arguments. That is not easy at all. Bluhm and Overbeck (2007) suggest to use an
inhomogeneous continuous–time Markov chain with the generator
Qt = D(t)Q, t ≥ 0,
where Q is a constant valid generator and D(t) is a diagonal matrix with diagonal elements
dii =
(
1− e−αit)tβi−1
1− e−αi , i = 1, . . . ,K,
and αi, βi > 0 are non–negative parameters of the model. Note that the generator Qt
came up from constant Q by multiplying the i-th row by dii. Using this inhomogeneity
structure they reached a significantly better fit to default probabilities on data from S&P.
Bluhm and Overbeck (2007) also provide some discussion, where they pointed out that the
choice of the structure is not completely random.
The main result of this paper is the usage of time–changed continuous–time Markov chains
described in Chapter 3, which is simpler than the structure of Bluhm and Overbeck (2007)
and have a possible interpretation that system runs homogeneously with respect to some
business time. Mapping of this business time can be deterministic or random. Modeling of
the business time give us easy possibility how to influence the system dynamics through only
one parameter. When business time is faster than a calendar time, economy runs faster and
debtors default faster (more defaults in given time interval) and contrary when business time
is slower than a a calendar time, economy runs faster and debtors default slower (less defaults
in given time interval). It make sense that rules and dynamics of economy does not change,
but only runs faster or slower. In Chapter 5 we show application of our methods on real data
with significantly better results than with traditional methods.
Let us assume that we are given by time evolution Tt then transition probability matrix is
P(s, t) = exp
(
(Tt − Ts)Q
)
=
∞∑
n=0
(Tt − Ts)nQn
n!
, t ≥ s ≥ 0.
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If time evolution Tt is random transition probability matrix is then
22
P(s, t) = E
[
exp
(
(Tt − Ts)Q
)]
=
∞∑
n=0
E [(Tt − Ts)n]Qn
n!
, t ≥ s ≥ 0,
Recall that the deterministic time evolution is a special case of random time evolution. In
Chapter 3 we described how the time–changed system behaves and how to estimate parameters
in three possibly approaches:
1. Time evolution is given exogenously.
2. Time evolution is deterministic but unknown.
3. Time evolution is random variable from distribution with some unknown parameters.
In each of these approaches we derived ML estimators and also extended some methods in
case of partially observed data.
Big advantage of the time change is that we can model it separately of the loan portfolio
and build a model for predicting time evolution which depends on a macroeconomic variables.
In Chapter 5 we estimated a time evolution from data and than we computed correlation
coefficient of estimated time evolution and FFTR (federal fund target rate), USA GDP growth
and S&P500 index growth. Despite the fact that data about defaults are worldwide and
FFTR, GDP growth and S&P500 index are mainly indicators of USA economy, the correlation
is around 60%. That suggests that modeling and predicting the time evolution by some
econometric model depending on macroeconomic variables can give us very good estimates of
time evolution. These good estimates of time evolution can be used for default probability
modeling.
4.4.3 Recovery Rates
The essential part of the risk management modeling are recovery rates RR. Unlike in structural
models recovery rates do not follow implicitly from reduced–form models. The big problem of
the recovery modeling is a lag of data for estimation. Only some banks have sufficient historical
data about recoveries. Therefore some simplifying assumptions are necessary to enable any
modeling.
Recall that the loss process of the defaultable zero–coupon bond with face value 1 has
dynamics
Lt = (1−RRτ )1{τ≤t}.
Then we can compute the expected loss in general as
ELt = E
[
(1−RRτ )1{τ≤t}
]
= E
[
E [(1−RRτ )1{τ≤t}|τ ]
]
= E
[
1{τ≤t} E [(1−RRτ )|τ ]
]
.
The recovery rate RRt can be a deterministic function of time and then RRτ is a random
variable because it is a value of the function in random time. In general, the recovery RRt
can be a stochastic process with values in [0, 1].23
If recovery rates are independent of the random default time τ , i.e., the random variable
RRt = RR has the same distribution for every t, then
ELt = DPt E [1−RR].
22We assume we can interchange integration and summation.
23Rarely we can allow recovery rates higher than 1.
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In literature for pricing credit derivatives there are three main approaches to recoveries.
We will mention each approach and compute the expected loss of the bond in this model when
we assume a Cox process as the driver of the default time τ .
Recovery of Face Value (RFV) — The recovery is assumed to be the exogenously given
fraction c of the face value of the bond. Then recovery rates are constant and independent
of τ
RRτ = c,
and the expected loss is then
ELt = E
[
1{τ≤t} E [(1− c)|τ ]
]
= (1− c)E 1{τ≤t} = (1− c)DPt.
Recovery of Treasury (RT) — The recovery is assumed to be the exogenously given fraction
c of an equivalent risk free zero–coupon bond. Then we need to specify dynamics of the
risk free zero–coupon bonds. The recovery rate is a random variable
RRτ = cB(τ, T ),
and the expected loss is then
ELt = E
[
1{τ≤t} E [
(
1− cB(τ, T ))|τ ]] = DPt − cE [1{τ≤t}B(τ, T )].
In the case when τ is exponentially distributed with parameter λ and the risk free interest
rate r is constant, we have
RRτ = ce
−r(T−τ)
ELt = DPt − ce−rTE
[
1{τ≤t}erτ
]
= 1− e−λt − ce−rT
∫ ∞
0
1{x≤t} erx λe−λx dx
= 1− e−λt − λc
λ− re
−rT
∫ t
0
(λ− r)e−(λ−r)x dx
= 1− e−λt − λc
λ− re
−rT
(
1− e−(λ−r)t
)
.
Recovery of Market Value (RMV) — The recovery is assumed to be an exogenously given
fraction of the pre–default market value of the bond, i.e.,
RRτ = cD(τ−, T ).
The expected loss is then
ELt = DPt − cE [1{τ≤t}D(τ−, T )].
For further computation we need to know the dynamics of the defaultable zero–coupon
bonds and how to price them. Pricing of defaultable coupon bonds is a very wide
topic and beyond the scope of this work. We refer to Duffie and Singleton (1999) and
Collin-Dufresne et al. (2004) for that.
In all three cases we mentioned the constant c. This constant is estimated from historical data.
We can go further and assume that the fraction c is not constant anymore but is a random
variable C with values on [0, 1].
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For purpose of modeling the random fraction C, we could use the uniform distribution
on [0, 1], but empirical studies show the assumption of the uniform distribution to be very
unrealistic. In Schuermann (2004) there are some empirical distributions of recoveries of
American bonds and loans. These empirical distributions are highly right–skewed.
A much better distribution than the uniform distribution is the very flexible Beta distri-
bution with density function
f(x) =
1
B(a, b)
xa−1(1− x)b−1,
where a, b > 0 and B is the Beta function defined as
B(a, b) =
∫ 1
0
xa−1(1− x)b−1 dx.
The parameters a and b can be estimated from data using the moment method or the max-
imum likelihood estimation. Note that the uniform distribution is special kind of the Beta
distribution with parameters a = b = 1.
The Beta distribution has mean value
a
a+ b
.
Therefore if we assume the RFV approach we get the expected loss
ELt =
(
1− a
a+ b
)
DPt.
Dependent Recoveries
Some empirical studies indicate that recovery rates and default intensities are not independent,
but they tend to be negatively correlated. They show that in the recession of the economy,
default intensities tend to be higher and recoveries lower.
One of the usual ways of modeling a dependent recovery and a default intensity λt is to
introduce an additional possibly multi–dimensional process Xt that can be interpreted as a
state of the economy. The random fraction C and the default intensity λt both depend on Xt,
but conditioned on the realization Xt they are independent of each other.
In our Beta distribution setting, it can be, for example, such that parameters a and b are
deterministic functions of Xt. If we assume the RFV approach we have the expected loss
ELt = E
[(
1− C(Xt)
)
1{τ≤t}
]
= E
[
E [
(
1− C(Xt)
)
1{τ≤t}|Xt]
]
= E
[(
1− E [C(Xt)|Xt]
)
E [1{τ≤t}|Xt]
]
.
In RT and RMV models things become more complicated since for these approaches we need a
dynamics of interest rates for a zero coupon bond modeling, and interest rates can be correlated
with default intensities and recoveries. The interest rate is also often taken as a dimension of
the process Xt. Sometimes even the process Xt is chosen as Xt = rt.
An interesting idea is also applying our random time evolution extension, where we set
Xt = Tt. The intuition behind this setting is very similar to the credit ratings modeling
(faster or slower business time) and we get quite clear connection between the credit migration
modeling and the recovery rates modeling. For finding any working model we need data about
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credit ratings migration and related recovery rates, which we unfortunately do not have. Hence
we are not able to propose any possible working model.
We should also mention the dependency of recovery rates on the character of the debtors
business. Imagine that we have two debtors. The first one is a real estate agent with only
one debt and a big equity and the second one is a financial derivative trader with a minimal
equity. One could hardly expect that recovery rates of both of them have the same probability
distribution. Therefore we can divide debtors to some groups and estimate the distribution
of recovery rates within these groups. By dividing into groups we are limited by accessible
historical data.
4.5 Incomplete Information Models
In Section 4.3 we have described structural models in a general Lévy processes setting, but in
most cases just a Brownian motion as the risk driver is used. As a corollary of the continuity
of a Brownian motion paths there is a vanishing credit spread for short term debts, because it
is very unlikely for a continuous process to steeply decrease in a short period. Furthermore,
due to the continuity, the default time is a predictable stopping time.
A pioneering work in incomplete information models is Duffie and Lando (2001), where
they argue that the firm’s value process is not observable directly and continuously to public,
but it is observable to the management of the firm. The information available to company
managers forms the filtration Ft which is different from the filtration Gt which is formed by
the information available to the market.
Duffie and Lando (2001) assumed that the information from filtration Ft is revealed to
public (“transferred” to filtration Gt) in some discrete times (for example earnings announce-
ment) and even then it is revealed with some additional noise. A default time τ is then a
predictable stopping time with respect to the filtration Ft, but is a totally inaccessible stop-
ping time24 with respect to the filtration Gt. This idea was motivated by accounting scandals
in American companies Enron and WorldCom. Both of them had mistakes in their accounting
which is by Duffie and Lando (2001) viewed as an additional noise.
Kusuoka (1999) assumes similar to Duffie and Lando (2001) that information is revealed
to the market with an additional noise, but in a continuous way.
In Collin-Dufresne et al. (2003) the authors choose a different approach. They assume that
the information about the company is revealed to the public with some delay, but continuously
and completely.
Çetin et al. (2004) suggest an approach in which the information available to the manage-
ment is not completely revealed to public, but just some fraction of it.
Giesecke (2006) described a first–passage model where the default barrier is random. That
is also the incomplete information approach.
Guo et al. (2008) try to present a unified framework for incomplete information models
using the delayed filtration. Especially, they reconcile the approach by Duffie and Lando
(2001) and Collin-Dufresne et al. (2003).
Behind every credit risk model (it does not matter if it is structural, reduced–form or an
incomplete information model), there is a counting process Nt = 1{τ≤t} for which according
to the Doob–Mayer decomposition there exists a compensator At such that Nt − At is a
martingale. The compensator At is often called a default drift in this context. A reduced–form
model assumes the existence of the default intensity and the default intensity is a major tool in
24A stopping time τ is totally inaccessible if and only if the probability that τ is a limit of any sequence of
predictable stopping times τn is zero.
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reduced–form models. An incomplete information model uses rather directly the compensator
process At than the intensity itself. If the intensity exists the model is unified with a reduced–
form model. So incomplete information models can be seen as a generalization of a reduced–
form model based on structural model ideas. The default probability is then under some
technical conditions equal to
DPt = 1− E
[
e−At
]
.
For further details about particular incomplete information model see the article referenced
above.
4.6 Dependent Default Modeling
There is no need to investigate the dependency between particular debtors in the expected
loss modeling, since the expected loss is just a sum of expected losses on particular loans. But
if we want to compute the variance of the credit loss of the portfolio, dependencies between
debtors comes into play as a major factor.
Let us assume two big companies from the same industry and location, and one of them
has defaulted. Then one could expect that the default probability of the second company will
raise, since both companies are influenced by very similar risk factors on the market.
Recall that the one–year credit loss of the portfolio is given by
L =
n∑
i=1
EAD × LGD × 1{τi≤1}.
For demonstrating the idea let us assume that EAD = LGD = 1, then
L =
n∑
i=1
1{τi≤1}.
The expected one–year loss is then simply
EL =
n∑
i=1
E1{τi≤1} =
n∑
i=1
DP i1,
where DP i1 is the one–year default probability on the i-th loan. The different situation is if
we want to compute the variance of the credit loss
Var (L) = Var
(
n∑
i=1
1{τi≤1}
)
=
n∑
i=1
Var
(
1{τi≤1}
)
+ 2
n−1∑
i=1
n∑
j=i+1
Cov
(
1{τi≤1},1{τj≤1}
)
, (4.14)
where
Cov
(
1{τi≤1},1{τj≤1}
)
= E
[
1{τi≤1},1{τj≤1}
]
− E1{τi≤1}E1{τj≤1}
= P[τi ≤ 1, τj ≤ 1]−DPiDPj .
Also for other statistics like VaR or CVaR we need to know how default events of particular
debtors depend on each other. As a matter of fact we should go even further and model the
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joint distribution of defaults and recoveries, but it is beyond the scope of the presented work.
In the following sequel we assume independent recovery rates and default events unless stated
otherwise.
Let us imagine the situation when the bank loan portfolio consists of n loans and a new
(n+1)-st loan is considered. What will be a contribution of a new loan to the current portfolio
loss variance? From (4.14) we see that the contribution will be
Var
(
1{τn+1≤1}
)
+ 2
n∑
i=1
Cov
(
1{τi≤1},1{τn+1≤1}
)
,
which can be even negative if the default event of the new debtor is negatively correlated with
default events of current debtors. In that case it is very desirable to accept this loan, since it
diversifies the risk.
4.6.1 Unit Loss and Homogeneous Portfolio
The larger the loan portfolio is, the harder and more time consuming the calculations are. It is
also more complicated to estimate all necessary parameters (default probabilities, covariances,
recovery rates,. . . ) for every obliger. Hence a concept of the homogeneous portfolio is often
assumed. It is an assumption that exposure, default probability, recovery rates and also
dependencies are the same all over the portfolio.25 Without loss of generality we can take
exposure equal to 1. Then, the number of defaults divided by the number of loans in the
portfolio is the fraction of the whole portfolio exposure, which will be lost.
4.6.2 Factor Models
As we mentioned above, two companies doing similar business are sensitive to similar risk
drivers. Also one can imagine that the location of these two companies play a significant role
(risk factor) for the default event. Finally, let there be an economy recession and people are
not willing to spend much money. It will influence many different businesses in many different
ways and we would like to know how.
The factor model is a dependency structure of a particular firm risk on some common risk
factors such as a business factor, country factor, etc. Part of the firm’s riskiness that can not
be explained by common risk factors is called an idiosyncratic risk or residual risk.
Let Zt be a d-dimensional risk factor common to all firms in the portfolio. Let us take an
arbitrary firm i. Now we are interested in a way and how much riskiness of the firm i depends
on the risk factor Zt.
Let us assume that we use a structural model. Recall that we assume that the firm value
process of firm i has dynamics
V
(i)
t = V
(i)
0 exp
(
X
(i)
t
)
,
where X
(i)
t is some Lévy process. In factor models we assume that the risk driver X
(i)
t is
a linear function of the common risk factor Zt and some idiosyncratic process ε
(i)
t which is
specific to firm i, i.e.,
X
(i)
t = β
(i) · Zt + ε(i)t ,
25The homogeneity assumption is useful especially in the retail segment, where a lot of very similar loans
exist and they behave in a similar pattern. The bigger loans and smaller number of loans (big corporate loans),
the less accurate results models based on the homogeneous assumption will give.
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where processes Zt, ε
(1)
t , . . . , ε
(m)
t are independent of each other. Since the process Zt is com-
mon to all firms in the economy (or portfolio), default events are dependent if β(i) 6= 0.
Conditionally on the realization of the common risk factor Zt processes X
(1)
t , . . . ,X
(n)
t are
independent. This fact is often used in computations or simulations. The d-dimensional real
parameter β(i) is estimated from historical data using linear regression methods and is often
called loads.
The common risk factor can have, for example, the structure as in diagram (4.15) where
the three–level factor model of KMV26 is described as presented in Bluhm et al. (2002, Figure
1.7).
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We see that the riskiness of the firm is decomposed into three common factors (industry specific
risk, global economy risk, and country specific risk) and a firm specific risk (idiosyncratic risk).
The special case of factor models is the one–factor model where Zt is one–dimensional.
This model is very often used in practice since it is very simple.
In reduced–form modeling a factor model can be used to decompose intensities λ
(i)
t . Then
we have
λ
(i)
t = β
(i) · Zt + ε(i)t , (4.16)
where ε
(i)
t are independent of Zt and each other. In a reduced form model λt needs to be
non–negative. It can be done by truncating λ
(i)
t , which comes from model (4.16).
For further discussion about factor models, see Bluhm et al. (2002, Section 1.2.3).
4.6.3 Bernoulli Models
Let us fix the time horizon on one year and let us assume a unit exposure and zero recovery
on every loan in the portfolio. Then the aggregate credit loss is
L =
n∑
i=1
1{τi≤1}.
We will describe a deterministic Bernoulli model and its extension to the general Bernoulli
mixture model.
26KMV is a part of Moody’s and is one of the biggest provider of credit risk solutions in world.
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“Deterministic” Bernoulli Model
In the Bernoulli model we think about a default event Yi = 1{τi≤1} as about a Bernoulli random
variable which equals 1 with probability pi = DPi and 0 with probability 1 − pi, where DPi
is the one–year default probability of loan i. Furthermore, default events are assumed to be
independent of each other. Then we get
EL =
n∑
i=1
EYi =
n∑
i=1
pi,
Var (L) =
n∑
i=1
Var (Yi) =
n∑
i=1
pi(1− pi).
In the case of the homogeneous portfolio, where we assume the same default probability DP
on every loan, the portfolio loss L is the binomial random variable with parameters n and
p = DP . Thus,
EL = n p,
Var (L) = n p(1− p).
General Bernoulli Mixture Model
Independent default events is not very realistic assumption, hence we extend the model to
a general Bernoulli mixture model. Default events are still the Bernoulli random variables
with parameter Pi = DPi, but the parameter Pi is not deterministic anymore. Parameters
(P1, . . . , Pn) are random variables with the joint n-dimensional distribution F on [0, 1]
n. Con-
ditioned on the realization (p1, . . . , pn) of (P1, . . . , Pn), the default event Yi is a Bernoulli
random variable with parameter pi independent of Y1, . . . , Yi−1, Yi+1, . . . , Yn. Then it follows
that
P[Y1 = y1, . . . , Yn = yn] =
∫
[0,1]n
n∏
i=1
pyii (1− pi)1−yi dF(p1, . . . , pn), (4.17)
where yi ∈ {0, 1}. The expected loss is then
EL =
n∑
i=1
E [Yi] =
n∑
i=1
E [E [Yi|Pi]] =
n∑
i=1
E [Pi].
Before we will compute the variance of the credit loss note that
Var (Yi) = Var (E [Yi|Pi]) + E [Var (Yi|Pi)]
= Var (Pi) + E [Pi(1− Pi)]
= E [P 2i ]− (E [Pi])2 + E [Pi]− E [Pi]2
= E [Pi] (1− E [Pi]) ,
. (4.18)
and
Cov (Yi, Yj) = E [YiYj ]− E [Yi]E [Yj]
= E
[
E [YiYj |Pi, Pj ]
]− E [Pi]E [Pj ]
= E [PiPj ]− E [Pi]E [Pj ]
= Cov (Pi, Pj).
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We see that the whole correlation structure of default events is equipped by the correlation
structure of random parameters Pi, i = 1, . . . , n. The variance of the aggregate credit loss then
follows from (4.14)
Var (L) =
n∑
i=1
E [Pi] (1− E [Pi]) + 2
n−1∑
i=1
n∑
j=i+1
Cov (Pi, Pj).
Homogeneous Portfolios In the case of a homogeneous credit portfolio, the default prob-
ability on every loan is the same. Therefore, we have just one random parameter P with
probability distribution F . We can rewrite (4.17) into the form
P[Y1 = y1, . . . , Yn = yn] =
∫ 1
0
pk(1− p)n−k dF (p),
where k =
∑n
i=1 yi, yi ∈ {0, 1}, is the number of defaults in the portfolio. The probability
that exactly k defaults occur is then
P[L = k] =
(
n
k
)∫ 1
0
pk(1− p)n−k dF (p).
Let us denote the uniform default probability by p¯. Then
p¯ = P[Yi = 1] = E [Yi] = E [P ] =
∫ 1
0
p dF (p),
further using (4.18) we get
Corr (Yi, Yj) =
Cov (Yi, Yj)
p¯(1− p¯)
=
E [YiYj]− EYiEYj
p¯(1− p¯)
=
E
[
P[Yi = 1, Yj = 1|P ]
]− p¯2
p¯(1− p¯)
=
∫ 1
0 p
2 dF (p)− p¯2
p¯(1− p¯)
=
Var (P )
p¯(1− p¯) . (4.19)
From (4.19) a few interesting consequences follows. First of all, it implies that the correlation
between default events vanishes only when the variance of the random parameter P goes to 0,
that is, F is the Dirac measure with mass in p¯. The second immediate consequence of (4.19)
is, that since the variance is always a positive number, it is impossible to capture the negative
correlation structure by this model.
Now let us assume that we use Merton’s model in a Brownian motion setting, and we are
interested if the firm’s asset value is at maturity below the face value of the debt or it is not.
The default probability is
p¯ = P[VT < K] = P
[
XT < log
K
V0
]
.
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We assume that XT is normally distributed with mean value µT and variance σ
2T . Then the
default probability can be rewritten as
p¯ = P
[
XT − µT
σ
√
T
<
log KV0 − µT
σ
√
T
]
= P
[
X˜ < K˜
]
,
where X˜ is a standard normal random variable with the cumulative distribution function Φ
and K˜ is the normalized face value of the debt. Then it follows
K˜ = Φ−1(p¯), (4.20)
because in the homogeneous portfolio the default probability of every debtor is the same.
Let us assume that the risk driver X˜ follows a one–factor model, i.e.,
X˜ =
√
%Z +
√
1− % ε, (4.21)
where Z ∼ N(0, 1) is a systematic risk factor and ε ∼ N(0, 1) is an idiosyncratic risk indepen-
dent of Z, and
√
% is the load describing how much the debtor is sensitive to the systematic
risk factor. Let
p(Z) = P[Y = 1|Z] = E [Y |Z],
be the default probability of debtor conditioned by the realization of the systematic risk factor
Z. Then using (4.20) and (4.21) it follows
p(Z) = P
[√
%Z +
√
1− %ε < K˜
]
= P
[
ε <
Φ−1(p¯)−√%Z√
1− %
]
= Φ
(
Φ−1(p¯)−√%Z√
1− %
)
. (4.22)
The conditioned default probability p(Z) is then a random variable with values in [0,1] and
expected value E p(Z) = p¯. Now we can calculate the joint probability distribution of default
events Yi as
P[Y1 = y1, . . . , Yn = yn] =
∫ ∞
−∞
p(z)k
(
1− p(z))n−kϕ(z)dz,
where k =
∑n
i=1 yi, p(z) is given by (4.22) and ϕ is the standard normal density function.
Heterogeneous Portfolios Let us try to extend the result of the homogeneous portfolio
to the heterogeneous one. Let the default probability of debtor i be pi and let the risk driver
X
(i)
T be given by the multi–factor model
X
(i)
T = α
(i) · Z+ β(i)ε(i),
where Z is a random vector normally distributed with a zero mean value and a covariance
matrix Σ, and ε(i) are independent standard random variables, α(i) is a vector of constant
factor loads, and βi is also constant. Then the conditioned default probability is
pi(Z) = Φ
(
Φ−1(pi)− α(i) · Z
β(i)
)
,
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and the joint default probability is
P[Y1 = y1, . . . , Yn = yn] =
∫
Rn
n∏
i=1
pyii (z)
(
1− pi(z)
)1−yiϕ(z; Σ)dz,
where ϕ(z; Σ) is the n-dimensional normal density function with zero mean and covariance
matrix Σ. We see that the joint probability distribution is modeled the same as in the case of
the homogeneous portfolio by the Gaussian copula (see Section B).
In the case of reduced–form models we will end up also with some copula (sometimes called
survival copulas). For more, see Giesecke (2004, Section 3.6).
4.6.4 Monte Carlo Simulation
Let us assume that we have chosen some model dynamics, calibrate its parameters as well as
the correlation structure and recoveries. Now we are interested in the probability distribution
of the aggregate loss of the whole portfolio in some given horizon (for example one year).
In some simple models we have seen that we can get a closed formula, but by adding more
realistic features to the model and allowing more randomness and a dependency between
different random drivers (like dependent recoveries and default events) we get a more and
more complex problem, in which it is very hard to get a closed formula. In that case the
simulation seems to be the only possibility.
Every run of the simulation gives us a realization of the random credit loss. We should
perform sufficiently many runs of the simulation to get an image of the aggregate loss dis-
tribution. The complex simulation can take many days of the computation. Therefore, the
number of runs of the simulation must be the compromise between the time consumption of
the simulation and the precision of the resulting probability distribution.
To lower time requirements of the simulation some approximation methods can be used.
Approximations of Aggregate Loss Distribution
After n runs of the simulation we get n realizations of the random credit loss variable. We can
assume that the loss distribution is very close or even belongs to some well–known parametric
distribution family. Then we think about n realizations of the simulation as about a random
sample from the distribution F . Parameters of the distribution F can be estimated using the
moment method or the maximum likelihood method.
An often used distribution is the gamma distribution with density function
f(x) =
ab
Γ(b)
e−axxb−1, x > 0,
which is right–skewed and easily parameterized. If we are interested in modeling the number
of defaults, i.e., modeling of the random variable
L =
m∑
i=1
1{τi≤1},
an often used distribution is the negative Binomial distribution. The integer–valued negative
Binomial distribution can be interpreted as the gamma mixture of Poisson distributions which
is consistent with the idea of reduced–form models where a default is the first jump of a Poisson
process. If every defaulter has a Poisson process as its own default process and parameter
λ is the random variable from the gamma distribution, then the random variable L has a
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negative Binomial distribution. Confidence intervals about parameters of the distribution can
be estimated through the bootstrap. Another possibility for the aggregate loss distribution
estimation is to use non–parametric kernel estimators.
5
Real Data Study
In this chapter we illustrate the performance of estimation methods for partially observed
time–changed data from Chapter 3 on real data.
5.1 Data Analysis and Estimations
We use the data set from Standard&Poor’s (2006), where yearly transition matrices for the
period 1981–2005 are given as well as the number of firms starting within a particular rating.
Let us denote the transition matrices by P1, . . . ,P25. We assume that the transition matrices
P1, . . . ,P25 were computed using the cohort method, i.e., for fixed k the ij-th element p
k
ij of
matrix Pk was computed as
pkij =
nkij
nki.
,
where nkij is the number of companies which started the k-th year in rating i and ended in
rating j, and nki. is the number of companies started in rating i. Since we are given Pk and
nki., we can compute elements of the frequency matrix Nk as
nkij = p
k
ijn
k
i.. (5.1)
This is of course valid only under the assumption that transition matrices were really computed
by the cohort method.27 The rating scale of S&P consists of 8 elements
{AAA,AA,A,BBB,BB,B,CCC,D} ,
and one special rating NR (not rated). The best rating is AAA and D is a default. S&P
uses for their own purposes a more finer rating scale with much more ratings, but in publicly
available data they are grouped into the 8 ratings above. Since we do not know what happened
with companies that migrate to NR, we simply ignored these transitions, that is, we took just
the first 8 columns of the frequency matrices N1, . . . ,N25. The data after cleaning can be
found in Appendix C.
Now let us recall what we want to show on real data. We assume that the system (rat-
ings of hundreds of companies around the world monitored by S&P) follows a time–changed
continuous–time Markov chain. We assume the TEPG setting (Section 3.2.2). After we will
estimate the time evolution we will try to fit it by gama distribution. The time evolution
enters into the system as parameters t = (t1, . . . , t25). In other words we assume that the
generator matrix in the k-th year is tkQ, where Q is same for every k = 1, . . . , 25. For the
uniqueness of the solution we add a condition
25∑
k=1
tk = 25,
27Frequency data which we get by (5.1) was always very near to the integer value (6.99, 81.01,. . . ), from
which we can speculate that really the cohort method was used.
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which forces same total business time and calendar time. We apply the CO method (Section
3.3.4) and the EM method (Section 3.3.2). Both methods give us the estimate t and Q, but
they solve a quite different problem. The CO method gives us the generator matrix which
generate the transition probability matrix as close as possible to the empirical transition
matrix. The EM method rather estimates “the most likely” generator matrix. All methods
from Section 3.3 solve the first or the second problem. Naturally, the CO method gives the
most accurate result for the first problem. The second problem can be also solved using MCMC
method which according to simulation studies (for example Inamura (2006)) gives very similar
results as the EM method. Hence we choose the CO and EM method for this demonstration.
Since we don’t know the true generator matrix and the time evolution, it is hard to compare
the performance of these two methods between each other. Hence in this section we compare
mainly the fit of the time–unchanged CO method and the CO method with time change. In
Section 5.2 we simulate the run of the system and compare the performance of wrongly used
classical ML estimator and the CO and EM methods both time–unchanged and time–changed.
Further, if we speak about distance of two matrices, the distance in Euclidean norm is meant
by that. Let us introduce some notation used in this chapter:
COTC time–changed CO method
EMTC time–changed EM method
QCOTC generator matrix estimated using COTC method
PCOTC transition probability matrix generated by QCOTC , i.e., PCOTC = exp(QCOTC)∥∥PCOTC −P∥∥ Euclidean distance of matrices PCOTC and P
DP default probabilities (last column of matrix P)
DPCOTC default probabilities (last column of matrix PCOTC) estimated using COTC method
Similar for EMTC.
On an accompanied CD the implementation of all methods derived in this work can be
found. All methods are implemented in Matlab.
AAA AA A BBB BB B CCC D
AAA −0.0903 0.0873 0.0018 0.0006 0.0006 0.0000 0.0000 0.0000
AA 0.0067 −0.0994 0.0871 0.0039 0.0003 0.0011 0.0002 0.0000
A 0.0005 0.0217 −0.0920 0.0646 0.0032 0.0014 0.0003 0.0003
BBB 0.0002 0.0014 0.0453 −0.1101 0.0524 0.0067 0.0020 0.0022
BB 0.0004 0.0004 0.0015 0.0670 −0.1859 0.0971 0.0110 0.0085
B 0.0000 0.0006 0.0022 0.0013 0.0752 −0.2046 0.0707 0.0545
CCC 0.0000 0.0000 0.0041 0.0058 0.0135 0.1870 −0.6215 0.4111
D 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Table 5.1. Generator estimation using CO method (without time change).
In Tables 5.1 - 5.4 you can see generator estimators using CO and EM method both time–
unchanged and time–changed. Time evolution estimators in the case of time–changed CO and
EM method can be seen in Table 5.6.
The main purpose of these modeling is to estimate default probabilities (last column of
transition matrices). Figure 5.1 shows us the Euclidean distance of the theoretical default
probabilities DPCOk and DP
COTC
k from the empirical default probabilities DPk. Figure 5.1
also shows the time evolution estimated using COTC. A better fit is almost in every year
for DPCOTC matrix. Detailed distances and percentage improvements are in Table 5.5. The
overall improvement in fitting is 35 %. Notice that we are comparing the CO and COTC
method. In practice one often uses the maximum likelihood (ML) method. This wrong usage
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AAA AA A BBB BB B CCC D
AAA −0.0903 0.0873 0.0018 0.0007 0.0006 0.0000 0.0000 0.0000
AA 0.0067 −0.0994 0.0871 0.0039 0.0004 0.0011 0.0002 0.0000
A 0.0005 0.0217 −0.0920 0.0646 0.0032 0.0014 0.0003 0.0003
BBB 0.0002 0.0014 0.0453 −0.1101 0.0524 0.0067 0.0020 0.0022
BB 0.0004 0.0004 0.0015 0.0670 −0.1859 0.0971 0.0110 0.0085
B 0.0000 0.0006 0.0022 0.0013 0.0752 −0.2046 0.0707 0.0545
CCC 0.0000 0.0000 0.0040 0.0059 0.0135 0.1870 −0.6215 0.4111
D 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Table 5.2. Generator estimation using EM method (without time change).
AAA AA A BBB BB B CCC D
AAA −0.0830 0.0798 0.0020 0.0006 0.0006 0.0000 0.0000 0.0000
AA 0.0062 −0.0993 0.0885 0.0030 0.0006 0.0008 0.0002 0.0000
A 0.0002 0.0191 −0.0875 0.0632 0.0033 0.0013 0.0002 0.0003
BBB 0.0002 0.0016 0.0451 −0.1120 0.0543 0.0069 0.0016 0.0023
BB 0.0003 0.0006 0.0010 0.0715 −0.1826 0.0879 0.0121 0.0092
B 0.0000 0.0008 0.0025 0.0010 0.0733 −0.1953 0.0606 0.0571
CCC 0.0000 0.0000 0.0026 0.0081 0.0116 0.1597 −0.5541 0.3722
D 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Table 5.3. Generator estimation using COTC method.
AAA AA A BBB BB B CCC D
AAA −0.0904 0.0874 0.0017 0.0007 0.0006 0.0000 0.0000 0.0000
AA 0.0067 −0.0997 0.0877 0.0036 0.0003 0.0011 0.0002 0.0000
A 0.0004 0.0221 −0.0935 0.0659 0.0031 0.0015 0.0003 0.0003
BBB 0.0002 0.0014 0.0463 −0.1127 0.0541 0.0066 0.0020 0.0022
BB 0.0004 0.0004 0.0014 0.0686 −0.1906 0.1005 0.0110 0.0083
B 0.0000 0.0006 0.0023 0.0013 0.0768 −0.2088 0.0727 0.0552
CCC 0.0000 0.0000 0.0038 0.0056 0.0125 0.1838 −0.6101 0.4043
D 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
Table 5.4. Generator estimation using EMTC method.
(due to the partial observations) of the ML method can give a much worse fit than the CO
method.
In Figure 5.2 we can see the time evolution estimation from both methods (COTC and
EMTC). They are quite similar, though COTC estimator seems a slightly more volatile. We
can clearly see three periods where the time evolution was significantly higher (especially in
COTC method) than in remaining years. The first period are years 1990–1993 which can be
connected to the U.S. recession in years 1990–1991. The second period is the year 1998 in
which the Russian crisis was and the last period is 2001–2002 when the Internet bubble burst.
These observations prove our suggestion that if the economy is in recession the time evolu-
tion is quicker and companies default more often. On the contrary when there is an economic
expansion the time evolution slows down and companies default less often.
We would like to find some evidence of the connection between the time evolution and the
state of economy. As indicators of the state of the economy we took the federal fund target
rate (FFTR)28, the American GDP growth and growth of index S&P50029. Though the
28The interest rate announced by the American FED. It is a major tool for regulation of the economy.
29By index growth for year 1981 (and similar for other years) we mean index value in the beginning of the
year 1981 divided by the starting value in year 1980.
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migration data are about companies all around the world we took all three indicators from the
American economy, because the American economy has great influence on the world economy.
We had FFTR data from the Federal Reserve Bank of New York (2008), GDP data from the
Economic Research Division of Federal Reserve Bank of St. Louis (2008) and S&P500 index
quotes from website Finance Yahoo30. All three of them are in Table 5.6.
We have computed the correlation of estimated time evolution and FFRT, resp. GDP
growth, resp. S&P500 index growth. In all cases a high negative correlation was the result.
Precise values are in Table 5.7 From this correlation values COTC method seems to be a slightly
“better” method for time evolution estimation. However further research can try to explain
and predict the time evolution using some econometric models, where EM time evolution can
be explained much better. Of course for that we need better and more data.
5.1.1 Fitting Time Evolution by Distribution
Let us try to model the estimated time evolution tCOTC and tEMTC as a Lévy subordinator.
We choose the Gamma process for our model. Using the maximum likelihood we estimate
parameters of one–year gamma distributed increments with the density function
f(x) =
ab
Γ(b)
e−axxb−1, x > 0,
30http://finance.yahoo.com/
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Figure 5.1. COTC time evolution and default probability fit.
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Estimated parameters are
aCOTC = bCOTC = 12.5095,
aEMTC = bEMTC = 27.209.
One can be wondering why in both cases a = b. The explanation is very easy since mean value
of gamma distribution is ab and during estimation we forced total business time equal to total
calendar time which imply sample mean equal 1 and hence a = b is natural consequence.
We would like to know how good our hypothesis is that time evolves according
to the Gamma process. We tested using the goodness–of–fit test (see, for example,
Lehmann and Romano (2005, Section 14.3)) whether we can reject the hypothesis of the
Gamma distribution. In both cases we don’t reject hypothesis of Gamma process with p-
values
p-valueCOTC = 0.819,
p-valueEMTC = 0.247,
we did not reject the Gamma distribution. In Figures 5.3 and 5.4 we can see the histogram of
our observations and the theoretical density function.
5.2 EM and CO Method Simulation Comparison
In the previous section we used time–changed CO and EM method. We would like to be able
to compare the performance of these methods. Hence we did a simulation where the system
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Figure 5.2. COTC and EMTC time evolution estimates.
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Figure 5.3. Time evolution histogram and theoretical density for COTC.
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Figure 5.4. Time evolution histogram and theoretical density for EMTC.
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year ||DP−DPCO|| ||DP−DPCOTC || Improvement
1981 0.313 0.164 −47.64 %
1982 0.074 0.040 −46.63 %
1983 0.244 0.150 −38.49 %
1984 0.051 0.022 −56.79 %
1985 0.157 0.145 −7.55 %
1986 0.086 0.045 −47.54 %
1987 0.167 0.066 −60.44 %
1988 0.078 0.065 −16.52 %
1989 0.101 0.085 −15.61 %
1990 0.054 0.045 −16.54 %
1991 0.111 0.076 −31.61 %
1992 0.023 0.031 36.08 %
1993 0.127 0.155 22.05 %
1994 0.081 0.016 −80.53 %
1995 0.013 0.021 62.43 %
1996 0.260 0.150 −42.25 %
1997 0.162 0.079 −51.30 %
1998 0.134 0.078 −41.49 %
1999 0.075 0.096 27.72 %
2000 0.050 0.059 18.83 %
2001 0.187 0.109 −41.85 %
2002 0.196 0.088 −54.85 %
2003 0.054 0.044 −17.50 %
2004 0.145 0.057 −60.65 %
2005 0.210 0.162 −22.72 %
1981–2005 3.153 2.049 −35.00 %
Table 5.5. Comparison of the default probabilities fit by CO and COTC method.
dynamics follows a time–changed continuous–time Markov chain. As a generator matrix and
time evolution we took estimators from the previous section. We simulated system run during
25 years. We perform whole simulation 1000 times. For every run we estimate the generator
matrix using classical ML estimator, time–unchanged CO and EM method and time–changed
CO and EM method. For every run and every year we computed the distance of estimated
transition matrices from the correct ones and also distance of default probabilities of from
the correct ones. Mean values which we get are in Table 5.8. We clearly see that using
time–changed method we get more than twice more accurate results than in the case of using
classical ML estimation and 50% improvement in comparison with time–unchanged methods.
We can also conclude that COTC method outperform EMTC method and hence we can revise
results in previous section in a favor of COTC method, which gave us “nicer” results.
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year tCOTC tEMTC FFTR GDP growth S&P500 growth
1981 0.501 0.833 12.00 12.15 1.135
1982 0.843 0.951 8.50 4.05 0.929
1983 0.694 0.977 9.50 8.65 1.207
1984 0.832 1.102 8.25 11.21 1.125
1985 1.042 1.325 7.75 7.30 1.099
1986 0.809 0.998 6.00 5.75 1.179
1987 0.675 0.775 6.75 6.20 1.294
1988 1.032 1.101 9.00 7.69 0.938
1989 1.199 1.049 8.25 7.46 1.157
1990 1.119 1.100 7.00 5.81 1.106
1991 1.290 1.258 4.00 3.32 1.045
1992 1.189 1.102 3.00 5.70 1.189
1993 1.219 1.181 3.00 5.04 1.073
1994 0.780 0.723 5.50 6.23 1.098
1995 0.984 0.993 5.50 4.60 0.977
1996 0.641 0.765 5.25 5.67 1.352
1997 0.742 0.767 5.50 6.24 1.236
1998 1.439 1.000 4.75 5.33 1.247
1999 0.998 0.883 5.50 5.96 1.305
2000 1.044 0.955 6.50 5.92 1.090
2001 1.471 1.184 1.75 3.17 0.980
2002 1.675 1.445 1.25 3.37 0.827
2003 1.177 1.027 1.00 4.69 0.757
2004 0.720 0.644 2.25 6.86 1.322
2005 0.885 0.863 4.25 6.35 1.044
Table 5.6. Time evolution, FFTR, GDP growth and index S&P growth data.
Corr FFTR GDP growth S&P500 growth
TCOTC -0.574 -0.608 -0.498
TEMTC -0.187 -0.285 -0.570
Table 5.7. Computed correlations of estimated evolution and economy indicators.
(·) classical ML CO EM COTC EMTC
average ||P−P(·)|| 4.499 3.573 3.573 2.329 2.443
average ||DP−DP(·)|| 2.054 1.618 1.618 0.927 1.106
Table 5.8. Average transition probabilities and default probabilities distance comparison of
classical ML, CO, EM, COTC and EMTC method.
6
Summary
In the presented work we described commonly used credit risk models. An important part of
credit risk models is modeling of the credit ratings migration, which is in practice often done
using the time homogeneous continuous–time Markov chain. However, many case studies
showed the contradict with this time homogeneity assumption. If we want to introduce the
time inhomogeneity, we often do not have a clue about the inhomogeneity structure and even
if we have, it is hard to estimate all necessary parameters of the model since the inhomogeneity
structure often introduces too many new parameters into the model.
In this work we came up with an idea, that the credit ratings follow a time homoge-
neous continuous–time Markov chain but with respect to different time, which we
called a business time. The business time runs faster when the economy is in recession, which
means clients migrate to lower ratings faster (and default faster) and contrary in a time of
economic growth, the business time runs slower (less defaults). This simple extension allows
us to introduce easily handled inhomogeneity into the model — only through the time change.
In Chapter 3 we extended the classical theory of Markov chains using the time change.
Probably the most important thing for practice modeling is parameter estimation. A lot
of practitioners make a mistake when they use ML estimator. ML estimator assume fully
observed data, but in the practice often only annual or semiannual data are available. In
Section 2.3 is described how to proceed if we have a partially observed data. In Chapter 3 we
derived a ML estimators as well as estimators in the case of partially observed data. Further,
we demonstrated the performance of our methods in the last chapter on a real data.
For further research remains modeling of the business time dependency on macroeconomic
variables. If we could predict the business time, we would get more precise estimations of the
credit migration process. Other interesting area where business time could be applied is the
recovery rates. The majority of models assume that recovery rates are independent of default
probabilities despite the fact that many case studies show that they are highly positively
correlated. An extension of these models where the default probability and recovery rates
would be independent conditionally on the realization of business time, would provide an easy
way how to deal with the problem.
The provided extension of a continuous–time Markov chain to the stochastic time in this
thesis is very easy doable and its performance is at least as good as the original model. In
our data we showed a 35 % better fit in default probabilities. We think it is not a negligible
improvement. If we could find the dependency of the time evolution on some observable
variables using some econometric models, we could predict more precisely future transition
matrices.
Appendix
A Lévy Processes
Classical references for Lévy process theory are Bertoin (1996) and Sato (1999). An overview of
the most common Lévy processes with references to original papers can be found in Schoutens
(2003, Chapter 5).
A.1 Lévy Processes
Let (Ω,F , {Ft}t≥0 ,P) be the probability space equipped by filtration Ft, t ≥ 0 that satisfies
the “usual hypothesis”, i.e., is right–continuous and for every t ≥ 0 the σ-algebra Ft contains all
null sets of the σ-algebra F . We will describe properties for a one–dimensional Lévy process.
For multi–dimensional properties see the literature above.
A stochastic cadlag31 process Xt adapted to filtration Ft with values in R is a Lévy process
if and only if it has following properties:
(L1) X0 = 0 a.s.
(L2) For every sequence of times t0 < t1 < . . . < tn the random variables Xt0 ,Xt1 −
Xt0 , . . . ,Xtn −Xtn−1 are independent.
(L3) The process Xt has stationary increments, i.e., for every t > 0 and s > 0
L(Xt+s −Xt) = L(Xs),
where L(X) denotes the law of random variable X.
(L4) The process Xt is continuous in probability, i.e., for every ε > 0 holds
lim
h→0
P[|Xt+h −Xt| > ε] = 0.
The cadlag property is not necessary in the definition of the Lévy process, but as we will see
later, the Lévy process is a semi–martingale32 and every semi–martingale admits the unique
modification that is cadlag. Therefore we have included the cadlag property in the definition.
We say that the distribution µ is infinitely divisible if for every n ∈ N there exist n i.i.d.
random variables Y1, . . . , Yn such that the random variable Y = Y1+. . .+Yn has the probability
distribution µ. If µn is the probability distribution of random variables Y1, . . . , Yn then µ is
the n-th convolution of µn, i.e. Y = Y1 ∗ . . . ∗ Yn.
There exists a close connection between infinitely divisible distributions and Lévy processes.
In fact for every Lévy process Xt there exists an infinitely divisible distribution µ such that
L(X1) = µ. Conversely for any infinitely divisible distribution µ there exists a Lévy process
with L(X1) = µ. Indeed, for every n ∈ N we can write X1 as
X1 = X 1
n
+
(
X 2
n
−X 1
n
)
+ . . .+
(
Xn
n
−Xn−1
n
)
,
31The cadlag process is a process with right–continuous sample path which admits a left limit.
32We say that a process Xt is a semi–martingale if and only if
Xt = X0 +Mt + Ct,
where Mt is a local martingale and Ct is a cadlag adapted process of a locally bounded variation.
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and since Xt has independent stationary increments it follows that
L(X1) = L
(
X 1
n
+
(
X 2
n
−X 1
n
)
+ . . .+
(
Xn
n
−Xn−1
n
))
= L
(
X 1
n
)
∗ . . . ∗ L
(
X 1
n
)
,
hence the distribution of X1 is the n-th convolution of the distribution of X 1
n
and therefore
the distribution of X1 is infinitely divisible. The converse implication can be proved by the
construction of the process using the Kolmogorov theorem and verifying that the constructed
process is a Lévy process. Details of the construction can be found in Sato (1999, Theorem
7.10).
Let us define the characteristic function of Xt as
φXt(z) = E [e
izXt ], z ∈ R.
For the characteristic function φXt+s(z), where t, s > 0 it holds
φXt+s(z) = E [e
izXt+s ]
= E [eiz(Xt+s−Xs+Xs)]
= E [eiz(Xt+s−Xs)]E [eizXs ]
= E [eizXt ]E [eizXs ]
= φXt(z)φXs(z), ,
(1)
since the Lévy process has independent stationary increments. Now let t ∈ Q+, then there
exists m,n ∈ N such that t = mn and from (1) it follows
φXm(z) =
(
φXm
n
(z)
)n
,
and
φXt(z) = φXm
n
(z) =
(
φXm(z)
) 1
n =
(
φX1(z)
)m
n .
Then from the continuity in probability it follows that for every t ≥ 0
φXt(z) =
(
φX1(z)
)t
= etψ(z),
where the exponential form is implied by property (1) and ψ is called the characteristic expo-
nent.
A.2 Examples of Lévy Processes
We mention just few examples of Lévy processes. For more see (Schoutens, 2003, Chapter 5).
Brownian motion
A standard Brownian motion Wt is a Lévy process such that
1. Wt ∼ N(0, t) for each t ≥ 0.
2. Wt has continuous sample paths.
From property 1 it follows that the characteristic function of the Brownian motion is
φWt(z) =
1√
2pi
∫ ∞
−∞
eizxe−
x2
2 dx = exp
(
−1
2
tz2
)
.
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The Brownian motion is a very useful construction used in many different areas for modeling
various phenomena. Let b ∈ R and σ > 0, then the process
Bt = bt+ σWt,
is called the Brownian motion with drift. The process Bt is a Gaussian Lévy process with
Bt ∼ N(bt, σ2t). Its characteristic function is given by
φBt(z) = exp
(
ibtz − 1
2
tσ2z2
)
.
Poisson Process
We have already defined a Poisson process Nt in Section 2.1.2. The Poisson process is a Lévy
process such that Nt has a Poisson distribution with parameter λt, i.e.,
P[Nt = k] =
(λt)k
k!
e−λt, for k = 0, 1, . . . .
Therefore the characteristic function of the Poisson process is
φNt(z) =
∞∑
k=0
eizk
(λt)k
k!
e−λt = exp
(
λt(eiz − 1)) .
Recall that the Poisson process is the only counting process with independent stationary
increments.
From Section 2.1.2 we know that the Poisson process has the compensator λt. Therefore
we can define compensated Poisson process N˜t as
N˜t = Nt − λt,
which is a martingale.
Compound Poisson process
A Poisson process is a process with positive jumps of size 1. If we generalize a Poisson process
and allow a random size of jumps we get the compound Poisson process. More precisely, let
Nt be a Poisson process and Y1, Y2, . . . i.i.d. random variables having probability distribution
F independent with Poisson process Nt. Then the process
Xt =
Nt∑
i=1
Yi, t ≥ 0,
is the compound Poisson process.33 The compound Poisson process jumps at the same times
as the original Poisson process Nt, but has random size of jumps. The characteristic function
33We assume
∑0
1 · = 0.
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of the compound Poisson process is
φXt(z) = E
eizXt
= E
[
E [eiz
∑Nt
i=1 Yi |Nt]
]
= E
[(
E [eizY1]
)Nt]
=
∞∑
k=0
(
E [eizY1]
)k (λt)k
k!
e−λt
= exp
(
t
∫
(eizy − 1)λdF (y)
)
.
α-stable distribution
An important subclass of infinitely divisible distributions are so called stable distributions.
We say that distribution µ is stable if and only if for all n > 1 there exist constants cn > 0
and dn ∈ R such that
L(X1 +X2 + . . . +Xn) = L(cnX + dn),
where X,X1,X2, . . . ,Xn are i.i.d. random variables with distribution µ. Distribution µ is
called strictly stable if and only if dn = 0 for all n. It can be proved that the only possibility
of choosing cn is
cn = n
1
α ,
where α ∈ (0, 2] is called the index of stability. If X has index of stability α we say that X is
α-stable.
The random variable X is stable if and only if
X = aY + b,
where a > 0, b ∈ R and Y is a random variable with the characteristic function
E eizY =
{
exp
(− |z|α (1− iβ(sgn z) tan piα2 )) , α 6= 1,
exp
(− |z| (1− iβ(sgn z)(−pi2 log |z|))) , α = 1,
where −1 ≤ β ≤ 1. For a proof see Sato (1999, Theorem 14.15). If b = 0 and β = 0 then X is
symmetric around zero and the characteristic function of X = aZ is simply
E eizaY = exp(−aα |z|α).
Some special cases of α-stable distributions are:
Normal distribution N(µ, σ2)
α = 2, a =
σ√
2
,
β = 0, b = µ.
Cauchy distribution with parameters γ and δ
α = 1, a = γ,
β = 0, b = δ.
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Lévy distribution with parameters γ and δ
α =
1
2
, a = γ,
β = 1, b = δ.
One interesting thing is that the stable distribution has a finite second moment only for α = 2
and finite first moment for 1 < α ≤ 2.
A.3 Lévy–Ito Decomposition and Lévy–Khintchin Formula
First, we will mention a few properties of infinitely divisible distributions which are also
properties of Lévy processes due to their straightforward connection. It is obvious that if
µ and ν are independent infinitely divisible distributions then also the convolution µ ∗ ν is
infinitely divisible. If µk is a sequence of infinity divisible distributions and µk → µ then also
µ is infinitely divisible.
It can be even proved that every infinitely divisible distribution µ is a limit of the sequence
of compounded Poisson processes with the distribution µn, even if µ is not a compounded
Poisson process.
If every infinitely divisible distribution can be written as a limit of the sequence of com-
pounded Poisson distributions, one can ask if there exists some general form for the charac-
teristic function of a Lévy process. The answer is the Lévy–Khintchin formula. For better
understanding of the formula we will present a few ideas that are behind it, but we will not
prove it. The Lévy–Khintchin formula can be proved directly, see Sato (1999, Theorem 8.1),
or by firstly proving the Lévy–Ito decomposition and then it follows as an easy corollary, see
Cont and Tankov (2003, Theorem 3.1).
Let us define the jump process ∆Xt associated to the Lévy process Xt as
∆X = Xt −Xt−.
Since the Lévy process Xt is continuous in probability it follows that for fixed t, ∆Xt = 0
a.s.. Some difficulties in Lévy processes modeling come from the fact that it is possible for
any t > 0 to have34 ∑
0≤s≤t
|∆Xs| =∞, a.s.,
but we always have ∑
0≤s≤t
|∆Xs|2 <∞, a.s.
Let A ⊂ R be any Borel set such that 0 does not belong to A, 0 /∈ A. Then we can define
for ω ∈ Ω a counting measure
Nt(A)(ω) =
∑
0≤s≤t
1{∆Xs(ω)∈A},
which assigns to the set A a number of jumps with size in A that has happened before time
t. Since for any fixed ω ∈ Ω and t ≥ 0, Nt(A)(ω) is a counting measure on R, Nt(A) is a
counting process.
34Continuous sum
∑
0≤s≤t |∆Xs| is nothing else then the sum of absolute values of all jumps up to time t.
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It is easy to verify that Nt(A)−Ns(A) is independent of Fs. From stationarity of the Lévy
process Xt it also follows that
L(Nt(A)−Ns(A)) = L(Nt−s(A)).
Let A be bounded from 0, i.e., 0 does not belong to closure of A, 0 /∈ A¯, then Nt(A) <∞
a.s.. From the fact that the counting process Nt(A) has independent stationary increments,
it follows that Nt(A) is the Poisson process with intensity
ν(A) = EN1(A),
where ν(A) is a σ-finite measure called the Lévy measure. Further, let us define the compensated
Poisson measure N˜t(A) as
N˜t(A) = Nt(A)− tν(A),
which is martingale, i.e., for s < t
E [N˜t(A)|Fs] = N˜s(A).
If A is not bounded from 0 then ENt(A) and also E N˜t(A) can be possibly infinite for any
t > 0.
Now we would like to study the jump part of the Lévy process Xt, which should be
intuitively equal to the sum of all jumps up to time t∑
0≤s≤t
∆Xs.
We must be careful here, since the Lévy process can have infinitely many small jumps in an
arbitrary small time interval. That is reason why we divide jumps of the Lévy process Xt
into two groups — jumps which are in absolute value smaller than some arbitrary constant
c > 0 and the rest that are bigger or equal to c. It is irrelevant which c we choose since there
might be infinitely many jumps smaller than any constant c > 0. The common choice for the
constant c is 1. Then ∫
|x|≥1
xNt(dx) =
∑
0≤s≤t
∆Xs1{|∆Xs|≥1},
is the sum of jumps of size bigger or equal to 1. This sum is a finite random variable since
there are just finitely many jumps bigger then 1, but it does not need to have finite moments.
On the other side
Xt −
∫
|x|≥1
xNt(dx), t ≥ 0,
is a Lévy process with all moments finite. It can be shown that the integral∫
εn≤|x|<1
xN˜t(dx),
converges almost surely and uniformly as εn ↓ 0 (see Sato (1999, Lemma 20.6)). Hence the
sum of compensated small jumps ∫
|x|<1
xN˜t(dx),
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is a martingale. Finally it can be proved that
Bt = Xt − bt−
∫
|x|<1
xN˜t(dx)−
∫
|x|≥1
xNt(dx), t ≥ 0,
with
b = E
(
X1 −
∫
|x|≥1
xN1(dx)
)
,
is a martingale with continuous paths starting at 0 and a variance tσ2, where σ > 0. From
the Lévy theorem it follows that the process Bt is a Brownian motion.
We get the Lévy–Ito decomposition which says that if Xt is a Lévy process then there
exists a Brownian motion Bt with drift b ∈ R, variance σ > 0, and a random Poisson measure
Nt such that
Xt = bt+Bt +
∫
|x|<1
xN˜t(dx) +
∫
|x|≥1
xNt(dx), t ≥ 0,
where all terms are independent.
Recall that a process Xt is a semimartingale if and only if
Xt = X0 +Mt + Ct,
where Mt is a local martingale and Ct is an adapted process of finite variation. We see that a
Lévy process is a semimartingale where
Mt = Bt +
∫
|x|<1
xN˜t(dx),
Ct = bt+
∫
|x|≥1
xNt(dx).
Now if we compute the characteristic function of a general Lévy process using the Lévy–Ito
decomposition we will get the Lévy–Khintchine formula
E eizXt = E etψ(z)
= exp
(
t
(
ibz − 1
2
σ2z2 +
∫
R
(
eizx − 1− izx1{|x|<1}
)
ν(dx)
))
, z ∈ R,
where the Lévy measure ν satisfies the following two properties
ν({0}) = 0,∫
R
(|x|2 ∧ 1) ν(dx) <∞.
The triplet (b, σ, ν) is called the characteristic triplet of the infinitely divisible distribution
of X1. This triplet uniquely defines the distribution of X1. The characteristic triplet of the
distribution of Xt is then (tb, tσ, tν).
The jump part of the Lévy process Xt is of finite variation if and only if the Lévy measure
ν satisfies ∫
|x|<1
|x| ν(dx) <∞.
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In that case we can rewrite the characteristic exponent in the Lévy–Khintchin formula in the
form
ψ(z) = ib′z − 1
2
σ2z2 +
∫
R
(
eizx − 1) ν(dx),
where
b′ = b−
∫
|x|<1
izx ν(dx).
We see that it is a convolution of a Brownian motion with drift b′ and a compounded Poisson
process with unit intensity and jumps size distribution ν.
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B Copulas
Let the random variables Xi, i = 1, . . . , n from Ω to (0,∞) be some survival times. We are
interested in how Xi depend on each other. More precisely we know P[X1 ≤ x1], . . . ,P[Xn ≤
xn] and we would like to model the joint probability P[X1 ≤ x1, . . . ,Xn ≤ xn]. The answer
for that is to introduce copulas.
Let X be a random vector from an arbitrary n–dimensional distribution F and let Fi be
the marginal distribution of Xi. Then, by Sklar (1959) there exists a function
C : [0, 1]n → [0, 1],
called a copula such that
F (x1, . . . , xn) = C
(
F1(x1), . . . , Fn(xn)
)
.
If Fi are continuous for every i, then the copula is unique and
C(u1, . . . , un) = F
(
F−11 (u1), . . . , F
−1
n (un)
)
,
where
F−1i (u) = inf {x ≥ 0|Fi(x) ≥ 0} .
For a copula the following properties hold:
• C(u1, . . . , un) = 0 whenever ui = 0 for some i.
• C(u1, . . . , un) = ui whenever uj = 1 for all j 6= i.
• max (∑ni=1 ui + 1− n, 0) ≤ C(u1, . . . , un) ≤ mini=1,...,n ui, where the boundaries are
called the minimal copula and the maximal copula.
Probably the most commonly used copula is Gaussian copula given by
C(u1, . . . , un) = ΦR
(
Φ−11 (u1), . . . ,Φ
−1
n (un)
)
,
where Φ is the standard normal distribution function and ΦR is the cumulative distribution
function of an n-dimensional normal distribution with zero mean and covariance matrix R.
For more examples and theory about copulas, see Nelsen (2006).
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C Frequency Data
Frequency data from Standard&Poor’s (2006).
AAA AA A BBB BB B CCC D
AAA 77 10 0 0 0 0 0 0
AA 4 189 17 0 0 0 0 0
A 0 22 434 32 1 0 0 0
BBB 0 0 13 244 14 0 0 0
BB 0 0 2 12 134 66 1 0
B 0 0 1 0 4 72 2 2
CCC 0 0 0 0 0 1 10 0
Table 1. S&P frequency matrix for year 1981.
AAA AA A BBB BB B CCC D
AAA 80 4 2 0 0 0 0 0
AA 1 204 15 1 3 0 0 0
A 0 18 409 45 3 0 0 1
BBB 1 0 6 243 26 1 0 1
BB 0 1 0 6 123 13 0 7
B 0 0 1 1 4 121 6 5
CCC 0 0 0 0 0 1 8 3
Table 2. S&P frequency matrix for year 1982.
AAA AA A BBB BB B CCC D
AAA 78 17 1 0 0 0 0 0
AA 1 228 13 2 0 0 0 0
A 3 19 404 20 3 0 0 0
BBB 1 2 19 249 18 2 0 1
BB 0 1 2 6 125 20 0 2
B 0 0 1 1 5 121 1 7
CCC 0 0 0 0 0 3 11 1
Table 3. S&P frequency matrix for year 1983.
AAA AA A BBB BB B CCC D
AAA 79 29 1 0 0 0 0 0
AA 5 271 13 3 0 0 0 0
A 0 13 426 16 3 0 0 0
BBB 0 1 35 232 18 6 0 2
BB 0 0 2 14 143 9 0 2
B 0 0 0 2 9 150 0 6
CCC 0 0 0 0 0 0 11 4
Table 4. S&P frequency matrix for year 1984.
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AAA AA A BBB BB B CCC D
AAA 85 6 0 0 1 0 0 0
AA 1 282 27 6 0 4 1 0
A 0 10 440 34 6 1 0 0
BBB 0 2 23 216 18 12 0 0
BB 0 0 2 11 153 21 3 3
B 0 0 3 0 5 167 1 13
CCC 0 0 0 0 0 4 7 2
Table 5. S&P frequency matrix for year 1985.
AAA AA A BBB BB B CCC D
AAA 99 8 0 0 0 0 0 0
AA 4 311 16 6 0 2 0 0
A 1 26 436 50 8 9 0 1
BBB 0 0 21 224 25 8 1 1
BB 0 0 0 15 174 14 3 3
B 0 0 0 1 11 197 30 24
CCC 0 0 0 0 0 0 10 3
Table 6. S&P frequency matrix for year 1986.
AAA AA A BBB BB B CCC D
AAA 122 4 0 1 0 0 0 0
AA 6 318 18 1 0 0 0 0
A 0 7 429 30 2 6 0 0
BBB 0 2 17 249 21 11 0 0
BB 0 0 1 19 192 21 0 1
B 0 0 3 0 17 267 9 11
CCC 0 0 0 1 1 4 35 7
Table 7. S&P frequency matrix for year 1987.
AAA AA A BBB BB B CCC D
AAA 129 8 3 0 1 0 0 0
AA 5 297 38 10 2 1 0 0
A 0 8 444 23 4 3 0 0
BBB 0 1 29 244 17 7 2 0
BB 0 0 3 21 206 22 5 3
B 0 1 0 1 19 304 12 16
CCC 0 0 0 2 2 5 27 11
Table 8. S&P frequency matrix for year 1988.
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AAA AA A BBB BB B CCC D
AAA 144 10 0 0 0 0 0 0
AA 2 324 24 0 0 0 0 0
A 0 8 474 36 12 1 0 0
BBB 0 0 23 260 20 2 2 2
BB 0 0 2 35 187 15 2 2
B 0 1 0 0 30 289 16 14
CCC 0 0 1 0 1 0 24 18
Table 9. S&P frequency matrix for year 1989.
AAA AA A BBB BB B CCC D
AAA 146 7 0 0 0 0 0 0
AA 2 336 39 0 0 0 0 0
A 0 12 478 42 7 1 0 0
BBB 0 0 17 292 18 3 0 2
BB 0 0 0 18 184 28 9 10
B 0 2 0 2 12 240 18 31
CCC 0 0 0 0 1 2 27 15
Table 10. S&P frequency matrix for year 1990.
AAA AA A BBB BB B CCC D
AAA 146 20 1 0 0 0 0 0
AA 1 356 30 0 0 0 0 0
A 1 3 519 35 3 0 0 0
BBB 0 3 14 313 19 3 0 3
BB 0 0 0 14 182 18 4 4
B 0 1 0 1 16 197 10 40
CCC 0 0 0 1 2 4 28 21
Table 11. S&P frequency matrix for year 1991.
AAA AA A BBB BB B CCC D
AAA 156 17 0 0 0 0 0 0
AA 5 408 29 5 0 0 0 0
A 0 7 585 26 1 1 0 0
BBB 0 1 18 341 15 3 0 0
BB 0 0 0 29 181 10 7 0
B 0 0 1 3 25 150 9 16
CCC 0 0 0 0 2 6 24 14
Table 12. S&P frequency matrix for year 1992.
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AAA AA A BBB BB B CCC D
AAA 160 5 3 0 0 0 0 0
AA 0 440 28 1 0 0 0 0
A 2 6 612 25 0 0 0 0
BBB 0 0 20 379 27 0 1 0
BB 0 1 1 23 200 22 1 1
B 0 0 1 2 30 147 4 6
CCC 0 0 0 0 1 12 13 6
Table 13. S&P frequency matrix for year 1993.
AAA AA A BBB BB B CCC D
AAA 156 15 1 0 0 0 0 0
AA 2 434 43 0 0 0 1 0
A 0 9 681 30 1 1 1 1
BBB 0 1 14 446 10 2 0 0
BB 0 0 0 27 305 10 0 1
B 0 0 0 1 16 264 9 10
CCC 0 0 0 0 0 2 11 4
Table 14. S&P frequency matrix for year 1994.
AAA AA A BBB BB B CCC D
AAA 163 14 0 0 0 0 0 0
AA 3 436 46 1 0 0 0 0
A 0 20 793 31 2 0 0 0
BBB 0 2 25 518 21 0 0 1
BB 0 0 2 25 333 20 0 4
B 0 0 1 2 29 301 8 18
CCC 0 0 0 1 0 2 13 7
Table 15. S&P frequency matrix for year 1995.
AAA AA A BBB BB B CCC D
AAA 157 11 0 0 0 0 0 0
AA 3 445 26 0 0 0 0 0
A 0 28 859 19 1 0 0 0
BBB 1 0 40 613 12 1 0 0
BB 0 0 2 37 348 21 2 3
B 0 0 1 2 34 299 8 12
CCC 0 0 0 0 2 3 13 1
Table 16. S&P frequency matrix for year 1996.
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AAA AA A BBB BB B CCC D
AAA 156 8 0 0 0 0 0 0
AA 4 469 19 4 0 1 0 0
A 0 18 901 42 2 3 0 0
BBB 0 1 28 693 19 6 0 2
BB 0 0 1 40 400 24 0 1
B 0 0 3 0 31 340 12 16
CCC 0 0 0 0 0 4 13 3
Table 17. S&P frequency matrix for year 1997.
AAA AA A BBB BB B CCC D
AAA 149 11 0 1 0 0 0 0
AA 2 465 27 0 0 0 0 0
A 1 15 897 59 3 0 0 0
BBB 0 0 24 798 50 7 2 4
BB 2 1 1 31 466 40 14 6
B 0 1 1 3 39 507 34 31
CCC 0 0 1 0 0 5 9 12
Table 18. S&P frequency matrix for year 1998.
AAA AA A BBB BB B CCC D
AAA 134 9 0 0 0 0 0 0
AA 1 479 38 3 0 0 0 1
A 0 24 898 61 1 1 0 1
BBB 0 2 30 855 40 0 0 2
BB 0 1 0 21 575 51 5 7
B 0 0 1 2 22 644 35 62
CCC 0 0 0 0 0 2 35 23
Table 19. S&P frequency matrix for year 1999.
AAA AA A BBB BB B CCC D
AAA 126 5 2 0 0 0 0 0
AA 4 465 60 1 0 0 0 0
A 0 25 890 79 4 1 0 1
BBB 0 3 27 934 38 5 3 4
BB 0 0 1 31 648 51 9 10
B 0 0 2 2 31 670 38 67
CCC 0 0 0 0 1 5 43 27
Table 20. S&P frequency matrix for year 2000.
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AAA AA A BBB BB B CCC D
AAA 120 7 0 0 0 0 0 0
AA 1 447 59 0 0 0 0 0
A 0 25 916 74 2 0 4 2
BBB 0 1 37 990 52 7 11 4
BB 0 0 3 23 608 81 18 26
B 0 0 0 0 26 581 72 98
CCC 0 0 0 0 0 8 44 49
Table 21. S&P frequency matrix for year 2001.
AAA AA A BBB BB B CCC D
AAA 107 15 0 1 0 0 0 0
AA 1 394 89 12 1 3 0 0
A 0 6 931 118 9 2 1 1
BBB 0 1 27 1043 77 28 7 13
BB 1 0 3 26 623 61 11 22
B 0 0 0 2 35 515 69 61
CCC 0 0 1 0 2 13 58 75
Table 22. S&P frequency matrix for year 2002.
AAA AA A BBB BB B CCC D
AAA 92 9 2 0 0 0 0 0
AA 2 362 47 2 0 0 0 0
A 0 7 998 74 2 0 0 0
BBB 0 0 19 1158 68 4 0 3
BB 0 0 0 27 694 90 6 5
B 0 0 0 1 50 548 29 31
CCC 0 0 0 0 1 19 75 54
Table 23. S&P frequency matrix for year 2003.
AAA AA A BBB BB B CCC D
AAA 88 6 0 0 0 0 0 0
AA 1 368 15 1 0 0 0 0
A 0 13 1071 36 1 0 0 0
BBB 0 1 29 1311 27 2 0 0
BB 1 0 1 39 786 52 2 4
B 0 0 1 1 56 647 19 13
CCC 0 0 1 0 1 21 73 20
Table 24. S&P frequency matrix for year 2004.
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AAA AA A BBB BB B CCC D
AAA 87 9 1 0 0 0 0 0
AA 0 369 20 2 0 0 0 0
A 1 20 1088 54 0 0 0 0
BBB 0 3 91 1290 47 7 0 1
BB 0 0 0 58 779 70 2 2
B 0 0 1 6 86 713 38 16
CCC 0 0 0 1 1 32 59 11
Table 25. S&P frequency matrix for year 2005.
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