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Kurzzusammenfassung
Der meridionale Temperaturgradient zwischen mittleren und hohen Breiten nimmt auf-
grund der arktischen Verstärkung ab. Diese Temperaturänderung beeinflusst auch die
Zirkulation und die horizontalen Energieflüsse zwischen den mittleren Breiten und der
Arktis, was die Arktis selbst zusätzlich beeinflussen könnte. Der horizontale Energietrans-
port wurde, unserem bestem Wissen nach, nie mit der aktuellen Methode namens Self-
Organizing Map (SOM) analysiert. Die SOM ist ein einfaches unüberwachtes neuronales
Netzwerk, das zum Extrahieren von Mustern hoch dimensionaler Daten verwendet wird
und die Muster in einem zweidimensionalen Gitter darstellt, in dem ähnliche (unterschied-
liche) Muster innerhalb des Gitters näher beieinander (weiter voneinander entfernt) liegen.
Ein Vorteil der SOM besteht darin, dass keine linearen Annahmen wie bei anderen Me-
thoden vorliegen, die die Zirkulation charakterisieren, wie z. B. die Arktische Oszillation
oder der Nordatlantische Oszillationsindex. Die SOM wurde im Rahmen dieser Arbeit
verwendet, um horizontale Wärmetransportmuster aus Reanalysedaten und Klimamo-
delldaten zu extrahieren und zu analysieren. Mit der SOM-Methode konnten unterschied-
liche horizontale Muster des Wärmetransports in die Arktis identifiziert werden, welche
wiederum zu Pfaden zusammengefasst wurden. Die SOM ermöglichte es, die Verände-
rung der Auftrittshäufigkeit der Pfade in den letzten dreißig Jahren und die Veränderung
der Muster zwischen einer Simulation des heutigen Zustandes und einer Klimaprojek-
tion mit erhöhten Treibhausgaskonzentrationen zu charakterisieren. Unter Verwendung
von Reanalysedaten konnten drei unterschiedliche Pfade extrahiert werden, die alle un-
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terschiedliche Merkmale aufweisen. Sie wurden nach dem jeweiligen Hauptpfad benannt,
den der horizontale Wärmetransport vollzieht, um in die Arktis zu gelangen: der Atlan-
tikpfad, der Pazifikpfad und der Kontinentalpfad. Für die Reanalysedaten konnte gezeigt
werden, dass die Auftretenshäufigkeit des Atlantikpfads, der mit positiven Temperatur-
anomalien in der Zentralarktis verbunden ist, in den letzten drei Jahrzehnten gestiegen
ist. Demgegenüber ist die Auftretenshäufigkeit des pazifischen Pfads, der mit negativen
Temperaturanomalien um Spitzbergen verbunden ist, in den letzten drei Jahrzehnten
gesunken. Dies deutet darauf hin, dass sich die Zirkulation, die mit der Temperatur in
der Arktis verbunden ist, ändert. Die Trends für die Auftrittshäufigkeiten der horizon-
talen SOM-Wärmetransportpfade wurden, nach bestem Wissen, vor dieser Arbeit noch
nie analysiert. Auswertungen basierend auf acht Klimamodellen haben die drei unter-
schiedlichen Muster sowohl in Klimasimulationen für die zweite Hälfte des zwanzigsten
Jahrhunderts, als auch in Klimaprojektionen der zweiten Hälfte des einundzwanzigsten
Jahrhunderts gefunden. Dies zeigt, dass diese drei Pfade der Atmosphäre inhärent sind.
Im Vergleich zu den Reanalysedaten zeigen die Klimamodelle viel stärkere Auftrittshäu-
figkeiten für den Kontinentalpfad. Die Reanalysedaten des Kontinentalpfads weisen keine
hohen Auftrittshäufigkeiten auf. Der Multi-Modell-Mittelwert zeigt jedoch eine deutliche
Abnahme dieser Auftrittshäufigkeiten des Kontinentalpfads zwischen der Simulation des
heutigen Zustands und der Projektion mit erhöhten Treibhausgaskonzentrationen. Der
Kontinentalpfad ist meist mit starken zonalen Transporten verbunden, während nur klei-
ne meridionale Transporte über Sibirien oder Nordamerika erfolgen. Dies deutet darauf
hin, dass mit zunehmender Erwärmung die Flüsse meridionaler werden sowie den Wärme-
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Abstract
The meridional temperature gradient between middle and high latitudes is decreasing due
to Arctic amplification, which enhances the warming in the Arctic region. This change in
temperature is also influencing the circulation and the horizontal energy fluxes between
the mid latitudes and the Arctic, which itself might influence the Arctic additionally.
The horizontal energy flux, to our best knowledge, has never been analyzed using the
up-to-date method called self-organizing map (SOM). The SOM is a simple unsupervised
neural network that is used to extract patterns of high-dimensional data and presents
the patterns in a two dimensional lattice, where similar (more different) patterns are
closer together (farther apart) within the lattice. An advantage of using the SOM is that
there are no underlying linear assumptions like in other methods that characterize the
circulation, such as the Arctic Oscillation or the North Atlantic Oscillation index. The
SOM has been used in this work to extract and analyze horizontal heat flux patterns
from reanalysis data and climate model data. Using the SOM method, it was possible to
find distinct horizontal heat flux patterns into the Arctic, that have been combined into
heat flux pathways. The SOM made it possible to characterize the pathways’ change in
occurrence frequency throughout the last thirty years and the change between present-
day climate model simulations and climate projections with increased greenhouse gas
concentrations. Using reanalysis data, three distinct patterns have been extracted, which
all show different features. They are named according to the main pathway the horizontal
heat flux takes to reach the Arctic: the Atlantic pathway, the Pacific pathway, and the
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continental pathway. For the reanalysis data, it is shown that the Atlantic pathway, which
is connected with positive temperature anomalies in the central Arctic, has become more
frequent during the last three decades, while the Pacific pathway, that is connected to
negative temperature anomalies around Svalbard, has become less frequent. This suggests
that the circulation, which is connected to the temperature in the Arctic, is changing. The
trends for the occurrence frequencies of the SOM horizontal heat flux pathways have, to
our best knowledge, never been analyzed prior to this work. With respect to climate model
results, the three distinct patterns were also identified in climate simulations of the second
half of the twentieth century and climate projections of the second half of the twenty-first
century from eight models. This demonstrates that these three pathways are an inherent
part of the atmosphere. In comparison with the reanalysis data, the climate models show
much stronger occurrence frequencies for the continental pathway. The reanalysis data of
the continental pathway does not show such high occurrence frequencies. However, the
multi model mean shows a clear decrease in these occurrence frequencies of the continental
pathway between the present-day climate simulation and the climate projection with
increased greenhouse gas concentrations. The continental pathway is mostly connected
to strong zonal fluxes while there are only small meridional transports over Siberia or
North America. This suggests that the fluxes become more meridional with an enhanced
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1. Introduction: Arctic Amplification,
Circulation and Transport
1.1. Arctic Amplification
Arctic amplification describes the concept of a warming of the Arctic region that is much
stronger compared to the global average warming. This effect can be seen in Figure 1.1,
designed by Wendisch et al. (2017). An accelerated warming in the Arctic is getting
stronger since the mid 1990s. For some years (2006, 2011), the Arctic shows a strong
positive temperature anomaly that is four times stronger than the anomaly in the equator
region.
Already in 1897, Arrhenius published a work in which he stated that especially high
latitudes will be affected by the increase of surface temperature that is caused by an
increase of carbon dioxide in the atmosphere (Arrhenius, 1897). Later, Budyko (1969)
described more precisely how an increased global temperature will influence the Arctic
region. He summarized that the reduction in sea ice will affect the Arctic temperatures
due to the surface albedo feedback.
Serreze and Francis (2006) suspected that in their near future the reduced sea ice in the
summer will limit the ice growth during autumn and winter. This would lead to a feedback
with increased surface air temperature (SAT) over the Arctic Ocean. Comparing their
prediction with Figure 1.1, it is evident that this increase in SAT has increased strongly
in comparison with the previous years.
Concerning the ice growth and extent, Stroeve et al. (2012b) analyzed data from mul-
tiple models and measurements, and showed that there is substantial evidence of Arctic
amplification processes. They describe the general feedback loop as follows: Due to in-
creased air temperatures in all seasons, the sea ice is thinner in spring and there is more
open water in September. Due to the increased open water surface, the temperatures are
higher compared to an ice-covered ocean surface, which also result in thinner spring ice
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Figure 1.1.: Zonal mean temperature anomalies derived for each year compared to the
1951–1980 multi-year average. Figure taken from Wendisch et al. (2017).
due to the decelerated formation of sea ice. Following the thinner spring ice, open water is
developing earlier during the year, which then enhances the absorption of solar radiation
by the ocean. This yields an even higher fraction of open water and a warmer ocean
surface temperature. Additionally, by comparing their results with Stroeve et al. (2011),
they found that atmospheric circulation patterns that are usually helpful in retaining the
sea ice during summer are less effective due to the increased open water surface area,
while patterns that favor sea ice loss are more effective. This already suggests that the
circulation is very important in these processes and might also have changed due to the
decreased temperature gradient between mid and high latitudes.
In general, local and remote feedbacks are influencing the Arctic climate system. While
local feedback processes take place at one location (their causes and effects on the system
are mostly restricted to the same region), remote feedback processes appear spatially
separated (their causes and effects on the system are spatially separated). However, both
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types of feedback mechanisms cannot clearly be distinguished, as they are often mixed
and work together.
The five most important physical local feedback mechanisms (e.g., Colman, 2003; Screen
and Simmonds, 2010; Taylor et al., 2013; Klocke et al., 2013; Pithan and Mauritsen,
2014; Goosse et al., 2018) are explained in the next paragraphs to show how complex the
Arctic system reacts to changes in temperatures following climate change. For the local
feedbacks, the albedo feedback mentioned above is triggered by global warming and the
exposure of low albedo surfaces by melting sea/inland ice or snow (Hall, 2004; Serreze and
Francis, 2006). This decrease in albedo is followed by increased solar absorption at the
sea and land surfaces which itself results into increased upward energy fluxes. In autumn,
the heat that is stored in the sea and land (due to the increased radiation absorption) is
released into the atmosphere and thus delays the formation of new ice.
The water vapor feedback also affects the Arctic system locally. An increased local tem-
perature increases the amount of water vapor following the Clausius-Clapeyron scaling.
This in turn increases thermal-infrared radiation to the surface and warms it. Addition-
ally, due to increased transport of water vapor from lower latitudes into the Arctic, this
local feedback is also influenced by teleconnections.
Another local feedback, that is modulated by the amount of water vapor in the atmo-
sphere and also by large-scale transports, is the cloud feedback. In the Arctic, clouds
mostly warm the near-surface air because of the sun’s large zenith-angle and the high sur-
face albedo. Thus, clouds usually increase the surface temperature in the Arctic. However,
when the albedo is getting lower due to reduced sea ice and snow cover, the clouds will
start to cool the surface as the albedo difference between the surface and clouds will
become larger.
The lapse rate feedback results from changes of the vertical temperature gradient in the
atmosphere. In the Arctic, a shallow and stable atmospheric boundary layer is usually
present, which inhibits vertical mixing. A warming of the atmosphere on the surface
cannot be vertically mixed and thus the warming resides close to the surface, resulting
into an enhanced downward longwave radiation, warming the near-surface air.
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The Planck feedback, which results from an increased longwave radiation due to in-
creased temperature, leads to a cooling of the surface. As it is based on the Stefan-
Boltzmann law, which is governed by the temperature to the 4th power, the cooling effect
of this feedback is less effective compared to lower latitudes.
These local feedbacks are influencing and reacting to the surface temperature of the
Arctic. But not only local feedbacks are important: one remote feedback mechanism is
the meridional transport of heat, water vapor, and tracers within the atmosphere and
the ocean (Cohen et al., 2014; Francis and Vavrus, 2015; Pithan et al., 2018; Cohen et
al., 2020). These poorly understood remote teleconnections between the Arctic and mid
latitudes on time scales from years to decades are an important source of uncertainty in
climate simulations. These transports bring warm air and water vapor into the Arctic
and thus influence the local feedback mechanisms. Further, the transported air masses
are being transformed along the transport pathway into the Arctic and thus affect the
climate system remotely.
Additionally to the feedbacks, the direct impact of atmospheric processes and other
factors are influencing the Arctic climate as well, e.g., clouds (Stapf et al., 2020; Tan
and Storelvmo, 2019; Schemann and Ebell, 2020), surface fluxes (Soppa et al., 2019; Pohl
et al., 2020), aerosols (Goren et al., 2019; Schacht et al., 2019), changes in warming of
the ocean mixing layer (Metzner et al., 2020), and large-scale circulation (Dethloff et al.,
2019; Vihma et al., 2020).
1.2. The (AC)3 project
The previous section already showed that there are many different variables and processes
that influence Arctic amplification. Due to the multi-scale nature of the atmospheric sys-
tem, a comprehensive investigation of small-scale processes (like cloud processes) to large-
scale processes (like large-scale circulation) requires coordinated activities from multiple
research institutes. This makes it necessary to build teams to work simultaneously on
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different scales and topics in order to reveal the relative importance of different processes
of Arctic amplification.
Wendisch et al. (2017) introduced the project “Arctic Amplification: Climate Relevant
Atmospheric Surface Processes and Feedback Mechanism” ((AC)3) with the goal of identi-
fying, investigating and evaluating key processes involved in Arctic amplification. (AC)3
is a collaborative transregional research project funded by the Deutsche Forschungsge-
meinschaft (DFG). Its contributors mainly come from the Universität Leipzig, University
of Cologne, University of Bremen, the Alfred Wegener Institute, and the Leibniz Institute
for Tropospheric Research. The approach is to utilize multiple scales of measurements
and models to unravel the key processes of Arctic amplification. Local measurements
in the Arctic (e.g., Ny-Ålesund), regional measurements with airplanes, and large-scale
measurements from satellites are used together with global circulation models (GCMs)
for the large scale, numerical weather prediction models for the synoptic scale, and large
eddy simulations for the small scale. (AC)3 is composed of five clusters that each focus on
different aspects and processes that are influencing the Arctic climate and surface. Ad-
ditionally, cross-cutting activities across the clusters work to combine the expertise from
each of the clusters. Cluster A is looking at fluxes in the Arctic boundary layer, Cluster
B focuses on the clouds, aerosols, and water vapor, Cluster C investigates into surface
atmosphere interactions, Cluster D is dealing with the atmospheric circulation and trans-
port, and Cluster E is handling the integration and synthesis of all projects. The whole
project’s scope is planned in three phases over twelve years (2016–2027). During the first
phase of this project, 105 peer-reviewed articles were published with contributions from
members of (AC)3.
The present work is embedded into Cluster D: “Atmospheric Circulation and Transport”
of (AC)3. The subproject’s name is “Large-scale dynamical impacts on regional Arctic
climate change”. In this project, the aim is to analyze large-scale horizontal heat fluxes
into the Arctic and their effect on the surface air temperature.
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1.3. Overview of General Circulation in Mid and High
Latitudes
1.3.1. Drivers of the general circulation
The general driver of the large-scale atmospheric circulation is the difference in the energy
budget between the tropics and the polar regions. Compared to higher latitudes, more
solar radiation per square meter is absorbed at the equator, which is due to the spherical
nature of the Earth. This energy imbalance drives the large-scale circulation: the energy
surplus at the equator increases the potential energy of air masses. Subsequently, this
energy is transformed into kinetic energy, as air masses are transported from low to high
latitudes.
At the equator, warmer and less dense air rises and is then redirected towards the poles.
This creates a low pressure system at the surface of the equator. While traveling towards
the poles, the air maintains its longitudinal velocity (following the Earth’s rotation) due
to its inertia. Thus, relative to the Earth’s surface, the air appears to be redirected
towards the right (left) on the Northern (Southern) Hemisphere, which is described as
the Coriolis force. These redirected air masses create the tropical jet streams in the upper
troposphere, at around 30 degrees North (South). The jet streams are formed due to the
Coriolis force compensating the pressure gradient that forms because of the differential
heating, thus creating strong westerly winds. Until this latitude, the air descends as
it cools down on its way towards the pole, creating high pressure at the surface in the
vicinity of 30 degrees North (South) latitude. This air is subsequently redirected back to
the equator, generating the trade winds, as the air masses are influenced by the Coriolis
force again. This closed loop is a thermally direct circulation called Hadley cell.
A similar thermally direct circulation takes place at the poles. In this region, due to the
lack of incoming radiation and consequently reduced absorption of solar energy, the air
descends from the upper troposphere to the ground, creating a weak and perturbed high
pressure system at the surface. The air then moves towards the equator, until about 60
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degrees latitude, where the colder polar air undercuts the warmer subtropical air due to
the differences in density. Then the air moves back towards the poles and replaces the air
that initially descended from the tropopause to the surface, thus closing this loop called
Polar cell.
Between 30 degrees and 60 degrees latitude, the Ferrel cell develops due to the thermally
indirect circulation, forced by the Polar cell and the Hadley cell. The Ferrel cell emerges
in the zonally and yearly average. The rising air of the Polar cell at 60 degrees latitude
diverges not only towards the pole, but also towards 30 degrees latitude. At 30 degrees
latitude, the air is forced to descend in conjunction with the air masses of the Hadley cell.
The descending air masses also diverge simultaneously towards the equator and towards
60 degrees latitude. Due to the Coriolis force, this transport of air mass from 30 to 60
degrees latitude creates the westerly winds. Because the Ferrel cell is strong compared
to the Polar cell (Qian et al., 2016), the westerly flow of air can be easily perturbed
at the boundary between the Polar cell and the Ferrel cell, which is called polar front.
This polar front is the boundary between warm sub-tropical air and cold polar air. At
this polar front, frontal systems form and influence the mid latitude’s weather. The
frontal systems create cyclones which also transport heat and moisture from the mid
latitudes into the polar regions. These frontal systems are initiated due to baroclinic
waves. Baroclinicity describes the state in a fluid that features a temperature gradient
on levels of constant pressure. This is only possible due to the Coriolis force and the
resulting geostrophic winds, because in a non-rotating fluid, these differences would not
be sustainable. These regions of baroclinicity are most common at the boundary between
two air masses. In these regions, so called baroclinic instabilities occur which then create
large-scale and meso-scale meteorological phenomena, e.g., cyclones. This is the case in
the mid latitudes, as the meridional temperature gradient is strongest in these regions due
to the cold polar air in the North and the warm sub-tropic air in the South. This strong
meridional temperature gradient also results in an increased geostrophic west wind with
height according to the thermal wind relation. The thermal wind relation describes the
change of the geostrophic wind between two pressure levels in dependence of the gradient
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of the mean temperature field between these two pressure levels. Following this thermal
wind equation and the strong meridional temperature gradient at the polar front, the
polar jet stream can develop in the upper troposphere.
At the polar front, the meridional temperature gradient can be rotated, e.g., due to
horizontal deformation and wind shear, and thus creates baroclinic instability. This in
turn creates frontal zones which changes the horizontal flux of mass, energy and moisture
and creates cyclones. These cyclones are the main driver of exchanges of energy and
moisture between the high and mid latitudes. They reduce baroclinicity and decrease the
energy imbalance between the poles and mid latitudes, and thus reduce the differences in
potential energy between higher and lower latitudes.
The initial state of the atmosphere that favors horizontal deformation and wind shear
can result e.g., from Rossby waves. Rossby waves are large-scale phenomena, that result
from the conservation of absolute vorticity in a rotating fluid with changing angular speed
with changing latitude, and thus result from the conservation of absolute angular momen-
tum. Rossby waves can form at a west wind region, e.g., in a jet stream that is induced by
thermal wind. The strong west wind around a specific latitude can be slightly displaced,
e.g., by large-scale topography, or changed in the meridional temperature gradient due to
differences in surface heating. This displacement is forced by the divergent flow, which
causes the air to meridionally meander around its initial latitude due to the conservation
of absolute vorticity. The typical zonal wavelength of the atmospheric Rossby waves is in
the order of 6000 km.
In summary, the general circulation is mainly driven by the differential heating due to
Earth’s curvature, which results in differences in potential energy between high and low
latitudes. While the circulation is thermally directly driven in the low and high latitudes,
the exchange at the boundary of cold polar and warm sub-tropical air is extensively driven
by cyclones, frontal zones, baroclinic instabilities, and large-scale Rossby waves. This
region of the mid latitudes describes and influences also the influx of heat and moisture
into the Arctic region, which can induce further heating of the surface in addition to
climate warming.
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1.3.2. Circulation impacts on high and mid latitudes
The changes in the polar jet stream and the Rossby waves at around 60 degrees latitude
are the most important drivers of transport and fluxes from the mid latitudes into the
high latitudes.
The importance of atmospheric variability in the mid and high latitudes has led to
the development of indices that describe the general state of circulation of the Northern
Hemisphere. One of these indices is the Northern Atlantic Oscillation (NAO) index. The
NAO was discovered in the late 19th century (Stephenson et al., 2003) and describes the
deviation of the seasonally averaged air pressure difference between the Icelandic Low and
the Azores High. This measure can describe the westerly wind flow and the formation
of storm tracks across the North Atlantic, and thus the weather and climate in Europe.
Closely related to the NAO is the Atlantic Oscillation (AO). The AO is a dynamical
phenomenon between 20 degrees North and the North Pole (Thompson and Wallace,
2001). The AO is described as a hemispheric wide meandering of the polar jet stream.
Derived from the AO is the AO index, which is calculated from the regression of the
daily anomaly of the 1000 hPa geopotential height with the first mode of the empirical
orthogonal function (EOF) analysis based on monthly mean 1000 hPa geopotential height
anomaly data (NOAA-NCEI ). The NAO and AO indices are highly correlated (Wallace,
2000; Kodera and Kuroda, 2003). These indices are estimators of the global circulation’s
impact on mid and high latitudes.
Despite its success in terms of popularity and easy-to-understand concept, the biggest
flaw of the AO is the underlying EOF, as it decomposes the sea level pressure (SLP) fields
into orthogonal modes of variability. This yields a simplification of the SLP variability
by considering linear decomposition only, which is not an optimal approach in a highly
non-linear system like the Earth’s atmosphere (Rial et al., 2004).
Negative phases of NAO have been attributed to cold spells (Vihma et al., 2020). Vihma
(2014) also concluded that a decrease in sea ice cover (SIC) and increased snow cover in
Eurasia are favored in circulation cases with negative NAO and AO indices. Vice versa it
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has been found that a reduced SIC can result in an increased SAT and a decreased SLP
over the Arctic in the winter season (Screen et al., 2014; Gillet et al., 2003), which can
also be found in negative phases of the AO.
It has been found that a positive AO index is related to increased moisture and increased
cloud cover over Northern Canada, and is responsible for the increase in meridional trans-
ports of moisture over Northern Europe and the eastern North Atlantic (Nygård et al.,
2019). The longwave radiation distribution is influenced through this change in cloud
cover and amount of water vapor in the atmosphere, which results into changes of vertical
energy fluxes and thus into changes of the surface energy balance and temperature (Curry
and Herman, 1985; Liu et al., 2018).
Recent studies have shown that the polar vortex is susceptible to small influences from
the troposphere (Samtleben et al., 2019, 2020), but is itself also influencing the troposphere
(Romanowsky et al., 2019). Further, it has been shown that changes in the Hadley
circulation within a warming climate (Feldl and Bordoni, 2016; Vallis et al., 2015) are
able to influence the circulation in the mid and high latitudes (Feldl and Bordoni, 2016;
Vallis et al., 2015). By analyzing future changes of the Arctic climate by the end of the
21st century, Rinke and Dethloff (2008) found that the layer thickness between 300 hPa
and 1000 hPa and its inter-annual variability will increase. They used a regional climate
model and emission scenario that assumes an increase of global carbon dioxide emissions
until the mid-21st century and a decline afterwards, which they used to represent the
change in Arctic circulation in the late 21st century. This change in the layer thickness
is connected with changes in storm tracks and atmospheric baroclinicity. Overall, these
changes in the circulation also contribute to Arctic amplification as more moisture and
heat is transported into the Arctic regions due to the change in meridional transport,
which even further accelerates the warming in the Arctic in addition to the accelerated
heating due to sea ice melting and the increased absorption of solar radiation.
However, the main impact of Arctic amplification on the large-scale circulation is still
under discussion (Cohen et al., 2014; Barnes and Polvani, 2015; Blackport and Screen,
2020; Chemke and Polvani, 2020; Cohen et al., 2020; Dai and Song, 2020). Cohen et al.
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(2014) hypothesized three different dynamical influences of the Arctic amplification that
might change mid-latitude weather and thus on a long-term basis the mid-latitude climate:
changes in storm tracks, the jet stream and the planetary waves. They propose that
through a combined change in these key atmospheric features, it is possible that the mid
latitudes are influenced by sea ice and snow cover. Briefly explained, the hypothesis is that
due to increased temperatures in the Arctic, more ocean surface is open, which increases
the moisture fluxes into the atmosphere. The increased moisture favors stronger snow fall
over Siberia, which strongly increases the albedo. Due to the change in albedo and thus
different vertical profile of the atmosphere, the vertical propagation of planetary waves is
enhanced. This in turn will influence the stratospheric polar vortex, that eventually will
again influence the tropospheric circulation in a way that favors more transport of heat
into the Arctic region.
All these changes concerning the sea ice and circulation in general indicate a connection
or a feedback between the large-scale circulation and the Arctic amplification.
1.3.3. Atmospheric energy transport into the Arctic
Due to the general change in the circulation, as shown before, the energy and moisture
transport also is influenced by these changes (Overland and Wang, 2009; Simmonds and
Keay, 2009; Sorteberg and Walsh, 2008; Zhang et al., 2013; Mattingly et al., 2016). Gra-
versen (2006) showed that the increase in the meridional heat transport is likely to be
followed by a decrease in the temperature gradient between the Arctic and mid latitudes.
This weakens the jet stream following the thermal wind equation, which shows that the
change of the zonal wind with height is proportional to the meridional temperature gra-
dient. This weaker jet stream is easier to perturb, and starts to meander more strongly.
Meridional transports in and out of the Arctic are increased. Especially in winter, the
Arctic temperature is mostly influenced by transports of heat and moisture (Yoshimori
et al., 2017). Very simply and figuratively speaking, this can be compared to a children’s
spinning top (Haine and Cherian, 2013), where the speed of the top represents the jet
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stream. While the top has a high angular velocity, it is not easy to perturb it from its
axis of rotation. When the top is only spinning at a low angular velocity, it is easier to
perturb the top from its axis so that the top starts to wobble, and won’t be able to get
back to its starting axis of rotation.
The general horizontal energy fluxes into the Arctic are already well understood (Over-
land et al., 1996). The importance of horizontal heat transport has been shown by Geof-
froy et al. (2015) with an energy-balance model. Using the simple energy-balance model
with and without activated parameterization of the horizontal energy transport showed
that the horizontal transports play an important role to attribute differences between
warming of land and sea.
Skific et al. (2009) analyze the connection of meridional moisture transport into the
Arctic on the basis of SLP patterns. They use reanalysis data of vertical mean mois-
ture transport across 70 degrees North, which agree well with measurements in terms of
structure, but exceed the measurements in terms of amplitude (by about 12 %).
Concerning the general response of the circulation to a warming climate, Kjellsson
(2015) show that the atmospheric circulation transports about 5% less mass per Kelvin
of global warming using model experiments of the Climate Model Intercomparison Project
(CMIP5) and reanalysis data. Further they show that the general poleward energy trans-
port is increased in a warming climate, while the poleward mass transport is decreased.
For future projections based on the “Special Report on Emission Scenarios A2” scenario
(Nakicenovic, 2000) (which assumes a continuous population increases up to 15 billion
people by 2100, an increase of the greenhouse gas concentrations, and a slow implementa-
tion of new technologies), Kjellsson (2015) found an increase in the meridional transport in
the late twenty-first century, which they suggested leads to increased emission of longwave
radiation to the surface due to the larger poleward moisture transport.
To the best of the author’s knowledge, a classification based on these horizontal fluxes
alone has not been done using neural networks prior to this thesis. Thus, the influence of
horizontal heat fluxes on surface parameters has not been analyzed directly, and further,
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it has not been analyzed how the general horizontal heat fluxes can be reproduced with
the help of climate models in climate projections.
However, a specific analysis of the inherent horizontal energy flux patterns is still lack-
ing. This analysis would provide a better understanding of the atmospheric fluxes based
on the two-dimensional horizontal energy flux. This would also provide a different point of
view of the analysis, as the analysis’ base line is starting from inherent horizontal energy
flux patterns, rather than specific circulation indices or other states of surface features
like sea ice cover or surface temperature. While usually only meridional transports are
analyzed (e.g., Graversen, 2006; Vinogradova, 2007), the focus on the whole horizontal
flux field might yield new insights, as the path of the horizontal flux can yield information
on the effects on the surface, and how the surface is influenced by the respective paths
found in the horizontal flux fields. For approaching a method on distinguishing different
patterns of horizontal energy flux, the self-organizing map (SOM) method is used in this
work and introduced in Chapter 2.
1.4. Overview of the Thesis
The neural network called SOM, which is the major tool for the analysis of horizontal
heat fluxes in this thesis, is explained in Chapter 2. Within this chapter, the SOM method
is mathematically described and its unique features are explained. Further, the different
parameters of the SOM are discussed, the limits are explained, and the current usage of
the SOM in atmospheric sciences is presented. The chapter will also provide a practical
guide on how to use meteorological data with a SOM toolbox. Chapters 3 and 4 present
the analysis based on reanalysis data and climate model results, based on peer-reviewed
publications of the author. The analysis of reanalysis data (Chapter 3) is focused on the
intrinsic patterns of vertically integrated horizontal heat transport extracted by the SOM,
and also on how this is connected to changes in the surface temperature. Chapter 4 focuses
on how climate model simulations for present-day conditions and climate projections are
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representing intrinsic patterns of horizontal heat transport that are extracted by the SOM
method. Finally, Chapter 5 presents the conclusion and a summary of this thesis.
2. The Self-organizing Map
The SOM method is an unsupervised neural network that is used in atmospheric sciences
mainly for the extraction of patterns from large data sets. SOMs have been used since the
late 1990s and are becoming more and more popular. The SOM method has been used
in multiple publications to study the Arctic climate system (e.g., Cassano et al., 2006a;
Skific et al., 2009; Vihma et al., 2020; Mewes and Jacobi, 2019b; Rinke et al., 2019), and
to compare model performance (Cassano et al., 2006b; Mewes and Jacobi, 2020). It is a
method that can overcome the downsides of the typical methods of grouping atmospheric
circulation like the NAO index.
This chapter provides information on how the SOM method works and how it is used
and adopted in atmospheric sciences. The SOM is a simple unsupervised artificial neural
network developed by Kohonen (1998). Its general idea is to reduce the dimensionality
of data into a two-dimensional grid of patterns without any a-priori assumptions. The
SOM organize the resulting patterns by placing similar patterns closely together in its
two-dimensional grid. In the context of this work, patterns are a representation of a set of
either two-dimensional temperature fields or two-dimensional horizontal heat flux vector
fields. Due to the unsupervised character, the SOM is not biased by prescribed features
that other methods are using. The SOM has the advantage that it does not have a linear
approach of finding patterns of variability. Thus, it is highly useful for extracting clusters
in non-linear systems without any preconditioning.
Section 2.1 describes the SOM mathematically. In Section 2.2 the different parameters
that influence the algorithm are explained and analyzed with respect to changes in the
representation of the clusters. Further, in Section 2.3 the limits of the SOM are explained,
and in Section 2.4 the utilization of SOMs in atmospheric sciences is discussed and some
specific publications that have used the SOM method are reviewed. Section 2.5 compares
a SOM clustering with a K-Means clustering to give an example how the same data is
interpreted by different approaches. In the last section of this chapter (Section 2.6), it is
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explained on how the SOM has been utilized with atmospheric data, and how atmospheric
data has been prepared to be used with the SOM method.
2.1. Mathematical Description
The general idea of the SOM is to reduce the dimensionality of a high dimensional vector
onto a two-dimensional display of nodes. After training the neural network, each node
of the network results into a pattern and gives a representation of the attributed data
(each pattern is representing a subset of the data used for training, e.g., each pattern
represents a set of temperature field data points with specific features like strong positive
temperature anomalies over Svalbard). For that, let x ∈ Rn be a mathematical vector,
e.g., a data set of temperature field data. This vector x is compared to all available nodes
mi, which eventually represent the extracted patterns of the temperature data, with the
Euclidean distance metric ||x − mi||. The node with the smallest Euclidean distance is





We call the set of all nodes and their relative position to each other node of the SOM,
the SOM array/lattice. The key component during the learning phase is that nodes that
are topologically close within the SOM array learn from the same input vector x. This
learning is limited up to a certain geometric distance within the SOM array. Eventually,
this results in an adjustment of the nodes on the SOM array in a way that they are ordered.
This means that the nodes that are more different from each other will be farther apart
within the SOM array, and that neighboring nodes are more similar to each other. As
a physical example for a temperature field data set this would mean that temperature
patterns which are extracted from the data set will appear on the SOM lattice in a way,
that temperature field patterns that are more similar to each other are also closer together
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on the SOM lattice. The learning process can be formulated as
mi(t+ 1) = mi(t) + α(t)hci(t) [x(t)−mi(t)] . (2.2)
Where mi is the weight vector of node i, α is the learning rate, hci is the neighborhood
function, x are the chosen data points that were previously connected to the current node
c, i is the index that refers to the state of the weight vector during processing, c is the
index of the weight vector that has the smallest Euclidean distance from x(t), and t is the
general discrete-time step. With increasing step t the learning rate α, and hci decrease.
For convergence, it is necessary that the factor α(t)hci(t) → 0 for t → ∞. Further, m
is usually randomly initiated for all nodes.








where ||rc−ri||2 is the Euclidean distance between the positions within the SOM lattice of
node c, and i respectively, and σ is a value for characterizing the influence of the nodes. σ
describes the radius of the neighborhood, that can influence a node. Generally speaking,
hci is equal to 1 if i = c, and is decreased with an increase of the distance between the
weight vectors mi and mc.
To explain Equations 2.2 and 2.3 in other words, the whole procedure is divided into six
steps. First, all nodes are randomly initialized (black lattice in Figure 2.1). In the second
step, one data point (e.g., one single day of a temperature field data set; small white dot
in Figure 2.1) is selected from the time series of data (e.g., data set of temperature field
data, blue shaded area in Figure 2.1). Afterwards, every node compares its values with the
selected data point. The node that has the smallest Euclidean distance (Equation 2.1) to
the data point becomes the BMU (yellow circle in Figure 2.1) with respect to the selected
data point. In the fourth step, the radius of the neighborhood of the BMU is calculated
(large light yellow circle in Figure 2.1). Afterwards, any node within the neighborhood
radius around the BMU is updated with the information of the data point (middle part
of Figure 2.1). In the last step, the procedure is repeated from the second step until the
desired iterations are reached (right part of Figure 2.1).
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Figure 2.1.: Illustration of the learning process of the SOM method described by Equa-
tion 2.2. The vertices in the black lattice describe the nodes of the SOM, the blue shaded
area represents the training data, the small white circle shows a selected data point, the
yellow circle shows the BMU, and the large light yellow circle shows the influence radius of
the neighborhood function. Illustration taken from Wikimedia Commons (2010).
Equations 2.2 and 2.3, have been implemented in Fortran and used since 1996 (Koho-
nen et al., 1996). The computation, however, is expensive as they select every sample
separately to update the new patterns. More efficient calculations on modern computing
infrastructures are available when reformulating the classical SOM.
This faster approach is called the Batch Map. The Batch Map appears out of the
analysis of the convergence limits m∗i of Equation 2.2. If some ordered state is true for
the convergence, the expected values of mi(t + 1) and mi(t) for t → ∞ must be equal
even if α and hci are non-zero. For the stationary case it is then required that
∀i, E {hci (x−m∗i )} = 0, (2.4)
with E being the expected value.
If i belongs to some topological neighborhood set Nc of cell c in the SOM array, hci is








Vi is the set of those data points x that are able to update the vector mi. This contains
all data points that are either in the neighborhood of i or a member of i. p(x) is the
probability distribution function of x.
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By using a general neighborhood function hji, a general learning rate α, and x̄j the
mean of all x(t) that are able to update node j, and then weighting it by the number nj




j nj αhji x̄j∑︁
j nj αhji
. (2.6)
Where the sum over j is taken for all units of the SOM.
This is generally computationally faster, as the algorithm can use the mean x̄ of all
corresponding x, instead of checking all x separately like the general SOM approach
described in Equation 2.2.
2.2. SOM Parameters and their Effect on Clustering
Meteorological Data
For better understanding on how the SOM method works, it is necessary to know how
different parameters are influencing the SOM results. The SOM toolkit somoclu (Wittek
et al., 2017) for Python was used to conduct the SOM experiments presented in this
Section. The specific workflow on how to prepare meteorological data to be used with
somoclu is explained in Section 2.6. The parameters of the map size, (analysis and results
directly cited from Mewes and Jacobi, 2018), the learning rate α, the maximum number
of iterations t, and the influence of the neighborhood distance σ are analyzed in the
following Subsections 2.2.1 to 2.2.4. To this end, the parameters are changed in a given
range and the changes in error measures and changes in the extracted patterns themselves
are analyzed.
Reanalysis data from European Centre for Medium-Range Weather Forecasts
(ECMWF) ECMWF Re-Analysis-Interim (ERA-Interim) for the winters 1979–2016 have
been used for the experiments in this section. The resolution of ERA-Interim is ap-
proximately 0.7◦. The analysis was performed only northwards of 50◦ N to limit the
computational time, and to restrict the analysis to this region. ERA-Interim is one of the
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best global reanalysis data set available over the Arctic Ocean (Jakobson et al., 2012),
and also performs very well in terms of temperature in the Arctic (Chaudhuri et al., 2014;
Simmons and Paul, 2015).
For all of the test cases, the base parameters for the SOM were the same: 1000 iterations,
learning rate starting at 0.5 and linearly decreasing to 0.001 during the iterative process,
and a decrease of the neighborhood definition from the number of the columns of the map
size to one during the iteration. The default size is a SOM with four columns and three
rows, so twelve patterns in total. Only one parameter was changed at a time to analyze
the direct influence of a single parameter on the resulting SOM patterns. The SOMs were
created using the raw daily temperature anomalies, while the plots show the temperature
anomalies of each SOM pattern with respect to the winter mean from 1979–2016.
The general use case for the SOM within this work is the pattern recognition of a given
data set. The aim is to find patterns that fit best the data, with respect to the special
and unique feature of the SOM method, that similar (more different) patterns are closer
together (farther apart) within the SOM array.











where Nc describes the maximum number of data points xk that are connected to one
specific pattern mc. The expected value Ep is calculated based on all patterns of a
SOM. The expected value over the whole SOM ESOM is also calculated to reduce the
dimensionality to obtain only one scalar number per SOM.
2.2.1. Map size
The number of patterns or, respectively, the map size has to be chosen as a parameter
before performing a SOM analysis. This subsection shows how the choice of the map’s
size affects the resulting patterns of the SOM analysis. It is shown which steps have to be
performed in order to achieve a plausible representation of the data. The results and text
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presented in this subsection are directly taken from Mewes and Jacobi (2018). The table
shown in Mewes and Jacobi (2018) is replaced by the Figure 2.6 showing the respective
data to be consistent with the other subsections.
SOMs of the size of 3x1, 3x2, 4x3 and 5x4 were analyzed. To distinguish between
patterns of the different SOMs the following notation is introduced: (r,c).(CxR), where r
and c denote the row and column coordinate of the pattern within one SOM (as shown
in the top left corner for each pattern in a SOM). R and C denote the maximum number
of rows and columns of the specific SOM. For example, the leftmost pattern of the SOM
with three patterns will be referred to (0,0).(3x1). A small (large) SOM means that the
respective SOM consists of a small (large) number of patterns.
Figure 2.2 shows the SOM of the two-meter temperature anomaly with three patterns.
The pattern (0,2).(3x1) shows negative temperature anomalies over the central Arctic,
Greenland, Bering Strait and East Russia, and positive temperature anomalies over North
America and Eurasia. This composite is created from 1309 days. The lowest tempera-
ture anomalies are located north-east of Svalbard with -4K and the highest temperature
anomalies in central Siberia with +4K. On the opposite side (0,0).(3x1) of this 3x1 SOM,
the central Arctic shows positive temperature anomalies (up to +7K), as well as for north-
ern Europe, and East Siberia. Parts of the North Atlantic, North America, and central
Siberia show negative temperature anomalies (up to -3K). Pattern (0,1).(3x1) represents
situations with cold Eurasia and North America (-4K) anomalies and a warmer than
usual sector from the North Pacific over the Northwest Passage to Greenland and the
west coast of Greenland (+2 K). The first two patterns are each a composite from 1015
days.
In the next step the size of the SOM was doubled to see how this change in size is
influencing the resulting patterns (see Figure 2.3). Here, going from three to six patterns
creates about three new patterns and 3 patterns that can show large similarities to the
patterns from the 3x1 SOM. It could be assumed that patterns will subdivide into two
sub-patterns, but this is not necessary. This is because the SOM might not subdivide
a pattern that shows a strong signal, like patterns in the SOM’s corners, where the
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Figure 2.2.: 3x1 SOM of two-meter air temperature, from ERA-Interim daily mean data
for the winters from 1979/80 to 2015/16; the temperature anomalies for each pattern are
shown with respect to the winter mean from 1979/80 to 2015/16; numbers on the upper
right show occurrence frequencies in percent of the patterns. The numbers on the upper left
show the naming of the node.
algorithm has to suffice maximum differences between patterns in the corners. Thus,
these patterns in the corners might keep their general shape due to the intrinsic features
the SOM can extract from the data. The range of represented days by each pattern varies
from 484 to 701 for this SOM. Pattern (0,2).(3x2) is similar to pattern (0,2).(3x1) of the
3x1 SOM, but with larger amplitudes of the anomalies (-5 K and +5K). This pattern
of a similar distribution, but stronger anomalies holds true, when comparing (1,1).(3x2)
with (0,1).(3x1) and (1,0).(3x2) with (0,0).(3x1). New patterns identified visually in the
3x2 SOM are (0,0).(3x2), (0,1).(3x2), and (1,2).(3x2). Node (0,0).(3x2) shows negative
temperature anomalies over the whole analyzed area except for central Greenland and
Iceland. The new pattern (0,1).(3x2) shows a generally warmer situation while having
colder regions reaching from East Russia to North Svalbard. Very cold anomalies over
North Canada are shown in pattern (1,2).(3x2), which coincides with strong negative
anomalies for the region north of the Barents Sea and the Kara Sea.











Figure 2.3.: As in Fig. 2.2 but for the 3x2 SOM.
The general shape of the patterns in the corners of the 4x3, and 5x4 SOM will be
similar to those of the 3x2 SOM. Figure 2.4 shows the two-meter temperature SOM with
four by three patterns, which represents a doubling from six to twelve patterns. With
this size of the SOM each pattern represents about 193 days to 337 days. The pattern
(0.0).(4x3) shows strong negative temperature anomalies west of Svalbard (about −8K),
moderate negative temperature anomalies over the Chukchi Sea (about −3K), strong
positive temperature anomalies over central Siberia (about 7K) and moderate positive
temperature anomalies in North America (about 4K). Patterns (0,1).(4x3) and (0,2).(4x3)
show that those two patterns might have the same daily means as the pattern (0,1).(3x2)
as their basis. A similar behavior can be seen for the patterns (2,1).(4x3) and (2,2).(4x3)
compared to (1,1).(3x2). New patterns can be found in the newly introduced row of
patterns. Pattern (1,3).(4x3) shows strong positive temperature anomalies in the central
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Arctic while having the center of maximal positive anomaly east of Svalbard. Pattern
(1,2).(4x3) seems to be the opposite of the corner pattern in the bottom left ((2,0).(4x3)
and (1,0).(3x2)). With pattern (1,1).(4x3) a more neutral pattern has emerged, while still
having a colder than usual Siberia and central Arctic (-3K) but slightly warmer North
America (3K) and a warming of the Barents Sea (2 K). Pattern (1,0).(4x3) appears to
combine features from (0,2).(3x2) and (1,2).(3x2).
10.1 %(0.0) 9.5 %(0.1) 7.5 %(0.2) 8.9 %(0.3)
9.9 %(1.0) 5.8 %(1.1) 8.3 %(1.2) 6.3 %(1.3)









Figure 2.4.: As in Fig. 2.2 but for the 4x3 SOM.
Figure 2.5 shows twenty patterns, which is an increase of eight patterns compared to
Figure 2.4. The number of days represented by each pattern ranges between 133 and 197
days. The patterns in the corners of this 5x4 SOM are similar to the 3x2, and the 4x3 SOM
shown before. Most changes of patterns occur in the two middle rows compared to the
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3x2 SOM. While in pattern (1,1).(4x3) data are clustered so that a very locally positive
temperature anomaly at the Barents Sea is present, this pattern completely disappears
in the 5x4 SOM. One comparable new pattern would be (2,2).(5x4) but the warming is
extending from the Barents Sea to the Kara Sea and northern Europe. Generally, other
patterns have emerged that were previously merged into other patterns of the smaller
SOMs.
5.0 %(0.0) 4.6 %(0.1) 5.9 %(0.2) 5.7 %(0.3) 5.7 %(0.4)
4.3 %(1.0) 4.5 %(1.1) 5.3 %(1.2) 4.3 %(1.3) 5.3 %(1.4)
4.8 %(2.0) 3.6 %(2.1) 4.0 %(2.2) 5.7 %(2.3) 5.2 %(2.4)









Figure 2.5.: As in Fig. 2.2 but for the 5x4 SOM.
Figure 2.6 shows the RMSE (according to Equation 2.7) of the SOMs in dependence
of the number of patterns (N). In addition to the SOMs shown here, two other SOMs
are created and analyzed with respect to their RMSE, one with 50 and one with 100
patterns. Generally the results show that with an increasing number of the patterns the
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mean RMSE is decreasing. Moreover, a linear relationship between the RMSE and the
logarithm of N has been found. After a linear fit the function for the stated relationship
is as follows:
RMSEN = (−0.566± 0.012) log(N) + (4.967± 0.016)
This model between RMSE and the number of patterns results in an explained variance
r2 of 0.998 and a standard error of 0.0123. This means that an increase by 10 patterns
leads to an improvement of the RMSE of 11.38% compared to the starting RMSE.








RMSE as a function of map size
Figure 2.6.: RMSE plotted against SOM size.
To summarize the change of the map size of a SOM, it can be seen that the choice of
the size of the SOM can change the representation of specific patterns dramatically. The
general advise for using SOMs for distinguishing meteorological situations is to create a
fairly large SOM (with many patterns) and then re-group distinct patterns with similar
meteorological features manually. The manual grouping is necessary due to the default
distance measure the SOM uses. The Euclidean distance might group data points into
one pattern, that might be closer together by the means of the Euclidean distance but not
in a meteorological point of view. An example would be that a small shift in a strong local
maximum might create a large Euclidean distance, while it would still be considered a sim-
ilar meteorological state. This is even more important for the analysis of wind or energy
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transport fields, where the meteorological point of view would contain vector direction, ro-
tation, and divergence additionally to the vector amplitudes. The manual grouping helps
to understand and control better, which patterns might fit together. Leaving this group-
ing to the method by just simply using a smaller map size might result into composites of
days that might fit mathematically well to each other, but not in a meteorological point of
view, and thus specific features can be overlooked. There are other methods like growing
SOMs, which increase their map size according to some selected threshold. However, this
shifts the problem to the definition of the threshold, the underlying Euclidean distance
problem remains, and keeps the process non-transparent. Thus it is more transparent to
use a regular SOM and state which patterns will be grouped together. To directly fix the
visual grouping, a method would be necessary that selects patterns based on measures
like a pattern correlation coefficient.
It was shown, that by increasing the SOM size from 3x2 to larger maps, the corner
patterns remained structurally the same. This is expected due to the fact that those
pattern where mathematically the most different from each other and thus had to be
placed far apart from each other according to how the method works. Most new patterns
develop along an added row between differently sized SOMs. With increasing number of
patterns in some cases multiple patterns can evolve at the expense of a single one and
these more specific cases of the temperature anomalies can be identified.
As it will be shown in the next subsections, the RMSE is mainly influenced by the map
size. Due to this behavior, the patterns of the SOMs are not changing significantly in
the following analyses of the parameters, and thus only the RMSE will be shown in the
following subsections.
2.2.2. Neighborhood function
To test the influence of the number of neighbors on the RMSE, the number of neighbors
influencing the training has been varied from zero to four (maximum possible number).
Figure 2.7 shows this influence. The range of the RMSE is much smaller compared to
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the changes in RMSE derived by the change of the map size. Noticeable is the strong
decrease in RMSE when including only one neighbor.
Figure 2.7.: RMSE plotted against numbers of neighbors used for updating a node.
When the neighbor size is set equal to zero, hci from Equation 2.3 becomes equal to one
and thus does not contribute to the learning process. Technically, this would turn the
SOM more or less to the K-Mean clustering, as no ordering of the clusters can happen.
However, when neighboring clusters start to influence each other, the RMSE is lowest
when only considering the direct neighbors. But, the maximum change of the RMSE is
about an order of magnitude smaller compared to the influence of the map size. Never-
theless, the use of the radius of influence is the most important feature of the SOM, as it
gives the SOM the ability to show a more continuous clustering when comparing to other
clustering methods e.g., K-mean. This special feature also helps finding more realistic
clusters as the nature of the atmosphere is also continuous and not discrete.
We opted to include as many neighbors as possible, even though “risking” a larger
RMSE. This was done to make sure that the respective transition between neighboring
clusters is more pronounced.
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2.2.3. Iterations
The general influence of the number of iterations is presented in Figure 2.8. Ten different
iteration numbers are tested: 5, 12, 29, 73, 178, 437, 1069, 2613, 6390, 15625.













RMSE as a function of iterations
Figure 2.8.: RMSE plotted against maximum number of iterations.
Here, the range of the RMSE is also smaller compared to the size of the SOM. A clear
decline of the RMSE of the SOMs can be seen in dependence of the number of iterations.
The strongest decline in the RMSE is found between 12 and 73 iterations. Afterwards, it
starts to converge, and is plateauing after 436 iterations.
For all later analyses, I opted for 10000 iterations to make sure that the clusters fit well
to our data, as convergence is clearly reached at this number of iterations. The increase
of run-time, when going from 1000 to 10000 was not noticeable as the implementation by
Wittek et al. (2017) is highly parallelized and efficient.
2.2.4. Learning rate
The general influence of the value of the learning rate is presented in Figure 2.9. Learning
rates have been tested on ten equally spaced values from 0.1 to 0.9. In preceding tests
(not shown) it is found, that the influence of the learning rate is bigger for smaller number
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of iterations than the 10000 used here. At this number of iterations, the learning rate
does not contribute much to the RMSE. The range of RMSE changes shown is two order
of magnitudes smaller compared to the changes derived from the map size influence.












RMSE as a function of learning rates
Figure 2.9.: RMSE plotted against starting learning rate.
2.2.5. Summary of the effect of learning parameters
To summarize, the general deviation on how strongly the members of a pattern differ
from the mean of the pattern mainly depends on the map size. When more patterns are
available, specific features can be represented by one pattern, and thus less generalization
is achieved. The number of iterations is another important parameter for a stable cluster-
ing of the data. The RMSE shows a very well defined decrease with increased number of
iterations. This nicely visualizes the approach of a steady state or a state of convergence
of the SOM.
However, it is also important to note that other parameters are not as important for the
RMSE as the size, but are very important for the algorithm to achieve a stable solution
of the clustering. This is especially the case for the learning rate, and the neighborhood
function. A small learning rate in connection with a small number of iterations might not
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create a good representation of the possible states but rather might be heavily influenced
by the initialization of the SOM.
The neighborhood function is the main advantage of the SOM over other comparable
algorithms, as it leads to the ordering of the patterns within the SOM lattice. However, it
comes at a cost, as using it leads to an increased RMSE. This shows the effect of data also
updating other neighboring patterns, which leads to the continuous change of patterns
between the maps.
In this work SOM is used as a tool to find and define patterns of large scale circulation,
so that the aim in training was to represent the data as well as possible with these patterns.
In cases where the SOM is used as a tool for predicting or grouping data that was not
part of the training set, the training parameters have to be tuned in a different way than
it was done in this work. This becomes important for Chapter 4 where two data sets are
mapped onto one single SOM. In this case the training (as it has been done in this work)
is only partly viable for referencing one single SOM to multiple data sets, as it leads to a
greatly reduced accuracy.
2.3. Limits of SOM
A typical decision that has to be made in cluster analysis, is the cluster size. As discussed
in Subsection 2.2.1, the way that SOMs are used mostly within this work is not suitable
for extrapolating outside the data set it was created with, as the results of Chapter 4 show.
This means that the SOMs are fitted very well to the selected data set or time period,
but outside of this data set the SOM is only partly usable for prediction. This problem
is comparable to what is called overfitting in machine learning, when an algorithm that
is supposed to be able to be used on data outside of its training data set is does not
perform as well on data outside the training data set. However, this could be massively
improved by changing the aforementioned parameters in a way, that the SOM is less strict
on perfectly representing the data that the SOM algorithm is trained with. This is done
by decreasing the learning rate and the number of iterations, which would results in a
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larger deviation measure (like RMSE here) of the data to the patterns, but will provide
more options for the SOM to represent data outside of its training data.
Additionally, other difference metrics than Euclidean distances between the SOMs pat-
terns and their members can usually not easily be chosen within the available software
solutions that are providing interfaces to SOM algorithms. Thus, if special distance met-
rics might be favored, these cannot be easily used within the Python package used in this
thesis.
2.4. Application of SOM in Atmospheric Sciences
In general, SOMs are used for characterizing, and grouping different circulation states.
The NAO index and the AO index are commonly used to characterize large-scale circula-
tion in the northern hemisphere. However, the biggest problem of using the AO follows
from the underlying EOF approach, which is a form of the principle component analayis
(PCA). The PCA linearly decomposes the data into orthogonal modes of variation, which
eventually will lose non-linear information from the data (Ross, 2009). The SOM method
does not have such constraints and thus patterns can be characterized that do result from
non-linear processes. Reusch et al. (2005) tested the performance of SOM compared to
PCA on synthetic data-sets composed of idealized North Atlantic SLP fields, where for
some cases noise was added. While the PCA failed to adequately extract the spatial
patterns, the SOM was able to isolate all predefined patterns with the correct variances.
Further, Reusch et al. (2005) stated, that when using PCA, it is very difficult to obtain
results for mixing of patterns without knowing the mixing states a-priori. The SOM
method on the other hand, due to its specific feature of involving neighboring nodes into
the learning process, is able to find even superpositions of patterns. Further basic ex-
planation of the SOM performance has been done by Liu et al. (2006). They also found
a better performance of SOM compared to EOF for the extraction of essential patterns
from noisy data. By using the SOM on coastal ocean currents at the West Florida Shelf,
44 2. The Self-organizing Map
they could show that the SOM was able to distinguish the influence of severe weather on
the ocean currents, that was not found with typical analysis approaches.
In this section it is discussed how the SOM has been utilized in atmospheric sciences.
Liu and Weisberg (2011) have reviewed SOM applications including publications until the
year 2010. They describe that SOMs were introduced into meteorology and climate science
in the late 1990s. They gathered fifty-five meteorological SOM papers from the years 1994
to 2010 which they sorted into three broad categories. They attributed 23 papers that
analyzed synoptic climatology or synoptic patterns of atmospheric circulation. In this
category, mostly sea level pressure, and geopotential height at different pressure levels
were used. Nine papers were found to be connected to the analysis of extreme climate
events, monsoon variability, and synoptic variation based on meteorological variables. For
these kinds of analyses mostly air temperature, humidity, or wind were analyzed. The
last category of papers they defined was focusing on evaporation, precipitation, cloud
classification based on in-situ observations, model output, and satellite images. In this
category they identified 23 papers. Overall, this shows that this method was used already
in the last three decades.
The number of published papers has increased in the late 2010s, see Figure 2.10. The
trend of increasing popularity in synoptic climatology was shown in 2011 (Sheridan and
Lee, 2011). Generally, the ease of use of machine learning approaches has been started
with the increased popularity of Python (Robinson, 2017). Python, as a very accessible
high-level programming language, helps scientists to use more complex analyses due to
very well documented and easy-to-use packages. From the 56 released paper in 2019, 15
are corresponding to the keywords “Arctic”, and “high-latitude”.
A paper that will be highlighted is Rinke et al. (2019), where the author of this thesis
has contributed to the technical application of the SOM method. Rinke et al. (2019) show
an example where the SOM was able to fill a gap in the analysis by its specific properties.
They analyze observational and model data from 1979 to 2014 of the sea ice melt rate and
look at the relation between summer sea ice melt rate and SLP. There, the sea ice melt rate
is divided into two sets of anomalously high sea ice melt rate (HMR), and anomalously
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Figure 2.10.: Number of papers in the last 19 years. Data derived from the webpage
“webofknowledge.com” with respective to the search term “self organizing map” for all papers
listed in the category “Meteorology Atmospheric Sciences” (Web of Science search: SOM ).
low sea ice melt rate (LMR). The thresholds are defined as ± 1 of the standardized melt
rates in the respective time frames. However, typical analysis with the melting rates
are usually done by calculating the difference HMR−LMR. With this approach it is not
always straight-forward to see the main differences in atmospheric features between these
states of HMR and LMR. This is especially the case for the HMR and LMR states of
SLP. Of course most of the time specific HMR and LMR situations are favored by very
specific SLP configurations over the Arctic. But there are also SLP patterns that cannot
be found by just looking at the difference between the melt rate states. In general, the
SOM method here is mainly used as a pattern recognition tool, as the general clustering
in this work has been done by dividing the data sets of model and observation with
respect to the sea ice melt rates. In this study they use the SOM method to create a
combined SOM that is created by using reanalysis data (ERA-Interim) and model data
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simultaneously for training the SOM. This is only possible as the HIRHAM-NAOSIM
model (Dorn et al., 2019), that is used in their study, performs well in comparison to
the observations. This yields a SOM with SLP patterns that are representative for the
combined model and reanalysis SLP data. Then they analyzed how the years of HMR
and LMR are corresponding to which SOM SLP pattern. The patterns resulting from the
SOM analysis are able to be compared with other patterns within the literature (Screen
et al., 2011; Mills and Walsh, 2014; Lynch et al., 2016). With this method multiple
different patterns can be identified that have previously not been found with a simple
difference of a mean HMR SLP and a mean LMR SLP. Especially SLP patterns that are
responsible for specific years of extreme events are identified in the SOM (Serreze and
Stroeve, 2015; Serreze et al., 2016; Wang et al., 2009), that were missed previously. This
work is an example that shows that even on simple SLP data the SOM is able to extract
features that more simple approaches are not able to represent.
Another recent publication that uses the SOM is Nygård et al. (2019). They analyze
the connection between large-scale circulation and wintertime Arctic moisture and cloud
distributions. They create a SOM based on 15 years wintertime SLP data of the ERA-
Interim reanalysis. These SOM patterns are related with the NAO index, the AO index,
the Greenland blocking index, and the frequency of a high pressure pattern across the
Arctic Ocean from Siberia to North America, which they name Arctic bridge. Using
this method, they show that during a positive phase of AO the moisture and clouds in
northern Europe and the eastern North Atlantic Ocean are increased. The North Pole
shows increased moisture, clouds, and longwave downward radiation when the Arctic
bridge is lacking in occurrence.
Vihma et al. (2020) create a SOM based on the 500 hPa height anomalies from ERA-
Interim reanalysis for the years 1979–2015, and attribute the respective SOM patterns to
known NAO and Scandinavian phases. The Scandinavian phases describe a circulation
pattern that has its primary center of action around the Scandinavian Peninsula. There
are two other centers of action with opposite sign that are over the northeastern Atlantic,
and over central Siberia to the southwest of Lake Baikal (Barnston and Livezey, 1987).
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This again shows a large advantage of the SOM clustering: with one tool multiple features
can be extracted, which then can be connected to known circulation features. They
conclude that cold spells are connected to patterns with a negative phase of the NAO and
a positive phase of the Scandinavian pattern. It is found that these two types of patterns
are also connected to the divergence of dry-static energy.
These examples show that the SOM method is a suitable tool for complex analyses in
atmospheric science, especially when simple linear algorithms might limit the analysis.
This method is a promising tool for future climate research. As the tool have become
more accessible, the use of SOM will get more popular. In most cases the SOM has only
been used to extract SLP patterns and relate these pattern to meteorological variables.
However, this method, to the best of my knowledge, has never been utilized to directly
analyze horizontal heat transports. Using this method on horizontal heat transport will
give an opportunity to analyze atmospheric transport directly and elucidate how it is
changing with time.
2.5. Comparison with the K-Means Clustering
Algorithm
In this section the SOM is compared with the popular K-Means clustering algorithm.
K-Means clustering is widely used (about 413 publications within the category meteorol-
ogy atmospheric sciences at Web of Science search: K-Means). K-Means is comparable
to the SOM method as it is also based on minimizing Euclidean distances between the
clusters and the respective data. The major difference is the missing organization of
patterns/clusters within a two-dimensional map. Thus, the order in which K-Means cal-
culates the patterns is most dependent on the random initialization of the clusters. Both,
the SOM method and the K-Means method, are unsupervised algorithms which have no
determined set of output fields which the training data is attributed to. Supervised al-
gorithms might be useful, e.g. during the classification of specific meteorological fields
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connected to NAO phases. In this case, the set of meteorological data is sorted into
predefined fields that are connected to different NAO phases, but not on extracting pat-
terns independently based on the data alone. Another possible use case is where satellite
imagery which may be identified by the type of clouds shown in the satellite imagery,
there the type of cloud is a predefined case to which the image is then sorted. It is
also very common that meteorological fields are manually sorted by the NAO phase (or
other meteorological conditions, e.g. melting rates, temperature anomalies), e.g. a specific
variable like precipitation might be sorted into two categories based on the NAO phase.
Then conclusions are made based on the difference in precipitation based on the two cat-
egories that were manually defined. This latter manual sorting is also viable if there is
an expected physical connection between the manually sorted category and the variable
that is to be analyzed. However, this might create a bias based on the categories defined
beforehand. By using methods like the SOM algorithm or K-Means there are no a-priori
assumptions on how clusters are found within the data. This makes these methods very
useful to extract data without any predefined assumptions or boundaries, before the SOM
will be used for more complex data.
The similarity of the K-Means with the SOM method is used to compare them, with
respect to the SOM’s feature of ordering similar patterns closer together in the SOM
lattice and how this feature influences the resulting patterns. Generally, the ordering
of the patterns in the SOM is seen as an advantage, as a continuous evolution between
neighboring patterns can be observed, which might be easier to interpret as the real
atmospheric conditions are also non-discrete. Further, due to no linear assumption in the
clustering process, also non-linear patterns can be extracted from the data, which might
not be possible when analyzing data based on NAO phases only, because these are based
on a linear decomposition.
The winter temperature data from the ECMWF ERA-Interim reanalysis are used to
determine the differences between the K-Means and SOM clustering. Figure 2.11 shows
the patterns based on the K-Means clustering analysis for twelve patterns, which are
compared to the SOM in Figure 2.4. Both algorithms use the same data that has been
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Figure 2.11.: K-Means analysis with twelve patterns of ERA-Interim winter temperatures
from 1979 to 2015. Anomalies are plotted for each pattern, with respect to the winter mean
of the analyzed time frame.
used in Section 2.2. The comparison is done by visual inspection of extracted patterns, as
well as the comparison of the occurrence frequencies of the respective patterns. Both
algorithms were calculated using the same numbers of iterations, and used the same
number of patterns. As the resulting patterns of the K-Means are not specifically ordered
or have a special position, the K-Means patterns are numbered in ascending order.
Looking at Figure 2.4 pattern (0.0), it lies at the top left corner within the SOMs lattice.
This means that it is one of the more pronounced patterns in a way that is most different
to the patterns in the other corners. For the SOM analysis this pattern is attributable to
about 10% of the data. A similar pattern can be found in the K-Means clustering, see
Figure 2.11 pattern 4 with about 9.7% of the data attributed to this pattern.
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Very similar pairs of SOM and K-Means patterns are shown in the top part of Table 2.1.
Pairs of patterns that are only comparable but not nearly identical can be seen in the
bottom part of Table 2.1. The SOM pattern (1.1) is not comparable to one of the K-
Means clusterings. This shows that both algorithms are able to find five nearly identical
patterns, which are mainly different in the respective occurrence frequency.
Table 2.1.: Pairs of very (less) similar patterns of SOM and K-Means in the top (bottom)
part of the table, the occurrence frequencies (occ. freq.) are given in % for the respective
patterns.
SOM pattern K-Means pattern SOM occ. freq. in % K-Means occ. freq. in %
Very similar patterns
(0.0) 4 10.1 9.7
(0.1) 2 9.5 9.4
(0.3) 11 8.9 9.2
(2.1) 3 8.4 7.0
(2.3) 1 7.4 5.4
Less similar patterns
(0.2) 2 7.5 9.4
(1.0) 9 9.9 10.6
(1.1) - 5.8 -
(1.2) 5, 6 8.3 9.8, 7.2
(1.3) 10 6.3 7.2
(2.0) 8 9.9 8.0
(2.2) 5 8.0 9.8
(2.3) 8 7.4 8.0
Another general advantage of the SOM can be seen by looking at the clustering as a
whole. As already mentioned before, the SOM patterns are ordered in a way that patterns
that are closer together are also more similar. This makes it easier for the user to visually
follow states of atmospheric variability through the SOM. The K-Means clustering on the
other hand lacks this specific feature, which makes it difficult to relate the patterns to
each other. However, the general amplitudes of the patterns in the K-Means clustering
are stronger compared to the SOM clustering, which is a result of the SOM’s feature of
updating neighboring patterns during training. This suggests, that the K-Means might
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be a good tool to extract and analyze extreme cases, while the SOM is better suitable for
extracting more general atmospheric conditions, and features.
2.6. A Practical Guide to SOM
This section provides more information on how the SOM has been specifically utilized
within this thesis. The SOM algorithm was not manually implemented by the author,
but rather a sophisticated toolbox called somoclu (further description in Wittek et al.,
2017) was utilized to apply the SOM algorithm. Somoclu has been chosen, as it has
an easy-to-use application programming interface for Python (Van Rossum and Drake,
2009). Additionally, somoclu offers parallel computing, which shortens the run time for
the calculation of the SOM significantly. This toolbox is internally solving the Batch
SOM described in Equation 2.6 of Section 2.1. The chosen SOM toolbox has to be used
with the data in the form of a two-dimensional array, where in the first dimension the
features of the data to be analyzed are provided and in the second dimension the number
of samples are provided to the toolbox. In terms of meteorological purposes, the features
would be a two-dimensional map of scalar data, and the samples would be the time series
of these features.
It is now explained how a meteorological map of scalars that changes in time is converted
into the form required by somoclu. A typical meteorological data set (e.g., temperature
data field in reanalyses) usually consists of a four-dimensional array, which contains the
dimensions latitude, longitude, level, and time. In the work presented here only data for a
single level (see Chapter 4, and Section 2.2), or vertically integrated data (see Chapter 3) is
used. This reduces the dimensions by one to: latitude, longitude, and time. The next step
consists of stacking the latitude and longitude atop of each other, which results in a two-
dimensional array, which has the size of number of latitudes times the number of longitudes
in the first dimension and retains the size in the time in the second dimension. In this way
it is possible to collapse the two-dimensional space coordinates into one feature coordinate.
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This two-dimensional array is then suitable to be used with the aforementioned SOM
toolbox.
Considering time varying vector fields, the steps necessary to prepare the data to be
valid for the toolbox are similar to the steps for scalar data fields explained beforehand.
After removing the level coordinate, the remaining coordinates are the vector component,
latitude, longitude, and time. The latitude and the longitude coordinate are combined to
a map feature coordinate, after which the coordinates are the vector component, map fea-
ture, and time. Then again the combination of the vector component with the map feature
coordinate, results in a two-dimensional array with features, and time as coordinate.
To further illustrate these descriptions of the data pre-processing, we will follow the
example of a two-dimensional, time varying, horizontal vector field on a latitude-longitude
grid. The time coordinate shall have the size 365, the latitude coordinate a size of 15, and
the longitudinal coordinate a size of 30. This yields an array, with which we start, with
the coordinate order: vector component, latitude, longitude, and time with the shape
(2,15,30,365). After combining the latitude and longitude coordinates the shape changes
to (2,450,365). Then, the vector components are combined with the map features, which
lead to a shape of (900,365). This means that the SOM will look at 365 samples, that
each have 900 features. This resulting two-dimensional array derived from the illustrative
vector field example is the input for the SOM toolbox. After the calculation, somoclu
returns the resulting SOM in form of a three-dimensional array, with the coordinates
being column, row, and features. Column, and row correspond to the position of the
respective pattern within the SOM lattice.
To be able to visualize the resulting SOM it is necessary to return from the feature
coordinate to the latitude, and longitude coordinate. This is done by undoing the re-
shaping that has been happening before in reversed order. This manipulation has been
done using the Python toolbox Numpy (van der Walt et al., 2011); it provides functions
for manipulating the arrays shape (dimensions). Vector field visualization has been done
using NCL. All other visualizations have used the Python toolbox matplotlib (Hunter,
2007).
3. Clustering of Atmospheric Energy
Transport within ERA-Interim
In the following two Chapters 3 and 4, the SOM method is utilized to analyze the vertically
integrated horizontal moist static energy flux into the Arctic region. To the best of the
author’s knowledge, this is the first time that the SOM method is used directly with
horizontal energy fluxes and thus gives a new perspective on the analysis and the results
with the SOM method. This unprecedented use shows if and how the general horizontal
fluxes might change in different cases.
A general analysis of the time period from the late 20th century is performed based on
ERA-Interim reanalysis. By using the well-established reanalysis product ERA-Interim,
the best known state of the atmosphere in the last decades, is used to find basic under-
lying patterns of horizontal energy flux into the Arctic. Further, the general connections
between the identified patterns and the surface temperature are analyzed, as well as their
change in occurrence frequency. This gives an overview of the available pathways of fluxes
into the Arctic and of how they are connected with the surface.
The Section 3.1 is partly taken from Mewes and Jacobi (2019b), and partly modified to
fit the context of this thesis. The following Sections 3.2–3.4 are taken directly from Mewes
and Jacobi (2019b). The section numberings have been adjusted. The figures shown in
these sections are also taken directly from Mewes and Jacobi (2019b). All results and
plots shown in these sections are analyzed and created by me, with additional help for
the discussion, and designing of the manuscript from my supervisor Prof. Dr. Christoph
Jacobi. The SOM has been used in this study as clustering tool for the vertically integrated
moist static energy transport.
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3.1. Data and Method
3.1.1. ERA-Interim data
In this study daily mean ERA-Interim (Dee et al., 2011) data were analyzed for the
winter months (December to February) from 1979 to 2016. The winter was selected as
the Arctic temperature is strongly influenced by the transports of heat and moisture in
this season (Yoshimori et al., 2017). Data were provided at a horizontal grid resolution of
0.75◦×0.75◦ on 60 vertical levels by ECMWF (ECMWF, 2017). ERA-Interim was chosen
as it represents the temperature in the Arctic well (Chaudhuri et al., 2014; Simmons and
Paul, 2015). Daily means were calculated from 6-hourly output. The vertically integrated











Here, g is the gravitational acceleration (taken as 9.81 m/s2), v is the horizontal wind
vector, cp is the specific heat capacity at constant pressure, T is the temperature, z is
the geopontential height, L is the latent heat of vaporization of water, q is the specific
humidity, η is the model level, and p is the pressure. The integration limits from the
surface (ηsfc) to the 200 hPa level (η200 hPa) were chosen to obtain the heat transport
throughout the entire troposphere. Further analysis was performed only on data north
of 50◦ N. The MSE transport (in comparison to e.g., dry static energy) was chosen as it
was shown that the latent heat component is most important for warming the surface in
the Arctic (Park et al., 2015b; Park et al., 2015a; Woods and Caballero, 2016; Lee et al.,
2017). This moisture transport into the Arctic increases the downward infrared radiation
and thus influences surface fluxes.
3.1.2. Analysis method
The SOM was used to analyze the tropospheric horizontal MSE transport calculated from
ERA-Interim. Furthermore, the two-meter air temperature anomalies corresponding to
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the clustering of the tropospheric MSE transport are analyzed. This is done to obtain
the respective transport effect on the temperature depending on the different transport
features. The choice of the correct number of patterns to be extracted is partly subjec-
tive, as the SOM cannot automatically determine an optimal number of patterns. Using
an approach as described in Subsection 2.2.1, an acceptable size of the SOM has been
identified. A SOM with the size of 4 columns× 3 rows was chosen for our analysis of MSE
transport into the Arctic Ocean; it provided the best balance of generalization without
losing too many distinct states. In addition to the clustering of the SOM itself, we chose
to group similar transport patterns that have emerged from the SOM manually.
Grouping the patterns is common in the literature (e.g., Mattingly et al., 2016; Higgins
and Cassano, 2009). This serves to ease the discussion and provides the option to decide
upon, which patterns fit best, which is not only based on the underlying Euclidean dis-
tances of the vectorized fields. The mathematical idea behind manual grouping instead
of using a smaller SOM size is due to the characteristics of Euclidean distance; it is pos-
sible that when using smaller SOM sizes, distinct daily data fields might be gathered in
clusters that do not represent them well from a meteorological point of view. The mete-
orological point of view in our case would be the general direction and rotations of the
two-dimensional vector field of the MSE transport. For other fields these might differ (e.g.,
for clustering temperature fields, the meteorological point of view would be that slightly
shifted maxima might cause big differences in the Euclidean distance). We decided to
group them manually to make sure that patterns that fit from a meteorological point of
view are gathered within a group, and thus share features that are more relatable to each
other. SOM was chosen in favor of other techniques (e.g., K-Means) because the patterns
emerging from a SOM are easier to relate to each other; similar structures of data are kept
next to each other within the emerging arrangements of patterns, as has been compared to
the K-Means in Section 2.5. Especially, when clustering horizontal heat transport, where
to our best knowledge no similar analysis has been performed using SOM, it is helpful
for the interpretation of the data that the patterns are ordered in some way. As shown
in Section 2.5, the K-Means might result into similar patterns. However, the specialty of
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the SOMs neighboring patterns being more similar to each others is very helpful in this
clustering of these MSE transports, because to the author’s best knowledge, this analysis
has never been performed beforehand on the horizontal energy flux data.
3.2. Results
3.2.1. Heat transport SOM
The SOM of the vertically integrated MSE transport is shown in Figure 3.1. Each of
the twelve patterns feature different transport strengths and directions as shown by the
vectors. The main feature of the SOM which arranges similar patterns close to each
other becomes apparent in the vector fields, as neighboring patterns show similar MSE
transports. This is particularly the case for pattern 3.4 and its neighbors 3.3 and 2.4,
where the strongest transport vectors occur over the North Atlantic and there are medium
strong transports north of 80◦ N. Further, the three patterns show all at least a dipole of
horizontal transports, where the centers are north of Siberia, and over the Baffin Island.
For a view on the general transport pathways we decided to further gather the patterns
into three groups chosen according to the horizontal transport from middle latitudes into
the Arctic. Thereby, we grouped patterns that show similar horizontal transport features
to distinguish the respective composites for each of the found three major patterns. The
manual grouping was based on the directions, amplitudes, and rotations of the two-
dimensional vector fields. The grouping of the patterns 2.1, 3.1, and 3.2, for example,
show all single centers of rotation either north of Siberia or over the central Arctic. There
are only weak meridional transports north of 80◦ N. Patterns 1.4, 2.3, 2.4, 3.3, and 3.4 were
grouped together due to the fact that they share medium strong meridional transports
from Eastern Siberia, or the Bering Strait into the central Arctic. Additionally, most of
these patterns show a dipole pattern of centers of circulation, which is slightly shifted
among these patterns. The patterns 1.1, 1.2, 1.3, and 2.2 are grouped as they show
transports into the central Arctic that mainly occur from the Fram Strait or over Svalbard
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Figure 3.1.: 4×3 SOM of vertically integrated (200 hPa -1000 hPa) horizontal moist static
energy transport (MSET) from winter ERA-Interim data (1979-2016). Numbers on the
top left are used to name different patterns, percentages in the top right of each pattern
correspond to the relative frequency of occurrence during the analyzed time period. The
maps are centered at 0◦ E. The vectors show the vertically integrated horizontal MSET.
Red vectors correspond to large magnitudes of MSET, while blue vectors correspond to
small magnitudes of MSET. Differently colored frames indicate patterns that were grouped
together.
into the central Arctic. This manual grouping leads to a more transparent view on the
actual clustering of the data.
The composite transports are shown in Fig. 3.2. They were derived by adding the dis-
tinct patterns of each group in Fig. 3.1 weighted by their relative frequency of occurrence.
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Figure 3.2.: The three different transport pathways: the North Atlantic pathway (a; red
colored frame), the Siberian pathway (b; green colored frame), and the North Pacific pathway
(c; blue colored frame), derived by the composites of the selected patterns of Fig. 3.1 weighted
by their relative frequency of occurrence within the group.
Subsequently, we will call them the North Atlantic pathway, the Siberian pathway, and
the North Pacific pathway.
The red framed patterns in Figures 3.1 and 3.2 show the North Atlantic pathway.
Corresponding patterns for the North Atlantic pathway are patterns 1.1, 1.2, 1.3, 2.2.
These patterns share a heat transport that is going from the North Atlantic either over
Greenland or through the Fram Strait and over Svalbard into the central Arctic.
Patterns with a green frame correspond to transport that originates in central Siberia
or northern Siberia and is directed into the central Arctic by a cyclone motion with its
center over the Kara Sea, Laptev Sea, or the North Pole. These features are summarized
as the Siberian pathway. The Siberian pathway consists of the patterns 2.1, 3.1, and 3.2.
The transport structure of pattern 2.1 is mainly zonal within the central Arctic, and no
strong meridional transport is present. However, its general structure with a center of
cyclonic motion fits best into the Siberian pathway group.
The North Pacific pathway (blue frames) arises from the patterns 1.4, 2.3, 2.4, 3.3,
and 3.4. The main transport occurs from the North Pacific through east Siberia into the
central Arctic. This occurs mostly with one center of counter-clockwise transports at the
Barents Sea or Laptev Sea and the other center over the Northwest Passage. In some
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cases (see patterns 1.4, 2.3, and 2.4) clockwise transports with the center north of the
Bering Strait or within the central Arctic are present.
Due to the grouping the mean within-cluster variance has changed from 2.2 1022 J m s−1
for the twelve SOM clusters to 2.7 1022 J m s−1 for the three pathways. The mean
within-cluster variance was calculated by averaging all within-cluster variances of all clus-
ters/pathways. It is expected that the within-cluster variance is increasing when the same
data is represented by fewer clusters. However, as we want only a representation of the
very basic pathways into the Arctic this change of the within-cluster variance can be ne-
glected, as no meticulous representation of every little features is desired in the following
analysis.
3.2.2. Temperature anomaly composites related to transport
pathways
Figure 3.3 shows the composites of the two-meter temperature anomalies corresponding
to the respective pathways. The SOM analysis provides which days of the analyzed time
series is connected to which pattern. Following that, for each pattern a mean tempera-
ture field is calculated based on the daily temperature that is connected to a pathway.
Temperature anomalies were calculated as deviations of the mean pathway temperature
from the winter mean period from 1979 to 2016. The North Atlantic pathway related
temperature anomalies (Fig. 3.3a) show increased temperature from the North Atlantic
into the central Arctic with a maximum greater than 6K north of Svalbard. For northern
Canada, the Bering Strait and central Siberia a cold anomaly is observed with a minimum
of −3.5K at the Bering Strait and north of Lake Baikal. The negative anomaly in Siberia
results from the increased transport over the North Atlantic, which results in a decrease
of zonal transport of MSE to Siberia, and in an increase of transport of cold air from the
north.
The Siberian pathway (Fig. 3.3b) is connected with higher temperatures over Siberia,
as well as with warm anomalies over Northern America and Greenland with temperature
60 3. Clustering of Atmospheric Energy Transport within ERA-Interim
Figure 3.3.: Composite of two-meter temperature anomalies for the three the pathways:
the North Atlantic pathway (a; red colored frame), the Siberian pathway (b; green colored
frame), and the Northern Pacific pathway (c; blue colored frame). Contour spacings show
temperature anomalies in 0.5 K. Blue colors indicate a cold anomaly and red colors indicate
a warm anomaly compared to the mean of the analyzed time frame.
anomalies greater than 5K at the southern tip of Greenland. Negative temperature
anomalies occur over Northern Europe, through the Fram Strait and Svalbard into the
central Arctic, the Chukchi Sea, and the Bering Strait, with anomalies as low as −4K
north of Svalbard. This temperature pattern occurs because of the limited MSE transport
through the North Atlantic and the more zonally favored transport over Europe and
Siberia.
The North Pacific pathway (Fig. 3.3c) composite shows increased temperature over large
parts of Eurasia connected with zonal transport over the continent. Positive temperature
anomalies are also seen over the Bering Strait, and the Chukchi Sea (up to 4K), together
with northward transport there (Fig. 3.2c). From North America over Greenland and
Svalbard to the Laptev Sea a cooling effect is observed, with the maximum of −3K west
of Svalbard.
Figure 3.4 shows the composites of the vertically averaged (surface to 200 hPa) potential
temperature anomalies corresponding to the respective pathways. As vertically integrated
transports are analyzed, the vertically averaged potential temperature provides a more
relatable quantity compared to the two-meter temperature. Generally, the vertically
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Figure 3.4.: Composite of vertically averaged (surface to 200 hPa) potential temperature
minus mean for the winter mean period from 1979 to 2016.
averaged potential temperature anomalies show very similar structures compared to those
of the two-meter temperatures for all pathways. The general maximum amplitude of the
vertically averaged potential temperature anomalies is smaller by a factor of two. This
shows that the corresponding two-meter temperature anomaly fields for each pathway are
a good indicator of the vertically averaged potential temperature within the troposphere.
However, the specific locations of maxima and minima is slightly shifted for the Siberian
pathway, which does not show a clear negative anomaly north of Svalbard but an elongated
region of negative anomaly of potential temperature.
Figure 3.5 shows the divergence anomalies of the MSE transport divergence for the
three pathways. The main differences occur over Greenland, and Scandinavian Moun-
tains. There are no clear features which provide information on how the MSE transport
divergence might be connected with the surface air temperature over large parts of the
Arctic regions.
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Figure 3.5.: Composite of mean vertically integrated (surface to 200 hPa) MSE transport
divergence minus mean for the winter mean period from 1979 to 2016, for each pathway.
3.2.3. Mean meridional heat transport
In order to more clearly show the transport of MSE into the Arctic through the three
identified patterns, we analyzed the longitudinal distribution of the meridional component
of Equation 3.1. The mean of the meridional transport at 75◦ N is shown in Figure 3.6a.
The main positive meridional transport across 75◦ N occurs at about -60◦ E and about
150◦ E. Strongest negative meridional transport across 75◦ N occurs at about -120◦ E.
However, more important are the anomalies of the respective pathways. To obtain
the anomalies, first for each pathway the mean vertically integrated meridional MSE
transport at 75◦ N was calculated based on the daily data that are connected to the
respective pathways. Then, the anomalies with respect to the mean shown in Figure 3.6a
were calculated. Figures 3.6 b, c, and d show the meridional MSE transport anomalies at
75◦ N at each longitude for the three transport pathways. The amplitude of the respective
meridional transports are a measure of the general energy content (compare equation
3.1). Note that the standard deviation is in the order of 0.2 TW due to the used
daily data of the corresponding group that is highly variable. For the composite of the
North Atlantic pathway (red, Figure 3.6b) we have maximum positive anomalies of the
meridional MSE transport from 50◦ W to 50◦ E, and negative anomalies from 60◦ E to
140◦ W, with a zonally averaged MSE transport of -4.86MW. The North Pacific pathway
(blue, Figure 3.6d) is connected with positive transport anomalies from 80◦ E to 170◦ W,
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Figure 3.6.: (a) Mean vertically integrated (surface to 200 hPa) meridional MSE transport
at 75◦ N in Terawatts (TW), grey shading shows the daily standard deviation. Composite of
meridional MSE transport anomalies at 75◦ N given in TW for each of the three pathways:
(b) North Atlantic pathway, (c) Siberian pathway, (d) North Pacific pathway. Positive values
denote transport anomalies to the north and negative values denote transport anomalies to
the south, grey shading shows the standard error.
with a zonally averaged MSE transport of 7.89MW. This corresponds to the described
pathway: originating from the North Pacific and going over Eastern Russia to the central
Arctic. The Siberian pathway (green, Figure 3.6c) shows positive anomalies from 180◦ W
to 60◦ W and from 30◦ E to 100◦ E, with a zonally averaged MSE transport of -9.19MW.
Further, there was no significant correlation found between the zonally averaged merid-
ional transport across 75◦ N and the averaged surface air temperature north of 75◦ N
when analyzing the pathways. No significant regression has been found for the regression
of the zonally averaged meridional moist static energy transport across 75◦ N with the
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vertically averaged potential temperature (Figure A.4). For the regression of the zonally
averaged meridional moist static energy transport across 75◦ N with the surface Tem-
perature no significant regression was found (compare Figures A.2 and A.3). This might
suggest, that the surface air temperature in the Arctic is not directly defined by the en-
ergy or heat transported into the Arctic but rather by processes that indirectly influence
the temperature.
3.2.4. Trend of transport pathways
Overall, the North Atlantic pathway occurs during about 32%, the North Pacific pathway
during about 42%, and the Siberian pathway during about 25% of the analyzed time
period. For each of the three groups the relative frequency of occurrence was calculated
for each winter and the respective time series are shown in Figure 3.7. A positive trend
Figure 3.7.: Frequency of occurrence for each transport pathway group according to the
coloring (Figure 3.1). The blue line shows the frequency of occurrence for each winter from
1979 to 2015. The black line shows the linear trend line. Greyshading shows the 95 %
confidence intervals for the trends derived via bootstrap re-sampling. p values according to
a 2 sided t-test are shown in the respective panels.
has been found for the North Atlantic pathway (Figure 3.7a), a negative trend for the
North Pacific pathway (Figure 3.7c), and no trend for the Siberian pathway (Figure 3.7b).
Note that the trends for each of the three patterns are not independent from each other.
For each year the total sum of the occurrence frequency among the Atlantic, Siberian,
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and Pacific pathways has to add up to one hundred percent. This means that if one
pattern shows a trend, this trend has to be counteracted by the other pathway’s trends.
We also note that the positive and negative trends shown in Figure 3.7a and Figure 3.7c
are not robust, and there is a small probability that they might indeed be zero or even
have different sign than derived from the linear fit.
However, averaging the net meridional transport for each year and pathway does not
show clear trends in the net meridional MSET across 75◦ N, which might have shown a
direct indication of changes in the net transports for the respective pathways (see Fig-
ureA.1).
3.2.5. Two-meter temperature trends
Comparing the general two-meter temperature trend with the resulting two-meter tem-
perature anomalies due to different transport pathways indicates to which degree heat
transports might play a role for the warming of the Arctic. The general two-meter tem-
perature trends for the winter season during the analyzed time period are shown in Fig-
ure 3.8a. The trends were derived through a Theil-Sen regression, which is robust against
outliers. Generally it can be seen that the trend exceeds 3.5K per decade for the region
east of Svalbard. Largest positive trends are found for regions of the Barents Sea, the
Kara Sea, the Laptev Sea, and the Baffin Bay. Negative temperature trends occur over
Siberia, but only for very small regions.
To qualitatively calculate the influence of changes in transport pathways we calculated
the weighted average of the temperature anomaly of the North Atlantic pathway and the
negative of the temperature anomaly of the North Pacific pathway (Figure 3.8b). This was
done to take into account the influence of an increased occurrence frequency of the North
Pacific pathway and a decrease of occurrence frequency for the North Pacific pathway, and
thus to analyze the possible change in temperature according to a trend in the transport
pathways. All of the temperature anomaly fields were weighted by their relative frequency
of occurrence shown in Figure 3.2. The Siberian pathway was not included as it does not
66 3. Clustering of Atmospheric Energy Transport within ERA-Interim
Figure 3.8.: (a) two-meter temperature trends for the winter mean, calculated for the
winters from 1979/80 to 2015/16. Trends are given in Kelvin per decade. (b) Composite of
two-meter temperature anomalies from the North Atlantic pathway and the negative of the
North Pacific pathway temperature anomalies as provided in Figure 3.3, weighted by their
relative frequency of occurrence (Figure 3.2 top right numbers).
show a trend in the occurrence frequency. This new composite shows similar features
compared to the temperature anomaly of the North Atlantic pathway (Figure 3.3a), which
is owing to the fact that the temperature anomalies connected to the North Atlantic and
North Pacific pathways are typically of opposite sign.
The regions of large temperature anomalies are more confined and weaker than the ones
considering single pathways alone. The largest positive temperature anomaly occurs north
of Svalbard with up to 3.5K. Negative anomalies occur over the Bering Strait (-3.0K)
and north of Lake Baikal (-2.5K).
The winter temperature trend shows a strong positive signal east of Svalbard. This
signal can partly be seen in the temperature anomaly, which also shows a positive signal
in this region. For the regions that correspond to lower temperatures with an increased
occurrence of the North Atlantic pathway and a decreased occurrence of the North Pacific
pathway no uniform temperature trend can be found on Figure 3.8a. This suggests that the
temperature anomalies due to the transport changes are counteracted by other processes.
Note that the changes in MSE transport cannot account for the entire temperature trends.
Other transports and processes affect the temperature as well, even to a higher degree.
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3.3. Discussion
The change of influence and connection of atmospheric circulation with surface temper-
ature is a highly discussed topic, especially in terms of the increased temperature rise in
the Arctic. Here we grouped data according to distinct pathways based on SOM analysis
and looked at related temperatures and the respective trend of the pathways.
It has to be noted that the linkage between the analyzed vertically integrated MSE and
two-meter temperature anomalies is not straight-forward. The strongest influence of the
energy transports on the surface air temperature is delayed by about 5 days (Graversen,
2006), but in this study we did not consider the persistence of each pattern. However,
within this study the focus was to connect the distinct pathways to the concurrent two-
meter temperatures and to get an idea of the conditions in connection with distinct
pathways.
The increase in frequency of transports through the Northern Atlantic, as shown for
the North Atlantic pathway, has also been found by Dahlke and Maturilli (2017). They
analyzed the transports of air masses to the region of Ny-Ålesund using backward trajec-
tories. They were able to find a more frequent source region of air masses in the North
Atlantic, while we could show that the transport through the North Atlantic is getting
more frequent. Dahlke and Maturilli (2017) identified a positive temperature anomaly
over the Svalbard region that is connected with changes in advection of air masses. We
find that the increased frequency of the North Atlantic pathway is connected with temper-
ature anomalies that favor a strongly positive anomaly in the central Arctic and strongly
negative anomalies over Siberia and the Bering Strait. This is following from the transport
of heat to the northern regions instead of transport to Siberia.
The vertically averaged potential temperature composites are connected to the two-
meter temperature anomalies. However, the potential temperature anomalies show a
more general state of the troposphere, but generally show nearly identical features as the
two-meter temperature anomaly composite.
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The two-meter temperature composite from the North Atlantic pathway has also similar
features compared to the cold continents and warm Arctic proposed by Overland et al.
(2011). In our analysis negative temperature anomalies over Canada are not seen. But the
cold anomalies over central Siberia, as well as the warm anomaly sector over the central
Arctic are quite well reproduced for transports through the North Atlantic.
Adams et al. (2000) found transport of heat from the North Atlantic and North Pa-
cific to the Arctic for transient and stationary eddies. Also Messori et al. (2018) found
a systematic transport of moisture through the Atlantic sector into the Arctic for warm
spells. These warm spells are accompanied by advection of cold air across Siberia, which
can be partly seen in the temperature composite of our North Atlantic pathway. The
transports into the Arctic discussed by Messori et al. (2018) are comparable with the
transports shown in our results. The general trend of increased northward transport of
air can also be seen in regional analysis by Mattingly et al. (2016). They focused on
the moisture transport over Greenland. Their analysis shows an increase of moist states
over Greenland, which are partly connected with more northward transports. Rinke et
al. (2017) analyzed extreme cyclone events in the Arctic wintertime from measurements
at Ny-Ålesund and from ERA-Interim reanalysis. They found that the number of ex-
treme cyclone events increases. For days with extreme cyclone events at Ny-Ålesund
their temperature anomaly pattern looks similar as the temperature pattern shown in the
North Atlantic sector for the North Atlantic pathway. This suggests that the origin of
the extreme cyclones analyzed in Rinke et al. (2017) might be connected with increased
transport through the North Atlantic sector to Svalbard.
Woods et al. (2013) analyzed poleward moisture intrusions across 70◦ N for winter
months using ERA-Interim reanalyses. The concentration of these intrusions were found
to be at latitudinal regions of the Labrador Sea, the North Atlantic, and the Barents/Kara
Sea and the Pacific. These regions are partly presented by the pathways shown in this
work: the general intrusions through the Atlantic and Pacific are captured by the North
Atlantic and North Pacific pathway. Intrusions through the Barents/Kara Sea seem to be
captured also by the North Pacific pathway, while the intrusions through the Labrador
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Sea cannot be distinguished easily within the pathways. However, we considered MSE
transport instead of the latent heat transport only. Specifically for December and January
Woods and Caballero (2016) could show a positive trend of the total number of intrusions
and their connection to surface air temperature and sea ice cover. Largest influences in
temperature were observed over the Barents Sea. They showed that the intrusions show
typical directions from the North Atlantic into the Barents Sea. The Barents Sea region
shows positive temperature anomalies for the North Atlantic pathway, which features a
positive trend. These connections are in agreement with the discussed literature.
For the winter months, Cassano et al. (2006b) were able to connect SLP patterns with
lower pressure over the Bering Strait and the North Atlantic and higher pressure over
Siberia with a temperature anomaly that shares very similar features to those of the
North Atlantic pathway found in the work presented here.
The frequency of occurrence of the North Pacific pathway decreases during the last
decades. This is connected with less frequent negative temperature anomalies over the
central Arctic. For the winter Matthes et al. (2015) show that the number of cold spell
events is decreasing over Scandinavia and Northern Canada, while for Siberia also regions
with an increase of cold spells could been found. Warm spells showed strong significant
increase over Scandinavia. Matthes et al. (2015) analyzed the trends for warm and cold
spells over the land masses and islands in the Arctic using daily station data and ERA-
Interim reanalysis. Looking at the trend of regional temperature extremes at Ny-Ålesund,
Wei et al. (2015) could show that cold extremes have a negative trend and warm extremes
have a positive trend. These results agree with the connection of the North Pacific pathway
(North Atlantic pathway) to cold (warm) temperature anomalies and a decrease (increase)
in frequency of occurrence.
We compared the resulting mean temperature anomalies for the general change in
transport – decrease of occurrence frequency of North Pacific pathway and increase of
occurrence frequency of North Atlantic pathway – with the general temperature trend for
the winter season from 1979/80 to 2015/16. We found trends over 3.5K per decade for
the general temperature trend in winter west of Svalbard. Graversen (2006) analyzed the
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influence of the atmospheric northward energy transport on the surface air temperature
for ERA-40 reanalysis for the years 1958 to 2001. He found that the atmospheric north-
ward energy transport addresses about 0.15 K per decade over Svalbard. Compared to
our analyzed time frame this would add up to about 0.6 K anomaly over Svalbard. We
identified a positive temperature anomaly of about 3.0K over Svalbard, which is about
2.4K more than explained by the total atmospheric northward energy transport. Due to
finding of connected temperature fields for distinct transport pathways, we are able to see
all influences of the atmosphere under these specific pathways and not only the specific
influence of the northward energy transport, which was analyzed by Graversen (2006).
It was found that in regions where the change in transport will favor negative tem-
perature anomalies (Siberia and Bering Strait) the temperature trend is not as uniform.
For regions north and east of Svalbard the change in transport is connected with positive
temperature anomalies that also coincide with regions of positive trends in temperature.
Comparing the combined composite of temperature anomalies connected to the changes in
the major transport pathways (Figure 3.8b) to the temperature anomalies of the Siberian
pathway (Figure 3.3b) shows that in general the central Arctic tends to become warmer
while the Bering Strait tends to become cooler in relation to the change in transport. So
in general, the change of transports would lead to more frequent negative temperature
anomalies over the Bering Strait and Siberia. These cannot be seen in the trends shown in
Figure 3.8a. Our results show the expected geographic distribution of surface temperature
anomalies that coincides with theses changes in the transport. These results are also a
good example that the surface trend is influenced by a lot of processes and cannot be
discussed solely by heat transport alone.
3.4. Summary of ERA-Interim Analysis
With the SOM method we were able to find intrinsic MSE transport patterns within
the MSE transport fields and used them as a guide for our analysis. Three distinct
transport pathways were extracted from the SOM analysis: the North Atlantic pathway,
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the Siberian pathway, and the North Pacific pathway. The North Atlantic pathway is
connected with transports through the North Atlantic into the Arctic, the North Pacific
pathway is connected with transports that originate from the North Pacific and enter the
Arctic through east Siberia, and the Siberia pathway is featured by transports through
the Arctic from central Siberia. We analyzed the temperature anomalies that are related
to the different transport pathways. This type of analysis helps to get a more complete
view of the atmosphere during these different transport pathways.
We conclude that during the last decades the transport through the North Atlantic
into the Arctic has increased. These North Atlantic pathways are connected with positive
temperature anomalies over the Arctic, and negative temperature anomalies over the
Bering Strait and central Siberia. This shows that relating temperature anomalies based
on the transport alone is favoring an increased pattern of warm Arctic and cold continents.
Thus it can be stated that the warm Arctic and cold continents pattern is partly controlled
by the increased northward MSE transport through the North Atlantic.
A question that still remains open is the question of causality. To which degree the
change in MSE transports and circulation is changing the temperatures in a warming
Arctic, and to which degree is the temperature change influencing the heat transports
and circulation themselves cannot be decided based on SOM analysis alone.
4. Comparison of Flux Pathways in
CMIP5 Model Analysis
The horizontal fluxes are highly variable and thus it is important to understand if the
patterns found in ERA-Interim are only a signal of the current climate or if they are, in
general, also applicable in a changing future climate. Thus, in Chapter 4, a proxy for the
vertically integrated horizontal moist static energy energy flux from a selection of CMIP5
models is analyzed with the SOM method. This is done for two different time periods: first
a time period that shows horizontal energy fluxes in the historical time frame of the second
half of the 20th century, and second another time period that is a climate projection of the
second half of the 21st century. By comparing the historical time period with the results
of the reanalysis, it can be shown if, in general, new patterns or pathways of transport
into the Arctic are emerging in different models in comparison with the reanalysis. This in
turn shows if the found patterns and pathways are consistent atmospheric features or only
artifacts of specific model configurations. Further, by comparing the patterns emerging
from the climate projection with the historical patterns, it can be shown if there is a
substantial change between the horizontal fluxes in case of a warming climate. Overall,
it is also analyzed how the occurrence frequencies of these patterns are changing. This
gives an idea if specific states of the horizontal energy flux are going to be more frequent
or will be more favored.
This perspective through reanalysis, climate analysis, and projections results in a pic-
ture that shows the basic states of the horizontal energy flux, how they are connected
with surface parameters in the last decades, how they have changed in the last thirty to
fifty years, and how they might change in the second half of this century. Thus, this set
of analyses provides information on how comparable the models are with the reanalysis
and how the general horizontal energy flux might change in a future climate.
4.1. Methods and Data 73
Thereby, the SOM is the tool of choice for extracting these highly complex patterns,
as it is a suitable tool for extracting intrinsic patterns, while retaining the non-linear and
continuous nature of the atmosphere.
The Sections 4.1 to 4.3 of this chapter are essentially taken from Mewes and Jacobi
(2020). Section 4.1.2 has been partly rewritten and extended. Figures shown and refer-
enced in this chapter are also taken directly from Mewes and Jacobi (2020). Here we
use the SOM mainly for the extraction of horizontal heat flux patterns, and the analysis
of the occurrence frequency trends. A key feature here is that we tried to project the
CMIP5 (Taylor et al., 2012) representative concentration pathway 8.5 (RCP8.5) (Riahi
et al., 2011) projection data onto a SOM that was derived from CMIP5 historical data to
see if there has been changes in the respective flux pathways.
4.1. Methods and Data
4.1.1. CMIP5 model data
Eight different models that participated in CMIP5 are used within this study. They are
listed in Table 4.1, together with their respective horizontal resolution, also expressed in
kilometers at the equator.
For our study, we define two experimental baselines: i) historical, which is based on
the CMIP5 historical runs and ii) RCP8.5, which is based on the CMIP5 RCP8.5 runs.
We analyze the boreal winters (December through February) from 1950 to 1999 for our
historical studies, while the winters 2050–2099 are used for our RCP8.5 study.
All these models are considered high-top models, which means a model top level above
1 hPa. We opted for these models as the high-top ones are better at representing the
stratosphere-troposphere processes, such as sudden stratospheric warmings (Charlton-
Perez et al., 2013). As we are looking at daily data, this improved interaction between
the lower and the middle atmosphere will improve the represented variability by the
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Table 4.1.: List of used CMIP5 models, their respective resolution (3rd column), and
resolution in km at the equator (4th and 5th column).
CMIP5 Model ID Institution Horizontal res. (◦) Latitude res. (km) Longitude res. (km)
MRI-CGCM3 MRI, Japan Yukimoto et al. (2012) 1.1×1.1 120 120
GFDL-CM3 NOAA GDFL, USA Collins et al. (2006) 2.5×2.0 275 220
CMCC-CESM CMCC, Italy Vichi et al. (2011) 3.7×3.7 410 410
CMCC-CMS CMCC, Italy Davini et al. (2014) 1.9×1.9 210 210
MIROC-ESM JAMSTEC, Japan Watanabe et al. (2011) 2.8×2.8 310 310
HadGEM2-CC MOHC, UK Collins et al. (2011) 1.9×1.2 210 130
MPI-ESM-LR MPI-M, Germany Stevens et al. (2013) 1.9×1.9 210 210
MPI-ESM-MR MPI-M, Germany Stevens et al. (2013) 1.9×1.9 210 210
models. This important impact of the stratosphere on the troposphere has been shown
in multiple studies (e.g., Romanowsky et al., 2019; Samtleben et al., 2019).
The horizontal temperature flux F = v T was analyzed at 500 hPa, where v and T are
the horizontal wind vector and the temperature at 500 hPa, respectively. The horizontal
temperature flux is taken here as a proxy for tropospheric energy fluxes into the Arctic,
and had been found to be comparable to the vertically integrated (surface to 200 hPa)
MSE flux that has been analyzed in Chapter 3 (Mewes and Jacobi, 2019a).
F was calculated based on daily winter data for each model, and for historical and
RCP8.5 separately. Further, the vector field F is limited to data north of 50◦ N to minimize
calculation time, and to keep the training of the SOM focused on the Northern Hemisphere
high latitudes.
4.1.2. Analysis using the SOM method
The choice of the number of clusters is a crucial step in our analysis. In Chapter 3 we used
a SOM size of four columns and three rows, which presents enough variability without
losing too many specific features. We chose the four-by-three SOM size according to the
experiments described in an internal report by (Mewes and Jacobi, 2018), which follows
the analysis of Subsection 2.2.1. As described in Chapter 3, the twelve clusters of each
SOM was manually combined in specific flux pathways only. The common criteria are
the general amplitudes, direction, and rotation of the vector field of F. This will help
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to group common temperature flux features even further so that we end up with few
flux pathways. The manual grouping of the patterns is a method that is common in the
literature (e.g., Mattingly et al., 2016; Higgins and Cassano, 2009), and is applied to
facilitate the interpretation and discussion. This manual grouping is necessary due to the
underlying Euclidean distance of the vectorized fields, with which the SOM decides the
classification of one day of data to a distinct pattern. The Euclidean distance method
might categorize data into a certain transport pathway, while from a meteorological point
of view (amplitudes, direction, and rotation of the vector field), it would not fit into that
pathway. Without this manual step, patterns may be assigned to a group with which they
would not share any features. With the chosen approach of manual grouping, we can be
more certain that patterns that actually share common features (such as amplitudes,
direction, and rotation of F) are within the group to which they belong with respect to
these mentioned criteria. Eventually, the Atlantic, and the Pacific pathways, as introduced
in Chapter 3, are calculated for each model by weighting the grouped patterns with their
relative occurrence frequencies. The Siberian pathway introduced in Chapter 3 had to be
renamed to continental pathway, as with more models more transports emerge that not
only originate from Siberia but also from North America. Our analysis shows that these
patterns are the dominant patterns in all models.
The emerging patterns of each model’s SOM are calculated and manually and separately
grouped for the historical and RCP8.5 runs. This results in a set of sixteen-times-three
pathways based on eight-times-two SOMs, with four columns and three rows each.
Multi model means were calculated by first re-gridding the model data onto the lowest
resolution among the models (1.1×1.1 ◦), and then averaging the data of all models.
To investigate how pathways might differ between historical and RCP8.5 runs, we also
mapped the RCP8.5 data on the historical pathways. The general structure and the
changes in relative occurrence frequency of the pathways are compared as will be shown
below.
For further validating the different mappings of the RCP8.5 data based on the historical
and the RCP8.5 SOMs we use the V-measure (Rosenberg and Hirschberg, 2007). Mapping
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means here, that for each daily data field of the RCP8.5 data we are looking for the
SOM pattern, that has the smallest Euclidean distance to the data on this day. After
the mapping onto the respective SOM, each SOM pattern consists of a set of pattern
members. Eventually, each daily data field is part of a pattern within a SOM and thus
becomes a member of this pattern. The V-measure (Rosenberg and Hirschberg, 2007)
describes the qualitative agreement of the two independent mappings of the RCP8.5 data
on the historical SOM and the RCP8.5 SOM. It ranges from 0 to 1. If the V-measure is
equal to 1, the mappings are identical. The V-measure does not compare the resulting
patterns themselves, it rather compares the mapping, i.e., the correspondence of one
daily data to a pattern. The V-measure is derived from the homogeneity score hV and
the completeness score cV (Rosenberg and Hirschberg, 2007)
Vβ =
(1 + β)hV cV
(β hV ) + cV
.
β is a weighting factor, for β greater than 1 the completeness is weighted more strongly, if
β is smaller than 1 the homogeneity is weighted more in the calculation. In our analysis
β was equal to 1. These scores show a defined view on how the two mappings differ in
the two defined values homogeneity and completeness. A homogeneity of 1 is reached, if
one pattern of a mapping only contains members from one single pattern of a reference
mapping. A completeness of 1 is achieved, if all members of one single pattern of a
reference mapping are assigned to one pattern of another mapping.
4.2. Results
4.2.1. Historical patterns
Each of the patterns were manually grouped into three main pathways named: the At-
lantic pathway, the continental pathway and the Pacific pathway. Figures 4.2 to 4.4 show
the three pathways based on the historical data for each analyzed CMIP5 model. Each
model could reproduce patterns that could be combined to the three pathways. The in-
dividual patterns emerging from each SOM can be seen in the appendix (Figures B.1–
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B.8). As described in Chapter 3 patterns that are connected to the Atlantic pathway
mainly feature fluxes originating from the North Atlantic reaching into the Arctic. Pat-
terns where transports originate from the North Pacific into the Arctic are grouped into
the Pacific pathway. In contrast to the Siberian pathway discussed in Chapter 3, the
third major pathway is the continental pathway for the analysis of the CMIP5 models.
While the Siberian pathway was described by patterns that mainly show fluxes into the
Arctic through central Siberia, patterns that are connected to the continental pathway
show a more zonal flow and show fluxes into the Arctic via North America or central
Siberia. Some patterns that emerged from the SOM cannot be easily sorted into either
the Atlantic, the continental, or the Pacific pathway. These patterns that do not fit these
three pathway definition will be omitted in the discussion as they resemble superpositions
of the other pathways. Subsequently, they will be named as miscellaneous pathways.
Generally, each model’s SOM contains at least one of these miscellaneous pathways. The
introduction of the miscellaneous pathways was necessary, as the superpositions shown
by the models were not uniform across the models. This made it not trivial to group
the superpositions into one of the three major pathway without misrepresenting the key
features that the Atlantic, continental and Pacific pathway are describing.
As an example on how this manual grouping was performed, we will look at the pattern
1.1 of Figure 4.1. This description briefly describes our approach on how these patterns
are grouped into the categories. The pattern 1.1 of Figure 4.1 was not put into the Pacific
pathway category as the general flux from the North Pacific is relatively low compared to
patterns that are considered Pacific pathways (compare patterns 2.1 and 3.1 of Figure 4.1).
However, the strongest flux into higher latitudes occurs over Greenland, but its general
direction is not reaching the central Arctic region by turning southward again at the east
coast of Greenland. Neither does pattern 1.1 of Figure 4.1 show specifically strong or
consistent zonal fluxes, which would put it into the continental pathway category. Thus
pattern 1.1 of Figure 4.1 is considered a miscellaneous pattern.
The structures of the respective pathways show differences between the models. In
contrast to Chapter 3 we will here describe the range of transports that are characterizing
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Figure 4.1.: SOM with 4 columns and 3 rows of the 500 hPa horizontal temperature flux,
derived from winter data of the historical run from 1860-1915 of the CMC-CESM model.
Numbers in the top left corner denote the name of the pattern, numbers shown next to
the experiment names denote the relative occurrence frequencies for each pattern. Col-
ored frames denote grouping to the pathways: red means Atlantic pathway, green means
continental pathway, blue means Pacific pathway and grey means miscellaneous pathway.
the respective pathways across the models. The Atlantic pathway, usually shows fluxes
mainly over Svalbard into the Barents Sea and Kara Sea region (e.g., Fig. 4.2: MRI-
CGCM3), or fluxes mainly over Greenland and the Fram Strait into the Laptev Sea (e.g.,
Fig. 4.2: MPI-ESM-MR). In general, the Atlantic pathway representation for all models
is connected with fluxes from the North Atlantic into the central Arctic region, and has
been shown to be connected with a warm Arctic and cold continent pattern (Chapter 3,
Overland et al., 2011; Mewes and Jacobi, 2019b). The so called continental pathway is
mostly connected with weak meridional transports (e.g., Fig 4.3: CMCC-CMS, GFDL-
CM3), with some exceptions when meridional transports mainly originate from the North
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of the Eurasian continent or from North America (e.g., Fig 4.3: MRI-CGCM3, MIROC-
ESM). It is connected with negative temperature anomalies over the central Arctic and
positive temperature anomalies over North America and Siberia. The Pacific pathway
originates from the North Pacific ocean and enters the Arctic through the Bering Strait
and East Siberia (e.g., Fig 4.4: GFDL-CM3, CMCC-CMS). In some cases the transport
through the Bering Strait is negligible compared to the transport over East Siberia (e.g.,
Fig 4.4: HadGEM2-CC, MPI-ESM-LR).
These differences have been shown to be connected with very distinct meteorological
conditions (Chapter 3, Mewes and Jacobi, 2019b; Nygård et al., 2019), like surface tem-
perature, cloud properties and downward longwave radiation. Thus, these pathways are
a viable tool to distinguish and analyze meteorological states.
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Figure 4.2.: The Atlantic pathway for each of the analyzed models from Table 4.1, derived
based on the CMIP5 historical data for the winters from 1950–1999. Colors and arrows
show the amplitude and direction of the horizontal temperature flux at 500 hPa. The multi
model mean of all pathways is shown in the bottom right corner.
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Figure 4.3.: Same as Fig. 4.2 but for the continental pathways.
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Figure 4.4.: Same as Fig. 4.2 but for the Pacific pathways.
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4.2.2. RCP8.5 patterns
In addition to the patterns and pathways derived from the historical time frame, we also
calculated the SOMs from the RCP8.5 data (Figures 4.5 to 4.7). The individual patterns
emerging from each SOM can be seen in the appendix (Figures B.9–B.16). We decided
to not show difference plots of the vectors as they do not improve the presentation.
Comparing these to the historical patterns, there are no structural differences, especially
concerning the general directions of the temperature flux. The largest differences in the
general direction or structure of the fluxes are visible in the HadGEM2-CC results for the
Pacific pathway (compare Figures 4.7 and 4.4). There, a weak transport over east Siberia
turns into a cyclonic structure centered over the East Siberian Sea.
The main differences of the RCP8.5 time frame results compared to the historical time
frame occur in the general amplitudes of the transports. The RCP8.5 pathways produce
smaller meridional fluxes into the Arctic compared to the historical pathway, which is
especially the case for the Atlantic pathway (compare Figs. 4.5 and 4.2). This indicates,
that the overall meridional flux amplitudes might decrease in the RCP8.5 scenario. Again,
the Pacific pathway represented in HadGEM2-CC is an exception to that, and shows
stronger amplitudes (Fig. 4.7). However, when focusing at the mid latitudes (50◦ N to
60◦ N), there is an increase in amplitude for the continental pathway (compare Figs. 4.6
and 4.3). This indicates stronger zonal circulation at mid latitudes in cases where the
continental pathway dominates.
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Figure 4.5.: The Atlantic pathway for each of the analyzed models from Table 4.1, derived
based on the CMIP5 RCP8.5 data for the winters from 2050–2099. Colors and arrows show
the amplitude and direction of the horizontal temperature flux at 500 hPa. The multi model
mean of the Atlantic pathway is shown in the bottom right corner.
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Figure 4.6.: Same as Fig. 4.5 but for the continental pathways.
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Figure 4.7.: Same as Fig. 4.5 but for the pacific pathways.
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4.2.3. Mean pathway occurrence frequencies
The average occurrence frequencies for the pathways as derived by each of the models for
the historical experiment are shown in the first block of Table 4.2 together with the mean
of all models in the last column. The mean values of the occurrence frequencies show
that in the historical experiment the continental pathway is most common with about
37%. The miscellaneous pathways (superpositions) occur least often with about 18%.
Atlantic and Pacific pathways show similar occurrence frequencies, which amount to 22 %
and 24%, respectively.
Comparing the specific models with the mean value shows larger differences. For the At-
lantic pathway the MIROC-ESM shows only 9 % occurrence frequency but much stronger
influence of the continental (42%) and the miscellaneous pathways (25%). Like MIROC-
ESM, the CMCC-CMS produces mostly fluxes connected with the continental pathway.
In CMCC-CESM and HAdGEM2-CC the most frequent pathways are the miscellaneous
ones, so superpositions of the three defined pathways are most frequent (32% and 34%
respectively). GFDL-CM3 is the only model, which predicts most frequent transports
through the Atlantic pathway.
Further, the middle block of Table 4.2 shows the differences between the RCP8.5 oc-
currence frequencies based on the historical SOMs minus the historical SOM occurrence
frequencies. This is used to derive the change of temperature flux, based on the as-
sumption that these transport patterns are not changing. It explains how the occurrence
frequencies have changed under the assumption that the fundamental transport patterns
(with respect to amplitudes, directions, and rotation) are exactly the same between the
two time periods. These differences in occurrence frequencies are small (ranging from
0.82 to -1.62%) in the multi model mean between the historical frequencies and RCP8.5
frequencies based on the historical SOM. In comparison to trends shown in Chapter 3 the
trends here (based on the difference between the mean occurrence frequencies for each
experiment and pattern) are quite small and also do not represent similar behavior as
shown in the previous chapter. However, as already shown in Subsection 4.2.2, the ampli-





































































































































































































































































































































































































































































































































































































tudes of the horizontal temperature fluxes differ between historical and RCP8.5, and thus
the representation of RCP8.5 data based on the historical SOM is not perfect. Using the
proper patterns representing the RCP8.5 data can reduce this misrepresentation.
In the following paragraphs we show the results based on the RCP8.5 SOMs and their
derived pathways. This is helpful and necessary to take into account that the general hor-
izontal fluxes within the RCP8.5 projections may have changed compared to the historical
experiment. These differences are shown in the last block of Table 4.2. By comparing the
historical pathway occurrence frequencies with the RCP8.5 pathway occurrence frequen-
cies the changes become stronger. The mean values of the occurrence frequencies show
that the continental pathway is still the most frequent but its frequency is reduced by
about 7%. The Atlantic pathway occurs more often by about 5%, and the Pacific path-
way by about 3%. The miscellaneous pathways’ occurrence frequency for the RCP8.5
time frame is very similar compared to the historical time frame (only 0.22% less). These
results are not exactly in line with the results shown in Chapter 3, especially the differ-
ences in the mean occurrence frequencies are imminent. For example, the mean conti-
nental pathway occurrence frequency is much stronger compared to the frequency shown
in Chapter 3. However, the changes from historical to RCP8.5 occurrence frequencies is
reducing the dominant occurrence frequency of the continental pathway, and increasing
in total the occurrence frequency of the Atlantic pathway and thus show closer features
compared to the occurrence frequencies in Chapter 3.
Comparing the different models, there is a large discrepancy compared to the mean
occurrence frequencies. Largest differences occur for CMCC-CESM, which reduces the
miscellaneous pathways by about 26 %, and increases the occurrence frequency of the
Pacific pathway by about 17 %. Also HadGEM2-CC shows a decrease of the occurrence
frequencies for the miscellaneous pathways (-11%) and the continental pathway (-8%),
and also an increase of the Pacific pathway by about 18%. However, there are also models
that do not show a decrease in the continental and miscellaneous pathway occurrence. For
example, CMCC-CMS shows a decrease in the Pacific pathway (-15%) and an increase
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Table 4.3.: V-measure (Rosenberg and Hirschberg, 2007) derived from two different map-
pings of RCP8.5 data mapped on RCP8.5 SOMs and on historical SOMs. V-measure equal
to 1 would mean that both approaches group the RCP8.5 identically.
Model V-measure homogeneity completeness
MRI-CGCM3 0.43 0.43 0.42
GFDL-CM3 0.40 0.41 0.40
CMCC-CESM 0.40 0.40 0.40
CMCC-CMS 0.39 0.39 0.39
MIROC-ESM 0.37 0.37 0.36
HadGEM2-CC 0.38 0.38 0.38
MPI-ESM-LR 0.48 0.48 0.48
MPI-ESM-MR 0.42 0.42 0.41
in the continental (8%) and miscellaneous (8%) pathways. The GFDL-CM3 shows the
strongest increase in the continental pathway with 13%.
Table 4.3 shows the V-measure to compare the difference between the RCP8.5 data
mapped onto historical SOMs, and onto RCP8.5 SOMs. This comparison shows if the time
series of the RCP8.5 data is comparable between the approaches of neglecting circulation
changes or not by comparing the two different mappings/projections of/on the RCP8.5
and historical SOMs. A V-measure of 1 would mean that every day of the RCP8.5
time frame would have been mapped onto the same pattern in both cases. All models
show similar V-measure values between 0.37 and 0.48. The completeness score and the
homogeneity scores are within this ranges too, and do not provide clear differences in
the classification. These values suggest, that the general change in clustering is similar
across all models. Consequently, all models reveal changes of the circulation in similar
strength between the historical and RCP8.5 clustering. Even though the change across all
models is not uniform this suggest that the differences in historical and RCP8.5 boundary
conditions results into similarly strong changes in the transports shown here.
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4.2.4. Pathway occurrence frequency trends during the historical
and future time intervals
Figures 4.8 to 4.10 show the trends in occurrence frequency for the historical time frame.
The trends are shown for each model and the three major pathways. Additionally, we
calculated a multi-model mean trend, by averaging the occurrence frequencies for each
year over all models. Note again, that the trends are not independent of each other as
described in Section 3.2.4.
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Figure 4.8.: Atlantic pathway relative occurrence frequencies for each model and a multi-
model mean derived for each winter (blue line) of the historical time frame (1950 to 1999).
Linear trend is shown as black line, greyshading shows the 95 % confidence intervals for the
trends derived by bootstrap resampling. p values are shown according to a two-sided t-test.
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Figure 4.9.: Same as Fig. 4.8 but for the continental pathway.
Models like GFDL-CM3 and CMCC-CMS do show positive trends for the Atlantic
pathway (Fig. 4.8) but do not agree on the other pathways trends in the historical time
frame. Other models produce negative trends for the Atlantic pathway (Fig. 4.8: CMCC-
CESM, HadGEM2-CC). The largest positive trend for the Atlantic pathway is estimated
by the MRI-CGCM3 with about 2.9% per decade, while MPI-ESM-MR and HadGEM2-
CC show a maximum negative trend of about −1% per decade. The trends of the conti-
nental pathway differ also between the models (Fig. 4.9). MIROC-ESM shows the largest
positive trend with about 1.5%per decade, while the most negative trend for the conti-
nental pathway is shown by the CMCC-CESM with about −1.4% per decade. The Pacific
pathway has either no (Fig. 4.10: CMCC-CMS, MPI-ESM-MR) or a negative (Fig. 4.10:
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Figure 4.10.: Same as Fig. 4.8 but for the Pacific pathway.
MIROC-ESM, MRI-CGMC3) trend. The largest negative trend is shown by the MRI-
CGCM3 with about −2.4%per decade. The trends shown for the multi-model mean are
very small compared to the single models. The Atlantic pathway mean trend is about
0.4%per decade, the continental pathway mean trend is about 0.3%per decade, and the
Pacific pathway mean trend −0.8% per decade.
The trends have also been calculated for the RCP8.5 time frame based on the RCP8.5
SOMs (Figs. 4.11 to 4.13). Largest positive trends of the Atlantic are shown by CMCC-
CMS with about 2.2% per decade and largest negative trends for this pathway are cal-
culated by the MPI-ESM-MR with about −0.8% per decade (Fig. 4.11). The continental
pathway trends differ strongly between the models. The largest positive trend with about
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1.8% per decade is shown by MIROC-ESM, while the largest negative trend −2% per
decade is calculated by CMCC-CMS (Fig. 4.12). MRI-CGCM3 shows the strongest posi-
tive trend for the Pacific pathway with about 0.1% per decade, while the largest negative
trend is shown by MIROC-ESM with −1.9% per decade (Fig. 4.13). The multi-
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Figure 4.11.: Atlantic pathway relative occurrence frequencies for each model and a multi-
model mean derived for each winter (blue line) of the RCP8.5 time frame (2050 to 2099).
Linear trend is shown as black line, greyshading shows the 95 % confidence intervals for the
trends derived by bootstrap resampling. p values are shown according to a two-sided t-test.
model mean trends are smaller compared to the individual models. The mean trend of
the Atlantic pathway is about 0.3% per decade, the continental pathways mean trend is
about −0.1% per decade, and the Pacific pathway trend is about −0.7% per decade.
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Figure 4.12.: Same as Fig. 4.11 but for the continental pathway.
96 4. Comparison of Flux Pathways in CMIP5 Model Analysis

















) slope: 0.08 % decade 1
p:         0.942
MRI-CGCM3

















) slope: -0.69 % decade 1
p:         0.514
GFDL-CM3

















) slope: -0.24 % decade 1
p:         0.828
CMCC-CESM

















) slope: -0.36 % decade 1
p:         0.749
CMCC-CMS

















) slope: -1.88 % decade 1
p:         0.145
MIROC-ESM

















) slope: -0.57 % decade 1
p:         0.224
HadGEM2-CC

















) slope: -0.97 % decade 1
p:         0.299
MPI-ESM-LR

















) slope: -0.56 % decade 1
p:         0.584
MPI-ESM-MR

















) slope: -0.65 % decade 1
p:         0.091
Mean
RCP85 - Pacific Pathway
Figure 4.13.: Same as Fig. 4.11 but for the Pacific pathway.
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4.3. Discussion of CMIP5 Analysis
The general structure of temperature flux pathways at 500 hPa are comparable to the
general structure found in ERA Interim reanalysis from Chapter 3. There the horizontal
vertically integrated moist static energy flux from ERA Interim reanalysis for the winters
1979 to 2016 have been used. The similarity between the results in Chapter 3 and the maps
of this Chapter suggests that the temperature flux at 500 hPa might be a good proxy to
qualitatively characterize different flux/transport pathways while using the SOM method.
This leads to the conclusion that the general shape of the horizontal heat flux is not much
different between these models and the reanalysis. This further suggests that the general
underlying dynamics shown by reanalyses are captured in the models. In addition to
the three pathways found in Chapter 3, here we found superpositions of these pathways
that are present in each model. The Siberian pathway defined in Chapter 3 had to be
renamed to continental pathway, because more patterns emerged that additionally to a
favorable zonal flow show fluxes not only from Siberia into the Arctic but also from the
North Atlantic into the Arctic. The general relative occurrence frequencies differ when
comparing the historical time frame with the analysis in Chapter 3. Further, the strict
grouping in only three major pathways of Chapter 3 has been done, as for one the ERA-
Interim data it was not apparent that multiple patterns exist that favor different kinds of
superpositions, which now have been shown in the analysis of CMIP5 data. This is why
we introduced the miscellaneous pattern category.
CMIP5 historical results show that the continental pathway is the most frequent path-
way in the multi-model mean while for the ERA-Interim it has been shown that the
Pacific pathway occurs most often (Figure 3.2). This representation of the strong zonal
flow might be induced by the lack of a well resolved stratosphere, even in high-top models.
The stratosphere plays a key role in the dynamics in the Arctic and Northern Hemisphere
(Romanowsky et al., 2019; Samtleben et al., 2019), and its insufficient representation –
even in high-top models– might produce errors in the projection of the dynamics. Further,
Kim and Kim (2019) showed in ERA-Interim winter data from 1979–2017 that also the
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vertical flux explains a considerable fraction of the increase of the mean temperature. This
shows, that also the vertical exchange of latent and kinetic energy, as well as the exchange
between the lower and the middle atmosphere, is an important factor to consider when
describing the dynamics of the troposphere. However, the large scale horizontal advection
is the major source of variability in the temperature of the atmospheric column.
Concerning the general transport, it can be assumed that the Atlantic pathway is
mostly connected with marine (moist) air masses entering the Arctic. In contrast, the
continental pathway usually is connected with fluxes of continental (dry) air masses into
the Arctic. The Pacific pathway favors fluxes of marine air masses into the Arctic, but
also is influenced by continental air masses as the flux reaches over east Siberia or even
partly central Siberia into the Arctic. For the Siberian region, studies have shown that
the amount of precipitation increases in the RCP8.5 scenario (Scoccimarro et al., 2013).
The flux features of the Pacific pathway over Siberia might bring moist air into these
region and thus increase precipitation.
By comparing the CMIP5 historical simulations for the years 1976-2005 and the respec-
tive ERA-Interim reanalysis results (1979-2008), Zappa et al. (2013) showed that storm
tracks in CMIP5 simulations tend to be either too zonal or displaced southward com-
pared to ERA-Interim reanalysis. This coincides with our results when comparing the
occurrence frequencies of the respective North Atlantic pathway and continental path-
ways. We found that CMIP5 models favor zonal transports as opposed to ERA Interim
where meridional transports through the North Pacific and North Atlantic are more fre-
quent. However, different models show also different kinds of superpositions shown in
their respective SOMs.
Further, the difference between the reanalysis and the CMIP5 results show that the lat-
ter does not necessarily correctly describe the current development of the Earth’s system.
Vihma et al. (2020) showed that the large scale circulation has a strong impact on the
European winter temperature during periods of amplified Arctic warming. Insufficient de-
scription of the former may result in errors of the representation of the atmospheric state.
Further, CMIP5 results have been shown to insufficiently describe the downward propaga-
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tion of stratospheric anomalies into the troposphere (Furtado et al., 2015). This anomaly
propagation is very important for the Northern Hemisphere winter season circulation,
such as the storm tracks, and the strength of the mid-tropospheric flow (Baldwin and
Dunkerton, 1999). It can be assumed that the Climate Model Intercomparison Project
Phase 6 (CMIP6) (Eyring et al., 2016) model results might fit better to reanalyses for the
historical time frame.
We compared two different approaches concerning the RCP8.5 time frame. First, we
projected the historical SOMs onto the RCP8.5 time frame and thus assumed that the
patterns will not change between the historical and RCP8.5 time frame. Second, we cre-
ated the SOM and thus the pathways directly from RCP8.5 and in this way were able
to find the patterns and pathways that are present within the RCP8.5 simulations. As
described above, the two approaches show differences in the amplitudes and occurrence
frequencies. This might indicate that historical and RCP8.5 results show distinct differ-
ences in the transports. Another possibility is that the historical SOMs were overfitted
to the historical time frame and were not suitable to be used with the RCP8.5. However,
our analysis was not focused on the application of the SOM as a tool for prediction, but
rather for clustering atmospheric states of two different CMIP5 experiments.
The CMIP5 historical mean pathway occurrence frequencies show that the most fre-
quent pathway is the continental pathway, while in Chapter 3 the continental pathway
is the least frequent. The mean occurrence frequency of the continental pathway has
decreased in the RCP8.5 experiment in comparison to the historical ones, but remains
still the most frequent pathway. In context with the general decrease in meridional flux
amplitudes of the RCP8.5 experiment, this decrease in frequency can be expected in the
continental pathway. As the general amplitude decreases, the occurrence of respective
meridional transport events increases. This is necessary as the total amount of energy
transported must be conserved. Thus, more frequent transport events result in lower flux
amplitudes. As already stated the CMIP5 model results of the mean occurrence frequency
do not match the general representation of the ERA-Interim occurrence frequencies. This
suggest, that the CMIP5 models insufficiently reproduce the atmospheric state compared
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to long time ERA-Interim data. However, the general difference between historical mean
occurrence frequencies and RCP8.5 show that in general the projections of the models
show an increase of more meridional fluxes (Atlantic and Pacific pathway) while reduc-
ing the amount of more zonal structures (continental pathway). A physical explanation
would be the reduced meridional temperature gradient between higher and middle lati-
tudes, which results in a weaker jet stream. This reduced strength in the jet stream would
lead to more meandering and thus more meridional fluxes, which explains the increase of
occurrence frequencies of the Atlantic and Pacific pathway.
The phenomenon that models favor zonal flow and less perturbation of the trans-
ports/fluxes has also been shown by Hanna et al. (2015). They showed that the variability
of the North Atlantic Oscillation (NAO) in the CMIP5 RCP8.5 data is not changing with
time but that there is a trend towards more positive NAO. This observed positive NAO
trend by Hanna et al. (2015) does not fit with our results, as a more perturbed flow does
not fit well with the increased NAO index in the RCP8.5 model results.
The discrepancy between reanalysis models and the CMIP5 results was also shown in
Belleflamme et al. (2013). They showed that for the summers from 1961 to 1990 most of
the CMIP5 models could not represent the persistence and frequency of the circulation
types found in reanalyses. This can also be confirmed in our studies. In general, the
circulation structures can be represented by the models in comparison with the reanalyses.
However, the general occurrence frequency of those typical structures differs substantially
between the models and the reanalyses.
García-Serrano et al. (2017) showed by analyzing CMIP5 RCP4.5 results from 1979 to
2013, that sea ice reduction over the eastern Arctic is followed by a negative NAO like
patterns. This agrees with our results with respect to the larger meridional transports in
the RCP8.5 data compared to the historical data, as the sea ice cover is generally lower
in RCP8.5 (e.g., Wang and Overland, 2012, their Figure 1) compared to RCP4.5 and the
historical analyses (e.g., Stroeve et al., 2012a, their Figure 2).
Another model study using the Whole Atmosphere Community Climate Model showed
that by the loss of sea ice during August to November, the polar vortex shows a weakening
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in the following January (Sun et al., 2015). The impact of this weaker vortex generally re-
sembles a negative Northern Annular Mode (NAM) phase during winter, and thus weaker
zonal flow, which is in general agreement with our findings when comparing historical and
RCP8.5 results.
Yu et al. (2019) has used the SOM method for clustering the anomalous daily sea
ice concentration during the melt season from June to August for the period 1979–2016
using sea ice data from the U.S. National Snow and Ice Data Center and ERA-Interim
reanalysis. They found that a positive sea ice anomaly is among others factors connected
with a more zonal anomaly of the 850 hPa wind vector. Negative sea ice anomalies have
been connected with more meridional anomalies of the 850 hPa wind vector. This also
shows that negative sea ice anomalies occur in a more meandering jet stream, which might
be connected with a negative NAO.
The mean occurrence frequency trends for the historical and the RCP8.5 show both an
increase for the Atlantic pathway during their respective time frames. The RCP8.5 results
show a small negative trend for the continental pathway, while the historical mean trend
is negative. The Pacific pathway shows a negative mean trend in both experiments. Note
that in both experiments the multi-model mean Atlantic pathway occurrence frequency
starts at similar values in the historical and RCP8.5 cases. The trend of the historical
Pacific pathway shows a significant trend based on a two-sided t-test, the other trends
are not significant. The similarity in the starting occurrence frequencies might result
from a similar phase of the Atlantic multi-decadal oscillation (Chylek et al., 2016) for the
given historical and RCP8.5 time frames. Another factor that has not been addressed
within this section, are accumulated changes of the horizontal fluxes or the persistence of
respective patterns to interpret their influence on the atmospheric column (e.g. Nygård
et al., 2019).
We may conclude that the general structure of horizontal fluxes is similar between
the reanalysis and the CMIP5 results. Further, we can state that all models show similar
amount of differences between the historical and the RCP8.5 cluster mappings. This leads
to the suggestion, that the models’ circulations show changes in similar strength but not
102 4. Comparison of Flux Pathways in CMIP5 Model Analysis
in a uniform way. These non uniform changes between the models might be caused by
the lack of representation of the stratosphere and thus the misrepresentation of internal
variability even when using the high-top models.
5. Summary and Conclusion of the
Horizontal Energy Flux SOM
Analysis
In this work, the horizontal energy flux has been analyzed using an up-to-date method
called SOM. The SOM method was used for clustering meteorological data, to identify
different patterns and characteristics from the data. Compared to other approaches or
techniques that are based on linear and/or orthogonal decomposition, the SOM does not
have these linear limitations.
First, the SOM was used to analyze reanalysis data of the ECMWF in Chapter 3. Most
of this chapter has been taken from Mewes and Jacobi (2019b). Three horizontal heat
pathways into the Arctic were identified and grouped using the SOM method: the Atlantic
pathway, the Siberian pathway, and the Pacific pathway. These general transports from
mid latitudes into the Arctic are comparable with other results found in the literature
(Overland et al., 1996; Adams et al., 2000; Vinogradova, 2007). Additionally, through the
clustering by the SOM, other measures such as occurrence frequency and corresponding
temperature anomalies have been analyzed as well. The results shown in Chapter 3 also
suggest that, while distinct temperature anomalies might have been getting more frequent
in connection with changes in circulation, other extreme events are still possible. This
feature is also comparable with the results from Blackport et al. (2019), who found that
reduced Arctic SIC has a small influence on severe winters in the mid-latitudes. In relation
to my results this may lead to the assumption that severe winters will not change in
frequency in Northern and Central Europe, as the Siberian pathway of the ERA-Interim
analysis is connected to negative temperature anomalies over Central Europe and shows
no particular trend. The general key of this analysis is that the Atlantic pathway is
connected to horizontal fluxes into the Arctic through the North Atlantic, the Siberian
pathway is connected to fluxes mostly over the eastern Siberian region, and the Pacific
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pathway is connected to fluxes from the North Pacific into the Arctic region. Further,
the Atlantic pathway is connected to positive temperature anomalies over the Central
Arctic, which resembles the warm-Arctic cold-continent pattern (Overland et al., 2011).
The Siberian pathway is associated to negative temperature anomalies over the Central
Arctic Ocean and Northern and Central Europe, while the Pacific pathway shows positive
temperature anomalies over the Bering Strait, but negative anomalies over Greenland and
near Svalbard. It could also be shown that the Atlantic pathway becomes more frequent
(about 4% per decade), while the Pacific pathway is becoming less frequent (about -3.5 %
per decade). Another key feature here is, that it was possible within the range of the
errors to quantify a change in the change in circulation during the last three decades.
In Chapter 4, a selection of CMIP5 models was analyzed. The question there was, if
these models are able to represent similar patterns according to the previous results in
Chapter 3, and how the circulation occurrences and patterns might have changed or de-
veloped within the CMIP5 RCP8.5 and the historical experiments. The key point here
is, that in general all of the chosen models were able to represent three major patterns.
All showed an Atlantic pathway, and a Pacific pathway. The previously called Siberian
pathway had to be renamed to Continental pathway, as with more models, more ways
of transport emerge, that not only originate from Siberia but also from North Amer-
ica. Further, each of the models showed at least one superposition of pathways, which
were called miscellaneous pathways and were omitted for the analysis. Nevertheless, the
three major pathways were still found and no real other distinct patterns could have been
found within the analyzed CMIP5 models. This shows that even for different models and
realities that these models provide, the underlying horizontal fluxes show very similar
features. However, by comparing the RCP8.5 model projections and the historical model
simulations of the CMIP5 experiment data, it has been found that the general amplitudes
of the flux patterns in the RCP8.5 experiment are smaller compared to those from the
historical model simulations. It is suggested that these smaller amplitudes are resulting
from more variability within the cluster, which can be caused by a more meandering jet
stream, and following that more meridional horizontal heat transport and exchange oc-
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cur. Another important feature is that the change of the multi-model mean occurrence
frequency of the Atlantic pathway is increasing, when comparing comparing present-day
(historical) simulations and climate projections with high greenhouse gas (GHG) concen-
trations (RCP8.5). Further, the multi-model mean shows that the Continental pathway
is the most frequent, but is getting less frequent with higher GHG concentrations. This
again suggests that strong zonal horizontal fluxes, which are mostly connected with the
Continental pathway, are getting less frequent and might be caused by more meandering
fluxes, as evidenced by the general increase in occurrence frequency of the Atlantic and
the Pacific pathways in the climate projection.
The SOM approach proved to be a very useful tool to analyze the horizontal heat fluxes,
which are important in the Arctic system. The results showed that the SOM is able to
identify and classify specific intrinsic circulation patterns.
This work provides a description of using the SOM method to analyze time-varying,
two-dimensional vector fields of heat fluxes from the mid-latitudes into the Arctic. The
patterns of the horizontal heat fluxes were manually grouped to identify three major
pathways. These pathways are comparable to general meridional fluxes in the literature,
but additionally provide information on the horizontal flux over the whole Arctic region.
Additionally, it was found that in the last thirty years there is a non-zero chance that
the heat flux and thus, the circulation have changed. These changes are connected with
an increase in frequency of a temperature pattern that favors positive anomalies over
the Arctic Ocean and negative anomalies over the continents. Following that, it can be
suggested that these results may increase the evidence that the specific “warm Arctic/
cold continents” pattern is at least partly driven by changes in occurrence frequencies of
the circulation and the horizontal heat fluxes. Further, the SOM as used here has been
shown to be able to compare different models regarding their general horizontal heat flux
patterns. The method showed that even if the models differ in small areas about the
general pathways, there was no new unique pattern that would describe the circulation in
a new way. The changes between present-day simulations and climate projections (with
increased GHG concentrations) show no new patterns, but a decrease in flux amplitudes
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in conjunction with increased occurrence frequencies of pathways that favors non-zonal
transports. These results in connection with a global warming and the Arctic amplification
indicating a more meandering circulation show that stable strong zonal fluxes are getting
less frequent, in both model projections and reanalysis.
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A. Appendix: ERA-Interim
Self-Organizing Map Analysis
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Figure A.1.: Trend of mean net moist static energy transport across 75◦ N derived for each
pathway. No clear trend can be found for the pathways. For each year the corresponding
days that are attributed to one pathway have been averaged. Note, that for each year and
pathway the number of patterns used for the yearly mean is different. Figure 3.7 shows the
relative amount of data points for each year and pathway that has been used in the yearly
average for a specific pathway.
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Figure A.2.: Time series of the vertically integrated and zonally averaged meridional moist
static energy transport across 75◦ N based on ERA-Interim reanalysis data for the winters
from 1979–2016, grey shadings show standard deviation based on daily data.
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Figure A.3.: Regression between time series of meridional moist static energy flux across
75◦ N (light green line; see Figure A.2) with the two-meter temperature, for the Atlantic
pathway (left, red frame), the Siberian pathway (center, green frame), and the Pacific path-
way (right, blue frame). No significant regression has been found.
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Figure A.4.: Regression between time series of meridional moist static energy flux across
75◦ N (light green line; see Figure A.2) with vertically (surface to 200 hPa) averaged potential
temperature, for the Atlantic pathway (left, red frame), the Siberian pathway (center, green
frame), and the Pacific pathway (right, blue frame). No significant regression has been
found.
B. Appendix: CMIP5 Self-Organizing
Map Results
Figure B.1.: SOM with 4 columns and 3 rows of the 500 hPa horizontal temperature
flux, derived from winter data of the historical run from 1860-1915 of the MRI-CGCM3
model. Numbers in the top left corner denote the name of the pattern, numbers shown
next to the experiment names denote the relative occurrence frequencies for each pattern.
Colored frames denote grouping to the pathways: red means Atlantic pathway, green means
continental pathway, blue means Pacific pathway and grey means miscellaneous pathway.
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Figure B.2.: As Figure B.1 but for GFDL-CM3.
131
Figure B.3.: As Figure B.1 but for CMC-CESM.
132 B. Appendix: CMIP5 Self-Organizing Map Results
Figure B.4.: As Figure B.1 but for CMC-CMS.
133
Figure B.5.: As Figure B.1 but for MIROC-ESM.
134 B. Appendix: CMIP5 Self-Organizing Map Results
Figure B.6.: As Figure B.1 but for HadGEM2-CC.
135
Figure B.7.: As Figure B.1 but for MPI-ESM-LR.
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Figure B.8.: As Figure B.1 but for MPI-ESM-MR.
137
Figure B.9.: SOM with 4 columns and 3 rows of the 500 hPa horizontal temperature flux,
derived from winter data of the RCP8.5 run of the MRI-CGCM3 model. Numbers in the top
left corner denote the name of the pattern, number shown in the top right corner denotes
the relative occurrence frequencies for each pattern. Colored frames denote grouping to
the pathways: red means Atlantic pathway, green means continental pathway, blue means
Pacific pathway and grey means miscellaneous pathway.
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Figure B.10.: As Figure B.9 but for GFDL-CM3.
139
Figure B.11.: As Figure B.9 but for CMCC-CESM.
140 B. Appendix: CMIP5 Self-Organizing Map Results
Figure B.12.: As Figure B.9 but for CMCC-CMS.
141
Figure B.13.: As Figure B.9 but for MIROC-ESM.
142 B. Appendix: CMIP5 Self-Organizing Map Results
Figure B.14.: As Figure B.9 but for HadGEM2-CC.
143
Figure B.15.: As Figure B.9 but for MPI-ESM-LR.
144 B. Appendix: CMIP5 Self-Organizing Map Results
Figure B.16.: As Figure B.9 but for MPI-ESM-MR.
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