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Abstract. High-speed (video-rate) fluorescence lifetime imaging (FLIM) is
reported using two different time-domain approaches based on gated optical
image intensifier technology. The first approach utilizes a rapidly switchable
variable delay generator with sequential image acquisition, while the second
employs a novel segmented gated optical imager to acquire lifetime maps in
a single shot. Lifetimes are fitted using both a non-linear least-squares fit analysis
and the rapid lifetime determination method. Monte Carlo simulations were used
to optimize the acquisition parameters and a comparison between theory and
experiment is presented. The importance of single-shot imaging to minimize the
deleterious impact of sample movements is highlighted. Real-time FLIM movies
of multi-well plate samples and tissue autofluorescence are presented.
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1. Introduction
Fluorescence imaging based on the absorption and subsequent emission of Stokes-shifted
radiation provides a number of measurable parameters (e.g. emission wavelength or spectrum,
quantum efficiency, etc [1]) that can provide useful contrast in many varied fields including
medical imaging (see e.g. [2]) and molecular biology (see e.g. [3]). For some applications,
fluorescence lifetime imaging (FLIM) offers the potential for improved fluorophore specificity
and can also report on the environment of the fluorophore based on changes in the radiative or non-
radiative decay constants (see e.g. [4]). FLIM may be combined with polarization discrimination
to provide information on fluorophore rotational mobility (see e.g. [5, 6]) and it is increasingly
used in Förster resonant energy transfer experiments (see e.g. [7]). For all these applications, the
prospect of FLIM at high speed is attractive because it can reduce motion artifacts and permit
the observation of sample dynamics. Today, however, most FLIM is undertaken in confocal or
multi-photon scanning microscopes, using time-correlated single-photon counting (see e.g. [8]),
temporal photon binning (see e.g. [9]) or frequency-domain heterodyne detection (see e.g. [10]).
The sequential pixel data acquisition makes it difficult to acquire FLIM data at high frame rates
(i.e. faster than 1 frame s−1 (fps)). Wide-field microscopy, with its parallel pixel acquisition, does
offer the potential for high-speed FLIM using time- (see e.g. [11, 12]) or frequency-domain
approaches (see e.g. [13, 14]). Although there have been very few high-frame-rate systems
reported, we discuss here two high-speed time-domain FLIM systems providing wide-field FLIM
images at up to video rate (29 fps).
One goal of our (time-domain) FLIM programme at Imperial College London is to develop
an endoscopic FLIM system for clinical diagnosis, which clearly requires the acquisition and
display of fluorescence lifetime data in real time. We note that a wide-field-frequency-domain
FLIM instrument capable of displaying FLIM images at 25 Hz (and resolving lifetime differences
at up to 55 Hz when pixel-binning down to 164 × 123) has been reported [15], although
this was not applied to tissue autofluorescence. Also, a frequency-domain endoscopic FLIM
instrument has been reported [16] that achieved the video-rate FLIM of biological tissues for a
limited spatial resolution of 32 × 32 pixels. We have recently demonstrated a real-time full-field
(344 × 256 pixels) time-domain FLIM apparatus applied to FLIM endoscopy of biological tissue
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autofluorescence [17]. FLIM acquisition rates of up to 29 fps were achieved, in part by using a
rapidly switchable delay generator and in part by using an analytic rapid lifetime determination
(RLD) algorithm [17]–[19]. One drawback of this and other FLIM systems is that they are based
on the sequential recording of a series of sub-images, at different detector time-gate settings (time
domain) or phase angles (frequency domain), which sample the time-varying FLIM signal. This
approach is therefore vulnerable to motion artifacts unless the sample is stationary during the
whole image acquisition. One way to address this issue is to implement simultaneous recording
of the time-gated images (e.g. in a single-shot acquisition). We note that, in the time domain,
wide-field FLIM of a calcium-sensing fluorophore at up to 100 Hz has been realized using
an optical delay line that simultaneously provided two time-delayed images at a gated optical
intensifier (GOI) [18]. While this approach is elegant, the optomechanical time delay limits the
flexibility to conveniently image a wide range of fluorophore lifetimes [19, 20] as well as placing
significant size constraints on the system. We present here a novel single-shot time-domain
wide-field FLIM system that simultaneously acquires four time-gated images using a segmented
gated optical imager (SGOI). Compared to the approach described in [18], the system has the
advantage that it is completely electronically controllable and so can be rapidly configured for
different fluorophore samples or experiments. We note that, for any high-speed FLIM instrument,
it is important to understand the trade-offs between the image acquisition rate and the achievable
accuracy of the fitted lifetime values and we present here a study of how the parameters for our
FLIM instrument affect the accuracy of the fitted lifetimes.
2. Wide-field time-domain fluorescent imaging
The basis of the instrumentation used in wide-field time-domain FLIM is described in detail
elsewhere (see e.g. [11]). In brief, the temporal resolution is achieved by exciting the sample
with a pulsed laser source and then recording time-gated ‘snap-shots’ or sub-images of the
fluorescence using a GOI coupled to a charge-coupled device (CCD) camera (see figure 1). By
varying the delay between the excitation pulse and opening of the gated intensifier, a number of
images of the exponentially decreasing fluorescence can be recorded. For each pixel in the series
of time-gated images, a lifetime value can be computed using either an iterative fitting algorithm,
such as a weighted non-linear least-squares (WNLLS) algorithm or an analytical method, such
as the RLD algorithm (see e.g. [19]). The former is flexible, since it can be applied to any model
of decay profile, including multiple discrete components or the stretched exponential model (see
e.g. [21]), but it is intrinsically slow due to its iterative nature and a number of time-gated images
needed to get accurate fitted values [22].
The RLD algorithm is attractive for high-speed FLIM since the acquisition time is shorter
(if only two time-gated images are used) and it is non-iterative. Assuming a monoexponential
decay, the lifetimes for each pixel are calculated using
τ = t
ln(D0/D1)
,
where t is the separation between the gates and D0 and D1 are the integrated fluorescent
intensities at two different delay times. We note that even though the intrinsic fluorescence in
tissues tends to show a complex time-dependent emission, a monoexponential decay model is
still useful to contrast different types or states of tissues [23]. For a diagnostic tool, obtaining
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Figure 1. Set-up for wide-field time-gated FLIM.
contrast is probably more important than determining the absolute fluorophore lifetimes. We
discuss here several factors that can affect the accuracy of a lifetime as computed using this
algorithm, including the width of the gates used to record each image and their separation [19].
We also investigate the influence of the relative intensity of both time-gated images for the first
time, to our knowledge, and we point out that this provides a means to further optimize high-speed
FLIM.
3. High-speed FLIM using sequential time gating
We have implemented a high-speed FLIM apparatus based on sequential wide-field time-domain
FLIM technology that makes use of a rapidly switchable delay generator that can change the
electronic temporal delay to the gated imager in only ∼2 ms. Two time gates of 1–2.5 ns duration
are recorded and lifetimes are computed using the RLD algorithm described above. This FLIM
apparatus was able to measure lifetimes as short as 120 ± 10 ps and as long as about 4 ns (limited
by the repetition rate of the 80 MHz source), with a lifetime discrimination better than 100 ps.
This system has been applied to FLIM endoscopy of tissue autofluorescence and to multi-well
plate sample arrays [17]. Figure 2 (movie 1) shows the real-time FLIM images, observed at
6.25 fps, of a multi-well plate loaded with Coumarin 314 and Stilbene 1. The lifetimes of these
fluorophore dyes were determined to be 0.89 and 3.5 ns, with standard deviations of 0.03 and
0.2 ns, respectively. The excitation source for this experiment was a frequency-tripled diode-
pumped mode-locked Nd :YVO4 laser generating 355-nm-wavelength pulses of 12 ps duration
at the repetition rate of 100 MHz.
It is observed in this FLIM movie that the fluorophore lifetimes are calculated correctly only
when the sample is stationary on the timescale of the update rate. Similar to all FLIM systems
that involve sequential image acquisition, this instrument can report spurious lifetimes of moving
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Figure 2 (movie 1). Video-rate FLIM of Coumarin 314 and Stilbene 1 filled
microwells recorded at 6.25 fps. This video shows what the instrument user sees
on the computer screen in real time as the multi-well plate is manually translated.
The lifetime scale is from 1 ns (red) to 7 ns (blue).
samples. A system such as that described works well in many applications, e.g. in those where
an operator has control over the movement of the sample, but may not be suitable for others due
to motion artifacts.
A second example of how motion artifacts can degrade FLIM images is shown in figure 3,
which presents microscope FLIM images of uniform 4.5 µm fluorescent microspheres with
a uniform fluorescence lifetime of 4 ns. A series of 18 time-gated images were acquired and
lifetimes were computed using a WNLLS fitting algorithm. During the acquisition, however,
the microspheres move slightly, resulting in a change in the intensity of some areas of the
microspheres between time-gated images, due both to the fluorescence decay and to changes
in the spatial intensity distribution. The fitted lifetimes of these areas in the microspheres will
appear to be different, as shown in figures 3(a) and (b), where the lifetimes shown differ by
almost 2 ns. In this case, the data from the longest delay time were acquired first, and hence it
can be deduced that the microspheres were moving upwards.
To test this explanation, simulations were carried out on a data set where the microspheres
were stationary, for which the FLIM image is presented in figure 3(c). An upward sample
movement was then simulated by computationally moving the time-gated intensity images
sequentially upwards by one-eighth of a pixel for each frame using the quadratic interpolation
method. These time-shifting data were then fitted in the same way as in figures 3(a) and (b)
and the resulting FLIM map is shown in figure 3(d). It should be observed that the fluorescence
lifetime variation across the microspheres is similar to that of figure 3(a) (i.e. a variation of 3.5 ns
from the top to bottom of a microsphere). The simulated movement corresponded to 0.2 µm at
the sample plane, equivalent to a sample speed of ∼0.01 µm s−1.
The severity of this motion artifact can be reduced by decreasing the total acquisition time,
but for moving samples it will be always present to some extent, depending on the speed of
the sample movement and on the spatial intensity variation. Similar effects can be observed due
to circulation of fluorophores in cells or sample rotation during acquisition. This problem is
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Figure 3. (a) Fluorescence lifetime map of a sample of fluorescent microspheres
where the spheres appear to be moving upwards during the acquisition. (b)
Extracted data and fitted exponential decays for the single pixels indicated
(lifetime for pixel 1, 3.9 ns; lifetime for pixel 2, 5.8 ns). (c) Fluorescence lifetime
map of stationary microspheres. (d) Fluorescence lifetime map calculated from
the same data but with a simulated sample movement.
obviously of particular relevance for live cell FLIM or in vivo FLIM. One way to tackle this is
to acquire all the FLIM data in a single shot.
4. Single-shot wide-field FLIM
We report the use of a novel single-shot wide-field FLIM instrument based on an SGOI (Kentech
Instruments Ltd), which has four quadrants that can be gated independently.
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Figure 4. Schematic representation of the four-channel segmented GOI.
Similar to other image intensifiers, this intensifier consists of a photocathode, a microchannel
plate and a phosphor screen, as shown in figure 4. Unlike a conventional image intensifier
however, the photocathode is split into quadrants by resistive sections introduced into the
photocathode, which provide channels that can be gated at different delay times. These delays
can be independently adjusted electronically (0–20 ns) and the duration of the gate can be varied
from 100 ps to >1 ns, although all the gates are constrained to have the same duration. When
this SGOI is used in conjunction with a four-channel optical intensity splitter (Optical Insights
LLC) that relays four sub-images of the sample onto the quadrants of the segmented optical
intensifier photocathode, single-shot wide-field FLIM can be realized. This optical intensity
splitter allows the sub-images to be adjusted independently. For single-shot FLIM, the light
output from the SGOI phosphor was imaged onto a CCD camera (Hamamatsu Orca ER) using
two relay lenses. Temporal information can then be obtained for each point in the sample field of
view by comparing the intensity at different delays after excitation for each corresponding pixel
in the sub-images.
A number of computational operations are necessary to extract the average fluorescence
lifetime from the captured CCD images. This data acquisition and processing were undertaken
using a proprietary LabVIEW program, which first found the correspondence between pixels
in the sub-images. A background was then subtracted from the sub-images, which were then
divided by a flat-field fluorescence image to take account of vignetting and non-uniformities in
the gain of the SGOI. The resulting sub-images may then be used to calculate the fluorescence
lifetime map.
Recording four gates permits considerable flexibility in choosing a fitting algorithm for the
data, including RLD, using two, three or four of the gated sub-images, as well as linear and
non-linear fitting. It is also theoretically possible to fit to more complex decay functions, e.g. the
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Figure 5 (movie 2). FLIM of a multi-well plate loaded with solutions of
Coumarin 307, Coumarin 314 and DASPI in solvents of different viscosity. The
lifetime scale is from 0 ns (red) to 6 ns (blue).
stretched exponential function [21], although a high signal-to-noise ratio would be required for
accurate fitting of this function with so few data points.
To be able to use all the time-gated sub-images, it is important that each one is recorded
with a sufficient signal-to-noise ratio. To ensure this, one can adjust the ratios of the intensity
of the beam-splitter in the image splitter such that the less intense sub-images recorded at later
delays after excitation receive a larger fraction of the incident light. In [18], the beam-splitter
used was 87/13 to balance the sub-image intensities for a fluorescence lifetime of 2.7 ns. For
our four-channel single-shot FLIM system, we used intensity beam-splitter ratios in the image-
splitter to produce output intensity fractions for the time-gated sub-images of 8, 12, 31 and 49%.
This was designed to balance the intensity levels between the four sub-images for a fluorescence
lifetime equal to twice the gate separation.
A real-time display of the FLIM image requires rapid computation and, for this, we have
used the fastest RLD algorithm using two of the time-gated sub-images. This FLIM system was
applied in two imaging configurations: a macro-imaging multi-well plate reader and a wide-field
fluorescence microscope. The movie of the multi-well plate sample array in figure 5 was recorded
using a set-up similar to that described in [24], except that the excitation source was a frequency-
doubled amplified Ti : Sapphire laser (Spectra Physics, Hurricane model) that provided 100 fs
pulses at 400 nm with a 12 mW average power at the repetition rate of 5 kHz. The sample field
of view was approximately 4 × 5 wells of a standard Nunc 384-well plate (or approximately
20 × 25 mm). The FLIM data were acquired at 20 fps and was fitted using the two-frame RLD,
where the second temporal point for each pixel was automatically chosen to be as close as possible
to 2.5 times the lifetime in that pixel, as discussed in section 5.1 below. This could equally be
done using a priori knowledge rather than in post-processing depending on the application. It
is also possible to use one of the four sub-images as a background image with a suitably large
delay. To understand the potential of this instrument and to optimize our sampling and fitting
strategies, we have undertaken a Monte Carlo simulation programme, the results of which are
discussed in the next section.
This real-time FLIM system was also applied to the autofluorescence from an unstained fixed
tissue sample of human pancreas in an inverted FLIM microscope configuration. The results are
shown in figure 6, which presents a FLIM movie recorded at 10 frames per second of a 10 µm
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Figure 6 (movie 3). Three snapshots taken from an autofluorescence FLIM
movie of a 10 µm section of human pancreas tissue. The lifetime scale is from
1.5 ns (red) to 6 ns (blue).
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Figure 7. Error analysis of the two-frame RLD method for different gate
separations and delays after the excitation calculated for a 1 ns lifetime (from
[19]).
tissue sample. Various structures can be observed, as indicated in the movie, including pancreatic
ducts, islets of Langerhans, an artery, epithelial tissues and the pancreas wall.
5. Optimizing the RLD for FLIM
5.1. Two-gate RLD
We have carried out Monte Carlo simulations and analysed experimental fluorescence lifetime
data sets in order to discover how to get the best results for a fixed amount of fluorescence light
emitted from a sample using the two-gate RLD technique with equal-width gates. Figure 7 shows
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how the mean error in fitted lifetime varies as a function of the delay after excitation and the
temporal separation of the two sub-images. As indicated in [19], figure 7 shows that the lowest
error in lifetime is found for a delay of the second time-gate of ∼2.5 times the fluorescence
lifetime or, equivalently, a delay where the fluorescence intensity has fallen to about 0.1 times
that of the first gate.
It is also clear that the delay of the first time-gate should be as close to the excitation pulse as
possible (although not so close as to sample the pulse itself). This second condition corresponds
to the requirement to collect as much of the fluorescence as possible. The same consideration
also suggests that we should use wide time-gates. For a truly single exponential decay profile,
the gate width will not affect the fitted lifetime. In practice, it is desirable that broad-gate profiles
exhibit steep sides.
While the two-gate RLD approach is effective for samples exhibiting only a narrow range
of fluorescence lifetimes, it becomes problematic for samples exhibiting a range of lifetimes.
Since the SGOI acquires four time-gated sub-images simultaneously, it is possible to choose the
optimal two-time gates on a pixel-by-pixel basis in order to best calculate the lifetime values using
the two-gate RLD. Care should be taken if the fluorescence decay profiles do not correspond to
a single exponential decay, since the resulting calculated lifetimes can depend on the delay time
of the second gate.
5.2. Optimizing the intensity-splitting ratio
Compared to the sequential approach, this single-shot FLIM technique provides an additional
degree of freedom in the choice of ratios of the optical intensity splitter that directs different
fractions of the incident light to the sub-images. We have carried out numerical simulations
to investigate how adjusting the signal-to-noise ratios for the sub-images affects the calculated
lifetimes. Figure 8 shows the effect that gate separation and beam-splitter ratio has on the standard
deviation of the lifetime calculated using the two-gate RLD for a fixed number of photons. Each
surface element in figure 8 represents the range of lifetimes found for a simulated decay of 1.4 ns
(with added Poisson noise), averaged over 1024 calculations. The first gate is fixed to open just
after the excitation pulse and both gates are chosen to be 1 ns in duration. It is clear that the
optimum parameters for minimizing the variance in the calculated lifetime do not correspond
to an equal intensity-splitting ratio, but to an increased amount of signal to the second (more
delayed) gate so that it receives 3–4 times as much light as the first. Thus the variation in fitted
lifetime is lower when the signal-to-noise ratios of the two time-gated sub-images are more
similar. It should be noted that there is no significant change in the mean lifetime observed
(<1% for the range of parameters studied) and that the optimum gate separation remains at
about 2.5 times the lifetime.
By changing the intensity-splitting ratio away from unity, we are increasing the number of
photons being sampled by the later time-gate at the expense of the signal going to the earlier gate.
Overall, this decreases the number of photons detected, although we show that it minimizes the
variance in the lifetime.
5.3. Optimizing the integration time at each time gate
The above conclusions concerning the optimum intensity-splitting ratio for minimizing the
variance in RLD applied to single-shot FLIM can also be applied to sequential FLIM using
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conventional non-segmented GOI technology. This can be done by adjusting the CCD integration
time for each time-gated sub-image. A lower variance in RLD fitted lifetimes will be obtained
if the second (later) time-gated sub-image acquisition is integrated for a longer time than the
first. This idea was tested experimentally using a multi-well plate sample array by varying the
integration time of the second sub-image while keeping the overall acquisition time for the two
sub-images constant. Figure 9 shows the standard deviation for the lifetimes plotted as a function
of the integration ratio. These experimental results clearly agree with the theoretical results in
figure 8.
6. Summary and conclusions
Real-time FLIM at up to 29 fps has been demonstrated using sequential time-gated sub-image
acquisition in combination with rapidly adjustable electronic delay circuitry [17]. An RLD
algorithm has been used to provide fast acquisition, computation and display of the FLIM images.
When applied to moving samples however, the lifetime information can be severely degraded.
We note that this should also be true of frequency-domain FLIM techniques implemented with
sequential phase measurements.
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Single-shot acquisition with a novel prototype segmented optical intensifier has been shown
to minimize these motion artifacts. The SGOI uses a four-channel image splitter to record four
gated images simultaneously at different delay times after excitation, allowing the FLIM image
to be calculated from a single acquisition.
A Monte Carlo simulation has been used to optimize some of the parameters for real-time
FLIM. Two-gate RLD has been reported to exhibit a reduced error in the calculated lifetime if
the intensity of the light going to the two time-gated sub-images is not split evenly; rather, a
majority of the photons should be directed to the later time-gated sub-image. The image splitter
of the SGOI offers a convenient way to adjust the relative amount of incident light directed
to each time-gated sub-image in this way. We have also shown that a similar approach can be
implemented with conventional sequential two-gate RLD FLIM by adjusting the relative CCD
integration times for each time-gated sub-image.
As the single-shot SGOI acquires four time-gated sub-images, the lifetime can be calculated
with a number of different fitting methods including iterative fitting algorithms in post-processing.
It is also possible to apply a different treatment to each pixel in the field of view, e.g. to
(automatically) select the optimum pair of time-gated sub-images for two-gate RLD. We note
that there are RLD methods to fit more complex decay profiles [25].
FLIM movies have been shown of a multi-well plate array of dye fluorophores and of
human pancreas tissue autofluorescence, which were fitted using the RLD and non-linear fitting,
respectively. While the single-shot approach will be invaluable for imaging processes such as
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calcium transients and dynamics in molecular biology, the sequential system has advantages
such as flexibility and lower complexity. Both approaches seem promising for clinical diagnostic
imaging applications.
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