Abstract-Multiview image acquisition systems usually involve many closely-located cameras. In some scenarios, it might be possible to significantly reduce the sample rates of some cameras and still reconstruct the corresponding images with good quality, by taking advantage of the side information from neighboring views. In this paper, we investigate the application of the belief propagation-based compressive sensing (CS-BP) theory to these cameras. However, the original CS-BP algorithm assumes that all unknown variables have the same prior distribution, which is not true in many cases, especially images. We show in this paper how to generalize the decoding of the CS-BP method such that it can fully utilize the side information and handle variables with different distributions. Preliminary numerical results with both 1-D and 2-D data demonstrate that the proposed generalizations can significantly improve the performance of the CS-BP method.
I. INTRODUCTION
Multiview images, i.e., multiple images captured by several cameras around a scene, can be used in various applications ranging from Free Viewpoint Television to surveillance. Since multiple cameras are involved, the acquisition and storage of the multiview data are costly. Therefore, efficient multiview image compression (MIC) is crucial to these systems. One way to improve the compression of multiview images is to use the strong correlation between the neighboring views. View interpolation-based predictive coding is such an example [1] . Moreover, the acquisition cost can be reduced if some of the views are sampled at high resolution, whereas other views are sampled at low quality. In this paper, we investigate the application of the Compressive Sensing (CS) theory in this hybrid multiview image acquisition scenario [2] .
Compressive Sensing allows almost perfect recovery of some sparse signals from far fewer samples than that required by the Nyquist rate. The CS recovery is possible under two conditions: sparsity and incoherence. The former requires the signal to be sparse in some domain, and the latter is a property that the encoding matrix and the sparsity basis must satisfy [3] . The reconstruction procedure is to find the sparsest solution (with the smallest 0 -norm) from the observed measurements. Since 0 -norm optimization is NP-hard, various methods have been proposed to solve the problem in a tractable way [4] .
In [2] , it is shown that the random matrix can be a proper choice for the measurement matrix. However, in many applications, a sparse sample matrix is desired. Therefore, in [5] , a Low Density Parity Check (LDPC)-like sample matrix is proposed for compressive sampling [6] . To decode the LDPC code, the Belief Propagation (BP) algorithm is used, which is a special case of the sum-product algorithm [7] . The method in [5] is therefore called belief propagation based compressive sensing (CS-BP).
The BP method solves inference problems on graphs by passing messages over the edges of the graph. Each message represents a sample of the corresponding probability distribution function (pdf). In each iteration, the value of each unknown variable can be estimated using the maximum a posteriori (MAP) or minimum mean square error (MMSE) criterion.
In the original CS-BP algorithm [5] , a simple two-state mixture Gaussian model was considered as the prior knowledge for all unknown variables, and all messages have the same pdf sampling stepsize. This is not suitable for many practical applications, such as image coding, because the transform coefficients in images have different means and variances. In addition, in the multiview image coding scenario considered in this paper, high-quality side information from the neighboring views is available at the decoder of the CS method. For example, the view interpolation method in [1] can be used to obtain a good estimation of the current view before the CS decoding. If this side information can be used properly in the CS-BP method, its performance can be improved. For example, lower sampling rate can be used to yield the same reconstruction performance. Alternatively, if the same sampling rate is used, the side information-assisted CS decoding could converge much faster or give better reconstruction.
In this paper, we will propose several generalizations to the original CS-BP method such that it can fully utilize the side information and handle variables with different distributions. Section II describes the original CS-BP algorithm. In Section III, the proposed method is presented. In Section IV, some preliminary experimental results are reported and analyzed. The conclusion and discussion are given in Section V.
II. BELIEF PROPAGATION-BASED COMPRESSIVE SENSING
Compressive sensing (CS) provides low storage and encoding complexity and cost by sampling the signal in a reduced dimensional space. By the CS theory, an N -length sparse signal x can be reconstructed from an M -length observation y (M N ), where y = Φx, and Φ M×N is a linear projection (measurement) matrix. If x itself is not sparse, but is sparse in some basis Ψ, i.e., x = Ψθ, where θ is a sparse vector, then a solution to θ can be found if Φ and Ψ satisfy the incoherence condition. However, finding the sparset solution for θ with the 0 -norm optimization is NP-hard. An alternative is to use 1 -norm optimization such that the problem is tractable [4] .
To encode a K-sparse signal, i.e., a signal with K N large coefficients, the 1 -norm optimization method needs measurements in the order of O(Klog(N/K)); however, it has cubic computational complexity in general. As a result, many other fast methods such as the greedy algorithm have been proposed [8] , [9] , [10] .
Structured matrices [11] and sparse matrices have also been used as the measurement matrices, which can also lead to faster encoding and decoding. One example of sparse matrices is the Low Density Parity Check (LDPC) code that has been widely used in digital communications [6] . In [5] a Bayesian Compressive Sensing method based on Belief Propagation (CS-BP) is proposed. In this technique a sparse LDPC-like matrix Φ (whose entries are 0, 1, or 1) is used at the CS encoder (called CS-LDPC), which can be represented by a bipartite factor graph [6] . This graph consists of N variable nodes on one side, and M check nodes on the other side. Each variable node represents one unknown coefficient to be estimated, and each check node represents one measurement sample. The i-th check node and the j-th variable node is connected by an edge if the (i, j)-th entry of the CS-LDPC matrix Φ is non-zero. In [5] , a regular LDPC code is used, i.e., each row and each column of Φ has exactly L and R non-zero entries, respectively. In the corresponding bipartite graph, all check nodes have degree L and all variable nodes have degree R.
BP decoder operates by iteratively passing messages over the edges of the factor graph. Each message is a vector that contains the samples of the pdf associated with a node. In the CS-BP algorithm, the pdfs are uniformly sampled. Denoting the message sent from a variable node v to a check node c by μ v−→c (v), and the reverse message by μ c−→v (v), the belief propagation rules are summarized by the following expressions [5] :
where the sets of neighboring nodes of v and c are denoted by n(v) and n(c), respectively. con(n(c)) is the constraint on the set n(c), and ∼ {v} is the set of neighbors of c excluding v.
One nice property of the CS-BP algorithm is that it can easily incorporate prior information to help the decoding. In the original CS-BP in [5] , a simple two-state mixture Gaussian 2) Initialize messages from variable to check nodes with the signal prior.
• Step 2: Convolution. 1) For each measurement, compute the convolution in (2) considering all neighboring variable nodes. Convolve further with a noise prior in the presence of noise. 2) Apply damping methods such as MDBP [12] .
• Step 3: Multiplication.
1) For each coefficient, compute the multiplication in (1) considering all neighboring check nodes. 2) Apply damping methods as needed.
3) If the iteration counter has yet to reach its maximal value, go to step 2.
• Step 4: Output. 1) For each coefficient, compute MMSE or MAP estimates based on the marginal distribution f (v). model is used as the prior knowledge, based on the sparsity of the signal. Messages μ v−→c (v) are initialized with these signal priors. During the iteration, the marginal distribution f (v) of node v is given by:
Given the marginal pdf, CS-BP can find the minimum mean square error (MMSE) or maximum a posteriori (MAP) estimate of the value of each variable node. The details of the CS-BP decoding algorithm are explained in Fig. 1 . It is worth noting that in this system, only the canonical sparsifying basis (Ψ = I), i.e., self-sparse signal, is considered. Also, only a fix sparsity rate S = K/N (K non-zero elements) is considered for the original signal structure.
III. GENERALIZED CS-BP ALGORITHM
In multiview imaging framework, several views from a scene are captured by different cameras. The storage and computation cost of high quality images/videos is a great issue when dealing with applications such as surveillance.
In this paper the following scenario is considered: if some views are coded using the existing methods, and others are coded via compressive sensing encoder, how to achieve the best CS decoding by taking full advantage of the side information? For simplicity we focus on the case with 3 views, where the left and the right views are coded using existing methods such as H.264 or H.264 multiview video coding, whereas the middle view I is CS encoded.
A. CS-BP Encoder
At the CS-BP encoder, we use the same sparse CS-LDPC matrix as in [5] . However, since natural images are not sparse, we use the 2-D discrete cosine transform (DCT) to generate a sparse representation of the image. For large images, blockbased DCT can be used to reduce the complexity. Typical block sizes used in the CS literature include 32 × 32 and 64 × 64. In order to apply the CS theory, we also need to convert 2D data into 1D. This can be achieved by concatenating all columns of a 2D block into one vector.
Let A be a N × N image block, and C the N × N DCT matrix, the 2D DCT result B is given by
Let x and θ be the 1D stacked vector of A and B respectively, by the property of Kronecker product, we have
where, C ⊗ C is the Kronecker product of C. After obtaining the sparse representation of the signal, we apply it to the LDPC encoding system. The corresponding CS measurements are
B. Generalized CS-BP Decoder
At the decoder, we need to modify the CS-BP such that it can exploit the side information more efficiently and it can also reduce the pdf sampling stepsize.
1) Side Information:
In the original CS-BP [5] , a mixture Gaussian model is used as the prior information of all variable nodes, where all nodes are considered to be zero-mean Gaussian random variables. The probability that each node is significant is p, which represents the sparsity of the vector. The variance of all significant nodes is σ 
However, this simple prior model is not applicable to many applications, such as image/video coding, where different coefficients usually have different pdfs. In addition, some coefficients could have non-zero mean values. In particular, if some side information is available, such as the interpolated view as in [1] , we want to assign the prior pdf such that it is centered around the side information, instead of 0. Hence, we propose the following prior pdf:
wherex is the side information, σ 2 i is the variance of each unknown variable, which can be obtained from, e.g., some training data.
2) Reduction of the pdf sampling stepsize: Another issue of the original CS-BP algorithm is that all pdfs are sampled with the same stepsize, since each unknown variable is assumed to have the same pdf. However, in image coding applications, after the DCT, different coefficients have dramatically different amplitudes and variances. If the same pdf sampling stepsize is used for all coefficients, the stepsize has to be very large, in order to cover the range of the large coefficients, such as the DC coefficient. This limits the resolution in the reconstruction of other small coefficients. Therefore, in order to get good reconstruction, we should reduce the pdf sampling stepsize. Since the stepsize is determined by the largest coefficient, we need to somehow remove the DC (and possibly other larger coefficients) from the belief propagation iteration. To this end, we propose the following two possible solutions.
3) Direct encoding of the DC: The easiest way to remove the DC from the belief propagation is to transmit the DC coefficient directly in the CS-BP encoder. This can be viewed as having an irregular CS-LDPC matrix, with one of the measurement nodes only connected to the DC. Since the decoder does not have to estimate the DC, it can use smaller pdf sampling stepsize to estimate other coefficients, thereby leading to better reconstruction quality.
4) Iterative DC Updating: If transmitting the DC directly is not desired, we can first estimate the DC using the DC of the side information. Then we remove the DC node and its contribution from the factor graph. This includes removing the edge as well as subtracting the contribution of the estimated DC from the check nodes that are connected to the DC, i.e,
where y i is one of the measurements that are affected by the DC, Φ i1 (1 or -1) is the (i, 1)-th entry of the CS-LDPC matrix which connects the DC to the measurement y i ,θ 1,SI is the DC of the side information obtained from view interpolation, and y i is the updated measurement after removing the DC contribution.
After peeling off the DC and the associated edges, the belief propagation can be run on the remaining factor graph.
Since the values of the coefficients are smaller, the pdf sampling stepsize can be reduced, thus better reconstruction can be obtained. After sufficient iterations, the estimations of the other N − 1 variable nodes can be calculated. These coefficients can then be used to refine the DC as follows:
whereθ 1i is the i-th refinement of the DC,θ j is the reconstructed j-th coefficient and Φ ij is the ij-th entry of the CS-LDPC matrix that relates j-th signal coefficient with the i-th measurement. The average of the R refinements of the DC can be used as the final refinement. This updated DC is closer to the DC of the original signal, compared to the DC of the side information. The generalized CS-BP decoding algorithm is shown in Fig. 2 .
IV. EXPERIMENTAL RESULTS
In this section we provide some simulation results of the proposed algorithm and the original CS-BP in [5] .
First, we use 1D data with length N = 1000, sparsity rate S = 0.1, and 243-point samples of the pdf. The only difference between the two methods is in the prior definition. The prior model for the CS-BP is the Gaussian mixture model. In our method, we assume that we have a side information, which is
1) Remove LDPC edges affected by DC.
2) Initialize the iteration counter i = 1.
3) Initialize the DC with the DC of the side information. 4) Remove the DC contribution from the measurements.
• BP Decoder: 1) Apply the updated measurements and LDPC matrix to BP decoder.
• DC update: 1) Estimate the DC from each connected check node.
2) Average the estimates above to refine the DC.
3) If the iteration counter has yet to reach its maximal value, go to step 2. obtained by adding some Gaussian noise to the true data. Then the prior information is defined as (8) . We vary the SNR of the side information, and measure the reconstruction quality of the CS-BP. The results are shown in Fig. 3 , which shows that the side information-assisted CS-BP can significantly outperforms the original method. Much less sample rate is needed to get the same reconstruction quality.
Next, we show results with multiview images. The sequence Rena is used. The size of each frame is 256 × 256. To save memory, we use a block based approach and run the CS-BP to each block of size 64×64. The performances of three versions of our modified CS-BP are shown in Fig. 4, i. e., CS-BP with separately encoded DC, CS-BP with iteratively estimated DC and SI-centered prior as in (8) , and CS-BP with iteratively estimated DC and zero-mean prior as in (7) . As mentioned before, the first method can be viewed as an upper bound of the other methods. As shown by the figure, using the SI as the mean value of the prior pdf achieves 3 dB gain over the original zero-mean prior. When DC is coded separately, another 3 dB gain can be achieved.
V. CONCLUSION
We have proposed a multiview image coding scheme by generalizing the original belief propagation based compressive sensing theory. Preliminary results show that the approach is promising. The proposed scheme can be further improved. For example, in addition to peeling off the DC in the CS-BP decoding, we can sequentially remove other large coefficients to further reduce the pdf sampling stepsize and improve the reconstruction quality. Another task is to investigate the performance of irregular CS-LDPC matrix in image coding. The study of the theoretical performance of the proposed method is also an important future work. It is also worthwhile to generalize the proposed method to multiview video coding.
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