There has been substantial interest in the last two decades in the form and function of networked systems, including technological, biological, and social networks. This interest has been bolstered by the availability of many new data sets, some of them very extensive, describing the structure of networks in different areas of human endeavor and the natural world. A striking, and potentially problematic, feature of many of these data sets, however, is that they include little or no information on the reliability of the data they contain. In essentially every other field of science it is required practice when publishing the results of empirical studies to give error estimates, to allow others to gauge the reliability of measurements. Network data, by contrast, are rarely published with error estimates, and most analyses simply assume that the measured structure of a network is the true structure, free of experimental error.
Yet in virtually no case is this actually true. Almost all studies of real-world network structures contain experimental error of some kind, and frequently of many kinds simultaneously. Studies of social networks suffer from subjectivity on the part of participants (and potentially also experimenters), quantification, coding, and recording error, and missing data [1] [2] [3] . Biological networks suffer from laboratory experimental error as well as recording errors and publication bias [4, 5] . Technological networks suffer from sampling bias, technical limitations, and missing data [6, 7] . Moreover, simulation and other studies suggest that errors in network data can have substantial deleterious effects on our estimates of network metrics [8] [9] [10] [11] [12] .
The issue of errors in network data has particularly been recognized in the social sciences, where there has been extensive discussion of sources of error in social surveys, its effects on measurements, and ways of minimizing it [1, 3, [13] [14] [15] . There is also substantial domainspecific literature on problems such as predicting missing nodes or edges in networks [16] [17] [18] [19] [20] and name disambiguation in bibliometrics [21] [22] [23] [24] , both of which fall under the broader umbrella of network reconstruction methods [18, 25] . Here we take a complementary approach, focusing on the problem of parametrizing and estimating errors, giving both a general theory of network error as well as specific methods for the case of independent edge errors. In the process, we also aim to highlight the importance of measurement error in network data, in the hope of encouraging greater attention to these issues in future.
For the sake of a focused discussion, we will concentrate here on unweighted undirected networks. Errors in such networks can be of several kinds [3, 11] but divide broadly into node errors and edge errors. Possible errors in the nodes of a network include missing nodes (which are common in many networks) and extraneous nodes (nodes that are present in the data but don't really exist). The latter are rarer, except for one common special case, that of erroneous node aggregation and disaggregation. In social networks, for instance, a single person may be erroneously represented by two or more different nodes, perhaps because they go by different names in different contexts. Similarly two distinct people may be erroneously conflated and represented by a single node because they happen to have the same name.
Errors on edges, which will be our primary concern in this paper, include omitted edges (connections that exist in reality but are not recorded in the data), extraneous edges (connections that don't exist but are recorded in the data), and missing data (edges for which we have no information about their existence because, for instance, they were never measured). Missing data are often treated as if they were non-edges, but the two are not the same: absence of evidence is not evidence of absence.
Before developing the theory of these errors, let us briefly revisit the theory of statistical error in ordinary empirical measurements, such as measurements of a continuous real-valued numerical quantity. Suppose an experimenter measures a quantity of interest, for instance in the lab. Normally they will measure it more than once, which is necessary to get an estimate of error. The result is a series of measurements x 1 , . . . , x N , usually assumed to be independent. It is further assumed that there is a single true underlying value z of the quantity, sometimes called the ground truth, and that the measured data x i are related to this value in some way that is captured by an error model. The error model tells us the probability P (x|z, θ) that we make a measurement x, given the ground truth z and (optionally) some additional model parameters, here denoted θ. By far the most common error model for real-valued data is a normal or Gaussian distribution, which has one parameter in addition to the ground truth, the standard deviation σ of the distribution.
Our goal, given the observed data, is to estimate z (the thing we are trying to measure) plus the parameters of the model, which, in combination with the model itself, quantify the error on our measurement. Typically estimation is done by maximum-likelihood methods. Applying such methods to the Gaussian model, for instance, leads to the standard formulas z = (1/N ) i x i for the expected value of the ground truth and
2 for the standard deviation. When one publishes an experimental result in the form of a measured value plus or minus an error, one is effectively declaring that one has assumed a Gaussian model for the error and giving the parameters of that model.
Our approach to quantifying experimental errors on network data is analogous. Given some measurements of the structure of a network we will assume an error model for the relationship between those measurements and the underlying ground truth, then use maximumlikelihood methods to infer both the ground truth and the parameters of the model from the data. We focus here specifically on errors on edges, which are arguably the most common type of network error, although the methods described could be extended to node errors as well.
Suppose then that we are interested in the structure of a certain n-node network and let us denote the true, ground-truth structure of that network by an n × n symmetric adjacency matrix A, having elements A ij = 1 if nodes i and j are connected by an edge and 0 otherwise. We make a set of measurements of the structure of this network, measurements that could potentially take many forms. In some cases, such as social networks, we might measure the presence or absence of edges between individual node pairs; in others, such as biological networks or the internet, we might measure complete paths through the network; while in others still, such as socalled affiliation networks, the unit of measurement might be a clique or subgraph within the larger network. In the process of making our measurements we may observe some edges many times, others not at all, but any of our measurements could potentially be incorrect because of experimental error. Moreover, the errors need not be independent: it is entirely possible for them to be correlated, potentially in complex ways.
Whatever form our data take, let us collectively denote them by D. Then the error model is a probability distribution P (D|A, θ) that defines the probability of making measurements D given the true structure of the network A plus model parameters θ. Our goal is estimate both A and θ, the latter characterizing the error on our measurements in a manner analogous to the standard deviation in the Gaussian model. We will estimate the parameters first, followed by the network structure.
Applying Bayes rule, we write
where it is axiomatic that the prior probability P (A) on the network structure is independent of the error model and its parameters θ. Summing over all possible network structures A, we get P (θ|D) = A P (A, θ|D), which we then maximize to find the most probable value of the parameters θ given the observed data. In fact, for convenience, we maximize not P (θ|D) but its logarithm, whose maximum falls in the same place.
Employing the well-known Jensen inequality log i x i ≥ i q i log(x i /q i ), we can write log P (θ|D) = log
where q(A) is any probability distribution over networks A satisfying A q(A) = 1. It is trivially the case that exact equality between left-and right-hand sides of Eq. (2) is achieved when
and hence this choice maximizes the right-hand side with respect to q. A further maximization with respect to θ will then give us the maximum-likelihood value we seek. To put that another way, a double maximization of the right-hand side of (2) with respect to both q and θ will give us our answer for θ. At first glance this does not seem a promising approach: it transforms what was a simple maximization of P (θ|D) with respect to θ alone into a double maximization over both θ and q. In fact, however, it turns out to be highly convenient. The double maximization can be easily carried out by maximizing first with respect to q(A) using Eq. (3) and then with respect to θ, repeating until the result converges. The maximization with respect to θ can be achieved by simple differentiation. Differentiating (2) while holding q(A) constant, then setting the result to zero, we derive the condition
The solution of this equation gives us our value for θ. Our method consists of iterating Eqs. (3) and (4) from random initial values to convergence. The final result is a value for the parameters θ, which, in combination with the error model itself, gives us our error estimate. In the process, we also get an estimate of the ground-truth network structure. Indeed, we get the entire posterior probability distribution over structures, since from Eq. (3) the quantity q(A) is none other than q(A) = P (A, θ|D)/P (θ|D) = P (A|D, θ). In other words it is precisely the probability of the network having true structure A given the observed data and our estimate of the parameters θ. (This approach differs from other methods for generating distributions over networks, including our own previous work, that do not make use of an error model but instead make stronger assumptions about the particular type of structure the network contains [17, 18] .)
The calculation given here is an example of an expectation-maximization or EM algorithm [26, 27] . The EM algorithm has been previously applied to a number of other problems in the theory of networks, including link prediction [20] and community detection [28] . Let us see how it is applied in practice to a specific error model. Perhaps the simplest model we can adopt for edge error in networks is one in which we make measurements of the presence or absence of edges between individual node pairs, and those measurements are assumed to be independent identically distributed random variables, conditioned on the ground truth A ij for the node pair i, j in question. That is, the probability of measuring an edge between nodes i and j depends only on A ij and in the same way for all i, j. This dependence can be parametrized by two quantities: the true positive rate α which is the probability of observing an edge where one truly exists, and the false positive rate β, the probability of observing an edge where none exists. (The resulting model is similar to models for certain non-network problems involving binary misclassification error [29] , such as assessing the accuracy of responses to test questions when the true answers are unknown [30, 31] , although our methods of analysis are different.)
To estimate error rates it is necessary (just as with ordinary real-valued data) that we measure at least some of the edges in the network more than once. Suppose that for node pair i, j we make N ij measurements and observe an edge to be present in E ij of those measurements. Then under the independent edge model
We will assume that the prior probability ρ of existence of all edges is the same, so that P (A|ρ) = i<j ρ Aij (1 − ρ) 1−Aij (although a different assumption would be straightforward to incorporate), and that the prior probability distributions on α, β, and ρ are all uniform in the interval [0, 1]. Combining Eqs. (1) and (5) and taking logs, we then have
Substituting into Eq. (4) and performing the derivatives, we arrive at expressions for the three model parameters α, β, and ρ:
where
is the (posterior) probability that there is an edge between i and j. Combining Eqs. (1), (3), and (5), we find that
Note that if we make no measurements for a pair of nodes i, j so that N ij = E ij = 0 (the case of "missing data"), this expression correctly gives Q ij equal to the prior edge probability ρ.
Our complete calculation now involves iterating Eqs. (7) and (8) and Eq. (9) until convergence is reached. In the calculations presented below, we start the iteration from random initial values of α uniform in [ Armed with the results of these calculations, one would conventionally then report the most likely structure for the ground-truth network (which is given by placing an edge between every pair of nodes for which Q ij > 1 2 ) plus the parameters α and β. This would be the logical equivalent of the expected value and standard error we give for ordinary scalar measurements. The values of α and β parametrize the error on the reported structure: β tells us the probability of a false positive edge and 1−α tells us the probability of a false negative.
In the present case, however, a more informative way to report the error would be to give the complete matrix of posterior edge probabilities Q ij , which would allow others to reconstruct the entire posterior probability distribution over possible ground-truth networks:
The posterior distribution (for this or any error model) lets us compute the distribution of any other network quantity we might be interested in-degrees, correlations, clustering coefficients, and so forth. For any quantity X(A) that is a function of the adjacency matrix A, the probability distribution is
where δ ij is the Kronecker delta. Alternatively, we could calculate the mean µ X and variance σ 2 X of X from
although this is appropriate only when X has a normal or approximately normal distribution. The values of the Q ij can also be used as inputs to further inference calculations, for instance of community structure [32] . One can think of the matrix Q of probabilities as a generalization of the conventional adjacency matrix. If Q ij = 0 or 1 it behaves like a standard adjacency matrix element: there definitely is, or is not, an edge between i and j. For values in between it interpolates between these extremes. There are a few instances in the literature, particularly for biological networks, where experimenters have given error estimates on network structure in the form of posterior probabilities of this sort on edges [4, 5] , although estimated using different, domainspecific methods. Such examples are, however, rare. Indeed, there are relatively few studies that have even made repeated measurements of edges, a necessary prerequisite for estimating edge error of the type considered here.
One case in which it is common to make repeated measurements is that of social networks reconstructed from passive observations. In these studies one attempts to deduce an underlying network structure from records of interaction or proximity between individuals, records that are typically an imperfect reflection of the true network.
As an example, we consider the "reality mining" study of Eagle and Pentland [33] , in which a group of university students carried mobile phones that used special software to record when they were in proximity with each other. We take as our data set the observations made each Wednesday in March and April of 2005. (We choose weekly observations to remove weekly periodic effects, and March and April because they fall during the university term.) This gives us eight sets of measurements of the entire network, one set for each day, in which an edge means that two individuals were in physical proximity at some time during that day. Thus N ij takes the same value of 8 for all node pairs in this case, while E ij spans the full range from 0 to 8. The measurements are sparse-most pairs of individuals never meet-and vary significantly from one week to the next. Edges with probability equal to the minimum possible value (Qij = 0.0004, corresponding to Eij = 0 in Eq. (9)), are omitted, as are singleton nodes with no observed connections. Inset: Edge probability as a function of the number of observations Eij.
Applying the methods of this paper to these data, the EM algorithm converges rapidly and reliably to parameter values α = 0.4242, β = 0.0043, and ρ = 0.0335. These numbers tell us first that the network is indeed sparse (the value of ρ is small) and that there are very few false positives (the value of β implies that an edge is observed where none exists less than 1% of the time). On the other hand, even if the false positive rate is low, the probability of being wrong when one does observe an edge can still be high. This probability, which is given by β(1 − ρ)/[αρ + β(1 − ρ)], is equal to 0.2270 in the present case, meaning that more than one in every five observed edges is in error. Moreover, the relatively small value of α implies that there are also a large number of false negatives: around 58% of pairs of individuals who are in fact connected in the underlying network are not observed in proximity on any one day. This is understandable. Most people do not see all of their acquaintances every day. Figure 1 shows the inferred ground-truth network with edge widths indicating the probabilities Q ij . The figure reveals a dense core of about twenty nodes that are with high probability connected to one another and a sparser periphery of nodes for whom the surety of connection is much lower. The thickest edges shown have Q ij > 0.999, while the thinnest have Q ij < 0.1. Inset at top right in the figure we also show the inferred relationship between the number of observations E ij of a particular edge and the posterior probability Q ij . As the figure shows, an edge observed only zero or one times implies a low Q ij , so a single observation is probably a false alarm. But two or more observations of the same edge results in a value of Q ij approaching 1, indicating a strong inference that the edge exists in the ground truth. This makes it possible to infer the presence of edges with high probability despite the high false negative rate.
We have here worked though one example of an error model in detail, and we believe this particular model to be a good starting point for error estimation in many cases. It is simple and intuitive and, while not always wholly realistic, it can nonetheless usefully capture uncertainty in many structural measurements in the same way that the independent Gaussian model of conventional statistics, while often unrealistic, usefully captures error in real-valued data.
There are, however, many other possible error models one could use. The fundamental equations for the EM algorithm, Eqs. (3) and (4), can in principle be applied to any model to estimate errors. One can imagine modest modifications of the model used here to make it more realistic, such as allowing for different true and false positive rates in different parts of a network, perhaps depending on additional metadata or hidden variables describing node or edge types. However, one can also imagine completely different error models that could be useful in some cases [13] , such as models for affiliation networks in which edges represent common membership of groups, or models for fixed choice social surveys in which respondents are limited in the number of connections they can report. In this short paper we have also neglected the issue of node error mentioned in the introduction. In principle, the methods described here could be extended to node errors as well, but we leave those developments for future work.
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