We consider the problem of organizing and browsing the top ranked portion of the documents returned by an information retrieval system. We study the effectiveness of a document organization in helping a user to locate the relevant material among the retrieved documents as quickly as possible. In this context we examine a set of clustering algorithms and experimentally show that a clustering of the retrieved documents can be significantly more effective than traditional ranked list approach. We also show that the clustering approach can be as effective as the interactive relevance feedback based on query expansion while retaining an important advantage -it provides the user with a valuable sense of control over the feedback process.
INTRODUCTION
Locating interesting information is one of the most important tasks in Information Retrieval (IR). An IR system accepts a query from a user and responds with a set of documents. The system returns both relevant and non-relevant material, and a document organization approach is applied to assist the user in finding the relevant information in the retrieved set.
Generally a search engine presents the retrieved document set as a ranked list of document titles. The documents in the list are ordered by the probability of being relevant to the user's request. The highest ranked document is considered to be the most likely relevant document, the next one is slightly less likely and so on. This organizational approach can be found in almost any existing search engine [lo, 91. It is assumed that the user will start at the top of the list and follow it down examining the documents one at a time.
A number of alternative document organization approaches have been developed over the recent years [2, 6, 8, 171 . These approaches are normally based on visualization and presentation of some relationships among the documents, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. CIKM'OI, November 5-10,2001 , Atlanta, Georgia, USA. Copyright2001 ACM l-58113-436-3/01/0011...$5.00. terms, or the user's query. One of such approaches is document clustering.
Document clustering has been studied in the field of information retrieval for several decades. Willett [28] gives an excellent overview of the existing algorithms and applications. The use of clustering is based mostly on the Cluster Hypothesis: "closely associated documents tend to be relevant to the same requests" [26, p.451 .
Croft [5] and more recently Hearst and Pedersen [ll] , showed that the Cluster Hypothesis also holds in a retrieved set of documents. However, they did not study how the clustering structure may help a user to find relevant information more quickly. In contrast to those studies Voorhees [27] could not find any conclusive support for the Cluster Hypothesis.
Numerous studies and anecdotal evidence hint that document clustering can be a better way of organizing the retrieval results [ll, 22, 131 . However, we could not find any strong experimental results that support this assumption. In this paper we describe a set of experiments that show the clustering to be a much more effective way of directing a user towards relevant documents among the retrieved set than the ranked list. We also show that the clustering can be as effective as more traditional relevance feedback approaches based on query expansion.
Our study is task-oriented. We begin by specifying an exact IR task for which we apply the clustering approach. Next we describe our baseline and experimental systems. We then consider how the information provided by the clustering organization can help us dynamically adjust the order in which the retrieved set is examined. Using these observations we define an algorithmic browsing strategy and measure its performance on the standard data sets [lo] . We conclude the paper with discussion of the experimental results and suggestions for future work.
EXPERIMENTAL TASK
Imagine a user who is looking for a new pair of downhill skis. She is interested in the information about different K2 skis with a primary focus on what other people have to say about those skis. Our user turns to a web search engine and types in "K2 skis". Figure 1 shows the top 50 documents retrieved by the Google search engine (www ~ google. corn) for that query. The ranked list is broken into two columns with 25 documents each. The list flows starting from the top left corner down and again from the top right corner to the bottom of the window. The pages are ranked by the search engine in the order they are presumed to be relevant to the query. The rank number precedes each title in the list.
Note that the documents in the retrieved set discuss many different aspects of the topic and not all of them are relevant. For example, the first document in the list is the homepage of the K2 Ski Corporation. That page does not have any ski reviews. There are also web-pages that sell skis (the document ranked 5 in the list), discuss K2 Telemark skis (document 47), and completely unrelated pages such as document 9. The first relevant document is document 6.
The user's goal is to locate all relevant documents (the documents with reviews of K2 skis) in the ranked list as quickly as possible. The design of the ranked list organization assumes that the user will start at the top of the list and follow it down examining documents one at a time. Figure 2 shows the same 50 documents partitioned into 14 clusters. Each cluster is represented by a rectangular bracket or "handle" that runs parallel to the cluster. We ordered the documents in the clusters using their Google rank and sorted the clusters using the rank of the highest ranked document in each cluster. The first document in the first cluster (document 1) is about K2 Ski Corporation. It is non-relevant and the figure shows it with a light-gray background. The rest of the documents in the cluster are similar to the first one and they are likely to be about the company as well. We go to the next cluster. The first document (document 5) is the page that sells skis and accessories. We mark it as non-relevant and skip to the next cluster. The first document (document 6) is a page that reviews skis and we marked it as relevant -it has a dark-gray background. The rest of the documents in the cluster are also relevant as they contain ski reviews from different sources. Thus we located the first relevant document after examining only 3 documents in the set. We had to examine 6 documents to find the same document with the ranked list.
This example illustrates both the retrieval problem we are interested in and our intuition why clustering can help us to solve it. Thus, we assume that the user is working with the document organization system to find the relevant material among documents retrieved by an information retrieval system. The experimental task is defined: Given that no documents presented by the information organization system are marlced as relevant or non-relevant, isolate the relevant material in the document set.
The first experimental question we study in this paper is whether we can locate the relevant documents in the set more quickly by using the clustering document organization than by following the ranked list.
SYSTEM DESIGN
We use the INQUERY information retrieval system as the retrieval engine for our experiments [3] . We run a query through the system and focus our analysis on the top 50 returned documents. There are two baseline document organization approaches in our study: the ranked list and interactive relevance feedback.
The ranked list is the order of the retrieved documents as determined by INQUERY. The system uses an inference network model and estimates probabilities of how much each document satisfies user's information need [25] .
The interactive relevance feedback procedure is as follows: we start from the top of the ranked list. Each time a new relevant document is discovered, we submit all the examined documents to the INQUERY's relevance feedback subsystem to modify the weights in the original query. Additionally, the query is expanded by adding 100 highest ranked terms from the examined documents [l] . Note that this procedure takes into account both relevant and non-relevant documents. The unexamined documents in the set are reranked by INQUERY using the new query and we continue down the list. We have experimented with different amount of query expansion. Adding the top 100 terms gave us the best average performance.
Clustering Algorithm
For the clustering approach we have to measure the distances between documents. The INQUERY's model of retrieval neither incorporates the notion of similarity between documents nor assumes the construction of document representations.
To compute inter-document similarities we employ the vector-space model for document representation [24] -each document j is defined as vector Vj, where vi,j is the weight in this document of the i-th term in the vocabulary. The term weight is determined by an ad-hoc formula [3] , which combines Okapi's tf score [23] where vi,j is the weight of the ith term in the vocabulary in the jth document, tfi,j is the number of times the term occurs in the document, docfi is the number of documents the term occurs in, doclenj is the number of terms in the document, avgdoclen is the average number of terms per document in the collection, and colsize is the number of documents in the collection. The similarity between a pair of documents is computed as the cosine of the angle between the corresponding vectors (cos0) [24] . In this study we use one over the cosine (l/ cos 0) to define the distance between a pair of documents. There exist many different clustering algorithms and a particular choice is often motivated by the algorithm efficiency. If we are to cluster a collection of hundreds of thousands of documents then using an algorithm that requires us to make N . (N -1)/2 pair-wise comparison for N documents would be prohibitively expensive. A number of alternative solutions have been developed. For example, Scatter/Gather [7] interacts with a user -divides or merges clusters per user's request -in a constant time due to a clever near linear (O(lcn log n)) preprocessing phase.
Another popular approach is K-means clustering. The number K is a parameter of the algorithm and it determines the number of final clusters. The algorithm starts by defining K cluster centroid or "seeds" and then compares every objects with every centroid. The object is assigned to the cluster with the closest seed. The execution time is
O(K. N).
These efficient algorithms sacrifice some accuracy in arranging the documents to receive a significant advantage in speed. This is achieved by ignoring some of the interobject similarity information. If the number of documents is small, it is more cost-effective to employ O(N2) techniques that make use of all inter-object similarity information -the whole N . (N -1)/2 set of pair-wise distances. This is the reason why we consider a system built around a hierarchical agglomerative clustering algorithm.
A hierarchical agglomerative clustering algorithm creates a hierarchy of clusters -it builds a tree where each node is a cluster of objects and the clusters corresponding to the node's immediate children form a complete partition of that cluster [21] . On input the algorithm receives a set of objects and a matrix of inter-object distances. It starts by assigning each object to its own unique cluster -the leaves of the future tree. The algorithm iterates through the cluster set by selecting the closest pair of clusters and merging them together forming a new cluster that replaces them in the cluster set. A node corresponding to this new cluster is created in the tree and the selected pair of clusters become its children. That procedure is executed until all objects are contained within a single cluster, which becomes the root of the tree. This is a general algorithm that is instantiated by choosing a specific distance function for clusters. Indeed, the distance between a pair of singleton clusters is well-defined by the original distance matrix. If one of the clusters contains more than one object, the inter-cluster distance is determined by a specific heuristic. For example, we may define the inter-cluster distance as the smallest distance between two objects in both clusters. Other suggested alternatives include the average distance between two objects and the maximum distance. Lance and Williams [14] have shown that many different clustering methods can be derived from the following equation and computed quite efficiently:
here, dk,iuj, the distance between the cluster created by merging ith and jth clusters and an arbitrary cluster k is defined as a nonlinear function of distances between the individual clusters. The coefficients for the most commonly used methods are presented in Table 1 . In this study we consider six different clustering techniques based on the generalized agglomerative algorithm (Table 1 ). The single linkage method defines the distance between two clusters as the smallest distance between two objects in both clusters. The complete linkage uses the largest distance instead. These two methods represent two extremes of the generally accepted requirement that the "natural" clusters must be cohesive and isolated from the other clusters [al] . Single linkage clusters are isolated but not cohesive, while complete linkage creates cohesive groups that may not be isolated at all. The other four methods represent some compromise between the two extremes.
Thus the second experimental question we examine in this paper is the comparison of six different clustering algorithms to determine which is best suited for the task of helping the user to quickly locate relevant documents.
Creating Partition
The hierarchical agglomerative clustering algorithm produces a hierarchy of clusters. We are interested in an approach which presents the user with a partition of the document set -a set of clusters that divides the retrieved material into the groups of similar documents.
To create a partition of the document set from a cluster hierarchy we "cut" the hierarchy at some level, i.e., stop the clustering algorithm before it reaches the root of the tree. The clusters present in the set at that moment form the required partition. The problem is to decide at what point to make the cut. For example, the Scatter/Gather research [ll] fixes the number of clusters in the document set. We, on the other hand, set a threshold on the similarity distance between clusters -while iterating through the cluster set the algorithm stops as soon as the distance between the closest pair of clusters exceeds the threshold. If the threshold is kept constant from session to session, the density of the clusters becomes the system's invariant. The user will always know what minimal degree of similarity to expect from the documents placed in the same cluster.
To select the threshold value we conduct our experiments following a basic two-way cross-validation scheme. We divide our experimental data set into three parts: training, testing, and evaluation data. We select the threshold using the data from the former two data sets and evaluate the performance on the rest of the data. 
Presenting Clusters
A clustering algorithm brings together similar documents. We show the document set to the user as a list of clusters where each cluster in turn is arranged as a list of document titles. We call this representation the clustered list by analogy with the ranked list (see Figure 2) . Several past studies adopted similar approaches [ll, 191 . However, we do not show any textual descriptions for the clusters. Instead we select one representative document from each cluster and place it at the top of the cluster's list. This document is supposed to be the most helpful to the user in establishing the overall relevance value for the cluster. Ideally, by looking at the representative document the user should be able to decide whether to examine the cluster or skip it and go to the next one. The rest of the documents inside the cluster are kept in their original order -they are ordered by the probability of being relevant to the user's request. This should insure an effective ranking [26, p.881. The clusters are ordered using the original rank of the highest ranked document in each cluster.
The third experimental question we study in this paper is the choice of the representative document or the first document in a cluster list. We consider four different alternatives. The first, a rather obvious choice is to use the document that is the best representation of the cluster -the cluster centroid, or the document, that is the most similar to the actual centroid. The second alternative we consider is the highest ranked document in the cluster. Our intuition is that if this document is non-relevant than the rest of the cluster is very likely non-relevant. The third choice is to use the lowest ranked document: if that document is relevant than it is very likely that the rest of the cluster is also relevant.
The documents at the top of the ranked list most likely are relevant and the documents at the bottom of the list most likely are non-relevant. Lewis [20] speculated that the best way to find the boundary between the relevant and nonrelevant material in the list is to examine the documents in the middle. The last candidate for the cluster representative is the medium ranked document -the document whose original rank is the median of the cluster.
SEARCH STRATEGY
Bookstein [4] argues that information retrieval should be envisioned as a process, in which the user is examining the retrieved documents in sequence and the system can and should gather the feedback to adjust the retrieval. In our previous studies we have adopted a similar notion while looking at organizing the retrieval results [18, 161. We introduced a notion of a search strategy as a dynamic ranking process that orders the documents solely on the information provided by the document organization and relevance data obtained from the user.
For example, to build a ranked list the documents are ordered by probability of being relevant. The expected search strategy is to start at the top of the ranked list and proceed down the list examining the documents one-by-one.
There are two different information clues that the clustering system supplies to a user. The first, two documents are similar to each other if and only if they are listed in the same cluster. The second, like in the original ranked list, both the documents and clusters are ordered by their importance. The user should start at the top of the list and follow it down. The only difference from the ranked list is that the user can abandon examining a cluster without looking at every document in it and jump to the next cluster in the list.
A search strategy reorders the documents in the retrieved set at discrete time steps, i.e., when the system receives relevance feedback about examined documents. The reordering is performed given some representation of the current state of the document set ' D D E , where t is the time step. A mapping is computed between each unexamined document d and a numeric value: F(Dt, d). The documents are ordered using these numeric values F(Dt,d). We call the mapping function the search strategy function [15] .
The search strategy for the clustering document organization system targets the documents that are most likely to be relevant. Following the idea expressed in the Cluster Hypothesis it selects the document with highest similarity to the known relevant documents and at the same time it minimizes the similarity to the known non-relevant documents: The fourth question that we consider in this paper is the importance of the relevant and non-relevant information while computing the search strategy function. We experiment with different values for 01 and 02 and compare the performance of the resulting search strategies.
EXPERIMENTAL SETUP
For our experiments we use TREC ad-hoc queries with their corresponding collections and the relevance judgments supplied by NIST accessors [lo] . Specifically, TREC topics 251-300 and 301-350 are converted into queries and run against the documents in TREC volumes 2 and 4 (2.1GB) and TREC volumes 4 and 5 (2.2GB) accordingly. For each TREC topic we consider four types of queries: (1) a query constructed by extensive analysis and expansion [3] ; (2) the description field of the topic; (3) the title of the topic; and (4) a query constructed from the title by expanding it using Local Context Analysis (LCA) [29] . A query of the last type has size and complexity between the corresponding queries of the first and second types.
Our assumption is that during a typical retrieval session a user does not generally look beyond the first screen showing the retrieved material -that is approximately equivalent to ten retrieved documents. Thus, we are interested in analyzing just the top portion of the ranked list. For each query we select the 50 highest ranked documents.
Thus our data consists of documents from two different collections (TREC-5 and TREC-6) retrieved by queries of four different types -eight different data sets. Each data set serves as a separate training data set -we exhaustively search for the threshold value that produces the best average performance on that data set. The training phase produces four potentially different threshold values for the documents from one collection, i.e., one threshold for each query type. We select one threshold value out of these four that gives us the best performance on all data sets from the same collection: the training data set and the other three data sets of documents retrieved from the same collection combined is the testing set. Now that selected threshold value is used to organize the documents from the other collection. Thus the other four data sets form our evaluation group. In the section detailing our experimental results below we report only the numbers from the corresponding evaluation data sets.
The outcome of a search strategy is a new document ranking as opposed to the original ranked list. Two rankings can be compared using traditional information retrieval measure. In this study we use the average precision [lo] . Unless otherwise noted we use the paired two-tailed t-test with the cutoff level set to 5% (p < 0.05) to measure the statistical significance.
EXPERIMENTS

Initial Conditions
The first question is to compare the performance of the clustering search strategy F(D)t, d) with the performance of the ranked list and relevance feedback search strategies. The last two columns of Table 2 show the average precision values for the clustering search strategy. The search strategy worked with clustering structures built by the group average algorithm. The highest ranked document was used as the cluster representative. The search strategy function weights were set to 81 = 1 and f3z = -1.
In addition to the "pure" clustering search strategy (the "no-info" columns) we considered a mixed approach. The last column ("first-rel") shows the average precision for the clustering search strategy that starts with the highest ranked relevant document and all preceding non-relevant documents marked in the retrieved set. This situation simulates a user who has located the first relevant document by following the ranked list and then switched to the clustering organization.
We observe a small difference in average precision due to available relevant information. The values in the last column are slightly smaller than in the preceding one. It shows that one can locate the first relevant document in the set slightly faster with the clustering organization than by following the ranked list. However the difference is small and not statistically significant.
We observe 12.89% and 11.16% improvement over the ranked list ("RL"). These differences are statistically significant. The differences between the clustering search strategy and the search strategy for interactive relevance feedback ("RF") are small and not statistical significant.
Algorithms
The second experimental question is the comparison of six different clustering algorithms. Table 3 shows the corresponding average precision values for single linkage, complete linkage, group average, weighted group average, centroid, and Ward algorithms. The highest ranked document was chosen as the cluster representative for each algorithm. The weights for clustering search strategy were set to 01 = 1 and 02 = -1.
We observed that the group average and Ward algorithms result in better performance consistently across all experimental variables considered in this study. The difference between these two algorithms is insignificant. Also the differences between the group average algorithm, weighted average, and complete linkage are not statistically significant. The single linkage method is a clear "loser" in this competition.
Cluster Representatives
The third experimental question is to evaluate the effect of the cluster representative on the quality of the document organization. Recall from Section 3.3 that the representative document is the one placed at the top of each cluster's list. It is supposed to be the most helpful in establishing the overall relevance value for the cluster. Ideally, by looking Table 4 : Performance of the clustering search strategy on document set partitions created by the group average algorithm using four different types of cluster representative documents.
at the representative document the user should be able to decide whether to examine the cluster or skip it and go to the next one. Table 4 shows the average precision values obtained for four different cluster representatives. We used the document organization structure created by the group average algorithm. The weights for clustering search strategy were set to 01 = 1 and & = -1.
The choice of the highest ranked document in a cluster as the cluster's representative is the most effective for the task of locating the relevant material. We observe an almost 4% drop in average precision while selecting the document closest to the cluster's center. The difference is statistically significant. Our explanation is that the highest relevant document allows user to quickly discard non-relevant clustersif even the highest ranked document in the cluster is nonrelevant, then it is very likely that the rest of the cluster is also non-relevant.
Search Strategy
The fourth experimental question we consider in this study is the optimization of the search strategy function F('Dt, d). Table 5 shows the performance of the search strategy on the clustering structures created by the group average algorithm using the highest ranked document as the cluster representative.
The six columns in Table 5 correspond to six different value settings for the relevant and non-relevant weights (0, and 0,) in F. The column titles are presented in the form &:@z. There is a clear maximum in performance of the total average for 81 = 1 and 02 = -1. Increasing or decreasing the value for the non-relevant weight 02 from -1 leads to lower values of average precision. All pairwise differences between the maximum ("L-1") and the other parameter sets are statistically significant.
CONCLUSIONS
The Cluster Hypothesis of Information Retrieval has been shown true on multiple occasions. In this paper we have studied how clustering can be used to interactively direct the user's search for relevant information in the top ranked portion of the retrieved set. We compared six different hierarchical agglomerative clustering algorithms. We defined an effective method for transforming a clustering hierarchy into a partition of the document set. We showed that these document set partitions can be much more helpful in locating the relevant information than the traditional ranked list. We also showed that the clustering can be as effective as the relevance feedback methods based on query expansion.
These results confirm, in the same way that relevance feedback experiments do, that user feedback can dramatically improve the effectiveness of a ranked list. Unlike most past efforts ( [l] being a recent exception) we also show that it is also true when feedback is incremental -and even if no new documents are retrieved. Further, we have confirmed this result in a setting where we believe the user will have an crucial sense of control over the feedback process [12] .
DISCUSSION AND FUTURE WORK
We see that clustering can greatly improve the effectiveness of the ranked list. In fact it can be as effective as the interactive relevance feedback based on query expansion. Surprisingly this high performance can be achieved by following a very simple strategy. Given a list of clusters created by the group average algorithm, a user starts at the top of the list and follows it down examining the documents in each cluster. As soon as she sees that a cluster has more non-relevant documents than relevant ones, she discards that cluster and switches over to the next one. Figure 3 shows the result of applying this search strategy to the document set introduced at the beginning of the paper. Here we marked all documents examined by the user that followed the strategy until the last relevant document was examined. There are 29 examined documents and 14 of those are relevant. The last relevant document is marked 49. If the user followed the ranked list, she would have found it after examining 48 other documents 35 of which are nonrelevant.
Another nice quality of the clustering approach is the welldefined informational clues it uses. The preferred order in which documents should be examined is outlined by the clustered list. The inter-document similarity is also easily determined from the list. We believe these informational clues to be clear, obvious, and based on the skills possessed by anyone who has used a web search engine.
Note that our evaluation method results in a lower bound estimate of the system performance. It is possible that a user Figure 3 : A set of clusters created for the top fifty documents retrieved by the Google search engine for the "KZ skis" query. Dark-gray and light-gray title backgrounds indicate relevant and non-relevant documents accordingly. The document organization is shown after the last relevant document is examined following the search strategy outlined in the paper.
can find a more effective way of applying the informational clues supplied by the system. On the other hand, if the user adheres to the choices made by the algorithmic search strategy, she is guaranteed at least the level of performance predicted by the analysis in this paper.
We have observed that the threshold value can significantly affect the effectiveness of the system. In these experiments one threshold was used for all document sets. We believe the performance may be improved if the threshold value is adapted to individual user requests. We considered using the threshold based on the query complexity. Instead of selecting the best threshold on one collection overall we used the best threshold for tho individual query types, i.e., after we find the best threshold for the TREC-5 Title queries we apply it to cluster the documents from the TRECG Title queries only. The average precision numbers were slightly worse than those that we have presented in this paper.
In our previous work we considered a spring-embedding visualization that presented the documents as spheres Roating in two. or three-dimensional space positioned in proportion to inter-document similarity [IS] . Since that presentation provides accurate and complete information about all pairwise distances between documents it can be used more effectively than the clustering approach. However, we have observed that unassisted searchers are unable to use that system to its full potential and tend to make mistakes selecting similar documents based on spatial distance. On the other hand, the clustering organization creates no COR fusion in identifying similar documents. We are interested in integrating both the clustering and spring-embedding ap p*OaCheS.
