Introduction
Consider the system of equations in the domain Ω = {x = (x 1 , ..., x m ) : 0 < x i < a i ≤ ∞, i = 1, m}, where f (x) = ||f 1 (x), ..., f n (x)|| and u(x) = ||u 1 (x), ..., u n (x)|| are the given and required n-dimensional vectors, respectively, A i , B are given constant square matrices of order n, D Let all the eigenvalues of matrices A i i = 1, m are positive. Without loss of generality, we assume that A 1 = I is the identity matrix of order n.
We formulate the boundary value problem for the system (1.1). where x (i) = (x 1 , ..., x i−1 , x i+1 , ..., x m ), Ω i = ω a1 × ... × ω ai−1 × ω ai+1 × ... × ω am , ω aj = {x j : 0 < x j < a j }, ϕ i (x (i) ) are given n-dimensional vectors.
Let us review the works associated with the investigation of the system (1.1) including in the scalar case n = 1. In paper [2] for the equation Using the equality Γ(1 − z)Γ(z) sin(πz) = π, the function ϕ µ (t) can be represented in the form
is the Wright's function [3] , [4] . From the last relation and (1.4) we get the following representation
Holder's smuthness of the following equation's solution
satisfaing the boundary conditions u(0, y) = u 0 (y) and u(x, 0) = u 1 (x), was studied in paper [5] .
In the papers [6] , [7] , the theorems of uniquiness and existence of regular solution are prooved for a boundary value problem in a rectangular domain for the equation
( 
is the Wrihgt type function [7] . In the case α = 1, µ = 0, a boundary value problem with negative coefficient λ < 0 was studied for the equation (1.5).
The equation (1.5) with variable coefficients λ ≡ λ(x) and µ ≡ µ(x), when α = 1 and λ(x) can have a zero of order m ≥ 0 at the point x = 0 was investigated in the papers [8] , [9] , [10] . It's fundamental solution
µ(ξ)dξ, was constracted, and the existence and uniqueness theorems for the solutions of the boundary-value problem in a rectangular domain and the Cauchy problem were proved. In [11] the unique solvability of the analogue of problem 1 for the equation (1.5) with the Dzhrbashyan-Nersesyan fractional differentiation operators was investigated in the case n = 1, A i = λ i > 0 (i = 1, m), B = λ 0 , and the fundamental solution
the problem 1 was solved in explicite form in [12] , when A was an identity matrix and in [13] , when A was positive defined matrix. In the paper [13] the fundamental solution of the system (1.6) was constracted in the terms of the introdused Wright's function of the matrix argument.
In present paper we will use similar approuch for the solving of problem 1 in multidimensional case.
Wright's function
Wright function [3] , [4] is called an entiere function, which is depended from two parameters ρ and µ, and representad by the series
It is easy to see that
The following differentiation formulas hold [4] , [7] 
3)
From the relations (2.2) and (2.3) follow
For the Wright function following estimates are hold [7] 
where β ∈ (0, 1) and θ ≥ 0 if µ = 0, −1, −2, ..., and θ ≥ −1 if µ = 0, −1, −2, ...,
where β ∈ (0, 1), ε ∈ R, σ < (1 − β)β β 1−β , here and below C is a pozitive constant.
In paper [14] following relation
was obtained. In particular for n = 0, we have
Wright's function of the matrix argument 1. Let A be a square matrix of order n. In view of the function φ(ρ, µ; z) is analytic everywhere in C, following series
is convegence for eny matrix A given given over the field of complex numbers C, and determine the Wright's function of the matrix argument. Let the matrix H leads the matrix A to Jordan normal form J(λ), i.e.
where
] is the quasydiagonal matrix with the cells of the form where
2. By using the representation (3.1) and the equality (2.1), we obtain
where I is a identity matrix of order n.
Following differentiation formula holds
Indeed, by virtue of equality (2.2) we get
From (3.4), by taking into account following equality
we obtain (3.3). 4. Let all of the eigenvalues of the matrix A are positive. Consider the functon
we can wright
In view of (2.3) we get the relation
From this relation, similarly as we obtained the equality (3.3), we obtain the equality
5. It follows from (3.3) and (3.5) that
6. Let all the eigenvalues of the matrix A be positive, then the following equality holds
Indeed, in view of (2.7) we get
From (3.9), (3.1) and equality
7. We denote by |A(x)| * the scalar function that takes at each point x the largest of the values of the moduli of the elements of the matrix A(x) = a ij (x) , that is |A(x)| * = max i,j |a ij (x)|. Similarly, for the vector b(x) with components
From the estimate (2.5) follows that
From (2.6) and (3.1) follows the estimate
where β ∈ (0, 1), µ ∈ R, σ < (1 − β) λβ
.., λ p are eigenvalues of the matrix A.
Main results
Consider following function
where α = (α 1 , ..., α m ), δ = (δ 1 , ..., δ m ). From the estimates (3.10), (3.11) and 
f (x) satisfies the Holder condition. Then there exists a unique regular solution of the problem (1.1), (1.2), which can be represented as
.., t m ).
Auxiliary assertions
Let us prove some assertions that we need in the proof of Theorem 5.1.
Properties of the function
holds for all x 1 ∈ [0, x 10 ], where θ i > 0, for δ i = 0, and θ i > −1, for δ i = 0; and constant C depends on x 10 . Proof. In view of (3.10) and (4.1) we get
We represented the integral on the right-hand side (5.2) as following sum
In view of the boundedness of the function φ(−α 1 , µ; −z) on any finite interval [0, z 0 ], we obtain that Using the estimate (2.6), we have 
Lemma 1 is proved. Remark. From the equalities (3.3) and (3.5), it is easy to see that formula
is valid for ν = 0 and ν ∈ N. In other cases it is required that the function Φ δ α (x) has an integrable singularity for x i = 0. As follows from the estimate (5.1), for this is sufficient δ i + α i > 0.
Lemma 2. Let
holds for all x ∈ Ω, where I is identity matrix. Proof. By virtue of (3.5) we obtain the expression
for the derivatives with respect to x k . We transform the previous formula for k = 1. Using the equation (3.6), by the formula of integration by parts, and the relations (3.2) and (3.11), we obtain
From the relations (5.8) and (5.9) follows that
From this, taking into account (3.6), we obtain (5.7). Lemma 2 is proved. Proof. Let the matrix V (x) be a solution of equation
Representation of the solution
where I is the identity matrix of order n. In view of Lemma 2 the function
is a solution of equation
Hence, taking into account the fact that the matrix Φ δ α (x) commutes with the matrices A i and B, we obtain that V (x) is a solution of the equation (5.10).
It follows from (5.1) that the estimate
from which, in turn, follows (5.11). That is, V (x) is the solution of the problem (5.10), (5.11) . By virtue of the integration by parts formula and (5.11), we obtain
.., ε n ). Passing in the last equality to the limit as ε i → 0, taking into account (1.1), (1.2), (5.10) and equality [1, p. 34]
Differentiating the equality (5.13) over all x i and taken into account (5.11), we obtain
From (5.14), and the equality V x1...xm (x) = G(x), we get (4.4). Lemma 3 is proved.
Properties of the fundamental solution
Lemma 4. The following estimates hold
where C is the positive constant. Lemma 5. The equality
holds for all x ∈ Ω. Lemmas 4 and 5 follow from Lemmas 1 and 2 and the formula (5.6). Lemma 6. Let the conditions of Theorem 1 be fulfilled, then the function u(x) defined by the equality (4.4) is a solution of the equation (1.1), such that D αi 0xi u ∈ C(Ω).
Proof. Denote
From (5.17) we obtain
By virtue of formula [15, c. 99 ]
and estimates (5.18) and (5.19), the inclusions
and equalities
Consider following integrals
It is obvious that lim
. By (5.17), and the fact that f (x) satisfies the Holder condition, we obtain
Hence it is easy to see that the integral on the right-hand side of
From the latter, taking into account
we get
(5.23) In veiw of (5.12), we have
Which implies that
(5.24)
The validity of the lemma 6 follows from (5.20) -(5.24). Lemma 6 is proved. Lemma 7. Let the function ϕ j (x (j) ) satisfies the condition (4.2), then the following relations
hold, and the limits are uniform on any closed subset of the domain Ω s . Proof. In view of (5.16) we have the estimate Consider the integral
.., ε n ). The limit of the second integral for x s → 0 is zero, due to the estimate
and the boundedness of the integral
. We denote the first integral I 1 (x), then
Using the fact that by virtue of (3.5)
, and then replacing the integration variable, we transform the integral 
