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Abstract
The Bird and Nanbu systems are particle systems used to approximate the solution of
the mollified Boltzmann equation. These systems have the propagation of chaos property.
Following [GM94, GM97, GM99], we use coupling techniques to write a kind of expansion
of the error in the propagation of chaos in terms of the number of particles. This expansion
enables us to prove the a.s convergence and the central-limit theorem for these systems.
Notably, we obtain a central-limit theorem for the empirical measure of the system. As it is
the case in [GM94, GM97, GM99], these results apply to the trajectories of particles on an
interval [0, T ].
Les systèmes de Bird et Nanbu sont des systèmes de particules en interaction approchant la
solution de l’équation de Boltzmann mollifiée. Ces systèmes vérifient la propagation du chaos.
Dans l’esprint de [GM94, GM97, GM99], nous utilisons des techniques de couplage pour écrire
un développement asymptotique dans la propagation du chaos, en terme du nombre de partic-
ules. Ce développement nous permet de démontre la convergence p.s. de ces systèmes, ainsi
qu’un théorème central-limite. Ce théorème central-limite s’applique à la mesure empirique
du système. Comme dans [GM94, GM97, GM99], ces résultats s’appliquent aux trajectoires
des particules sur un intervalle [0; T ],
Keywords: interacting particle systems, Boltzmann equation, nonlinear diffusion with
jumps, random graphs and trees, coupling, propagation of chaos, Monte Carlo algorithms,
U -statistics, Gaussian limit, Gaussian field.
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1 Introduction
In ([DPR09]), we obtained an expansion of the propagation of chaos for a Feynman-Kac particle
system (which means, in the context [DPR09], that the particles are interacting through a “selection
of the fittest” process). This particle system approximates a particular Feynman-Kac measure,
in the sense that the empirical measure associated to the system converges to the Feynman-Kac
measure when the number of particles N goes to ∞. What is called propagation of chaos is the
following double property of the particle system:
• q particles, amongst the total of N particles, looked upon at a fixed time, are asymptotically
independent when N → +∞ (q is fixed)
• and their law is converging to the Feynman-Kac law.
In [DPR09], we wrote an expansion, in powers of N , of the difference between the law of q
independent particles, each of them of the Feynman-Kac law, and the law of q particles coming
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from the particle system. This expansion can be called a functional representation like in [DPR09];
in the present paper, we call it an expansion of the error in the propagation of chaos. In the setting
of [DPR09], the time is discrete. In [DPR09], we showed how to use this kind of expansion to
derive a.s. convergence results (p. 824). In [DPR11], we extend the result of [DPR09] to the case
where the time is continuous, still in the Feynman-Kac framework, and we establish central-limit
theorems for U -statistics of these systems of particles. The proof of the central-limit theorems for
U -statistics relies only on the exploitation of the expansion mentioned above.
In this paper, our aim is to establish a similar expansion for a family of particles systems
including Bird and Nanbu systems. We do not go as far as obtaining an expansion in the terms of
Theorem 1.6 and Corollary 1.8 of [DPR11], but our expansion is sufficient to prove central-limit
theorems (Theorem 2.8 and Corollary 2.9). Bird and Nanbu systems are used to approximate the
solution of the mollified Boltzmann equation. We refer mainly to [GM97] and take into account
models described in (2.5), (2.6) of [GM97] (a similar description can be found in [GM99], Section
3). Another reference paper on the subject is [GM94]. Our paper is mainly interesting in the
following: it provides a sequel to the estimates on propagation of chaos of [GM97], [GM99] and it
allows to apply the techniques of [DPR09], [DPR11] to Bird and Nanbu systems. In particular:
• In the present paper, we obtain a central-limit theorem for the empirical measure of the
system (Th. 2.8) under less assumptions than in [Mél98] Th. 4.2, 4.3. (we only make
assumptions that are sufficient to ensure a solution to the problem 2.2 defined in Definition
2.2). Note that the results of [Mél98] hold under the assumption that the operator L,
describing the “free” trajectories of the particles (see below), has a certain form, and that its
coefficients and their derivatives up to a certain order are bounded (see in particular (H ′′0 ) p.
215 of [Mél98]). These assumptions are stronger than our and are more than what is required
to have existence of a solution to 2.2. Note also that the result in [Mél98] is a functional
CLT for the empirical process whereas our result is a Gaussian fluctuation field result for
the empirical measure, it considers only a finite number of centered real test functions. A
result similar to [Mél98] can be found in [Uch83b] (with similar assumptions).
• Our convergence results (Theorem 2.7, Theorem 2.8, Corollary 2.9) hold for particles trajec-
tories on any interval [0, T ].
Here, the proofs are radically different from those in [DPR11] and this is why we decided to write
them in a different paper. In [DPR11], we deal with combinatorial problems related to the particle
system studied there whereas in the present paper, we deal with coupling problems.
In Section 2, we will present Bird and Nanbu models, as they can be found in [GM97] and we
will state our main results: Theorem 2.4 is a refinement of the propagation of chaos results for
the above-cited models, Theorem 2.7 is an a.s. convergence result for these systems and Theorem
2.8 and Corollary 2.9 are central-limit theorems for these systems. In Section 3, we will introduce
various particle systems which will be useful in the proofs and we will prove Th. 2.4. The proof of
Th. 2.4 relies on estimates on population growth found in [AN72] and on coupling ideas. In Section
4, we will prove a convergence result for a particular kind of centered functions (Proposition 2.6),
from which we will deduce Corollary 4.7. The kind of result found in Corollary 4.7 is called a
Wick-type formula in [DPR09] (see (3.6) p. 807 in [DPR09] and [DPR11], p.15 and Proposition
2.6). Corollary 4.7 and Proposition 2.6 are used in Section 5 to prove Th. 2.7 and Th. 2.8 and
Cor. 2.9. Similar results can be found in [DZ91, ST85, Uch83a, Uch88]. We will compare them
to our result after the statement of Th. 2.8.
Note that CLT’s of the same kind as our can be found in [Szn84, Szn85]. The equation
approximated by particles systems in these papers are quite different from our limit equation.
An important point is that here we want to discuss the mathematical properties of a certain
class of particle systems. We will not discuss the physical models. Such a discussion can be found
in [GM99].
2
2 Definition and main results
2.1 A first particle model
In the following, we deal with particles evolving in Rd. We set the mappings ei : h ∈ Rd 7→ ei(h) =
(0, . . . , 0, h, 0, . . . , 0) ∈ Rd×N (h at the i-th rank) (1 ≤ i ≤ N). We have a Markov generator L
and a kernel µ̂(v, w, dh, dk) on R2d which is symmetrical (that is µ̂(v, w, dh, dk) = µ̂(w, v, dk, dh)).
We set µ(v, w, dh) to be the marginal µ̂(v, w, dh × Rd) up to mass at zero. Our assumptions are
the same as in [GM97]:
Hypothesis 1. 1. We suppose that the generator L on Rd acts on a domain D(L) of L∞(Rd).
(See [GM97] p. 119 for a discussion on D(L)).
2. We suppose supx,a µ̂(x, a,R
d × Rd) ≤ Λ <∞.
In Nanbu and Bird systems, the kernel µ̂ and the generator L have specific features coming
from physical considerations. In these systems, the coordinates in Rd represent the position and
speed of molecules. However, these considerations have no effect on our proof. That is why we
claim to have a proof for systems more general than Bird and Nanbu systems.
The Nanbu and Bird systems are defined in (2.5) and (2.6) of [GM97], by the means of integrals
over Poisson processes. Here, we give an equivalent definition.
Definition 2.1. The particle system described in [GM97] is denoted by
(Zt)t≥0 = (Z
i
t)t≥0,1≤i≤N .
It is a process of N particles in Rd and can be summarized by the following.
1. Particles (Z
i
0)1≤i≤N in R
d are drawn i.i.d. at time 0 according to a law P˜0.
2. Between jump times, the particles evolve independently of each other according to L.
3. We have a collection (Ni,j)1≤i<j≤N of independent Poisson processes of parameter Λ/(N−1)
(the parameter Λ coming from Hypothesis 1). For i > j, we set Ni,j = Nj,i. If Ni,j has a
jump at time t, we say that there is an interaction between particles i and j. If there is an
interaction at time t, then the system undergoes a jump with probability
µ̂(Z
i
t−,Z
j
t−,R
2d)
Λ :
Zt = Zt− + ei(H) + ej(K) , with (H,K) ∼ µ̂(Z
i
t−, Z
j
t−, ., .)
µ̂(Z
N,i
t− , Z
N,j
t− ,R2d)
(2.1)
(independently of all the other variables).
And with probability 1− µ̂(Z
i
t−,Z
j
t−,R
2d)
Λ , there is no jump at time t. We will use (Z
i
0:t)1≤i≤N
to denote the system of the trajectories of particles on [0, t] (∀t ≥ 0), that is for all i:
Z
i
0:t = (Z
i
s)0≤s≤t. We will use this notation “0 : t” again in the following for the same
purpose.
We denote the Skorohod space of processes in Rd by D(R+,Rd) (or D([0; t],Rd), depending of
the domain). As in [GM94], we define the total variation norm by the following: for all signed
measures ν on a measurable space (S,S),
‖ν‖TV = sup
{∫
S
f(x)ν(dx), ‖f‖∞ ≤ 1
}
.
Definition 2.2. Let ξ be the canonical process on the Skorohod space D(R+,R
d). We say that
P˜ ∈ P(D(R+,Rd)) is a solution to the martingale problem 2.2 with initial condition P˜0 if, for all
φ ∈ D(L) and for all t ≥ 0,
φ(ξt)− φ(ξ0)−
∫ t
0
∫
a,h∈Rd
Lφ(ξs) + (φ(ξs + h)− φ(ξs))µ(ξs, a, dh)P˜s(da)ds
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is a P˜ -martingale and the marginal of P˜ at time 0 is P˜0.
In view of the above equation, the reason why the mass of µ(v, w, .) in zero (for any v, w) is not
important is clear. According to Theorem 3.1 of [GM97], there exists a solution P˜ of the problem
2.2 defined above (under hypothesis 1). We denote the marginal of P˜ on D([0, T ],Rd) by P˜0:T .
We will work with this particular solution in the following. This theorem also proves that (for all
q, t):
‖L(Z10:t, . . . , Z
q
0:t)− L(Z
1
0:t)
⊗q‖TV ≤ 2q(q − 1)Λt+ Λ
2t2
N − 1 ,
and
‖L(Z10:t)− P˜0:t‖TV ≤ 6
eΛt − 1
N + 1
. (2.2)
Remark 2.3. If µ is fixed, there exists different µ̂’s having the proper marginal (that is, such that
µ̂(., ., .,Rd) = µ(., ., .)). In fact, it is the choice of µ̂ that leads to having different systems such as
the Bird and Nanbu systems. We refer the reader to [GM94, GM99], [GM97] p. 119-120 for very
good discussions on the difference between the Bird model and the Nanbu model. What matters
here is that our result applies to any system satisfying Hypothesis 1 and having jumps of the form
(2.1).
We can deduce propagation of chaos from the previous results, that is for all t, for all F
bounded measurable,
‖L(Z10:t, . . . , Z
q
0:t)(F )− P˜⊗q0:t (F )‖TV ≤
(
2q(q − 1)Λt+ Λ
2t2
N − 1 + 6
eΛt − 1
N + 1
)
‖F‖∞ .
In Theorem 2.4, we will go further than the bound in the equation above by writing an expansion
of the left-hand side term in powers of N (see the discussion below Theorem 2.4 concerning the
nature of this expansion). We will use techniques introduced in [GM97]. The main point is that
one should look at the processes backward in time.
2.2 Statement of main results
From now on, we will work with a fixed time horizon T > 0 and a fixed q ∈ N∗.
2.2.1 Expansion of the propagation of chaos
We define for any n, j ∈ N∗, j ≤ n:
[n] = {1, 2, . . . , n} , 〈j, n〉 = {a : [j]→ [n], a injective } , (n)j = #〈j, n〉 = n!
(n− j)! .
We take q ∈ N∗ and T > 0. Let us set
ηN0:T =
1
N
∑
1≤i≤N
δ
Z
i
0:t
, (ηN0:T )
⊙q =
1
(N)q
∑
a∈〈q,N〉
δ
(Z
a(1)
0:T ,...,Z
a(q)
0:T )
.
For any function F : D([0, T ],Rd)q → R, we call (ηN0:T )⊙q(F ) a U -statistic. Note that for all
functions F ,
E(F (Z
1
0:T , . . . , Z
q
0:T )) = E((η
N
0:T )
⊙q(F )) (2.3)
because (Z
1
0:T , . . . , Z
N
0:T ) is exchangeable. We define
Fsym(x
1, . . . , xq) =
1
q!
∑
σ∈Sq
F (xσ(1), . . . , xσ(q)) ,
where the sum is taken over the set Sq of the permutations of [q]. We say that F : D([0, T ],Rd)q →
R is symmetric if for all σ in Sq, ∀x1, . . . , xq ∈ D([0, T ],Rd)q, F (xσ(1), . . . , xσ(q)) = F (x1, . . . , xq).
If F is symmetric then Fsym = F . Note that for all F ,
(ηN0:T )
⊙q(F ) = (ηN0:T )
⊙q(Fsym) .
Theorem 2.4. For all q ≥ 1, for any bounded measurable symmetric F , for all l0 ≥ 1,
E((ηN0:T )
⊙q(F )) =
∑
0≤l≤l0
[
1
(N − 1)l∆
N,l
q,T (F )
]
+
1
(N − 1)l0+1∆
N,l0+1
q,T (F ) (2.4)
where the ∆N,lq,T , ∆
N,l0+1
q,T are nonnegative measures uniformly bounded in N (defined in Equations
(3.11), (3.12)).
We will give a bound on these measures ∆ and ∆ in (3.14). Let us define PNT,q(F ) =
E((ηNT )
⊙q(F )). Regarding the fact that the theorem above is or is not a proper expansion, what
we can say is that according to the terminology of [DPR09], p. 782, we cannot say that the
sequence of measure (PNT,q)N≥1 is differentiable up to any order because the ∆
N,l
q,T appearing in the
development depend on N .
2.2.2 Convergence results
The main interest of Th. 2.4 is that it gives us sufficient knowledge of the particle system to prove
an almost sure convergence result and central-limit theorems. The key is to focus on functions
centered in the right way.
Definition 2.5. We define a set of “centered” functions:
Bsym0 (q) =
{
F : D([0, T ],Rqd) → R+, F measurable, symmetric, bounded,∫
x1,...,xq∈D([0,T ],E)
F (x1, . . . , xq)P˜0:T (dxq) = 0
}
.
We set (for k even)
Jk =
k!
2k/2(k/2)!
. (2.5)
(this is the number of partitions of [k] into k/2 pairs).
Proposition 2.6. (Proof in Subsection 4.3) For q ≥ 1, F ∈ Bsym0 (q), we have:
1. for q odd, N q/2E((ηN0:T )
⊙q(F )) −→
N→+∞
0,
2. for q even,
N q/2E((ηN0:T )
⊙q(F ))
−→
N→+∞
∑
1≤k≤q/2
Jq
(
q/2
k
)
(−1) q2−k
× E[EK˜T (F (Z˜10:T , . . . , Z˜2k0:T ,
˜˜
Z
2k+1
0:T , . . . ,
˜˜
Z
q
0:T )− F ( ˜˜Z10:T , . . . , ˜˜Zq0:T )|L˜1,q)
×
∏
1≤i≤q/2
∫ T
0
ΛK˜2i−1s K˜
2i
s ds] (2.6)
where the limit, indeed, does not depend on N (the notations
˜˜
Z,
˜˜
Z, L˜, K˜, EK˜T will be
introduced in Subsection 3.2). This limit takes a particular form if F = (f1 ⊗ · · · ⊗ fq)sym
(with fi ∈ Bsym0 (1), ∀i) (see Corollary 4.7).
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Using the above Proposition, some combinatorics and Borel-Cantelli Lemma, we prove the
following theorem (see the proof in Subsection 5.1).
Theorem 2.7. For any measurable bounded f , T ≥ 0,
ηN0:T (f)
a.s.−→
N→+∞
P˜0:T (f) .
Using the above results and a computation on characteristic functions, we then prove the
following theorem (see the proof in Subsection 5.2).
Theorem 2.8. For all f1, . . . , fq ∈ Bsym0 (1), for all T ≥ 0,
N q/2(ηN0:T (f1), . . . , η
N
0:T (fq))
law−→
N→+∞
N (0,K) ,
(the matrix K is given in (5.7)).
A similar result can be found in [Uch83a], under the assumption that the initial law P˜0 falls in
some particular set. This assumption makes it difficult to compare our covariance K to the ones
found in [Uch83a] (the expressions of K varies according to the subset P˜0 is in). A similar result
can also be found in [Uch88], this time for particles moving in a set which can only be countable.
The result in [ST85] has common points with the theorem above, but the kernel Q(n) defined
in [ST85] is asymmetric. The variance appearing in Th. 2.1 of [ST85] (Equation (2.7)) could be
expressed as an expectation over random trees (if one uses Equation (2.22) of [ST85]) but the
asymmetry of the kernel would make it different from our K anyway. The fact that we do not
need an assumption of the kind of (2.4) p. 443 of [ST85] is another difference between our result
and Th. 2.1 of [ST85]. [DZ91] extends the result of [ST85] to a case where the jump rate is not
bounded (without the second part of our Hypothesis 1) but it is limited to processes in Z+.
Using classical techniques, we obtain the following Corollary.
Corollary 2.9. For any q ∈ N∗, F bounded measurable and symmetric, we have
√
N
(
(ηN0:T )
⊙q(F )− P˜0:T (F )
)
law−→
N→+∞
N (0, q2(P˜0:T ((F (1))2) + V0:T ((F (1))2)) ,
where F (1)(x1) =
∫
D([0,T ],Rd)q−1 F (x1, . . . , xq)P˜0:T (dx2, . . . , dxq) and V0:T is defined in (4.19).
3 Other systems of particles
In this section, we introduce the particle systems that we will need for the proofs of the main
results.
3.1 Backward point of view
For λ > 0, we denote by E(λ) the exponential law of parameter λ. For any x ∈ R, we define
⌊x⌋ := sup{i ∈ Z, i ≤ x}, ⌈x⌉ = inf{i ∈ Z, i ≥ x}.
We intend to construct a system of particles (Zi0:T )1≤i≤N such that the first q particles have
the same law as (Z
1
0:T , . . . , Z
q
0:T ) (see Lemma 3.4). We use the fact that the processes (Ni,j(T −
t))0≤t≤T are Poisson processes to construct the interaction graph for the first q particles moving
backward in time. The system of particles (Zi0:T )1≤i≤q is indeed the central system in our paper,
hence all other systems will be compared to it.
We start at s = 0 with Ci0 = {i}, for all i ∈ [q]. For i ∈ [q], we want to define (Cis)s≥0,
(Kis)s≥0 (respectively taking values in P(N), N∗). We take (Uk)1≤k, (Vk)1≤k i.i.d. ∼ E(1). In all
the following, we will use the conventions: inf ∅ = +∞ and (. . . )+ is the nonnegative part. The
processes (Ci), (Ki) are piecewise constant and make jumps. At any time t, we set Kit = #C
i
t .
For all t ∈ [0, T ], we set Kt = #
(
C1t ∪ · · · ∪ Cqt
)
.
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Before considering the technical details, let us explain our purpose. The population C1∪· · ·∪Cq
is allowed to get a new particle from [N ]\(C1 ∪ · · · ∪ Cq) by growing a link to this particle (this
particle is chosen uniformly). If such an event happens at time t0, then the waiting time until
the next such event is of law E
(
ΛKt0 (N−Kt0)+
N−1
)
. To put it briefly, we say that this kind of event
happens at a rate ΛK.(N−K.)+N−1 . The population C
1 ∪ · · · ∪ Cq is allowed to form links between
particles of C1∪· · ·∪Cq (we will call “loops” these particular links), and this kind of event happens
at a rate ΛK.(K.−1)2(N−1) (the newly linked particles are chosen uniformly). The processes C
1, . . . , Cq
are used in Definition 3.1 to define the process (Zi)1≤i≤N . As will be seen below, the link times
correspond to the interaction times of some particles.
We define the jump times recursively by T0 = 0 and:
T ′k = inf
{
Tk−1 ≤ s ≤ T : (s− Tk−1)× ΛKTk−1(N −KTk−1)+
N − 1 ≥ Uk
}
T ′′k = inf
{
Tk−1 ≤ s ≤ T : (s− Tk−1)× ΛKTk−1(KTk−1 − 1)
2(N − 1) ≥ Vk
}
Tk = inf(T
′
k, T
′′
k ) .
Here, we use a representation with inf ’s to emphasize the fact that these jump times are the jump
times of Poisson processes with certain intensities. At Tk:
• If Tk = T ′k, we draw
r(k) uniformly in C1Tk− ∪ · · · ∪ CqTk− , j(k) uniformly in [N ]\(C1Tk− ∪ · · · ∪C
q
Tk−) . (3.1)
For any i such that r(k) ∈ CiTk−, we then perform the jump: CiTk = CiTk− ∪ {j(k)}.
Note that the (. . . )+ in the definition of T
′
k above prevents us from being in the situation
where we would be looking for j(k) in ∅.
• If Tk = T ′′k , we draw
r(k) uniformly in C1Tk− ∪ · · · ∪CqTk− , j(k) uniformly in C1Tk− ∪ · · · ∪C
q
Tk−\{r(k)} . (3.2)
For each k such that Tk ≤ T , if l1, l2 are such that r(k) ∈ Cl1Tk−, j(k) ∈ Cl2Tk−, we say that there
is a link between Cl1 and Cl2 . This whole construction is analogous to the construction of the
interaction graph found in [GM97], p. 122. For all t ≤ T , we set
Kt =
(
Kis
)
1≤i≤q,0≤s≤t .
Let us now define an auxiliary process (Zs)0≤s≤T = (Zis)0≤s≤T,1≤i≤N of N particles in R
d.
Definition 3.1. Let k′ = sup {k, Tk <∞}. The interaction times of (Zis)1≤s≤T,1≤i≤N are T −
Tk′ ≤ T −Tk′−1 ≤ · · · ≤ T −T1. (We say that the interaction times are defined backward in time.)
• Z10 , . . . , ZN0 are i.i.d. ∼ P˜0
• Between the times (T − Tk)k≥1, the Zi’s evolve independently of each other according to the
Markov generator L.
• At a time T −Tk, (Zi)1≤i≤N undergoes an interaction that has the same law as in Definition
2.1, with (i, j) replaced by (r(k), j(k)).
It is worth noting that for N large and i /∈ [q], it is very likely that the particle i has no interaction
with the other particles.
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Figure 1: Interaction graph for (Z10:T , Z
2
0:T )
1 2 3T
0
T/2
T/4
0
T
T/2
3T/4

OO
For all 0 ≤ t ≤ T , we set
Lt = #{k ∈ N : Tk ≤ t, Tk = T ′′k } .
Example 3.2. Take q = 2. Suppose for example, that T0 = 0, T1 = T/2, T2 = 3T/4, T3 = +∞,
r(1) = 1, j(1) = 2, r(2) = 2, j(2) = 3.
Then
• for s ∈ [0, T/2[, Ks = 2, Ls = 0, K1s = K2s = 1,
• for s ∈ [T/2, 3T/4[, Ks = 2, Ls = 1, K1s = K2s = 1,
• for s ∈ [3T/4, T ], Ks = 3, Ls = 1, K1s = 1, K2s = 2 .
Figure 1 is a pictorial representation of the example above. The time arrow for the particle is
on the left. The time arrow for the processes (Ci), (Ki) is on the right. What we draw here is
called the graph of interactions (for Z10:T , Z
2
0:T ) in [GM97, GM99]. Suppose we want to simulate
Z10:T , Z
2
0:T . We first simulate the interaction times of the system. Suppose that these are exactly
T − T1, T − T2 with T1, T2 coming from the example above. In Figure 1, solid vertical lines
represent the trajectories we have to simulate to obtain Z10:T , Z
2
0:T . The particle numbers are to
be found at the bottom of the graph. The horizontal solid lines stand for the interaction we have
to simulate in order to obtain Z10:T , Z
2
0:T (they may or may not induce jumps for the particles).
For example, a horizontal solid line between the vertical solid lines representing the trajectories
of Z10:T , Z
2
0:T stands for an interaction between particle 1 and particle 2. The interactions are
simulated following Definition 3.1. The trajectory Z30:T is represented by a solid line between the
times 0 and T/4 and by a dashed line between the times T/4 and T , with the number 3 at the
bottom. As we want to simulate Z10:T and Z
2
0:T and we have simulated the jumps as in the example
above, then we are not interested in Z3t for t > T/4 and we are not interested in any Z
i
0:T with
i ≥ 4. Again, the time for the particles should be read on the left.
The following lemma should be kept in mind throughout the whole paper.
Lemma 3.3. Let us denote an inhomogeneous Poisson process of rate (λt)t≥0 by (Nλt )t≥0 (λ is
supposed to be piecewise constant).
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1. Let us denote the jump times of Nλ by τ1 < τ2 < . . . . Then for all k ∈ N∗,
L(τ1, τ2, . . . , τk|τk ≤ T < τk+1)
is the law of the order statistics of k independent variables of law of density t 7→ λt/
∫ T
0
λsds
on [0, T ].
2. For any j ∈ N∗, take piecewise constant processes (αjt )t≥0 such that for all t, 0 ≤ α1t ≤
α1t + α
2
t ≤ · · · ≤ α1t + · · · + αjt ≤ 1. Suppose we take (Wk)k≥0 i.i.d. random variables of
uniform law on [0, 1] independent of Nλ. Suppose we set j processes (N it )t≥0,1≤i≤j such that
N i0 = 0 for all i, the processes N
i’s are a.s. piecewise constant and may jump at the jump
times of Nλ following this rule: ∆N it = 1 if and only if ∆N
λ
t = 1 and α
1
t + · · · + αi−1t ≤
WNλt− < α
1
t + · · · + αit. Then the N i’s are j independent inhomogeneous Poisson processes
such that N i has rate (αit × λt)t≥0 for all i.
3. Take j ∈ N∗. Take j independent inhomogeneous Poisson processes (N i)1≤i≤j respectively
of rate (λit)t≥0 (the λ
i are piecewise constant processes). Then Nt = N
1
t + · · · + N jt is
an inhomogeneous Poisson process of rate (λ1t + · · · + λjt )t≥0 and for all i, s, P(∆N it =
∆Nt|∆Nt = 1) = P(∆N it = ∆Nt|∆Nt = 1, (Nks )1≤k≤j,0≤s<t) = λ
i
t
λ1t+···+λjt
.
The point 1 of the above Lemma is derived from the Mapping Theorem of [Kin93] applied to
Cox processes (see [Kin93], p. 17 and 71). The point 2 of the above Lemma is derived from the
Coloring Theorem of [Kin93] (see p. 53). The point 3 of the above Lemma is derived from the
Superposition Theorem of [Kin93] (see p.16).
We then obtain the following Lemma.
Lemma 3.4. For all T ≥ 0, (Z10:T , . . . , Zq0:T ) law= (Z
1
0:T , . . . , Z
q
0:T ).
The proof can be found in Section 6.1.
3.2 Auxiliary systems
We now define an auxiliary system (Z˜i0:T )i≥1 with an infinite number of particles. We start at
s = 0 with C˜i0 = {i}, for all i ∈ [q]. For 1 ≤ i ≤ N , we define (C˜is)s≥0,1≤i≤q, (K˜is)s≥0,1≤i≤q
(respectively taking values in P(N),N) by the following. The processes (C˜i), (K˜i) are piecewise
constant. At any time t, K˜it = #C˜
i
t .
Before going into the technical details, let us explain the purpose of the construction. We
intend to build a process C˜ = C˜1 ∪ · · · ∪ C˜q that grows at a rate ΛK˜. (by creating links to new
particles) and that forms links between two particles of C˜1 ∪ · · · ∪ C˜q at a rate ΛK˜.(K˜.−1)2(N−1) (in this
case, the links will also be called loops). Note that for k ∈ N∗, Λk(N−k)+N−1 ∼N→+∞ Λk, and that, for
all N , Λk ≥ Λk(N−k)+N−1 . Given the processes C1, ..., Cq, we add to them jumps (and elements) so as
to form populations C˜1, ..., C˜q with the desired growth rate. It will be easier to write inequalities
if the populations Ci and C˜i are coupled (see for example the proof of Theorem 2.4). That is why
we use the jump times Tk, T
′
k, T
′′
k in the construction below.
We take (U˜k)k≥1, (U˜ ′k)k≥1 i.i.d. ∼ E(1). We define the jump times recursively by T˜0 = 0 and
T˜ ′k = inf
{
T˜k−1 ≤ s ≤ T, (s− T˜k−1)
(
ΛK˜T˜k−1 −
ΛKT˜k−1(N −KT˜k−1)+
N − 1
)
≥ U˜k
}
T˜ ′′k = inf
{
T˜k−1 ≤ s ≤ T, (s− T˜k−1)×
ΛK˜T˜k−1(K˜T˜k−1 − 1)− ΛKT˜k−1(KT˜k−1 − 1)
2(N − 1) ≥ U˜
′
k
}
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T˜k = inf(T˜
′
k, T˜
′′
k , inf{Tl : Tl > T˜k−1})
(recall the definition of the process (Kt) and the Tk’s from Subsection 3.1). Note that {Tk, k ≥
0} ⊂ {T˜k, k ≥ 0}. At T˜k:
• If T˜k = T˜ ′k (note that it implies that K˜T˜k− −
KT˜k−
(N−KT˜k−)+
N−1 > 0):
– With probability
KT˜k− −
KT˜k−
(N−KT˜k−)+
N−1
K˜T˜k− −
KT˜k−
(N−KT˜k−)+
N−1
, (3.3)
we draw r˜(k) uniformly in C1
T˜k− ∪ · · · ∪ C
q
T˜k−
and
j˜(k) = min
{
N
∗\(C˜1
T˜k− ∪ · · · ∪ C˜
q
T˜k−
∪ [N ])
}
.
The following jump is performed: for all l such that r˜(k) ∈ C˜l
T˜k−, C˜
l
T˜k
= C˜l
T˜k−∪
{
j˜(k)
}
.
– With probability
K˜T˜k −KT˜k−
K˜T˜k− −
KT˜k−
(N−KT˜k−)+
N−1
, (3.4)
we draw r˜(k) uniformly in (C˜1
T˜k−\C
1
T˜k−) ∪ · · · ∪ (C˜
q
T˜k−
\Cq
T˜k−
) and
j˜(k) = min
{
N
∗\(C˜1
T˜k− ∪ · · · ∪ C˜
q
T˜k−
∪ [N ])
}
. The following jump is performed: for all
l such that r˜(k) ∈ C˜l
T˜k−, C˜
l
T˜k
= C˜l
T˜k− ∪
{
j˜(k)
}
.
• If T˜k = T˜ ′′k (note that it implies K˜T˜k− > KT˜k−):
– With probability
(K˜T˜k− −KT˜k−)KT˜k− + (K˜T˜k− −KT˜k−)(K˜T˜k− −KT˜k− − 1)
K˜T˜k−(K˜T˜k− − 1)−KT˜k−(KT˜k− − 1)
, (3.5)
we draw r˜(k) uniformly in (C˜1
T˜k−\C
1
T˜k−) ∪ · · · ∪ (C˜
q
T˜k−
\Cq
T˜k−
) and j˜(k) uniformly in
(C˜1
T˜k− ∪ · · · ∪ C˜
q
T˜k−
)\ {r˜(k)}.
– With probability
(K˜T˜k− −KT˜k−)KT˜k−
K˜T˜k−(K˜T˜k− − 1)−KT˜k−(KT˜k− − 1)
, (3.6)
we draw r˜(k) uniformly in (C˜1
T˜k−\C
1
T˜k−) ∪ · · · ∪ (C˜
q
T˜k−
\Cq
T˜k−
) and j˜(k) uniformly in
C1
T˜k− ∪ · · · ∪C
q
T˜k−
.
• If T˜k = T ′l for some l, we take r˜(k) = r(l), j˜(k) = j(l) as in (3.1). The following jump is
performed: C˜l
T˜k
= C˜l
T˜k− ∪ {j˜(k)} .
• If T˜k = T ′′l for some l, we take r˜(k) = r(l), j˜(k) = j(l) as in (3.2).
We define
L˜t = #
{
k : T˜k ∈
{
T ′′l , T˜
′′
l , l ≥ 1
}
, T˜k ≤ T
}
. (3.7)
We set for all s, t ≤ T, i ∈ [q],
K˜s = #(C˜
1
s + · · ·+ C˜qs ) ,
K˜t = (K˜js )1≤j≤q,0≤s≤t .
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Notation 3.5. We set EKt(. . . ) = E(. . . |Kt) , PKt(. . . ) = P(. . . |Kt), EK˜t(. . . ) = E(. . . |K˜t),
PK˜t(. . . ) = P(. . . |K˜t), EKt,K˜t(. . . ) = E(. . . |Kt, K˜t).
For all k, l1, l2 such that r˜(k) ∈ C˜l1
T˜k−
, j˜(k) ∈ C˜l2
T˜k−
, we say that there is a link between C˜l1
and C˜l2 . We define for all I subset of [q],
T I =
{
T˜k ≤ T, k ≥ 0, T˜k ∈
{
T ′l , T˜
′
l , l ≥ 1
}
, r˜(k) or j˜(k) ∈ ∪i∈I C˜iT˜k−
}
∪
{
T˜k ≤ T, k ≥ 0, T˜k ∈
{
T ′′l , T˜
′′
l , l ≥ 1
}
, r˜(k) and j˜(k) ∈ ∪i∈IC˜iT˜k−
}
. (3.8)
In other words, T I is the set of jump times T˜k such that
• if ∆L˜T˜k = 0, ∃l ∈ I such that C˜l jumps in T˜k,
• if ∆L˜T˜k 6= 0, ∃l1, l2 ∈ I such that r˜(k) ∈ C˜
l1
T˜k−
, j˜(k) ∈ C˜l2
T˜k−
.
We define for all t, j,
L˜It = #
{
s ∈ T I , s ≤ t , s ∈
{
T ′′l , T˜
′′
l , l ≥ 1
}}
. (3.9)
We have L˜t = L˜
[q]
t . The following lemma is a consequence of Lemma 3.3. Its proof is elementary
but quite long. It is written in Section 6.2.
Lemma 3.6. 1. The process (K˜s)0≤s≤T is piecewise constant, has jumps of size 1 and satisfies,
for all s, t such that 0 ≤ s ≤ t,
P(K˜t = K˜s|K˜s) = exp(−Λ(t− s)K˜s) .
The process (L˜s)0≤s≤T is piecewise constant, has jumps of size 1 and satisfies for all s, t
such that 0 ≤ s ≤ t
P(L˜t = L˜s|L˜s, (K˜u)0≤u≤t) = exp
(
−
∫ t
s
ΛK˜u(K˜u − 1)
N − 1 du
)
.
Hence, knowing (K˜u)0≤u≤T , (L˜t)t≥0 is an inhomogeneous Poisson process of rate (ΛK˜u(K˜u−
1)/(N − 1))0≤u≤T .
2. For all t, K˜t ≥ Kt and L˜t ≥ Lt a.s. .
3. If T1 = T˜1, . . . , Tk = T˜k then K˜Tk = KTk , L˜Tk = LTk .
4. The processes (K˜it)0≤s≤T are independent. They are piecewise constant, have jumps of size
1 and satisfy for all s, t such that 0 ≤ s ≤ t, for all i ∈ [q],
P(K˜it = K˜
i
s|K˜is) = exp(−Λ(t− s)K˜is) .
These processes are thus q independent Yule processes (see [AN72], p. 102-109, p. 109 for
the law of the Yule process). We have for all k ≥ q,
P(K˜T = k) =
(
k
q − 1
)
(e−ΛT )q(1− e−ΛT )k−q . (3.10)
5. Conditionally to K˜T , the processes
(
(L˜
{2i−1,2i}
t )0≤t≤T
)
i∈{1,...,q/2}
are independent non ho-
mogeneous Poisson processes of rates, respectively,(
K˜2i−1t K˜
2i
t
N − 1
)
0≤t≤T
.
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Let us carry on with the definition of (Z˜).
Definition 3.7. Let k˜′ = sup
{
k, T˜k <∞
}
. The interaction times of the Z˜i are T − T˜k˜′ ≤
T − T˜k˜′−1 ≤ · · · ≤ T − T˜1.
• The (Z˜i0) are i.i.d. ∼ P˜0.
• Between the jump times, the Z˜i evolve independently of each other according to the Markov
generator L.
• At a jump time T − T˜k, (Z˜) undergoes a jump like in Definition 2.1, (3), with i, j replaced
by r˜(k), j˜(k).
In so doing, we have coupled the interaction times of the systems (Zi0:T )i≥0, (Z˜
i
0:T )i≥0. We can
couple further and assume that for all i, Z˜i0:T and Z
i
0:T coincide on the event {T˜k, k ≥ 1} ∩{
T˜ ′k, k ≥ 1
}
= ∅ (in which case, {Tk, k ≥ 0} = {T˜k, k ≥ 0}).
Definition 3.8. We define the auxiliary system (
˜˜
Z0:T )i≥0 such that
• it has interactions at times {T − T˜k, k ≥ 1} \ {T − T ′′k , T − T˜ ′′k , k ≥ 1}
• the rest of the definition is the same as for (Z˜i0:T )i≥0.
In so doing, we have coupled the interaction times of the systems (Z˜i0:T )i≥0, (
˜˜
Z
i
0:T )i≥0. We can
couple further and assume that for all i, Z˜i0:T and
˜˜
Z
i
0:T coincide on the event {T˜ k, k ≥ 1} ∩{
T ′′k , T˜
′′
k , k ≥ 1
}
= ∅.
It is worth noting that the laws of (Z10:T , . . . , Z
q
0:T ) and (Z˜
1
0:T , . . . , Z˜
q
0:T ) and (
˜˜
Z
1
0:T , . . . ,
˜˜
Z
q
0:T )
are exchangeable.
The q-uple (Z˜i0:T )1≤i≤q is obtained from (Z
i
0:T )1≤i≤q by adding links. The q-uple (
˜˜
Z
i
0:T )1≤i≤q
is obtained from (Z˜i0:T )1≤i≤q by erasing the loops. When N → +∞, the probability that
(Z10:T , . . . , Z
q
0:T ) = (
˜˜
Z
1
0:T , . . . ,
˜˜
Z
q
0:T ) goes to 1. The law of (
˜˜
Z
1
0:T , . . . ,
˜˜
Z
q
0:T ) does not depend on N
(see its law in the theorem below). In fact, (
˜˜
Z
i
)1≤i≤q is the asymptotic object appearing in the
limit results (see Proposition 2.6, Corollary 4.7). The following result can be found in [GM97]
(Section 3.4, p. 124) (or, equivalently [GM94], Section 5).
Theorem 3.9. The variable
˜˜
Z
1
0:T has the law P˜0:T (recall the definition P˜ from below Definition
2.2).
Suppose q = 2. The figures 2, 3, 4 are realizations of the interaction graphs for (Z10:T , Z
2
0:T ),
(Z˜10:T , Z˜
2
0:T ), (
˜˜
Z
1
0:T ,
˜˜
Z
2
0:T ), N = 10, for the same ω.
3.3 Proof of Theorem 2.4 (asymptotic development in the propagation
of chaos)
Proof. By Lemma 3.4, we have for all l0 ≥ 0:
E(F (Z
1
T , . . . , Z
q
T )) =
∑
0≤l≤l0
[E(F (Z1T , . . . , Z
q
T )|LT = l)P(LT = l)]
+E(F (Z1T , . . . , Z
q
T )|LT ≥ l0 + 1)
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Figure 2: Interaction graph for (ZN,10:T , Z
N,2
0:T )
11 1 2 3
T1 = T
′′
1
T2 = T
′
2
0
T
OO
Figure 3: Interaction graph for (Z˜N,10:T , Z˜
N,2
0:T )
11 1 2 3
T˜1 = T
′′
1
T˜2 = T
′
2
0
T
T˜3 = T˜
′
3
T˜4 = T˜
′′
4
OO
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Figure 4: Interaction graph for (
˜˜
Z
N,1
0:T ,
˜˜
Z
N,2
0:T )
11 1 2 3
T˜2 = T
′
2
0
T
T˜3 = T˜
′
3
OO
×P(LT ≥ l0 + 1).
Hence, we take, for any bounded measurable F ,
∆N,lq,T (F ) = E(F (Z
1
0:T , . . . , Z
q
0:T )|LT = l)P(LT = l)N l (3.11)
∆
N,l
q,T (F ) = E(F (Z
1
0:T , . . . , Z
q
0:T )|LT ≥ l)P(LT ≥ l)N l . (3.12)
It is sufficient for the proof to show that P(LT ≥ l) is of order ≤ 1/N l, for all l ∈ N∗. We write
Nλ for an inhomogeneous Poisson process of rate (λs)s≥0. Using Lemma 3.6, we have
P(LT ≥ l) ≤ P(L˜T ≥ l)
= E(PK˜t(N
ΛK˜.(K˜.−1)/(N−1)
T ≥ l))
≤ E(PK˜t(N
ΛK˜T (K˜T−1)/(N−1)
T ≥ l)
≤ E
 1
l!
(
ΛTK˜T (K˜T − 1)
N − 1
)l . (3.13)
And E((K˜T )
2l) <∞ by (3.10) of Lemma 3.6.
Note that we have the following bounds (for all F ∈ C+b (D([0, T ],Rd)q))
sup(∆N,lq,T (F ),∆
N,l
q,T (F )) ≤
(ΛT )
l
l!
E(K˜2lT )‖F‖∞e
l
N−1 <∞ . (3.14)
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Figure 5: q = 3, interaction graph for (Z˜10:T , Z˜
2
0:T , Z˜
3
0:T )
1 2 3 0
T˜1 = T
′
1
T˜2 = T˜
′
2
T˜3 = T
′
2
T˜4 = T
′
3
T˜5 = T
′
4
T˜6 = T
′
5
T˜7 = T
′′
6
T
OO
4 Rate of convergence for centered functions
4.1 Definitions and results
For i ∈ [q], I ⊂ [q] such that i ∈ I, we define the event
AIi =
{{
T˜k : k ≥ 0, T˜k ≤ T, T˜k ∈ T I , r˜(k) or j˜(k) ∈ C˜iT˜k−
}
⊂ {T ′k, k ≥ 1}
}
,
and we set
Ai = A
[q]
i .
Recall the definition of T I from (3.8). For all i, l such that 1 ≤ i < q, 1 ≤ l ≤ q, we define
L˜i,i+i =
{
#
({
T˜k : T˜k ≤ T,#
(
{r˜(k), j˜(k)} ∩ (C˜i
T˜k− ∪ C˜
i+1
T˜k−
)
)
= 2, k ≥ 0
})
= 1
}
,
for q even, L˜1,q = L˜1,2 ∩ · · · ∩ L˜q−1,q ∩
{
#
({
T˜k, k ≥ 1
}
∩
{
T ′′l , T˜
′′
l , l ≥ 1
})
= q/2
}
,
ElT = #
(
{T˜k, k ≥ 1, T˜k ≤ T : r˜(k) ∈ C˜lT˜k−} ∩ {T˜
′
i , i ≥ 1}
)
.
Note that we do not write anything about j˜ in the last definition because r˜ and j˜ do not play
symmetrical roles (see Section 3.2). For a fixed ω, we define an relation on N by
i ⊲⊳ j if ∃r such that T˜r ∈ {T˜ ′′l , T ′′l , l ≥ 1} and #
(
{r˜(r), j˜(r)} ∩
(
C˜i
T˜r− ∩ C˜
j
T˜r−
))
= 2 .
We extend it into an equivalence relation by imposing i ⊲⊳ i, (i ⊲⊳ j and j ⊲⊳ k) =⇒ i ⊲⊳ k. For all
i ∈ [k], Ci denote the class of i for the relation ⊲⊳. For I ⊂ [q], k ∈ [q], we define
LI = {Cmax(I) ∩ [q] = I} , (4.1)
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LkI = LI ∩ (AImax(I))c ∩
(
∩1≤i≤k,i∈I (A[k]i )c
)
∩
(
∩k+1≤i≤q,i∈I\max(I)A([k]∪I)\max(I)i
)
. (4.2)
Let us have a look at Figure 5 to clarify the notions above. Suppose ω ∈ Ω is such that the
graph in Figure 5 occurs. Note that: ω ∈ A1, ω ∈ Ac2, ω ∈ Ac3, ω ∈ A{1,2}2 , C1 = {1}, C2 = {2, 3},
E3T = 1.
Let us now write some sentences designed to illustrate the meaning of the definitions above.
Let I ⊂ [q]. When a time of T I is a jump time for C˜ r˜, C˜ j˜ , we say that a link between C˜ r˜ and C˜ j˜
is formed at this time; and if r˜, j˜ ∈ I, we say that this is an internal link (or a loop) of (C˜i)i∈I .
We can define the same notions for the processes (Ck)1≤k≤q. Using this terminology, the event
AIl (with l ∈ I) is the event that the links happening at a time in T I and between C˜l and the
rest are external links of C˜l and do not belong to {T˜ ′k, k ≥ 1}. The event L˜i,i+1 is the event that
there is exactly one link between C˜i and C˜i+1. The event L˜1,q is the event that there is exactly
one link between C˜2i−1 and C˜2i for all i ∈ [q/2], and that L˜T is q/2. The relation i ⊲⊳ j expresses
that C˜i and C˜j are linked by a string of links.
4.2 Technical lemmas
Before going into the proof of Proposition 2.6, we need some technical results.
Lemma 4.1. For all l ∈ N∗,
E(K˜ lT ) ≤
(q + l − 1)!
(e−ΛT )l(1− e−ΛT )(q − 1)! .
Proof. By (3.10), with α = e−ΛT :
E(K˜ lT ) =
+∞∑
k=q
kl
(
k
q − 1
)
αq(1− α)k−q
≤ α
q
(1− α)(q − 1)!
+∞∑
k=q
(k + l)(k + l − 1) . . . (k − q + 2)(1− α)k−q+1
≤ α
q
(1− α)(q − 1)!
(q + l − 1)!
αq+l
.
Lemma 4.2. For all r ∈ {0, 1, . . . , q}, i1, . . . , ir ∈ [q], l ≥ 1,
P(Ei1T ≥ 1, . . . , EirT ≥ 1, L˜T ≥ l) ≤
(ΛT )r+l(q + 2r + 2l − 1)!
rr(N − 1)r+l(e−ΛT )2r+2l(1− e−ΛT )(q − 1)!l! .
Proof. When KT is fixed, for any i, the law of 1EiT≥1 is Bernoulli of parameter
1− exp
(
−
∫ T
0
ΛKit −
ΛKit(N −Kt)+
N − 1 dt
)
and 1
E
i1
T ≥1
, . . . ,1EirT ≥1 are independent. So we have for all t, ω,
EKT
 r∏
j=1
1
E
ij
T ≥1
 ≤ r∏
j=1
ΛTK
ij
T KT
N − 1
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(as
r∑
j=1
K
ij
T ≤ K˜T ) ≤
(ΛT )r(K˜T )
2r
rr(N − 1)r .
Basic estimates then leads to EK˜T
(∏r
j=1 1E
ij
T ≥1
)
≤ (ΛT )r(K˜T )2rrr(N−1)r . We have, as in (3.13),
P(L˜T ≥ l|K˜T ) ≤ 1
l!
(
ΛTK˜T (K˜T − 1)
N − 1
)l
.
Now, as Ei1T , . . . , E
ir
T , L˜T are independent conditionally to K˜T , by Lemma 4.1, we obtain:
P(Ei1T ≥ 1, . . . , EirT ≥ 1, L˜T ≥ l) ≤ E
(
(ΛT )r+l(K˜T )
2r+2l
rr(N − 1)r+ll!
)
≤ (ΛT )
r+l(q + 2r + 2l − 1)!
rr(N − 1)r+ll!(e−ΛT )2r+2l(1− e−ΛT )(q − 1)! .
We write Pm for the set of m-uples (I1, . . . , Im) of subsets of [q] partitioning [q] and such that
max(I1) > max(I2) > · · · > max(Im).
Definition 4.3. We define the auxiliary particle systems (Zk,10:T , Z
k,2
0:T , . . . , Z
k,k
0:T ) (one system for
each k ∈ [q]) by saying that
• it has interactions at times {T − Tk, k ≥ 1} ∩
{
T − t, t ∈ T {1,k}},
• the rest of the definition is the same as for (Z˜i0:T ).
In so doing, we have coupled the interaction times of (Zk,i0:T )1≤i≤k with the interaction times of
the other systems. We can couple further and assume that (Z10:T , . . . , Z
k
0:T ) and (Z
k,1
0:T , . . . , Z
k,k
0:T )
coincide on the event {T − Tk, k ≥ 1} ∩
{
T − t, t ∈ T {1,k}} = {T − Tk, k ≥ 1}. Note that for all
k, the law of (Zk,10:T , . . . , Z
k,k
0:T ) is exchangeable.
Lemma 4.4. If q is odd then for all k ∈ {0, . . . , q}, for all F ∈ Bsym0 (q), m ∈ [q], (I1, . . . , Im) ∈
Pm,
N q/2E(F (Zk,10:T , . . . , Z
k,k
0:T ,
˜˜
Z
k+1
0:T , . . . ,
˜˜
Z
q
0:T )
∏
i∈[m]
1LkIi
) −→
N→+∞
0 ,
(we use the following convention: in the case k = 0,
E(F (Zk,10:T , . . . , Z
k,k
0:T ,
˜˜
Z
k+1
0:T , . . . ,
˜˜
Z
q
0:T )) = E(
˜˜
Z
1
0:T , . . . ,
˜˜
Z
q
0:T )).
If q is an even integer and k ∈ [q],
N q/2E(F (Zk,10:T , . . . , Z
k,k
0:T ,
˜˜
Z
k+1
0:T , . . . ,
˜˜
Z
q
0:T )
∏
i∈[m]
1LkIi
)
−→
N→+∞
E
(
EK˜T
(
F (Z˜10:T , . . . , Z˜
k
0:T ,
˜˜
Z
k+1
0:T , . . . ,
˜˜
Z
q
0:T )|L˜1,q
)
×
q/2∏
i=1
∫ T
0
ΛK˜2i−1s K˜
2i
s ds
 (4.3)
if
∀j , #Ij = 2 and (Ij ⊂ [k] or Ij ⊂ {k + 1, . . . , q}) , (4.4)
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and
N q/2E(F (Zk,10:T , . . . , Z,
k,k
0:T ,
˜˜
Z
k+1
0:T , . . . ,
˜˜
Z
q
0:T )
∏
i∈[m]
1LkIi
) −→
N→+∞
0
otherwise.
Moreover, these limits still hold if we replace (Zk,10:T , . . . , Z
k,k
0:T ) by (
˜˜
Z
1
0:T , . . . ,
˜˜
Z
k
0:T ) and
(Z˜10:T , . . . , Z˜
k
0:T ) by (
˜˜
Z
1
0:T , . . . ,
˜˜
Z
k
0:T ) in the formulas above.
Note hat the expectation in (4.3) does not depend on N and that it cannot be simplified by
the use of the tower formula because the conditional expectation is conditional with respect to
K˜T , L˜1,q.
Proof. We define the event
B =
⋃
1≤r≤q
⋃
1≤i1<···<ir≤q
((
∩rj=1{EijT ≥ 1}
)
∩ {L˜T ≥
⌈
q − r
2
⌉)
. (4.5)
Suppose that q is odd or that q is even and (4.4) does not hold. Then for allm ∈ [q], (I1, . . . , Im) ∈
Pm, k ∈ [q], ⋂
1≤j≤m
LkIj ⊂
(
B ∪ {L˜T ≥ q
2
+ 1}
)
. (4.6)
Let us write a short justification of the last formula. Suppose that m ∈ [q], (I1, . . . , Im) ∈ Pm,
ω ∈ ⋂1≤j≤m LkIj . We note that, for all I ⊂ [q], ω ∈ LI ⇒ L˜IT (ω) ≥ #I − 1 (recall the definition
of L˜IT from (3.9)). We note also that
(
ω ∈ LkI with I = {i}
)⇒ EiT (ω) ≥ 1. Indeed, for such an ω,
ω ∈
(
A
{i}
i
)c
so there exists a T˜r ∈ T {i} such that T˜r /∈ {T ′l , l ≥ 1}; as ω ∈ L{i}, i is not linked to
any i′ in [q] by the relation ⊲⊳, so EiT (ω) ≥ 1. So, we have (4.6) for q odd. If q is even and we do
not have (4.4), then (by the same reasoning as above):
• If there exists j such that #Ij 6= 2, then ω ∈ B ∪ {L˜T ≥ q2 + 1}.
• If #Ij = 2, for all j, and, say, for some l, [k] ∩ Il 6= ∅, {k + 1, . . . , q} ∩ Il 6= ∅, then∑m
j=1 L˜
Ij
T ≥ q/2. Let i0 = min(Il). As ω ∈ LkIl , we have ω ∈ (A
[k]
i0
)c, so: either Ei0T ≥ 1,
either there exists r 6= i0, r ∈ [k] such that L˜{r,i0}T ≥ 1. So, ω ∈ B ∪ {L˜T ≥ q2 + 1}.
Using Lemma 4.2 and Equation (4.6), we then have
N q/2P(
⋂
1≤j≤m
LkIj ) −→N→+∞ 0 .
Now, suppose that q is even and that (4.4) holds. Note that (Zk,10:T , . . . , Z
k,k
0:T ) and (Z˜
1
0:T , . . . , Z˜
k
0:T )
coincide on the event L˜1,q ∩ {E1T = · · · = EkT = 0}. Then, using the symmetries of the problem
and Lemma 4.2, we see that the limit we are looking for is the same as
lim
N→+∞
N q/2E(F (Zk,10:T , . . . , Z
k,k
0:T ,
˜˜
Z
k+1
0:T , . . . ,
˜˜
Z
q
0:T )1L˜1,q )
= lim
N→+∞
N q/2E(F (Z˜10:T , . . . , Z˜
k
0:T ,
˜˜
Z
k+1
0:T , . . . ,
˜˜
Z
q
0:T )1L˜1,q ) .
We set for all j, t
L˜′1,q =
{
L˜
{1,2}
T ≥ 1
}
∩ · · · ∩
{
L˜
{q−1,q}
T ≥ 1
}
.
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We set for all j ∈ [q/2]
α(2j − 1, 2j) = exp
(
−
∫ T
0
ΛK˜2j−1s K˜
2j
s
N − 1 ds
)
.
We have
N q/2PK˜T (L˜
′
1,q) =
∏
1≤j≤q/2
[N(1− α(2j − 1, 2j))] (4.7)
a.s.−→
N→+∞
∏
1≤j≤q/2
∫ T
0
ΛK˜2j−1s K˜
2j
s ds .
We have
PK˜T (L˜
′
1,q\L˜1,q) ≤ PK˜T (L˜T > q/2) .
So, by Lemma 4.2, N q/2PK˜T (L˜
′
1,q\L˜1,q) a.s.−→
N→+∞
0. And so :
N q/2PK˜T (L˜1,q)
a.s.−→
N→+∞
∏
1≤i≤q/2
∫ T
0
ΛK˜2i−1s K˜
2i
s ds .
Now,
N q/2PK˜T (L˜1,q) ≤ N q/2PK˜T (L˜′1,q)
(by (4.7)) ≤
(
N
N − 1
)q/2 ∏
1≤j≤q/2
∫ T
0
ΛK˜2i−1s K˜
2i
s ds
≤ 2q/2T q/2Λq/2(K˜T )q ,
which is of finite expectation by (3.10). Thus, using the dominated convergence theorem, we
obtain
lim
N→+∞
E(EK˜T (F (Z˜
1
0:T , . . . , Z˜
k
0:T ,
˜˜
Z
k+1
0:T , . . . ,
˜˜
Z
q
0:T )|L˜1,q)N q/2PK˜T (L˜1,q))
= E
EK˜T (F (Z˜10:T , . . . , Z˜k0:T , ˜˜Zk+10:T , . . . , ˜˜Zq0:T )|L˜1,q) q/2∏
i=1
∫ T
0
ΛK˜2i−1s K˜
2i
s ds
 .
By Lemma 3.3, 1 and Lemma 3.6, 5, the law of
EK˜T (F (Z˜
1
0:T , . . . , Z˜
k
0:T ,
˜˜
Z
k+1
0:T , . . . ,
˜˜
Z
q
0:T )|L˜1,q)
does not depend on N .
We do not write the proof of the last point of the lemma because it is very similar to what is
written above.
4.3 Proof of Proposition 2.6
Proof. Since Zi0:T =
˜˜
Z
i
0:T on Ai (for all i), we have
E(F (Z10:T , . . . , Z
q
0:T )) =
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E(F (Z10:T , . . . , Z
q
0:T )1(A1∩···∩Aq)c) + E(F (Z
1
0:T , . . . , Z
q
0:T )1A1∩···∩Aq) =
E(F (Z10:T , . . . , Z
q
0:T )1(A1∩···∩Aq)c) + E(F (
˜˜
Z
1
0:T , . . . ,
˜˜
Z
q
0:T ))− E(F ( ˜˜Z10:T , . . . , ˜˜Zq0:T )1(A1∩···∩Aq)c) =
E(F (Z10:T , . . . , Z
q
0:T )1(A1∩···∩Aq)c)− E(F ( ˜˜Z10:T , . . . , ˜˜Zq0:T )1(A1∩···∩Aq)c) , (4.8)
where, to obtain E(F (
˜˜
Z
1
0:T , . . . ,
˜˜
Z
q
0:T )) = 0, we have used the fact that
˜˜
Z
q
0:T is independent of˜˜
Z
1
0:T . . . ,
˜˜
Z
q−1
0:T , and that
∫
D([0,T ],Rd) F (z1, . . . zq)P˜0:T (dzq) = 0, for all z1, . . . , zq−1. This kind of
reasoning will be used again in the following. We have (using the symmetry of the problem)
E(F (Z10:T , . . . , Z
q
0:T )1(A1∩···∩Aq)c)
=
q∑
k=1
(
q
k
)
E(F (Z10:T , . . . , Z
q
0:T )1Ac1 . . .1Ack1Ak+1 . . .1Aq )
=
q∑
k=1
(
q
k
)
E(F (Zk,10:T , . . . , Z
k,k
0:T ,
˜˜
Z
k+1
0:T , . . . ,
˜˜
Z
q
0:T )1(A[k]1 )c
. . .1
(A
[k]
k )
c1Ak+1 . . .1Aq ) .
For all H1 ⊂ H2 ⊂ H3 ⊂ [q], such that H3\H2 6= ∅ (the equality being otherwise obvious), we
have
∩i∈H3\H1 AH3i =
(
∩i∈H2\H1AH2i
)
∩
(
∩i∈H3\H2AH3i
)
. (4.9)
This will be used many times in this proof. We obtain already (with H1 = [k], H2 = [q − 1],
H3 = [q] )
E(F (Z10:T , . . . , Z
q
0:T )1(A1∩···∩Aq)c)
= E(F (Z10:T , . . . , Z
q
0:T )1Ac1∩···∩Acq +
q−1∑
k=1
(
q
k
)
E(F (Zk,10:T , . . . , Z
k,k
0:T ,
˜˜
Z
k+1
0:T , . . . ,
˜˜
Z
q
0:T )
×
k∏
i=1
1
(A
[k]
i )
c
q−1∏
i=k+1
1
A
[q−1]
i
× (1− 1Acq )) . (4.10)
We look at one term in the last sum above for a fixed k ≤ q − 1. As ˜˜Zq0:T is independent
of Zk,10:T , . . . , Z
k,k
0:T ,
˜˜
Z
k+1
0:T , . . . ,
˜˜
Z
q−1
0:T and 1A[k]1
, . . . ,1
A
[k]
k
,1
A
[q−1]
k+1
, . . . , 1
A
[q−1]
q−1
, we obtain that this
quantity is equal to
E(F (Zk,10:T , . . . , Z
k,k
0:T ,
˜˜
Z
k+1
0:T , . . . ,
˜˜
Z
q
0:T )1(A[k]1 )c
. . .1
(A
[k]
k )
c × 1A[q−1]k+1 . . .1A[q−1]q−1 (−1Acq )) . (4.11)
Let us set i1 = q. Let I1 ⊂ [q]. Recall the definition of LkI1 from (4.2) and the definition of LI1
from (4.1). For all I1 ⊂ [q] such that q ∈ I1, we have
Acq ∩ LI1 = (AI1q )c ∩ LI1 , (4.12)
then (using (4.9) with H1 = [k], H2 = [k] ∪ (I1 ∩ {k + 1, . . . , q − 1}), H3 = [q − 1])
∩k+1≤i≤q−1 A[q−1]i =
(
∩i∈I1∩{k+1,...,q−1}A[k]∪(I1∩{k+1,...,q−1})i
)
∩
(
∩k+1≤i≤q−1,i/∈I1A[q−1]i
)
.
(4.13)
We have:(
∩1≤i≤k(A[k]i )c
)
∩
(
∩k+1≤i≤q−1A[q−1]i
)
∩ Acq =
20
⊔
I1⊂[q] , q∈I1
[(
∩1≤i≤k(A[k]i )c
)
∩
(
∩k+1≤i≤q−1A[q−1]i
)
∩ Acq ∩ LI1
]
. (4.14)
(the symbol ⊔ means “disjoint union”). For each term in the union above, we have (using (4.12),
(4.13))(
∩1≤i≤k(A[k]i )c
)
∩
(
∩k+1≤i≤q−1A[q−1]i
)
∩ Acq ∩ LI1
=
(
∩i∈[k],i/∈I1(A[k]i )c
)
∩
(
∩k+1≤i≤q−1,i/∈I1A[q−1]i
)
∩ LkI1 . (4.15)
For each I1 ⊂ [q] such that q ∈ I1, we set i2 = max([q]\I1), if it exists.
If i2 ≥ k + 1, we can then write (using (4.9) with H3 = [q − 1], H2 = [q − 1]\{i2}, H1 =
[k] ∪ (I1 ∩ [q − 1]))(
∩i∈[k],i/∈I1(A[k]i )c
)
∩
(
∩k+1≤i≤q−1,i/∈I1A[q−1]i
)
∩ LkI1 =(
∩i∈[k],i/∈I1(A[k]i )c
)
∩
(
∩k+1≤i≤q−1,i/∈(I1∪{i2})A[q−1]\{i2}i
)
∩ A[q−1]i2 ∩ LkI1 . (4.16)
˜˜
Z
i2
0:T is independent of Z
k,1
0:T , . . . , Z
k,k
0:T , (
˜˜
Z
j
0:T )j∈{k+1,...,q}\{i2}, 1LkI1
, (1
(A
[k]
j )
c)1≤j≤k,j /∈I1 ,
(1
A
[q−1]\{i2}
j
)k+1≤j≤q−1,j /∈{I1∪{i2}}. So, for I1 such that i2 ≥ k + 1, we obtain (using that F ∈
Bsym0 (q)) and (4.15), (4.16))
E(F (Zk,10:T , . . . , Z
k,k
0:T ,
˜˜
Z
k+1
0:T , . . . ,
˜˜
Z
q
0:T )
∏
i∈[k]
1
(A
[k]
i )
c
∏
k+1≤i≤q−1
1
A
[q−1]
i
× 1Acq1LI1 ) =
E(F (. . . )
∏
i∈[k],i/∈I1
1
(A
[k]
i )
c
∏
k+1≤i≤q−1 , i/∈I1∪{i2}
1
A
[q−1]\{i2}
i
× (1 − 1
(A
[q−1]
i2
)c
)1LkI1
) =
− E(F (. . . )
∏
i∈[k],i/∈I1
1
(A
[k]
i )
c
∏
k+1≤i≤q−1 , i/∈I1∪{i2}
1
A
[q−1]\{i2}
i
× 1
(A
[q−1]
i2
)c
1LkI1
) .
For I1 such that i2 ∈ [k], we have (using (4.15))
E(F (Zk,10:T , . . . , Z
k,k
0:T ,
˜˜
Z
k+1
0:T , . . . ,
˜˜
Z
q
0:T )
∏
i∈[k]
1
(A
[k]
i )
c
∏
k+1≤i≤q−1
1
A
[q−1]
i
× 1Acq1LI1 )
= E(F (. . . )
∏
i∈[k],i/∈I1
1
(A
[k]
i )
c × 1LkI1 ) .
Recall Pm defined in Section 4.2. Starting from (4.10), (4.11), (4.14), and proceeding recursively,
we obtain that
E(F (Z10:T , . . . , Z
q
0:T )1(A1∩···∩Aq)c) =
q∑
k=1
q∑
m=1
(
q
k
) ∑
(I1,...,Im)∈Pm
(−1)s(I1,...,Im) × E(F (Zk,10:T , . . . , Zk,k0:T , ˜˜Zk+10:T , . . . , ˜˜Zq0:T ) ∏
j∈[m]
1LkIj
) ,
(4.17)
where s(I1, . . . , Im) = #{j ∈ [m],max(Ij) ≥ k + 1}. And in the same way
E(F (
˜˜
Z
1
0:T , . . . ,
˜˜
Z
q
0:T )1(A1∩···∩Aq)c) =
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q∑
k=1
q∑
m=1
(
q
k
) ∑
(I1,...,Im)∈Pm
(−1)s(I1,...,Im) × E(F ( ˜˜Z10:T , . . . , ˜˜Zq0:T ) ∏
j∈[m]
1LkIj
) , (4.18)
By Lemma 4.4, we then obtain that, for q even, using the symmetry of the problem (recall the
definition of Jk from (2.5)),
N q/2E(F (Z10:T , . . . , Z
q
0:T )1(A1∩···∩Aq)c) −→N→+∞∑
1≤k≤q , k even
(−1) q−k2
(
q
k
)
JkJq−k
× E(EK˜T (F (Z˜10:T , . . . , Z˜k0:T ,
˜˜
Z
k+1
0:T , . . . ,
˜˜
Z
q
0:T )|L˜1,q)
∏
1≤i≤q/2
∫ T
0
ΛK˜2i−1s K˜
2i
s ds) ,
N q/2E(F (
˜˜
Z
1
0:T , . . . ,
˜˜
Z
q
0:T )1(A1∩···∩Aq)c) −→
N→+∞∑
1≤k≤q, k even
(−1) q−k2
(
q
k
)
JkJq−k
× E(EK˜T (F (
˜˜
Z
1
0:T , . . . ,
˜˜
Z
q
0:T )|L˜1,q)
∏
1≤i≤q/2
∫ T
0
ΛK˜2i−1s K˜
2i
s ds) ,
and for q odd, these limits are 0. We then use the equality
(
q
k
)
JkJq−k =
(
q/2
k/2
)
Jq to finish
the proof.
Corollary 4.5. For F ∈ Bsym0 (q), we have∣∣E((ηN0:T )⊙q(F ))∣∣ ≤ 22q+1(ΛT ∨ 1)q+1(3q)!(e−ΛT )2q+1(1 − e−ΛT )q!(q − 1)! ‖F‖∞(N − 1)q/2
(
1(⌈
q
4
⌉)
!
+
1
(N − 1) q4
)
.
Proof. For m,m′ ∈ [q] and (I1 . . . , Im) ∈ Pm, (I ′1 . . . , I ′m′) ∈ Pm′ , we have that (∩j∈[m]LIj ) ∩
(∩j∈[m′]LI′j ) = ∅ if (I1 . . . , Im) 6= (I ′1 . . . , I ′m′). Note, also, that for allm, k ∈ [q], (I1 . . . , Im) ∈ Pm,
we have that ∩j∈[m]LkIj ⊂
(
B ∪ {L˜T ≥ ⌈q/2⌉}
)
(by (4.6) and the inequality q2 +1 ≥
⌈
q
2
⌉
). Hence,
by (4.17) and Lemma 4.2,∣∣E(F (Z10:T , . . . , Zq0:T )1(A1∩···∩Aq)c)∣∣
≤
q∑
k=1
(
q
k
)
P(B ∪ {L˜T ≥ ⌈q/2⌉})‖F‖∞
≤ 2qP(B ∪ {L˜T ≥ ⌈q/2⌉})‖F‖∞
≤ 2q
q∑
r=0
(
q
r
)
P(E1T ≥ 1, . . . , ErT ≥ 1, L˜T ≥
⌈
q − r
2
⌉
)‖F‖∞
(note that ∀r ∈ {0, . . . , q}, using the notation l =
⌈
q − r
2
⌉
: 2r + 2l ≤ 2q + 1 , r + l ≤ q + 1,
(q + 2r + 2l− 1)!
(q − 1)!rrl! ≤
(2q + r)!
(q − 1)!r!l! ≤
(3q)!
(q − 1)!q! )
≤ 2q
q∑
r=0
(
q
r
)
(ΛT ∨ 1)q+1(3q)!‖F‖∞
(N − 1)r+⌈ q−r2 ⌉(e−ΛT )2q+1(1− e−ΛT )(q − 1)!q! (⌈ q−r2 ⌉)!
22
≤ 2q (ΛT ∨ 1)
q+1(3q)!‖F‖∞
(e−ΛT )2q+1(1− e−ΛT )(q − 1)!q!
⌊q/2⌋∑
r=0
(
q
r
)
1
(N − 1)q/2 (⌈ q4⌉)!
+
q∑
r=⌊q/2⌋+1
(
q
r
)
1
(N − 1)q/2(N − 1) q4

≤ 2
2q(ΛT ∨ 1)q+1(3q)!
(e−ΛT )2q+1(1− e−ΛT )(q − 1)!q!
‖F‖∞
(N − 1)q/2
(
1(⌈
q
4
⌉)
!
+
1
(N − 1) q4
)
.
The same is true if we replace the Zi’s by
˜˜
Z
i
’s. Thus (4.8) gives us the desired bound.
4.4 Wick formula
We suppose here that q is even.
Definition 4.6. We introduce an auxiliary infinite system of particles (Zˇ10:T , Zˇ
2
0:T , . . . ) such that
• it has interaction times
{
T − T˜k, k ≥ 1
}
∩ {T − t, t ∈ T {1,2} ∪ · · · ∪ T {q−1,q}}
• the rest of the definition is the same as for (Z˜i0:T )i≥1.
By doing this, we have coupled the interaction times of the system (Zˇi0:T )i≥1 and of the system
(Z˜i0:T )i≥1. We can couple further and assume that (Zˇ
1
0:T , . . . , Zˇ
q
0:T ) and (
˜˜
Z
1
0:T , . . . ,
˜˜
Z
q
0:T ) coincide
on the event
{
T˜k, k ≥ 1
}
∩ (T {1,2} ∪ · · · ∪ T {q−1,q}) = {T˜k, k ≥ 1}.
The system (Zˇi0:T )1≤i is obtained from (Z˜
i
0:T )1≤i≤k by stripping off the links which are not
internal to C˜1, C˜2 or C˜3, C˜4, . . . .
We set for all f, g bounded D(R+,R
d) → R
V0:T (f, g) = E
(
E(f(Zˇ10:T )g(Zˇ
2
0:T )− f( ˜˜Z10:T )g( ˜˜Z20:T )|L˜1,2, K˜10:T , K˜20:T )∫ T
0
ΛK˜1s K˜
2
sds
)
. (4.19)
Note that for all f, g, V0:T (f, g) = V0:T (g, f). Note that the formula above cannot be simplified
with the use of the tower formula. For all k ∈ N∗, we set Ik to be the set of partitions of [k] into
subsets of cardinality 2.
Corollary 4.7. [Wick formula] For F ∈ Bsym0 (q) of the form F = (f1 ⊗ · · · ⊗ fq)sym and q even,
N q/2E(F (Z10:T , . . . , Z
q
0:T )) −→N→+∞
∑
J∈Iq
∏
{a,b}∈J
V0:T (fa, fb) .
The name “Wick formula” comes from the Wick formula on the expectation of a product of
Gaussians. In this formula, there is a sum over pairings, just as in the above Corollary. See
Theorem 22.3, p. 360 in [NS06] for the Wick formula.
Proof. To shorten the notations, we will write:
q/2∏
i=1
∫ T
0
ΛK˜2i−1s K˜
2i
s ds = p .
With this particular form for F , the limit in (2.6) of Proposition 2.6 becomes
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1q!
∑
σ∈Sq
q/2∑
k=1
Jq
(
q/2
k
)
(−1) q2−k
× E(EK˜T (fσ(1)(Z˜10:T ) . . . fσ(2k)(Z˜2k0:T )fσ(2k+1)(
˜˜
Z
2k+1
0:T ) . . . fσ(q)(
˜˜
Z
q
0:T )
− fσ(1)( ˜˜Z10:T ) . . . fσ(q)( ˜˜Zq0:T )|L˜1,q)p)
=
1
q!
∑
σ∈Sq
q/2∑
k=0
Jq
(
q/2
k
)
(−1) q2−k
× E(EK˜T (fσ(1)(Z˜10:T ) . . . fσ(2k)(Z˜2k0:T )fσ(2k+1)(
˜˜
Z
2k+1
0:T ) . . . fσ(q)(
˜˜
Z
q
0:T )|L˜1,q)p) ,
because
∑q/2
k=1
(
q/2
k
)
(−1) q2−k = (−1) q2+1. Using the exchangeability property of the particle
systems, we can transform the last expression into
1
q!
∑
σ∈Sq
q/2∑
k=0
Jq(−1)
q
2−k
∑
I⊂[q/2],#I=k
E(EK˜T (
∏
i∈I
fσ(2i−1)(Z˜
2i−1
0:T )fσ(2i)(Z˜
2i
0:T )
∏
i/∈I
fσ(2i−1)(
˜˜
Z
2i−1
0:T )fσ(2i)(
˜˜
Z
2i
0:T )|L˜1,q)p) =
1
q!
∑
σ∈Sq
JqE(EK˜T (
q/2∏
i=1
(fσ(2i−1)(Z˜
2i−1
0:T )fσ(2i)(Z˜
2i
0:T )− fσ(2i−1)( ˜˜Z2i−10:T )fσ(2i)( ˜˜Z2i0:T ))|L˜1,q)p) =
1
q!
∑
σ∈Sq
JqE(EK˜T (
q/2∏
i=1
(fσ(2i−1)(Zˇ
2i−1
0:T )fσ(2i)(Zˇ
2i
0:T )− fσ(2i−1)( ˜˜Z2i−10:T )fσ(2i)( ˜˜Z2i0:T ))
|L˜1,2, . . . , L˜q−1,q)p) , (4.20)
the last equality being true because
L((Z˜i0:T )i≥1, ( ˜˜Zi0:T )i≥1|K˜T , L˜1,q) = L((Zˇi0:T )i≥1, ( ˜˜Zi0:T )i≥1|K˜T , L˜1,2, . . . , L˜q−1,q).
By Lemma 3.6, 5, the processes L˜{1,2}, . . . , L˜{q,q−1}, defined in (3.9), are independent, condition-
ally to K˜T . And for all i ∈ [q/2],
EK˜T (f(Zˇ
2i−1
0:T )fσ(2i)(Zˇ
2i
0:T )− fσ(2i−1)( ˜˜Z2i−10:T )fσ(2i)( ˜˜Z2i0:T )|L˜1,2, . . . , L˜q−1,q)
= E(f(Zˇ2i−10:T )fσ(2i)(Zˇ
2i
0:T )− fσ(2i−1)( ˜˜Z2i−10:T )fσ(2i)( ˜˜Z2i0:T )|L˜2i−1,2i, K˜2i−10:T , K˜2i0:T ) .
So, the quantity in (4.20) is equal to
1
q!
∑
σ∈Sq
JqE(
q/2∏
i=1
[E((fσ(2i−1)(Zˇ
2i−1
0:T )fσ(2i)(Zˇ
2i
0:T )
− fσ(2i−1)( ˜˜Z2i−10:T )fσ(2i)( ˜˜Z2i0:T ))|L˜2i−1,2i, K˜2i−10:T , K˜2i0:T )× ∫ T
0
ΛK˜2i−1s K˜
2i−1
s ds)]) =
(by Lemma 3.6, 4)
1
q!
∑
σ∈Sq
Jq
q/2∏
i=1
E(E((fσ(2i−1)(Zˇ
2i−1
0:T )fσ(2i)(Zˇ
2i
0:T )
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− fσ(2i−1)( ˜˜Z2i−10:T )fσ(2i)( ˜˜Z2i0:T ))|L˜2i−1,2i, K˜2i−10:T , K˜2i0:T )∫ T
0
ΛK˜2i−1s K˜
2i−1
s ds) =∑
J∈Iq
∏
{a,b}∈J
V0:T (fa, fb) .
5 Proof of convergence theorems
5.1 Proof of Theorem 2.7 (almost sure convergence)
Proof. We recall the notations of [DPR09]. For any empirical measure m(x) = 1N
∑N
i=1 δxi (based
on N points x1, x2, . . . , xN ),
m(x)⊗q :=
1
N q
∑
a∈[N ][q]
δ(xa(1),··· ,xa(q)) ,
where [N ][q] = {a : [q] → [N ]}. Note that for any F ,
m(x)⊗q(F ) = m(x)⊗q(Fsym) .
We define, for all p ∈ [q], [q][q]p := {a ∈ [q][q],#Im(a) = p}, and (∀k ≤ q),
∂kLq =
∑
q−k≤p≤q
s(p, q − k) 1
(q)p
∑
a∈[q][q]p
a ,
(the s(., .) are the Stirling numbers of the first kind), and for all F (of q variables), for all b ∈ [q][q],
Db(F )(x
1, . . . , xq) = F (xb(1), . . . , xb(q)) ,
D∂kLq (F ) =
∑
q−k≤p≤q
s(p, q − k) 1
(q)p
∑
a∈[q][q]p
Da(F ) .
The derivative-like notation ∂kL comes from [DPR09], where it makes sense to think of a derivative
at this point. We keep the same notation in order to be consistent, but it has no particular meaning
in our setting. We then have, by Corollary 2.3 p. 789 of [DPR09], for any empirical measure m(x)
(based on N points) and for any F of q variables,
m(x)⊗q(F ) = m(x)⊙q
 ∑
0≤k<q
1
Nk
D∂kLq (F )
 .
Suppose F ∈ Bsym0 (q), we then obtain
E
(
(ηN0:T )
⊗q(F )
)
=
∑
0≤k<q
1
Nk
∑
q−k≤p≤q
s(p, q − k)
∑
a∈[q][q]p
E
(
(ηN0:T )
⊙q(Da(F ))
)
. (5.1)
We take a ∈ [q][q] with p = #Im(a) ≥ q − k and k < q/2. Note that #{i ∈ [q],#a−1({i}) = 1} ≥
q − 2k > 0.
We have now to use the Hoeffding’s decomposition (see [dlPG99, Lee90], or [DPR11], Section
4, for the details). For any symmetrical G : D([0, T ], (Rd)q)→ R, we define
θ =
∫
G(x1, . . . xq)P˜0:T (dx1, . . . , dxq) ,
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G(j)(x1, . . . , xj) =
∫
G(x1, . . . , xq)P˜
⊗(q−j)
0:T (dxj+1, . . . , dxq) ,
and recursively
h(1)(x1) = G
(1)(x1)− θ ,
h(k)(x1, . . . , xk) = G
(j)(x1, . . . , xk)−
j−1∑
i=1
∑
(j,i)
h(i) − θ ,
where
∑
(j,i) h
(i) is an abbreviation for the function
(x1, . . . , xj) 7→
∑
1≤r1<···<ri≤j
h(i)(xr1 , . . . , xri) .
For all j, h(j) is in Bsym0 (j). We have the formula
G(x1, . . . , xq) = h
(q)(x1, . . . , xq) +
q−1∑
j=1
∑
(q,j)
h(j) .
We take now G(x1, . . . , xq) = Da(F ) (still with F ∈ Bsym0 (q)). For j < q − 2k, G(j) = 0. So
we can show by recurrence that h(j) = 0 for j < q − 2k. So
G(x1, . . . , xq) = h
(q)(x1, . . . , xq) +
q−1∑
j=q−2k
∑
(q,j)
h(j) .
So, by Corollary 4.5, we have for some constant C
E(DaF (Z
1
0:T , . . . , Z
q
0:T )) ≤
C
N (q−2k)/2
.
And so, by (5.1),
E
(
(ηN0:T )
⊗q(F )
) ≤ C
N
q
2
.
Suppose that we take a bounded function f : D([0, T ],Rd)→ R. We set f¯ = f − P˜0:T (f). We then
have (with the notation f¯⊗q(x1, . . . , xq) := f¯(x1)× · · · × f¯(xq))
E(((ηN0:T (f)− P˜0:T (f))q) = E((ηN0:T (f¯))q)
= E((ηN0:T )
⊗q(f¯⊗q))
= E((ηN0:T )
⊗q(f
⊗q
)sym )
≤ C
N
q
2
. (5.2)
Provided we take q = 4, we can apply Borel-Cantelli Lemma to finish the proof.
5.2 Proof of Theorem 2.8 (central-limit theorem)
Proof. To simplify, we suppose here that ‖f1‖∞ ≤ 1, . . . , ‖fq‖∞ ≤ 1. For any u1, . . . , uq ∈ R, we
have:
E
(
exp
(
NηN0:T
(
log
(
1 +
iu1f1 + · · ·+ iuqfq√
N
))))
(5.3)
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= E
 N∏
j=1
(
1 +
iu1f1(Z
j
0:T ) + · · ·+ iuqfq(Zj0:T )√
N
)
= E(
∑
0≤k≤N
1
Nk/2
∑
1≤j1,...,jk≤q
ikuj1 . . . ujk ×
∑
1≤i1<···<ik≤N
fj1(Z
i1
0:T ) . . . fjk(Z
ik
0:T ))
=
∑
0≤k≤N
(N)k
Nk/2
∑
1≤j1,...,jk≤q
ikuj1 . . . ujk
1
k!
E
(
(ηN0:T )
⊙k(fj1 ⊗ · · · ⊗ fjk)
)
=
∑
0≤k≤N
(N)k
Nk/2
∑
1≤j1,...,jk≤q
ikuj1 . . . ujk
1
k!
E
(
(ηN0:T )
⊙k(fj1 ⊗ · · · ⊗ fjk)sym
)
.
By Corollary 4.5, for all k ∈ [N ], we have (computing very roughly)∣∣∣∣∣∣ (N)kNk/2
∑
1≤j1,...,jk≤q
ikuj1 . . . ujk
1
k!
E
(
(ηN0:T )
⊙k(fj1 ⊗ · · · ⊗ fjk)sym
)∣∣∣∣∣∣
≤ q
k(max(|u1|, . . . , |uq|))k
k!
× 2
2k+1(3k)!(ΛT ∨ 1)k+1
(k − 1)!k!(e−ΛT )2k+1(1 − e−ΛT )
×
(
1(⌈
k
4
⌉)
!
+
1
(N − 1) k4
)
(N)k
(N − 1)k/2Nk/2
≤ q
k22k+133k(3k)(max(|u1|, . . . , |uq|))k(ΛT ∨ 1)k+1
(e−ΛT )2k+1(1− e−ΛT )
(
1(⌈
k
4
⌉)
!
+
1
(N − 1) k4
)
,
and this last term is summable in k if N is big enough. Using Corollary 4.7 and Proposition 2.6,
we then obtain:
E
(
exp
(
NηN0:T
(
log
(
1 +
iu1f1 + . . . iuqfq√
N
))))
−→
N→+∞
∑
k≥0,k even
(−1)k/2
∑
1≤j1,...,jk≤q
uj1 . . . ujk
k!
∑
Ik∈Ik
∏
{a,b}∈Ik
V0:T (fja , fjb)
=
∑
k≥0,k even
(−1)k/2
2k/2(k/2)!
×
∑
1≤j1,...,jk≤q
uj1 . . . ujkV0:T (fj1 , fj2) . . . V0:T (fjk−1 , fjk)
=
∑
k≥0,k even
(−1)k/2
2k/2(k/2)!
 ∑
1≤j1,j2≤q
uj1uj2V0:T (fj1 , fj2)
k/2
= exp
−1
2
∑
1≤j1,j2≤q
uj1uj2V0:T (fj1 , fj2)
 (5.4)
We can also write a series development of the log in (5.3) and obtain:
E
(
exp
(
NηN0:T (log(1 +
iu1f1 + · · ·+ iuqfq√
N
))
))
= E
exp
∑
k≥1
(−1)k+1
k
N1−k/2ηN0:T ((iu1f1 + · · ·+ iuqfq)k)
 . (5.5)
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We have, for all k, ‖ (iu1f1+···+iuqfq)k
Nk/2
‖∞ ≤ (|u1|+···+|uq|)
k
Nk/2
for some constant C (independent of k).
So, the remaining term in the series development of the log can be bounded by
‖
∑
k≥3
(−1)k+1
k
N1−k/2(iu1f1 + · · ·+ iuqfq)k‖∞ ≤ C(|u1|+ · · ·+ |uq|)
4
N
,
for some constant C, if N ≥ 2(|u1|+ · · ·+ |uq|)2. So, the limit when N → +∞ of (5.5) is the same
as the limit of
E
(
exp
(√
N(iu1η
N
0:T (f1) + · · ·+ iuqηN0:T (fq)
)
exp
(
1
2
ηN0:T ((u1f1 + · · ·+ uqfq)2)
))
.
We have, for some constant C and f := iu1f1 + · · ·+ iuqfq (recall x ∈ R⇒ |eix| = 1),
|E(e
√
NηN0:T (f)e−
1
2 η
N
0:T (f
2))− E(e
√
NηN0:T (f)e−
1
2 P˜0:T (f
2))| ≤ CE(
∣∣∣P˜0:T (f2)− ηN0:T (f2)∣∣∣) (5.6)
So, by Theorem 2.7, the left-hand side of (5.6) goes to 0 as N → +∞. So
lim
N→0
exp
(√
NηN0:T
(
log(1 +
iu1f1 + · · ·+ iuqfq√
N
)
))
= lim
N→0
E
(
e
√
NηN0:T (iu1f1+···+iuqfq)e
1
2 P˜0:T ((u1f1+···+iuqf1)2)
)
,
(meaning that if these limits exist, they are equal), which concludes the proof with, ∀i, j,
K(i, j) = P˜0:T (fifj) + V0:T (fi, fj) . (5.7)
Note that we can bound the two terms of rhs above. Take f1, . . . , fq as above and such that
‖f1‖∞ ≤ 1, . . . , ‖fq‖∞ ≤ 1. For all i, j:
|P˜0:T (fifj)| ≤ 1 ,
|V0:T (fi, fj)| ≤ 2E(TΛK˜1T K˜2T )
(by Lemma 4.1) ≤ 2TΛe
2TΛ(q + 1)q
(1− eΛT )2 .
5.3 Proof of Corollary 2.9
Proof. The result is a consequence of Theorem 2.8 from this paper and of Theorem 4.1 from
[DPR11]. We only have to prove that for all j ≥ 2, f ∈ Bsym0 (j),
E
((
(ηN0:T )
⊙j(f)
)2) ≤ C
N j
,
for some constant C which may depend on j, f , T . Looking at the proof of Lemma 4.3 of
[DPR11], we see that we need only to prove that for all k ∈ {j + 1, . . . , 2j}, r ∈ [k], for all
F : D([0, T ],Rd)k → R bounded measurable, symmetric in the k − r last variables and such that∫
D([0,T ],E)
F (z1, . . . , zk)P˜0:T (dxi) = 0, for all i ∈ {r + 1, . . . , k}, we have
∣∣E((ηN0:T )⊙k(F ))∣∣ ≤ C
N
k−r
2
,
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for some constant C depending on F , k, r. The proof of this inequality follows the outline of the
proof of Proposition 2.6. Here, we write only the beginning of the decomposition. We have (for
F , k, r as above)
E((ηN0:T )
⊙k(F )) = E(F (Z10:T , . . . , Z
k
0:T ))
= E(F (Z10:T , . . . , Z
k
0:T )1(Ar+1∩···∩Ak)c) + E(F (Z
1
0:T , . . . , Z
k
0:T )1Ar+1∩···∩Ak)
= E(F (Z10:T , . . . , Z
k
0:T )1(Ar+1∩···∩Ak)c)− E(F (Z10:T , . . . , Zr0:T , ˜˜Zr+10:T , . . . , ˜˜Zk0:T )1(Ar+1∩···∩Ak)c) .
6 Appendix
6.1 Proof of Lemma 3.4
Proof. Let us here give a brief explanation of why this equality is true. We start the construction
of the link times at time 0. We first look at the times {Tk, k ≥ 1} ∩ {T ′l , l ≥ 1}. The law of
τ = inf{Tk, k ≥ 1} ∩ {T ′l , l ≥ 1} is E(Λq(N−q)+N−1 ) . At time τ , we choose r(k) in C1τ− ∪ · · · ∪ Cqτ−
and j(k) ∈ [N ]\C1τ− ∪ · · · ∪ Cqτ− and the jump Cr(k)τ = Cr(k)τ− ∪ {j(k)}is performed. For example,
in Figure 1, we wait 3T/4 and then we add 3 to the set C2(3T/4)− = {2}.
The situation in Definition 2.1 is the following. We have Poisson processes Ni,j like in Subsec-
tion 2. Let us start at the bottom of the interaction graph and then move upward. As the processes
(Ni,j(T − t))0≤t≤T are Poisson processes, we wait for τ ′ = inf{t : jump time of Ni,j(T − .), i ∈
[q], j /∈ [q]}. And then, if τ ′ is a jump time for Nr′,j′ with r′ ∈ [q], we add a branch corresponding
to j′ to the branch corresponding to r′ (in the same way as in Figure 1, where we added the branch
with the label 3 to the branch with the label 2). The random times τ and τ ′ have the same law
due to Lemma 3.3, 3. The random couple of indexes (r(k), j(k)), (r′, j′) have the same law due
to Lemma 3.3, 2.
We now look at the horizontal lines between existing branches (such as the line between 1 and
2 in Figure 1). Let 0 ≤ t ≤ T . We set j = #{k, Tk ≤ t}. We compute
P(∀k ≤ j, Tk 6= T ′′k |j, T ′1, T ′2, . . . , T ′j, (Ku)0≤u≤t)
= P(T ′1
Λq(q − 1)
2(N − 1) < V1, . . . , (t− T
′
k)
Λ(q + j)(q + j − 1)
2(N − 1) < Vj+1|j, T
′
1, T
′
2, . . . , T
′
j, (Ku)0≤u≤t)
= exp
(
−
∫ t
0
ΛKu(Ku − 1)
2(N − 1) du
)
.
So, conditionally to (Ku)0≤u≤T , (#{Tk = T ′′k , Tk ≤ t})t≥0 is an inhomogeneous Poisson process of
rate
(
ΛKu(Ku−1)
2(N−1)
)
0≤u≤t
. When a jump time of the form Tk = T
′′
k occurs, we choose r(k) uniformly
in C1Tk− ∪ · · · ∪ CqTk− and j(k) uniformly in C1Tk− ∪ · · · ∪ C
q
Tk−\{r(k)}. We then add a horizontal
line between branches r(k) and j(k). Due to Lemma 3.3, 2, this is the way horizontal branches
are added to existing vertical branches in Definition 2.1.
6.2 Proof of Lemma 3.6
Proof. The process (K˜t)0≤t≤T is piecewise constant and has jumps of size 1. The jump times of
K˜t belong to {T ′k, k ≥ 1} or to
{
T˜ ′k, k ≥ 1
}
. The jump times of Kt belong to {T ′k, k ≥ 1}. Suppose
we are at time s, and we know K˜s. We set j˜ = #{T˜k, s < T˜k ≤ t}, k˜0 = sup{k, T˜k ≤ s},
j = #{Tk, s < Tk ≤ t}, k0 = sup{k, Tk ≤ s}. We compute
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E(1K˜t=K˜s |K˜s) = E(E(1K˜t=K˜s |K˜s,Ks, Tk0 , . . . , Tk0+j , T˜k˜0 , . . . , T˜k˜0+j˜)|K˜s) =
E
[
E
[
j∏
i=1
1
Uk0+i>(Tk0+i−Tk0+i−1)
ΛKs(N−Ks)+
N−1
× 1
Uk0+j>(t−Tk0+j)
ΛKs(N−Ks)+
N−1
×
j˜∏
i=1
1
U˜
k˜0+i
>(T˜
k˜0+i
−T˜
k˜0+i−1
)
(
ΛK˜s−ΛKs(N−Ks)+N−1
)
× 1
U˜
k˜0+j˜
>(t−T˜
k˜0+j˜
)
(
ΛK˜s−ΛKs(N−Ks)+N−1
)
|K˜s,Ks, Tk0 , . . . , Tk0+j , T˜k˜0 , . . . , T˜k˜0+j˜
]
|K˜s
]
=
exp(−(t− s)ΛK˜s) .
The process (L˜t)0≤t≤T is piecewise constant and has jumps of size 1. The jump times of this
process belong to {T ′′k , k ≥ 1}, or to {T˜ ′′k , k ≥ 1}. Suppose we are at time s and we know L˜s,
(K˜u)0≤u≤T . Let t ≥ s. Due to the properties of the exponential law, the probability P(L˜t =
L˜s|L˜s, (K˜u)0≤u≤T ) is equal to This probability is equal to
E(1L˜t=L˜s |L˜s, (K˜u)0≤u≤T )
= E(E(1L˜t=L˜s |L˜s, (K˜u)0≤u≤T , Tk0 , . . . , Tk0+j , T˜k˜0 , . . . , T˜k˜0+j˜)|L˜s, (K˜u)0≤u≤T )
= E
[
E
[
j∏
i=1
1
Vk0+i>(Tk0+i−Tk0+i−1)
ΛK
Tk0+i
(KTk0+i
−1)
N−1
× 1
Vk0+j>(t−Tk0+j)
ΛK
Tk0+j
(KTk0+j
−1)
N−1
×
j˜∏
i=1
1
U˜ ′
k˜0+i
>(T˜
k˜0+i
−T˜
k˜0+i−1
)

ΛK˜T˜k0+i (K˜T˜k0+i−1)
N−1 −
ΛK
T˜k0+i
(K
T˜k0+i
−1)+
N−1


× 1
U˜ ′
k˜0+j˜
>(t−T˜
k˜0+j˜
)

ΛK˜T˜k0+i (K˜T˜k0+i−1)
N−1 −
ΛK
T˜k0+i
(K
T˜k0+i
−1)+
N−1


|L˜s, (K˜u)0≤u≤T , Tk0 , . . . , Tk0+j , T˜k˜0 , . . . , T˜k˜0+j˜
]
|L˜s, (K˜u)0≤u≤T
]
=
exp(−(t− s)ΛK˜s) .
This probability is equal to P
(∫ t
s
ΛK˜u(K˜u−1)
N−1 du ≤ V ′1 |(K˜u)0≤u≤T
)
(for some V ′1 of law E(1)). This
proves the point 1 of the lemma.
We have for all ω, t, ∆Kt(ω) = 1 ⇒ ∆K˜t(ω) = 1 and ∆Lt(ω) = 1 ⇒ ∆L˜t(ω) = 1, so we have
the point 2 of the Lemma. The point 3 of the Lemma is immediate.
Let k ≥ 1. Suppose we are at time T˜k−1, with T˜k−1 < T . The variables inf{T ′l , T ′l ≥
T˜k−1}− T˜k−1, inf{T ′′l , T ′′l ≥ T˜k−1}− T˜k−1, inf{T˜ ′l , T˜ ′l ≥ T˜k−1}− T˜k−1, inf{T˜ ′′l , T˜ ′′l ≥ T˜k−1}− T˜k−1
are of exponential law (recall the definition from sections 3.1, 3.2). The infimum of four inde-
pendent exponential variables E1, . . . , E4 of parameters, respectively, λ1, . . . , λ4 satisfies P(E1 =
inf(E1, . . . , E4)| inf(E1, . . . , E4) < t) = λ1λ1+···+λ4 (∀t > 0) (see Th. 2.3.3. of [Nor98]). So,
P(T˜k ∈ {T˜ ′l , l ≥ 1}|KT˜k−1 , K˜T˜k−1 , T˜k < T ) =
ΛK˜T˜k−1 −
ΛKT˜k−1
(N−KT˜k−1)+
N−1
ΛK˜T˜k−1 +
ΛK˜T˜k−1
(K˜T˜k−1
−1)
(N−1)
,
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P(T˜k ∈ {T ′l , l ≥ 1}|KT˜k−1 , K˜T˜k−1 , T˜k < T ) =
ΛKT˜k−1
(N−KT˜k−1)+
N−1
ΛK˜T˜k−1 +
ΛK˜T˜k−1
(K˜T˜k−1
−1)
(N−1)
,
so, recalling (3.1), (3.3), (3.4),
P(∆K˜i
T˜k
= 1|T˜k ∈ {T ′l , T˜ ′l , l ≥ 1},KT˜k−1 , K˜T˜k−1 , T˜k < T ) =K˜T˜k−1 − KT˜k−1(N−KT˜k−1)+N−1
K˜T˜k−1
×
KT˜k−1 − KT˜k−1(N−KT˜k−1)+N−1
K˜T˜k−1 −
KT˜k−1
(N−KT˜k−1)+
N−1
×
Ki
T˜k−1
KT˜k−1
+
K˜T˜k−1 −KT˜k−1
K˜T˜k−1 −
KT˜k−1
(N−KT˜k−1)+
N−1
×
K˜i
T˜k−1
−Ki
T˜k−1
K˜T˜k−1 −KT˜k−1
+
(
KT˜k−1
(N−KT˜k−1)+
N−1
)
K˜T˜k−1
×
Ki
T˜k−1
KT˜k−1
=
K˜i
T˜k−1
K˜T˜k−1
,
(6.1)
and this last expression depends only on K˜T˜k−. By point 1 of the lemma, the process (K˜s)s≥0
is equal in law to the sum of q independent Yule processes Y
(1)
s , . . . , Y
(q)
s , and its law is thus
independent of N (see [AN72], p. 102-109, p. 109 for the law of the Yule process). We have, for
all s,
P(Y (1)s = k) = e
−sΛ(1− e−sΛ)k−1 (6.2)
and so (see for example [Do04], p. 288),
P(K˜t = k) = P(Y
(1)
t + · · ·+ Y (q)t = k) =
(
k
q − 1
)
(e−Λt)q(1− e−Λt)k−q . (6.3)
Using the point 1 of the lemma, Equation (6.1) and the point 2 of Lemma 3.3, we obtain the point
4 of the Lemma.
Reasoning as above, we can show that, conditionally to KT , K˜T , the process (#{Tk, Tk =
T ′′k , Tk ≤ t})0≤t≤T is a homogeneous Poisson process of rate
(
ΛKt(Kt−1)
2(N−1)
)
0≤t≤T
and the process
(#{T˜k, T˜k = T˜ ′′k , T˜k ≤ t})0≤t≤T is a homogeneous Poisson process of rate(
ΛK˜t(K˜t − 1)− ΛKt(Kt − 1)
2(N − 1)
)
0≤t≤T
.
So, by Lemma 3.3, 3,
P(t ∈ {T ′′l , l ≥ 1}|KT , K˜T ,∆L˜t = 1) =
ΛKt(Kt − 1)
ΛK˜t(K˜t − 1)
.
We have, for all i (recalling (3.2)),
P(∆L˜
{i,i+1}
t = 1|KT , K˜T , t ∈ {T ′′l , l ≥ 1}) =
2KitK
i+1
t
Kt(Kt − 1) ,
and (recalling (3.5), (3.6))
P(∆L˜
{i,i+1}
t = 1|KT , K˜T , t ∈ {T˜ ′′l , l ≥ 1}) =
(K˜t −Kt)Kt + (K˜t −Kt)(K˜t −Kt − 1)
K˜t(K˜t − 1)−Kt(Kt − 1)
×
(
(K˜it −Kit)K˜i+1t
(K˜t −Kt)(K˜t − 1)
+
(K˜i+1t −Ki+1t )K˜it
(K˜t −Kt)(K˜t − 1)
)
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+
(K˜t −Kt)Kt
K˜t(K˜t − 1)−Kt(Kt − 1)
×
(
(K˜it −Kit)Ki+1t
(K˜t −Kt)Kt
+
(K˜i+1t −Ki+1t )Kit
(K˜t −Kt)Kt
)
=
(K˜it −Kit)(K˜i+1t +Ki+1t ) + (K˜i+1t −Ki+1t )(K˜it +Kit)
K˜t(K˜t − 1)−Kt(Kt − 1)
.
So,
P(∆L˜
{i,i+1}
t = 1|KT , K˜T ,∆L˜t = 1) =(
K˜t(K˜t − 1)−Kt(Kt − 1)
K˜t(K˜t − 1)
)
×
(
(K˜it −Kit)(K˜i+1t +Ki+1t ) + (K˜i+1t −Ki+1t )(K˜it +Kit)
K˜t(K˜t − 1)−Kt(Kt − 1)
)
+
(
Kt(Kt − 1)
K˜t(K˜t − 1)
)(
2KitK
i+1
t
Kt(Kt − 1)
)
=
2K˜itK˜
i+1
t
K˜t(K˜t − 1)
,
so,
P(∆L˜
{i,i+1}
t = 1|K˜T ,∆L˜t = 1) =
2K˜itK˜
i+1
t
K˜t(K˜t − 1)
.
So, using Lemma 3.3, 2 we have the point 5 of the lemma.
The author would like to thank the following colleagues for their input: Christophe Giraud,
Nicolas Champagnat, Benjamin Jourdain, Tony Lelièvre, Patricia Reynaud-Bouret.
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