This paper proposes an efficient image retrieval system. When users wish to retrieve images with semantic and spatial constraints (e.g., a horse is located at the center of the image, and a person is riding on the horse), it is difficult for conventional text-based retrieval systems to retrieve such images exactly. In contrast, the proposed system can consider both semantic and spatial information, because it is based on semantic segmentation using fully convolutional networks (FCN). The proposed system can accept three types of images as queries: a segmentation map sketched by the user, a natural image, or a combination of the two. The distance between the query and each image in the database is calculated based on the output probability maps from the FCN. In order to make the system efficient in terms of both the computational time and memory usage, we employ the product quantization (PQ) technique. The experimental results show that the PQ is compatible with the FCN-based image retrieval system, and that the quantization process results in little information loss. It is also shown that our method outperforms a conventional text-based search system.
1 Note that MATLAB uses 400MB even without running a program.
image retrieval systems are based on text. Namely, the query consists of text and relevant images are retrieved. Conventional text-based retrieval systems require tags or captions to be attached to each image in the database. To tackle this problem, many retrieval methods based on machine learning techniques have been proposed, such as caption generation [21, 24, 38] or the mapping of features into a common latent space between text and images [9, 25] . However, such methods still cannot deal with spatial constraints such as object positions.
To this end, Xu et al. [45] proposed an image retrieval system based on concept maps. A query consists of a canvas, where the textual information is distributed to represent spatial constraints. Although that method can deal with object names and positions simultaneously, it cannot consider object shapes and scales. Recently, a novel image retrieval method has been proposed in which a query is a canvas with a set of bounding boxes representing semantic and spatial constraints [32] . Hinami et al. [12] also proposed an image retrieval system based on bounding boxes and relative attributes between them. Although these methods can deal with object scales and locations, they still cannot treat object shapes. Moreover, it also cannot take background information into consideration.
In this paper, we propose an efficient image retrieval system based on semantic segmentation. The proposed system can accept three types of queries: a natural image, a segmentation map drawn by the user, and a combination of the two. We employ a fully convolutional network (FCN) [31] , which is composed only of convolution and pooling layers. By retrieving images based on the probability maps from the FCN, our system can deal with object scales, shapes, positions, and background information. As shown in Fig. 1 , our system also enables users to search for images interactively, by selecting one of the retrieved images as the new query, and adding a partial segmentation map to the new query. To the best of our knowledge, this is the first work to propose an interactive image retrieval system based on semantic segmentation.
In order to make the proposed system efficient in terms of both the search speed and memory usage, we employ the product quantization (PQ) technique [15] , which is compatible with our system. Using subjective evaluations in Section 4.2, we show that the proposed system provides a superior performance compared with a conventional text-based image retrieval system. Furthermore, in Section 5 we demonstrate that the PQ makes our system orders of magnitude faster while maintaining the retrieval quality, by quantizing each probability map independently. The average computational time and the memory usage of the proposed system are about 0.3 second and 850MB on MATLAB for 82,783 images, respectively 1 .
The fundamental algorithm of our method and some experimental results have already been presented in our preliminary study [6] . In this paper, we present the results of additional experiments for further analysis.
The rest of this paper is organized as follows. Section 2 reviews related works. Section 3 describes the details of the proposed image retrieval system. Sections 4 and 5 presents the experimental results on MSCOCO and rPascal & rImageNet datasets, respectively. Finally, Section 6 concludes the paper. 
Semantic image retrieval
As pointed out in [32] , the majority of early methods for spatial-semantic retrieval extracted low-level features from exemplars [3, 29, 45] . For example, Jian et al. [19] used wavelet coefficients to detect directional and salient patches and extracted color moments and Gabor texture features from them. Inspired by the recent success of convolutional neural networks (CNNs) for image classification, some studies have employed CNNs to learn and extract effective features for image retrieval, where queries consist of images [8] or sketches [30, [40] [41] [42] [43] 47] . Song et al. [42] introduced attention modeling and proposed a new loss based on higher-order energy function in order to deal with the semantic gap and the misalignment between sketches and natural images. The objective of those CNN-based methods is to retrieve images that have similar appearances, even in cross-modal domains, which differs from our approach.
To capture the context or object topology, some methods have incorporated graphs into the image retrieval, which represent attributes and the relationships between them [14, 22, 39] . However, these methods do not enable users to search for images interactively, because users cannot create the graph as a query directly. In contrast, in our method users can draw a segmentation map as a query on the canvas, or even on the natural image.
The most relevant work to ours is in [10] , where a query consists of a single source object and a target object sketched by the user. Similar to our method, that one is based on semantic segmentation. However, their objective is to retrieve images considering the interaction between two objects by extracting RAID (relation-augmented image descriptor) features, which is the different focus from ours.
Ji et al. [16] proposed a feature embedding into low-dimensional space by learning a projection matrix. This method is relevant to our work because it not only reduces the dimensionality but also reranks the retrieved images based on visual features. The projection matrix is optimized based on the similarities between the image that the user clicked and the other retrieved images. In [17] , they also proposed another reranking method, where the projection matrix is optimized to satisfy the constraints from the relevance graph and irrelevance graph. Different from ours, their methods [16, 17] need the initial retrieved results using text-based queries because their learning algorithms are tailored for reranking. Their methods can be incorporated into our system to rerank the initial results.
Product quantization for efficient retrieval
Many techniques have been proposed for efficient retrieval, such as binary coding and hashing (summarized in [44] ). Product quantization (PQ) [15] is one of the most popular techniques, because it is efficient in terms of both computational cost and memory usage. By partitioning the vectors in the database into subvectors and quantizing them using kmeans clustering, the approximate distances between the query vector and those in the database can be calculated efficiently via lookup tables. Although variants of PQ have also been proposed and shown superior performances [1, 7, 23, 27, 33, 34, 36, 37, 46] , in this paper we use the original PQ [15] , because of its simplicity and compatibility with our system. Recently, Hinami and Satoh [11] proposed an efficient image retrieval system using an adaptive quantization technique. However, their method is tailored for R-CNN-based object detection, and cannot be applied to semantic segmentation. Figure 2 presents the interface of the proposed system. The top-left shows the canvas that is treated as the query. The retrieved images are shown in the right area. As shown in Fig. 1 , the proposed system can accept three types of queries: (i) a segmentation map drawn by a user, (ii) a natural image, and (iii) a combination of the two.
Proposed method

System overview
(i) Users can easily create a segmentation map with predefined C class labels by drawing it using a mouse input. For example, when the user wants to retrieve images in which a horse is located at the center, he/she chooses the horse label and roughly draws its shape at the corresponding location as he/she likes. (ii) Users can also use a natural image as a query. In this case, the proposed system retrieves images that contain objects and backgrounds whose shapes and locations are similar to those of the query image. In addition, the user can choose a query image from the retrieved images shown in the right area. (iii) In addition, users can draw a partial segmentation map on a natural image. In this case, the proposed system retrieves images by considering both the objects and backgrounds in the query image and those drawn by the user. 
Semantic-spatial image retrieval
We use a fully convolutional network (FCN) trained for C class semantic segmentation to extract spatial-semantic information. The FCN takes an image whose size is n × n as an input, and outputs C probability maps of size n × n. In general, n is smaller than n , because the resolutions of the intermediate feature maps are decreased by pooling layers (the scale difference n /n depends on which FCN we employ). In this paper, we use DeepLab-v2 [4] , which has demonstrated a state-of-the-art performance, and n = 8n in this case.
Offline pre-process
Let I i denote the i-th reference image (i = 1, · · · , N) in the database. We input I i into the FCN and obtain the C probability maps. The j -th location (j = 1, · · · , n 2 ) of the c-th probability map (c = 1, · · · , C) has the probability p i c (j ) that the c-th class label is assigned to that location. The probability is normalized by the final softmax layer in the FCN, and satisfies the following:
We reshape this c-th probability map as a vertical vector
. Furthermore, we vectorize the C probability maps as
As an offline pre-process, we obtain the probability vectors p i for all reference images I i (i = 1, · · · , N) in the database.
When the query is a natural image
We first consider the case that the query consists of a natural image. Given a query image, we input the query image into the FCN and obtain the probability vector p query ∈ [0, 1] n 2 C online. We define the distance between the query image I query and the reference image I i as p-th power of the Lp distance between p query and p i :
In Section 5.4, we use L1 and squared L2 distances (p = {1, 2}), which are commonly used in image retrieval, and compare the performance. Hereafter, we denote || · || p p as || · || for notational clarity. By calculating the rankings of the reference images based on the above distance, we can retrieve the images that contain objects whose shapes and locations are similar to those of the query image. In addition, we can consider background information if scene labels such as sky, building, and grass are included in the C class labels.
When the query is a segmentation map drawn by a user
Next, we consider the case that the query consists of a segmentation map drawn by a user. Let y denote the query segmentation map whose size is n × n, and let y(j ) ∈ {0, · · · , C} be the label assigned to the j -th location. Here, y(j ) = 0 denotes the ignore label, which is assigned when the user does not specify any label at the j -th location. We define the region where the c-th class label is assigned as S(c):
S(c) has the following properties:
where Y = {j | j = 1, · · · , n 2 } is the set of all locations in y. Equation (5) means that the region S(c) does not overlap each other, and (6) means the union of all the regions constitutes an entire segmentation map. Figure 3 presents an example of S(c). 
S(water)
Given a query image, we construct a vector q ∈ {0, 1} n 2 C as follows:
q c can be interpreted as the binary probability map for the c-th class, which is calculated from the segmentation map drawn by the user. In q c , a location at which the user has assigned the c-th label has the value 1, and all other locations have the value 0. Using this vector q, we define the distance between the query and a reference image as following:
where 1[·] is the indicator function, which is 1 if the statement in the blanket is true and 0 otherwise. This indicator function is introduced in order to only consider the labels that the user has specified. The rankings of the reference images are obtained by using the above distance.
When the query is the combination of a natural image and a partial segmentation map drawn by a user
In the proposed system, the user can search for images interactively by adding a partial segmentation map y to a natural image I query . In this case, we define a query vector q = [q 1 , · · · , q C ] as follows:
In q c , locations at which the user has assigned the c-th label have the value 1. The locations where other labels are assigned have the value 0, and all other locations have the value p query c (j ). Similarly to the above cases, we define the distances between the query and the reference images as follows:
By calculating the rankings using (14), we can consider both the objects in the query image and those drawn by the user.
Product Quantization for Efficient Retrieval
In Section 3.2, we introduced image retrieval based on semantic segmentation, which considers spatial-semantic information. However, storing the long vectors p i ∈ [0, 1] n 2 C is memory consuming, because of the dimensions of n 2 C = 64 2 × 60 = 245, 760 in our setting in Section 4 and 5. In addition, the naive computation of (3), (10) or (14) is slow. Therefore, we employ PQ [15] in order to make the system efficient in terms of both the computational time and memory usage. We show that the approximate values of (3), (10) and (14) can be efficiently computed by applying PQ.
Offline pre-process
We 
When we set M = C, this quantization process corresponds to partitioning p i into each probability map p i c (= u i m ) and quantizing these. If the probability maps are independent of each other, this is the optimal setting of M, because this partitioning results in no information loss. In our experiments, we assume that they are almost independent, and set M = C. We show that PQ with this setting does not decrease the retrieval quality in Section 5.
Online search
By using PQ, we can efficiently compute the approximate value of (3) as follows:
Because f m (u i m ) is the mapping function to the nearest centroid, as shown in (15), we can efficiently compute (18) for all reference images by constructing a lookup table of the distances between the query subvector u query m and each of the centroids. Similarly, (14) can be also computed efficiently using the lookup table.
There is a further benefit of setting M = C. Namely, we can efficiently compute (10) by approximating as follows:
Similarly, we can construct a lookup table of the distances between the query subvector q c and each of the centroids. To exploit this approximation, we set M = C in Sections 4 and 5. Figure 4 summarizes the framework of the proposed method. is quantized with f m . While ADC is more accurate than SDC, we have to construct a lookup table every time a query is given in ADC. In contrast, only one lookup table of the distances between the centroids is enough for every query in SDC. However, the computational time to construct a lookup table is negligibly small in our image retrieval application. Although we can use the both options for our application, we use ADC from the above reason.
Comparison to other image retrieval systems
It is important to note that our objective is not showing high performance, compared with the state-of-the-art methods on image retrieval benchmarks. Rather than that, one of our contributions is that we propose a novel application of semantic segmentation. Although semantic segmentation has been attracting much attention in recent years, its application has been limited so far (e.g., recognition for autonomous driving).
Here, we compare the properties of the proposed system with state-of-the-art image retrieval systems with the different types of queries. Table 1 summarizes the comparison. As discussed in Section 1, [45] cannot deal with the scales and shapes of the objects. The retrieval systems based on bounding boxes [12, 32] cannot deal with the object shapes. In contrast to them, one of the advantages of the proposed method is that the object shapes [45] concept map --a n y - [32] bonding boxes (BBs) -a n y ( ) [12] BBs with relative attributes -a n y [42] sk etch -( ) Ours natural image fixed /segmentation map that users specify can be considered (e.g., diagonal road and round dish) as shown later in Fig. 12 . Although the sketch-based retrieval system [42] also can treat thee object shapes, the object classes cannot be explicitly specified. Another advantage of the proposed method is that users can reuse one of the retrieved images as the next query. Although [32] and [42] also can possibly do it by performing object/edge detection on the retrieved images, that has not been discussed in their papers. The disadvantage of the proposed method is that it can deal with only pre-defined classes. In contrast, [32, 45] and [12] can deal with any object class although the relative attributes in [12] must be pre-defined (e.g., stand next to).
Experiments on MSCOCO
Implementation details
As the FCN, we used DeepLab-v2 [4] implemented on the Caffe library [18] , which is publicly available. We trained this network on the trainval set of the PASCAL-Context Dataset [35] , which contains 5,105 images with groundtruth pixel-level labels. This is a dataset for 60(= C) class semantic segmentation, where a variety of classes are included, such as car, building, sky, and road. We denote the set of 60 class names as C. Similarly to [4] , we employed poly-learning, where the learning rate started at 2.5 × 10 −4 and was multiplied by (1 − ( iter max iter ) power ) at each iteration. We set the max iter to 20,000, power to 0.9, momentum to 0.9, and weight decay to 5.0 × 10 −4 . We used the pixel-wise softmax cross-entropy between the groundtruth label and the predicted score. The input size is n × n = 512 × 512, and the output size is n × n = 64 × 64. We implemented the user interface and PQ on MATLAB, and set K = 256. Our implementation of the PQ is based on the publicly available code 2 , and the core part for distance computation is implemented on C-based mex function. Unless we state, we use squared L2 distance.
Subjective evaluation
We conducted subjective evaluation tests to verify the efficacy of the proposed system. As the database, we used the MSCOCO2014 training set [28] , which contains 82,783 images. Each image has five caption annotations written by Amazon Mechanical Turk workers.
We compared the following two methods.
Text-based retrieval The user can input a set of words as a query. The rankings of images are simply calculated based on the number of words in the captions that are the same as the query words. Text+proposed system The user can input both a set of words and the three types of images described in Section 3.1 as a query. Given the input, we first obtain the rankings in a similar manner to the text-based retrieval method above. Subsequently, we sort the images that have the same rank based on the distance in (18) or (20) . When the user does not input any images on the canvas, this system is equivalent to the text-based retrieval method above. In contrast, when the user does not input query words, the ranking is calculated simply based on the distance in (18) or (20) .
The procedure of the test for each subject is as follows.
1. We used the MSCOCO2014 validation set, which has 202,654 captions, to construct a caption set T . We picked up the captions that contain three or more class names in C, and there consequently remained 2,896 captions. 2. We randomly chose a caption from T , and asked the subject to imagine an image that the caption describes. 3. We asked the subject to choose ten images that he/she think are similar to the imagined image using the text-based system. As shown in Fig. 2 , top 30 retrieved images were shown on the display. The subject could make queries and search for images any number of times until the total number of the chosen images reached to ten. 4. We asked the subject to do the same task as step 3 using the text+proposed system instead of text-based system. 5. We showed the twenty chosen images in random order, and asked the subject to assign a relevance score from 1 to 5 to each image, which means how much each image is relevant to the image that he/she imagined at step 2. A score of 5 indicates the highest relevance, and 1 the lowest. 6. Steps 2-5 were repeated three times.
The number of subjects was ten, and their ages were 21-26. Nine subjects were male, and one was female. The chosen captions were, for example, "A person skiing alone on snow covered mountain," "A school bus on the road behind a truck" and so on. the histograms of the scores. We observe that the number of images scored as 1 using the text+proposed system is significantly lower than that for the text-based system. Accordingly, the number of images scored as 4 and 5 increased when using the text+proposed system. This is reasonable, because the text-based system cannot deal with semantic-spatial information, such as the shapes and locations of objects that subjects imagine. The average score of the all 300 images for the text-based system is 3.5, and that of the text+proposed system is 3.8. There is a significant difference (ρ < 0.01) between these according to the Student's t-test.
Computational time analysis
Using the 82,783 images in the MSCOCO train set, we analyze the computational time required to calculate the ranking and sorting based on (18) or (20) with PQ. Because we set M = C, the size of lookup table for computing (18) is C × K, where M, C and K are the number of partitions, classes, and centroids, respectively. The average computational time for (18) and sorting for all 82,783 images was about 0.3 sec on a machine with an Intel Core i7-6600U and 12GB RAM, which is sufficiently fast for real application.
When the query consists of a segmentation map drawn by a user, the size of the lookup table required for (20) depends on the number of classes the user specifies (i.e., |C | where C = {c | S(c) = ∅}). Figure 6 shows the computational time versus |C | for all 82,783 images. The computational time increases linearly as |C | becomes large. However, even when the user specifies all classes (i.e., |C | = 60), the computational time is only 0.26 sec, which is sufficiently fast.
We could not measure the computational time without PQ, because we could not store 82,783 vectors of length n 2 C = 245, 760 on the RAM. Figure 12 shows some examples of the retrieved images with the proposed system on the MSCOCO2014 train set. We observe that the proposed system successfully performs retrieval considering the spatial-semantic contexts of the query images. 
Qualitative evaluation
Experiments on rPascal & rImageNet
Dataset
We used the rPascal and rImageNet datasets [39] , which contain 1,895 and 3,354 images, respectively. The rPascal dataset contains 50 query images, and each query image has 180 reference images on average. The rImageNet dataset contains 50 query images, with 305 reference images per query on average. Both datasets contain relevance score annotations for each pair of query and reference images. Using these datasets, in this section, we evaluated the performance of the proposed method for structured retrieval. Similarly to [39] , we used the normalized discounted cumulative gain (nDCG), which is defined as:
where rel i is the relevance score of the i-th ranked image, and IDCG is the ideal discounted cumulative gain. Table 2 presents a comparison of the computational time with and without PQ on the rPascal and rImageNet datasets. PQ makes the computation orders of magnitude faster, especially when K is small. When K is large, PQ is not as effective. However, this is because the Fig. 10 Comparison of nDCG with other methods. Except for the proposed method, the plots are from [39] . Augmented Retrieval, Fisher+Classemes, and Attribute Graph indicate [2, 5] , and [39] , respectively numbers of reference images are extremely small (180 and 305, respectively). We believe that PQ will be more effective when the dataset size is large. Figure 7a and b show the results of the proposed method with various values of K (the number of centroids) and without PQ. We observe that the search speed is enhanced without degrading the search accuracy. Figure 8a and b show the results of the proposed method with L1 distance. When we compare Figs. 7 and 8, we observe that the performance of L1 distance without PQ is a little better than that of squared L2. However, when we use PQ (K = 16 and 64), the performance with L1 distance slightly drops and is almost same as squared L2. Especially, when the quantization is rough (K = 4), it gets much worse, which means L1 distance is less robust for PQ in this application. That is why we used squared L2 distance, not L1.
Computational time
Number of centroids K
L 1 vs. squared L 2 distance
Number of partitions M
One may think "Is the number of partitions M = C really optimal setting?". To answer this question, we tried other number of partitions M = 2C and 4C. When we set M = 2C, each probability map is partitioned into two parts ("left and right parts" or "upper and lower parts") and quantized separately. Similarly, when M = 4C, each probability map is partitioned into four parts. Figure 9a and b show their results. We observe that the number of partitions has little effect on the retrieval performance. Figure 10a and b present comparisons with other methods on rPascal and rImageNet, respectively. The proposed method is significantly inferior to Attribute-Graph [39] , which is reasonable, because that method is tailored for structured retrieval and ours is not. Although the proposed method performs worse than other methods on rPascal, it shows a competitive performance with other methods except for Attribute-Graph [39] on rImageNet. Figure 11a , b and c show the centroids of the probability maps for person, horse and building classes, respectively. When the number of centroids is small (K = 4), each centroid represents only the possibility that persons exist (i.e., "do not exist", "probably do not exist", "probably exist", and "exist"), and cannot represent the locations of persons because the quantization is too rough. When K = 16, the centroids represent not only the possibility but also the locations of persons in the image. When we set K = 64, much more variety of patterns are represented (e.g., multiple persons in different locations), which leads to accurate retrieval (Fig. 12) . 
Comparison with other methods
Visualization of Centroids
Conclusion
In this paper, we have proposed an efficient and interactive image retrieval system using FCN and PQ. The FCN is used to treat spatial-semantic information, and PQ is applied for efficient computation and memory usage. The experimental results showed that the proposed system is effective in reflecting the intentions of users. It was also shown that PQ is compatible with the proposed system, and makes it considerably faster while maintaining the retrieval quality. Although we employed DeepLab-v2 [4] and original PQ [15] in this paper, we believe that the performance of the proposed system, in terms of retrieval quality, computational time, and memory usage, can be improved by using more powerful network (e.g., pyramid scene parsing network [48] ) and advanced PQ techniques such as Optimized PQ [7] or PQTable [34] .
The limitation of the proposed method is that it cannot treat new classes that are not included in the training dataset of semantic segmentation. To train the FCN from imagelevel labels or videos by employing weakly-supervised semantic segmentation techniques [13, 20, 26] is one possible solution for the limitation.
