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A B S T R A C T
Today’s highly competitive markets tend to favor enterprises, in
which business processes are analyzed and optimized regularly,
in order to be able to operate in accordance with their business
goals. The variety of business process management (BPM) methods
applied for this purpose, since the emergence of the concept of
business reengineering in the 1990s, ranges from incremental adjust-
ments to radical restructuring. In combination with contemporary
workflow automation technology, modern redesign methods are
powerful tools for enhancing business performance, enabling
companies to maintain a winning margin. Optimization methods
that deliver sustainable results using evolutionary approaches,
however, are nowadays becoming increasingly popular — once
again, two decades after continuous improvement paradigms
had almost completely been abandoned in favor of revolutionary
process redesign.
This diploma thesis explores one such evolutionary BPM ap-
proach employed in the deep Business Optimization Platform
(dBOP), a research prototype, which assists analysts with the selec-
tion and application of suitable process improvement techniques.
The present work demonstrates an evaluation of dBOP with the
help of simulated business scenarios based on real case studies,
and documents the types of optimization patterns most readily
applied through automated process redesign. For this purpose
two business processes, one from a car rental enterprise and one
from a health insurance company, are modeled and deployed on
a process server, and executed using web services and sample
data warehouses based on actual statistics. These processes are
then analyzed with dBOP, in order to compare its optimization
recommendations with those expected from a human analyst’s
perspective.
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I N T R O D U C T I O N

1
I N T R O D U C T I O N
Over the last two decades, the notion of business process man-
agement (BPM) has evolved from a concept of radical business
reengineering to a blend of methodologies that by now embrace
incremental process improvement techniques just as well, ren-
dering a broader applicability, and producing better sustainable
results. Business process redesign has thus become an evolution-
ary approach to enhancing business performance, in contrast to
formerly popular revolutionary restructuring endeavors.
Despite increasing process efficiency with the help of ever
advancing information technology, past redesign methods have
largely focused on improving static models and redeploying the
process, whenever the business goals changed. A newly emerging
line of process management research, however, has developed
methods for analyzing and adjusting process structures dynam-
ically during actual operations, i.e., without always having to
redesign the process as a whole.
This diploma thesis explores these dynamic computational
methods in business process optimization and how they can be
utilized to investigate real-life business scenarios. After defining
and formally modeling business processes based on two case
studies, the process patterns therein are evaluated on an auto-
mated optimization platform, particularly with regard to possible
improvements. Each formal scenario definition includes the as-
sociated data storage dimension, in which a data warehouse is
generated containing operational and process data in accordance
with relevant statistical patterns, aiming to achieve a realistic
business process simulation.
Finally, the output of automated optimization is compared to
the expected transformations leading to an improved process, as
would have been suggested by a process analyst.
1.1 objectives
The present diploma thesis attempts to demonstrate the func-
tional capabilities of the dBOP, which is currently under develop-
ment as part of an ongoing research project titled Business Impact
Analysis at the Institute of Parallel and Distributed Systems, Insti-
tut für Parallele und Verteilte Systeme (IPVS), accommodated at the
University of Stuttgart.
The main objective of this thesis is to inspect the analytic out-
come delivered by dBOP and its contingent recommendations for
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optimization, particularly with regard to theoretical redesign pre-
sumptions. The analysis platform itself and related architectures
are described in detail in Section 1.3.1.
The text at hand is a report on the methods deployed for evalu-
ating the optimization features of dBOP. The preliminary strategy
pursued in seeking to analyze the optimization platform, is to
devise business process schemes based on real-life enterprise
operations, which are then investigated on the basis of optimality
considerations. These process schemes, or scenarios, are deliber-
ately left in a suboptimal state for purposes of the present inquiry,
and modeled accordingly. It is then expected that the analysis
of such misarranged schemata on dBOP would yield corrections
leading to an overall more efficient process, perhaps even to a
potentially optimal structure.
In order to be able to extract and analyze process data from
a given business scenario, the corresponding business process
is modeled at an appropriate level of detail, and deployed on
an IBM WebSphere® Process Server, where all process activities,
including human tasks, are executed by simulated participants.
The simulated operations are performed by web services im-
plemented in Java1. These web service operations replace the
actors in a process. Section 3.2.3 elaborates on the fundamentals
of web service technologies, and Chapter 3 encompasses further
implementation details specific to the evaluation of business sce-
narios, providing a comprehensive account on development and
deployment.
Based on the insights attained through the conclusions of pro-
cess analysis, it can be possible to detect patterns in the distribu-
tion of process tasks which bear further potential for optimization.
Improvements in a given business process can be attained by dis-
placing or otherwise altering individual tasks or groups of tasks.
Certain process activities, on the other hand, can in some cases
even turn out to be entirely expendable. Particulars of the opti-
mization techniques applied in the present work are discussed in
Section 2.3.
The following section provides an overview of the project
context in which the present work emerged, giving a brief intro-
duction to previous work related to the subject matter.
1.2 outline
The present document consists of three main parts: introduc-
tion, method, and conclusion, followed by an appendix containing
method-specific details.
1 Java is a registered trademark of Sun Microsystems, a subsidiary of the Oracle
Corporation
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This introductory chapter gives a brief overview of the empir-
ical investigation conducted to evaluate a compound software
architecture devised to support process analysts in reenginering
tasks. It presents paradigms related to workflow technologies
and their applications, with primary focus on process automation
and improvement, set in the specific context of automated analy-
sis and dynamic optimization. The next section in this chapter
states the particular objectives of the present diploma thesis and
provides a general description of concepts essential to compre-
hending its underlying principles. Section 1.3 gives an overview
of the specific research context in which the present work is
accommodated.
The introductory part of the document at hand is comple-
mented by a further chapter on fundamental concepts: Chapter 2
illuminates supplementary fundamental ideas and reflects on as-
sociated concepts and definitions. The center of attention through-
out this report is largely concentrated on the notion of Business
Process Management (BPM). However, the subject matter is re-
lated to a wide range of research fields, both in a historical sense
as well as in terms of technical proximity. Sections 2.1 and 2.2
attempt to illuminate these relations, and describe the concept
business process in an academic framework, adopting principal
definitions originating in workflow-related research literature.
The subsequent passages concisely illustrate common techniques
utilized to evaluate and optimize given process structures.
The second part of the document encompasses the main body
of work carried out in producing this thesis, and describes the
methodology applied in investigating automated process optimiza-
tion. A general theoretical account of the chain of procedures and
development steps leading to an executable business process, is
provided in Chapter 3, describing the standards used in modeling
a process, illuminating techniques for providing relevant data
resources, and characterizing the category of software methods
employed in business process simulation. Section 3.2 presents the
implementation details of the software environment in which the
systematic evaluation of the business scenarios takes place.
Chapter 4 provides comprehensive accounts of real-life busi-
ness scenarios which are evaluated for possible structural im-
provement. Finally, the data drawn upon for this purpose, and
its preparation, is explained in Chapter 5.
The concluding part of the thesis discusses its results in Chap-
ter 6 followed by a closing outlook into possible benefits of the
present work, and reflects on its relation to current research on
the subject matter.
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1.3 related work
The following sections provide an overview of the specific re-
search context in which the present work is accommodated. As
already mentioned in Section 1.1, the major context of the present
study is the BIA project, which will be briefly introduced here,
followed by a general account on research topics, to which this
thesis is related.
1.3.1 Business Impact Analysis
The Business Impact Analysis (BIA) project started in June 2006,
aiming to develop a heuristic approach to automated integration
of process execution data and operational business data in enter-
prises, in order to enable a more informative and comprehensive
analysis of business processes.2
The aforementioned IPVS project incorporates several research
tasks that address the following issues:
• Development of an adequate ontology for semantic annota-
tions
• Semantic annotation of process data
• Semantic annotation of operational data
• Automatic integration of process data and operational data:
Development of reasoning and schema matching algorithms
• Development of analysis techniques for the integrated data
using Online Analytical Processing (OLAP) and Data Mining
(DM)
• Optimization of business processes
The present thesis is predominantly associated with the last
mentioned item, i.e., process optimization. One of the essential
components of the BIA project, is research conducted on the deep
Business Optimization Platform (dBOP), which is described in
Section 1.3.1.2.
Further details on the semantic annotation approach and auto-
mated data integration methods are described in [Radeschütz 08b]
and [Radeschütz 08a], in the framework of deep business analysis.
Implementation details concerning the matching techniques for
process and operational data using the BIA-Editor can be found
in [Radeschütz 10].
2 Further details on the BIA project are available on the official
project homepage at http://www.ipvs.uni-stuttgart.de/abteilungen/as/
forschung/projekte/BIA/
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1.3.1.1 dBOP System Architecture
INTEGRATION
(dBDI)
ANALYTICS
(dBA)
OPTIMIZATION
 
(dBPO)
Process Insight Repository (PIR)
Process Data Operational Data
Integrated DWH
Matching
Preprocessing,
Analytics &
Aggregation
Design Execution Analysis
Figure 1: The three architectural layers of dBOP.
To emphasize their point of focus in the motivation for dBOP,
the developers assert in [Niedermann 10], that
” . . . current, largely manual process optimization tech-
niques based on non-integrated data present a significant
obstacle on the way to achieving superior business process
performance.”
The deep Business Optimization Platform (dBOP) developed at
IPVS, provides an environment for the (semi-)automated optimiza-
tion of processes, aiming to address the challenge of reducing
manual adjustments during process redesign.
The Platform provides the ability to reveal deep insights that
would remain concealed in most cases, in which the analysis is
fed by a single data source. Customized DM techniques allow
even deeper insight into the available data. Unlike simple queries
on the process database, dBOP provides analysts with information
regarding behavioral correlations between process factors. The
results achieved by means of extended analysis are coupled with
a pattern repository to support decision-making, by providing
the analyst with guidance on how to obtain process improve-
ment, thus enabling “a fast and cost-efficient process optimization” to
achieve high process quality.
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The dBOP architecture is composed of three main layers, as
illustrated in Figure 1:
1. Data Integration is the initial processing step, and takes place
in the deep Business Data Integration (dBDI) layer. As data
relevant to the process and its decisions can be spread over a
variety of heterogeneous data sources, this lowest platform
layer provides the means to match and integrate process
data with other data sources. The methods employed are
discussed in [Radeschütz 10].
2. Process Analytics employ a range of specific preprocessing
and analytics procedures, which are synthesized in the deep
Business Analytics (dBA) layer. In order to achieve mean-
ingful optimization results, process specific insights, i.e.,
information that can be readily transformed into concrete
process optimization measures, are required to be extracted
from the integrated data layer. The additional information
retrieved is then stored in a Process Insight Repository (PIR).
A comprehensive account on the analysis methods can be
found in [Radeschütz 09].
3. Process Optimization is based on insights from the corre-
sponding PIR generated in the preceding analysis layer.
Next to customized analysis techniques, the platform also
contains a broad set of formalized best practice process
optimization patterns, stored in the pattern catalogue (see
Section 2.3.3 for an overview. Implementation details and
application methods are discussed in [Niedermann 11b]).
These patterns, such as parallelization, task elimination or
decision automation, utilize the analysis results to deter-
mine which modification of the process are most beneficial
with regard to a certain goal function specified by the pro-
cess analyst.
How decision-making can be supported based on the above
process analysis methods, is discussed in [Niedermann 11a] (along
with related contributions in [Abramowicz 11]). Specific aspects
of the methods employed to optimize business processes are
presented in Section 2.3.
1.3.1.2 Deep Business Process Optimization
A comprehensive account on the optimization layer of dBOP can
be found in [Niedermann 11d], where practical applications of
the findings in BPO research are discussed in detail. How these
techniques are utilized to support analysts during business pro-
cess design are treated in [Niedermann 11c].
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General terminology, emergence and evolution of the concept
of business process optimization is described in Chapter 2, with a
detailed discussion of related research literature.
1.3.1.3 dBOP-Modeler
The dBOP-Modeler (formerly called dBOP-Editor) is the central
process analysis tool of the deep Business Optimization Platform
(dBOP). It is a custom implementation, based on standard pro-
cess modeling tools. The intuitive GUI allows for straightforward
process modeling and can be used to visualize analysis results
and optimization recommendations, allowing the analyst to in-
vestigate various process configurations. Important features and
some implementation details of the dBOP-Modeler are discussed
in [Niedermann 11d].
1.3.2 Simulating Business Processes
Manuel Laguna and Johan Marklund devise a simulation-based
framework for business process design projects in their recently
published textbook, [Laguna 11]. They provide comprehensive il-
lustrations of both analytical queuing methods, as well as computer-
based simulation methods, used for incorporating variability into
business process models.
Earlier attempts to formalize simulation methods and termi-
nology from an industrial engineering perspective can be found
in [Harrell 95], and a related demonstration of the applicability
of these methods in business process analysis and simulation
in [Tumay 96], elaborating further on analogous techniques dis-
cussed in [Gladwin 94].
Recent research on the topic in view of experimental approaches
is illuminated in [van der Aalst 10a], with special attention turned
to precise resource modeling for efficient allocation. Furthermore,
the human dimension of business process simulation and partic-
ulars of human behavior in an IT-driven process environment is
described using a socio-technical approach in [Gregoriades 08].
An account of the subject matter with regard to methods em-
ployed in the present study is given in the following chapter, in
Section 2.4.

2
F U N D A M E N TA L C O N C E P T S
This chapter provides an overview of common terminology rel-
evant to the principal subject matter, with brief remarks on its
origins. Section 2.1 attempts to contemplate on Business Process
Management (BPM) in a historical context. Technical terms and re-
lated standards are specified in Section 2.2, followed by a detailed
account of optimization “best-practices” in Section 2.3, derived
from case studies and descriptive categories in contemporary
research literature on process improvement and business reengi-
neering. The final section of the present chapter discusses the role
of case studies in the evaluation of Information Technology (IT)
systems and architectures.
2.1 business process management and optimization
The assessment and representation of business processes are not
ends in themselves, but rather essential means to statically or
dynamically implement transformation activities for organiza-
tional improvement. There are several names for this kind of
venture, such as Process Innovation, Business Process Improvement,
Business Process Redesign, Business Reengineering and several other
combinations of these key terms; whereas all endeavors related to
process design and redesign are generally referred to as Business
Process Management.
The past two decades have witnessed an increasing interest in
BPM and related fields by a growing community of business peo-
ple and academics alike. The body of knowledge on the subject
matter and the range of methodologies, tools and techniques have
also expanded substantially. However, it remains “[a] challenge defining BPM
[. . . ] to provide concise and widely accepted definitions, taxonomies,
and overall frameworks for Business Process Management“, as noted
accurately in [vom Brocke 10]. For the sake of clarity, the present
work adapts a specific definition of the term BPM which is pretty
much confined to the domains of scientific management and orga-
nization theory:
business process management includes concepts, methods,
and techniques to support the design, administration, con-
figuration, enactment, and analysis of business processes
(adopted from [Weske 07]).
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2.1.1 Recent History of Business Process Improvement
The emergence of the idea of attempting to improve the per-
formance of business enterprises by looking deeper into labor
patterns, and analyzing the interactions of the participants of
an assignment, is a relatively recent phenomenon. The approachorigins of BPM
became popular in the early 1990s due to economic pressure on
corporations to increase productivity or to otherwise enhance
their efficiency.
Progress in information technology in the late 1980s was al-
ready leading to increased efforts among industrial engineers
and business analysts to utilize the newly emerging tools and
techniques for improving enterprise structures — an occupation
which is nowadays known as process engineering.1
Thomas Davenport and James Short explore in detail, in theirIT and process
improvement 1990 article on new paradigms in industrial engineering, the rela-
tionship between information technology and business process
redesign (see [Davenport 90]). The term information technology is
defined by the authors as “the capabilities offered by computers, soft-
ware applications, and telecommunications” whereas business process
redesign is depicted as “the analysis and design of work flows and
processes within an organization”.
Shortly after the publication of his article with Short, Daven-
port writes in a comprehensive account on process innovation (see
[Davenport 93]) the following enthusiastic lines:
Today firms must seek not fractional, but multiplicative
levels of improvement — 10× rather than 10%. Such rad-
ical levels of change require powerful new tools that will
facilitate the fundamental redesign of work.
After having observed that it became common practice in many
corporations to utilize these tools on a single dimension, i.e.,
concentrating solely on reducing costs, he emphasized in his
more recent publications that
“[. . . ] traditional, engineering-based approaches to knowl-
edge work are incompatible with the autonomy and work
approaches of many knowledge workers.”
Therefore, he suggests
“ a variety of alternative process-oriented approaches to
knowledge work [with emphasis] on differentiating among
1 The term process engineering denotes a rather interdisciplinary profession that
incorporates a variety of occupational groups, ranging from business admin-
istrators to systems analysts and information technology specialists. Process
analysis and optimization in an industrial context has, however, been a tra-
ditional domain of industrial engineering. Nowadays, the two career terms are
often used interchangeably.
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different types of knowledge work and applying process in-
terventions that are more behaviorally sensitive.”
(quoted from [Davenport 10])
Previously having expressed his concern on the misuse of process misuse of process
improvement
methods
improvement principles for justifying massive lay-offs, Daven-
port refers to the methodology, or rather to misinterpretations
thereof, critically as a “fad” that ignores the human dimension of
organizations (see [Davenport 95]).
The years following the pioneering literature on process im-
provement — most of which were from an engineering perspec-
tive — brought a myriad of academic articles, technical reports
and business research communications addressing the subject
matter. A significant portion of these publications reflected on
the methodologies of business reengineering, which is introduced
in the following section.
2.1.2 Business Reengineering
Among the many systematic contributions to methods for in-
voking and sustaining corporate progress, accompanied by a
growing pool of research literature on business process improve-
ment, an extraordinarily influential discourse on the subject can
be found in a frequently cited book by Michael Hammer and
James Champy, published in 1993 (1st edition, [Hammer 93]).2
The authors often receive credit for having coined the term reengi-
neering, which they define in the following manner:
reengineering is the fundamental rethinking and radical re-
design of business processes to achieve dramatic improve-
ments in critical, contemporary measures of performance,
such as cost, quality, service, and speed.
Hammer and Champy emphasize the significance of consider-
ing structural alterations in the process itself, rather than merely
automating existing activity patterns, relating to several case
studies in an enterprise context, as discussed in [Hammer 90].
Among a rich variety of tools and methods, modern information
technology (IT) is by and large appreciated by the authors as an
“enabler” in reengineering, being vastly important to improving
processes and restructuring organizations.
However, organizations are warned against “thinking that tech-
nology is the only essential element in reengineering”. Accelerating a
business process or any corporate operation as it is by exploiting
2 In a more recent reprint of the book, the authors discuss the influence of their
work on contemporary business process engineering since the release of the
first edition. They also introduce new enterprise case studies that verify the
significance of business reengineering (see [Hammer 03]).
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computational methods, without prior structural optimization,
i.e.,
“[. . . ] merely overlaying new technology on old ways of
doing business [. . . ] allowing us to make worse decisions
sooner”.
This widespread type of misguided approach to reengineering
is referred by Hammer and Champy, humorously, as “paving
cowpaths”.
Another commonly used term in the context of reengineer-
ing is business process optimization. Although the expression isreengineering vs.
optimization often regarded in business jargon as synonymous to business
reengineering, there is a formal distinction between the two ap-
proaches. Strictly speaking, the term business process optimization
is attributed to rule-based methods that are applied to improve
formalized process models, whereas reengineering generally
refers to overall restructuring efforts in an organization, which
are often conducted in a radical manner.
Hence, Business Process Optimization (BPO) should not be
regarded as a paradigm in its own right, but a set of methodsrevolution vs.
evolution and tools for assisting not only revolutionary approaches, such as
business reengineering, but contrasting evolutionary concepts like
continuous improvement as well. Section 2.3 dwells deeper into the
theoretical foundations of these optimization methods and their
applications.
Business processes are traditionally carried out manually in
accordance with regulations and guidelines established in an
organizations managing instances. How well the distinct con-
stituents of an organization comply with the procedures already
installed depends highly on the knowledge level and skills of
the participants, i.e., of the employees, and on their degree of
conformity with rules and standards, as noted in [Weske 01].
Weske further states that “enterprises can achieve additional bene-
fits if they use software systems for coordinating the activities involved
in business processes”, suggesting that information technologies
can provide an improved means of reinforcing operational com-
pliance. Based on this notion, the following definition can be
adopted:
business process management system A business process
management system is a generic software system that is
driven by explicit process representations to coordinate
the enactment of business processes.
(adopted from [Weske 07])
Having defined the concepts fundamental to BPM, it is appro-
priate to emphasize that the terms business process and workflow
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OPERATIONS
LAYER
CONCEPT
LAYER
STRATEGY
LAYER
IMPLEMENTATION
LAYER
Process Management
Applications Development Organizational Restructuring
Workflow Management
Business Management
∙ Executive Decision-Making     ∙ Administrative & Strategic Planning
∙ Process Analysis     ∙ Process Design     ∙ Process Conduct
∙ Workflow Design     ∙ Workflow Execution     ∙ Process Monitoring
Figure 2: Illustration of the typical stages of business process develop-
ment, based on a model of management layers, adapted from
[Gadatsch 10]. Interaction among the layers is ideally bidirec-
tional. Information flow through all layers in both directions
enables an organization to evaluate the process framework
and restructure parts of the system, where required.
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are placed into a specific hierarchical context in the present the-
sis. It becomes clear how these notions fit into an organizations
anatomy, when they are contemplated as integrated methodolo-
gies applied at various functional levels.
2.1.3 Process Development
The emergence of processes in an organization follows a particu-
lar series of development patterns. These motives comprise an
own field of study, traditionally in the domain of organization
theory, as described in [Daft 09]. This section provides a brief
account of common forms of process-oriented organizational
structures and the typical stages of process management therein.
The description of a business process begins at the strategyprocess design stages
layer of an organizational archetype according to the layer model
in [Gadatsch 10]. This is where the decision-making in a typical
corporation takes place, usually as part of a top-down managerial
hierarchy. Figure 2 illustrates the subsequent steps that contribute
to the realization of management decisions.
The main strategic question at this stage concerns which pro-
cesses define the core functionality of an organization, and which
ones can be outsourced to be carried out by external instances.
Having defined the range of internal activities, strategic manage-
ment determines how the processes should be structured and
what methods are to be applied. Solving such decision problems
typically run through four distinct phases, as distinguished in
[van der Aalst 04]:
1. Definition involves establishing exactly what the problem is
and, in particular, within what scope a solution to it must
be found. Drawing up optimization criteria often forms
part of this phase.
2. Creation involves formulating one or more solutions which
fall within the scope defined, or which satisfy an optimiza-
tion criterion.
3. Evaluation involves assessing different solutions, for in-
stance by multi-criteria analysis.
4. Selection involves choosing one solution that works, which
is in turn actually implemented.
Once a strategic road map is laid out in the strategy layer, it
is passed on to the subjacent concept layer. This specific develop-
ment stage incorporates tactical management, which takes on the
task of formalizing the asserted processes and molding strategic
requirements into a standardized process model. This mission
requires that the process be analyzed, resulting in a structural
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management level decision type
Strategic process design and resource types
Tactical capacity planning and budgeting
Operational resource assignment
Real-Time equipment control
Table 1: Decision types in four interleaved process management levels,
based on [van der Aalst 04].
outline based on real-life constraints and other strategic con-
siderations. The indicated outline is then modeled in accordance
with a technical norm assigned in advance. Section 3.1 explains
how a business process is systematically modeled, and presents
commonly applied rules and standards.
Finally, the business process model is implemented. This final
stage, i.e., process deployment, can be preceded by several redesign
cycles depending on the complexity of the targeted business
process. In the classical fourfold division of process management
levels, the implementation layer is referred to as the real-time
management level, as referred in [van der Aalst 04].
At this critical position in the chain of command, there is a
transition of perspective from the administration tier to the techni-
cal infrastructure embodied in the same organization. As soon as
the standard model of a business process is available, it can be
assigned to operating instances in the next layer. Gadatsch calls
this domain the operations layer.
Depending on the readily available information technology
infrastructure, the set of normalized business process models
can now be, partially or in whole, translated into automated
workflows. Thus, the operational layer incorporates both a partly
conceptional workflow management and the necessary implemen-
tation technology.
Each level of process management incorporates specific deci-
sion types, as summarized in Table 1. These decision types differ
from one another, with regard to their variable scope on the time
scale and their expected impact on operation results. Due to the impact of decisions
bidirectional nature of interaction among subjacent management
layers, it can generally be assumed that process exceptions or
deviations form business rules in one layer, are bound to have
operational consequences for all other planning stages, and have
to be dealt with in all layers accordingly.
Decision-making at the lowest level, i.e., in the real-time man-
agement domain, e.g., by automated tasks or supporting com-
puter applications, takes place very frequently, ranging from
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microseconds to hours. The outcomes of these decisions gener-
ally have short term effects. Nevertheless, their financial impact
can be tremendous, as discussed in [van der Aalst 04].
At the top end of the process management structure, however,
strategic decisions are taken once every few years, but they do
have a much wider scope, with notable influence on organiza-
tional performance over long periods of time, typically for several
years.
It is, therefore, essential to put substantial effort into conceptual
planning in order to achieve a high degree of process optimality
in the modeling stage. The outcomes should then be carefully
monitored during actual operations, possibly leading to modifica-
tions in the process structure for subsequent cycles. The following
section discusses several methods for improving process schemes
with respect to performance measures in relevant operational
settings.
2.2 processes and workflows
In many instances of organized entities in an enterprise setting,
it is a specified requirement to document frequently repeated
operations and transactions. One of several purposes for this
common practice is the necessity to secure and transfer insti-
tutional know-how. Another important motive arises from the
requirement to attain sufficient compliance with legal obligations
due to contemporary jurisdiction.
Moreover, it is likewise justifiable to keep precise records of
corporate activities in order to support management by reinforc-
ing decision-making tasks. In other words, process documen-
tation and analysis are prerequisites to maintaining a healthy
organization and possibly accomplishing significant structural
improvements.
Before elaborating further on the matter, it is appropriate to be-
come familiar with conventional terminology related to the major
subject at hand. The following section is an effort to narrow down
the vast variety of definitions related to BPM, aiming to extract
the most beneficial occurrences in contemporary scientific and
technical literature. Descriptions of the more methodical concepts
related to process modeling, workflow design and simulation,
are contemplated in Chapter 3.
2.2.1 Definitions
A process (also called procedure) can simply be defined as a series
of activities that generate a certain result, i.e., produce an output,
given a particular input, as defined in [Hammer 03]. A process
consists of a number of tasks that need to be carried out and a set
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of conditions that determine the order of the tasks, where a task is
a logical unit of work executed as a single whole by one resource
(see [van der Aalst 04]).
The smallest basic unit of work in this context is often referred
to as an atomic process. An atomic process, therefore, denotes a
single step performed by one resource. A resource can be any com- process resources
bination of devices or supporting means, such as machines and
persons, that carry out specific tasks. A person who is assigned a
task is regarded as a process resource, and is sometimes referred
to as the contractor.
The Workflow Management Coalition (WfMC)3 specifies a rather
technical definition of the term process, which is somewhat con-
densed and recursive, nevertheless fairly precise:
process A process [model] is a formalized view of a business
process, represented as a co-ordinated (parallel and/or
serial) set of process activities that are connected in order
to achieve a common goal.
(see [WfMC 99])
A typical example of a process as defined by the WfMC is illus-
trated in Figure 3. The same specification additionally suggests
synonyms for the term defined above, which may be preferred in
different contexts:
• Activity Network
• Directed Graph synonyms for
“Formalized Process”
• Petri Net
• Model
• Instruction Sheet
sub-process (also Subflow) A process that is enacted or called
from another (initiating) process (or sub-process), and which
forms part of the overall (initiating) process. Multiple levels
of sub-process may be supported.
The above definition of the concept sub-process implies that this
particular type of process can be formalized in its own process
representation, and may include parameters passed on its initia-
tion and completion. A sub-process is useful for defining reusable
3 Founded in 1993, the Workflow Management Coalition (WfMC) is a global
organization of adopters, developers, consultants, analysts, as well as university
and research groups engaged in workflow and BPM. The WfMC creates and
contributes to process related standards, educates the market on related issues,
and is [according to the organizations self-portrayal] the only standards organi-
zation that concentrates purely on process. Further details on the coalition and
its publications can be found at http://www.wfmc.org
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Activity EActivity CActivity A Activity H
Activity D
Activity B
Activity G
Activity F
Figure 3: A formalized process with eight activities. The diagram
presents serial operations as well as parallel activities, which
may or may not be linked logically. The illustrated model does
not actually conform to any particular standard or modeling
specification. The control structure of the displayed process is
highly underspecified, i.e., decisions that would possibly lead
to varying sets of activity paths, are not explicitly annotated
in this exemplary graph.
(adopted from [WfMC 99, Workflow Terminology and Glos-
sary])
components within other processes, and can be integrated into a
nested or chained composition.
workflow (also Case Management) The automation of a busi-
ness process, in whole or part, during which documents,
information or tasks are passed from one participant to
another for action, according to a set of procedural rules.
A workflow, therefore, is the description of the steps and rules
involved in a process. Roles and interactions of the participants in
a process model are characterized in the corresponding workflow
model, whereas the process model is meant to describe the struc-
ture of a business process in the real world. A workflow model, on
the other hand, is commonly defined as a representation of the
automated parts of a business process, i.e., a model of operations
that are run on computer systems, as described in [Leymann 00].
Weske suggests a broader definition for processes in a business
environment:
business process A business process consists of a set of activi-
ties that are performed in coordination in an organizational
and technical environment. These activities jointly realize a
business goal. Each business process is enacted by a single
organization, but it may interact with business processes
performed by other organizations.
(see [Weske 07])
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In the context of analyzing and optimizing processes by em-
ploying computational methods, the terms business process and
workflow may fairly be regarded as interchangeable. The present
thesis, however, does make a technical distinction between the
two concepts, as previously described in Section 2.1.
2.2.2 Standards
Business processes are regarded as value-adding activities that
organizations execute to accomplish a particular objective for a
particular customer, whereas the highly diverse nature of pro-
cesses makes their management and (re)design a cumbersome
and complex challenge, as depicted in [Davenport 05, cited in
[Rosenkranz 10]].
It is, therefore, highly important to rationalize and systemize
the practice of process (re)design by adopting appropriate stan-
dards. Such standards are not only meant to enable organizations
to analyze their own business capabilities and improve them, but
also to help process analysts compare external service providers
and evaluate the costs vs. the benefits of, e.g., outsourcing.
The activity of creating a standard is often called standardiza-
tion. A formal definition for the concept of standardization is de-
rived in [de Vries 97, cited in [Blind 03]] and explicated further
in [Slob 02] by comparing existing definitions in the technical
literature, along with inquiries on approaches of the term’s usage
in practice:
standardization is generally defined as the “activity of es-
tablishing and recording a limited set of solutions to actual or
potential problems directed at benefits for the party or parties in-
volved, balancing their needs and intending and expecting that
these solutions will be repeatedly or continuously used during a
certain period by a substantial number of parties for whom they
are meant”.
Nevertheless, it is essential to note, that not all standards are
equally applicable in any context, nor is every standard com-
monly accepted. When discussing about standards, it must be
taken into consideration, for the purpose of clarity, that there are
basically two types of specification modes, as distinguished in
[Leymann 10]:
de facto standard A de facto standard is defined by a single
vendor or small group of vendors, and by the joint market
share of these vendors, the specification becomes a standard
within that market segment.
de jure standard A de jure standard is defined by a public,
i.e., official, standardization body consisting of many dif-
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FDL(IBM)PM-Graphs
π-Calculus
WS-CDL(W3C)
BPMN(OMG)
XPDL(WfMC)
WSCI(Sun, SAP, Oracle)
BPSS(OASIS ebXML)
BPML(bpmi.org)
WSFL(IBM)
FDML(IBM)
BPELJ BPEL4People
BPEL-SPE
BPEL
(IBM, MS, BEA → OASIS)
GSFL
YAWL
GPEL
BPEL4Chor
(Research Groups)
Petri-Nets
XLANG
(Microsoft)
Pi-Calculus++
(Microsoft)
Figure 4: Relations between some language standards for defining busi-
ness processes and their mutual influence patterns, adopted
from [Leymann 10]. IBM®, Microsoft® (MS), Sun® Microsys-
tems, SAP®, Oracle®, and BEA® Systems are registered trade-
marks.
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ferent vendors and interest groups who jointly work on a
specification, and release it as a standard, based on majority
agreement.
Leymann emphasizes, however, that no general conclusion can
be drawn as to whether a certain standard can be regarded as
being routinely subject to reliable support, in terms of its im-
plementation or employment, merely based on the circumstance
that the standard in question happens to be de jure by defini-
tion. The relevance of a standard, he therefore argues, should be
determined by the number of vendors supporting it.
Moreover, standards are not always fully specified from the maturity of
standardsvery beginning of their existence, but rather go through varying
maturity levels, as depicted in [OMG 08]. A common framework
for standardization efforts is suggested in [Rosenkranz 10]. It is
argued with the help of detailed case studies in standardization
processes, that a widely accepted framework would simplify the
implementation of business processes and allow organizations to
reach organizational excellence by defined measures.
These typical patterns of emergence can also be observed in
the development of BPM standards, whereas commercial and
scientific influences display varying effects over time. The origins
and evolution of the most widespread BPM description language
standards are illustrated in Figure 4.
The implementation techniques employed in this thesis for
the definition an execution of business processes, depend pre-
dominantly on the usage of the Business Process Execution
Language (BPEL), a standard currently specified and maintained
by the Organization for the Advancement of Structured Informa-
tion Standards (OASIS)4.
2.3 optimization techniques
The principal concern of the present work is optimality in busi-
ness process design. The systematic development of a business
process typically amounts to one or several of the following
procedures:
• An existing and operational business process is formalized
by capturing real-life enterprise activities, e.g., for docu-
mentation purposes or for further analysis of the process
itself.
4 OASIS was founded in 1993 under the name SGML Open as a consortium of
vendors and users devoted to developing guidelines for interoperability among
products that support the Standard Generalized Markup Language (SGML).
OASIS changed its name in 1998 to reflect an expanded scope of technical work,
including the Extensible Markup Language (XML) and other related standards
(see [OASIS 11]).
24 fundamental concepts
• A business process is designed from scratch in order to
implement a functional structure that has the objective of
fulfilling a specific business commitment.
• An existing business process model is redesigned and trans-
formed into a modified or entirely renewed process model,
aiming to accomplish improvements in performance after
redeployment.
• A functional business process is optimized dynamically, i.e.,
while in actual operation, in accordance with particular
performance indicators.
The business process optimization platform evaluated in this
document is one that performs dynamic optimization. The pro-
cedures employed for improving a business process, specificallyoptimization stages
on the dBOP during execution, and generally for dynamic process
optimization, involve the following three stages, as distinguished
in [Niedermann 10]:
1. Design: The initial stage consists of modeling a formalized
inventory of the process, prior to its execution. The primary
objective in the design stage is an optimal model based
on general best practice methods and patterns in analogous
processes.
2. Execution: In this particular processing phase, optimization
is essentially about making the most advantageous deci-
sions within a given process structure during its actual
operation, e.g., allocating resources optimally.
3. Analysis: Once the outcome of a process is put into quan-
tifiable terms, the process design can be restructured and
ideally transformed into an optimal model in agreement
with valid business goals.
These stages roughly correspond to the phases in the life cycleprocess-aware
systems of a Process-Aware Information System (PAIS), as described in
[Dumas 05]. A PAIS is defined as
[. . . ] a software system that manages and executes opera-
tional processes involving people, applications, and/or in-
formation sources on the basis of process models.
Similar to the aforementioned processing phases, design or re-
design is based on a requirement analysis (see Figure 5). The
consecutive implementation phase typically involves configuring
a generic software infrastructure, which hosts the operational
process model. After having carried out the process in the enact-
ment phase, the data obtained by analyzing the operation can
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Workflow Management Systems
Business Process Modeling Tools 
Diagnosis Process Design
Process ImplementationProcess Enactment
Figure 5: The PAIS life cycle, as described in [Weske 04] and
[Dumas 05].
be utilized for identifying possible problems and finding aspects
that are prone to improvement.
Accordingly, the term process-awareness indicates a shift of at-
tention from data storage and retrieval to information systems
driven by process models. Benchmarking the latter, which display
a higher magnitude of complexity by nature, requires a different
approach than solely gauging the performance of the technical
infrastructure. The following section introduces a framework for
evaluating the effectiveness of a business process, and illuminates
relevant performance characteristics.
2.3.1 Performance Indicators
Measuring the consequences of redesigning a process is essential
to understanding the correlation between business goals and the
applied optimization methods. Figure 6 illustrates a conceptual
framework that distinguishes four principal performance dimen-
sions for measuring process performance: time, cost, quality, and
flexibility. The effects of optimization operations on the outcome
of a business process can be evaluated on the basis of these four
key dimensions.
Process improvement schemes typically aim to handle busi- measuring business
performanceness tasks in less time, draw on less resources and reduce costs,
increase the quality of products and services, and enhance the
organizations ability to adapt to changing business demands and
varying market conditions.
However, adjustments in the arrangement of a process often
influence not only the targeted performance dimension, but may
induce responses in all other dimensions as well, possibly leading
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Cost
Quality
Flexibility
Time
Figure 6: The Devil’s Quadrangle, adopted from [Reijers 05a, originally
attributed to [Brand 95]].
to undesired afflictions. Implementing a process improvement
scheme can, therefore, bring up the necessity to involve trade-offs
between conflicting goals. Thus, the name “devil’s quadrangle” for
the four-dimensional performance scale, adopted from Brand
and Kolk (see [Brand 95, as cited in [Reijers 05a]]).
The core attributes of these performance indicators, based on
[Reijers 05a, Reijers 05b], can be summarized as follows:
a. The lead time (or cycle time, throughput time, etc.) of a process
denotes the duration of handling a case from initialization
to completion.
In a typical business process, service time, i.e., active time
spent by the participants on actually handling a particular
case, contributes only a fraction of the total duration. The
remainder commonly consists of wait time and queue time,
in some cases at proportions of up to 95% of total lead time.
Redesign generally intends to reduce absolute processing
time, either on average, or with respect to a maximum value
for a series of process instances. An alternative approach is
to define a tolerable interval for lead time, in order to attain
a certain standard of service reliability.
b. Process cost is the financial dimension of performance eval-
uation. The term cost denotes process relevant expenses,
and does not explicitly involve accounting factors, such as
profit or revenue, although these financial criteria are highly
correlated with process costs.
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The predominant concern of process redesign with respect
to the dimension cost, is its reduction. However, a deliber-
ate increase in operational costs, e.g., induced by engaging a
more specialized work force or by utilizing expensive equip-
ment to enhance productivity, can lead to an improvement
in overall process quality, and, as a consequence, increase
profits.
c. The quality of a business process subsumes two possibly
conflicting aspects:
External quality, as perceived by the recipients of products
and services, i.e., process quality from the client’s perspec-
tive, and
Internal quality, as perceived by the internal process actors
and resources, i.e., quality of processing conditions from
the workers point of view.
Process duration is often rated as a quality trait, meaning
that a decrease in processing time is generally perceived
by clients as an increase in process quality. The internal
perception under the same circumstances may, nevertheless,
turn out to be adversely unsatisfactory.
d. Flexibility is the ability to react to changes at run time, i.e.,
during process execution, or at build time, i.e., while restruc-
turing a process.
Changes in the process environment can involve new de-
mands by the market or business partners, variations in
workload or the allocation of resources, and modifications
in the definition of tasks.
2.3.2 Process Redesign Methods
One of the most quintessential objectives of process optimization
are acceleration, i.e., the reduction of overall process duration (lead
time, as defined in the previous section). Another very common
intention is the improvement of process quality. Some potential
methods for attaining these goals5 are suggested in [Gadatsch 10,
adopted originally from [Bleicher 91]].
Careful analysis of a business process may occasionally lead to
the conclusion that one or several activities in the process struc-
ture can be classified as non-purposeful with regard to the desired
results. In such cases, elimination of these activities (see Figure
5 Obviously, any optimization redesign method may influence more than one,
sometimes even all of the aforementioned performance indicators, as visualized
on the devil’s quadrangle. Earlier literature on process redesign, however, often
merely mentions process improvement without always specifying the dimensions
in which these improvements occur.
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(a) Elimination of an activity
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(b) Outsourcing a task to an external
instance
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(c) Combining several activities into
one single task
541
2
3
(d) Parallelizing several tasks for si-
multaneous processing
Figure 7: Common optimization methods, based on [Bleicher 91, cited
in [Gadatsch 10], Chapter 1]
7a) can lead to an overall improvement, e.g., shorter duration.
Similarly, it may be beneficial to process outcome, if certain tasks
are not carried out in the process itself, but rather outsourced (see
Figure 7b), i.e., delegated to other organizational units or external
service providers.
Another commonly employed optimization method is composi-
tion (see Figure 7c), which consists of combining similar activities
or putting together tasks that require similar resources, in or-
der to reduce the effort necessary for setup and initialization of
an activity. Combining tasks may result in decreased run-time
and may, in some cases, even lead to improved process quality.
Furthermore, disjunct activities, i.e., tasks that are not interde-
pendent and that access different resources, can be executed in
parallel. Parallelization of activities (see Figure 7d) obviously bears
the potential to reduce process duration, which would otherwise
amount to the total run-time of consecutive activities that are
carried out serially in a typical process chain.
If a business process does not yield the desired outcome, it
may be necessary to append complementary activities (see Fig-
ure 8a) which would assure a predefined range of results, or
possibly guarantee specific quality standards. Under specific cir-
cumstances, it may likewise be convenient to relocate (see Figure
8b) an activity, i.e., to change the chronological order of tasks,
aiming to optimize the allocation of resources. This method is
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closely related to a composite displacement technique known as
resequencing (see Figure 9a).
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(b) Relocating a task
Figure 8: Process restructuring methods based on [Bleicher 91]
The above listed methods and several other redesign techniques
can be categorized on the basis of common functional classes.
Depending on the performance objectives for a particular busi-
ness process, the best fitting improvement methods from a class
of “best practices” can be selected to be taken into consideration. best practice
Reijers adopts the following classification [Reijers 05a]:
• Task best practices, which focus on optimizing single tasks
within a business process,
• Routing best practices, which try to improve upon the routing
structure of a business process,
• Allocation best practices, which involve a particular allocation
of resources within the business process,
• Resource best practices, which focus on the types and quan-
tity of resources,
• Best practices for external parties, which try to improve upon
the collaboration and communication with the client and
third parties,
• Integral best practices, which apply to the business process
as a whole.
Reijers notes that this classification is to a certain degree arbi-
trary, and that the classes are not strictly disjunct. Table 2 gives
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class methods
Task Elimination
Composition
Automation
Routing Resequencing
Knockout
Control Relocation
Parallelism
Triage
Allocation Case Manager
Case Assignment
Customer Teams
Flexible Assignment
Resource Centralization
Split Responsibilities
Resource Numerical Involvement
Extra Resources
Specialist-Generalist
Empower
External Parties Integration
Outsourcing
Interfacing
Contact Reduction
Buffering
Trusted Party
Process-Integral Case Types
Technology
Exception
Case-Based Work
Table 2: Overview of redesign best practices, based on [Reijers 05a].
Most methods can actually be assigned to more than one class,
depending on the redesign objectives for a specific case.
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an overview of the various redesign methods and the classes they
are assigned to.
213
21 3
(a) Resequencing a process segment
31
21 3
(b) Automating a task
321
(c) Knockout
1.c
1.b
1.a
(d) Triage
Figure 9: Routing best practices for process redesign based on
[Reijers 05a]
Hence, with regard to the scope of the present thesis, the
following semi-formal definition can be adopted to confine the
notion of optimization to a particular domain, and to clarify its
purpose:
process optimization is the transformation of a formalized
process, with the objective of achieving conformity to an
explicit set of performance goals.
The immediate relationship between design methods and the
intended improvements, formulated as business goals, is to be
taken into consideration in all optimization efforts. One particular
repository, which accommodates a comprehensive documenta-
tion of these relationships and their consequences on process
redesign by means of an extensive formalism, is the optimization
pattern catalogue, described in the following section.
2.3.3 Optimization Pattern Catalogue
The deep Business Optimization Platform (dBOP), as described in
Section 1.3.1.2, utilizes a formalized collection of frequent opti-
mization patterns, such as the techniques listed in the previous
section, mostly derived from verbal descriptions in research lit-
erature on process design, through interviews with production
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engineers and BPM consultants, as well as by means of extensive
analysis of successful BPM projects [Niedermann 11b].
The optimization logic is contained in the pattern catalogue, in
which patterns are defined using a process meta-model developed
by Niedermann et al., based on a process graph model by Ley-
mann and Roller [Leymann 00]. A predefined goal function, ingoal function
accordance with business objectives as described in Section 2.3.1,
sets the reference frame for the intended optimization measures.
The pattern catalogue describes the relationship between patterns
and the goal function, and between the patterns themselves. For-
mal methods for pattern detection and the application logic for
each pattern is likewise specified in the catalogue.
However, classification of optimization patterns within the
catalogue follows a slightly different approach than those de-
scribed in the preceding section. Patterns in the catalogue are
distinguished by the following set of criteria, as discussed in
[Niedermann 10]:
• Optimization Scope is the effective application range of a
pattern, reaching from a single process activity to an entire
process.
• The Degree of Automation indicates whether a pattern is
applied automatically, manually, or semi-automatically in-
volving interaction with a process analyst.
• The Application Stage denotes the phase in which a pattern
is applied (see optimization stages on page 24).
• Data Requirements determine, on the one hand, whether the
pattern in question requires model data or instance data,
and on the other hand, whether the requirement is limited
to process data, operational data, or both.
Figure 10 illustrates an excerpt of the pattern catalogue that was
classified based on the above mentioned criteria. These patterns
are an integral part of the optimization layer in dBOP. Every pattern
is described in a formal manner specified in a template that
embodies the following three elements:
1. Specification Lists the meta-information of the pattern that is
used by the optimizer with respect to the target parameters
of the goal function. The specification helps to ensure that
the analyst employs the pattern properly, e.g., by ensuring
that only appropriate patterns are considered and that they
are executed in the right order.
2. Detection Here lies the algorithm that specifies how in-
stances of the pattern are retrieved. It returns a set of pattern
instances identified as potential optimizations, and interacts
with the business analysts, where necessary.
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3. Application This segment embodies the algorithm that de-
scribes the transformation logic to be applied when a pat-
tern instance is confirmed, hence enabling the restructuring
of a process to implement the desired improvements.
2.4 the role of scenarios and simulation
This section discusses the role of scenarios in the evaluation of
software architectures, and provides an overview of the principles
behind business process simulation.
2.4.1 Case Studies as Simulation Objects
Using case studies for research purposes, although very challeng-
ing, is quite commonplace not only in the social sciences, but also
increasingly in business studies, economics, as well as computer
sciences. Like in most other methods of doing scientific research,
the primary goal is to collect, evaluate and report data. A good
case study design is, therefore, essential to conducting sound
research in accordance with scientific criteria.
Robert Yin suggests in [Yin 02] — from a social scientist’s per-
spective — that “case studies are [in general] the preferred strategy
when ’how’ or ’why’ questions are being posed, when the investigator
has little control over events, and when the focus is on contemporary
phenomenon within some real-life context”. Further, he urges inves-
tigators to exercise great care in designing and conducting case
studies to overcome the traditional criticisms of the method.
Unfortunately, this explanatory approach to case studies is suit-
able only to a limited extent in its applicability to process anal-
ysis. To be specific, the investigation of process structures that
have probably been modeled by the investigator himself, is un-
alike a setting in which the object of scrutiny is an autonomous
system, such as a social group that is being studied. Yin does,
however, emphasize that are two complementary research types:
exploratory and descriptive case studies. Thus, modeling a business
scenario based on a real-life case, including all assessment activi-
ties leading to the model, can certainly be regarded as descriptive,
whereas investigating the particulars of this model, e.g., through
simulations in which the boundary conditions and other internal
parameters are varied in a controlled analysis, the case study can
be considered to have a more exploratory nature.
2.4.2 Limitations of Simulation-Based Process Evaluation
Designing an accurate process model, with the highest possible re-
semblance to the original operations it mimics, is the fundamental
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RESOURCE
(SUB-)PROCESS
ACTIVITY Automated Approval
Automated Decision
Task Automation
Decomposition
Composition
Activity Elimination
Parallelization
Serialization
Early Knockout
Rework Elimination
Knockout Elimination
Exception Standardization
Variant Elimination
Triage
Case Manager
Split Workload
Flexible Assignment
Specialization
Generalization
Automation
(De-)Composition
Sequencing
Control
Variants
Assignment
Organizational Structure
Figure 10: An excerpt from the optimization pattern catalogue, as em-
ployed in the deep Business Optimization Platform (dBOP),
with typical patterns for a selection of optimization cate-
gories in three different scope classes: Activity, Process, and
Resource (based on [Niedermann 11b]).
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prerequisite to achieving useful conclusions through simulation-
based process evaluation. There are, however, limits as to how
precise the behavior of a process and its resources can be imitated
using computational methods.
In a recent account on business process simulation, it is argued,
that, although widely applied, contemporary simulation ap-
proaches rarely deliver the desired results. Inadequate relia-
bility of simulation results is assumed to be mostly due to
limitations linked to a set of common pitfalls, as enlisted in
[van der Aalst 10a]:
1. Focus on design rather than operational decision making,
2. Modeling from scratch rather than using existing artifacts,
and
3. Incorrect modeling of resources.
As argued in [Modarres 06], the value of simulation and mod-
eling technology tends to be contingent on creating models that
can offer a systematic and well defined way of representing firm’s
structure and business processes. However, complexity in hierar-
chical business processes and the introduction of random changes
within such business processes can create operational instability
in the process models, hence leading to insufficient predictability
via simulation. These random elements are assumed to intrude
any given business process model in three possible ways:
1. Through consideration of interarrival times of new entities
into the system,
2. By routing items or resources to different processes or sub-
processes, and
3. Due to inaccurate modeling of error margin in flow times
for individual process activities.
Despite its drawbacks, automatic analysis and simulation meth-
ods are considered to be highly important to providing valuable
insights into business processes. The trend in software systems
design is to provide methods powerful enough to capture the
rich reality of business systems, putting the focus on the behavior
and interactions of users, as suggested in [Barjis 08].

Part II
M E T H O D
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T E C H N I C A L F R A M E W O R K
The technical foundations for combining IT capabilities with BPM
methods were not always as readily available and as rich in diver-
sity, as they are today. The evolution of relevant technologies can
be regarded as consisting of a number of concentric layers, resem-
bling the hierarchic configuration of a typical information system.
Figure 11 shows an abstraction of how information systems de-
veloped in a historical reflection, as described in [Dumas 05]. The
innermost layer represents the first stage of IT development in
the 1960s, where information systems comprised merely small
operating systems with very limited functionality.
Only after the emergence of generic applications in the following
decades, contained in the second IS layer, organizations could
regularly employ common computational tools, such as text ed-
itors, spreadsheets and database management systems (DBMS).
A further layer containing domain-specific applications provided
specialized business instruments, like decision support systems
(DSS) and computer-aided design (CAD) tools.
generic applications
domain-specific applications
tailor-made applications
system infrastructure
Figure 11: IT trends relevant to business process management, as de-
scribed in [Dumas 05].
Following the persistence of data-driven architectures, further from data orientation
to process orientationreinforced by the emergence of a fourth IS layer embodying
tailor-made applications for enterprise-specific purposes, a trend
shift towards process-driven systems arose in the early 1990s, as
already discussed in Section 2.1.1. Today there is an increasing
number of process-aware information system (PAIS; see Section 2.3
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for a detailed description) architectures based on a variety of
technological infrastructure types.
The choice of appropriate technologies and methods in the
context of enterprise application integration (EAI) usually ad-
heres to certain patterns of user acceptance and organizational
consent, such as those predicted by the technology acceptance
model (TAM).1 The present chapter does not dwell deeper into the
specific aspects of the selection criteria, but briefly presents the
methods and standards utilized in constructing business process
simulations for the present thesis.
The following sections provide an overview of the particular
techniques employed in this study to design processes, provide
process data, orchestrate process services, and to carry out simu-
lations.
3.1 process design with bpmn
A wide variety of approaches and notations have been developed,
and are being currently used for BPM and workflow design. Build-
ing on the basis provided by a number of predecessing language
specifications, the Business Process Modeling Notation (BPMN)
has been promoted and suggested as a standard (see Section 2.2.2)
over the last years. BPMN has been devised to meet a diverse set
of needs, predominantly to create process models that are easily
comprehensible for humans, and nevertheless remain machine
readable, for sense-making, quality management, simulation, and
execution.
A very common approach to process execution is capturing
process definitions using BPMN, and mapping these models to
the Business Process Execution Language (BPEL), as asserted in
[Aagesen 10]. Particulars of mapping BPMN models to BPEL are
discussed in the OMG standard documents for BPMN (see, e.g.,
BPMN Version 2.0 [OMG 11]).
3.1.1 Language Elements and Standards
BPMN provides an extensive set of language constructs, which can
be used to satisfy a wide range of process modeling demands. The
aforementioned official language standard defines three process
model types, or sub-classes:
1. Descriptive models contain visible elements and attributes
used in high-level modeling.
1 For a comprehensive account of the third and current interpretation, TAM3,
refer to [Venkatesh 08].
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2. Analytic models include the descriptive type, and extend
it further to include additional elements based on BPMN
training experience and an analysis of user-patterns.
3. The common executable sub-class focuses on elements needed
to describe executable process models.
The present work makes use of a very small number of el-
ements, in order to prevent complexity issues in the process
simulations by keeping the process models topologically as sim-
ple as possible. Table 3 and Table 4 illustrate event and connection
elements actually used for modeling the business scenarios sim-
ulated in this study. An interesting account on general usage of
BPMN in an enterprise context can be found in [zur Muehlen 08],
where the authors assert that most analysts use a small subset of
elements.
symbol name function
Start Process start without a specific trigger
End End of process without a defined result
Terminate All activities in the process are ended
immediately without subsequent event
handling
Exclusive XOR gateway; creates alternative flows
where only one path is taken
Parallel AND gateway; creates parallel paths or
to combine parallel flows
Inclusive OR gateway; creates parallel paths
where all conditions ara evaluated
Table 3: Examples of BPMN events and gateway elements, as specified
in the OMG standard documents ([OMG 09] and [OMG 11]).
The enlisted elements make up a very small subset of the
descriptive model sub-class, particularly, only those actually
required for the business process models in the present study.
3.2 simulating process activities via web services
The simulation and analysis of business scenarios is conducted in
the dBOP executionn layer, which is built on top of IBM WebSphere®.
Formally modeled business processes can be deployed on IBM
WebSphere® Process Server. Supporting run-time services such
as the classifier service that handles decision automation, or the
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symbol name function
Sequence Flow Shows the order, in
which activities are per-
formed
Message Flow Shows the flow of mes-
sages between partici-
pants
Association Links information and
artifacts with elements
Table 4: Connection types in BPMN: Sequence flow, message flow, and
association.
resource manager responsible for resource allocation are imple-
mented as application components on IBM WebSphere® Applica-
tions Server, as described in [Niedermann 11d].
The following sections introduce and depict in detail the meth-
ods and software used in implementing and deploying the busi-
ness process models described in Chapter 4.
3.2.1 Development Environment
IBM WebSphere® Integration Developer2 is an Integrated Devel-
opment Environment (IDE) for integrating service oriented appli-
cations. The tool is typically utilized to create solutions for BPM
and to integrate them in a framework based on Service-Oriented
Architecture (SOA). Business functions are encapsulated in service
components, which are then packaged into an integrated service.
The IDE provides process modeling tools in compliance with BPEL
standards.
A top-down approach is used to generate an integrated frame
for the process server, followed by the implementation of the in-
volved service components and process activities. The IDE further
includes a test environment, which allows debugging and per-
formance analysis prior to deployment of the integrated service
application on a real-time system.
3.2.2 Service Integration
The run-time environment for integrated process applications
is provided by IBM’s WebSphere® Process Server. The server
2 The implementation of business process models and the related web service
programming in the present thesis were carried out using IBM WebSphere®
Integration Developer Version 7.0
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allows the assignment of tasks to contributors, as well as the
coordination of workflows. It ensures that business rules are
properly applied to all process stages.
An important function of the process server is the mediation
of messages among service providers and requesters. These mes-
sages may occasionally have to be evaluated or manipulated
based on process data and business functions involved in rele-
vant process activities. Such technical actions are handled in a
lower process level known as the Enterprise Service Bus (ESB).
The process implementation utilizes a predefined set of ele-
ments intrinsic to the development framework. These elements
can be shortly described as follows:
modules are subprojects, which define the way how process
resources are organized and administered. The standard
module, also known as the integration module, is an appli-
cation package implemented on the process server to enable
the execution of business processes. ExampleModule in Fig-
ure 12 is a simplified representation of such an application
element.
A second type of module, the so-called mediator, provides a
means of connecting and integrating services. Modules op-
erate on messages and contain further components, which
share process data using bindings.
libraries store resources, which are referenced by modules or
by other libraries. Unlike modules, libraries contain only
public artifacts.
assembly diagrams provide a means to create and organize
services, processes and mediation chains, which can be
further specified by appending artifacts from an embedded
catalogue.
components are the basic building blocks in a business solu-
tion. Modules are built by combining components, which
resemble the actual application flow or service routine.
These so called Service Component Architecture (SCA) ele-
ments consist of an implementation, at least one interface
and at least one link. Components can be made available
to other modules by exports. A component can access the
services of another module using imports.
interfaces define the methods, which operate on components.
Typical operations are functions and queries provided by
a service component. Components exchange data by trans-
ferring business objects through I/O operations. The Web
Services Description Language (WSDL) Interface and the
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Java™ Interface are the two main types, while Java™ compo-
nents may consist of both. It is common practice to organize
interfaces in libraries in order to make them readily accessi-
ble for several modules.
business objects are containers for application data based on
a XML Schema Definition (XSD) structure.
imports allow a module to utilize external functions, whereas
exports provide public interfaces to components, making their
services available to other modules.
Figure 12: Example Module.
A typical integrated solution would incorporate several mod-
ules, which are utilized to drive an external service, as illustrated
in Figure 15. Such visual representations provide an outline of
the relationships between relevant projects and components in
an integrated solution. In this particular example, ExampleModule
comprises a business process, that operates on an external web
service named ExampleExternalService.
Figure 13: Example Module, © IBM.
We can generally assume, that the data formats employed in a
business process model vary in most cases from those of the cor-
responding web services, which is the major reason why the inter-
action between these elements are required to be mediated by one
or more intermediate modules, similar to the rightmost compo-
nent group in the illustration, tagged ExampleMediationModule.
Functional reviews and batch testing can likewise be managed
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Figure 14: Example Mediation Module, © IBM.
using a separate module dedicated to these tasks, analogous to
ExampleComponentTest.
Figure 15: Example Solution.
3.2.3 Web Services
Having referred several times to the concept of web services, it
is appropriate to provide a technical definition of the term for
the sake of completeness. The glossary section of the standard
document on web services (see [W3C 04]) provides the following
explanation:
There are many things that might be called "Web services"
in the world at large. However, for the purpose of the [W3C
Web Services Architecture] Working Group and [the Web
services] architecture, and without prejudice toward other
definitions, [the authors] will use the following definition:
web service A Web service is a software system designed to
support interoperable machine-to-machine interaction over
46 technical framework
a network. It has an interface described in a machine-
processable format (specifically WSDL). Other systems in-
teract with the Web service in a manner prescribed by its
description using Simple Object Access Protocol (SOAP)-
messages, typically conveyed using Hypertext Transfer
Protocol (HTTP) with an XML serialization in conjunction
with other Web-related standards.
3.2.4 BPEL
The concept of Service-Oriented Architecture (SOA) has been at-
tracting a lot of attention from every realm of the IT industry.
Propelled by standards-based technologies like XML, web ser-
vices, and SOAP, SOA has moved quickly from pilot projects to
mainstream applications critical to business operations. One of
the key standards that have helped to accelerate the adoption of
SOA is BPEL.3
BPEL was created to address the requirements of composing
web services in a service-oriented environment. In the past few
years, BPEL has effectively become the most significant standard
to elevate the visibility of SOA from IT to business level. BPEL now
enables organizations to automate their business processes by
orchestrating services within or across established structures, as
discussed in [Gaur 06].
As already mentioned in Section 2.2.2, BPEL is currently the BPM
standard that is supported by most vendors. The specification
began as a de facto standard and transitioned into a de jure standard.
This transition process took place in order to enable the reflection
of input from as many participants as possible, aiming to cover
requirements from a vast diversity of application domains, as
described in [Leymann 10].
3 The most recent OASIS standard for BPEL is the Web Services Business Process
Execution Language (WSBPEL) version 2.0 [OASIS 07, WSBPEL 2.0].
4
C A S E S T U D I E S
The central technical requirement for the realization of the present
study consists of designing realistic business scenarios for a
simulated analysis environment. The significance of case studies
in the context of software architecture evaluation, and related
technical background on the simulation of business processes
were already discussed in Chapter 2, Section 2.4. Laying out a
solid empirical foundation for the previously mentioned methods
requires, that real-life settings be pre-analyzed and accordingly
documented.
This chapter describes the methods utilized to obtain process
details for the case studies investigated in the present thesis.
Following an overview of the chosen scenarios, each case is illus-
trated in detail along with the corresponding business process
models.
4.1 scenario design
The business scenarios discussed in the following sections have
been assembled from a blend of sources. The process details
originate from interviews conducted to support consulting activi-
ties related to reengineering efforts at the represented business
enterprises. The process information collected in this manner has
already been for the most part thoroughly documented and for-
mally modeled for further analysis in related research literature,
previously introduced in Section 1.3.
Parts of the investigated business process models have been
modified for several reasons:
• Reduction of process complexity with the objective to allow for
a controlled investigation of causal relationships between
simulation parameters,
• Adherence to data protection obligations by omitting com-
pany specific elements and annotation,
• Generalization of the case studies for extended applicability
to real-world situations, not only in affiliated industries, but
also in a wider spectrum of business branches,
• Providing improved intelligibility of process structures with
the help of abridged illustrations, and
• Elimination of incompatible process patterns from the formal
model, in the face of graph-theoretic considerations, and
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regarding certain technical constraints on the deep Busi-
ness Optimization Platform. Loops, iterative or recursive
activities, and complex data interdependencies are typi-
cal examples of candidate patterns subject to elimination,
which in most cases are not completely omitted, but con-
verted to functionally equivalent linear structures.
Therefore, the resulting process models analyzed in the present
work are not merely simplified in their structure compared to
their original counterparts, but also partly fictional in their con-
tent.
4.1.1 Synopsis
This section provides an overview of the business scenarios cho-
sen for analysis. The following two real-life cases are investigated
and formalized for automated optimization:
a. car rental This scenario describes a common car rental
business and an exemplary process, which represents the
activities leading to a rental contract, initiated by a customer
request. The corresponding process model originates from a
German car rental company, and is discussed in several BIA
publications as a motivational example (see related work in
Section 1.3).
b. health insurance claims When an insuree files a
claim for medical expenses, several approval transactions
must be carried out by the insurance carrier, before the
requested sum can be paid out. The business scenario ana-
lyzed in the present study, is based on the contemporary
claims process at a representative health insurance com-
pany. The sample process is adopted from the core models
employed in a patented system for electronically reviewing
and adjudicating medical insurance claims, as described in
[Peterson 02].
The following sections elaborate on these business scenarios,
and comment on selected formalized processes. The names of the
companies have been changed due to data protection.
4.2 scenario a: car rental
A typical car rental business consists of a vehicle fleet and several
service points for customer interaction. There are commonly
various additional internal services for fleet management tasks,
such as vehicle maintenance, transfer and disposition.
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Figure 16: Rental process as currently employed at Car Rental GmbH.
The UML based activity diagram describes the business pro-
cess with four terminal points, of which three are regarded
to abort the process prematurely, i.e. without having drawn
up a rental contract.
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The present scenario focuses on the process chain beginning
with a customer request, and on the associated series of activities
leading to drawing up a rental contract in due form. Figure 16
depicts a regular rental process with high-level descriptions of
its routine activities. The following section provides a detailed
verbal description of the rental process and its constituent tasks,
as employed at an imaginary car rental company in southern
Germany, as originally discussed in [Niedermann 08].
4.2.1 Car Rental Process
Car Rental GmbH is a fictitious enterprise, based loosely on an
existing company, which started as a local car rental business
in the 1980s, now grown to a medium-sized enterprise with
offices all throughout Germany. However, the profitability of
the company has decreased noticeably in the past few years.
The decline in business performance is assumed to be caused
by increasing operational costs as well as decreasing revenues,
according to the directors.
The company’s management has launched several projects to
improve the synergy between so far separately operating depart-
ments, such as marketing, sales, and accounting, by extracting
related information from the workflow audit data and from other
operational knowledge sources. Car Rental GmbH has already
installed a sophisticated Data Warehouse (DWH) and an accom-
panying Business Intelligence (BI) system for this purpose. This
technical infrastructure aims to obtain highly correlated data
patterns, which could be beneficial to a deeper understanding
of the interrelations between process structures and their out-
comes. Nonetheless, such information can not be readily acquired
by classical Process Mining (PM) applications, similar to those
employed at Car Rental GmbH.
The aim of the present work is to devise a concise model of
one of the company’s core processes for further analysis and
optimization. Figure 16 illustrates the rental procedure by means
of a UML based activity diagram, that provides an outline of the
business process by which a client is provided with a vehicle on
request. The process is assumed to be insufficient in terms of the
company’s performance goals. Therefore, the process model is
mapped into BPMN/BPEL to be analyzed on the deep Business
Optimization Platform (dBOP).
Every rental process is initiated by an incoming customer re-
quest. Although the mode of interaction can be regarded as
arbitrary, it is assumed that customers approach a physical sales
counter in person. Other viable modalities are intentionally left
unconsidered in the present model, mainly for the sake of simplic-
ity. The general operation pattern is of course equally applicable
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Figure 17: Business process diagram in BPMN describing the car rental
process before optimization. The illustration combines the
customer’s view of the process with the front-office perspec-
tive at Car Rental GmbH. Database transactions and data flow
inside the process are not explicitly annotated in the model.
Several adjoining gateways have been likewise omitted to
reduce complexity.
to any other type of customer interaction, e.g., most commonly
via phone or even through a web portal. Different request modes
may naturally require minor adjustments to business rules ap-
plied within the overall process.
The first activity on the part of the counter staff is an identifica-
tion task. Assessing relevant customer data can be facilitated by
keeping records of previous requests and contracts. If, however,
a client has not used the rental service before or has not yet
been registered, then a new record will have to be created in the
customer base. Client records typically contain identification data
and further relevant features and metrics. See Section 5.1 for a
detailed account of the data warehouse, which incorporates the
customer database.
All subsequent interactions are likewise documented in the
form of attributes and translated into process logic, in accordance
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with the main objective of evaluating and adequately satisfy-
ing the customers request. The next activity would be choosing
among possible locations, at which the client intends to receive
and return the rented vehicle. The customer then selects a car,
which may not in all cases be available, either because the partic-
ular vehicle is not at the preferred pick-up station, or because it
is simply not operational due to other reasons, e.g. maintenance
or repairs.
The postulated business logic demands that the client is pro-
vided with alternatives, in case his requirements can not be ful-
filled sufficiently. Another feasible option is to propose delaying
the service, i.e., to alter the time of beginning the rental. Depend-
ing on the customers response, the process can be terminated, or
preferably continued by commencing contract formalities.
At this point of the rental process, it is desirable to generate
additional revenue by offering extra services, such as insurance,
unlimited range, sattelite navigation, roof racks, etc. Before the
rental contract can be concluded, the client is presented a binding
quotation. If he accepts the price, the rental is finalized, advanc-
ing the process regularly. Otherwise, the process is terminated
without a contract.
The finalization of the rental contract consists of a small set
of consecutive activities. First of all, a legally valid contract doc-
ument is created and printed out, which is then signed by the
contracting parties. Afterwards the rented vehicle is prepared for
disposition and, if necessary, dispatched to the pick-up station
agreed upon by contract. The final contract details and a status
report on the rented vehicle are logged into the data warehouse,
and the rental process is concluded regularly.
The evaluation of some customer specific attributes may lead
to automated activities that influence the outcome of the overall
process. To many penalty points in the customer’s public traffic
record may, for instance, cause the vehicle request to be auto-
matically declined. On the other hand, participation in loyalty
programs can lead to a discount on the regular rate, which is
automatically considered in the final quotation. To reduce illus-
trative complexity, the automated nature of such activities is not
explicitly annotated in the process model. Furthermore, an em-
ployee may be authorized to override the automated decisions,
depending on his rank.
4.2.2 Data Structure of Rental Contracts
The data dimension of the car rental process is summarized as an
entity relationship diagram in Figure 18. The data model is built
around a central entity for rental contracts, which is essential to
documenting concluded agreements. Client data is recorded in a
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customer base, including additional information, such as partici-
pation in loyalty programs, or possible entries in an external traffic
record.
The contract framework must consistently assign one employee
to each agreement, responsible for drawing up the contract and
carrying out or triggering all necessary procedures. Moreover, the
contract record must include complementary data as to which
vehicle was rented when and where. An internal view of the
inventory is tracked in a car database, and disposition details are
related to the corresponding rental station.
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Figure 18: ERM Diagram: Car Rental Contracts. The presented extract
of the model includes only process-relevant data. Entities
describing insignificant details, such as category lists and
minor records, have been omitted for simplicity.
Additional details on attributes and dependencies of car rental
data are explained in Section 5.1, including a comprehensive
account on sample data generation.
4.2.3 Possible Improvements in the Rental Process
The formalized model of the car rental process reveals consider-
able optimization potential — even without necessarily analyzing
the tasks in depth. It should be obvious to an experienced pro-
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cess analyst, that, e.g., it would be reasonable to execute several
process activities in this particular process scheme in parallel (see
page 28) to reduce overall processing time. Typical parallelization
candidates can be found among tasks involving a selection from
a set of options, for which alternatives may have to be provided
in case the customer disagrees with the initial offer, or if he lacks
eligibility for the desired option. The query on additional options
can be processed before the related tasks request a compulsory
alternative, e.g., when a particular vehicle desired by the client is
not available for rental.
Another promising improvement possibility is to relocate cer-
tain approval tasks which may induce an abort condition. To
prevent running the process unnecessarily, it is essential to verify
mandatory attributes as early as possible, e.g., whether the cus-
tomer is in possession of a valid drivers license, or whether he
fulfills the age requirements for rental services. Such tasks with
knockout conditions (see page 31) can be moved to the very begin-
ning of the process, or at least as far backwards as possible, to
the point where relevant data is already accessible — provoking
an early knockout, whenever possible.
Further improvements can be achieved by completely elimi-
nating irrelevant tasks or removing duplicate activities from the
business process. For instance, the above illustrated rental process
contains a superfluous activity, in which a return location for
the rented car is registered once again to calculate the quotation,
although the client is previously expected to declare the pick-
up and return locations, at the beginning of the process during
requisition.
4.2.4 Automated Optimization of the Rental Process
Applying automated deep business process optimization to the
car rental process yields the improved model illustrated in Fig-
ure 19. The process segments that have changed with respect to
the source model are highlighted. The recommended optimiza-
tions can be summarized as follows:
• Parallelization: Evaluation of the internal customer record
and data retrieval from the public traffic record do not
have any data interdependency, and they do not require
common resources, so that these activities can be carried
out in parallel. The same principles apply to the logging
tasks at the end of the process. Since the office staff is not
responsible for disposition tasks, and therefore can not log
the vehicle status, this activity can be executed, while the
contract specifics are being recorded in the front-office.
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Figure 19: Business process diagram in BPMN describing the car rental
process after automated optimization. The illustration com-
bines the customer’s view of the process with the front-office
perspective at Car Rental GmbH. The process segments that
have changed with respect to the source model are high-
lighted. Several logging activities and data retrieval tasks have
been parallelized for optimal overall lead time. A redundant
data entry task has been completely eliminated by the op-
timizer. Moreover, one task involving a knockout condition
(customer age) has been relocated to be evaluated earlier in the
process.
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• Task Elimination: The second entry of the car return location
following contract closure is redundant, as this information
is already available due to previous requisition tasks.
• Early Knockout: Determining customer age earlier in the
process can prevent the execution of unnecessary activities,
thus reducing average lead time, regarding cases in which
the customer lacks eligibility due to age restrictions.
4.3 scenario b: health insurance claims
The next case study consists of a simplified process model de-
rived from a motivational business scenario, originally assessed
and described by Niedermann (see [Niedermann 12]). The sub-
ject is a mid-sized private health care enterprise, which will be
henceforth referred to as Health Insurance Corporation (HI Corp.).
The corporation has approximately 8000 employees and serves
around 5 million insurees. Its core business has been growing
constantly over the last years, but the company is now coping
with increased administrative overhead. Furthermore, rising com-
plexity of business operations and higher expenses in the health
care system has built up pressure to reevaluate and optimize the
company’s core processes.
HI Corp. aims to catch up with the competition, primarily by
reducing process costs, and by concurrently decreasing process-
ing time. The predominant administrative task, as in any typical
insurance company, embodies the compensation of insured ex-
penses, specifically, payments for medical services.
The occurrence of an insured event commonly leads to a claim,
filed either by the policy holder, through an authorized agent,
or directly by the involved medical institutions. The insurance
company subsequently investigates the details of the claim in
order to decide whether the requested payout is eligible.
A formalized process for filing claims has the main objective of
ensuring that the case at hand falls under covered conditions. It is
likewise important to determine whether the requested payment
is reasonable, taking into account the possibility of fraud by
contractors or by policy holders themselves.
The following section describes the currently applied claims
process at HI Corp., as depicted in [Niedermann 12], which is
subject to further analysis and optimization.
4.3.1 Claims Process
The claims process is initiated by a formal claim, i.e., the actual
application of an insuree or an authorized agent for the payment
of medical expenses. First of all, particulars of the policy holder
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Figure 20: The business process for working through medical claims
at Health Insurance Corporation. The UML activity diagram
displays several approval stages and related tasks, mainly
from the viewpoint of an insurance clerk. The process leads
to payout, and is terminated regularly, only if certain prereq-
uisites are satisfied. Declined claims cause the process to be
aborted.
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and claim details are registered manually by an insurance clerk.
Only if the insurance in question is valid, i.e., the submitter holds
an effective insurance policy by the specified date of service, the
claimed compensation can be further evaluated.
The claim is then checked against coverage on the basis of the
conditions agreed upon by policy. If the case does not fall under
covered conditions, the payment has to be rejected. Otherwise,
the claim is forwarded directly to approval instances for payment
requests less than e 500. Any claim containing a payout request
higher than e 500 requires that an elementary inspection (anno-
tated as basic check in the process model) be performed by the
assigned insurance clerk.
The elementary inspection typically involves the examination
of consistency between diagnosis and treatment, and other similar
routines. As soon as the claimed payment sum exceeds e 5’000,
however, the case is additionally assigned to a medical expert
who is authorized to perform a medical assessment. The results
of the medical assessment are recorded by the clerk in charge for
further processing.
The insurance clerk then applies a set of predefined rules to
determine whether the claim is subject to manual adjudication.
The term adjudication is used in the insurance business to denote
parts of a claims approval process, and refers generally to an
automated routine to check eligibility requirements, to request
an appraisal report and to calculate deductible payments, i.e.,
the contingent to be paid by the insuree before coverage by the
insurance company takes effect.
After the claim is adjudicated manually or automatically, the
probability of fraud must be evaluated in advance of final payout
approval. Therefore, the clerk performs a fraud risk check before
assigning the claim to accounting for payment formalities, and
commits a final record of the claim into the claims database
(See Section 5.2 for details on the insurance data warehouse). If,
however, the fraud risk is estimated to be higher than a predefined
threshold, the case is forwarded to fraud investigation, and the
clerk terminates that particular instance of the claims process —
without an ultimate decision of approval or decline.
4.3.2 Data Structure of Insurance Claims
This section introduces the operational data produced during the
processing of insurance claims, and supplementary data sources
utilized in approval activities. as illustrated in Figure 22. The
conceptual model is framed around a central entity for the filed
claims. Every case is documented so as to include information
about the submitter (patient), and a distinct association with one
particular insurance policy.
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Figure 21: Business Process Diagram for health insurance claims from
an internal perspective, as currently applied at HI Corp.
Database transactions are not annotated explicitly in the
process model, for reasons of graphical simplicity. Activities
related to submission modalities of claims — which would
have required an additional BPMN swimlane for the sub-
mitter — have also been intentionally omitted for similar
reasons. The process, therefore, begins with the receipt of a
medical claim by an insurance clerk.
Every medical claim requests compensation for one or more
specific services, which can be supplied by a number of authorized
providers. The responsible case manager (employee), has the duty
to determine, whether the claimed services are covered by the
agreed insurance products in the associated policy.
Patients may also receive additional benefits due to affiliation
to certain employers. Furthermore, it is essential to incorporate
public medical records for all insurees, in order to be able support
evaluate
Additional details on attributes and dependencies of insurance
claim data are presented in Section 5.2, including a comprehen-
sive account on sample data generation.
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Figure 22: ERM Diagram: Health insurance claims. The model repre-
sents a generalized depiction of data recorded and retrieved
during every instance of the claims process. Entities describ-
ing insignificant details, such as category lists and minor
records, have been omitted for simplicity.
4.3.3 Possible Improvements in the Claims Process
Analogous to the previously described improvement prospects
for the car rental process (see Section 4.2.3), the insurance claims
process likewise consists of particular activity patterns, which
seem prone to optimization, though not as numerous and not
quite as obvious in comparison to the former case.
Despite the fact that all evaluation activities are mandatory
for a sound approval process, it is reasonable to find a means to
execute as few of these sub-processes as possible, assuming that
such tasks utilize expensive resources and require special atten-
tion at all stages due to their critical nature. Provided sufficient
operational data, and detailed workflow audits with decisive
attributes, it could be reasonable to resequence (see Figure 9) parts
of the process.
With this particular optimization approach in mind, one suit-
able method would be to execute the least expensive tasks sooner,
or with higher priority in case of parallelization. For example,
determining the claimed amount at an early stage of the process
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can help to decide whether it could in some cases be practical to
prepare a medical assessment request without waiting for active
approval tasks to be concluded.
A comparable effect can be observed, if activities involving
compulsory approval tasks are favored at the initial phase of a
process. An early decision to decline a payout request, i.e. an
early knockout, can save valuable processing time and substantially
reduce overall costs.
Further potential for time and cost optimization lies in the
parallel execution of tasks, as previously mentioned. Considering
the closely related natures of the adjudication process and insur-
ance fraud assessment with regard to the common data resources
required, it could be beneficial to parallelize these activities, need-
less to say, depending on process preconditions. In doing so, the
interdependencies with other process segments must be consid-
ered, i.e., measured in a simulated environment, to guarantee an
effective optimization with respect to predefined performance
indicators.
Careful observation of the claims process reveals some intrin-
sic redundancy in data logging activities. It can generally be
assumed that most, if not all, case specifics and submission data
are already fed into the system, e.g., via database entries, at the
very beginning of the process, when a claim is initially filed
by an insurance clerk. Combining such registry tasks, involving
data collection and input, by integrating related or repetitious
activities — preferably at an applications level — could viably
produce the desired optimization results. Certain input tasks can
be eliminated altogether, provided that the data in consideration
is completely redundant.
4.3.4 Automated Optimization of the Claims Process
Applying automated deep business process optimization to the
claims process yields the improved model illustrated in Figure 23.
The process segments that have changed with respect to the
source model are highlighted. The recommended optimizations
can be summarized as follows:
• Parallelization: A basic medical check requires resources
other than those utilized by a medical expert during a
comprehensive medical assessment. Both examination tasks
are required, if the claim sum exceeds e 5’000, however,
these do not need to be performed consecutively. Hence,
the two activities are parallelized in the optimized model.
• Task Elimination: Since all claim details are recorded at the
beginning of every process instance, it is not necessary
to enter further specifics at the conclusion of the payout
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approval. Therefore, the redundant logging activity at the
end of the process is removed completely.
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Figure 23: Revised business process model for health insurance claims
from an internal perspective, as optimized by dBOP. The
process segments that have changed with respect to the
source model are highlighted. The business process diagram
BPD now includes a new AND gateway, at which the activities
basic check and medical assessment are initiated in parallel.
Furthermore, a redundant logging activity at the end of the
process has been eliminated.
5
G E N E R AT I N G D ATA S A M P L E S
In order to achieve a high degree if realism in process perfor-
mance behavior while simulating the business scenarios con-
structed in Chapter 4, it is essential to provide an accordingly
realistic operational data warehouse with respect to overall vol-
ume. Furthermore, the semantic basis of data attributes must be
as close to reality as possible, with almost real-life value distri-
bution. The scenarios simulated for analysis in the present study,
although based on real data, nevertheless remain representative
approximations of their archetype counterparts.
Generating test data merely by means of a simple randomizing
algorithm would, however, not fully meet the purpose of perform-
ing realistic simulations, taking into account that real-life data
collections tend to display certain statistical distribution patterns.
Subsequently, the process data, and their underlying database
concepts have been modeled based on publicly available analytic
material, e.g., demographical data on age distribution or statistics
concerning public traffic records.
With the exception of category tables and complementary data
base entities, all sets of sample data were generated using simple
Java™ methods, primarily to execute SQL statements utilizing
the database API1 to query the target data warehouse. Database
connections were established using a universal Java Database
Connectivity (JDBC) driver2 for IBM® DB2™. The following sec-
tions illustrate the database structures associated with the sim-
ulated business processes, and provide specific aspects of the
sample data therein.
5.1 car rental data warehouse
The data warehouse for car rental operations consists of a sim-
plified relational database containing the most essential process
related data and some complementary entities. The present data
model is based on an account of the car rental scenario used
as a motivational example for an integrative process analysis
approach in [Niedermann 08]. Similar entity relationship models
have been employed in several subsequent BIA publications (see,
1 Package: java.sql
2 Driver tag: com.ibm.db2.jcc.DB2Driver. For more information on connect-
ing to a data source using the DriverManager interface with the IBM DB2
Driver for JDBC, see http://publib.boulder.ibm.com/infocenter/db2luw/
v9/topic/com.ibm.db2.udb.apdv.java.doc/doc/cjvintro.htm
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Figure 24: Data warehouse: Car rental data at Car Rental GmbH. The
illustrated data model displays only process relevant entities.
The cardinalities of entity relationships were intentionally
left out for simplicity.
5.1 car rental data warehouse 65
e.g., [Radeschütz 10] and [Niedermann 11a]), with various modi-
fications depending on the research focus. The following sections
expand the data model previously introduced in Section 4.2.2.
5.1.1 Data Repository for Rental Contracts
At the end of any successful rental process, there should ide-
ally be a fully specified and signed rental contract, which is
documented and archived in the data warehouse, at the latest,
following its conclusion. The central entity in the database is,
therefore, the table of contracts. Figure 24 shows a simplified
conceptual database model, on which the sample data warehouse
for process simulation is based.
Every concluded rental contract is a legal agreement between
two contractors: The rental company and the client. The sample
rental company has a client base of 10’000 customers, all of which
are registered in the customer database. See the following section
for details on how every single attribute relates to operational
business process data, and how values were generated to fill the
sample database.
Car Rental GbmH offers several loyalty programs for its cus-
tomers. The rules by which customers can participate in these
programs is not of further consideration. However, being assigned
to loyalty program or participating in one of several promotional
schemes can involve regular rebates, leading to lower rental rates.
Conversely, an unfavorable public driving record may in some
cases result in higher insurance fees, as described further below.
5.1.2 Customer Attributes
Each registered customer has a unique identification number
(Customer ID) that simultaneously serves as a primary key in
the customer table. Assuming that every eligible customer has
a unique drivers license number, it is possible to use its identi-
fication code as an additional primary key. Gender, name and
contact information are not regarded as process relevant in the
present context.
Several other attributes are generated randomly for every
record in the customer database, aiming to resemble real-life
distribution of relevant data as closely as possible. The statistical
grounds for these features are as follows:
traffic records Traffic violations as tracked by the German
Federal Motor Transport Authority, Kraftfahrt-Bundesamt (KBA),
were taken as an exemplary basis for the corresponding database
entity. Table 5 lists the distribution of accumulated penalty points
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for registered traffic violations.3 Drivers who reach a penalty
score of 18 or more have their driving privileges suspended, i.e.,
they must turn in their drivers license for a certain period of time,
and can be obliged to attend special courses, e.g., for safe and
defensive driving (see [KBA 11]).
penalty points individuals (in 1’000) %
none 1’754 19.6
1 – 7 6’626 74.0
8 – 13 456 5.1
> 14 66 0.7
Total 8’951 100.0
Table 5: German traffic register tracked by the Federal Motor Transport
Authority. The table shows the distribution of penalty points
for traffic offenses, last updated in January 2010. The scores
are grouped in intervals. Approximately 0.5% of all violations
are not registered electronically, hence do not appear in the
statistics.
At Car Rental GbmH, like at most other car rental companies,
drivers who stand out with an exceedingly offensive traffic be-
havior are excluded from services, or at least denied access to
certain vehicle classes in the premium range. A further conse-
quence of a negative driving record is, that fully comprehensive
insurance coverage usually becomes mandatory for a rental con-
tract, hence higher rental costs for the client. Customers without
a valid drivers license, or those likely to lose their license due to
recurrent traffic violations, are rejected altogether.
Regarding the fact that not all active drivers have a violationpublic records
record in the central register, the total population of potential
rental customers is assumed to be the number of individuals
with a valid drivers license, estimated 54 million in Germany, ac-
cording to the German Federal Highway Research Institute, Bun-
desanstalt für Straßenwesen (BASt), as reported in [Kalinowska 07].
The public traffic record also contains entries with zero penalty
points, due to negative prescription of former violations, typically
after two consecutive offense-free years. These records can be
completely cleared after a certain period of time, depending on
the scope of the violations.
3 A more detailed representation of the data, e.g., with gender specific statistics,
is available online at
http://www.kba.de/cln_005/nn_191656/DE/Statistik/Kraftfahrer/
Verkehrsauffaelligkeiten/BestandVZR/2010__aktuellerpersonenstand_
_tabelle.html
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population records In order to achieve a realistic age dis-
tribution in the customer base, the data generator was based on
demographical statistics for Germany,4 as released by the Fed-
eral Statistical Office, Statistisches Bundesamt (see [DESTATIS 11]).
Although this approach is not as accurate as the statistical eval-
uation of a real rental customer database, it is assumed that
the age distribution in the general population is an acceptable
approximation.
age group % of population
under 20 18.8
20 – 39 24.3
40 – 59 31.0
60 – 79 20.8
80 and above 5.1
Total Population 81’802’257
Table 6: German population in the year 2009, grouped by age, as re-
leased by the Federal Statistical Office, Statistisches Bundesamt
(see [DESTATIS 11]).
The age of a customer is the principal criterion for a group
of decision tasks in the car rental process. Since it is common
practice among German car rental providers to require that a
client be in possession of a valid drivers license, only available
at 18 (not including escorted driving with 17 years), customers
under 20 years of age are generally rejected. Furthermore, the
upper limit for rental age is set to 80 years in the present process
model. As already discussed in Section 4.2.1, some vehicle types
may require a higher minimum age, e.g. 23 instead of 20.
5.1.3 Company Attributes
The sample rental company is represented by its employees in
rental offices. The corresponding database entity is a simple table
of unique identifiers. As with the customers, names and other per-
sonal data are not considered as process-relevant data, therefore
neglected during sample generation. The rank of an employee is,
nevertheless, critical with regard to automated decisions which
may be overridden by managers or by a certain class of clerks
with adequate authorization.
The products being offered are, obviously, rental cars, i.e.,
regular motor vehicles. These are classified in two main price cat-
4 Further details available from the online statistical database at
https://www-genesis.destatis.de/genesis/online
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egories: economy and premium. The vehicles are located in several
stations, which are all associated with a front-office. Details of
vehicle disposition and internal services, such as maintenance
and transfer, do not need to be modeled explicitly. These subpro-
cesses only appear as random duration parameters implicitly in
the overall business process.
5.2 medical claims data warehouse
It is in the nature of the insurance business, that excessive amounts
of operational data are accumulated, not only for administrative
purposes, but also for comprehensive cost control, in order to
devise appropriate coverage schemes for the insurance products
offered.
For the purposes of the present study, it was essential to reduce
the data complexity and still preserve a reasonable degree of
resemblance to the original structures. A generalized ERM for the
data dimension of the claims process was already introduced in
Section 4.3.2. The corresponding data warehouse, based on this
model, is illustrated in Figure 25, and characterized in detail in
the following sections.
5.2.1 Claims Archive
All medical insurance claims ever filed at the Health Insurance
Corp. are registered in an archive, which has evolved through
several different forms in the course of the company’s history.
The current data warehouse incorporates all process data and
operational knowledge, including the claims database. This sec-
tion describes the reduced model of the data warehouse and
the entity relationships therein, with proper consideration of the
claims process described in Section 4.3.
Each claim is assigned to an insurance clerk, called the case
manager. The clerks have varying levels of authority, and can
steer the claims process by accepting or overriding automated
decisions, depending on rank. Claim files include elementary at-
tributes on the type and volume of the payout request, which are
linked to associated entities that contain further particulars. The
customer base enlists personal information of the insured mem-
bers, and accommodates insurance policy details, e.g., benefits
and coverage, and is linked to medical records.
The predominant key figure in the claims process is service cost.
Most approval tasks in the process are concerned with the consis-
tency of service types, and must determine whether the requested
compensation is reasonable. Apart from obvious discrepancies,
such as maternity related expenses associated with an adult male
patient, deviations from common charging scales must also be
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Figure 25: Data warehouse: Medical insurance claims at the Health In-
surance Corporation. The illustrated data model displays only
process relevant entities. Category tables (such as medical
conditions and health care categories) and cardinalities of
entity relationships were intentionally left out for simplicity.
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tracked carefully. The following sections depict the statistical and
categorical specifics on which these approval activities are based.
5.2.2 Medical Statistics
Despite the vast amount of publicly available medical data, most
statistics provide only scarce and, in several cases, unreliable
information on the frequency of disease types and indications, or
contain outdated information. In order to obtain a realistic data
distribution of the various medical conditions to be considered in
the medical claims process, it would be appropriate to evaluate
a comprehensive statistical survey on the incidence of common
disease categories.
The International Classification of Diseases (ICD) issued by the
World Health Organization (WHO) is a convenient starting point
for categorizing diseases and health problems for usage in an
insurance data warehouse. The ICD5 is the international standard
diagnostic classification for all general epidemiological, for many
health management purposes, and for clinical use, as described
in [WHO 11]).
The European Commission (EC) keeps track of data sets on
health status, determinants and care in European Union (EU)
member countries, categorized in a list of 88 indicators known as
European Community Health Indicators (ECHI).6 Unfortunately,
the frequency data provided on disease categories and diagno-
sis types, e.g., indicators Nr.67 – Nr.70 (see [Kilpeläinen 08] for
details), involve relative small sample populations, and most im-
portant of all, the data is available for a selected subset of disease
categories.
The German Association of Private Health Insurance PKV has
also conducted a survey among its members in the year 2009,
in order to collect frequency information concerning the inci-
dence of health problems and diseases, published in [PKV 11].
Although only 16 from a total of 45 private insurance companies
participated in the latter survey, thus rendering its results non-
representative, the patterns in gender dependency and the general
trends in frequency distribution can be regarded as adequate for
the purposes of business process simulation.
5 The International Statistical Classification of Diseases and Related Health Problems
is reviewed regularly by the World Health Organization (WHO), and there
are several valid versions of the document. The present work adopts the 10th
revision of the classification list (Version 2007).
6 Introductory information on European Community Health Indicators (ECHI)
can be found online at http://ec.europa.eu/health/indicators/echi
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5.2.3 Health Service Types and Costs
According to the data model on which the data warehouse for
the claims process is based, claim records include the overall
amount requested for payout, as soon as the case is filed. The
separate positions making up the sum are generally attributed
to particular services or service combinations. The provider bills
these accounts on the basis of a predefined list of services, in
which the corresponding rates are framed in a certain range.
These service lists are reviewed and updated regularly by au- service fee scales
thorized medical associations or, in some cases, by government
organs. Two examples of such service catalogues can be found in
the contemporary German public health care system. The statu-
tory health insurance system is based on a tariff catalogue called
the uniform assessment scale (Einheitlicher Bewertungsmaßstab,
EBM [KBV 11]).7 Private health insurance companies, on the other
hand, are obliged to apply a deviating standard of charges listed
in the scale of fees for physicians (Gebührenordnung für Ärzte, GOÄ
[BMG 11]) issued by the German Federal Ministry of Health
(Bundesministerium für Gesundheit, BGM).8
Although these catalogues are much too comprehensive for
the process simulations conducted in the present work, they do,
nevertheless, provide an appropriate groundwork for the service
categories depicted in the claims database. Combined with the
service categories enlisted in healthcare related legislation in
the United States, for instance in Washington State legislature
on healthcare coverage (see [WAC 11]), a representative frame-
work is attained for modeling the corresponding aspects of the
insurance data warehouse.
The fee structures in EBM and GOÄ are likewise highly com-
plex. Therefore, merely a short subset of service categories was
adopted for an abridged list of charges to be incorporated in the
data warehouse. For calculating the overall service expenses for
particular health conditions, the cost structures in the database
model were simply based on the average days spent in station-
ary care, as listed in the A, Section A.4. This method further
reduces the complexity of the relational model, and concurrently
decreases the data volume down to a practical magnitude.
7 Extended catalogues for special health care domains, such as dental care and
alternative medicine, have been neglected for convenience.
8 http://www.bmg.bund.de
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R E S U LT S
This thesis demonstrates, that the deep Business Optimization
Platform (dBOP) is capable of assisting a process analyst in carry-
ing out optimization tasks and evaluating various improvement
approaches, typically at a faster rate than he could without auto-
mated optimization assistance. Employing the optimization tools
provided by the platform, particularly the dBOP-Modeler, does
not require a high degree of process expertise.
dBOP delivers reliable optimization results for the class of busi-
ness processes evaluated in this study, especially with regard to
process segments prone to improvement by parallelization. Elim-
ination of redundancy by detecting semantic similarity among
activities likewise attained the expected results, which were pre-
dicted in advance by manual evaluation from a human analyst’s
perspective.
6.1 outlook
One obvious question that comes into mind is, whether and
how the results produced by automated process optimization
correlate to the underlying data structure containing process and
operational data. An interesting approach would be to run several
instances of the same process with varying data distributions,
i.e., changing the constitution of the data warehouse for every
simulation run.
Furthermore, investigating the effects of the topologic complex-
ity of a process model on the outcomes and general performance
of fully automated or semi-automated process optimization using
dBOP. A graph-theoretical categorization of the available scenar-
ios into complexity classes would allow the comparison of these
categories with regard to their optimization results. One could
naturally prefer a statistical approach in which a large set of
models with varying structure and complexity are analyzed, and
clustered according to the degree of improvement achieved, both
in quantitative and qualitative terms. The experiment can also
be expanded to include comparing the automated optimization
results for similar complexity classes, to those of a human process
analyst.
Another possibility is to start with basic process models, i.e.,
exemplars from the simplest possible complexity class, of which
the elements are still complex enough to be structured in a non-
optimal manner, and successively increase the complexity — ei-
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ther by simply adding a fixed number of descriptive elements, or
by some other measure of graph-theoretic complexity. Conduct-
ing an extensive statistical analysis on as many distinct complex-
ity classes as possible might provide insights, both on simulation
predictability, as well as on dBOPs general performance, helping
to improve future investigations using this platform.
Finally, a useful contribution to business process simulation
research — and of course to its applications as well — would
be the development of appropriate standards, not only for the
description or modeling of processes, but also for their evaluation
with respect to predefined performance indicators.
Part IV
A P P E N D I X

A
A P P E N D I X
a.1 connecting to a data source using jdbc
See Listing 1 for a sample data connection using JDBC.
a.2 generating public traffic data samples
Refer to Listing 2 for an example of how the data distribution
statistics from Section 5.1 are utilized.
a.3 international classification of diseases (icd)
The International Statistical Classification of Diseases and Related
Health Problems (10th Revision, Version 2007 [WHO 11]) lists the
following primary categories:
I. Certain infectious and parasitic diseases
II. Neoplasms
III. Diseases of the blood and blood-forming organs and
certain disorders involving the immune mechanism
IV. Endocrine, nutritional and metabolic diseases
V. Mental and behavioural disorders
VI. Diseases of the nervous system
VII. Diseases of the eye and adnexa
VIII. Diseases of the ear and mastoid process
IX. Diseases of the circulatory system
X. Diseases of the respiratory system
XI. Diseases of the digestive system
XII. Diseases of the skin and subcutaneous tissue
XIII. Diseases of the musculoskeletal system and connec-
tive tissue
XIV. Diseases of the genitourinary system
XV. Pregnancy, childbirth and the puerperium
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Listing 1: A JDBC example
// Load the DB2 Universal JDBC Driver
Class.forName("com.ibm.db2.jcc.DB2Driver");
System.out.println("Loaded the JDBC driver");
// Create the connection using the DB2 Universal JDBC Driver
conn = DriverManager.getConnection ("jdbc:db2:CARRNTL",
"user", "password");
// Commit changes manually
conn.setAutoCommit(false);
System.out.println("Created a JDBC connection to the data
source");
// Create the Statement
stmt = conn.createStatement();
System.out.println("Created JDBC Statement object");
// Execute a query and generate a ResultSet instance
rs = stmt.executeQuery("SELECT * FROM T_EMPLOYEES");
System.out.println("Created JDBC ResultSet object");
// Print all of the employee numbers to standard output
while (rs.next()) {
System.out.println(rs.getString(1));
}
System.out.println("Fetched all rows from JDBC ResultSet");
// Close the ResultSet
rs.close();
System.out.println("Closed JDBC ResultSet");
// Close the Statement
stmt.close();
System.out.println("Closed JDBC Statement");
// Commit transaction
conn.commit();
System.out.println ("Transaction committed");
// Close the connection
conn.close();
System.out.println("Disconnected from data source"); 
A.3 international classification of diseases (icd) 81
Listing 2: Data generation example: Public Traffic Record
public static int generateRandomPenaltyPoints(){
/*
* Assumptions:
* 50 percent of all drivers are registered,
* and among these
* 20 percent have reduced penalty to 0 points
* 74 percent have 1-7 points
* 5 percent have 8-13 pts
* 1 percent are above 13 pts
*/
//Classify according to real-life distribution
Integer penaltyPoints = 0;
Integer lowerPenaltyLimit = 0;
Integer upperPenaltyLimit = 0;
Integer penaltyGroup = (int) (Math.random() * 101);
if (penaltyGroup == 1) { // 1 percent
lowerPenaltyLimit = 14;
upperPenaltyLimit = 20;
}
else if (penaltyGroup < 7){ // 5 percent (2..6)
lowerPenaltyLimit = 8;
upperPenaltyLimit = 13;
}
else if (penaltyGroup < 81){ // 74 percent
lowerPenaltyLimit = 1;
upperPenaltyLimit = 7;
}
penaltyPoints = lowerPenaltyLimit + (int) (Math.
random() * (upperPenaltyLimit - lowerPenaltyLimit
));
return penaltyPoints;
} 
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XVI. Certain conditions originating in the perinatal period
XVII. Congenital malformations, deformations and chro-
mosomal abnormalities
XVIII. Symptoms, signs and abnormal clinical and labora-
tory findings, not elsewhere classified
XIX. Injury, poisoning and certain other consequences of
external causes
XX. External causes of morbidity and mortality
XXI. Factors influencing health status and contact with
health services
XXII. Codes for special purposes
a.4 medical incidence statistics
icd group days in hospital female % male %
I 10.6 1.75 1.85
II 11.0 11.12 11.24
III 10.4 2.95 2.92
IV 12.0 0.57 0.54
V 35.8 7.02 5.75
VI 8.7 7.85 8.33
IX 10.3 10.01 14.88
X 9.5 3.92 4.35
XI 8.1 11.48 12.76
XII 10.7 1.58 1.40
XIII 13.0 17.17 15.51
XIV 7.5 4.51 4.10
XV 7.6 3.26 0.00
XVI 15.6 0.38 0.33
XVII 8.4 0.70 0.62
XVIII 8.3 8.84 8.28
XIX 10.2 6.89 7.14
Total avg. 11.1 100.00 100.00
Table 7: Medical incidence statistics in private health care. Note that the
table of frequencies in the original survey publication is not
ordered correctly, with occasional errors in the classification
codes (see [PKV 11]).
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a.5 healthcare service categories
The following list of medical service categories is an abridged
compilation, based on the uniform assessment scale (Einheitlicher
Bewertungsmaßstab, EBM [KBV 11]) and the scale of fees for
physicians (Gebührenordnung für Ärzte, GOÄ [BMG 11]) as ap-
plied in Germany, and an examplary classification scheme adopted
in the United States (as in [WAC 11]).
1. Adult day health
2. Ambulance transport
3. Blood processing/administration
4. Dental services
5. Detoxification
6. Diagnostic services (lab & x-ray)
7. Family planning services
8. Healthcare professional services
9. Hearing care (audiology/hearing exams/aids)
10. Home health services
11. Hospice services
12. Hospital services - inpatient/outpatient
13. Maternity care and delivery services
14. Medical equipment, durable
15. Medical equipment, nondurable
16. Medical nutrition services
17. Nursing facility services
18. Organ transplants
19. Oxygen/respiratory services
20. Personal care services
21. Prescription drugs
22. Prosthetic/orthotic devices
23. Therapy -occupational/physical/speech
24. Vision care (exams/lenses)
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