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ABSTRACT
We present the design, simulation, and characterization of the radial opposed migration ion and
aerosol classiﬁer (ROMIAC), a compact differential electrical mobility classiﬁer. We evaluate the
performance of the ROMIAC using a combination of ﬁnite element modeling and experimental
validation of two nearly identical instruments using tetra-alkyl ammonium halide mass standards
and sodium chloride particles. Mobility and efﬁciency calibrations were performed over a wide
range of particle diameters and ﬂow rates to characterize ROMIAC performance under the range of
anticipated operating conditions. The ROMIAC performs as designed, though performance deviates
from that predicted using simplistic models of the instrument. The underlying causes of this non-
ideal behavior are found through ﬁnite element simulations that predict the performance of the
ROMIAC with greater accuracy than the simplistic models. It is concluded that analytical
performance models based on idealized geometries, ﬂows, and ﬁelds should not be relied on to
make accurate a priori predictions about instrumental behavior if the actual geometry or ﬁelds
deviate from the ideal assumptions. However, if such deviations are accurately captured, ﬁnite
element simulations have the potential to predict instrumental performance. The present prototype
of the ROMIAC maintains its resolution over nearly three orders of magnitude in particle mobility,
obtaining sub-20 nm particle size distributions in a compact package with relatively low ﬂow rate
operation requirements.
EDITOR
Jian Wang
1. Introduction
1.1. Differential mobility analyzer
The differential mobility analyzer (DMA) has long been
the primary instrument used to measure size distribu-
tions of aerosol particles smaller than 1 mm in diameter.
This instrument separates charged particles according to
their electrical mobilities, Z, in an electric ﬁeld that is
transverse to a particle-free sheath ﬂow (Knutson and
Whitby 1975). Particles within a narrow range of mobili-
ties migrate across a channel between two electrodes in
the time required to transit the length from the entrance
port to a downstream sample extraction port in the
counter-electrode, where they exit in a classiﬁed sample
ﬂow; others deposit on the walls of the DMA or are dis-
charged in an exhaust ﬂow.
In the ideal, non-diffusive limit, the range of particle
mobilities in the classiﬁed sample ﬂow is determined by
the relative aerosol and sheath ﬂow rates (Knutson and
Whitby 1975). The most common DMA is that of
Knutson and Whitby, which probes particles ranging
from 10 to 1000 nm in mobility-equivalent diameter, DZ,
though the range that can be scanned with reasonable size
resolution is narrower unless the ﬂow rates are varied.
Earlier DMAs had probed molecular ions, e.g., see Erikson
(1921) and Flagan (1998). The Knutson-Whitby DMA
(KWDMA) is usually operated with sheath and exhaust
ﬂow rates (Qsh and Qex, respectively) 10 times those of the
aerosol and classiﬁed sample ﬂows (Qa and Qc). The oper-
ating conditions of the DMA are generally described in
terms of the ﬂow rate ratio b D (Qa C Qc)/(Qsh C Qex),
which is the primary factor determining the resolving
power of the instrument, and d D (Qc ¡ Qa)/(Qc C Qa),
a measure of the ﬂow imbalance. DMAs are typically
operated with balanced ﬂows, i.e., Qa D Qc and d D 0.
The performance of a DMA is conveniently described
in terms of the transfer function, which is deﬁned as the
probability that a particle of mobility Z will be
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transmitted through the classiﬁer when the voltage and
ﬂow rates are tuned to transmit particles of characteristic
mobility Z, which corresponds to particles that enter
the classiﬁer at the centroid of the incoming aerosol sam-
ple ﬂow, and exit at the centroid of the outgoing classi-
ﬁed aerosol ﬂow. In their landmark paper, Knutson and
Whitby (1975) employed ﬂuid and particle stream func-
tions to derive the so-called transfer function for par-
ticles that do not diffuse as they transit the DMA. The
ﬂuid stream function, c, is deﬁned such that
rurD @c
@z
; and ruz D ¡ @c
@r
[1]
(where r is the classiﬁer radial coordinate, z is the classi-
ﬁer axial coordinate, and ur and uz are the radial and
axial ﬂuid velocities, respectively); the stream function
automatically satisﬁes the mass continuity for the gas.
Particles of electrical mobility Z also migrate at velocity
v
!
under the action of the applied electric ﬁeld, i.e.,
v
! D Z E!. This migration can be described in terms of
the electric ﬂux function, f, which is deﬁned such that
rErD @f
@z
; and rEz D ¡ @f
@r
: [2]
For a steady electric ﬁeld, a pseudo-steady-state can be
assumed for the particle motion, so these contributions
to the particle motion can be described in terms of a par-
ticle stream function (Knutson and Whitby 1975; Stol-
zenburg 1988), which is deﬁned as
GDcCZf: [3]
When particles are sufﬁciently large that diffusion can be
neglected, particles follow trajectories along which G D
constant, though both c and f change along the migra-
tion trajectory, so
Gout¡GinDDGD 0DDcCZDf: [4]
Thus, Knutson and Whitby (1975) noted that the migra-
tion of particles across a range of stream functions, Dc,
requires that it also migrate across a range of electric ﬂux
functions, Df D ¡Dc/Z. The volumetric ﬂow rate, Q,
between the outer electrode, R2, and a radial position, r,
is Q(r) D R R2r [2pruz(r)]dr D 2p[c(r) ¡ c1], where c1 is
the value of the stream function at the aerosol-inlet elec-
trode. Hereafter, we deﬁne c1 D 0. They further derive
the centroid of the DMA transfer function as that for
which a non-diffusive particle will be transmitted from
the radial position at which 50% of the cumulative
incoming aerosol ﬂow enters to the corresponding 50%
radius for the cumulative classiﬁed aerosol outlet ﬂow.
We label the trajectory of these particles as the character-
istic trajectory for the DMA. The mobility of the particle
that follows this 50%–50% trajectory is denoted as Z.
The range of stream function values crossed is deﬁned
by the speciﬁed inlet and outlet ﬂow fractions, i.e.,
cin D Qa/4p, and cout D (Qsh C Qex C Qa)/4p; thus,
DcD QshCQex
4p
: [5]
The change in electric ﬂux function that a particle tra-
verses, Df, depends upon the spatial variation of the
electric ﬁeld. In the special case of a long, cylindrical
DMA column, for which the aspect ratio a D L/(R2 ¡
R1)  1, where L is the axial length of the electrode, the
electric ﬁeld can be assumed to be perpendicular to the
electrode surfaces, i.e., ErD ¡ Vrln R2R1 and Ez D 0, where V
is the voltage applied to the central electrode, and R1 and
R2 are the radii of the inner electrode and the outer elec-
trode, respectively. Then,
Dfja1D ¡
VL
ln R2R1
; [6]
and, since ZD ¡ DcDf ; we ﬁnd
ZCDMA;a1D
QshCQexð Þ
4pVL
ln
R2
R1
: [7]
In this special case, the transmission characteristics of
such a classiﬁer can be determined to a high degree of
accuracy from ﬁrst principles with simple analytic
expressions. The DMA can then be considered to pro-
vide a primary particle mobility standard, at least for
large, non-diffusive particles. Stolzenburg (1988; see also
Flagan 1999) showed that particles that are transmitted
at high voltage satisfy this large particle condition. More-
over, for spherical particles, the DMA becomes a primary
particle size standard since the electrical mobility is a
well-known function of particle diameter.
Rather than focusing on the absolute sizing accuracy,
most recent DMA characterization studies have focused
on the resolution of the instrument, R, which is deﬁned
as the ratio of the mobility of the particles that are trans-
mitted with the highest efﬁciency, Zpeak, to the range of
mobilities that are transmitted with at least half of that
efﬁciency, i.e., RDZpeak=DZ50%. At high classiﬁcation
voltage in long-column cylindrical DMAs, Zpeak  Z.
When classifying large particles (at high voltage), the res-
olution approaches the asymptotic limit for ideal, non-
diffusive (kinematic) classiﬁcation determined using the
triangular transfer function of Knutson and Whitby
(1975) for balanced ﬂows, d D 0 (trapezoidal if d 6¼ 0). In
this limit, the non-diffusive (large particle) resolution for
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a DMA is
RndD b 1C jdjÞð ¡ 1;

[8]
and the peak transmission efﬁciency for a DMA operated
at constant voltage occurs for particles of mobility Z.
1.2. Advancing nanometer particle classiﬁcation
Over the past two and a half decades, a number of inno-
vations have extended the classiﬁcation capabilities of
the DMA to smaller particles, beginning with the Vienna
short-column DMA that enabled measurements of par-
ticles as small as 3.5 nm (Winklmayr et al. 1991). Other
designs have been developed to probe the sub-10 nm
range. These include adaptations of the Knutson and
Whitby DMA to produce the nanoDMA (Chen et al.
1998), and the radial DMA (RDMA; Zhang et al. 1995).
Development has continued, enabling classiﬁcation of
particles as small as 1 nm (Rosell-Llompart et al. 1996;
Labowsky and de la Mora 2006; Brunelli et al. 2009).
The ability to classify particles in the low-nanometer
regime enabled measurements of gas ions and stimulated
efforts to develop instruments that attain much higher
resolution than traditional DMAs for applications in
molecular separations. de la Mora and coworkers (Rosser
and de la Mora 2005; Martınez-Lozano and de la Mora
2006; Martınez-Lozano et al. 2006) have demonstrated
DMAs that attain R» 100 at voltages near the electro-
static breakdown (arcing) limit, albeit over a very limited
range of mobilities. To achieve this resolution, these
DMAs operate at Reynolds numbers well beyond that
typically associated with the onset of turbulence.
Although the exceptionally high ﬂow rates required for
these supercritical, laminar-ﬂow, high-resolution DMAs
(100 to 1000 liters per minute (lpm) or more) limit their
applicability, these instruments have enabled a number
of important studies, especially when used as a front-end
to a mass spectrometer (Hogan and de la Mora 2010;
Rus et al. 2010; Hogan and de la Mora 2011; Oberreit
et al. 2015).
A key feature of DMAs that extend the sizing range to
the low nanometer regime is the use of a low aspect ratio
classiﬁer, i.e., aD length of classification regionmigration distance between electrodes » 1 (Rosell-
Llompart et al. 1996). While some such instruments have
maintained electric ﬁelds perpendicular to the electrodes,
others have not, leading to electric ﬁelds that vary with
both r and z. The value of Dc in such instruments is still
that speciﬁed by the Knutson and Whitby deﬁnition of
the characteristic particle streamline, but the presence of
both radial and axial components to the electric ﬁeld may
preclude simple, analytical expressions for Df. Instead,
Df may be determined numerically or by calibration
with suitable mobility standards. Deviations from the
value of Zideal suggested by idealized, i.e., high aspect ratio,
models have been reported by introducing an empirical
mobility correction factor, fZ, thereby accounting for both
the low aspect ratio perturbations to ﬁelds and the effects
of imperfections in the instrument, i.e.,
ZD fZZidealD ¡
fZDc
Df
: [9]
Since Dc is speciﬁed by the Knutson and Whitby analy-
sis, i.e., Equation (9), Z gives an estimate of Df, pro-
vided the calibration is performed using mobility
standards that are large enough that they require voltages
well beyond the diffusional broadening threshold (Flagan
1999). The transfer function for DMA classiﬁcation of dif-
fusive particles is well described by the semi-analytical
model of Stolzenburg (1988), even for DMAs that deviate
from those with idealized ﬁelds.
While particles in the low-nanometer regime can be
classiﬁed with DMAs, transmission efﬁciencies are often
quite low at the smallest particle sizes because of high
diffusional losses. A recent intercomparison of several
nanoparticle DMAs found transmission efﬁciencies of
1.16 nm particles that ranged from nondetectable to as
high as 17% (Jiang et al. 2011). Diffusional losses in
DMAs are accentuated by adverse potential gradients in
the transition between the grounded exterior plumbing
and the high voltage electrode. Depending on the DMA
design, this adverse gradient may occur at either the
entrance or exit of the DMA, but it is present in nearly
all DMA designs. However, by careful design of those
regions of the DMA, the effect of the adverse potential
gradient can be reduced (Kousaka et al. 1986; Zhang and
Flagan 1996; Franchin et al. 2016). While the adverse
gradient is integral to the design of all commonly used
DMAs, Labowsky and de la Mora (2006) described a
novel instrument in which particles are introduced and
extracted from the grounded side of the classiﬁer; that
classiﬁer can, however, only be used with an electrometer
or other charged particle detector because neutral par-
ticles will be included in the classiﬁed-sample outlet
ﬂow. Tammet demonstrated a highly modiﬁed DMA in
which the ﬁeld is created by applying a potential between
a pair of screens that are inclined with respect to the
sheath ﬂow (Tammet 2003, 2011). This symmetric
inclined grid mobility analyzer classiﬁes ions and par-
ticles of both polarities (hence “symmetric”) in the 0.4–
7.5 nm range withR of 2–3.
Yet another approach to classifying particles is the
transient drift-tube ion-mobility spectrometer of Ober-
reit et al. (2014). In this device, a bolus of particles is
introduced into a drift tube with no electric ﬁeld applied,
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thereby avoiding losses associated with exposure of the
particle sample to an adverse electric ﬁeld. At the start of
the transient separation, an electric ﬁeld is applied that
induces those particles located past a critical point to
migrate toward the opposite end of the drift tube, where
a large counterﬂow enters around the perimeter, and a
smaller analyte ﬂow exits at the center. The particle’s
mobility is inferred from its time-of-ﬂight down the drift
tube. This method relies on the availability of fast-
response particle detectors that have recently become
available.
Flagan (2004) proposed and modeled an alternate dif-
ferential mobility classiﬁer that has some features of that
of Tammet (2003, 2011); like the DMA, this opposed
migration aerosol classiﬁer (OMAC) can continuously
extract particles within a narrow range of mobilities for
detection or use in other experiments. In this device,
migration between two permeable electrodes that deﬁne
the classiﬁcation channel is opposed by a cross-ﬂow
(Qcf) of particle-free gas through those electrodes. Par-
ticles, the electrical migration of which is balanced by the
cross-ﬂow, are advected between the porous electrodes
by a smaller sample ﬂow. The performance of the
OMAC is similar to that of the DMA, except that the
voltage at which diffusion begins to degrade resolution is
much lower, and scales as V / Rnd (Downard et al.
2011) rather than as V / R2nd as in the DMA (Stolzen-
burg 1988; Flagan 1999). Because the length scale over
which diffusion must act to affect resolution is the entire
channel width, b, in the OMAC, but only » bb in the
DMA, the dynamic range of the OMAC can, in theory,
be made much larger than that of any DMA of compara-
ble resolving power and dimensions.
This article describes the design, simulation, and
experimental characterization of a radial form of this
new instrument. This Radial, Opposed-Migration,
Ion and Aerosol Classiﬁer (ROMIAC) enables mea-
surement of ions and particles well into the low-
nanometer regime, with resolution that has enabled
mobility separation of peptide stereoisomers (Mui
et al. 2013). Here, we describe the use of three-
dimensional ﬁnite element simulations in modeling
the performance of an instrument capable of probing
a wide range (» 600 £) of mobilities (1 to 20 nm
in diameter) at select ﬁxed ﬂow rates, and with R as
high as »20. We also report on the experimental valida-
tion of two nearly identical prototypes of the ROMIAC.
Finally, we demonstrate that computational modeling is
required to explain behavior that idealized models do
not capture. We note that the development of the
ROMIAC involved several iterations of design and sim-
ulation to attain the performance of the ﬁnal design
that we report below.
2. Instrument design
2.1. Desired features
Flagan (2004) described the OMAC concept in terms of a
simple, rectilinear classiﬁcation channel similar to that used
in the ﬁrst DMA (Erikson 1921; Flagan 1998). Most DMAs
have, however, employed a cylindrical, axisymmetric geom-
etry that eliminates the edge effects of the side walls in a rec-
tilinear design. While a cylindrical OMAC could be built,
producing cylindrical electrodes that are uniformly porous
over their entire areas would be a technical challenge.
The RDMA (Zhang et al. 1995) attains the simplicity
of planar electrodes, while eliminating the edge effects.
Early unpublished prototypes of rectilinear OMACs
yielded lower than predicted resolution, possibly the
result of edge effects. In this study, we have, therefore,
undertaken the design and development of a radial-ﬂow
OMAC. This instrument ultimately has important appli-
cations for molecular separations as well as for aerosols;
it was ﬁrst applied to molecular ion classiﬁcation, includ-
ing the separation of peptide stereoisomers (Mui et al.
2013). Hence, it has been labeled the radial opposed
migration ion and aerosol classiﬁer (ROMIAC).
Introducing the aerosol through the ground electrode,
and extracting the particles through the same ground elec-
trode eliminates the adverse potential gradient drawback
common to DMAs, and, thereby, potentially enhances par-
ticle transmission relative to designs with an adverse poten-
tial gradient. A consequence of this design is that both the
ﬂow and electric ﬁeld in the classiﬁcation region deviate
from the ideal ones considered in the initial conceptual
models (Flagan 2004; Downard et al. 2011). The classiﬁed-
aerosol outlet port is located at the center of the grounded
screen electrode. Although the classiﬁed aerosol could exit
through an open port through that electrode, that would
distort the electric ﬁeld. Instead, the classiﬁed aerosol outlet
port in the present design rests directly on the grounded
electrode screen, thereby maintaining a uniform electric
ﬁeld throughout the classiﬁcation region at the potential
expense of losses from diffusive deposition.
Uniform distribution of aerosol ﬂow across the width (in
the case of a rectilinear classiﬁer) or around the introduc-
tion radius (in the case of cylindrical or radial classiﬁers) is
essential if high resolution is to be attained. Aerosols are
usually introduced into and extracted from classiﬁers via
small (e.g., 6 mm, or 1/4 inch) tubing. The relatively high
velocity ﬂow in the sample introduction port must transi-
tion into a uniform ﬂow around the perimeter of a radial
ﬂow instrument, or across the width of a rectilinear one.
For radial classiﬁers, reasonably uniform distribution of
incoming aerosol can be achieved by introducing the aero-
sol tangentially into a circular “racetrack” around the outer
radius of the classiﬁer, as in the cylindrical Vienna DMA
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(Winklmayr et al. 1991) and the radial DMAs (Zhang et al.
1995; Brunelli et al. 2009), provided adequate pressure drop
is maintained between the racetrack and the classiﬁcation
region.
2.2. Idealized design model
Transmission of a particle through any mobility classiﬁer is
governed by the balance of opposed drag and electric forces,
FD and FE, respectively (Figure 1a). Unlike a DMA in which
the particles must migrate across a sheath ﬂow that enters
parallel to the aerosol ﬂow, the cross-ﬂow in the ROMIAC
is introduced orthogonally to the electrodes and aerosol
ﬂow, so the ﬂuid streamlines are inclined relative to the
electric ﬁeld lines (Figures 1b and c). The axial component
of the ﬂuid velocity (which is, nominally, the cross-ﬂow
velocity, ucf) must balance the electrical migration velocity,
vmig, for a particle to remain within the classiﬁcation chan-
nel; the smaller, radial component of the ﬂuid velocity
(which is, nominally, the aerosol ﬂow velocity, ua) trans-
ports particles from the sample inlet to the outlet.
In a ROMIAC conﬁgured such that aerosol enters the
region between two parallel disk-shaped electrodes at the
outer radius and classiﬁed aerosol is extracted from an out-
let at the center of one of the electrodes, the relationship
between the migration and cross-ﬂow velocity for an ideal-
ized instrument in which the aerosol ﬂow is initially uni-
formly distributed across the classiﬁcation channel is
vmigD EZD Qcf
p R2elec¡R2o
  ; [10]
where E D rV  V/b is the electric ﬁeld strength, b is the
electrode separation distance, and Relec and Ro are the
electrode and outlet radii of the classiﬁer, respectively. The
ROMIAC deviates from this simplistic model in that the
aerosol enters through the grounded electrode, as illus-
trated in Figure 2, which identiﬁes key dimensions of the
ROMIAC and illustrates characteristic trajectories of par-
ticles of different mobilities.
2.3. Design criteria and prototype speciﬁcations
The initial objective in the design of the ROMIAC was to
enable particle size distribution measurements with con-
stant resolution from 1 to 20 nm in diameter. The instru-
ment ﬂow rates were chosen to be compatible with
existing condensation particle counters or electrometers
that would be used to detect the classiﬁed particles.
Hence, the aerosol and classiﬁed sample ﬂow rates were
initially constrained to be Qa D Qc  1 lpm. Addition-
ally, the ROMIAC was designed to classify sub-20 nm
aerosol using pumps that were of modest weight and
power consumption for airborne measurements, thus
constraining Qcf < 50 lpm. To enable measurements
over a wide range of mobilities with minimal variation in
R, an electrode spacing of b D 10 mm was selected for
the nominal design, allowing for a maximum voltage of
»10 kV (since particle diffusion effects are minimized at
high voltages), though the prototype was designed with
the ﬂexibility to allow measurements to be made with
electrode spacings as small as 1 mm for operation at
lower peak voltages.
The foregoing speciﬁcations formed the basis for the
prototype design of the ROMIAC. The aerosol ﬂows
from a tube with inner radius Ro D 2.4 mm, i.e., standard
1/4 inch stainless steel tubing, into an electrically
vmig
ua
ucf
Ground Electrode
High Voltage Electrode
vmig
ua
ucf
Cross-Flow Out
Cross-Flow In
Sam
ple Flow
 In
Sam
ple Flow
 O
ut
b) Low
   Rnd
c) High
    Rnd
r
zFE
FD
a) Force
    Balance
Particle
Streamline
Figure 1. (a) Simpliﬁed diagram of balanced drag, FD, and electric, FE, forces acting on a particle of mobility Z
 in the ROMIAC classiﬁca-
tion region, resulting in a particle streamline that is parallel to the sample ﬂow direction. (b) Simpliﬁed diagram of aerosol and cross-
ﬂow ﬂuid velocities (ua and ucf, respectively) and electrical migration velocity, vmig, acting on a particle of mobility Z
. Low Rnd opera-
tion results in ﬂuid streamlines that signiﬁcantly deviate from vertical. Particles of mobility Z will thus experience a high advective
velocity (relative to the cross-ﬂow velocity) from sample inlet to outlet, increasing the transmission of all particles, and resulting in lower
resolution. (c) HighRnd operation results in nearly vertical ﬂuid streamlines, discriminating more heavily against the transmission of par-
ticles that are not of mobility Z.
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grounded, tangential racetrack; the aerosol then passes
through a narrow, azimuthal knife-edge gap to enter the
classiﬁcation region. In order to achieve the pressure
drop required to ensure uniform ﬂow through the entire
annular aerosol entrance slot, the gap between the knife
edge and the rounded edge of the ground electrode needs
to be small. In the prototype ROMIAC, this gap can be
adjusted by the insertion of precision shims, each of
thickness Dbshim D 0.381 mm, for the instrument
reported here. The inter-electrode gap, bnom, was deﬁned
by a 10 mm thick Delrin spacer. The cross-ﬂow enters
the ROMIAC through a conductive stainless steel mesh
of radius Relec,in D 16.1 mm and exits through the same
material of radius Relec,out D 15.2 mm. Mechanical design
considerations constrain the outlet electrode mesh to
have a slightly smaller radius than the entrance slot, and,
therefore, the inlet electrode mesh (Figure 2). The classi-
ﬁed sample outlet port is located at the center of the out-
let grounded electrode, with inner radius Ro = 2.4 mm.
Figure 3 shows the realized design of the ROMIAC,
which has overall exterior dimensions of 10.5 cm in
height and 11.4 cm in diameter. The two prototypes
o
Conductive Mesh
Conductive Mesh
Z* Particle
elec,in
elec,out
r
z
Figure 2. Schematic of ROMIAC aerosol introduction, classiﬁcation region, and classiﬁed aerosol outlet. Particles are introduced via a
tangential inlet tube to be azimuthally distributed through a thin knife-edge gap into the classiﬁcation region, where particles follow
characteristic trajectories based on the degree of balance of drag and electric forces experienced. Particles of mobility Z will be
advected toward the center and extracted through the outlet. Key dimensions that deﬁne the classiﬁcation region are indicated. The ori-
gin of the coordinate system is designated to be the center of the incoming cross-ﬂow electrode.
Figure 3. (a) Cutaway view and (b) photograph of ROMIAC with key features numbered. Overall exterior dimensions are 10.5 cm in
height and 11.4 cm in diameter. (1) Aerosol inlet tube; (2) tangential inlet to distribution racetrack; (3) distribution knife-edge; (4) dielec-
tric spacer; (5) classiﬁed aerosol outlet tube; (6) incoming cross-ﬂow port; (7) high voltage porous electrode; (8) electrically grounded
porous electrode; (9) outgoing cross-ﬂow port.
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used in this study are deemed “nearly identical” because
they share identical dimensions and components, with
the exception of the electrode meshes. The mesh used in
one ROMIAC (“ROMIAC1”) was 325-mesh (30% open
area) while the mesh used in the other ROMIAC
(“ROMIAC2”) was 200-mesh (34% open area). Prelimi-
nary measurements were conducted in which ROMIAC1
had either 325-mesh or 200-mesh electrodes, with little
difference in transmission efﬁciency observed; these
measurements were also conducted with ROMIAC1
with 500-mesh (25% open area) electrodes, both without
and with a hole cut in the outlet electrode (so that par-
ticles would not pass through a screen to exit through
the outlet port), which also showed little difference in
transmission efﬁciency (see the online supplementary
information). The residence time for particles in the
ROMIAC is estimated at »0.7 s based on an assumed Qa
D 1 lpm and the volumes of the tubing and classiﬁcation
region; measurements associated with, but not reported,
in Mui et al. (2013) suggested that a coupled ROMIAC-
mass spectrometer showed response times of90.5 s for
a step increase in signal.
3. Simulation methods
3.1. Three-dimensional ﬁnite element analysis
Preliminary simulations entailed solving the ﬂow and
electrical ﬁelds within the ROMIAC as a two-dimen-
sional, axisymmetric model in COMSOL Multi-
physicsTM. The ﬂuid and electrostatic maps were then
imported and interpolated within MatlabTM to provide
ﬂuid ﬂow and electric ﬁeld values at any arbitrary point
in r-z space to drive particle dynamics equations and
simulate Monte Carlo diffusive particle trajectories
within the classiﬁcation region. Brownian diffusion of
particles was simulated with pseudorandom ﬂuctuations
in the r- and z-directions. Though computationally inex-
pensive, the two-dimensional models did not capture the
effect of the tangential inlet and distribution racetrack on
particle transmission. Particles had to be introduced in
the region near the converging entrance upstream of the
knife edge gap to enter the classiﬁcation region, due to
the inaccurate representation of the inlet region in two-
dimensional space.
Preliminary three-dimensional models in COMSOL
MultiphysicsTM using a rectangular coordinate system
represented the effect of the tangential inlet and distribu-
tion racetrack more accurately, and employed the
charged-particle tracing feature of the software. How-
ever, the need to account for Brownian diffusion ren-
dered early models too computationally expensive and
impractical. An improved three-dimensional model in
COMSOL MultiphysicsTM was developed in which the
particles were modeled as “large ions” by solving the
convective diffusion equation, thereby capturing the
effect of Brownian diffusion with only slightly more
computational expense than earlier two-dimensional
models. Only the three-dimensional convective diffusion
equation model will be discussed for the remainder of
this study.
The model geometry was created to reﬂect the interior
volumes in which the ions or particles are classiﬁed.
These volumes include the full length of inlet tubing, the
tangential introduction, the distribution racetrack, the
distribution knife-edge gap, the classiﬁcation region, and
the full length of outlet tubing. The geometry included
the effects of design compromises that were required to
facilitate fabrication and assembly of the instrument.
These compromises resulted in the electrode mesh not
being perfectly aligned with the intended electrode plane,
causing the electrode separation distance to be greater
than the sum of bnom D 10 mm and Dbshim D 0.381 mm.
The additional distance due to imperfect alignment of
the electrode plane and the mesh was estimated from a
fully assembled three-dimensional model of the
ROMIAC in SolidworksTM (Figure 3a) as Dbmesh D
0.94 mm, leading to a total electrode gap separation dis-
tance of btotal D bnom C Dbshim C Dbmesh D 11.32 mm.
The ﬂow in the ROMIAC was modeled in the
COMSOL MultiphysicsTM ﬂuid-ﬂow module, assuming
laminar, single-phase ﬂow of a compressible ﬂuid (air at
298 K) by solving the Navier–Stokes equations. Com-
pressible ﬂow was considered to allow substantial pres-
sure drops to be simulated, though the pressure drops in
the ﬁnal design are sufﬁciently small that gas density var-
iations are insigniﬁcant. Walls were assigned a no-slip
boundary condition. The incoming aerosol boundary
was located at the beginning of the inlet tube, with an
assumed, atmospheric-pressure boundary condition. The
classiﬁed aerosol outlet boundary was likewise located at
the end of the outlet tube, with an assumed normal
outﬂow velocity boundary condition of Qa/(pRo
2). The
porous electrodes served as the boundaries for the cross-
ﬂows, assuming a normal inﬂow and outﬂow velocity
condition of Qcf/(pR
2
elec,in) and Qcf/[p(R
2
elec,out ¡ Ro2)],
respectively.
The electrostatics module was used to solve the Pois-
son equation for the electric ﬁelds. The Delrin electrode
spacer (bnomD 10 mm), which is the only dielectric com-
ponent in the classiﬁcation region, was assigned a zero
charge boundary condition. All boundaries on the outgo-
ing cross-ﬂow side of the Delrin spacer were assigned a
ground boundary condition (V D 0), while all bound-
aries on the incoming cross-ﬂow side of the Delrin
spacer were assigned an imposed electric potential
boundary condition.
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Particle concentrations in most atmospheric aero-
sol studies are low enough to qualify as a dilute spe-
cies. The chemical species transport module was used
to solve for the transport of dilute species by diffu-
sion using Fick’s law, convection using the ﬂuid-ﬂow
solution, and migration using the electric-ﬁeld solu-
tion. All boundaries, except for the aerosol inlet and
outlet, were assigned a zero concentration boundary
condition, which assumes that all particles will be lost
upon contact with a wall. The aerosol inlet boundary
was assigned a particle number concentration condi-
tion of 12 £ 103 cm¡3; equivalently, a molar concen-
tration condition of 2 £ 10¡14 mol ¢ m¡3 was
supplied to COMSOL MultiphysicsTM. Compared to
the electric ﬁeld, space charge effects are negligible at
this concentration. Positive, singly-charged particles
were simulated as “large ions” via their particle diffu-
sivities, DDZkT=e, where k is the Boltzmann constant,
T is the temperature, and e is the elementary charge.
For a given set of ﬂow rates, the ﬂuid ﬂow ﬁeld and a
unity-scaled electric ﬁeld were solved once. For a given
DZ, a parametric voltage sweep followed, solving for the
steady-state particle concentration solution at each volt-
age. The average concentrations at the ROMIAC inlet
and outlet boundaries, cin and cout respectively, were cal-
culated as the ratio of the velocity-weighted particle
number ﬂux to the ﬂuid volumetric ﬂux:
cD
R Ro
0 2prjuz rð Þjc rð Þ½ dr
Qa
; [11]
where c is the particle number concentration, Ro can be
the aerosol inlet or outlet radius, the r coordinate is local
to the inlet or outlet, and the z coordinate is oriented to
the inlet or outlet tube axis.
3.2. Simulation data inversion
Downard et al. (2011) derived a transfer function for a
rectilinear OMAC by solving the convective-diffusive
equation in Cartesian coordinates. Though this transfer
function has the advantage of accounting for particle
losses, it is difﬁcult to use for data-ﬁtting due to conver-
gence issues. For a given Rnd operating condition, this
transfer function converges below voltages less than
those usually probed experimentally.
Following the ﬂux coordinate method of Stolzenburg
(1988) with a shear-ﬂow approximation to the OMAC
velocity proﬁle in a rectilinear OMAC (Flagan 2004),
Mai (2016) demonstrated that the transfer function that
Stolzenburg derived for the DMA (Stolzenburg 1988) is
a reasonable approximation for the OMAC. The deriva-
tion and details of this transfer function are outside the
scope of this study and will be the subject of a future
publication. Hence, we apply the Stolzenburg transfer
function to the OMAC for the present purposes. The
probability that a particle of dimensionless mobility Z~D
Z=Z is transmitted through the OMAC is ﬁtted to the
functional form:
V Z~; b; d; s~
 D ~sﬃﬃ
2
p
b 1¡ dð Þ E
Z~¡ 1Cbð Þﬃﬃ
2
p
s~
 
C E Z~¡ 1¡bð Þﬃﬃ
2
p
s~
 
¡ E Z~¡ 1C dbð Þﬃﬃ
2
p
s~
 
¡ E Z~¡ 1¡ dbð Þﬃﬃ
2
p
s~
 	
; [12]
where s~2DG~Z=.RndPemig/ is the dimensionless mea-
sure of diffusional broadening, Pemig D eVf/kT is the
migration Peclet number (ratio of transport by electro-
phoretic migration to that by diffusion), f is a factor that
accounts for nonuniformities in the electric ﬁeld
(unity in the case of radial classiﬁers), and
E yð ÞD y erf yð ÞCp¡ 1=2e¡ y2 . For simple shear ﬂow, Mai
(2016) found the geometry factor for the rectilinear
OMAC to be
where ξDb¡ 1 ~Z ¡ 1 DRnd.~Z ¡ 1/ and a D L/b is the
aspect ratio, where L is the electrode length. In the case
of the ROMIAC, we use L D Relec,avg ¡ Ro to estimate G,
where Relec,avg is the average of Relec,out and Relec,in.
Equation (12) captures the performance of the
OMAC, but the speciﬁc parameter values must be
8
3
; ξ D 0
G D
4
4
15
1¡ jξj5=2

 
¡ 1¡ jξjð Þ5=2
h i
C 1
3
ξ
a
 2
1¡ jξj3=2

 
¡ 1¡ jξjð Þ3=2
h i( )
jξj 1¡ jξjð Þ ; 0< jξj< 1
2
4
3
C 1
a
 2" #
; jξj1
[13]
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empirically determined to make the description quanti-
tative. To this end, we introduce correction factors as has
been done for the DMA (Stolzenburg 1988). Figure 4
shows an example of a COMSOL MultiphysicsTM solu-
tion for the ﬂuid ﬂow, electric, and particle concentration
ﬁelds. As seen in Figure 4, the ﬂuid cross-ﬂow velocity
increases near the aerosol outlet radius, relative to the
cross-ﬂow velocity near the aerosol inlet radius. The
magnitude of this effect varies with the ﬂows through the
instrument, so, for every pair of Qa and Qcf, there is a
cross-ﬂow velocity correction factor, fu;z D uz;eff=uz ,
where uz DQcf=½p.R2elec;out¡R2oCR2elec;in/=2 and uz;eff is
the effective mean cross-ﬂow velocity experienced by a
particle of mobility Z following a typical (non-diffusive)
trajectory through the ROMIAC classiﬁcation region. To
obtain an estimate of uz;eff from the COMSOL simula-
tions, particles were initiated at the 50% point of the
incoming aerosol ﬂow velocity distribution across the
knife-edge gap and allowed to change position in r-z
space based on local ﬂow and electric ﬁeld conditions
over constant 0.1 ms time steps. The applied voltage was
such that the particle would be transmitted at the great-
est efﬁciency, and the calculations were repeated until
the particle reached the outgoing aerosol ﬂow streamline
corresponding to the 50% point of the outgoing aerosol
ﬂow velocity distribution across the aerosol outlet. The
effective average vertical velocities reported are the azi-
muthally-averaged local uz values stored for each particle
location at every time step.
Furthermore, fabrication tolerances and the way the
aerosol enters the classiﬁcation region cause Z to deviate
from that predicted from the V value used in the ideal-
ized, simplistic model in Equation (10). Thus, we intro-
duce a mobility correction factor fZ D Zeff/Z to relate
the effective peak particle mobility transmitted, Zeff, to
the classiﬁer geometry and operating conditions, i.e.,
Zeff D fZZD fZ
Qcf
p R2elec;avg¡R2o

 
0
@
1
A b
V
 
: [14]
The mobility correction factor for the present
ROMIAC has three contributions:
(1) Reduced electric ﬁeld strength from electric ﬁeld
distortions near the screen electrodes and/or possi-
ble modiﬁcations to the value of Dbmesh in the
assembled ROMIAC. These deviations from the
simplistic model cause the observed Z to be
higher than predicted by Equation (10). The effects
of reduced ﬁeld strength on transmitted mobility
are described by a mobility correction factor, fZ,E.
Figure 4. Example COMSOL MultiphysicsTM solutions for the case of Qa=Qcf=Rnd=DZ D 2 lpm/20 lpm/10/10 nm. Aerosol inlet and out-
let tube extremities are cropped out of view. Color scales are restricted in range to distinguish areas of interest. Physical features of
interest that may not be obvious are labeled. (a) Section view showing axial component of ﬂuid ﬂow velocity, uz. Lines show ﬂuid ﬂow
velocity streamlines that originate from the cross-ﬂow inlet, and are truncated at the converging region near the aerosol outlet for clar-
ity. Note that the vertical velocity increases approaching the centered aerosol outlet. Dashed lines z1 and z2 mark sections corresponding
to those in (b). (b) Overhead view showing non-axial component of ﬂuid ﬂow velocity,
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
u2x C u2y
q
. Dashed circles z1 and z2 correspond to
the cut planes in (a). The white ring between z1 and z2 indicates the absence of data, not zero velocity. Note that the non-vertical veloc-
ity increases approaching the centered aerosol outlet. (c) Section view showing the normalized electric potential solution. Lines show
electric ﬁeld lines that originate from the high voltage electrode surface. (d) Section view showing the particle concentration solution at
a voltage corresponding to Z.
AEROSOL SCIENCE AND TECHNOLOGY 9
In the case of the COMSOL MultiphysicsTM simu-
lations, we assign a known value for Dbmesh
obtained from the SolidworksTM assembly, and the
electric ﬁeld is prescribed as though the permeable
electrodes are solid, so fZ,E D 1.
(2) The aerosol is introduced and extracted near the
grounded electrode plane (between z D bnom and z
D bnom C Dbshim) rather than initially ﬁlling the
space between the two electrodes (at z D btotal/2),
as might be assumed in deriving a simplistic model
of the OMAC. Consequently, when the applied
voltage is that calculated from Equation (10), the
particles of mobility Z are advecting close to the
grounded, cross-ﬂow outlet electrode, enhancing
diffusive particle losses. Therefore, the peak signal
at the ROMIAC aerosol outlet will occur when the
applied voltage is raised above the voltage sug-
gested by the simplistic model, so as to move tra-
jectories away from the cross-ﬂow outlet electrode,
and reduce losses.
(3) The effect of the central aerosol outlet on the verti-
cal velocity that was described above.
We shall refer to the mobility correction factor due to
reduced electric ﬁeld strength (contribution 1) as fZ,E and
the aerosol introduction and extraction bias (grouping
contributions 2 and 3 together) as fZ,bias. Acknowledging
all mobility correction contributions, we state that fZ D
fZ,E £ fZ,bias.
The aerosol outlet ﬂow direction being parallel to, and
in the same direction as the cross-ﬂow also implies that
Qc makes an additional contribution to Qcf for resolving
power purposes, at least for a portion of a particle’s tra-
jectory. The previous deﬁnition of non-diffusive resolu-
tion for the ROMIAC is a nominal value,
Rnd;nomD b 1C jdjÞð ¡ 1

, from which we anticipate
deviations. Hence, the ROMIAC data may, under some
circumstances, show an apparent relative resolution R=
Rnd;nom> 1 due to the aforementioned ﬂow bias. We
introduce a ﬂow-rate-ratio correction factor for the
ROMIAC, deﬁned as fb D beff/b, due to ﬂow distortions
in a small aspect ratio instrument. beff is the effective
ﬂow-rate ratio required to ﬁt the data to Equation (12).
Correspondingly, Rnd;eff D beff 1C jdjð Þ¡ 1

is the effec-
tive non-diffusive resolution limit for the ROMIAC.
DMAs do not generally attain the resolving power of
an ideal instrument due to imperfections in the fabrica-
tion, ﬂows, and electric ﬁelds; a correction factor for ~s
has long been used to ﬁt DMA data to transfer functions.
Similarly, we deﬁne f ~s D ~seff=~s, where ~seff is the effective
diffusional broadening parameter that results in the best
ﬁt of the transfer function to the data. Incorporating the
correction factors into Equation (12) yields the effective
ROMIAC transfer function
Veff ð~ZeffðfZÞ;b; d; ~s; fb; f ~sÞ
¼ ~sf ~sﬃﬃ
2
p
bfbð1 dÞ
E
~Zeff  ð1þ bfbÞﬃﬃ
2
p
~sf ~s
 
þE
~Zeff  ð1 bfbÞﬃﬃ
2
p
~s f ~s
 
E
~Z eff  ð1þ dbfbÞﬃﬃ
2
p
~sf ~s
 
E
~Z eff  ð1 dbfbÞﬃﬃ
2
p
~sf ~s
 
; [15]
where ~Z eff DZ=Zeff DZ= fZZð Þ is the effective dimen-
sionless mobility, and ~s is still calculated using Rnd; as
deﬁned above, rather thanRnd;eff .
The transfer function Veff does not account for
particle losses either in the classiﬁcation region, or
in the entrance and exit passages of the instrument.
In the DMA, losses in the classiﬁcation region are
minor since particles are far from the walls for most
of their transit; in the ROMIAC, particles are
exposed to the classiﬁcation channel’s porous elec-
trodes throughout their transit. We empirically char-
acterize the combined effects of all of these loss
mechanisms in the instrument efﬁciency, which is
deﬁned as the fraction of particles of mobility Z
transmitted through the classiﬁer, given its transfer
function, i.e.,
cout
cin
D
R
ns Zð Þhcharge Zð ÞVeff ~Zeff fZð Þ;b; d; ~s; fb; f ~s
 
htrans Zð Þhdet Zð Þ
h i
dZR
ns Zð Þhcharge Zð Þhdet Zð Þ
h i
dZ
;
[16]
where ns(Z) is the source aerosol size distribution,
hcharge(Z) is the charging probability (unity in the sim-
ulations), htrans(Z) is the classiﬁer transmission efﬁ-
ciency, and hdet(Z) is the detector counting efﬁciency
(unity in the simulations).
Inversion of the simulation data is fairly straightfor-
ward, as the source distribution is set as a single diameter
in COMSOL MultiphysicsTM and is, therefore, truly a
Dirac delta function. Thus, the classiﬁer transmission
efﬁciency and transfer function are constant over the
width of the source distribution and charging probability
functions, and Equation (16) can be simpliﬁed to
cout
cin
DVeff ~Z eff fZð Þ; b; d; ~s; fb; f ~s
 
htrans Zð Þ: [17]
Simulations were conducted over a wide range of ﬂow
rates for particle diameters ranging from 1 to 20 nm. Table 1
lists the ﬂow rates and particle diameters for which simula-
tions were conducted. For each simulation, the results were
ﬁtted to Equation (17) by ﬁnding values of fZ,bias (since fZ,E
is unity for the simulations), fb, f ~s , and htrans using the
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MatlabTM nonlinear least-square solver (“lsqcurveﬁt” func-
tion) with multiple local minima optimization.
4. Experimental methods
4.1. Tandem-ROMIAC calibrations
Two nearly identical ROMIAC classiﬁers were constructed,
ROMIAC1 and ROMIAC2. Tandem-ROMIAC measure-
ments were performed with ROMIAC1 serving as the
source classiﬁer and ROMIAC2 serving as the test classiﬁer
(and vice versa, to compare the two nearly identical classi-
ﬁers). Experiments were conducted using the same set of
ﬂow rates and particle diameters, so that the simulated and
experimental performance could be compared. Each trans-
missionmeasurement was repeated at least three times.
The ﬁrst type of tandem-ROMIAC experiment probes
the performance for sub-2 nm particles, using the experi-
mental system shown in Figure 5a. Molecular standards
were generated by electrospray ionization of tetra-alkyl
ammonium halide (TAAX) solutions without use of an
aerosol neutralizer. This study used 25 mM to 1 mM sol-
utions of tetra-propyl ammonium iodide (TPAI), tetra-
heptyl ammonium bromide (THAB), or tetra-dodecyl
ammonium bromide (TDDAB) in methanol. The
electrosprayed ions were classiﬁed by the source
ROMIAC operated at a constant voltage with
Qa=Qcf=RndD 2.1 lpm/13.9 lpm/6.6, and then initially
sent to a TSI 3068 electrometer to obtain a steady-state
reference concentration. The classiﬁed aerosol ﬂow was
then directed to the test ROMIAC, which was stepped
through voltages, before being detected by the electrome-
ter to obtain a mobility distribution. The classiﬁed aero-
sol was then again sent directly to the electrometer to
obtain a conﬁrmatory steady-state reference concentra-
tion. Only the monomers of TPAI, THAB, and TDDAB
were used as the molecular standards, since the classiﬁer
could unambiguously and completely differentiate these
ions from other species without requiring the use of a
mass spectrometer. The mobility diameters of the TPAI,
THAB, and TDDAB monomers are 1.16, 1.47, and
1.7 nm, respectively (Ude and de la Mora 2005).
The second type of tandem-ROMIAC experiment
probes the performance for particles from 5 to 20 nm,
using the experimental system depicted in Figure 5b. A
0.2% by weight NaCl solution was atomized to produce
an aerosol that was then sent through a Naﬁon dryer and
a 85Kr neutralizer. The source and test classiﬁers were
operated at the same ﬂow rates so the same transfer func-
tion form could be applied to both instruments during
data inversion. As in the TAAX-ion experiments, the
Table 1. Nominal ﬂow conditions and particle diameters for simulations and experiments in this study. Pemig and Pemigb values are cal-
culated for convenience in using Figures 7–9.
Qa (lpm) Qcf (lpm) Rnd b DZ nmð ÞPemig jPemigb
2 13.3 6.7 0.15 1:16
SE
750j110
1:47SE
1:2e3j180
1:70SE
1:6e3j240
5SE
1:4e4j1:2e3
10SE
5:5e4j8:2e3
20SE
2:1e5j3:2e4
2.5 13.3 5.3 0.19 1:16
SE
750j140
1:47SE
1:2e3j230
1:70SE
1:6e3j310
5SE
1:4e4j2:6e3
10SE
5:5e4j1e4
20SE
2:1e5j4e4
3 13.3 4.4 0.23 1:16
SE
750j170
1:47SE
1:2e3j280
1:70SE
1:6e3j370
5SE
1:4e4j3:2e3
10SE
5:5e4j1:3e4
20SE
2:1e5j4:9e4
2 16.6 8.3 0.12 1:16
SE
940j110
1:47SE
1:5e3j180
1:70SE
2e3j240
5SE
1:7e4j2:1e3
10SE
6:8e4j8:2e3
18SE
2:2e5j2:6e4
2.5 16.6 6.6 0.15 1:16
SE
940j140
1:47SE
1:5e3j230
1:70SE
2e3j300
5SE
1:7e4j2:6e3
10SE
6:8e4j1e4
18SE
2:2e5j3:2e4
3 16.6 5.5 0.18 1:16
SE
940j170
1:47SE
1:5e3j270
1:70SE
2e3j360
5SE
1:7e4j3:1e3
10SE
6:8e4j1:2e4
18SE
2:2e5j3:9e4
2 20 10 0.10 1:16
SE
1:1e3j110
1:47SE
1:8e3j180
1:70SE
2:4e3j240
5SE
2:1e4j2:1e3
8E
5:3e4j5:3e3
10S
8:2e4j8:2e3
15SE
1:8e5j1:8e4
2.5 20 8 0.13 1:16
SE
1:1e3j150
1:47SE
1:8e3j240
1:70SE
2:4e3j320
5SE
2:1e4j2:7e3
8E
5:3e4j6:9e3
10S
8:2e4j1:1e4
15SE
1:8e5j2:4e4
3 20 6.7 0.15 1:16
SE
1:1e3j170
1:47SE
1:8e3j270
1:70SE
2:4e3j360
5SE
2:1e4j3:1e3
8E
5:3e4j8e3
10S
8:2e4j1:2e4
15SE
1:8e5j2:7e4
2.1 13.9 6.6 0.15 1:16
SE
790j120
1:47SE
1:3e3j190
1:70SE
1:7e3j250
5SE
1:4e4j2:2e3
10SE
5:7e4j8:6e3
20SE
2:2e5j3:3e4
2.25 20 8.9 0.11 1:16
SE
1:1e3j120
1:47SE
1:8e3j200
1:70SE
2:4e3j270
5SE
2:1e4j2:3e3
8E
5:3e4j5:8e3
10S
8:2e4j9e3
15SE
1:8e5j2e4
2 30 15 0.07 1:16
S
1:7e3j120
1:47SE
2:7e3j190
1:70SE
3:6e3j260
5SE
3:1e4j2:2e3
10SE
1:2e5j8:6e3
12SE
1:8e5j1:2e4
1.7 34.3 20.2 0.05 1:16
S
1:9e3j100
1:47SE
3:1e3j160
1:70SE
4:1e3j210
5S
3:6e4j1:8e3
10S
1:4e5j7:1e3
12S
2e5j1e4
SCOMSOL MultiphysicsTM simulation conducted for this DZ.
ETandem-ROMIAC experiment conducted for this DZ. (Electrosprayed molecular standards for DZ < 2 nm and atomized NaCl for DZ  5 nm.)
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aerosol was initially transmitted through the source classi-
ﬁer at a ﬁxed voltage directly to the electrometer to obtain
a steady-state reference concentration; it was then directed
through the test classiﬁer, stepping through voltages to
obtain a mobility distribution; the classiﬁed aerosol con-
centration was monitored using the electrometer. At the
end of each measurement, the source aerosol reference
concentration measurement was repeated. Because the dis-
tribution coming from the source aerosol is not truly
monodisperse, the mobility distribution of the aerosol
coming from the atomizer must be obtained for proper
data inversion. After each tandem atomized NaCl mea-
surement, the source classiﬁer was also stepped through
voltages and transmitted aerosol directly to the electrome-
ter to obtain the atomizer output mobility distribution.
For both types of experiments, the ROMIAC cross-
ﬂows were operated as an open loop, with the incoming
cross-ﬂow coming from HEPA-ﬁltered ambient air and
the outgoing cross-ﬂow produced by a vacuum pump.
Laboratory ambient air temperature and relative humid-
ity were about 24C and 15%, respectively. Pressurized
clean, dry air was used as the carrier gas for the electro-
spray ionization chamber and atomizer. Aerosol ﬂow
rates were measured by monitoring the ﬂow rate through
laminar ﬂow elements using differential pressure trans-
ducers (Dwyer 607-4), while cross-ﬂow rates were mea-
sured using thermal mass ﬂow meters (TSI 201130 and
40241). Tubing lengths connecting the source and test
classiﬁers to the electrometer were matched so that
equivalent diffusive losses would occur when measuring
the signal from either ROMIAC. Electrosprayed TAAX
experiments used EMCO High Voltage CA12N power
supplies, while atomized NaCl experiments used Bertan
602C-100N power supplies, to provide the ROMIAC
applied voltages. Custom LabViewTM software was used
for data acquisition and applied voltage control. A sum-
mary of all the experiments, along with nominal ﬂow
rates and particle diameter range, is presented in Table 1.
4.2. Experimental data inversion
The electrosprayed TAAX calibrations were performed
such that the aerosol from the source classiﬁer was a
completely resolved TPAI, THAB, or TDDAB monomer,
thus making the aerosol truly monodisperse from the per-
spective of the test classiﬁer. This simpliﬁes the inversion to
the case of the simulation data, since the classiﬁer transmis-
sion efﬁciency and transfer function (as well as charging
probability) are constant over the width of the source distri-
bution. The electrometer is assumed to have unity detection
efﬁciency. A distinction in the case of inverting the electro-
sprayed TAAX data is that Dbmesh is not known, and there-
fore, fZ,E cannot be assumed to be unity. We assume that
the simulation values of fZ,bias hold true for the experimental
measurements for the same ﬂow rates and particle diame-
ters. Thus the results were ﬁtted to Equation (17) by ﬁnding
values of fZ,E D (bnom C Dbshim C Dbmesh)/bnom, fb, f ~s , and
htrans (and assuming fZ,bias from the simulations) in the
same manner as the simulation data.
Inversion of the atomized NaCl data is more complex
since the aerosol from the source classiﬁer is not mono-
disperse. Tandem ROMIAC experiments using two,
nearly identical classiﬁers were operated at the same ﬂow
rates, under the assumption that their transfer function
forms are the same. For these data, we follow the
approach used by Stolzenburg (1988) (see also Zhang
and Flagan 1996; Hagwood et al. 1999) for inversion of
tandem classiﬁer data. Brieﬂy, the particle concentration
from the atomizer measured by the source (ﬁrst)
Figure 5. Experimental setup diagrams for tandem-ROMIAC measurements. (a) Electrosprayed TAAX molecular standards calibration.
(b) Atomized NaCl calibration.
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classiﬁer stepping through voltages V1 is
cout1 V1ð ÞD
Z
neff Zð ÞVeff1 ~Zeff1 fZ1ð Þ;b; d; ~s; fb1; f ~s1
  
dZ;
[18]
where neff(Z) D ns(Z)hcharge(Z)htrans1(Z)hdet(Z) is the effec-
tive source distribution. Because the particle size range
being probed is limited to the low nanometer regime, and
the charge distribution is the same for both classiﬁers, we
did not have to contend with multiply-charged particles or
with the charge distribution for these calibration measure-
ments. Quantiﬁcation of the individual components of
neff(Z) is unnecessary. The fZ,E1 correction factor for the
source classiﬁer come from the averaged fZ,E values for that
classiﬁer from the electrosprayed TAAX experiments, while
fZ,bias1, fb1, and fs~1 are from the simulations for the same
ﬂow rates and particle diameters, since the relationships for
these factors derived from the sub-2 nm TAAX experi-
ments should not be extrapolated for the DZ D 5 to 20 nm
size range. The neff(Z) is assumed to be well-represented by
a log normal distribution with three parameters found by
ﬁtting to the measured atomizer distribution. With a func-
tional approximation of neff(Z), the particle concentration
from the test (second) classiﬁer, stepping through voltages
V2, of the aerosol coming from the source classiﬁer at ﬁxed
V1 can be used to solve for fZ2, fb2, fs~2, and htrans2:
where fZ,E2 for the test classiﬁer can be calculated by divid-
ing the best-ﬁt fZ2 by the simulation-estimated fZ,bias2 for
the same ﬂow rates and particle diameters.
5. Results and discussion
The simulations and experiments combine to produce
data from which the fraction of particles of a given size or
mobility that are transmitted through the instrument can
be deduced by the aforementioned methods. Figure 6
shows representative plots of this fraction, cout/cin.
Figures 6a and b show the results obtained from simula-
tions for relatively low operating resolution classiﬁcation
of small particles, i.e., Rnd;nomD 4:4 and DZ D 1.47 nm,
and moderate operating resolution classiﬁcation of larger
particles, Rnd;nomD 15 and DZ D 12 nm, respectively. The
ﬁt to the Stolzenburg transfer function in Equation (15) is
also shown, and the ﬁt parameters are given. Figures 6c
and d each compare measured transmission fractions for
the two ROMIACs for THAB ions (DZ D 1.47 nm) at the
same two ﬂow rate conditions that were simulated.
Figures 6e and f show tandem-ROMIAC data for large
(10–12 nm) NaCl particles. In each case, the quality of the
ﬁt of the simulation or experimental data was high, suggest-
ing that this representation of the transfer function is suit-
able for use in inverting the ROMIAC data (or OMAC in
general), once the empirical correction factors are known.
As noted in the simulation data inversion section, these
correction factors address speciﬁc physical issues that cause
the actual instrument to deviate from the simplistic model
used to describe the instruments. Therefore, we discuss
each of the mechanisms that requires correction in turn,
and provide the quantitative descriptions of the correction
factors in the discussion that follows.
5.1. Cross ﬂow velocity nonuniformity
In the simpliﬁed, conceptual model of the OMAC or
ROMIAC, the areas of the two porous electrodes are
assumed to be identical, and the cross-ﬂow velocity is
assumed to be uniform throughout the classiﬁcation
region. Locating both the aerosol inlet and outlet ports
in the grounded electrode enabled classiﬁcation without
forcing the particles to pass through an adverse potential
gradient, but makes it impossible to achieve the unifor-
mity of the idealized instrument.
Since the ROMIAC geometry precludes direct mea-
surement of the gas velocity within the classiﬁcation
region, we employ the simulations to assess the impact
and magnitude of this ﬂow distortion. As seen in
Figure 4a, the cross-ﬂow velocity varies only slowly with
radial and axial position within the classiﬁcation region.
The cross-ﬂow velocity converges and accelerates as it
approaches the grounded top electrode.
An estimate of fu,z was obtained by using COMSOL
MultiphysicsTM ﬂow ﬁeld solutions to derive MatlabTM-
calculated non-diffusive particle trajectory simulations,
recording the azimuthally-averaged vertical velocity act-
ing on the particles at each time step as they are transmit-
ted through the ROMIAC. Figure 7a shows the dependence
of fu,z on the nominal ﬂow rate ratio bnom (averaged for all
DZ for a given operating b listed in Table 1) from the COM-
SOL MultiphysicsTM-MatlabTM kinematic trajectory
cout2 V1;V2ð Þ
cin2 V1ð Þ D
cout2 V1;V2ð Þ
cout1 V1ð Þ
D
R
neff Zð ÞVeff1 ~Z eff1 fZ1ð Þ; b; d; ~s; fb1; fs~1
 
Veff2 ~Z eff2 fZ2ð Þ; b; d; ~s; fb2; fs~2
 
htrans2 Zð Þ
 
dZR
neff Zð ÞVeff1 ~Z eff1 fZ1ð Þ; b; d; ~s; fb1; fs~1
  
dZ
;
[19]
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simulations. The linear relationship (r2D 0.85) is
fu;z D 1:01C 0:11bnom: [20]
The error in estimating uz acting on particles during
classiﬁcation is related to ﬂow distortions in the
ROMIAC with increasing bnom. Additionally, having a
cross-ﬂow outlet electrode of lesser area than the cross-
ﬂow inlet electrode would result in generally higher verti-
cal velocities near the outlet electrode. Since the particles
are introduced and extracted near the outlet electrode in
this ROMIAC, the particles generally experience higher
axial velocities than presumed in calculating uz based
upon simplistic geometry models.
Figure 7b shows the linear dependence of fZ,bias on fu,z
and an additional dependence on the particle migration
Peclet number, as indicated by the color banding.
Acknowledging these dependencies, an empirical func-
tion of these two parameters to predict the mobility cor-
rection factor due to inlet/outlet bias is
fZ;biasD 1:13fu;z C 0:03
log10 Pemig
  ¡ 0:11 [21]
with r2 D 0.98. The one-to-one comparison of the
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Figure 6. Example measurements (points) and transfer function ﬁts (lines) with listed operating conditions and ﬁtting parame-
ters. Top row: COMSOL MultiphysicsTM simulation examples for (a) small DZ at low Rnd;nom operation and (b) large DZ at high
Rnd;nom operation. Middle row: tandem-ROMIAC TAAX measurement examples for (c) small DZ at lowRnd;nom operation and (d) small
DZ at high Rnd;nom operation. Bottom row: tandem-ROMIAC NaCl measurement examples for (e) large DZ at low Rnd;nom operation
and (f) large DZ at highRnd;nom operation.
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simulation fZ,bias values to those predicted by Equa-
tion (21) is shown in Figure 7c.
5.2. Electric ﬁeld strength reduction
Equation (21) was used to estimate the fZ,bias component
of fZ in ﬁtting the tandem-ROMIAC TAAX experiments
to Equation (17). Therefore, the remaining discrepancy
between the nominal and a greater effective mobility is
due to an additional electric ﬁeld strength reduction
beyond that resulting from an interelectrode spacing of
bnom D 10 mm, quantiﬁed as fZ,E. For ROMIAC1 and
ROMIAC2, their average mobility correction factors
(with relative standard deviation) due to the electric ﬁeld
strength reduction were fZ,E,ROMIAC1 D 1.14(§4.5%) and
fZ,E,ROMIAC2 D 1.17(§3.9%), respectively. Though it is
possible that the value of Dbmesh is greater than that esti-
mated from the SolidworksTM assembled model, an addi-
tional explanation for the observed reduction in electric
ﬁeld strength is that the electric ﬁeld may be distorted
near the screen electrodes.
5.3. Flow rate ratio
The observed resolution of the ROMIAC is somewhat
higher than predicted from the simple ratio of ﬂow rates,
i.e., R>b¡ 1. As discussed above, the outgoing aerosol
ﬂow, Qc, which exits through the same plane as the out-
going Qcf, increases uz (for a portion of the particle’s tra-
jectory) against which a particle must migrate in order to
successfully reach the aerosol outlet. As a result, fb
should vary inversely with the vertical velocity fu,z.
Figures 6a–d indeed show that the ﬁtted fb values are
higher for the cases where the operating resolutions are
higher and the particles would not experience as much
axial velocity enhancement (Figure 7a). However,
Figures 6c,e and d,f also suggest that another factor, such
as particle size, can inﬂuence fb.
Figure 8a shows the inverse dependence of simulation
fb values on fu,z and Pemig. Acknowledging these depen-
dencies, an empirical function of these two parameters to
predict the simulation ﬂow rate ratio correction factor is
fbD 18:4fu;z C
0:6
log10 Pemig
  ¡ 17:3 [22]
with r2 D 0.84. The one-to-one comparison of the simula-
tion fb values to those predicted by Equation (22) is shown
in Figure 8b. The comparison of the empirical function to
experimental fb values is shown in Figure 8c, demonstrating
that the empirical model is able to predict many of the
experimental values.
Figure 7. Simulation results used to estimate fZ,bias. (a) fu,z (from
COMSOL MultiphysicsTM-driven kinematic particle trajectories)
against bnom. Best-ﬁt line is fu,z D 1.01 C 0.11bnom. (b) fZ,bias
against estimated fu,z colored by Pemig. (c) 1-to-1 comparison of
simulation fZ,bias against those estimated from an empirical func-
tion of fu,z and Pemig. For convenience, Pemig values are listed in
Table 1.
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5.4. Diffusional broadening parameter
The parameter ~s accounts for the role that Brownian dif-
fusion of particles plays in degrading the classiﬁcation
efﬁciency. Other factors that cause particles to deviate
from their ideal trajectories through a classiﬁer can lead
to similar degradation that is empirically described
through the value of fs~. Examination of the ﬂow in the
aerosol introduction plenum (Figure 4b) reveals that the
tangential velocity around this racetrack decreases dra-
matically from the tangential inlet. While the pressure
drop through the knife-edge inlet is designed to be large
enough to ensure uniform ﬂow through that slot, some
azimuthal variation in the ﬂow rate must exist due to the
pressure drop in the ﬂow around the racetrack. Thus,
particle losses may vary within this region, though this
would only affect the transmission efﬁciency and not the
resolution since this region precedes the classiﬁcation
region and can be regarded as extra tubing through
which particles travel. Other factors may lead to particles
along different trajectories experiencing different gas
velocities or electric ﬁelds. fs~ represents the apparent
Figure 8. COMSOL MultiphysicsTM simulation correction factor relationships, comparison of simulation values to empirical functions, and
comparison of experimental values to empirical functions. Error bars in experimental results represent 2 standard deviations of multiple
measurements. Top row: (a) simulation fb against fu,z colored by Pemig. (b) 1-to-1 comparison of simulation fb against empirical model of
fu,z and Pemig. (c) 1-to-1 comparison of experiment-ﬁtted fb against empirical model of fu,z and Pemig. Middle row: (d) simulation ~s2distor
against beff. (e) 1-to-1 comparison of simulation ~s2distor against empirical model of beff. (f) 1-to-1 comparison of experiment-ﬁtted ~s
2
distor
against empirical model of beff. Bottom row: (g) simulation htrans against Pemigbeff colored by beff. (h) 1-to-1 comparison of simulation
htrans against empirical model of Pemig and beff. (i) 1-to-1 comparison of experiment-ﬁtted htrans against empirical model of Pemig and
beff. For convenience, Pemig and Pemigb values are listed in Table 1.
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diffusivity enhancement of particles across classiﬁer out-
put mobility channels as a result of ﬂow distortions
owing to the real-instrument geometry.
This particle-size-independent dispersion contribu-
tion is modeled as an empirically determined additive
term, ~s2distor (Stolzenburg 1988; Flagan 1999; Jiang et al.
2011), such that ~s2eff D ~s2C ~s2distorD fs~ ~sð Þ2. Solving for
~s2distor yields
~s2distorD ~s2 f 2~s ¡ 1
 
: [23]
Figure 8d shows the empirically derived dependence of
~s2distor on beff:
~s2distorD 101:5log10 beffð Þ¡ 2 [24]
with r2 D 0.53. The one-to-one comparison of the simu-
lation ~s2distor values to those predicted by Equation (24) is
shown in Figure 8e; experimental ~s2distor values show an
even stronger dependence on beff (Figure 8f) than the
simulation suggests.
5.5. Efﬁciency
Figure 8g shows the relationship between htrans and
Pemigbeff, with an apparent additional dependence on
beff. An empirical function to predict htrans from Pemig
and beff is
htransD 10¡ 0:76= log10 Pemigbeffð Þ¡ 1:5½ C 4:9beff ¡ 0:46; Pemigbeff  101:5
[25]
with r2D 0.96, shown in Figure 8h. An asymptotic analy-
sis of the transfer function for an idealized, rectilinear
OMAC (Downard et al. 2011) supports the observed
dependence of htrans on b. The experimental htrans values
are compared with those predicted by Equation (25) in
Figure 8i. Both classiﬁers tended to exhibit htrans higher
by a factor of 2 than either the simulations, or that pre-
dicted by Equation (25).
Two possible causes for this deviation are numeri-
cal diffusion in the simulations, or overestimation of
the losses to the walls (the porous electrode surfaces
could allow some particles to escape capture). Similar
three-dimensional COMSOL MultiphysicsTM models
conducted for a high aspect ratio (length/electrode
spacing ratio D 44) DMA showed deviations of 4
5% of the peak from the semi-analytical DMA trans-
fer function of Stolzenburg (1988); this suggests that
numerical diffusion plays a relatively minor role in
the discrepancy between the ROMIAC simulation and
experimental htrans values, and that much of the devi-
ation is due to the zero particle concentration
boundary condition applied to the walls in the model
that is overestimating particle losses. Nonetheless, the
experimental results still appear to reﬂect the Pemigbeff
dependence from the simulation-derived empirical
function.
5.6. Resolution
Figure 9a shows the resolutions achieved by the
ROMIAC (only Rnd;nomD 5.3, 10, and 20.2 are shown
for clarity). For a given ﬂow-rate-ratio and voltage in
the diffusion-dominated regime, DMA-type classiﬁers
suffer from greater degradation of resolution than
OMAC-type classiﬁers. The simulation and experimen-
tal data show that in the diffusion-dominated regime,
the ROMIAC generally achieves resolutions associated
with the theoretical OMAC curves. The maximum
observed resolution in Figure 9a was R  18 for
TDDAB monomer classiﬁed by ROMIAC2.
The relative resolutionR=Rnd provided by a classiﬁer
cannot exceed unity, even in the non-diffusive regime. In
the case of the ROMIAC, relative resolution can appear
to exceed unity if Rnd;nom is used as the upper limit.
Because Qc contributes to the cross-ﬂow for a portion of
a particle’s trajectory through the ROMIAC, the effective
non-diffusive resolution Rnd;eff is used to estimate the
relative resolution, as it accounts for the resolution
enhancement from the aerosol outlet position and ﬂow
direction.
Figure 9b shows the effective relative resolution
of the simulations and experiments for the
ROMIAC against voltage and Pemig. The simulations
achieve the highest R=Rnd;eff values, reaching »0.83
in the non-diffusive regime, though R=Rnd;eff starts
decreasing at Pemig < 5 £ 103. The experimental effec-
tive relative resolutions are comparable to the simula-
tions at Pemig < 5 £ 103, but are lower than the
simulation values for greater Pemig values, at »0.65 in
the non-diffusive regime. Like the diffusional broaden-
ing enhancement, degraded relative resolution can
potentially be attributed to ﬂow disturbances owing to
non-ideal geometry and azimuthal ﬂow asymmetry, just
as such nonidealities degrade resolution in some
DMAs. The results indicate that R=Rnd;eff show little
variation over about three orders of magnitude of V or
Pemig for 4<Rnd;nom 20. R=Rnd;eff did not deterio-
rate even as the voltage was reduced to that required to
classify »1 nm particles. This uniform relative resolu-
tion over a wide range of mobilities was possible since
diffusion becomes important in an OMAC at roughly
an order of magnitude lower V than in a DMA, as
shown by the dashed and dotted lines in Figure 9.
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5.7. Comparison to other classiﬁer studies
Table 2 lists the ﬂow rates, resolutions, and particle
diameters used in other cylindrical and radial classiﬁer
studies. The key dimensions of the ROMIAC are gener-
ally smaller than those of early radial DMAs such as the
Spectrometre de Mobilite Electrique Circulaire (SMEC;
Fissan et al. 1998) or that of Zhang et al. (1995) that
probed larger particles, but larger than those of the
nano-RDMA (Brunelli et al. 2009) that measures only
particles in the lower portion of the ROMIAC measure-
ment range. The fZ factors of the ROMIAC are separated
into contributions, while Zhang and Flagan (1996) pres-
ent fZ for the RDMA as a function of Pemig and the
nano-RDMA presents an overall fZ value. Values of fZ,E
for the ROMIAC are comparable to that for the nano-
RDMA fZ value.
The effective length, Leff, is a parameter that has been
used in numerous studies of other instruments (e.g., Cheng
2001; Jiang et al. 2011) to represent inlet and outlet losses
in terms of the equivalent length of straight tubing that
would result in the same diffusive losses as the classiﬁer.
While this metric does not describe the actual instrument,
it captures some of the ﬂow-rate and particle size depen-
dence of the particle losses within the instrument. The
ROMIAC htrans values did not, however, ﬁt the Gormley-
Kennedy diffusion model form as proposed for DMAs by
Cheng (2001), as the ROMIAC htrans values describe the
total efﬁciency of the classiﬁer (inlet, classiﬁcation region,
and outlet) and depend on beff in addition toQa. It is possi-
ble to ﬁt the ROMIAC htrans values to a Gormley-Kennedy
diffusion model if it is assumed that the model represents
the extrinsic transmission of particles (outside the classiﬁ-
cation region) while using a separate linear function of beff
Figure 9. (a) Theoretical (lines) and observed simulation and experimental (markers) resolution obtained with the ROMIAC against V and
Pemig. Curves and markers for only three values of Rnd;nom are displayed for clarity (Rnd;nomD 5.3, 10, and 20.2). (b) Theoretical (lines)
and observed simulation and experimental (markers) effective relative resolution obtained with the ROMIAC against V and Pemig.
Markers for all operating conditions are shown, but curves for only three values of Rnd;nom are displayed for clarity (Rnd;nomD 5.3, 10,
and 20.2). Error bars in experimental results represent 1 standard deviation of multiple measurements. For convenience, Pemig values
are listed in Table 1.
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to model the intrinsic classiﬁcation region transmission of
particles. However, the resulting Leff value cannot be com-
pared directly to those calculated for DMAs owing to the
additional losses in the ROMIAC. In contrast to the DMA
classiﬁcation region, where particle trajectories at peak efﬁ-
ciency are far from walls, the trajectories in an OMAC are
close to walls and, therefore, have non-negligible losses
inside the classiﬁcation region; these losses are not properly
accounted for by the Stolzenburg derivation of the transfer
function used for data inversion in this study. Nonetheless,
the ROMIAC has demonstrated htrans up to 0.49 for sub-
2 nm particles.
The ﬂow rates and resolutions used in this study fall
within the range of those typically used in many other clas-
siﬁers. The present ROMIACwas designed for a non-diffu-
sive resolution comparable to that commonly used in
DMAs. The ROMIAC attains apparentR=Rnd;nom values
well above unity, though, after correcting for beff, R=
Rnd;eff values range from 0.35 to 1.07. The particle diame-
ter ranges in this study are on the lower end of those com-
monly probed with DMAs, as the ROMIAC was designed
with the purpose of sub-20 nm classiﬁcation.
6. Conclusions
This study demonstrates the ability of the ROMIAC to
classify particles ranging from 1.16 to 20 nm in diameter
over a wide range of classiﬁer operating resolutions,
while using cross-ﬂow rates less than 40 lpm in a com-
pact package. Additionally, experimental results validate
empirical relationship dependencies derived from ﬁnite
element simulations when geometry, ﬂows, and electric
ﬁeld details are accurately captured. The relative resolu-
tion of the ROMIAC has little variation over a mobility
span of three orders of magnitude, whereas that of a
DMA varies by a factor of 2–3 at a ﬂow ratio of 10, thus
validating the broader dynamic range of OMAC-type
instruments.
Analytical models of particle classiﬁers, such as those of
Knutson and Whitby (1975), Stolzenburg (1988), and Fla-
gan (2004) are applicable for instruments whose design
and operation satisfy the assumptions on which those pre-
dictions are based, but geometric and experimental factors,
i.e., small aspect ratios and ﬁeld nonidealities, can lead to
deviations in instrument behavior from such models, as
seen both in this study and others (Rosell-Llompart et al.
1996; Zhang and Flagan 1996; Chen et al. 1998; Karlsson
and Martinsson 2003; Brunelli et al. 2009; Jiang et al. 2011;
Liu and Chen 2016). Owing to such deviations, one should
be cautious about a priori predictions of performance,
unless rigorous numerical models of the ﬂows and ﬁelds
within the instrument are available.
Finite element simulations enabled the design of an
OMAC-type classiﬁer that attains speciﬁed performance
levels; similar ﬁdelity is anticipated for other instru-
ments, as has been previously demonstrated in the design
of cylindrical and radial DMAs (Chen et al. 1998; Bru-
nelli et al. 2009). The ROMIAC prototype described in
this study attained resolutions up to »20; the ﬁrst
description of the OMAC (Flagan 2004) suggested that
the attainable resolution can be much greater, and the
use of computational simulation tools would be the rec-
ommended approach for development of a high-resolu-
tion OMAC. These simulations can also reduce the
dependence on experimental calibrations, provided sufﬁ-
cient computational resources are available to minimize
the effects of numerical diffusion.
The ROMIAC presented here offers moderately high-
resolution particle sizing through the low nanometer/gas
ion regime at modest ﬂow rates, making it a viable instru-
ment for the study of new particle formation, atmospheric
particle growth rates, and ultraﬁne particle inhalation
exposure. To characterize the instrument over the range of
particle sizes and operating conditions explored, a number
of correction factors were made to the highly idealized
model ﬁrst proposed for the OMAC in order to account
for the substantial deviations of the design from the
assumptions behind the simplistic model. Nonetheless, the
instrument performs as designed; empirical corrections
based on calibration studies are consistent with those
obtained from the results of the design simulations; DMAs
that probe this same size range have required similar cor-
rections for many low aspect ratio instruments. While the
present instrument has been designed to probe particles in
the low nanometer regime, the instrument can readily be
adapted to probing particles throughout the range covered
by the many different DMA designs to enable application
to studies of particles in the cloud condensation nuclei and
light scattering domains.
Nomenclature
Subscript 1 relates to the source ROMIAC while sub-
script 2 relates to the test ROMIAC, unless otherwise
noted below.
b electrode separation distance
bnom nominal electrode separation distance
Dbmesh additional electrode separation distance
due to mesh offset from electrode plane
Dbshim additional electrode separation distance
due to shim
btotal total electrode separation distance
c particle concentration
c velocity-weighted average particle
concentration
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cin particle concentration at aerosol inlet
cin average particle concentration at aerosol
inlet
cout particle concentration at aerosol outlet
cout average particle concentration at aerosol
outlet
D particle diffusivity
DZ particle electrical mobility diameter
e elementary charge
E electric ﬁeld strength
E
!
electric ﬁeld vector
Er electric ﬁeld strength along radial
coordinate
Ez electric ﬁeld strength along axial
coordinate
f electric ﬁeld nonuniformity correction fac-
tor (unity for ﬂat electrode classiﬁers)
fu,z axial cross-ﬂow velocity correction factor
fZ total mobility correction factor
fZ,bias mobility correction factor due to biases
from aerosol introduction and cross-ﬂow
velocity
fZ,E mobility correction factor due to error in
estimation of electric ﬁeld strength
fZ,E,ROMIAC1 mobility correction factor due to error in
estimation of electric ﬁeld strength for
ROMIAC1
fZ,E,ROMIAC2 mobility correction factor due to error in
estimation of electric ﬁeld strength for
ROMIAC2
fb ﬂow rate ratio correction factor
f ~s dimensionless diffusion parameter correc-
tion factor
FD drag force
FE electric force
G geometry factor
k Boltzmann constant
L axial DMA electrode length or rectilinear
OMAC electrode length
Leff effective classiﬁer length
neff effective source distribution
ns source mobility distribution
Pemig migration Peclet number
Q volumetric ﬂow rate
Qa volumetric incoming aerosol ﬂow rate
Qc volumetric outgoing classiﬁed aerosol ﬂow
rate
Qcf volumetric OMAC cross-ﬂow rate
Qex volumetric DMA excess ﬂow rate
Qsh volumetric DMA sheath ﬂow rate
r radial coordinate
R resolution
Rnd non-diffusive resolution
Rnd;eff effective non-diffusive resolution
Rnd;nom nominal non-diffusive resolution
R1 central electrode radius of a cylindrical
DMA
R2 outer electrode radius of a cylindrical DMA
Relec radius of ROMIAC electrode
Relec,avg average of the electrode radii
Relec,in radius of incoming cross-ﬂow ROMIAC
electrode (lower electrode in ﬁgures)
Relec,out radius of outgoing cross-ﬂow ROMIAC
electrode (upper electrode in ﬁgures)
Ro radius of aerosol outlet
T temperature
ua aerosol ﬂow ﬂuid velocity
ucf cross-ﬂow ﬂuid velocity
ur radial ﬂuid velocity
uz axial ﬂuid velocity
uz nominal average axial ﬂuid velocity
uz;eff azimuthally-averaged effective axial ﬂuid
velocity
v
!
particle velocity vector
vmig particle electrical migration velocity
V voltage applied to classiﬁer
z axial coordinate
Z particle electrical mobility
DZ50% range of electrical mobilities transmitted
with at least 50% of the efﬁciency of Z
Z particle electrical mobility following char-
acteristic trajectory
Zeff effective particle electrical mobility at peak
efﬁciency
Zideal particle electrical mobility suggested by
idealized classiﬁer behavior models
~Z dimensionless particle electrical mobility
~Z eff effective dimensionless particle electrical
mobility (incorporating fZ)
Zpeak particle electrical mobility at peak
efﬁciency
a aspect ratio; classiﬁcation channel length
to width ratio
b aerosol ﬂow rate to cross-ﬂow (or sheath
ﬂow) rate ratio
beff effective aerosol ﬂow rate to cross-ﬂow (or
sheath ﬂow) rate ratio
bnom nominal aerosol ﬂow rate to cross-ﬂow (or
sheath ﬂow) rate ratio
d aerosol ﬂow rate imbalance ratio
G particle stream function
~s dimensionless diffusion parameter
~seff effective dimensionless diffusion
parameter
~s2distor particle-size-independent dispersion con-
tribution due to ﬂow distortions
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hcharge charging probability
hdet detector counting efﬁciency
htrans classiﬁer transmission efﬁciency
f electric ﬂux function
Df electric ﬂux difference
Df electric ﬂux difference for a particle of
mobility Z traversing classiﬁer
c ﬂuid stream function
c1 ﬂuid stream function at aerosol-inlet
electrode
Dc ﬂuid streamline difference for a particle of
mobility Z traversing classiﬁer
V transfer function
Veff effective transfer function
ξ centered and scaled ~Z
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