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Abstract— We propose an optimization-based framework to
find multiple fixed length paths for multiple robots that satisfy
the following constraints: (i) bounded curvature, (ii) obstacle
avoidance, (iii) and collision avoidance. By using polygonal
approximation techniques, we show that path planning problem
for multiple robots under various constraints and missions,
such as curvature and obstacle avoidance constraints as well
as rendezvous and maximal total area coverage, can be cast
as a nonconvex optimization problem. Then, we propose an
alternative dual formulation that results in no duality gap.
We show that the alternative dual function can be interpreted
as minimum potential energy of a multi-particle system with
discontinuous spring-like forces. Finally, we show that using the
proposed duality-based framework, an approximation of the
minimal length path planning problem (also known as Dubins’
problem) in presence of obstacles can be solved efficiently using
primal-dual interior-point methods.
I. INTRODUCTION
The path planning problem for a robot in an environment
with obstacles has been an active research area in robotics
and control communities in past two decades [1], [2]. The
major trends have been focused on nonholonomic kinematic
path planning problems. The primary challenge to plan a
collision-free path for robots is nonholonomic constrains that
limit steering and locomotion. This introduces restrictions
on the way they are able to change directions. The Dubins’
classical problem [3] has been the core of many of research
results in this area where it explains how to characterize
shortest bounded-curvature paths for a robot with given
initial and terminal points and tangents. There are several
results related to shortest paths among obstacles without
curvature constraints [4]–[9]. Canny and Reif showed that
the problem, among general polyhedral obstacles, is NP-
hard in the three-dimensional Euclidean space [10]. These
results partially motivated researchers to develop various ap-
proximate methods to solve the path planning problem [11],
[12], [15], [16]. There are several polynomial algorithms
for the two-dimensional case. The two-dimensional shortest
path problem has been formulated mainly in two different
settings: semi-algebraic obstacles [4], [13] and polygonal
obstacles [6], [7], [14]. Nevertheless, the existing algorithms
are incomplete in the sense that they may not provide a
solution even if one exists.
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In this paper, our goal is to propose a scalable
optimization-based framework for solving the bounded-
curvature path planning problem for multiple robots with
multiple missions in presence of moving obstacles. We
assume that motion trajectories of obstacles are known.
First, we consider the path planning problem for a single
robot. Then, we extend our results to handle multi-robot
path planning problems. Our approach is based on polygonal
approximation of a continuous curve in the plane [27]. A path
connecting the initial and final positions of a robot can be
approximated by finitely many waypoints. This approxima-
tion can be arbitrarily improved by increasing the number
of waypoints. In this setting, we can relax the bounded-
curvature and collision-free constraints by verifying the
constraints only at these waypoints. This relaxation results
in a finite-dimensional formulation of the path planning
problem as a nonconvex feasibility problem. Every feasible
solution to the relaxed problem is an approximate bounded-
curvature and collision-free path for the robot. Moreover,
we show that various task planning for multiple robots such
as rendezvous and maximal area coverage can be cast as
nonconvex optimization problems.
The difficulty of solving such nonconvex feasibility prob-
lems is twofold. First, since there are equality constraints
in these formulations, the problem is not directly amenable
to standard optimization algorithms such as interior-point
method. Second, even if we have an efficient algorithm to
handle equality constraints, finding a feasible initial point
is not easy. Indeed, any feasible solution is a solution of
the path planning problem and finding a feasible initial is
equivalent to solving the path planning problem. Therefore,
nonconvex feasibility optimization problems arising in vari-
ous task planning problems for multiple robots are inherently
difficult and cannot be tackled directly.
On the other hand, a large class of nonconvex optimization
problems can be efficiently solved by primal-dual interior-
point methods only if one can find a dual formulation that
has no duality gap [17]–[26]. Duality provides a theoretical
foundation for many optimization algorithms to directly
solve optimization problems as well as to obtain a lower
bounds on the optimal value of the problem. However,
for noncovex optimization problems the traditional duality
theory leads to duality gaps and that most of the primal-dual
algorithms cannot be directly applied to solve the problem. In
Section III, we propose an alternative duality formulation that
results in no duality gap for a general class of optimization
problems. The main feature of the proposed algorithm (see
Table I) is that it initiates the search for an optimal solution
from small penalties and increases them incrementally until
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the duality gap is zero.
In Section IV, we show that the alternative dual function
has an interesting dynamical system interpretation. We show
that the value of the alternative dual function can be viewed
as minimum of the potential energy of all spring-like forces
in a multi-particle system. Through this connection, we may
solve the alternative dual problem by using the method
developed in [27]. It is shown that each waypoint in the
optimization problem can be treated as a moving particle
in the plane. One can define interaction spring-like forces
between the particles such that: (i) the set of equilibria of
the system contains all feasible solutions of the optimization
problem, and (ii) the corresponding multi-particle system is
asymptotically stable. In [27], it is shown that by applying
some specific type of discontinuous spring-like forces, the
net force on each particle is equal to zero if and only if these
particles are representing a feasible path. In other words, for
every initial condition the trajectory of the system always
converges to a feasible path for the robot.
In Section V, we show that minimal length path planning
problem (also known as Dubins’ problem) in presence of
obstacles (possibly nonconvex) can be formulated in alter-
native duality framework. We show that the duality gap for
minimal path planning problem is zero and that it can be
solved efficiently using tools developed in Section III.
II. TASK PLANNING FOR MULTIPLE VEHICLES
In this section, we show that various task planning prob-
lems for multiple robots can be approximated by polygonal
curves and formulated as nonconvex optimization problems.
Let denote ‖.‖ to be the 2−dimensional Euclidean norm and
In = {1, . . . , n} and D(c, r) = {x | ‖x − c‖ ≤ r}. Our
approach is based on discrete approximation of a continuous
curve of length L with maximum curvature κmax using
finite number of vertices. Consider a polygonal curve χˆ =
x0x1...xn represented by its ordered vertices x0, x1, ..., xn ∈
R2 where xixi+1 is the line segment connecting xi to xi+1.
Under some mild assumptions, for a given error bound ² > 0,
one can always find points {x0, x1, . . . , xn}, for a large
number n > 0, such that
|Length(χˆ)− L| < ², (1)
where
Length(χˆ) =
n∑
i=1
‖xi − xi−1‖.
Without loss of generality, we may assume that all points xi
are equidistant. Therefore, it follows that
l = ‖xi − xi−1‖ ' L
n
. (2)
for all i ∈ In. We can impose curvature constraint on χˆ
by imposing some norm constraints on the vertices [28]. If
we assume that l ¿ 1κmax , then we can impose the discrete
curvature constraint κi ≤ κmax through the following norm
constraints on the vertices
‖xi−1 − xi+1‖ ≥ l
√
4− κ2maxl2 = η (3)
p0 = A
p1
p2
p3 pn = B
pn−1
pn−2
pn−3
Fig. 1: Approximation of a smooth curve χ by an equidistant
polygonal curve χˆ = x0x1...xn.
for all i ∈ In−1. In the following subsections, we show
that one can formulate various task planning problems for
multiple robots as feasibility optimization problems.
A. Single-Vehicle Path Planning in Presence of Obstacles
The goal of this subsection is to find a fixed-length
bounded curvature trajectory for a robot with given initial
and final configurations in an environment with obstacles.
We assume that the Dubins robot is traveling with a constant
speed V and that can traverse a distance L in LV time
unites. Suppose that there are M moving obstacle with
known motion patterns in the environments. At any time
instant t, each obstacle is assumed to be represented by a
disk D(cj(t), rj(t)) = {x | ‖x − cj(t)‖ ≤ rj(t)}. We
also assume that these disks are not overlapping for all
time. Let κmax > 0 be the maximum allowable curvature
and A,B ∈ R2 the initial and final points. Then the path
planning problem consists of finding a curve χ : [0, T ]→ R2
(parameterized by time) such that
(i) χ(0) = A and χ(T ) = B.
(ii) κ(t) ≤ κmax for all t ∈ [0, T ].
(iii) χ(t) ∩D(cj(t), rj(t)) = ∅ holds for all t ∈ [0, T ]
and j ∈ IM .
Note that κ(t) is the curve curvature at time t. One can see
that χ is a fixed length curve of length L = V T . We refer to
the third condition as the obstacle avoidance constraint. The
second condition guarantees a bounded curvature curve. An
arbitrarily fine approximation of the path planning problem
can be obtained by using polygonal approximation of χ.
The obstacle avoidance constraint implies to find waypoints
x0, ...xn such that
∀ i ∈ In, j ∈ IM ‖xi − cj(ti)‖ ≥ rj(ti) (4)
in which ti is the time instant at which the robot visits
waypoint xi. By incorporating obstacle avoidance constraints
(4) and curvature constraints (3), the path planning can be
formulated as the following optimization problem
min
x
0 (5)
subject to: x0 = A, xn = B
‖xi − xi−1‖ = l, i ∈ In
‖xi−1 − xi+1‖ ≥ η, i ∈ In−1
‖xi − cj(ti)‖ ≥ rj(ti), i ∈ In−1, j ∈ IM .
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where x = (xT0 , x
T
1 , . . . , x
T
n )
T and l and η are defined
in (2) and (3). It is straightforward to verify that (5) is a
nonconvex optimization problem. In the following, we extend
this formulation for multiple robots.
B. Multi-Vehicle Path Planning in Presence of Obstacles
A similar formulation can be easily extended to multiple
robots. We assume that there are N robots with constant
speeds Vk traveling distances Lk for all k ∈ IN . The
initial and final points for each robot is given and are
denoted, respectively, by Ak and Bk for all k ∈ IN .
The corresponding waypoints for robot k is represented by
(xk0 , x
k
1 , ..., x
k
nk
) where nk is the number of waypoints for
robot k. For each robot, the curvature constraint can be
guaranteed by imposing constraint (3) on the corresponding
waypoints. In order to avoid collision between these robots,
we must guarantee that any two robots , say p and q, are not
going to arrive at a waypoint simultaneously. In other words,
if there exist waypoints xpip and x
q
iq
for which∣∣∣∣ LpnpVp ip − LqnqVq iq
∣∣∣∣ ≤ ²time, (6)
then the following constraint has to be imposed on the
corresponding waypoints∥∥xpip − xqiq∥∥ ≥ ²position, (7)
for some time-error ²time > 0 and position-error ²position >
0 due to discretization. All indices satisfying (6) can be
calculated before hand. We denote the index set of such pairs
of waypoints as Ip,qcollision and xk = (xkT0 , xkT1 , . . . , xkTnk )T .
Therefore, the path planning problem for multiple robots in
the presence of moving obstacles can be formulated as the
following nonconvex feasibility problem
min
x1,...,xN
0 (8)
subject to: xk0 = Ak, x
k
nk
= Bk
‖xki − xki−1‖ = lk, i ∈ Ink
‖xki−1 − xki+1‖ ≥ ηk, i ∈ Ink−1
‖xki − cj(tki )‖ ≥ rj(tki ), i ∈ Ink−1, j ∈ IM
∀ k ∈ IN
‖xpip − xqiq
∥∥ ≥ ²position, (ip, iq) ∈ Ip,qcollision
∀ p, q ∈ IN
As one can see, problem (8) contains N copies of (5) for
each robots plus the collision avoidance constraints among
the robots. This is also a nonconvex feasibility problem.
C. Multi-Vehicle Path Planning with Rendezvous
We assume that there are N robots traveling with con-
stant speeds that should rendezvous at a given time 0 <
Trendezvous < T . For each robot k, we denote the index of the
waypoint corresponding to the rendezvous time Trendezvous by
ik. These points should satisfy the following inequality∣∣∣∣ LknkVk ik − Trendezvous
∣∣∣∣ ≤ ²time (9)
for all k ∈ IN and for some time-error ²time > 0 due to
discretization. For each robot, the corresponding index satis-
fying (9) can be calculated. Then the rendezvous condition
is that at time Trendezvous all robots has to be in a ²position
neighborhood of other robots, i.e.,∥∥xpip − xqiq∥∥ ≤ ²position (10)
for all p, q ∈ IN . Therefore, the path planning problem
for multiple robots with rendezvous can be formulated as
a nonconvex feasibility problem in the form of (8) in which
the collision avoidance constraints are replaced with the
rendezvous constraints (10).
D. Path Planning for Multiple Vehicles with Maximal Area
Coverage
The goal is to generate trajectories for multiple robots that
maximize coverage while satisfying hard constraints such
as collision avoidance and specifications on initial and final
positions. We assume that each robot is equipped with a
sensor which has a fixed sensing radius. Since trajectories
are fixed length, one way to maximize the overall coverage
is to minimize the intersection of field of view of waypoints.
We assume that xki , the i
th waypoint of robot k, has field
of view D(xki , r
k
i ). In order to maximize the total coverage,
we minimize the intersection of all discs corresponding to
waypoints from different robots by imposing the following
constraints ∥∥xpi − xqj∥∥ ≥ rpi + rqj (11)
for all p, q ∈ IN , i ∈ Inp , and j ∈ Inq .
Therefore, the path planning problem for multiple robots
with maximal area coverage can be cast as a nonconvex
feasibility problem of the form (8) with additional coverage
maximization constraints (11).
The difficulty of solving the above mentioned feasibility
problems is twofold. First, since there are equality constraints
in all the formulations, these problems are not directly
amenable to an interior-point method. Second, even if we
have an efficient algorithm to handle equality constraints,
finding a feasible initial point is not easy. Indeed, any
feasible solution is a solution of the path planning problem
and finding a feasible initial is equivalent to solving (15).
Therefore, nonconvex feasibility optimization problems aris-
ing in various task planning problems for multiple robots
are inherently difficult and cannot be tackled directly. In
the following, we propose an alternative dual formulation
that helps to solve problem this class of problems as an
unconstrained problem by using standard optimization tools
such primal-dual interior-point methods.
III. ALTERNATIVE DUALITY FOR GENERAL NONCONVEX
PROBLEMS
Duality provides a theoretical foundation for many opti-
mization algorithms to directly solve optimization problems
as well as to obtain a lower bound on the optimal value of
the problem. However, for noncovex optimization problems
the traditional duality theory leads to duality gaps and that
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most of the primal-dual algorithms cannot be directly applied
to solve the problem. In this section, we introduce the
alternative duality formulation for the following class of
optimization problems that results in no duality gap,
min
x∈X
f(x) (12)
subject to: h(x) = 0,
g(x) ≤ 0
in which X is a compact subset of Rn, f : Rn → R a
differentiable function, and h(x) = (h1(x), . . . , hm(x))T
and g(x) = (g1(x), . . . , gr(x))T . We assume that hi : Rn →
R and gj : Rn → R are continuous functions on X , but not
necessarily differentiable. Let define the set of feasible points
of (12) as follows F := {x ∈ X | h(x) = 0, g(x) ≤ 0}.
Definition 1: The alternative dual function for the primal
problem (12) is defined as
∆(µ, λ) = min
x∈X
Θ(x, µ, λ) (13)
where
Θ(x, µ, λ) = f(x) +
m∑
i=1
µi |hi(x)| +
r∑
j=1
λj g
+
j (x).
The alternative dual problem can be cast as
d∗ = max
µ,λº0
∆(µ, λ). (14)
We assume that (12) has a unique global minimizer denoted
by x∗. The corresponding minimum value is denoted by p∗,
p∗ = f(x∗) = min
x∈F
f(x).
In the following theorem, we show that the duality gap
between a primal problem (12) and its corresponding alter-
native dual problem (18) is zero, i.e., d∗ = p∗.
Theorem 1: Suppose that x∗ is the unique global mini-
mizer of (12). Then, there exist finite vectors µ∗ º 0 and
λ∗ º 0 such that
f(x∗) = min
x∈X
Θ(x, µ, λ) for all µ º µ∗, λ º λ∗.
Moreover, the duality gap is zero, i.e., p∗ = d∗.
Proof: We refer to [27] for a proof.
In general, the primal problem (12) can be a nonconvex
problem. Theorem 1 implies that for large enough dual
parameters µi and λi solving the unconstraint optimization
problem (13) results in finding the unique global minimum
of the primal problem (12). Using this result, we can develop
a suitable primal-dual algorithm that is amenable to interior-
point methods.
The main feature of the proposed algorithm in Table I
is that it initiates the search for an optimal solution from
small penalties and increases them incrementally until the
duality gap is zero. In the following section, we show that
there is an interesting connection between the alternative dual
formulation and elastic multi-particle systems [28].
Function Alternative-Duality-Search(P,x, µmax, λmax)
µ← 0; λ← 0;
until µi > µmaxi for all hi(x) 6= 0,
and λj > λmaxj for all gj(x) 
 0,
or a global minimum of P is found;
for i = 1, . . . ,m
if hi(x) 6= 0 and µi < µmaxi then increase µi;
for j = 1, . . . , r
if gj(x) 
 0 and λj < λmaxj then increase λj ;
Solve the dual problem;
Set x← argminx∈X Θ(x, µ, λ);
repeat;
return global minimum of P if found;
TABLE I: Implementation of the Alternative Duality Method
IV. A DYNAMICAL SYSTEM INTERPRETATION OF
ALTERNATIVE DUALITY
In the Section II, we showed that various task planning
problems for multiple robots can be formulated as a non-
convex feasibility problem with different types of norm con-
straints on the waypoints. For the sake of simplicity, we focus
our attention on the following single-robot path planning
problem in presence of an obstacle which is characterized
as a disk D(c, r),
min
x
0 (15)
subject to: x0 = A, xn = B
‖xi − xi−1‖ = l, i ∈ In
‖xi−1 − xi+1‖ ≥ η, i ∈ In−1
‖xi − c‖ ≥ r, i ∈ In−1
where x = (xT0 , x
T
1 , . . . , x
T
n )
T and l and η are defined in (2)
and (3). The following analysis can be directly extended to
the other path planning problems introduced in subsections
II-B, II-C, and II-D. In the following, we show that the
alternative dual formulation has an interesting dynamical
system interpretation. We show that the dual alternative
function for (15) can be interpreted as the total potential
energy of an elastic multi-particle system with discontinuous
spring-like forces. We consider the alternative dual function
for (15)
∆(µ, λ, γ) = min
x
Θ(x, µ, λ, γ) (16)
where
Θ(x, µ, λ, γ) =
n∑
i=1
µi
∣∣∣‖xi − xi−1‖ − l∣∣∣
+
n−1∑
i=1
λi max
{
0, η − ‖xi−1 − xi+1‖
}
+
n−1∑
i=1
γi max
{
0, r − ‖xi − c‖
}
(17)
in which x0 = A and xn = B, and for all µ =
(µ1, . . . , µn)T ∈ Rn, λ = (λ1, . . . , λn−1)T ∈ Rn−1, and
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γ = (γ1, . . . , γn−1)T ∈ Rn−1. Moreover, the alternative dual
problem can be defined as follows
max ∆(µ, λ, γ) (18)
subject to: µ º 0, λ, γ º 0.
The waypoints xi ∈ R2 can be viewed as spatial position of
point mass particles moving on the plane. Let mi be the mass
of particle i with position xi. We can apply a net force Fi to
control the dynamics of the particle according to Newton’s
second law
mix¨i = Fi (19)
where i = 0, 1, . . . , n. We define discontinuous spring-like
forces fij among the particles as follows. For each i, the
spring-like force fi(i+1) is applied to impose the equidistance
constraints
fi(i+1)(z) =
 µi if z > l0 if z = l− µi if z < l , (20)
the spring-like force f(i−1)(i+1) is employed to impose the
curvature constraint on the waypoints
f(i−1)(i+1)(z) =
{
0 if z > η
−λi if z ≤ η , (21)
and the spring-like force fiO is defined to impose the
obstacle avoidance constraint
fiO(z) =
{
0 if z > r
−γi if z ≤ r . (22)
Finally, one can impose the following hard constraints
x0 = A and xn = B
on particles 0 and n by assuming that m0,mn are arbitrarily
large. In other words, two heavy masses are concentrated at
points A and B and that their positions are fixed.
It is straightforward to verify that the alternative dual
function (16) is indeed equal to the total potential energy
of a multi-particle system with spring-like forces (20)-(22),
i.e.,
Θ(x, µ, λ, γ) =
n∑
i=1
Wi(i−1)
(‖xi − xi−1‖) (23)
+
n−1∑
i=1
W(i−1)(i+1)
(‖xi−1 − xi+1‖)+ n−1∑
i=1
WiO
(‖xi − c‖)
where
Wij(α) =
∫ α
α0
fij(z)dz
and α0 is a zero of spring-like function fij .
The right hand of (23) is the total potential energy of all
springs in the multi-particle system. Thus, the dual function
(16) is the minimum potential energy of all springs which
is parameterized by the magnitude of spring-like forces µ,
λ, and γ. In [28], it is shown that if the magnitude of the
spring-like forces are chosen appropriately, then the set of all
stable equilibria of the dynamical systems (19) is equal to
the set of all feasible solutions of nonconvex optimization
problem (15). In the following theorem, eij =
xj−xi
‖xi−xj‖ ,
eiO = c−xi‖c−xi‖ , and all spring-like forces corresponding to
undefined indices are assumed to be zero.
Theorem 2: Consider the multi-particle dynamical system
(19) with net force
Fi = f(i−1)i
(‖xi−1 − xi‖) e(i−1)i +
fi(i+1)
(‖xi − xi+1‖)ei(i+1) + f(i−2)i(‖xi−2 − xi‖)e(i−2)i
+ fi(i+2)
(‖xi − xi+2‖)ei(i+2) + fiO(‖xi − c‖)eiO − υ x˙i
where the spring-like forces are discontinuous and defined
as in (20)-(22) and υ > 0 is a constant. Then for almost
all initial conditions, the trajectories of the multi-particle
dynamical system (19) asymptotically converge to an equi-
librium. Furthermore, a feasible solution of problem (15) is a
locally asymptotically stable equilibrium of the multi-particle
dynamical system (19) if all the corresponding spring-like
forces are equal to zero.
Proof: We refer to [27] for a proof.
The importance of the result of Theorem 2 is that it
provides a reliable approximation method to solve feasibility
problem (15). We refer to [27] for further discussions on a
nonsmooth dynamical system approach to solve (15).
V. MINIMAL LENGTH PATH PLANNING IN PRESENCE OF
OBSTACLES
In this section, we extend our duality-based framework to
find an approximate solution for a minimal length path plan-
ning problem (also known as Dubins’ problem) in presence
of obstacles (possibly nonconvex). For simplicity of nota-
tions, we explain the problem for a single robot in presence
of an obstacle. The extension of the problem formulation
to multiple robots and obstacles under various missions is
straightforward. Our objective is to find a polygonal curve
χˆ = x0x1...xn with minimal length such that χˆ satisfies: (1)
x0 = A and xn = B, (2) the obstacle avoidance constraints,
(3) and the curvature constraints. We assume that the obstacle
is defined as O =
{
x ∈ R2
∣∣∣ g(x) > 0}. We assume
that g(A) < 0 and g(B) < 0. We assume that O is a
bounded set, but it can be a nonconvex set. The minimal
length path planning in presence of obstacle O can be cast
as the following optimization problem:
p∗ = min
x
n∑
i=1
‖xi − xi−1‖ (24)
subject to: ‖xi−1 − xi+1‖ ≥ η, i ∈ In−1
g(xi) ≤ 0, i ∈ In−1
where x0 = A, xn = B, and η is defined in (3). We can also
impose initial and terminal tangents by fixing the position of
waypoints x1 = C and xn−1 = D where CA and BD
are initial and final desired tangents. The alternative dual
function for (24) is given by
∆(λ, γ) = min
x
Θ(x, λ, γ) (25)
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where
Θ(x, λ, γ) =
n∑
i=1
‖xi − xi−1‖
+
n−1∑
i=1
λi max
{
0, η − ‖xi−1 − xi+1‖
}
+
n−1∑
i=1
γi max
{
0, g(xi)
}
(26)
where x0 = A, xn = B, and λ, γ ∈ Rn−1. The alternative
dual problem can be defined as follows
d∗ = max∆(λ, γ) (27)
subject to: λ º 0, γ º 0
According to Theorem 1, for large enough dual parameters
the duality gap between the minimal length path planning
problem (24) and its corresponding dual problem (27) is zero.
VI. CONCLUSION
We proposed a framework to obtain an arbitrarily fine
relaxation of a path planning problem for multiple robots as
a nonconvex feasibility problem. We showed that rendezvous
and maximal area coverage problems for multiple robots can
also be cast as nonconvex feasibility problems using this
framework. Then, we proposed an alternative dual formula-
tion with no duality gap. This new dual formulation enables
us to tackle the resulting nonconvex optimization problems
by primal-dual interior point algorithms. We also showed that
the Dubins’ problem can be cast as a nonconvex optimization
problem and can be solved efficiently by using alternative
dual formulation. Our preliminary studies shows that the
alternative duality requires to incur smaller penalties in order
to achieve zero duality gap. This is practically important as
smaller function values results in well-conditioned primal-
dual algorithms.
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