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Abstract
In this work we obtain the fundamental solution (FS) of the multidimensional time-fractional telegraph
Dirac operator where the two time-fractional derivatives of orders α ∈]0, 1] and β ∈]1, 2] are in the Caputo
sense. Explicit integral and series representation of the FS are obtained for any dimension. We present and
discuss some plots of the FS for some particular values of the dimension and of the fractional parameters α
and β. Finally, using the FS we study some Poisson and Cauchy problems.
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1 Introduction
In contrast to the wave equation, the telegraph equation has the potential to describe both diffusive and wave-
like phenomena, due to the simultaneous presence of first and second order time derivatives. Telegraph equations
have an extraordinary importance in electrodynamics (the scalar Maxwell equations are of this type), in the
theory of damped vibrations and in probability because they are connected with finite velocity random motions.
In the last years, the interest in the study of fractional differential equations has increased considerably due
essentially to the wide range of applications. These type of equations are used mostly to model processes in the
fields of engineering, viscoelastic materials, hydrology, system control, just to mention some (see [16, 21]). The
use of fractional derivatives in the telegraph equation give us the possibility of describing memory and heredity
properties of telegraph processes (see [16, 21]).
The aim of this paper is to obtain explicit integral and series representations for the FS of the so-called
time-fractional telegraph Dirac operator. The time-fractional telegraph Dirac operator is a combination of the
Dirac operator in space with a sum of two fractional derivatives of orders α ∈]0, 1] and β ∈]1, 2] in time, written
using a Witt basis in the framework of Clifford algebra. This operator factorizes the time-fractional telegraph
operator, which is a sum of the Laplace operator with the two time-fractional derivatives already mentioned.
The FS of this operator was studied recently in [11]. The FS of the time-fractional telegraph Dirac operator can
be seen as a refinement of the FS of the time-fractional telegraph operator. This opens new possibilities for the
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development of a fractional function theory for this operator in the context of Clifford analysis. The geometric
nature of Clifford algebras allows the resolution of PDEs using the geometric properties of the domain where
the differential operator acts (see [4–6]). Connections between Clifford analysis and fractional calculus were
recently established in the study of the stationary fractional Dirac operator (see [9,10,15,22]) and in the study
of the time-fractional diffusion wave operator (see [8]).
The structure of the paper reads as follows: in the preliminaries section we recall some basic concepts about
fractional calculus, special functions, Clifford analysis and the Witt basis. In Section 3 we recall the integral
and series representations for the FS of the time-fractional telegraph operator in Rn × R+ obtained in [11]. In
Section 4, we derive the FS for the time-fractional telegraph Dirac operator in the form of integral and series
from the representations presented in Section 3. We remark that the series representation depends on the parity
of the space dimension, as it happens in [11]. Connections with the time-fractional parabolic Dirac operator
are established in Section 4. In Section 5 we present and discuss some plots of the FS obtained in Section 4 for
some particular values of the dimension and of the order of the fractional derivatives. In Section 6 we study
some Poisson and Cauchy problems related with the time-fractional telegraph operators described in the paper.
2 Preliminaries
2.1 Special functions and basic results
In this section we present the main tools concerning fractional derivatives and special functions that we will use
in our analysis. We start by recalling some properties of the Gamma function that are used in this paper:
Γ(z + n) = (z)n Γ(z), n ∈ N (1)
Γ(z) Γ(−z) = −π
z sin(πz)
(2)
Γ
(
1
2
− z
)
=
π
cos(πz) Γ
(
1
2 + z
) . (3)
In (1), (z)n denotes the Pochhammer symbol. An important function that appears in this work is the multi-
variate Mittag-Leﬄer function.
Definition 2.1 (see [18]) The multivariate Mittag-Leﬄer function E(a1,...,an),b(z1, . . . , zn) of n complex vari-
ables z1, . . . , zn ∈ C with complex parameters a1, . . . , an ∈ C (with positive real parts) is defined by
E(a1,...,an),b(z1, . . . , zn) =
+∞∑
k=0
∑
l1+...+ln=k
l1,...,ln≥0
(
k
l1,...,ln
) ∏n
i=1 z
li
i
Γ (b +
∑n
i=1 aili)
, (4)
where the multinomial coefficients are given by(
k
l1,...,ln
)
:=
k!
l1!× . . .× ln! .
When n = 2 the multivariate Mittag-Leﬄer function (4) can be written as
E(a1,a2),b(z1, z2) =
+∞∑
k=0
∑
l1+l2=k
l1,l2≥0
k!
l1! l2!
zl11 z
l2
2
Γ (b+ a1l1 + a2l2)
=
+∞∑
l1=0
+∞∑
l2=0
(l1 + l2)!
l1! l2!
zl11 z
l2
2
Γ (b+ a1l1 + a2l2)
. (5)
When n = 1 the multivariate Mittag-Leﬄer function (4) reduces to the two-parameter Mittag-Leﬄer function
Ea1,b(z1) =
∞∑
k=0
zk1
Γ(b+ ka1)
.
For general properties of the Mittag-Leﬄer function see [14, 18].
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Definition 2.2 (see [12]) The Fox H-function Hm,np,q is defined via a Mellin-Barnes type integral of the form
Hm,np,q
[
z
(a1, α1), . . . , (ap, αp)
(b1, β1), . . . , (bq, βq)
]
=
1
2πi
∫
L
∏m
j=1 Γ(bj + βjs)
∏n
i=1 Γ(1− ai − αis)∏p
i=n+1 Γ(ai + αis)
∏q
j=m+1 Γ(1 − bj − βjs)
z−s ds,
where m,n, p, q ∈ N are such that 0 ≤ m ≤ q, 0 ≤ n ≤ p, ai, bj ∈ C, and αi, βj ∈ R+ (i = 1, 2, . . . , p; j =
1, 2, . . . , q).
The conditions for the existence of the Fox H-function and the orientation of the contour L are given by Theorem
1.1 in [17]. The H-function can be generalized for r complex variables (see [2]). For the purpose of this work
we present only the definition of the H-function of two complex variables.
Definition 2.3 (see [2]) The H-function of two complex variables is defined via a Mellin-Barnes type integral
of the form
H [x, y] = H0,n1;m2,n2;m3,n3p1,q1; p2,q2; p3,q3
[
x
y
∣∣∣∣∣ (aj ;αj , Aj)1,p1 ; (cj , γj)1,p2 ; (ej, Ej)1,p3(bj ;βj , Bj)1,q1 ; (dj , δj)1,q2 ; (fj , Fj)1,q3
]
=
1
(2πi)2
∫
L2
∫
L1
φ(s, w)φ1(s)φ2(w)x
s yw ds dw,
where
φ(s, w) =
∏n1
i=1 Γ (1− ai + αis+Aiw)∏p1
i=n1+1
Γ (ai − αis−Aiw)
∏q1
j=1 Γ (1− bj + βjs+Bjw)
,
φ1(s) =
∏m2
j=1 Γ (dj − δjs)
∏n2
i=1 Γ (1− ci + γis)∏q2
j=m2+1
Γ (1− dj + δjs)
∏p2
i=n2+1
Γ (ci − γis) ,
φ2(w) =
∏m3
j=1 Γ (fj − Fjw)
∏n3
i=1 Γ (1− ei + Eiw)∏q3
j=m3+1
Γ (1− fj + Fjw)
∏p3
i=n3+1
Γ (ei − Eiw) ,
and where an empty product is interpreted as 1, x, y ∈ C, mi, ni, pi, qi ∈ Z such that 0 ≤ mi ≤ qi, 0 ≤ ni ≤ pi
(i = 1, 2, 3); ai, bj , ci, dj , ei, fj ∈ C, αi, Ai, βj, Bj , γi, δj , Ei, Fj ∈ R+ and the sequence of parameters (aj), (bj),
(cj), (dj), (ej) and fj are restricted that none of the poles of the integrand coincide. The contour L1 in the
complex s-plane, and the contour L2 in the complex w-plane, are of the Mellin-Barnes type with indentations,
if necessary, to ensure that they separate one set of poles from the other.
In [2] the author proved that if
Ω1 =
n1∑
i=1
αi −
p1∑
i=n1+1
αi −
q1∑
i=1
βi +
m2∑
i=1
δi −
q2∑
j=m2+1
δi +
n2∑
i=1
γi −
p2∑
i=n2+1
γi ≥ 0, (6)
Ω2 =
n1∑
i=1
Ai −
p1∑
i=n1+1
Ai −
q1∑
i=1
Bi +
m3∑
i=1
Fi −
q3∑
j=m3+1
Fi +
n3∑
i=1
Ei −
p3∑
i=n3+1
Ei ≥ 0, (7)
and with the points x = 0 and y = 0 being tacitly excluded, the double Mellin-Barnes integral converges
absolutely inside the sector given by
|arg(x)| < π
2
Ω1, |arg(y)| < π
2
Ω2.
When all poles of the integrand are simple, we have the following asymptotic behaviour for large values of x
and y (see [1])
H [x, y] = O
(|x|β1 , |y|β2) , (8)
where
β1 = max
{
ℜ
(
cj − 1
δj
)}
, j = 1, 2, . . . , n2,
β2 = max
{
ℜ
(
ej − 1
Ej
)}
, j = 1, 2, . . . , n3.
Moreover, for E(a1,a2),b we have the following two results (see [11])
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Lemma 2.4 The multivariate Mittag-Leﬄer function E(a1,a2),b has the following representation in the form of
double Mellin-Barnes integral
E(a1,a2),b (z1, z2) =
1
(2πi)2
∫
L1
∫
L2
Γ(1 + s+ w) Γ(−s) Γ(−w)
Γ(b+ a1w + a2s)
zs2 z
w
1 dw ds.
Corollary 2.5 The multivariate Mittag-Leﬄer function E(a1,a2),b has the following representation in the form
of Fox H-function of two variables
E(a1,a2),b (z1, z2) = H
0,1; 1,0; 1,0
1,1; 0,1; 0,1
[
z2
z1
∣∣∣∣∣ (0; 1, 1); ;(1− b; a1, a2) ; (0, 1) ; (0, 1)
]
. (9)
In (9) and throughout the paper a horizontal line in the H-function means the absence of parameters. Now we
recall the definition of the spaces Cα, α ∈ R, and Cmα ,m ∈ N, given in [18].
Definition 2.6 (see [18]) A real or complex-valued function f(t), t > 0, is said to be in the space Cα, α ∈ R, if
there exists a real number p > α such that f(t) = tpf1(t) for some function f1 ∈ C[0,∞).
It is easy to see that Cα is a vector space and the set of spaces Cα is ordered by inclusion according to
Cα ⊆ Cβ ⇔ α ≥ β.
Definition 2.7 (see [18]) A function f(t), t > 0, is said to be in the space Cmα ,m ∈ N, if and only if f (m) ∈ Cα.
The next theorem will be used in our analysis and allow us to solve general linear differential equations with
constant coefficients and Caputo derivatives.
Theorem 2.8 (see [18, Thm 4.1]) Let µ > µ1 > . . . > µn ≥ 0, mi − 1 < µi ≤ mi,mi ∈ N, λi ∈ R, i = 1, . . . , n.
Consider the initial value problem D
µ
t y(t)−
n∑
i=1
λiD
µi
t y(t) = g(t)
y(k)(0) = ck ∈ R, k = 0, . . . ,m− 1, m− 1 < µ ≤ m,
(10)
where g is assumed to lie in C−1 if µ ∈ N0 or in C1−1 if µ /∈ N0. Then (10) has a unique solution in the space
Cm−1 of the form
y(t) =
∫ t
0
sµ−1E(µ−µ1,...,µ−µn),µ(λ1s
µ−µ1 , . . . , λ1s
µ−µn) g(t− s) ds+
m−1∑
k=0
ckuk(t), t ≥ 0,
with
uk(t) =
tk
k!
+
n∑
i=lk+1
λi t
k+µ−µiE(µ−µ1,...,µ−µn),k+1+µ−µi(λ1t
µ−µ1 , . . . , λnt
µ−µn), k = 0, . . . ,m− 1.
The natural numbers lk, k = 0, . . . ,m − 1 are determined from the conditions mlk ≥ k + 1 and mlk+1 ≤ k. In
the case mi ≤ k, i = 0, . . . ,m− 1, we set lk := 0, and of mi ≥ k + 1, i = 0, . . . ,m− 1, then lk := n.
2.2 Clifford analysis
We consider the n-dimensional vector space Rn endowed with an orthonormal basis {e1, · · · , en}. We define the
universal real Clifford algebra Cℓ0,n as the 2
n-dimensional associative algebra which obeys the multiplication
rule
eiej + ejei = −2δi,j, i, j = 1, . . . , n. (11)
A vector space basis for Cℓ0,n is generated by the elements e0 = 1 and eA = eh1 · · · ehk , where A =
{h1, . . . , hk} ⊂ M = {1, . . . , n}, for 1 ≤ h1 < · · · < hk ≤ n. Each element x ∈ Cℓ0,n can be represented by
4
x =
∑
A xAeA, with xA ∈ R. The Clifford conjugation is defined by 1 = 1, ej = −ej for all j = 1, . . . , n, and we
have ab = ba. We introduce the complexified Clifford algebra Cn as the tensor product
Cn := C⊗ Cℓ0,n =
{
w =
∑
A
wAeA, wA ∈ C, A ⊂M
}
,
where the imaginary unit i of C commutes with the basis elements, i.e., iej = eji for all j = 1, . . . , n. To avoid
ambiguities with the Clifford conjugation, we denote the complex conjugation by ♯, in the sense that for a
complex scalar wA = aA+ ibA we have that w
♯
A = aA− ibA. The complex conjugation can be extended linearly
to whole of the Clifford algebras and leaves the elements ej invariant, i.e., e
♯
j = ej for all j = 1, . . . , n. We also
have a pseudonorm on Cn defined by |w| :=
∑
A |wA| where w =
∑
A wAeA. Notice also that for a, b ∈ Cn we
only have |ab| ≤ 2n|a||b|.
A Cn-valued function defined on an open set U ⊆ Rn has the representation f =
∑
A fAeA with C-valued
components fA. Properties such as continuity and differentiability needs to be understood component-wisely.
Next, we introduce the Euclidean Dirac operatorDx =
∑n
i=1 ei∂xi , which factorizes the n-dimensional Euclidean
Laplacian, i.e., D2x = −∆ = −
∑n
i=1 ∂
2
xi
. A Clifford valued C1-function f is called left-monogenic if it satisfies
Dxf = 0 on U (resp. right-monogenic if it satisfies fDx = 0 on U).
In order to introduce a Witt basis to define a parabolic Dirac operator we embed Rn into Rn+2 and consider
two new elements e+ and e− such that e
2
+ = +1, e
2
− = −1, and e+e− = −e−e+. Moreover, e+ and e−
anticommute with all the basis elements ei, i = 1, . . . , n. Hence, {e1, . . . , en, e+, e−} spans Rn+1,1. With the
elements e+ and e− we construct two nilpotent elements f and f
† given by
f =
e+ − e−
2
and f† =
e+ + e−
2
.
These elements satisfy the following relations
(f)2 = (f+)2 = 0, ff+ + f+f = 1, fej + ejf = f
+ej + ejf
+ = 0, j = 1, . . . , n. (12)
The extended basis {e1, . . . , en, f, f†} allow us to define the telegraph Dirac operator asDx,t := Dx+f
(
A∂2t +B∂t
)
+
f†, whereDx stands for the Dirac operator in R
n, and A,B ∈ R with A 6= 0. The operatorDx,t acts on Cn-valued
functions defined on time dependent domains Ω× I ⊆ Rn×R+, i.e., functions in the variables (x1, x2, . . . , xn, t)
where xi ∈ R for i = 1, . . . , n, and t ∈ R+. For the sake of readability, we abbreviate the space-time tuple
(x1, x2, . . . , xn, t) simply by (x, t), assigning x = x1e1+ · · ·+xnen. For additional details about Clifford analysis
and the Witt basis, we refer the interested reader for instance to [6, 7, 13].
3 Fundamental solution of the time-fractional telegraph operator
In this section we recall some results concerning the FS of the time-fractional telegraph operator, which was
deduced in [11]. We look for the function Gα,βn (x, t) that satisfies the following Cauchy problem:
(
Dβt + aD
α
t − c2∆x
)
Gα,βn (x, t) = 0
Gα,βn (x, 0) = δ(x)
∂Gα,βn
∂t
(x, 0) = 0,
(13)
where x ∈ Rn, t > 0, 1 < β ≤ 2, 0 < α ≤ 1, a ≥ 0, c > 0, δ is the delta Dirac function in Rn, and ∆x is the
Laplace operator in Rn. For γ > 0, Dγt is the Caputo fractional derivative of order γ defined by:
Dγt u(t) =

1
Γ(m− γ)
∫ t
0
(t− s)−γ+m−1 u(m)(s) ds, m− 1 < γ < m
u(m)(t), γ = m
(14)
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where u(m) := d
mu
dtm
, m ∈ N (see [3]). Applying the Fourier transform in Rn to (13) we get the following
initial-value problem: 
(
Dβt + aD
α
t + c
2 |κ|2
)
Ĝα,βn (κ, t) = 0
Ĝα,βn (κ, 0) = 1
∂Ĝα,βn
∂t
(κ, 0) = 0
. (15)
To solve the problem (15) we apply Theorem 2.8 with λ1 = −a, λ2 = −c2 |κ|2, µ = β, µ1 = α, µ2 = 0, n = 2,
m = 2, g(t) = 0, obtaining the following solution:
Ĝα,βn (κ, t) = 1− c2|κ|2 tβ E(β−α,β),1+β
(−a tβ−α,−c2|κ|2tβ) . (16)
The multivariate Mittag-Leﬄer function E(β−α,β),1+β can be represented in the form of a double series (see
(5)):
E(β−α,β),1+β
(−a tβ−α,−c2|κ|2tβ) = +∞∑
j=0
+∞∑
k=0
Γ(1 + k + j)
Γ(1 + β + (β − α)k + βj) k! j!
(−a tβ−α)k (−c2|κ|2tβ)j .
Moreover, it can be written in terms of a double Mellin-Barnes integral and a Fox H-function of two variables
(see Lemma 2.4 and Corollary 2.5):
E(β−α,β),1+β
(−a tβ−α,−c2|κ|2tβ)
=
1
(2πi)2
∫
L1
∫
L2
Γ(1 + s+ w) Γ(−s) Γ(−w)
Γ(1 + β + (β − α)w + βs)
(
c2|κ|2tβ)s (a tβ−α)w dw ds. (17)
= H0,1; 1,0; 1,01,1; 0,1; 0,1
[
a tβ−α
c2|κ|2tβ
∣∣∣∣∣ (0; 1, 1); ;(−β;β − α, β) ; (0, 1) ; (0, 1)
]
.
From the application of the inverse Fourier transform to (16) and taking into account (17) we get (see [11] for
more details)
Gα,βn (x, t) =
|x|1−n2
(2π)
n
2
∫ +∞
0
τ
n
2 Ĝα,βn (τ, t)Jn2−1 (τ |x|) dτ (18)
= δ(x)− 4 c
2tβ
|x|n+2 π n2
1
(2πi)2
∫
L1
∫
L2
Γ (−s) Γ (−w) Γ (1 + s+ w) Γ (1 + n2 + s)
Γ (1 + β + (β − α)w + βs) Γ (−1− s)
(
4c2tβ
|x|2
)s (
a tβ−α
)w
dw ds.
(19)
In [11] the authors studied the convergence of (19), and obtained its series representation using the residue
theory taking into account the parity of the dimension, which is stated in the following theorem.
Theorem 3.1 For n odd, 1 < β ≤ 2 and 0 < α ≤ 1 the FS of the time-fractional telegraph operator is given by
Gα,βn (x, t) = δ(x) −
1
π
n
2 |x|n
+∞∑
k=0
(−a tβ−α)k
k!
 n−2k−12∑
q=0
(−1)q
q!
Γ
(
n
2 − q − k
)
(q + k)
Γ (1− βq − αk)
( |x|2
4c2tβ
)q+k
+
(−1)n−12 √π |x|n
(4c2 tβ)
n
2
+∞∑
p=0
(
p+n
2
) (
1− p+n2
)
k−1(
p+1
2
)
n−1
2
Γ
(
1 + (β − α)k − β(p+n)2
)
p!
(
− |x|
c t
β
2
)p . (20)
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For n even, 1 < β ≤ 2 and 0 < α ≤ 1 the FS of the time-fractional telegraph operator is given by
Gα,βn (x, t) = δ(x)−
4 c2tβ
π
n
2 |x|n+2

n
2
−1∑
k=0
(−a tβ−α)k
k!
n2−k−1∑
i=0
(−1)i
i!
Γ
(−i− k + n2 ) (i + k)
Γ (1− βi − αk)
( |x|2
4c2tβ
)i+k+1
+
+∞∑
i=0
(−1)k+n2 A4
i! (i− k + n2 )! Γ(1− β(i− k + n2 )− αk)
( |x|2
4c2tβ
)i+ n
2
+1
]
+
+∞∑
k= n
2
(−a tβ−α)k
k!
 k−n2−1∑
j=0
(−1)j
j!
Γ
(−j + k − n2 ) (j + n2 )
Γ
(
1− β(j − k + n2 )− αk
) ( |x|2
4c2tβ
)j+ n
2
+1
+
+∞∑
j=0
(−1)k+ n2 A5
j! (j + k − n2 )! Γ(1− βj − αk)
( |x|2
4c2tβ
)j+k+1 , (21)
where A4 and A5 are the following expressions
A4 = −1 +
(
i+
n
2
)(
ln
(
4c2tβ
|x|2
)
+ ψ
(
1 + i− k + n
2
)
+ ψ(1 + i)− β ψ
(
1− β
(
i− k + n
2
)
− αk
))
,
A5 = −1 + (j + k)
(
ln
(
4c2tβ
|x|2
)
+ ψ
(
1 + j + k − n
2
)
+ ψ(1 + j)− β ψ(1− βj − αk)
)
.
Remark 3.2 As indicated in [11], in the even case and for some rational values of β we have an indetermination
in the series coefficients due to the terms β ψ(1 − β(i − k + n2 ) − αk) and Γ(1 − β(i − k + n2 ) − αk) in the
first inner series, and due to the terms β ψ(1 − βj − αk) and Γ(1 − βj − αk) in the second inner series.
These indeterminations can be removed after applying (1) with n = 1, (2), (3), and the relation ψ(1 − z) =
π cot(πz) + ψ(z) for the digamma function.
4 Fundamental solution of the time-fractional telegraph Dirac op-
erator
In this section we compute the FS for the time-fractional telegraph Dirac operator defined by
Dα,βx,t := cDx + f
(
Dβt + aD
α
t
)
+ f†,
where Dx is the Dirac operator in R
n, a, c ∈ R+, Dαt and Dβt are the Caputo fractional derivatives of order
α ∈]0, 1] and β ∈]1, 2], respectively (see (14)). This operator factorizes the time-fractional telegraph operator
−c2∆x + Dβt + aDαt for Clifford valued functions f given by f =
∑
A eAfA, where fA ∈ C2(Ω × I), with
Ω× I ⊆ Rn × R+. In fact, taking into account the multiplication rules (11) and (12) we have that(
Dα,βx,t
)2
=
(
cDx + f
(
Dβt + aD
α
t
)
+ f†
)(
cDx + f
(
Dβt + aD
α
t
)
+ f†
)
= c2D2x − c fDx
(
Dβt + aD
α
t
)
− f† cDx + f cDx
(
Dβt + aD
α
t
)
+ f2
(
Dβt + aD
α
t
)(
Dβt + aD
α
t
)
+ ff†
(
Dβt + aD
α
t
)
+ f† cDx + f
†f
(
Dβt + aD
α
t
)
+ (f†)2
= c2D2x + (ff
† + f†f)
(
Dβt + aD
α
t
)
= −c2∆x +Dβt + aDαt .
The FS of the time-fractional telegraph Dirac operator will be denoted byGα,βn and is obtained by the application
of the operator Dα,βx,t to G
α,β
n , i.e.,
Gα,βn (x, t) = D
α,β
x,t G
α,β
n (x, t) = cDxG
α,β
n (x, t) + f
(
Dβt + aD
α
t
)
Gα,βn (x, t) + f
†Gα,βn (x, t).
Indeed, by the above factorization we have Dα,βx,t G
α,β
n (x, t) = (−c2∆x +Dβt + aDαt )Gα,βn (x, t) = 0, which shows
that Gα,βn is the FS of D
α,β
x,t . First, we are going to deduce an integral representation for G
α,β
n . Taking into
7
account the series representation of the Bessel function and the following relation proved in [8]
Dx
[|x|k] = n∑
i=1
ei ∂xi

 n∑
j=1
x2j

k
2
 = k |x|k−2 x, k ∈ N0,
we obtain
Dx
[ |x|1− n2 Jn
2
−1 (τ |x|)
]
= − τ x|x|n2 Jn2 (τ |x|) . (22)
Moreover, taking into account (14), together with the series expansion of the multivariate Mittag-Leﬄer function
(5), we have
Dβt
[
tβ E(β−α,β),1+β
(−a tβ−α,−c2tβ)] = E(β−α,β),1 (−a tβ−α,−c2tβ) , (23)
Dαt
[
tβ E(β−α,β),1+β
(−a tβ−α,−c2tβ)] = tβ−αE(β−α,β),1+β−α (−a tβ−α,−c2tβ) . (24)
Thereby, applying Dα,βx,t to (18), and using the Leibniz rule for improper integrals together with relations (22),
(23), and (24), we get
Gα,βn (x, t) =
(
cDx + f
†
)
δ(x) − c
3 tβ x
(2π)
n
2 |x|n2
∫ +∞
0
τ
n
2
+3E(β−α,β),1+β
(−a tβ−α,−c2tβ) Jn
2
(τ |x|) dτ
− f c
2 |x|1−n2
(2π)
n
2
∫ +∞
0
τ
n
2
+2
[
E(β−α,β),1
(−a tβ−α,−c2tβ)
+ a tβ−αE(β−α,β),1+β−α
(−a tβ−α,−c2tβ) Jn
2
−1 (τ |x|) dτ
]
− f† c
2 |x|1− n2 tβ
(2π)
n
2
∫ +∞
0
τ
n
2
+2E(β−α,β),1+β
(−a tβ−α,−c2tβ) Jn
2
−1 (τ |x|) dτ. (25)
Applying Dα,βx,t to (19) and taking into account Corollary 2.5 it is possible to write the components of G
α,β
n as
H-functions of two variables.
Theorem 4.1 The FS has the following representation:
Gα,βn (x, t) =
(
cDx + f
†
)
δ(x) +
8c3 tβ x
π
n
2 |x|n+4 H
0,1; 1,0; 1,1
1,1; 0,1; 2,1
[
a tβ−α
4c2|x|−2 tβ
∣∣∣∣∣ (0; 1, 1); ;
(−1− n2 , 1) , (−1, 1)
(−β;β − α, β) ; (0, 1) ; (0, 1)
]
− f 4c
2
π
n
2 |x|n+2
(
H0,1; 1,0; 1,11,1; 0,1; 2,1
[
a tβ−α
4c2|x|−2 tβ
∣∣∣∣∣ (0; 1, 1); ;
(−n2 , 1) , (−1, 1)
(0;β − α, β) ; (0, 1) ; (0, 1)
]
+ H0,1; 1,0; 1,11,1; 0,1; 1,1
[
a tβ−α
4c2|x|−2 tβ
∣∣∣∣∣ (0; 1, 1); ;
(−n2 , 1)
(−(β − α);β − α, β) ; (0, 1) ; (0, 1)
])
− f+ 4c
2tβ
π
n
2 |x|n+2 H
0,1; 1,0; 1,1
1,1; 0,1; 2,1
[
a tβ−α
4c2|x|−2 tβ
∣∣∣∣∣ (0; 1, 1); ;
(−n2 , 1) , (−1, 1)
(−β;β − α, β) ; (0, 1) ; (0, 1)
]
. (26)
It’s not difficult to see that the H-function of two variables defined in (26) are convergent for all 0 < α < 1 and
1 < β ≤ 2. Indeed, applying the conditions (6) and (7) we have that a a tβ−α and 4c2|x|−2 tβ are non-negative
real numbers, which implies that their argument is always zero and Ω1 = 2+ α− β > 0 for all the H-functions
in (26), and Ω2 = 2 − β ≥ 0 for the 1st, 2nd and 4th, while Ω2 = 3 − β > 0 for the 3rd. This proves the
convergence of the double Mellin-Barnes integrals that represent the H-functions of two varibales in (26). In
order to get a series representation for Gα,βn we apply D
α,β
x,t to (20) and (21). The following formula concerning
the Dirac operator is necessary to compute Gα,βn (see [8]):
Dx
[(
C + ln
(
4c2tβ
|x|2
))
|x|2k
]
= 2x |x|2k−2
(
k
(
C + ln
(
4c2tβ
|x|2
))
− 1
)
, C ∈ R.
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Concerning the Caputo fractional derivative we use the symbolic calculus software Mathematica. When 0 <
α ≤ 1 we obtain
Dαt
[(
C + ln
(
4c2tβ
|x|2
))
t−β(k+
n
2 )
]
=
Γ
(
1− β (k + n2 ))
tβ(k+
n
2 )+α Γ
(
1− β (k + n2 )− α) ×
[
C + β π cot
(
βπ
(
k +
n
2
))
− β H
(
1− β
(
k +
n
2
))
− β H
(
−α+ β
(
k +
n
2
))
+ ln
(
4c2tβ
|x|2
)]
(27)
=
Γ
(
1− β (k + n2 ))
tβ(k+
n
2 )+α Γ
(
1− β (k + n2 )− α) ×
[
C + β ψ
(
1− β
(
k +
n
2
))
− β ψ
(
1− β
(
k +
n
2
)
− α
)
+ ln
(
4c2tβ
|x|2
)]
,
(28)
with C ∈ R. In (27) H denotes the generalized Harmonic number. To obtain (28) we used the identities
H(z) = ψ(z + 1) + γ and ψ(1 − z) = π cot(πz) + ψ(z), where γ is the Euler-Mascheroni constant. When
1 < β ≤ 2 we obtain (see [8])
Dβt
[(
C + ln
(
4c2tβ
|x|2
))
t−β(k+
n
2 )
]
=
Γ
(
1− β (k + n2 ))
tβ(k+
n
2
+1) Γ
(
1− β (k + n2 + 1)) ×
[
C + β ψ
(
1− β
(
k +
n
2
))
− β ψ
(
1− β
(
k +
n
2
+ 1
))
+ ln
(
4c2tβ
|x|2
)]
,
with C ∈ R. Finally, applying Dα,βx,t to (20) and (21) and after straightforward calculations we obtain the
following theorems.
Theorem 4.2 For n odd, 0 < α ≤ 1, and 1 < β ≤ 2 the FS of the time-fractional telegraph Dirac operator is
given by
Gα,βn (x, t) =
(
cDx + f
†
)
δ(x) +
c x
π
n
2 |x|2
+∞∑
k=0
(−a tβ−α)k
k!
n−2k−12∑
q=0
2 (−1)q Γ (n2 − q − k + 1) (q + k)
|x|n Γ(1− βq + αk) q!
( |x|2
4 c2 tβ
)q+k
− (−1)
n−1
2
√
π |x|
2n (c t
β
2 )n+1
+∞∑
p=0
(− p+1+n2 )k
(p+22 )n−1
2
Γ
(
1− β(p+1+n)2 + (β − α)k
)
p!
(−|x|
c t
β
2
)p
− f 1
π
n
2 |x|n
+∞∑
k=0
(−a tβ−α)k
k!
 n−2k−12∑
q=0
(−1)q Γ (n2 − q − k) (q + k)
q!
1− β(q + 1)− αk + atβ
tβ Γ (2− β(q + 1)− αk)
( |x|2
4 c2 tβ
)q+k
− (−1)
n−1
2
√
π
2n tβ+k
( |x|2
c2 tβ
)n
2
+∞∑
p=0
(− p+n2 )k
(p+12 )n−1
2
p!
1− β(p+n+2)2 + (β − α)k + at
Γ
(
2− β(p+n+2)2 + (β − α) k
) (−|x|
c t
β
2
)p
− f† 1
π
n
2 |x|n
+∞∑
k=0
(−a tβ−α)k
k!
 n−2k−12∑
q=0
(−1)q Γ (n2 − q − k) (q + k)
Γ (1− βq − αk) q!
( |x|2
4 c2 tβ
)q+k
+
(−1)n−12 √π |x|n(
2 c t
β
2
)n +∞∑
p=0
(− p+n2 )k(
p+1
2
)
n−1
2
Γ
(
1− β(p+n)2 + (β − α)k
) (− |x|
c t
β
2
)p . (29)
From (8) we conclude that in the odd case the function Gα,βn has the following asymptotic behaviour at infinity
Gα,βn (x, t) = xO
(
t−
β n
2
−β
)
+ fO
(
t−
β n
2
−β
)
+ f†O
(
t−
β n
2
)
.
Remark 4.3 When n = 1, a = c = 1, β = 1 and α = 12 , our time-fractional telegraph Dirac operator factorizes
the heat operator with a damping term (for more details see [20]). For this particular case we have the following
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series representation of G
1
2
,1
1
G
1
2
,1
1 (x, t) = (Dx + f
†)δ(x) − x
2t |x|
+∞∑
k=0
(−√t)k
k!
+∞∑
p=0
(− p+22 )k
Γ
(
k−p
2
)
p!
(
− |x|√
t
)p
+ f
1
2
√
t3
+∞∑
k=0
(−1)k√
tk k!
+∞∑
p=0
(− p+12 )k (k−p−12 + t)
Γ
(
k−p+1
2
)
p!
(
− |x|√
t
)p
+ f†
1
2
√
t
+∞∑
k=0
(−√t)k
k!
+∞∑
p=0
(− p+12 )k
Γ
(
k−p+1
2
)
p!
(
−|x|
t
β
2
)p
(30)
Theorem 4.4 For n even, 0 < α ≤ 1, and 1 < β ≤ 2 the vectorial component of the FS of the time-fractional
telegraph Dirac operator is given by
cDxG
α,β
n (x, t) = cDxδ(x)−
8 c3 tβx
π
n
2 |x|n+1
 n2−1∑
k=0
(−atβ−α)k
k!
n2−k−1∑
i=0
(−1)i+1
i!
Γ
(
1− i− k + n2
)
Γ(1− βi− αk)
( |x|2
4c2tβ
)i+k+1
+
∞∑
p=0
(−1)k+ n2
(
p
(
A1 +
(
p+ n2
)
ln
(
4c2tβ
|x|2
))
− (p+ n2 ))
(p− k − n2 )! p! Γ(1− β(p− k + n2 )− αk)
( |x|2
4c2tβ
)1+p+n
2

+
∞∑
k= n
2
(−atβ−α)k
k!
k− n2−1∑
j=1
(−1)j
(j − 1)!
Γ
(−j + k − n2 ) (j + n2 )
Γ
(
1− β (j − k + n2 )− αk)
( |x|2
4c2tβ
)1+j+ n
2
+
+∞∑
q=0
(−1)k+ n2
((
q + k − n2
)(
A2 + (q + k) ln
(
4c2tβ
|x|2
))
− (q + k)
)
(q + k − n2 )! q! Γ(1− αk − βq)
( |x|2
4c2tβ
)1+q+n
2
 . (31)
The f−component is given by
f
(
Dβt + aD
α
t
)
Gα,βn (x, t) = − f
4c2
π
n
2 |x|n+2

n
2
−1∑
k=0
(−a tβ−α)k
k!
n2−k−1∑
i=0
(−1)i Γ (−i− k + n2 ) (i+ k)
tβ(i+k) i!
× Γ(1− βi − α(k + 1)) t
−β + Γ(1− β(i + 1)− αk) a t−α
Γ(1 − β(i+ 1)− αk) Γ(1− βi− α(k + 1))
(
4c2
|x|2
)−i−k−1
+
+∞∑
p=0
(−1)k+n2 (p+ n2 )
tβ(p+
n
2 )
(
p+ n2 − k
)
! Γ
(
1− β (p+ n2 + 1)+ β (1− αβ ) k) p!
(
4c2
|x|2
)−1−p−n
2
×
[
(1 + a)
[
A1
p+ n2
+ βψ
(
1− β
(
p+
n
2
)
+ β
(
1− α
β
)
k
)
+ ln
(
4c2tβ
|x|2
)]
−βψ
(
1− β
(
p+
n
2
+ 1
)
+ β
(
1− α
β
)
k
)
− a βψ
(
1− α− β
(
p+
n
2
)
+ β
(
1− α
β
)
k
)]]
+
∞∑
k= n
2
(−a tβ−α)k
k!
k−n2−1∑
j=0
(−1)j Γ (−j + k − n2 )
tβ(j+
n
2
) j!
(
4c2
|x|2
)−1−j−n
2
× Γ
(
1− α− β (j + n2 )+ (β − α)k) t−β + Γ (1− β (j + n2 + 1)+ (β − α)k) a t−α
Γ
(
1− β (j + n2 + 1)+ (β − α)k) Γ (1− α− β (j + n2 )+ (β − α)k)
+
+∞∑
q=0
(−1)k+n2 (q + k) t−β(q+k+1)(
q + k + n2
)
! q! Γ (1− β(q + 1)− αk)
(
4c2
|x|2
)−1−q−k [
(1 + a)
[
A2
q + k
+ βψ (1 + βq − αk)
+ ln
(
4c2tβ
|x|2
)]
− βψ (1− β(q + 1)− αk)− a βψ (1− βq − α(k + 1))
]]}
. (32)
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In the previous expression A1 and A2 are given by
A1 = −1 +
(
p+
n
2
) [
ψ
(
1 + p+
n
2
− k
)
− β ψ
(
1− β
(
p+
n
2
)
+ β
(
1− α
β
)
k
)
+ ψ (1 + p)
]
,
A2 = −1 + (q + k)
[
ψ
(
1 + q + k − n
2
)
− β ψ (1− αk − βq) + ψ (1 + q)
]
.
The f†−component is given by (21) multiplied by f†.
Remark 4.5 If we consider a = 0 in (29), (31), (32) and (21), which implies that the only non-null term in
the outer series is the first one, we get the expressions deduced in [8, Sec. 4] for the FS of the time-fractional
parabolic Dirac operator.
5 Graphical representations of Gα,βn
In this section we present and discuss some plots of Gα,βn , for a, c = 1, n = 1, 3 and some values of the fractional
parameters α and β, using the series representations described in Theorem 4.2. Due to the complexity of the
series representation for the even case we only present plots for the odd case. Let us remark that in some cases
these series are not suitable to numerically evaluate the solution as soon as |x| is sufficiently small or sufficiently
large, due to the presence of positive and negative powers of |x|. The plots were made summing the alternate
series using the MatLab code ALTSUM [19], which provides a convergence acceleration of alternating series.
5.1 Case n = 1
Considering n = a = c = 1 in (29) we obtain the following expression for Gα,β1 :
G
α,β
1 (x, t) = (Dx + f
†)δ(x) − x
2tβ |x|
+∞∑
k=0
(−tβ−α)k
k!
+∞∑
p=0
(− p+22 )k
Γ
(
1− β(p+2)2 + (β − α)k
)
p!
(
−|x|
t
β
2
)p
+ f
1
2t
3β
2
+∞∑
k=0
(−tβ−α)k
tk k!
+∞∑
p=0
(− p+12 )k (1− β(p+3)2 + (β − α)k + t)
Γ
(
2− β(p+3)2 + (β − α)k
)
p!
(
−|x|
t
β
2
)p
+ f†
1
2t
β
2
+∞∑
k=0
(−tβ−α)k
k!
+∞∑
p=0
(− p+12 )k
Γ
(
1− β(p+1)2 + (β − α)k
)
p!
(
−|x|
t
β
2
)p
In Figures 1, 2 and 3 we show some plots of the real, f and f†−components of the reduced Green function
G
α,β
1 (x, 1) for some values of α and β.
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Figure 1: Plots of the real-component of Gα,β1 (x, 1) for α = 0.2, 0.4, 0.6, 0.8, 1.0, β = 1.0, 1.2, 1.4 (1st line,
from left to right), and β = 1.5, 1.7, 1.9 (2nd line, from left to right).
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Figure 2: Plots of the f−component of Gα,β1 (x, 1) for α = 0.2, 0.4, 0.6 0.8 1.0, β = 1.0, 1.2, 1.4 (1st line, from
left to right), and β = 1.5, 1.7, 1.9 (2nd line, from left to right).
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Figure 3: Plots of the f†−component of Gα,β1 (x, 1) for α = 0.2, 0.4, 0.6, 0.8, 1.0, β = 1.0, 1.2, 1.4 (1st line, from
left to right), and β = 1.5, 1.7, 1.9 (2nd line, from left to right).
From the plots of Figures 1, 2 and 3 we see that the real-component is an odd function and discontinuous
at x = 0 (except when β = 1), while the f and f†-components are even continuous functions. As a consequence
of the perturbations due to the parameter α, these plots are deformations of those presented in Section 8.1
of [8]. In all the components we see that the number of extreme points increases and move apart from the
origin with β. In the real component the extreme points are symmetric with respect to the origin, while in the
f and f†−components they are symmetric with respect to the y-axis. Moreover, the plots shrink horizontally as
β → 2−. The influence of the parameter α can also be seen in the absolute value of the extreme points, since
the increase of α results in the increase of the absolute value of the extreme points.
In Figures 4, 5, and 6 we show the time evolution of each component of Gα,β1 , for a, c = 1 and some values
of α and β.
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Figure 4: Plots of the real-component of Gα,β1 for the following pairs of fractional parameters (α, β): (0.2, 1.2)
(0.6, 1.2), (0.2, 1.5) (1st line, from left to right), (0.6, 1.5), (0.2, 1.7), (0.6, 1.7) (2nd line, from left to right).
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Figure 5: Plots of the f−component of Gα,β1 for the following pairs of fractional parameters (α, β): (0.2, 1.2)
(0.6, 1.2), (0.2, 1.5) (1st line, from left to right), (0.6, 1.5), (0.2, 1.7), (0.6, 1.7) (2nd line, from left to right).
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Figure 6: Plots of the f†−component of Gα,β1 for the following pairs of fractional parameters (α, β): (0.2, 1.2)
(0.6, 1.2), (0.2, 1.5) (1st line, from left to right), (0.6, 1.5), (0.2, 1.7), (0.6, 1.7) (2nd line, from left to right).
From Figures 4, 5, and 6 it is readily seen that with the increasing of time the behavior of the FS changes
in the origin and the decay becomes slower. The behaviour of the extreme points is analogous to the case when
t = 1.
5.2 Case n = 3
Considering n = 3 and a = c = 1 in (29) we obtain the following expression for Gα,β3 :
G
α,β
3 (x, t) =
(
Dx + f
†
)
δ(x) − x
4π |x|3
(
1
Γ(1− β) tβ +
1
Γ(1 + α) tα
)
+
x
4π t2β |x|
+∞∑
k=0
(−tβ−α)k
k!
+∞∑
p=0
(− p+42 )k
(p+ 2) Γ
(
1− β(p+4)2 + (β − α)k
)
p!
(
−|x|
t
β
2
)p
+ f
[
1
4π tβ |x|
(
1− 2β + tβ
Γ(2− 2β) tβ +
1− β − α+ tβ
Γ(2 − β − α) tα
)
− 1
4π t
5β
2
+∞∑
k=0
(−tβ−α)k
tk k!
+∞∑
p=0
(− p+32 )k
(p+ 1)!
1− β(p+5)2 + (β − α)k
Γ
(
2− β(p+5)2 + (β − α)k
) (−|x|2
t
β
2
)p
+ f†
[
1
4π |x|
(
1
Γ (1− β) tβ +
t−α
Γ (1− α)
)
− 1
4π t
3β
2
+∞∑
k=0
(−tβ−α)k
k!
+∞∑
p=0
(− p+32 )k
(p+ 1)Γ
(
1− (β − α)k − β(p+3)2
)
p!
(
−|x|
t
β
2
)p
We show in Figures 7, 8 and 9 the graphical representation of Gα,β3 .
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Figure 7: Plots of the vectorial-component of Gα,β3 for the following pairs of fractional parameters (α, β):
(0.2, 1.2) (left), (0.8, 1.2) (center), and (0.4, 1.4) (right).
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Figure 8: Plots of the f-component of Gα,β3 for the following pairs of fractional parameters (α, β): (0.2, 1.2)
(left), (0.8, 1.2) (center), and (0.4, 1.4) (right).
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Figure 9: Plots of the f†-component of Gα,β3 for the following pairs of fractional parameters (α, β): (0.2, 1.2)
(left), (0.8, 1.2) (center), and (0.4, 1.4) (right).
For the three dimensional case we observe similar behaviours as in the case n = 1. We also observe a different
range of values of Gα,β3 .
6 Some Cauchy and Poisson problems
The FS obtained previously can be used to solve some Cauchy and Poisson problems involving the time-fractional
telegraph and telegraph Dirac operators studied in Sections 3 and 4.
Theorem 6.1 For x ∈ Rn, t > 0, a ∈ R+0 , c ∈ R+, 0 < α ≤ 1, 1 < β ≤ 2, C0 ∈ R, and h(x, t) ∈ L2(Rn × R+)
such that ĥ(κ, t) lies in C−1 when β = 2 or in C
1
−1 when 1 < β < 2 for each κ, the solution of the Poisson
problem 
(
Dβt + aD
α
t − c2∆x
)
u(x, t) = h(x, t)
u(x, 0) = C0 δ(x)
∂u
∂t
(x, 0) = 0
(33)
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is given in the Fourier domain by
û(κ, t) =
∫ t
0
sβ−1E(β−α,β),β
(−a tβ−α,−c2 |κ|2tβ) hˆ(κ, t− s) ds+ C0 Ĝα,βn (κ, t).
Proof: Applying the Fourier transform in Rn to (33) we get the following initial-value problem:
(
Dβt + aD
α
t + c
2 |k|2
)
û(κ, t) = hˆ(κ, t)
û(κ, 0) = C0
∂û
∂t
(κ, 0) = 0
. (34)
To solve the problem (34) we apply Theorem 2.8 with λ1 = −a, λ2 = −c2 |κ|2, µ = β, µ1 = α, µ2 = 0, n = 2,
m = 2, g(t) = hˆ(κ, t), and k = 1, thus obtaining the following solution:
û(κ, t) =
∫ t
0
sβ−1E(β−α,β),β
(−a tβ−α,−c2 |κ|2tβ) hˆ(κ, t− s) ds+ C0 u0(κ, t).
where
u0(κ, t) = Ĝ
α,β
n (κ, t) = 1− c2 |κ|2 tβ E(β−α,β),1+β
(−a tβ−α,−c2 |κ|2tβ) .

Since the time-fractional telegraph and telegraph Dirac operators are linear with constant coefficients, and due
to the properties of the convolution we obtain the following immediate results:
Theorem 6.2 For x ∈ Rn, t > 0, a ∈ R+0 , c ∈ R+, 0 < α ≤ 1, 1 < β ≤ 2, and ϕ ∈ L2(Rn), the solution of the
Cauchy problem 
(
Dβt + aD
α
t − c2∆x
)
u(x, t) = 0
u(x, 0) = ϕ(x)
∂u
∂t
(x, 0) = 0
(35)
is given by
u(x, t) =
∫
Rn
Gα,βn (x− ξ, t)ϕ(ξ) dξ.
Theorem 6.3 For x ∈ Rn, t > 0, a ∈ R+0 , c ∈ R+, 0 < α ≤ 1, 1 < β ≤ 2, and ϕ ∈ L2(Rn), the solution of the
Cauchy problem 
(
cDx + f
(
Dβt + aD
α
t
)
+ f†
)
u(x, t) = 0
u(x, 0) = ϕ(x)
∂u
∂t
(x, 0) = 0
(36)
is given by
u(x, t) =
∫
Rn
Gα,βn (x− ξ, t)ϕ(ξ) dξ.
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