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Fewest-switches surface hopping is studied in the context of quantum-classical Liouville dynamics. Both ap-
proaches are mixed quantum-classical theories that provide a way to describe and simulate the nonadiabatic
quantum dynamics of many-body systems. Starting from a surface-hopping solution of the quantum-classical
Liouville equation, it is shown how fewest-switches dynamics can be obtained by dropping terms that are
responsible for decoherence and restricting the nuclear momentum changes that accompany electronic tran-
sitions to those events that occur between population states. The analysis provides information on some of
the elements that are essential for the construction of accurate and computationally tractable algorithms for
nonadiabatic processes.
I. INTRODUCTION
The Born-Oppenheimer approximation1 figures promi-
nently in studies of quantum structure and dynamics.
It relies on a scale separation that is controlled by a
small parameter gauged by the ratio m/M of the light
m to heavy M masses of different constituents of the
system. This approximation forms the basis for most of
electronic structure theory and is also used in adiabatic
quantum dynamics where nuclei move on single Born-
Oppenheimer surfaces. Although the Born-Oppenheimer
approximation has wide utility, it does break down and
this breakdown signals the fact that quantum nuclear
motion can no longer be described as motion on a sin-
gle electronic state. Nonadiabatic dynamics is important
for the description of many excited-state physical pro-
cesses. Quantum dynamical methods that account for
the breakdown of the Born-Oppenheimer approximation
must then be used to follow the time evolution of the
system.2 Fewest-switches surface hopping3 is one of the
most widely used schemes for this purpose. More gener-
ally, the basic elements of the fewest-switches algorithm
often enter into molecular dynamics methods that involve
quantum transitions.4
In fewest-switches surface hopping the nuclei are as-
sumed follow stochastic trajectories Xt = (Rt, Pt), with
R = (R1, R2, . . . , RN ) and P = (P1, P2, . . . , PN ) denot-
ing the N nuclear positions and momenta, respectively5.
Trajectory evolution takes place on single adiabatic sur-
faces with stochastic “hops” to other surfaces that oc-
cur with probabilities that are constructed to lead to the
fewest number of hops consistent with the electronic pop-
ulations. While this method has known shortcomings it
is simple to use and often yields reasonable results.
More specifically, the equations for the electronic den-
sity matrix elements governing the dynamics are as fol-
lows: The diagonal density matrix elements satisfy
d
dt
ρνν(Xt, t) = −2<
(
Pt
M
· dνα′(Rt)ρ∗να′(Xt, t)
)
, (1)
while the off-diagonal elements evolve by
d
dt
ρνα
′
(Xt, t) = −iωνα′(Rt)ρνα′(Xt, t) (2)
−Pt
M
· dνβ(Rt)ρβα′(Xt, t)− Pt
M
· d∗α′β(Rt)ρνβ(Xt, t).
In this equation dαβ(R) is the nonadiabatic coupling ma-
trix element, dαβ(R) = 〈α;R|∇R|β;R〉 and |α;R〉, de-
notes the α adiabatic eigenstate. The summation con-
vention was used above and will be used throughout the
paper except where summations are written in full for
clarity.
Transitions between adiabatic states occur probabilis-
tically with a transition rate selected so that the fraction
of trajectories in a given adiabatic state corresponds to
the electronic population of that state. Energy is con-
served along the stochastic trajectories and to ensure
that this is the case whenever a nonadiabatic transition
causes the system to change its state the nuclear mo-
menta are adjusted to compensate for the energy change
in the quantum transition. For example, if a transition
from state α to state β occurs the momenta of the nuclei
along the direction of the nonadiabatic coupling vector
are adjusted by P → P + ∆PFSαβ , with
∆PFSαβ = dˆαβ sgn(P · dˆαβ)
√
(P · dˆαβ)2 + 2∆EαβM
−dˆαβ(P · dˆαβ), (3)
to conserve energy. Here the energy gap is ∆Eαβ =
Eα − Eβ . For upward transitions it may happen that
there is insufficient energy in the nuclear degrees of free-
dom to insure energy conservation. In this case the tran-
sition rule needs to be modified, usually by setting the
transition probability to zero.
This algorithm captures many of the important physi-
cal features of nonadiabatic dynamics and is easy to im-
plement in computations, thus justifying its widespread
use. It is not without defects. Since there is no mech-
anism for the decay of the off-diagonal density ma-
trix elements, it cannot describe the effects of decoher-
ence on nonadiabatic processes. A considerable amount
of effort has been devoted to modification of fewest-
switches surface hopping to introduce decoherence into
the scheme.6–15
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2The aim of this article is to determine the conditions
under which quantum-classical Liouville dynamics16 can
be reduced to fewest-switches surface hopping. The
quantum-classical Liouville equation provides a basis for
the derivation of various quantum-classical methods.17
While solutions to this equation can be obtained by a
variety of methods, solutions may also be obtained by a
surface-hopping algorithm18–20, and it is in the context
of the approximations to this surface-hopping dynamics
that we shall consider fewest-switches surface hopping.
In particular, it will be shown that by dropping terms
that account for the effects of decoherence and modifying
how nonadiabatic transitions and the nuclear momentum
changes that accompany them are treated, one can arrive
fewest-switches surface hopping.
The main text begins in Sec. II with a brief outline and
critical discussion of the features of the quantum-classical
Liouville equation in the adiabatic basis and its solution
by a surface-hopping algorithm. This sets the stage for
the analysis in Sec. III that allows one to see in some
detail the approximations to the dynamics that lead to
fewest-switches surface hopping. The last section of the
paper discusses how the results of this study may provide
ingredients for the construction of new surface-hopping
algorithms.
II. QUANTUM-CLASSICAL LIOUVILLE DYNAMICS IN
THE ADIABATIC BASIS
Since surface-hopping methods are often formulated in
the adiabatic basis, it is instructive to discuss the dynam-
ical picture that emerges when the quantum-classical Li-
ouville equation (QCLE) is expressed in this basis. The
partially Wigner transformed Hamiltonian, HˆW , for the
system can be written as the sum of the nuclear kinetic
energy, P 2/2M , and the remainder of the electronic, nu-
clear and coupling terms contained in the operator hˆ(R):
HˆW = P
2/2M + hˆ(R). The adiabatic energies, Eα(R),
and the adiabatic states, |α;R〉 are determined from
the solution of the eigenvalue problem, hˆ(R)|α;R〉 =
Eα(R)|α;R〉, and depend parametrically on the coordi-
nates of the nuclei. Adopting an Eulerian description
where the dynamics is viewed at a fixed nuclear phase
space point X = (R,P ), the QCLE for the density ma-
trix elements, 〈α;R|ρˆW (X, t)|α′;R〉 = ραα′W (X, t) in the
adiabatic basis is21
∂
∂t
ραα
′
W (X, t) = −(iωαα′ + iLαα′)ραα
′
W (X, t) (4)
+Jαα′,ββ′ρββ
′
W (X, t) ≡ −iLαα′,ββ′ρββ
′
W (X, t).
The frequency is ωαα′(R) = (Eα−Eα′)/h¯ ≡ ∆Eαα′(R)/h¯
and the classical Liouville operator iLαα′ is defined by
iLαα′ =
P
M
· ∂
∂R
+
1
2
(Fα + Fα′) · ∂
∂P
, (5)
where the Hellmann-Feynman forces are Fα(R) =
−∂Eα(R)/∂R. The operator,
Jαα′,ββ′ = −dαβ ·
(
P
M
+
1
2
∆Eαβ
∂
∂P
)
δα′β′
− d∗α′β′ ·
(
P
M
+
1
2
∆Eα′β′
∂
∂P
)
δαβ , (6)
couples the dynamics on the individual and mean adia-
batic surfaces. The last line of Eq. (4) defines the QCL
operator, iLαα′,ββ′ .
A few features of this equation are worth noting.
The classical evolution operators iLαα′ describe adiabatic
evolution on either single (α = α′) surfaces or on the
mean of two surfaces when α 6= α′. No approximation is
made to obtain such evolution on the mean of two sur-
faces for off-diagonal elements; it follows naturally from
the representation of the QCLE in the adiabatic basis.
The coupling term Jαα′,ββ′ not only involves nonadia-
batic coupling matrix elements, dαβ(R), but also deriva-
tives with respect to the nuclear momenta. This term
accounts for part of the influence of the nonadiabatic
quantum electronic dynamics on the nuclei. This impor-
tant coupling adds complexity to the equation of motion
and its exact treatment precludes a simple description of
the nuclear evolution.
One may attempt to solve this equation by any conve-
nient method and considerable effort and schemes have
been devised with the aim of obtaining accurate yet com-
putationally tractable solutions.22–33 Since the goal of
this paper is to explore connections to fewest-switches
surface hopping (FSSH), we consider approximate solu-
tions that are based on surface-hopping trajectories. It is
useful to observe that while the QCLE conserves energy,
nothing is implied about conservation of energy in any
single trajectory that might be used in solutions to this
equation.
Surface-hopping solution of the QCLE
The basis for the surface-hopping solution was de-
scribed some time ago21 and the details of the algo-
rithms and their applications to various problems have
been discussed previously18–20. Nevertheless, it is use-
ful to present a brief account of this solution scheme
in order to contrast it with FSSH in the next section,
and to point to some of its features that are often over-
looked. In general terms the surface-hopping method
is a stochastic algorithm for the solution of the QCLE
that relies on Monte Carlo sampling of diagonal and off-
diagonal electronic states and accounts for nuclear mo-
mentum changes when transitions occur. In its usual im-
plementation only one basic approximation is made: the
momentum-jump approximation16,17,21,34. This approx-
imation, outlined below, replaces the infinitesimal nu-
clear momentum changes contained in the Jαα′,ββ′ cou-
pling term by finite momentum changes. The approxi-
mation both makes the dynamics much more tractable
3computationally and provides a link to other surface-
hopping schemes. For example, if instead of using
the momentum-jump approximation momentum deriva-
tives are approximated by finite differences, an exponen-
tially increasing branching tree of trajectories results that
quickly makes computation intractable.35 Other simula-
tion schemes cited above that are not based on surface
hopping do not make the momentum-jump approxima-
tion.
The momentum-jump approximation begins by rewrit-
ing the operators that appear in J as
dαβ ·
(
P
M
+
1
2
Eαβ
∂
∂P
)
=
P
M
·dαβ
(
1 +M∆Eαβ
∂
∂Yαβ
)
,
(7)
where Yαβ = (P · dˆαβ)2. This form shows that the
momentum changes can be expressed in terms of an R-
dependent prefactor (∆Eαβ(R)) multiplying a derivative
with respect to the square of the momentum along dˆαβ .
The momentum-jump approximation replaces the factor
in parentheses on the right side by an exponential oper-
ator with the same leading terms,(
1 +M∆Eαβ
∂
∂Yαβ
)
≈ eM∆Eαβ
∂
∂Yαβ ≡ jˆαβ . (8)
When the momentum-jump operator jˆαβ acts on any
function f(P ) it yields jˆαβf(P ) = f(P + ∆Pαβ) where
∆Pαβ = dˆαβ sgn(P · dˆαβ)
√
(P · dˆαβ)2 + ∆EαβM
−dˆαβ(P · dˆαβ). (9)
Apart from a factor of two multiplying ∆Eαβ , this ex-
pression for the momentum adjustment is identical to
that in Eq. (3) for the FSSH algorithm. This factor-
of-two difference has its origin in the transitions to off-
diagonal states (coherences) that take place in QCL dy-
namics. These results can then be used to write the
momentum-jump approximation to J :
Jαα′,ββ′(X) ≈ − P
M
· dαβ(R)jˆαβ(X)δα′β′
− P
M
· d∗α′β′(R)jˆα′β′(X)δαβ . (10)
This form will be used henceforth in the surface-hopping
solution of the QCLE.
The surface-hopping solution proceeds as follows:
Since the QCL operator commutes with itself the solution
of the QCLE can be written exactly as
ραα
′
W (X, t) =
N∏
j=1
(
e−iL∆tj
)
αj−1α′j−1,αjα
′
j
ρ
αNα
′
N
W (X, 0),
(11)
where the time interval t was divided into N segments of
lengths ∆tj = tj− tj−1 = ∆t and α0 = α and α′0 = α′. If
∆t is chosen to be sufficiently small, In each short time
segment we may write(
e−iL∆t
)
αj−1α′j−1,αjα
′
j
≈ Wαj−1α′j−1(∆t)e
−iLαj−1α′j−1∆t
×
(
δαj−1αjδα′j−1α′j + ∆tJαj−1α′j−1,αjα′j ,
)
. (12)
where the phase factor Wαβ is defined as
Wαβ(t1, t2) = e−i
∫ t2
t1
dτ ωαβ(R
αβ
τ ), (13)
and the superscript αβ on Rτ indicates that it is propa-
gated classically on the mean of the α and β surfaces.
The solution for the density matrix then follows
from substitution of these short time propagators into
Eq. (11). In principle one just has to carry out the ma-
trix multiplications and actions of the classical evolution
and jump operators to find the solution. A better and
more computationally tractable way to do this is to sam-
ple the electronic states in the matrix multiplications and
the actions of the nonadiabatic transitions by a Monte
Carlo procedure. In the simplest Monte Carlo scheme the
quantum states are uniformly sampled from the allowed
set of states and the actions of the nonadiabatic coupling
operators are sampled based on a weight function that
reflects the magnitude of the nonadiabatic coupling. A
simple choice to determine if a transition occurs is
pi =
∣∣∣ P
M
· dαβ
∣∣∣∆t/(1 + ∣∣∣ P
M
· dαβ
∣∣∣∆t), (14)
but other probability factors have been suggested36,37.
If no transition occurs, then a weight 1/(1 − pi) is in-
cluded to account for this failure. If a transition does
occur, a weight 1/pi is applied and the nuclear momenta
are adjusted by the momentum-jump operator so that
energy is conserved. Note that because of the use of the
momentum-jump approximation it may happen that nu-
clear degrees of freedom do not have sufficient energy for
this process to take place. Then the argument of the
square root in the expression for ∆Pαβ will be negative
and the expression cannot be used. In this circumstance
the transition is not allowed and the evolution continues
on the current adiabatic surface.
From this description one sees that the surface-hopping
trajectories are a consequence of the momentum-jump
approximation and the Monte Carlo sampling method
used to construct the solution. The scheme does not
make any anzatz on the nature of the stochastic trajec-
tories that underlie the dynamics nor is any special phys-
ical significance attached to the probabilities with which
the stochastic hops are carried out. Figure 1 shows an
example of some of the trajectories that contribute to the
diagonal (αα) density matrix element at phase point X
at time t.
In practice computations of populations or coherences
are carried out somewhat differently by making use of the
expression for the average value of an operator, Oˆ(X),
4FIG. 1. Stochastic trajectories that contribute to the diag-
onal density matrix ρααW (X, t). The density is computed at a
fixed phase space pointX in this Eulerian representation. The
different trajectories indicate possible sequences of transitions
that may occur. In this short set of segments a variety of den-
sity matrix elements at different phase points all contribute to
the αα density at phase point X at time t. The solid lines de-
note propagation on single adiabatic surfaces while the dashed
lines signify propagation on the mean of two adiabatic sur-
faces; a phase factor is attached to these segments. The ver-
tical dotted lines indicate nonadiabatic surface-hopping tran-
sitions accompanied by momentum shifts. In the stochastic
algorithm described in the text each trajectory also carries a
Monte Carlo weight.
given in the adiabatic basis by
O(t) =
∑
αα′
∫
dX Oαα′(X)ρα′αW (X, t)
=
∑
αα′
∫
dX Oαα′(X, t)ρα′αW (X, 0). (15)
The second line of this equation expresses the expectation
value in a computationally more convenient form that in-
volves sampling over the initial density matrix. The time
evolution of the operator also satisfies a QCLE but with
forward time propagation.21 For example, to compute the
population in state ν, ρνs (t), select Oναα′(X) = δανδα′ν so
that
ρνs (t) =
∫
dX ρννW (X, t) =
∑
αα′
∫
dX δανδα′νρ
α′α
W (X, t)
=
∑
αα′
∫
dX ραα
′
W (X, 0)
(
eiLt
)
α′α,νν
. (16)
From this expression one can see that the time evolved
operator will contain all of the reweighting factors needed
to obtain the correct population from the average over
the ensemble of stochastic trajectories. The population
is not obtained by simply determining the fraction of
trajectories in state ν at time t. Instead, each trajectory
carries a set of weights that give the correct weighting
of that trajectory to its contribution in the ensemble. In
this way all the correlations in the ensemble are taken
into account. This feature is both its most important
attribute and the source of its primary difficulty: Monte
Carlo weights can accumulate over long trajectories lead-
ing to instabilities requiring increasing numbers of tra-
jectories to obtain converged results. The difficulties can
partially eliminated by filtering, and filtering methods
have been suggested and used in calculations.20,36,38 The
method has been shown to give accurate solutions, al-
though the number of trajectories required to obtain the
results is considerably larger than for FSSH.
III. APPROXIMATIONS TO YIELD
FEWEST-SWITCHES SURFACE HOPPING
Fewest-switches surface hopping assumes that be-
tween nonadiabatic hops the nuclear degrees of freedom
evolve classically on single adiabatic surfaces governed
by Hellmann-Feynman forces. Consequently, it is conve-
nient to view QCL dynamics in a Lagrangian frame of
reference that moves with the nuclear phase space flow
along a single adiabatic surface. Letting ν be the label of
the chosen adiabatic surface, the evolution of the nuclear
phase space coordinates is given by Xνt = exp(iLνt)X,
and they satisfy the usual equations of motion,
R˙νt =
P νt
M
, P˙ νt = −
∂
∂Rνt
Eν(R
ν
t ). (17)
Since we can write ραα
′
W (X
ν
t , t) = exp(iLνt)ρ
αα′
W (X, t),
the QCLE in this frame of reference takes the form
d
dt
ραα
′
W (X
ν
t , t) = −iL(ν)αα′,ββ′(Xνt )ρββ
′
W (X
ν
t , t), (18)
where the material derivative specifies the rate of change
in this frame and the evolution operator is given by
iL(ν)αα′,ββ′(X) = iωαα′(R)δαβδα′β′
+
1
2
(∆Fαν(R) + ∆Fα′ν(R)) · ∂
∂P
δαβδα′β′
−Jαα′,ββ′(X). (19)
In order to appreciate the content of Eq. (18) it is
convenient to define formally “decoherence” factors as
γ
(ν)
αα′(X) =
1
2
(∆Fαν(R)+∆Fα′ν(R))· 1
ραα
′
W (X)
∂ραα
′
W (X)
∂P
.
(20)
Using this definition the equation of motion takes the
form,
d
dt
ραα
′
W (X
ν
t , t) =
(
− iωαα′(Rνt )− γ(ν)αα′(Xνt )
)
ραα
′
W (X
ν
t , t)
+Jαα′,ββ′(Xνt )ρββ
′
W (X
ν
t , t). (21)
The appearance of the decoherence factor in this equation
is a consequence of viewing the dynamics on single adi-
abatic surfaces. It appears in both the equations for the
off-diagonal (α 6= α′ ) and diagonal (α = α′ with α 6= ν)
5density matrix elements. Note also that if α′ 6= α = ν
the decoherence factor takes the simpler form,
γ
(ν)
να′(X) =
1
2
∆Fα′ν(R) · 1
ρνα
′
W (X)
∂ρνα
′
W (X)
∂P
. (22)
This decoherence factor appeared earlier in a study of
surface hopping in the context of the QCLE by Subot-
nik, Ouyang and Landry13. While formally exact it is
not easily computed but its approximate evaluation has
been discussed in this paper. It can form the basis for ap-
proximate methods for incorporating decoherence effects
in simple surface-hopping schemes.
Writing these equations more explicitly, the equation
of motion for the diagonal element of the density matrix
for state ν is,
d
dt
ρννW (X
ν
t , t) = −2<
(
P νt
M
· dνα′(Rνt )jˆνα′ρ∗να
′
W (X
ν
t , t)
)
,
(23)
while the equation for the off-diagonal elements is
d
dt
ρνα
′
W (X
ν
t , t) =
(
− iωνα′(Rνt )− γ(ν)να′(Xνt )
)
ρνα
′
W (X
ν
t , t)
−P
ν
t
M
· dνβ(Rνt )jˆνβρβα
′
W (X
ν
t , t)
−P
ν
t
M
· dα′β(Rνt )jˆα′βρνβW (Xνt , t). (24)
These equations are equivalent to the original QCLE
(with the momentum-jump approximation), but simply
viewed in a different frame. The decoherence term has
the form of a classical operator that acts on the nu-
clear momenta and depends on the difference between
two Hellmann-Feynman forces corresponding to two dif-
ferent adiabatic surfaces. As discussed earlier, coherence
is created in the QCLE by transition events that take
the system to off-diagonal density matrix elements, and
coherence is destroyed when the system returns to a di-
agonal population state. The decoherence factors that
appear in the above equations are another representation
of these processes.
Approximations to these equations
In FSSH the classical dynamics follows stochastic tra-
jectories comprising evolution on single adiabatic sur-
faces interrupted by transitions to other adiabatic sur-
faces. These transitions are accompanied by momentum
adjustments to conserve energy. There are no transitions
to off-diagonal density matrix elements. Consequently,
to make connection to FSSH, nonadiabatic transitions
must be restricted to those events that connect diagonal
density matrix elements.
We are now in a position to make approximations to
the evolution equations (23) and (24) that will bring us
close to the equations that underlie FSSH. In particular,
two approximations connected with decoherence and mo-
mentum adjustments need to be made concurrently, and
a third approximation concerns the probabilities with
which nonadiabatic transitions occur.
(1) Since decoherence is not taken into account in
FSSH, we drop the decoherence factors, γ
(ν)
αα′ in Eq. (24)
to get, for all α and α′,
d
dt
ραα
′
W (X
ν
t , t) = −iωαα′(Rνt )ραα
′
W (X
ν
t , t)
+Jαα′,ββ′(Xνt )ρββ
′
W (X
ν
t , t), (25)
where J is evaluated in the momentum-jump ap-
proximation. We can write this equation more com-
pactly by defining Nναα′,ββ′(t) = −iωαα′(Rνt )δαβδα′β′ +
Jαα′,ββ′(Xνt ):
d
dt
ραα
′
W (X
ν
t , t) = N
ν
αα′,ββ′(t)ρ
ββ′
W (X
ν
t , t). (26)
Now, between nonadiabatic transition events, the evo-
lution of the nuclear degrees of freedom is governed by
motion on the currently active single adiabatic surface
(the adiabatic state on which propagation is currently
taking place – denoted by ν here).
(2) In FSSH transitions occur between the active pop-
ulation state and other adiabatic population states. No
hops to off-diagonal states, along with their associated
momentum jumps, take place. In the context of the
QCLE, this means that all momentum-jump operators
should be associated solely with transitions involving
population states. Jump operators should not be allowed
to act when coherences or inactive population states are
being propagated.
To see how to implement and appreciate the nature of
this approximation it is convenient to rewrite Eq. (26)
as a generalized master equation for the diagonal den-
sity matrix elements since this makes the coupling be-
tween population states evident. Adopting the proce-
dure used to derive a generalized master equation from
the QCLE39, we denote the diagonal and off-diagonal
density matrix elements by ρd(X
ν
t , t) and ρo(X
ν
t , t), re-
spectively, and block Nν into diagonal, off-diagonal, and
coupling components, Nνd, Nνo, Nνdo and Nνod, respec-
tively. Then, formally solving for the off-diagonal den-
sity matrix elements and substituting the result into the
equation for the diagonal element of the active surface
yields40,
d
dt
ρννW (X
ν
t , t) =
∫ t
0
dt′Mννβ(t, t′)ρββW (Xνt′ , t′), (27)
where
Mννβ(t, t′) = J doν,µ1µ′1(X
ν
t )Uνoµ1µ′1,µ2µ′2(t, t
′)J odµ2µ′2,β(X
ν
t′),
(28)
and the simpler notation Jνν,µµ′ = J doν,µµ′ , etc. was used.
The propagator for off-diagonal elements is Uνo(t, t′) and
it takes the form of a time-ordered exponential whose
6power series is
Uνoµ1µ′1,µ2µ′2(t, t
′) = δµ1µ2δµ′1µ′2 +
∫ t
t′
dt1 N
ν
µ1µ′1,µ2µ
′
2
(t1) (29)
+
∫ t
t′
dt1 N
ν
µ1µ′1,µ3µ
′
3
(t1)
∫ t1
t′
dt2 N
ν
µ3µ′3,µ2µ
′
2
(t2) + · · ·
From the definition of Nν one can see that Uνo(t, t′)
contains the adiabatic frequencies, nonadiabatic coupling
matrix elements and jump operators.41
Considering the structure of Eq. (28), we see that mo-
mentum jump operators at different times appear in the
left-most and right-most J operators, as well as in the
off-diagonal propagator. They act on all quantities to
their right. Since transitions are only allowed between
population states in FSSH we make the approximation
that all momentum jump operators are moved through
the intervening functions and operators in Mν and are
taken to act only on the diagonal density matrix elements
ρββW (X
ν
t′ , t
′) at time t′ in Eq. (27). This process will lead
to a product of momentum jump operators acting on the
populations and this product of operators must be con-
catenated to obtain the net momentum change.
We compute a few representative terms to show the re-
sult of such a concatenation process. Consider the iden-
tity operator in the first term in Eq. (29). The resulting
contribution to the memory kernel is
Mν(1)νβ (t, t′) = (30)
2<
{
P νt
M
· dνµ1(Rνt )
P νt′
M
· dµ1ν(Rνt′)
}
δνβ jˆνµ1 jˆµ1ν
+2<
{
P νt
M
· dνβ(Rνt )
P νt′
M
· d∗νβ(Rνt′)
}
jˆνβ jˆνβ .
The action of two consecutive QCL momentum shifts on
some function f(P ) can be computed as follows:
jˆνβ(P )jˆνβ(P )f(P ) = jˆνβ(P + ∆Pνβ(P ))f(P + ∆Pνβ(P ))
= f(P + ∆Pνβ(P ) + ∆Pνβ(P + ∆Pνβ(P ))). (31)
After some algebra one may show that
∆Pνβ(P + ∆Pνβ(P )) = −(P + ∆Pνβ(P )) · dˆνβ dˆνβ
+dˆνβ sgn(P · dˆνβ)
√
(P · dˆνβ)2 + 2∆EνβM. (32)
Thus, using this result we find that
∆Pνβ(P ) + ∆Pνβ(P + ∆Pνβ(P )) = ∆P
FS
νβ (P ), (33)
and we can write,
jˆνβ(P )jˆνβ(P )f(P ) = jˆ
FS
νβ (P )f(P ) = f(P + ∆P
FS
νβ (P )).
(34)
We have used the fewest-switches (FS) superscript on this
jump operator to indicate that it produces the same mo-
mentum shift as that in FSSH given in Eq. (3). Following
the same procedure we find that
jˆνµ1(P )jˆµ1ν(P )f(P ) = jˆ
FS
νν (P )f(P ) = f(P ), (35)
and there is no momentum jump. An analogous proce-
dure can be used to evaluate the higher order terms. For
example, use of the second term in Eq. (29) in the mem-
ory kernel will yield contributions with products of three
momentum jump operators. Typical contributions may
be evaluated to give
jˆνµ1(P )jˆµ1µ2(P )jˆµ2ν(P )f(P ) = jˆ
FS
νν (P )f(P ),
jˆνβ(P )jˆνµ1(P )jˆµ1β(P )f(P ) = jˆ
FS
νβ (P )f(P ). (36)
Using these results the generalized master equation be-
comes
d
dt
ρννW (X
ν
t , t) =
∫ t
0
dt′ M¯ννβ(t, t′)jˆFSνβ (Xνt′)ρββW (Xνt′ , t′),
(37)
where the bar on M¯ν is used to denote the fact that it
no longer contains momentum jump operators. Having
made these approximations we can return to the set of
coupled equation that are equivalent to the generalized
master equations,
d
dt
ρννW (X
ν
t , t) = −2<
(
P νt
M
· dνα′(Rνt )ρ∗να
′
W (X
ν
t , t)
)
,
(38)
and
d
dt
ρνα
′
W (X
ν
t , t) = −iωνα′(Rνt )ρνα
′
o (X
ν
t , t) (39)
−
∑
β,(β 6=ν,α′)
(
P
M
· dνβρβα
′
W (X
ν
t , t) +
P
M
· d∗α′βρνβW (Xνt , t)
)
− P
M
· dνα′ jˆFSνα′(Xνt )ρα
′α′
W (X
ν
t , t)−
P
M
· d∗α′νρννW (Xνt , t).
In writing Eq. (39), in the last line we have explicitly
displayed the terms that couple the off-diagonal density
matrix elements to diagonal elements to show where the
fewest-switches momentum jump factors, jˆFSνα′(X
ν
t ), ap-
pear. With the exception of the momentum-jump op-
erator in this equation, the pair of equations (Eqs. (38)
and (39)) is identical to those that appear in FSSH (cf.
Eqs. (1) and (2)). The trajectories that underlie these
equations are indicated schematically in Fig. 2.
(3) To finish the story we must specify how these equa-
tions are to be solved by a stochastic algorithm. While
the starting QCL equation treats all density matrix el-
ements on a equal footing, the first two approximations
leading to Eqs. (38) and (39) served to give state ν a
privileged status. This is the active surface on which the
nuclear coordinates currently evolve. In addition to ne-
glecting the decoherence terms, the approximations that
specify the manner in which the momentum-jump oper-
ators act were made with the aim of considering transi-
tions only between population states, so the stochastic
algorithm should incorporate this feature. If the sys-
tem is currently in state ν, in the course of evolution on
the ν surface the population can change at a rate given
by Eq. (38). Since other states are not currently active
it seems appropriate to suppose that population changes
7FIG. 2. Fewest-switches-like stochastic trajectories corre-
sponding to Eqs. (38) and (39). The trajectory starts on the
active ν surface (solid heavy line) . In the course of the evolu-
tion, as a result of nonadiabatic coupling contributions from
other electronic density matrix elements arise (light doted
lines) although no nonadiabatic transitions have taken place
and the system continues to evolve on the ν active surface.
Later in the trajectory a nonadiabatic transition to the β
population state occurs as indicated by the heavy downward
arrow. Subsequently the β state becomes the active surface
and it is indicated by a solid heavy line. The trajectories are
sketched assuming that the system is updated at times ∆t
but this time interval may be taken to be infinitesimal.
involving this state arise solely from transitions out of the
state. Transitions into state ν from other states would
not be treated accurately since the nuclear evolution of
those states is controlled by the active ν surface. In this
context it seems reasonable to complete the final link to
FSSH by choosing the transition rate in time interval dt
to be given by
pν→β =
2<( PM · dνβρ∗νβW )dt
ρννW
Θ
(
2<
(
P
M
· dνβρ∗νβW
))
.
(40)
where Θ(x) is a Heaviside function. While reasonable,
there are aspects of this expression worth noting. The
net rate in Eq. (38) can take either sign and the Heaviside
function in Eq. (40) restricts pν→β to be positive. In con-
trast to the surface-hopping solution of the QCLE where
reweighting factors enter the algorithm and the coupling
terms can have either sign, this fewest-switches choice of
transition rate is reasonable on physical grounds, given
the form of the approximate equations of motion, and no
reweighting of trajectories accompanies the nonadiabatic
transitions. From these considerations, it is not obvi-
ous that modifications of the fewest-switches transition
probability will improve the FSSH algorithm.
IV. DISCUSSION
This is not the first time that connections between the
QCLE and FSSH have been considered. As mentioned in
the text, Subotnik, Ouyang and Landry13, in an investi-
gation with similar aims, constructed a nuclear-electronic
density matrix starting with FSSH. In the course of the
derivation a number of approximations and conditions
had to be satisfied in order to obtain an evolution equa-
tion that was similar to but not exactly the same as the
QCLE. Their derivation led to several ingredients that
both justified some of the assumptions in FSSH and re-
vealed some of its deficiencies. One of these major defi-
ciencies was the lack a proper account of decoherence in
the theory. The main decoherence factors they needed
to append to the equations of motion are the same as
those that enter in the treatment in this paper. In addi-
tion they showed how these decoherence factors could be
approximated to yield tractable forms and how they are
related to earlier suggestions for the treatment of deco-
herence.
The problem was approached from the opposite per-
spective in this study: the starting point was the QCLE
and its solution by a surface-hopping algorithm. The
QCLE was then transformed to a Lagrangian frame that
moved with the dynamics on a specific adiabatic surface,
and in this frame one could see what parts of the evo-
lution operator needed to be modified to obtain FSSH.
The resulting analysis does not constitute a derivation
of FSSH since the result is obtained by discarding and
approximating portions of the QCL operator, but it does
provide considerable insight into the features that distin-
guish the quantum-classical Liouville and fewest-switches
surface-hopping algorithms.
Several observations can be gleaned from the analysis
presented in this paper. It is well known that the lack
of a proper treatment of decoherence is one of the ma-
jor shortcomings of FSSH and, as described in the text,
various suggestion for how to incorporate decoherence in
the surface-hopping framework have been proposed. De-
coherence is taken into account in QCL dynamics and
we have seen that the decoherence factor takes a sug-
gestive form when this dynamics is viewed in a frame
of reference that moves with the dynamics on a single
active ν adiabatic surface. In the QCL dynamics the de-
coherence effects arise from transitions to and from the
coherent evolution segments where the nuclear propaga-
tion occurs on the mean of two adiabatic surfaces and
carries a phase. While the construction of decoherence
factors in surface-hopping schemes often involves approx-
imations whose validity is not fully determined, it is, in
fact, very easy to simulate the evolution on the mean
of two surfaces that describe the coherent (off-diagonal)
evolution segments of the dynamics. So, to account for
decoherence in surface hopping, rather than forcing the
dynamics to evolve on single adiabatic surfaces, it is likely
to be better to allow the system to jump to and propagate
on both population and off-diagonal states.
As discussed earlier, this is the case for the QCL
surface-hopping scheme where the evolution segments
involve both diagonal and off-diagonal dynamics with
transitions between them. This is also the case for
a recently-proposed surface-hopping scheme in Liouville
space42. That scheme incorporates transitions from di-
agonal to off-diagonal coherent evolution segments as in
8the surface-hopping solution of the QCLE, but the transi-
tion rates are approximated by forms analogous to those
in FSSH. No reweighting is carried out and a prescrip-
tion is given to obtain populations from the ensemble of
trajectories.
Surface-hopping methods have considerable appeal
when considering nonadiabatic dynamics since they pro-
vide a conceptually appealing way to view the dynamics.
However, when one attempts to probe more deeply into
their basis, the usual complexity of quantum mechanics,
or even mixed quantum-classical mechanics, comes into
play. The trajectories that comprise the ensemble that
is used to compute observables are not independent and
schemes must be devised to account for the correlations.
This feature is manifest in the weights that the trajecto-
ries carry in the surface-hopping solution of the QCLE,
as well as in other representation of this equation29, and
in a recent coherent state hopping method for nonadia-
batic dynamics43. Other research in this area has as its
goal placing surface hopping on a more rigorous math-
ematical foundation.44,45 It seems that surface-hopping
methods will continue to occupy our attention for some
time.
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