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This progress report from the Biomedical Computer Laboratory (BCL) I 
summarizes activities during the period from July 1, 1985 through June 30, 
1986. The Biomedical Computer Laboratory collaborates with research 
investigators throughout the Washington University School of Medicine and Iits affiliated hospitals in the application of advanced computer techniques 
to problems in biology and medicine. This often requires work in areas 
stretching from basic biomedical sciences through mathematical models to 
equipment design. Our orientation is interdisciplinary with the I 
recognition that effective communication for workers with differing 
backgrounds comes only through extended collaboration and mutual respect. IThe vigorous development and evolution of specialized hardware and 
software systems for use in the solution of research and clinical problems 
has continued to be the central focus of BCL activities. Several systems 
now in clinical use have seen a progression from exploratory pilot studies, I 
to major developmental project, to local clinical trial, to clinical trials 
in mUltiple locations, to public availability through commercial 
manufacture. Perseverance in this sometimes tedious chain of development 
has found reward in the effective fielding of specialized computer systems I 
to the medical community. 
One class of computer applications requires strong coupling of the 'I 
computer to its environment for digital signal processing. These 
applications typically involve the use of commercially available 
minicomputers and microprocessors in conjunction with specialized hardware 
designed and built locally. We have pursued many such applications by I 
bringing signals from hospital wards and research laboratories to BCL by 
means of either analog or digital tape recordings or telephone lines and, 
more frequently, by taking the computers to the investigator's laboratory Ior the patient's bedside. More recently, an emphasis at BCL has been on 
the development of a flexible digital communication capability for linking 
data sources and information destinations with research-oriented 
computational resources at BCL as well as at collaborators' sites. I 
Of particular importance to current and future BCL projects is the 
development, in a closely related sister lab (Computer Systems Laboratory, 
or CSL) , of a capability for the design and fabrication of custom very­ I 
large-scale integrated (VLSI) circuits. The realization of such circuits 
through collaboration with CSL is already opening up new opportunities for 
solving problems intractable with conventional computing devices. The CSL I 
has as its goal the development of innovative approaches to computing that 
will have important implications for medicine and biology in the future. 
For those classes of applications dominated by information I 
processing requirements, provisions have matured from telephone lines 
linking our minicomputers to the large IBM Systems at the Washington 
University Computing Facilities, through development and support of a I
minicomputer based MUMPS system, to the establishment of independent groups 
such as the Medical Computing Facility and the Medical Computing Service 
Group which serve the local medical complex. Diverse needs continue to be 
met by these various options as well as by an increasing number of I 






I Still another class of applications requires extensive use of large­
scale computational services. Many investigators are assisted in their 
research through the use of generalized numerical, non-numerical, and 
statistical routines. Such work is sometimes carried out by staff members 
of BCL, but primarily by members of the Division of Biostatistics under the 
direction of Dr. Dabeeru C. Rao, and the University Computing Facilities 
I whose director is Robert J. Benson. 
I 
Over the years, the BCL has enjoyed collaborations with most 
departmental divisions within the medical school but has also found support 
and enrichment through close ties with other facilities throughout the 
I 
University. These arrangements are of benefit both to the BCL and to 
graduate students who find projects and employment among the activities in 
the laboratory. The Department of Computer Science is under the direction 
of Dr. Jerome R. Cox, Jr., past Director of the BCL. Strong ties with the 
Department of Electrical Engineering are sustained through the Engineering 
School's Biomedical Engineering Program and common interests in digitalI signal processing techniques. The Department of Electrical Engineering has been chaired by Dr. Donald L. Snyder, past Associate Director of BCL. 
I Two years ago, Washington University established an interschool Institute for Biomedical Computing. The new Institute encompasses the 
I 
I 
Biomedical Computer Laboratory and the Computer Systems Laboratory in an 
organizational setting designed to recognize and foster the joint interests 
in biomedical computing of the School of Medicine and the School of 
Engineering and Applied Science. The purpose of the reorganization is to 
recognize that the development and application of advanced computing and 
engineering technology to problems in biomedical science are essential 
components of the research and teaching activities of Washington 
I 
University. Accordingly, attention has been given to the development of a 
stable organizational structure that willI) provide a means by which the 
primary academic affiliations of its faculty can be in an organizational 
setting with an adequately broad commitment to research and teaching in 
biomedical computing; 2) establish a formal administrative connection to 
the School of Engineering and Applied Science that will facilitate theI involvement of its students and faculty in research and instructional 
I 
activities in biomedical computing; 3) establish mechanisms for 
adminstration, funding, and review of appointments, promotion, and tenure 
for the academic staff of this activity; 4) foster organizational and 
procedural coherence between the Biomedical Computer Laboratory and the 
Computer Systems Laboratory by placing them within a common administrative 
structure; 5) create a focal point for interdisciplinary teaching andI student research, both in the School of Medicine and the School of 
I 
Engineering and Applied Science, in areas that do not fit comfortably into 
existing departments; and 6) encourage a scholarly environment for the 
activities of the two computer laboratories that will promote and encourage 
teaching, research, and publication as vehicles for personal development 
and academic contribution. 
I In addition to current BCL and CSL space on the Medical School campus, space for part of the activities of the Institute has been provided 
on the Engineering School campus by completion of a fifth-floor addition to 





in December of 1983. This new space (about 6000 square feet), 
Edward L. Bowles Laboratory, is immediately adjacent to the 





The Institute for Biomedical Computing (IBC) has replaced the former 
Washington University Computer Laboratories (WUCL) which was a less formal 
federation of BCL and CSL plus working groups within the Departments of 
Computer Science and Electrical Engineering. Dr. Charles E. Molnar, I 
Director of the Computer Systems Laboratory, and Dr. Lewis J. Thomas, Jr., 
Director of the Biomedical Computer Laboratory, are respectively Director 
and Associate Director of the Institute. Both BCL and CSL continue to 
retain their identities and internal organizations. Accordingly, this I 
Progress Report addresses activities centered primarily within BCL. 
Planning and policy development of the Institute are overseen by a I
Governing Board, the membership of which is drawn from both Schools. The 
present composition of the Governing Board is: IJ. R. Cox, Jr., Chairman, Department of Computer Science 
N.	 Daw, Professor, Department of Cell Biology and Physiology and 
Department of Ophthalmology 
R. G. Evens, Head, Department of Radiology IM. K. King, Dean, School of Medicine 
D. M. Kipnis, Chairman, Department of Internal Medicine 
E. L. MacCordy, Associate Vice-Chancellor for Research 
J. M. McKelvey, Dean, School of Engineering and Applied Science I 
C. E. Molnar, Director, Computer Systems Laboratory 
P. Needleman, Head, Department of Pharmacology 
D. L. Snyder, Chairman, Department of Electrical Engineering IL. J. Thomas, Jr., Director, Biomedical Computer Laboratory 
To aid in long-range planning of the health-related activities of 
the Institute, a National Advisory Panel is convened periodically. I 
Particular attention is given to the confluence of important needs in 
biology and medicine with the technical advances capable of meeting these 
needs. Successful development may suggest implementation on a larger, 
perhaps national scale. The present compos~tion of the National Advisory I 
Panel is: 
Peter H. Abbrecht, M.D., Ph.D., Professor of Physiology and Medicine, IUniformed Services University of the Health Sciences, Bethesda, Maryland 
Howard L. Bleich, M.D., Associate Professor, Beth Israel Hospital, 
Harvard Medical School I 
Wesley A. Clark, A.B., Consultant, Sutherland & Sproull Associates, 
New York, New York, I 
James N. Gray, Ph.D., Tandem Computer Company, Cupertino, California 
Frank E. Heart, M.S.E.E., Vice President and Director, Computer Systems I 
Division, Bolt, Beranek & Newman, Cambridge, Massachusetts 
David M. Kipnis, Professor and Chairman, Department of Internal Medicine, IWashington University 
Brian W. Matthews, Ph.D., Professor, Institute of Molecular Biology, 







I John M. Smith, Director, Sponsored Research Division, Computer Corporation 
of America, Cambridge, MassachusettsII Eugene A. Stead, Jr., M.D., Florence McAlister Professor of Medicine, 
Department of Medicine, Duke University



















II. SOURCES OF SUPPORT 
During the period covered by this report the primary source of I 
support for the Biomedical Computer Laboratory was from two grants from the 
National Institutes of Health, Division of Research Resources. IRR 01380 A Resource for Biomedical Computing.
 
RR 01362 Tissue Characterization via Ultrasonic Imaging.
 
NHLBI contract NOl HV 72941 continues to fund a Holter Monitoring
 I 
Core Laboratory to support a Multiceuter Investigation of Limitation of 
Infarct Size. ICollaboration with other investigators often involved work already 
supported by other grants and contracts. 
Public Health Services. I 
CA 41574 Accurate Photon Dose Calculations by Radiotherapy, 
CM 47696 Evaluation of High Energy Photon External Beam ITreatment Planning, 
GM 28232 Physical Mapping of Yeast Chromosomal DNA, 
HL 13851 Cyclotron Produced Isotopes in Biology and Medicine, I 
HL 17646 Study of Ischemic Heart Disease,
 
HL 25944 Time-of-Flight Positron Tomography for Cardiac Imaging,
 I 
HL 28995 Adrenergic Factors and Arrhythmogenic Metabolites, 




NS 06833	 An Interdisciplinary Stroke Program, I
RR 01379	 Research in VLSI Systems for Biomedical Applications. 
National Science Foundation Grant. I 
ECS-82-l5l8l Study of Time-of-Flight Tomography. IResearch support was also received from the following industrial 
collaborators. 
Biosensor Corporation, Brooklyn Center, MN, IDigital Equipment Corporation, Maynard, MA,
 
International Business Machines Corporation, St. Louis, MO,
 


































I II . PERSONNEL 
EMPLOYEES 
Personnel employed by the Biomedical Computer Laboratory during the 
period covered by this report were: 
Director 
Lewis J. Thomas, Jr., M.D., and Associate Director of Institute for 
Biomedical Computing, and Associate Professor of Biomedical 
Computing, Anesthesiology, Cell Biology and Physiology, Biomedical 
Engineering, and Electrical Engineering 
Associate Director 
G.	 James Blaine III, D.Sc., and Associate Professor of Biomedical 
Computing in the Institute for Biomedical Computing, and Affiliate 
Associate Professor of Electrical Engineering and Computer Science 
Senior Research Associates 
Jerome R. Cox, Jr., Sc.D., and Professor of Biomedical Computing in 
the Institute for Biomedical Computing, and Chairman and Professor 
of Computer Science, and Professor of Electrical Engineering 
Harold W. Shipton, C.Eng., and Professor of Biomedical Engineering 
in the Institute for Biomedical Computing, and Chairman and 
Professor of Biomedical Engineering 
Donald L. Snyder, Ph.D., and Professor of Biomedical Computing in 
the Institute for Biomedical Computing, and Chairman and Professor 
of Electrical Engineering 
Business Manager 
Virginia M. Bixon, B.S. 
Research Associates 
R.	 Martin Arthur, Ph.D., and Professor of Biomedical Computing in 
the Institute for Biomedical Computing, and Professor of 
Electrical Engineering 
Kenneth W. Clark, M.S.
 
Daniel R. Fuhrmann, Ph.D., and Assistant Professor of Electrical
 
Engineering 
Kenneth B. Larson, Ph.D. 
James G. Miller, Ph.D., and Professor of Physics, and Associate 
Director for Biomedical Physics, Laboratory for Ultrasonics, and 
Research Associate Professor of Medicine 
Michael I. Miller, Ph.D., and Assistant Professor of Biomedical 
Computing in the Institute for Biomedical Computing, and Assistant 
Professor of Electrical Engineering 
Frederick U: Rosenberger, D.Sc., Associate Professor of Biomedical 
Computing in the Institute for Biomedical Computing, and Associate 
Professor of Electrical Engineering 
Arthur W. Toga, Ph.D., Research Assistant Professor of Neurology 






David E. Beecher, M.S., and Lecturer in Computer Science
 
Michael A. Brown, M.S.
 I 
William P. Hellberg, B.S.
 
Russell E. Hermes, M.S.
 
Patrick H. Johnston, Ph.D.
 
Joanne Markham, M.S., and Research Assistant Professor in Medicine
 I 
Stephen M. Moore, M.S.
 
Jack G. Mottley, Ph.D.
 
Kenneth B. Schechtman, Ph.D., and Instructor in Biostatistics in
 IPreventive Medicine, and Research Instructor in Medicine
 
Tom O. Videen, Ph.D.
 IGraduate Research Assistants 
Steven R. Broadstone, M.S.
 
Mark R. Holland, M.A.
 INeophytos Karamanos, B.S.
 




Stephen K. Liu, B.S.
 I 





 IKurt R. Smith, M.S. 
Engineering Assistant I 
Stanley R. Phillips, A.A.S. 
Electronic Technician I 








The following members from other departments and divisions have
 
joint appointments with the Biomedical Computer Laboratory to facilitate
 I
collaboration and enhance interdisciplinary research: 
H.	 Dieter Ambos, Research Assistant Professor of Medicine 
(Cardiology) I 
A.	 Maynard Engebretson, D.Sc., Associate Professor of Electrical 
Engineering in the Department of Speech and Hearing, and the 








David G. Politte, M.S., Research Assistant in Radiology 
I 
-11­ I 
John W. Wong, Ph.D., Assistant Professor of Radiation Physics 
in Radiology 
In addition, the following people worked at the laboratory for 
brief periods: 





Yau-Man Kwan, M.S. 









During the period covered by this report the following investigators 
from other laboratories, departments, or institutions, collaborated with 
BCL staff members on problems of joint interest. 
D. R. Abendschein, Ph.D., Medicine 
H. D. Ambos, Medicine 
T. R. Baird, Medicine 
D. G. Ballinger, B.S., Radiology 
S. R. Bergmann, M.D., Ph.D., Medicine 
J. J. Bi11ade110, M.D., Medicine 
W. R. Binns, Ph.D., Physics 
M. A. Brown, M.D., Medicine 
P. B. Corr, Ph.D., Medicine and Pharmacology 
A. G. Davis, M.D., Medicine 
S. R. Devries, M.D., Medicine 
R. D. Edelman, B.S., Computer Systems Laboratory 
J. O. Eich1ing, Ph.D., Radiology 
B. N. Emami, M.D., Radiology 
J. W. Epstein, Physics 
R. G. Evens, M.D., Radiology 
D. C. Ficke, B.S., Radiology 
P. T. Fox, M.D., Neurology and Radiology 
M. H. Gado, M.D. Radiology 
R. A. Gardner, Ph.D., Mechanical Engineering 
S. K. Ge, Radiology 
E. M. Ge1tman, M.D., Medicine 
R. L. Grubb, Jr., M.D., Neurological Surgery 
W. B. Harms, B.S., Radiology 
W. M. Hart, Jr., M.D., Ph.D., Ophthalmology 
P. Herscovitch, M.D., Neurology and Radiology 
G. R. Hoffman, B.A., Radiology 
J. Howe, Pathology 
S. Igie1nik, Ph.D., Medical Computing Facilities 
M. H. Israel, Ph.D., Physics 
A. S. Jaffe, M.D., Medicine 
G. C. Johns, B.S., Computer Systems Laboratory 
R. G. Jost, M.D., Radiology 
M. R. Kilbourne, Ph.D., Radiology 
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J. Klarmann, Ph.D., Physics 
H. A. Klotz, M.S., Electrical Engineering 
K. E. Krippner, B.S., Radiology 
E. T. Macke, M.S., Computer Systems Laboratory 
J. W. Matthews, D.Sc., Computer Systems Laboratory 
T. R. Miller, Radiology 
M. A. Mintun, M.D., Radiology 
C. E. Molnar, Sc.D., Computer Systems Laboratory 
S. P. Monthofer, Radiology 
D. W. Myears, M.D., Medicine 
M. V. Olson, Ph.D., Genetics 
R. E. Olson, Computer Systems Laboratory 
C. A. Perez, M.D., Radiology 
J. E. Perez, M.D., Medicine 
J. S. Perlmutter, M.D., Neurology 
S. M. Pogwizd, M.D., Medicine 
D. G. Politte, M.S., Radiology 
W. J. Powers, M.D., Neurology and Radiology 
J. A. Purdy, Ph.D., Radiology 
M. E. Raichle, M.D., Neurology and Radiology 
B. H. Raup, Physics 
T. L. Rosamond, M.D., Medicine 
A. P. Rueter, B.S., Radiology 
J. E. Saffitz, M.D., Pathology and Medicine 
B. A. Siegel, M.D., Radiology 
E. D. Slessinger, M.S., Radiology 
B. E. Sobel, M.D., Medicine 
A. W. Strauss, M.D., Biochemistry and Pediatrics 
S. P. Sutera, Ph.D., Mechanical Engineering 
M. M. Ter-Pogossian, Ph.D., Radiology 
R. G. Tilton, Ph.D., Pathology 
M. W. Vannier, M.D., Radiology 
T. O. Videen, Ph.D., Neurology 
M. J. Welch, Ph.D., Radiology 
J. R. Williamson, M.D., Pathology 
J. W. Wong, Ph.D., Radiology 
K. A. Yamada, Ph.D., Medicine 
C. Y. Yu, M.S., Radiology 
J. B. Zimmerman, D.Sc., Radiology and Computer Science 
Biosensor Corporation, Brooklyn Center, Minnesota 
C. N. Mead, M.D. 
Jewish Hospital. St. Louis, Missouri 
R. Ruffy, M.D. 
Medical College of Ohio, Toledo. Ohio 
S. M. Hancock, M.S. 
St. Louis Medical Center. St. Louis, Missouri 
T. Roy, M.D. 
-13­ I 
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I As in the past, collaborative effort with commercial firms continues. This year a project of joint interest involved the Mead Johnson 



















IV. PHYSICAL RESOURCES I 
The Biomedical Computer Laboratory (BCL) was formed on April 15, I1964 and the original staff moved into 3,800 square feet (net) of 
laboratory space at 700 South Euclid Avenue in St. Louis. While remaining 
at this location, adjacent to the Washington University School of 
Medicine's main building complex, the floor space has been increased to the I 
present 12,000 square feet (net). As a result of the establishment of an 
interschoo1 Institute for Biomedical Computing at Washington University, 
space for part of the activities of the Institute (which encompasses both 
the BCL and the Computer Systems Laboratory (CSL) has been created on the I 
Engineering School campus by completion of a fifth-floor addition to Lopata 
Hall. This new space (about 6000 square feet), called the Edward L. Bowles 
Laboratory, is immediately adjacent to the Departments of Computer Science I 
and Electrical Engineering. It became available in December, 1983. In 
addition to the 700 South Euclid and Bowles Laboratory space, BCL staff 
members and systems frequently occupy other areas within the Washington 
University Medical Center at the sites of collaborative project activities. I 
During the past twenty years BCL has addressed diverse biomedical 
problems for which digital computing techniques seemed promising and I
appropriate. A single Laboratory Instrument Computer (LINC) provided the 
original staff with an opportunity to apply digital computing to a few 
interesting problems in medicine and biology. Currently BCL has interest 
and involvement in several specialized instrumentation and computing I 
systems which provide access to diverse image-data sources (modalities) and 
offer opportunities for collaborative research in biological modeling and 
algorithm development. BCL has primary responsibility for a complement of Icomputing hardware and software which include: Digital Equipment 
Corporation MicroVAX-II's and LSI-11's, and MASSCOMP Corporation MC-sOO's. 
An MMS-X stroke graphics display system developed by the Computer Systems 
Laboratory, a Lexidata raster-graphics display system and two MASSCOMP I 
raster-graphic display stations are available for biomedical imaging 
studies. Personal-class microcomputer systems have been incorporated into 
the design of biomedical research systems and numerous special-purpose 
devices have been developed using microprocessor chip-sets and I 
microcomputer board-level assemblies. 
A Resource-developed local area network, TERRANET, provides remote I
termina1-to-computer and inter-computer data communications at rates up to 
9600 bps. Two, thirty station networks support terminals and computer 
systems located throughout the 1ab~ratories. Internetwork communication is 
provided between these networks and others within Washington University, I 
giving access to a broad spectrum of computing equipment and services for 
use by resource personnel. IA machine shop and reference room are located on the 700 S. Euclid
 
premises and shared with CSL. Other physical resources include a we11­

stocked electronics shop, a large inventory of electronic and computer test
 
equipment, a variety of digital system modules and both analog and digital
 I 
recording instruments. Systems for use in developing eight-bit, sixteen­







I V. RESEARCH PROJECTS 
Introduction 
I 
I The research program of the Biomedical Computer Laboratory (BCL) is 
organized into six major project areas with the staff grouped into teams 
whose interests are focused corres~ondingly. Because of the growth of the 
Laboratory's activities in the area of quantitative imaging, that category 
has been divided into three sections, each dealing with a different imaging 
mOdality (ultrasound, radiation-treatment planning, and positron-emissionI tomography). A total of 52 distinct project activities are grouped into the six project areas briefly summarized below. More complete summaries 
are given at the beginning of each of the project-report subsections. 
I Ischemic heart disease and ECG analysis continues to be a major category of 
I 
I 
research activity, but the development of new algorithms for ECG processing 
has become less prominent than in the past as a result of a shift in 
emphasis to exportation of the latest version of our "Argus" algorithm. As 
that work is being brought to a conclusion, the final evaluation now in 
progress is showing that the revised algorithm achieves the high level of 
performance required for real-time, ambulatory ECG-monitoring applications. 
In the area of ischemic heart disease, more prominent than before are 
modeling, signal processing, and data analysis work in collaboration with 
the division of Cardiovascular Medicine as part of their broad program 
I addressed to ischemic heart disease. 
Information extraction from quantitative biomedical images continues to 
increase in prominence within the BCL program. Accordingly, last year'sI organization of such activities into three categories (by imaging modality) 
I 
is continued this year. The work in ultrasonic tissue characterization now 
emphasizes the interpretation of backscattered ultrasonic energy to achieve 
quantitative estimates of tissue properties, including anisotropy and the 
state of contraction of cardiac and skeletal muscle, while parallel efforts 
are directed toward design of a system to employ adaptive beamforming for 
backscatter measurements. 
I 
I Work in radiation treatment planning has moved ahead with enhancements and 
evaluations of our "delta volume" algorithm for three-dimensional absorbed­
dose calculations, display experiments employing high-performance stroke 
graphics (MMS-X system), and the recent completion of two VLSI circuits for 
I 
expeditious achievement of a demanding kernel of the computations (3-D ray 
tracing). New work now focuses on the physics of high-energy photon-dose 
deposition in heterogeneous media. 
I 
For positron-emission tomography, work in support of applications and 
system improvements have continued on several fronts, but the main thrust 
of BCL activities has been in research on algorithms. Emphasis has been on 
I 
application of the maximum-likelihood method for improving image quality 
and for achieving better estimates of physiological parameters through 
studies of dynamic distributions of tracers. Important new developments 
I 
include the application of kernel seives to address image artifacts and the 
formulation of a model for applying the maximum-likelihood method to 







Systems for Specialized Biomedical Studies embraces a variety of projects 
that are less broad in scope either because they are in an earlier stage of 
development or because the nature of the work is necessarily more 
specialized. The biomedical-imaging theme is well represented in this I

section as well. 
Projects under Resource Development Activities are dir~cted toward 
improving the Laboratory's capabilities for addressing the needs of I
 
multiple research studies involving various facets of biomedical imaging. 
To that end, a now dominant and integrating activity is the development of 
a distributed facility for image £resentation, ~nalysis and guantification I
(IPAQ). Components of the IPAQ project include (1) the enhancement of our 
computational capabilities to support the development of computationally 
demanding algorithms for information extraction from multi-dimensional 
measurement data, (2) the establishment of a coherent software environment I
 
which incorporates a set of internally consistent software tools, image 
data formats and display methodologies, (3) the extension of our digital 
communication capabilities to include the sites of collaborators' data I
sources and information destinations, and (4) the exportation of 
specialized, tailored subsystems and/or satellite workstations which may 
incorporate custom-designed, very-large-scale integrated (VLSI) circuits in 


























I Individual Projects 
I A. Ischemic Heart Disease and ECG Analysis 
I 
Some of the projects in this section continue longstanding work in 
high-speed ECG analysis. Other projects in cardiology have svpported 
collaborations which address other aspects of ischemic heart disease, such 
I 
as the assessment of vascular integrity of the myocardium following 
ischemic injury, the e1ectrophysio1ogica1 and biochemical factors 
underlying the genesis of arrhythmias due to myocardial ischemia and 
I 
infarction, the kinetics of positron-emitting radiotracers as tools for 
characterizing myocardial perfusion and metabolism, and the analysis of 
plasma CK isoforms. 
I 
A real-time computer-based arrhythmia monitoring system, called 
Argus, was in operation in the Barnes Hospital Coronary Care Unit from 1969 
until 1975 when it was replaced by a commercial version of the system 
developed through collaboration with Mennen-Greatbatch Company. In the 
early 1970's, we developed a system called Argus/H for high-speed 
processing of long-term (10 hours) single-channel tape-recorded EGGsI (Holter ECGs). Argus/H was used for a study of ventricular arrhythmias in 
I 
survivors of myocardial infarction as well as for several minor studies and 
continued EGG signal processing algorithm development. Heavy demand 
eventually required ~ second Argus/H system. 
By the late 1970's, we developed a system called Argus/2H for high­
speed processing of 24-hour dual-channel Holter ECGs. Heavy use of thisI system also led to its duplication. The Argus/2H systems processed several 
I 
thousand Holter ECGs for national multicenter trials and for several local 
studies; EGG signal processing algorithm development also continued in 
strong fashion. At present, we have completed participation in most of the 
Holter ECG tape processing studies. Recent algorithm development has led 
I 
to major refinements and additions which we call Argus/R (revised). These 
enhancements include frequency-domain analysis techniques applied to the 
classification of QRS complexes. These developments have led to a 










the Argus/R algorithms. Both the local Argus/R system and 
implementation are now going through final evaluations. 
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IA-l. Argus Algorithm Development 
Personnel:	 C. N. Mead, Biosensor Corporation 
K. W. Clark, BCL IL. J. Thomas, Jr., BCL 
Support:	 RR 01380 
Biosensor Corporation I 
The Argus/R (revised) algorithms for high-speed ECG processing have Ichanged relatively little since evaluation results were reported a year ago 
(PR 21, A-l). Those results measured the PVC detection performance of 
Argus/R on the American Heart Association (AHA) Database of Ventricular 
Arrhythmias. During the past year, the modules for noise detection and I 
atrial fibrillation analysis were enhanced, and the entire set of Argus/R 
algorithms was re-run on the AHA database. The algorithms were also run 
against the Massachusetts Institute of Technology/Beth Israel (MIT/BIH) Idatabase, a set of tapes richer than the AHA database in both noise content 
and presence of atrial fibrillation. The results of these evaluations 
indicated no degradation in performance as reported a year ago. IConcurrently, the Biosensor Corporation (Brooklyn Center, MN) has 
continued the development, field testing, and marketing of their real-time 
microprocessor implementation of Argus/R. In the process of field testing, 
Biosensor discovered some potential shortcomings in the algorithms when I 
applied to time periods exceeding several hours. The deficiencies were 
corrected in the BCL and Biosensor versions of Argus/R. This discovery 
suggested that the AHA and MIT/BIH databases may be excellent foundations Ifor fundamental algorithm development, but that they may be inadequate in
 
some respects for real-world application.
 
Based on this experience, we began to consider construction of a I 
database of longer records (the MIT/BIH database consists of twenty-minute 
records and the AHA database consists of 3-hour records; all beats in the 
MIT/BIH database are annotated while only beats in the last half-hour of Ithe AHA records are annotated). Two additional observations propelled our 
efforts to construct such a database. First, Biosensor's experience with 
multiple physician-users indicated that clinicians are not so much 
interested in total, absolute PVC counts as they were in "clinically I 
relevant event" detection (i.e., order-of-magnitude hourly PVC counts were
 
acceptable from a clinical point of view as long as a system could reliably
 
detect ventricular tachycardia). This observation suggested our database
 Ishould be annotated not on a beat-by-beat but rather on an event basis.
 
Second, in contrast to Biosensor's digital ECG system, many ECG systems are
 
analog or hybrid in nature and have no means to record timing marks on
 
individual beats, thus, measuring the performance of such systems using the
 I 
beat-by-beat annotated AHA or MIT/BIH databases is at best cumbersome. On
 
the other hand, measuring performance based on event detection (type and
 
approximate time) is much less restrictive.
 I 
Based on these observations, we have begun to construct an
 
"annotated clinical event" data base (ACEDB). Although the final content
 
of ACEDB is not yet totally agreed upon, initial efforts have centered
 I
around the selection and event-annotation of 60 six-hour recordings, 10 in
 





I pairs, (3) ventricular bigeminy, (4) pauses> 1.5 seconds (or heart rate < 
I 
I 
40), (5) paroxysmal supraventricular tachycardia, and (6) paroxysmal atrial 
fibrillation/flutter. For a given class, each tape within the class 
contains at least one example of the class dysrhythmia but may contain 
other events from other classes (i.e., a tape with ventricular runs might 
also contain episodes of atrial fibrillation. All 60 recordings were 
selected from a database accumulated during the MILlS (Multicenter 
Investigation of the Limitation of Infarct Size) clinical trial (PR 19, A­
I 
12). All MILlS tapes had previously been analyzed, reviewed, and cataloged 
by cardiologists with respect to dysrhythmic content. For each 24-hour 
dual-channel recording selected for the ACEDB, a six-hour window was chosen 
to include the event(s) appropriate to the class. Each six-hour window was 
digitized at 250 samples/second/channel. Each digitized record was saved 
in unfiltered and filtered (1-30 Hz digital convolution) form. The recordsI are now being annotated with respect to clinical event type and event time of occurrence. Meanwhile, Biosensor plans to create a six-hour analog, 
Holter-style tape for each ACEDB record. 
I System developers and/or potential users wishing to evaluate a given 
I 
I 
system against the ACEDB may simply run either digital or analog data 
through their system and examine system reports as to the "clock time" for 
each clinical event detected (a virtually universal feature on all 
ambulatory ECG processing systems, regardless of architecture). Because 
the relationship between individual beats and clinical events is a "many­
to-one" ratio, it is relatively easy to determine if a clinical event from 
the ACEDB was detected by the system, even if the times do not "line-up" 
exactly. 
I The advantages of such a database might thus be summarized as (1) enabling system developers to try their algorithms on longer records than 
those available with the AHA and MIT/BIH databases, (2) giving physician­










manufacturers of Holter systems the means to evaluate 





A-2. Argus Exportation 
Personnel:	 K. W. Clark, BCL 
C. N. Mead,	 Biosensor Corporation I 
Support:	 RR 01380 
Biosensor Corporation 
Dalhousie University I 
For three years, we have been working closely with Biosensor ICorporation to help them evaluate their commercial implementation of the 
frequency-domain based Argus algorithm for high-speed ECG processing (VI, 
Industrial Collaboration). Biosensor markets a variety of systems and 
services oriented around the micro-processor-based portable real-time ECG I 
analyzer. While BCL continues to evaluate the analyzer, Biosensor provides 
valuable feedback to BCL on the performance of the Argus algorithm in rea1­
life, long-term situations. I 
Several years ago, we sent the time-domain-based Argus algorithm to 
Dalhousie University (Halifax, Nova Scotia). They have been using the 
algorithm in a Holter-tape processing environment ever since. Quite I 
recently, we sent the frequency-domain-based algorithm (A-1) to Dalhousie; 
they are now evaluating that algorithm and how it might best be implemented 




A-3. Holter Tape Processing IPersonnel:	 K. W. Clark, BCL 
Support:	 Mead-Johnson I 
For two and one-half years, BCL has analyzed long-term (Holter) ECG
 
recordings for a Mead-Johnson (Evansville, Indiana) sponsored "Multicenter
 
Placebo-Controlled Study of Trazadone's Effects in Depressed Cardiac
 I 
Patients" (PR 20, VI). The original ECG processing contract, due to expire
 
in October, 1985, was extended indefinitely. Patient recruitment has
 
fallen well short of projections, and Mead-Johnson is negotiating with the
 IFDA for modifications to the Study plan. Meanwhile, Mead-Johnson has sent
 









I A-4. Assessment of Vascular Integrity of the Myocardium Following 
Ischemic Injury 
I Personnel: R. G. Tilton, Ph.D., Pathology R. A. Gardner, Ph.D., Mechanical Engineering 
J. Howe, Pathology 
I K. B. Larson, BCL J. Markham, BCL 
S. P. Sutera, Ph.D., Mechanical Engineering 
J. R. Williamson, M.D., Pathology 
I 
I Support: RR 01380 
HL 31531 
The Kilo Diabetes and Vascular Research Foundation 
I We have continued our previously reported studies (PR 21, A-3) of the role of the endothelium in the pathogenesis of vascular hemodynamic and 
I 
permeability changes associated with ischemia and reperfusion. In these 
studies, we employ external-detection techniques to quantify radiolabeled 
albumin transport across the coronary vasculature under physiological 
conditions, and during reperfusion after ischemia in isolated-perfused 
I 
rabbit hearts. The resulting residue-detection data, analyzed on the basis 
of a two-compartment model of tracer transport, are used to estimate 
parameters indicative of microvascular integrity, such as permeability and 
ultrafiltration conductance of endothelium. 
Using a modified, oxygenated Krebs-Henseleit buffer for perfusionI under constant-flow conditions, we.have demonstrated marked increases in 
I 
vascular resistance and albumin permeation across the coronary vasculature 
during reperfusion after 30 minutes of ischemia while myocyte contractility 
recovered, and we have suggested that the increased vascular resistance is 
due, in part, to coronary vasoconstriction. During the past year, we have 
continued the studies reported in PR 21, A-3, and have tested, further, the 
hypothesis that if perfusion pressure is held constant, the flow rate wouldI decline and left ventricle contractile function would not recover during 
I 
reperfusion. No differences were evident during 5 hours of continuous 
perfusion in hearts perfused under non-ischemic conditions of constant flow 
or constant pressure; vascular resistance, LVEDP, maximum +dP/dt, vascular 
volume, the rate of intravascular clearance of albumin (k01 )' the mean­
I 
transit time of albumin, and albumin permeation remained similar. During 
reperfusion after 30 minutes of no flow, perfusion pressure increased 43% 
in the constant-flow experiments and flow rate decreased 30% in the 
I 
constant-pressure experiments; however, even though oxygen extraction from 
the perfusate was nearly complete in the low-flow condition, no differences 
were evident in LVEDP, maximum +dP/dt, or the mean-transit time ofk 01 ' 
albumin during reperfusion in both groups of experiments. Vascular volume 
I 
I 
increased -60% in the former experiments, but remained at baseline values 
in the latter experiments. Estimates of albumin permeability were 
increased -5 X and 4 X baseline in the constant-flow and constant-pressure 
experiments, respectively. The observations that flow rate decreased by 
30% during reperfusion in the constant-pressure experiments while left 
ventricle contractility recovered at the same rate as in the constant-flow 
experiments did not support our hypothesis that during reperfusion under 
conditions of constant pressure, the reduced flow rate would cause further 






In view of the above findings, we have initiated additional 
constant-flow versus constant-pressure experiments using both sheep and 
bovine erythrocyte-enriched perfusates (at hematocrits of 25-40%). The 
rationale for these experiments, in addition to being more physiologic, is I 
that the increased viscosity and decreased baseline flow rate of 
erythrocyte-enriched perfusates might enhance the decline in flow during 
reperfusion after ischemia. We have selected sheep and bovine erythrocytes 
in view of their substantial difference in mean cell volume. I 
In additional studies, we are investigating the mechanism whereby 
albumin interacts with walls of capillaries to maintain normal permeability I
characteristics. In these experiments, we perfuse hearts with buffer 
containing 1% albumin during baseline, then switch to albumin-free 
perfusate. Removing albumin from the perfusate has no effect on vascular 
resistance, LVEDP, maximum +dP/dt, vascular volume, of k o ' while albumin I 
permeation increases -3 fold (which returns to control levels when albumin 
is reintroduced). These results support the hypothesis that albumin forms 
an integral part of the capillary molecular filter. Experiments are in Iprogress to assess the specificity of the plasma protein for maintaining 




A-5.	 E1ectrophysio1ogica1 and Biochemical Factors Underlying the Genesis 
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The overall concept of the research is that potential arrhythmogenic 
metabolites accumulate in ischemic tissue and exert deleterious effects on 
membranes and that their effects may be exacerbated by the concomitant Iinfluences of the adrenergic nervous system. Over the past several years, 
studies have been completed demonstrating a major e1ectrophysio1ogic role 
of a-adrenergic stimulation during myocardial ischemia as well as 
reperfusion. In addition, it has been demonstrated using radio1igand I 
binding procedures that there is a reversible increase in at-adrenergic 
binding sites in ischemic and reperfused myocardium. More recently, we 
have demonstrated that a-adrenergic blockade specifically attenuates the Iincrease in intracellular calcium associated with reperfusion in reversibly
 
injured tissue [1]. Studies performed in our laboratory have also
 
indicated that 1ysophosphatides, including 1ysophosphatidy1cho1ine (LPG)
 
and ethanolamine (LPE) accumulate in ischemic myocardium in situ and have
 I 
been implicated as potential mediators of arrhythmogenesis in the ischemic 
heart [2]. I 
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I Alpha-adrenergic blockade immediately prior to reperf~ion 
attenuates the reperfusion-induced increases in intracellular Ca and 
mitochondrial dysfunction. Likewise, the a1-adrenergic blocking agentI hydroxyethyl aminomethyl tetralone (HEAT, 50 ~g/kg) given just prior to 
I 
reperfusion reduces the extent of cellular necrosis measured two days later 
from 31 to 14% of the left ventricle without altering hemodynamic 
parameters. To determine whether salvage is dependent on an increase in 
myocardial blood flow (BF) , radiolabeled microspheres (141Ce, 51Cr, 85Sr , 
46SC ) were injected into the left atria of chloralose-anesthetized cats 
subjected to left anterior descending (LAD) coronary artery occlusion and 
reperfusion. Hearts were sectioned into multiple (10 to 46) endocardialI (endo) and epicardial (epi) samples. Control BF was 2.3 ± 0.2 ml/min/g. 
HEAT (50 ~g/kg) given just prior to reperfusion reduced BF in the i~chemic 
zone measured 5 min, 20 min and 48 hr after reperfusion by 20, 22 and 16%, 
respectively, compared to untreated animals. The endo/epi BF was identical 
I 
I in both the treated and untreated groups (1.2 ± 0.2 and 1.2 ± 0.1). Thus, 
enhanced salvage by a1-adrenergic blockade immediately prior to reperfusion 
is not attributable to an increase in BF but to direct effects on 
myoca~ial a1-adrenoceptors and attenuation of intracellular accumulation 
of Ca . 
I Several years ago, we demonstrated that ischemia is associated with 
I 
a two-fold increase in myocardial a1-adrenergic receptors. Hypoxia in 
isolated myocytes results in increased sarcolemmal (SL) accumulation of 
long chain acylcarnitines (LCA). Inhibition of carnitine acyltransferase I 
with sodium 2-[5-(4-chlorophenyl)-pentyl]-oxirane-2-carboxylate (POCA, 10 
~M) prevents the increase in LCA during hypoxia and the associated 
electrophysiologic derangements [3]. To determine whether accumulation ofI LCA by SL with hypoxia exposes a1-adrenergic receptors measured with 3H_ prazosin, isolated adult canine myocytes separated with collagenase and a 
BSA-percoll gradient were utilized. Hypoxia (100% N ) for 30 min resulted2 
in a greater than two-fold increase in a1-adrenergic receptor number with 
I 
I no loss of cell viability (1.9 ± 0.2 to 5.4 ± 0.7 fmol/mg protein, n-15, p<.Ol) and no significant change in receptor affinity (KO - 0.30 to 0.57 
nM). Pretreatment with POCA (10 ~M) to inhibit SL accumulation of LCA, 
prevented the increase in receptor number (2.3 ± 0.5 fmol/mg protein, n-9). 
I 
Prolonged hypoxia (80 min, which decreased cell viability) or lysis of 
cells with hypotonic HEPES buffer decreased receptor number (1.1 ± 0.4 
fmol/mg protein). Thus, increased a1-receptor density induced by hypoxia 
results, at least in part, from accumulation of LCA in the SL. Future 
I 
plans include assessment of the active and passive membrane alterations 
induced by stimulation of this exposed a1-adrenergic receptor on adult 
myocytes, as well as as~essment of the influence of stimulation on 
alterations in cytosolic Ca utilizing the intracellular dye, quin-2. 
I We and others have shown that LPC increases in tissue samples and venular effluents from ischemic hearts and in lymph draining ischemic 
I 
myocardium in vivo [4]. However, intracellular LPC in vitro does not 
result in electrophysiologic (EP) derangements analogous to those seen with 
extracellular exposure [4]. To determine whether the extracellular [LPC] 
observed in lymph after ischemia is sufficient to induce EP changes, we 
evaluated the effects of LPC in simulated lymph (200 ~M albumin + 515 ~M 
palmitate in Krebs) on isolated adult canine myocytes with intracellularI microelectrode recordings. The protein profile of canine lymph was determined by electrophoresis. The concentration of LPC in lymph from 
ischemic zones in vivo, 200 ~M, at pH 6.7, reduced resting membrane 
I 
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potential (RMP) from -87 ± 1 to -73 ± 4 mV, V from 150 
V/sec and APD gS from 293 ± 17 to 203 ±m~2 ms. In 
concentration of LPC in control lymph in vivo, 85 ~M, even 
EP effects no different from those of simulated lymph 
increased [LPC] in lymph draining ischemic myocardium is 
I 
I± 7 to 76 ± 15 
contrast, the 
at pH 6.7, had 
alone. Thus, I
sufficient to 
induce EP alterations. Future studies will be directed toward modulating 
the increase in LPC in ischemic lymph in vivo with inhibitors of 
phospholipase A2 with concomitant assessment of the intervention on I 
arrhythmogenesis and regional electrophysiologic alterations in the 
ischemic heart. IExtensive studies were performed to assess the effects of POCA with 
ischemia in vivo induced by five-minute occlusion of the LAD coronary 
artery in chloralose-anesthetized cats (n-15). To verify inhibition of LCA 
accumulation by POCA, transmural biopsies were obtained simult~neously from I 
the normal (NZ) and ischemic zone (IZ) and carnitines in acid extracts were 
measured radioenzymatically. Ischemia elicited a 3-fold increase of LCA in 
the IZ (0.31 ± .07 nmol/mg protein) compared to sham animals (0.10 ± .03 IP<.OOl) or to the NZ in ischemic hearts (0.18 ± .03, P<.Ol). Ventricular 
tachycardia (VT) and fibrillation (VF) occurred in 55% of control animals. 
POCA (7.3 mg/kg) prevented the increase of LCA (0.04 ± .01, IZ and 0.05 ± 
.01, NZ) and prevented both VT and VF. Thus, inhibition of accumulation of I 
LCA in ischemic myocardium is profoundly antifibrillatory. Studies are now 
underway to assess the effect of POCA on the regional conduction delay in 
the ischemic zone in vivo as well as to determine the extent of SL 
accumulation of LCA during ischemia in vivo using autoradiography in hearts I 
prelabeled with 3H-carnitine. 
Mechanisms underlying VF were evaluated with a three-dimensional I
mapping system permitting 8-level transmural recording from 232 
simultaneous sites [5]. Ischemia was induced for 10 min by LAD coronary 
occlusion, followed by reperfusion in the chloralose-anesthetized cat. VT 
leading to VF and nonsustained VT were both initiated in the subendocardium I 
(endo) by a non-re-entrant mechanism (n-ll runs). There were no 
significant differences in the coupling interval of the initiating beat or 
the delay in total activation time between VT which lead to VF vs Inonsustained VT (199 ± 16 vs 189 ±9 ms and 97 ± 5 vs 89 ± 5 ms, 
respectively). In contrast, VT leading to VF was due to a rapidly 
accelerating non-re-entrant mechanism from the endo or epicardium (epi). 
When the cycle length of VT leading to VF became < 120 ms, very rapid non­ I 
re-entrant endo activation occurred with a cycle length of 92 ± 2 ms, 
leading to enhanced functional block with total activation time exceeding 
the non-re-entrant cycle length, resulting in disorganization of activation Iand VF. None of the nonsustained VTs exhibited non-re-entrant activity in 
the epi, or cycle lengths < 120 ms leading to very rapid endo activation. 
Thus, VF after reperfusion is due to rapid, nonre-entrant acceleration of 
rate that elicits even faster endo activation. I 
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The research in this project is designed to define the kinetics of 
positron-emitting radio tracers that are potentially useful for the non­
invasive characterization of myocardial perfusion and metabolism. Studies 
in this project are conducted in isolated rabbit hearts perfused with a 
modified Krebs-Henseleit buffer, and in open-chest dogs with controlled,
I	 extracorporeal circulation. Both of these animal preparations have been 
I 
used extensively in our laboratories to develop approaches of proven value 
in studies using positron-emission tomography. The development of 
accurate, quantitative, noninvasive measurements of myocardial metabolism 
and perfusion are dependent on the characterization of the factors that can 
influence tracer kinetics. 
I	 We have previously shown that clearance of l-llC-palmitate reflects oxidative metabolism when flow and arterial oxygen content are normal. 
During either ischemia or hypoxia, we demonstrated that labeled 
unmetabolized palmitate "back-diffuses" from the myocardium. Therefore,I estimates of oxidative capacity based on clearance of tracer from the heart 
I 
during ischemia would tend to overestimate the oxidative capacity. To 
further study this relationship, the fates of l_llC- and l-14C-palmitate 
were studied in 13 open-chest dogs during control or ischemic 
I	 -26­
I 
Iextracorporeal perfusion of the left circumflex coronary artery. Residue 
detection of myocardial radioactivity with the isolated-probe data­
acquisition system and radio-biochemical analyses of sequential transmural 
biopsies and arterial and coronary venous effluent were performed for 30 I
minutes after intracoronary bolus injection of tracer. In control hearts, 
10.3% of the initial extracted tracer was retained in tissue, 73.7% was 
oxidized, and 16.1% back-diffused unaltered. With ischemia, 28.1% was 
retained, 27.2% was oxidized, and 44.4% back-diffused (p < 0.05 compared to I 
control). Throughout the 30-minute study, triglyceride, diglyceride, and 
non-esterified fatty acid comprised a significantly greater fraction of 
initially extracted radioactivity in ischemic than in control hearts. We Ithus conclude that during ischemia, externally detected clearance rates 
cannot be used as a direct measure of fatty acid metabolism because of the 
marked influences of efflux of non-metabolized radiolabeled palmitate and 
the distribution of tracer retained in the tissue. Quantitative I 
measurements of specific metabolic processes by tomography would thus 
require development and validation of tracers confined to individual 
metabolic pathways or pools. I 
To assess one such tracer, we evaluated the assessment of myocardial 
oxidative capacity with radiolabeled acetate. Because metabolism of 
acetate is virtually exclusively oxidative, we used it to define viability I 
of myocardium rendered transiently ischemic in isolated rabbit hearts 
perfused retrogradely with the modified Krebs-Henseleit buffer. Extraction 
fraction averaged 56.4 ± 4.5% in six control hearts perfused at 20 ml/min 
and increased to 67.9 ± 4.8% with ischemia (flow - 2 ml/min, n-5). The I 
for clearance of total and 14CO~ radioactivity averaged. 4.1 ± 1.3 andt lL2 4.~ ± 1.3 minutes in controls (n-ll); 18.9 ± 11.7 and 15.8 ± 4.5 with 
ischemia (n-12); and 3.4 ± 0.1 and 3.4 ± 0.2 with 60 minutes of ischemia Ifollowed by reperfusion (n=5). MV02 correlated closely with clearance of 
total and 14C0 2 radio-activity (r-0.90 and 0.92, p<.OOl for each). 
Clearance of llC-acetate, detected externally with the isolated-probe data­
acquisition system correlated closely with that of 14C-acetate (r-0.99). I 
Thus use of llC-acetate is a promising approach for delineation of 
myocardial oxidative capacity and hence viability after ischemia and 
reperfusion. I 
The studies performed in the laboratory using the isolated-probe 
data-acquisition system during the past year with llC-palmitate and llC_ 
acetate have permitted a better understanding of the factors that influence I 
the uptake of these tracers, and allowed delineation of the limitation of 
the use of llC-palmitate in the context of ischemia and reperfusion. We 
will continue in the coming year. to study the usefulness of llC-acetate, Iwith its simpler-metabolic pathway, as a potential tracer for assessment of 
the oxidative capacity of myocardium. Clarification of the kinetics of 
these tracers under controlled laboratory conditions should enhance the 
understanding of the tomographic data that is acquired in our studies with I 
experimental animals (D-l) as well as studies utilizing positron-emission 
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Early and reliable detection of acute myocardial infarction andI myocardial reperfusion are important for timely initiation of therapy and evaluation of the efficacy of therapy. We have shown previously that post­
translational modification of creatine kinase (CK) MM isoenzyme released 
from myocardium, MM to two additional isoenzyme subforms (isoforms), MMA, B 
I 
I and MMC' in plasma permits prompt detection of infarction in dogs subjected to coronary artery occlusion [1]. Because of continuous elimination of 
circulating MMA (via conversion to MMB and MMC and clearance from blood), the proportions of isoforms in plasma are altered markedly by egress of 
I 
small amounts of MM from myocardium, often in the absence of a measurable 
change in total ct activity. Thus, changes in plasma isoform proportions 
indicative of recent enzyme release from tissue occur very early after the 
onset of ischemia and are more sensitive to early myocardial damage than 
total CK activity in plasma. 
I In the past year, we have extended these observations to include analysis of CK isoforms in patients admitted to Barnes Hospital with 
suspected acute myocardial infarction. We found that in the first blood 
sample, usually obtained within 2 to 3 hours of the onset of clinical 
symptoms, the ratio of tissue isoform (MMA) to the second modified isoformI (MM ) was markedly elevated in patients with myocardial infarctionc
I 
(verified retrospectively) compared to groups of normal controls and 
patients with unstable angina [2]. In many of the patients with increased 
MMA:MMc .r~tios, the total CK activity in plasma was still within accepted 
normal ~~m~ts. 
We have also completed a study showing that the fraction of total CKI activity in plasma represented by MMA (MM %) changes very early after thea
I 
onset of myocardial reperfusion in consc~ous dogs [3]. The rate of change 
of MMA% in plasma during the first 30 minutes of reperfusion after 1, 2 or 3 hours of ischemia was remarkably consistent and significantly faster than 
I 
the rate in the absence of reperfusion regardless of the magnitude of 
absolute plasma CK activity or infarct size. Thus, analysis of changes in 
MMA% in plasma may provide an early and reliable index of myocardial 
reperfusion. 
I We are currently investigating isoform changes in dogs during reperfusion through a high-grade stenosis of the coronary artery to 
I 
determine if the extent of coronary reflow affects the isoform profiles in 
plasma. A clinical study is also in progress to evaluate isoform changes 





IRecent evidence indicates that reperfusion salvages ischemic 
myocardium when initiated within several hours of the onset of ischemia, 
but may exacerbate tissue damage if it is initiated late in the course of 
infarction. Accordingly, it is important to know the approximate duration I
of ischemia before reperfusion therapy is administered. Improved 
understanding of the kinetics of isoform conversion and elimination from 
the circulation may permit timing of the onset of enzyme release from 
myocardium by analysis of isoform profiles in plasma. I 
In the past year we have conducted experiments to characterize the 
mechanism of isoform formation in plasma. We recently reported that MMA is 
converted to MM and MMG by successive removal of the COOH-termina1 lysine 
I 
B
residue from one M subun~t at a time [4]. We have also shown that the 
isoform conversion enzyme in plasma is carboxypeptidase N [5] and that the 
rate of isoform conversion is directly related to the plasma level of I 
carboxypeptidase N. Preliminary data indicate that the level of 
carboxypeptidase N in plasma varies widely among normal dogs and patients 
and increases during the course of infarction. Thus, measurement of Icarboxypeptidase N levels in plasma will be important to define the time 
course of isoform conversion in vivo. 
Additional experiments are planned to assess the individual I 
clearances of isoforms in vivo. Purifi~d isoforms will be injected 
intravenously in conscious dogs in the presence of a specific inhibitor of 
carboxypeptidase N so that clearance of isoforms in the absence of 
simultaneous conversion may be assessed. These results, in conjunction I 
with additional studies of changes in carboxypeptidase levels in plasma, 
will permit development of a physiologic model of isoform kinetics in vivo. 
This model can then be employed to estimate the time of enzyme release from I
myocardium based upon the profiles of isoforms in plasma samples. 
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I A-B. SCOR Patient Information Database 
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In the past year the Specialized Center for Research (SCOR) database 
was implemented on a DEC PRO-3BO system configured with a 30 megabyte 
Winchester disc and dual floppy disc drives. The system runs under POS, a 
menu driven	 operating system. 
I Each SCOR project has its own specialized data entry forms which were created using the Responsive Data Manager (ROM) software. This is a 
data-entry and report-generating system which allows customization of data 
entry forms and final reports. Once data are entered, they can be analyzedI via RS/l, a data-analysis system incorporating statistics and graphics. All data analysis and management facilities are interactive. 
I The database currently contains information on more than 3000 patients with documented coronary artery disease or who have suffered acute 
myocardial infarction. Studies which have utilized the SCOR database 
include an analysis of changes in plasma creatine kinase isoforms earlyI after the onset of acute myocardial infarction; a study of the relationship 
I 
between apoproteins and the severity of coronary artery disease; a 
consideration of the association between the continued activation of 
thrombin reflected by fibrinopeptide A and the efficacy of thrombolysis; an 
application of radionuclide ventriculography to determine the age 
I 
dependence of diastolic function and to evaluate the association of other 
factors with diastolic performance; and a study which utilized fast-Fourier 
transforms of signal-averaged electrocardiograms to determine if frequency 










IA-9. Software Support for Cardiological Processing 
Personnel:	 D. E. Beecher, BCL 
W. H. Hellberg, BCL I 
Support:	 RR 01380 
HL 17646 I 
The software system designed for cardiological image processing (PR 
21, A-ll) has been in routine use over the past year. This year's efforts Ihave centered around the recently acquired QMS model 800 Laser Printer 
which was purchased to replace the obsolete Versatec printer/plotter. The 
laser printer has powerful printing and plotting capabilities, however this 
system has very little support software on the PE 3230 mainframe which I 
drives it and Super PETT I. A system (QPRINT) was developed which allows 
users to easily access the printing capability of the QMS (font selection, 
justification, cpi, lpi, margin control, etc.) which translates user­ Isupplied "English" commands and command files into "machine" commands 
understood by the laser printer. Essential data about the QMS character 
fonts are stored and processed as text files that can be rapidly modified 
as the QMS hardware is upgraded or changed. This processing system also I 
includes an on-line, menu-driven user's guide to the QPRINT utility. 
Future enhancements will include a menu-driven, interactive command­
generator within QPRINT. A subroutine library to utilize the plotting 
capability of the QMS was also designed and implemented for generating I 












I B. Quantitative Imaging: Ultrasonic Tissue Characterization 
I 
Although ultrasound has proven to be a useful source of diagnostic 
information, results of examinations based on current ultrasonic methods 
I 
are primarily qualitative and pictorial. In a collaborative effort with 
Cardiology and the Department of Physics work has continued on methods of 
tissue characterization via ultrasound. Qur overall goal is to use 
ultrasound for the noninvasive identification of tissue pathologies within 
I 
two-dimensional images of tissue properties. Specific objectives of this 
effort are 1) to investigate the magnitude and character of anisotropy in 
tissue, 2) to systematize the representation of the ultrasonic field and to 
reduce the data needed to describe that field by determining the moments of 
the spatial distribution of energy over the receiver aperture, 3) to seek 
improvement in measurement capability of imaging systems via interactive,I adaptive beamforming for both linear and variable-aperture transducer 
I 
arrays, 4) to test the hypothesis that quantitative images based on 
intrinsic tissue properties can be produced with reflected ultrasound, and 
5) to construct a digital multiprocessor system to perform post-echo 
ultrasonic estimation of attenuation, phase velocity and backscatter in two 
dimensions. 
II Our investigation of spatial moments of the received field was 
I 
extended in three studies conducted over the past year. We demonstrated 
the phase-cancellation insensitivity of a pseudo-array of 1 mm elements 
compared to a 12.7 mm circular transducer in measurements of attenuation, 
centroid shift, and beam broadening (B-1). We generalized the theory of 
moments from two to N dimensions as a framework for future applications (B­
2). In addition the effects of noise on moments values was assessed in 
I terms of the mean and variance of the noise (B-3). 
Quantitative images based on ultrasonic tissue properties have been 
I made at the BCL for several years using transmitted ultrasound with a mu1tip~e-frequency tomographic reconstruction system. We are now able to 
I 
reconstruct tomograms with reflected ultrasound using the complete dataset 
(B-4). At present, reconstruction is off-line, but we are developing, for 
real-time operation, a VLSI implementation of an algorithm for mapping a 
given pixel of a backscattered signal into the tomogram. The effects of 
the transducers have also been studied. The frequency and angular 
responses of elements in the linear arrays of the tomographic system wereI measured and the disturbance at the aperture inferred as a method for assessing and correcting for diffraction effects (B-5). 
I Two additions were made to the processing environment for ultrasonic tissue characterization (B-6). A disk drive for image storage and an 







B-l. Transmission Measurements Using a Phase-Insensitive Two-Dimensional I 
Pseudo-Array and the Method of Spatial Moments 
Personnel: P. H. Johnston, BCL IJ. G. Mottley, BCL 
J. G. Miller, BCL 





Although the primary emphasis in clinical applications of ultrasound 
rests on backscattering, many studies designed to investigate the 
underlying basis for ultrasonic tissue characterization are better I 
performed using transmitted ultrasound. In this section we demonstrate the 
phase-insensitivity of the pseudo-array approach in measurements of a 
sample exhibiting a "worst-case" condition for phase-cancellation. We then 
present a series of results obtained in experiments using a two-dimensional I 
receiving pseudo-array in transmission-mode. 
Phase-Insensitive Detection Using a Two-Dimensional Pseudo-Array I 
Phase cancellation over the face of a piezoelectric receiver results 
whenever the incident wave fronts are not parallel with the receiver face. 
Range, and thus phase, differences between all points on a receiver and a I 
point source of sound in a homogeneous medium result in a specific phase 
cancellation effect, i.e. the directivity of the receiver. Further, 
variations in the index of refraction in a medium can produce phase Ivariations in the ultrasonic field which may cause additional phase­
cancellation losses at the receiver. The errors resulting from phase­
cancellation represent a problem in measurements where the electrical 
energy developed by the receiving transducer is assumed to represent the I 
incident ultrasonic energy. In fact conditions exist in which a receiving 
transducer registers a null voltage output despite a substantial energy 
flux incident on its face. For example, such a "worst-case" situation can Iexist as an ultrasonic field propagates through the edge of an organ or 
specimen which exhibits a different speed of sound from the media 
surrounding it. This sharp discontinuity in acoustic properties produces a 
corresponding distortion of the propagating waves which then may produce a I 
completely null response when detected by a phase-sensitive receiver. This 
effect is well-known in the field of ultrasonic transmission tomography 
[1-5] . I 
In order to demonstrate the phase-insensitive nature of the two­

dimens ional rece iving pseudo - array, we experimentally prepared a "worst­

case" condition for phase-cancellation based on an approach developed by
 IBusse and Miller [6]. Our experimental arrangement is depicted in Figure 
1. A planar broadband transmitting transducer was mounted coaxially with a
 
receiving transducer or pseudo-array. Using a broadband substitution
 
technique we performed transmission measurements of attenuation at three
 I 
sites in a plexiglass specimen prepared with a step discontinuity in
 
thickness. At positions (i) and (iii) the wavefronts of the transmitted
 
beam passed undistorted through the plane-parallel plate and were received.
 IAt position (ii), however, the discontinuity in thickness resulted in a
 





I for phase-cancellation. Measurements were made at sites (i), (ii), and (iii) using both a phase-sensitive transducer and a phase-insensitive two­
dimensional pseudo-array. 
I The signal loss as a function of frequency measured through the 
stepped plexiglass plate using phase-sensitive and phase-insensitive 
detection is presented in Figure 2. The results of phase-sensitiveI detection using a 12.7 mm diameter planar piezoelectric receiving 
I 
transducer are plotted in panel (a). The loss measured at positions (i) 
and (iii), where the surfaces of the plate were parallel, exhibits a linear 
dependence on frequency. The loss measured at position (ii), where the 
transmitted beam was centered on the discontinuity of thickness in the 
plate, exhibits a scalloped frequency-dependence. The discontinuity of 
phase caused by the thickness discontinuity represented a varying fractionI of a period as a function of frequency, resulting in a varying degree of 
I 
partial cancellation over the frequency spectrum. At approximately 5 MHz, 
where the phase discontinuity represented an odd number of half-cycles, the 
loss was more than 20 dB greater at position (ii) than at the other 
positions. This behavior is indicative of the nearly complete cancellation 
I 
of signal by integration at the face of the receiver of those wavefronts 
which passed through the thicker portion of the plate with those which 
passed through the thinner portion. 
I 
Subsequent to acquiring a phase-sensitive spectrum at each site, the 
receiving transducer was fitted with an aperture plate having a 1 mm 
diameter aperture. The resulting small-diameter receiver served as the 
I 
receiving element of a phase-insensitive two-dimensional pseudo-array. The 
pseudo-array was employed to measure the ultrasonic field over the same 
two-dimensional region sampled by the unapodized transducer. The zeroth­
order two-dimensional spatial moment of the received signal was calculated 
as a function of frequency and loss was determined by comparison with the 
zeroth moment measured in the absence of the specimen. The resulting lossI curves are presented in panel (b) of Figure 2. We note that at all three 
I 
sites the measured loss exhibits smooth nearly-linear behavior with 
frequency. The cancellation exhibited in the phase-sensitively detected 
loss at position (ii) is eliminated. 
Attenuation Measurements Using Phase-Insensitive Pseudo-Array 
I A measurement of the attenuation coefficient of a sample using the 
I 
zeroth spatial moment is presented in Figure 3. The solid curve in the 
upper panel represents the zeroth-order moment measured for a transmitted 
beam in a water-only path as a function of frequency. A series of plates 
of thicknesses 3, 4, 5, 6, 7, 8, 9, and 10 mm were constructed from a 
I 
larger sheet of plexiglass. Each of these plates was mounted normal to the 
interrogating beam in front of the receiving pseudo-array. The measured 
zeroth-order moments for the 5 rom and the 10 mm specimens are presented in 
I 
the upper panel of Figure 3. The attenuation coefficient for plexiglass 
could be determined by comparing each of the spectra measured with a 
specimen in place with that measured with only a water path. Because 
measurements were performed for several thicknesses of plexiglass in this 
I 
experiment, we were able to take a slightly altered approach. We fit a 
straight line to the zeroth moment as a function of sample thickness at 
each frequency to obtain the attenuation coefficient values plotted in the 
lower panel of Figure 3. The attenuation coefficient for plexiglass is 





attenuation ~ equal to (mean ± standard deviation) 0.68 ± 0.05 dB/cm-MHz. I 
Although the properties of plastics differ somewhat from batch to batch, 
this value is comparable to a published value for plexiglass of 0.77 ± 0.12 
dB/cm-MHz [7]. I 
In addition to the plastic specimens, we measured the attenuation of 
tissue-mimicking phantoms constructed of several concentrations of graphite 
powder in gelatin and of glass beads in gelatin. Fabrication of these I 
phantoms followed the techniques outlined by Madsen et al. [8]. The slope 
of attenuation with respect to frequency for these specimens is presented 
in Figure 4 as a function of concentration. The results for graphite-in­ Igelatin phantoms are given in panel (a). Similarly, in panel (b) we 
present our results for glass beads in gelatin. In both sets of data the 
slope of attenuation varies linearly with concentration of inclusions in 
accordance with the results from Insana et al. [9]. I 
Centroid Shift IIn order to evaluate the sensitivity of the moments approach to 
small shifts, a set of measurements were performed in which the position of 
the pseudo-array was changed relative to a fixed transmitter and the 
coordinates of the centroid of the energy in the transmitted beam were Idetermined at each receiver location. The results of two runs from this 
series are presented in Figure 5. In panel (a) are the results of an 
experiment in which both the horizontal and vertical positions of the 
receiver were altered. The target positions are indicated by open circles. I 
Measured values of centroid are indicated by asterisks. Beginning with the 
pseudo-array centered on the beam, the receiver was moved in increments of 
(0.2, 0.1) mm to a position (1.0, 0.5) rom from the start. 
size was increased to (1.0, 0.5) mm for three more sites. 
performed using narrow-band detection at a frequency of 5 MHz, 
centroids match the target positions to within less than one 
millimeter. 
In a second run, 
broadband measurements 
frequencies within the 
presented in panel (b) 
run was initially 0.1 rom 
Then the step IIn this run, 
the measured 
tenth of one I 
in which only the horizontal position was varied, 
were performed and the centroids determined at all Iuseful bandwidth averaged. Those results are
 
of Figure 5. The increment between sites in this
 
and was increased to 0.5 rom as seen in the figure.
 I[Note that the horizontal scales differ by a factor of two between panel (a) and panel (b).] The excellent agreement of these centroid values with 
the target values suggests that a broadband measurement with subsequent 
average over frequency may provide an improved measure of the centroid of a 







I Beam Broadening by Plexiglass Plates 
As a final demonstration of transmission measurements using a phase­I insensitive receiving pseudo-array, we examine the effects on beam width of 
I 
propagation through plates of plexiglass and polyethylene. In panel (a) of 
Figure 6 we present a schematic diagram of a transmitting transducer and a 
coaxial receiving two-dimensional pseudo-array. In the far field of the 
transmitting transducer, the beam diverges linearly with range. When a 
I
 
plate of material exhibiting a greater speed of sound than water is placed
 
in the far field of the transmitter at range R, as depicted in panel (b),
 
we expect the diverging beam to be broadened by passage through the plate.
 
We performed an investigation to demonstrate this effect. 
I We first investigated the behavior of the transmitted beam in the absence of a specimen. In panel (a) of Figure 7, we present the zeroth­
I 
order moment measured using a two-dimensional receiving pseudo-array as a 
function of axial range in the far field of a 6.35 mm diameter broadband 
planar transmitting transducer. Zeroth moments for ultrasonic frequencies 
3.5, 5.5, and 7.5 MHz are plotted as open circles, squares, and triangles, 
respectively. The beam widths determined from the same measurements are 
plotted in panel (b). The linear divergence of beam width with range isI evident in the data. Because the beam width increases linearly with range, 
I 
the effective ~ea covered by the beam increases as th~2square of the 
range. This Z dependence of beam area couples with the Z dependence of 
the magnitude of the energy in the beam to yield a constant value of the 
zeroth moment as shown in panel (a). 
I The zeroth moment and beam width measured with a 10 mm thick plate of plexiglass in the beam path are presented as the filled symbols in 
I 
Figure 7. The zeroth moment measured at three ranges with the specimen 
present, although attenuated, appears to exhibit the same independence of 
range observed in the water alone. The beam width after propagation 
through the plate is slightly larger in magnitude than in water only, but 
appears to diverge at the same axial rate. The range-independence of the 
zeroth moment suggests that the exact position of the receiving arrayI relative to the specimen is not critical for attenuation measurements. 
I 
The broadening of a transmitted ultrasonic beam due to propagation 
through plastic plates of varying thickness is presented in Figure 8. The 
beam width measured at fixed range with different thicknesses of plexiglass 
I 
positioned in the beam path are plotted as squares. The results for 
polyethylene plates are plotted as circles. Values measured in the absence 
of plastic plates are plotted as zero thickness. Least-square fit lines 
I 
are drawn for both sets of data. We note that the refractive effect of 
propagation through these faster-than-water plastics resulted in broader 
beam width in proportion to the thickness of plastic traversed. 
Summary 
I We have shown in this section that phase-insensitive two-dimensional pseudo-arrays can be used to give improved performance in detecting 
I 
spatially distorted fields. Because of the two-dimensional sampling, 
additional information can also be extracted when the field takes on a 
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Figure 1. Stepped plate experiment. The transmitted waves at 
positions (i) and (iii) are received undistorted. The 
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Figure 2. Results of stepped-plate measurements. In panel (a) the 
loss measured at the position of the step-discontinuity using 
phase-sensitive detection exhibits a scalloped frequency­
dependence, in contrast with the linear dependence exhibited by 
the loss at other positions. In panel (b) the loss measured using 
phase-insensitive detection exhibits linear behavior at all sites. 
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Figure 3. Attenuation of plexiglass measured using phase­
insensitive pseudo-array. Upper panel: Zeroth-order spatial 
moment of the received beam with a water only path (solid), ~nd 
with the insertion of a 5 rom thick plexiglass plate (dashed), and 
a 10 mm thick plexiglass plate (dot-dashed), Lower panel: 
Attenuation coefficient of plexiglass is determined by the slope 
of a linear fit of MO versus thickness at each frequency. This 
attenuation estimate is free of transmission coefficient 
contributions, 
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fFigure 4. Slope of attenuation measured using a phase-insensitive 
two-dimensional pseudo-array plotted as a function of 
concentration of inclusions for tissue-mimicking phantoms 
constructed using (a) graphite powder in gelatin and (b) glass 
beads in gelatin. Slope is found to depend linearly with 
concentration, in agreement with Insana et ale [9J. 
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Figure S. Estimated centroid of beam as the position of the pseudo­
array is varied. (a) Single frequency measurement of centroid 
exhibits some error in position of the beam. (b) Average of 
centroid components determined at several frequencies yields an 
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Figure 6. Divergence of the ultrasonic field (a) in a water-only 
path and (b) with a specimen present. A specimen having a faster 
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B-2. Theory of Moments in N Dimensions 
Personnel:	 P. H. Johnston, BCL 
J. G. Miller, BCL 
Support:	 RR 01362 
HL 17646 
HL 28998 
Our experimental work is based primarily upon the measurement of the 
ultrasonic energy transmitted or scattered in an experiment as a function 
of one or more variable coordinates. Although we seldom examine the 
properties of a measured distribution of energy over all variables at once, 
a general approach to analysis might provide the flexibility to do so. In 
what follows we investigate moments in N dimensions. The results presented 
in the last progress report which involve only one or two dimensions are 
easily extracted from the general formulation. The general forms also 
allow the extension of our present ideas into higher dimensionality for 
future applications. 
Consider a	 function f(x) of the variable x defined over some domain 




[f] - fV x f(x)dx .	 (2.1) 
This integral may be viewed as the average value of xn over the domain V, 
with each increment of the domain weighted by a density function f(x). 
Alternatively, we choose to view the integral as an average of f(x) with 
weighting function xn . In the notation of Equation (2.1), the argument in 
square brackets denotes the function to which the moment formula is 
applied, to distinguish the moments m [f] of function f(x) from the moments 
m [g] of function g(x). n 
n 
An extension of this formulation to N dimensions is 
m. . [f] - f xi x j k f(~) N~	 (2.2)~J' •• k	 VN 1 2 ••• xN x d x 
where 
~ 
x (xl ' x 2 ' • • • ,xN)	 (2.3) 
d 
N~ 
x - dxl dx2···dxN . 
Here each of the N subscripts applied to m denotes the power to which the 
corresponding variable is raised in Nhe weighting factor of the integral. 
We refer to the N-dimensional volume V as the aperture in analogy with the 
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I 
case of two spatial dimensions. In addition, we say that the raw N­ I 
dimensional moment m.. k[f] is of order n-i+J·+ •••+k. 
~J • - ­
Radial Moments I 
One special class of multidimensional moments is what we refer to as 
the radial moments. The nth order radial moment ~ [f] is defined as the 
integral of the function f(i) over the aperture V nweighted by the nth I 
power of the radius vector 
~ 
x 
f -+n -+ N-+ IM [f] 
- N x f(x) d x (2.4)n V 
The notation in expands as I 
1 , n-O I 
-+ 
x , n-l 
-+ -+ 
x - x , n-2 I 
-+n -+ -+ -+ 
x 
-
(x-x)x, n-3 (2.5) 
-+ -+ 2 I(x-x) , n=4 
I 
Examination of the weighting factor in reveals that the even order radial 
moments are scalars and the odd order radial moments are vectors. II 
An appealing property of the lowest order radial moments is that 
they yield to physical interpretati~n. The scalar zero~ order radial 
moment is the definite integral of f(x ) over the aperture V , the "total Ienergy" or "total mass," the 
-+most global characteristic of f(~). The 
vector first order moment of f(x) is related to the "centroid" or "center 
of gravi ty," a
-+ global property specifying the center of concentration of 
-+ 
/1the function f(x). The scalar second order radial moment represents the 
spread of f(x) about the origin of coordinates, or the "moment of inertia." 
Third and fourth order radial moments are related to the "skewness" and 
"kurtosis" of the function, respectively. These interpretations provide Imuch of the motivation for the use of radial moments in this work to 







The radial moments are defined relative to the origin of the 
particular coordinate system in use. Alternatively, the weighting factor 
of radial moments may be defined relative to any other point in N-space. 
If the point of reference is chosen to lie at the centroid of the function 
~ .f(x) def~ned as 
~ ~ Ml [f]
 




then the moments are referred to as radial central moments of f(x). These 
are denoted as U and are given by
n 
Un[f] - £N (~- C[f])n f(~) dN~ . (2.7) 
In addition, raw central moments in a form analogous to Equation 
(2.2) may be defined as 
i j k ~ N~ 
Jl. i · k[f] - IN (xl-Cl ) (x2-C2) ••• (~-CN) f(x)d x . (2.8)J • •• v-­
Aperture Moments 
In the special case that the function of interest is unity, i.e. 
f(~)-l, the moments specify geometric properties of the aperture itself. 
Thus we assign special notation to these aperture moments as follows 
a •.mij ••• k[l] a ij ••• k Jl.ij ••• k[l]
- ~J ···k 
M [1] - a U [1] - A (2.9)n n n n 
As in the case of the radial moments of an arbitrary distribution, the 
radial aperture moments yield to physical interpretation as descriptors of 
the geometry of the aperture. The zeroth order moment n represents the 
total volume of the aperture. The geometrical center of tne aperture is 




al/aO' The average width of the aperture is 
related to the second order aperture moments. 
As a reference aid for the reader, a summary of the various types of 
moments defined above is presented in Table 1. 
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Summary or Moments 
Moment Description Non-Central Central 
Distribution 
Raw mij ... k JJij ... k 
Radial Mn Un 
Aperture 
Raw aij ... k Clij ... k 
Radial a" A" 
Table 1. Summary of notation for the various types of moments 
defined in this chapter. 
A useful property to note is that for apertures exhibiting symmetry 
about'the x and y axes the odd order central ~perture moments are zero. In 
order to demonstrate this, we now examine the aperture moments in two 
dimensions of three configurations depicted in Figure 1. Consider first 
the raw central aperture moments of a circular aperture of' radius R, 
depicted in panel (a) 
Pa - J x yq dx dy (2.10) 
pq circle 
Converting to polar coordinates yields 
211' R 
a cosP e sinq e de J r l +p+q dr (2.11) pq J o ·0 
The radial integral evaluates to R2+n /(2+n), where n-p+q. The angular 
integral equals zero whenever either of p or q is odd. The results of 
these evaluations are tabulated in Table 2 along with results for two cases 
of rectangular aperture. 
We now compute the aperture moments for a rectangular aperture of 
width wand height h, as shown in panel (b) of Figure 1. First, let the 
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origin be located in the lower left corner of the aperture, so that the raw 
aperture moments become 
w h wP+lhq+l 
a - I dxI dy xP yq - (2.12) pq 0 (p+l) (q+l)o 
The values obtained for up through fourth order are given in Table 2. We 
note that all of the moments are non-zero. The centroid is located at the 
geometrical center of the aperture, i.e. 
-+ (alO aOl) (w h) (2.13)o - aOO'aOO - 2'2 
as expected. 
Shifting the origin of coordinates to -+0, as presented in panel (c) 
of Figure 4, we calculate the central aperture moments 
h/2 h/2 
a pq I dx I dy xP yq 
-h/2 -h/2 
(w/2)P+l(h/2)q+l ((p+l)(q+l) l_(_l)P+l] (l_(_l)q+l] (2.14) 
Examination of this result reveals that if either p or q are odd then the 
central aperture moment is zero. Values of these moments are listed in 
Table 2. We note that the numerical value of all the moments in Table 2 
will decrease with n if the dimensions of the aperture are numerically less 
than unity. This property has been found to be useful for improving the 
convergence of algorithms for reconstruction of images from their moments 
[1] . 
Interrelationships Between Moments 
The several types of moments defined above are linked by simple 
relationships. The raw central moments may be expressed in terms of the 
raw moments through application of the binomial expansion 
q(xi-Ci)P - ~ (p] (-C.)p-q x. (2.15)
q-O q ~ ~ 
where 
(p] p! (2.16)q = q!(p-q)! 
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Substitution into Equation (2.8) yields the result 
i j k 
~ij ••• k[f] - ~ ~ 
... ~~O (~) G) (~) x 
a-O /3-0 
(_C )i-a(_C )j-/3 ... k-~ (2.17)(-CN) ~/3 ••• ~l 2 
A raw central moment of order n thus expands in terms of the raw moments of 
order less than or equal to n and powers of the components of the centroid. 
The expression of radial moments in terms of raw moments involves a 
multinomial expansion 
-+ -+ k N 2)k N 2k.~ (x·x) - ( ~ x. - ~ (k;kl,k2'···'~) IT x. (2.18) i-l ~ k ,k ···,k i-l ~ l 2 N 
where 
(k 'k k ••• ,k_) - k Ik I k! ••• k_! (2.19)
' l' 2' -~ l' 2' -~ 
and where the summation is over values of k. 
J 
which sum to k, i.e. 
N 
~ k. - k (2.20) j-l J 
Using Equation (2.18) in Equation (2.4) we thus find that the even order 
radial moments are given by 
M - ~ (k;kl,k2,···,kN)m2k 2k ••• 2~ (2.21)2k k k ••• k_ 1 2l' 2' '-~ 
and the jth components of the odd order radial moments are given by 
{M } - ~ (k;kl,k2,···,~)m2k 2k ••• 2k.+l ••• 2~. 
2k+l j kl,k2' ••• '~ 1 2 J (2.22) 
In analogy with the preceding equations, the relationship between 
the radial and raw central moments are 
(2.23)
- ~ (k;kl,k2'···'~)~2k 2k ••• 2k_U2k k k ••• k_ 1 2 -~ l' 2' '-~ 
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and the jth components of the odd order radial moments are given by 
{u } - t (k;k1,k2""'~)~2k 2k "'2k.+1"'2~ 
2k+1 j k1,k2""'~ 1 2 J (2.24) 
These may in turn be expressed in terms of the noncentra1 raw moments by 
substituting from Equation (2.17). 
We now evaluate these expressions for the lowest order moments to 
point out some important relationships. The first important set of 
relationships is the equality among the zeroth order moments 
m -M-U- I -+ N-+ (2.25)00 ••• 0 0 0 ~oo •••o - N f(x) d x 
V 
a oo ••• o - ao - AO - aOO"' O - IN d N-+ x V 
Another set of equalities exists in one dimension, where the raw moments 
become identical to the corresponding radial moments, i.e. 
~ 
m
- Mn n 
-~n Un 
in one dimension. 
a
n - an (2.26) 
a -An n 
The relationships between the first order moments are 
-+M - (m m ••• m ) - -+ (2.27)M C 1 10···0' 01···0' , 00···1 0 
-+U - ( ••• ] - 0 (2.28)1 ~20 ••• 0'~01 ••• 0' '~00 ••• 1 . 
-+a - (a a ••• a ] - a -+0 (2.29)1 10···0' 01···0' , 00···1 0 
(2.30)A1 - (a10 ••• 0,a01 ••• 0'··· ,aOO ••• 1] - 0 . 
-+Equation (2.27) defines the position o~the centroid of f(x) relative to an 
arbitrary origin of coordinates in V. The same is true for Equation 
(2.29). Because the central moments are by definition calculated about the 
centroid, the first order central moments are all equal to zero. 
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The evaluated expressions for second order moments are 
~1 1 - m - mO C.C. (2.31) ., 1..1 ~ J 
~ J ~ J
 
2
 ~2. - m2 . - mO Ci 
~ ~ 
N 
(2.32)M2 - .~ m2 . ~-1 ~ 
N 
U2 - .~ ~2. (2.33) ~-1 ~ 
Here we have introduced a new notation in which 
m _ I a b -+ N-+
a.b N x.x. f(x)d x (2.34) ~ j V ~ J 
and 
~a b - IN (xi - C.)a (x. - C.)b f(~) dN~ (2.35)ij V ~ J J 
Expanding the central radial moments using the other relations shown, we 
may obtain a familiar form for the parallel axis theorem 
U2 - M2 - U Ic,2 . (2.36)o
 
Expansion of the third order moments yields
 
~li1j1k - m1i1j1k - [CimOi1j1k Cjm1iOj1k + Ckm1i1jOkJ + 2mOiOjOkCiCjCk 
2~2 1 - m2 1 - m2 ° C. - 2m1 1 C. + 2mO ° C. C. (2.37)...... J .. ~ .. ~J ~ J ~ J ~ J ~ J ~ J
 
3
~3 = m3 - 3m2 C. + 2mO C.
 iii ~ i ~
 
N 
{ M3} - ~ m2 . 1. (2.38) j i-1 ~ J 
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N 
{U3}j -i~l ~2i 1j (2.39) 
1. Teague, M. R., "Image Analysis Via the General Theory of Moments," 
Journal of the Optical Society of America, vol. 70, pp. 920-930, 1980. 
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-w/2 l;i.. ) X I 
-h/2 I 
Figure 1. Three arrangements of symmetric aperture and coordinate 
axes for demonstration of aperture moments: (a) a circular I 
aperture of radius R with the origin of coordinates at its center, 
(b) a rectangular aperture of height h and width w with the origin
 
of coordinates at its lower left corner, and (c) the rectangular














[0, w ],[O,h ] 
apq 
rectangle 
[-w /2,w /21 [-h /2,h /21 
Q pq 
0 0 0 trR2 wh wh 
1 0 0 w'2h/2 0 
1 
0 1 0 wh'2/2 0 
2 0 trR -&/4 w3h/3 w3h /12 
2 0 2 trR-&/4 wh 3/3 wh 3/12 
1 1 0 w'2h'2/4 0 
3 0 0 w 4h/4 0 
0 3 0 wh 4/4 0 
3 
2 1 0 w3h 2/6 0 
1 2 0 w2h 3/6 0 
4 0 trR 6/8 w')h/5 w')h /80 
0 4 trR 6/8 wh')/5 wh')/80 
4 3 1 0 w 4h 2/8 0 
1 3 0 w2h 4/8 0 
2 2 trR 6/24 w:3h 3/9 w3h:3/144 
Table 2. Values of the aperture moments for the three symmetrical 
two-dimensional apertures presented in Figure 1. 
-56­
I 
B-3. Effects of Noise on Moments I 
Personnel: P. H. Johnston, BCL 
J. G. Miller, BCL I 
Support: RR 01362 
HL 17646 
HL 28998 I 
We find that higher order moments are more sensitive to noise and I 
finite-aperture effects than are lower moments. To illustrate this 
qualitatively, consider the one dimensional slice ~long the x. axis through 
the centroid of a multidimensional function f(x) presented in Figure 1. II 
This function m!ght, for exampl~, represent an energy distribution com~osed . 
of a signal H(x) plus noise ~(x). Here the distribution of energy H(x) is 
concentrated about the centroid located at point C, and falls to relat!vely 
small values at positions far away from that point. The noise ~(x) is I 
approximately consSant over the aperture, and is much less than the value 
of the signal H(x) in the vicinity of point C, but is greater than the 
signal far away from point C. Under the assumption that the origin of I 
coordinates lies at the centroid, point C, the nth order radial central . 
moment is expressed in N dimensional polar coordinates (r,O) as 
-+n N-lU [f] - JN x (H(r,O) + ~(r,O) r dr dO (3.1) In V J 
where the value r is the radial distance from the centroid and ° represents I
solid angle. The effectt've weighting factor in this integral results from
-+n J.\l- n~:-rthe product of x and r and is thus proportional to r . Hence the 
-+ -+
contribution of values of H(x)+~(x) at distances far from the origin is 
increasingly more important as either the order n or th~ di~ensionality N I 
increases. Because we assumed that regions where ~(x»H(x) are far from 
the origin, such as segments AF and GB, higher-order moments are very 
sensitive to the noise level. I 
-+ Another problematical feature is that small details in the function 
f(x) at distances further from the origin are weighted more stongly than 
similar features nearer the centroid. For example, given that the small I 
lobe at position E in Figure 1 and the shoulder at position D contribute 
-+
equally to the zeroth moment of f(x), the lobe at position E will have a 
greater effect on all higher-order moments than the shoulder due to its Igreater distance from the origin. In addition, the extraneous noise bump 
at position A will exhibit a distorting influence on the moments calculated 
over the full aperture AB. Thus, more remote features in actual 
measurements such as sidelobes or random fluctuations in amplitude in the I 
wings of the distribution of energy contribute significantly to higher 
order moments. This is usually not desirable because the most interesting 
information is contained in the main lobe of the distribution of energy, 
and random fluctuations are not representative of global characteristics of I 
the medium under test. 
Further, in the case of a bounded volume (aperture), the higher­ I
order moments will be more sensitive to the shape and size of the boundary 
I 
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n N ldue to the weighting factor r + - . In Figure 2 we show a function f(i) 
over the aperture AB in which the signal is significantly larger than the 
noise only in a small fraction of the aperture. Considered over the full 
aperture, the function f(i) resembles a constant with a small bump on it. 
Moments calculated over the full aperture AB will therefore be dominated by 
the constant noise level and hence will be relatively insensitive to 
changes in the desired signal at C. Moments calculated over the aperture 
DE, however, would be dominated by the signal itself. 
These considerations indicate the need to limit the region of 
in~egration to exclude locations where the signal falls below the noise or 
where small features of modest significance lie at relatively large 
distances from the centroid of energy. A cut-off might be applied so that 
the aperture in Figure 1 would be limited to the segment FG, for example. 
In a previous progress report we discussed a signal-dependent cutoff scheme 
for estimation of the two-dimensional moments of an ultrasonic beam. 
Statistical Treatment of Noise Effects 
Irrespective of the truncation or apodization employed, the signal 
which is used for calculation of moments is still the sum of signal plus 
noise. We now consider the propagation of noise into our determinations of 
the moments. For simplicity, we restrict ourselves to two dimensions in 
this section. A practical measurement consists of discrete values of 
energy taken from some instrument. The result can be expressed as 
f(xi'Yi) - H(xi'Yi) + ~i ' (3.2) 
where the measurements represent the energy at one of the N sample points 
(x.y.) in the aperture, and are parameterized by the index i. The noise 
sa~ptes ~. are independent of (x.y ) and are assumedfrawn from a 
populatiofi exhibiting mean value ~<~~ - ~O and variance a. Our goal in 
this section is to find expressions for the mean and variance of several 
useful moments. 
The definition of the raw moments in this discrete formulation takes 
the form 
N q 
m [f]­ ~ x~ y. f (xi'Yi) . (3.3)pq 
. 1 ~ ~ ~-
Because of the linear nature of moments, the moment of the measurement is 
given by the sum of the moment of the signal and the moment of the noise 
m [f] - m [H] + m [~l (3.4)pq pq pq 
From this it is easy to see that the mean value of the raw moment is given 




<m [f]> - m [H] + <m [~]> (3.5) Ipq pq pq 
Examination of the mean value of the moment of noise samples yields I 
N Ip q<m [~]>=< ~ xi Yi ~i >pq i=l 
N p q
x. y. <~.>~ ~ ~ ~ I i-l 
:1(3.6)
- apq ~O 
Here we have identified the discrete form of the raw aperture moment a 
and the definition of the mean value of the noise ~O. Thus, the gener~~ I 
result for the mean value of a moment of a signal plus noise is 
I
<m [f]> - m [H] + a ~O (3.7)pq pq pq 
The desired moment value is modified by the addition of the mean noise I 
level times the corresponding aperture moment. Further, as we saw in the 
preceding section, if the aperture exhibits symmetry about the coordinate 
axes, then the appropriate aperture moments are the central moments a Iwhich are zero for order n=p+q=odd. Thus, the effects of noise aP~ 
minimized in the m~an for odd-order moments over a symmetrical aperture. 
We now examine the variance of the raw moments. As each sample of I 
the noise function is assumed independent of all the others, the variance 
of mpq [f] may be defined [1] I 
N am [f] 2 
co [pg Jvar(m [f]) - ~ a var(~k) (3.8) 
pq k-l ~k il 
The partial derivatives bring out the weighting function for the kth point I 
am [f]
.PSI x Pk yqk (3.9) Ia~k 
2Noting that the variance of ~ is defined as a we write I 





var(m [f]) a (3.11)pq 2p2qu 
This result states that the variance of a moment of order n-p+q is equal to 
the product of the variance of the noise and the corresponding aperture 
moment of order 2n-2p+2q. No choice of aperture will provide even order 
aperture moments equal to zero, in contrast with the odd-order aperture 
moments. Thus all moments will exhibit nonzero variance in proportion to 
the noise variance and higher-order moments of the aperture. 
Mean and variance of the centroid 
From the preceding results we can develop expressions for the other 
moments. In order to express the central moments, for example, we need 
the values of the centroid ~ C. The x component of the centroid is defined 







By the result of Equation (3.7), we express this as 
where 
signal 
m10 [H] + ~Oa10 m10 [H}<C > 
x mOO[H] + ~OaOO ~ mOO[H] + ~OaOO 
the latter form is valid for a symmetrical 
to noise ratio, this may be approximated as 
m10 [H] m10 [H] aOO~O[1 ­x mOO [H]<C > 1 + ~OaOO )"" mOO [H]
mOO[H] [ mOO[H] 
(3.12) 
(3.13) 
aperture. For large 
) (3.14) 
. 
The constant noise floor tends to shift the apparent value of the centroid 
toward the origin in proportion to the ratio of the zeroth order moment of 
the noise to that of the signal.I The variance of the centroid is given in terms of the variances of 
the moments as [1] 
I car (m10 [f] ) var(mOO[f] »)var(C ) _ <C >2 (3.15) 
I





By pr~vious res~lts, we have var(mlO[f]) - a a 0 and var(mOO[f]) - a IaOO ' Assum~ng appropr~ate symmetry for use of the central aperture moments, we 
may write I 
2 mlO[H] )2[ °20 +
°
00
var(C ) - a )[x mOO[H] + ~0000 m [H]2 IlO (3.16) 
For large signal to noise ratio, the first order approximation to the Ivariance of the centroid is 
° m [H 2 I2 [°20 + 00 10 ]) (3.17)var(Cx ) z a mOO[H] 
m [H]4OO I 
The above results support the idea of restricting the calculation of 
moments to as small an aperture as possible. The mean and variance of the 
noise in the measured signal appear as factors with the aperture moments. IThus, reducing the total aperture decreases the aperture moments and the 
effects of noise. 
It was previously pointed out that the units of length can be I 
adjusted to force the higher-order moments to numerically decrease with 
increasing order. This maneuver may thus reduce the numerical effects of 
noise on the moments. Some caution must be taken with this reasoning, Ihowever, because many of the useful quantities which can be found using 
moments (such as the centroid) are in terms of ratios of moments. It may 
be that these ratios are not so free of the effects of noise, since the 
scaling operation makes changes in numerator and denominator. I 
1. Bevington, P. R., Data Reduction and Error Analysis 
Sciences, McGraw-Hill, New York, 1969. 
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Figure 1. Example of a concentrated energy distribution 
illustrating noise and aperture effects. Measurement is the sum 
of signal H(x) and noise ~(x). 
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Figure 2. Demonstration of the detection of a concentrated energy
 
distribution using a large aperture or a small aperture. Moments
 
computed over aperture AB.will be dominated by the noise value,
 
while moments computed over the aperture DE will better represent
 





I B-4. Ultrasonic Reflection Tomography 
Personnel: S. R. Broadstone, BCLI R. M. Arthur, BCL 
Support: RR 01362 
I 
I 
Although state-of-the-art phased-array sector scanners produce 
images with good axial and azimuthal resolution, their performance is often 
compromised by constraints applied for real-time operation. If in-phase 
I 
detection of backscattered signals is not performed at each image point in 
the field of view, accurate estimation of tissue properties is compromised. 
Consequently, an off-line imaging system was designed and built to 
investigate improvements for on-line or real-time imaging systems [1,2]. 
I 
Because all signal-processing and image-generation steps were done in 
software, we could precisely compare homogeneous and adaptive beamforming 
algorithms and test any other algorithms on tissue phantoms or tissue 
samples without building new acquisition circuitry. Signals were acquired 
and images were generated using the processing environment described in 
Section B-6.I Signal Acquisition 
I We designed and built 32 drivers for ultrasonic-transducer elements, which could be controlled by the processing environment (Section B-6). 
I 
I 
These drivers were designed to deliver over 50' of the pulse energy 
uniformly to the 2-7 MHz range when loaded by an element of either the 3.5 
or 5.0 MHz linear-array transducers used in this study. Each element had 
its own pulser, but only one receiver channel was available. Each element 
in turn was pulsed under computer control. The backscattered signal at the 
element with the receiver was sampled at 50 MHz, digitized with 8 bits of 
precision, and stored in response to each pulse. The receiver circuitry 
I 
was moved to another element and the procedure was repeated until 
recordings were made from all elements of the array. Thus if there were N 
elements in the array, we recorded N2 backscattered signals. 
I 
Just over 2000 samples from each backscattered signal were retained, 
so that we could view a 3x3 cm portion of the insonified object. Even 
though we performed no beamforming during acquisition to reduce the amount 
I 
of data which had to be saved, only about 2 megabytes of storage were 
required for the element signals from a 32-element array. Raw signals were 
sent via serial line to our Masscomp workstation for further manipulation, 
beamforming, image generation, quantitative assessment, comparison, and 
display. 
I Image Generation 
I 
System performance was evaluated by imaging a water-filled AlUM 100­
mm test object with a 3.5 MHz, 32-element linear array. We generated both 
linear-array and phased-array images using 5 elements from the center of 
the array, as well as using all 32 elements. We implemented the typical 







A new ray-tracing algorithm which also yields ideal focusing was 
developed. It, however, allowed the system to produce images about 30% 
faster than the focus-and-steer algorithm. Figure 1 shows the time-of­
flight geometry for the ray-tracing algorithm. In a medium with constant I 
phase-velocity, a line, or ray from the transmitting element to the field 
point (r~) and back to the receiving element (r ) permits calculation of 
the beamfOrmer delay. The roundtrip time is 2 I 
t - (r + r ) / c
rt 1 2 I 
r - [ (x - x )2 + (z - zO)2 ] 1/21 O I 
r - [ (x - d - x )2 + (z - ZO)2 ] 1/22 O I 
where c is the speed of sound in the medium. 
The focus - and- steer algorithm was also applied in a manner typical 
of most real-time systems. The transducer was focused along an arc through I 
the middle of the view grid. Although the result is qualitatively 
appealing, it suffers from significant phase-cancellation errors, both from 
improper focus and from spatial under sampling. The conventional phased­ Iarray image was clearly not suitable for quantitative analysis. 
Images reconstructed using the ray-tracing algorithm with 240, 60 
and 15 ~m spatial sampling revealed the effects of phase cancellation due I 
to spatial undersamp1ing, even when the focusing was ideal. For example, 
in images with pixel size ~ 240 ~m (sample rates < 3.5 MHz), the size of 
the wires could not be determined to within a factor of two. Their shapes Iwere grossly noncircu1ar. On the other hand, the images with 15 ~m pixel 
size permitted a reasonable estimate of the shape and size of the 0.75 mm 
diameter wires and showed details of the insides of wires, which were 
consistent with their material properties. Figure 2 shows the central I
wires, which are made of stainless steel, in the AlUM test object along 
with a 15 ~m pixel-size image. The standing wave pattern inside the wires 
has a wavelength expected for stainless steel. I 
Real-Time Operation 
Beamformers are usually implemented by delaying transducer-element I
signals appropriately before summing them to get a function of time which
 
gives a view of the insonified tissue along a given direction. What is
 
really of interest is how each instant of each element signal contributes
 
to a particular pixel in the tissue image. We are now designing a VLSI
 I 
circuit, to be used with the ultrasonic reflection tomographic system, 
which will serve as a digital delay line and a coordinate transformer to 
perform real-time beamforming and image generation. The VLSI circuit maps Ibackscattered signals into the image-display space. In the tomographic 
system the backscattered signal at each element is collected in response to 
pulsing each element in turn. Clearly the mapping depends upon which' 
element is the transmitter. For an N-e1ement transducer, each element will I 
have N circuits to map each sample of each transducer-element signal to the 
correct pixels in the final image. I 
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I 
I A flow diagram of the VLSI circuit is shown in Figure 3. For 
I 
I 
simplicity the diagram describes a second-order polynomial fit of the 
mapping surface. A circuit which implements a higher-order fit operates at 
the same speed, but takes up more real estate. The beamforming scheme 
implemented depends upon how the mapping circuit is seeded. The circuit is 
seeded with first forward-differences from a Taylor series expansion of the 
polynomial which matches the mapping surface. It then calculates 
approximate values for round-trip samples values for the entire image 
I 
space. For a homogeneous medium the backscattered signal from a given 
element falls along an ellipse in the image. The maximum error in a 
homogeneous medium for a second-order polynomial over a 512 x 512 region is 
2.5 samples. For a third-order fit the error is 0.3 sample. Although 
initially a homogeneous medium will be assumed, the circuit can be seeded 
with values which depend on the medium and thereby implement adaptive­I beamforming algorithms. 
I 
The parallel operation of N VLSI mapping circuits per element 
reduces the processing time per pixel to 125 ns for a 512 x5l2 image and 50 
MHz sample rate, where the number of elements N is 32. Real-time operation 
il 
would still be unrealizable with present technology if the VLSI circuit had 
to calculate the roundtrip time using the expressions given previously, 
which depend on square and square root operations. The mapping circuit 
reduces those operations to a single add for any order polynomial and thus 
should be able to achieve real-time operation. 
I 
I 
1. Broadstone, S. R., "Ultrasonic Reflection Tomography: An Off-Line High 
Resolution Imaging System for Tissue Characterization," Master's 
Thesis, Washington University, May, 1986. 
2. Broadstone, S. R. and Arthur, R. M., "Ultrasonic Reflection Tomography: 
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Figure 1. Time-of-Flight Geometry. 
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___ interpixel intervala ( 
~ 240, 60 or 1SI micrometers 
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Figure 2a. View Grid Dimensions. 
Figure 2b. Lower Three Wires in the View Grid. The image contains 
, 5l2x5l2 pixels, which are 15 micrometers on a side. 
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Figure 3. Time-of-Flight Calculator. Version shown is for a best­




I B-5. The Transfer Function of Transducer Elements 
Personnel: R. M. Arthur, BCLI S. R. Broadstone, BCL 
Support: RR 03162 
I 
I 
Transducer behavior must be taken into account in order to make 
quantitative ultrasonic measurements. Clearly, the content of the beam of 
a phased array is dependent on the beam profiles of the individual elements 
I 
in that array. The energy transmitted or received by a transducer element 
is dependent on signal frequency and on the angle of propagation or 
incidence. We have attempted to infer transducer vibration modes from the 
diffraction patterns of single elements at single frequencies. 
I 
The diffraction patterns of uniform circular and rectangular pistons 
were calculated using the methods of Oberhettinger [1] and Lockwood and 
Willette [2], respectively. These methods treat an element as a collection 
of point sources and yield the impulse response of the element as a 
function of time at any field point. Previously we tried to match measuredI diffraction patterns on a least-squares-error basis by modelling an element 
I 
as a collection of ideal subelements. The least-squares-error method fails 
if the location of a given field point with respect to other field points 
is not known to within a few pm, which is the distance over which phase 
changes by 1 degree in soft tissue at 3.5 MHz. 
I 
By considering single frequencies we can calculate the diffraction 
pattern of an element from its Fourier transform or aperture function. The 
I 
magnitude of the aperture function is oftetr taken to be the diffraction 
pattern in any plane parallel to the face of the transducer [3]. Actually 
the aperture function gives the diffraction pattern over any sphere or 
along any arc. Figure 1 compares the aperture function for a circular 
I 
piston for the case in which the radius is 2.5 times the wavelength to the 
same frequency in the spectrum of the impulse response along an arc. The 
pattern is independent of radius. The impulse-response method is in error 
I 
near the propagation axis where the effects of too low a sample rate are 
seen. Even though the sample rate was 400 MHz, it was not high enough to 
avoid aliasing. Figure 2 compares impulse response and aperture function 
for a rectangular piston whose width is 5 times the wavelength. 
I 
If we measure the diffraction pattern, we can then find the 
disturbance at the transducer face by performing an inverse Fourier 
transform. We plan to map the response of individual elements of an array 
by rotating the array within its image plane about an axis through the 
center of the element face. We have used this technique previously and areI now in the process of measuring a 2.25 MHz circular piston and elements of 
I 
3.5 and 5 MHz, 32-element linear arrays. Rotation is performed by a 
stepper motor under control of the processing environment (Section B-6). 
Another motor fixes the range between the array element under study and a 
hydrophone. The excitation pulse and the pressure field recovered by the 
hydrophone are recorded as a function of hydrophone range and angle. 




1.	 Oberhettinger, F., "On Transient Solutions of the Baffled Piston 
Problem," Journal of Research of the National Bureau of Standards, 
(U.S.) B, vol. 65, p. 1, 1961. 
2.	 Lockwood, J. C. and Willette, J. G., "High-Speed Method for Computing
 
the Exact Solution for the Pressure Variations in the Nearfield of a
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Figure 1. Diffraction pattern for a circular piston whose radius is 
2.5 times the wavelength. 
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Figure 2. Diffraction pattern for a rectangular piston whose width 
is 5 times the wavelength. 
0.002 
0.001 0 
























I B-6. The Processing Environment for Ultrasonic Tissue Characterization 
Personnel: R. M. Arthur, BCL 
I S. R. Broads tone , BCL P. H. Johnston, BCL 
J. G. Miller, BCL 
J. G. Mottley, BCLI L. J. Thomas, Jr., BCL 
Support: RR 01362 
I 
I 
This year we added a 190-megabyte drive and an Ethernet controller 
to our Masscomp MCS-537 workstation (see Figure 1). The workstation is a 
multiuser system for generating and manipulating images, which contains 2 
I 
megabytes of memory, special floating-point hardware, and an integral 
graphics processor with a high-resolution color display. The workstation 
is also supported by an Epson LQ-1500 dot-matrix printer, which has both 
draft and letter-quality modes plus graphics capability. 
I 
The new drive augmented a 50-megabyte drive and gave us sufficient 
storage for two- and three-dimensional graphics software, which produces 
CORE standard files for transfer to other systems, plus storage for more 
than one ultrasonic image at a time. Before we added the Ethernet 
controller the only way the workstation could communicate with systemsI outside of the processing environment was serially via a 1200 bit/second 
I 
modem. The baseband Ethernet connection allows high-speed transfer of 
files to a computer with a tape drive for system and image backup. It 
makes us a closer part of the growing community of workstations in the 
Resource (F-l). 
Previously the heart of our processing environment was a DEC LSI­I 11/23 microcomputer whose total memory and user partitions within memory 
I 
(56 kilobytes) are far too small to hold, much less manipulate, typical 
ultrasonic images (256 kilobytes). The DEC 1$1-11/23 is now dedicated to 
the acquisition of ultrasonic signals. Its main peripherals include: 1) a 
lll-megabyte Winchester drive; 2) an FPS lOOE array processor; 3) a 9­
I 
track, industry compatible tape drive for backup storage; 4) an IEEE-488 
bus for communication with the instrumentation that controls our ultrasonic 
transducers and collects their signals; and 5) a medium-resolution, gray­
I 
scale graphics system called digivision, which was designed and built in 
our laboratory. We recently installed a package called Kermit for protocol 

































































































C. Quantitative Imaging; Radiation Treatment Planning 
Research and development in RTP (Radiation Treatment Planning) has 
progressed in several important areas, including evaluation of existing 
treatment protocols, determining the dependence of dose deposition on 
atomic constituents, preliminary testing of a method for quantitative 
treatment verification, and preliminary development of a rapid areal 
dosimetry system. This work is centered in the Mallinckrodt Institute of 
Radiology, and represents a set of activities with the ultimate goal of 
providing more effective radiation therapy treatment of cancer by improving 
the accuracy of dose calculation and delivery. 
C-l. Evaluation of High Energy Photon External Beam Treatment Planning 
Personnel:	 J. A. Purdy, Ph.D., Radiology 
B. N. Emami, M.D., Radiology 
W. B. Harms, B.S., Radiology 
K. E. Krippner, B.S., Radiology 
J. W. Matthews, D.Sc., Computer Systems Laboratory 
E. D. Slessinger, M.S., Radiology 
J. W. Wong,	 Ph.D., Radiology 
Support:	 RR 01380 
RR 01379 
NCI Contract #N01-CM-47696 
In September 1984, the National Cancer Institute (NCI) funded a 
three-year Multi-institutional effort to develop criteria, guidelines and 
methodology for the performance and evaluation of state-of-the-art 
high-energy photon external-beam treatment planning. This task is to be 
accomplished by extensive treatment planning for actual patients using 
state-of-the-art computerized treatment planning and imaging systems. 
The collaborati~g institutions participating in this project are: 
Washington University School of Medicine in St. Louis; Massachusetts 
General Hospital; Memorial Sloan-Kettering Cancer Center; and the 
University of Pennsylvania. The project established a Working Group, which 
consists of medical physicists, radiation oncologists, and computer 
scientists from each collaborating institution, and which meets three times 
a year to develop strategies to accomplish the project's research goals and 
to review the progress of the participating institutions. 
As a participant in this project, we have implemented a prototype 3­
dimensional RTP system having both real-time display and advanced dose­
algorithm capabilities for calculating and displaying the dose distribution 
and patient anatomy for non-coplanar fields and arbitrary planes in the 
patient. The system consists of a CMS Modulex computer interfaced to a 
MMS-X display system and an array processor. The computer hardware 





The MMS-X display system was developed by the Washington University 
Computer System Laboratory to provide high-performance line-drawing 
graphics for biomedical applications, primarily electron-density fitting in 
crystallography and has been described in previous reports [1,2]. I 
The Modulex computer is used as the input device for both the beam 
data and patient data and for display of the calculated dose distribution. IThe patient's volume of interest for planning purposes is established by 
viewing CT slices on the Modulex viewing monitor and using a light pen or 
digitizer to outline,the normal structure and the target volume contours on 
each CT slice. The contour data are transferred to the MMS-X display I 
system via an RS-232 interface. 
After the patient data have been sent to the MMS-X, the treatment 
planner selects a beam type, field size and initial orientation from the I 
various treatment-machine types available via the Modulex and sends the 
beam parameters to the MMS-X. The beams are represented as a configuration 
of lines diverging from a point source. Three planes within the beam­ I
configuration lines are provided, one fixed at the SAD of the machine used, 
and the other two moveable and below the fixed plane. The system allows 
multi-beam displays and has several features to assist treatment planning 
including contour turn-on/off, dashed contours rather than continuous I 
lines, blinking contours, and brightened contours (Figure 1). In addition, 
a unique feature of this display system is the capability for stereo 
viewing in which two images are projected on the monitor with different Irotation around the screen's vertical axis. By the use of special prism 
glasses, a 3-dimensional stereo view is perceived. 
Joy-stick control is provided for viewing the patient contours and I 
beam arrangements as an object from any arbitrary viewing position "(Room 
View)." In addition, joy-stick control is provided for each of the machine 
motion functions, including collima~or length, width and angle, gantry Iangle, couch angle, and couch latitude, longitude and height position 
"(Beam View) ." During Beam View the display changes as if the observer 
were attached to the couch; i.e., only the manipulated beam moves on the 
display. It is emphasized that display manipulations for both Room View I 
mode and Beam View are real time. 
Once beam arrangements have been determined geometrically, the beam 
setting information is returned to the Modulex host computer where dose I 
calculations are performed. Presently, there are two dose-calculation 
algorithms used in the 3-D RTP system - an effective-path-length (EPL) 
algorithm and the Delta-Volume (DV).algorithm [3,4]. The EPL algorithm is I
operational, whereas the DV algorithm is still being implemented. 
Once the three dimensional dose matrix has been calculated, two­
dimensional isodose information can be displayed on any planar views of the I 
patient's anatomy via the Modulex's display (Figure 2). Hard 
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Figure 1. On the 3-D display, the patient is represented as a series of 
contours and the beams are represented as a configuration of lines 
diverging from a point source. Three planes within the beam 
configuration lines are provided, one fixed at the SAD of the machine 
used, and the other two moveable above and below the fixed plane. It is 
emphasized that both the "Room View" and manipulation of all beam motion 




















Figure 2. Display of dose distribution superimposed on 2-dimensional 









ITreatment planning protocols have been developed for eight treatment 
sites, including nasopharynx, larynx (non-Tl or advanced), lung (T3, T4), 
Hodgkin's mantle, para-aortic nodes (cervix primary), prostate, rectum and 
breast. These protocols define the target volumes, critical structures and Itarget doses to be used in the 3-D planning exercises. With regard to 
target volume designation, the Working Group defined the term "Biological 
Target Volume" (BTV) to mean the volume that contains gross and microscopic 
disease. That volume plus the additional margin that accounts for patient I 
motion and set-up error was defined by the Working Group as the "Mobile 
Target Volume" (MTV) and is identical to what ICRU 29 defines as "target 
volume" [5]. I 
Dosimetry experiments to verify the dose calculations performed on 
the 3-D RTP system were performed to isolate effects of curvature, blocks, 
inhomogeneities, beam quality, etc. from each other to the extent possible. I 
Th~ measurements were divided into three groups: basic water phantom 
measurements, polystyrene phantom measurements involving surface curvature 
and inhomogeneities and anthropomorphic phantom measurements (not completed Ias of this date). The measurements were performed for 4 MV and 18 MV x-ray 
beams generated by a Varian Clinac 4 (uranium flattening filter) and a 
Clinac 20 linear accelerator. The water-phantom measurements were 
performed using a CMS, Inc. Beam Data Acquisition Controller (BDAC), Model I
3308 and Water Phantom System, Model 311. The radiation detectors used 
were PTW ionization chambers (type no. 23322, 0.1 cm 3 ). For the 
inhomogeneity phantom tests, Harshaw TLD-100 rods were used as the 
dosimeters and a Harshaw Model 2000 TL analyzer as the readout device. I 
The water-phantom test geometries.were as follows: 
Test 1: Normal beam incidence, open field. Measurements 
axis, off-axis (transverse and diagonal). 
Test 2: Oblique incidence (30° to normal). Measurements 
axis, off-axis (transverse and diagonal). 
Test 3: Wedged fields (45°). Measurement 
(transverse and diagonal). 
- central axis, 
Test 4: Blocked fields. Measurement - under block and 
field (transverse and diagonal). 
in 
Test 5: Elongated fields. Measurements 
(short and long dimension). 
- central axis, 
I
- central 
- central I 
off-axis I 
the open I 
off-axis I 
The inhomogeneity-phantom test geometries were as follows: (Note: 
The phantoms used for these measurements were fabricated by Memorial Sloan­
Kettering for use in the referenced NCI project). I 
Test 1:	 Polystyrene phantom containing a foam (low density) 
heterogeneity (Figure 6). I 
Test 2:	 Polystyrene phantom containing a bone-like (high density) 
heterogeneity (Figure 7). ITest 3:	 A hemi-spherical polystyrene phantom (Figure 8). 
I 
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Figures 3, 4 and 5 show representative results of the comparison of 
dose calculations and measurements for the water-phantom tests. A total of 
105 points for each of two energy beams (4-MV and 18-MV) were compared. 
For the EPL algorithm, 64 points for the 4-MV beam and 58 points for the 
18-MV beam were outside a ± 3% difference criteria. However, all but 18 of 
these points were within a 3-mm radius for the 4-MV beam as were all but 29 
of the points for the 18-MV beam. The majority of the points outside a 
3%/3-mm criteria were in the buildup region or were for the case in which a 
beam modifier had been added. The disagreements in the buildup region are 
not surprising because of the changes in the contribution from 
contaminations, particularly under beam modifiers. In the other 
situations, the disagreements reflect the deficiency of the EPL method in 
scatter calculation. The Delta-Volume (DV) method was also used to 
calculate dose for the blocked-field case and shows significant improvement 
over the EPL method. Only eight out of the total 44 points were not within 
a 3% dose criterion (3/22 for the 4-MV beam, and 5/22 for the 18-MV beam). 
Disagreements were understandable in the buildup region because of the 
effects of contaminations, and in the diagonal positions because of the 
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I 
I possible measurement error due to chamber-volume effect. The remaining two 
I 
points reflect the fact that the DV calculations slightly overestimate 
scatter dose. This is because the altered primary intensities are not 
incorporated in the multiple-scatter dose calculations based on sector 
integrations. We plan to correct this deficiency by converting the 
multiple-scatter-air-ratio values and including their summations in the 
ray-trace loop of the calculations. 
I 
I The polystyrene/foam phantom (Figure 6, 0.1 density foam) tests 
stressed electronic equilibrium even at the lower 4-MV x-ray energy. 
Review of the data showed that the calculations did not agree with 
measurements, especially in the foam. In the 4-MV case, agreement was 
I 
achieved even in the foam under conditions for which electronic equilibrium 
was re-established. The other points showed relatively good agreement 
(Table 2). 
I 
The polystyrene/bone phantom (Figure 7) test showed good agreement 
in the 4-MV case with distinct disagreement at interface positions. This 
may reflect the inadequate resolution of sampling and calculation rather 
I 
than algorithm accuracy. For the l8-MV case, calculations consistently 
underestimated measurements in the bone, illustrating the inability of the 
present algorithms to account for the effect of changes in atomic 
constituents on pair production (Table 3). 
Relatively poor agreement was observed for the polystyrene/hemi­I sphere phantom (Figure 8) as it tested the ability of the calculations to 
I
 
account for missing tissue and for electronic equilibrium. In addition,
 
the steepness of the gradient of the hemispherical surface further stressed
 
the sampling resolution of the calculation (Table 4).
 
I 
Other areas that this research effort will address are the 
incorporation of uncertainty analysis into the treatment planning process 
and the numerical evaluation and scoring of treatment plans. Methods are 
I 
being developed to assist the clinician, clinical physicist and dosimetrist 
in evaluating the large amount of data a three-dimensional dose 
distribution provides, such as dose-volume histograms, dose uniformity 
parameters, and isodose distributions superimposed on any arbitrary 
plane(s) in the irradiated volume. 
I 
I Regarding uncertainty analysis, we are attempting to identify sources of uncertainty, assessing their magnitude and estimating the impact 
on the calculated dose distribution pertaining to the eight disease sites 
being studied. The point is that the implicit uncertainty in the isodose 
value shown is often not heeded by the clinician and can lead to 
unintentional over- or under-dosing. 
I Results based on each institution's efforts will be incorporated into a final report which is to include a definition of state-of-the-art 
treatment planning, and provide insight on the role of several areas in 
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I Table 2 
Comparison of Dose Calculation and Measurement 
for Polystyrene/Foam Phantom 
I *CHilli: Q.I!W' , (\!RAHIIIH) EIIU6Y: !L..Ifll 
TEST 1: PoLYSTYRENE/FOAM PHANTOM 
FIELD SIZE 15cM X 15cM AT ISOCENTER (SSCM SAD).
I SCM OVULYIIIi MATERIAL. c.alCllATEDPOINT IEASlJ£D lKfRTAl HrY ~ 1lEA~~ DOSE (cGx)
-L- OOSE (cGy! C2 S 0 HeGx) 
I
 1 2.8 1.125
 217 .1~1~.11 212.61 .3 2.11 1.153Ii 199.7 1.4 1.912 291t.8 201.516 182.9 1.4 9.971 195.617 184.3 1.8 9.978 
184.318 180.7 2.6 9.959 
181.219 168.9 1,4 9.892I
 34 178.2 2.8 9.946
 173.7 169.435 179.2 1.7 9.903· 36 166.3 1.9 9.883 160.3 151.937 1S8.6 1.6 0.842 
I 224.93 231.1 5.1 1, 127 ~19.35.8 1.18~ 92.5~~:f 1t.9 1,92 191.3174.1 3.9 9.924 
175.9~ 179.3 3.7 9.952 166.9165.1 4.9 . 9.876 157.7U 161.1 3.9 9.855I 20'+.91. 296.5 3.2 1,096 199.911 291.8 2.7 1.971 192.312 187.5 1.7 9.995 178.913 169.9 2.7 9.897 174.3lit 163.2 1.5 9.866 165.939 153.8 1,8 9.816 161.431 llt6.8 1.9 9.779 
l1t2.4 1.4 9.756 152.6 1...... 2I U 131t.9 1.8 9.711 
I 292.95 295.8 4.9 1.992 198.06 293.8 1t.8 1.082 188.47 188.4 3.8 1.009 169.68 172.9 4.9 9.918 165.39 16/0.3 3.7 9.872 156.51t2 152.9 3.6 9.812 152.01t3 llt7.7 3.4 0.784 I 143.5ItlI l1t3.9 3.2 9.759 135.4itS 133.1 3.4 0.796 
187.6Itl 192.3 4.8 1.021 
I
 21t 199.1 4.9 1.957
 205.8 187.8180.9 5.7 9.960 87.910'+.1 3.5 9.553 
26.4~ 34.1t 1.2 9.183 
14.5za 29.1t 9.8 9.108 
I 188.6Z9 161.5 5.8 9.857 






EFFECTIVE PATHLENGTH CALCULATlON DELTA VOLUME CALCULATION 
CJlCllATEDOOSE (cGy) 
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Comparison of dose calculation and measurement
 
. for polystyrenejbone phantom. 
MACHINE: CLINAC 20 ENERGY: .l8...1!nl 
TEST 2: POLYSTYRENE/BoNE PHANTOM 
FIELD SIZE 10cM X 10cM AT ISOCENTER (100cM SAD),
5CM OVERLYING MATERIAL. 
f\k)Rt>W..IZED
POINT MEASURED UflCERTAINTY CALCULATED MEASURED 
-.L.. DOSE (cGY) (2 S,D,)(cGY) DOSE (cGY) DOSE 
1 227.7 10.7 224.3 1.053 
2 221.7 9.0 222.3 1.025 
3 216.2 9.2 215.7 1.000 
4 211.8 9.4 208.8 0.980 
5 200.3 8.3 200.9 0.926 
6 190.0 8.5 192.7 0.879 
7 220.7 9.0 223.2 1.021 
8 224.3 9.6 221.4 1.037 
9 220.3 9.1 215.3 1.019 
10 217 .6 10.2 208.4 1.006 
11 208.9 9.3 200.7 0.966 
12 194.5 7.9 192.5 0.900 
13 224.9 9.1 221.7 1.040 
14 219.1 8.5 221.2 1.013 
15 220.2 8.6 219.9 1.019
16 229.4 1.8 219.9 1.061 
17 236.3 1.8 216.4 1.093
18 228.2 1.7 211.1 1.056
19 229.4 2.3 207.1 1.061 
20 214.6 1.3 196.5 0.994 
21 205.2 1.5 190.9 0.949
22 201.7 8.3 190.9 0.933 
23 187.7 8.7 181.9 0.86824 163.9 6.6 165.3 0.758 
25 225.6 10.6 213.3 1.043

































































Comparison of dose calculation and measurement 
for polystyrenejhemisphere phantom. 
MACHINE: CLINAC 20 ENERGY: ~
 
TEST 3: POLYSTYRENE/HEMISPHERE PHANTOM EFFECTIVE PATHLENGTH CALCULATION
 
FIELD SIZE 8.5cM X 8.5cM AT ISOCENTER (l~~CM SAD),
7.5cM OVERLYING MATERIAL. 
t\ORrML IZED t\ORtoW..I ZED 
POINT MEASURED UNCERTAINTY CALCULATED MEASURED CALCULATED 
--l- DOSE (cuy) (2 Sop )(cuy) POSE (cuy) DOSE DOSE DiffERENCE 
1 132.9 2.9 127.7 0.652 ~.627 3.~26 
2 198.6 4.2 193.0 0.975 0.933 3.~42* 
3 208.1 3.6 ~7.4 1.022 1.018 ~.3~3 
4 213.8 4.3 208.4 1.035 1.023 ~.~12 
5 ~3.7 4.~ 203.7 1.00~ 1.~~0 3.00B 
6 205.9 4.2 201.7 1.311 0.990 ~.021 
7 32.4 .4 29.1 0. 159 0.143 0.016 
9 166.7 3.7 166.6 0.818 0.818 3.03~ 
18 208.6 4.7 193.7 1.024 0.951 ~.073* 
11 193.3 4.2 172.7 ~.949 0.848 -a.l~l* 
12 154.4 3.5 136.4 3.758 0.670 ~0.088* 
13 70.7 ~.7 91.9 ~.347 0.451 ~~. 104 
"'AXCHIHE: CLINAC 20 ENERGY: .l.fL.t!fll 
"'"' TEST 3: POLYSTYRENE/HEMISPHERE PHANTOM DELTA VOLUME CALCULATION FIELD SIZE 8.5cM X8.5cM AT ISOCENTER (1~0cM SAD),
7.5CM OVERLYING MATERIAL. 
t\ORMALIZED t\ORMALr ZEDPOINT f'fASURED UNCERTA INTY CAlCULATED MEASURED CALCULATED 
-L- DOSE (c6x) (2 S.D.)(cGY) DOSE (cfiy) DQSE DOSE DIFFERENCE 
1 132.9 2.9 1fa4.5 ~.652 ~.597 0.145* 2 198.6 4.2 225.6 fa.975 1.~94 -0.119* 
3 208.1 3.6 224.2 1.~22 1.fa87 -0.~65*4 210.8 4.3 221.1 1.035 1.072 -0.037*5 203.7 4.~ 206.3 1. ~fafa 1.~0fa 0.fafa06 2fa5.9 4.2 201.8 1.011 ~.978 0.033* 
7 32.4 .4 24.1 ~.159 ~ .117 0.~42* 
9 166.7 3.7 162.8 0.818 ~.789 0.~2910 2fa8.6 4.7 209.3 1.324 1.015 0.039 
11 193.3 4.2 181.2 ~.949 ~.878 0.371* 
12 154.4 3.5 125.8 3.758 0.610 0. 148* 
13 7~.7 0.7 6.6 0.347 ~.032 0.315* 
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The study of dose perturbations due to the presence of Iinhomogeneities in a high-energy photon beam provides important information 
in our continuing effort to develop a unified method of photon dose 
calculation. Our previous measurements demonstrate that as photon energy 
increases, changes in the atomic constituents affect both pair-production I 
and multiple coulomb electron scatterings to the extent that the resultant 
contributions in dose can be larger than 5% of the total dose [1]. It 
becomes imperative that we understand the physics of the problem so that an Iadequate model can be developed. 
During the past year, we have adapted our water-tank apparatus for 
in-air measurements. The purpose of the study is to elucidate the spatial I 
energy deposition distribution due to the ejected secondary electrons from 
photon interactions in an irradiated target as a function of its size and 
atomic number. The dose distributions in-air around a small "ring-shaped" 
target were measured for the 18MV x-ray beam as we cycled the ring above I 
and below the ionization chamber. No build up material was used for the 
chamber so as to minimize the secondary photon contribution to the signal. 
Figure 1 shows the results for copper rings of various thickness but at I




I results, represented as 'normalized cross-sections', have been corrected for inverse square and normalized with respect to the 45° value. 
I Also shown in Figure 1 are the theoretical cross-sections for the 
I 
ejected electron fluence from the Compton interactions in an ideal point 
target. The calculations have incorporated spectral distribution for the 
l8MV x-ray beam deduced from published data [2]. Of interest is the fact 
that Compton interactions do not produce electrons at larger than 90°. The 
data reveal that as the ring size increases, the cross-section curve 
becomes shallower, reducing the forward small-angle component while 
I increasing the large-angle component. This presumably is due to increased 
I 
multiple coulomb electron scattering. The large-angle component may also 
be enhanced by those charged particles produced from pair-production 
interactions which have a spatial distribution that, although mostly 
forward, span from 0° to 180°. 
I 
These initial studies provide important information for the modeling 
of photon-electron transport. In the coming year, we plan to refine our 
measurements by constructing an apparatus in which a very small semi­
I 
conductor diode, or scintillator-tipped detector can be moved around a 
stationary target irradiated by a small horizontal photon beam. This 
approach will provide finer spatial resolution measurements and eliminate 
I 
the ambiguity of changing contaminations in the photon beam. Furthermore, 
an explicit model will be developed to describe the results for both our 
previous 'in-water' and the present 'in-air' studies. We will attempt to 
calculate the results in terms of energy deposition rather than the 
I 
arbitrary normalized data since there is generally no simple one-to-one 
relationship between measured energy deposition and ejected particle 
fluence, and the normalized approach does not readily provide direct 
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Figure 1. "Normalized" cross -section for ej ected electron vs scatter
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Throughout our effort to develop an accurate method of dose 
calculations for radiation treatment planning, it has been our concern that 
there is a paucity of verification techniques to ensure the proper 
implementation of an optimized treatment plan, particular to the dose 
calculated. The customary practice is to examine the measured transmitted 
intensity distributions at the beam-exit side of the patient (i.e. portal 
image) based on usually low-contrast, anatomical landmarks. 
While portal imaging has improved during the past few years with the 
advent of digital radiographic techniques [1,2], the approach basically 
verifies only geometric alignment. Repeated comparisons of the portal 
images over the course of treatment only verify reproducibility of the 
alignment. Typical portal images do not detect treatment errors such as 
misplaced filters or wedges. 
Three years ago, we proposed that an accurate dose calculation can 
also serve as a means to achieve quantitative dosimetric verification. 
The predicted transmitted planar (or 2D) portal dose distribution on the 
beam-exit-side of the patient should correlate with measurements, provided 
that the 3D CT information used in treatment planning, as an a priori 
requirement, truthfully represents the patient under treatment. 
As feasibility studies, we employed our delta-volume algorithm for 
cobalt-60 irradiations in well controlled geometries. The studies have 
been divided into three phases. Phase 1: Delta-volume cobalt-60 
calculations have been shown to agree with measurements in a stringent 
modular plastic phantom consisting of interchangeable cork and aluminum 
units. The calculated transmitted dose distribution agreed with fixed­
point high precision thermoluminescent dosimetry (TLD) measurements to 1.8% 
± 1.4%. Phase 2: CT scan data of the chest portion of the Rando phantom 
were used for 3D calculations. Within the phantom, calculations agreed 
with TLD measurements to 0.2% ± 2.5%. The calculated 2D portal dose 
distribution agreed with that deduced from scanning ionization measurements 
to 1.0% ± 2.4%. Phase 1 and 2 studies have been reported in previous 
progress reports. The results demonstrate that under well controlled 
conditions, a calculated portal image agrees with measurements. 
During the past year, we have completed the final phase of our 
feasibility studies which involved an actual clinical treatment. 3D CT­
based calculations were used to predict the portal dose image of a patient 
treated for lung cancer. The patient was immobilized. An exposed portal 
film with a digitized pixel resolution of about 0.4 mm-squared was~ 
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converted to dose by calibrating with 35 judiciously positioned TLDs I 
irradiated simultaneously during treatment. Point calculations differed 
from the 35 TLD measurements by 1.2% ± 10.0%, indicating the inadequacy of 
fixed-point comparisons for this more difficult arrangement. The portal 
film image was useful to identify a misalignment of the TLDs with respect 
to the calculational grid. Initial comparison of the film dosimetry data 
with 238 calculation points showed a difference of -1.6% ± 6.6%. More 
critical profile analysis suggested a slight 4 mm translational 
misregistration comparable to a recent report on geometric alignment error 
[3]. Adjustment of the portal calculation grid yielded a much smaller 
difference of -0.3% ± 3.1%. However, local regions of large systematic 
differences (>±5%) remained. Figure 1 shows the comparison of the measured 
and calculated dose values expressed as a histogram distribution of percent 
difference of the measured values. Figures 2a and 2b show the calculated 
and measured portal images as portal isodose contour plots. 
The results of the studies are encouraging and provide much insight 
into the uncertainties of clinical dose predictions. Planar portal dose 
distribution comparison was superior to point verification and stresses the 
importance of calculation at higher spatial resolution of the order of a 
few mm. Useful quantitative treatment verification requires in-depth 
understanding of the many uncertainty factors associated with calculation, 
measurement, geometric setup and patient motion. It is also not clear 
whether a 2-dimensional exit-dose comparison gives adequate assurance on 
the accuracy of the 3-dimensional dose distribution delivered to the 
patient. Finally, for this approach to be practical for clinical use, a 
rapid area-dosimetry system needs to be developed. It is our intention to 
address these issues in the coming year. 
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Figure 1. Histogram distribution of the percent difference between 
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Figure 2. Comparison of patient-exit-dose distribution based on film 
dosimetry and delta-volume calculations. 
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I During the past few years, it has become apparent that methods of photon dose calculations capable of achieving the recommended goal of 3% 
I 
accuracy will be available in the near future. For the calculations to be 
meaningful, it also becomes imperative that the measured water dosimetryI data, resident in the treatment planning system, attain an accuracy of better than 3%. While the input data based on the customary "point" 
ionization chamber measurements have precision of the order of 0.5%, the 
excessive measuring time permits only a few standard data sets to be 
acquired. All 3-dimensiona1 dosimetry data are generated from the standard 
I 
set by interpolation and extrapolation functions and are subjected to 
possible errors in the empirical fitting model. One example is along the 
diagonal axis of the beam. As an alternative, we have developed a novel 
I 
detector system where a large quantity of dosimetric data can be measured 
within a very short time, in the order of seconds. The approach is 
attractive since computer storage is becoming more and more affordable. 
I 
The project is a collaborative effort for the Division of Radiation 
Oncology and the Cosmic Ray Group in the Department of Physics at 
Washington University. The dosimetry system is based on a sheet of plastic 
scintillator, a digital camera, and a small computer system. The schematic 
of the external photon or electron beam dosimetry system is shown in Figure 
1. At present, a prototype system has been built based on a polystyreneI scintillator sheet to be viewed by a GE-TN2505 charge-injection device (GID) digital camera interfaced to an IBM-XT personal computer via a 
Poynting Products Inc. image buffer. Initial measurements have been made. 
I Figures 2a and 2b, and 3a and 3b show the iso-intensity 
distributions for the 12-MeV and 20-MeV electron beam along with a 
comparison of the central-axis depth-intensity profiles to the depth-doseI profiles deduced from ionization measurements. The 2-dimensiona1 
I 
scintillation data consisted of about 90,000 points acquired in two 5-sec 
integration times with the GE camera operating in the charge-inhibit mode. 
The artifact near the center of the iso-intensity contours were caused by a 
dust speck on the camera detector. All camera operations were controlled 
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Figure 1. Schematic of an external beam dosimetry system based on a 
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scintillation light output and ionization (dose) measurements. 
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IFigure 3a. Iso-intensity contour for the 20 MeV electron beam using 
the new system with green scintillator. Dose rate 500 rad/min. 
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Figure 3b. 20 MeV percent maximum depth profile for scintillation 







I 90,000 data points were reduced to about 7500 data points with an area 
resolution of approximately 2mm-squared. 
I From our studies, we have learned that: (1) tap water could scintillate because of the presence of impurities and this light output 
must be subtracted as background; (2) vignetting effect at very large
I camera lens aperture causes a central enhancement artifact that can be eliminated with a smaller aperture at the expense of longer data collection 
time; (3) there is non-uniformity in the response of individual pixels of 
the 243 x 388 CIO array which can be reduced by mathematical smoothing at 
the expense of spatial resolution; and (4) dark current must be reduced by 
cooling in order to achieve favorable signal-to-noise ratio (SIN) (e.g. 
SIN improves by about a factor of 4 with cooling from 20°C to O°C.) 
The results shown in Figures 2 and 3 are most encouraging. We 
believe that the scintillation data at present is within 5% agreement to 
ionization dosimetry with the majority of the discrepancies due to effects 
such as local non-uniformity, optical reflections and refractions, etc. 
These effects will be studied and corrected in the coming year. 
After refinement, we intend to characterize the properties of the 
area-dosimetry system in terms of its resolution, linearity and energy 
response to various beam modalities, uniformity and susceptibility to 
radiation damage. If successful, this area-dosimetry system will greatly 
enhance practical radiation dosimetry studies, particularly for difficult 
problems such as build-up effects. We are also hopeful that the approach 




D. Quantitative Imaging: Positron-Emission Tomography I 
Stimulated by the clinical impact of the EMI transmission 
tomographic scanner in 1973, experimental studies were initiated in 
collaboration with the Division of Radiation Sciences to evaluate positron I 
coincidence-detection as a method for emission reconstruction tomography. 
This collaborative activity resulted in a prototype scanner called PETT 
(Positron-Emission Transaxia1 Tomograph). Extensive studies in patients I
and animals were conducted with the PETT III scanner in collaboration with 
the divisions of Neurology and Cardiology. A subsequent scanner, PETT IV, 
utilized concepts developed with its predecessor but incorporated a novel 
technique for the simultaneous collection of four tomographic slices from a I 
single set of detectors. Until its decommissioning two years ago, PETT IV 
was located in the Coronary Care Unit for use in the SCQR project for the 
quantification of regions of myocardial ischemia and infarction (D-1, D-2). ISubsequent scanners have been developed that permit more rapid data 
collection and improved spatial resolution. Qne of these, PETT V, was used 
in experimental studies in dogs. PETT VI became operational during the 
summer of 1980 and employs fast detectors and an entirely circular motion I 
for rapid data acquisition. Further experimental and clinical studies with 
this system occurred over this past year (D-1, D-3, D-4). Developments in 
crystal technology and high-speed electronics now permit the propagation Itime of each of the two photons created in an annihilation to be measured. 
Theoretical and experimental studies of tomography systems that utilize 
this new information continued, and the software and hardware needed to 
realize the predicted benefits were developed. Super PETT I, the first I 
operational system utilizing time-of-f1ight information, has been in 
routine use in the Cardiac Care Unit for over a year now (D-2). This 
device replaced PETT IV. A second generation time-of-f1ight tomograph, 
Super PETT II (Head and Body), has been in the final stages of testing I 
during the past year and will soon be moved to the Division of Radiation 
Sciences to replace PETT VI (D-4). At this time PETT VI will move to 
Clinical Sciences and be devoted entirely to animal studies (D-1). Studies Ito improve data acquisition and reconstruction algorithms for Super PETT I 
and Super PETT II continued during the year (D-5 to D-10) and novel 
processing architectures were developed (D-12). A new approach for 
estimating parameters in dynamic studies using list-mode data (D-l1) was I 
completed and will now be installed in the clinical setting for routine 
use. Collaborating institutions are being configured with satellite 
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The overall goal of this project is to implement and evaluate 
procedures required to translate into intact animals the results obtained 
with selected positron-emitting tracers used to characterize myocardial 
metabolism and perfusion in isolated hearts and anesthetized, open-chest 
dog studies performed with Isolated Probe Data Acquisition System (A-6). 
Utilizing positron-emission tomography with PETT VI, the distribution of 
tracer and the time course of its uptake and clearance from myocardium can 
be quantified. Such studies are intimately related to the clinical studies 
using positron-emitting tomography (0-2). 
We have previously demonstrated that PET can be used to estimate the 
salutary response to coronary thrombolysis. These studies have continued 
during the current project year. Concomitant use of pharmacologic agents 
may be required for maximal salvage of ischemic myocardium by reperfusion. 
Accordingly, in dogs with induced thrombotic coronary occlusion, the 
effects of intravenous di1tiazem given 30 minutes before administration of 
streptokinase in myocardial blood flow in myocardial salvage were evaluated 
with positron-emission tomography, and results correlated with direct 
measurements of myocardial infarction by assay of creatine kinase activity 
in myocardial homogenates and flow measured with radioactive microspheres. 
Infarct size averaged 27.9 ± 11.4% of the left ventricle in 10 control dogs 
in which coronary occlusion was maintained for 24 hours. In eight dogs 
given streptokinase alone, starting two hours after occlusion, infarct size 
averaged 15.7 ± 10% (p < 0.05 compared with control). In nine other dogs 
given 15 ~g/kg/min of di1tiazem, beginning 30 minutes before streptokinase, 
infarct size averaged 9.4 ± 6.7% (p < 0.05 compared with reperfusion). At 
the dose administered, di1tiazem did not alter blood flow, heart rate, or 
mean arterial pressure after coronary occlusion or thrombolysis. 
The region at risk determined from perfusion images obtained with 
PET and H2 1SO was similar in the three groups (30.6 ± 7.3% of the left 
ventricle in control dogs, 31.8 ± 4.5% in dogs with reperfusion alone, and 
30.5 ± 11.6% in dogs with reperfusion plus di1tiazem). Infarct size 
quantified in terms of myocardium exhibiting less than 50% of peak 
llC-pa1mitate uptake 24 hours after occlusion, and expressed as a 
percentage of the region at risk averaged 89.6 ± 11.4% in control dogs was 
reduced to 45.1 ± 29.8% in dogs with reperfusion alone, and was reduced 
further to 22.3 ± 16.4% in dogs given di1tiazem and reperfusion. Thus, 
concomitant treatment with di1tiazem markedly enhances salvage of 
reperfused myocardium after coronary thrombolysis, an observation that was 
detectable noninvasive1y with PET, and which will serve as the basis for a 
clinical trial of this concomitant pharmacologic therapy. 
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In additional studies, we studied ischemia followed by reperfusion I 
on the metabolic and flow response to prolonged reperfusion. PET with 
H2 150 and IIC-pa1mitate were used to sequentially assess myocardial 
perfusion and metabolism before and after angiographica11y documented lysis Iof occlusive thrombi (occlusion interval of 2.5 hours) and sequentially for 
four weeks. Four control dogs were studied in which permanent coronary 
occlusion was induced by placement of a copper coil into the left anterior 
descending coronary artery. Six dogs were studied in which reperfusion was Iinduced two hours after occlusion with the use of either intracoronary 
streptokinase or intravenous tissue-type plasminogen activator. Sequential 
angiography documented patency of the coronary artery for four weeks in 
treated dogs. Occlusion of the left anterior descending coronary artery I 
resulted in an anterior perfusion defect 90 minutes after coronary 
thrombosis. Tomograms obtained one hour after the onset of reperfusion 
documented substantial restoration of perfusion to the previously ischemic I
myocardium. Despite maintained patency of the artery, nutritional 
perfusion was markedly reduced 24 hours later to approximately 40% of 
normal flow. This decrease was transitory however, and one week after 
reperfusion, flow in the anterior region had increased substantially from I 
the nadir seen at 24 hours after recanalization. Perfusion in this region 
remained relatively unchanged between one and four weeks after 
recanalization. Blood flow quantified with PET correlated closely with Ivalues obtained conventionally with radio-labeled microspheres. 
Restoration of perfusion after thrombolysis was accompanied by
 
increases in the accumulation of IIC-pa1mitate in animals subjected to
 I 
thrombolysis. However, 24 hours after recanalization, accumulation of
 
IIC-pa1mitate was depressed in association with a diminution of perfusion.
 
Some recovery of accumulation of IIC-pa1mitate was evident during the
 
interval from 24 hours to one week after reperfusion. However, the time
 I 
course and extent of metabolic recovery varied considerably among the six
 
dogs given thrombolytic agents. In some, accumulation of IIC-pa1mitate
 
improved in parallel with the improvement of perfusion. In others,
 I




IIn dogs with persistent occlusion. there was marked depression of
 
myocardial blood flow and accumulation of IIC-pa1mitate in the anterior
 
region, initially. and 24 hours later. However. despite maintained
 
thrombotic occlusion of the LAD coronary artery for four weeks, myocardial
 Iblood flow in the initially ischemic region increased with time. Late
 
increases of perfusion, presumably attributable to collateral flow. were
 
not accompanied by increases in fatty acid uptake at four weeks. Of
 
interest, flow during ischemia was a poor predictor of regional recovery of
 I 
myocardial blood flow or recovery of accumulation of IIC-pa1mitate four 
weeks after recanalization (r - 0.30 and 0.45 respectively). Persistence 
of uptake of palmitate during ischemia was a weak but better predictor of Iaccumulation of IIC-pa1mitate at four weeks (r - 0.64). Additionally. the
 
extent to which flow was restored after thrombolysis was not a powerful
 
descriptor of the extent to which flow would be maintained four weeks after
 
recanalization (r - 0.49). Initial accumulation of labeled fatty acid
 I 
after recanalization ranged from 44 to 95% of normal. This uptake one hour 
after recanalization was a powerful descriptor of palmitate uptake four 
weeks after recanalization (r - 0.86, P < 0.03), and indicates a Itomographic assessment of regional myocardium metabolism one hour after
 





I anticipated to exhibit metabolic criteria of salvage one month later. 
Thus, it suggests that tomographic assessment early after recanalization 
can delineate difference among hearts subjected to coronary thrombolysisI that presage long-term benefit and may justify or mandate against other common aggressive interventions such as coronary bypass grafting or 
coronary angiop1asty. 
I The studies completed during the past year have demonstrated the 
utility of PET, especially in evaluating the efficacy of interventions to 
improve myocardial metabolism and perfusion after coronary thrombolysis.
I The techniques developed in the project are currently being implemented in clinical studies designed to evaluate the efficacy of such interventions in 
patients. 
I During the coming year, we plan to continue our evaluation of the 
I 
I 
effects of coronary thrombolysis on the restoration of myocardial perfusion 
and metabolism with PET to better characterize response of this promising 
intervention. In particular, we are interested in studying the effects of 
a residual coronary stenosis (seen in the majority of patients undergoing 
coronary thrombolysis) on the metabolic and flow responses to 
recanalization. In addition, we plan to evaluate and implement algorithms 
for correction of the effects of partial volume and count spillover to 
enable measurements of perfusion in absolute terms. 
I 
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I This project is designed to characterize regional myocardial metabolism and perfusion quantitatively with positron-emission tomography 
I 
(PET) in normal subjects and patients with coronary artery disease at rest 
and in response to stress induced with vasodilators or dynamic exercise. 
It is designed also to assess the efficacy of reperfusion induced by 
I 
thrombolysis, balloon angiop1asty, surgical revascu1arization or 
combinations of all three reflected by myocardial perfusion and metabolic 
activity. 
Previous studies outlined in earlier progress reports had 




imaging for the delineation of regional myocardial metabolism and I 
perfusion. Studies during the past year have focused on several questions. 
A randomized, double-blind placebo-controlled trial was completed to 
determine whether nifedipine can improve myocardial metabolism in Ijeopardized myocardial zones in patients with evolving myocardial 
infarction. The viability of ischemic zones was assessed by positron 
emission tomography with intravenous carbon-11 (llC) labeled palmitate. 
Tomographic studies were performed at the time of CCU admission prior to I 
administration of nifedipine or placebo. Therapy was continued for 7 days. 
On the 10th day, tomographic studies were repeated. The estimated extent 
of impaired llC-pa1mitate accumulation declined from 58 ± 8 (SD) PET-g-Eg 
to 49 ± 7 in treated patients (p < .05) but did not change in controls (44 I 
± 9 initially and 44 ± 12 after 10 days). Enzymatic estimates of infarct 
size were comparable between groups and ejection fractions were comparable 
before and after therapy. Thus, despite the lack of gross reduction of Iinfarct size, nifedipine initiated early after the onset of infarction 
apparently exerts salutary effects on regional myocardial metabolism in the 
peri-infarct zone compatible with decreased after-load, reduced coronary 
spasm, direct myocardial protection or combinations of the three. I 
Furthermore, this investigation demonstrated the potential importance of 
PET for the assessment of interventions designed to modify the extent of 
myocardial necrosis in patients with evolving myocardial infarction. I 
Studies initiated earlier in this project, which were designed to 
develop, validate and implement a technique for the assessment of regional 
myocardial perfusion in patients with PET, have been continued during this I 
past year. Twelve normal subjects and 34 patients with coronary artery 
disease were studied after the rapid infusion of 35 to 130 mCi of H2 l50 and 
the inhalation of Cl50. A total of 35 studies were performed before and Iafter pharmacologic vasodilator stress with dipyridamole (0.56 mg/kg, i.v. 
over 4 min). A variety of doses of H2 l50 and a variety of infusion 
protocols were employed to determine the optimal procedure for assessment 
of myocardial perfusion. Data were reconstruc~ed in a variety of formats I 
with analysis of data in multiple 5-sec, 10-sec, or 120-sec frames. 
Optimal assessment of myocardial perfusion was achieved with bolus 
injection of H2 l50 (0.4 to 0.5 mCi/kg) through a central intravenous 
catheter and reconstruction of the data as 120-sec reconstructions I 
beginning with the arrival of radioactivity in the left ventricular cavity. 
These reconstructions were utilized for construction of regions of interest 
for further dynamic analysis. Dynamic analysis was performed by I
calculating the regional radioactivity sequentially in multiple 10-sec 
reconstructions beginning with the arrival of radioactivity in the left 
ventricle. Dynamic rates of accumulation of tracer were homogeneous in 
normal subjects at rest and after dipyridamole. In contrast, regions of I 
depressed apparent content of H2 l50 were present at rest or with stress in 
over 80% of patients with CAD. In addition, the rate of accumulation of 
H2 l50 in tissue was depressed in zones subtended by partially or completely Iobstructed coronary arteries. The disparity between normal and abnormal
 
zones was augmented after dipyridamole.
 
Studies in progress are designed to further characterize the I 
dynamics of the accumulation of H2 l50 in normal subjects and in patients 
with coronary artery disease. Further modeling of the regional dynamic 
time-activity curves is planned with applications of 1- and 2-compartment IKetty-Schmidt models. Data will be compared to results of quantitative
 







I Further clinical studies are in progress designed to characterize the 
dynamics of labeled fatty acid deposition and clearance from myocardium of 
normal subjects, patients with chronic stable ischemic heart disease and 
patients with acute myocardial infarction with and without reperfusion 
I 
induced by coronary thrombolysis with rt-PA. Initial results indicate that 
myocardial accumulation and clearance of llC-pa1mitate appears to be 
homogeneous in normal subjects but clearance appears delayed in zones of 
recent ischemia. Zones of remote infarction demonstrate depressed apparent 
accumulation of tracer, but clearance rates appear to be relatively similar 
to those observed in normal zones. 
I 
I The proposed research should ultimately permit noninvasive 
delineation of altered regional myocardial metabolism and perfusion in 
patients with functionally significant coronary artery disease. During the 
past year we have demonstrated the efficacy of nifedipine as a treatment of 
acute myocardial infarction, and thereby have established the utility of 
positron-emission tomography for the assessment of interventions designedI to salvage ischemic myocardium. In addition, we have established a 
I 
technique for the assessment of myocardial perfusion at rest and with 
vasodilator stress, employing the freely diffusible tracer H2 150 which 
permits the noninvasive assessment of myocardial perfusion independent of 
abnormalities of myocardial metabolism. 
I
 
I D-3. Study of the Use of Maximum-Likelihood Image Reconstruction for Super PETT I Dog Heart Studies 
Personnel: J. Markham, BCL 
I S. R. Bergmann, M.D., Ph.D., Medicine S. K. Liu, BCL 
S. M. Moore, BCL 





This project was designed to explore the feasibility of using the EM 
algorithm for maximum-likelihood reconstruction of cardiac images obtainedI using Super PETT I (D-2, D-10). Images of a dog heart were reconstructed 
I 
from the same scan data using the EM algorithm and the confidence-weighting 
(CY) algorithm (presently used for Super PETT I image reconstruction) to 
determine if the EM algorithm produces superior (less noisy) images. 
I 
In dynamic studies of myocardial perfusion and metabolism, a total 
scan time of a few minutes is subdivided into shorter intervals and 
multiple images are reconstructed for the shorter intervals so that changes 
I 
in the distribution of the radionuc1ide can be measured (D-2). Because of 
the small number of annihilation events detected during the short intervals 
and the loss of data due to gating with selected portions of the heart 
cycle, the dynamic images are extremely noisy. The EM algorithm for 
maximum-likelihood reconstruction of images should produce images which are 





An image of a dog heart, obtained following injection of gallium I
 
labeled (68Ga) microspheres, was reconstructed with the EM algorithm. The 
microsphere image was selected for analysis because it was moderately noisy 
with the left ventricle readily discernab1e. Gating of the data according I
to the heart cycle was used in the reconstruction process to reduce the 
effects of heart motion. 
The first step was to modify the existing Super PETT programs to I
 
retain projection data for all 96 angles instead of using the reduced angle 
data described in D-7. A coordinate transformation was then performed, 
using linear interpolation in two directions, to generate data in the 
format required by the existing EM programs. Forty iterations of the EM I
 
algorithm without the addition of a sieve function (D-5) were performed to 
produce an image without the artifacts seen when more iterations are used. I
The CW image and the EM images were then compared visually to detect 
obvious differences. Although the EM image appeared to have better 
resolution, no quantitation of resolution could be obtained because of the 
unknown source (the dog heart). The CW image was less noisy, probably due I
 
to the smoothing effects introduced by the angle reduction and the filter 
used for reconstruction. We concluded that the improvements in the image 
using the EM algorithm were not sufficient to justify immediate I
implementation of the EM algorithm in view of the uncertainties concerning 
























I 0-4. In Vivo Measurements of Regional Blood Flow and Metabolism in Brain 
Personnel: M. E. Raich1e, M.D., Neurology and RadiologyI D. C. Ficke, B.S., Radiology P. T. Fox, M.D., Neurology and Radiology 
M. H. Gado, M.D., Radiology 
I R. L. Grubb, Jr., M.D., Neurological Surgery P. Herscovitch, M.D., Neurology and Radiology M. R. Kilbourn, Ph.D., Radiology 
K. B. Larson, BCL 
I J. Markham, BCL M. A. Mintun, M.D .• Radiology 
J. S. Perlmutter. M.D., Neurology 
I W. J. Powers, M.D., Neurology and Radiology D. L. Snyder, BCL M. M. Ter-Pogossian, Ph.D., Radiology 
M. J. Welch, Ph.D., Radiology










Because of the previously noted (PR 21, 0-3) defiGiencies of 
compartmental models for estimating cerebral blood flow with PET using 
radioactive water as a tracer, we have been led to the formulation and 
I 
testing of distributed-parameter models for this purpose. The distributed­
parameter models we have investigated take into account longitudinal 
gradients of tracer concentration along the capillaries but assume that 
transverse gradients are zero. The resulting conservation conditions take 
I 
the form of sets of partial differential equations in the concentrations, 
with axial distance and time as independent variables and with capillary 
and cellular permeabi1ities, surface areas, volumes, and thermodynamic 
activity coefficients as parameters. 
I Encouraged by close agreement between our model predictions and external count-rate data obtained in animal experiments (PR 21, 0-3), we 
I 
have begun to investigate the possibility of applying our model for 
measurement of cerebral blood flow in patients using positron-emission 
tomography (PET). For this purpose, we have conducted experiments in which 
oxygen-15-1abe1ed water was injected intravenously in human subjects and 
the resulting radioactivity was monitored in brain using a PET scanner. 
Data were acquired regionally during sequential ten- and twenty-second scanI intervals. Arterial blood samples withdrawn at a peripheral site during 
I 
the scans were radioassayed in a laboratory scintillation well counter, and 
from these, the cerebral-blood inflow concentration history was inferred by 
appropriate time shifts. The influx history was then convolved with the 
unit-impulse residue-response function of our two-barrier distributed­
parameter model (PR 21, 0-3). The resulting dispersed simulation is used 
to form an objective function as the basis for parameter estimation. WeI have preliminary results for one set of patient data that appear plausible; these have reinforced our expectation of success with the remaining data 




IA program was implemented on the Radiation Sciences Perkin-Elmer 
3242 computer system to compute blood flow, extraction fraction, and mean 
transit time from time-activity curves of radioactive tracers obtained 
using isolated scintillation-detection probes placed over the brain. This Iprogram utilizes the index methods, previously derived by investigators 
here, in which an exponential function is fit to the downslope of the 
count-rate data curve. Parameters of the fitted curve are then used in 
empirically derived equations to yield the physiological parameters of I 
interest. Semilog plots of the count-rate data and the fitted curves are 
generated on a graphics terminal so that the user can detect obvious 
anomalies in the data. I 
The program has been used to analyze several cases of the probe data 
collected by the LINC (Laboratory Instrument Computer) during the past 15 
years. Data from 461 LINC tapes were transferred to ten 9-track magnetic I 
tapes to allow analysis of the data on the present computer systems. . 
I 
D-5. The Use of Sieves to Stabilize Images Produced with the EM Algorithm I 
for Emission Tomography 
Personnel: D. L. Snyder, BCL IM. I. Miller, BCL 
S. M. Moore, BCL 
Support: RR 01380 I 
We have shown (PR 21, D-7) that Grenander's sieves can be used with
 
the expectation-maximization (EM) algorithm to reduce the noise artifact
 I 
seen with increasing iterations in PET reconstructions. We have been 
exploring this idea for convolution kernel-sieves in which the kernel is a 
circularly symmetric Gaussian function. This choice is not fundamental but Ihas the advantage of requiring no substantial changes in the implementation 
of the EM algorithm without sieves and requiring no substantial additional 
computation. The Gaussian kernel is defined by a single parameter, its 
full width at half maximum. A rationale for the choice of a value for this I 
parameter is unclear. It should be small so that resolution is not 
sacrificed, but it must be large enough to suppress the noise artifact. We 
have been studying the effects of this parameter on reconstructed images in Ia computer simulation of a PET system for the heart-liver phantom. 
Preliminary results indicate that the noise artifact can be suppressed at 
the expense of decreased resolution. We have presented evidence [1] that 
the use of Grenander's method of sieves reduces these undesirable I 
artifacts. Work on this problem is continuing. 
I1. Miller, M. 1., Snyder, D. L., and Moore, S. M., "An Evaluation of the 
Use of Sieves for Producing Estimates of Radioactivity Distributions 
wi th the EM Algorithm for PET," IEEE Transactions on Nuclear Science, 






I D-6. Time-of-Flight Data Acquisition System Development for Super PETT I 
and Super PETT II 
I Personnel: D. E. Beecher, BCL D. G. Ballinger, B.S., Radiology 
D. C. Ficke, B.S., Radiology 
I Support: RR 01380 HL 13851 
I 
I The data acquisition system for Super PETT I (PR 21, D-5) has 
remained essentially unchanged over the past year. A small problem with 
collection priority was identified and corrected in the initial testing 
phase. 
I 
A major effort was spent designing and implementing the 3-phase 
collection software required for Super PETT II (head and body). The three 
phases consisted of: 
a) on-the-fly attenuation array (ignoring TOF information);I b) acquisition and storage of raw list-mode events; c) acquisition and storage of preprocessed list-mode events. 
I The new design for support hardware for Super PETT II (PR 21, D-ll) necessitated some major changes in the slice processor interface as well as 
I 
the data-acquisition software to support that new interface. The new 
interface uses an internal dual-buffer to allow collection of events from 
the gantry while the other buffer is being read to memory and processed 
I 
and/or stored to disk for post-processing. All three phases were initially 
designed and implemented for the head-system. These routines have been 
successfully used over the past year. The software modules were then 
modified slightly to operate with the body system and are currently in the 
final testing stages. 
I 
I D-7. A Reduced-Angle Reconstruction Algorithm for Super PETT I 
Personnel: D. G. Politte, M.S., Radiology 
I D. E. Beecher, BCL D. C. Ficke, B.S., Radiology 
G. R. Hoffman, B.A., Radiology 





Computer simulations have been performed in order to quantify the 




Ion whether optimal or suboptimal weights are used. The motivation for use 
of suboptimal weights is that they can be applied more efficiently. 
The results of simulations of a 30-cm-diameter disk with a uniform Iintensity of radioactivity such that one million counts occur on the 
average have been reported [1] and are summarized below: I- The images reconstructed with optimal and suboptimal weighting 
functions are only negligibly different when the number of reduced 
angles is greater than or equal to 16. I
- The signa1-to-noise ratio loss due to using 16 reduced angles, 
instead of the original 96 angles, is approximately one decibel 
everywhere within the disk. I 
- The algorithm yields unbiased estimates of the desired image. 
- The reconstructed resolution is the same as with confidence I 
weighting. 
The image-reconstruction software in routine use for Super PETT I I 
uses 16 reduced angles with suboptimal weighting. 
The simulation software also can be used to determine the I 
performance of the reduced-angle weighting algorithm for other tomograph 
designs and geometries, such as Super PETT II. 
1. Politte, D. G., Hoffman, G. R., Beecher, D. E., Ficke, D. C., IHolmes, T. J., and Ter-Pogossian, M. M., "Image-Reconstruction of 
Data from Super PETT I: A First-Generation Time-of-F1ight Positron­
Emission Tomograph," IEEE Transactions on Nuclear Science, vol. 




D-8. Design Studies of Computational Alternatives for TOF-Based PET I 
Reconstructions 
Personnel: S. M. Moore, BCL IS. K. Liu, BCL 
Support: RR 01380 I 
Previous studies (PR 21, D-8) provided estimates of the time needed 
to compute the maximum-likelihood (ML) estimate of a PET image using the EM Ialgorithm (D-10). Those studies were carried out under the assumption that 
array processors or custom hardware would be used to perform the 
computations. New studies performed in the last year reaffirmed our 





I The computation times for three possible implementations of the EM 
algorithm were parameterized for a system consisting of a Microvax II and a 
Mercury ZIP 3232+ Array Processor (F-6). Using timing estimates providedI by the manufacturer before delivery of the system, we estimated the time 
I 
needed to perform the EM algorithm as a function of the number of view 
angles, the size of the reconstructed image array (X, Y), the size of 
measurement data array (distance, TOF) , the size of the filter kernel, and 
the density of the measurement data. The three implementations differed in 
I 
the manner in which the Gaussian filter (corresponding to the measurement 
error) was applied to the data. One method was to perform all filtering 
steps in the frequency domain using FFTs. The other two methods involved 
performing a coordinate rotation to perform the convolutions in the 
original measurement space (d, T) rather than in the image-viewing space 
(X, Y) (0-9).I 
I 
As expected, these estimates showed that an array processor 
implementation would not be suitable for a clinical setting. However, use 
of an array processor is appropriate while evaluating the EM algorithm. 
Below is our estimate of the time needed to perform one iteration of the EM 
algorithm using the ZIP 3232+ array processor for one set of parameters. 




Size of view space:
 












Convolution in O,T space (256, 40)
 
Convolution in O,T space (256, 256)
 
96 
256 x 256 
.25 cm 
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Future work in this area will include implementation of these 
algorithms on the ZIP array processor to determine the accuracy of our 
estimates and the effects of these implementations on estimates of the 
image. Current implementations of the algorithm using coordinate rotation 







in the measurement space take 23 and 36 minutes per 





0-9.	 Investigation of Methods for Speeding Maximum-Likelihood Image 
Reconstruction with the EM Algorithm 
Personnel:	 O. L. Snyder, BCL I 
H. A. Klotz, M.S., Electrical Engineering 
S. K. Liu, BCL 
F. U. Rosenberger, BCL and Computer Systems Laboratory I 
Support:	 RR 01380 
RR 01379 I 
The computational demands of the expectation-maximization (EM) 
algorithm are so great that images cannot be produced in clinically useful 
times with straightforward processing on a serial machine. For this I 
reason, we have been exploring a variety of ways for speeding up the 
algorithm. These include: processing data in rotated coordinates (0-8); 
using a reduced number of angular views (PR 21, 0-6); modifying each step I
of the algorithm using a linear search procedure; and using special 
arithmetic to carry out the computations. 
Rotated coordinates: Our past studies of the EM algorithm have been I 
performed in rectangular coordinates. There are two speed up 
advantages in implementing the processing in a coordinate system 
oriented so that one axis is aligned with the time-of-flight Idirection. One is that the pixels along the time-of-flight axis can 
be made larger because of the relatively large errors in the time­
of-flight data; this results in fewer pixels to process. The other 
advantage is that the Gaussian kernel of the two-dimensional I 
convolutions to be performed in the EM algorithm is separable in the 
rotated coordinate system, which means that two one-dimensional 
convolutions can be used in place of each two-dimensional 
convolution. Since many two-dimensional convolutions are required, I 
this can result in significant time saving. 
Reduced angles: Reducing the number of angles at which data are Iprocessed directly reduces the computation time required. The 
effect on image quality of reducing the number of angles has been 
studied (PR 21, 0-6) for the confidence-weighted algorithm but not 
yet for the EM algorithm. I 
Linear line search: The k-th step of the EM algorithm takes 
activity estimate k and p~oduces activity estimate k+l. The I
algorithm is such that the likelihood for estimate k+l is greater 
than the likelihood for estimate k. One approach for speeding the 
algorithm is to modify estimate k+l in such a way that the 
likelihood is increased more. L. Kaufman of Bell Laboratories, I 
Murray Hill, NJ has suggested a modification in the form of a linear 
combination of estimate k and estimate k+l, with the use of a 
golden-section search to identify the linear combination yielding Ithe greatest increase in likelihood. 
Arithmetic: An implementation of the EM algorithm in residue 
arithmetic has been simulated and the results show little I 
degradation in the quality of the resulting images compared to an 




I architecture of a special purpose processor based on the use of 
residue arithmetic appears to offer very high speed so that images 
I
 can be produced in clinically useful times.




I D-10. EM Algorithm Studies 
I Personnel: D. L. Snyder, BCL J. Markham, BCL M. I. Miller, BCL 
L. J. Thomas, Jr., BCL 
I Support: RR 01380 
I We have observed two artifacts when the expectation-maximization 
I 
(EM) algorithm is used to compute maximum-likelihood estimates of 
radioactivity distributions for PET. One is in the form of high peaks and 
low valleys seemingly randomly distributed throughout the images; we call 
this a noise artifact. The other artifact is in the form of a systematic, 
nonrandom, Gibbs-like overshoot at edges in the images; we call this an 
edge-overshoot artifact. Others who have used the EM algorithm for PETI reconstructions have also observed both types of artifact; these concerns 
I 
have been repeatedly expressed at national conferences, such as the IEEE 
Nuclear Science Symposium and the Society of Nuclear Medicine meeting. We 
continue to try to identify the causes of these artifacts. 
Our conclusion is that the noise artifact is fundamental to the 
maximum-likelihood method of image reconstruction and not to the use of theI EM algorithm, which is but one numerical technique for computing maximum­
I 
likelihood estimates. We have also identified one possible approach for 
removing the noise artifact through the use of Grenander's method of sieves 
(D-S). Our work to date on this problem has been published [1]. 
I 
The edge-overshoot artifact can be a substantial distortion. Our 
first conjecture when this artifact was observed was that it was not 
fundamental but, rather, wes the result of using too few iterations of the 
I 
EM algorithm. This conjecture was based upon early simulations of one­
dimensional mean-value data (i.e., no Poisson noise) in which the edge 
overshoot was observed to disappear after a very large number (80000) of 
iterations. In more recent computer simulations, however, we find that the 
I 
overshoot does not disappear with continued iterations, even up to a 
million iterations, and that the peak overshoot can remain fixed at a value 
greater than the 9% associated with the Gibb's phenomenon of truncated 
Fourier series; our current feeling is that this excess overshoot may be 
due to the nonnegativity of the activity distribution and the fact that the. 
EM algorithm produces estimates satisfying this nonnegativity constraint.I The difference between the early and recent simulations lies in subtle issues associated with the numerical implementations. These differences 






manifestation of the artifact. For example, the decision of how far to 
retain the tail of the Gaussian convolution kernel before setting values to 
zero is important; cutting off at three standard deviations yields greatly 
different overshoot behavior from cutting off at six standard deviations. I 
Our study of this artifact is continuing. Our tentative conclusion at this 
time is that it, like the noise artifact, is fundamental but not just to 
maximum-likelihood reconstruction. We now feel that it arises from the 
numerical instability necessarily encountered in the deconvolution problem I 
of tomographic reconstruction regardless of the algorithm used. 
I 
1.	 Snyder, D. L. and Miller, M. I., "The Use of Sieves to Stabilize 
Images Produced wi th the EM Algorithm for Emission Tomography," IEEE· 





D-ll.	 Maximum-Likelihood Estimation of Parameters in Dynamic Tracer 
Studies I 
Personnel: J. M. Ollinger, BCL 
D. L. Snyder, BCL I 
Support: RR 01380 
The advent of positron-emission tomography (PET) made possible for I 
the first tim~ non-invasive, regionally localized parameter estimation in 
dynamic tracer studies. Despite the hope that complex models developed for 
single-probe experiments could be readily adapted for use with PET, 
investigators find that this is often not the case due to the poor time I 
resolution of the data available to them. Data are currently collected by 
reconstructing a series of images over the time course of the study, 
spatially integrating each image over a region of interest to form a Ihistogram of activity levels versus time, and then estimating parameters 
from this histogram. Since each image must span a time subinterval 
containing enough counts to yield an adequate image, the total number of 
subintervals in the histogram is limited. The primary goal of this I 
research is to develop algorithms to compute estimates using the high
 
temporal resolution inherent in the data collected by many PET scanners.
 ISnyder [].] proposed a method that solves this problem by using the 
EM algorithm of Dempster, Laird, and Rubin [2] to compute maximum 
likelihood parameter estimates from list-mode data, that is, from data 
which contain a record of each detected annihilation. The method can be I 
decomposed into two algorithms, a weighting algorithm, which ~stimates a 
histogram of activity levels from list-mode data, and a 
parameter-estimation algorithm, which computes parameter estimates from Ithis histogram. The research effort during the past year has been directed
 
toward extending the weighting algorithm to both include the effects of
 
attenuation, randoms, imperfect detector efficiency and nonuniform sampling
 
density, and to permit the use of projection data collected at high frame
 I 
rates. This extension is given in [3] and [4]. Furthermore, an evaluation
 
of the weighting algorithm as described in [1] is given in [5].
 I 
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I 
I The weighting algorithm computes an approximate minimum-mean-square 
error estimate of the histogram based on the Poisson statistics of the 
list-mode data. This estimate cannot be computed exactly, since it dependsI on the tracer concentration, which, being both unknown and non-stationary, 
I 
must be approximated by a series of reconstructed images. The algorithm 
consists of first reconstructing images over each of a number of time 
intervals, identifying a region of interest in each image, computing 
probability arrays for each interval, weighting each detected event with 
I 
I 
the probability that it occurred in the region of interest, that it was 
detected by the scanner, and that it was not a random, and, finally, 
summing the weighted events into a histogram. This histogram is used along 
with an average survival probability in the region of interest by the 
parameter estimation algorithm. Since the number of subintervals in the 
histogram is limited only by the time resolution of the list-mode data, the 
output histogram can have the same number of subintervals as if it were 
I 
collected with a single probe. These high-resolution histograms can be 
used with either the maximum-likelihood estimation algorithm discussed here 
or, with slight modifications to the algorithm, by any of the commonly used 
weighted least-squares algorithms. A variant of the algorithm can be used 
with projection data rather than list-mode data. Initial results of the 
evaluation of this algorithm indicate that the final parameter estimatesI are significantly more accurate than those obtained by the standard method. 
I 
Results of an evaluation of the weighting algorithm in [5] indicate 
that the summed square error of curve fits to histograms estimated by the 
weighting algorithm are as much as 50 times smaller than that for 
I 
histograms estimated using the standard approach. Furthermore, estimates 
of physiological parameters computed from these histograms are 
significantly more accurate than those estimated from histogram computed 
using the standard method. 
I The evaluation of the iterative, parameter-estimation portion given in [4] shows that the maximum likelihood estimates are less biased and have 
I 
a lower error variance than weighted least squares at all counting rates, 
but especially at low count rates. Furthermore, the EM algorithm was much 
less sensitive to poor starting values. It is, however, slower than 
weighted least squares by a factor of approximately 15. 
I In the next year we plan to implement and validate the extensions to the algorithm given in [4]. This validation will be done using simulations and real data. 
I 1. Snyder, D. L. "Parameter Estimation for Dynamic Studies in Emission 
Tomography Systems Having List-Mode Data," IEEE Transactions on Nuclear 
Science, vol. NS-31, no. 2, pp. 925-932, April 1984. 
I 
I 2. Dempster, A. P., Laird, N. M., and Rubin, D. B., "Maximum Likelihood 
from Incomplete Data via the EM Algorithm," Journal of the Royal 
Statistical Society, vol. 39, pp. 1-38, 1977. 
3. Ollinger, J. M. and Snyder, D. L., "A Preliminary Evaluation of the Use 




4.	 Ollinger, J. M., "Algorithms for Parameter Estimation in Dynamic Tracer I 
Studies Us ing Pos i tron- Emiss ion Tomography," Doctoral Dissertation, 
Washington University, August 1986. I5.	 Ollinger, J. M., and Snyder, D. L., "An Evaluation of an Improved 
Method for Computing Histograms in Dynamic Tracer Studies Using 
Pos i tron- Emiss ion Tomography," IEEE Transactions on Nuclear Science, 




D-12. Slice Processor Support for Super PETT II I 
Personnel: D. E. Beecher, BCL 
D. G. Ballinger, B.S., Radiology 
D. C. Ficke, B.S., Radiology IG. R. Hoffman, B.A., Radiology 
D. G. Politte, M.S., Radiology 
Support: RR 01380 IHL 13851 
IDuring the past year, software development has been underway to 
utilize the slice processors in support of Super PETT II (PR 21, D-ll). 
The connectivity of the support systems for Super PETT II is shown Iin Figure 1. As can be seen, there is no way to interfaGe directly with 
the slice computers. The user needs a communication scheme whereby he can 
communicate with each slice computer. This problem was solved with a 
software system which allows users to control task execution on each of the I 
seven slice computers thru a task executing on the main computer. 
Whenever a slice computer is started up, part of its startup Iprocedure loads and starts a monitor task called SCMON (Slice Computer 
Monitor). There are identical SCMON tasks running on all seven slice 
computers. SCMON controls all other tasks running on a particular slice 
computer. SCMON constantly watches a non-buffered indexed file on the I 
slice computer's dual-ported disc. This file is called MCTCOM.BLK (Slice 
Computer Monitor Communications Block). The main computer task (MCT) , and 
the Slice Computer Monitors (SCMON) cannot share bi-directional 
communications blocks for two reasons: first, MCT runs on a user account I 
under the multi-terminal monitor (MTM) , while SCMON runs on the system 
account. There is no MTM running on the slice computers. MCT can write to 
a file on its own account but can only read from a file on the systems I 
account. Likewise, SCMON can write to a file on the systems account, but 
can only read from private MTM account files. Second, the 80-Mbyte fixed 
disk on any given slice computer is actually set up as two virtual disks, 
one proprietary to the slice computer, allowing the main computer read-only I 
privileges, and the other proprietary to the main computer, allowing the 
slice computer read-only privileges. IEach slice computer disk will also have a Slice Computer Subtask
 




























Figure 1. Gantry/Computer Connections and Computer/Computer Connections 
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I 
block on the systems account with which SCMON and the subtasks communicate. I 
There can be only one sub task running on a slice computer at any given 
time. IThe task on the main computer that communicates with the slice 
computers is called MCT (Main Computer Task). MCT is essentially a 
middleman that passes data to the slice computers and informs the user of 
the status of the slice computers. It has a series of instructions that I 
can be fed in from a special file or from the user's terminal. This scheme 




D-13. Satellite PETT Systems 
Personnel: D. E. Beecher, BCL IP. T. Fox, M.D., Neurology and Radiology 
M. E. Raich1e, M.D., Neurology and Radiology 
Support: RR 01380 IHL 13851 
The methods for acquiring cerebra1-b1ood-f1ow images during I 
functional brain activation and for analyzing these images has been 
developed at this center over the past several years. Initial studies have 
shown that this approach is an efficient and powerful tool for studying the Ifunctional organization of the human central nervous system. To maximize 
the use of this technology, we have chosen to collaborate with 
investigators outside the Washington University Medical Center. I 
Collaboration has been initiated for several reasons. First, the 
neurophysiological sophistication of the experiments performed should be 
commensurate with the technical sophistication of the PET methods utilized. IThis is best accomplished by collaboration or consultation with experts in 
each field of study. Second, as our facility is unique and costly to 
maintain, tomograph utilization should be as nearly continuous as possible. 
We have found that the time required for PET data acquisition is quite I 
small relative to that of experiment design and development, data analysis
 
and interpretation. Collaboration with other investigators who are willing
 
to learn PET data analysis techniques, and who bring with them expertise in
 
stimulus development and experiment design, increases the productivity of
 I 
our facility. This is clearly important as our facility is unique and
 
costly to maintain. Third, this gives other scientists an opportunity to
 
use PET to test in the human brain hypotheses that they have developed
 Ithrough their work in other fields. Finally, we anticipate that new
 
methods of data analysis and manipulation will grow from the transfer of
 
ideas allowed by collaboration with experts in fields outside of PET.
 I 
Three investigators from the Division of Biology of California
 
Institute of Technology are now active collaborators: John M. Allman,
 
Ph.D., David C. Van Essen, Ph.D., and Francis Miezin, M.S .. All three are
 I
established visual-system biologists. All are active in studying striate
 





I the macaque and owl monkey. Their knowledge of visual-system physiology is 
I 
necessary for optimal sophistication in visual experiment design. In later 
phases of this project, their continued work in non-human species will 
guide selection of hypotheses to be tested and experiment design. 
I 
In addition, Dr. Judith Lauter of the University of Arizona 
(Department of Speech and Hearing) will become an active investigator after 
the placement of her satellite system in early October. 
I 
The computer system (which is totally funded by the collaborating 
institutions), is fully compatible with that used in our laboratory for 
stimulus presentation and image analysis. The system includes: a Perkin­
I 
Elmer 3205; two Lark disk drives; and a Ramtek 9465 image display system. 
The collaborators have already spent considerable time in our laboratory 
learning the stages of data acquisition and processing. Scan data acquired 
in our laboratory will be transferred to the participating institutions for 
processing and analysis. Similarly, software developed at the 
















E. Systems for Specialized Biomedical Studies 
This section describes projects that do not fall readily into the 
major sub-sections of this report. Some of the topics represent I 
applications of previously described technology whilst others are 
adventurous forays into new and as yet uncharted territory. IIn the first of these categories, new hard- and software techniques 
have been applied to long standing problems as in the combination of 
statistical and data acquisition systems for scintillation studies and in 
the development of stimulus generators for use in the neurosciences .. Here, I
the capabilities of modern color displays and computer software produce a 
convenient, flexible and reliable tool. 
IAlso, work has progressed systematically on the development and 
application of an algorithm based on the maximum-likelihood method for 
estimating the spatial distributions of radioactive intensities from 
electron microscopic autoradiographs. Related work on automated I
segmentation of biomedical images is motivated by the needs of the 
e1ectronmicroscopic autoradiography project but has much broader 
applicability. I 
In the second category, work on detailed mapping of chromosomes has 
continued, expanded in scope and now offers the prospect of describing 
large DNA molecules within an acceptable time span. I 
Finally, work continues on the development of computer models that 
are more representative of the acid-base relationships of in vivo blood 











I E-1. DNA Restriction Mapping 
Personnel: J. S. Turner, BCL 






I The discovery of site-specific restriction endonuc1eases in 1970 has, in principle, opened the way to the detailed physical mapping of the 
I 
chromosomes of any organism. These enzymes recognize short, precisely 
defined sequences in DNA and cleave the DNA double helix at or near their 
recognition sites. The central importance of restriction enzymes in any 
I 
DNA-mapping project arises because the sites provide simple landmarks along 
the otherwise monotonous backbone of a DNA chain. The strategy being 
developed for mapping extremely complex DNA sequences is based on working 
with fragment-size data alone. This method, described in [1], relies on 
I 
the analysis of a large set of partially overlapping clones to order both 
the clones themselves and the restriction sites present in the redundantly 
sampled source DNA. 
The work in the past year has focused on an analysis of the 
intrinsic complexity of the mapping problem and the development ofI effective algorithms for it. We have shown that the general mapping 
I 
problem is NP-complete by means of a transformation from the well-known 
shortest common superstring problem [2]. The close relationship of the 
shortest common superstring problem (SCS) to the general mapping problem 
has motivated an investigation of approximation algorithms for SCS. We 
have developed several algorithms that yield near optimal solutions, by 
exploiting relationships with the longest path problem in graphs and theI asymmetric traveling salesman problem [3]. 
I 
We have investigated a simple greedy algorithm for the general 
mapping problem through a series of statistical simulations. This work 
makes it clear that this algorithm cannot be expected to accurately 
I 
construct a restriction enzyme map, but the analysis of how it fails has 
led us to a new algorithm which is now under investigation. The new 
approach is capable of much greater accuracy than those considered earlier, 
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E-2. A Quantitative Model for In-Vivo Acid-Base Relations 
Personnel: L. J. Thomas, Jr., BeL I 
Support: Washington University 
IWork has continued on a model to represent the acid-base relations 
of the blood in vivo. The model will account for steady-state equilibrium 
between the blood and interstitial fluid (plus lymph), the transition from 
mixed venous to arterial blood, and for intracellular buffering as well as I 
metabolic acid production. The object is to achieve an improved analytic 
representation of the composition of in-vivo arterial blood so that 
clinically available data can be used to achieve more precise 
quantification of acid-base abnormalities than is possible by the empirical I 
approximations now in general use. 
Because the substantial buffering capacity of hemoglobin varies as a Ifunction of its oxygen saturation, an analytic expression for the sigmoid 
oxy-hemoglobin dissociation curve is necessary to the model. Accordingly, 
recent work has focused on developing an algorithm for expressing the 
dissociation curve at a precision comparable to the experimental errors in I 
the data upon which the currently accepted "standard" dissociation curve is 
based. A review of the literature showed that the standard error of the 
best data available is about 0.1% saturation at low and high oxygen I
saturations and about 0.5% saturation in the midrange. 
Many workers have developed analytic expressions for the standard 
oxy-hemoglobin dissociation curve, but none achieves a fit to the standard I 
curve within the error bounds of the data. Of the published algorithms, 
the five best were programmed and evaluated by comparison with the current 
standard curve and by testing for numerical stability over the full range Iof oxygen tensions, from 0 to 1000 Torr. The best was numerically stable 
but showed an error about five times the standard error of experimental 
measurements at an oxygen tension not far from that of normal arterial 
blood. All of the others showed larger errors or were unstable at one I 
region of the curve or another. 
A sound theoretical expression for the oxy-hemoglobin dissociation
 
curve, based on the known physico-chemical interactions of oxygen with
 I 
hemoglobin was developed by G. S. Adair in 1925. Adair incorporated the 
four equilibrium constants for the interactions of oxygen with the 
hemoglobin molecule in an expression that is essentially the ratio of two I
quartic polynomials. The Adair formulation, however, does not fit the 
experimental data satisfactorily. For example, errors of over 1% 
saturation are encountered at a saturation close to that of normal mixed­
venous blood. None of the algorithms considered above employs the Adair I 
expression or variations thereof. In his last published paper, F. J. W. 
Roughton showed evidence to suggest that the deviation of the Adair 
equation from experimental data is a systematic function of oxygen I
saturation and suggested that the theoretical shape of the curve may be 
modified by an intracellular enzyme (2,3-DPG) which is now known to perturb 






I After exploring a number of variations of published algorithms in 
unrewarded attempts to achieve a more satisfactory fit to the oxy­
hemoglobin dissociation curve, the Roughton hypothesis was adopted and aI piece-wise Adair-function was tried. The Adair function was used for a 
I 
spline fit to the standard dissociation curve. With only four knots (at 
oxygen partial pressures of 20, 34, 44, and 75 Torr), the entire curve was 
fitted to within 0.1% saturation. That result is within the standard error 
of the standard curve at the extremes and about one fifth the standard 
error in the midrange. Moreover, the Adair expression is devoid of 
numerical instabilities throughout the full range of the standard curve as 
I well as at extremely high oxygen tensions where some of the other algorithms fail. 
I The piece-wise Adair-function algorithm is being incorporated into the model reported last year (PR 21, E-3). As time permits, efforts in the 
I 
coming year can now be turned to algorithms for including in the model the 
transition from mixed-venous to arterial blood and the release of acids 
from the intracellular space. 
I
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system as described in PR 21, E-4, is now installed, fully 
I 
operational and routinely used for isolated-probe studies. Several small 
problems concerning data collection methodology and curve analysis 
techniques were identified and corrected in the early on-site testing 
phase. 
I 
This LSI 11/23 system is also being used for additional data 
analysis which requires a collection of various small-scale analysis 
routines. Implementation has begun on this system of "statistics­
calculator" programs. 
I Integration of these programs and printer-plot capability will be 
I 
achieved by storing input and output data in text files which can be 
examined and altered by the user using standard DEC text-editing 
facilities. The most comprehensive of the programs, STATPAC, includes 
Linear Regression and complete Analysis of Variance (ANOVA) capabilities. 






E-4.	 Maximum-Likelihood Estimation Applied to Electron-Microscopic 
Autoradiog;raphy 
Personnel: M. I. Miller, BCL I 
K. B. Larson, BCL 
B. Roysam, BCL 
J. E. Saffitz, M.D., Pathology and Medicine, ID. L. Snyder, BCL and Electrical Engineering 
L. J. Thomas, Jr., BCL 
Support: RR 01380 I 
HL 17646 
IA new method for analysis of electron microscope autoradiographs has 
been described ([1] and PR 21, E-6) which is based on the maximum­
likelihood method of statistics for estimating the intensities of 
radioactivity in subcellular organelle structures. A Poisson statistical I 
model describing the autoradiographic grain distributions is adopted, which 
we prove results from the underlying Poisson nature of the radioactive 
decays as well as the additive errors introduced during the formation of 
grains. Within the model, an iterative procedure derived from the I 
expectation-maximization algorithm of mathematical statistics is used to 
generate the maximum-likelihood estimates. The algorithm has the 
properties that at every stage of the iteration process the likelihood of Ithe data increases; and for all initial non-zero starting points the 
algorithm converges to the maximum-likelihood estimates of the organelle 
intensities. I 
The maximum-lik~lihood approach differs from the mask-analysis 
method and other published quantitative algorithms in the following ways: I1)	 In deriving estimates of the radioactivity intensities the maximum­
likelihood algorithm requires the actual locations of the grains as 
well as the micrograph geometries; each micrograph is digitized so 
that both the grain locations as well as the geometries of the I 
organelle structures can be used. 
2)	 The maximum-likelihood algorithm iteratively computes the minimum­
mean-squared-error estimate of the underlying emission locations I 
that resulted in the observed grain distributions, from which 
intensity estimates are generated; this algorithm does not minimize 
a Chi-squared-error statistic. I 
3)	 The maximum-likelihood approach is based on a Poisson model and is 
therefore valid for low-count experiments; there are no minimum 
constraints on data collection for any single organelle compartment. I 
4)	 The maximum-likelihood algorithm requires the form of the point­
spread function describing the emission spread; a probability matrix Ibased on the use of overlay masks is not required. 
5)	 The maximum-likelihood algorithm does not change for different
 
organelle geometries; arbitrary geometries are incorporated by
 I 





I The new method and preliminary evaluations of the quantitative 
accuracy of the maximum-likelihood and mask-analysis algorithms have been 
reported [1-3]. Based on two different phantoms in which we compared theI squared-error resulting from the two algorithms, we find that the new maximum-likelihood approach provides substantially improved estimates of 
the radioactivity intensities of the phantoms. 
I The simulations described above were systematically extended in 
scope to cover increasingly realistic situations. First of all, the 
single-geometry simulations using a Gaussian point-spread function wereI extended to low-count conditions wherein the performance measures were 
I 
gathered by performing multiple-realizations on a single phantom. These 
experiments confirmed our prediction that even when the geometry of 
micrographs does not vary, i.e., when transition probabilities can be 
computed perfectly, the maximum-likelihood algorithm outperforms the mask­
analysis algorithm. We attribute this to the exploitation of actual grain 
coordinates and to the Poisson model. 
I 
I We next implemented the cos 3 point-spread function developed in [1]. 
This was made possible by the derivation in closed-form of the integral of 
the point-spread function over a rectangle. Of the several symmetrical 
forms that were discovered for this function, a form that uses only the 
I 
primitive operations available in current floating-point units was chosen. 
This permitted a substantially more efficient implementation technique 
employing quadtrees (see E-5). These single-geometry simulations confirmed 
the superiority of the maximum-likelihood approach for the true point­
spread function and showed that at low counts it is permissible to ignore 
grains at substantial distances from the emission region. This resultI supports the validity of a true multiple-independent-micrograph implementation. 
I Finally, we extended the simulations to cover the multiple­independent-micrograph case. This was made possible by the derivation in 
I 
closed-form of the fourth-order integral for the transition probability 
between two arbitrary rectangles. This speeded up the transition 
probability computation by three orders of magnitude. A secondary 
I 
implication of this formulation is a substantially improved and automated 
alternative to the mask-analysis procedure for computing transition 
probabilities. The multiple-geometry simulations demonstrated that 
compared to single-geometry case, the maximum-likelihood algorithm showed 
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E-5. Automated Segmentation of Biomedical Images I 
Personnel: D. R. Fuhrmann, BCL 
S. Akhtar, BCL 
M. A. Brown, BCL IH. A. Drury, BCL 
Support: RR 01380 I 
This project began in response to the needs of researchers in 
electronmicroscopic autoradiography (EMA) [1] for a description of 
subcellular geometries in electron microscope cell images (E-4). The I 
ori~inal and ultimate goal of the project is the completely automated 
segmentation of digitized images by texture analysis or similar 
computational method. In the interim, however, it was found that a Ireliable interactive data acquisition system was required so that EMA 
research could continue without interruption. 
The EMAMAP software package for data acquisition was completed I 
May 1986 [2]. With this system, a biologist or trained operator places a 
black-and-white enlargement of the original EM photograph on a graphics 
tablet, and hand-digitizes the edges of the desired structures. The Iregions enclosed by these edges are then classified by the operator 
according to a small list of organelle types. The resulting segmented 
image is stored externally in a raster-scan format. I 
One outgrowth of the EMAMAP project was the recognition of a need 
for more efficient data structures for the segmented images. Recent work 
has concentrated on the use of quadtrees toward this end [3]. It was found 
that a typical EMA image of 200k pixels could be stored externally with I 
less than 10k bytes, and could be represented internally with 60-150k 
bytes, under this quadtree format. Furthermore, many image processing 
operations such as numerical 2-d integration are thereby facilitated. ISeveral significant improvements to published quadtree-based image 
processing algorithms have been developed. It is anticipated that a 
software package functionally similar to EMAMAP but based on quadtrees will 
be completed by Fall 1986. I 
1. Miller, M. I., Larson, K. B., Saffitz, J. E., Snyder, D. L., and IThomas, Jr., L. J., "Maximum-Likelihood Estimation Applied to 
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E-6. Color Perimetry Studies 
I Personnel: W. M. Hart, Jr., M.D., Ph.D., Ophthalmology 
Support: Washington University
I 
This project has been dormant for the past year while awaiting 
renewal of support from the National Eye Institute. Therefore, no changesI in hardware configuration or further developments in software design have 
I 
been implemented, and no additional groups of patients have been examined. 
Notice of renewal of NEI support for use of the system (for a study of 
glaucoma over the next 5 years) was received effective July 1, 1986. 
Accordingly, work is now being re-started on modifications to the system to 
improve hardware reliability and to modify software so as to allow use of a 
new peripheral color-vision testing protocol. It is expected that 3 to 6I months will be required to bring the system back into full clinical use. 
I
 
E-7. Software Development for Neurological Sciences 
I Personnel: D. E. Beecher, BCL 
T. O. Videen, Ph.D., Neurology 
I Support: RR 01380 NS 06833 
I 
I New visual-stimulus programs have been created for use in ongoing 
studies of the functional organization of the human visual cortex. These 
programs generate patterns on a Ramtek 9400 graphic display system. One 
program creates an alternating checkerboard pattern in which the checks are 
I 
described by polar coordinates about a fixation point. The location, size, 
color and flicker frequency of angular checks is user-definable. A 
variation of this program allows the checks to be filled with random dots 
instead of a solid color. These programs have been used to reveal a 
topographical organization in human visual cortex using PETT. 
I Another program generates random-dot stereograms. The Ramtek 
I 
display is divided into two halves of randomly-filled dots whose size and 
density are defined by the user. When the two patterns are optically 





The size, number, and relative disparity of these 3-dimensional checks can 
be changed as required. The random dot patterns change in pseudo random 
order and the checkerboard pattern flickers in depth at frequencies set by 
the user. However, when the images are not fused, no checkered pattern can I
 
be perceived, and the dots appear to move in a random manner. This 
stimulus is being used to investigate the localization of stereoscopy in 
the human visual cortex. I
 
The redesign and programming of the software system for display and 
quantitative analysis of neurological PETT images is nearly complete. This 
software allows appropriate PETT images to be displayed showing blood flow, I
 
blood volume, tissue activity, or the rate of oxygen utilization. Users 
can define specific regions for quantitative analysis. This new software 
system can be used with either PETT VI or Super PETT II images, and has 































I F. Resource Development Activities 
I Resource development activities are those which contribute to the goals of more than one major' program of the laboratory, address the needs 
I 
of individual users who can benefit from the expertise of the BCL staff and 
the inventory of computing and specialized test equipment, or identify new 
technologies which may become appropriate foundations for new experimental 
tools. Service to users does not follow the usual computation-center 
pattern with an established fee schedule and a highly centralized facility. 
Rather, senior laboratory staff members consider requests for assistanceI from investigators who must address a particular biomedical computing 
I 
problem. If an appropriate technology exists, investigators may be 
referred to commercial vendors or fee-for-service organizations when these 
are available. In other cases, problems may be approached by the 
laboratory provided that the effort complements other activities of the 
I 
laboratory. Many times the project can be assigned to a staff member with 
appropriate experience and completed in a short time. The investigator 
then has his or her results, and a short note describing the work will 
I 
appear in the annual report and perhaps the open literature. A few 
projects, however, may develop into major initiatives within the 
laboratory. Most of the major projects began in this fashion and the 
opportunities that supporting activities provide are valued. 
I 
The IPAQ project (F-l thru F-7) has focused laboratory efforts on 
providing a computational environment which can be utilized in addressing 
the demanding needs of algorithm development. A distributed approach, 
multiple computing systems integrated with communication networks, is being 
developed. Equipment acquisition, system integration and softwareI installation and development have dominated this reporting period. 
I 
Continuing studies and measurements on broadband cable transmission 
(F-8) support both local and campus-wide networking projects. Studies of a 
modified approach to ray-tracing for three-dimensional volume 
representation utilizing two-dimensional display devices have continued 
(F-9). A reflectance camera with digitized output has been obtained and isI being evaluated (F-ll) for use as an acquisition device for biomedical photographic images. 
I Many digital hardware designs are one-time, special purpose projects. Others may have wide appeal and construction of multiple copies 
may result, as in the case of the TERRANET local network (F-10). System 
development activities included the data communication laboratory exercises 












F-l.	 A Distributed Facility for Image Presentation, Analysis and 
Quantification (IPAQ) 
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Decentralized computing organized along departmental and research 
laboratory lines characterizes the environment which continues to evolve at Imost major medical research institutions. This is particularly true in 
quantitative imaging where many projects have diverse image-data sources 
(modalities), different data-acquisition requirements, and dissimilar 
methods for the extraction of quantitative information. Rather naturally, I 
diverse computing styles and equipment choices have evolved. For example, 
pur major collaborative research groups support installations tailored to 
their specific measurement and picture transformation needs, for which 
display peripherals from a variety of manufacturers (DeAnza, Ramtek, and I 
Lexidata) are tightly coupled to different computers (DEC 730, 750, 780, 
PE 3230, 3242). Commonality is limited to little more than the popularity 
of Vax-class computers and a FQRTRAN programming environment. Furthermore, I
the lack of common program-development tools and display-support software 
has minimized the opportunities for sharing developments across research 
programs and has necessitated large host-specific investments by those 
Resource researchers and collaborators who participate in modeling and I 
algorithm development. 
Algorithm development is often characterized by computationally Idemanding and memory-intensive tasks which must compete with concurrent 
usage of the existing computing resources for data acquisition and analysis 
activities. The limited computational capacity available for algorithm 
development and pressures for expediting the research process biases the I 
investigator's attention toward ad hoc approaches to improvements in 
execution performance, often at the expense of fundamental algorithm 
studies which are more likely to yield long term benefits. \1 
The broad goal of this core research and development activity is to 
create an environment for biomedical image presentation, analysis and 
quantification (IPAQ) which: I 
1)	 is focused on fundamental algorithm developments that individual 










I 2) provides an integrated approach to expedite the development and 
export to the local and national communities of new algorithms for 
improved quantification of biological information; 
I 
3) improves access for purposes of algorithm development to data from 
the diverse imaging modalities to encourage modality integration; 
and, 
4)	 protects existing investments in decentralized and specialized 
biomedical research systems. 
I 
I A series of study efforts led to the definition of an architecture 
and specification of system components capable of addressing the needs of 
quantitative imaging. The components of the distributed IPAQ facility are 
to include: 1) acquisition nodes consisting of the specialized imaging 
resources at the sites of the collaborations; 2) computation-oriented nodes 
to support development and initial evaluation of algorithms within theI Resource; 3) high-performance computation/display nodes which are tailored to export specialized computation and/or picture presentation; and 4) a 
high-bandwidth network to interconnect our development activities with the 
I	 collaborative research. 
I 
Computer equipment selection, purchasing, and systems integration 
activities have dominated the current reporting period. Three Digital 
Equipment Corporation MicroVAX II's (node names: wubcl, wucon, wuipaq), a 
I 
MASSCOMP MC-S400 (node name: wumcp3) , storage peripherals, a Mercury Array 
Processor and networking components were added and brought to an 
operational state in the past six months. The current system resource 
configuration is illustrated in Figure 1. Three levels of interconnections 
are illustrated: 
I	 a) terminal service at 9600 bps via TERRANET (F-IO), b)	 UNIX-UNIX service using TCP/IP over a baseband Ethernet (F-S), and 
I c) DECNET-UNIX service using DECNET-ULTRIX over Ethernet on the MIR broadband cable system (F-8). 










IPAQ activities are summarized (F-2 thru F-7). 
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I	 F-2 IPAQ: System Integration 
Personnel:	 R. E. 












I Selection and acquisition of new computer systems and related 
equipment and the integration of new equipment with existing resourcesI during the past year has significantly improved the research and computing environment at the BCL. Previous dependence on a pair of PDP 11/34s has 
been supplanted by the addition of three MicroVAX and three MASSCOMP super-· 






All systems use the UNIX operating system and support the FORTRAN 
and C programming languages thereby allowing software developed on one 
machine to be executed on another. This development environment is further 
enhanced by system communication via Ethernet providing users easy access 
to files on other systems within the Resource. Other network connectionsI provide access to the laboratories of collaborators (F-S). Terminal connection is provided via the dual Terranet networks, direct connection, 
or virtually via Ethernet. 
I	 Since each system serves a particular research effort, the machines 
were configured to best suit the expected needs of that effort. The 
machine "wumcpl" supplies most of the graphics needs, whereas, "wucon" andI its array processor and large disk capacity is ideal for handling more 
I 
specialized computing needs, and the machine "wuipaq" with less disk 
capacity is more than adequate to serve the needs of the network and 
communications studies. The machine "wumcp3" is a resource dedicatible to 
running compute intensive algorithms which don't require the array 
I 
processor. Program development, documentation, and other text entry needs 
are served by "wumcp2" and "wubcl". This distributed approach to computing 
allows the dedication of certain computing resources to specific research 
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This computing environment is augmented by the addition and 
integration of a variety of data acquisition and output devices. These 
include a Lexidata Imaging System for image display, a DATACOPY reflectance 
camera for image acquisition (F-ll), a Mercury Array Processor (F-6), an I 
Imagen Laser Printer (F-3), and a Hewlett Packard Laserjet printer. 
Several significant milestones have been crossed during the past I 
year: a near ten-fold increase in computing capacity, an eight-fold 
increase in disk storage capacity, efficient data transport within the 
laboratory and more importantly to collaborator's laboratories, and a 
coherent program development environment across all computing resources. I 
The major result being the existence of a distributed system of computing 





F-3 IPAO: Systems Support IPersonnel: R. E. Hermes, BCL 
D. E. Beecher, BCL 
M. A. Brown, BCL 
K. W. Clark, BCL I 
S. M. Moore, BCL 
S. R. Phillips, BCL ISupport RR'01380 
Support and development of the local computing environment continues I 
to be an important laboratory activity, particularly during the past year 
because of major equipment acquisitions (F-2). A major goal has been to 
provide a computing environment which is coherent across distributed 
computer resources and to provide the software tools necessary for I 
conducting basic research. 
Coupled with the acquisition of multiple MicroVAX systems, and Iadditional MASSCOMP systems was the decision to continue to rely upon the 
UNIX operating system. Because UNIX provides an operating environment 
which can be supported on diverse systems, and has excellent support for 
system communications, we chose to use Digital Equipment's Ultrix-32M on I 
the MicroVAXes and MASSCOMP's RTU on the MASSCOMPs. Both versions of UNIX 
are derivatives of Berkeley UNIX BSD 4.2 with enhancements from AT&T 
System V. A significant effort was expended to become familiar with and Iinstall Ultrix on each system. In addition, a new release of the RTU 
system was installed on each MASSCOMP. 
Operating system installation was ~oupled with the setup of the I 
networking software, importing of software already operating on other local 
UNIX systems, installation of support software for controlling peripherals, 
and user familiarization with new systems and software. Although many 
local computer users were familiar with the UNIX operating system, some I 
were not; others were unfamiliar with the new versions of software. To 
better service the user community, a mail system to handle system and user I 
I-137 ­
I 
I problems was established whereby problems could be addressed on a timely basis by a small group of system coordinators. This method allows problems 
to be handled quickly, without the need for full-time system managers for 
I each system. 
I 
With a relatively large number of multiuser systems and no full-time 
system managers, the problem of day-to-day system supervision for potential 
maintenance problems becomes difficult to handle. For instance, each 
machine would require a printing console terminal. To alleviate this 
problem, a locally developed software system for monitoring system consoles 
I [1] was installed and deemed acceptable. Full functionality of the system will be realized when a special hardware multiplexor is installed. 
Considerable effort has been spent developing support for an ImagenI Laser printer. The Imagen printer is capable of producing typeset 
I 
documents in addition to being able to output graphical information. To 
support typesetting, Unix typesetting software, DITROFF, was acquired and 
installed. A substantial number of software modules were supplied with the 
printer which support the wide variety of printer capabilities. Printer 
access is available from all machines on the local Ethernet. 
I One MASSCOMP system supports most of the high performance graphics 
I 
needs, however an existing Lexidata Image Processor has been interfaced to 
a MicroVAX. A UNIX driver was written to support the device so that it 
could be used as a quick-view image station. 
I 
1. Ziring, N., "Conch: A Network Service for Console Access," 




I F-4. IPAQ: Image Presentation 
Personnel: D. E. Beecher, BCL 
M. A. Brown, BCLI R. E. Hermes, BCL S. Husodo, BCL 
Y-M. Kwan, BCL 
I S. M. Moore, BCL J. B. Zimmerman, D.Sc., Radiology and Computer Science 
I Support: RR 01380
 Washington University
 
I Work has been initiated in several areas within image presentation, namely, image file formats, network considerations, image manipulation 
utilities, image presentation utilities, and 3-dimensional display of image 










Selection of Image File Format 
Image file formats used within the Washington University community I 
were examined to determine not only their requirements but also the 
efficacy of adapting one of them into an IPAQ standard. Included in these 
were formats for Radiation Sciences (PETT VI. Super PETT I. and Super I 
PETT II), Laboratory of Neuro Imaging (LONI), Hilltop campus Image 
Processing Laboratory, and various CAT scanner formats. Diverse 
requirements for each format were found, with none being sufficiently I 
flexible to accomodate the others. 
The collaborative nature of research activities within the 
laboratory implied that an IPAQ format be able to accomodate these image I 
formats which already exist within the Washington University community. 
With this goal in mind, a study of the ACR-NEMA digital image format 
standard was undertaken because of its flexibility and its applicability to 
medically-oriented images. Although the format is rather complex, its I 
capability of dynamically creating new data types was very appealing. , 
However, it was not clear that this image format would gain widespread 
acceptance, thereby creating the potential for supporting yet another "non- I 
standard" image format. At this point, a review of the V-shell image 
format developed at the University of North Carolina was conducted. Many 
facilities use the V-shell format and associated'image manipulation 
utilities included in the V-shell package. Through discussions with one of I 
the implementors, we found that portions of the file handling routines 
could be quite easily modified to incorporate a new real-valued image data 
type which is necessary for some applications. Also discovered was the 
potential capability of storing secondary headers - which is very important I 
for image conversion from different image processing sites. For these 
reasons we have adopted the V-shell routines and file format (modified) as 
an IPAQ digital image standard. Work is currently underway to install this I 
package on the MicroVAX and MASSCOMP systems with additions necessary to 
handle real-valued images. After this installation, conversion routines to 
allow images to be passed between different installations within Washington I 
University will be developed. 
Also discussed was the problem of passing images over the 
University-wide network facilities and thus the need for a common network ·1 
image format requiring only one conversion routine for images communicated 
over the network. Work is currently underway exploring possibilities for 
such a network format. The ACR-NEMA format will be scrutinized again in 








I F-5. IPAO: Networking 
Personnel: G. J. Blaine, BCL 
I R. E. Hermes, BCL R. L. Hill, BCL and Radiology 
S. R. Phillips, BCL 
I A. P. Rueter, B.S., Radiology D. A. Schwab, BCL E. Seno1, BCL 
I Support: RR 01380 Washington University 
I Close coupling of our algorithm research, development and evaluation 
I 
to the collaborative research areas is to be facilitated by a communication 
network which serves to federate distributed resources. Access to data 
from specialized imaging instruments located in our collaborator's 
laboratories is important to evaluating algorithm performance. 
Additionally, the communication network is to support presentation of 
images to our collaborating b~omedica1 scientists. Quick-look capabilityI should stimulate increased participation and reduce the time constant in the necessarily interactive evaluation of algorithm performance. 
I Information interchange between the distributed image acquisition resources within the medical center, the computation-oriented nodes at the 
I 
BCL and the presentation nodes (currently located within BCL) can be 
functionally partitioned into "message" and "service" classes. Two-way 
query- based conversations are addressed by the "message network." Message 
I 
network connectivity is supported by TERRANET (F-10), dedicated point-to­
point 9600 bps channels on the MIR cable network (F-8) and 9600 bps 
channels on the Medical Computing Facilities inter-campus microwave link. 
I 
Error performance and robustness studies of the microwave-based 
channels and the FDM broadband cable channels were initiated on test 
channels which can be operated in a loop-back mode. Additional bit-error 
testor units (PR 21, F-3j were constructed for use in these studies. As 
error logging is from visual readout of an error accumulator, our sampling 
is rather coarse, and as a result the data are insufficient to supportI detailed correlation with weather and power1ine events. "Average error 
I 
rates" are indicated for weekly intervals as shown in Figure 1. The 
percentages which label each bar correspond to the valid collection 
interval for which the statistic is reported. 
The transport of large data sets for access to measurement and image 
information is to be supported by bulk-transfer at high rate in a "serviceI ne twork." Our current "service network" is based on a baseband-Ethernet 
I 
LAN which spans the Institute's medical campus facilities, and the backbone 
broadband-Ethernet LAN which is supported on the MIR cable network. A DEC 
LAN 100 Bridge supports inter-LAN traffic while minimizing backbone 
loading. Initial file transfer experiments, (MicroVAX-to-VAX 11/750 using 
I 
DECNET/ULTRIX) indicate average transfer rates in the range of 600 to 750 










































a). A 9600 BPS ASYNCH. PT-TO-PT COMMUNICATION CHANNEL 
FREQUENCY-DIVISION MULTIPLEXED 
THE MIR BROADBAND CATV SYSTEM. 
ON THE OUTBOUND CABLE OF 
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Figure 1. Average error statistics for 9600 bps data channels. The 
percentage-label associated with each one-week measurement interval Iindicates the quantity of data on which the error calculation was 
performed. Data loss resulted from the courseness of acquisition and 
instrument overflow conditions. I
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I Four, 0-4 Mbps, broadband modems, were purchased from Coherent Systems Corporation. Modest cost « $1000 per transceiver unit) and modest 
bandwidth (4 Mbps within a 6 MHz bandwidth) are features which may prove
I useful to future implementations of our "service-network." The modems 
I 
transmit in the subsplit band (T9 17.75 MHz-23.75 MHz) and receive in the 
VHF high band (CH13 210-216 MHz). Research testing of the units was 




F-6. IPAO: Mercury Array ProcessorI Personnel: S. M. Moore, BCL 
R. E. Hermes, BCL 
I B. D. Skinner, BCL E. E. Witte, BCL 
Support: RR 01380I 
I 
A Mercury Computer Systems ZIP 3232+ array processor was purchased 
to enhance the computing power of a MicroVAX computer. The 3-board base 
system includes a 16 MFLOP array processor, 128 KB of data memory, and 
I 
separate programming memories for the Control and Arithmetic Processors. 
The program memories for the Control and Arithmetic Processors contain 4096 
40-bit microwords and 2048 32-bit microwords, respectively. Two additional 
I 
boards contain a total of 4 MB of memory. Mercury Computer Systems also 
provided software for supporting the unit with the ULTRIX operating system. 
A device driver, utilities for building and debugging programs, and a 
library for performing standard vector operations were obtained. 
I 
An 8 MFLOP ZIP 3232 with 4 MB memory was received by February, but testing 
was not possible due to delays by the vendor in delivering software. 
Testing was begun in May following delivery of an upgrade to the 16 MFLOP 
ZIP 3232+ and software. 
I Preliminary tests of the ZIP focused on communicating with the array 
I 
processor and understanding example programs supplied by the manufacturer. 
Formal tests were then initiated to examine the standard algorithm library 
provided by Mercury and to verify timing estimates found in the manuals. 
Errors were found in several routines in the standard algorithm library and 
reported to the vendor. Timing measurements of vector functions closely 
matched the estimates provided by Mercury for the 7 routines tested withI the exception of the vector sine and exp routines. However, these two 
I 
routines have bugs which are recognized by Mercury and are to be changed 
with the next release (2.0). Currently, the standard algorithm library is 
70% complete, with the expectation that the next release due in August will 
provide routines that are currently missing or to replace those known to 
produce incorrect results. 
I Memory tests were written which wrote several patterns in the array processor memory and then read the memory for comparison. The pattern of 







software in the array processor and probably not in hardware. This problem 
was reported to Mercury along with the program which illustrates the error. IThe next aim in this area is to use the array processor to implement the EM 
algorithm for providing the Maximum Likelihood estimate of PET images (D-5, 
D-8 thru D-10). Several versions of the algorithm will be implemented to 
allow study of how different implementations affect the computation time I
and the resultant image. Other plans include testing the new release of 
the standard algorithm library when it arrives and examining the numerical 




F-7. IPAQ: Specialized Processor 
Personnel:	 R. E. Hermes, BCL I 
E. T. Macke,M.S., Computer Systems Laboratory 
R. E. Olson, Computer Systems Laboratory ISupport:	 RR 01380 
RR 01379 
I 
Exportation of computationally demanding algorithms may be 
facilitated by the integration of specialized processors into an 
engineering workstation. Such processors would be designed to implement 
computationally demanding portions of algorithms or carry out other special I 
functions better suited to special hardware implementations rather than 
using the general purpose capabilities of a workstation. To examine the 
difficulty and problems associated with such an integration, a general I purpose I/O	 board was integrated into a MASSCOMP workstation. 
The I/O board was an Intel Mu1tibus iSBC 519 Programmable I/O 
Expansion Board with multiple parallel ports. The first step was to I 
determine the difficulty of writing a UNIX device driver. A first 
experiment included implementation of a MASSCOMP supplied general purpose 
device driver template. In so doing we were able to learn the necessary I
structure of a UNIX device driver. The MASSCOMP driver worked with few 
problems. The template driver was then modified with minor difficulty to 
support the Intel I/O board. I 
The UNIX I/O system is known to impose significant overhead on I/O
 
operations. To determine the penalty imposed, a timing study was conducted
 
for I/O operations via a UNIX driver versus direct device register access.
 IThe direct register access method merely required that special routines be 
developed to access the control registers of the target device without 
using the I/O facilities of the operating system. Repetitive writes to the 
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As indicated in the table, register access is considerably faster 
than I/O via a driver, 7.55 microseconds vs 1.26 milliseconds per write. 
Therefore, in certain situations where time is a critical aspect of the 
problem, direct register access may be preferable, although it lacks the 
functional generality offered by driver access. 
I 
I F-8. A Picture Communication System for Radiology 
Personnel: G. J. Blaine, BCL 
I J. R. Cox, Jr., BCL and Computer Science R. E. Hermes, BCL 
R. L. Hill, BCL and Radiology 
I R. G. Jost, M.D., Radiology A. Kumar, B.Tech., Radiology S. R. Phillips, BCL 
A. P. Rueter, B.S., Radiology 
I 
I Support: RR 01380 
RR 01379 
Digital Equipment Corporation 
Ma11inckrodt Institute of Radiology 
Washington University 
I A pilot cable system to transport analog and digital radiology 
pictures and support termina1-to-computer digital data transmission has 
been designed and installed (PR 21, F-3). A dual-cable 400 MHz systemI utilizes "off-the-shelf" cable television components to provide 
I 
approximately 50 channels, achieved by frequency multiplexing channels of 
6 MHz each. The system provides a workbench environment for the evaluation 
of commercial digital transmission equipment in addition to supporting 
experiments related to digital picture networking and archiving studies. 
I Studies and subsequent designs have been directed at communicating radiological images using channels based on frequency division of the 400 MHz channel. A bandwidth of 18 MHz is now utilized to support a 







from nuclear medicine and magnetic resonance instruments to Mallinckrodt's 
VAX 11/750 based archive. Links to the operational radiology information 
systems support image requests. Distribution of the retrieved image is 
currently limited to a small number of display sites and is supported by I 
separate point-to-point analog transmission [1]. 
Development of a low-cost picture frame-buffer continued. The I512 x 512 x 8 bit/pixel frame-buffer was designed to support both parallel 
and serial data input and output. The 1 MHz serial synchronous interfaces 
were redesigned. The design is now based on a single fast microprogrammed 
machine which facilitates synchronization of the raster scan of the frame I 
buffer with the serial output module. Initial tests of the new 
implementation indicate a substantial improvement in robustness. I 
1.	 Jost, R. G., Hill, R. L., Blaine, G. J., and Cox, Jr., J. R., "PACS 
Experience as a Motivation for a Campus-Wide Picture Network," 
Proceedings of SPIE, Application of Optical Instrumentation in I 
Medicine XIV and Picture Archiving and Communication Systems (PACS IV) 





F-9. 3-Dimensional Image Generation IPersonnel: D. E. Beecher, BCL 
J. R. Cox, Jr. BCL and Computer Science 
F. U. Rosenberger, BCL and Computer Systems Laboratory ISupport: RR 01380 
IThree-dimensional viewing techniques allow the biological scientist 
to gain more insight into data which is actually represented by a series of 
scan slices. The techniques described herein differ from the traditional 
solid modeling techniques in that we are trying to visualize known data, I
which is in the form of a voxel volume (see Fig. 1). Each volume element, 
(or voxel) represents an estimated quantity of attenuation, radionuclide 
distribution, etc; and the goal here is to accurately visualize the object 
(or objects) contained therein. Various techniques have been used for the I 
visualization [1-5] and most recently, the techniques of Goldwasser, et al. 
[6-7], have been incorporated in a hardware implementation yielding 
real-time rotations of objects represented by voxel spaces. I 
The goal for this analysis is to reduce the number of voxels needed
 
for processing with any given algorithm. The algorithm used by Goldwasser
 
is clearly O(n 3 ) in time due to the fact that all voxels contained in the
 I 
volume are processed to generate the requested view. We will present 
techniques which greatly reduce the number of processed voxels thereby 









































Basic Front-to-Back/Back-to-Front Approach 
The basic idea is to manipulate an image plane into a position 
relative to the voxel volume in three-space such that the plane is I 
perpendicular to a line parallel to the line-of-sight (see Fig. 2). We 
then move this plane through the volume using some increment to adequately 
sample the voxel space. This increment should be less than the width of a I
single voxel to ensure adequate sampling. When using the back-to-front 
technique, we always update the image plane when it intersects the object 
(as determined by thresholding), but with the front-to-back technique we 
update an image plane pixel only once; since that is the closest voxel in I 
the object at that position. Image pixels are normally updated with a 
value proportional to the distance from the observer at that point. IIt is straightforward to see that the front-to-back technique will 
be computationally less intensive because we update an image pixel only 
once, but we still look at all voxels in the volume. I 
Modified Approach-Ray Tracing 
If, instead of moving the plane through the volume, we generate a Iray from each image plane pixel along the line of sight, we can greatly 
reduce the number of voxels we need to examine (see Fig. 3). That is, for 
each pixel in the image plane, we radiate a ray along the line-of-sight 
until it intersects a voxel contained in the object, we then update the I 
image plane with that distance value and we dre finished with that pixel 
and do not examine any more voxels along that line of sight. This 
technique results in a great savings as far as voxels processed, and 
produces exactly the same image as do the other techniques discussed (see I 
Fig. 4). Simulations run have shown a 33% decrease in number of voxels 
processed for the same phantom. ICurrent work 
Work is currently underway to explore new techniques for object 
definition based on gradient changes in the voxel volume. This should I 
produce more accurate surface definitions of the objects contained in the 
volume. These techniques are also being used in the design of an image 
manipulation module being locally developed by the Computer Systems ILaboratory. 
1.	 Artzy, E. Freeder, G., and Herman, G. T., "The Theory, Design, I 
Implementation, and Evaluation of a Three Dimensional Surface 
Detection Algorithm," Computer Graphics and Image Processing, vol. 15, 
pp. 1-24, January 1981. I 
2.	 Farrell, E. J., "Color Display and Interactive Interpretation of
 
Three-Dimensional Data," IBM Journal of Research and Development,
 
vol. 27, no. 4, pp. 356-366, July 1983.
 I 
3.	 Fuchs, H., Dedem, Z. M., and Uselton, S. P., "Optimal Surface
 
Reconstruction from Planar Contours," Communications of the ACM,
 










Figure 3. Modified ray-tracing approach. 






4.	 Lewis, M. H., Schlusselberg, D. S., Smith, W. K., Hagler, H. K., 
Woodward, D. J., and Buja, L. M., "Three-Dimensional Cardiac 
Morphome try wi th Computer Graphics," American Review of Diagnostics, 
vol. 2, no. 5, pp. 125-128, November-December 1983. I 
5.	 Robinson, D. E., "Display of Three-Dimensional Ultrasonic Data for IMedical Diagnosis," Journal of the Acoustical Society of America, 
vol. 52, pp. 673-678, 1972. 
6.	 Goldwasser, S. M., and Reynolds, R. A., "An Architecture for the Real­
Time DiSlplay and Manipulation of Three Dimensional Objects," Technical I 
Report No. MIPG77, Medical Image Processing Group, University of 
Pennsylvania, Philadelphia, PA, February 1983. I7.	 Goldwasser, S. M., Reynolds, R. A., Bapty, T., Baraff, D., 
Summers, J., Talton, D. A., and Walsh, E., "Physician's Workstation 
with Real-Time Performance," IEEE Computer Graphics and Applications, 




F-10. An Experimental Local-Area Network: TERRANET I 
Personnel:	 G. J. Blaine, BCL 
R. E. Hermes,	 BCL 
S. Igielnik, Ph.D., Medical Computing Facilities IS. M. Moore, BCL 
S. R. Phillips, BCL 
D. A. Schwab,	 BCL ISupport:	 RR 01380 
Medical Computing Facilities 
Washington University I 
TERRANET is now an integral part of the day-to-day operations of 
BCL. TERRANET provides terminal-to-computer and computer-to-computer Icommunications for most multiuser computer systems in the laboratory. 
Nearly every office is equipped with a terminal tied to a TERRANET port; in 
addition, several public ports are available within BCL. Intersystem 
communication via TERRANET can Qe used to transfer text and data files. I 
The initial TERRANET network (30 ports TERRANET-BLUE) has been augmented by 
a second parallel network (TERRANET-ORANGE). Communication between 
networks is accomplished through the use of 3 gateway ports on each Inetwork. Current resources on the two networks include 23 terminals, 20 
ports to 9 distinct computer ~ystems, and 5 modem or other network gateway 
connections. I 
A 9600 bps channel multiplexed onto the Medical Computing
 
Facilities' microwave channel allows interconnection of our TERRANET ports
 
to terminals and machine resources supported by the TERRANET configuration
 
in the Electrical Engineering Department. The EE Department is located on
 I 






I F-ll. An Evaluation of the DATACOPY Reflectance Camera 
I
 Personnel: D. E. Beecher, BCL
 G. J. Blaine, BCL R. E. Hermes, BCL 
L. J. Thomas, Jr., BCL 
I Support: RR 01380 
I During the past year a Datacopy model 920 reflectance camera was 
I 
acquired for offline image capture of opaque photographs/objects. The 
model 920 offers two resolution modes. In high resolution mode, an 8 1/2 x 
11 page can be captured as a 3456 x·4472 pixel (8 bits/pixel) image, while 
in low resolution mode this is decreased to 1728 x 2800. The Datacopy was 
initially interfaced to an IBM PC/XT with a 10 megabyte hard disk. This 
system (on loan from IBM), was recently replaced by an IDS AT (a PC ATI compatible) with 640 Kbytes of memory and 20 megabyte hard disk for image storage. The IDS is also configured with an AT&T TARGA 32 board which 
allows display and manipulation of true-color images (8 bits each - RGB). 
I Work is currently underway to utilize the gray-capture capability of 
I 
the Datacopy camera. The TARGA board will be used to view these gray-scale 
images before they are shipped to other image processing stations. The 
goal is to create a dedicated image-capture facility to allow researchers a 
convenient mechanism for digitizing images into machine readable form. 
I 
I F-12. Data Communication Laboratory Exercise 
Personnel: D. E. Beecher, BCL 
G. J. Blaine, BCLI Support: International Business Machines Corporation 
Washington University 
I A course in Digital Data Communications (Computer Science: 423) was 
delivered in the Spring semester of 1986. The course was structured toI include lectures and laboratory exercises in support of a data communications curriculum for Computer Science. Students were assigned 
4 laboratories during the course of the semester to explore: 
I a) electrical characteristics of RS-232 communications, 
I 
b) various transfer protocols with associated error detecting and 
correcting techniques, 
c) facsimile encoding and decoding, and 







The laboratory exercises were designed to emphasize fundamentals and 
develop experience with performance metrics. Four IBM PC XT's, software, 
printers and the broadband-based IBM PC Network were loaned by the Academic 
Information Systems Division of IBM for development of the course. We I 
found through the experience of teaching CS 423 that the laboratory portion 
of the course was an extremely valuable tool for the students. We are 
currently seeking support to acquire a permanent data communications Ilaboratory which would be dedicated to supporting this course and other 

















The software library as described in PR 21, 
use during the past year with no major changes. 
been successfully ported to several 
(Perkin-Elmer 3205's), to allow software written 





F-l, has been in routine I 
This implementation has 
laboratory systems 












I VI. INDUSTRIAL COLLABORATION 
I Industrial collaboration provides a mechanism for the deployment of 
I 
laboratory developments. In addition, it benefits our staff by keeping us 
abreast of practical considerations of reliability, maintainability, and 
cost. During the past year, our formal collaborations have involved two 
ongoing projects, both in the area of electrocardiographic rhythm analysis. 
In one project, BCL analyzes tape-recorded ECGs for a pharmaceutical 
company which is evaluating an experimental cardiovascular drug. In the 
I other project, BCL is helping a small company evaluate its implementation of a BCL-deve1oped rhythm-analysis algorithm in a portable, real-time ECG 
analyzer. 
I For two and one-half years, BCL has analyzed long-term ECG 
I 
I 
recordings for a Mead-Johnson (Evansville, Indiana) sponsored "Multicenter 
Placebo-Controlled Study of Trazadone's Effects in D~pressed Cardiac 
Patients" (PR 20, VI). BCL's contract to analyze these recordings was due 
to expire in October, 1985, but has since been extended. Patient 
recruitment from the clinical centers has fallen well behind projections, 
and Mead-Johnson is now negotiating with the FDA for an early termination 
of the study. Mead-Johnson has sent only 48 ECG recordings (from 12 
patients) since July, 1985. 
I Since 1983, BCL personnel have worked closely with Biosensor Corporation (Brooklyn Center, Minnesota) to implement and refine the BCL­
developed frequency-domain-based Argus ECG algorithms in a microprocessor­
based real-time ambulatory patient ECG monitoring device. BiosensorI markets a variety of systems and services (PR 21, VI). BCL personnel 
I 
interact with Biosensor engineers to resolve algorithmic problems which 
typically arise in operational situations. In fact, several problems 
discovered in the long-term recording sessions prompted BCL personnel to 
refine our own algorithms and to construct a "clinical-event" database of 
I 
6-hour recordings (A-1). Prior to this we had relied solely on the AHA 
(3 hour) and MIT (1/2 hour) databases for algorithm development. This kind 
of interaction with Biosensor helps BCL keep research in touch with the 












VII. TRAINING ACTIVITIES AND SEMINARS 
Training activities of the Biomedical Computer Laboratory are I 
directed toward the goals of informing the local and national scientific 
communities about resource projects and facilities and of instructing a 
broad spectrum of people in the application of advanced computer-techniques Ito problems in clinical medicine and biological research. Training 
activities include the teaching of formal courses at the School of Medicine 
and the School of Engineering as well as supervision of graduate students 
by Laboratory staff. Both individual and small-group training about I 
resource facilities are made available to the biomedical scientist. 
National workshops and symposia on topics of interest and importance to the 
resource and community are supported. I 
The bringing together of biomedical scientists, engineers, and 
computer scientists provides important cross-fertilization between 
disciplines. In these settings, students and staff find the need and I 
opportunity to test the relevance of theory and the usefulness of· 
technology in applications to real problems. Also, the biomedical 
scientists are aided in learning new techniques for acquiring useful 
information. To this end, some of the courses offered are addressed to I 
biologists without strong technical backgrounds who want and need a 
be1ow-the-surface appreciation of biomedical computing. Laboratory 
personnel also participate in regularly scheduled conferences in the I
clinical departments where both the biological and technological issues are 
examined. 
Seminars and presentations relating to resource projects and I 
applications are conducted by Laboratory staff as well as scientists and 
engineers from the national community. During the year the following 
activities were supported: 
Seminars 
"National Computer Conference 
- 1985: Review and Comments"· 
July 18, 1985 
"Flexible's Supermini Computer" 
September 11, 1985 
"The 11th International 
EEG Congress" 
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Mr. S. M. Moore IBiomedical Computer Laboratory 
Washington University 
St. Louis, MO I 
Mr. Ron Zachary 
Flexible Computer Corporation 
Dallas, TX I 
Professor Harold Shipton 
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"IMAGIS: An Image 
Information System" 
I October 3, 1985 
I 
I "Using NMR. to Make Images: 
From Body to EMF and from 
EMF to Image"I November 7, 1985 
I "Current Clinical Successes and Shortcomings in Magnetic 
Resonance Imaging"
I November 14, 1985 
I "Signal Processing Issues in Hazardous Aviation Weather 
Detection by Doppler Weather Radar" 
I November 22, 1985 
I "Review of Current Facilities and Research with Discussion of 
I 
Future Applications and Directions 
of Magnetic Resonance Imaging" 
December 5, 1985 
I "Algorithms for Estimating Parameters
 
in Dynamic Tracer Studies"
 
I December 13, 1985
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