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a b s t r a c t
A Lagrangian based heuristic is proposed for many-to-many assignment problems taking
into account capacity limits for task and agents. A modified Lagrangian bound studied
earlier by the authors is presented and a greedy heuristic is then applied to get a
feasible Lagrangian-based solution. The latter is also used to speed up the subgradient
scheme to solve the modified Lagrangian dual problem. A numerical study is presented
to demonstrate the efficiency of the proposed approach.
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1. Introduction
Lagrangian relaxation is a powerful tool to exploit structural properties of large optimization problems and to derive
bounds for the optimal objective [1,2]. These bounds are widely used as a core of many numerical techniques and also
provide a measure for the progress of the main algorithm. A Lagrangian solution is frequently used as a starting or reference
point for various heuristics and approximate techniques. The literature on Lagrangian relaxation is quite extensive.We refer
only to a few survey papers: [3–7].
To form a Lagrangian relaxation, ‘‘complicating’’ constraints are relaxed and a penalty term is added to the objective to
discourage their violations. The classical measure of the deviations is a complementarity term—a linear combination of the
constraint slacks with the coefficients called Lagrange multipliers. The optimal value of the Lagrangian problem, considered
for fixed multipliers, provides a lower bound (for minimization problem) to the original optimal objective. This estimation
is derived using the nonnegativity of the complementarity term.
An approach to tightening Lagrangian bounds by a more precise estimation of the penalty term arising in the Lagrangian
problem was proposed in [8] and further developed in [9]. It is well known that under certain convexity and regularity
conditions, the penalty turns to zero for the optimal primal–dual solution (complementarity condition). However, for
nonconvex problems the complementarity condition is not necessarily fulfilled. An auxiliary optimization problem is used
to estimate the penalty term and to construct themodified Lagrangian bound and the correspondingmodified dual problem.
The newbounds are numerically studied and comparedwith classical ones for a class ofmany-to-many assignment problem.
The latter is a generalization of the assignment problem taking into account capacity limits for tasks and agents [10]. In
contrast to the classical generalized assignment problem, taking into account the only agent’s capacities, themany-to-many
assignment problem is much less investigated [11]. For the instances used in the computational tests performed in [9], the
modified Lagrangian problem provided high-quality bounds, typically within 0.5% of relative suboptimality. As a byproduct
of the bound computation, an integer Lagrangian solution was obtained having a higher degree of primal feasibility and
suboptimality than the standard Lagrangian solution.
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In this paper we apply a simple greedy heuristic to the (unfeasible) Lagrangian solution to get an approximate solution to
the original problem. The numerical tests show that combining the modified Lagrangian solution with the greedy heuristic
provides high quality approximate feasible solutions within 0.5% of the relative difference between dual and primal bounds.
To solve a corresponding dual problem the subgradient algorithm is used. Similar to [12] the greedy solution was obtained
in each iteration of the subgradient algorithm and then was used to update parameters of the subgradient technique.
Incorporating a feasible greedy solution into the subgradient scheme results in a significant decrease in the number of
iterations without dropping the quality of the bounds.
The reminder of the paper is organized as follows. In Section 2 we review the basic constructions to derive the modified
Lagrangian bounds. The greedy and subgradient algorithm related to the many-to-many assignment problem are presented
in Section 3. Numerical results are given in Section 4 and Section 5 concludes.
2. Deriving the modified bound
Let the original problem be stated in the form:
z∗ = max{cx | Dx ≤ d, Ax ≤ b, x ∈ U}, (1)
where x ∈ Rn. The set U can be of general structure and may contain, for example, sign constraints on x and integrality
constraints on some or all components of x. The condition Dx ≤ d are m ‘‘complicating constraints’’, while the constraints
Ax ≤ b, are ‘‘nice’’ in the sense that the optimization problem formed with only these constraints, together with x ∈ U , is
easier than the original problem. Denote by x∗ an optimal solution of (1). In what follows we denote X = {x ∈ U | Ax ≤ b}.
Let u = {ui} ≥ 0 be anm-vector of Lagrangian multipliers. The standard Lagrangian problem is defined as:
z(u) = max{cx+ u(d− Dx) | x ∈ X}.
We assume for simplicity that it has an optimal solution for all u ≥ 0. This problem yields the well known Lagrangian
bound:
z∗ ≤ z(u), ∀u ≥ 0, (2)
while the best Lagrangian bound and the associated Lagrangianmultipliers u∗ are defined from the Lagrangian dual problem:
z(u∗) = min
u≥0 z(u) ≡ wD. (3)
In what follows we consider constructions leading to dual bounds, which are at least as good as the standard Lagrangian
bounds. We assume that a certain information about an optimal solution to (1), x∗, is known:
Assumption. A setW ⊆ Rn is known, such that x∗ ∈ W .
We will refer to W as the localization of x∗, or simply the localization. The set W can be defined by manipulating the
constraints of the original problem, by querying a decision maker, etc.
The feasibility of x∗ to the standard Lagrangian problem implies that cx∗ + u(d− Dx∗) ≤ z(u). Since x∗ is feasible to (1)
and u ≥ 0, then the condition u(d − Dx∗) ≥ 0 yields immediately that z∗ ≤ z(u) as in (2). For the convex problem (1),
under certain regularity assumptions, the complementarity condition u∗(d− Dx∗) = 0 is fulfilled. However, for u 6= u∗, the
complementary term, u(d−Dx∗), can be strictly positive. For the nonconvex case the complementarity term, u(d−Dx∗), can
be strictly positive for u = u∗. Thus, wemay try to strengthen the standard Lagrangian bound, z(u), using tighter estimations
of the complementarity term instead of u(d− Dx∗) ≥ 0.
Since x∗ ∈ W , then for any localizationW we have:
z(u) ≥ cx∗ + u(d− Dx∗) ≥ cx∗ +min
y∈W u(d− Dy),
which gives immediately:
z∗ ≤ max
x∈X
{cx+ u(d− Dx)} −min
y∈W u(d− Dy). (4)
To simplify further notations, we use θ(u) for the optimal objective value of the secondmaximization problem in (4). We
may expect that, for those integer programswhere constraints Dx ≤ d are not fulfilled as equalities for all feasible solutions,
a reasonable choice ofW may result in θ(u) = miny∈W u(d− Dy) > 0, thus improving the standard Lagrangian bound.
Calculating θ(u) so far was solely intended to estimate the complementarity term associated with the Dx ≤ d, without
taking into account the original objective function. We may ‘‘balance’’ z(u) and θ(u) by introducing the original objective
function when calculating θ(u) (see [9] for more details). Finally we get the modified Lagrangian bound:
z∗ ≤ zM(u, pi) = max
x∈X
{(1− pi)cx− uDx} +max
y∈W
{picy+ uDy}. (5)
To simplify further notations, we use η(pi, u) for the optimal objective value of the first maximization problem in (5),
while ξ(pi, u) stands for the optimal objective of the second. Note that, by our assumption, calculating η(pi, u) is easy since
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the corresponding problem contains only ‘‘nice’’ constraints. The modified dual problem corresponding to the bound (5) is
then stated as:
wMD = min
u≥0,pi{η(pi, u)+ ξ(pi, u)}. (6)
From the definition of zM(pi, u) it follows that, in general, the tighter the localization W is, the smaller ξ(pi, u) is and
the better the modified upper bound zM(pi, u) is. From this point of view it is worth to retain in the definition of W as
many original constraints as possible, which can complicate calculation of ξ(pi, u). Instead, we may estimate ξ(pi, u) using
Lagrangian relaxation for the corresponding maximization problem. We will refer to this case as the nested Lagrangian
relaxation. Suppose that the localization has the formW1 = {y | Py ≤ p, y ∈ Y ∩ U}, where Y ⊆ Rn, p ∈ Rq, and the matrix
P is dimensioned accordingly. We assume that the set Y has a favorable structure (for example, decomposable) and we will
handle the constraints y ∈ Y explicitly, while the constraints Py ≤ pwill be dualized using a q-vector of multipliers v ≥ 0.
Estimating ξ(pi, u) by the standard Lagrangian bound yields:
ξ(pi, u) ≡ max
y∈W1
{picy+ uDy}
≤ max
y∈Y∩U
{picy+ uDy+ v(p− Py)}
≡ ξ L(pi, u, v) ∀v ≥ 0.
Based on the estimations of ξ(pi, u)we get the modified dual problem associated with the nested Lagrangian relaxation
for localizationW1:
wLMD(W1) = minu,v≥0,pi{η(pi, u)+ ξ
L(pi, u, v)}. (7)
The bound (7) involvesm+ q+ 1 multipliers: am-vector u, a q-vector v and a scalar pi .
A critical issue is constructing a suitable localization which is tight enough and results in ‘‘easy’’ calculation of ξ or ξ L. A
detailed discussion on this subject, as well as a comparison among the modified bound and other Lagrangian type bounds
can be found in [9]. Herewemention only that if the original problemhas two groups of interesting constraints, thenwemay
define X by one group of constraints, while using the other group to define the localizationW . In this case both subproblems
in (7) has an attractive (e.g., decomposable) property. Such a structure of the original problem, called ‘‘double decomposable’’
can be found in the generalized assignments problem, the multiple knapsack problem and the facility location problem, to
mention a few.
3. A Lagrangian based greedy heuristic for the many-to-many assignment problem
The Assignment Problems (AP) involve optimally matching the elements of two or more sets. When there are only two
sets, theymay be referred as ‘‘tasks’’ and ‘‘agents’’. In the generalized assignment problem (GAP) each task is assigned to one
agent, as in the classic AP, but it allows that an agent may be assigned to more than one task, while recognizing that a task
may use only part of an agent’s capacity rather than all of it (see e.g. [11,10] and the references therein). The many-to-many
assignment problem is a further generalization of AP which takes into account capacity limits of both tasks and agents. Such
a situation arises, for example, in a medical center, where doctors (agents) have to attend their patients (tasks) in a limited
time period, while patients cannot also spend a lot of time in the center.
The many-to-many assignment problem (MMAP) can be stated as:
zip = max
m∑
i=1
n∑
j=1
cijxij
s.t.
n∑
j=1
aijxij ≤ bi, i = 1, 2, . . . ,m, (8)
m∑
i=1
dijxij ≤ dj, j = 1, 2, . . . , n, (9)
xij ∈ {0, 1},
where xij = 1 if agent i is assigned to task j, and 0 otherwise, cij is the profit (utility) of assigning agent i to task j, aij is the
amount of agent i’s capacity used to execute task j, and bi is the available capacity of agent i. We also assume that each task
has its own capacity (time) limit, such that dij is the amount of task j’s capacity used when executed by agent i, and dj is the
available capacity of task j.
Note that (MMAP) has a double-decomposable structure: if we dualize the firstm constraints, then the relaxed problem
decomposes into n independent subproblems, each having a single knapsack-type constraint
∑m
i=1 dijxij ≤ dj, while relaxing
the second group of constraints we getm single knapsack constrained subproblems.
To derive the modified Lagrangian bounds (see Section 2) for the (MMAP) we include the constraints (8) in the set X and
will treat them as ‘‘easy’’, while constraints (9) are included in Y andwill be treated as ‘‘complicating’’. A set {Px ≤ p} used in
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the localizationW1 for calculatingwLMD(W1) is defined by (8). The constraints y ∈ Y will be handled explicitly, while Py ≤ p
will be dualized in the estimation ξ L(pi, u, v). We define:
X =
{
xij ∈ {0, 1} |
n∑
j=1
aijxij ≤ bi, i = 1, 2, . . . ,m
}
=
m∏
i=1
Xi,
Xi =
{
xij ∈ {0, 1} |
n∑
j=1
aijxij ≤ bi
}
,
W1 = {yij ∈ {0, 1} | y ∈ Y , Py ≤ p},
Y =
{
yij ∈ {0, 1} |
m∑
i=1
dijyij ≤ dj, j = 1, 2, . . . , n
}
=
n∏
j=1
Yj,
Yj =
{
yij ∈ {0, 1} |
m∑
i=1
dijyij ≤ dj
}
,
{Py ≤ p} ≡
{
n∑
j=1
aijyij ≤ bi, i = 1, 2, . . . ,m
}
.
Let u = {uj, j = 1, 2, . . . , n} and v = {vi, i = 1, 2, . . . ,m} be the Lagrangian multipliers. Then modified Lagrangian dual
for (MMAP) is:
w¯MD(W1) = min
u,v≥0,pi ϕ(pi, u, v) (10)
where:
ϕ(pi, u, v) = η(pi, u)+ ξ L(pi, u, v),
η(pi, u) =
∑
i
max
x∈Xi
{∑
j
[(1− pi)cij − ujdij]xij
}
,
ξ L(pi, u, v) =
∑
j
max
y∈Yj
{∑
i
(picij + ujdij − viaij)yij
}
+
∑
i
vibi.
The modified Lagrangian dual (10) provided high-quality bounds for the (MMAP) for the instances testes in [9]. It turned
out that the corresponding integer Lagrangian solutions (x, y) had a higher degree of primal feasibility and suboptimality
than the standard Lagrangian solution. In the next section we consider a greedy algorithm to recover primal feasibility. The
feasible solution is then used in a subgradient algorithm to obtain the modified bounds.
3.1. The Lagrangian based greedy heuristic
To get a feasible Lagrangian based solution we use a simple greedy approach. First we try to decrease to zero some
components currently equal to 1 to obtain a feasible solution. The choice of the candidate component is based on the smallest
decrease of a rounding indicator (e.g. minimal cost component). After a feasible solution is obtained we try to increase to 1
some zero components based on the largest increase of another rounding indicator (e.g., maximal cost component) while
maintaining feasibility.
Let x0 be a current binary point not necessary feasible to (MMAP). LetΩ0 be a set of all pairs (i, j)with x0ij = 0 andΩ1 be
a set of all pairs (i, j)with x0ij = 1. Denote
δi = bi −
n∑
j=1
aijx0ij, σj = dj −
m∑
i=1
dijx0ij.
If mini,j{δi, σj} ≥ 0, then x0 is feasible to (MMAP). Otherwise, we first decrease, in a greedy manner, some positive x0ij to
0 to get a feasible solution (xgr ). Then we try to improve this feasible solution by increasing, in a greedy fashion, some zero
components to 1. A summary of the Greedy Algorithm is given by Algorithm 1.
Algorithm 1
1. Let x0 be a Lagrangian solution (x or y). Set xgr = x0.
2. Set tij, rij as the rounding indicators (e.g. tij = cij, rij = cij,
see Comment 1 below).
3. Feasibility test.
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4. For x0 compute δi, σj.
5. whilemini,j{δi, σj} ≤ 0 do (rounding down)
6. Compute: min(i,j)∈Ω1 tij. Let this min be attained for (i, j)
′.
7. Set:
xgrij = 0 for (i, j) = (i, j)′,
Ω1 = Ω1 \ (i, j)′ andΩ0 = Ω0 ∪ (i, j)′,
δi = δi + a(ij)′ , σj = σ kj + d(ij)′ .
8. end_while
9. Let xgr a feasible solution obtained in the rounding down step,
S0 ⊆ Ω0 be a set of (i, j) ∈ Ω0 with both aij ≤ δi and dij ≤ σj.
10. while S0 6= ∅ do (rounding up)
11. Computemax(i,j)∈S0 rij. Let this max be attained for (i, j)
′.
12. Set:
δi = δi − a(ij)′ , σj = σj − d(ij)′ ,
Ω1 = Ω1 ∪ (i, j)′ andΩ0 = Ω0 \ (i, j)′,
xgrij = 1 for (i, j) = (i, j)′.
13. update S0.
14. end_while
15. Return greedy solution xgr .
16. end Algorithm 1
Comment 1. The rounding down part of Algorithm 1may be based on pure cost criterionmin(i,j)∈Ω1 tij for tij = cij. It is possible
to use another indicator, setting for example, tij = cij/max(aij, dij). In this way we can take into account the impact of the
component (i, j) in violating the constraints (the larger values of aij, dij the faster we get feasibility). Similarly, we can try
tij = cij/max{(aij/bi), (dij/dj)}, since relative values (aij/bi), (dij/dj) also give ameasure of feasibility. In the rounding up part
of the Algorithm 1 we may use tij = rij. Alternatively, we can use rij = cij/min(aij, dij). Small values of aij, dij help towards a
small degradation in the solution’s feasibility. Another possibility is to set rij = cij/min{(aij/bi), (dij/dj)}.
The Lagrangian solution is always feasible either to the first or to the second group of constraints of problem (MMAP).
So we can simplify Algorithm 1 by considering only δi(σj) when rounding down, depending on whether x or y is used for
rounding the modified Lagrangian solution.
3.2. Solving the modified dual problem
A popular approach to solve the dual problem is by subgradient optimization, first used in the Lagrangian context in [13].
Here we present the basic steps of the subgradient technique used in [9] to calculate w¯MD(W1) and modified to use the
greedy solution obtained by Algorithm 1. A more detailed discussion of subgradient optimization can be found in [2,14].
Let pi k, uk, vk be the values of the Lagrangian multipliers in the kth iteration, ϕk = ϕ(pi k, uk, vk), and xkij, ykij be the
associated subproblems solutions:
xkij = argmaxx∈Xi
{∑
j
[(1− pi k)cij − ukj dij]xij
}
,
ykij = argmaxy∈Yj
{∑
i
[pi kcij + ukj dij − vki aij]yij
}
.
A subgradient is directly identified after solving the subproblems as:
γ k = [∂ϕ/∂pi ]k = −
∑
i
∑
j
cijxkij +
∑
j
∑
i
cijykij,
αki = [∂ϕ/∂vi]k = bi −
∑
j
aijykij,
βkj = [∂ϕ/∂uj]k = −
∑
i
dijxkij +
∑
i
dijykij.
Denote by sk a vector composed of all {γ k, αki , βkj }, let λk = {pi k, vk, uk} and set:
λ¯k+1 = λk − εk(ϕk − ϕlb) s
k∥∥sk∥∥2 , (11)
where εk ∈ (0, 2], ϕlb is a lower bound on ϕ∗ = w¯MD(W1). Since zip ≤ w¯MD(W1) we may set ϕlb equal to the objective
function value of (MMAP) associated to a given feasible solution. In what follows wewill apply the greedy algorithm in each
iteration to get a feasible solution and update ϕlb accordingly.
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The multipliers for the next iteration are defined as the projection of v¯k+1, u¯k+1 onto the nonnegative orthant since
u, v ≥ 0, while pi has no sign restrictions:
pi k+1 = p¯i k+1,
vk+1 = max{0; v¯k+1}where max is taken componentwise,
uk+1 = max{0; u¯k+1}where max is taken componentwise.
A summary of the subgradient algorithm to compute the modified bound for the (MMAP) is given in Algorithm 2.
Algorithm 2
1. Given initial values for pi0, u0, v0.
2. Set ϕ0ub = ∞ and ϕ0lb = −∞.
3. While (not stop) do
4. Compute
xkij = argmaxx∈Xi
{∑
j
[(1− pi k)cij − ukj dij]xij
}
,
ykij = argmaxy∈Yj
{∑
i
(pi kcij + ukj dij − vki aij)yij
}
,
ϕk.
5. Use Algorithm 1 to obtain feasible solutions xgr and ygr
with objective values cxgr and cygr respectively.
6. Let: ϕk+1lb = max{ϕklb, cxgr , cygr}, ϕk+1ub = min{ϕkub, ϕk}.
7. Update
γ k = [∂ϕ/∂pi ]k = −
∑
i
∑
j
cijxkij +
∑
j
∑
i
cijykij,
αki = [∂ϕ/∂vi]k = bi −
∑
j
aijykij,
βkj = [∂ϕ/∂uj]k = −
∑
i
dijxkij +
∑
i
dijykij.
8. Compute λ¯k+1 according to (11) with ϕlb = ϕk+1lb .
9. Project v¯k+1, u¯k+1 onto the nonnegative orthant.
10. Make stop tests.
11. end_while
12. end Algorithm 2
The subgradient method is not monotone, that is, it is not necessary that ϕk ≥ ϕk+1. In practice, the parameter εk is
varying in (0, 2], beginning with εk = 2. If after K consecutive iterations with a fixed value for εk the function ϕ is not
improved ‘‘sufficiently’’, then a smaller value of εk is used, say, a half of εk. The stopping criteria used in Algorithm 2 are:
(a) maximum iteration number is reached; (b) εk is already small enough; or (c) the relative difference between the best
integer feasible solution found so far and the Lagrangian bound is within a given threshold.
4. Numerical results
In this section we numerically compare the Lagrangian bounds, standard and modified, and corresponding greedy
solution for the same two sets of instances of (MMAP) as in [9]: small instances with sizes m × n for m ∈ {5, 8, 10} and
n = 50, and large instances withm ∈ {5, 10, 20} and n = 100. The data were random integers with:
bi = α
(∑
j
aij − 1
)
, dj = α
(∑
j
dij − 1
)
, 0 < α ≤ 1,
and divided in three classes (a, b, and c) with respect to the values of α: a (α = 1), b (α = 0.9), c (α = 0.8). More details of
the data generation can be found in [9].
All Lagrangian-type bounds, standard and modified, were calculated by the subgradient method given by Algorithm 2
presented in Section 3.2. We used K = 5, and if (ϕk − ϕk+1)/ϕk+1ub ≤ 0.005 for 5 consecutive iterations with fixed εk, this
parameter was updated to εk+1 = εk/2. The stopping criteria for the Algorithm 2 were specified as follows: (a) at most
250 iterations were permitted; (b) the runs stop if εk+1 ≤ 0.005; or (c) (ϕk+1ub − ϕk+1lb )/ϕk+1lb ≤ 0.0001. All optimization
subproblems associated with a subgradient algorithm were solved by the system CPLEX 10.0 [15]. The runs were executed
on a machine AMD Athlon 64X2 Dual Core, 2.8 GHz and 2048 MB RAM.
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Table 1
Relative quality of the bounds (results for small problems).
m n cl gapgrmd iter gapmd iter gap
gr
lag iter gaplag iter gaplp
5 50 a 0.00 5 0.00 165 10.91 55 11.09 100 11.01
5 50 b 0.00 5 0.00 80 7.22 74 7.50 125 7.18
5 50 c 0.12 55 0.36 110 3.29 80 3.61 85 3.30
8 50 a 0.00 5 0.00 80 5.62 55 5.76 110 6.00
8 50 b 0.09 75 0.12 125 2.19 95 2.49 200 2.21
8 50 c 0.11 55 0.32 75 3.17 80 3.42 145 3.22
10 50 a 0.00 5 0.00 130 3.96 55 4.08 65 4.39
10 50 b 0.07 65 0.28 70 1.42 74 1.62 115 1.49
10 50 c 0.20 55 0.51 170 1.63 67 1.86 115 1.73
For all problem instances we have calculated:
zip optimal objective of the original integer problem,
zlp optimal objective of the LP relaxation,
zlag classical Lagrangian boundwD,
zgrlag classical Lagrangian boundwD computed by Algorithm 2,
zmd modified Lagrangian bound w¯MD(W1) computed as in [9],
zgrmd modified Lagrangian bound w¯MD(W1) computed by Algorithm 2,
thus obtaining five upper bounds for zip. The bounds zlag , zmd were computed similar to Algorithm 2, but without applying
greedy Algorithm 1 and updating ϕlb at each iteration. For z
gr
lag the greedy solution obtained by Algorithm 1 was used in the
subgradient method in a way similar to Algorithm 2.
The proximity of the bounds to the optimal integer solution was represented by:
gapgrmd =
zgrmd − zip
zip
100%, gapmd = zmd − zipzip 100%,
gapgrlag =
zgrlag − zip
zip
100%, gaplag = zlag − zipzip 100%, and gaplp =
zlp − zip
zip
100%.
The results for the small instances are reported in Table 1, while Table 2 presents results for the larger instances.
The column iter, next to the column of the corresponding proximity indicator, presents the number of iterations of the
subgradient technique necessary to meet a stopping criterion. For all instances with gapgrmd = gapmd = 0.00 the stopping
criterion (c) was fulfilled (see also gapbound in Tables 3 and 4). For all other instances runs were terminated by the stopping
criterion (b). For the problem instance 20 × 100c we were not be able to find the optimal solution, CPLEX aborted due
to insufficient memory. The best integer solution found after examining 316,560 nodes in the branch and cut tree (in
AMPL/CPLEX notations, absmipgap= 27.0845, relmipgap= 0.000494234) was used then to calculate the indicators.
As can be seen fromTables 1 and 2, incorporating greedy solution in the subgradient scheme slightly improves the quality
(of the approximate values) of the bounds obtained by the subgradient method, but the effect is rather modest. For all
problem instances the modified bound (gapgrmd) is significantly tighter than the classical Lagrangian bounds (gap
gr
lag , gaplag ).
Moreover, the number of iterations of the subgradient method reduces significantly by using a greedy solution. This takes
place for all problem instances. Note that the computational cost for one iteration of the subgradient technique (solving
integer Lagrangian problems) is much higher than the one for obtaining a greedy solution (simply reordering data). Thus
combining the subgradient method with a ‘‘cheap feasibility recovering’’ technique is favorable for this class of problem. A
similar effect was mentioned in the papers on Lagrangian heuristics for the generalized assignment problems [16,17] and,
for more general settings, in [12].
A feasible Lagrangian-based solution was derived by the greedy technique given by Algorithm 1 (see Section 3.1). In this
way there are two Lagrangian-based solutions: one for the classical bound and one for the modified bound. The quality of
the (best over all subgradient iterations) feasible solution σ is presented in Tables 3 and 4 and was measured according
to:
gapip(σ ) =
zip −
m∑
i=1
n∑
j=1
cijσij
zip
100%.
Along with gapip(σ ), the following indicator was used for each bound:
gapbound(σ ) =
zbound −
m∑
i=1
n∑
j=1
cijσij
zbound
100%,
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Table 2
Relative quality of the bounds (results for large problems).
m n cl gapgrmd iter gapmd iter gap
gr
lag iter gaplag iter gaplp
5 100 a 0.00 5 0.00 190 11.28 75 11.16 95 11.10
5 100 b 0.00 5 0.00 100 6.53 49 6.84 110 6.49
5 100 c 0.02 70 0.03 60 4.48 75 4.76 110 4.45
10 100 a 0.00 5 0.00 175 4.31 60 4.41 105 4.38
10 100 b 0.04 65 0.07 55 1.21 70 1.53 175 1.22
10 100 c 0.11 70 0.17 85 1.99 79 2.19 65 1.99
20 100 a 0.00 5 0.00 85 1.61 49 1.65 90 1.83
20 100 b 0.07 70 0.08 105 0.76 65 0.91 135 0.78
20 100 c 0.11 80 0.79 180 0.59 49 0.73 130 0.62
Table 3
Quality of the greedy solution (results for small problems).
Type Greedy+ Lagr Greedy+ModLagr
m n cl gapip gapbound gapip gapbound
5 50 a 2.33 11.94 0.00 0.00
5 50 b 1.31 7.95 0.00 0.00
5 50 c 0.44 3.61 0.17 0.30
8 50 a 0.82 6.09 0.00 0.00
8 50 b 0.19 2.33 0.11 0.20
8 50 c 0.77 3.83 0.02 0.13
10 50 a 0.60 4.39 0.00 0.00
10 50 b 0.33 1.72 0.08 0.15
10 50 c 0.61 2.20 0.51 0.71
Table 4
Quality of the greedy solution (results for large problems).
Type Greedy+ Lagr Greedy+ModLagr
m n cl gapip gapbound gapip gapbound
5 100 a 1.97 11.91 0.00 0.00
5 100 b 0.61 6.70 0.00 0.00
5 100 c 0.42 4.69 0.07 0.09
10 100 a 0.63 4.74 0.00 0.00
10 100 b 0.07 1.27 0.08 0.12
10 100 c 0.84 2.78 0.21 0.32
20 100 a 0.20 1.78 0.00 0.00
20 100 b 0.31 1.06 0.10 0.17
20 100 c 0.42 1.00 0.19 0.30
where zbound stands for the associated bound, z
gr
lag or z
gr
md. To get gapbound we do not need to know the optimal value of the
original problem, only values of the primal and dual bounds calculated by Algorithm 2 are used for estimating the quality
of the feasible solutions.
As can be seen from Tables 3 and 4, for all problem instances and both indicators, gapip and gapbound, the greedy solutions
derived by the modified bound are better than the ones resulting from the standard Lagrangian bound. The values of the
indicator gapbound for the modified bound are significantly (typically, in 10 times) smaller then corresponding values for the
standard bound.
5. Conclusions
The procedure to tighten the Lagrangian bound was applied to the many-to-many assignment problem. The
corresponding modified Lagrangian dual problem was solved approximately by the subgradient method. For the instances
used in the computational tests the approach provided high-quality bounds, typically within less than 0.5% of relative
suboptimality. A simple greedy technique was used to derive a feasible Lagrangian-based solution. Incorporating a feasible
greedy solution into the subgradient scheme results in a significant decrease in the number of iterations without dropping
the quality of the bounds. Using the modified bound provides high-quality approximate feasible solutions, typically within
0.5% of the suboptimality measured by the relative difference between dual and primal bounds.
The main focus of this paper was to study the effect of introducing a heuristic solution on the calculation and quality
of the dual bounds. Much less attention was paid to designing the heuristic used to get feasible solutions. An interesting
area for future research is to use the modified bounds in combination with other greedy approaches, e.g., using different
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choices for rounding up/down components, as well as with more sophisticated heuristic techniques (see, e.g., [18] and the
references therein). An alternative to the subgradient technique used in this paper would be using more stable approaches
such as center-based or bundle algorithms [19].
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