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to (4.1.3), with a discontinuous increase in heating rate q by amount
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shows time trace of energy confinement time τc defined by Eq.(4.2.1).
Right plot shows time evolution of the system in (N,E,U) phase
space. The sequence of key phases is labelled in all three plots in
this Figure as follows. A is the initial transient evolution from the
over-powered H-mode point I, leading to convergent cyclic motion
towards fixed point attractor B corresponding to T-mode. At C the
instantaneous increase in heating rate q induces rapid departure from
the T-mode attractor B to the QH-mode (increased N ; E = U = 0)
attractor D with improved confinement time. Instantaneous rever-
sion of q to initial value q0 brings the end of phase D and results in
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5.3.1 Time evolution of electron temperature at multiple radial locations,
derived from LHD data(blue) and the model(red) for the core tem-
perature rise(R) heat pulse propagation experiment in plasma 49708.
Radial locations range from edge(ρ = 0.703) to core(ρ = 0.015),
where ρ = r/a, r is the radial co-ordinate and a ∼ 0.6m is minor
radius of LHD. Model results match experimental data well from
ρ = 0.450 inwards to the plasma core, especially amplitudes and the
time structure of pulse decay. The amplitudes of model time traces
increase from edge to core, as in the measured electron temperature
profiles. Model results do not fit experimental data outwards from
ρ = 0.546 to ρ = 0.703, implying that different physics applies in the
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5.3.2 Time evolution of electron temperature at multiple radial locations,
derived from LHD data(blue) and the model(red) for the core temper-
ature drop(D) heat pulse propagation experiment in plasma 49719.
Radial locations range from edge(ρ = 0.703) to core(ρ = 0.015),
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5.3.5 Data analysis underpinning calculation of pulse velocity from the ex-
perimental data, which requires a statistically robust identification
of the time of the pulse peak from the noisy data at each radius
0.450 ≥ ρ ≥ 0.015. Blue lines show timeseries of electron tempera-
ture data versus time from the R case(Te49708). Red lines denote
timeseries smoothed over a window whose span is 5% of the total
sample points, so that approximately 50 sample points generate the
moving average. Black dots mark the maximum values, at each ra-
dius, of each smoothed time-evolving electron temperature pulse. The
width of the horizontal error bars is defined by span of the moving
window. The black dash line is the best fit straight line joining all the
peaks. From it we infer the pulse propagation speed, which is nearly
independent of radius, to be (32.62± 9.89)ms−1. . . . . . . . . . . . 130
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the electron temperature data for the D case. Despite data which is
more noisy than in Fig.5.3.5, the pulse propagation velocity calculated
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region 0.450 ≥ ρ ≥ 0.015 of LHD plasma 49719. We infer a pulse
velocity (53.50± 20.97)ms−1. . . . . . . . . . . . . . . . . . . . . . . 131
5.3.7 Variation and robustness of nonlinear pulse phenomenology in the
model, for three different values of pseudo-velocity v0 at three radial
locations(Left panel). Blue lines show experimental data for R case in
plasma 49708. Solid, dash and dot magenta lines denote simulation
outputs for v0 = 15, v0 = 30 and v0 = 45 respectively. The boundary
condition for R case is y2(0) = 1.5, and no horizontal or vertical shift
is applied to the model outputs. Right panel: Phase plot of model
outputs from left plots, all of which lie on the same orbit. Circulation
direction of this phase plot is identical with Fig.6(a) of [Dendy et al.,
2013], where the sign of the horizontal axis is reversed. . . . . . . . . 131
5.3.8 Impact of different ξ values on the heat pulse model in R case, four
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Abstract
Turbulent transport in magnetized plasmas is one of the fundamental is-
sues in fusion plasma physics. It is recognized that the interactions between zonal
flows(ZFs) and micro-scale drift wave turbulence can influence plasma transport in
both Tokamaks and Stellarators. These interactions are believed to play a significant
role in the transition from low energy confinement regime(L-mode) to high confine-
ment regime(H-mode). In the desired H-mode, the temperatures and densities are
higher than those in L-mode, and this can typically generate a doubling of the
confinement time. Anomalous, turbulent-linked transport between the plasma edge
and the core is also significant in fusion plasma physics. Heat pulse experiments,
which involve strongly nonlinear localised perturbation of the plasma, probe the
character of anomalous transport in both Tokamaks and Stellarators. In this thesis,
we interpret the zonal flow-turbulence interactions in terms of the Lotka-Volterra
model, which is derived in ecology and is widely utilized in many fields of science.
We discover a novel limit cycle manifold for the plasma state as characterised by
micro-scale drift wave turbulence, the electron temperature gradient and the energy
of meso-scale structures such as zonal flows. In fusion experiments, an apparent
limit cycle manifold called the I-phase has been found in many Tokamaks during
L-H transitions. We investigate the possible links between this phenomenology and
our model, and also report transitions between different confinement regimes in the
model. Finally, we describe heat pulse propagation experiments in Large Helical De-
vice(LHD), which is a Stellarator, in terms of a new model for anomalous transport
phenomena from the plasma edge to the core.
xviii
Summary
When facing the energy crisis, it is recognised worldwide that nuclear fusion
is one of the most promising potential solutions. However, plenty of unexplored
topics still exist in fusion plasma physics. This thesis focuses primarily on one of
those issues: modelling and interpreting the coupling relationships between coherent
nonlinear structures and ambient micro-scale turbulence in fusion plasmas, using
approaches derived from the Lotka-Volterra(or predator-prey) model. Additionally,
we interpret heat pulse propagation experiments in the Large Helical Device(LHD),
which is a type of fusion device called Stellarator, in terms of a new travelling
wave transformation of an existing model. Introductions to fundamental plasma
physics, L-H transitions, drift wave turbulence–zonal flows interactions, heat pulse
propagation experiments, MHD description and instabilities in Tokamaks are given
in Chapter 1. In Chapter 2, we introduce some key aspects of nonlinear dynamics
that are helpful in analysing those phenomena in nuclear fusion. Terminologies of
nonlinear dynamics such as the Lotka-Volterra(or predator-prey) model, limit cycle
manifold, bifurcation theory and chaos will be described. The specific methodology
applied throughout this thesis will be introduced as well.
We know that energy transport and confinement in Tokamak fusion plasmas
is partly governed by the coupled nonlinear interactions between micro-scale drift
wave turbulence and meso-scale coherent nonlinear structures, such as zonal flows,
together with free energy sources such as temperature gradients. Zero-dimensional
models, designed to embody mathematically some of the supposed physical narra-
tives for these interactions, can help to identify the origin of enhanced energy con-
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finement and of transitions between confinement regimes. A prime zero-dimensional
paradigm is Lotka-Volterra or predator-prey. Within this framework, we propose a
novel model. This requires a fourth coupled nonlinear ordinary differential equation,
together with a fourth variable which we treat as geodesic acoustic modes(GAMs).
We investigate the degree of invariance of the phenomenology generated by the
model of Malkov et al.(3-ODE), given this additional physics. We study and com-
pare the long-time behaviour of the three-equation and four-equation systems, their
evolution towards the final state, and their attractive fixed points and limit cycles.
We explore the sensitivities of paths to attractors. It is demonstrated that an attrac-
tive fixed point of the three-equation system can become a limit cycle manifold of
the four-equation system. Addressing these questions is particularly important for
models that generate sharp transitions in the values of system variables which may
replicate some key features of confinement transitions. Our results help to estab-
lish the robustness of the zero-dimensional model approach to capturing observed
confinement phenomenology in Tokamak fusion plasmas. We report these results in
Chapter 3, see also [Zhu et al., 2013].
It is well known experimentally that rapid substantial changes in heating
rate can induce transitions to improved energy confinement regimes for Tokamak
plasmas. We examine the effect of step changes in external heating rate in the models
of Malkov et al.(3-ODE) which nonlinearly couple the evolving electron temperature
gradient, micro-turbulence intensity and a meso-scale flow; and in the extension
of Zhu et al.(4-ODE), which couples to a second meso-scale flow component. The
electron temperature gradient rises, as does the confinement time defined by analogy
with the fusion context, while micro-turbulence is suppressed. This outcome is
robust against variation of heating rise time and against introduction of an additional
variable into the model. It is also demonstrated that oscillating changes in heating
rate can drive the level of micro-turbulence through a period-doubling route to
chaos, where the amplitude of the oscillatory component of the external heating
rate is the control parameter. We report these results in Chapter 4, see also [Zhu
et al., 2014].
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It is observed that rapid edge cooling of magnetically confined plasmas, in-
duced by pellet injection, can trigger heat pulses that propagate rapidly inward.
These can result in either large positive or negative deviations of the electron tem-
perature at the plasma core. They represent a fairly extreme example of coherent
nonlinear structures in plasmas, and as such are a particularly interesting challenge
to theory. By applying a travelling wave transformations, we extend the model of
Dendy et al., which successfully describes local temporal evolution in these plasmas,
to include also spatial dependence. The extended model comprises two coupled
nonlinear first order ordinary differential equations for the (x, t) evolution of the
deviation from steady state of two independent variables: the excess electron tem-
perature gradient and the excess heat flux, both of which are measured in the LHD
experiments. Pulse velocity is also defined in terms of plasma quantities. This en-
ables us to model spatio-temporal pulse evolution in a way which yields as output
the spatiotemporal evolution of the electron temperature, which is also measured
in detail in the experiments. We compare the model results against LHD datasets
using appropriate initial and boundary conditions. Sensitivities of this nonlinear
model with respect to plasma parameters, initial conditions and boundary condi-
tions are investigated. We conclude that this model can match experimental data
for the time-evolving temperature profiles of pulses and their propagation velocities
across a broad radial range from plasma edge to core. We report these results in
Chapter 5, see also [Zhu et al., 2015].
We summarize in Chapter 6 the ways in which our new models can suc-
cessfully assist interpretation of the drift wave turbulence – zonal flows interactions
and the heat pulse propagation experiments. These results appear to reinforce the
validity of Lotka-Volterra models when modelling and interpreting this class of phe-
nomenon observed in nuclear fusion plasmas.
In brief, the structure of this thesis is as follows. In Chapter 1, we give
introductions to fundamental plasma physics, fusion devices, MHD description and
instabilities in Tokamaks. In Chapter 2, we introduce the basics of nonlinear dy-
namics, including the Lotka-Volterra model and the methodology used throughout
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this thesis. In Chapter 3, the reduced models to interpret the interactions be-
tween drift wave turbulence and zonal flows will be presented. In Chapter 4, we
explore the impact of different levels of external heating flux on the reduced models.
In Chapter 5, we interpret the heat pulse propagation experiments in the Large
Helical Device using a novel model. In Chapter 6, we will provide a conclusion
for this thesis.
xxii
Chapter 1
Introduction to fusion plasma
physics
1.1 Lawson criterion
In order to reach the condition of nuclear fusion ignition, we have to satisfy the
triple product, which is called the Lawson criterion[Lawson, 1955]:
nTτE > 5× 1021m−3keV s (1.1.1)
where n and T are the peak density and the peak temperature of the particles in
the plasma, and τE is the confinement time of energy[Wesson, 2011].
Under this circumstance, the plasma will have achieved the power balance.
The balance equation is
PH +
1
4
n2 < σv >EαV = 3nT
τE
V (1.1.2)
where PH is the external heating power, n is the particle density, σ is the cross-
section of the reaction, < σv > is the rate of nuclear reaction, Eα is the α-particle
heating per unit volume, V is the plasma volume, T is the temperature and τE
is the confinement time[Freidberg, 2007]. The discovery of H-mode[Wagner et al.,
1982] in the year 1982 on ASDEX in Germany realised an increase in both tem-
perature and density at plasma edge. These phenomena also enhance the confine-
ment time[Wagner, 2007], motivating research into high confinement mode(H-mode)
physics. For discussions of H-mode, please see Chapter 1.2.4. For the models which
1
are utilized to interpret the transition to H-mode, please see Chapter 2.4.
Since such a high temperature is incompatible with confinement by material
walls, another way of confinement is required. Magnetic confinement fusion(MCF)
provides such a method, in which plasmas are confined in a toroidal region by the
magnetic field, being held by the field in microscale gyrating orbit[Wesson, 2011].
For further information about magnetic confinement fusion devices like Tokamak
and Stellarator, please see Chapter 1.3.
1.2 Fundamental plasma physics
1.2.1 Fluid description
The characteristic density of a plasma in medium-size MCF experiment would be
1019m−3[Dendy, 1990]. If each particle has a complex trajectory, it would be rather
difficult to predict the behaviour of the plasma. Fortunately, the majority of the
plasma phenomena observed, for example the drift wave in Chapter 1.2.5, can be
described by a simple model. This model is utilized in fluid mechanics, and only the
motion of the fluid elements is taken into consideration. The properties of each in-
dividual particle are implicitly summed and averaged. The only difference between
the ordinary fluid description and the plasma fluid description is charged parti-
cles[Chen, 1975]. In this subchapter, the fundamental fluid description of plasma
will be given. The fluid drift perpendicular to the magnetic field, which is not only
a valid approximation of the fluid description but also linked to many fusion plasma
phenomena, will be introduced as well. The discussions in the Chapter 1.2.1 appear
in [Chen, 1975] and [Krall and Trivelpiece, 1986].
The equation of motion for a single particle is:
m
dv
dt
= q(E + v ×B) (1.2.1)
Assume there are no thermal motions and no collisions. Then all particles
in a fluid element move together, and the individual particle velocity v is identical
with the average velocity u of the particles in the fluid element. Then the fluid
equation is obtained by multiplying the density of particles n.
mn
du
dt
= qn(E + u×B) (1.2.2)
2
In Eq.(1.2.1), the time derivative is to be taken at the position of the parti-
cles(called Langrange method). However, the equation for fluid elements relative to
a co-ordinate system fixed in space(called Euler method) is more convenient for the
present description.
To make this transformation to variables in the fixed frame, consider G(x, t)
to be any physical quantity of a fluid element in one-dimensional space. The variance
of G(x, t) with time in a frame moving with the fluid is:
dG(x, t)
dt
=
∂G
∂t
+
∂G
∂x
dx
dt
=
∂G
∂t
+ ux
∂G
∂x
(1.2.3)
In three-dimensional case, Eq.(1.2.3) has been changed as:
dG
dt
=
∂G
∂t
+ (u · ∇)G (1.2.4)
This equation is called convective derivative and u · ∇ is a scalar differential
operator. In the plasma, we assume that the fluid velocity is u, then we can rewrite
Eq.(1.2.2) as:
mn
[
∂u
∂t
+ (u · ∇)u
]
= qn(E + u×B) (1.2.5)
The complete statistical description of a given system of N particles is given
in terms of a distribution function
F = F (x1,x2, ...,xN ,v1,v2, ...,vN , t) (1.2.6)
where
∫
Fdx1, dx2, ..., dxN , dv1, dv2, ..., dvN = 1.
The many-body distribution function Eq.(1.2.6) obeys the Liouville equation
∂F
∂t
+
∑
i
(
∂F
∂xi
· vi + ∂F
∂vi
· aTi
)
= 0 (1.2.7)
where aTi is the total acceleration of particle i due to the external and interparticle
forces. The Liouville equation is well known from statistical mechanics. We can
then get the kinetic equation of a plasma,
3
∂∂t
f (1)α + v1 ·
∂
∂x1
f (1)α +
qα
mα
〈E + v1 ×B〉 · ∂
∂v1
f (1)α =
∂f
(1)
α
∂t
∣∣∣∣
c
(1.2.8)
where E and B are electric and magnetic fields respectively, f
(1)
α is the distribution
function of particle of type α at x1 and v1. The equation above is Boltzmann
equation. If we neglect the collisional term on the right-hand side, the equation
becomes Vlasov equation.
The integral of Eq.(1.2.8) over all velocity space is
∫ (
∂
∂t
fα + v · ∂
∂x
fα +
qα
mα
〈E + v ×B〉 · ∂
∂v
fα
)
dv =
∫
∂fα
∂t
∣∣∣∣
c
dv (1.2.9)
where fα ≡ fα(x,v, t). The Eq.(1.2.9) is called equation of continuity.
The integral over all velocity space of the product of the plasma kinetic
equation Eq.(1.2.8) and the momentum mαv of a particle of species α is
∫
mαv
(
∂fα
∂t
+ v · ∂fα
∂x
+
qα
mα
〈E + v ×B〉 · ∂fα
∂v
)
dv =
∫
mαv
∂fα
∂t
∣∣∣∣
c
dv(1.2.10)
With the aid of equation of continuity, Eq.(1.2.10) reduces to the momentum
transfer equation for particles of species α; that is,
nαmα
∂Vα
∂t
+ nαmαVα · ∇Vα − nαqα 〈E + v ×B〉+∇ · Pα
= −
∑
β
nαmα(Vα − Vβ) 〈ναβ〉
(1.2.11)
where 〈ναβ〉 is a mean collision frequency for momentum transfer from all other types
of plasma particles[Krall and Trivelpiece, 1986]. This equation has an alternative
form as given below,
mn
[
∂u
∂t
+ (u · ∇)u
]
= qn(E + u×B)−∇ · P − mn(u− u0)
τ
(1.2.12)
where P is defined as stress tensor(∇ ·P = ∇p in most of the cases, where p is the
pressure), u0 is the velocity of the neutral fluid, u− u0 is the relative velocity in
collisions and τ is the mean free time between collisions.
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We also have the equation of continuity
∂n
∂t
+∇ · (nu) = 0 (1.2.13)
A conservation of energy equation is also required. This is represented by
the equation of state,
p = Cργ (1.2.14)
where C is a constant and γ is the ratio of specific heats Cp/Cv. The term ∇p is
then given by
∇p
p
= γ
∇n
n
(1.2.15)
where p = nKT . Hence, we consider the ions and electrons in plasma fluid descrip-
tion. Then the charges and the current densities are given by
σ = niqi + neqe (1.2.16)
j = niqivi + neqeve (1.2.17)
Since the single particle motion will not be considered, we then use v instead
of u for the velocity of fluid. We also neglect the terms representing the viscosity
and collisions. Thus we get the complete set of fluid equations in this plasma fluid
description.
0∇ ·E = niqi + neqe (1.2.18)
∇×E = −B˙ (1.2.19)
∇ ·B = 0 (1.2.20)
µ−10 ∇×B = niqivi + neqeve + 0E˙ (1.2.21)
mjnj
[
∂vj
∂t
+ (vj · ∇)vj
]
= qjnj(E + vj ×B)−∇pj (1.2.22)
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∂nj
∂t
+∇ · (njvj) = 0 (1.2.23)
pj = Cjn
γj
j (1.2.24)
where j = i, e are the particle species of each fluid considered, n is the particle
density, p is the pressure, v is the velocity, E is the electric field, B is the magnetic
field, 0 and µ0 are the permittivity and permeability in vacuum respectively. The
simultaneous solution of equations above provides a set of motions and correspond-
ing fields in the plasma fluid approximations[Chen, 1975]. The discussions above
can be found in [Chen, 1975] and [Krall and Trivelpiece, 1986]
Fluid drift perpendicular to B
In this subchapter, the fluid with drifts perpendicular to the magnetic field B will
be discussed. This phenomenon also appears in the generation of drift waves which
will be introduced in Chapter 1.2.5. The suppression of drift wave turbulence in
a fusion device may give rise to the transition to the high confinement mode(H-
mode)[Diamond et al., 2005], which is mentioned in Chapter 1.1 and will be discussed
in 1.2.4 and 1.2.5 in detail. The theory of fluid drifts, particularly perpendicular to
the magnetic field, is one of the most important topics underpinning the transport
phenomena for energy and particles in fusion plasmas. The discussions in this
subchapter appear in [Chen, 1975].
We start the derivation from the equation of motion.
mn
[
∂v
∂t
+ (v · ∇)v
]
= qn(E + v ×B)−∇p (1.2.25)
Consider the ratio of the first term on the left-hand side to the first term on
the right-hand side for a periodic motion of angular frequency ω:
Ratio '
∣∣∣∣mniωv⊥qnv⊥B
∣∣∣∣ ' ωωc (1.2.26)
where ωc is the cyclotron frequency. We have taken ∂/∂t = iω and are concerned
with v⊥ only. For this drift, which is slow compared with the time scale of ωc, we
can neglect the first term on the left-hand side of Eq.(1.2.25). The advective term
(v · ∇)v on the left-hand side is assumed to be ignored as well, see discussion below
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Eq.(1.2.31). Let the electric field E and the magnetic field B be uniform, while
assuming density n and pressure p have non-zero gradients. The set of assumptions
mentioned above is commonly adopted for in the magnetic confined plasma column.
Please see Fig.1.2.1 for details. Taking the cross product of Eq.(1.2.25) with the
magnetic field strength B, we have
0 = qn [E ×B + (v⊥ ×B)×B]−∇p×B (1.2.27)
then
0 = qn
[
E ×B − v⊥B2
]−∇p×B (1.2.28)
Figure 1.2.1: Fig.3.4 in [Chen, 1975], the diamagnetic drifts in a cylindrical plasma
Therefore,
v⊥ =
E ×B
B2
− ∇p×B
qnB2
≡ vE + vD (1.2.29)
where
vE ≡ E ×B
B2
(1.2.30)
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vD ≡ −∇p×B
qnB2
(1.2.31)
Equations (1.2.30) and Eq.(1.2.31) define the E ×B drift and diamagnetic
drift respectively. The drift velocity vE is the same as for guiding centres, in ad-
dition there is a new drift velocity vD called the diamagnetic drift. Since vD is
perpendicular to the gradient direction, the neglect of (v · ∇)v is justified if E = 0.
Because under this situation, we have v = vD and vD · ∇ = 0 . (v · ∇)v can still be
neglected if E = −∇φ 6= 0 and ∇φ, ∇p are in the same direction. Because vD ⊥ ∇,
then (∇p×B) ⊥ ∇, then (∇φ×B) ⊥ ∇, thus we have vE ⊥ ∇. Using Eq.(1.2.15),
we can rewrite the diamagnetic drift velocity in Eq.(1.2.31) as
vD = ±γKT
eB
zˆ ×∇n
n
(1.2.32)
where K is the Boltzmann’s constant and T is the temperature. In particular, for
an isothermal plasma(γ = 1) in the geometry of Fig.1.2.1, where ∇n = n′rˆ, we have
the following formulas for a cylindrical plasma:
vDi =
KTi
eB
n′
n
θˆ (1.2.33)
vDe = −KTe
eB
n′
n
θˆ (1.2.34)
where n′ ≡ ∂n
∂r
< 0[Chen, 1975]. The discussions above can be found in [Chen,
1975]. The applications of this physical mechanism will be discussed in Chapter
1.2.5 in detail.
1.2.2 Magnetohydrodynamics description
Magnetohydrodynamics(MHD) is the level of description that is used to model the
dynamics of electrically conducting fluids, and is a major subfield in plasma physics.
MHD research was initiated and developed by Swedish plasma physicist Hannes
Alfve´n in 1940s. While plasma can sometimes be taken as an MHD fluid, electric
and magnetic forces, acting at the particle kinetic level of description, can also
play an important role. In order to investigate this kind of complex phenomenon,
we have to consider and solve electric, magnetic and fluid equations simultaneously.
The MHD equations can also be developed from the kinetic equations by calculating
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the moments of the kinetic equations. The discussions here appear in [Li et al., 2006].
We start from the classical Maxwell’s equations,
∇ ·E = ρq
0
(1.2.35)
∇×E = −∂B
∂t
(1.2.36)
∇ ·B = 0 (1.2.37)
∇×B = 0µ0∂E
∂t
+ µ0J (1.2.38)
where E and B are electric field and magnetic field respectively, J is the current
density, ρq is density of free charge and 0 and µ0 are permittivity and conductivity
in vacuum respectively. In a frame of reference O, which is stationary with respect
to fluid flow, the Ohm’s law is
J = σE (1.2.39)
and Lorenz force is
f = ρqE + J ×B (1.2.40)
We note that, in general, the Ohm’s law can take more general form, which may
include electron pressure, Hall’s term, and Ohmic heating term, for example.
We now introduce another frame of reference O
′
, the O
′
has a velocity u
with respect to O. Then in the frame of reference O
′
, we have
J
′
= σE
′
(1.2.41)
where J ′ and E′ are current density and electric field in O′ . Then for electric field
and current in O
′
, we have
E
′
= E + u×B (1.2.42)
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J
′
= ρqv
′
= ρq (v − u) = J − ρqu (1.2.43)
Substituting Eqs.(1.2.42-1.2.43) into Eq.(1.2.41), we get
J = σ (E + u×B) + ρqu (1.2.44)
We use the following approximations to make simplifications:
|0∂E/∂t|
|J | '
0|E/T |
σ|E| =
0
σT
 1 (1.2.45)
|ρqu|
|J | '
|u|0|∇ ·E|
|∇ ×B|/µ0 '
0µ0L
T
∣∣∣∣EB
∣∣∣∣ ' ( LcT
)2
 1 (1.2.46)
|ρqE|
|J ×B| '
0|∇ ·E||E|
|B||∇ ×B|/µ0 ' 0µ0
(∣∣∣∣EB
∣∣∣∣)2 ' ( LcT
)2
 1 (1.2.47)
In the approximations above, we assume that the wave length λ ∼ c/ω of
the field frequency ω is much larger than the characteristic length L of fluid motion.
We also assume that the ratio of electric conductivity σ to field frequency ω satisfies
σ
0ω
 1, which means the characteristic time of field change is much larger than
the particle collision time and the fluid is considered to be good electrical conductor.
Thus the displacement current 0∂E/∂t, the current ρqu and electrical force ρqE
can be neglected.
So the Maxwell’s equations, Ohm’s law and Lorenz force equation can be
transformed in an electrically conducting fluid as follows:
∇ ·E = ρq
0
(1.2.48)
∇×E = −∂B
∂t
(1.2.49)
∇ ·B = 0 (1.2.50)
∇×B = µ0J (1.2.51)
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J = σ (E + u×B) (1.2.52)
f = J ×B (1.2.53)
From now on, we consider the fluid equation with electric and magnetic
forces. A fluid plasma should obey the equation of continuity, which is
∂ρ
∂t
+∇ · (ρu) = 0 (1.2.54)
The motion equation of an electrically neutral and non-conducting fluid is
ρ
du
dt
= ∇ · P + ρg (1.2.55)
where P is defined as tensor of stress, P = 2ηS −
(
p+
2
3
η∇ · u− η′∇ · u
)
I and
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
. Here we consider the additional electric and magnetic forces
and omit the force due to gravity, so that the new equation is
ρ
du
dt
= ∇ · P + ρqE + J ×B (1.2.56)
This takes following form if the fluid has no viscosity and the pressure is
isotropic(η = 0, P = −pI),
ρ
du
dt
= −∇p+ ρqE + J ×B (1.2.57)
The energy equation of a fluid is
ρ
d
dt
(
+
u2
2
)
= ∇ · (P · u) + ρg · u−∇ · q (1.2.58)
where q = −κ∇T , or the following form if we consider that magnitude of electric
and magnetic forces is much larger than that of force due to gravity
ρ
d
dt
(
+
u2
2
)
= ∇ · (P · u) +E · J −∇ · q (1.2.59)
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where ρ is the internal energy. Given also an equation of state p = p(ρ, T ), we have
the complete MHD equations as follows:
∂ρ
∂t
+∇ · (ρu) = 0 (1.2.60)
ρ
du
dt
= ∇ · P + ρqE + J ×B (1.2.61)
ρ
d
dt
(
+
u2
2
)
= ∇ · (P · u) +E · J −∇ · q (1.2.62)
p = p(ρ, T ) (1.2.63)
∇ ·E = ρq
0
(1.2.64)
∇×E = −∂B
∂t
(1.2.65)
∇ ·B = 0 (1.2.66)
∇×B = µ0J (1.2.67)
J = σ (E + u×B) (1.2.68)
f = J ×B (1.2.69)
where
P = 2ηS −
(
p+
2
3
η∇ · u− η′∇ · u
)
I (1.2.70)
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(1.2.71)
q = −κ∇T (1.2.72)
If we assume the plasma to be an ideal conducting fluid, which means it has
no viscosity, no heat conduction and is ideally conducting for current, the MHD
equations transform to the ideal MHD equations which are shown here:
∂ρ
∂t
+∇ · (ρu) = 0 (1.2.73)
ρ
du
dt
= −∇p+ ρqE + J ×B (1.2.74)
pρ−γ = const. (1.2.75)
∇×E = −∂B
∂t
(1.2.76)
12
∇×B = µ0J (1.2.77)
E + u×B = 0 (1.2.78)
The discussions above can be found in [Li et al., 2006].
1.2.3 L-mode
The transition from low confinement mode(L-mode) to high confinement mode(H-
mode) is one of the most significant topics in fusion plasma physics. In comparison
with L-mode, H-mode has higher temperature(T ) and density(n) at the edge of
plasma. This can contribute to a doubling of the confinement time(τ)[Wesson,
2011].
For the purpose of reaching the ignition mentioned in Chapter 1.1, it is
necessary to heat the plasmas by externally additional heating, for example, neu-
tral beam injection and radio-frequency heating. However, with increasing heating
power, the confinement time decreases[Freidberg, 2007], please see the reviews[Doyle
et al., 2007]. By analysing the experimental results from Tokamak devices, Goldston
proposed the confinement scaling[Goldston, 1984],
τG = 0.037
IR1.75κ0.5
P 0.5a0.37
(1.2.79)
where τG is the confinement time in second, I is the toroidal current in MA, P is
the external heating power in MW and κ = b/a is the plasma elongation.
The Goldston’s law was found to predict the experimental data from Toka-
mak quite well even before the operation of JET[Wesson, 2011]. Another time
scaling called ITER89-P proposed in [Wagner et al., 1990] predicts the confinement
time more precisely,
τ ITER89−PE = 0.048
I0.85R1.2a0.3κ0.5
(
n/1020
)0.1
B0.2A0.5
P 0.5
(1.2.80)
where τ ITER89−PE is in second, I and P are in MA and MW respectively, A is the
atomic mass of the ions, B is the toroidal magnetic field. The comparisons[Yushmanov
et al., 1990] of confinement times in various Tokamaks are given in Figure 1.2.2.
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Figure 1.2.2: Fig.2(a) in [Yushmanov et al., 1990], the comparisons of confinement
times(τ ITER89−PE and τ
exp
E ) in different fusion devices.
1.2.4 H-mode
In the year 1982, Wagner discovered a new confinement regime called H-mode when
utilizing neutral beam heating on ASDEX in Germany. He found an increase in
density caused by a sudden improvement in particle confinement[Wagner et al.,
1982]. Also, the confinement time is twice that in L-mode. In the year 1984, a similar
H-mode was observed in PDX Tokamak[Kaye et al., 1984], in DIII-D Tokamak in
1986[Burrell et al., 1987] and in JET Tokamak in 1987[Tanga et al., 1987b].
In recent years, transitions from L-mode to H-mode have been discovered in
many Tokamaks like Alcator A[Mossessian et al., 2003], JT-60U[Tsuji et al., 1990],
DIII-D[Doyle et al., 1991], ASDEX[Wagner et al., 1984], TFTR[Bush et al., 1990],
JET[Cordey et al., 1999], ASDEX-Upgrade[Dux et al., 1999; Angioni et al., 2011],
MAST[Dudson et al., 2005], HL-2A[Duan et al., 2010], EAST[Wang et al., 2012]
and KSTAR[Yun et al., 2011] and Stellarators like W7-AS[Erckmann et al., 1993],
TJ-II[Happel et al., 2011], Heliotron[Sano et al., 2005] and LHD[Motojima et al.,
2003]. For further discussions about experimental data on the L-H transition, please
see reviews[Carlstrom, 1996; Connor and Wilson, 2000]. For additional analysis of
experimental results and theoretical models for improved confinement modes, please
see reviews[Connor et al., 2004; Wolf, 2003]. We will discuss L-H transitions in terms
of predator-prey models in detail in Chapter 2.4 and Chapters 3–4.
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In the H-mode, the change in magnetic confinement happens at the edge of
plasmas, where there is an abrupt increase in the pressure gradient(∇p) associated
with increasing density on the edge[Doyle et al., 2007]. The question of the H-mode
formation is still open, although many scientists believe this improvement on the
edge can be taken as a transport barrier[Xu et al., 2012a; Dux et al., 2014], which
is a narrow region with considerably reduced transport and steep gradient by the
shear effect. It generates an enhancement in stored energy, on the time scale of the
confinement time[Wesson, 2011]. The reason for the formation of transport barrier
is thought to be the generation of flow shear that suppresses turbulent transport in
the H-mode[Diamond et al., 2005; Wesson, 2011]. For further information about the
relationship between the turbulence and flow shear, please see Chapter 1.2.5. For
actual applications, please see Chapters 3.2–3.3 and Chapters 4.2–4.4.
In order to realise the L-H transition, the external heating power must exceed
a threshold. An empirical scaling for the threshold has been acquired from datasets
of many Tokamaks[Doyle et al., 2007; Wesson, 2011], as given below
Pthr = 1.38(n/10
20)0.77B0.92R1.23a0.76 (1.2.81)
where Pthr is in MW. For the comparisons of the scaling and the experimental
thresholds in different Tokamaks, please see Fig.1.2.3.
Figure 1.2.3: Fig.7 in [Doyle et al., 2007], the comparison of experimental power
threshold for L-H transition with the scaling expression Eq.(1.2.81)[Wesson, 2011].
Besides the abrupt transition from L-mode to H-mode, another regime called
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I-phase has been observed in many Tokamaks in recent years[Conway et al., 2011;
Kallenbach et al., 2011; Zhang et al., 2013; Cheng et al., 2013]. The I-phase, which
is a type of limit cycle oscillation, is an intermediate phase between L-mode and H-
mode. The I-phase will appear if the heating power is a little lower than the threshold
for L-H transition. Sometimes the I-phase is the final states and sometimes not. It
depends on the circulation direction of the limit cycle manifold, see Fig.1.2.4 for
further information. The H-mode can only appear after I-phase if the circulation
direction of the limit cycle(I-phase) is counter-clockwise[Cheng et al., 2013]. For the
applications of L-I-H transitions and further details about the I-phase, please see
Chapters 3.2–3.3 and Chapter 4.4.
Figure 1.2.4: Fig.3 in [Cheng et al., 2013], the transitions of L-I-H and L-I.
As mentioned earlier, H-mode has been found in Stellarators as well as Toka-
maks. There is no toroidal current in Stellarators, see Chapter 1.3.2, which might
indicate that the toroidal current plays a minor role in the transition physics[Wagner,
2007]. In ASDEX, strong isotopic effects in transport with deuterium have been dis-
covered which yield a better confinement. Lower transport in deuterium plasmas
allows to reach H-mode at lower external heating power[Wagner, 2007]. It is re-
ported that in JET with tritium plasmas this trend still exists[Righi et al., 1999].
In addition, Stellarator plasmas do not demonstrate an isotopic effect in the con-
finement. Also the power threshold, mentioned in Eq.(1.2.81), does not depend on
the mass of isotopes[Wagner, 2007].
There is another form of H-mode called QH-mode(Quiescent H-mode), which
was observed for the first time on DIII-D Tokamak in the USA in the year 2001.
The QH-mode is obtained by applying neutral beam injection in the direction op-
posite to the plasma current(counter injection), plus cryopumping to reduce the
density[Burrell et al., 2002]. In contrast to the ordinary H-mode, QH-mode is edge
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localised modes(ELMs)-free, and the transport barrier can be produced for longer
periods of time[Burrell et al., 2002, 2004]. To be explained, ELMs are significant
expulsions of heat and particles with deleterious consequences for the vessel wall and
machine operation[Burrell et al., 2005; Zohm, 1996], please Chapter 1.4.5. The dis-
advantage of QH-mode is the impurity accumulation[Burrell et al., 2002]. QH-mode
are also observed in, for instance, ASDEX Upgrade Tokamak[Suttrop et al., 2004],
JET Tokamak[Suttrop et al., 2005] and W7-AS Stellarator[Hirsch et al., 2008].
1.2.5 Interactions of drift wave turbulence and zonal flow
In fluid dynamics, turbulence is defined in terms of flow regimes characterized by
chaotic property changes[Bradshaw, 2013]. In plasmas, turbulence is usually con-
sidered to be driven by the temperature gradient(∇T ), which must also evolve in a
way which is consistent with changes in the heat flux[Malkov and Diamond, 2009].
Therefore, the variation of the heat flux and its corresponding temperature gradient
are both important for energy transport in fusion plasmas. At the same time, the
energy transport phenomena are typically turbulent, and these are intrinsic nonlin-
ear and non-diffusive[Dendy et al., 2013]. For further information in relation to the
heat flux and temperature gradient, please see Chapters 2.4–2.5.
Drift waves are the most widely investigated forms of plasma turbulence in
the magnetized confined plasmas[Horton et al., 2012]. The transitions from L-mode
to H-mode, see Chapters 1.2.3–1.2.4, are supposed to be induced by interactions of
drift wave turbulence and zonal flows[Wesson, 2011; Malkov and Diamond, 2009;
Zhu et al., 2013, 2014]. A short introduction to generation of drift waves will be
given as shown in [Chen, 1975].
Drift waves have a small but finite component of k along B0. Hence, the
constant density surface resembles fluted column with a slight helical twist, see
Fig.1.2.5. Then we can enlarge the cross section enclosed by the box in Fig.1.2.5
and envisage it in Cartesian coordinates, see Fig.1.2.6. The driving force for this
instability is temperature gradient Kn∇T0 if we assume Kn = const.; or the force
can be density gradient KT∇n0 if assuming KT = const.. Here we adopt the latter
assumption for simplicity.
Since drift waves have a finite kz, electrons can flow along the B0 direction
to establish a thermodynamic equilibrium. Under this situation, they will obey
Boltzmann’s relation in the linearised approximation,
n1
n0
=
eφ1
kTe
(1.2.82)
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Figure 1.2.5: Fig.6-13 in [Chen, 1975], the geometry of drift instability in a cylinder.
The rectangular region is also shown in Fig.1.2.6.
In Fig.1.2.6, n1 and φ1 are both positive at point A which is in the denser
region. Based on this logic, we know that B is in the less dense region, so n1
and φ1 are negative. The difference of electric potential produces an electric field
E1 between point A and point B. This electric field E1 will cause a drift velocity
v1 = E1 ×B0/B20 in the x-direction. As the drift waves pass by, travelling in the
y-direction, oscillations of n1 and φ1 will be observed at point A. Also, the drift v1
will oscillate in time, and it is v1 that causes the oscillating density.
Since there is ∇n0 in the –x-direction, the plasmas of different density will
be brought to a point A by drift v1. Although the wave travels in the y-direction, a
drift wave has a motion such that the fluid moves back and forth in the x-direction.
The magnitude of v1x is
v1x =
Ey
B0
= −ikyφ1
B0
(1.2.83)
Then we assume that v1x does not vary with x and kz is quite small by
comparison with ky, so the fluid oscillates incompressibly in the x-direction and
therefore,
∂n1
∂t
= −v1x∂n0
∂x
(1.2.84)
This is the equation of continuity of guiding centres which do not have a fluid
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Figure 1.2.6: Fig.6-14 in [Chen, 1975], the physical mechanism of drift waves.
drift vD. Since v1 is a transverse oscillation, that is v1 is in +/- x-direction, while
the wave vector is in the y-direction, the term n0∇ · v1 will vanish. We can rewrite
Eq.(1.2.84) by using Eq.(1.2.82) and Eq.(1.2.83),
−iωn1 = ikyφ1
B0
n′0 = −iω
eφ1
KTe
n0 (1.2.85)
so that we have,
ω
ky
= −KTe
eB0
n′0
n0
= vDe (1.2.86)
These waves are called drift waves that travel with the electron diamagnetic
drift velocity, see Chapter 1.2.1. This drift velocity is in the y-direction, which
corresponds to the azimuthal direction in cylindrical geometry[Chen, 1975]. The
discussions above can be found in [Chen, 1975].
In the ideal Tokamak plasmas, the density fluctuation will cause particles to
drift around the perturbation to generate a turbulent eddy[Gallagher, 2013]. This
turbulent eddy will be discussed in the following paragraphs.
For an externally heated plasma that develops a temperature gradient ∇Te
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or ∇Ti, a relevant thermodynamic concept is the Carnot engine shown in Fig.1.2.7.
There is an input energy Q on the left side. The vortices cycle over the correlation
length lc, connecting T1 and T2[Horton et al., 2012]. That means the drift wave
turbulence is driven by the temperature gradient[Malkov and Diamond, 2009]. For
further discussions of this relationship, see [Diamond et al., 1994; Kim and Diamond,
2003; Diamond et al., 2005, 2011; Zhu et al., 2013, 2014]. See also [Tynan et al.,
2009] for a review of the drift wave turbulence.
Figure 1.2.7: Fig.3.3 in [Horton et al., 2012], the diagram of the Carnot cycle for ∇T
driven drift waves. W is the maximum energy released to the plasma turbulence.
As we also know, there exists a radial electric field in fusion plasmas that is
often associated with the improved confinement H-mode. This radial electric field
is consistent with the radial force balance equation for an ion of charge Ze(Er =
1
nZe
dpi
dr
− VθiBφ + VφiBθ). The radially varying Er profile reduces the anomalous
transport, which is partly raised by drift wave turbulence in fusion plasmas[Wesson,
2011]. A shear effect produced by the E ×B force distorts the circular turbulent
eddy of diameter L into an elongated elliptical shape after time t. The sheared
velocity Sv is superimposed on an isotropic turbulent eddy, being perpendicular to
the magnetic field[Wesson, 2011], see Fig.1.2.8 for further information. The minor
axis of Fig.1.2.8(c) is reduced to L⊥ and the major axis can be calculated by L` =
L
√
1 + S2v t
2, see [Itoh et al., 1999]. Then the turbulent eddies can be suppressed or
even destroyed. A fine scale poloidal E ×B flow then can be self-generated by the
turbulence nonlinearly via the Reynold stress. These flows are called zonal flows and
are found to strongly reduce the saturated level of the turbulence by shear[Diamond
et al., 2005]. The zonal flows have the following features: (1) radially localized, (2)
axisymmetric(kφ = 0, n = 0), (3) poloidally symmetric(kθ = 0,m = 0) potential
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and density, where kφ and kθ are the toroidal and poloidal components of the wave
vector, respectively, such that n and m are the corresponding mode numbers[Zhao
et al., 2006]. There is also a high-frequency zonal flow called the geodesic acoustic
mode(GAM). The temporal frequency of a GAM is approximately proportional to
the product of the sound speed(cs) and the reciprocal of the major radius(R) of
a toroidal fusion device[Miyamoto, 2006]. Unlike low frequency zonal flow, GAM
has n = 1 perturbation in density[Kra¨mer-Flecken et al., 2006]. The propagation
directions of both classes of zonal flow are parallel[Zhu et al., 2014], furthermore both
low and high-frequency zonal flows can suppress the drift wave turbulence intensity
by shear[Itoh and Itoh, 2011]. In addition to zonal flows, mean sheared flows also
play crucial roles in turbulence suppression. These mean flows are driven by the
background gradients[Kim and Diamond, 2003]. Besides their shearing effects which
act on turbulence, mean shear flows also affect the formation of zonal flows[Hsu
and Diamond, 2015]. Please see review[Diamond et al., 2005] about zonal flows and
Chapters 3–4 in this thesis for further applications to confinement regime transitions
from L-mode to H-mode.
Figure 1.2.8: Fig.18.2 in [Itoh et al., 1999], the effect of a sheared E×B flow, VE×B
on a turbulent eddy. (a) illustrates the Cartesian coordinate with magnetic field
and shear velocity. (b) the circular turbulent eddy with the size L. (c) distorted
turbulent eddy by sheared flow.
As mentioned before, drift wave turbulence is driven by the temperature
or density gradient. The zonal flows are self-generated by the turbulence nonlin-
early, and act to suppress it[Diamond et al., 2005]. Thus, the relationship between
the drift wave turbulence and zonal flows is similar to prey and predators[Diamond
et al., 1994], see Chapter 2.2 for a description of the Lotka-Volterra or predator-prey
model. This relationship is intrinsically nonlinear, not only because of the interac-
tions between drift wave turbulence and zonal flows, but also because the damping
of drift wave turbulence is nonlinear[Kaw et al., 2002]. We attach a schematic di-
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Figure 1.2.9: Fig.1 in [Diamond et al., 2005], classic and new paradigm for plasma
turbulence.
agram to show this relationship, see Fig.1.2.9. In the classic paradigm, the drift
wave turbulence is driven by the free energy source and dissipated by the Landau
damping. The new paradigm illustrates two relationships: the one is the relation-
ship between drift wave turbulence and free energy; the other is the predator-prey
relationship between zonal flows and drift waves. In Chapter 1.2.4, it was discussed
how zonal flow–drift wave interactions are commonly used to explain the L–H tran-
sition. Fig.1.2.9 illustrates why, in principle, we only need drift wave turbulence,
zonal flow and a free energy source such as the temperature gradient to explain
that phenomenon. As a result, reduced models provide an effective and interesting
test of the conventional plasma physics narrative that is used to interpret the L–H
transition.
We will give introductions to two representative reduced models, those of
[Malkov and Diamond, 2009] and [Itoh and Itoh, 2011] in Chapter 2.4.1 and Chapter
2.4.2 respectively. For further discussion of these models, please see Chapter 3 and
Chapter 4.
1.2.6 Heat pulse experiments and anomalous transport
In order to deepen understanding of anomalous transport phenomena in fusion plas-
mas, experiments involving heat pulse propagation have been implemented on many
Tokamaks, for example, TFTR[Fredrickson et al., 1986, 1990; Kissick et al., 1996],
JET[Tubbing et al., 1987; Rebut et al., 1988], ASDEX-Upgrade[Ryter et al., 2000],
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JT-60U[Inagaki et al., 2006] and RTP[Gorini et al., 1993; Mantica et al., 1999;
Hogeweij et al., 2000]. For Stellarators, we can take LHD[Inagaki et al., 2004, 2006,
2010; Tamura et al., 2007; Dendy et al., 2013] and W7-AS[Walter et al., 1998] for
examples.
Figure 1.2.10: Fig.1 in [Mantica et al., 1999], the time evolution of electron tem-
perature Te, the averaged electron density n¯e and the electron energy stored in the
plasmas We for RTP discharge r19970224.024. A hydrogen pellet is injected at
t = 0.2054 second in target plasmas.
In the experiments mentioned above, we can observe either a negative or
a positive excursion in the core electron temperature from its steady state value,
depending on the confinement properties of the plasmas as discussed in e.g.[Dendy
et al., 2013] if we decrease the edge electron temperature by, for example, pellet
injection. See Fig.1.2.10 and Fig.1.2.11 for detailed information on electron densities
and electron temperatures in the RTP Tokamak and LHD Stellarator respectively.
From Fig.1.2.10, it can be seen that the trend of time series of the electron
density ne and the electron temperature Te is quite different: Te returns to the
level before pellet injection while ne is still rising. Hence it is not possible to give
a phenomenological interpretation of the Te rise as due to a dependence of electron
density[Mantica et al., 1999]. However, similar phenomena are not observed in
Fig.1.2.11(b) and Fig.1.2.11(e). This is an indication of the differences between
heat pulse experiments in Tokamaks and Stellarators. The reason might be the
distinction in q-profiles. There is larger q in outer plasmas in Tokamaks, whereas the
q in outer plasmas in Stellarators is smaller than that in inner plasmas[Wesson, 2011].
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For the further information about comparisons of heat pulse experiments between
Tokamaks and Stellarators, please see [Inagaki et al., 2006]. It is apparent from
Fig.1.2.11(a) that the transport process which underlies the heat pulse experiment
is not diffusive. Consequently, the heat pulse propagation of electron temperature,
which can be taken as a strong form of anomalous transport, is non-local and non-
diffusive[Dendy et al., 2013].
Figure 1.2.11: Fig.1 in [Inagaki et al., 2010], typical electron temperature Te response
to the pellet injection in (a) the local diffusive case (b) the abrupt Te rise case and
(c) the abrupt Te drop case.
Further heat pulse propagation experiments indicate that the core electron
temperature Te rises following the edge cooling, which happens through the for-
mation of a large temperature gradient(implying a thermal transport barrier) in a
radially localized region of the RTP plasmas[Mantica et al., 1999]. It is also found
that the electron transport is changed in heat pulse propagation experiments in
which core Te rises. That is to say, a significant decrease in electron heat diffu-
sivity χe in the thermal transport barrier region may be required to explain the
observations[Mantica et al., 1999]. Fig.5(a) in [Mantica et al., 1999] is a concrete
evidence that core electron temperature Te rise case observed in Fig.1.2.10 during
rapid edge cooling by pellet injection is accompanied by a reduction in the electron
heat diffusivity in the thermal transport barrier in RTP plasmas[Mantica et al.,
1999].
Similar results are obtained when analysing datasets from heat pulse propa-
gation experiments on LHD. It is found that the electron heat diffusivity χe has a
nonlinear dependence on electron temperature Te and electron temperature gradi-
ent ∇Te. Furthermore, evidence of a reduction of electron heat diffusivity χe inside
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Figure 1.2.12: Fig.2 in [Inagaki et al., 2010], the bifurcation diagram containing
stationary and dynamic state. This is expressed by the relationship between heat
flux average by electron density qe/ne and electron temperature gradient ∇Te in the
core plasma(ρ = 0.19) in LHD. The green arrows denote the variation directions.
the thermal transport barrier is also found in the experiments[Inagaki et al., 2004].
Consequently a linear diffusive model, which describes diffusion phenomena in terms
of qe = −neχ0(r)∇Te, cannot explain the physics of the heat pulse[Inagaki et al.,
2004]. It is also suggested that the electron heat diffusivity χ0 inside(outside) the
transport barrier decreases(increases) with the increasing electron temperature Te in
LHD. Thus the properties of transport inside the barrier are qualitatively different
from outside the barrier in LHD[Inagaki et al., 2004]. In conclusion, the thermal
transport barrier is indeed the region in which the value of the implied electron heat
diffusivity χ0 ' −∇Te/qe is reduced in the LHD Stellarator as well as in the RTP
Tokamak[Inagaki et al., 2004].
In [Inagaki et al., 2010], a bifurcation(See Chapter 2.2.3) phenomenon is
found, see Fig.1.2.12 for the details. If the value of electron temperature gradient
∇Te is approximately less than 5keV/m, only local diffusive transport would be
observed. Therefore, the |∇Te| = 5keVm−1 is the threshold or bifurcating point
for diffusive/non-diffusive transport. For the branch where |∇Te| ≥ 5keVm−1, the
core Te rise case is found if electron density averaged heat flux qe/ne is larger than
50keVm/s; the core Te drop case is observed if qe/ne is smaller than 50keVm/s
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approximately[Inagaki et al., 2010].
1.3 Magnetic confinement fusion devices
As we mentioned earlier in Chapter 1.1, magnetic confinement fusion(MCF) plas-
mas should be heated up to several hundred million kelvin to achieve fusion condi-
tion[McCracken and Stott, 2012]. However, there is no material which can sustain
its physical properties at such a high temperature. Instead magnetic fields are used
to confine the fully ionized plasmas. This leads to the concepts of Tokamaks and
Stellarators, which we now review.
1.3.1 Tokamaks
The Tokamak concept was invented by physicists Andrei Sakharov and Igor Tamm.
It uses magnetic field lines to confine high temperature plasmas in the shape of a
torus[McCracken and Stott, 2012], see Figure 1.3.1 for a schematic diagram.
Figure 1.3.1: Schematic diagram of a Tokamak device from Wikipedia.
In order to achieve plasma equilibrium, the toroidal magnetic field Bφ is
essential[Shafranov, 1963; Mukhovatov and Shafranov, 1971]. The toroidal magnetic
field line is produced by the currents in coils linking the plasma. To reach the
equilibrium where the plasma pressure is balanced by the magnetic forces, it is also
necessary to have a poloidal magnetic field Bp[Wesson, 2011]. In Tokamaks, this
magnetic field is induced by the plasma current itself and this current flows in the
toroidal direction, please see red arrows in Figure 1.3.1. The combination of the
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toroidal magnetic field and poloidal magnetic field produces helical or twisted field
lines around the torus[Wesson, 2011], see the green and yellow arrows in Figure
1.3.1.
As the source of poloidal magnetic field, the plasma current[Ohkawa, 1970;
Jukes, 1970] is driven by a toroidal electric field induced by a transformer in which a
magnetic flux change through the torus is generated. The flux change is created by
a current passed through primary coil around the torus, see Figure 1.3.2. Control
of the shape needs additional toroidal currents, carried by suitable coils[Wesson,
2011]. The entire system of toroidal and poloidal coils, which together generate the
Tokamak magnetic field configuration, is shown in Figure 1.3.1. For other auxiliary
components of Tokamak, please see Figure 1.3.3 which shows the cross section of a
Tokamak and introduction in [Freidberg, 2007] for further information.
Figure 1.3.2: Figure 1.6.3 in [Wesson, 2011]. (a) The change of flux through the
torus induces toroidal electric field which drives the toroidal current. (b) The flux
change is produced by primary winding using a transformer core.
In most cases, auxiliary external heating[Mirnov, 1969; Rayle et al., 1969] and
current drive are essential to support nuclear fusion. There are six main optional
heating methods which are ohmic heating[Artsimovitch et al., 1964], neutral beam
heating[Eubank et al., 1979], radio frequency heating[Porkolab, 1977], ion cyclotron
resonance heating[Perkins, 1977], lower hybrid resonance heating[Perkins, 1977] and
electron cyclotron resonance heating[Ott et al., 1980]. For their applications, please
see Chapters 1.2.3–1.2.4 for transitions from low confinement regime(L-mode) to
high confinement regime(H-mode), and see Chapters 3 and 4 for the consequences
of different levels of external heating flux for predator-prey models. These include
period doubling bifurcation and chaotic behaviour of the confinement properties.
Phenomena associated with plasma transport[Rechester and Rosenbluth, 1978;
Hirshman and Sigmar, 1981] in Tokamak are important theoretically and experimen-
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Figure 1.3.3: Figure 5.2 in [Freidberg, 2007]. The cross section of a Tokamak.
tally. In this thesis, we address aspects of the nonlinear interactions between zonal
flows and drift wave turbulence in Tokamaks, which can be used to interpret the
L-H transition[Diamond et al., 2005].
In Chapters 3 and 4, all the physical quantities in the predator-prey models
used to interpret L–H transitions, such as electron temperature gradient, turbulence
intensity and energy of meso-scale structures, can be observed directly or indirectly
by modern plasma diagnostics. Examples include: for electron temperature, the
Thomson scattering technique[Rajesh et al., 2000]; for turbulence intensity, cor-
relative upper hybrid resonance backscattering(UHRBS) technique[Gusakov et al.,
2006]; for properties of zonal flows, Langmuir probe array[Guosheng and Baonian,
2006]. For further information about auxiliary heating and diagnostics, please see
[Wesson, 2011; Freidberg, 2007]. For further information about plasma transport,
please see [Itoh et al., 1999; Yoshizawa et al., 2002; Diamond et al., 2010].
Joint European Torus(JET)
As the world’s largest Tokamak device, a brief introduction to the Joint European
Torus(JET) Tokamak will be given in this subchapter. The first JET plasma was
produced in Oxfordshire, UK in the year 1983[Wesson, 2011]. From Fig.1.3.4, it can
be seen that the poloidal section of JET is a D-shape in order to minimize stresses in
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the toroidal field coils. The major and minor radii of the torus in JET are R = 3.0m
and a = 1.25m respectively, which means the aspect ratio is R/a = 2.4. The toroidal
magnetic field is up to 3.5T and the plasma current can reach 3.0MA.
Figure 1.3.4: Fig.12.3.1 in [Wesson, 2011]. The configuration of the Joint European
Torus(JET) Tokamak.
Over the past three decades, many significant plasma experiments were car-
ried out on JET. A non-exhaustive list includes: limiter experiments[Borrass et al.,
1993; Watson and Whitley, 1986; Cardozo and de Haas, 1990], magnetic separatrix
experiments[Tanga et al., 1987b; Davies et al., 1999; Tanga et al., 1987a], transport
and confinement experiments[McDonald et al., 2008; Schissel et al., 1991; Tubbing
et al., 1991], high performance plasma and deuterium-tritium experiments[Gormezano
et al., 1998; Team et al., 1992; Jacquinot et al., 1999], current drive and profile con-
trol experiments[Hawkes et al., 2001; Litaudon et al., 2002; Eriksson et al., 2004]
and experiments on divertor and plasma-surface interactions[Coad et al., 2006; Hirai
et al., 2007; Matthews et al., 2009], for further information about these experiments,
please see [Wesson, 2011].
In 1997, during a 50%–50% deuterium-tritium experiment, JET achieved
the world record nuclear fusion power of 16 MW[Fasoli et al., 1997], which indicates
it attained a fusion energy gain factor Q about 0.7. The factor Q is defined as
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Q ≡ Pfusion/Pheat. To reach the breakeven state, which means the energy produced
by nuclear fusion can be used as auxiliary external heating, Q value should be
greater than 1. In 1998, another Tokamak called JT-60 in Japan achieved a higher
equivalent Q = 1.05, based however on extrapolation from pure deuterium 50%–
50% deuterium-tritium but pure deuterium[Kishimoto et al., 1998]. Pending the
appearances of DEMO and ITER, JET is still one of the most successful magnetic
confinement devices in the world, and has unique deuterium-tritium capability.
1.3.2 Stellarators
Stellarators are an approach to magnetic confinement fusion which is regarded as
complementary to Tokamaks. Like Tokamaks, Stellarators utilize magnetic fields
to confine hot plasmas for nuclear reactions. The Stellarator was first proposed by
American plasma physicist Lyman Spitzer in 1950s[Spitzer Jr, 1951; Spitzer Jr et al.,
1954; Spitzer Jr, 1958]. In contrast to Tokamaks, there are various means to arrange
and construct the coils which produce the Stellarator magnetic fields[Grieger et al.,
1992]. The different aspects are that in Stellarators there is no plasma current
and the relatively large toroidal field Bφ(r, θ). In other words, any ohmically or
externally driven toroidal current is zero[Freidberg, 2007]. Figs.1.3.5–1.3.6 show that
in Stellarator the twisted magnetic field is generated by the helical coil current(blue
arrows in Fig.1.3.5) and the toroidal coil current(red arrows in Fig.1.3.5), while in
Tokamak the twisted magnetic field is induced by the externally imported toroidal
magnetic field and the poloidal magnetic field due to the plasma current[Wesson,
2011].
In Stellarators, both components of the magnetic fields are created by cur-
rents flowing solely in external coils. Thus the plasma is inherently nonaxisym-
metric[Helander et al., 2012]; the plasma cross section changes shape as it rotates
around the magnetic axis. The absence of net plasma currents leads to inherently
steady-state operation[Bosch et al., 2010]. There is no need for continuous power
input to the plasma to maintain the magnetic configuration, so a large D-T Stel-
larator plasma could in principle reach rather high Q[Lyon et al., 2000]. Current
drive power is zero or minimal, which leads to even higher efficiency, and there
would be no current drive related reliability problems. There are also no dangerous
current driven disruptions, so a thick vacuum vessel is not required for equilibrium
control[Lyon et al., 2000].
In summary, a Stellarator has advantages and disadvantages by comparison
to Tokamak. The Stellarator offers two major improvements with respect to the
typical Tokamak. First on account of its inherently steady state, it does not require
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Figure 1.3.5: Schematic diagram of structure of Stellarator from the Wikipedia.
Figure 1.3.6: Comparison of Tokamak and Stellarator from the Wikipedia.
ohmic current and current drive. Second, without net toroidal current flowing, the
possibilities of exciting a major disruption[Schuller, 1995] are considerably reduced.
Both of these features are highly desirable[Freidberg, 2007]. On the other hand, the
Stellarator has its disadvantages. The external coils required to generate magnetic
field that are rather complicated technologically compared to Tokamak. The re-
sulting additional costs must compensate for the disadvantages and costs of current
drive and of the corresponding possible plasma disruptions in a Tokamak[Freidberg,
2007]. Although the structures of Tokamak and Stellarator are different, the phe-
nomena of transitions from L-mode to H-mode, drift wave turbulence – zonal flow
interactions, and heat pulse propagation can be observed in both types of MCF
plasma. For the similarities and differences, please see Chapters 1.2.3–1.2.6.
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Large Helical Device(LHD)
The final chapter of this thesis relates to heat pulse experiments in the superconduc-
tivity Large Helical Device(LHD) in Japan, which contains the largest Stellarator
plasmas in the world. For a schematic diagram, please see Figure 1.3.7. The LHD
design has a vacuum vessel 3.5m in major radius and 0.6m in minor radius. The
strength of the magnetic field generated by the helical coils can reach 3T. The opti-
mum performance of upgraded LHD can reach electron temperature Te ' 10.0 keV
and confinement time τE ' 0.36 second[Freidberg, 2007; Iiyoshi et al., 1999].
Figure 1.3.7: Schematic diagram of Large Helical Device(LHD).
LHD is thus an experimental almost on the scale of the JET Tokamak. There
are correspondingly many experiments operating on the LHD, for instance, diver-
tor physics experiments[Ohyabu et al., 1994; Masuzaki et al., 2002; Morita et al.,
2001; Kobayashi et al., 2007], MHD experiments[Sakakibara et al., 2001; Toi et al.,
2004; Sakakibara et al., 2008; Watanabe et al., 1992], transport and confinement
transitions[Ida et al., 2003; Shimozuma et al., 2003; Yamada et al., 2000, 2001], and
interaction of plasmas and surface[Hino et al., 2004, 2007; Nishimura et al., 2005;
Kobayashi et al., 2006]. Heat pulse propagation experiments have been carried on
LHD recently. In Chapter 5, we will propose a novel model whose outputs provide
a good quantitative match to the heat pulse propagation phenomena measured in
the LHD.
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1.4 Instability in Tokamaks
Trying to contain very hot plasmas within magnetic fields is similar to positioning
a ball on the top of a hill – any tiny displacement grows with increasing speed. The
plasmas are inherently unstable and try to escape from the magnetic fields. Some
kinds of instabilities cause a sudden loss of the whole plasma(plasma disruption);
others reduce the energy confinement time; and some become saturated, or can be
nonlinearly stabilised[McCracken and Stott, 2012]. There are many types of insta-
bilities in Tokamaks, and the most important include plasma disruption, sawtooth
instability, tearing mode, ballooning mode and edge localised modes(ELMs). Here
brief introductions, appear in [McCracken and Stott, 2012] and [Wesson, 2011], to
the instabilities mentioned above will be given in the Chapter 1.4.
1.4.1 Disruption
A major disruption in a Tokamak is dramatic event where the plasma current
abruptly terminates and confinement is lost. It is preceded by a sequence of events
with four phases. First, there are changes in the underlying plasma conditions –
an increase in the current or the density. When these changes reach some criti-
cal value, the second phase starts with an increase of magnetic fluctuations in the
plasma, whose growth time is of the order 10ms. The sequence then passes a second
critical value and enters the third phase, where the decreasing of electron temper-
ature moves on a faster time scale. The confinement deteriorates and the central
temperature decreases dramatically. The plasma current profile flattens and the
change in inductance produces a negative voltage spike. Finally comes the quench
of the current, meaning that the current in the plasma decays to zero. Disruptions
cause very large forces on the wall of the Tokamak, and these forces increase with
the plasma size[McCracken and Stott, 2012], please see Fig.1.4.1. The discussions
above can be found in [McCracken and Stott, 2012].
1.4.2 Sawtooth instability
The central temperature of a Tokamak plasma may in a periodic way, increasing in a
linear ramp to the peak value, dropping abruptly and then starting to increase again.
This type of feature is called sawtooth, see Fig.1.4.2 for the sawtooth temperature
variation. From observations at different radii, a flattening of the core temperature
profile in the plasma is found when the temperature drops. There is also an increase
in the temperature further out, which indicates a sudden outflow of energy. In order
to explain this phenomenon, Kadomtsev proposed a successful model[Kadomtsev,
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Figure 1.4.1: Fig.7.7.2 in [Wesson, 2011]. Four phases of plasma disruption.
1975]. In his model, the sawtooth phenomenon is taken as the behaviour in terms of
magnetic islands, which tangle up the magnetic field lines. Eventually, the field lines
sort themselves out by magnetic reconnecting. This reconnection allows plasmas in
the hot central region to mix with cold plasmas. It used to be assumed that the
sawtooth phenomena are triggered when the safety factor q = m/n reached unity in
the plasma core[McCracken and Stott, 2012]. The discussions above can be found
in [McCracken and Stott, 2012].
Figure 1.4.2: Fig.7.6.1 in [Wesson, 2011]. The X-ray emission from (a) the central
region (b) the outer region of plasma.
1.4.3 Tearing modes
The tearing mode instability in a Tokamak plasma is driven by the radial gradient
of the equilibrium toroidal current density. This name is derived from the tearing
and rejoining of magnetic field lines which occur during the instability as a conse-
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quence of finite resistivity. The growth of this type of instability is rather slow over
the most of the plasma because the linear growth rate scales with the resistivity
which is very low in a highly conducting plasma. Also, over most of the plasma
the resistivity is negligible and the bulk motion can be described in terms of ideal
magnetohydrodynamics(MHD). However, at the resonant surface for the mode the
v × B contribution to Ohm’s law goes to zero and, in the neighbourhood of this
resonant surface, the term of ηj becomes significant in balancing the induced electric
field E(recall that E + v × B = ηj). Thus the theories of tearing mode involve
solving one set of equations over most of the plasma, and another set in a resis-
tive layer around the resonant surface[Wesson, 2011], please see Fig.1.4.3 for further
information. The discussions above can be found in [Wesson, 2011].
Figure 1.4.3: Schematic diagram of tearing mode in a poloidal cross section of a
Tokamak from Richard Fitzpatrick’s report.
1.4.4 Ballooning modes
Let us recall that good magnetic field curvature is defined as the centre of curva-
ture(vector R in Fig.1.4.4) being in the opposite direction(from plasma core to inner
side of Tokamak) to the pressure gradient. It follows that the conclusion that the
curvature is stabilizing on the inner (small R) side of the Tokamak and destabilizing
on the outer side, please see Fig.1.4.4 for details. If the pressure gradient is suffi-
ciently high, it is possible for the perturbation to be concentrated in the region of
destabilizing curvature. The potential energy thus released can be greater than that
required for the line bending inherent in the variation of the perturbation along a
field line. The resulting instability is the ballooning mode[Wesson, 2011]. In order
to suppress this type of instability, a upper limit of β value(β =
p
B2/2µ0
) should
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be applied. The ballooning phenomenon reduces the temperature and pressure in
the core of plasmas and contributes to the linear instability underlying the edge lo-
calised mode[Snyder et al., 2002], which will be introduced in the next subchapter.
The discussions above can be found in [Wesson, 2011].
Figure 1.4.4: Fig.6.13.1 in [Wesson, 2011]. Showing the destabilizing curvature on
the outer side of the Tokamak and stabilizing on the inner side.
1.4.5 Edge localised modes(ELMs)
The discovery of H-mode(mentioned in the Chapter 1.2.4) of Tokamak operation in
ASDEX was accompanied by the observation of short bursts of a new instability
called edge localised modes(ELMs).
Figure 1.4.5: Fig.7.17.1 in [Wesson, 2011]. This figure demonstrates the falling in
temperature, density and pressure respectively resulting from ELMs in JET.
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These bursts have been found subsequently in association with H-modes in
other Tokamaks. In the H-mode, a transport barrier is formed at the edge, and this
leads to steep pressure and current density gradients that are subjected to instability.
Each burst causes a reduction in density and temperature in the outer zone of the
plasma. A fall in the density and temperature across the plasma radius is also
observed and the existence of ELMs causes some deterioration of plasma confinement
through reduction of the density, temperature and pressure[Wesson, 2011], please
see Fig.1.4.5 for details. The discussions above can be found in [Wesson, 2011].
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Chapter 2
Introduction to nonlinear
dynamics
2.1 Reviews of reduced models in magnetic confinement
fusion
In most cases, energy transport in toroidal magnetically confined fusion plasmas is
determined by the effects of micro-scale turbulence and meso-scale coherent nonlin-
ear structures, together with their mutual interactions. These structures include
zonal flows(ZFs) and geodesic acoustic modes(GAMs)[Hasegawa and Wakatani,
1987; Coda et al., 2001; Jakubowski et al., 2002; McKee et al., 2003; Conway et al.,
2005; Diamond et al., 2005; Gupta et al., 2006; Yamada et al., 2008], which are
poloidally localised flows. The importance of these structures for energy transport
was highlighted in large scale numerical simulations[Dorland et al., 2000; Jenko
et al., 2000]. Zonal flows have been the subject of extensive theoretical and obser-
vational work[Hasegawa and Wakatani, 1987; Coda et al., 2001; Jakubowski et al.,
2002; McKee et al., 2003; Conway et al., 2005; Diamond et al., 2005; Gupta et al.,
2006]. There is now substantial experimental support for the long-standing hypothe-
sis[Diamond and Kim, 1991] that the growth of zonal flows is driven by the averaged
Reynolds stress of micro-scale turbulence. The latter can be locally suppressed by
the resultant shear flow, thereby generating a temporally quasi-discontinuous en-
hancement of global energy confinement: the L-H transition[Wagner et al., 1982].
Whether zonal flows or geodesic acoustic modes are preferentially formed under
specific plasma conditions, and how they compete, has been addressed from var-
ious perspectives[Manfredi et al., 2001; Li et al., 2005; Kasuya et al., 2008], and
remains an open question. Both zonal flows and geodesic acoustic modes can
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strongly affect the level of turbulent transport, and normally the lower frequency
zonal flows have a stronger regulating influence than the high-frequency geodesic
acoustic modes[Wesson, 2011]. They can compete with each other indirectly due to
the parallelism of poloidal velocities of zonal flows and GAMs[Zhu et al., 2014]. For
a recent review of experimental observations of the interaction between mesoscale
structures (such as zonal flows and geodesic acoustic modes) and micro-scale struc-
tures (such as drift wave turbulence), see [Fujisawa, 2011]; of drift wave turbulence,
particularly in relation to transitions in global confinement, see [Tynan et al., 2009];
and of the L-H transition, see [Wagner, 2007]. A recent review of these physics issues
in a broad context is provided by [Diamond et al., 2011]. As emphasised in [Fuji-
sawa, 2011; Tynan et al., 2009; Wagner, 2007; Diamond et al., 2011] and references
therein, recent diagnostic advances are transforming the experimental study of time
evolving micro-turbulence and coherent nonlinear meso-scale structures during con-
finement transitions. This generates fresh theoretical challenges. In addition, the
ability to understand and control this plasma physics phenomenology will be central
to the successful operation of the next step magnetic confinement fusion experiment
ITER[Doyle et al., 2007].
It is noted by Malkov and Diamond in [Malkov and Diamond, 2009], hereafter
referred to as MD, that transport models derived from the fundamental equations of
plasma physics continue to add much to our understanding but “tend to be increas-
ingly, if not excessively, detailed. Therefore, there is high demand for a simple, illus-
trative theoretical model with a minimal number of critical quantities responsible
for the transition. Such models usually yield or encapsulate basic insight into com-
plicated phenomena.” One approach in fusion plasmas is that of zero-dimensional
models for the interaction between microturbulence and coherent nonlinear struc-
tures, in particular Lotka-Volterra or predator-prey[Leboeuf et al., 1993; Diamond
et al., 1994]. The properties of Lotka-Volterra systems, both mathematically and
from the perspective of fusion plasma physics, are by no means fully explored and
remain an active field of research[Vano et al., 2006; Hofbauer and So, 1994; Bian
and Garcia, 2003; Sprott et al., 2005; Bian, 2010; Itoh and Itoh, 2011; Miki and
Diamond, 2011]. For fusion applications, a key step is to establish agreement be-
tween the outputs of such models and the observed confinement phenomenology,
which should ideally extend to the character of measured time traces of key prop-
erties near transitions, for example. Recent experimental results[Schmitz et al.,
2012; Xu et al., 2012b] are encouraging in this respect. There is an important ad-
ditional requirement. The zero-dimensional models used for this application should
be robust, in the sense that the character of their outputs remains largely invariant
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against minor changes in the formulations of the models. This requirement for ro-
bustness has been explicitly noted[Watkins et al., 1999] in the other main class of
zero-dimensional heuristic model for magnetised plasma confinement, namely sand-
piles, both in fusion[Diamond and Hahm, 1995; Newman et al., 1996; Carreras et al.,
1998; Dendy and Helander, 1998; Chapman et al., 1999, 2001; Gruzinov et al., 2002]
and in solar-terrestrial[Watkins et al., 1999; Chapman et al., 1998; Hughes et al.,
2003; Dendy et al., 2007] contexts, and requires investigation for Lotka-Volterra or
predator-prey applications to fusion plasmas.
There are several aspects to the degree of invariance of the phenomenology
generated by a zero-dimensional model when aspects of the model are changed.
First, what is the long-time behaviour of the system and how sensitive is this to
variation in the model parameters[Haken, 1983; Schuster and Just, 2006]? Second,
how sensitively does the nature of the system’s evolution towards its final state
depend on the initial conditions? Is there an attractive fixed point or limit cycle
towards which the system flows as time passes? If so, what is its basin of attraction?
Third, how sensitive is the path to this attractor? This is particularly important for
models which, as here, generate sharp transitions in the values of system variables
which may replicate some key features of confinement transitions in tokamaks. If
the initial conditions are varied, is the time at which the transition occurs delayed or
brought forward, or does its character change, for example? Further, given two zero-
dimensional models which are schematically distinct but adjacent, how similar is the
phenomenology of their solutions? An example is provided here by our extension of
the model of MD[Malkov and Diamond, 2009] to incorporate two variables, rather
than one, representing different classes of meso-scale coherent nonlinear field, in
a four-variable system. The case of two predators and one prey was considered
theoretically in the model of Itoh & Itoh[Itoh and Itoh, 2011], hereafter referred
to as II, and by Miki and Diamond[Miki and Diamond, 2011], and there is recent
experimental motivation[Schmitz et al., 2012; Xu et al., 2012b]. Insofar as a zero-
dimensional model turns out to be robust with respect to the considerations outlined
(attractors; initial conditions; structural adjacency), confidence is strengthened in
the mapping from model variables to specific plasma properties, and from the time
evolving behaviour of the model to that of the plasma system.
The transport of energy across magnetically confined fusion plasmas, and the
storage of energy within them, also reflects a wide range of turbulent and nonlinear
phenomenology. There is extensive experimental evidence for transport phenom-
ena that are non-diffusive and may be non-local. Examples have been found in
many tokamak plasmas, for example JET[Hogeweij et al., 1991; Tubbing et al.,
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1987], DIII-D[Luce et al., 1992; DeBoo et al., 2012; Petty and Luce, 1994], JT-
60U[Inagaki et al., 2006], HL-2A[Sun et al., 2010], Alcator C-Mod[Rice et al., 2013],
TEXTOR[Spakman et al., 2008], TEXT[Brower et al., 1990], RTP[Mantica et al.,
1999] and TFTR[Fredrickson et al., 1986], as well as stellarator like LHD[Inagaki
et al., 2006, 2010; Dendy et al., 2013; Tamura et al., 2007; Inagaki et al., 2004].
A broad range of techniques for data analysis have been used to identify various
forms of perturbation of heat and particle fluxes from their steady states. Measure-
ments of the spatio-temporal propagation of strongly nonlinear localised heat pulses
provide a particularly interesting, and potentially fruitful, challenge to theoretical
understanding and models.
In the sub-chapter below, we will first introduce the Lotka-Volterra(predator-
prey) model in Chapter 2.2. The methodology used throughout this thesis will
be given in Chapter 2.3. For the reduced models for energy confinement for low
dimensional nonlinear dynamics – the MD model and II model, we will discuss
them in Chapter 2.4. The reduced model for heat pulse propagation – Dendy’s
model[Dendy et al., 2013], is presented in Chapter 2.5.
2.2 Lotka-Volterra models
In order to interpret the nonlinear phenomena mentioned in Chapter 1, an introduc-
tion to the relevant nonlinear dynamics will first be given in this Chapter. Nonlinear
dynamics methodology for low-dimensional system is becoming increasingly impor-
tant in the fields of modern mathematics, physics, chemistry and so on, see for
example [Strogatz, 2014; Ott, 2002; Guastello et al., 2009; Izhikevich, 2007; Thomp-
son and Stewart, 2002; Tufillaro et al., 1992; Jackson, 1992; Bertuglia and Vaio,
2005; Pike and Lugiato, 1987; Robertson and Combs, 2014; Rasband, 1997; Iooss
and Adelmeyer, 1998; Hilborn, 1994; Drazin, 1992]. A key element is that nonlinear
system does not obey the principle of superposition and that the input and output
are not proportional.
The Lotka-Volterra or predator-prey model was first proposed in 1926 by
Volterra [Volterra, 1926] in order to interpret the relationship of populations between
predators and preys and independently by Lotka[Lotka, 1925] to describe chemi-
cal reactions. Predator-prey models are applied in subjects across physics[McKane
and Newman, 2005; Satulovsky and Tome´, 1994], chemistry[Liu et al., 2004], ecol-
ogy[Yoshida et al., 2003; Vano et al., 2006], neurology[Thatcher, 1998], economics[Anderton,
2003; Mehlum et al., 2003] and so forth.
As mentioned in the Chapter 1.2.5, the interactions between micro-scale drift
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wave turbulence, low-frequency zonal flow and high-frequency zonal flow(GAM) are
key features of the L-H transition in fusion plasma physics. Zonal flows are driven
by the drift wave turbulence via Reynold stress and suppress the turbulence by
shear. The suppression of anomalous transport by drift wave turbulence will pro-
duce a transport barrier, which can induce the formation of H-mode[Diamond et al.,
2005]. The relation of these interactions can be modelled as a predator-prey pro-
cess. The drift wave turbulence is taken as the prey, and the two kinds of zonal flows
are regarded as the predators[Zhu et al., 2013, 2014]. Based on these assumptions,
many fusion plasma oriented predator-prey models have been proposed to inter-
pret the relationship, for example, by Diamond[Diamond et al., 1994], Kim[Kim
and Diamond, 2003], Malkov[Malkov and Diamond, 2009], Miki[Miki and Diamond,
2011; Miki et al., 2013b], Itoh[Itoh and Itoh, 2011], Zhu[Zhu et al., 2013, 2014] and
Douglas[Douglas et al., 2013].
2.2.1 Lotka-Volterra model
The general form of predator-prey model is:
dxi
dt
= rixi
1− N∑
j=1
aijxj
 (2.2.1)
where xi is the population of species i, ri is the intrinsic growth rate of species i,
N denotes the number of species in the system and aij is the rate of interaction
between species i and j.
Jacobian Matrix
The Jacobian matrix and related concepts are named after German mathemati-
cian Carl Gustav Jacob Jacobi. In the vector calculus, the Jacobian matrix is
the matrix comprising all first-order partial derivatives of a function of vector val-
ues[Arrowsmith and Place, 1992].
Suppose that a given function F : Rn → Rm which regards as input the
vector x ∈ Rn and produces as output the vector F(x) ∈ Rm. The Jacobian matrix
J of F is an m× n matrix, defined as follows, see [Arrowsmith and Place, 1992]:
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J =
[
∂F
∂x1
· · · ∂F
∂xn
]
=

∂F1
∂x1
· · · ∂F1
∂xn
...
. . .
...
∂Fm
∂x1
· · · ∂Fm
∂xn
 (2.2.2)
If m = n, then the matrix is a square matrix. Moreover, its determinant is
called the Jacobian determinant of F, which will be further discussed in the next
subchapter. If m = 1, F is a scalar field and the matrix is changed as the gradient
of F, which is a row vector of partial derivatives of F, see [Arrowsmith and Place,
1992].
Theoretical analysis of 2-ODE Lotka-Volterra model
The simplest Lotka-Volterra model only comprises two species, i.e. one prey and
one predator, see [Kaplan and Glass, 1995]. The model equations are given here.
They can be discussed analytically as follows.
dR
dt
= αR− βRF (2.2.3)
dF
dt
= −γF + δRF (2.2.4)
where R is the prey population, F is the predator population, t is time and α, β, γ
and δ are the positive coupling coefficients of the two species.
In order to find the equilibrium points, we let d/dt = 0. Then we have
αR − βRF = 0 (2.2.5)
−γF + δRF = 0 (2.2.6)
We solve these equations and obtain two equilibrium points(fixed points),
which are
R = 0, F = 0 (2.2.7)
and
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R =
γ
δ
, y =
α
β
(2.2.8)
Then we calculate the Jacobian matrix of this 2-ODE Lotka-Volterra model,
which gives
J(R,F ) =
[
α− βF −βR
δF δR− γ
]
(2.2.9)
We will obtain the Jacobian matrix of the first fixed point if we substitute
Eq.(2.2.7) into Eq.(2.2.9). The first fixed point indicates that both of the two species
are in extinction. The Jacobian matrix of the first fixed point is given below,
J(0, 0) =
[
α 0
0 −γ
]
(2.2.10)
and the eigenvalues of this Jacobian matrix are
λ1 = α, λ2 = −γ (2.2.11)
It is illustrated that the fixed point (0,0) is a saddle point due to one positive
and one negative real eigenvalues.
Also, in addition we obtain the Jacobian matrix of the second fixed point if
we substitute Eq.(2.2.8) into Eq.(2.2.9). The second fixed point indicates both of
the two species populations are oscillatory. The Jacobian matrix of the second fixed
point is given below,
J
(
γ
δ
,
α
β
)
=
 0 −βγδαδ
β
0
 (2.2.12)
and the eigenvalues of this Jacobian matrix are
λ1 = i
√
αγ, λ2 = −i√αγ (2.2.13)
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The eigenvalues of the second fixed point
(
γ
δ
,
α
β
)
are in conjugate pairs
and the real parts are zero. The populations of two species oscillate in a cycle,
see [Kaplan and Glass, 1995]. For further applications of eigenvalues of Jacobian
matrix, please see Chapter 3.4.
Numerical analysis of 2-ODE Lotka-Volterra model
We illustrate the dynamics numerically for the simple 2-ODE Lotka-Volterra model.
We assume that the supplies of grass, water, sunshine and air are abundant. The
2-ODE Lotka-Volterra equations are given here.
dR
dt
= R (α− βF ) (2.2.14)
dF
dt
= −F (γ − δR) (2.2.15)
R and F are the populations of rabbits and foxes respectively. Let us define
α as the intrinsic growth rate of rabbits, γ as the population extinction rate of foxes,
β and δ as the positive coupling coefficients.
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Figure 2.2.1: 2-ODE Lotka-Volterra model. Defining R as rabbits, F as foxes. Left
panel: time series of 2-ODE Lotka-Volterra model. Right panel: phase plot of
2-ODE Lotka-Volterra model. The parameters and initial conditions are given as
α = 1, β = 0.1, γ = 2, δ = 0.15, R0 = 35, F0 = 40.
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We plot numerical solutions for given initial values and coefficients, as shown
in Fig.2.2.1. The left panel displays the time series of populations of rabbits and
foxes. It is shown that the two time series oscillate with the same amplitude and
frequency respectively. The right panel describes the phase plot of two populations.
The phase portrait is a closed contour.
Closed contours in the phase plane suggest that there is a constant of motion.
From Eqs.(2.2.14-2.2.15), we have
dR
dF
= −
α
F
− β
γ
R
− δ
(2.2.16)
Make integration on both sides,
∫ (
δ − γ
R
)
dR =
∫ (α
F
− β
)
dF + C
′
(2.2.17)
δR− γlnR = αlnF − βF + C (2.2.18)
where C = δR0 − γlnR0 − αlnF0 + βF0.
There is a Constant of Motion in 2-ODE Lotka-Volterra model.
Pendulum oscillations
In fact, many second-order ordinary differential equations can be converted into
2-ODE Lotka-Volterra model with a constant of motion, for example, pendulum
oscillations. In the elementary course, the nonlinearity of the pendulum is omitted
by the small angle approximation i.e. θ ' sinθ. In this subchapter, we analyse
not only small angle approximating pendulum system but also large angle regime
where the pendulum whirls over the top[Strogatz, 2014]. The discussion here in this
subchapter appears in [Strogatz, 2014].
Without the external driving and internal damping forces, the oscillation of
a single conservative pendulum can be described as follow:
d2x
dt2
+A sinx = 0 (2.2.19)
where A is defined as g/L, g is the acceleration due to gravity, L is the length of
the string, and x is the angle from the downward vertical[Strogatz, 2014].
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We make transformations on Eq.(2.2.19) as the Lotka-Volterra model,
dx
dt
= v (2.2.20)
dv
dt
= −A sinx (2.2.21)
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Figure 2.2.2: Pendulum oscillation model with small angle approximation. Left
panel: time series of pendulum oscillation model. Right panel: phase plot of pendu-
lum oscillation model. The parameter and initial conditions are A = 2, x0 = 0, v0 =
1.2.
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Figure 2.2.3: Pendulum oscillation model with large angle. Left panel: time series
of pendulum oscillation model. Right panel: phase plot of pendulum oscillation
model. The parameter and initial conditions are A = 2, x0 = 0, v0 = 2.8.
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It is apparent to discover that the initial velocity v0 is the control parameter.
The pendulum will whirl over the top if the v0 value is large enough. For the small
angle regime(small v0 value), the time series and phase plot of pendulum oscillations
are shown in Fig.2.2.2,
However, when the v0 values increase from v0 = 1.2 to v0 = 2.8 then to v0 =
2.8285, the feature of the system gradually transfers from linear one to nonlinear
one. And these scenarios are not the same, as shown in Fig.2.2.3 and Fig.2.2.4
respectively.
Fig.2.2.3 illustrates the pendulum oscillation with initial condition v0 = 2.8.
Under this situation the large angle regime appears, the phase plot is not a circle as
Fig.2.2.2.
Fig.2.2.4 plots the critical value of pendulum oscillation, the mass point
swings over the top point. In this case, the phase plot is no longer a circle but an
oscillation.
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Figure 2.2.4: Pendulum oscillation model in critical angle condition. Left panel:
time series of pendulum oscillation model. Right panel: phase plot of pendulum
oscillation model. The parameter and initial conditions are A = 2, x0 = 0, v0 =
2.8285.
The discussions above can be found in [Strogatz, 2014].
2.2.2 Limit cycle manifold
A limit cycle manifold is a type of closed trajectory of which the neighbouring
trajectories are not closed[Strogatz, 2014]. The ambient trajectories near the limit
cycle would be attracted to itself or be repelled away from it.
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Figure 2.2.5 illustrates three types of limit cycle. The left panel is the stable
limit cycle, which means all ambient trajectories would be attracted by it. There
is an unstable fixed point(source) inside the stable limit cycle. The eigenvalues of
Jacobian matrix of this unstable fixed point have a conjugate pair, and their real
parts are positive.(Please see the stable limit cycle in transitions from L-mode to
H-mode in fusion experiments in Chapter 1.2.4 and their theoretical approaching
models in Chapter 2.4.1, Chapters 3 and 4).
Figure 2.2.5: Figure 7.0.1 in [Strogatz, 2014]. Three types of limit cycles, which are
stable limit cycle, unstable limit cycle and half-stable limit cycle.
The unstable limit cycle is demonstrated in the middle panel of Fig.2.2.5.
It repels all trajectories away from itself. The fixed point inside the unstable limit
cycle must be a stable one(sink). What is more, the eigenvalues of the Jacobian
matrix of stable fixed point have a conjugate pair, and their real parts are negative.
The right panel shows an example half-stable limit cycle. Inside of the limit
cycle there exists a stable fixed point(sink) and all ambient trajectories outside are
attracted by the limit cycle.
Among these three types of limit cycles, the stable limit cycle is scientifically
important. This system oscillates in the absence of an external periodic force. Also
the whole system always returns to the limit cycle if it is slightly perturbed[Strogatz,
2014].
Van der Pol oscillations
The Van der Pol oscillator was originally proposed by Balthasar Van der Pol[Van der
Pol and Van der Mark, 1927] in 1927. The oscillator can be described by a second
order ordinary differential equation, see [Drazin, 1992]
d2x
dt2
+ η(x2 − 1)dx
dt
+ x = 0 (2.2.22)
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where η ≥ 0, then the corresponding Lotka-Volterra form is given below,
dx
dt
= v (2.2.23)
dv
dt
= −x− η(x2 − 1)v (2.2.24)
The time series and phase plot of pendulum oscillations are shown in Fig.2.2.6,
0 10 20 30 40 50−4
−3
−2
−1
0
1
2
3
4
time
X 
& 
V
 
 
X
V
−4 −2 0 2 4−4
−3
−2
−1
0
1
2
3
4
X
V
Figure 2.2.6: Van der Pol oscillation model. Left Panel: time series of Van der Pol
oscillation model. Right Panel: phase plot of Van der Pol oscillation model. The
parameter and initial conditions are η = 2, x0 = 0, v0 = 1.2.
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Figure 2.2.7: Van der Pol oscillation model. Left panel: time series of Van der Pol
oscillation model. Right panel: phase plot of Van der Pol oscillation model. The
parameter and initial conditions are η = 8, x0 = 0, v0 = 1.2.
With the condition of η = 0, the Van der Pol oscillation is reduced to har-
monic oscillation which has no intrinsic damping rate. However, with increasing η
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relaxation oscillation appears, as shown in Fig.2.2.7,
One can prove that “The Van der Pol model has a unique, stable limit cycle
for each η > 0.”[Strogatz, 2014].
We numerically solve the Van der Pol equation by ordering η = 1.5 and
starting from (x˙, x) = (0.5, 0) at t = 0 as shown in Fig.2.2.8. These parameters
and initial conditions are not identical with those in Figure 2.2.6 and Figure 2.2.7.
In Figure 2.2.8, left panel illustrates the phase plot of x˙ and x, while right panel
demonstrates the time series of x. It is apparent that, although the system starts
from inside the Van der Pol circle, the trajectory is ultimately attracted by the
circle. We will acquire the identical results if the system starts from the outside of
the circle. Numerically, we can conclude that the circle is a stable limit cycle.
Figure 2.2.8: Figure 7.1.4 and Figure 7.1.5 in [Strogatz, 2014]. Numerical solution
of Van der Pol equation for η = 1.5 and starting from (x˙, x) = (0.5, 0) at t = 0.
2.2.3 Period-doubling bifurcation
In order to illustrate period-doubling bifurcation, we will consider a circuit experi-
ment. The apparatus is shown in Fig.2.2.9. The simple circuit consists of a signal
generator, a diode and an inductor. The generator produces a voltage varying si-
nusoidally in time[Hilborn, 1994], see Chapter 4 for the further discussion for the
oscillating external heating rate in fusion plasmas. The discussions here in Chapter
2.2.3 appear in [Hilborn, 1994].
The function of voltage is shown below,
v(t) = V0 sin 2pift (2.2.25)
in which V0 and f are amplitude of the generator voltage and frequency of signal
oscillation respectively. Here V0 is the control parameter. We obtain a period-
doubling bifurcation by changing V0[Hilborn, 1994].
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In [Hilborn, 1994], bifurcation is defined as follow:
“Bifurcation means a splitting into two parts. The term bifurcation is com-
monly used in the study if nonlinear dynamics to describe any sudden change in the
behaviour of the system as some parameter is varied. The bifurcation then refers to
the splitting if the behaviour of the system into two regions: one above, the other
below the particular parameter value at which the change occurs.”
Figure 2.2.9: Figure 1.1 in [Hilborn, 1994]. The inductor-diode circuit. i(t) is the
electric current. Vd(t) is the electric potential difference across the diode.
Figure 2.2.10: Figure 1.3 in [Hilborn, 1994]. The time series of diode voltage. Upper
panel shows period-1, while lower panel illustrates period-2.
The change from period-1 to period-2 is an instance of period-doubling bi-
furcation, see Fig.2.2.10. We start from period-1 behaviour. Under this situation,
the frequency of diode voltage signal(upper panel of Fig.2.2.10) is identical with
that of the signal generator voltage. If the amplitude of signal generator voltage
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slightly increases, the time series of diode voltage is split into two segments. The
diode voltage signal’s repetition period is now twice that of the signal generator, see
lower panel of Fig.2.2.10[Hilborn, 1994].
If we continue to increase the amplitude of the signal generator, we will
observe period-4 oscillation and period-8 oscillation, see upper and lower panels of
Fig.2.2.11 respectively. The period-8 situation is discernible by paying attention to
the smallest peaks[Hilborn, 1994].
Figure 2.2.11: Figure 1.4 in [Hilborn, 1994]. The time series of diode voltage. Upper
panel shows period-4, while lower panel indicates period-8.
Figure 2.2.12: Figure 1.5 in [Hilborn, 1994]. Upper panel is period-4 time series of
diode voltage. Lower panel is the corresponding time series of current.
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Fig.2.2.12 merely demonstrate period-4 behaviour. The upper panel plots
the time series of diode voltage which is identical with upper panel of Fig.2.2.11.
The lower panel indicates the corresponding time series of circuit current. Here the
four distinct peaks size are more clearly identified[Hilborn, 1994].
If we still increase the amplitude of the signal generator, the time series of
diode voltage become non-periodic, as Figure 2.2.13 shown. This phenomenon is
identified as chaotic sequences[Hilborn, 1994], which will be introduced in Chapter
2.2.4.
Figure 2.2.13: Figure 1.6 in [Hilborn, 1994]. Diode voltage as a function of time.
Both of upper and lower panels are no longer periodic.
Figure 2.2.14: Figure 1.7 in [Hilborn, 1994]. Upper panel is period-3 time series of
diode voltage. Lower panel is the signal generator voltage as a function of time.
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Figure 2.2.15: Figure 1.8 in [Hilborn, 1994]. Bifurcation diagram for the diode
circuit.
We can find period-3 oscillations of time series of diode voltage if we keep
increasing the amplitude of signal generator. Upper and lower panel of Figure 2.2.14
display the time series of diode voltage and circuit current respectively.
With those time series, we are able to plot bifurcation diagram, which can
be utilized to show the bifurcation behaviour with respect to the amplitude of the
signal generator. As Figure 2.2.15 presented, period-2 is discovered on the left. The
broad, fuzzy regions are chaotic behaviour. Period-3 bifurcating period-6 and finally
to more chaos is found near the middle of the diagram. The behaviour goes back to
period-1 at the far right[Hilborn, 1994].
The bifurcating phenomenon is not unique if we adjust the control parameter.
Figure 2.2.16 shows another bifurcation diagram which is for a smaller amplitude of
signal generator[Hilborn, 1994].
Beside the diode circuit, there are numerous processes can exhibit the bifur-
cation phenomena[Zhu et al., 2014; Linsay, 1981; Giglio et al., 1981; Shraiman et al.,
1981], for example, the logistic map[May et al., 1976]. The map equations are given
below.
xn+1 = Axn(1− xn) ≡ fA(x) (2.2.26)
for logistic map, in which A is the control parameter. The discussions above can be
55
Figure 2.2.16: Figure 1.9 in [Hilborn, 1994]. Another bifurcation diagram for a
smaller signal generator amplitude.
found in [Hilborn, 1994].
2.2.4 Chaos
We start our discussion on chaos from the classical Lorenz equations[Lorenz, 1963]:
dx
dt
= σ (y − x) (2.2.27)
dy
dt
= rx− y − xz (2.2.28)
dz
dt
= xy − bz (2.2.29)
This model was proposed by Lorenz in 1963 when focusing research on no-
toriously unpredictable weather forecasts. As mentioned in [Strogatz, 2014],
“Lorenz found that the solution to his equations never settled down to equi-
librium or to a periodic state – instead they continued to oscillate in a irregular,
aperiodic fashion. Moreover, if he started his simulation from two slightly different
initial conditions, the resulting behaviour would soon become totally different. The
implication was that the system was inherently unpredictable – tiny errors in mea-
suring the current state of the atmosphere (or any other chaotic system) would be
amplified rapidly, eventually leading to embarrassing forecasts.
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We now attempt to solve Lorenz equation numerically. Here, σ, r, b > 0 are
parameters. σ and r are Prandtl number and Rayleigh number respectively, while
b has no name[Strogatz, 2014]. We adopt the Lorenz’s logic and set σ = 10, r = 28
and b = 8/3.
Figure 2.2.17 shows the numerical solutions of the Lorenz equation under
those parameters given above. The left three panels illustrate the time series of x, y
and z. The right panel demonstrates the 3-D phase plot. The initial conditions are
(x0, y0, z0) = (0, 1, 0). The butterfly-like trajectory begins from (0, 1, 0) then swings
to the right region, and dives in the centre of a spiral on the left region. After a quite
slow outward spiral, the trajectory return to the right region, spiral around several
times, shoots over to the left region, spiral around, and so on indefinitely[Strogatz,
2014].
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Figure 2.2.17: Lorenz chaotic model. Left panel: irregular time series of Lorenz
chaotic model. Right panel: phase plot of Lorenz chaotic model in the type of
butterfly. The parameters and initial conditions are σ = 10, b =
8
3
, r = 28, x0 =
z0 = 0, y0 = 1.
We have a method to identify chaos, which is largest lyapunov exponent(LLE).
The lyapunov exponent is defined as |δS(t)| ' eλt|δS(0)|, where δS(0) and δS(t)
are the initial and final separations of two trajectories respectively and λ is lya-
punov exponent[Strogatz, 2014]. If the LLE is positive(negative), the system will
expand(shrink) in that direction exponentially with the scale of the LLE. If at least
one of lyapunov exponents is positive, we can conclude that the system is chaotic.
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There are more than one route to chaos, which are period-doubling(see Chapter
2.2.3), quasi-periodicity, intermittency and crises and chaotic transients and homo-
clinic orbits[Hilborn, 1994].
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Figure 2.2.18: Reconstruction of phase plot of Lorenz attractor with Takens’ Theo-
rem.
In fact, there is no need to plot 3-D phase portrait with all time series like the
right panel of Fig.2.2.17. Takens’ theorem[Takens, 1981] exhibits that only one of
chaotic time series is needed to generate the phase portrait. In brief, Takens proved
that instead of 2n + 1 generic time series, the time-delayed versions [y(t), y(t −
τ), y(t − 2τ), ..., y(t − 2nτ)] of one generic time series would suffice to reconstruct
phase portrait. Figure 2.2.18 demonstrates the butterfly-like phase portrait with
time series of x(t), x(t− 0.05) and x(t− 2 ∗ 0.05)[Takens, 1981].
2.3 Computational methodology
2.3.1 Taylor series solver
In order to calculate the periods of oscillations appeared in Chapters 3 and 4, we
use fixed step Taylor series method to numerically solve first order differential equa-
tions(ODEs) throughout this thesis. For the introductions to Taylor series solver in
Chapter 2.3.1, we adopt the method appears in [Binegar, 2000].
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Recall that the nth order Taylor series of a smooth function f(x) about the
point x = x0 is the degree n polynomial defined by
Tn(x) =
n∑
i=0
1
i!
f (i)(x0)(x− x0)i (2.3.1)
= f(x0) + f
′(x0)(x− x0) + f
′′(x0)(x− x0)2
2
+
f ′′′(x0)(x− x0)3
6
(2.3.2)
and that such series are very useful in that they can (for sufficiently small |x− x0|)
be used as approximate expression for the original function f . Indeed, Taylor’s
theorem says
f(x) = Tn(x) +O(|x− x0|)n+1 (2.3.3)
and that moreover
f(x) = Limn→∞Tn(x) (2.3.4)
(so long as f(x) is smooth).
Therefore, one way to get an approximate solution of a differential equations
would be to figure out what its Taylor series looks like and this turns out to be a
relatively easy thing to do.
Suppose y(x) is a solution of
y′ = F (x, y) (2.3.5)
satisfying the initial condition
y(x0) = y0 (2.3.6)
Since x = x0 implies y = y0, and because the differential equation tells us
what y′(x) must be given x and y, we can infer that
y′(x0) = F (x0, y0) (2.3.7)
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Thus, we already know the first two terms of the Taylor expansion of y(x):
y(x) = y(x0) + y
′(x0)(x− x0) (2.3.8)
= y0 + F (x0, y0)(x− x0) (2.3.9)
To get the second order term we can differentiate the original differential
equation with respect to x to get
y′′(x) =
d
dx
F (x, y(x)) (2.3.10)
=
∂F
∂x
dx
dx
+
∂F
∂y
dy
dx
(2.3.11)
=
∂F
∂x
+
∂F
∂y
y′(x) (2.3.12)
=
∂F
∂x
+
∂F
∂y
F (x, y(x)) (2.3.13)
So
y′′(x0) =
∂F
∂x
∣∣∣∣
x=x0,y=y0
+
∂F
∂y
F (x, y)
∣∣∣∣
x=x0,y=y0
(2.3.14)
which after carrying out the partial differentiations and plugging in for x and y is
just a number. And thus, we now have the second order term of Taylor expansion
of our solution y(x) about x = x0. To get the third order term, we can differentiate
the differential equation again to obtain
y′′′(x) =
d2
dx2
(
dy
dx
)
=
d2
dx2
F (x, y(x)) (2.3.15)
So
y′′′(x0) =
d2
dx2
F (x, y(x))
∣∣∣∣
x=x0,y=y0
(2.3.16)
The discussions above can be found in [Binegar, 2000]. In this thesis, we
adopt from zero order to third order. Thus the error would be O(|x− x0|4).
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Figure 2.3.1: Deviations of the constant of motion in Eq.(2.2.18) with various fixed
step sizes.
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Figure 2.3.2: Bifurcation diagram in Chapter 4.4 with step size δt = 0.5
To check the convergence of the third order fixed step Taylor series, we
recalculate the Eqs.(2.2.14–2.2.15). We use several fixed step sizes from 10−3 to
10−1 to check the deviations of the constant of motion in Eq.(2.2.18). We define
that δC = δR − γlnR − αlnF + βF − C, where C is the constant of motion. It
demonstrates that the third order Taylor series has good convergence if the step
size is small enough, see Fig.2.3.1. Throughout this thesis, we adopt δt = 0.001 in
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all the numerical simulations. Figs.2.3.2–2.3.5 demonstrate the impact of various
step sizes on our plots(see Fig.4.6.6). We cannot get the accurate period doubling
bifurcation if the step size is too large(Figs.2.3.2-2.3.3).
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Figure 2.3.3: Bifurcation diagram in Chapter 4.4 with step size δt = 0.1
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Figure 2.3.4: Bifurcation diagram in Chapter 4.4 with step size δt = 0.01
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Figure 2.3.5: Bifurcation diagram in Chapter 4.4 with step size δt = 0.001. This
figure is from Fig.4.6.6 in Chapter 4.4.
2.3.2 Other ODE solvers
Besides the Taylor series method mentioned in last subchapter, there are many other
ordinary differential equation(ODE) solvers, for example, Runge-Kutta method,
Bulirsch-Stoer method and predictor-corrector method. Here we give an brief intro-
duction here in Chapter 2.3.2, appears in [Press, 2007], to the Runge-Kutta method.
The formula of the Euler method is
yn+1 = yn + hf(xn, yn) (2.3.17)
which advances a solution from point xn to point xn+1 ≡ xn + h. There are reasons
that the Euler’s method is not suitable for practical use, among them, (1) the Euler’s
method is not very accurate when running at the equivalent step size compared with
other methods, and (2) neither it is very stable.
Consider, the use of a step like Eq.(2.3.17) to take a trial step to the midpoint
of the interval. Then use the values of x and y at that midpoint to compute the real
step.
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k1 = hf(xn, yn) (2.3.18)
k2 = hf(xn +
1
2
h, yn +
1
2
k1) (2.3.19)
yn+1 = yn + k2 +O(h3) (2.3.20)
This symmetrization cancels out the first-order error term, making the Eu-
ler’s method second order. This is the basic idea of the Runge-Kutta method. By
far the most ofter used is the classical fourth-order Runge-Kutta method, which is
given below
k1 = hf(xn, yn) (2.3.21)
k2 = hf(xn +
1
2
h, yn +
1
2
k1) (2.3.22)
k3 = hf(xn +
1
2
h, yn +
1
2
k2) (2.3.23)
k4 = hf(xn + h, yn + k3) (2.3.24)
yn+1 = yn +
1
6
k1 +
1
3
k2 +
1
3
k3 +
1
6
k4 +O(h5) (2.3.25)
The fourth-order Runge-Kutta method needs four times of evaluations of the
right-hand side per step. This will be superior to the midpoint method mentioned
above. However, higher order does not always imply high accuracy[Press, 2007].
Figure 2.3.6: Fig.17.1.3 in [Press, 2007]. For fourth-order Runge-Kutta method, in
each step the derivative is evaluated four times.
For the Bulirsch-Stoer method, this method uses the powerful idea of extrap-
olating a result to the value that would have been obtained if the step size had been
very much smaller than it actually was. Particularly, the extrapolation to zero step
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size is the desired target. See the schematics diagram Figure 2.5.3 for the informa-
tion. For the predictor-corrector method, it stores the solution along the way, and
use those results to extrapolate the solution one step advance; then they correct the
extrapolation by derivative information at the new point. This is the best for very
smooth functions[Press, 2007].
Figure 2.3.7: Fig.17.3.1 in [Press, 2007]. This is extrapolation used in the Bulirsch-
Stoer method. A large interval H is spanned by various sequences of finer and finer
substeps.
The discussions above can be found in [Press, 2007].
2.3.3 Stiffness
In the nonlinear system, there are two or more time scales. Chaotic systems, for
example coupled pendulums, exhibit two or more characteristic frequencies can be
observed. These tend to be stiff systems. If the solution contains a term like e−1000x,
then it would require a rather small step size h 1/1000 to make the method stable,
though the term e−1000x might be negligible in determining solution[Press, 2007].
We have checked all the equations that we solved. And none of them has been found
to be stiff. Here we will provide an introduction here in Chapter 2.3.3, appears in
[Press, 2007], to stiff set of equations.
For example, consider the following equations:
u′ = 998u+ 1998v (2.3.26)
v′ = −999u− 1999v (2.3.27)
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with the boundary conditions
u(0) = 1, v(0) = 1 (2.3.28)
By means of the transformations below
u = 2y − z, u = −y + z (2.3.29)
we get the solutions
u = 2e−x − e−1000x (2.3.30)
v = −e−x + e−1000x (2.3.31)
Although the term e−1000x is negligible in the solutions, we have to require
a step size h  1/1000 to make the method stable. We then give a method to
identify this stiffness. Suppose there is a set of linear equations with the constant
coefficients:
y′ = −C · y (2.3.32)
Consider the matrix C can be diagonalized by a transformation,
T ·C · T−1 = diag(λ0...λN−1) (2.3.33)
where λi are the eigenvalues of C.
Thus, we get the criterion for getting the stable solutions:
Reλi > 0, i = 0, ...., N − 1 (2.3.34)
If the matrix C cannot be diagonalized, we can transform C to so-called
Jordan canonical form, which is the closest it can come to being made diagonal[Press,
2007]. The discussions above can be found in [Press, 2007].
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2.4 Reduced models for magnetic confinement regimes
2.4.1 Model proposed by Malkov et al.
In order to interpret the L-H transitions induced by interactions of zonal flow and
drift wave turbulence, M.A.Malkov and P.H.Diamond proposed a zero-dimensional
model. This model contains three ordinary differential equations for interpreting
transitions of various confinement regimes [Malkov and Diamond, 2009]. These
equations can model the L-mode, H-mode, transient T-mode, quiescent QH-mode
and their interactions to some extent. We could observe and analyse those rela-
tions by choosing appropriate parameters and initial conditions. For the theoretical
development and improved models from MD models, please see [Zhu et al., 2013;
Douglas et al., 2013; Zhu et al., 2014; Dam et al., 2013]. The MD model equations
are given below.
dE
dτ
=
(N − a1E − a2d2N 4 − a3V 2ZF ) E (2.4.1)
dVZF
dτ
=
(
b1E
1 + b2d2N 4 − b3
)
VZF (2.4.2)
dN
dτ
= − (c1E + c2)N + q(τ) (2.4.3)
The model is a closed system of three nonlinear ordinary differential equa-
tions that couple time evolution of four different variables. Those variables are drift
wave(DW) turbulence intensity E , drift wave driving temperature gradient N , ve-
locity of zonal flow VZF and mean flow shear V which is slaved to drift wave driving
temperature gradient, V = dN 2(d is constant)[Malkov and Diamond, 2009]. The
model proposed by Zhu et al,[Zhu et al., 2013, 2014] takes the high-frequency zonal
flow(GAM) into consideration. For further discussions of this novel model, please
see Chapter 3 and Chapter 4.
The meaning of different terms and parameters of the MD model equations
on the right-hand sides are demonstrated in the following Table 2.1.
Here we have defined normalized variables
N = a
1/3
2 N , E = a1a1/32 E , U = a1/32 a3V 2ZF ,
t = a
1/3
2 τ .
and the transformed model parameters are
ν =
2b1
a1a
2/3
2
, η =
b3
b1
a1a
1/3
2 , ρ =
c2
a
1/3
2
,
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σ =
c1
a1a
2/3
2
, ζ =
b2
a
4/3
2
, d = 1.
The corresponding normalized equations are
dE
dt
=
(
N −N4 − E − U)E (2.4.4)
dU
dt
= ν
(
E
1 + ζN4
− η
)
U (2.4.5)
dN
dt
= q − (ρ+ σE)N (2.4.6)
Analytically, Malkov and Diamond analysed the stabilities of the fixed points
of Eqs.(2.4.4–2.4.6) and their relations with different confinement regimes like L-
mode, T-mode(transient oscillatory mode), H-mode and QH-mode(quiescent H-
mode)[Malkov and Diamond, 2009].
In the normalised model, q is external heating rate which is regarded as
a control parameter. Numerically, Malkov and Diamond examined the impact of
multiple q constant cases on the dynamical system.
Figure 2.4.1 illustrates the transitions under the condition of q = 0.47. The
system starts from an overpowered H-mode, then transitions to unstable H-mode
then unstable L-mode due to appearance of micro-scale turbulence intensity E fol-
lowed by transient oscillatory mode T-mode[Malkov and Diamond, 2009].
0 100 200 300 400 500 600
time
0
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500 550 600
time
0
1
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U
Figure 2.4.1: Fig.2 in [Malkov and Diamond, 2009]. Upper panel indicates time
evolution of E(normalised micro-scale turbulence intensity) and N(normalised elec-
tron temperature gradient). Lower panel demonstrates the time series of U(energy
of zonal flow). The system starts from overpowered H-mode then unstable L-mode
then transient oscillatory T-mode.
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Figure 2.4.2 demonstrates bursts of zonal flow energy when q = 0.58. The
time evolutions of E, N and U develop a stable limit cycle[Malkov and Diamond,
2009].
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Figure 2.4.2: Fig.3 in [Malkov and Diamond, 2009]. Limit cycle oscillation of
E(normalised micro-scale turbulence intensity), N(normalised electron temperature
gradient) and U(energy of zonal flow) when q = 0.58.
Figure 2.4.3 exhibits collapse of limit cycle oscillations when q slightly in-
creases from 0.58 to 0.582. The dynamical system rests at QH-mode fixed point
after increasing bursts of energy of zonal flow[Malkov and Diamond, 2009].
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Figure 2.4.3: Fig.4 in [Malkov and Diamond, 2009]. Collapse of limit cycle oscillation
and transition to quiescent H-mode(QH-mode), in which only N(normalised electron
temperature gradient) exists when q = 0.582.
From Figure 2.4.1 to Figure 2.4.3, Malkov and Diamond examined three
constant external heating fluxes. In the following cases, they checked the impact of
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q(t) on the 3-ODE model. Figure 2.4.4 shows that q(t) slowly vary from q = 0.47 to
q = 0.62 and back. The phenomenology of hysteresis is discovered in time evolutions
of E, N and U [Malkov and Diamond, 2009].
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Figure 2.4.4: Fig.6 in [Malkov and Diamond, 2009]. The external heating rate slowly
varies from q = 0.47(stable L-mode) to q = 0.62(stable QH-mode) and back. It is
found that the final state is not identical with the initial state, which is identified
as hysteresis of the dynamical system.
Figure 2.4.5 demonstrates impact of oscillating q(t) on the MD model[Malkov
and Diamond, 2009]. We will also apply oscillating external heating flux q(t) to the
model of [Zhu et al., 2014], see Chapter 4.
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Figure 2.4.5: Fig.7 in [Malkov and Diamond, 2009]. The average and oscillatory
parts of q value are 0.54 and 0.08 respectively. The modulation frequency ω is 0.31.
The time evolutions of E, U and N indicate apparent irregularity when applying
periodic external heating flux.
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2.4.2 Model proposed by Itoh et al.
Besides the MD model, Sanae.-I Itoh and Kimitaka Itoh also proposed another
zero-dimensional model[Itoh and Itoh, 2011]. This model includes three ordinary
differential equations to interpret interactions between micro-scale drift wave tur-
bulence and meso-scale structures, for example, zonal flows and geodesic acoustic
modes(GAMs), which are high frequency branches of zonal flows. The II model
equations are given here.
∂
∂t
W = γLW − ΓWW 2 − αZW − βMW (2.4.7)
∂
∂t
Z = −γZZ − ΓZZ2 + αZW (2.4.8)
∂
∂t
M = −γMM − ΓMM2 + βMW (2.4.9)
The II model couples time evolutions of W (normalised energy densities of lin-
ear unstable drift waves(DWs)), Z(normalised energy densities of zonal flows(ZFs))
and M(normalised energy densities of geodesic acoustic modes(GAMs)) [Itoh and
Itoh, 2011]. Other parameters and terms are illustrated in table 2.2 given below.
In this predator-prey model, the phase space of zonal flows(ZFs) and geodesic
acoustic modes(GAMs) has been divided into four segments, which are ZFs-GAMs
co-existence region, ZFs distinction region, GAMs distinction region and only tur-
bulence existed region. By theoretical analysis, critical values of γZ and γM in the
phase space mentioned above have been calculated.
Additionally, in Chapter 3, we will propose another predator-prey model[Zhu
et al., 2013], which contains four ODEs, aiming to interpret the interactions of zonal
flows–drift wave turbulence and the corresponding L-H transitions. The new model
adopts the philosophies of both MD model and II model. In our model, we find
the stable fixed point in MD model can be transferred to a stable limit cycle which
is I-phase in L-H transitions. We also examine the impact of external heating flux
on the MD and ZCD models in Chapter 4. What we find is that the final state
is quite robust towards the slope of the heating function. Also, a period-doubling
bifurcation route to chaos is observed, see also Chapter 2.2.3 for a introduction to
bifurcation.
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2.5 Reduced models for heat pulse experiments
2.5.1 Model proposed by Dendy et al.
In order to simulate the heat pulse propagation, several theoretical models are pro-
posed[Gentle, 1988; Iwasaki et al., 1999; Dendy et al., 2013]. Here we present a
brief introduction of heat pulse model for LHD in [Dendy et al., 2013]. Further
discussions about heat pulse model can be seen in Chapter 5.
In [Dendy et al., 2013], three key observable physical quantities are taken
into consideration, which are the deviation from steady state of turbulent flux(heat
flux) averaged by density of electron δqe (ρ, t) /ne, the deviation from steady state of
electron temperature gradient δ∇Te and the deviation from steady state of electron
temperature Te−Te0. Firstly, we assume δqe (ρ, t) /ne acts to reduce the magnitude
of local electron temperature gradient δ∇Te by carrying away energy and the steady
state turbulent transport acts to damp δ∇Te at rate of γL1[Dendy et al., 2013].
Hence we have,
∂
∂t
(δ∇Te) = κT (Te,∇Te) δqe
χ0ne
− γL1δ∇Te (2.5.1)
where κT (Te,∇Te) is the coupling coefficient that has dimension inverse time. The
value of measured steady state turbulent heat diffusivity χ0 is defined as χ0 = L
2
c/τc,
where Lc is the characteristic scale-length of steady state turbulent transport. τc is
the associated global energy confinement time[Dendy et al., 2013].
Secondly, δqe is a proxy for excess turbulence and this is driven by negative
temperature gradient ∇Te and damped by the steady state turbulent transport.
Hence we have,
∂
∂t
(
δqe
χ0ne
)
= −κQ (Te,∇Te) δ∇Te − γL1 δqe
χ0ne
(2.5.2)
where κQ (Te,∇Te) is another coupling factor[Dendy et al., 2013].
Lastly, we assume that the local time derivative of Te − Te0 matches the
divergence of local excess turbulent heat flux. We also assume that steady state
turbulent transport acts to damp the deviation[Dendy et al., 2013], thus
∂
∂t
(Te − Te0) = −η∇ ·
(
δqe
χ0ne
)
− γL2 (Te − Te0) (2.5.3)
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with approximations and normalizations, we have the following equations[Dendy
et al., 2013],
dx1
dt
= κT0x2 + x1x2
∂κT
∂x1
+ x2x3
∂κT
∂x3
− γL1x1 (2.5.4)
dx2
dt
= −κQ0x1 − x21
∂κQ
∂x1
− x1x3∂κQ
∂x3
− γL1x2 (2.5.5)
dx3
dt
= − 1
τc
η
χ0
x2 − γL2x3 (2.5.6)
Figure 2.5.1: Fig.1 in [Dendy et al., 2013], time series of normalised (a)δ∇Te, (b)δq
and (c)δTe for the Te rise case in LHD in ρ = 0.19. Blue lines are experimental
data and red lines are model outputs. Parameters are: χ0 = 3.2m
2s−1, Te0 =
3.5keV, Lc = 1.1m, κT0 = 15, ∂κT /∂x1 = ∂κT /∂x3 = 1.5, κQ0 = 225, ∂κQ/∂x1 =
∂κQ/∂x3 = 22.5, γL1 = γL2 = 35 and η/τcχ0 = 10.5.
Fig.2.5.1 and Fig.2.5.2 illustrate the comparisons of model outputs and ex-
perimental datasets. It is demonstrated that the model can quantitatively simulate
experimental data at the normalised radius ρ = 0.19. We will modify this model by
travelling wave transformation[Zhu et al., 2015] in Chapter 5. It is concluded that
the new model can simulate not only one specific radius but also the broad radial
range from the plasma edge to the core. This new model can also be employed
to simulate and predict heat pulse propagation in other radial locations without
Langmuir probes diagnostics.
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Figure 2.5.2: Fig.2 in [Dendy et al., 2013], time series of normalised (a)δ∇Te, (b)δq
and (c)δTe for the Te drop case in LHD in ρ = 0.19. Blue lines are experimental
data and red lines are model outputs. Parameters are: χ0 = 2.4m
2s−1, Te0 =
2.9keV, Lc = 1.1m, κT0 = 20, ∂κT /∂x1 = ∂κT /∂x3 = 2.0, κQ0 = 400, ∂κQ/∂x1 =
∂κQ/∂x3 = 40, γL1 = γL2 = 35 and η/τcχ0 = 10.5.
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Chapter 3
Predator-prey models for
confinement in fusion plasmas
3.1 Introduction
In this Chapter, we focus from the perspective on the interesting and successful
mathematical model proposed in MD, see Chapter 2.4.1. This is constructed in terms
of variables representing the magnitude of the plasma electron temperature gradient
and the amplitudes of micro-scale drift wave turbulence and of meso-scale coherent
nonlinear structures such as zonal flows. Malkov & Diamond proposed[Malkov and
Diamond, 2009] certain mappings between different solution regimes of their model
and different confinement regimes of tokamak plasmas. In the interest of continuity,
we follow the confinement regime nomenclature of MD in relation to model outputs
in this Chapter. We investigate the robustness of the phenomenology of the MD
model extended as described, for parameter regimes identical or adjacent, to those
used in the key figures of MD.
Specifically, the MD model mentioned in Chapter 2.4.1 is a closed system of
nonlinear ordinary differential equations which couple the time evolution of three
variables: the drift wave(DW)-driving temperature gradient N, the energy density
of drift wave turbulence E, and the zonal flow energy U. The three variables of the
II model, which is demonstrated in Chapter 2.4.2, exclude N, retain drift turbulence
energy density denoted by W, and incorporate the energy densities of two competing
classes of coherent nonlinear structure, zonal flows Z and geodesic acoustic modes M.
Miki and Diamond[Miki and Diamond, 2011] introduced a zero-dimensional three-
variable two-predator, one prey model, where the predators are also identified with
zonal flows and geodesic acoustic modes. The aspect of robustness which we first
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address can therefore be expressed in physical terms as follows. We adopt the
philosophy of MD, II and of [Miki and Diamond, 2011] by introducing two competing
classes of coherent nonlinear structure, here identified with zonal flows and geodesic
acoustic modes, that replace the single class in MD. The other two MD equations are
adjusted only so far as necessary to accommodate these two fields, instead of one, in a
mathematically symmetrical way as in II. We investigate how far the model outputs
of our new four-variable system differ from those of the three-variable system of MD.
A good focus for this study is provided by the time traces captured in Figs.2-4 of
MD, which have been mapped to transitions observed between tokamak confinement
regimes. How are these traces altered by the inclusion of a second competing class
of coherent nonlinear structure? The answers to these questions are conditioned
by the underlying phase space structure of families of solutions to the models, as
plotted in Fig.5 of MD, for example. In addition to studying time traces, therefore,
we seek to characterise the limit cycles and fixed points of our system of equations.
We first generalize the un-normalized equations(hereafter ZCD) to:
dE
dτ
=
(N − a1E − a2d2N 4 − a3V 2ZF − a3V 2GAM) E (3.1.1)
dVZF
dτ
=
(
b1ZE
1 + b2Zd2N 4 − b3Z
)
VZF (3.1.2)
dVGAM
dτ
=
(
b1GE
1 + b2Gd2N 4 − b3G
)
VGAM (3.1.3)
dN
dτ
= − (c1E + c2)N + q(τ) (3.1.4)
The physical meanings of terms and parameters are illustrated in Table 3.1.
This model encompasses drift wave turbulence level E , drift wave driving tempera-
ture gradient N , zonal flow velocity VZF , geodesic acoustic modes velocity VGAM ,
and the external heating rate q which is a control parameter of the system. This
model thus extends, to the case when zonal flows are joined by geodesic acoustic
modes, the key physics encapsulated in the description in [Kim and Diamond, 2003]:
“When the drift wave turbulence drive becomes sufficiently strong to overcome flow
damping, it generates zonal flows by Reynolds stress. Drift wave turbulence and
zonal flows then form a self-regulating system as the shearing by zonal flows damps
the drift wave turbulence.” We note that this model follows the approach expressed
in Eq.(17) of MD[Malkov and Diamond, 2009], in that the zonal flows and geodesic
acoustic modes do not explicitly enter the time evolution equation for the tem-
perature gradient, Eq.(3.1.4). The zonal flows and geodesic acoustic modes are
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indirectly coupled to each other through the evolving electron temperature gradient
and micro-scale turbulence level. To maximise mathematical congruence with the
model of MD, there is no direct cross term in VZFVGAM . We note that our in-
troduction of geodesic acoustic modes into this model is mathematically symmetric
with the approach to zonal flows expressed in the model of [Malkov and Diamond,
2009]. This reflects our emphasis in this Chapter on the question of mathematical
robustness: we have two predators rather than one, operating on the same math-
ematical footing. A corollary is that in the present model, neither the zonal flows
nor the geodesic acoustic modes explicitly enter the time evolution equation for the
temperature gradient, Eq.(3.1.4).
The corresponding normalized equations are
dE
dt
=
(
N −N4 − E − U1 − U2
)
E (3.1.5)
dU1
dt
= ν1
(
E
1 + ζN4
− η1
)
U1 (3.1.6)
dU2
dt
= ν2
(
E
1 + ζN4
− η2
)
U2 (3.1.7)
dN
dt
= q − (ρ+ σE)N (3.1.8)
Here we have defined normalized variables
N = a
1/3
2 N , E = a1a1/32 E , U1 = a1/32 a3V 2ZF , U2 = a1/32 a3V 2GAM ,
t = a
−1/3
2 τ .
and the transformed model parameters are
ν1 =
2b1Z
a1
, ν2 =
2b1G
a1
, η1 =
b3Z
b1Z
a1a
1/3
2 , η2 =
b3G
b1G
a1a
1/3
2 ,
ρ = c2a
1/3
2 , σ =
c1
a1
, ζ =
b2Z
a
4/3
2
,
b2Z = b2G, q(t) = a
2/3
2 q(τ), d = 1.
This rescaling of variables differs from that in MD, where Eqs.(13) and (14)
are rescaled using t = a
1/3
2 τ as indicated in MD, whereas Eq.(12) appears to have
been rescaled inconsistently, using t = a
−1/3
2 τ , which is the scaling applied to all four
model equations in this Chapter. There appear to be no consequences for the results
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in MD. The system of Eqs.(3.1.5-3.1.8) thus generalizes the system of Eqs.(15-17)
of MD by introducing two distinct flow variables, U1 and U2, to replace the single
zonal flow variable U . We refer to U1 as zonal flows, U2 as geodesic acoustic modes.
Chapter 3.2 of this thesis addresses transition phenomenology given time-
independent coefficients, as characterised primarily by time traces. This requires
careful comparison with the specific scenarios identified in Fig.3 to Fig.5 of MD. The
MD scenarios predetermine the choice of parameter values and initial conditions that
we consider. We typically probe neighbouring phase space by considering in addition
eighty-one (three to the fourth power) nearby phase trajectories. In Chapter 3.3 we
consider the phase space evolution of our system and establish comparisons between
the MD model and ours. In Chapter 3.4 we focus on stability analysis of MD and
ZCD models. In Chapter 3.5, we focus on limit cycle analysis of ZCD model.
3.2 Modelling confinement transitions
In the limit where either one of the two parameters that represent distinct classes
of coherent nonlinear structures (zonal flows or geodesic acoustic modes) in our
model vanishes, it reproduces exactly the results shown in Fig.2 of MD, as required.
Figure 3.2.1 displays the corresponding results for the case where both geodesic
acoustic modes and zonal flows exist. In the nomenclature of MD, the system
starts from an overpowered state near H-mode, with negligible turbulence E and
large scale structures U1, U2. The eventual growth of turbulence accompanies a
sharp drop in N to unstable L-mode, while also providing energy for U1 and U2.
Drift wave turbulence is later suppressed and the maximum amplitude of large scale
flows declines, leaving only the mean flow to support the transport barrier[Diamond
et al., 2011]. Finally the stable T-mode, which combines a steady-state level of E
with lower N than H-mode, appears after the oscillating transition regime. During
this transition, energy is extracted from the initially dominant oscillating geodesic
acoustic modes U2 to the zonal flow U1 until the former vanishes.
In Fig.3.2.2, we plot the system evolution for the case where the values of ν2
and η2 are different from Fig.3.2.1, while all other parameter values are identical.
Specifically, in Fig.3.2.1 ν2/ν1 = η2/η1 = 1.01, whereas in Fig.3.2.2 ν2/ν1 = 0.01
and η2/η1 = 0.1. This weakens both the drive and the damping of structures
U2 compared to zonal flows U1 in Fig.3.2.2, with respect to the case of Fig.3.2.1.
Before time reaches t ∼ 6000 time units, the evolution is very similar to Fig.2 of
MD. However, at t ∼ 6500 time units we find a dramatic change. A limit cycle
appears after the long-term fixed point time series. The amplitudes of U1 and U2
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Figure 3.2.1: Upper panel: From a state near overpowered H-mode to unstable H-
mode then to unstable L-mode then to T-mode. Lower panel: Transition to T-mode
for U1 and U2 showing intersection at t ' 750 time units followed by gradual energy
reversal. The model parameters are ν1 = 19, ν2 = 1.01ν1, η1 = 0.12, η2 = 1.01η1,
q = 0.47, ρ = 0.55, σ = 0.6, ζ = 1.7.
exchange rather fast compared to Fig.3.2.1. Furthermore, the period of the limit
cycle is rather long: several hundred time units. With the appearance of zonal flows
and geodesic acoustic modes, the T-mode becomes unstable.
Figure 3.2.3 shows the case where the heating rate is higher than for Fig.3.2.1,
q = 0.58, but all other model parameters are the same. At each pulsed occurrence
of zonal flows U1 and geodesic acoustic modes U2, the former extract energy from
the latter, which become extinct after the sixth pulse. Thereafter there are limit
cycle oscillations in E, N and U1 equivalent to the limit cycle for E, N and U in
the case in MD.
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Figure 3.2.2: Upper panel: Transition from unstable fixed point state(T-mode) to
unstable limit cycle oscillation state. Lower panel: Zoomed in version from t = 300
to t = 800. The model parameters are ν1 = 19, ν2 = 0.01ν1, η1 = 0.12, η2 = 0.1η1,
q = 0.47, ρ = 0.55, σ = 0.6, ζ = 1.7.
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Figure 3.2.3: Burst energy transfer from U2 to U1 during strong nonlinear oscillation,
followed by limit cycle oscillation in N , E and U1. The model parameters are
ν1 = 19, ν2 = 1.01ν1, η1 = 0.12, η2 = 1.01η1, q = 0.58, ρ = 0.55, σ = 0.6, ζ = 1.7.
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Figure 3.2.4: Upper panel: Collapse of limit cycle in N , E and U1. Lower panel:
Stair increasing of U2 between every two pulses. The model parameters are ν1 = 19,
ν2 = 0.01ν1, η1 = 0.12, η2 = 0.01η1, q = 0.58, ρ = 0.55, σ = 0.6, ζ = 1.7.
Figure 3.2.4 shows time traces for the case where all parameters, except the
heating rate q = 0.58 which is the same as in Fig.3.2.3, are those of Fig.3.2.2.
Together with Fig.3.2.5, where the heating rate q is slightly increased to q = 0.582
instead of q = 0.58, this enables us to relate our model to Fig.4 of MD, which showed
that if in MD q = 0.582 instead of 0.58, the limit cycle eventually collapses after
many oscillations. The final state has N finite and the remaining variables are zero;
this is designated the QH-mode fixed point in MD. The corresponding cases for our
model Eqs.(3.1.5-3.1.8) are shown in Figs.3.2.4 and 3.2.5. A precursor to limit cycle
collapse is apparent in Fig.3.2.4 in the growth of the geodesic acoustic modes field
U2 during the episodes of zonal flow quiescence in the last few oscillations of the
system.
For the slightly different parameter set used to generate Fig.3.2.5, the pulses
of U1 and U2 grow and die together. Their peak amplitude increases at each succes-
sive cycle, as does the time interval between them. At the final oscillation, U1 and
U2 collapse promptly together, whereas E survives longer until it is extinguished by
damping. The phenomenology of Fig.3.2.5 thus corresponds more closely to that of
Fig.4 of MD, compared to our Fig.3.2.4.
Figure 3.2.6 illustrates how system evolution towards the finite-N final state
of Fig.3.2.5 depends on the damping rate η2 of geodesic acoustic modes. We fix all
parameters except η2 and find that, with increasing η2, there are more peaks of U2
correlating with cyclic growth of E, which acts as a damping sink of N . Successive
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peaks increase in height prior to extinction, which results in a final state similar to
Fig.3.2.5.
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Figure 3.2.5: Upper panel: Collapse of limit cycle with positively correlated growth
of pulses of U1 and U2. Lower panel: Zoomed in version from t = 240 to t = 400.
The model parameters are ν1 = 19, ν2 = 1.0001ν1, η1 = 0.12, η2 = 1.0001η1,
q = 0.582, ρ = 0.55, σ = 0.6, ζ = 1.7.
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Figure 3.2.6: Evolution to the finite N attractor for different η2 values. Upper panel:
η2 = 0.05. Middle upper panel: η2 = 0.06. Middle lower panel: η2 = 0.10. Lower
panel: η2 = 0.11. The remaining parameters are identical: ν1 = 19, ν2 = 1.001ν1,
η1 = 0.12, q = 0.582, ρ = 0.55, σ = 0.6, ζ = 1.7.
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3.3 Phase space evolution
The time traces of the individual variables, plotted in Figs.3.2.1 to 3.2.6, represent
projections of the evolution in four-dimensional phase space of the system defined
by Eqs.(3.1.5) to (3.1.8). In the present subchapter, we capture the global phase
space explored by this system, for parameter values corresponding, or adjacent, to
those used to generate Figs.3.2.1 to 3.2.6. This approach enables us to identify and
characterise the nature of initial and final states, and of the transitional behaviour
between them. The relationship between these figures is summarized in Table 3.2.
These results are supplemented in the Chapter 3.4 by stability studies. At issue are
two main physical concerns, which map directly to the properties of different energy
confinement regimes in tokamaks, insofar as the zero-dimensional approach and the
identifications made in MD, for example, may be valid. First, what is the nature
of the final state that is reached at long times? For example, is it an attractive
fixed point or a limit cycle (implying a nearby repulsive fixed point)? Second, there
is the question, discussed previously, of robustness of three-variable models against
the inclusion of a fourth variable (here, geodesic acoustic modes) in the model. For
example, the pioneering work of MD includes identification of a limit cycle (Fig.3
of MD) with a specific confinement regime. Is this limit cycle - and, proceeding by
analogy, the confinement regime that it represents - stable against the presence of
geodesic acoustic modes in addition to zonal flows?
Figure 3.3.1 displays the generalisation, to the four-variable system, of the
case of the three-variable system addressed in Fig.2 of MD. To fix ideas, the two
left-hand plots correspond to the three-variable case for the parameters of Fig.2
of MD, showing the attractive fixed point which has finite values of E, N and U .
The inward spiral path of the system from a random initial position is shown, both
in (E, N , U) space and projected onto the (E, U) plane. It is evident that this
path lies on a topological structure in phase space, whose dimensionality is lower
by one than that of the full phase space. The two right-hand plots of Fig.3.3.1
show how this system changes when the two variables U1 and U2 replace U , for the
parameter values used to generate the traces in Fig.3.2.1, which are adjacent to those
for Fig.2 of MD, as discussed above. The centre right-hand plot shows initial spiral
convergence in (E, U2) which closely resembles that in the (E, U) plane displayed
at centre left. Whereas with three variables this convergence is towards a fixed
point, the existence of a fourth variable renders this attractive fixed point unstable.
In consequence, the final stage of system evolution consists of injection in the U1
direction to a fixed point at finite (E, N , U1) with U2 = 0. The far right plot in
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Figure 3.3.1: First panel: Fig.2 in MD. The parameters are ν = 19, η = 0.12,
q = 0.47, ρ = 0.55, σ = 0.6, ζ = 1.7. Second panel: Projection of first panel on E-U
plane. Third panel: Phase plot of Fig.3.2.1. Last panel: Phase plot of Fig.3.2.1
with 81 initial conditions. Stars denote initial values, blue dots denote trajectories
and red diamonds denote final states.
Fig.3.3.1 demonstrates that this is indeed a fixed point, towards which phase space
evolution originating from eighty-one different initial points converges. In each case,
there is spiral convergence on a manifold followed by injection along U1. The choice
of initial condition affects only the orientation of this convergence manifold with
respect to U1 and U2. We note also that the final state with finite U1 differs from
the MD final state for which U = 0.
Figure 3.3.2 illustrates the phase space evolution of the system whose time
traces are plotted in Fig.3.2.2, which like Fig.3.3.1 is a case with parameters adjacent
to those used to generate Fig.2 of MD. The initial spiral convergence in the (E, U1)
plane, shown in the centre panel, resembles that in the (E, U) plane for the MD
case plotted in the left panel, which is identical to the centre-left panel of Fig.3.3.1.
As in Fig.3.3.1, the stable fixed point of the three-variable system is unstable for
the four-variable system, for which there is injection along U2. Unlike Fig.3.3.1,
where this injection is towards a stable fixed point, in Fig.3.3.2 the injection is onto
a stable limit cycle that has finite slow oscillations in (N , E, U2) with U1 = 0 in the
four-variable system.
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The three-variable MD system has a limit cycle in (N , E, U) for the case
shown in Fig.3 of MD. This is re-plotted in the two left panels of Fig.3.3.3 and in
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the left panel of Fig.3.3.4. Figures 3.3.3 and 3.3.4 relate to the time traces shown
in Figs.3.2.3 to 3.2.4 of the Chapter 3.2, obtained for parameter sets for the four-
variable system which are adjacent to those used in MD for the three-variable system.
For the parameters of Fig.3.3.3, which is the phase space plot for Fig.3.2.3, it is clear
from the two right-hand panels that the limit cycle behaviour is essentially that of
the MD system. The transient evolution towards the limit cycle involves circulation
on similar planes that have successively lower peak values of U2. The final limit cycle
in (N , E, U1), with U2 = 0, is essentially that in (N , E, U) for the three-variable
system.
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Figure 3.3.4: First panel: Projection of Fig.3 in MD on E-U plane. The parameters
are ν = 19, η = 0.12, q = 0.58, ρ = 0.55, σ = 0.6, ζ = 1.7. Middle panel: Phase plot
of Fig.3.2.4. Last panel: Phase plot of Fig.3.2.4 with 81 initial conditions. Stars
denote initial values, blue dots denote trajectories and red diamonds denote final
states.
The three-variable MD attractive limit cycle which manifests in the four-
variable system as shown in Fig.3.3.3 is, however, unstable. Figure 3.3.4, which is
the phase space plot for Fig.3.2.4, shows that the system leaves the former limit
cycle and transiently explores the additional phase space dimension associated with
the additional variable, before converging to a new fixed point that has N finite
and all other variables zero. This class of attractive fixed point is noted in Fig.4 of
MD, shown in the far left panel of Fig.3.3.5 and, projected on the (E, U) plane, in
the centre left panel. The two right-hand panels of Fig.3.3.5 are the phase space
plots for Fig.3.2.5, showing convergence to the origin in (E, U1, U2) space while N
remains finite. The final step to the origin is preceded by circulation around and
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away from an apparent repulsive fixed point with finite values of E, U1 and U2. The
far right panel of Fig.3.3.5 shows that the choice of initial conditions merely affects
the orientation in (U1, U2) space of the plane of this transient circulation.
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Figure 3.3.5: First panel: Phase plot for Fig.4 of MD. Second panel: Projection
of Fig.4 in MD on E-U plane. The parameters are ν = 19, η = 0.12, q = 0.582,
ρ = 0.55, σ = 0.6, ζ = 1.7. Third panel: Phase plot of Fig.3.2.5. Last panel: Phase
plot of Fig.3.2.5 with 81 initial conditions. Stars denote initial values, blue dots
denote trajectories and red diamonds denote final states.
Case q ν2/ν1 η2/η1 Timetraces Phaseplot Manifold
1 0.47 1.01 1.01 Fig.3.2.1 Fig.3.3.1 Fixed point
2 0.47 0.01 0.1 Fig.3.2.2 Fig.3.3.2 Limit cycle
3 0.58 1.01 1.01 Fig.3.2.3 Fig.3.3.3 Limit cycle
4 0.58 0.01 0.01 Fig.3.2.4 Fig.3.3.4 Limit cycle
5 0.582 1.0001 1.0001 Fig.3.2.5 Fig.3.3.5 Fixed point
6 0.582 1.001 0.05;0.06;0.1;0.11 Fig.3.2.6 N/A N/A
Table 3.2: Summary of Figs.3.2.1 to 3.3.5
The phase space behaviour discussed thus far assists us in re-visiting the time
traces in Fig.3.2.2, for which the corresponding phase plot is given in Fig.3.3.7. In
Fig.3.3.6 we annotate Fig.3.2.2 in light of Fig.3.3.7. These two Figures demonstrate
how, for the four-variable system, the T-mode of the three-variable system becomes
unstable at long times. The system then evolves towards the newly identified at-
tractive limit cycle in (N , E, U2). Here slow oscillations in N correlate with those
in U2, both of which remain finite throughout, while bursts of E, feeding on U2,
90
occur between extinctions. For the summary of these figures, please see Table 3.4
for details.
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 100000
1
2
3
time
N 
& 
E 
& 
U1
 &
 U
2
 
 
N
E
U1
U2
300 350 400 450 500 550 600 650 700 750 8000
1
2
3
time
N 
& 
E 
& 
U1
 &
 U
2
 
 
N
E
U1
U2
fixed point 3fixed point 4
fixed point 1
fixed point 4 fixed point 3
fixed point 1
fixed point 2
Figure 3.3.6: Time series of Fig.3.2.2 in Chapter 3.2, annotated in light of Fig.3.3.7.
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Figure 3.3.7: Phase plot of Fig.3.3.2 in Chapter 3.2.
3.4 Stability analysis in MD and ZCD models
We start from Eqs.(3.1.5-3.1.8), and for simplicity define the normalized equations
as
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
dE/dt =
(
N −N4 − E − U1 − U2
)
E ≡ f (E,U1, U2, N)
dU1/dt = ν1
(
E
1 + ζN4
− η1
)
U1 ≡ g1 (E,U1, N)
dU2/dt = ν2
(
E
1 + ζN4
− η2
)
U2 ≡ g2 (E,U2, N)
dN/dt = q − (ρ+ σE)N ≡ h (E,N)
(3.4.1)
We regard point (N0, E0, U10, U20) as a fixed point of the 4D system, and
define 
f0 ≡ f (E0, U10, U20, N0)
g10 ≡ g1 (E0, U10, N0)
g20 ≡ g2 (E0, U20, N0)
h0 ≡ h (E0, N0)
(3.4.2)
By construction f0 = g10 = g20 = h0 = 0. Near the fixed point, we make a
local linear expansion of the model parameters:
4E ≡ E − E0;4U1 ≡ U1 − U10;4U2 ≡ U2 − U20;4N ≡ N −N0; (3.4.3)
This gives rise to the linearised equations
f ≈ f0 + ∂f∂E 4 E + ∂f∂U1 4 U1 +
∂f
∂U2
4 U2 + ∂f∂N 4N
g1 ≈ g10 + ∂g1∂E 4 E + ∂g1∂U1 4 U1 +
∂g1
∂N 4N
g2 ≈ g20 + ∂g2∂E 4 E + ∂g2∂U2 4 U2 +
∂g2
∂N 4N
h ≈ h0 + ∂h∂E 4 E + ∂h∂N 4N
(3.4.4)
To obtain the eigenvalues of the system, we calculate the corresponding Ja-
cobian matrix
J =

∂
∂E f
∂
∂U1
f ∂∂U2 f
∂
∂N f
∂
∂E g1
∂
∂U1
g1
∂
∂U2
g1
∂
∂N g1
∂
∂E g2
∂
∂U1
g2
∂
∂U2
g2
∂
∂N g2
∂
∂Eh
∂
∂U1
h ∂∂U2h
∂
∂N h

(E0,U10,U20,N0)
(3.4.5)
We now identify the fixed points.
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1© if E = 0, 
N −N4 − E − U1 − U2 = K
U1 = 0
U2 = 0
N =
q
ρ
(3.4.6)
where K is a constant that can take any value.
2© if E 6= 0, 
N −N4 − E − U1 − U2 = 0(
E
1 + ζN4
− η1
)
U1 = 0(
E
1 + ζN4
− η2
)
U2 = 0
q − (ρ+ σE)N = 0
(3.4.7)
From the second and third equations in this group, it follows that U1 and U2
cannot be non-zero simultaneously.
(i) if U1 = 0, U2 6= 0, E 6= 0,
N −N4 − E − U1 − U2 = 0
E
1 + ζN4
− η1 = K
E
1 + ζN4
− η2 = 0
q − (ρ+ σE)N = 0
(3.4.8)
(ii) if U1 6= 0, U2 = 0, E 6= 0,
N −N4 − E − U1 − U2 = 0
E
1 + ζN4
− η1 = 0
E
1 + ζN4
− η2 = K
q − (ρ+ σE)N = 0
(3.4.9)
where K is a constant that can take any value.
(iii) if U1 = U2 = 0, E 6= 0,
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
N −N4 − E = 0
U1 = 0
U2 = 0
q − (ρ+ σE)N = 0
(3.4.10)
Solutions for the specific cases of the MD and ZCD systems considered in
this Chapter are shown in Table 3.3 and Table 3.4 respectively.
MD Fixed points(E;U ;N) Eigenvalues Property
Fig.2
0;0;0.8545 -2.28;-0.55;0.3213 Saddle point-Index 1
0.1742;0.2780;0.7181 −0.0360± 0.8099i;-0.7567 Spiral node(final state)
0.4638;0;0.5675 −0.6460± 0.0963i;5.2111 Inward spiral and source
Fig.3
0;0;0.8545 -2.28;-0.55;-0.1821 Node
0.2249;0.1077;0.8468 0.0069± 0.4991i;−0.9236 Outward spiral and sink(limit cycle)
0.0769;0;0.9729 0.0969;-0.7700;-1.7010 Saddle point-Index 1
0.4588;0;0.7028 3.8817;-0.3122;-0.9718 Saddle point-Index 1
Fig.4
0;0;1.0582 -2.28;-0.55;-0.1957 Node(final state)
0.2260;0.1036;0.8489 0.0080± 0.4892i;-0.9275 Outward spiral and sink
0.0825;0;0.9708 0.1002;-0.7821;-1.6558 Saddle point-Index 1
0.4576;0;0.7058 3.8348;-0.3058;-0.9764 Saddle point-Index 1
Table 3.3: Properties of stability analysis of MD system
3.5 Limit cycle analysis in ZCD model
In previous two sub-chapters(Chapter 3.3 and Chapter 3.4), we know that limit
cycle oscillations could be discovered if adjusting the ratios of η, ν and q. In this
sub-chapter, we try to demonstrate the inherent relationships between ZCD model
and limit cycle oscillations. The properties of fixed points and limit cycle oscillations
will be illustrated as well.
Figure 3.5.1 shows the parameter space of ν2/ν1 and η2/η1 when q = 0.47.
We calculated from t = 0 to t = 500, 000 time units. The red diamonds denote
final states that are limit cycles while the black dots denote stable fixed points
final states. It is demonstrated that the threshold of the appearance of limit cycle
oscillations is η2/η1 ' 0.20. Limit cycle oscillations cannot be found if η2/η1 value
is larger than the threshold. We also get the conclusion that ν2/ν1 influences much
less than η2/η1 in the parameter space if calculating in the range of 0 ≤ ν2/ν1 ≤ 2
and 0.18 ≤ η2/η1 ≤ 0.22.
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Figure 3.5.1: Parameter space of ν2/ν1 and η2/η1 when q = 0.47.
Figure 3.5.2 demonstrates the parameter space of ratios of η and ν when
q = 0.58. Like Figure 3.5.1, red diamonds and black dots are limit cycle oscillations
final states and stable fixed points final states respectively. The vertical red diamond
line in the left corner represents the limit cycle oscillations in MD model when ν2 = 0,
see Chapter 2.4.1. The threshold of this parameter space is η2/η1 ' 1.00. Similarly,
η2/η1 influence the properties of final states much more than ν2/ν1.
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Figure 3.5.2: Parameter space of ν2/ν1 and η2/η1 when q = 0.58.
Figure 3.5.3 is the parameter space when q = 0.582. In this case, the limit
cycle oscillations final states cannot be discovered in the range of 0 ≤ ν2/ν1 ≤ 2
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and 0 ≤ η2/η1 ≤ 2. We can conclude that the external heating flux q is a control
parameter in the ZCD dynamical system. With the increasing q from q = 0.58 in
Figure 3.5.2 to q = 0.582 in Figure 3.5.3, the properties of final states are totally
changed.
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Figure 3.5.3: Parameter space of ν2/ν1 and η2/η1 when q = 0.582.
3.6 Conclusions
Contemporary experimental results from the DIII-D[Schmitz et al., 2012] and HL-
2A tokamak devices[Xu et al., 2012b] reinforce the relevance of zero-dimensional
predator-prey models to transitions between energy confinement regimes. Under-
standing how the outputs of related, but different, predator-prey models for plasma
confinement phenomenology may resemble or deviate from each other is therefore
important. In Chapter 3, we have focused on the consequences of adding a second
predator, and hence a fourth field variable, to the three-field MD[Malkov and Di-
amond, 2009] model. Quantitative studies have been presented for parameter sets
that are maximally adjacent to those in MD, which yield the time traces shown in
Figs.3.2.1 to 3.2.6 and Fig.3.3.6. These are projections of the phase space dynam-
ics shown in Figs.3.3.1 to 3.3.5 and Fig.3.3.7. It is found that both congruences
and deviations can occur between the three-field and four-field models. For exam-
ple, Fig.3.3.4 shows how a limit cycle in the three-field system is unstable for four
fields in the relevant parameter range, where the attractor is a fixed point. Con-
versely Fig.3.3.2 shows a three-field fixed point mapping to a four-field limit cycle.
Figure 3.3.7 shows the complex, but resolved, phase space dynamics underlying a
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generalisation to four fields of the three-field scenario modelled in Fig.2 of MD. We
conclude that exploration of the linkages between different zero-dimensional mod-
els, capturing full phase space properties so far as computationally possible, needs
to keep pace with the continuing development and refinement of individual zero-
dimensional models in fusion plasma physics.
Zero-dimensional models remain attractive because they embody physically
motivated narratives that may account for global fusion plasma confinement phe-
nomenology. Ideally the end states (attractors) of zero-dimensional models, together
with the transitional behaviour en route from the initial configurations, should be
robustly identifiable with fusion plasma confinement states and transitions. Zero-
dimensional predator-prey models, constructed in terms of a small number of vari-
ables representing global quantities such as the drift wave turbulence level E , drift
wave driving temperature gradient N , zonal flow velocity VZF , geodesic acoustic
modes velocity VGAM , and the heating rate q in Eqs.(3.1.1) to (3.1.4), are intrin-
sically nonlinear. This nonlinearity implies the potential for a rich and varied set
of attractors and transitional behaviour, together with strong dependence on the
numerical values of model parameters. This Chapter has taken steps to explore this
potential for the model of interest in the case of parameter sets close to those studied
previously in MD, with a view to strengthening the links between families of zero-
dimensional models on the one hand, and fusion plasma confinement phenomenology
on the other. We note finally that some of the considerations addressed here may
carry over to other fields where it is hoped to develop zero-dimensional models that
have descriptive, or even predictive, power for global phenomena in macroscopic mul-
tiscale driven-dissipative systems. A topical instance is provided by zero-dimensional
modelling in climate science, see for example [Eliseev and Mokhov, 2007] and ref-
erences therein, where some general circulation models incorporate Lotka-Volterra
features[Cox et al., 2000].
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Chapter 4
Heating induced confinement
transitions in MD and ZCD
models
4.1 Introduction
Zero-dimensional models[Malkov and Diamond, 2009; Diamond et al., 1994; Bian
and Garcia, 2003; Bian, 2010; Itoh and Itoh, 2011; Miki and Diamond, 2011; Kim
and Diamond, 2003; Miki and Diamond, 2010; Miki et al., 2012, 2013c,a,d,b; Zhu
et al., 2013; Douglas et al., 2013] – that is, systems of coupled nonlinear differential
equations with a single independent parametric coordinate representing time – play
an important role in interpreting fusion plasmas behaviour. By choosing variables to
represent key macroscopic quantities such as the electron temperature gradient N ,
the intensity of micro-scale turbulence E, and the magnitude of meso-scale coherent
nonlinear structures U , zero-dimensional models can be constructed in a manner
that reflects the global phenomenology of, for example, L-mode and H-mode con-
finement physics. This enables empirically inspired physical models, which typically
include predator-prey or Lotka-Volterra dynamics, to be tested and explored quan-
titatively: a necessary step, given that the dynamics can be strongly nonlinear.
It has not previously been established whether, in zero-dimensional models, rapid
substantial increases in externally applied heating can engender sharp transitions in
confinement properties, akin to heating-induced transition from L-mode to H-mode
confinement in tokamak plasmas. First identified in [Wagner et al., 1982], the role
of heating in this transition has been examined experimentally in all large toka-
mak plasmas, including DIII-D[Burrell, 1994], JT-60U[Fukuda et al., 1997], Alcator
99
C-Mod[Greenwald et al., 1997] and ASDEX-U[Ryter et al., 1998], and in a range
of tritium, deuterium-tritium and hydrogen plasmas in JET[Righi et al., 1999].
For recent reviews of the H-mode and related fundamental plasma phenomena, see
for example [Tynan et al., 2009; Wagner, 2007; Diamond et al., 2011]. Here we
address heating-induced transitions in the framework of the well-established zero-
dimensional model of Diamond, Kim and Malkov[Malkov and Diamond, 2009; Kim
and Diamond, 2003], hereafter KD/MD, which couples the three variables (N,E,U)
introduced above, and is driven by the external heating flux q(t), using the normal-
ization of [Malkov and Diamond, 2009]. The model of ZCD will be analysed as well,
see [Zhu et al., 2013]. In the normalization mentioned above, the correspondence
between the E2 terms in equation (4.1.1) and equation (1) of [Diamond et al., 1994],
implies that the time scale throughout this system of equations scales with the in-
verse of the parameter a1 defined in [Diamond et al., 1994]. Table 1 of [Diamond
et al., 1994] provides expressions for this parameter in terms of physical quantities.
dE
dt
=
(
N −N4 − E − U)E (4.1.1)
dU
dt
= ν
(
E
1 + ζN4
− η
)
U (4.1.2)
dN
dt
= q (t)− (ρ+ σE)N (4.1.3)
The meso-scale coherent nonlinear structures U are induced by micro-scale tur-
bulence intensity E. The growth of micro-scale turbulence E is suppressed and
meso-scale structures U as well as being self suppressed. External heating drives
this system, and the external heating rate acts as a control parameter. The KD/MD
model was recently extended in [Zhu et al., 2013], to include a fourth variable repre-
senting a second predator population U2 of coherent nonlinear structures, for exam-
ple geodesic acoustic modes(GAMs), in addition to the KD/MD population(denoted
U1 in ZCD) originally intended to represent zonal flows(ZFs). The introduction of
these distinct classes of nonlinear structure in a zero-dimensional model follows the
philosophy of Itoh & Itoh[Itoh and Itoh, 2011]. We note that there is no direct
interaction between U1 and U2 due to the parallelism of ZFs and GAMs[Diamond
et al., 2005].
The ZCD extension[Zhu et al., 2013] of the KD/MD model is written as:
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dE
dt
=
(
N −N4 − E − U1 − U2
)
E (4.1.4)
dU1
dt
= ν1
(
E
1 + ζN4
− η1
)
U1 (4.1.5)
dU2
dt
= ν2
(
E
1 + ζN4
− η2
)
U2 (4.1.6)
dN
dt
= q (t)− (ρ+ σE)N (4.1.7)
In this Chapter we investigate how sharp step changes in heating power q(t)
in the KD/MD model, and its ZCD extension, can induce confinement transitions.
We also examine the impact of an oscillating heating rate on the ZCD extension,
obtaining results for the system dynamics which differ significantly from those found
in [Douglas et al., 2013] for the KD/MD model. We quantify the dynamics, both
in terms of the underlying (N,E,U) phase space and in terms of the energy con-
finement time τc which is the key figure of merit. We identify the scaling of τc with
heating power in the different confinement regimes of the KD/MD model and its
ZCD extension. This is an important first step towards direct comparison between
the global energy confinement times implicit in zero-dimensional models and the
empirical confinement time scalings determined from multiple tokamak plasma ex-
periments. We establish that the heating-induced confinement transitions are not
strongly sensitive to the timescale on which heating power is increased. The results
in this Chapter are a significant step in the validation of the zero-dimensional ap-
proach, and of the KD/MD model and its ZCD extension, together with the physical
identifications and assumptions which zero-dimensional models embody.
A new result of [Zhu et al., 2013] concerned the attractive fixed point of
the KD/MD model referred to as the transient mode (T-mode). It was found in
ZCD that the introduction of a second coherent field U2, acting as an additional
predator on the micro-scale turbulence E, transforms the post-heating T-mode into
a repulsive fixed point. A new attractive fixed point (see Figure 4.3.1 in Chapter
4.3) or limit cycle (see Figure 4.3.2 in Chapter 4.3) appears in ZCD, compare e.g.
Fig.13 of ZCD. Here we refer to this new attractor as the oscillation mode (O-
mode). Unlike the low confinement T-mode in KD/MD, the O-mode in ZCD has
good confinement properties, as we discuss below. In the stable O-mode, N is finite,
as is U2, with E zero or very small, and U1 zero. The present Chapter therefore also
explores heating-induced transitions that can give rise to the O-mode in the ZCD
extension of the KD/MD model.
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We find that in the ZCD model, when the external heating rate includes a
component that oscillates sinusoidally in time, as in [Douglas et al., 2013], a period-
doubling path to chaos exists. The amplitude A of the oscillatory component of the
heating rate is the control parameter. The micro-scale turbulence level E bifurcates
with increasing A, and the ratio of values of A at successive bifurcations is found to
yield the first Feigenbaum’s constant[Feigenbaum, 1978] to high accuracy.
4.2 Analytical confinement properties of the models
The energy confinement time in the KD/MD model and its ZCD extension can be
addressed analytically, to some extent. We may define the energy confinement time
τc at any instant by analogy with the fusion context[Freidberg, 2007], using
τc =
N
q − dN/dt (4.2.1)
The structure of Eq.(4.2.1) is standard; in the present context, it reflects the fact
that the electron temperature gradient N is a physical proxy for stored energy,
whose time evolution is driven by q in Eq.(4.1.3). It follows from Eqs.(4.1.3), (4.1.7)
and (4.2.1) that the confinement time in both KD/MD and ZCD is
τc =
1
ρ+ σE
(4.2.2)
for all t. At the fixed point, dN/dt = 0 and
τF =
NF
qF
=
1
ρ+ σEF
(4.2.3)
where subscript F denotes evaluation at the fixed point.
We will need to solve numerically the system of equations Eqs.(4.1.1) to
(4.1.3), and their ZCD counterparts Eqs.(4.1.4) to (4.1.7), in order to establish
whether fixed points are accessible and how transitions between them (induced by
changes in heating or otherwise) occur. However, provided the system can access
the fixed point, Eq.(4.2.3) will hold and we can find τF for that fixed point. As
discussed in KD/MD[Malkov and Diamond, 2009; Kim and Diamond, 2003], the
QH-mode fixed point has E = U = 0. It therefore follows from Eq.(4.1.3) that in
QH-mode there is linear scaling of stored energy with heating power,
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qQH = ρNQH (4.2.4)
and from Eq.(4.2.3), τQH = 1/ρ. In contrast the T-mode fixed point[Malkov and
Diamond, 2009] has E and U finite, and Eq.(4.2.3) then yields
τT =
1
ρ+ ση
(
1 + ζN4T
) = τQH
1 + (ση/ρ)
(
1 + ζN4T
) (4.2.5)
This reflects the degradation of confinement in T-mode compared to QH-mode,
associated with the level of T-mode turbulence ET = η
(
1 + ζN4T
)
. It further follows
from Eq.(4.1.3) that
qT = ρNT
[
1 + (ση/ρ)
(
1 + ζN4T
)]
(4.2.6)
in contrast to Eq.(4.2.4).
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Figure 4.2.1: KD/MD model dependence of ratios of confinement time τQH/τT (blue
stars; left scale) and temperature gradient NQH/NT (red crosses; right scale) on the
normalised increase in heating rate δq/q0. Solid line for τQH/τT is inferred from
Eqs.(4.2.5) and (4.2.6). Points are obtained from numerical results for δq = 0.495,
τQH = 1.8182, q0 values are shown in figure; other parameter values are ν = 19,
η = 0.12, ρ = 0.55, σ = 0.6, ζ = 1.7.
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Figure 4.2.2: ZCD model dependence of ratios of confinement time τQH/τO (blue
stars; left scale) and temperature gradient NQH/NO (red crosses; right scale) on the
normalised increase in heating rate δq/q0. Solid line is inferred from Eqs.(4.2.4) and
(4.2.9). Points are obtained from numerical results for δq = 0.20, τQH = 1.8182, q0
values are shown in figure; other parameter values are ν1 = 19, ν2 = 0.19, η1 = 0.12,
η2 = 0.012, ρ = 0.55, σ = 0.6, ζ = 1.7.
Inversion of Eq.(4.2.6) to yield NT as a function of qT can be achieved numer-
ically. Substitution of this result into Eq.(4.2.5) then yields τT as a function of qT .
In Fig.4.2.1 we plot the relative changes in the proxy for stored energy, NQH/NT ,
and in confinement time τQH/τT , as functions of the normalised increase in heating
power δq/q0 in the KD/MD model, where δq = qQH−qT and q0 = qT . The solid line
in Fig.4.2.1 is derived from Eqs.(4.2.4) to (4.2.6), with over-plotted points derived
from direct solution of Eqs.(4.1.1) to (4.1.3) and (4.2.1).
The O-mode attractive fixed point or limit cycle of ZCD can be well approx-
imated by U1 = 0 and
EO = η2
(
1 + ζN4O
)
(4.2.7)
U2O = NO −N4O − EO (4.2.8)
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It follows that
τO =
1
ρ+ ση2
(
1 + ζN4O
) (4.2.9)
Analysis similar to that for the T-mode following Eq.(4.2.5) is then possible.
In this Chapter, the T-mode is the lower confinement regime, compared to
the enhanced confinement QH-mode in KD/MD and ZCD, and also compared to the
O-mode in ZCD. The model QH-mode has highly idealised confinement properties
embodied in Eq.(4.2.4). Figure 4.2.2 shows that the confinement properties of the
ZCD post-heating O-mode are very similar to QH-mode, although weakly depen-
dent on heating. These good confinement regimes effectively provide the benchmark
with respect to which the degraded T-mode confinement is normalised. Figures.4.2.1
and 4.2.2 provide a general method to parametrise the energy confinement transi-
tion properties of zero-dimensional models in similar terms to experiments, see for
example the classic studies of tokamak plasma confinement scaling in [Kaye et al.,
1997] for L-mode and [Doyle et al., 2007] for H-mode. We have used parameter val-
ues here that correspond to those in [Malkov and Diamond, 2009; Zhu et al., 2013].
Different sets of values of these parameters would correspond to different values of
the ratio ση/ρ and of ζ, and to different locations of the fixed points in phase space
for given δq/q0. This suggests that an extensive exploration of parameter space
could yield confinement time ratios more nearly consistent with experiment than
those in Figure 4.2.1.
4.3 Confinement transition induced by heating in MD
model
Understanding the confinement properties of the fixed point attractors and limit
cycles of the KD/MD model and its ZCD extension is necessary, but not sufficient,
for analysing the mapping from these zero-dimensional approaches to tokamak phe-
nomenology. The transient time evolution of the system variables towards and
between fixed points can, as we shall see, be of long duration and may relate to
tokamak scenarios. In this sub-chapter, we focus particularly on changes in time
evolution that are consequent on rapid changes in heating power q.
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Figure 4.3.1: Time traces and phase space evolution for the KD/MD model,
Eqs(4.1.1) to (4.1.3), with a discontinuous increase in heating rate q by amount
δq = 0.16 from q0 = 0.45 at t = 2000 time units; q reverts to q0 at t = 3000 time
units. Upper left plot shows time traces of variables N (black), q (dashed magenta),
U (red) and E (green). Lower left plot shows time trace of energy confinement time
τc defined by Eq.(4.2.1). Right plot shows time evolution of the system in (N,E,U)
phase space. The sequence of key phases is labelled in all three plots in this Figure
as follows. A is the initial transient evolution from the over-powered H-mode point I,
leading to convergent cyclic motion towards fixed point attractor B corresponding to
T-mode. At C the instantaneous increase in heating rate q induces rapid departure
from the T-mode attractor B to the QH-mode (increased N ; E = U = 0) attractor
D with improved confinement time. Instantaneous reversion of q to initial value q0
brings the end of phase D and results in immediate transition to a QH-mode by
exponential decrease in N , labelled E, with a lower value of N and the same con-
finement time as phase D. There is later a spontaneous back transition from E at
t = 4000 time units, followed by convergent cyclic motion F to the T-mode attractor
B.
Figures 4.3.1 to 4.3.3 display an example of the responses, in the KD/MD
model, to a substantial instantaneous rise δq in heating power q, which is then
sustained at this higher level before later returning instantaneously to its initial
level q0. The resulting system dynamics – a proxy for plasma phenomenology – is
characterised in each Figure in terms of time traces of N,E,U and q (upper plot),
and of τc (lower plot). The heating power q0 is successively larger in the system
shown in Fig.4.3.1 through Fig.4.3.3. Before δq is applied, the system has relaxed
to its attractor for q0. For the particular parameter values chosen, in Figs.4.3.1 to
106
4.3.3 this fixed point is a state with relatively low N , and non-zero turbulence level
E and zonal flow amplitude U . In KD/MD, this low confinement fixed point is
referred to as the transient mode (T-mode).
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Figure 4.3.2: As Fig.4.3.1, for the case where q0 = 0.47. The major difference is
the longer duration of the post-heating QH-mode phase E, after reversion of q to its
initial value.
Figure 4.3.1 shows that instantaneous application of δq = 0.16 to the q0
= 0.45 T-mode causes a transition to an improved confinement regime which is
identified by KD/MD with the quiescent H-mode (QH-mode). This is a fixed point
which has larger N , while E = U = 0. As a consequence (from Eq.(4.2.4)), the
value of τc rises instantly by about twenty per cent. At the termination of additional
heating when q → q0, the system is still at this fixed point but now at lower N ,
with E and U still zero, hence still a QH-mode. The value of τc remains constant
at its value for the additionally heated QH-mode, since τQH = 1/ρ is independent
of N . This second QH-mode phase persists for some time after the heating power
has reverted to the lower initial value q0 = 0.45. Eventually the system returns to
the initial T-mode.
In Figure 4.3.2, the duration of the QH-mode after the heating has reverted to
its initial value q0 is substantially longer than in Fig.4.3.1. Here the only parameter
difference from Fig.4.3.1 is that q0 = 0.47, implying a slightly higher maximum
power q0 + δq and slightly lower fractional change δq/q0. For the case shown in
Fig.4.3.3, where q0 = 0.49, the system remains in the post-heating QH-mode until
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the run ends. An eventual back transition to T-mode after the heating power reverts
to q0 = 0.49 has not had time to occur.
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Figure 4.3.3: As Fig.4.3.2, for the case where q0 = 0.49. The major difference is
that the back transition from the post-heating QH-mode phase E, which is not a
stable attractor, has not yet occurred by the end of this run.
In conclusion, in Figs.4.3.1 to 4.3.3, the initial T-mode with confinement
time τT is sustained by the heating rate q0 = qT . The sharp rise in heating rate
to q0 + δq = qQH triggers the transition to the QH-mode at higher N and with
improved confinement time τQH .
4.4 Confinement transition induced by heating in ZCD
model
Figures 4.4.1 to 4.4.3 show the counterparts to Figs.4.3.1 to 4.3.3 that are obtained
from the ZCD extension of the KD/MD model; that is, when a fourth variable U2
representing a second coherent field predator is added to the KD/MD model, see
Eqs.(4.1.4) to (4.1.7). The phenomenology of the heating-induced QH-mode and
post-heating QH-mode in Figs.4.4.1 to 4.4.3 is very similar to that in the corre-
sponding Figs.4.3.1 to 4.3.3 for the KD/MD model.
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Figure 4.4.1: As Fig.4.3.1, for the two-predator ZCD model, Eqs(4.1.4) to (4.1.7),
with a sharp heating transition where q0 = 0.45, δq = 0.16. The second predator
field U2 is traced in blue in the upper left plot. The major difference from Fig.4.3.1
is that the post-heating T-mode state F is a repulsive fixed point, from which the
system spontaneously transitions and converges cyclically to the fixed point G. This
is known from [Zhu et al., 2013] and has enhanced N and finite U2, with E very
small. Here we refer to the attractive fixed point G as an example of O-mode.
From this we can infer that the induction of enhanced confinement by addi-
tional heating in the KD/MD model is robust against the introduction of a fourth
variable as in ZCD. It is known[Zhu et al., 2013] that the eventual post-heating
T-mode is a fixed point attractor in KD/MD but is a repulsive fixed point in ZCD.
Figures 4.4.1 and 4.4.2 capture the transition from T-mode to the new ZCD fixed
point (phase G in Fig.4.4.1) or limit cycle (phase G in Fig.4.4.2). This is the O-mode,
with good confinement, as discussed in Chapter 4.2.
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Figure 4.4.2: As Fig.4.3.2, for the two-predator ZCD model[Zhu et al., 2013] with
a sharp heating transition where q0 = 0.47, δq = 0.16. The major difference from
Fig.4.3.2 is that the post-heating T-mode state F is a repulsive fixed point, from
which the system spontaneously transitions and converges cyclically to the limit
cycle G. This is known from [Zhu et al., 2013] and has oscillations of enhanced N
and finite U2, accompanied by small pulses of E. Here we refer to the attractive
limit cycle G as an example of O-mode.
We have repeated this analysis using a smooth function for the transition in
heating, represented by q (t) = A0 + A1 tanh (t/T ), where T is the time scale for
the heating transition (ramp up), see Chapter 4.5. We obtain essentially the same
results as those reported above, for a broad range of T values. This suggests that,
for the parameter sets considered in this Chapter, this model would not generate a
smooth transition between confinement regimes in response to a heating rate which
slowly rises or falls over time. Whether such phenomenology can be generated by
this model in other parameter regimes remains to be investigated.
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Figure 4.4.3: As Fig.4.3.3, for the two-predator ZCD model[Zhu et al., 2013] with
a sharp heating transition where q0 = 0.49, δq = 0.16. There is insufficient run
time for the phase E QH-mode to transition to T-mode and then to the O-mode
attractor, unlike Figs.4.4.1 and 4.4.2.
4.5 Impact of smoothed changes of external heating flux
on MD model
We test that the heating-induced transitions between confinement regimes are not
strongly sensitive to the temporal sharpness of the change in heating rate from q0
to q0 + δq. We repeat the numerical experiments of Chapter 4.3 and Chapter 4.4
for the same parameters, except that the heating transition up and down is now a
continuous tanh function. Specifically q(t) = q0 + δq(t) where
δq(t) = 0.08{tanh [16 + 0.03 (t− 2500)]}; 0 ≤ x ≤ 2500 (4.5.1)
= 0.08{tanh [16− 0.03 (t− 2500)]}; 2500 < x ≤ 5000 (4.5.2)
Thus there is a finite timescale over which the heating power increases and, later,
reverts to its initial value.
The sequence of key phases is labelled as follows in all three plots in Fig.4.5.1,
which is the counterpart to Fig.4.3.1. A is the initial transient evolution from the
over-powered H-mode point I, leading to convergent cyclic motion towards fixed
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point attractor B corresponding to T-mode. The smooth increase in heating rate q
induces immediate departure from the T-mode attractor B to a mode C, which has
higher N but lower confinement time than T-mode B. The system slowly diverges
cyclically from C before transitioning rapidly to QH-mode D with improved confine-
ment time. Smooth reversion of q to initial value q0 brings the end of phase D and
results in transition to a QH-mode, labelled E, with a lower value of N and the same
confinement time as phase D. There is later a spontaneous back transition from E at
t = 3500 time units, followed by convergent cyclic motion F to the T-mode attractor
B.
The primary difference between Fig.4.5.1 and its counterpart Fig.4.3.1 is the
transition to the distinct long-lived phase C which is triggered by the smooth increase
in heating power. Figure 4.5.1 shows that phase C is associated with a repulsive
fixed point, from which the system eventually evolves to the same QH-mode D that
is found in Fig.4.3.1.
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Figure 4.5.1: Time traces and phase space evolution for the MD model, Eqs(4.1.1)
to (4.1.3), with a smooth increase, represented by the tanh function in Eqs.(4.5.1)
and (4.5.2), in the heating rate q by an amount δq = 0.16 from q0 = 0.45 around
t = 2000 time units; q reverts to q0 around t = 3000 time units. Upper left plot
shows time traces of variables N (black), q (dashed magenta), U (red) and E (green).
Lower left plot shows time trace of energy confinement time defined by Eq.(4.2.1).
Right plot shows time evolution of the system in (N,E,U) phase space.
Fig.4.5.2 differs from Fig.4.5.1 in that phase C is transient. The post-heating
QH-mode E lasts longer than in Fig.4.5.1. Unlike in Fig.4.3.3, there is time for the
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eventual back transition to T-mode phase F to occur in Fig.4.5.2. We conclude
that discontinuous (Figs.4.3.1 to 4.3.3) and slightly smoothed (Figs.4.5.1 and 4.5.2)
changes of heating rate with time produce essentially similar results.
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Figure 4.5.2: As Fig.4.5.1, for the case where q0 = 0.49. There are two major
differences from Fig.4.3.3. First, confinement time τc during phase C experiences a
transient drop before jumping to higher confinement regime. Second, a spontaneous
back-transition F to T-mode appears after long duration phase E QH-mode.
4.6 Impact of oscillating heating rate on ZCD model
A topical question concerns the system response to oscillations, in time, of the
heating rate about a constant value. The resultant changes in the phenomenology
generated by zero-dimensional models are of interest both theoretically and, poten-
tially, experimentally. Repeated on-off switching of electron cyclotron heating is
now routine[Leuterer et al., 2001], so that quasi-oscillatory ECH scenarios are be-
coming realisable. If one can identify distinctive signatures in the system response
of a zero-dimensional model in such scenarios, this could assist a potential future
experimental probe of the physical assumptions embodied in that model. We now
examine the ZCD model in this context, and find that such a signature indeed ex-
ists, in the form of a classical period-doubling path[Hilborn, 1994] to chaos in the
electron temperature gradient N , coherent meso-scale field amplitude U2, and level
of micro-scale turbulence intensity E, as the amplitude of the oscillatory component
of the heating rate is increased. The response of the MD model, which has one
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fewer variable and does not appear to exhibit this distinctive phenomenology, was
investigated in [Douglas et al., 2013].
We represent the heating rate by
q (t) = q0 +A sin (ωt) (4.6.1)
where q0 = 0.47, ω = 0.05 and all other coefficients and initial conditions take the
values that were used to generate Fig.4.4.2. This oscillatory time scale is fast com-
pared to the duration of quasi-stationary phase in Figs.4.4.1 to 4.4.3. Specifically,
the ratio of period of oscillating heating rate and that of limit cycle in Fig.4.4.2 is ap-
proximately 43.6 per cent. The control parameter in the following study is thus the
amplitude A of the oscillatory component of the heating rate defined in Eq.(4.6.1).
Figures 4.6.1 to 4.6.3 show the initial period-doubling path from period-1, via period-
2, to period-4 as the value of A is increased from 0.0215 through 0.0240 to 0.0270.
We note that these values of A are correspond to a few per cent of the steady heating
rate q0 = 0.47. Figures 4.6.1 to 4.6.3 all show: on the left, the power spectrum of N ;
on the right, the full attractor in (N,U2, E) space; and, inset, the time series of N .
Figure 4.6.4 provides an additional perspective on this period-doubling by showing
the power spectra of N from Figs.4.6.1 to 4.6.3 over-plotted in the frequency range
from 0.04 to 0.08. The fully chaotic attractor is shown in Fig.4.6.5, obtained for
A = 0.0295. Figure 4.6.6 provides a comprehensive diagram of the period-doubling
bifurcation path to chaos in the value of micro turbulence level E as A is increased
from 0.0215 to 0.0295 in the ZCD model. We have obtained the values of An at
which the nth period-doubling bifurcations occur, from period-1 to period-8. We
find A1 = 0.0230, A2 = 0.0265, A3 = 0.0272 and A4 = 0.0273, giving the ratios 4.666
which is within 0.05 per cent of the expected value 4.669[Feigenbaum, 1978].
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Figure 4.6.1: Period-1 oscillation in ZCD system dynamics in response to the varying
heating rate defined by Eq.(4.6.1) with A = 0.0215; other parameter values are as
for Fig.4.4.2. Left, the power spectrum of N ; right, the full attractor in (N,U2, E)
space; inset, the time series of N .
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Figure 4.6.2: As Fig.4.6.1, showing period-2 oscillation in ZCD system dynamics
when A = 0.0240.
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Figure 4.6.3: As Fig.4.6.1, showing period-4 oscillation in ZCD system dynamics
when A = 0.0270.
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Figure 4.6.4: Period-doubling illustrated by the power spectra of N from Figs.4.6.1
to 4.6.3, over-plotted in the frequency range from 0.04 to 0.08. Blue, red and black
dash lines denote spectra of period-1, period-2 and period-4 respectively.
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Figure 4.6.5: As Fig.4.6.1, showing chaotic attractor of the ZCD system dynamics
when A = 0.0295.
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Figure 4.6.6: Period-doubling bifurcation path to chaos of ZCD system dynamics.
Micro-turbulence level E is plotted versus amplitude A of oscillatory heating com-
ponent in Eq.(4.6.1), in the range 0.0215 to 0.0295. The first four arrows indicate
successive bifurcations, which occur at values A = 0.0230, 0.0265, 0.0272 and 0.0273.
These yield Feigenbaum’s ratio to within 0.05 per cent. The fifth arrow marks a
period-6 window within the chaotic region.
117
4.7 Conclusions
In this Chapter we have shown that the KD/MD model and its ZCD extension
capture a key feature of tokamak plasma confinement phenomenology, additional to
those previously noted in [Malkov and Diamond, 2009; Kim and Diamond, 2003]
and [Zhu et al., 2013]. Specifically, a rapid substantial change in heating power
can trigger a transition to an enhanced confinement regime having steeper elec-
tron temperature gradient N , longer energy confinement time τc, and suppressed
micro-scale turbulence level E. Enhanced confinement is sustained throughout the
duration of the heating pulse. It can continue after heating reverts to its initial
level, retaining the same value of τc but with lower N , for a time whose duration de-
pends on the values of the initial and additional levels of heating. Importantly, this
tokamak plasma-like enhanced confinement phenomenology is robust: both against
minor variations of the switch-on time scale for the additional heating, and against
inclusion of a second predator field in the model. The latter step also creates a new
attractive fixed point or limit cycle which has enhanced confinement characteristics.
This O-mode has higher values of N and τc than the lower confinement T-mode
which precedes it, with nonlinear structure amplitudes U1 = 0 and U2 finite, and
micro-scale turbulence level small or zero. The KD/MD model and its ZCD ex-
tension also possess well defined scaling relations between energy confinement time
and heating power, which can be calculated. We emphasise again that numerical
solution of the time evolving system, as well as knowledge of its fixed points, are
necessary for these studies.
From a dynamical systems perspective, we have identified a confinement time
parameter τc which depends only on the values of the macroscopic fields (E,U,N, q).
The value of τc at the fixed points can be used to characterise the confinement states
of the model. Since these values can be found analytically for any zero-dimensional
model, we have provided a procedure to obtain the dependence of confinement time
on the heating enhancement δq/q0. If these fixed points are attractors in the model,
then the duration of these confinement states will be long and will be insensitive
to the detailed time dependence of heating q(t). If on the other hand these fixed
points are repulsive, then full numerical solution of the given zero-dimensional model
equations is required to determine the duration of the corresponding confinement
states, and whether this is sensitive to the detailed time dependence of the heating
q(t).
When a small oscillatory-in-time component is added to the steady heating
rate, we find that the ZCD model can exhibit a classic period-doubling path to chaos
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in, for example, the level of micro-turbulence E as the amplitude of oscillation is in-
creased. In this, the ZCD model may differ from the MD model, for which oscillatory
heating was studied in [Douglas et al., 2013]. This distinctive phenomenology may
offer a path to future experimental testing of the assumptions of zero-dimensional
models, and perhaps distinguishing between them.
We infer that the heating-induced transitions between confinement regimes
are not strongly sensitive to the temporal sharpness of the change in heating rate
from q0 to q0 + δq. We have repeated the numerical experiment of Chapters 4.3 to
4.4 for the same parameters, except that the heating transition up and down is now
a continuous tanh function. We conclude that discontinuous and slightly smoothed
changes of heating rate with time produce essentially similar results. Resilience
against noise fluctuations in the heating has also been investigated. We find that
the results are effectively invariant against noise in the heating at levels of 1% to
10%.
The results in this chapter reinforce the apparent validity of the conceptually
simple (albeit strongly nonlinear) physical picture embodied in the KD/MD model.
Very few simple first principles models can spontaneously generate tokamak-like
enhanced confinement phenomenology; the sandpile of [Chapman et al., 1999, 2001]
is an example. It is increasingly clear that the KD/MD model is in this category.
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Chapter 5
Heat pulse model in the Large
Helical Device
5.1 Introduction
In this Chapter, we analyse a recent successful zero-dimensional model[Dendy et al.,
2013] by applying travelling wave transformation to show the intrinsic links in
anomalous transport of heat and particle. The zero-dimensional model of [Dendy
et al., 2013], which incorporates only time dependence, is successful in quantita-
tively capturing the local time evolution of δ∇Te and δqe at a specific radius. We
refer in particular to Figs.3 and 5 of [Dendy et al., 2013]. This motivates the fol-
lowing optimistic physical conjecture, which we test in the present Chapter. The
zero-dimensional model is known to work at the best diagnosed spatial location,
capturing the time evolution of the pulse there, where t = 0 is defined to be the
local arrival time of the initial impulsive perturbation. Therefore we conjecture that
the zero-dimensional model ought to work at each location across the radial domain
of the plasma within which the same physical processes determine the behaviour of
the pulse. From this we infer that the model ought to apply in a frame co-moving
radially with the heat pulse across this region. This final step in the conjecture
provides a simple path to construct a spatio-temporally dependent model from the
tested time-dependent-only model of [Dendy et al., 2013]. We replace t in Eqs.(1-3)
of [Dendy et al., 2013] by ξ = x+ v0t; here v0 is to be considered as a proxy of pulse
propagation velocity in the radial direction x, and the sign convention adopted for
t assists consideration of inward propagation. Importantly, as we shall show, the
mathematical structure of the resultant model equations, combined with the choice
of physical model parameters that carries over from [Dendy et al., 2013], yields a
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formula for v0 that aligns with prior empirical expectations.
The normalised zero-dimensional model[Dendy et al., 2013] examined be-
low is constructed in terms of the three key physical quantities that were mea-
sured[Inagaki et al., 2010] so as to characterise pulse propagation in LHD. These
are the deviation from steady state of the electron temperature gradient δ∇Te, the
excess turbulent heat flux δqe, and the deviation of electron temperature δTe, from
its steady-state value. The dimensionless counterparts of these variables are denoted
by x1, x2 and x3 respectively, as defined in [Dendy et al., 2013]. This model shows
quantitative agreement between its outputs and experimental measurements of the
time evolution of these variables at fixed locations in the LHD plasma, after rapid
cooling at the edge. It is successful both when core electron temperature rises and
when it drops. However, for given parameters and initial conditions, the model only
simulates the time evolution of a passing heat pulse at a specific radius, for example
r/a = 0.19 in [Dendy et al., 2013]. Spatial dependence is eliminated from the phys-
ical picture underlying the model in [Dendy et al., 2013] by using the parameter
1/Lc as a proxy for divergence in the heat flux energy conservation equation; here
Lc is the characteristic scale-length of steady-state turbulent transport. The model
equations (5) to (7) of [Dendy et al., 2013] are as follows
dx1
dt
= κT0x2 + x1x2
∂κT
∂x1
+ x2x3
∂κT
∂x3
− γL1x1 (5.1.1)
dx2
dt
= −κQ0x1 − x21
∂κQ
∂x1
− x1x3∂κQ
∂x3
− γL1x2 (5.1.2)
dx3
dt
= − 1
τc
η
χ0
x2 − γL2x3 (5.1.3)
The physical significance of the various coefficients is described in the discus-
sion of equations (1) to (4) of [Dendy et al., 2013]. We note that, from Eq.(5.1.3)
above, x3 is slave to x2 because the electron temperature deviation from steady state
is damped linearly and by excess turbulent transport which scales with x2. Thus
x3 is not an independent variable in the model, although plotting x3 is valuable for
model validation.
Central to the present Chapter is the adoption of travelling wave transfor-
mations as a method for generating (x, t)–dependence from the t–dependent model
of Eqs.(5.1.1) to (5.1.3). We assume that
xi (x, t) = yi (ξ) , ξ = x+ v0t i = 1, 2, 3 (5.1.4)
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Here x and t are considered to be independent variables, and we refer to v0 as the
pseudo-velocity of the pulse. This pseudo-velocity is expected to be similar, but not
identical, to the real measured velocity of the pulse. It then follows that
dxi
dt
=
dyi
dξ
∂ξ
∂t
= v0
dyi
dξ
i = 1, 2, 3 (5.1.5)
Due to the fact that y3 is a dependent variable, we choose to simplify by neglecting all
y3 related terms in Eqs.(5.1.1) to (5.1.3), and substitute Eq.(5.1.5) into Eqs.(5.1.1-
5.1.2), yielding
−v0dy1
dξ
= κT0y2 + y1y2
∂κT
∂y1
− γL1y1 (5.1.6)
−v0dy2
dξ
= −κQ0y1 − y21
∂κQ
∂y1
− γL1y2 (5.1.7)
Our new model Eqs.(5.1.6-5.1.7) comprises only two independent variables: y3 values
are deduced using Eq.(5.1.3) directly from the timeseries of y2 and Eq.(5.1.3) above.
Let us now operate on Eq.(5.1.6) with d/dξ and multiply Eq.(5.1.7) by κT0, then
eliminate dy2/dξ by substitutions. This yields the following equation to leading
order approximation, see Chapter 5.2 for further details:
v0
d2y1
dξ2
− γL1dy1
dξ
+
(
κT0
v0
∂κQ
∂y1
+
κQ0
v0
∂κT
∂y1
)
y21 +
κT0κQ0
v0
y1 = −κT0γL1
v0
y2 +
κT0
v0
∂κT
∂y1
y22
(5.1.8)
The second coupled nonlinear ordinary differential equation is derived by applying
similar procedures, see Chapter 5.2 for further details:
v0
d2y2
dξ2
− γL1dy2
dξ
+
κT0κQ0
v0
y2 =
κQ0γL1
v0
y1 − y1y2
(
κQ0
v0
∂κT
∂y1
+ 2
κT0
v0
∂κQ
∂y1
)
(5.1.9)
Equations (5.1.8) and (5.1.9) comprise our mathematical model for the prop-
agating heat pulse. Its physical motivation is that of [Dendy et al., 2013], combined
with the co-moving conjecture outlined above and expressed in Eq.(5.1.4). The
mathematical structure of Eqs.(5.1.8) and (5.1.9) can be linked, in certain approx-
imations, to the Korteweg-de Vries-Burgers(KdV-Burgers) equation[Kudryashov,
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2009] and to a damped wave equation in the co-moving frame, respectively. The left
hand side of Eq.(5.1.8) corresponds to that in the formulation of the KdV-Burgers
equation in Eq.(5.3) of [Kudryashov, 2009]. This is known to support soliton pulses
that move at a speed determined by the coefficient of the term which is linked to y1.
This motivates the following conjecture regarding heat pulse velocity in our model:
v0 ∼ (κTκQ)1/2 (5.1.10)
This scaling has previously been noted empirically from heat pulse experiments
[Lopes Cardozo, 1995; Garbet et al., 2007]. From those references, we can also
assume that v0 ∼
(
χ0 (κTκQ)
1/2
)1/2
or v0 ∼
(
η (κTκQ)
1/2
)1/2
. The numerical
value of v0, which may be expected to align with Eq.(5.1.10), is obtained empirically
below.
5.2 Travelling wave transformations on the model
The zero-dimensional model in [Dendy et al., 2013], shown below, is constructed in
terms of three key unnormalised plasma quantities which are directly measured in
the LHD experiments: the excess electron temperature gradient(δ∇Te), excess tur-
bulence heat flux(δqe) and electron temperature deviation from steady state(δTe).
∂
∂t
(δ∇Te) = κT (Te,∇Te) δqe
χ0ne
− γL1δ∇Te (5.2.1)
∂
∂t
(
δqe
χ0ne
)
= −κQ (Te,∇Te) δ∇Te − γL1 δqe
χ0ne
(5.2.2)
∂
∂t
(Te − Te0) = −η∇ ·
(
δqe
χ0ne
)
− γL2 (Te − Te0) (5.2.3)
Coupling coefficients are denoted by κT and κQ, which are functions of the election
temperature and its local spatial gradient. η and χ0 are parameters which represent
diffusivity. Background turbulent transport give rise to damping rates which are
denoted by γL1 and γL2. We infer to [Dendy et al., 2013] for further discussion. By
adopting normalization coefficients below[Dendy et al., 2013], the normalised model
equations Eqs.(5.2.4) to (5.2.6) follow [Dendy et al., 2013].
x1 = Lcδ∇Te/Te0, x2 = Lcδqe/χ0neTe0, x3 = (Te − Te0) /T0,
κT (Te, δ∇Te) = κT0 + (Te − Te0) (∂κT /∂Te) + δ∇Te (∂κT /∂∇Te),
κQ (Te, δ∇Te) = κQ0 + (Te − Te0) (∂κQ/∂Te) + δ∇Te (∂κQ/∂∇Te).
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dx1
dt
= κT0x2 + x1x2
∂κT
∂x1
+ x2x3
∂κT
∂x3
− γL1x1 (5.2.4)
dx2
dt
= −κQ0x1 − x21
∂κQ
∂x1
− x1x3∂κQ
∂x3
− γL1x2 (5.2.5)
dx3
dt
= − 1
τc
η
χ0
x2 − γL2x3 (5.2.6)
These are Eqs.(5.1.1) to (5.1.3) in the Chapter 5.1. Using the travelling wave trans-
formations Eqs.(5.1.4-5.1.5) and neglecting all y3 related terms as discussed in the
main text, Eq.(5.2.4) and Eq.(5.2.5) reduce to
−v0dy1
dξ
= κT0y2 + y1y2
∂κT
∂y1
− γL1y1 (5.2.7)
−v0dy2
dξ
= −κQ0y1 − y21
∂κQ
∂y1
− γL1y2 (5.2.8)
We operate on Eq.(5.2.7) with d/dξ, and multiply Eq.(5.2.8) by κT0:
−v0d
2y1
dξ2
= κT0
dy2
dξ
+
(
dy1
dξ
y2 + y1
dy2
dξ
)
∂κT
∂y1
− γL1dy1
dξ
(5.2.9)
κT0v0
dy2
dξ
= κT0κQ0y1 + κT0y
2
1
∂κQ
∂y1
+ κT0γL1y2 (5.2.10)
Substituting Eq.(5.2.10) into Eq.(5.2.9) to eliminate dy2/dξ yields
−v0d
2y1
dξ2
=
1
v0
(
κT0κQ0y1 + κT0
∂κQ
∂y1
y21 + κT0γL1y2
)
+
(
dy1
dξ
y2 + y1
dy2
dξ
)
∂κT
∂y1
− γL1dy1
dξ
(5.2.11)
After leading order approximations and transposition,
dy1
dξ
y2 = −κT0
v0
y22 + ......, (5.2.12a)
dy2
dξ
y1 =
κQ0
v0
y21 + ...... (5.2.12b)
we obtain Eq.(5.1.8).
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We operate on Eq.(5.2.8) with d/dξ, and multiply Eq.(5.2.7) by κQ0:
−v0d
2y2
dξ2
= −κQ0dy1
dξ
− 2∂κQ
∂y1
y1
dy1
dξ
− γL1dy2
dξ
(5.2.13)
−v0κQ0dy1
dξ
= κQ0κT0y2 + κQ0
∂κT
∂y1
y1y2 − κQ0γL1y1 (5.2.14)
Substituting Eq.(5.2.15) into Eq.(5.2.14) to eliminate dy1/dξ yields
−v0d
2y2
dξ2
=
1
v0
(
κQ0κT0y2 + κQ0
∂κT
∂y1
y1y2 − κQ0γL1y1
)
− 2∂κQ
∂y1
y1
dy1
dξ
− γL1dy2
dξ
(5.2.15)
After leading order approximation and transposition,
2
∂κQ
∂y1
y1
dy1
dξ
= −2κT0
v0
∂κQ
∂y1
y1y2 + ...... (5.2.16)
we obtain Eq.(5.1.9).
5.3 Comparison of model results with the LHD exper-
imental data
Recall that y1, y2 and y3 are the dimensionless counterparts of δ∇Te, δqe and δTe
respectively. Solution of our model, embodied in the two coupled nonlinear ordinary
differential equations Eqs.(5.1.8) and (5.1.9), proceeds as follows. First, the numer-
ical values for κT , κQ and their derivatives, together with the numerical values of
γL1, γL2, η, τc and χ0, carry over identically from [Dendy et al., 2013], to which we
refer for the experimental motivation for these values. See Table 5.1 for detailed
information.
The new model embodied in Eqs.(5.1.8) and (5.1.9) is strongly nonlinear. In
solving it, we have three kinds of degrees of freedom. First, there are the initial
values of y
′
i (ξ = 0). Secondly, there is the value of the pseudo-velocity v0. Third, it
is possible to apply fixed horizontal and vertical shifts in the values of the electron
temperature and time, provided these shifts are applied uniformly to all outputs of a
simulation, as a way of reducing systematic errors introduced by parameter choices.
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We optimise model outputs, for comparison with the experimental measurements,
in these three ways. These model outputs (time traces of y1, y2 and y3) reflect
the underlying phase space structure of the solutions of the nonlinear system of
equations. We recall also that the great majority of model parameter values, see
e.g. Table 5.1, are determined by experimental measurements.
@
@@
κT0 ∂κT /∂x1 κQ0 ∂κQ/∂x1 γL1 = γL2 χ0 η = 2χ0/3 η/τcχ0
Te Rise(R) 15 1.5 225 22.5 35 3.2 2.13 10.5
Te Drop(D) 20 2.0 400 40.0 35 3.2 2.13 10.5
Table 5.1: Experimentally inferred parameter values[Dendy et al., 2013] for both Te
rise and Te drop cases. We have ∂κT /∂x1 = ∂κT /∂x3, ∂κQ/∂x1 = ∂κQ/∂x3.
The boundary conditions on the yi, i = 1, 2, 3 and their derivatives, eval-
uated at ξ = 0 and ξ = 10 which define the solution domain, coincide with the
experimentally motivated values in [Dendy et al., 2013] where these carry over.
Specifically y1(ξ = 0) = y1(ξ = 10) = 0; y2(ξ = 0) = −1.5, y2(ξ = 10) = 0 and
y3(ξ = 0) = 0.01 for the core electron temperature Rise(R) case in LHD plasma
49708 and y1(ξ = 0) = y1(ξ = 10) = 0; y2(ξ = 0) = 1, y2(ξ = 10) = 0 and
y3(ξ = 0) = −0.01 for the core electron temperature Drop(D) case in LHD plasma
49719. Boundary conditions unspecified in [Dendy et al., 2013] in order to satisfy
boundary conditions above are assumed to be as follows here: y′1(ξ = 0) = −1.496
and y′2(ξ = 0) = 3.552 for R case; y′1(ξ = 0) = 0.668 and y′2(ξ = 0) = −1.156 for D
case. Table 5.2 lists all boundary conditions.
@
@@
y1(ξ = 0) y2(ξ = 0) y2(ξ = 10) y3(ξ = 0) y
′
1(ξ = 0) y
′
2(ξ = 0)
Te Rise(R) 0 -1.5 0 0.01 -1.496 3.552
Te Drop(D) 0 1.0 0 -0.01 0.668 -1.156
Table 5.2: Boundary conditions of both Te rise and Te drop cases. We have y1(ξ =
0) = y1(ξ = 10).
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Figure 5.3.1: Time evolution of electron temperature at multiple radial locations,
derived from LHD data(blue) and the model(red) for the core temperature rise(R)
heat pulse propagation experiment in plasma 49708. Radial locations range from
edge(ρ = 0.703) to core(ρ = 0.015), where ρ = r/a, r is the radial co-ordinate and
a ∼ 0.6m is minor radius of LHD. Model results match experimental data well from
ρ = 0.450 inwards to the plasma core, especially amplitudes and the time structure
of pulse decay. The amplitudes of model time traces increase from edge to core, as
in the measured electron temperature profiles. Model results do not fit experimental
data outwards from ρ = 0.546 to ρ = 0.703, implying that different physics applies
in the outer LHD plasma.
Figure 5.3.1 compares time traces of the evolving electron temperature at
multiple radial locations, obtained from the model and from experimental data(#
Te49708) for the R case. Several representative radii are marked by arrows on the
right hand side. The model results are able to match raw data from ρ = 0.45
inward to the core, if we uniformly apply horizontal(+0.01) and vertical(+0.20)
shifts, suggesting that the model applies over this broad radial range. It is also
clear that electron temperature profiles from ρ = 0.546 outward to ρ = 0.703 are
not be simulated by the model. This suggests that different physics dominates heat
pulse propagation in the outer region of this plasma. We could use cross-correlation
function, which is defined as R(τ) = (1/T )
∫ T
0 [f(t)g(t+τ)]dt, to check the similarity
between the model outputs and experimental data. However, it is impractical to
adopt that method here due to the quite noisy data, especially the Te drop case
in Figure 5.3.2. Figure 5.3.2 demonstrates the comparison of model results and
experimental data(# Te49719) for the D case. In common with the R case shown
Fig.5.3.1, the model results are good from ρ = 0.450 inward to the core, with
uniformly applied horizontal(+0.04) and vertical(+0.07) shifts, but not in the outer
region of this plasma. Fig.5.3.3 and Fig.5.3.4 are zoomed-in electron temperature
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pulse plots at three specific radii, selected from Fig.5.3.1 and Fig.5.3.2 respectively.
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Figure 5.3.2: Time evolution of electron temperature at multiple radial locations,
derived from LHD data(blue) and the model(red) for the core temperature drop(D)
heat pulse propagation experiment in plasma 49719. Radial locations range from
edge(ρ = 0.703) to core(ρ = 0.015), where ρ = r/a, r is the radial co-ordinate and
a ∼ 0.6m is minor radius of LHD. As in Fig.5.3.1, model results match experimental
data well from ρ = 0.450 inwards to the plasma core. Again, model results do not fit
experimental data outwards from ρ = 0.546 to ρ = 0.703, reinforcing that different
physics dominates in the outer LHD plasma.
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Figure 5.3.3: Time evolution of electron temperature at three specific radii selected
from Fig.5.3.1 for the central temperature rise(R) case, during the heat pulse prop-
agation experiment in LHD plasma #Te49708. Data and model output are denoted
by blue and red lines respectively.
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Figure 5.3.4: Time evolution of electron temperature at three specific radii selected
from Fig.5.3.2 for the central temperature drop(D) case, during the heat pulse prop-
agation experiment in LHD plasma #Te49719. Data and model output are denoted
by blue and red lines respectively.
Empirically, we approach v0 by identifying a best fit straight line linking the
positions of the peak or trough of the heat pulse temperature profile in the two cases,
see Figs.5.3.5 and 5.3.6. The effect of data noise on peak location is minimised by
taking a five per cent running window. The width of the filter window determines the
horizontal error bars. It can be seen that the straight line fit to the radial location
of the pulse peak versus time is good. The inward radial propagation velocity of
the heat pulse is thus almost invariant across the plasma volume of interest perhaps
implying soliton-type characteristics for this strongly nonlinear phenomenon. We
find from Figs.5.3.5 and 5.3.6 that v0 = 15 for the temperature rise case and v0 = 30
for the temperature drop case. These dimensionless pseudo-velocities are in the
same magnitude with measured heat pulse propagating velocities in ms−1. The
ratio 2 between these two velocities is broadly consistent with that inferred from
Eq.(5.1.10). We have vD0 /v
R
0 ∼
(
κDT κ
D
Q/κ
R
T κ
R
Q
)1/2
= 1.54 ' 2, referring also to Table
5.1, where R and D denote the core Te rise and drop cases respectively. We note
that the empirically determined velocities vR0 and v
D
0 of heat pulse propagation need
not necessarily coincide with the optimal value of the mathematical transformation
parameter v0 in Eq.(5.1.4).
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Figure 5.3.5: Data analysis underpinning calculation of pulse velocity from the
experimental data, which requires a statistically robust identification of the time of
the pulse peak from the noisy data at each radius 0.450 ≥ ρ ≥ 0.015. Blue lines show
timeseries of electron temperature data versus time from the R case(Te49708). Red
lines denote timeseries smoothed over a window whose span is 5% of the total sample
points, so that approximately 50 sample points generate the moving average. Black
dots mark the maximum values, at each radius, of each smoothed time-evolving
electron temperature pulse. The width of the horizontal error bars is defined by span
of the moving window. The black dash line is the best fit straight line joining all the
peaks. From it we infer the pulse propagation speed, which is nearly independent
of radius, to be (32.62± 9.89)ms−1.
Mathematically, we may treat v0 as a free parameter in Eqs.(5.1.8) and
(5.1.9), which we label the “pseudo-velocity”. We solve Eqs.(5.1.8) and (5.1.9)
repeatedly for different values of this pseudo-velocity, see for example Fig.5.3.7 for
the R case, and identify the best fit value. To test sensitivity with respect to ξ, three
other cases(ξ = 5; ξ = 15; ξ = 20) are examined, see for example Figure 5.3.8. All
three cases share the same properties with the cases of ξ = 10. Various combinations
of initial conditions and pseudo-velocities are tested. For the phase plots, circulation
directions are identical with those of experimental data for R and D cases.
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Figure 5.3.6: As Fig.5.3.5, demonstrating the calculation of the pulse velocity for
the electron temperature data for the D case. Despite data which is more noisy
than in Fig.5.3.5, the pulse propagation velocity calculated from the dashed line is
approximately constant across all radii in this region 0.450 ≥ ρ ≥ 0.015 of LHD
plasma 49719. We infer a pulse velocity (53.50± 20.97)ms−1.
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Figure 5.3.7: Variation and robustness of nonlinear pulse phenomenology in the
model, for three different values of pseudo-velocity v0 at three radial locations(Left
panel). Blue lines show experimental data for R case in plasma 49708. Solid, dash
and dot magenta lines denote simulation outputs for v0 = 15, v0 = 30 and v0 = 45
respectively. The boundary condition for R case is y2(0) = 1.5, and no horizontal
or vertical shift is applied to the model outputs. Right panel: Phase plot of model
outputs from left plots, all of which lie on the same orbit. Circulation direction of
this phase plot is identical with Fig.6(a) of [Dendy et al., 2013], where the sign of
the horizontal axis is reversed.
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Figure 5.3.8: Impact of different ξ values on the heat pulse model in R case, four
cases(ξ = 5; ξ = 10; ξ = 15; ξ = 20) are examined. Red solid, dash blue and dash
magenta lines denote y1, y2 and y3 respectively.
5.4 Conclusion
We have derived from first principles a time-dependent model in one spatial di-
mension, which is able to describe quantitatively the radial inward propagation of
heat pulses in the core of two plasmas[Inagaki et al., 2010] in the Large Helical
Device(LHD). In one plasma the central electron temperature rises, in the other
it falls. This new model is derived from a travelling wave transformation of the
zero-dimensional model of [Dendy et al., 2013], which is known to capture the time-
evolution of the heat pulse as it passes through a fixed radial location in these two
plasmas. From the experimental data, we infer that the velocity of the propagating
pulse is constant in both the electron temperature rise and drop cases. The pulse
velocity in the electron temperature rise case is smaller than in the drop case by a
factor ' 2. This aligns with Eq.(5.1.10), which reaches back into the mathematical
structure of our model, and also coincides with empirical expectations given the
values of the heat conduction parameters for these two plasmas. A pseudo-velocity
parameter is introduced in the travelling wave transformations, in order to model
heat pulse propagation across spatial location as well as in time. From numerical
tests, we discover that real pulse velocity is about two times the best estimate of
the travelling-wave transformation parameter v0, referred to as the pseudo-velocity.
Comparison between model outputs and raw experimental data suggests that our
model is able to describe heat pulse propagation well, within a broad radial range
of the LHD core plasma from r/a ' 0.5 to the centre.
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The results of this Chapter provide additional support to the physical pro-
posals, described in Sec.2 of [Dendy et al., 2013], which motivate the simple model
equations reproduced as Eqs.(5.1.1) to (5.1.3) above. Central to these proposals is
the conjecture that heat pulses are structures which are so strongly nonlinear that
their evolution is primarily determined by the reactions of the perturbed heat flux
and the perturbed temperature gradient on each other, while turbulent transport
plays a relatively minor dissipative role. It is this mutually coupled interaction
that governs the local plasma dynamics of the heat pulse in space, equivalent to
the local up-and-down dynamics of a water wave under gravity. We have shown
in this Chapter that this coupling model lends itself readily to a travelling wave
transformation, yielding spatio-temporal pulse propagation, and that the pulse ve-
locity that emerges mathematically provides an adequate match to empirical results
and expectations. This aspect of the analysis also provides guidance on a previ-
ously unanswered question, namely the generic character of the heat pulse: we have
shown that it may be closely related to a Korteweg-de Vries-Burgers soliton. Two
avenues of investigation would repay immediate attention. First, this model has
been tested on, and motivated by, measurements from only two plasmas in LHD -
albeit plasmas with exceptionally high quality measurements. The simplicity of the
model encourages one to hope that it may be more widely applicable, and clearly
it should now be tested on a broader range of heat pulse experimental datasets,
provided that they possess the required spatial and temporal resolution and that
the other relevant plasma parameters are well diagnosed, as in LHD. Second, while
gyrokinetic or other computationally intensive transport simulations have not yet
(to the authors’ knowledge) been applied to heat pulse experiments, the outputs of
any future simulations of heat pulses could be tested directly against the analytical
model presented here, which is constructed in terms of variables that are directly
measurable, as distinct from the first-principles particle and field distributions of
gyrokinetic theory.
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Chapter 6
Conclusion
The reason for L-H transition would be the formation of transport barrier, which is
the result of interactions between drift wave turbulence and zonal flows. Zonal flows
are induced by turbulence via Reynold stress and suppress the turbulence by shear.
This is a typical predator-prey relation. The positive or negative large deviation
of electron temperature in heat pulse propagation experiments in both of Tokamak
and Stellarator are described as well. The reason for this non-local and non-diffusive
phenomena may be the reduction of electron heat diffusivity in transport barrier.
We have also introduced the basic nonlinear dynamics. We have analysed the
predator-prey model(Lotka-Volterra model) which was firstly proposed by ecologist
Volterra for investigating the populations of predators(like foxes) and prey(like rab-
bits). This is a simple model, which is applied in many subjects like mathematics,
physics, chemistry, as well as ecology itself.
Research about energy transport and confinement is crucial in MCF plasmas
physics. In this thesis, we have explored interactions between micro-scale turbu-
lence and nonlinear meso-scale structures such as zonal flows and geodesic acoustic
modes(GAMs), using a predator-prey (or Lotka-Volterra) model. A novel model,
which embodies not only zonal flows, micro-scale turbulence and temperature gra-
dient, but in addition GAMs, has been developed and analysed in terms of its
nonlinear dynamics. We have studied the long-time behaviours of model results,
their evolutions towards the final state, their fixed points and limit cycles. Also,
we have explored the sensitivities of routes to attractors, that is, the “error bars”
for this nonlinear system. This builds confidence in the read-across to tokamak
confinement phenomenology, which we examined.
For heating induced transition phenomena from L-mode to H-mode, we have
investigated the effects of how precisely the heating changes with time. We have
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also shown that low frequency oscillating changes in external heating can drive the
level of micro-scale turbulence through a period-doubling route to chaos, where the
control parameter is the amplitude of the oscillatory component of the external
heating flux. We have suggested how this could be tested experimentally, yielding
diagnostic information.
Also, we have explored heat pulse propagation phenomena, which are widely
discovered in Tokamak fusion devices and more recently in the Large Helical Device
(LHD). We have carried out a travelling wave transformation of an existing zero-
dimensional model. It is demonstrated that our model is able to simulate heat pulse
propagation phenomena from edge to core. Experimental data from LHD are well
matched by the time series that are deduced from our theoretical model.
In summary, the main body of this thesis has followed two themes, both of
which are relevant to the edge transport phenomena. The first one is about mod-
elling global Tokamak transport phenomenology using predator-prey models. Here
the aim has been to identify the essential physics underlying confinement transitions,
for example, using strongly nonlinear zero-dimensional models for the coupled time
evolution of the temperature gradient, micro-scale turbulence level and amplitudes
of zonal flows and GAMs. We have published “Robustness of predator-prey models
for confinement regime transitions in fusion plasmas” and “Transitions to improved
confinement regimes induces by changes in heating in zero-dimensional models for
tokamak plasmas” in Physics of Plasmas 20, 042302 (2013) and Physics of Plasmas
21, 062307 (2014) respectively. The second one is achieving a quantitative match
between a first principles model for heat pulse propagation and specific datasets
from Large Helical Device (LHD). We have submitted “A quantitative model for
heat pulse propagation across Large Helical Device plasmas” to Physics of Plasmas
in 2015.
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Chapter 7
Publications during Ph.D.
studies
During the period of Ph.D. studies from October 2011 to April 2015, two peer-
reviewed journal articles have been published on Phys. Plasmas in 2013 and 2014
respectively. Another paper has been submitted to Phys. Plasmas in 2015.
Also, seven conference proceedings have been published on European Physi-
cal Society Conference(EPS), American Physical Society(APS) Conference, Institute
of Physics(IoP) Conference and International Toki Conference. One conference pro-
ceeding has been accepted by the 42nd European Physical Society Conference(EPS).
7.1 Peer-reviewed journals
[1] H. Zhu, S.C. Chapman and R.O. Dendy, Phys. Plasmas 20, 042302 (2013).
[2] H. Zhu, S.C. Chapman, R.O. Dendy and K. Itoh, Phys. Plasmas 21, 062307
(2014).
[3] H. Zhu, R.O. Dendy, S.C. Chapman and S. Inagaki, “A quantitative model for
heat pulse propagation across Large Helical Device plasmas.” (submitted to Phys.
Plasmas).
7.2 Conference proceedings
[1] H. Zhu, S.C. Chapman and R.O. Dendy, Proceedings of the 40th EPS Con-
ference on Plasma Physics, Espoo, Finland, Europhysics Conference Abstracts.
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Vol.37D, P5.406. ISBN: 2-914771-84-3 (2013).
[2] R.O. Dendy, H. Zhu and S.C. Chapman, 55th Annual Meeting of the APS
Division of Plasma Physics, Denver CO, USA, Bulletin of the American Physical
Society. Vol.58, No.16, GP8.00015 (2013).
[3] H. Zhu, S.C. Chapman and R.O. Dendy, 23rd International Toki Conference
(ITC-23) on Large-scale Simulation and Fusion Science, Toki-city, Gifu, Japan, P1-
79 (2013).
[4] H. Zhu, S.C. Chapman, R.O. Dendy and K. Itoh, 41st IOP Plasma Physics
Conference, London, UK, P-39 (2014).
[5] H. Zhu, S.C. Chapman, R.O. Dendy and K. Itoh, Proceedings of the 41st EPS
Conference on Plasma Physics, Berlin, Germany, Europhysics Conference Abstracts.
Vol.38F, P1.036. ISBN: 2-914771-90-8 (2014).
[6] H. Zhu, R.O. Dendy, S.C. Chapman and S. Inagaki, 56th Annual Meeting of the
APS Division of Plasma Physics, New Orleans LA, USA, Bulletin of the American
Physical Society. Vol.59, No.14, UP8.00040 (2014).
[7] H. Zhu, S.C. Chapman, R.O. Dendy and S. Inagaki, 42nd IOP Plasma Physics
Conference, Milton Keynes, UK, P-06 (2015).
[8] H. Zhu, R.O. Dendy, S.C. Chapman and S. Inagaki, Proceedings of the 42nd
EPS Conference on Plasma Physics, Lisbon, Portugal, Europhysics Conference Ab-
stracts (2015).(accepted)
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