Abstract. We solve the inverse scattering problem for the nonlinear Schrödin-ger equation on R n , n ≥ 3:
Introduction
Let us consider the following nonlinear Schrödinger equation with a potential: . Let F = F 1 + iF 2 with F 1 , F 2 real-valued, and u = r 1 + ir 2 , r 1 , r 2 ∈ R. We suppose that F (0) = 0 and that for all integers β with 1 ≤ β ≤ k + 1 and all α with β + |α| ≤ k + 1, we have that for some γ > 0, and for all nonnegative integers, β 1 , β 2 , with β = β 1 + β 2 .
We denote by H 0 the self-adjoint realization of −∆ in L 2 (R n ) with domain the Sobolev space W 2,2 . For the definition of the Sobolev spaces W j,p , j = 1, 2, · · · , 1 ≤ p ≤ ∞, see [1] .
Assumption B. We assume that V 0 is real valued and that for some δ > (3n/2)+1, Zero is said to be a half-bound state of H if the equation
and it has no singularcontinuous spectrum and no positive eigenvalues [5] . Moreover, the wave operators
(1.4) exist and RangeW ± = H c , the subspace of continuity of H. The scattering operator for the linear Schrödinger equation (equation (1.1) with F = 0) is given by
Actually, these results are true under more general conditions. The crucial issue is that Yajima has proven that under Assumption B the wave operators and the adjoints, W * ± , are bounded operators on W l,p , l = 0, 1, · · · , k, 1 ≤ p ≤ ∞. For this result see Theorem 1.2 of [25] and also [24] . This result and the intertwining relations for the wave operators, e −itH P c = W ± e −itH0 W * ± , imply that the following L p − Lṕ estimate follows from the corresponding result for H 0 (see [24] ):
, t > 0, (1.6) for 1 ≤ p ≤ 2 and where 
, was first proven, under slightly different conditions, in [8] .
The results of Yajima [24] allow us to extend to the case of n ≥ 3 the method for the construction of the scattering operator for (1.1) and for the solution of the inverse scattering problem that we gave in [23] in the case of n = 1. The L p − Lṕ estimate and the continuity of the wave operators on W k,p for the problem on the line was proven in [20] and [21] (see also [6] ).
Let us denote [13] ,
where |α| ≤ k − 1, with k and p 0 as in Assumption B.
We designate
with norm :
we denote u(t) for u(t, ·). In the following theorem we construct the small-amplitude scattering operator. 
The scattering operator
Note that in Theorem 1.1 we do not restrict F in such a way that energy is conserved. Moreover, for n = 3, ρ = 2 and lim n→∞ ρ = 1. We prove Theorem 1.1 in Section 2 extending to this case the proof given in [23] in the case of n = 1. We construct the solution u(t, x) by means of the contraction mapping theorem in a ball, M R , of M with small enough radius, R. It follows from Sobolev's imbedding theorem [1] 
This is the reason why we only have to assume that (1.2) holds for |u| ≤ γ. For results on scattering for the nonlinear Schrödinger equation in the case where V 0 = 0 see [16] , [17] , [18] , [10] , [9] , [11] , [3] , [7] , [2] and the references quoted there. In [8] the direct scattering for (1.1) with F = F (u) was studied for n ≥ 3. The corresponding inverse problem was considered in [19] . For the case of the nonlinear Klein-Gordon equation on the line see [22] .
Since we wish to reconstruct the potential, V 0 , we consider the scattering operator that relates asymptotic states that are solutions to the linear Schrödinger equation with potential zero ((1.1) with V 0 = F = 0):
The first step is to reconstruct S L from S. Proof. By Theorem 1.2 S uniquely determines S L . From S L we uniquely reconstruct the potential V 0 using the known results on the inverse scattering problem for the linear Schrödinger equation. See [4] .
Let us now consider the case where
As we prove below we can also reconstruct the V j , j = 1, 2, · · · . 
there is an 0 > 0 such that for all 0 < < 0 : 16) where Q 1 = 0 and Q j , j > 1, depends only on φ and on V l with l < j. Moreover, for anyx ∈ R, and any We reconstruct the potentials V j , j = 0, 1, · · · , in the following way. First we obtain S L from S using (1.15). By the method in [4] for inverse scaterring for the linear Schrödinger equation we reconstruct V 0 . We then reconstruct S V0 from S using (1.14). Finally (1.16) and (1.17) give us, recursively, V j , j = 1, 2, · · · . Our formula (1.17) is an extension to our case of the reconstruction algorithm of [15] . In [15] Strauss proved that in the case V 0 = 0 and
, and V (x) a real-valued potential whose derivatives up to order l are bounded, with l > 3n/4; then, the scattering operator uniquely determines V .
Scattering
By Theorem 3 on page 135 of [14] ,
is a norm that is equivalent to the norm of W k,p , 1 < p < ∞. F denotes the Fourier transform. Then, by equation (1.2) of [24] 
defines a norm that is equivalent to the norm of W l,p , l = 0, 1, · · · , k, 1 < p < ∞. We will use this equivalence below without further comments. This implies that estimate (1.6) holds in the norm on B (W l,p , W l,ṕ ) , l = 0, 1, · · · , k.
The following inequality is proven in Theorem 9.2 on page 141 of [13] :
where C 1 is independent of δ. Let us denote R(ρ) := (H + ρ) −1 and R 0 (ρ) := (H 0 + ρ) −1 . Equation (2.3) implies that if Assumption C holds, given a < 1, there is ρ 0 > 0 such that
for all ρ ≥ ρ 0 . Taking derivatives in (2.5) term by term we prove that
It follows that if k is odd,
Then, for some constants C 1 , C 2 ,
In the case when k is even we have that
Again using Theorem 9.2 on page 141 of [13] we obtain that
and we have that
Hence, by (2.6), (2.9) and (2.12), equation (2.8) also holds for k even.
The proofs of Theorem 1.1, Theorem 1.2, and Lemma 1.4 follow as in [23] . We give details below for the convenience of the reader.
Proof of Theorem 1.1. By Sobolev's imbedding theorem [1] L ∞ is continuously imbedded in W k,1+p and it follows by standard arguments (see [9] and (2.16) below) that u ∈ C(R, W k,2 )∩M is a solution to (1.1) with lim t→−∞ u(t)−e −itH φ W k,2 = 0 for some φ ∈ W k,2 , if and only if u is a solution to the following integral equation:
where we used that d > 1 and that p d > 1. Moreover, by (2.15) with v(t) = 0,
Let us first prove the uniqueness. For u, v any pair of solutions to (1.1) that satisfy (1.10) we have that
u(t) − v(t) = Qu(t) − Qv(t). (2.17)
Let us denote u T := χ (−∞,T ) (t) u(t), where χ (−∞,T ) (t) is the characteristic function of (−∞, T ), T ∈ R. v T is similarly defined. It follows from (2.17) that (2.18) whereM is defined as M , but with a slightly smaller p. Then, u(t) = v(t) for t ≤ T , and the standard uniqueness result implies that u = v. The uniqueness of φ + is obvious by the unitarity of e −itH in L 2 . By Sobolev's imbedding theorem,
By (1.6) and (2.19):
Let us take R ≤ R 0 so small that C(2R) p−1 ≤ 1/2, with C as in (2.15) , and δ > 0 such that Cδ ≤ R/4, with C as in (2.20) . Then, the map u → e
The contraction mapping theorem implies that this map has a unique fixed point that is a solution to (2.13) in M R . Moreover,
and then
Equation (1.12) for φ − follows from (2.13), (2.15) with v = 0 and (2.22). By (2.13) and (2.16) u ∈ C(R, W k,2 ) and (1.10) holds.
We now define
Estimating as in (2.16) we prove that φ + ∈ W k,2 and that 
We prove (1.11) estimating as in (2.16) . In a similar way we prove that
and it follows that
Equation (1.12) for φ + follows from (2.25), (2.26) and (2.27). We prove that S V0 is injective as in the proof of uniqueness above.
Proof of Theorem 1.2. Since S(0) = 0 and W ± are bounded on W k,2 , it is enough to prove that
By (2.20) and (2.22) with φ − replaced by φ we have
To prove (2.28) we estimate the integral on the right-hand side of (2.23) as in (2.16) , with the aid of (2.29).
Proof of Lemma 1.4. By the contraction mapping theorem, 
