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1. Bevezetés
A sztochasztikus parciális differenciálegyenleteknek számos alkal-
mazási területe van olyan modellezési feladatok leírásakor, amikor a
rendszerben megtalálható belső vagy szerkezeti, például a rendszer
komplexitásával kapcsolatos, bizonytalanságot matematikai eszközök
segítségével igyekszünk leírni [21, 56, 59]. A terület jelenleg is meglehe-
tősen aktívnak számít, és ezen aktivitást tovább fokozta, hogy Martin
Hairer 2014-ben Fields-éremben részesült a területen elért eredményeiért.
A kontextustól függően egy sztochasztikus parciális differenciálegyenlet
megoldásának egy funkcionálja bizonyos fizikai jelentéssel bírhat, például
a rendszerben tárolt energiát írhatjuk le vele. A dolgozat főbb eredmé-
nyei azzal a kérdéssel kapcsolatosak, hogy mennyire pontos különböző
lineáris és szemilineáris sztochasztikus parciális differenciálegyenletek
(SZPDEk) megoldása egy funkcionáljának numerikus közelítése additív
Wiener-, illetve Lévy-zaj esetén.
Sokoldalú felhasználhatósága és viszonylag egyszerű implementálha-
tósága miatt a Galjorkin-féle végeselem-módszer a parciális differenci-
álegyenletek egyik leggyakrabban használt térbeli közelítési módszerei
közé tartozik. A dolgozatban tárgyalt egyenleteket tehát a térváltozóban
ezen módszerrel diszkretizáljuk, habár ezen módszer analízise lényegesen
nehezebb, mint például egy spektrális közelítés analízise. Megjegyez-
zük továbbá, hogy a dolgozatban bemutatott módszerek alkalmasak
más, például wavelet közelítés analízisére is. A SZPDEk elmélete ma
meglehetősen szerteágazó. A végeselem-analízishez talán legjobban illő
elmélet, az operátorfélcsoportokon vagy még általánosabban az evolu-
ciós egyenleteken alapuló megközeltés, amely Wiener-zaj esetén a [21],
illetve az ennek megfelelő elmélet Lévy-zaj esetén az [56] monográfiák-
ban került kidolgozásra. Ezen elméletnek megfelelően fogjuk tárgyalni
a dolgozatban vizsgált egyenleteket, amelyek sztochasztikus paraboli-
kus, hiperbolikus, illetve Volterra-típusú integro-differenciálegyenletek,
valamint ezek numerikus közelítését.
Az egyenletek időbeli közelítését az adott egyenlet szerkezetének fi-
gyelembevételével végezzük. Parabolikus egyenletek esetén ez az implicit
Euler-módszert jelenti, míg Volterra-típusú integro-differenciálegyenletek
esetén az implicit Euler-módszeren alapuló, konvolúció-kvadratúrával
kiegészítve. A sztochasztikus hullámegyenletet az exponenciális függ-
vénynek a racionális törtfüggvények egy osztálya általi közelítésén ala-
puló módszerrel diszkretizáljuk. Ezen módszerek egyike a jól ismert
Crank–Nicolson-módszer.
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Az SZPDEk numerikus módszerei erős konvergenciájának, azaz a hi-
ba négyzete várható értéke (négyzetgyöke) konvergenciájának vizsgálata
a 1990-es évekig nyúlik vissza, és azóta rengeteg ezzel kapcsolatos ta-
nulmány született. Egy teljes lista összeállítása gyakorlatilag lehetetlen
lenne, ezért a [33] tanulmányra hivatkozunk ezzel kapcsolatban, ahol
az ilyen típusú eredmények áttekintése található, méghozzá meglehe-
tős alapossággal elkészítve. Az ezen típusú eredmények bizonyításakor
használt legfontosabb sztochasztikus eszköz az Itô-izometria, legalábbis
amikor az egyenletben megjelenő nemlineáris tagok globálisan Lipschitz-
folytonosak valamilyen értelemben. A numerikus hiba analízise ezekben
az esetekben könnyen visszavezethető megfelelő determinisztikus hiba-
becslésekre.
A helyzet alapvetően változik meg, amikor az úgynevezett gyen-
ge hibát tekintjük. Ez utóbbi nem más, mint az egyenlet megoldása
egy T > 0 időpontban felvett értéke egy g funkcionáljának (ahol g az
állapottéren értelmezett valós értékű függvény) és ezen funkcionál a
numerikus megoldáson felvett értékének várható értékben vett különb-
ségének abszolút értéke. Egy egyszerű helyettesítés segítségével könnyen
látható, hogy ez a hiba Lipschitz-folytonos g funkcionálok esetén, a
numerikus közelítés valószínűségeloszlásának gyenge konvergenciájához
kapcsolódik. Lipschitz-folytonos g funkcionál esetén azonnal következik,
hogy az erős hiba rendje egy felső korlátja a gyenge hiba rendjének. Ez
a becslés azonban általában nem éles. Általános jelenségnek tekinthető,
hogy amikor a zaj térbeli kovarianciája nem elég sima, akkor a gyenge
hiba rendje az erős hiba rendjének kétszerese. Ennek különböző SZPDEk
esetén való belátásához a sztochasztikus analízis kifinomultabb eszkö-
zeihez kell folyamodnunk. A dolgozatban két különböző megközelítési
módszert tárgyalunk részletesen.
Az első megközelítés, amelyet a dolgozat első fejezetében Wiener-zaj
esetén, illetve a harmadik fejezetében Lévy-zaj esetén alkalmazunk,
az egyenlet megoldásához kapcsolódó Kolmogorov-egyenletet és az Itô-
formulát használja fel a gyenge hiba kifejtésére. Ez a megközelítés először
D. Talay [63] tanulmányában jelenik meg sztochasztikus közönséges dif-
ferenciálegyenletek numerikus megoldásának gyenge konvergenciájának
vizsgálatakor. SZPDEk esetén T. Shardlow [62] alkalmazta először ezt
a módszert a sztochasztikus hővezetési egyenletre spektrális Galjorkin-
approximációt használva, kommutatív Wiener-zaj esetén, azaz amikor
az egyenletben megjelenő zaj kovarianciaoperátora és az egyenletben
megjelenő differenciáloperátor sajátfüggvényei megegyeznek. Később ezt
az eredményt A. Debussche és J. Printems [23] általánosította Galjorkin-
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féle végeselem-módszer esetén nemkommutatív zajt tételezve fel. Ezzel
egyidőben, az S. Larrsonnal és M. Geisserttel írt [28] közös cikkünkben
is megtettük ugyanezt, habár egy kicsit kevésbé általános funkcionálok
esetén. Ezzel kapcsolatban megemlíthető még az S. Larrsonnal és F.
Lindgrennel írt [38] közös cikkünk, ahol magasabb térbeli konvergencia-
rendet is el tudunk érni megfelelő végeselemcsaládot használva. Később
a módszert többen is továbbfejlesztették [3, 22, 64, 66], többségükben
egy további sztochasztikus analízisbeli eszköz, a Malliavin-kalkulus se-
gítségével. Az összes fent említett dolgozat a sztochasztikus hővezetési
egyenletet vizsgálja, kivéve [38, 39], ahol a lineáris sztochasztikus Cahn–
Hilliard-egyenletre is adtunk hibabecslést, amely eredmény a dolgozat
első fejezetében kerül bemutatásra.
Hiperbolikus egyenletek, például a sztochasztikus Schrödinger-egyen-
let vagy a sztochasztikus hullámegyenlet esetén kevesebb eredmény
ismert. Az első ebbe a körbe tartozó eredmény A. de Bouard és A.
Debussche [24] nevéhez fűződik, akik az egydimenziós sztochasztikus
Schrödinger-egyenlet egy időbeli szemidiszkretizációjának gyenge kon-
vergenciáját vizsgálták Wiener-zaj esetén. Az egy térbeli dimenziós
sztochasztikus szemilineáris hullámegyenlet véges differenciás közelítésé-
nek gyenge konvergenciáját E. Hausenblas [31] cikkében tárgyalta egy
meglehetősen szűk funkcionálosztályt tekintve. Ezt követően S. Larrson-
nal és F. Lindgrennel írt [38, 39] közös cikkeinkben, a lineáris esetben,
tetszőleges térbeli dimenzió esetén, először térbeli végeselemes szemi-
diszkretizációt, majd egy teljes térbeli és időbeli diszkretizációt tekintve
adtunk éles hibabecslést a gyenge konvergencia rendjére. Ezek az ered-
mények a dolgozat első fejezetében kerülnek tárgyalásra. Ezt az analízist
X. Wang [65] egy trigonometrikus időbeli diszkretizációt alkalmazva
terjesztette ki a szemilináris sztochasztikus hullámegyenletre.
Sztochasztikus Volterra-típusú integro-differenciálegyenletek numeri-
kus közelítése Wiener-zaj esetén először A. Karczewska és P. Rozmej
[34] dolgozatában került tárgyalásra mindenféle hibabecslés nélkül. Egy
ilyen típusú egyenletosztály esetén az első hibabecslések az erős konver-
genciát tekintve a J. Printems-al írt [46] közös cikkünkben, a gyenge
konvergenciát tekintve pedig a [47] cikkünkben jelentek meg. Ezek az
eredmények a dolgozat első fejezetében kerülnek tárgyalásra, ahol az erős
hibabecslést kiterjesztjük egy tágabb egyenletosztályra a B. Baeumerral
és M. Geisserttel írt [4] közös cikkünk néhány eredménye segítségével.
Ezen egyenletek egyik fő sajátossága, hogy az egyenlet memóriatagjának
köszönhetően a megoldás nem Markov-folyamat. Ezért nem írható fel a
megoldáshoz kapcsolódó Kolmogorov-egyenlet, amennyiben az egyenlet
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természetes állapotterét vesszük alapul. Ezt a nehézséget, legalábbis
a lineáris esetben, egy olyan új Markov-folyamat bevezetésével lehet
orvosolni, amely folyamat valószínűségeloszlása megegyezik a megoldás
valószínűségeloszlásával egy előírt T > 0 időpontban. Ezután a hiba
analízise elvégezhető ezen új folyamathoz tartozó Kolmogorov-egyenlet
segítségével. Ezt a módszert először A. Debussche and J. Printems [23]
alkalmazta a sztochasztikus hővezetési egyenlet vizsgálatakor azzal a
céllal, hogy a Kolmogorov-egyenletben szereplő, a nemkorlátos differenci-
áloperátort tartalmazó tagot eltüntesse. Sztochasztikus Volterra-típusú
integro-differenciálegyenletek esetén ez a módszer még ennél is nagyobb
segítséget nyújt azáltal, hogy egy nem Markov-folyamat esetén is alkal-
mazni tudunk Markov-folyamatokkal kapcsolatos módszereket.
A Kolmogorov-egyenletet használjuk fel a harmadik fejezetben is,
ahol lineáris SZPDEket tárgyalunk Lévy-zajjal. A Wiener-zaj eseté-
ben kidolgozott megközelítés alkalmazása csak jelentős változtatásokkal
lehetséges. Az egyik probléma abból fakad, hogy – ellentétben a Wiener-
zajjal – a Lévy-zaj esetében nem található az irodalomban megfelelően
általános Kolmogorov-egyenlet végtelen dimenzióban. A dolgozatban egy
ilyen egyenletet is levezetünk, amely ugyan nem a lehető legáltalánosabb,
de megfelően általános ahhoz, hogy a hibaanalízist elvégezhessük. A má-
sik fő nehézséget az jelenti, hogy a végtelen dimenziós Lévy-folyamatok
szerinti sztochasztikus integrálnak két különböző konstrukciója is léte-
zik az irodalomban, és mi mindkét elméletből használunk eszközöket.
Az egyik konstrukcióban operátor értékű folyamatokat lehet integrálni
Hilbert-tér értékű Lévy-folyamatok szerint (ez a konstrukció az [56,
Chapter 8] és az [53, 54] monográfiákban található meg), míg a másik-
ban (lásd [51, 58]) Hilbert-tér értékű integrandusokat lehet integrálni
Poisson-véletlen-mértékek szerint. Ez a probléma azért jelentős, mert a
SZPDE-ket az első elmélet szerint tárgyaljuk, míg a gyenge hiba kifejtésé-
ben egy olyan Itô-formulát használunk, amely a második elmélet keretén
belül található meg [51, Theorem 3.6]. Ezért a dolgozatban feltárjuk a
két felépítés közötti kapcsolatot, és ezáltal mindkét elméletből használni
tudjuk a megfelelő eszközöket. Lévy-zajos sztochasztikus közönséges dif-
ferenciálegyenletek numerikus közelítéseinek gyenge hibabecslését több
szerző munkáiban is megtalálhatjuk, lásd például [32, 52, 57, 60] az
ezekben található további referenciákkal együtt. A Lévy-zajos SZPDEk
numerikus approximációjának erős hibabecslése tekintetében is található
számos dolgozat, lásd például [14, 15, 16, 26, 29, 30, 48]. A Lévy-zajos
SZPDEk numerikus approximációjának gyenge hibabecslése azonban
egy eddig alig tárgyalt területnek számít. Az első eredmény ebben az
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irányban az F. Lindner és R. Schilling által publikált [49] cikk, amelyet
a dolgozat harmadik fejezetében kiterjesztünk több irányban is – ezen
eredmények a két említett szerzővel írt [45] cikkünkön alapulnak. Végül
megemlítjük a nemrég megjelent [17] dolgozatot, ahol a sztochasztikus
hővezetési egyenletre vonatkozó eredményünket a térbeli diszkretizáció
esetén egy más módszerrel, a Poisson–Malliavin-kalkulus segítségével
egy nagyon kicsit tágabb funkcionálosztályra is bebizonyították. Habár
ez a dolgozat nem általánosít sokat az általunk bizonyított eredményen,
a használt módszer ígéretesnek tűnik ahhoz, hogy komplikáltabb, nemli-
neáris, Lévy-zajos SZPDEk gyenge approximációit is vizsgálni lehessen
a jövőben.
A szemilineáris SZPDEk numerikus közelítésének gyenge konvergen-
ciájának analízise Wiener-zaj esetében a második fejezetben kerül tárgya-
lásra, a fentiekben ismertetett módszerektől teljesen különböző, második
megközelítést követve. Itt a szemilineáris sztochasztikus hővezetési egyen-
letet és a sztochasztikus Volterra-típusú integro-differenciálegyenletek
egy osztályát tárgyaljuk. Ezt a megközelítést az A. Anderssonnal és
S. Larssonnal írt [1] közös dolgozatunkban publikáltuk. Alapját egy
Newton–Leibniz-formulára alkalmazott dualitási érvelés képezi, valószí-
nűségi változók tereiből álló jól megválasztott Gelfand-hármast használ-
va. A hármasban a klasszikus Szoboljev–Malliavin-terek helyett ezek
egy megfelelően finomított változatát használjuk, amit A. Andersson, S.
Larsson és R. Kruse vezettek be a [2] dolgozatban. Ezen terek használata
lehetővé teszi, hogy teljesen kihasználjuk a sztochasztikus problémához
tartozó lineáris determinisztikus egyenlet megoldási operátorának re-
gularizáló hatását. Ez a sztochasztikus hővezetési egyenlet esetében az
analitikus félcsoportok egy jellemző tulajdonsága, míg Volterra-típusú
integro-differenciálegyenletek esetén (megfelelő memóriafüggvényosz-
tályt tekintve) ugyancsak igaz, habár csak bizonyos mértékig. A techni-
ka meglehetősen nagy apparátust mozgat meg. Ennek oka, hogy szto-
chasztikus szemilineáris Volterra-típusú integro-differenciálegyenletek
esetén a lineáris esetben alkalmazott módszer (azaz, hogy egy másik
Markov-folyamatot vezetünk be, amely folyamat valószínűségeloszlása
megegyezik a megoldás (ami nem Markov folyamat) valószínűségelosz-
lásával egy előírt T > 0 időpontban, majd ezen folyamathoz tartozó
Kolmogorov-egyenlet segítségével végezzük el a hiba becslését) nem
válik be. Ezért egy Kolmogorov-egyenleten alapuló hibabecslés nem tű-
nik kivitelezhetőnek, legalábbis ha az egyenlet természetes állapotterét
használjuk. Használni lehetne egy olyan állapotteret is, amely figyelem-
be veszi a folyamat múltját is, így visszajutva a Markov-folyamatok
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világába. Ekkor azonban a megoldási operátor kritikus simító hatása
eltűnik. A dolgozatban szereplő megközelítésnek két főbb előnyét emel-
nénk ki. Az első, hogy egy közös absztrakt keretben tudjuk tárgyalni a
szemilineáris sztochasztikus hővezetési egyenletet és a sztochasztikus
Volterra-típusú integro-differenciálegyenletek egy osztályát. A második
pedig, hogy a megoldás trajektóriáinak funkcionáljainak egy osztályát
is tárgyalni tudjuk. Ez a funkcionálosztály speciális ugyan, de ahhoz
elegendően tág, hogy a megoldás kovarianciafüggvényének, illetve ma-
gasabb rendű statisztikáinak gyenge hibaanalízisét elvégezzük. Ilyen
típusú eredmények eddig nem voltak ismertek, és mostanáig is csak
egy további, részben általánosabb, részben meglehetősen korlátozott
eredmény ismert. C. E. Bréhier, M. Hairer és A. Stewart idén meg-
jelent [18] cikkükben egy elég általános, a trajektóriákon értelmezett
függvényosztályt tekintenek szemilineáris SZPDEk egy osztályán belül
Wiener-zajjal. Ez a hibaanalízis azonban csak kommutatív zaj esetén
és csak térbeli spektrális Galjorkin-approximációt tekintve érvényes.
Nem nyilvánvaló, hogy módszereik alkalmazhatóak-e időbeli diszkreti-
záció esetén, illetve egy kifinomultabb térbeli (például Galjorkin-féle
végeselem-diszkretizáció) esetén.
Végül megemlítünk egy harmadik lehetséges módszert is, ezt azonban
a dolgozatban nem használjuk: ez az úgynevezett enyhe Itô-formulán
alapul [20], és például a [19, 25] tanulmányokban került alkalmazásra.
A fentiekben leírtakból jól látható, hogy a SZPDEk gyenge hiba-
analízise egyáltalán nem egy lezárt kutatási terület. Olyan egyenletek
esetén, amelyekben a nemlineáris tagok nem rendelkeznek valamilyen
fajta globális Lipschitz–tulajdonsággal, gyakorlatilag nem ismertek gyen-
ge konvergenciával kapcsolatos éles becslések. Ilyen egyenlet például a
sztochasztikus Allen–Cahn-, a Cahn–Hilliard–Cook- vagy a stochasz-
tikus Navier–Stokes-egyenlet. Ehhez azt is hozzá kell tenni, hogy ezen
egyenletek esetén az erős értelemben vett hibaanalízis is messze nem
teljes és jelenleg is egy meglehetősen aktív kutatási területnek számít.
A Lévy-zajos SZPDEk gyenge approximációinak analízise is gyerekci-
pőben jár még, és ez ugyancsak elmondható a SZPDEk megoldásainak
trajektóriáin értelmezett funkcionálok gyenge hibaanalíziséről is.
Habár a disszertáció a numerikus approximációk gyenge konvergenci-
ájával kapcsolatos eredményekre fókuszál, azokban az esetekben, amikor
a vizsgált egyenletosztályra vonatkozóan az erős konvergencia rendje is
saját eredmény, úgy ezek bizonyítását is elvégezzük.
Az alábbiakban fejezetek szerinti felbontásban, részletesebben tár-
gyaljuk a dolgozat legfontosabb eredményeit, amelyek lényegében az [1,
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4, 38, 39, 43, 44, 45, 46, 47] cikkek eredményeire támaszkodnak. Megje-
gyezzük, hogy a felsorolt tételek mindegyike a szerző saját eredménye. A
tézisfüzet összeállításánál nem a dolgozat egészének a bemutatása volt
a célunk, hanem egy olyan, önmagában is olvasható anyag elkészítése,
amely egyben átfogó képet ad az értekezésről is. Terjedelmi okokból
a szerző más kutatási területei nem kerültek tárgyalásra a munkában.
A törtrendű parciális differenciálegyenletekhez kapcsolódó eredmények
megtalálhatók az [5, 6, 7, 8, 9, 10, 11, 12, 13, 35], a SZPDEk numeri-
kus közelítésének erős konvergenciával kapcsolatos, a dolgozatban nem
bemutatott eredmények pedig a [27, 36, 37, 40, 41, 42] cikkekben.
2. Lineáris sztochasztikus parciális differen-
ciálegyenletek additív Wiener-zajjal
Ebben a fejezetben additív Wiener-zajos lineáris sztochasztikus dif-
ferenciálegyeletek gyenge közelítését tárgyaljuk. Kiemelten foglalkozunk
a sztochasztikus hullámegyenlettel (2.3. alfejezet), illetve a sztochaszti-
kus Volterra-típusú integro-differenciálegyenletek egy osztályával (2.4.
alfejezet). A hibabecsléseket a 2.2. alfejezetben kimondott általános rep-
rezentációs tétel segítségével lehet bebizonyítani. Összehasonlításképpen
a megfelelő erős hibabecsléseket is tárgyaljuk.
2.1. Néhány alapfogalom és jelölés
Először bevezetünk néhány jelölést és fogalmat. Legyen H és U
(végtelen-dimenziós) valós szeparábilis Hilbert-tér a 〈· , ·〉H illetve 〈· , ·〉U
skalárszorzattal, valamint az ezekből származó ‖ · ‖H és ‖ · ‖U normával
ellátva. Ha a szövegkörnyezetből világos, akkor elhagyjuk az indexet
a skalárszorzatról, illetve a normáról. Jelölje L(U,H) a T : U → H
korlátos lineáris operátorok terét a szokásos ‖ · ‖L(U,H) normával, ahol
ugyancsak elhagyjuk az indexet, ha ez nem zavarja az érthetőséget.
Ha T ∈ L(U,H), és léteznek olyan {aj} ⊂ H és {bj} ⊂ U sorozatok,
amelyekre
∑∞
j=1 ‖aj‖‖bj‖ <∞ teljesül, és T előáll a
Tx =
∞∑
j=1
〈x, bj〉aj , x ∈ U,
alakban, akkor a T operátort véges nyomú operátornak nevezzük. A
véges nyomú operátorok L1(U,H) tere Banach-tér a
‖T‖Tr = inf
{ ∞∑
j=1
‖aj‖‖bj‖ : Tx =
∞∑
j=1
〈x, bj〉aj
}
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normára nézve. Ha T ∈ L1(U,U) és {ej} ⊂ U az U Hilbert tér egy
ortonormált bázisa, akkor a T operátor
TrT =
∞∑
j=1
〈Tej , ej〉
nyoma jóldefiniált, és értéke nem függ az ortonormált bázis megvá-
lasztásától. Ha T ∈ L(U,H) és az U Hilbert-tér valamely {ej} ⊂ U
ortonormált bázisát tekintve
∞∑
j=1
‖Tej‖2 <∞ (1)
teljesül, akkor a T operátort Hilbert–Schmidt-operátornak nevezzük.
Ebben az esetben az (1) által definiált végtelen sor összege független
az ortonormált bázis megválasztásától. A Hilbert–Schmidt-operátorok
L2(U,H) tere szeparábilis Hilbert-tér a
‖T‖2L2(U,H) = ‖T‖2HS =
∞∑
j=1
‖Tej‖2
normára nézve.
Jelölje Cn(H,R) az n-szer folytonosan Fréchet-differenciálható f :
H → R, x 7→ f(x) függvények terét. A Cb(H,L(H)) jelölést alkalmaz-
zuk az f : H → L(H), x 7→ f(x) folytonos és korlátos függvények
terére. Ha a Riesz reprezentációs tétel segítségével a H Hilbert-teret
azonosítjuk a L(H,R) térrel, akkor x ∈ H esetén az f ′(x) deriváltat a
H egy elemének tekintjük. Ehhez hasonlóan az f ′′(x) deriváltat az L(H)
egy elemének fogjuk fel. Helyenként az fx és az fxx jelölést használjuk
az f ′ és az f ′′ helyett.
Legyen (Ω,F ,P) egy valószínűségi mező, és jelölje Lp(Ω;H) a H
Hilbert-tér értékű azon X : (Ω,F)→ (H,B(H)) valószínűségi változók
terét, ahol B(H) jelöli a H Hilbert tér Borel-σ-algebráját, amelyekre
‖X‖pLp(Ω;H) = E
(‖X‖pH) = ∫
Ω
‖X(ω)‖pH dP(ω) <∞, 1 6 p <∞.
Még általánosabban: ha (M,M, µ) egy mértéktér, és 1 6 p <∞, akkor
Lp(M ;H) = Lp(M,M, µ;H) jelöli aM/B(H)-mérhető azon f : M →
H függvények terét, amelyekre a ‖f‖Lp(M ;H) = (
∫
M
‖f‖pHdµ)1/p norma
véges.
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Legyen Q ∈ L(U) egy önadjungált és pozitív szemidefinit operátor.
Egy U -értékű Q-Wiener-folyamatot a következőképpen lehet felépíte-
ni. Tekintsük az U0 := Q
1
2U úgynevezett Cameron–Martin-teret a
〈x, y〉0 := 〈Q− 12x,Q− 12 y〉 skalárszorzattal ellátva, ahol Q−1 a Q ope-
rátor pszeudoinverzét jelöli, ha Q nem injektív. Legyen {ej}∞j=1 az U0
Hilbert-tér egy ortonormált bázisa, és legyenek {βj}∞j=1 standard, egy-
mástól teljesen független, valós Wiener-folyamatok (Brown-mozgások)
az (Ω,F ,P) valószínűségi mezőn. Tekintsük a következő végtelen sort:
W (t) :=
∞∑
k=1
βk(t)ek. (2)
Amennyiben TrQ <∞, úgy a sor egy olyan sztochasztikus folyamathoz
konvergál a L2(Ω;U) normája szerint, amelynek van sztochasztikusan
ekvivalens folytonos trajektóriájú módosítása, amelyet U -beli Q-Wiener-
folyamatnak nevezünk [21, Section 4] és [59, Section 2]. Amikor azonban
TrQ =∞, akkor a (2) sor nem konvergál az L2(Ω;U) normája szerint,
hanem csak az L2(Ω;U1) normája szerint, ahol U1 egy olyan Hilbert-
tér, amelyre igaz, hogy az U0 beágyazási operátora az U1 térbe egy
Hilbert–Schmidt-operátor. Ezt az U1-értékű folyamatot, illetve ennek
egy sztochasztikusan ekvivalens folytonos trajektóriájú módosítását,
ugyanúgy W -vel jelöljük és U -beli Q-Wiener-folyamatnak nevezzük,
habár a (2) sor ebben az esetben formálisnak tekinthető az L2(Ω;U)
normájára nézve. Ha (Ω,F , (Ft)t≥0,P) egy sztochasztikus alaptér, amely
megfelel a szokásos feltételeknek, és W egy U -beli Q-Wiener-folyamat
az (Ω,F ,P) valószínűségi mezőn, amely adaptált az (Ft)t≥0 filtrációra
nézve, és W (t)−W (s) független Fs-től minden 0 6 s 6 t esetén, akkor
W -t U -beli Q-Wiener-folyamatnak nevezzük az (Ft)t≥0 filtrációra nézve.
Végül szükség lesz a sztochasztikus Itô-integrál egy egyszerűsített
változatára, az úgynevezett Wiener-integrálra determinisztikus integ-
randus esetén (lásd például [21, Chapter 4] és [59, Chapter 2]). Legyen
F : [0, t) → L2(U0, H), t > 0, mérhető függvény, amely négyzetesen
integrálható, azaz ∫ t
0
‖F (s)‖2L2(U0,H) ds <∞.
Ekkor az
∫ t
0 F (s) dW (s) egy jóldefiniált valószínűségi változó, amelyre
igaz az úgynevezett Itô-izometria alábbi alakja:∥∥∥∫ t
0
F (s) dW (s)
∥∥∥2
L2(Ω;H)
=
∫ t
0
‖F (s)‖2L2(U0,H) ds.
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2.2. A gyenge hiba egy általános kifejtése
Ebben az alfejezetben bemutatjuk azt az általános tételt, amely-
nek segítségével a dolgozat első fejezetében vizsgált egyenlettípusok
esetén a numerikus megoldás gyenge konvergenciájának rendjét megha-
tározzuk. Jelentősége egyrészt abban rejlik, hogy alkalmazható mind
parabolikus, mind pedig hiperbolikus egyenletekre, de még Volterra-
típusú integro-differenciálegyenletek esetén is. Másrészt pedig a tétel
alkalmas mind az időbeli, mind a térbeli szemidiszkretizáció analízisére
és természetesen a teljes diszkretizáció vizsgálatára is. A tézisfüzetben
csak teljes diszkretizációkat tekintünk, de a dolgozatban szerepelnek
időbeli szemidiszkretizációra vonatkozó becslések is.
Legyen (Ω,F , (Ft)t≥0,P) egy sztochasztikus alaptér és W egy U -
beli Q-Wiener-folyamat az (Ω,F ,P) valószínűségi mezőn az (Ft)t≥0
filtrációra nézve. Legyen Y és Y˜ a következő módon definiálva:
Y (t) := Y (0) +
∫ t
0
E(T − s)B dW (s), t ∈ [0, T ],
valamint
Y˜ (t) := Y˜ (0) +
∫ t
0
E˜(T − s)B˜ dW (s), t ∈ [0, T ],
ahol T > 0 és az (E(t))t∈[0,T ], valamint az (E˜(t))t∈[0,T ] a H Hilbert-tér
korlátos operátoraiból álló operátorcsaládok. A sztochasztikus integrálok
létezéséhez feltesszük, hogy az (E(t))t∈[0,T ] illetve az (E˜(t))t∈[0,T ] olyan
operátorcsaládok, amelyekre teljesül, hogy a t 7→ E˜(t)B˜, illetve hogy a
t 7→ E(t)B mint [0, T ]→ L2(U0, H) leképezések mérhetők és∫ T
0
‖E(t)B‖2L2(U0,H)dt <∞, (3)
valamint ∫ T
0
‖E˜(t)B˜‖2L2(U0,H)dt <∞. (4)
Tekintsük a következő különbséget
e(T ) = E
(
G(Y˜ (T ))−G(Y (T ))
)
, (5)
ahol G : H → R egy adott funkcionál. Legyen
Z(t, τ, ξ) := ξ +
∫ t
τ
E(T − s)B dW (s), t ∈ [τ, T ],
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ahol τ ∈ [0, T ) és ξ egy H-értékű, Fτ -mérhető valószínűségi változó.
Legyen u : [0, T ]×H → R a következő alakú:
u(t, x) := EG(Z(T, t, x)), (t, x) ∈ [0, T ]×H,
ahol G : H → R egy adott funkcionál.
2.1. Tétel (Theorem 1.2.1 a dolgozatban). Legyen T > 0 és legyenek
(E(t))t∈[0,T ] és (E˜(t))t∈[0,T ] a H Hilbert-tér korlátos operátoraiból álló
olyan operátorcsaládok, amelyekről feltételezzük, hogy {E(t)}t∈[0,T ] erő-
sen folytonos, t 7→ E˜(t)B˜ mint [0, T ] → L2(U0, H) leképezés mérhető,
B, B˜ ∈ L(U,H) és amelyekre teljesülnek a (3) és a (4) feltételek. Ha
G : H → R olyan funkcionál, amelyre igaz, hogy G ∈ C2(H,R) és G′′ ∈
Cb(H,L(H)), valamint ha Y (0), Y˜ (0) ∈ L2(Ω,F0,P;H), akkor az (5)
egyenlettel definiált e(T ) gyenge hiba felírható az
e(T ) = E
(
u(0, Y˜ (0))− u(0, Y (0)))+ 12E∫ T
0
Tr
(
uxx(t, Y˜ (t))O(t)
)
dt
(6)
alakban, ahol
O(t) = (E˜(T − t)B˜ + E(T − t)B)Q(E˜(T − t)B˜ − E(T − t)B˜)∗
vagy
O(t) = (E˜(T − t)B˜ − E(T − t)B)Q(E˜(T − t)B˜ + E(T − t)B)∗.
Ezt az eredményt először a sztochasztikus hullámegyenletre alkal-
mazzuk.
2.3. A sztochasztikus hullámegyenlet
Az eredmények megfogalmazásához be kell vezetnünk néhány jelölést
és fogalmat. Legyen D ⊂ Rd egy korlátos és konvex tartomány, és tekint-
sük az L2(D) függvényteret a szokásos ‖ · ‖L2(D) normával és 〈·, ·〉L2(D)
skalárszorzattal. Legyen Λ := −∆ = −∑dj=1 ∂2/∂ξ2j a Laplace-operátor
az L2(D) függvénytéren homogén Dirichlet-féle peremfeltétellel, azaz
a D(Λ) := {v ∈ H10 (D) : Λu ∈ L2(D)} értelmezési tartománnyal. A
szokásos Hn(D) jelölést alkalmazzuk az n ∈ N0-ed rendű L2-Szoboljev-
terek jelölésére a D tartományon, és H10 (D) jelöli a C∞c (D) kompakt
tartójú függvények lezárását a H1(D) tér normája szerint. Bevezetjük
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továbbá a H˙α, α ∈ R, simasági tereket:
H˙α := D(Λα/2) :=
{
v =
∞∑
k=1
vkϕk : {vk}k∈N ⊂ R,
‖v‖H˙α := ‖Λα/2v‖L2(D) =
( ∞∑
k=1
λαkv
2
k
)1/2
<∞
}
,
ahol {ϕk}k∈N ⊂ D(Λ) az L2(D) függvénytér, a Λ operátor sajátfügg-
vényeiből álló, ortonormált bázisa a megfelelő {λk}k∈N ⊂ (0,∞) sa-
játértékekkel. Még pontosabban, negatív α esetén a H˙α tér az L2(D)
függvénytér lezárása az ‖ · ‖H˙α normája szerint.
A sztochasztikus hullámegyenlet állapotterének leírásához bevezetjük
a
Hα := H˙α × H˙α−1, α ∈ R, (7)
Hilbert-tereket a
〈v, w〉Hα = 〈v1, w1〉H˙α + 〈v2, w2〉H˙α−1
skalárszorzattal, ahol v = [v1, v2]T és w = [w1, w2]T . A skalárszorzatból
származó normákra a
‖v‖2Hα := ‖v1‖2H˙α + ‖v2‖2H˙α−1
jelölést használjuk. Legyen a H Hilbert-tér a (7) speciális, α = 0
választással kapott esete a ‖ · ‖ = ‖ · ‖H0 normával és a 〈·, ·〉 =
〈·, ·〉L2(D) + 〈Λ−1/2·,Λ−1/2·〉L2(D) skalárszorzattal.
A sztochasztikus hullámegyenlet elsőrendű rendszerré átírt vátozata
a következű absztrakt Itô-alakban írható fel:
dX(t) +AX(t) dt = B dW (t), t ∈ [0, T ]; X(0) = X0, (8)
ahol A : D(A) ⊂ H → H és B : H˙−1 → H a következő operátormátri-
xok:
A :=
[
0 −I
Λ 0
]
, B :=
[
0
I
]
, (9)
és ahol az A operátormátrix értelmezési tartománya
D(A) =
{
x ∈ H : Ax =
[
x2
−Λx1
]
∈ H = H˙0 × H˙−1
}
= H1 = H˙1 × H˙0.
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Itt a Λ operátort mint H˙1 → H˙−1 leképezést tekintjük a
〈Λx, y〉H˙−1×H˙1 = 〈∇x,∇y〉L2(D)
definíció szerint. A (8) egyenlet gyenge megoldása a [0, T ] intervallumon
egy olyan (X(t))t∈[0,T ], H-értékű, előrejelezhető folyamat, amelynek tra-
jektóriái 1 valószínűséggel Bochner-integrálhatóak a [0, T ] intervallumon,
valamint minden t ∈ [0, T ] és η ∈ D(A∗) esetén az
〈X(t), η〉+
∫ t
0
〈X(s), A∗η〉ds = 〈X0, η〉+
∫ t
0
〈η,B dW (s)〉
egyenlet 1 valószínűséggel teljesül. A (8) egyenlet H-értékű
X =
[
X1(t), X2(t)
]>
gyenge megoldása a
X(t) = E(t)X0 +
∫ t
0
E(t− s)B dW (s) (10)
formulával adható meg, ahol (E(t))t≥0 a −A operátor által generált ope-
rátorfélcsoport, amennyiben persze a sztochasztikus integrál jóldefiniált,
és ha X0-ról feltesszük hogy F0-mérhető.
A numerikus közelítés tárgyalásához további fogalmakat és jelöléseket
vezetünk be. Legyen r > 2 egy pozitív egész szám, és tekintsük a H10 (D)
függvénytér egy (V rh,0)0<h<1 ⊂ H10 (D) véges dimenziós altércsaládját.
Legyen az Rh : H˙1 → V rh,0 operátor a H˙1 tér V rh,0 alterére való merőleges
vetítése:
〈∇Rhv,∇χ〉 = 〈∇v,∇χ〉, v ∈ H˙1, χ ∈ V rh,0. (11)
A hibaanalízis során feltételezzük, hogy az Rh úgynevezett Ritz-projek-
cióra érvényes a
‖Rhv − v‖ ≤ Chγ‖v‖H˙γ , v ∈ H˙γ , 1 ≤ γ ≤ r, (12)
hibabecslés. A diszkrét Laplace-operátort a
Λh : V rh,0 → V rh,0, 〈Λhψ, χ〉 = 〈∇ψ,∇χ〉, ψ, χ ∈ V rh,0,
egyenlettel definiáljuk. Az A operátor diszkretizált Ah : V rh,0 × V rh,0 →
V rh,0 × V rh,0 változatát az
Ah :=
[
0 −I
Λh 0
]
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mátrix adja meg.
Legyen továbbá R az exponenciális függvénynek egy úgynevezett I-
stabil racionális approximációja, azaz egy olyan racionális törtfüggvény,
amelyre
|R(iy)− e−iy| 6 C|y|p+1, |y| 6 b,
|R(iy)| 6 1, y ∈ R,
teljesül valamely pozitív p egész szám és valamely b > 0 állandó esetén.
Legyen
Eh,∆t := R(∆tAh), ∆t > 0,
és tekintsük a sztochasztikus hullámegyenlet megoldásának
(Xnh,∆t)n=0,...,N = ([Xnh,∆t,1, Xnh,∆t,2]>)n=0,...,N
közelítését a
Xjh,∆t = Eh,∆t(X
j−1
h,∆t +Bh∆W
j), j = 1, . . . , N ; X0h,∆t = PhX0,
(13)
algoritmus szerint megadva, ahol Bh := PhB = [0, Ph,2]T és ahol Ph =
[Ph,1, Ph,2]T . Itt a Ph,1 : H˙0 → V rh,0 és a Ph,2 : H˙−1 → V rh,0 a következő
ortogonális vetítések: 〈Ph,1f, χ〉 = 〈f, χ〉, χ ∈ V rh,0, ha f ∈ H˙0, valamint
〈Ph,2f, χ〉 = 〈f, χ〉H˙−1×H˙1 , χ ∈ V rh,0, ha f ∈ H˙−1.
A sztochasztikus hullámegyenlet esetén érvényes következő hibabecs-
lés a gyenge konvergencia rendjét mutatja.
2.2. Tétel (Theorem 1.3.13 a dolgozatban). Tegyük fel, hogy
‖Λβ−1/2QΛ−1/2‖Tr <∞
és hogy X0 ∈ L2(Ω,F0,P;H2β) valamely β > 0 esetén. Ha az
(Xnh,∆t)n=0,...,N
családot a (13) egyenlettel definiáljuk, és (X(t))t∈[0,T ] a (8) egyenlet
gyenge megoldása, ahol A,B a (9) egyenletben megadott operátormátri-
xok, akkor egy olyan g : H˙0 → R függvény esetén, amelyre g ∈ C2(H˙0,R)
és g′′ ∈ Cb(H˙0,L(H˙0)) teljesül, a következő hibabecslés érvényes:∣∣E(g(XNh,∆t,1)− g(X1(T )))∣∣ 6 C(T )(hmin(2β rr+1 ,r) + ∆tmin(2β pp+1 ,1)),
ahol T = N∆t és a C(T ) > 0 állandó nem függ h-tól és ∆t-től.
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Mint az a következő eredményből látható, nem túl nagy β esetén a
gyenge konvergencia rendje kétszerese az erős konvergencia rendjének.
2.3. Tétel (Theorem 1.3.14 a dolgozatban). Tegyük fel, hogy
‖Λ β−12 Q1/2‖2HS <∞
és hogy X0 ∈ L2(Ω,F0,P;Hβ) valamely β ≥ 0 esetén. Ekkor a sztochasz-
tikus hullámegyenlet gyenge megoldásának első X1(T ) komponensét a
numerikus megoldás első XNh,∆t,1 komponense a következő erős rendben
közelíti:
‖XNh,∆t,1 −X1(T )‖L2(Ω:H˙0) 6 C(T )
(
hmin(β
r
r+1 ,r) + ∆tmin(β
p
p+1 ,1)
)
,
ahol T = N∆t és a C(T ) > 0 állandó nem függ h-tól és ∆t-től.
A dolgozatban megmutatjuk (Theorem 1.1.1), hogy általános esetben
‖Λ β−12 Q1/2‖2HS 6 ‖Λβ−1/2QΛ−1/2‖Tr ,
de kommutatív zaj esetén egyenlőség áll fenn. Így a fenti két tétel a
feltételek szempontjából összehasonlítható.
2.4. Sztochasztikus Volterra-típusú integro-differen-
ciálegyenletek
Legyen D ⊂ Rd egy korlátos és konvex tartomány és legyen megint
Λ := −∆ = −∑dj=1 ∂2/∂ξ2j a Laplace-operátor a H := L2(D) függ-
vénytéren homogén Dirichlet-féle peremfeltétellel, azaz a D(Λ) := {v ∈
H10 (D) : Λu ∈ L2(D)} = H˙2 értelmezési tartománnyal. Tekintsük a
következő sztochasztikus Volterra-típusú integro-differenciálegyenletet
absztrakt Itô-alakban írva:
dX +
(∫ t
0
b(t− s)AX(s) ds
)
dt = dW, t ∈ (0, T ]; X(0) = X0,
(14)
ahol W egy H-beli Q-Wiener-folyamat az (Ft)t≥0 filtrációra nézve és b
egy lokálisan integrálható, valós értékű függvény. A (14) egyenlet gyenge
megoldása a [0, T ] intervallumon egy olyan (X(t))t∈[0,T ], H-értékű,
előrejelezhető folyamat, amelynek trajektóriái 1 valószínűséggel Bochner-
integrálhatóak a [0, T ] intervallumon, valamint minden t ∈ [0, T ] és
η ∈ D(A∗) esetén az
〈X(t), η〉+
∫ t
0
∫ r
0
b(r−s) 〈X(s), A∗η〉 dsdr = 〈X0, η〉+
∫ t
0
〈η, dW (s)〉
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egyenlet 1 valószínűséggel teljesül. Ha (S(t))t∈[0,T ] jelöli az
u˙(t) +
∫ t
0
b(t− s)Au(s) ds = 0, t ∈ (0, T ]; u(0) = x, (15)
egyenlet megoldási operátorcsaládját (úgynevezett rezolvenscsaládját),
akkor a (14) egyenlet gyenge megoldása az
X(t) = S(t)X0 +
∫ t
0
S(t− s) dW (s)
formulával adható meg, amennyiben persze a sztochasztikus integrál
jóldefiniált, és ha X0-ról feltesszük, hogy F0-mérhető. Az eredmények
kimondásakor feltételezzük, hogy a b memóriafüggvény kielégíti legalább
az egyik alábbi feltételt, esetleg ezek egy kombinációját.
2.4. Feltétel. A memóriafüggvény 0 6= b ∈ L1loc(R+), 3-monoton,
limt→∞ b(t) = 0 és
lim sup
t→0,∞
1
t
∫ t
0 sb(s) ds∫ t
0 −sb˙(s) ds
< +∞. (16)
A [61, Proposition 3.10] segítségével belátható (lásd még [55]), hogy
ha b ∈ L1loc(R+) 3-monoton, akkor a (16) tulajdonság ekvivalens azzal,
hogy
ρ := 1 + 2
pi
sup{|arg b̂(λ)|, Reλ > 0} ∈ (1, 2). (17)
A (17) formulával definiált ρ paraméter kulcsfontosságú, mivel ez ha-
tározza meg a lineáris determinisztikus egyenlet rezolvenscsaládjának
regularizáló hatását.
2.5. Feltétel. A b memóriafüggvény kielégíti a 2.4. Feltételt és b 4-
monoton.
2.6. Feltétel. A b memóriafüggvény b̂ Laplace-transzformáltja kiter-
jeszthető egy, a Σθ = {z ∈ C\{0}, |arg(z)| < θ} szektoriális tartomá-
nyon értelmezett analitikus függvénnyé, ahol θ > pi/2, és a kiterjesztett
Laplace-transzformált kielégíti a |̂b(k)(z)| ≤ C|z|1−ρ−k, k = 0, 1, z ∈ Σθ,
egyenlőtlenséget.
A b(t) = Ctρ−2e−ηt, 1 < ρ < 2, η ≥ 0, egy fontos olyan függvénycsa-
lád, amely kielégíti mind a három feltételt. Amikor η = 0, akkor a (14)
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integro-differenciálegyenlet időben törtrendű differenciálegyenletként is
felfogható.
Tekintsük a H10 (D) függvénytér egy (Vh)0<h<1 ⊂ H10 (D) véges di-
menziós altércsaládját, és legyenek a Ph : H → Vh és Rh : H˙1 → Vh
operátorok a H illetve a H˙1 skalárszorzatainak megfelelő merőleges ve-
títések. A hibaanalízis során feltételezzük, hogy az Rh Ritz-projekcióra
érvényes a
‖Rhv − v‖ ≤ Chγ‖v‖H˙γ , v ∈ H˙γ , 1 ≤ γ ≤ 2, (18)
hibabecslés. A diszkrét Laplace-operátort a
Ah : Vh → Vh, 〈Ahψ, χ〉 = 〈∇ψ,∇χ〉, ψ, χ ∈ Vh, (19)
egyenlettel definiáljuk.
Tekintsük a következő algoritmust n > 1 esetén:
Xnh,∆t −Xn−1h,∆t + ∆t
(
n∑
k=1
ωn−k AhXkh,∆t
)
= Ph(W (tn)−W (tn−1)),
(20)
ahol X0h,∆t = PhX0 és ahol az (ωk)k≥0 súlyok az(
1− z
∆t
)1−ρ
=
∑
k>0
ωkz
k, |z| < 1, (21)
kifejtésből számolhatóak.
2.7. Tétel (Theorem 1.5.33 a dolgozatban). Tegyük fel, hogy a b memó-
riafüggvény teljesíti a 2.4. és a 2.6. Feltételeket. Legyen T > 0, legyen
(X(t))t∈[0,T ] a (14) egyenlet gyenge megoldása, és legyen (Xnh,∆t)n=0,...,N
a (20) algoritmussal definiálva, ahol T = N∆t. Legyen g : H → R egy
olyan függvény, amelyre g ∈ C2(H,R) és g′′ ∈ Cb(H,L(H)) teljesül, és
legyen X0 ∈ L2(Ω,F0,P;H). Ha
‖A(β− 1ρ )/2Q1/2‖HS <∞
valamely 0 < β ≤ 1/ρ esetén, akkor létezik egy h-tól és ∆t-től független
C > 0 állandó, amelyre h2/ρ + ∆t < T esetén teljesül, hogy
∣∣E(g(XNh,∆t)− g(X(T )))∣∣ 6 C ln( Th∆t+2/ρ
)
(h2β + ∆tρβ).
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Az erős konvergencia rendjével kapcsolatban igaz a következő tétel.
2.8. Tétel (Theorem 1.5.28 a dolgozatban). Tegyük fel, hogy
‖A(β− 1ρ )/2Q1/2‖HS < +∞
valamely 0 < β 6 1ρ esetén, X0 ∈ L2(Ω,F0,P; H˙2s(1+ε)) valamely
ε > 0 esetén, ahol 0 6 s 6 1, és tegyük fel, hogy a b memóriafüggvény
teljesíti a 2.5. Feltételt. Legyen T > 0, legyen (X(t))t∈[0,T ] a (14) gyenge
megoldása, és legyen (Xnh,∆t)n=0,...,N a (20) algoritmussal definiálva,
ahol T = N∆t. Ekkor létezik egy C > 0 állandó, valamint egy másik
K = K(T, γ, ρ) > 0 állandó, amelyek függetlenek h-tól és ∆t-től, és
amelyekre
‖XNh,∆t−X(T )‖L2(Ω;H) ≤ C(h2s+∆ts)‖X0‖L2(Ω;H˙2s(1+ε))+K(hβ+∆tγ)
teljesül, ahol γ < ρβ2 .
Hasonlóan a sztochasztikus hullámegyenlethez, amennyiben a kezdeti
feltétel kellően sima, egy, mindkét tétel feltételeinek megfelelő memó-
riafüggvény esetén, a gyenge konvergencia rendje kétszerese az erős
konvergencia rendjének.
3. Szemilineáris sztochasztikus parciális dif-
ferenciálegyenletek additív Wiener-zajjal
Ebben a fejezetben a szemilineáris sztochasztikus hővezetési egyenlet-
nek és a szemilineáris sztochasztikus Volterra-típusú integro-differenciál-
egyenletek egy osztályának gyenge közelítését tárgyaljuk. Az ebben
a fejezetben bemutatott eredményeknél megengedjük, hogy a megol-
dás funkcionáljai – habár speciális módon, de – függjenek a megoldás
trajektóriáitól is. Ennek azért van jelentősége, mert így a megoldás
statisztikai tulajdonságainak (például a kovarianciájának) közelítési
rendjét is becsülni lehet, lásd Corollary 2.3.8 a dolgozatban.
3.1. Néhány alapfogalom és jelölés
LegyenH egy valós, szeparábilis Hilbert-tér. Jelölje G2p(H,R) azon φ :
H → R folytonos függvények osztályát, amelyek minden h ∈ H esetén
minden irányban kétszer differenciálhatóak, az elsőrendű iránymenti
deriváltjaik megadhatók minden e ∈ H esetén valamely φ′(h) ∈ H
segítségével
∂eφ(h) = 〈φ′(h), e〉
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alakban, és a másodrendű iránymenti deriváltjaik megadhatók min-
den e, f ∈ H esetén valamely φ′′(h) ∈ L(H) szimmetrikus operátor
segítségével
∂2e,fφ(h) = 〈φ′′(h)e, f〉
alakban, valamint a h 7→ ∂eφ(h) és a h 7→ ∂2e,fφ(h) függvények folytono-
sak minden e, f ∈ H esetén. Legyen m ∈ N0, és jelölje G2,mp (H,R) azon
φ ∈ G2p(H,R) függvények halmazát, amelyre
‖φ′′(h)‖L(H) 6 C(1 + ‖h‖m), h ∈ H,
teljesül. Végül jelöljeMT a korlátos Borel-mértékek halmazát a [0, T ]
intervallumon.
3.2. A szemilineáris sztochasztikus hővezetési egyen-
let
Legyen D ⊂ Rd, d 6 3, egy korlátos és konvex tartomány és legyen
Λ := −∆ = −∑dj=1 ∂2/∂ξ2j a Laplace-operátor az L2(D) függvény-
téren homogén Dirichlet-féle peremfeltétellel, azaz a D(Λ) := {v ∈
H10 (D) : Λu ∈ L2(D)} = H˙2 értelmezési tartománnyal. Legyen
g : R→ R egy kétszer folytonosan differenciálható függvény, amelynek el-
ső és második deriváltja (globálisan) korlátos. Definiáljuk az f : H → H
leképezést a
(f(r))(x) = g(r(x)), x ∈ D , r ∈ H,
formulával és tekintsük a következő szemilineáris sztochasztikus hőveze-
tési egyenletet absztrakt Itô-alakban írva:
dX(t) +AX(t) dt = f(X(t)) dt+ dW (t), t ∈ (0, T ]; X(0) = x0,
(22)
ahol W egy H-beli Q-Wiener-folyamat az (Ft)t≥0 filtrációra nézve és
x0 ∈ H egy determinisztikus kezdeti feltétel. Ha (S(t))t≥0 jelöli a −A
operátor által generált operátorfélcsoportot, akkor a (22) egyenlet úgyne-
vezett enyhe megoldása egy olyan (X(t))t∈[0,T ], H-értékű, előrejelezhető
folyamat, amely minden t ∈ [0, T ] esetén 1 valószínűséggel kielégíti az
X(t) = S(t)x0 +
∫ t
0
S(t− s)f(X(s)) ds+
∫ t
0
S(t− s) dW (s) (23)
egyenletet, ahol persze azt is megköveteljük, hogy a jobb oldalon sze-
replő tagok jóldefiniáltak legyenek. A 2.4. alfejezet jelöléseit használva
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tekintsük a (22) egyenlet megoldásának közelítését az úgynevezett Euler–
Maruyama-módszer szerinti
Xnh,∆t = B1h,∆tXn−1h,∆t + ∆tB
1
h,∆tf(Xn−1h,∆t) +
∫ tn
tn−1
B1h,∆t dW (s),
n = 1, . . . , N,
X0h,∆t = Phx0,
(24)
rekurzióval megadva, ahol B1h,∆t = (I + ∆tAh)−1Ph. Ugyanúgy, mint
a 2.4. alfejezetben, feltételezzük, hogy érvényes a (18) becslés. Az előző-
ekben tárgyaltaknál egy még általánosabb funkcionálosztályt tekintve,
azaz megengedve azoknak a megoldás trajektóriáitól való függését is, a
gyenge konvergencia rendjére a következő becslés adható.
3.1. Tétel (Theorem 2.3.7 a dolgozatban a (22) egyenletre alkalmaz-
va). Legyen (X(t))t∈[0,T ] a (22) egyenlet enyhe megoldása, és legyen
(Xnh,∆t)n=0,...,N a (24) egyenlettel definiált közelítés. Legyen X˜h,∆t(t) =
Xnh,∆t, ha t ∈ [tn, tn+1), n = 0, . . . , N − 1, és X˜h,∆t(t) = XNh,∆t, ha t ∈
[tN , T ], ahol ∆t ∈ (0, 1), tn = n∆t, n = 0, . . . , N , és tN < T 6 tN + ∆t.
Tegyük fel, hogy x0 determinisztikus, x0 ∈ H˙3 és hogy∥∥A β−12 Q 12 ∥∥HS <∞
valamely β ∈ (0, 1] esetén. Ha K > 1, m1, . . . ,mK ∈ N0, ϕi ∈
G2,mip (H,R), νi ∈ MT , i = 1, . . . ,K, Φ(Z) =
∏K
i=1 ϕi(
∫ T
0 Z(t) dνi,t)
és γ ∈ [0, β), akkor létezik egy h-tól és ∆t-től független C > 0 állandó,
amelyre∣∣E(Φ(X˜h,∆t)− Φ(X))∣∣ 6 C(h2γ + ∆tγ), h,∆t ∈ (0, 1),
teljesül.
Az erős konvergencia rendjével kapcsolatban igaz a következő tétel.
3.2. Tétel (Theorem 2.3.2 a dolgozatban a (22) egyenletre alkalmaz-
va). Legyen (X(t))t∈[0,T ] a (22) egyenlet enyhe megoldása, és legyen
(Xnh,∆t)n=0,...,N a (24) egyenlettel definiált közelítés. Tegyük fel, hogy x0
determinisztikus, x0 ∈ H˙3 és hogy∥∥A β−12 Q 12 ∥∥HS <∞
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valamely β ∈ (0, 1] esetén. Ekkor minden γ ∈ [0, β) és p ∈ [2,∞) esetén
létezik egy h-tól és ∆t-től független C > 0 állandó, amelyre
max
n∈{0,...,N}
∥∥Xnh,∆t −X(tn)∥∥Lp(Ω;H) 6 C(hγ + ∆t γ2 ), h,∆t ∈ (0, 1),
teljesül.
A két tételt összevetve láthatjuk, hogy ebben az esetben is kétszer
akkora a gyenge konvergencia rendje, mint az erős konvergenciáé.
3.3. Szemilineáris sztochasztikus Volterra-típusú in-
tegro-differenciálegyenletek
Tekintsük a következő sztochasztikus Volterra-típusú integro-diffe-
renciálegyenletet absztrakt Itô-alakban írva:
dX +
(∫ t
0
b(t− s)AX(s) ds
)
dt = f(X(t)) dt+ dW, t ∈ (0, T ];
X(0) = X0,
(25)
ahol A, f és W ugyanazt jelöli, mint a 3.2. alfejezetben. Ha (S(t))t∈[0,T ]
jelöli a (15) egyenlet rezolvenscsaládját, akkor a (25) egyenlet úgyneve-
zett enyhe megoldása egy olyan (X(t))t∈[0,T ], H-értékű, előrejelezhető
folyamat, amely minden t ∈ [0, T ] esetén 1 valószínűséggel kielégíti a
a (23) egyenletet, ahol persze azt is megköveteljük, hogy a jobb oldalon
szereplő tagok jóldefiniáltak legyenek. A (25) egyenlet megoldásának
közelítését a lineáris esetben alkalmazott algoritmusnak a szemilineáris
esetre adaptált, alábbi változatával végezzük el a 2.4. alfejezet jelöléseit
használva:
Xnh,∆t −Xn−1h,∆t + ∆t
(
n∑
k=1
ωn−k AhXkh,∆t
)
= ∆tPhf(Xn−1h,k ) +
∫ tn
tn−1
Ph dW (t), n = 1, . . . , N,
X0h,k = Phx0.
(26)
Ugyanúgy, mint a 2.4. alfejezetben, feltételezzük, hogy érvényes a (18)
becslés. A 3.2. alfejezetben bevezetett funkcionálosztályt tekintve a
gyenge konvergencia rendjére a következő becslés adható.
3.3. Tétel (Theorem 2.3.7 a dolgozatban a (25) egyenletre alkalmaz-
va). Tegyük fel, hogy a b memóriafüggvény teljesíti a 2.4. és a 2.6.
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Feltételeket. Legyen (X(t))t∈[0,T ] a (25) egyenlet enyhe megoldása, és
legyen (Xnh,∆t)n=0,...,N a (26) egyenlettel definiált közelítés. Legyen
X˜h,∆t(t) = Xnh,∆t, ha t ∈ [tn, tn+1), n = 0, . . . , N − 1, és X˜h,∆t(t) =
XNh,∆t, ha t ∈ [tN , T ], ahol ∆t ∈ (0, 1), tn = n∆t, n = 0, . . . , N , és
tN < T 6 tN + ∆t. Tegyük fel, hogy x0 determinisztikus, x0 ∈ H˙3 és
hogy ∥∥A β−1/ρ2 Q 12 ∥∥HS <∞
valamely β ∈ (0, 1/ρ] esetén. Ha K > 1, m1, . . . ,mK ∈ N0, ϕi ∈
G2,mip (H,R), νi ∈MT , i = 1, . . . ,K, Φ(Z) =
∏K
i=1 ϕi(
∫ T
0 Z(t) dνi,t) és
γ ∈ [0, β), akkor létezik egy h-tól és ∆t-től független C > 0 állandó,
amelyre∣∣E(Φ(X˜h,∆t)− Φ(X))∣∣ 6 C(h2γ + ∆tργ), h,∆t ∈ (0, 1),
teljesül.
Az erős konvergencia rendjével kapcsolatban igaz a következő tétel.
3.4. Tétel (Theorem 2.3.2 a dolgozatban a (25) egyenletre alkalmazva).
Tegyük fel, hogy a b memóriafüggvény teljesíti a 2.4. és a 2.6. Feltéte-
leket. Legyen (X(t))t∈[0,T ] a (25) egyenlet enyhe megoldása, és legyen
(Xnh,∆t)n=0,...,N a (26) egyenlettel definiált közelítés. Tegyük fel, hogy x0
determinisztikus, x0 ∈ H˙3 és hogy∥∥A β−1/ρ2 Q 12 ∥∥HS <∞
valamely β ∈ (0, 1/ρ] esetén. Ekkor minden γ ∈ [0, β) és p ∈ [2,∞)
esetén létezik egy h-tól és ∆t-től független C > 0 állandó, amelyre
max
n∈{0,...,N}
∥∥Xnh,∆t −X(tn)∥∥Lp(Ω;H) 6 C(hγ + ∆t ργ2 ), h,∆t ∈ (0, 1),
teljesül.
A két tételt összevetve láthatjuk, hogy ebben az esetben is kétszer
akkora a gyenge konvergencia rendje, mint az erős konvergenciáé.
4. Lineáris sztochasztikus parciális differen-
ciálegyenletek additív Lévy-zajjal
Ebben a fejezetben additív Lévy-zajos lineáris sztochasztikus diffe-
renciálegyeletek gyenge közelítését tárgyaljuk. Kiemelten foglalkozunk a
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sztochasztikus hővezetési egyenlettel (4.3. alfejezet), a sztochasztikus
hullámegyenlettel (4.4. alfejezet), illetve a sztochasztikus Volterra-típusú
integro-differenciálegyenletek egy osztályával (4.5. alfejezet). A hiba-
becsléseket a 4.2. alfejezetben kimondott általános reprezentációs tétel
segítségével lehet bebizonyítani.
4.1. Néhány alapfogalom és jelölés
Először bevezetjük a Hilbert-tér értékű Lévy-folyamat fogalmát. A
téma egy teljeskörű tárgyalása például az [56] monográfiában található
meg. Legyen U1 egy valós és szeparábilis Hilbert-tér és (Ω,F , (Ft)t≥0,P)
egy sztochasztikus alaptér, amely megfelel a szokásos feltételeknek.
Az L = (L(t))t>0 sztochasztikus folyamatot egy U1-értékű Lévy-folya-
matnak nevezzük, ha L = (L(t))t>0 egy U1 értékű (Ft)t≥0-adaptált
sztochasztikus folyamat, amelyre igaz, hogy minden t, h > 0, esetén
L(t+h)−L(t) független Ft-től. A továbbiakban L-nek mindig egy szto-
chasztikusan ekvivalens càdlàg módosítását tekintjük. Feltesszük, hogy
L nulla várható értékű és négyzetesen integrálható, azaz hogy EL(t) = 0
és E‖L(t)‖2U1 < ∞. Ezenkívül, mivel a Wiener-folyamatokat már tár-
gyaltuk, feltételezzük azt is, hogy L-nek nincs Wiener-komponense.
Jelölje ν az L Lévy-folyamat ugrásainak intenzitásának eloszlását. A
feltételeinkből az következik, hogy∫
U1
‖y‖2U1ν(dy) <∞,
és hogy az L folyamat karakterisztikus függvénye t > 0 és x ∈ U1 esetén
az
Eei〈x,L(t)〉U1 = exp
{
− t
∫
U1
(
1− ei〈x,y〉U1 + i〈x, y〉U1
)
ν(dy)
}
alakban írható fel. Jelölje Q1 ∈ L1(U1) az L folyamat kovariancia
operátorát. A Q1 operátorra teljesül, hogy
〈Q1x, y〉U1 =
∫
U1
〈x, z〉U1〈y, z〉U1ν(dz), x, y ∈ U1,
lásd [56, Theorem 4.47]. Jelölje
(U0, 〈 · , · 〉U0) :=
(
Q
1/2
1 (U1), 〈Q−1/21 · , Q−1/21 · 〉U1
)
az L folyamat Cameron–Martin-terét, ahol Q−1/21 a Q
1/2
1 operátor
pszeudoinverzét jelöli, ha Q1 nem injektív. Legyen továbbá U egy olyan
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Hilbert-tér, amelyre igaz, hogy
U0 ⊂ U ⊂ U1,
ahol a tartalmazások folytonos beágyazást is jelentenek. Jelölje J0 ∈
L(U0, U) az U0 Hilbert-tér U -ba való beágyazási operátorát és legyen
Q := J0J∗0 ∈ L(U).
Douglas tétele (lásd például [56, Appendix A.4] vagy [59, Corollary
C.0.6]) segítségével belátható, hogy az L folyamat U0 Cameron–Martin-
tere előállítható az
(U0, 〈 · , · 〉U0) =
(
Q1/2(U), 〈Q−1/2 · , Q−1/2 · 〉U
)
alakban is. Megjegyezzük, hogy ellentétben az előzőekben tárgyalt
Wiener-folyamatokkal, Lévy-folyamatok esetén a Q1 illetve a Q operá-
torok nem határozzák meg egyértelműen a folyamat eloszlását. Ennek
ellenére ezek az operátorok fontos szerepet játszanak az analízis során.
Végül szükség lesz a sztochasztikus Itô-integrál egy egyszerűsített
változatára determinisztikus integrandus esetén. Mivel feltettük, hogy
L négyzetesen integrálható, így az integrandusok osztálya és az Itô-
izometria alakja megegyezik a Wiener-folyamatoknál tárgyaltakkal. Le-
gyen F : [0,∞) → L2(U0, H) mérhető függvény, amely négyzetesen
integrálható, ahol H egy valós, szeparábilis Hilbert-tér, azaz∫ t
0
‖F (s)‖2L2(U0,H) ds <∞.
Ekkor az
∫ t
0 F (s) dL(s) egy jóldefiniált valószínűségi változó, amelyre
igaz az úgynevezett Itô-izometria alábbi alakja:∥∥∥∫ t
0
F (s) dL(s)
∥∥∥2
L2(Ω;H)
=
∫ t
0
‖F (s)‖2L2(U0,H) ds.
Ennek az izometriának az a következménye, hogy a Wiener-zaj esetében
a lineáris egyenletekkel kapcsolatban ismert erős hibabecslések egy az
egyben átvihetők az ebben a fejezetben tárgyalt egyenletekre is, így a
továbbiakban csak a gyenge hiba rendjével foglalkozunk.
4.2. A gyenge hiba egy általános kifejtése
Ebben az alfejezetben bemutatjuk azt az általános tételt, amely-
nek segítségével a dolgozat harmadik fejezetében vizsgált egyenlettí-
pusok esetén a numerikus megoldás gyenge konvergenciájának rendjét
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tudjuk meghatározni. A Wiener-zajos lineáris egyenletekhez hason-
lóan jelentősége abban rejlik, hogy alkalmazható mind parabolikus,
mind pedig hiperbolikus egyenletekre, de még Volterra-típusú integro-
differenciálegyenletek esetén is, akár szemi-, akár teljes diszkretizációt
tekintve. Ehhez a következő feltételezésekkel élünk (részben összefoglalva
az előbb tárgyaltakat).
4.1. Feltétel. A következő feltételek teljesülését követeljük meg:
(i) H, U és U1 valós, szeparábilis-Hilbert terek;
(ii) L = (L(t))t>0 egy U1-értékű, nulla várható értékű, négyzetesen
integrálható, Wiener-komponenssel nem rendelkező Lévy-folyamat
az (Ω,F , (Ft)t>0,P) sztochasztikus alaptéren U0 Cameron–Martin-
térrel, amelyre igaz, hogy U0 ⊂ U ⊂ U1, ahol a tartalmazás
folytonos beágyazást is feltételez;
(iii) X0 ∈ L2(Ω,F0,P;H);
(iv) B ∈ L(U,H) és (E(t))t∈[0,T ] ⊂ L(H) egy erősen folytonos operá-
torcsalád, amelyre teljesül, hogy∫ T
0
‖E(t)B‖2L2(U0,H)dt <∞;
(v) minden ε > 0 esetén létezik egy olyan Φε ∈ L2(U0, H) és egy
Cε > 0 állandó, amelyekre teljesül, hogy
‖E(t)Bx‖H 6 ‖Φεx‖H , (t, x) ∈ [ε, T ]× U0;
(vi) (E˜(t))t∈[0,T ] ⊂ L(H) egy olyan operátorcsalád, amelyre teljesül,
hogy a t 7→ E˜(t)B˜, mint [0, T ]→ L2(U0, H) leképezés, mérhető és∫ T
0
‖E˜(t)B‖2L2(U0,H)dt <∞.
Legyen Y és Y˜ a következő módon definiálva:
Y (t) := E(T )X0 +
∫ t
0
E(T − s)B dL(s), t ∈ [0, T ],
valamint
Y˜ (t) := E˜(T )X0 +
∫ t
0
E˜(T − s)B˜ dL(s), t ∈ [0, T ],
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ahol T > 0 és (E(t))t∈[0,T ], valamint (E˜(t))t∈[0,T ] a H Hilbert-tér
korlátos operátoraiból álló operátorcsaládok. Tekintsük a következő
különbséget:
e(T ) = E
(
G(Y˜ (T ))−G(Y (T ))
)
, (27)
ahol G : H → R egy adott funkcionál. Legyen
Z(t, τ, ξ) := ξ +
∫ t
τ
E(T − s)B dL(s), t ∈ [τ, T ],
ahol τ ∈ [0, T ) és ξ egy H-értékű, Fτ -mérhető valószínűségi változó.
Legyen u : [0, T ]×H → R a következő módon definiálva:
u(t, x) := EG(Z(T, t, x)), (t, x) ∈ [0, T ]×H,
ahol G : H → R egy adott funkcionál.
4.2. Tétel. Tegyük fel, hogy a 4.1. Feltétel teljesül, és legyen G : H →
R egy olyan funkcionál, amelyre igaz, hogy G ∈ C2(H,R) és G′′ ∈
Cb(H,L(H)). Ekkor
E
∫ T
0
∫
U1
∣∣∣u(t, Y˜ (t) + E˜(T − t)By)− u(t, Y˜ (t) + E(T − t)By)
− 〈ux(t, Y˜ (t)), (E˜(T − t)B − E(T − t)B)y〉H ∣∣∣ ν(dy) dt < ∞,
és a (27) egyenlettel definiált e(T ) gyenge hiba felírható az
e(T ) = E
{
u(0, E˜(T )X0)− u(0, E(T )X0)
}
+ E
∫ T
0
∫
U1
{
u
(
t, Y˜ (t) + E˜(T − t)By)− u(t, Y˜ (t) + E(T − t)By)
− 〈ux(t, Y˜ (t)), (E˜(T − t)B − E(T − t)B)y〉H} ν(dy) dt
(28)
alakban.
Ha összehasonlítjuk a gyenge hiba Wiener-zaj esetén belátott (6)
egyenlet szerinti általános kifejtését és a Lévy-zaj esetén belátott (28)
egyenlet szerinti általános kifejtését, akkor láthatjuk, hogy ezek jelentő-
sen különböznek.
Az alábbiakban kimondott állításokat a 4.2. Tétel segítségével láthat-
juk be. Megjegyezzük, hogy mind a sztochasztikus hővezetési egyenlet,
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mind a sztochasztikus hullámegyenlet megfelelően megválasztott álla-
pottér, valamint A és B operátorok segítségével felírható a következő
absztrakt Itô-alakban:
dX(t) +AX(t) dt = B dL(t), t > 0; X(0) = X0. (29)
A (29) egyenlet gyenge megoldása a Wiener-zaj esetén bevezetett gyen-
ge megoldás fogalmával analóg módon definiálható, mint egy olyan
(X(t))t∈[0,T ], H-értékű, előrejelezhető folyamat, amelynek trajektóriái 1
valószínűséggel Bochner-integrálhatóak a [0, T ] intervallumon, valamint
minden t ∈ [0, T ] és η ∈ D(A∗) esetén az
〈X(t), η〉+
∫ t
0
〈X(s), A∗η〉ds = 〈X0, η〉+
∫ t
0
〈η,B dL(s)〉
egyenlet 1 valószínűséggel teljesül. A gyenge megoldás az
X(t) = E(t)X0 +
∫ t
0
E(t− s)B dL(s)
formulával adható meg, ahol (E(t))t≥0 a −A operátor által generált ope-
rátorfélcsoport, amennyiben persze a sztochasztikus integrál jóldefiniált,
és ha X0-ról feltesszük, hogy F0-mérhető.
4.3. A sztochasztikus hővezetési egyenlet
Legyen D ⊂ Rd egy korlátos és konvex tartomány és legyen Λ :=
−∆ = −∑dj=1 ∂2/∂ξ2j a Laplace-operátor az L2(D) függvénytéren homo-
gén Dirichlet-féle peremfeltétellel, azaz a D(Λ) := {v ∈ H10 (D) : Λu ∈
L2(D)} = H˙2 értelmezési tartománnyal. Ekkor a
H := U := L2(D), (A,D(A)) := (Λ, D(Λ)), B := idL2(D),
választással a (29) absztrakt Itô-féle sztochasztikus differenciálegyenlet
a sztochasztikus hővezetési egyenletet írja le.
Az eddigieknek megfelelően tekintsük a H10 (D) függvénytér egy
(Vh)h>0 ⊂ H10 (D) véges dimenziós altércsaládját és legyenek a Ph :
H → Vh és Rh : H˙1 → Vh operátorok a H, illetve a H˙1 skalár-
szorzatainak megfelelő merőleges vetítések. A diszkrét Ah : Vh → Vh
Laplace-operátort a (19) egyenlettel definiáljuk. Az Rh Ritz-projekcióról
feltételezzük, hogy kielégíti a (18) hibabecslést.
A sztochasztikus hővezetési egyenlet időbeli diszkretizációját a [0, T ]
időintervallumon az implicit Euler-módszer segítségével adjuk meg
27
dc_1541_18
Powered by TCPDF (www.tcpdf.org)
∆t = T/N lépésközzel, ahol N ∈ N. Legyenek az időbeli diszkreti-
záció rácspontjai tn = n∆t, n = 0, . . . , N . A sztochasztikus hővezetési
egyenlet megoldásának (Xnh,∆t)n=1,...,N közelítését a
Xnh,∆t −Xn−1h,∆t + ∆tAhXnh,∆t = Ph(L(tn)− L(tn−1)), n = 1, . . . , N ;
X0h,∆t = PhX0
(30)
algoritmus szerint végezzük el.
4.3. Tétel. Legyen X0 ∈ L2(Ω,F0,P;H), és tegyük fel, hogy
‖A(β−1)/2Q1/2‖HS <∞
valamely β ∈ (0, 1] esetén. Legyen (X(t))t∈[0,T ] a (29) sztochasztikus
hővezetési egyenlet gyenge megoldása, valamint legyen (Xnh,∆t)n=0,...,N
a (30) algoritmus által definiált közelítés. Ha g : H → R egy olyan
funkcionál, amelyre g ∈ C2(H,R) és g′′ ∈ Cb(H,L(H)) teljesülnek,
akkor létezik egy h-tól és ∆t-től független C > 0 állandó, amelyre igaz,
hogy ∣∣E(g(XNh,∆t)− g(X(T )))∣∣ 6 C(h2β + ∆tβ)| log(h2 + ∆t)|,
amennyiben h2 + ∆t 6 1/e.
4.4. A sztochasztikus hullámegyenlet
Legyen D ⊂ Rd egy korlátos és konvex tartomány. A 2.3. alfejezet
jelöléseit használva legyen
H := H0 = H˙0 × H˙−1 = L2(D)×H−1(D), U := H˙0 = L2(D),
valamint legyenek A : D(A) ⊂ H → H és B ∈ L(U,H) a (9) egyen-
letben definiált operátorok. Ezekkel a választásokkal a (29) absztrakt
Itô-féle sztochasztikus differenciálegyenlet a sztochasztikus hullámegyen-
let elsőrendű rendszerként felírt alakját adja meg, ahol a megoldási
vektor (X(t))t>0 = ([X1(t), X2(t)]>)t>0. A sztochasztikus hullámegyen-
let megoldásának (Xnh,∆t)n=0,...,N közelítését, megint a 2.3. alfejezet
jelöléseit használva, a
Xnh,∆t = Eh,∆t
(
Xn−1h,∆t + PhB(L(tn)− L(tn−1))
)
, n = 1, . . . , N ;
X0h,∆t = PhX0,
(31)
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algoritmus szerint végezzük el. A (11) egyenlettel definiált Ritz-projekci-
óról itt is azt feltételezzük, hogy kielégíti a (12) hibabecslést. A gyenge
konvergencia rendjére nézve igaz a következő eredmény.
4.4. Tétel. Legyen X0 ∈ L2(Ω,F0,P;H2β) valamely β > 0 esetén, és
legyen g : H˙0 → R egy olyan funkcionál, amelyre g ∈ C2(H˙0,R) és
g′′ ∈ Cb(H˙0,L(H˙0)) teljesülnek. Tegyük fel, hogy a következő feltételek
közül legalább az egyik teljesül:
(i) ‖Λ(β−1)/2Q1/2‖HS <∞ és supx∈H˙0 ‖Λ
β
2 g′′(x)Λ− β2 ‖L(H˙0) <∞,
(ii) limm→∞
∫
U1
‖Λ− 12 pmy‖H˙0‖Λβ−
1
2 pmy‖H˙0 ν(dy) < ∞, ahol pm a
H˙0 térnek a Λ operátor első N ortonormált sajátvektora által
kifeszített span{ϕ1, . . . , ϕm} altérre való merőleges vetítését jelöli.
Legyen (Xnh,∆t)n=0,...,N a (31) algoritmus által definiált közelítés, ahol
T = N∆t. Ekkor létezik egy h-tól és ∆t-től független C > 0 állandó,
amelyre h,∆t ∈ (0, 1) esetén∣∣E(g(XNh,∆t,1)− g(X1(T )))∣∣ 6 C(hmin(2β rr+1 ,r) + ∆tmin(2β pp+1 ,1))
teljesül.
4.5. Sztochasztikus Volterra-típusú integro-differen-
ciálegyenletek
Az eddigiekhez hasonlóan legyen D ⊂ Rd egy korlátos és konvex
tartomány, és legyen Λ := −∆ = −∑dj=1 ∂2/∂ξ2j a Laplace-operátor a
H := L2(D) függvénytéren homogén Dirichlet-féle peremfeltétellel, azaz
a D(Λ) := {v ∈ H10 (D) : Λu ∈ L2(D)} = H˙2 értelmezési tartománnyal.
Tekintsük a következő, absztrakt Itô-alakban megadott sztochasztikus
Volterra-típusú integro-differenciálegyenletet:
dX(t) +
(∫ t
0
b(t− s)AX(s) ds
)
dt = dL(t), t ∈ (0, T ], (32)
az X(0) = X0 ∈ H kezdeti feltétel mellett. A (32) egyenlet gyenge
megoldása a Wiener-zaj esetén bevezetett gyenge megoldás fogalmával
analóg módon definiálható, mint egy olyan (X(t))t∈[0,T ], H-értékű,
előrejelezhető folyamat, amelynek trajektóriái 1 valószínűséggel Bochner-
integrálhatóak a [0, T ] intervallumon, valamint minden t ∈ [0, T ] és
η ∈ D(A∗) esetén az
〈X(t), η〉+
∫ t
0
∫ r
0
b(r− s) 〈X(s), A∗η〉 dsdr = 〈X0, η〉+
∫ t
0
〈η, dL(s)〉
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egyenlet 1 valószínűséggel teljesül. A gyenge megoldás az
X(t) = S(t)X0 +
∫ t
0
S(t− s) dL(s)
formulával adható meg, ahol (S(t))t≥0 a (15) egyenlet rezolvenscsaládja,
amennyiben persze a sztochasztikus integrál jóldefiniált, és ha X0-ról
feltesszük, hogy F0-mérhető. A Wiener-zaj esetén a 2.4. alfejezetben
bevezetett algoritmust követve és ugyanazt a jelölést használva, tekintsük
a (32) egyenlet megoldásának (Xnh,∆t)n=0,...,N közelítését a következő
iteráció szerint:
Xnh,∆t−Xn−1h,∆t+∆t
(
n∑
k=1
ωn−k AhXkh,∆t
)
= Ph(L(tn)−L(tn−1)), n > 1,
(33)
ahol X0h,∆t = PhX0 és ahol az (ωk)k≥0 súlyok a (21) kifejtésből számol-
hatóak.
4.5. Tétel. Tegyük fel, hogy a b memóriaföggvény teljesíti a 2.4. és
a 2.6. Feltételeket. Legyen T > 0, legyen (X(t))t∈[0,T ] a (32) egyen-
let gyenge megoldása, és legyen (Xnh,∆t)n=0,...,N a (33) algoritmussal
definiálva, ahol T = N∆t. Legyen g : H → R egy olyan függvény,
amelyre g ∈ C2(H,R) és g′′ ∈ Cb(H,L(H)) teljesülnek, és legyen
X0 ∈ L2(Ω,F0,P;H). Ekkor, ha
‖A(β− 1ρ )/2Q1/2‖HS <∞
valamely 0 < β ≤ 1/ρ esetén, akkor létezik egy h-tól és ∆t-től független
C > 0 állandó, amelyre h2/ρ + ∆t 6 1/e esetén igaz, hogy∣∣E (g(XNh,∆t)− g(X(T ))) ∣∣ 6 C ln( Th2/ρ + ∆t
)
(∆tρβ + h2β).
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