We discuss two methods of making nonparametric Bayesian inference on probability measures subject to a partial stochastic ordering. The first method involves a nonparametric prior for a measure on partially ordered latent observations, and the second involves rejection sampling. Computational approaches are discussed for each method, and interpretations of prior and posterior information are discussed. An application is presented in which inference is made on the number of independently segregating quantitative trait loci present in an animal population.
1. I Stochastic ordering constraints often arise when responses from one group are modelled as being 'larger' in some sense than observations from another group. For example, suppose the height of a plant can be modelled as a deterministic function y=y(x, e), where xµ{1, 2} denotes two different growing conditions and e denotes 'noise' or other unrecorded information. If it can be assumed that, everything else being equal, a plant grows taller under x=2 than x=1, then a probability measure on e induces a measure on pairs of responses {y 1 , y 2 }={y(1, e), y(2, e)} with the property that y 1 ∏y 2 with probability one. This in turn implies that the marginal measures P 1 and P 2 are stochastically ordered, in that they satisfy P 1 (y, 2)∏P 2 (y, 2) for all y, or equivalently the cumulative distribution functions F 1 and F 2 satisfy F 1 (y)ÁF 2 (y) for all y, which we write as P 1^P2 . A well-known result of Strassen (1965) gives the converse: a pair of stochastically ordered distributions P 1 and P 2 implies the existence of a bivariate measure on ordered pairs having marginals equal to P 1 and P 2 . Although each plant receives only one treatment, and so only one of y(1, e) and y(2, e) is observed, the presumption of stochastically ordered marginals allows us to model in terms of a bivariate distribution on ordered pairs.
Closed-form expressions for the maximum likelihood estimator of a pair of ordered measures are given by Brunk et al. (1966) . Bayesian estimation in the two-sample case requires the construction of a prior on pairs of stochastically ordered measures. Such a prior is implicit in the sampling-based method of Arjas & Gasbarra (1996) , and explicit in Hoff et al. (2001) and Gelfand & Kottas (2001) . As an alternative to these likelihoodbased approaches, Gangon & King (2002) suggest finding ordered estimates which minimise the Cramer-von Mises distance to the empirical cumulative distribution functions.
It may be of interest to impose a partial stochastic ordering on several probability 304 P D. H measures. For example, if two treatments a and b are considered beneficial in increasing plant height, then we might impose the partial ordering P none^( P a , P b )^P ab on distributions of plant height, where the subscripts on the measures indicate the treatments present. Dykstra & Feltz (1989) give a method for maximum likelihood estimation subject to such partial stochastic orderings, and an alternative maximum likelihood estimation method is given in Hoff (2000) . Nonparametric Bayesian inference involving partial stochastic ordering constraints has not been discussed in the literature.
Section 2 of this paper introduces a latent variable approach to the construction of a prior for a collection of partially ordered measures. This approach relies on a theorem similar to Strassen's result for pairs of probability measures. Model formulation and interpretation are discussed in § 3, and methods for posterior calculation are discussed in § 4. Section 5 presents an alternative rejection-sampling approach to the construction of priors. Posterior calculations for this rejection sampling approach are easy, although interpretation of the prior is problematic as are extensions of this approach to hierarchical models. Section 6 presents a data analysis, using the methods of § § 2, 3 and 4, in which we make inference on the number of independently segregating genes affecting intestinal tumour growth in a population of mice. These modelling approaches and some variants are discussed in § 7. Proofs are given in an Appendix.
T   
Suppose we have real-valued observations from K groups, each group being labelled by an element of an indexing set A={a 1 , . . . , a K }. Observations from group aµA are modelled as being independent draws from an unknown probability measure P a having support on some subset Y of the real line. As described above, there may be situations in which we assume that the collection P={P a , aµA} follows a partial stochastic ordering; that is we have a partial ordering^on the set A and we assume that the collection P satisfies
for all a 1 , a 2 µA : a 1^a2 . We will denote by C A the set of all collections P which satisfy (1). Our task is then to estimate P given the data and subject to the constraint that PµC A . Our method of inference relies on the following theorem. T 1. L et A be a partially ordered set with K elements. A collection P is in C A if and only if there exists a measure Q on (y a 1 , . . . , y a K ) such that y a 1 ∏y a 2 with probability one for all a 1^a2 and Q(y q µ.)=P a (.) for all aµA.
Such existence theorems are studied in Fill & Machida (2000) in the more general case where the P a 's are measures on an arbitrary partially ordered set Y. They say a system {P a , aµA} is stochastically monotone if the collection satisfies the ordering, and is realisably monotone if it admits a representation as described in Theorem 1. Fill & Machida show that the two are equivalent under a variety of conditions, including the case in which the sample space Y is a linearly ordered set such as the real line.
As described by Hoff (2000) , Theorem 1 can also be seen as a corollary of Choquet's theorem in the following sense. The set C A is a closed convex set, and its extreme points are collections of point-mass measures d s ={d s a , aµA} for which s a 1 ∏s a 2 for all a 1^a2 . Thus the extreme points can be indexed by vectors s which lie in a subset S of 305 Bayesian methods for partial stochastic orderings K-dimensional Euclidean space, given by S={sµYK : s a 1 ∏s a 2 for all a 1^a2 }.
By Choquet's theorem, every point P in the closed convex set C A can be represented as some mixture Q over the extreme points; that is for each P there exists a Q on S such that P=∆ S d s dQ(s). Such a representation gives rise to the following interpretation of a stochastic ordering constraint: sampling an observation y~P a is equivalent to sampling s~Q but only observing y=s a . The collection s={s a , aµA} can be interpreted as a set of latent observations and y=s a as the realised observation. The set {s b , bµA, bNa} can be thought of as counterfactual or missing observations, that is potential observations which could have been observed if the experimental unit had come from another group. In this way, the representation in Theorem 1 allows us to turn the constrained estimation of PµC A into an unconstrained mixture or missing-data problem. In the context of maximum-likelihood estimation, this enables us to use the well-developed theory of mixture likelihoods: see Lindsay (1995) for a general review of mixture models and Hoff (2000) for an application to the partial stochastic ordering problem. In the context of Bayesian analysis, the representation allows us to induce a prior on C A via a prior on the space of representing measures.
P    3·1. A construction based on the Dirichlet distribution
The basic nonparametric Bayesian set-up is as follows:
for each aµA,
where p C A has full support on C A , relative to some topology. Such a prior for P can be constructed via a prior for a representing measure Q: if p Q has support on Q, the space of probability measures on S, then the marginals of Q will lie in C A . For simplicity, this paper focuses on Dirichlet process priors (Ferguson, 1973 (Ferguson, , 1974 for Q, although in principle p C A could take other forms. Parametric mixtures of Dirichlet process priors are used in the data analysis in § 6, and Dirichlet mixtures of parametric models are discussed in § 7.
If we let aµR+ and Q 0 be a probability measure having full support on S, our model is
where Dir(aQ 0 ) is the Dirichlet process prior with base measure aQ 0 . Note that the mapping of Q to its marginals is continuous in the weak topology. Therefore, since Dir(aQ 0 ) has weak support on all of Q, the induced prior for P has weak support on all of C A . One other feature of this prior is that, although the marginals of Q are dependent, each marginal distribution is itself marginally Dirichlet: for a subset of indices B5A,
where Q B and Q 0B are the joint distributions of {s b : bµB} under Q and Q 0 respectively.
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This approach to making inference on PµC A relies on prior information about a Q representing the unknown P. Upon observing data, we produce an estimate of a representing Q. As the observed data generally come only from the marginals of Q, it is important to consider how a prior on Q should be selected, and how to interpret the posterior information.
3·2. Selection of p(Q)
In some situations there may be a plausible model for Q. For example, in modelling the effect of a treatment to reduce tumour count, suppose that the tumour count s 2 of a patient left untreated is roughly distributed as Po(h). Additionally, if the treatment works by eliminating each tumour independently with probability p, then a treated patient's tumour count would be s 1 | s 2~B i(s 2 , p). The observed tumour count is either y=s 1 or y=s 2 depending on whether treatment is received or not. This defines a parametric model Q h,p for pairs of ordered latent tumour counts, having ordered marginals
). The parametric assumptions can be relaxed by using Q h,p as a base measure in a nonparametric model, such as Q | h, p~Dir(aQ h,p ). On the other hand, one may have information about the marginals P but be lacking information or a plausible model for latent observations. If P 0 is a prior guess for P, then one may wish to construct a prior base measure Q 0 having support on S and having marginals equal to P 0 . This can be done using a procedure of Kullback (1968) . He presents an iterative 'marginal replacement' method for finding a measure Q 0 with marginals P 1 and P 2 so that Q 0 minimises the relative entropy
where r 0 (s) is the density of some measure R 0 over S. The algorithm begins with r 0 and proceeds by computing r 1 , r 2 , ... iteratively as follows:
has support on all of S, then so will R n for each n, and thus R n will have stochastically ordered marginals. The algorithm can be iterated until the marginals are sufficiently close to P 1 and P 2 . Kullback also discusses the extension of this algorithm to measures on higher-dimensional spaces.
If there is no information about the marginals, then one might be tempted to set Q 0 to be uniform on S. Note however that this can give marginals that are quite separate. For example, if S={sµ[0, 1]2 : s 1 ∏s 2 }, then a uniform Q 0 gives marginal densities of p 1 (y)= 2(1−y) and p 2 (y)=2y. On the other hand, P 1 =P 2 if and only if Q has mass on the one-dimensional curve s 1 =s 2 .
3·3. Interpretation of Q It is important to keep in mind that, although modelling P 1 and P 2 subject to a stochastic ordering constraint implies modelling as if there were some measure Q on ordered latent observations, this does not imply that latent observations actually exist or represent counterfactuals; that is, what would have been observed under different conditions. The construction of Q is primarily a computational convenience, allowing us to work in an unconstrained space of representing measures rather than a constrained space of ordered measures. In typical applications the data are sampled from the marginal distributions P Bayesian methods for partial stochastic orderings and not from the joint distribution Q. For a set of ordered marginals there are typically more than one representing Q, and observation of data from just the marginals will not determine which of these Q is the 'true' joint distribution of the latent variables. The posterior of the joint distribution is thus quite dependent on the characteristics of the prior.
To explore this further, consider the decomposition of a bivariate measure Q into its marginals P 1 , P 2 , and its local dependence function c(x, y)=∂2 log q(x, y)/∂x ∂y (Holland & Wang, 1987) , or its discrete analogue for points on an integer lattice c(x, y)=log{q(x, y)q(x+1, y+1)−log q(x+1, y)q(x, y+1)} , 1993; Plackett, 1981, p. 36) . Note that c is a maximal invariant under the marginal replacement procedure of Kullback described above (Holland & Wang, 1987) .
Wang
and an integrable function c(x, y) on S, there is a unique Q on S having marginals P 1 , P 2 and local dependence function c.
The existence of such a Q is by the existence results above and the uniqueness is by a result of Holland & Wang (1987) . The implication is that, for a given set of marginals, the class of representing bivariate measures Q can be indexed by c. Also, since each Q can be represented by its marginals and c, the posterior distribution of Q can be written as follows:
A similar decomposition could be obtained in terms of the marginals and a copula; see Sklar (1959) or Schweizer & Wolff (1981) . If c were a priori independent of P 1 and P 2 , then the distribution of c would be unchanged by the observation of data from the marginals. In general, the posterior of c will depend on the data only insofar as the data give information about P 1 and P 2 , which in turn may give information about c via prior dependence. For a Dirichlet prior on Q, where the sample space is discrete, some properties of this dependence are as follows.
P 2. L et aQ 0 be a positive measure on {(i, j )µ(1, . . . , K )2 : i∏ j}, and let Q~Dir(aQ 0 ). L et P 1 and P 2 be the first and second marginals of Q and let c be the local dependence function. T hen c is independent of P 1 and c is independent of P 2 , but c is not independent of (P 1 , P 2 ).
We thus reiterate that one should be cautious about making inference on functions of Q other than its marginal distributions; as one might expect, since we only observe data from the marginals, any posterior inference on other quantities will be determined by their prior dependence on the marginals.
The marginals are a priori dependent on each other as well, and a sample from P 1 will influence the conditional distribution of P 2 because of prior dependence and the ordering constraint. However, we expect that, as data become available, the information about a given marginal will be primarily influenced by data from that marginal. We examine this more closely as follows. Changing notation for the moment, suppose that x is a vector of n independent draws from P 1 and y is a vector of m independent draws from P 2 . By the properties of the Dirichlet distribution, one can show that
where P 02 is the second marginal of Q 0 , P C m is the empirical distribution of y, and P C * n is the empirical distribution of y*, a vector of n 'unobserved' values which pair with the n samples from P 1 ; recall that x i is modelled as the sampling of {x i , y* i }~Q, but the observation of only x i . In other words, as n and m increase the distribution of P 2 is centred around a combination of the empirical distributions of the observed y and the unobserved y*. The conditional distribution pr(y*| x, y) is nonzero only if y* has an empirical distribution stochastically larger than that of x, thus maintaining the ordering constraint. However, the observed y also influences pr(y*| x, y). In the discrete case for example, let
where Q C * n is the empirical distribution of {x i , y* i }. Noting that pr(y*| x, y)3pr(y| y*) pr(x, y*) and using Stirling's approximation, we can easily show that
where H P nm (Y ) denotes entropy, H Q n (X |Y ) denotes conditional entropy, and c does not depend on y*. As a function of y*, −(a+n+m)H P nm (Y ) is larger for those vectors y* that consist of values having a high probability under (aP 02 +mP C m )/(a+m), which is a function of the observed y via P m .
4. P  4·1. T he latent variable model As described above, Q can be thought of as a distribution on latent variables, with observations y arising as follows:
. . , y n and group membership information x 1 , . . . , x n our approach is to make posterior inference about Q and thus about P, the marginals of Q.
4·2. Gibbs sampling
If the sample space Y is discrete and finite then so is S, and Q is then finite-dimensional. In this case, the Dirichlet process prior for Q reduces to the Dirichlet distribution, the conjugate prior for multinomial sampling. If the cardinality of Y is sufficiently small and the number of groups K is not too large, then it may be feasible to make approximations to p(Q | y, x) using the Gibbs sampler. Given Q, the latent observations s 1 , . . . , s n are independent draws from Q, but constrained by the observed components y 1 , . . . , y n . Given s 1 , . . . , s n , the distribution of Q is again Dirichlet. The following algorithm generates a Markov chain with p(s 1 , . . . , s n , Q | y, x) as its stationary distribution, and can be iterated to draw approximate samples from this joint posterior. Given a current state Ql of Q, a new state (sl+1 1 , . . . , sl+1 n , Ql+1) is constructed by sampling
Bayesian methods for partial stochastic orderings independently for i=1, . . . , n, and then sampling Ql+1~Dir(aQ 0 +nQ C l+1 s ), where Q C l+1 s is the empirical distribution of sl+1 1 , . . . , sl+1 n . Although conceptually straightforward, the above procedure can be extremely computationally demanding if the number of ordered measures is not small or the sample space is large. Consider a simple case where we wish to model P 1^( P 2 , P 3 )^P 4 , and each measure has support on Y={1, . . . , 50}. Although the cardinality of Y is quite small, the cardinality of the latent space S, and thus the dimension of Q, is very large: the Gibbs sampling scheme requires an update to the 563 549 values of Q at each step. If the support Y is continuous, that is Q 0 is absolutely continuous, then the above algorithm cannot be used at all, as Q will have an infinite number of support points, and cannot be stored on a computer. Finite support approximations to Q are not feasible, as support points of Q other than the initial values of {s 1 , . . . , s n } will be incompatible with the data with probability 1, and so mixing of s-values will not occur.
4·3. Metropolis-Hastings algorithm
For situations where Gibbs sampling is problematic, we propose making posterior inference using a Metropolis-Hastings algorithm which bypasses the sampling of Q altogether. Such an approach has been used in the context of Dirichlet mixtures before by Escobar & West (1995) , MacEachern & Mü ller (1998) and Neal (2000) . The estimation methods of these authors do not translate directly to this problem because the mixture components in the stochastic ordering problem are point-mass measures. However, these authors suggest methods in which posterior samples of the latent variables s 1 , . . . , s n are generated, marginally over Q. Since
posterior inference on Q can be made via posterior inference on s 1 , . . . , s n . As shown by Blackwell & MacQueen (1973) , unconditional on Q and the data y, a marginal sample of s 1 , . . . , s n can be constructed from a Pó lya urn scheme, which generates a random partition, or 'clustering' c of (1, . . . , n) and a random response s (k) for each cluster k in the partition. This is done by first setting c 1 =1. Then, for i=2, . . . , n, set c i =(1+max j<i c j ) with probability a/(a+i−1), and otherwise sample c i from (c 1 , . . . , c i−1 ). If m=max c i , clusters are assigned latent variables s (1) , . . . , s (m) via independent sampling from Q 0 . Finally, the latent variable for a unit is equal to that of its cluster; that is s i =s (c i ) for i=1, . . . , n. The above procedure generates a set of latent variables s 1 , . . . , s n , potentially having a number of ties, and is equivalent to sampling Q from Dir(aQ 0 ) and then s 1 , . . . , s n independently from Q. In this construction, S={s (1) , . . . , s (m) } determines the unique values of the latent variables s 1 , . . . , s n , and the partition c determines the structure of ties between them.
Recall that s i is a K-dimensional vector of latent responses. For each unit i, the group membership variable x i then determines which component of the latent vector s i is realised by unit i. This realised value is the observed data y i =s i,x i . As a result of the ordering constraint on the latent space S, not all partitions c have positive posterior probability given the observed data y 1 , . . . , y n . Observation of (y i , x i ) tells us that the x i th component of the value of s associated with i is equal to y i
. If x i =x j , then i and j cannot be in the same cluster unless y i =y j . If x i^xj , then c i =c j is possible only if y i ∏y j . Useful for calculations will be the n×n matrix T indicating which partitions, or tie-structures, are 310 P D. H allowable given the (y i , x i )'s:
In other words, T i,j =1 if it is at all possible that units i and j have a tied s-value. Note that the only partitions having positive posterior probability are those which divide the experimental units into nonoverlapping cliques of the undirected graph induced by T .
To approximate posterior sampling of the s i 's, we construct a Markov chain over possible values of (S, c) which has p(S, c | x, y) as its stationary distribution. For each iµ(1, . . . , n) in a random order, we propose a new cluster membership c* i for i, as well as proposals s* (c i ) for i 's current cluster and s* (c* i ) for i 's proposed cluster.
Stage 1: Proposing values of c* i . We let c −i be the clusters remaining upon removal of unit i. Then we sample c* i µ'new'^{kµc −i : T i,j =1 for all j : c j =k} with probability
where c* i ='new' indicates a partition where i is by itself. This proposal distribution is 'close' to the full conditional distribution of c i
. More precisely, if we let T (x, y) be the set of possible tie-structures under x and y, our proposal distribution is
which is the prior for c i conditioned on giving a tie-structure allowed by x and y. This procedure is used because sampling from the actual full conditional is too difficult, and sampling from the prior pr(c i | c −i ) unconditional on the allowable tie-structures given by T would potentially be inefficient, as it could propose many values of c* i having zero posterior probability.
Stage 2: Proposing values of s*
(c* i ) and s* (c i ) . If c* i =c i , or i is the only member of c i , we simply propose an update of s for c* i . Otherwise, we propose updates of s for the cluster c* i that i is potentially joining, as well as for the cluster c i that i is potentially leaving. This can be done for s (k)
, for kµ{c i , c* i }, as follows. (i) Identify the determined components of the corresponding s (k)
. For example, if cluster k has only i and j as members, with x i =2 and x j =5, then we know that s (k) =( 0 , y i , 0 , y j , 0 , . . . , 0 ), where ' 0 ' is a placeholder for a to-be-proposed value. (ii) Sample proposal values for the undetermined components of s (k) using some proposal distribution J(s| y, x).
Stage 3: Acceptance probabilities. We treat the case that c i and c* i are distinct and both have members other than i; other cases are simpler. The proposal (S*, c*) is accepted with probability p(S*, c* | y, x, aQ 0 ) p(S, c | y, x, aQ 0 ) J(S, c | S*, c*) J(S*, c* | S, c)
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By construction, the probability of y given the other quantities is always unity. Also, note that the proposal densities for c cancel with the prior, and that S* | (c*, aQ 0 ) are independent draws from Q 0 . Therefore, the above reduces to
To keep the updating procedure as simple as possible, we could pick a proposal distribution from which we can easily sample component values of s, subject to the constraint imposed by the ordering and the observed data, and for which we can easily compute the acceptance probability of a proposal.
R  
A simple alternative approach to the method described above is one based on rejection sampling. To construct a prior on C A , simply start with a prior p 0 on unrestricted collections of measures, and then set p C A 3d C A (.)×p 0 , that is the restriction of p to C A . One simple choice for p 0 is the product of independent Dirichlet processes, which makes posterior inference very easy.
. T hen the posterior distribution of P is proportional to d C A (.)×p n , where p n =X aµA Dir(a a P 0a +n a P C a ) and P C a is the empirical distribution of the data from group a. This is a simple result of the conjugacy of the Dirichlet process prior in the unconstrained case.
Although the posterior for this model exists in a closed form, most posterior quantities of interest must be calculated via simulation because of the complexity of the constrained space. Samples from the posterior can be generated by rejection sampling from p n : for each a, sample P a~D ir(a a P 0a +n a P C a ), and reject the collection P={P a , aµA} until PµC A . If the P 0a are discrete, then exact samples from p n can be made. If the P 0a are continuous, then approximate samples can be made using the constructive definition of the Dirichlet process outlined in Sethuraman (1994) and Sethuraman & Tiwari (1982) , and a suggestion of J.-P. Florens and J.-M. Rolin in a Université Catholique de Louvain discussion paper.
Step 1. Sample F from an approximation to Dir(a a P 0a ) as follows: sample u 1 , . . . , u M independently from P 0a ; sample v 1 , . . . , v M~i ndependently from Be(a a , 1);
Step 2. Sample G~Dir(n a P C a ), noting that P C a is discrete.
Step 3. Sample h~Be(a a , n a ) and set P a =hF+(1−h)G.
The measure P a is not generated by a Dirichlet process, but the approximation improves as M increases; see the discussion paper of Florens and Rolin or Sethuraman (1994) for more details.
The advantage of the rejection prior over the latent variable prior is its computational simplicity, in that Markov chain Monte Carlo is not required. Additionally, by allowing a a to vary with a, this approach allows for the P a to differ from P 0a by varying degrees. However, there are a couple of drawbacks to using this prior. As mentioned by Arjas & P D. H Gasbarra (1996) , the restriction of p 0 to C A can be very different from p 0 , and so it may be difficult to represent one's prior information accurately using such a distribution. For example, the prior expectation of P a is not P 0a : the marginal distribution of any one measure depends in a complicated way on the partial ordering, the base measures P 0a and the prior weights a 0a
. As a simple example, consider the two-sample problem in which we model P 1^P2 .
P 3. L et P 1 and P 2 be independent Dirichlet processes with base measures a 1 P 01 and a 2 P 02 having nonempty common support. T hen E(P 1 | P 1^P2 ),E(P 1 ); that is, the expectations are ordered and not equal.
In effect, the constraint 'pushes' P 1 away from E(P 1 ), the unconstrained expectation. The amount of separation will depend on the a values. Suppose P 1~D ir(a 1 P 01 ) and P 2~D ir(a 2 P 02 ). If a 1 is large and a 2 is small, then E(P 1 ) is closer to P 01 than E(P 2 ) is to P 02 . This constraint can be seen as introducing a structural source of bias into the estimation. For small a and moderately large n the posterior distribution will be approximately proportional to Dir(n 1 P C 1 )×Dir(n 2 P C 2 )×d C A . Even if the empiricals are ordered, we will have
that is our estimates of P 1 and P 2 are further apart than the empirical estimates. Of course the bias goes to zero as n 2, provided the stochastic ordering constraint is true.
Another drawback is the difficulty of incorporating this approach into a hierarchical model. For example, one can model the sampling distribution as being near an entire parametric family, as will be done in § 6, by mixing over Dirichlet processes. Using the rejection-sampling approach, one would replace p 0 in Proposition 2 with p h = X aµA Dir(a a P ha ). Estimating h with a Markov chain Monte Carlo procedure would then require the calculation of pr(PµC A | h) for each proposed h value. This would generally have to be done via simulation, making each update for h extremely computationally expensive.
A 
In this section, we show how the methods described above can be used to make inference about the number of independently segregating genes influencing a quantitative trait. Mice in an inbred population called BB are highly susceptible to intestinal tumour growth, whereas mice in another inbred population called AA are not. To understand how genetic differences between the populations give rise to differences in tumour susceptibility, researchers at the McArdle Laboratory for Cancer Research at the University of Wisconsin developed a breeding experiment between AA and BB mice which produced four observable populations: A animals, with genotype A/B at every point along the mouse genome; mA animals, with genotype A/B at the Mom 1 locus and a mixture of A/B or B/B elsewhere; mB animals, with genotype B/B at the Mom 1 locus and a mixture of A/B or B/B elsewhere; and B animals, with genotype B/B at every point along the mouse genome. A mouse is A/B at a locus if it received the A version of the gene from one parent and the B version from the other. A mouse is B/B at a locus if it received B versions from each parent. The animals in each population are scored for number of intestinal tumours, and the results are plotted in Fig, 1(a) .
The genotypes of mA and mB animals are only known exactly at the Mom 1 location, Bayesian methods for partial stochastic orderings a locus known to be associated with tumour count. At other locations, each mA or mB animal is A/B or B/B with probability one-half. Genotypes at nearby locations are positively correlated within a mouse, and genotypes at locations far apart or on different chromosomes are uncorrelated, or nearly so, and are called unlinked. The goal of this data analysis is to make inference about the number of unlinked locations along the mouse genome having a substantial influence on tumour count. Such inference can assist in designing further breeding experiments, with the eventual goal of identifying and mapping the genomic locations of genes influencing tumour growth. In addition to Mom 1 , suppose there are k unlinked locations along the mouse chromosome for which genotypic variability induces variation in tumour count. In this case, an animal in population mA has probability 2−k of being A/B at all k loci influencing tumour count, and, if so, is genetically identical to animals in the A population at these locations. Similarly, we expect 2−k of the animals in population mB to be equivalent in this way to animals in the B population. Thus, given k, we model the tumour count distributions of the four observed populations as 314 P D. H y A~P1
, y mA~1 2k
If we assume that A alleles generally act to reduce tumour count, it is reasonable to model P 1^P2 , P 3^P4 . If Mom 1 were the gene with the 'biggest effect', it might make sense to impose the further constraint P 2^P3 , but this constraint would be violated if there were a gene with an effect larger than Mom 1 , and thus no ordering is assumed between P 2 and P 3 . We refer to P j as the tumour count distribution for animals in genotype group j, for jµ{1, . . . , 4}. Note that the genotype group memberships x i for animals in populations mA and mB are unknown. Given k we just know that each animal in mA has probability 2−k of being in genotype group 1, and each animal in mB has probability 2−k of being in genotype group 4.
We compare different values of k by fitting a nonparametric Bayesian model for each k and computing p(k | y), assuming a uniform prior on k=1, . . . , 5. Posterior inference under other priors for k can be obtained by multiplication. To analyse these data subject to the ordering constraint, we formulate a prior on these distributions such that
. This is done via construction of a measure Q on latent tumour counts
is the measure on (s 1 , s 2 , s 3 , s 4 ) equivalent to the following: (i) letting u~Ga(c, 1);
, c)~p(h). Note that, unlike in § 3, where the Dirichlet process was used to put a prior on Q with mass near a particular distribution Q 0 , here we use the Dirichlet process to put mass near an entire parametric class {Q h : hµH}. Our prior for Q is thus a mixture of Dirichlet processes. The latent base model is constructed to give negative binomial marginals, a useful class of distributions for modelling tumour count data (Drinkwater & Klotz, 1981; Hoff et al., 2001) . The marginal distribution of each s i is negative binomial with mean (m 1 +p i m 2 ). This particular construction, via gamma mixtures of Poissons, facilitates Markov chain Monte Carlo sampling. Note that the latent base model has support on points s 1 ∏(s 2 , s 3 )∏s 4 . Finally, p(h) is chosen to be conjugate to the base model Q h when possible: the parameters m 1 and m 2 are gamma-distributed with means and variances of (4, 4) and (35, 35) , and p 1 and p 2 are Be(1, 1) distributed. A non-conjugate uniform prior is taken for c. Parameters are a priori independent. The hyperparameter a was set at 10, giving prior samples of tumour count distributions roughly reflecting our uncertainty in the fit of the parametric model.
Posterior inference for each k is obtained using Markov chain Monte Carlo to construct a Markov chain in (c, x, S, h) with p(c, x, S, h | y, k) as the invariant distribution. For each iµ(1, . . . , n) in a random order we do the following:
(i) for animals in mA or mB, propose a new value x* i from p(x | k); (ii) propose a new c* i from p(c i | c −i ), conditioned on the allowable cluster structure T imposed by x* i , x −i , and y, as described in § 4·3; (iii) sample proposal tumour count values for i 's new and former clusters, as in § 4·3; (iv) accept (S*, c*, g*) with probability Bayesian methods for partial stochastic orderings
Since the group memberships x are unknown for animals in populations mA and mB, and thus changing from scan to scan, the quantity p{cµT (x, y) | c −i } does not cancel as it does in § 4·3, where group memberships are known and fixed.
Values of m 1 , p 2 , p 3 and m 4 are sampled from their full conditional distributions: given the cluster structure c, the unique latent variables S (1) , . . . , S (max(c)) are independent draws from Q h , and so the parameters can be sampled easily because of the conjugacy of the prior. The overdispersion variables u 1 , . . . , u max(c) can be drawn from their full conditionals, and c can be updated with a Metropolis-Hastings step.
The above constitutes a Markov chain with p(c, x, S, h | y) as the invariant distribution. Separate chains of length 50 000 were run for k=1, . . . , 5, and the first half of each chain was dropped to allow for burn-in. Bayes factors for p(y | k) were computed using bridge sampling (Meng & Wong, 1996; Gelman & Meng, 1998) , and the posterior distribution of k was estimated assuming a uniform prior for k on {1, . . . , 5}. This was computed as p(k | y)={0·006, 0·143, 0·272, 0·289, 0·290} (k=1, . . . , 5).
We expect this probability to be increasing in k. The data in group mA, for example, are modelled as a mixture of P 1 and P 2 , where P 1 is also being estimated with data from P 1 . As k increases, the weight for mA on P 1 decreases, and so the model for data from mA can come closer to the empirical distribution for the data from mA. The same holds for the data from population mB. We note that p(k | y) increases by only a small amount beyond k=5. The analysis suggests that a B/B genotype correlates with increased intestinal tumour count at three or more genomic locations. These results were confirmed with a separate Markov chain which included a Gibbs step for sampling the unknown value of k. For the case k=3, quantile-based pointwise 95% posterior confidence regions for cumulative distribution functions of (P 1 , P 2 , P 3 , P 4 ) are plotted in Fig. 1(b) . Posterior median distribution functions are given in thick lines. A similar model with no stochastic ordering constraint was fitted, providing wider confidence regions, especially for lower values of k, where the constraint plays a more substantial role.
D
The drawbacks in using the Dirichlet process include its lack of smoothness, as samples from a Dirichlet process are discrete (Blackwell, 1973) , and the difficulty in computing posterior quantities, at least for the latent observation distribution Q in this paper. A smoother nonparametric approach would be the use of Pó lya tree priors (Lavine, 1992; Mauldin et al., 1992) , although the computations would be even more complicated in this case. A simpler smooth alternative would be to use Dirichlet mixtures of parametric models, rather than the parametric mixtures of Dirichlets of § 6. Let {Q h : hµH} be a parametric class of distributions for latent observations, such that the latent observations are ordered with probability one for each hµH. For a distribution F 0 on H, sampling a single F~Dir(aF 0 ) and a separate h~F independently for each observation generates a nonparametric mixture model (Escobar & West, 1995) for the latent observation distribution Q. Of course, the support of the induced prior for P will depend on the richness of the parametric class {Q h : hµH}, and may not be the entire space C A . However, such a model is generally more computationally tractable than the mixture of Dirichlets approach. ) is such that {Q(i, j ), i∏ j} is equal in distribution to {z i,j /(W z k,l ), i∏ j}. Letting P 1 =Q×(1, . . . , 1), we see that P 1 is a function of the row sums of Q, whereas c can be written as ratios of the form z i,j /z i,j+1 . For gamma-distributed random variables, these quantities are jointly independent. Independence of P 2 and c is established similarly, since c can also be written as ratios of the form z i,j /z i+1,j . However, there are a variety of functions of P 1 and P 2 that are not independent of c. For example,
is positively correlated with c(y 1 , y 2 ). % Proof of Proposition 3. This result can be proven by noting that the cumulative distribution function resulting from a Dirichlet process is positively associated in the sense of Esary et al. (1967) . (1978) , this implies that (y 1 , y 2 ) is associated, and by induction so is (y 1 , . . . , y m ). %
To prove Proposition 3, we note that, since E(X)=∆ P(X>t) dt for positive random variables, it suffices to prove that pr{F(x 0 )>t | FÁG}>pr{F(x 0 )>t}, or equivalently pr{F(x 0 )>t, FÁG}>pr{F(x 0 )>t}×pr{FÁG}, where F and G are the distribution functions of P 1 and P 2 . As F and G are independent and F(x)NG(x) with probability 1, we just need to show the following. The indicators of the events A and B n are both increasing functions of the vector {F(x), xµX n }, and so, by Lemma A1, we have pr(A]B n )Ápr(A) pr(B n ) for all n. Taking the limit as n 2 gives the result, as F and g are right-continuous functions, and so B n 3{F(x)>g(x)} . %
