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Различные элементы математического моделирования применялись одновременно с появлением точных наук. С данным фактом связано то, что часть из них носят 
имена корифеев науки, например, Ньютона и Эйлера, а сло‑
во «алгоритм» происходит от имени средневекового арабско‑
го ученого Аль‑Хорезми. Второе «рождение» этой методологии 
пришлось на конец 40‑х — начала 50‑х годов XX века и было 
обусловлено, по крайней мере, двумя причинами: появлением 
компьютеров, хотя и скромных по нынешним меркам, но тем 
не менее избавивших ученых от огромной по объему рутинной 
вычислительной работы, и беспрецедентным социальным за‑
казом на выполнение национальных программ СССР и США 
по созданию ракетно‑ядерного щита, которые не могли быть 
реализованы традиционными методами. С помощью математи‑
ческого моделирования данная задача была решена. На первом 
этапе ядерные взрывы и полеты ракет моделировались посред‑
ством ЭВМ, а уже впоследствии были реализованы на практике. 
Данный факт способствовал дальнейшему развитию методоло‑
гии моделирования, без который в настоящее время не реали‑
зуется ни одни крупномасштабный технологический, экологи‑
ческий или экономический проект [1].
Технические, экологические, экономические и иные си‑
стемы, изучаемые современной наукой, больше не поддают‑
ся исследованию обычными теоретическими методами. Пря‑
мой натурный эксперимент над ними долог, дорог, часто либо 
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опасен, либо попросту невозможен, так как многие из этих си‑
стем существуют в «единственном экземпляре». Цена ошибок 
и просчетов в обращении с ними недопустимо высока. Поэто‑
му математическое моделирование является неизбежной со‑
ставляющей научно‑технического прогресса.
Математическое моделирование, являясь методологией, ис‑
пользуется как инструмент в научных дисциплинах подобно ма‑
тематике, физике и биологии и не конкурирует с ними. Прак‑
тически во всех сферах творческой деятельности применяется 
моделирование, начиная от исследователей и заканчивая вое‑
начальниками. Математическое моделирование должно обе‑
спечиваться выполнением следующих требований: четкая фор‑
мулировка основных понятий и предположений, основанная 
на опыте (апостериорный), анализ адекватности используемых 
моделей, гарантированная точность вычислительных алгорит‑
мов и т. д. При моделировании трудноформализуемых объек‑
тов нужно дополнительно учитывать разграничение матема‑
тических и нематематических терминов, а также особенности 




Можно выделить несколько этапов создания методо‑логии математического моделирования:· Появление точных наук. Методы вычислений но‑
сят имена таких корифеев науки, как Ньютон и Эйлер, 
а слово «алгоритм» происходит от имени средневекового 
арабского ученого Аль‑Хорезми.
· Конец 40‑х–начало 50‑х годов XX века:
— появление компьютеров;
— разработка ядерных технологий.
· Появление информационного общества. Методология 
математического моделирования становится интеллек‑
туальным ядром информационных технологий.
В раннем возрасте человек начинает взаимодействовать 
с различными моделями. Игра по построению конструкций 
из кубиков представляет собой создание некоторых моделей. 
При обучении распространено использование моделей в той 
или иной форме. Для изучения правил, например, русского 
языка применяются различные схемы и таблицы, которые яв‑
ляются моделями, отражающими свойства изучаемого объек‑
та. Подготовку текста можно рассматривать как моделирование 
некоторого события или явления с помощью родного языка. 
На уроках точных наук также используются макеты изучаемых 
реальных объектов [2].
Следует заметить, что во взрослой жизни человек также по‑
стоянно сталкивается с моделями реальных объектов, процес‑
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сов и явлений. При этом для создания сложных изделий необ‑
ходима работа коллективов разработчиков. В качестве примера 
можно привести большой адронный коллайдер (где планиру‑
ется провести моделирование Большого взрыва, после кото‑
рого, согласно гипотезе, возникла наша Вселенная) и всем из‑
вестный фильм «Титаник», где для сцен гибели корабля было 
использовано более десяти моделей судна.
Инструментом математического моделирования в первую 
очередь является математика. В настоящее время математиче‑
ское моделирование применяется в:
·	 традиционных областях — физика, химия, биология;
·	 новых областях и дисциплинах — технические, экологи‑
ческие и экономические системы. Сложности:
— прямой натурный эксперимент либо опасен, либо 
невозможен;
— система существует в единственном экземпляре;
·	 социальных процессах.
1.1. Модель
Что такое модель? Модель от лат. modulus — мера, мерило, 
образец, норма). Под моделью можно понимать:
·	 образец, служащий эталоном (стандартом) для серийно‑
го или массового воспроизведения (модель автомобиля, 
модель одежды и т. п.), а также тип, марка какого‑либо 
изделия, конструкции;
·	 изделие (изготовленное из дерева, глины, воска, гипса 
и др.), с которого снимается форма для воспроизведения 
в другом материале (металле, гипсе и др.);
·	 человека, позирующего художнику (натурщик), и вооб‑
ще изображаемые объекты («натура»);
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·	 устройство, воспроизводящее, имитирующее (обыч‑
но в уменьшенном масштабе) строение и действие ка‑
кого–либо другого устройства в научных, практических 
(например, в производственных испытаниях) или спор‑
тивных целях.
Перед тем как запустить в производство новый самолет, его 
обкатывают в аэродинамической трубе — это модель. Для того 
чтобы продемонстрировать систему кровообращения, лектор 
обращается к нарисованному плакату — это модель. На стене 
висит картина Айвазовского «Девятый вал» — это модель.
Под моделью обычно понимают материальный или мыс‑
ленно представляемый объект, который в процессе познания 
замещает объект — оригинал, сохраняя некоторые важные его 
черты. Каждый изучаемый процесс можно описать различны‑
ми моделями, при этом ни одна модель не может сделать это 
абсолютно полно и всесторонне. Однако использование упро‑
щенной модели, отражающей отдельные черты исследуемого 
объекта, позволяет яснее увидеть взаимосвязь причин и след‑
ствий, входов и выходов, быстрее сделать необходимые выво‑
ды, принять правильные решения [3].
1.2. Цели построения моделей
Реальный объект в сравнении с моделью сложен для анали‑
за и менее информативен. Необходимо заметить, что исследо‑
вание непосредственным образом большинства объектов и яв‑
лений невозможно. Так, эксперименты с экономикой страны 
или со здоровьем ее населения в принципе невозможны.
Среди целей моделирования можно выделить следующие [2]:
·	 понять, как устроен конкретный объект: какова его струк‑
тура, внутренние связи, основные свойства, законы раз‑
10
1. Понятия «моделирование» и «модель»
вития, саморазвития и взаимодействия с окружающим 
миром;
·	 научиться управлять объектом или процессом, опреде‑
лить наилучшие способы управления при заданных це‑
лях и критериях;
·	 прогнозировать прямые и косвенные последствия реали‑
зации заданных способов и форм воздействий на объект.
Модель может быть представлена различными способами. 
В широком смысле модель определяют как отражение наибо‑
лее существенных свойств объекта.
1.3. Свойства моделей
Основными требованиями, предъявляемыми к математиче‑
ским моделям, являются требования адекватности, универсаль‑
ности и экономичности (рис. 1).
Рис. 1. Свойства моделей
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Адекватность. Модель считается адекватной, если отра‑
жает заданные свойства с приемлемой точностью. Точность 
определяется как степень совпадения значений выходных па‑
раметров модели и объекта. Точность модели различна в раз‑
ных условиях функционирования объекта. Эти условия харак‑
теризуются внешними параметрами. В пространстве внешних 
параметров выделить область адекватности модели, где по‑
грешность меньше заданной предельно допустимой погреш‑
ности. Определение области адекватности моделей — слож‑
ная процедура, требующая больших вычислительных затрат, 
которые быстро растут с увеличением размерности простран‑
ства внешних параметров. Эта задача по объему может зна‑
чительно превосходить задачу параметрической оптимизации 
самой модели, поэтому для вновь проектируемых объектов 
может не решаться.
Универсальность. Определяется в основном числом и соста‑
вом учитываемых в модели внешних и выходных параметров.
Экономичность. Модель характеризуется затратами вычис‑
лительных ресурсов для ее реализации — затратами машинно‑
го времени и памяти.
Простота. Модель, при которой желаемый результат дости‑
гается за то же время с той же точностью при учете меньшего 
количества факторов при расчете, называется простой.
Потенциальность (предсказательность). Возможность полу‑
чения новых знаний об исследуемом объекте с помощью при‑
менения модели.
Достаточная точность результатов решения задачи, надеж‑
ность функционирования модели.
Способность к совершенствованию модели без ее коренной 
переделки.
Простота форм исходных данных и их заполнения при вы‑
даче задания на расчет.




Противоречивость требований к модели обладать широкой 
областью адекватности, высокой степенью универсальности 
и высокой экономичностью обусловливает использование ряда 
моделей для объектов одного и того же типа.
1.4. Формы представления модели
Среди форм представления моделей можно выделить сле‑
дующие [4]:
·	 инвариантная — запись соотношений модели с помощью 
традиционного математического языка безотносительно 
к методу решения уравнений модели;
·	 аналитическая — запись модели в виде результата анали‑
тического решения исходных уравнений модели;
·	 алгоритмическая — запись соотношений модели и выбран‑
ного численного метода решения в форме алгоритма;
·	 схемная (графическая) — представление модели на неко‑
тором графическом языке (например, язык графов, экви‑
валентные схемы, диаграммы и т. п.);
·	 физическая — представление моделей как уменьшенных 
копий реальных аппаратов и технологических процессов;
·	 аналоговая — модели, основанные на подобии явлений, 
имеющих различную физическую природу, но описыва‑
емых одинаковыми математическими уравнениями.
1.5. Моделирование
По мере того как какая‑либо наука становится более точ‑
ной, в ней во все больших масштабах применяется математиче‑
ское описание исследуемых объектов и явлений. В частности, 
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данный принцип давно утвердился во многих областях физи‑
ки. Однако это не всегда находит понимание среди специали‑
стов в области нанотехнологии из‑за отсутствия опыта по ма‑
тематическому моделированию наносистем.
Чтобы избежать бесполезного конструирования и сборки 
многочисленных дорогих прототипов наносистем, нужно сна‑
чала детально разработать структуру и технологию сборки на‑
нообъекта или молекулярного кластера. Для этих целей ис‑
пользуют методы компьютерного моделирования. С помощью 
моделирования, основанного на большом количестве экспери‑
ментальной информации, можно описать поведение проекти‑
руемых наносистем. Кроме того, компьютерное моделирование 
в ряде случаев является катализатором для экспериментальных 
исследований и производства. В последнее время расширяется 
круг задач, при решении которых применяется компьютерное 
моделирование. Если в прошлом моделирование, в частности 
компьютерное, было направлено на количественное описание 
процессов в материалах, то в настоящее время большое вни‑
мание уделяется созданию новых перспективных материалов 
и прогнозированию их свойств [5].
Рассматривая элементарную картину общего метода по‑
знания мира (см. рис. 2), можно идентифицировать реальный 
и умозрительный мир. В реальном мире наблюдают различ‑
ные явления и процессы, происходящие как в природной, так 
и в техногенной среде. Умозрительный мир — это мир ума, опи‑
сывающий представление людей о реальном мире с помощью 
наблюдения, моделирования и предсказания.
При моделировании используются модели трех типов:
·	 описывающие поведение объектов или результаты наблю‑
дений за явлениями;
·	 объясняющие причину такого поведения и получение та‑
ких результатов;




Реальный мир          Умозрительный мир 
         Наблюдения  
Явления                      Моделирование 
   Предсказание 
Рис. 2. Элементарное описание общего метода познания [5]
Моделирование является одним из методов познания, из‑
учением которых занимается специальная область знаний — 
методология.
Моделирование — это особый метод познания окружающе‑
го мира, который относится к общенаучным методам. Он мо‑
жет применяться как на эмпирическом, так и на теоретическом 
уровнях. В английском языке для понятия моделирования су‑
ществует два термина: modeling и simulation. Первый означает 
моделирование, основанное главным образом на теоретиче‑
ских положениях, а второй — воспроизведение, имитацию со‑
стояния системы на основе анализа ее поведения (имитацион‑
ное моделирование) [5].
Понятие моделирования по А. А. Ляпунову [6] определяется 
как опосредованное практическое или теоретическое исследо‑
вание объекта, при котором непосредственно изучается не сам 
интересующий нас объект, а некоторая вспомогательная искус‑
ственная или естественная система (модель):
·	 находящаяся в некотором объективном соответствии с по‑
знаваемым объектом;
·	 способная замещать его в определенных отношениях;
·	 дающая при ее исследовании, в конечном счете, инфор‑
мацию о самом моделируемом объекте.
Моделирование не является расширением теории или экс‑
перимента — его следует рассматривать как отдельную пози‑
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цию между теорией и экспериментом. Более того, модели‑
рование является новым видом получения научных знаний 
с некоторыми общими чертами, заимствованными из теории 
и эксперимента.
1.6. Классификация моделирования
Большое количество типов моделирования и их постоянное 
изменение не позволяют создать логически законченную клас‑
сификацию. В настоящее время моделирование можно услов‑
но разделить на материальное, или физическое моделирование, 
и идеальное моделирование (см. рис. 3).
Материальным (физическим) моделированием принято на‑
зывать моделирование, при котором реальному объекту про‑
тивопоставляется увеличенная или уменьшенная копия, изу‑
ченные свойства которой переносятся на объект при помощи 
теории подобия. При материальном моделировании исследова‑
ние объекта происходит при его воспроизведении в ином мас‑
штабе. Здесь возможен количественный перенос результатов 
эксперимента с модели на оригинал. Однако для анализа слож‑
ных объектов и процессов, каковыми являются большинство 
электронных схем, конструкций и технологических процессов 
производства радиоэлектронной техники, приборостроения, 
машиностроения и других промышленных отраслей, примене‑
ние материального моделирования затруднительно, поскольку 
приходится использовать большое число критериев и ограни‑
чений, которые могут быть несовместимы, а зачастую и невы‑
полнимы. Примерами материального моделирования являются 
макеты в архитектуре и макеты моделей и экспериментальных 
образцов при создании различных транспортных и летатель‑
ных средств (аэродинамическая труба).
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Рис. 3. Виды моделирования
Идеальным моделированием называется моделирование, при 
котором реальному объекту противопоставляется описание его 
в форме речи, графики, таблиц, математических выражений. 
Главное отличие идеального моделирования от материально‑
го в том, что оно основано не на материализованной аналогии 
объекта и модели, а на аналогии идеальной, мыслимой и всег‑
да носит теоретический характер.
Натурное и аналоговое моделирование являются составля‑
ющими материального моделирования (рис. 4).
Рис. 4. Виды материального моделирования
Натурное моделирование — моделирование, при котором реаль‑
ному объекту ставится в соответствие его увеличенный или умень‑
шенный материальный аналог, допускающий исследование с по‑
мощью последующего перенесения свойств изучаемых процессов 
и явлений с модели на объект на основе теории подобия. В каче‑
стве примера натурного моделирования можно привести испыта‑
ние нового автомобиля или самолета в аэродинамической трубе.
Аналоговое моделирование — моделирование, основанное 
на аналогии процессов и явлений, имеющих различную физи‑
ческую природу, но одинаково описываемых формально.
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Идеальное моделирование можно разделить на следующие 
типы: интуитивное, знаковое и научное (рис. 5).
Рис. 5. Виды идеального моделирования
Интуитивное моделирование — моделирование, основан‑
ное на интуитивном представлении об объекте исследования, 
не поддающемся формализации или не нуждающемся в ней.
Научное моделирование — всегда логически обоснованное мо‑
делирование, использующее минимальное число предположе‑
ний, принятых в качестве гипотез на основании наблюдений 
за объектом моделирования.
К примеру интуитивной модели можно отнести жизненный 
опыт человека по лечению заболеваний с помощью методов на‑
родной медицины.
Знаковое моделирование — моделирование, использующее 
в качестве моделей знаковые изображения какого‑либо вида: 
схемы, графики и т. д.
Примером знакового моделирования являются ноты музы‑
кальных произведений, химические формулы и т. д.
1.7. Классификация моделей
Можно привести следующую классификацию моделей 
(см. рис. 6) [2]. При анализе поведения объекта‑оригинала фор‑




Рис. 6. Взаимовлияние уровней моделирования
Представление когнитивной модели на естественном язы‑
ке называют содержательной моделью. В зависимости от целей 
модели классифицируются на описательные, объяснительные 
и прогностические [2].
Описательной моделью можно назвать любое описание объекта.
Объяснительная модель должна обеспечить объяснение при‑
чин нахождения системы в текущем состоянии.
Прогностическая модель должна обеспечивать понимание по‑
ведения объекта в будущем.
Концептуальной моделью принято называть содержатель‑
ную модель, при формулировке которой используются поня‑
тия и представления предметных областей знания, занимаю‑
щихся изучением объекта моделирования.
Выделяют три вида концептуальных моделей: логико‑се‑
мантические, структурно‑функциональные и причинно‑след‑
ственные.
Логико-семантическая модель — модель с описанием объек‑
та в терминах и определениях соответствующих предметных 
областей.
Структурно-функциональная модель — модель рассмотрения 
объекта как единого целого, с последующим изучением его от‑
дельных элементов или подсистем.
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Причинно-следственная модель — модель, применяемая для 
объяснения и прогнозирования поведения объекта.
Формальная модель является представлением концептуальной 
модели с помощью одного или нескольких формальных языков.
Информационная модель — модель, содержащая автомати‑
зированные справочники, реализованные с помощью систем 
управления базами данных.
Формальная классификация моделей основывается на клас‑
сификации используемых математических средств [7]. Часто 
строится в форме дихотомий (разделение на две части). Напри‑
мер, один из популярных наборов дихотомий:
·	 линейные или нелинейные модели;
·	 сосредоточенные или распределенные системы;
·	 детерминированные или стохастические;
·	 статические или динамические;
·	 дискретные или непрерывные и т. д.
Каждая построенная модель является линейной или нели‑
нейной, детерминированной или стохастической. Естественно, 
что возможны и смешанные типы: в одном отношении сосре‑
доточенные (по части параметров), в другом — распределен‑
ные модели и т. д.
Классификация по способу представления объекта.
Наряду с формальной классификацией, модели различают‑
ся по способу представления объекта:
·	 структурные;
·	 функциональные.
Структурные модели представляют объект как систему 
со своим устройством и механизмом функционирования.
Функциональные модели не используют таких представлений 
и отражают только внешне воспринимаемое поведение (функ‑
ционирование) объекта. В их предельном выражении они на‑
зываются также моделями «черного ящика». Возможны также 




Модели, замещающие технологический объект, в зависимо‑
сти от типа образа разделяют на три вида: абстрактные, анало‑
говые и физические.
Абстрактные модели основываются на возможности опи‑
сания технического объекта (системы) на языке символов, 
принятом в той или иной области науки путем отвлечения 
от несуществующих признаков. Абстрактные модели могут 
быть математическими и нематематическими. Процесс иссле‑
дования технического объекта с помощью абстрактной моде‑
ли включает три этапа:
·	 построение описательной модели процесса, которая 
должна отвечать на вопросы «что происходит», «поче‑
му так происходит», «при каких условиях это возможно», 
«что может произойти при изменении данных параметров 
и внешних условий»;
·	 запись информативной модели с помощью определенной 
системы символов;
·	 исследование функционирования созданной абстракт‑
ной модели различными методами анализа, большинство 
из которых опирается на математический анализ.
Аналоговые модели основаны на подобии явлений, имеющих 
различную физическую природу, но описываемых одинаковы‑
ми математическими уравнениями. Подобие математического 
описания этих процессов позволяет экспериментально и тео‑
ретически подтверждать результаты, полученные в одной об‑
ласти, соответствующими результатами из другой. Примерами 
аналоговых моделей могут служить электрические и механиче‑
ские колебания.
Физические модели имеют ту же физическую природу, что 
и исследуемый объект, и применяются в тех случаях, когда труд‑
но провести испытания реальных объектов в реальных услови‑
ях. В химической технологии применяют физические модели — 
уменьшенные копии реальных аппаратов и технологических 
процессов (различают лабораторные установки и так называ‑
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емые пилотные). При использовании результатов необходимо 
учитывать эффект масштабирования.
Контрольные вопросы и задания
1. Что такое модель и моделирование?
2. Назовите цели моделирования.
3. Какие существуют виды моделирования?
4. Перечислите свойства моделей.
5. Какие формы представления моделей вам известны?
6. Назовите отличие идеального моделирования от матери‑
ального.
7. Что такое когнитивная модель?
8. Какие модели называют содержательными?
9. Назовите разновидности содержательных моделей.
10. Чем концептуальная модель отличается от содержатель‑
ной?
11. Какие виды концептуальных моделей вы знаете?
12. По каким классификационным признакам можно под‑
разделять модели?







Понятие «математическое моделирование» в послед‑ние несколько десятилетий является достаточно рас‑пространенным в научной литературе, в частности, 
в естественнонаучной и технической. В настоящее время прак‑
тически на любом проектном или конструкторском предпри‑
ятии применяются математические модели. В последние годы 
широкое распространение получило применение математи‑
ческого моделирования в научных исследованиях, особенно 
в таких областях, как экономика, управление, история, биоло‑
гия и др. Следует заметить, что математическое моделирова‑
ние представляет собой отдельную междисциплинарную об‑
ласть знаний с совокупностью объектов, подходов и методов 
исследования.
Математической моделью называется совокупность урав‑
нений или других математических соотношений, отражающих 
основные свойства изучаемого объекта или явления в рамках 
принятой умозрительной физической модели и особенности 
его взаимодействия с окружающей средой на пространствен‑
но‑временных границах области его локализации. Матема‑
тические модели различных процессов в континуальных си‑
стемах строятся, как правило, на языке дифференциальных 
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уравнений, позволяющих наиболее точно описать состояние 
процесса в любой точке пространства в произвольный момент 
времени. Основными свойствами математических моделей яв‑
ляются адекватность и простота, указывающие на степень со‑
ответствия модели изучаемому объекту и возможности ее ре‑
ализации. Процесс формулировки математической модели 
называется постановкой задачи [8].
Под математическим моделированием можно понимать 
процесс построения и изучения математических моделей. Раз‑
вернутое определение дано в работе [2]: математическое моде‑
лирование — это идеальное научное знаковое формальное мо‑
делирование, при котором описание объекта осуществляется 
на языке математики, а исследование модели проводится с ис‑
пользованием тех или иных математических методов.
2.2. Обобщенная математическая модель
Математическая модель описывает зависимость между ис‑
ходными данными и искомыми величинами [4].
Элементами обобщенной математической модели являют‑
ся (см. рис. 7):
·	 множество входных данных (переменные) X, Y; X — со‑
вокупность варьируемых переменных; Y — независимые 
переменные (константы);
·	 математический оператор L, определяющий операции над 
этими данными, под которым понимается полная систе‑
ма математических операций, описывающих численные 
или логические соотношения между множествами вход‑
ных и выходных данных (переменные);
·	 множество выходных данных (переменных) G (X, Y); пред‑
ставляет собой совокупность критериальных функций, 
включающую (при необходимости) целевую функцию.
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Рис. 7. Обобщенная математическая модель
Математическая модель является математическим анало‑
гом проектируемого объекта. Степень адекватности ее объек‑
ту определяется постановкой и корректностью решений зада‑
чи проектирования.
Множество варьируемых параметров (переменных) X обра‑
зует пространство варьируемых параметров Rx (пространство 
поиска), которое является метрическим с размерностью n, рав‑
ной числу варьируемых параметров.
Множество независимых переменных Y образуют метриче‑
ское пространство входных данных Ry. В том случае, когда каж‑
дый компонент пространства Ry задается диапазоном возможных 
значений, множество независимых переменных отображается 
некоторым ограниченным подпространством пространства Ry.
Множество независимых переменных Y определяет среду 
функционирования объекта, т. е. внешние условия, в которых 
будет работать проектируемый объект.
Это могут быть:
·	 технические параметры объекта, не подлежащие измене‑
нию в процессе проектирования;
·	 физические возмущения среды, с которой взаимодейству‑
ет объект проектирования;








Выходные данные рассматриваемой обобщенной модели об‑
разуют метрическое пространство критериальных показателей RG.
2.3. Нелинейность математических моделей
Простота моделей во многом связана с их линейностью. С точ‑
ки зрения математики это соответствует принципу суперпозиции, 
при котором любая линейная комбинация решений в свою оче‑
редь тоже есть решение искомой задачи. Пользуясь принципом 
суперпозиции, можно, найдя решение в каком‑либо частном слу‑
чае, построить решение в более общей ситуации. В этой связи о за‑
кономерностях общего случая делается вывод на основе свойств 
частного. Для линейных моделей отклик объекта на изменение 
каких‑то условий пропорционален величине этого изменения.
В случае отсутствия выполнения принципа суперпозиции 
для математических моделей знание о поведении части объек‑
та нелинейного явления не дает информации о поведении всего 
объекта в целом. Большинство реальных процессов и соответ‑
ствующих им математических моделей не линейны. Линейные 
модели являются неким приближением реального объекта и ре‑
шают лишь частные случаи. Так, нелинейными становятся мо‑
дели популяций при учете ограничения доступных ресурсов [1].
2.4. Степень соответствия  
математической модели объекту
Математическая модель никогда не бывает тождественна 
рассматриваемому объекту и не передает всех его свойств и осо‑
бенностей. Она является лишь приближенным описанием объ‑
екта и носит всегда приближенный характер. Точность соот‑
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ветствия определяется степенью соответствия адекватности 
модели и объекта.
При построении математической модели приходится вы‑
двигать дополнительные предположения — гипотезы. Модель 
поэтому еще называют гипотетической. Основным критерием 
применимости модели является эксперимент. Критерий прак‑
тики позволяет сравнивать гипотетические модели и выбирать 
из них наиболее подходящую.
Каждый объект описывается ограниченным числом моделей 
или их систем. Процесс моделирования значительно легче реа‑
лизуется при использовании унификации математических мо‑
делей, т. е. использования наборов готовых моделей. Существу‑
ет возможность переноса готовых моделей из одних процессов 
на другие, идентичные, аналогичные. Аналогичными называ‑
ют объекты и процессы, описываемые одинаковыми по форме 
уравнениями, содержащими различные физические величи‑
ны и параметры, связанные между собой одинаковыми опера‑
торами. Величины, которые в аналогичных уравнениях стоят 
на одинаковых местах, называют аналогами.
Математическая модель описывает реальный объект с каким‑
то приближением. Степень соответствия описания реально‑
му процессу определяется полнотой учета возмущающих воз‑
действий. При отсутствии или незначительности возмущений, 
действующих как внутри, так и вне объекта, можно однознач‑
но определить влияние входных и управляющих параметров 
на выходные.
2.5. Классификация математических моделей
В настоящее время существует огромное количество моделей 
самого разного типа, которые получили развитие в результате 
применения методов математического моделирования в различ‑
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ных областях. В связи с этим возникает необходимость в опре‑
деленной классификации существующих и появляющихся ма‑
тематических моделей [2–3, 9]. Существуют следующие виды 
классификаций математических моделей в зависимости от:
·	 сложности объекта моделирования;
·	 оператора модели;
·	 входных и выходных параметров;
·	 цели моделирования;
·	 способа исследования модели;
·	 объектов исследования;
·	 принадлежности модели к иерархическому уровню опи‑
сания объекта;
·	 характера отображаемых свойств;
·	 порядка расчета;
·	 использования управления процессом.
По сложности объекта исследования модели делятся на про‑
стые и исследующие объекты‑системы (рис. 8). В простых мо‑
делях внутреннее строение объекта не рассматривается и со‑
ставляющие его элементы и подпроцессы не учитываются. 
Объект‑система является совокупностью взаимосвязанных эле‑




Рис. 8. Классификация математических моделей по сложности объекта
В зависимости от оператора модели они делятся на линейные, 
нелинейные, алгоритмические, простые и сложные (см. рис. 9). 
При наличии линейной зависимости выходных параметров 
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от входных математическая модель называются линейной, со‑
ответственно в случае нелинейной зависимости модель — нели‑
нейная. При обеспечении оператором модели функциональной 
зависимости выходных параметров от входных в виде алгебра‑
ического выражения модель является простой. Модель, вклю‑
чающая системы дифференциальных и интегральных соотно‑
шений, называется сложной. В случае построения имитатора 
модели поведения объекта с помощью алгоритма его называ‑
ют оператором модели. При этом сама модель является алго‑
ритмической.
Рис. 9. Классификация математических моделей  
в зависимости от оператора модели
Классификация математических моделей в зависимости 
от входных и выходных параметров представлена на рис. 10.
По характеру моделируемого процесса модели подразделя‑
ются на:
·	 детерминированные, которые соответствуют детерминиро‑
ванным процессам, имеющим строго однозначную связь 
между физическими величинами, характеризующими со‑
стояние системы в какой‑либо момент времени; детер‑
минированная модель позволяет однозначно вычислить 
и предсказать значения выходных величин по значениям 
входных параметров и управляющих воздействий;
·	 неопределенные, которые исходят из того, что изменение 
определяющих величин происходит случайным образом 
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и значения выходных величин находятся в вероятност‑
ном соответствии с входными величинами и не опреде‑
ляются однозначно.
Рис. 10. Классификация математических моделей  
в зависимости от входных и выходных параметров
Модели с неопределенными параметрами можно подразде‑
лить на следующие группы [2]:
·	 Стохастические — значения всех или отдельных параме‑
тров модели определяются случайными величинами, за‑
данными плотностями вероятности.
·	 Случайные — значения всех или отдельных параметров 
модели определяются случайными величинами, которые 
зависят от оценки плотностей вероятности, определяе‑
мой в результате обработки ограниченной эксперимен‑
тальной выборки данных параметров.
·	 Интервальные — значения всех или отдельных параметров 
модели описываются интервальными величинами, задан‑
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ным интервалом, образованным минимальными и мак‑
симально возможными значениями параметра.
·	 Нечеткие — значения всех или отдельных параметров мо‑
дели описываются функциями принадлежности соответ‑
ствующему нечеткому множеству.
Модели по отношению к размерности пространства класси‑
фицируются на одномерные, двухмерные и трехмерные. Такое 
разделение применимо для моделей, имеющих в качестве па‑
раметров координаты пространства.
По отношению ко времени модели делят на динамические 
и статические. Некоторые характеристики моделей являются 
неизменными, т. е. не меняют своих значений в течение вре‑
мени, а некоторые изменяются по определенным законам. Если 
состояние системы меняется со временем, то модели называют 
динамическими, в противном случае — статическими. Стати‑
ческое моделирование служит для описания состояния объек‑
та в фиксированный момент времени, а динамическое — для 
исследования объекта во времени.
Разделение моделей на качественные и количественные, 
дискретные и непрерывные, а также на смешанные происхо‑
дит в зависимости от вида используемых множеств параме‑
тров модели.
По целям моделирования модели делятся на дескриптивные, 
оптимизационные и управленческие (см. рис. 11).
Среди целей дескриптивных моделей можно выделить уста‑
новление законов изменения параметров модели. Примером 
данной модели является модель движения ракеты после запуска.
С помощью оптимизационных моделей можно рассчиты‑
вать оптимальные критерии параметров объекта моделирова‑
ния. С другой стороны, данные модели могут применяться для 
поиска оптимального режима управления процессом. К опти‑
мизационным моделям можно отнести модель ракеты из преды‑




Рис. 11. Классификация математических моделей  
в зависимости от целей моделирования
С целью принятия эффективных управленческих решений 
в областях жизнедеятельности человека применяются управ‑
ленческие модели.
В зависимости от метода реализации модели делят на анали‑
тические, если возможно получить выходные параметры в виде 
аналитических выражений, и на алгоритмические, позволяю‑
щие получить лишь приближенные значения искомых пара‑
метров (рис. 12).
Рис. 12. Классификация математических моделей  
в зависимости от метода реализации модели
По объектам исследования математические модели класси‑
фицируют на:
·	 объекты с высокой степенью информации, если в про‑
цессе моделирования известны полные системы урав‑
нений, описывающие все стороны моделируемого 




·	 объекты с нулевым уровнем информации; математиче‑
ская модель такого объекта строится на основе статисти‑
ческих экспериментальных данных;
·	 объекты с известными основными закономерностями; 
значения констант в математических уравнениях описа‑
ния модели устанавливают из опыта;
·	 объекты, о поведении которых имеются сведения эмпи‑
рического характера; для них используют методы физи‑
ческого моделирования с применением математическо‑
го планирования эксперимента.
По принадлежности модели к иерархическому уровню описа-
ния объекта. Иерархический уровень включает:
·	 микроуровень (типовыми процессами являются массооб‑
менные, теплофизические, гидродинамические), модели‑
рование осуществляется в целях синтеза технологическо‑
го процесса для отдельного или нескольких агрегатов;
·	 макроуровень — моделирование процессов, имеющих бо‑
лее высокий уровень агрегации; модели применяют для 
синтеза текущего управления технологическим процес‑
сом для одного агрегата или технологического комплек‑
са в целом;
·	 метауровень — моделирование процессов в совокупно‑
сти агрегатов и связывающих их материально‑энергети‑
ческих потоков; такие модели служат для синтеза техно‑
логического комплекса как единого целого, то есть для 
синтеза управления развитием.
По характеру отображаемых свойств модели подразделяют на:
·	 функциональные модели, используемые для описания 
физических и информационных процессов, протекаю‑
щих при функционировании объекта;
·	 структурные, описывающие состав и взаимосвязи эле‑
ментов системы (процесса, объекта).
Классификация математических моделей по порядку расчета. 
Подразделяют на прямые, обратные, индуктивные:
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·	 прямые применяются для определения кинетических, ста‑
тических и динамических закономерностей процессов;
·	 обратные (инверсионные) используются для определе‑
ния, например, допустимых отклонений режимов обра‑
ботки;
·	 индуктивные применяются для уточнения математиче‑
ских уравнений кинетики, статики или динамики про‑
цессов с использованием новых гипотез или теорий.
Специфические особенности всех видов моделей отража‑
ются, прежде всего, в задании и форме начальных и гранич‑
ных условий.
В прямых моделях кинетические закономерности характери‑
зуют течение процесса во времени и устанавливают изменение 
во времени его параметров: концентраций, температур, хими‑
ческого состава при известных потоках и параметрах рабочих 
тел. Статические закономерности определяют конечные кри‑
тические и равновесные значения параметров процесса и рабо‑
чего компонента. Уравнения статики получают в основном при 
обработке экспериментальных данных. Динамические законо‑
мерности определяют свойства объектов при разработке систем 
автоматического регулирования. Динамические свойства за‑
даются характером выходной реакции объекта на стандартные 
возмущения на входе. Под стандартными возмущениями в хи‑
мической технологии подразумевают, например, изменение 
концентрации, давления, температуры и др. Решение приме‑
няемой в модели системы дифференциальных уравнений пред‑
ставляется в виде отношения изображения выходного сигнала 
к изображению входного сигнала, которое называется переда‑
точной функцией.
Обратные (инверсные) модели применяют для определения 
значения входных параметров или других заданных свойств об‑
рабатываемых веществ или продуктов, а также для определения 
допустимых отклонений режимов обработки, не оказывающих 
существенного влияния на качество продукта или показатели про‑
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цесса. При определении входных параметров исходят из продол‑
жительности процесса, заданных величин конечных параметров 
или оптимальных свойств выходных продуктов (химического со‑
става, физических свойств и др.). Обратные модели применяют 
для моделирования кинетических, статических и динамических 
обратных задач. Как правило, обратными задачами являются за‑
дачи оптимизации процессов и параметров аппаратов.
Индуктивные модели необходимы для установления или уточ‑
нения математических уравнений кинетики, статики и динами‑
ки процессов и чаще всего реализуются экспериментально или 
аналитически с использованием новых гипотез, форм описания 
или теорий с последующей проверкой адекватности математиче‑
ского описания. Адекватность математического описания в ре‑
грессионных моделях оценивается сопоставлением результатов 
статистической обработки пробных опытов, проведенных при 
одних и тех же параметрах процесса, с расчетными значения‑
ми величин, вычисленных на основе математической модели.
Классификация математических моделей в зависимости 
от использования управления процессом
Математические модели делятся на:
1. Модели прогноза, или расчетные модели без управления.
Основное назначение этих моделей — дать прогноз о поведе‑
нии системы во времени и в пространстве, зная начальное со‑
стояние и информацию о поведении ее на границе.
Примерами могут служить модели распределения тепла, 
электрического поля, химической кинетики, гидродинамики.
2. Оптимизационные модели:
·	 стационарные модели используются на уровне проекти‑
рования различных технологических систем;
·	 динамические — как на уровне проектирования, так 
и, главным образом, для оптимального управления раз‑




В задачах оптимизации имеется два направления.
К первому относятся детерминированные задачи. Вся вход‑
ная информация в них является полностью определяемой.
Второе направление относится к стохастическим процессам. 
В этих задачах некоторые параметры носят случайный харак‑
тер или содержат элемент неопределенности.
Методы отыскания экстремума функции многих перемен‑
ных с различными ограничениями часто называются метода‑
ми математического программирования.
Содержательная классификация моделей
В работе [10] дана классификация математических моделей, 
используемых в физике и в естественных науках. В книге [11] 
эта классификация проанализирована и расширена. Она сфо‑
кусирована на этапе построения содержательной модели.
1. Гипотеза. Эти модели «представляют собой пробное опи‑
сание явления, причем автор либо верит в его возможность, 
либо считает даже его истинным». Пример: модель Солнечной 
системы по Птолемею и модель Коперника (усовершенствован‑
ная Кеплером), модель атома Резерфорда и модель Большого 
Взрыва. Если модель первого типа построена, то это означает, 
что она временно признается за истину и можно сконцентри‑
роваться на других проблемах. Однако это не может быть точ‑
кой в исследованиях, но только временной паузой: статус мо‑
дели первого типа может быть только временным.
2. Феноменологическая модель. Данная модель содержит 
механизм для описания явления. Однако этот механизм недо‑
статочно убедителен и не может быть подтвержден имеющи‑
мися данными или плохо согласуется с имеющимися теориями 
и накопленным знанием об объекте. Поэтому феноменологи‑
ческие модели имеют статус временных решений. Считается, 
что ответ все еще неизвестен, и необходимо продолжить поиск 
«истинных механизмов». Пример: модели теплорода и кварко‑
вая модель элементарных частиц. Роль модели в исследовании 
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может меняться со временем, может случиться так, что новые 
данные и теории подтвердят феноменологические модели и те 
будут повышены до статуса гипотезы. Аналогично, новое зна‑
ние может постепенно придти в противоречие с моделями‑ги‑
потезами первого типа и те могут быть переведены во второй. 
Так, кварковая модель постепенно переходит в разряд гипотез; 
атомизм в физике возник как временное решение, но с ходом 
истории перешел в первый тип. А вот модели эфира и сейчас 
находятся вне науки.
3. Приближение. Если можно построить уравнения, описы‑
вающие исследуемую систему, то это не значит, что их мож‑
но решить даже с помощью компьютера. Общепринятый при‑
ем в этом случае — использование приближений. Уравнения 
заменяются линейными. Стандартный пример — закон Ома.
4. Упрощение. В данной модели отбрасываются детали, ко‑
торые могут заметно и не всегда контролируемо повлиять на ре‑
зультат. Примеры: применение модели идеального газа к неиде‑
альному, уравнение состояния Ван‑дер‑Ваальса, большинство 
моделей физики твердого тела, жидкостей и ядерной физики. 
Путь от микроописания к свойствам тел (или сред), состоящих 
из большого числа частиц, очень длинен. Приходится отбрасы‑
вать многие детали.
5. Эвристическая модель. Эвристическая модель сохраняет 
лишь качественное подобие реальности и дает предсказания 
только «по порядку величины». Типичный пример — прибли‑
жение средней длины свободного пробега в кинетической тео‑
рии. Оно дает простые формулы для коэффициентов вязкости, 
диффузии, теплопроводности, согласующиеся с реальностью 
по порядку величины. Но при построении новой физики далеко 
не сразу получается модель, дающая хотя бы качественное опи‑
сание объекта. В этом случае часто используют модель по анало‑
гии, отражающую действительность хоть в какой‑нибудь черте.
6. Аналогия. Данная модель впервые возникла, когда вза‑
имодействие в системе нейтрон‑протон пытались объяснить 
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посредством взаимодействия атома водорода с протоном. Эта 
аналогия и привела к заключению, что должны существовать 
обменные силы взаимодействия между нейтроном и протоном, 
которые аналогичны обменным силам в системе H — H+, об‑
условленным переходом электрона между двумя протонами.
7. Мысленный эксперимент. Сюда можно отнести рассуж‑
дения, которые в конечном итоге приводят к противоречию.
8. Демонстрация возможности. Это тоже мысленные экспе‑
рименты с воображаемыми сущностями, демонстрирующие, 
что предполагаемое явление согласуется с базовыми принци‑
пами и внутренне непротиворечиво. Один из самых знамени‑
тых таких экспериментов — геометрия Лобачевского (Лобачев‑
ский называл ее «воображаемой геометрией»).
Контрольные вопросы и задания
1. Что такое математическая модель и математическое мо‑
делирование?
2. Назовите элементы обобщенной математической модели.
3. Перечислите признаки, по которым классифицируются 
математические модели.
4. В чем отличие простых моделей от сложных?
5. Перечислите типы моделей в зависимости от применяе‑
мого оператора моделирования.
6. Как классифицируются модели в зависимости от вход‑
ных и выходных параметров?
7. Чем отличаются дескриптивные и управленческие модели?
8. Для каких целей применяются прямые и обратные модели?
9. В чем отличие моделей прогноза от оптимизационных мо‑
делей?







Построение математических моделей является доста‑точно трудным процессом, включающим большие за‑траты материальных и временных ресурсов, а также 
предполагает необходимость в специалистах высокого уровня 
с компетенциями как в предметной области, так и в таких об‑
ластях, как прикладная математика, численные методы, про‑
граммирование, современные вычислительные системы.
Среди этапов процесса построения моделей можно выде‑
лить следующие (см. рис. 13) [1–2]:
1. Обследование объекта моделирования и формулировка тех-
нического задания на разработку модели. Конструирование мо‑
дели начинается со словесно‑смыслового описания объекта 
или явления. Данная стадия содержит сведения общего харак‑
тера о природе объекта, информацию о целях его исследова‑
ния и некоторые предположения. Данный этап можно также 
назвать формулировкой предмодели. Цель этапа — разработка 
содержательной постановки задачи моделирования, т. е. созда‑
ние совокупности вопросов об объекте моделирования, запи‑
санных в словесной форме.
2. Концептуальная и математическая постановка задачи. 
На этом этапе происходит завершение идеализации объекта, 
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отбрасываются несущественные факторы и эффекты. Цель кон‑
цептуальной постановки задачи заключается в формулировке 
основных вопросов и наборе гипотез касательно свойств и по‑
ведения объекта моделирования в терминологии специальных 
дисциплин. В итоге предположения описываются математи‑
чески для количественного анализа их выполнения. На этапе 
составления математического описания предварительно вы‑
деляют основные явления и элементы в объекте и затем уста‑
навливают связи между ними. Далее для каждого выделенно‑
го элемента и явления записывают уравнение, отражающее его 
функционирование. Кроме того, в математическое описание 
включают уравнения связи между различными выделенными 
явлениями. В зависимости от процесса математическое описа‑
ние может быть представлено в виде системы алгебраических, 
дифференциальных уравнений. Процесс получения совокуп‑
ности математических уравнений, однозначно описывающих 
объект моделирования, называется математической постанов‑
кой задачи моделирования.
3. Качественный анализ и проверка корректности модели. Для 
контроля правильности полученной системы математических со‑
отношений требуется проведение ряда обязательных проверок:
·	 контроль размерности;
·	 контроль порядков;
·	 контроль характера зависимостей;
·	 контроль экстремальных ситуаций;
·	 контроль граничных условий;
·	 контроль физического смысла;
·	 контроль математической замкнутости.
Понятие «корректность модели» очень важно, особенно 
в прикладной математике, поскольку невозможно применение 
численных методов к некорректно поставленным задачам. Уста‑
новить корректность математической задачи является слож‑
ной задачей. Для обеспечения корректности математической 
модели должны быть выполнены все контрольные проверки. 
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На этом этап построения математической модели заканчива‑
ется и далее следует «вычислительный эксперимент», однако 
многие авторы и следующие этапы относят к процессу постро‑
ения математической модели, в связи с чем обсуждение поня‑
тия «вычислительный эксперимент» будет рассмотрено ниже.
 
 Обследование объекта моделирования и формулировка 
технического задания на разработку модели 
(содержательная постановка задачи) 
Концептуальная и математическая постановка задачи 
Качественный анализ и проверка корректности модели 
Выбор и обоснование методов решения задачи 
Поиск решения 
Разработка алгоритма решения и 
исследование его свойств, реализация 
алгоритма в виде программы для ЭВМ 
Аналитические Прочие методы 
Проверка адекватности модели 









Рис. 13. Этапы построения математической модели
4. Выбор и обоснование выбора методов решения задачи. Соз‑
данная модель исследуется любыми возможными методами, 
в том числе с взаимной проверкой. Поскольку не все модели ре‑
шаются теоретически, в последнее время широко используют‑
ся вычислительные методы. Данное обстоятельство важно при 
анализе нелинейных объектов, поскольку качественное пове‑
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дение таких объектов неизвестно. В зависимости от метода ре‑
шения задачи все методы подразделяются на:
·	 аналитические. Данные методы являются подходящими 
для анализа результатов, однако они применимы только 
для относительно простых моделей. При наличии анали‑
тического решения задачи численное решение практиче‑
ски не применяется;
·	 алгоритмические. Для алгоритмических методов реали‑
зуется вычислительный эксперимент с использованием 
компьютера.
Этап выбора метода решения и разработки моделирую‑
щей программы подразумевает выбор наиболее эффективно‑
го (по быстроте получения решения и его наибольшей точно‑
сти) метода решения из имеющихся методов, реализацию его 
в форме алгоритма решения.
5. Поиск решения или реализация алгоритма в виде программ 
для ЭВМ. Данный этап будет рассмотрен при описании вычис‑
лительного эксперимента.
6. Проверка адекватности модели. На данном этапе опреде‑
ляется соответствие объекту и сформулированным предположе‑
ниям. При этом также выполняется исследование модели на до‑
стижение поставленной цели любыми способами, например, 
сравнение с экспериментом или сопоставление с другими под‑
ходами. Модель необходимо отбросить или модифицировать 
в случае получения с ее помощью результата, существенно отли‑
чающегося от истинного. Этап установления степени соответ‑
ствия модели объекту является заключительным. Для проверки 
адекватности математической модели реальному процессу нуж‑
но сравнить результаты измерений на объекте в ходе процесса 
с результатами предсказания модели в идентичных условиях.
7. Практическое использование модели. Независимо от обла‑
сти применения созданной модели необходимо провести каче‑




·	 выполнить модификацию рассматриваемого объекта, 
найти его оптимальные характеристики;
·	 обозначить область применения модели;
·	 проверить обоснованность гипотез, принятых на этапе 
математической постановки, оценить возможность упро‑
щения модели с целью повышения ее эффективности при 
сохранении требуемой точности;
·	 показать, в каком направлении следует развивать модель 
в дальнейшем.
3.2. Подходы к построению математических моделей
При построении моделей используют два принципа:
·	 дедуктивный (от общего к частному);
·	 индуктивный (от частного к общему).
При первом подходе рассматривается частный случай обще‑
известной фундаментальной модели. Здесь при заданных пред‑
положениях известная модель приспосабливается к условиям 
моделируемого объекта. Например, можно построить модель 
свободно падающего тела на основе известного закона Нью‑
тона и в качестве допустимого приближения принять модель 
равноускоренного движения для малого промежутка времени.
Второй способ предполагает выдвижение гипотез, деком‑
позицию сложного объекта, анализ, затем синтез. Здесь широ‑
ко используется подобие, аналогичное моделированию, умоза‑
ключение с целью формирования каких‑либо закономерностей 
в виде предположений о поведении системы. Например, по‑
добным способом происходит моделирование строения атома. 
Вспомним модели Томсона, Резерфорда, Бора.




1. Фундаментальные законы природы. Данный принцип явля‑
ется самым распространенным и заключается в использовании 
фундаментальных законов природы применительно к конкрет‑
ной ситуации. Как правило, законы признанны, доказаны опы‑
том и являются базой научно‑технических достижений. В этой 
связи нет необходимости в их дополнительной обоснованно‑
сти. В итоге самый главный вопрос возникает при выборе кон‑
кретного закона для решения определенной задачи.
2. Вариационные принципы. Данный подход по широте и уни‑
версальности сравним с первым подходом и заключается в при‑
менении вариационных принципов, которые являются утверж‑
дениями об исследуемом объекте. При этом выбор вариантов 
поведения осуществляется на основании определенных усло‑
вий. Полученные вариационные принципы для класса явле‑
ний позволяют единообразно создавать соответствующие ма‑
тематические модели. Данный подход позволяет не учитывать 
конкретную природу процесса.
3. Применение аналогий при построении моделей. Метод ана‑
логий применяется, когда невозможно выбрать фундаменталь‑
ные законы или вариационные принципы. Это может быть свя‑
зано с тем, что на сегодняшний момент подобные законы могут 
не существовать и, следовательно, описать их математически 
не представляется возможным. Примером является простей‑
шая модель для динамики популяций (модель Мальтуса), по‑
средством которой можно объяснить явление радиоактивно‑
го распада.
4. Иерархический подход к получению моделей. Построение 
математических моделей с учетом всех значимых факторов 
не всегда бывает удобным и оправданным. Подход реализации 
«от простого — к сложному» в этом случае является более пред‑
почтительным. При данном подходе создается иерархия более 
полных моделей, обобщающих предыдущие модели как частные 
случаи. Математические модели нижнего уровня могут быть до‑
статочно простыми, типовыми, допускающими широкую уни‑
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фикацию и использование набора готовых моделей. При иерар‑
хическом построении общей модели сложной системы задача 
оптимизации всей системы распадается на ряд частных задач 
оптимизации на различных уровнях. При этом общий крите‑
рий оптимизации разделяется на критерии для каждого уров‑
ня. Таким образом, задача большой размерности может быть 
сведена к ряду задач меньшей размерности. При этом следует 
учитывать взаимное влияние элементов и уровней.
5. Блочный принцип. При построении математических моде‑
лей широко используют блочный принцип. Модель строится 
из отдельных логически законченных блоков, отражающих ту 
или иную сторону рассматриваемого процесса. Блочный прин‑
цип построения моделей позволяет: разбить общую задачу по‑
строения математической модели на отдельные подзадачи и тем 
самым упростить ее решение, а также использовать разрабо‑
танные блоки в других моделях, модернизировать отдельные 
блоки и заменять их на новые. Общее математическое описа‑
ние модели представляет собой совокупность математических 
описаний отдельных блоков. Применение блочного принципа 
построения математических моделей позволяет во многих слу‑
чаях решить проблему масштабирования процессов.
Принципиально каждый блок математической модели мо‑
жет иметь различную степень детализации математического 
описания. Важно лишь, чтобы входные и выходные перемен‑
ные всех блоков модели находились во взаимном соответствии, 
что обеспечит получение замкнутой системы уравнений мате‑
матической модели процесса в целом. В идеале математическое 
описание каждого блока должно включать уравнения, параме‑
трами которых являются только физико‑химические свойства 
веществ. При практическом использовании блочного принци‑
па в математическом описании каждого блока на том или ином 





Обычно моделирование используется для вычисления таких 
величин, которые нельзя получить из ограниченных по своим 
возможностям теоретических моделей. Если теория дает же‑
лаемые количественные выводы, то моделирование вряд ли 
необходимо. Но моделирование часто применяется и для рас‑
ширения теоретических моделей с целью получения новых эм‑
пирических знаний, а также для расширения эмпирических 
понятий в тех областях, где они пока не могут быть получены. 
В этом случае большая роль принадлежит вычислительному 
эксперименту. За счет решения различных химических, фи‑
зических, биологических и других задач теоретический ана‑
лиз преобразовался в новую методологию проведения иссле‑
дований, которая называется вычислительный эксперимент. 
В табл. 1 показано сравнение лабораторного и вычислитель‑
ного эксперимента [5].
Таблица 1
Аналогии между вычислительным и лабораторным экспериментом
Лабораторный эксперимент Вычислительный эксперимент
Образец Модель
Физический прибор Программа для компьютера
Калибровка Тестирование программы
Измерение Расчет
Анализ данных Анализ данных
Ни одно техническое достижение не повлияло так на интел‑
лектуальную деятельность человека, как электронно‑вычисли‑
тельные машины. Появление компьютеров привело к неверо‑
ятным изменениям в производительности интеллектуального 
труда за счет роста скорости выполнения арифметических и ло‑
гических операций с помощью ЭВМ. В начале XXI века поя‑
вилась реальная возможность использовать их в научных ис‑
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следованиях не только в качестве больших арифмометров, 
но и обратиться с их помощью к изучению таких разделов ма‑
тематики, которые ранее были практически не доступны для 
исследований. Это было понятно еще при решении на несо‑
вершенных ЭВМ сложных математических задач ядерной фи‑
зики, баллистики, прикладной небесно й механики.
Основа вычислительного эксперимента — это математиче‑
ское моделирование, теоретическая база данного процесса — 
прикладная математика, а техническое обеспечение — это мощ‑
ные электронно‑вычислительные машины. При применении 
вычислительного эксперимента просматриваются как общие 
основные черты данного процесса, так и специфические осо‑
бенности конкретных задач [3, 5, 13–14].
Научное исследование реального процесса можно проводить 
теоретически или экспериментально независимо друг от друга. 
Такой путь познания истины носит односторонний характер. 
В современных условиях развития науки и техники стараются 
проводить комплексное исследование объекта.
Вычислительный эксперимент — это эксперимент над мате‑
матической моделью объекта на ЭВМ, который состоит в том, 
чтобы по одним параметрам модели вычислить другие ее пара‑
метры и на этой основе сделать выводы о свойствах явления, 
описываемого математической моделью.
Вычислительный эксперимент представляет собой цикличе‑






Рис. 14. Схема технологического цикла вычислительного эксперимента: 
1 — построение математической модели; 2 — разработка метода расчета; 
3 — программирование; 4 — расчеты на компьютере; 5 — сравнение результатов 
расчетов с данными опыта, уточнение моделей
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1. Построение математической модели. На первом этапе про‑
изводится выбор физической модели, для которой определяют‑
ся обязательные для рассмотрения факторы и второстепенные, 
которыми можно пренебречь. При этом определяются допу‑
щения или ограничения модели, в рамках которых результаты 
моделирования можно считать корректными. Данная модель 
формулируется с помощью дифференциальных или интегро‑
дифференциальных уравнений, т. е. на основе математических 
терминов. Этот этап подробно рассмотрен выше, при описании 
процесса построения математической модели.
2. Создание метода расчета. В вычислительном эксперименте 
всегда используется алгоритмический метод решения, представ‑
ляющий последовательность алгебраических формул и логиче‑
ских операторов. При этом для одной математической задачи 
могут существовать различные вычислительные алгоритмы. По‑
добные задачи решаются как приближенными, так и численны‑
ми методами. Вследствие применения указанных методов воз‑
никают погрешности, которые подразделяются на три типа [2]:
·	 Неустранимая погрешность, связанная с неточным зада‑
нием исходных данных.
·	 Погрешность метода, связанная с переходом к дискрет‑
ному аналогу исходной задачи.
·	 Ошибка округления, связанная с конечной разрядностью 
чисел на компьютере.
Как численный, так и приближенный метод решения пред‑
полагают запись в виде вычислительного алгоритма. Требова‑
ния, предъявляемые к алгоритмам, в том числе и к вычисли‑
тельным алгоритмам [2]:
·	 Реализуемость, т. е. обеспечение решения задачи за допу‑
стимое машинное время.
·	 Точность — получение решения исходной задачи с опре‑
деленной погрешностью и за конечное число операций.
·	 Экономичность (эффективность), т. е. выполнение меньше‑
го числа действий для достижения одинаковой точности.
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·	 Устойчивость, т. е. в процессе вычислений не должна воз‑
растать погрешность.
Для создания наиболее точных вычислительных алгоритмов 
необходимо формировать многочисленные модификации с уче‑
том специфических особенностей конкретной математической 
задачи. Можно выделить следующие группы численных методов 
в зависимости от объектов, к которым они применяются [15]:
·	 интерполяция и численное дифференцирование;
·	 численное интегрирование;
·	 определение корней линейных и нелинейных уравнений;
·	 решение систем линейных уравнений;
·	 решение систем нелинейных уравнений;
·	 решение задачи Коши для обыкновенных дифференци‑
альных уравнений;
·	 решение краевых задач для обыкновенных дифференци‑
альных уравнений;
·	 решение уравнений в частных производных;
·	 решение интегральных уравнений.
Выбор метода для решения конкретной задачи представля‑
ется достаточно сложным в силу существования большого ко‑
личества численных методов. Для реализации модели возмож‑
но применение различных альтернативных алгоритмических 
методов. В этой связи выбор метода решения осуществляет‑
ся в зависимости от обеспечения наилучшей эффективности, 
устойчивости и точности результатов.
3. Разработка программы на основе алгоритма для реализа‑
ции на компьютере. Создание надежного и функционального 
программного обеспечения (ПО) является, может быть, даже 
более сложным в сравнении с предыдущими этапами. Реализа‑
ция на данном этапе зависит от знания современных алгорит‑
мических языков, технологий и языков кодирования и ресурса 
вычислительных систем. Современное программирование яв‑
ляется самостоятельной наукой со своими фундаментальными 
принципами, подходами и методами. В этой связи программ‑
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ный комплекс является сложной системой, содержащей язы‑
ки программирования, трансляторы, компиляторы и библиоте‑
ки стандартных модулей. Процесс разработки программ можно 
разделить на следующие этапы [16]:
·	 создание технического задания;
·	 разработка структуры программы;
·	 математическое описание;
·	 алгоритмизация;
·	 кодирование на программном языке;
·	 тестирование и отладка;
·	 сопровождение и эксплуатация.
Процесс от разработки математических моделей до создания 
программ в среднем занимает 3–5 лет. Для создания конечно‑
го программного комплекса необходимо продумать стратегию 
развития ПО, обеспечить его модульность, а также согласован‑
ность входных и выходных параметров. Среди современных тех‑





4. Проведение расчетов на компьютере. Здесь наиболее от‑
четливо проявляется сходство с натурным экспериментом. Раз‑
личие в том, что в лаборатории экспериментатор с помощью 
специально построенной установки «задает вопросы» приро‑
де, в то время как специалисты по вычислительному экспери‑
менту с помощью компьютера ставят эти вопросы математиче‑
ской модели. Ответ в обоих случаях получается в виде некоторой 
цифровой информации, которую затем предстоит расшифро‑
вать. Следует заметить, что достоверность модели обеспечи‑
вается точностью информации при вычислительном экспери‑
менте. Именно по этой причине проводят тестовые испытания. 
Они необходимы для того, чтобы «отладить» программу и про‑
верить адекватность математической модели.
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5. Обработка результатов расчетов. На этом этапе выполня‑
ется всесторонний анализ результатов расчета и выводы, после 
которых или становится ясна необходимость уточнения моде‑
ли, или результаты, пройдя проверку на разумность и надеж‑
ность, передаются заказчику для исполнения.
Дополнительно можно продолжить классификацию следу‑
ющими этапами [3]:
6. Проведение натурного эксперимента для получения дан‑
ных, необходимых для уточнения модели.
7. Накопление экспериментальных данных.
8. Построение математической модели.
9. Автоматическое построение программной реализации ма‑
тематической модели.
10. Автоматизированное нахождение численного решения.
11. Автоматизированное преобразование вычислительных 
результатов в форму, удобную для анализа.
12. Принятие решения о продолжении натурных экспери‑
ментов.
Тем самым основу вычислительного эксперимента состав‑
ляет триада: модель — алгоритм — программа. Опыт решения 
крупных задач показывает, что метод математического модели‑
рования и вычислительный эксперимент соединяют в себе пре‑
имущества традиционных теоретических и экспериментальных 
методов исследования. Видоизмененная цепочка, реализован‑
ная в виде единого программного комплекса, и составляет «тех‑
нологию» вычислительного эксперимента.
К основным преимуществам вычислительного эксперимен‑
та можно отнести следующие:
·	 возможность исследования объекта без модификации 
установки или аппарата;
·	 возможность исследования каждого фактора в отдельности, 
в то время как в реальности они действуют одновременно;




Вычислительный эксперимент посредством математическо‑
го моделирования находит все новые и новые применения в раз‑
личных областях науки и техники [3]:
·	 Энергетическая проблема. Задачи атомной промышленно‑
сти эффективно решаются с помощью математического 
моделирования. В частности, при исследовании физиче‑
ских процессов, происходящих в атомных и термоядерных 
реакторах, используется вычислительный эксперимент, 
который при совокупности с натурным экспериментом 
ускоряет и упрощает исследования в данной области.
·	 Космическая техника. Математическое моделирование ис‑
пользуется для расчета движения летательных средств, за‑
дач аэродинамического сопротивления, а также для ана‑
лиза радиолокационных данных, например, изображений 
со спутников. Ключевую роль в данном случае играет про‑
блема повышения качества измерительной аппаратуры. 
Установлено, что измерительный прибор в связке с ЭВМ 
может получить результаты, сравнимые с приборами са‑
мого высокого качества. В итоге совокупность измери‑
тельных и вычислительных средств позволяет выходить 
на новый уровень решения задач.
·	 Технологические процессы. Задачи синтеза материалов, 
в том числе с заданными свойствами, разработка вычис‑
лительной техники и элементной базы, анализ техно‑
логических режимов конструкций, процессов лазерной 
плазмы решаются в настоящее время с помощью мате‑
матического моделирования.
·	 Экологические проблемы. В данной области математиче‑
ское моделирование позволяет решать такие вопросы, 
как прогнозирование и управление экологическими си‑
стемами, поскольку они могут быть единичными.
·	 Гео- и астрофизические явления. Исследование климата, 
прогнозирование различных стихийных бедствий, а так‑
же изучение развития звезд и происхождения Вселенной 
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невозможно без математического моделирования.
·	 Химия. Математическое моделирование применяется для 
расчета химических реакций и изучения химических про‑
цессов на различных уровнях.
·	 Биология. Наибольший интерес к моделированию вызван 
необходимостью решения фундаментальных проблем ге‑
нетики и морфогенеза, а также созданием новых перспек‑
тивных методов биотехнологии.
3.4. Имитационное моделирование
В настоящее время не существует единой точки зрения по во‑
просу о том, что понимать под имитационным моделирова‑
нием. Определений термина «имитационное моделирование» 
к настоящему времени существует большое количество [17–18].
Имитационное моделирование — метод, позволяющий стро‑
ить модели, описывающие процессы так, как они проходили бы 
в действительности. Такую модель можно «проиграть» во вре‑
мени как для одного испытания, так и заданного их множества. 
При этом результаты будут определяться случайным характе‑
ром процессов. По этим данным можно получить достаточно 
устойчивую статистику.
Другое определение: имитационное моделирование — это ме‑
тод исследования, при котором изучаемая система заменяется 
моделью, с достаточной точностью описывающей реальную 
систему, и с ней проводятся эксперименты с целью получения 
информации об этой системе.
Существует класс объектов, для которых по различным при‑
чинам не разработаны аналитические модели, либо не разра‑
ботаны методы решения полученной модели. В этом случае 




Имитационная модель — логико‑математическое описание 
объекта, которое может быть использовано для эксперимен‑
тирования на компьютере в целях проектирования, анализа 
и оценки функционирования объекта.
Имитационную модель можно рассматривать как множество 
правил (дифференциальных уравнений, карт состояний, авто‑
матов, сетей и т. п.), которые определяют, в какое состояние 
система перейдет в будущем из заданного текущего состояния.
Имитация — это процесс «выполнения» модели, проводя‑
щий ее через (дискретные или непрерывные) изменения состо‑
яния во времени. Имитация, как метод решения нетривиаль‑
ных задач, получила начальное развитие в связи с созданием 
ЭВМ в 1950‑х — 1960‑х годах. Цель имитационного моделиро‑
вания состоит в воспроизведении поведения исследуемой си‑
стемы на основе результатов анализа наиболее существенных 
взаимосвязей между ее элементами или, другими словами, — 
в разработке симулятора исследуемой предметной области для 
проведения различных экспериментов.
К имитационному моделированию прибегают, когда:
·	 дорого или невозможно экспериментировать на реальном 
объекте;
·	 невозможно построить аналитическую модель: в системе 
есть время, причинные связи, последствие, нелинейно‑
сти, стохастические (случайные) переменные;
·	 необходимо имитировать поведение системы во времени.
Попробуем проиллюстрировать процесс имитационного мо‑
делирования через сравнение с классической математической 
моделью. При построении математической модели сложной си‑
стемы может возникнуть ряд трудностей. Модель, как прави‑
ло, содержит большое число параметров, много связей между 
элементами и разнообразные нелинейные ограничения, реаль‑
ные системы зачастую подвержены влиянию случайных различ‑
ных факторов, учет которых аналитическим путем представ‑
ляет весьма большие трудности, зачастую непреодолимые при 
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большом их числе. Эти трудности и обуславливают примене‑
ние имитационного моделирования. Основным преимуществом 
имитационного моделирования по сравнению с аналитическим 
является возможность решения более сложных задач. Имита‑
ционные модели позволяют достаточно просто учитывать такие 
факторы, как наличие дискретных и непрерывных элементов, 
нелинейные характеристики элементов системы, многочис‑
ленные случайные воздействия и другие, которые часто созда‑
ют трудности при аналитических исследованиях. В настоящее 
время имитационное моделирование — наиболее эффективный 
метод исследования систем, а часто и единственный практиче‑
ски доступный метод получения информации о поведении си‑
стемы, особенно на этапе ее проектирования.
В имитационном моделировании различают два метода:
·	 метод статистического моделирования;
·	 метод статистических испытаний (Монте–Карло).
Метод Монте–Карло — численный метод, который приме‑
няется для моделирования случайных величин и функций, ве‑
роятностные характеристики которых совпадают с решениями 
аналитических задач. Состоит в многократном воспроизведе‑
нии процессов, являющихся реализациями случайных величин 
и функций, с последующей обработкой информации методами 
математической статистики.
Если этот прием применяется для машинной имитации в це‑
лях исследования характеристик процессов функционирования 
систем, подверженных случайным воздействиям, то такой ме‑
тод называется методом статистического моделирования. Метод 
имитационного моделирования применяется для оценки вари‑
антов структуры системы, эффективности различных алгорит‑
мов управления системой, влияния изменения различных па‑
раметров системы. Имитационное моделирование может быть 
положено в основу структурного, алгоритмического и параме‑
трического синтеза систем, когда требуется создать систему с за‑
данными характеристиками при определенных ограничениях.
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·	 информационная безопасность и др.
3.4.1. Статистическое моделирование
Статистическое моделирование — численный метод решения 
математических задач, при котором искомые величины пред‑
ставляют вероятностными характеристиками какого‑либо слу‑
чайного явления, это явление моделируется, после чего нужные 
характеристики приближенно определяют путем статистической 
обработки «наблюдений» модели [19]. В данном методе искомую 
величину представляют математическим ожиданием числовой 
функции от случайного исхода явления, т. е. интегралом по ве‑
роятностной мере. Проведение каждого «эксперимента» распа‑
дается на две части: «розыгрыш» случайного исхода и последу‑
ющее вычисление функции. Когда пространство всех исходов 
и вероятностная мера слишком сложны, розыгрыш проводится 
последовательно в несколько этапов. Случайный выбор на каж‑
дом этапе проводится с помощью случайных чисел, например, 
генерируемых каким‑либо физическим датчиком; употребитель‑
на также их арифметическая имитация — псевдослучайные чис‑
ла. Аналогичные процедуры случайного выбора используются 
в математической статистике и теории игр.
Статистическое моделирование широко применяется для 
решения на ЭВМ интегральных уравнений, например, при ис‑
следовании больших систем. Они удобны своей универсально‑
стью, как правило, не требуют большого объема памяти. Недо‑
статок — большие случайные погрешности, слишком медленно 
убывающие при увеличении числа экспериментов. Поэтому 
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разработаны приемы преобразования моделей, позволяющие 
понижать разброс наблюдаемых величин и объем модельно‑
го эксперимента.
3.4.2. Метод Монте–Карло
При существовании теоретического описания метода на про‑
тяжении длительного периода времени метод Монте–Карло по‑
лучил широкое распространение только с появлением ЭВМ, т. е. 
задача генерации и использования в расчетах случайных вели‑
чин достаточно трудоемкая задача.
Метод Монте–Карло — общее название группы численных 
методов, основанных на получении большого числа реализаций 
стохастического (случайного) процесса, который формируется 
таким образом, чтобы его вероятностные характеристики со‑
впадали с аналогичными величинами решаемой задачи [20–21]. 
Название метода происходит от одноименного города в княже‑
стве Монако, где развита игорная индустрия, поскольку наи‑
более простым механическим устройством для генерации слу‑
чайных величин является рулетка.
История метода Монте–Карло
Возникновение идеи использования случайных явле‑
ний в области приближенных вычислений принято относить 
к 1878 году, когда появилась работа Холла об определении чис‑
ла p с помощью случайных бросаний иглы на разграфленную 
параллельными линиями бумагу. Существо дела заключает‑
ся в том, чтобы экспериментально воспроизвести событие, ве‑
роятность которого выражается через число p, и приближенно 
оценить эту вероятность. Метод Монте–Карло был впервые 
предложен в 1949 г. Метрополисом и Уламом в статье «Ме‑
тод Монте–Карло» американского журнала ассоциации ста‑
тистиков. Создателями метода считают Дж. Неймана и С. Ула‑
ма. Отечественные работы по методу Монте–Карло появились 
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в 1955–1956 годах. С того времени накопилась обширная би‑
блиография по методу Монте–Карло. Даже беглый просмотр 
названий работ позволяет сделать вывод о применимости ме‑
тода Монте–Карло для решения прикладных задач из большо‑
го числа областей науки и техники.
Первоначально метод Монте–Карло использовался глав‑
ным образом для решения задач нейтронной физики, где тра‑
диционные численные методы оказались мало пригодными. 
Далее его влияние распространилось на широкий класс задач 
статистической физики, очень разных по своему содержанию.
Метод Монте–Карло оказал и продолжает оказывать суще‑
ственное влияние на развитие методов вычислительной мате‑
матики (например, развитие методов численного интегрирова‑
ния) и при решении многих задач успешно сочетается с другими 
вычислительными методами и дополняет их. Его применение 
оправдано в первую очередь в тех задачах, которые допускают 
теоретико‑вероятностное описание. Это объясняется как есте‑
ственностью получения ответа с некоторой заданной вероят‑
ностью в задачах с вероятностным содержанием, так и суще‑
ственным упрощением процедуры решения.
Принципы получения случайных величин на ЭВМ
Наиболее простым механизмом получения случайных вели‑
чин является рулетка, где неподвижная стрелка в момент оста‑
новки вращающегося диска с цифрами указывает на конкрет‑
ное значение случайной величины.
Циклическим процессом запуска и остановки рулетки с по‑
следующим объединением полученных в каждом цикле цифр 
в группы можно составлять таблицу случайных цифр. Более 
миллиона цифр содержит самая большая подобная таблица.
Достаточно сложной задачей является получение таблиц слу‑
чайных чисел. Для создания подобной таблицы необходима ее 
проверка, поскольку физический прибор генерирует отличные 
от равномерного распределения случайные числа. При работе 
58
3. Построение математической модели и вычислительный эксперимент
с большими таблицами случайных чисел необходим большой 
объем памяти, который будет занимать соответствующий файл, 
хранящий данную таблицу.
Наиболее простым решением в данном случае было бы под‑
ключение рулетки к ЭВМ. При этом быстродействие генерации 
случайных чисел значительно снизится. В этой связи наиболее 
эффективным генератором случайных величин будут являться 
шумы в электронных лампах при реализации следующего ал‑
горитма: при превышении порогового значения уровня шума 
четное количество раз в разряд будет устанавливаться едини‑
ца, в противном случае — ноль.
На практике количество генераторов равно сумме разрядов 
псевдослучайного числа, в которые записываются нули и еди‑
ницы. При этом на каждом шаге формируется одно полнораз‑
рядное число, имеющее равномерное распределение в интер‑
вале [0, 1].
Недостатки этого метода генерации:
1) Вероятное отсутствие равновероятности нулей и единиц 
из‑за неисправности электронных генераторов шума.
2) Невозможность воспроизводимости случайной последо‑
вательности чисел с целью проверки работоспособности про‑
граммы.
Псевдослучайные числа
Применение указанных выше датчиков в ЭВМ является до‑
статочно дорогостоящим, поскольку случайные числа в рас‑
четах используются редко. В качестве решения указанной 
проблемы возможно использование псевдослучайных чисел. 
Получение псевдослучайных чисел выполняет ЭВМ на осно‑
ве алгоритмов и функций, заложенных в математическом опи‑
сании. Указанные алгоритмы и функции постоянно проверя‑
ются, поэтому качество генерации псевдослучайных чисел как 
правило обеспечивается. Однако, поскольку все действия ЭВМ 
заранее запрограммированы, псевдослучайные числа, получен‑
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ные таким образом, трудно назвать случайными. В целях объ‑
ективного применения псевдослучайных последовательностей 
необходимо понимать их особенности. Определим сначала, что 
называется псевдослучайным числом. К таким числам относят‑
ся числа, рассчитанные, как правило, по рекуррентной форму‑
ле и удовлетворяющие ряду требований, свойственных случай‑
ной величине.
Дж. фон Нейман в 1951 г. разработал первый алгоритм соз‑
дания последовательности псевдослучайных чисел, который 
называется метод середины квадратов, заключающийся в сле‑
дующем:
Пусть задано произвольное 4‑значное целое число n1 = 5243. 
При возведении его в квадрат получается 8‑значное число 
n12 = 27489049. Берем 4 средние цифры из этого числа и обозна‑
чаем их как n2 = 4890. После возведем уже новое число в квадрат 
n22 = 23912100 и берем следующие 4 средние цифры. В результа‑
те получается число n3 = 9121. Продолжая указанные рекуррент‑
ные действия, будем иметь n4 = 1926; n5 = 7094; n6 = 3248 и т. д. 
Таким образом, псевдослучайная последовательность чисел 
записывается в следующем виде: 0,5243; 0,4890; 0,9121; 0,1926; 
0,7094; 0,3248 и т. д.
Из указанного выше простого алгоритма были созданы бо‑
лее сложные. Однако механизм генерации последовательности 
псевдослучайных чисел не изменился и заключается в последо‑
вательном получении следующего значения из предыдущего.
Преимущества методов получения псевдослучайных чисел:
1) Скорость получения случайных чисел пропорциональ‑
на быстродействию работы ЭВМ, поскольку необходимо ми‑
нимальное количество простых операций для получения псев‑
дослучайного числа.
2) Алгоритмы и программы генерации псевдослучайных чи‑
сел очень простые за счет применения рекуррентных формул.




4) Возможность постоянного использования последователь‑
ности псевдослучайных чисел в однотипных задачах без допол‑
нительных процедур по их аттестации и описания изменения 
параметров. 
Сущность метода Монте–Карло
Сущность метода Монте‑Карло состоит в следующем: тре‑
буется найти значение а некоторой изучаемой величины. Для 
этого выбирают такую случайную величину Х, математическое 
ожидание которой равно: М(Х) = а.
Практически же поступают так: производят n испытаний, в ре‑
зультате которых получают n возможных значений Х; вычисля‑
ют их среднее арифметическое x
x
n
i= е  и принимают x в каче‑
стве оценки (приближенного значения) a* искомого числа a:
 a a x

- =* .  (1)
Поскольку метод Монте–Карло требует проведения боль‑
шого числа испытаний, его часто называют методом статисти‑
ческих испытаний. Теория этого метода указывает, как наибо‑
лее целесообразно выбрать случайную величину Х, как найти 
ее возможные значения. В частности, разрабатываются спосо‑
бы уменьшения дисперсии используемых случайных величин, 
в результате чего уменьшается ошибка.
Метод Монте–Карло применяется очень часто, порой некри‑
тично и неэффективным образом. Он имеет некоторые очевид‑
ные преимущества:
1. Он не требует никаких предложений о регулярности, за ис‑
ключением квадратичной интегрируемости. Это может быть 
полезным, так как часто случайная величина — очень сложная 
функция, чьи свойства регулярности трудно установить.
2. Он приводит к выполнимой процедуре даже в многомер‑
ном случае, когда численное интегрирование неприменимо, 
например, при числе измерений, большем 10.
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3. Его легко применять при малых ограничениях или без 
предварительного анализа задачи.
Он обладает, однако, некоторыми недостатками, а именно:
1. Границы ошибки не определены точно, но включают 
некую случайность. Это, однако, более психологическая, чем 
реальная, трудность.
2. Статическая погрешность убывает медленно.
3. Необходимость иметь случайные числа.
Оценка погрешности метода Монте–Карло
Пусть для получения оценки a* математического ожидания М 
случайной величины Х было произведено n независимых испы‑
таний (разыграно n возможных значений Х) и по ним была най‑
дена выборочная средняя x, которая принята в качестве иско‑
мой оценки: a x* = . Ясно, что если повторить опыт, то будут 
получены другие возможные значения Х, следовательно, другая 
средняя, а значит, и другая оценка a*. Уже отсюда следует, что 
получить точную оценку математического ожидания невозмож‑
но. Естественно возникает вопрос о величине допускаемой 
ошибки. Ограничимся отысканием лишь верхней границы δ до‑
пускаемой ошибки с заданной вероятностью (надежностью) γ:
 P X a( )- Ј =d g.   (2)
Интересующая нас верхняя грань ошибки δ есть «точность 
оценки» математического ожидания по выборочной средней 
при помощи доверительных интервалов. Рассмотрим следую‑
щие три случая.
1. Случайная величина Х распределена нормально и ее сред‑
нее квадратичное отклонение δ известно. В этом случае с на‑
дежностью g верхняя граница ошибки





где n — число испытаний (разыгранных значений Х); t — зна‑
чение аргумента функции Лапласа, при котором F( )t = g
2
, σ — 
известное среднее квадратичное отклонение Х.
2. Случайная величина Х распределена нормально, причем ее 
среднее квадратическое отклонение σ неизвестно. В этом слу‑





где n — число испытаний; s — «исправленное» среднее квадра‑
тическое отклонение, tγ находят по табличным значениям.
3. Случайная величина Х распределена по закону, отлично‑
му от нормального. В этом случае при достаточно большом чис‑
ле испытаний (n > 30) с надежностью, приближенно равной γ, 
верхняя граница ошибки может быть вычислена по формуле (3), 
если среднее квадратическое отклонение σ случайной вели‑
чины Х известно; если же s неизвестно, то можно подставить 
в формулу (3) его оценку s — «исправленное» среднее квадра‑
тическое отклонение либо воспользоваться формулой (4). За‑
метим, что чем больше n, тем меньше различие между резуль‑
татами, которые дают обе формулы. Это объясняется тем, что 
при n → ∞ распределение Стьюдента стремится к нормальному.
Из изложенного следует, что метод Монте–Карло тесно свя‑
зан с задачами теории вероятностей, математической стати‑
стики и вычислительной математики. В связи с задачей мо‑
делирования случайных величин (в особенности равномерно 
распределенных) существенную роль играют также методы те‑
ории чисел.
Среди других вычислительных методов метод Монте–Кар‑
ло выделяется своей простотой и общностью. Медленная схо‑
димость является существенным недостатком метода, однако, 
могут быть указаны его модификации, которые обеспечивают 
высокий порядок сходимости при определенных предположе‑
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ниях. Правда, вычислительная процедура при этом усложняет‑
ся и приближается по своей сложности к другим процедурам 
вычислительной математики. Сходимость метода Монте–Кар‑
ло является сходимостью по вероятности. Это обстоятельство 
вряд ли следует относить к числу его недостатков, ибо вероят‑
ностные методы в достаточной мере оправдывают себя в прак‑
тических приложениях. Что же касается задач, имеющих веро‑
ятностное описание, то сходимость по вероятности является 
даже в какой‑то мере естественной при их исследовании.
Применение метода Монте–Карло к моделированию 
физических процессов
Суть решения физических задач методом Монте–Карло за‑
ключается в том, что физическому явлению сопоставляется 
имитирующий вероятностный процесс, отражающий его дина‑
мику (другими словами, каждому элементарному акту процес‑
са сопоставляется некоторая вероятность его осуществления). 
Затем этот процесс реализуется с помощью набора случайных 
чисел. Интересующие нас значения физических величин на‑
ходятся усреднением по множеству реализаций моделируемо‑
го процесса.
Основным преимуществом метода Монте–Карло по сравне‑
нию с классическими численными методами состоит в том, что 
с его помощью можно исследовать физические явления практи‑
чески любой сложности, которые иначе решить просто невоз‑
можно. Например, решить уравнения, описывающие взаимо‑
действие двух атомов, будет сравнительно несложно, однако 
решить такую же задачу для сотни атомов уже не реально. Кро‑
ме того, для метода Монте–Карло часто характерна простая 
структура вычислительного алгоритма. Как правило, составля‑
ется программа для осуществления одного случайного испыта‑
ния (шага модели). Затем это испытание повторяется необхо‑




Метод Монте–Карло можно также назвать «теоретическим 
экспериментом». Действительно, если точно известны законы 
элементарных актов, а вместе с ними и вероятности элементар‑




3.5.1. Модели в задачах механики жидкости, газа 
и плазмы, твердого и деформируемого тела
Можно привести много примеров, когда моделирование по‑
могло не только объяснить какие‑либо явления в природе, тех‑
нике или физике, но и предсказать или сделать новые открытия 
в тех областях человеческой деятельности, без которых сей‑
час цивилизация вряд ли может обойтись. Достаточно упомя‑
нуть значение для современной деятельности электротехники 
и электроники, машиностроения и приборостроения, полу‑
чения, передачи и сохранения энергии. В естественных нау‑
ках наиболее распространены физические и математические 
модели. Нет никаких сомнений в том, что процесс математи‑
зации, развитие и применение математических моделей и ма‑
тематического аппарата будут в ближайшие годы еще более 
усиливаться. Этим объясняется возросший за последние годы 
интерес к вопросам использования математики: как создают‑
ся математические модели, как они изучаются, как интерпре‑
тируются и так далее.
Рассмотрим примеры математических моделей в различных 
областях, в частности, в физике [2]. Одной из первых линейных 
моделей является всем хорошо известный закон Гука:
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 F kx= - ,  (5)
где F — сила упругости; х — удлинение (деформация) тела; k — 
коэффициент пропорциональности, зависящий от размеров 
и материала тела, называемый жесткостью.
Обнаружение линейной зависимости при достаточно малых 
деформациях между последними и напряжениями в металлах 
позволило сделать множество открытий в физике и технике, 
а также открыло возможность для механиков‑испытателей про‑
двигаться вперед, развивая линейную теорию упругости, а вслед 
за ней и математический аппарат, пригодный для построения 
моделей многих других явлений и процессов.
Еще более сложными моделями являются уравнения мате‑
матической физики — дифференциальные уравнения в част‑
ных производных, которые описывают процессы в пространстве 
и времени. Уравнение в частных производных в трехмерном 
























Уравнения в частных производных используются для опи‑
сания таких физических явлений, как теплопроводность, ко‑
лебания струны, распространения линейных волн различной 
физической природы и др.
Еще одним хорошим примером математических моделей 
в физике являются уравнения электромагнитного поля Мак‑
свелла.





, , ,0 ,  (7)
где E — вектор напряженности электрического поля, D — век‑
тор электрической индукции, В — вектор магнитной индук‑
ции, Н — вектор напряженности магнитного поля, p — плот‑
ность заряда, j — ток смещения.
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Уравнения Максвелла позволили предсказать существова‑
ние электромагнитных волн и определить, что свет есть не что 
иное, как электромагнитная волна. Используя теорию Максвел‑
ла, Лоренц свою работу «Преобразования» применил к движу‑
щимся телам. Данная работа стала предпосылкой создания те‑
ории относительности. Трактат Максвелла об электричестве 
и магнетизме открыл новые возможности физики.
Сюда можно отнести и фундаментальное уравнение волно‑
вой и квантовой механики, открытое австрийским физиком 
Эрвином Шредингером, которое описывает движение части‑












где Ψ — волновая функция, U — потенциальная энергия.
Уравнение Шредингера играет в квантовой теории такую же 
роль, как основное уравнение динамики в классической ме‑
ханике. Данное уравнение было именно найдено, оно опи‑
сывает новые фундаментальные закономерности, которые 
невозможно вывести из прежних классических представле‑
ний и теорий. Справедливость его установления в том, что 
все вытекающие из него следствия и решения подтверждены 
экспериментально.
Данный список можно продолжать и дальше, есть законы 
Ньютона, преобразования Лоренца и т. д. Рассмотрим неко‑
торые уравнения математической физики, используемые для 
описания физических процессов, более подробно.
Уравнения баланса
Описание закономерностей изучаемых явлений строится 
на основе аналитических выражений относительно характе‑
ристических параметров, отражающих их свойства. Эти пара‑
метры делятся на экстенсивные, зависящие от массы системы 
или количества частиц в системе, и интенсивные, не связанные 
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с ней. К первым относятся: масса, импульс, энергия. Величи‑
на параметров данной системы изменяется в соответствии с за‑
конами сохранения, определяющими фундаментальные свой‑
ства пространства, времени и материи. Аналитические формы 
законов сохранения формулируются в виде соответствующих 
уравнений баланса. Представителями второго типа являются: 
давление, температура, напряжение и т. д.
В большинстве случаев соответствующие аналитические вы‑
ражения уравнений баланса для сплошной среды могут быть 
представлены в двух формах [8]:






pa divI A A( )

0 0w ,  (9)
 где А — произвольная экстенсивная характеристика, а — 
соответствующая ей удельная величина в точке физи‑




0 — вектор плотности тока величины А, wA0  — 
плотность производства А внутри объема;
·	 в материальной форме, т. е. в виде баланса для движущего‑








w .  (10)
Примерами уравнений баланса являются законы сохране‑
ния импульса, энергии, массы и др.
Закон сохранения импульса. Рассмотрим первый из них 
в классической формулировке, который утверждает, что из‑
менение количества движения любого индивидуального объ‑
ема материального континуума равно импульсу внешних сил, 
действующих на этот индивидуальный объем. В аналитической 







=е ,  (11)
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где р — объемная плотность массы среды; v — скорость среды; 

F k — внешние силы (отнесенные к единице объема), действу‑
ющие на индивидуальный объем сплошной среды.
Уравнение непрерывности. В качестве второго примера мож‑
но привести аналитическую форму закона сохранения массы 
в гидрогазодинамике, которое является дифференциальным 
уравнением непрерывности. Для получения этого уравнения 
воспользуемся локальным или материальным уравнением ба‑
ланса массы системы. Примем в качестве экстенсивной харак‑
теристики А массу системы. При отсутствии производства ве‑
щества в объеме системы (wA = 0), учитывая, что а = 1, 
 
n nA =  










0.   (12)
Выражение (12) есть локальная форма уравнения непрерыв‑
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
, .   (13)






r n+ =( )

0.  (14)
Выражение (14) — материальная форма уравнения непре‑
рывности.
Уравнение диффузии. Эффективная плотность многокомпо‑
нентной смеси согласно определению находится как сумма 
плотностей отдельных компонентов r r r re k n= + + + +1 ... ... . Мас‑
совая концентрация компонентов представляет собой отноше‑
ние плотности k‑компонента к эффективной плотности смеси 
ck k e= r r/ . Эта характеристика смеси может быть отождествле‑
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на с удельной экстенсивной характеристикой системы а, по‑
скольку представляет массу k‑компонента, приходящуюся 
на единицу массы смеси. В таком случае можно записать урав‑
нение баланса массы k‑компонента смеси в виде






Неравномерное распределение вещества k‑компонента 
в объеме смеси порождает потоки вещества, стремящиеся сгла‑
дить эту неравномерность. Величина плотности этих потоков 
определяется эмпирическим законом Фика
 

I D ck k k= - ЧС ,  (16)
где Dk — коэффициент диффузии k‑компонента в смеси, кото‑
рый в общем случае зависит от концентрации ck; wk  — произ‑
водство вещества k‑компонента в смеси в единице объема в еди‑
ницу времени.
Подстановка последнего выражения в уравнение матери‑
ального баланса k‑компонента приводит к уравнению диффузии
 r we k k k k
dc
dt
div D c= ЧС +( ) .  (17)






ck k k k=
¶
¶
+ б С с

n , .  (18)
Уравнения движения жидкостей и газа
Формы уравнений движения жидкости и газа в идеальной 






= -С .  (19)
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Полученное уравнение называется уравнением Эйлера. Дан‑
ное уравнение часто используется для решения различных при‑
кладных задач гидродинамики и газодинамики. В частности, 
интегрированием этого уравнения при постоянной плотно‑





+ = const.  (20)
Для движения вязкой несжимаемой жидкости с постоянным 







= -С +mD .  (21)
Это уравнение называется уравнением Навье–Стокса. Урав‑
нения Навье–Стокса являются одними из важнейших в гидро‑
динамике и применяются в математическом моделировании 
многих природных явлений и технических задач.
Будучи дополненной уравнениями переноса тепла и пере‑
носа массы, а также соответствующих массовых сил, система 
уравнений Навье–Стокса может описывать конвекцию, термо‑
диффузию в жидкостях, поведение многокомпонентных сме‑
сей различных жидкостей и т. п.
Если же в уравнение в качестве массовой силы ввести силу 
Лоренца и дополнить систему уравнениями Максвелла для 
поля в сплошной среде, то модель позволяет описывать яв‑
ления электро‑ и магнитогидродинамики. В частности, такие 
модели успешно применяются при моделировании поведения 
плазмы, межзвездного газа.
Одним из применений системы уравнений Навье–Сток‑
са является описание течений в мантии Земли («проблема ди‑
намо»).
Также вариации уравнения Навье–Стокса используются для 
описания движения воздушных масс атмосферы, в частности 
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при формировании прогноза погоды. Для описания реальных 
течений в различных технических устройствах приемлемую точ‑
ность численного решения можно получить только при такой 
расчетной сетке, ячейки которой меньше самого мелкого вихря. 
Это требует очень больших затрат расчетного времени на совре‑
менных компьютерах. Поэтому были созданы различные мо‑
дели турбулентности, упрощающие расчет реальных потоков.
Если по каким‑либо причинам в уравнении Навье–Стокса 
можно отбросить инерционные члены, то получим уравнение, 
которое называется уравнением Стокса:
 mD 

v p pfm= С - .  (22)
3.5.2. Модели в химии
Первая попытка по применению математики в химии была 
сделана М. В. Ломоносовым в его рукописи «Элементы мате‑
матической химии». Книга была написана предположительно 
в сентябре 1741 года. Ломоносов по аналогии с работой И. Нью‑
тона намеревался написать подобный химический трактат, в ко‑
тором он хотел изложить все существующее на тот момент хи‑
мическое знание в аксиоматической манере. В XIX веке понятие 
«математическая химия» начал использовать Дюбуа–Реймон. 
Первым математиком, который заинтересовался комбинатор‑
ными аспектами химии, считается Артур Кэли, опубликовав‑
ший работу по перечислению алкановых изомеров в ведущем 
химическом журнале. Эта работа фактически является первой 
работой по применению теории графов в химии. В 1894 г. была 
издана книга Дж. Хелма под названием «Принципы математи‑
ческой химии». В современной химии термин «математическая 
химия» был введен в 1970‑х годах.
Математическая химия — раздел теоретической химии, по‑
священный новым применениям математики к химическим за‑
дачам. Основная область интересов — это математическое мо‑
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делирование гипотетически возможных физико‑химических 
и химических явлений и процессов, а также их зависимость 
от свойств атомов и структуры молекул. Математическая химия 
допускает построение моделей без привлечения квантовой ме‑
ханики. Критерием истины в математической химии являют‑
ся математическое доказательство, вычислительный экспери‑
мент и сравнение результатов с экспериментальными данными. 
Важнейшую роль в математической химии играет математиче‑
ское моделирование с использованием компьютеров. В связи 
с этим математическую химию, в узком смысле, иногда назы‑
вают компьютерной химией, которую не следует путать с вы‑
числительной химией [22].
В математической химии разрабатывают новые приложения 
математических методов в химии. Новизна обычно выражает‑
ся одним из двух способов:
·	 развитие новой химической теории;
·	 развитие новых математических подходов, которые по‑
зволяют проникнуть в суть или решить проблемы химии.
При этом используемые математические средства чрезвы‑
чайно разнообразны. В отличие от чисто математических наук, 
в математической химии исследуются химические задачи и про‑
блемы методами современной математики.
Самой известной моделью математической химии являет‑
ся молекулярный граф. Отметим, что строгое математическое 
и физическое обоснование модель молекулярного графа нашла 
лишь в теории Р. Бейдера. По существу теория Р. Бейдера яв‑
ляется новым языком современной математической и теоре‑
тической химии, составляющими элементами которого явля‑
ются различные математические, в том числе топологические, 
характеристики электронной плотности.
Молекулярный граф — связный неориентированный граф, 
находящийся во взаимно однозначном соответствии со струк‑
турной формулой химического соединения таким образом, что 
вершинам графа соответствуют атомы молекулы, а ребрам гра‑
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фа — химические связи между этими атомами. На рис. 15 пока‑






Рис. 15. Молекулярный граф этилена
Другие знаменитые модели — это закон действующих масс, 
созданный математиком К. Гульдбергом и химиком‑экспери‑
ментатором П. Вааге, граф механизма химических превраще‑
ний и дифференциальные уравнения химической кинетики.
В математической химии применяются следующие мето‑
ды [23]:
·	 Теория графов, используемая в математических исследо‑
ваниях изомерии и топологических индексов, применяе‑
мая в проблемах химической кинетики.
·	 Топология, применяемая в стереохимии и исследовании 
свойств поверхностей потенциальной энергии.
·	 Теория узлов.
·	 Комбинаторика.
·	 Теория групп, которая активно применяется в квантовой 
химии и стереохимии.
·	 Фрактальная геометрия.
·	 Теория нелинейных дифференциальных уравнений, ко‑
торая активно применяется в химической кинетике.
·	 Теория динамических систем.
·	 Теория катастроф и бифуркаций, применяемая для опи‑
сания структурных изменений в молекулах.




·	 Теория информации и методы искусственного интеллек‑
та, применяемые в химической информатике (хемоин‑
форматике).
·	 Теория интегродифференциальных уравнений, приме‑
няемая для описания процессов, протекающих на неод‑
нородных поверхностях (гетерогенный катализ и ад‑
сорбция).
3.5.3. Модели эволюции и развития в биологии,  
модели распределения биологических систем
Чем более сложными являются объекты и процессы, кото‑
рыми занимается наука, тем труднее найти математические 
абстракции, подходящие для описания этих объектов и про‑
цессов. В биологию, геологию и другие «описательные науки» 
математика пришла по настоящему только во второй поло‑
вине XX века. Первые попытки математически описать био‑
логические процессы относятся к моделям популяционной 
динамики. Эта область математической биологии и в даль‑
нейшем служила математическим полигоном, на котором 
«отрабатывались» математические модели в разных областях 
биологии, в том числе модели эволюции, микробиологии, им‑
мунологии и других областей, связанных с клеточными по‑
пуляциями [24].
Простейшие модели в биологии
Самая первая известная модель, сформулированная в био‑
логической постановке, — это знаменитый ряд Фибоначчи, ко‑
торый приводит в своем труде Леонардо из Пизы в XIII веке. 
Это ряд чисел, описывающий количество пар кроликов, ко‑
торые рождаются каждый месяц, если кролики начинают раз‑
множаться со второго месяца и каждый месяц дают потомство 
в виде пары кроликов. Ряд представляет последовательность 
чисел: 0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, 233 …
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Если описать этот ряд математически, то каждый последу‑
ющий член данного ряда равен сумме двух предыдущих, начи‑
ная с третьего члена.
Следующая известная в истории модель — модель Мальтуса 
(1778 г.), описывающая размножение популяции со скоростью, 
пропорциональной ее численности [2]. В дискретном виде этот 
закон представляет собой геометрическую прогрессию, кото‑
рая в виде дифференциального уравнения представляет собой 
модель экспоненциального роста популяции и хорошо описы‑
вает рост клеточных популяций в отсутствие какого‑либо ли‑
митирования.
На этих простейших моделях видно, насколько примитив‑
ны математические модели по сравнению с биологическими 
объектами. Так, популяция — это совокупность сложно орга‑
низованных индивидуальных особей организмов. В свою оче‑
редь каждый организм состоит из органов, тканей и клеток, 
осуществляет процессы метаболизма, двигается, рождается, 
растет, размножается, стареет и умирает. И каждая живая клет‑
ка — сложная гетерогенная система, объем которой разграни‑
чен мембранами и содержит субклеточные органеллы, и так да‑
лее, вплоть до биомакромолекул, аминокислот и полипептидов. 
Ясно, что для таких систем любая математика дает лишь грубое 
упрощенное описание.
Модели в биологии применяются для моделирования био‑
логических структур, функций и процессов на разных уровнях 
организации живого: молекулярном, субклеточном, клеточном, 
органно‑системном, организменном и популяционно‑биоце‑
нотическом. Возможно также моделирование различных био‑
логических феноменов, а также условий жизнедеятельности от‑
дельных особей, популяций и экосистем.
Виды моделей в биологии
В биологии применяются в основном модели трех видов:
1. Биологические. В нашем курсе мы их не рассматриваем.
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2. Физико-химические. Физико‑химические модели воспро‑
изводят физическими или химическими средствами биологи‑
ческие структуры, функции или процессы. Начиная с 60‑х гг. 
XIX в. были сделаны попытки создания физико‑химической мо‑
дели структуры и некоторых функций клеток. Так, немецкий 
ученый Траубе в 1867 г. имитировал рост живой клетки, а фран‑
цузский физик С. Ледюк в 1907 г. получил структуры, внешне 
напоминающие водоросли и грибы. Позднее более сложные 
модели строились на принципах электротехники и электро‑
ники. Например, на основе данных электрофизиологических 
исследований были построены электронные схемы, модели‑
рующие биоэлектрические потенциалы в нервной клетке, ее 
отростке и в синапсе. Успехи также были достигнуты в моде‑
лировании физико‑химических условий существования жи‑
вых организмов или их органов и клеток: подобраны растворы 
неорганических и органических веществ (растворы Рингера, 
Локка, Тироде и др.), имитирующие внутреннюю среду орга‑
низма и поддерживающие существование изолированных орга‑
нов или культивируемых вне организма клеток. Модели биоло‑
гических мембран позволяют исследовать физико‑химические 
основы процессов транспорта ионов и влияние на него различ‑
ных факторов. С помощью химических реакций, протекающих 
в растворах в автоколебательном режиме, моделируют колеба‑
тельные процессы, характерные для многих биологических фе‑
номенов, — дифференцировки, морфогенеза, явлений в слож‑
ных нейронных сетях и т. д.
3. Математические (логико‑математические). Математи‑
ческие модели строятся на основе данных эксперимента или 
умозрительно, формализованно описывают гипотезу или тео‑
рию биологического феномена и требуют дальнейшей опытной 
проверки. «Проигрывание» математической модели биологи‑
ческого явления на ЭВМ часто позволяет предвидеть характер 
изменения исследуемого биологического процесса в условиях, 
трудно воспроизводимых в эксперименте. Математическая мо‑
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дель в отдельных случаях позволяет предсказать некоторые яв‑
ления, ранее не известные исследователю. Например, модель 
сердечной деятельности, предложенная голландскими учены‑
ми Ван дер Полом и Ван дер Марком, основанная на теории 
релаксационных колебаний, указала на возможность особо‑
го нарушения сердечного ритма, впоследствии обнаруженно‑
го у человека. К математическим моделям физиологических 
явлений относят модели возбуждения нервного волокна, раз‑
работанные английскими учеными А. Ходжкин и А. Хаксли. 
На основе теории нервных сетей американских ученых У. Мак‑
Каллока и У. Питса строятся логико‑математические модели 
взаимодействия нейронов. Системы дифференциальных и ин‑
тегральных уравнений положены в основу моделирования био‑
ценозов (В. Вольтерра, А. Н. Колмогоров).
Модель «хищник–жертва»
Математическая модель наиболее простой, т. е. двухвидовой 
системы «хищник‑жертва», основывается на следующих пред‑
положениях [1]:
1) численности популяций жертв N и хищников М зависят 
только от времени;
2) в отсутствие взаимодействия численность видов изменя‑
ется по модели Мальтуса; при этом число жертв увеличи‑







M= = - > >a b a b, , ,0 0,  (23)
 где α и β — коэффициенты рождаемости и смертности;
3) естественная смертность жертвы и естественная рождае‑
мость хищника считаются несущественными;




5) скорость роста численности жертвы уменьшается пропор‑
ционально численности хищников cM, c > 0, а темп роста 
хищников увеличивается пропорционально численности 
жертвы dN.




cM N= -( )a ,  (24а)
 dM
dt
dN M= - +( )b .  (24б)
Численности популяций жертвы и хищника совершают пери‑
одические колебания вокруг положения равновесия. Амплитуда 
колебаний и их период определяются начальными значениями 
численностей N (0), М (0). Колебания, сущность которых вполне 
понятна (и они реально наблюдаются в природе), означают воз‑
никновение в двухвидовых популяционных системах значитель‑
но более сложных процессов, чем в одновидовых системах.
Более точные математические описания двухвидовых взаи‑
модействий учитывают неравномерность распределения чис‑
ленности популяций на занимаемых территориях (им соответ‑
ствуют системы уравнений в частных производных), временное 
запаздывание между рождением особей и их зрелостью и т. д. 
Возникают гораздо более сложные картины взаимодействия 
как по времени, так и в пространстве.
Общие модели эволюции. Методы теоретической 
популяционной генетики. Теория нейтральности М. Кимуры
1. Классическая популяционная генетика.
Синтетическая теория эволюции была развита в нача‑
ле XX века. Она основана на учении Ч. Дарвина о естественном 
отборе и на представлениях Г. Менделя о генах, т. е. дискрет‑
ных элементах передачи наследственных признаков. Большую 
роль в становлении синтетической теории эволюции сыграла 
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маленькая плодовая мушка Drosophila. Именно эксперимен‑
ты на этой мушке позволили примирить кажущиеся противо‑
речия между Дарвиновским представлением о постепенном 
накоплении полезных изменений и наследовании этих измене‑
ний и дискретным характером Менделеевской генетики. Экс‑
перименты на дрозофиле показали, что мутационные измене‑
ния могут быть очень небольшими.
Математические модели синтетической теории эволюции 
были разработаны Р. Фишером, Дж. Холдейном и С. Райтом. 
В основном эта математическая теория классической популя‑
ционной генетики была завершена к началу 30‑х гг. XX в. Со‑
гласно синтетической теории эволюции основным механизмом 
прогрессивной эволюции является отбор организмов, которые 
получают выгодные мутации. Математические модели попу‑
ляционной генетики количественно характеризуют динамику 
распределения частот генов в эволюционирующей популяции. 
Есть два основных типа моделей:
·	 Детерминистические модели. Детерминистические моде‑
ли предполагают, что численность популяции бесконеч‑
но велика. В этом случае флуктуациями в распределении 
частот генов можно пренебречь и динамику популяции 
можно описать в терминах средних частот генов.
·	 Стохастические модели. Стохастические модели описы‑
вают вероятностные процессы в популяциях конечной 
численности.
2. Молекулярная эволюция: теория нейтральности.
В 1950–1960‑х годах произошла революция в молекулярной 
биологии. Была определена структура ДНК, расшифрован ге‑
нетический код, ученые установили общие принципы работы 
молекулярно‑генетической системы живой клетки. Анализируя 
экспериментальные данные, М. Кимура обнаружил, что когда 
он пытался объяснить эти эксперименты на основе селекции 




Основное предположение этой теории состоит в следующем: 
на молекулярном уровне мутации преимущественно нейтраль‑
ны или не опасны. Это предположение согласуется с экспери‑
ментально наблюдаемой скоростью аминокислотных замен 
и с тем фактом, что скорость замен в менее важных частях бел‑
ков значительно больше, чем для активных центров макро‑
молекул. Используя математические методы популяционной 
генетики, Кимура получил ряд следствий теории, которые на‑
ходятся в довольно хорошем согласии с данными молекуляр‑
ной генетики.
Математические модели теории нейтральности существен‑
но стохастические, т. е. относительно малая численность попу‑
ляции играет важную роль в фиксации нейтральных мутаций. 
Согласно теории Кимуры, дупликация генных участков соз‑
дает дополнительные, избыточные ДНК‑последовательности, 
которые в свою очередь дрейфуют далее за счет случайных му‑
таций, предоставляя тем самым сырой материал, из которого 
могут возникать новые, биологически значимые гены.
Теория нейтральности — одна из наиболее разработанных 
общих теорий эволюции. Однако есть ряд моделей и концеп‑
ций, также характеризующих эволюцию на молекулярном 
уровне, которые в основном дополняют теорию нейтрально‑
сти. Отметим наиболее известные из них:
·	 Модель Д. С. Чернавского и Н. М. Чернавской, где сдела‑
на оценка вероятности случайного формирования ново‑
го биологически значимого белка.
·	 Модель блочно‑иерархического эволюционного отбора, 
согласно которой новые генетические тексты большой 
длины сначала случайно составляются из коротких тек‑
стов, оптимизированных в предыдущие эволюционные 
эпохи, а после составления оптимизируются.
·	 Блочно‑модульный принцип организации и эволюции 
молекулярно‑генетических систем управления обосно‑
вывается В. А. Ратнером. Согласно нему эволюция генов, 
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РНК, белков, геномов и молекулярных систем управле‑
ния на их основе шла путем комбинирования блоков (мо‑
дулей) снизу доверху.
·	 Модель «генов‑мутаторов», которая предполагает, что 
уровень мутаций может меняться и наследоваться.
Контрольные вопросы и задания
1. Перечислите основные этапы процесса построения ма‑
тематической модели.
2. Дайте определения концептуальной и математической 
постановкам задачи.
3. С какой целью применяется проверка адекватности мо‑
дели?
4. Опишите два принципа построения модели.
5. Какие подходы к построению математической модели 
вам известны? В чем они заключаются?
6. Сформулируйте составляющие погрешности при исполь‑
зовании численных методов.
7. Дайте определение корректности математической модели.
8. Перечислите основные этапы цикла вычислительного 
эксперимента.
9. Что составляет основу вычислительного эксперимента?
10. В чем отличие и сходство лабораторного и вычислитель‑
ного эксперимента?
11. Каким требованиям должен соответствовать вычисли‑
тельный алгоритм?
12. Назовите этапы создания программы для расчетов.
13. Перечислите преимущества вычислительного экспери‑
мента.




15. Что такое имитационное моделирование?
16. Какие можно выделить виды имитационного моделиро‑
вания?
17. В каких областях применяется имитационное моделиро‑
вание?
18. В чем заключается метод статистического моделиро‑
вания?
19. Расскажите суть метода Монте–Карло.
20. В чем преимущества и недостатки метода Монте– 
Карло?
21. Что такое псевдослучайные числа?
22. Приведите несколько примеров математических моде‑
лей для описания физических процессов.
23. Какие математические методы применяются в химии?
24. Назовите простейшие математические модели в био‑
логии.





В течение последних десятилетий в материаловедении и других отраслях техники доминировали методы континуальной механики (непрерывная или волно‑
вая: гидродинамика, акустика, теория упругости и другие об‑
ласти физики). В соответствии с этим подходом среда считает‑
ся непрерывной, бесструктурной, а каждый элемент ее объема 
взаимодействует со всеми соседними элементами по законам 
классической механики. Однако многочисленные эксперимен‑
тальные наблюдения за поведением материалов, особенно в на‑
номасштабе, свидетельствуют о ряде явлений, не поддающих‑
ся объяснению в рамках континуальной механики. Среди них 
можно выделить наличие поверхностной шероховатости, неод‑
нородность пластической деформации и др. В связи с чем воз‑
никает необходимость найти фундаментальное описание ме‑
ханических свойств материалов, исходя из свойств и строения 
атомов, молекулярных систем и нанокластеров.
Необходимость многомасштабного моделирования обуслов‑
лена существенным различием между объемом необходимых 
расчетов и ограниченностью вычислительных ресурсов. В про‑
цессе внедрения многомасштабного подхода в проектировании 
наносистем можно отметить два направления:
·	 Применение разных методик моделирования к различ‑
ным элементам системы, например, квантовых методов — 
к реакциям, а молекулярной механики — к структурам, 
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несущим реакционные центры или ограничивающим их 
положение. Такой подход был реализован для модели‑
рования соотношений структура — свойство — функция 
в энзимах. Важной задачей является распространение это‑
го принципа на смешанные модели других видов.
·	 Доработка конструкции. Для этого сначала с помощью 
недорогих и сравнительно неточных методик выявляют‑
ся перспективные системы, которые затем исследуют бо‑
лее точными и затратными методами. Такой подход по‑
вышает скорость оценки конструкции с учетом априори 
известных ограничений используемых моделей, что по‑
вышает производительность проектирования. Необходи‑
мо обеспечить постепенность интеграции этой методоло‑
гии в технологии атомарной точности.
Использование компьютерного моделирования для наноси‑
стем имеет принципиальные трудности:
·	 отсутствует дальний порядок, свойственный кристаллам 
и позволяющий уменьшить число независимых степеней 
свободы системы;
·	 ближний порядок, характерный для жидкостей, не позво‑
ляет определить все функциональные свойства нанома‑
териалов;
·	 технические трудности, связанные с моделированием 
на атомном уровне макрообъектов. Прямое моделирова‑
ние таких систем в приближении молекулярной динами‑
ки и, тем более, квантовой механики затруднительно даже 
с использованием современной суперкомпьютерной тех‑
ники. Решением может являться использование в моде‑
лировании иерархического многомасштабного подхода, 
когда на каждом нижнем уровне вычисляются параме‑





Центральная проблема многомасштабного моделирования 
состоит в обеспечении самосогласованности расчетов, учитыва‑
ющих внутренние степени свободы компонентов и сохранение 
молекулярной информации на всех пространственных шкалах 
и во всем диапазоне времени для всех стадий физико‑химиче‑
ского процесса, протекающих в разных агрегатных состояниях. 
Это особенно важно для нанообъектов, так как для них суще‑
ственен большой вклад границ раздела фаз и необходимо опи‑
сывать разные фазы с одинаковой точностью [25].
Концепция многомасштабного моделирования обычно интер‑
претируется как моделирование системы с использованием различ‑
ных масштабов (размеров). Есть несколько подходов к реализации 
и представлению исследуемой системы, обычно они не связаны, 
т. е. каждый из возможных подходов осуществляется отдельно 
и независимо от других. В зависимости от способа информацион‑
ного обмена между уровнями моделирования методы многомас‑
штабного моделирования можно условно разделить на три группы:
·	 Иерархические. Является эффективным для пластиче‑
ских однофазных систем.
— Метод конечных элементов для атомных масштабов.
— Гибридная многомасштабная вычислительная проце‑
дура.
— Полноатомные модели.
·	 «Совмещенные». Важны для изучения неоднородной де‑
формации, поведения многофазных материалов и нано‑
жидкостей.
— Метод конечных элементов.
— Метод молекулярной динамики.
— Метод сильной связи.
— Квазиконтинуальный метод.
·	 С многомасштабными граничными условиями.
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В рамках иерархических методов атомные свойства тела фор‑
мулируются в континуальном масштабе таким образом, чтобы 
мелкие шкалы зависели от крупных шкал некоторым предска‑
зуемым образом. Иерархический подход основан на предпо‑
ложении о гомогенном характере деформации. Трудность воз‑
никает при моделировании дефектов атомных решеток и др. 
Например, метод конечных элементов для атомных масштабов 
(АМКЭ), используемый для многомасштабного моделирова‑
ния, имеет точно такую же формальную структуру, как и конти‑
нуальный метод конечных элементов, и, таким образом, может 
быть плавно совмещен с атомарным уровнем. АМКЭ использу‑
ет обе, первую и вторую, производные энергии системы в вы‑
числениях ее минимума.
Метод конечных элементов ориентирован на расчеты си‑
стем, имеющих сложную геометрическую конфигурацию 
и нерегулярную физическую структуру. В методе КЭ задача 
поиска функции заменяется на задачу поиска конечного чис‑
ла ее приближенных значений в отдельных точках‑узлах [25].
Метод конечных элементов применяется для моделирования 
намагничивания сверхпроводников (изменения параметра по‑
рядка и распределения сверхтока в сверхпроводниках различ‑
ной конфигурации) [26], напряженно‑деформированного со‑
стояния в гетероструктуре с «квантовой точкой» в отсутствие 
покрывающего слоя [27], а также для точного расчета эффек‑
тивных параметров композитных сред (эффективный показа‑
тель поглощения, отражательная и пропускная способности 
композитного монослоя) [28].
Разработан способ моделирования с использованием ги‑
бридной многомасштабной вычислительной процедуры, идея 
которой состоит в сохранении полного молекулярного описа‑
ния системы в тех областях, где это представляет наибольший 
интерес, и использовании модели «грубых зерен» в остальных 
областях системы. Это стало возможным благодаря соедине‑
нию молекулярной динамики с мезоскопическим описанием 
87
4.1. Виды многомасштабного моделирования
реальных жидкостей, основывающимся на флуктуационной 
гидродинамике Ландау.
В случае «совмещенных» методов многомасштабного моде‑
лирования поведение системы в каждой размерной шкале зави‑
сит от ее поведения в других шкалах. Соответствующие модели 
для каждой размерной шкалы уже разработаны: континуаль‑
ная механика для макроупругих сред, молекулярная динами‑
ка с квантовомеханической связью для больших групп моле‑
кул. Между различными шкалами существует очень сложная 
взаимосвязь, которая нуждается в четком определении и сгла‑
женности.
При использовании «совмещенных» методов возникает, 
естественно, ряд методологических вопросов: как разделить 
шкалы, что является адекватным механизмом для связи атом‑
ного и континуального моделирования, как интегрировать ре‑
зультаты различных шкал моделирования и др. Для их решения 
предлагается, в частности, ввести так называемую область со‑
единения, где совмещаются методы моделирования в различ‑
ных масштабах: конечных элементов, молекулярной динамики 
и сильной связи. В группу «совмещенных» методов входит так‑
же квазиконтинуальный метод, в котором соединяются методы 
молекулярной динамики и конечных элементов. Связь между 
ними осуществляется через ячейку «адаптации», позволяющей 
осуществлять перемещение от квазиконтинуального масштаба 
до атомного уровня.
Кроме вышеназванных имеется метод молекулярной ди‑
намики, сочетающий квантовомеханическое описание объек‑
тов и использование модели классических сил. Разные типы 
описания исследуемой системы совмещаются в единую объ‑
единенную схему, которая основана на идее усиления (уточне‑
ния) уникальных, легко параметризующихся моделей сил путем 
включения в такие модели (во время выполнения программы) 
квантовомеханической информации, необходимой для более 
точного определения траекторий движения.
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Примером применения метода сильной связи для нанотех‑
нологий является моделирование структуры и устойчивости по‑
лимеров на основе фуллеренов [29]. В работе исследованы раз‑
личные возможные изомеры кластерных молекул, состоящих 
из двух фуллеренов C20, и были обнаружены десять различных 
изомеров, два из которых наиболее устойчивых изомера пред‑
ставлены на рис. 16. В работе также получены устойчивые двух‑ 
и трехмерные структуры на основе фуллеренов.
          а                                                        б
Рис. 16. Изомеры кластерных молекул, состоящих из двух фуллеренов С20:
а — open_[2 + 2] ; б — [2 + 2]
Суть этого метода заключается в учете направленных кова‑
лентных связей в рамках эмпирического гамильтониана силь‑
ной связи. Такой способ позволяет учесть квантовомеханиче‑
скую природу ковалентной связи. При этом метод оказывается 
применим к большому разнообразию кристаллических угле‑
родных полимеров. Этот метод выгодно отличается от боль‑
шинства классических подходов тем, что позволяет более точно 
определить вклад электронной подсистемы в полную энергию. 
При этом учитываются четыре валентных электрона каждого 
атома углерода, а межатомный потенциал фактически являет‑
ся N‑частичным, где N — число атомов в системе. Хотя метод 
сильной связи и не является таким строгим, как первопринцип‑
ные методы, он, с одной стороны, достаточно хорошо описы‑
вает как малые углеродные кластеры, так и макроскопические 
формы углерода, а с другой — сильно упрощает расчеты даже 
для сравнительно больших кластеров, позволяя, в частности, 
исследовать динамику кластеров и набрать статистику, доста‑
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точную для определения энергии активации распада и времени 
жизни метастабильного состояния.
Методы многомасштабных граничных условий не включа‑
ют в явном виде модель континуальной среды, чтобы не воз‑
никало проблем с разделением шкал. Многомасштабные гра‑
ничные условия используются в основном в «совмещенных» 
методах моделирования, чтобы представить атомное поведение 
системы в континуальной среде. Это приводит к плавной свя‑
зи между методами конечных элементов и молекулярной дина‑
мики без привлечения искусственной области «сшивки» атом‑
ной системы с континуальной средой.
Существуют также так называемые гибридные методы, це‑
лью которых является соединение областей с несравнимыми 
масштабами времени и длины.
4.2. Многомасштабное моделирование  
энергетических процессов
Из‑за отсутствия теоретических представлений о природе 
и механизме ядерных сил существует несколько разных моде‑
лей атомного ядра, однако ни одна из них не может объяснить 
все многообразие экспериментальных данных. Поэтому каж‑
дая модель в силу своей ограниченности используется для вы‑
яснения только отдельных ядерных процессов. Выделяют две 
наиболее распространенные модели ядра: капельную модель 
и модель ядерных оболочек (оболочечную модель).
Капельная модель атомного ядра основана на совпадении 
некоторых свойств ядра и капли жидкости:
·	 Между молекулами капли проявляются короткодейству‑
ющие молекулярные силы.




·	 Движение молекул хаотично, они часто сталкиваются 
и обмениваются своей энергией.
·	 Поверхностные молекулы в капле односторонне связа‑
ны с внутренними, в результате этого возникают поверх‑
ностные силы натяжения и капля приобретает круглую 
форму, т. е. имеет минимальную поверхность при дан‑
ном объеме.
·	 Плотность капли жидкости не зависит от ее размера.
Таким образом, в соответствии с капельной моделью ядро 
представляют в виде капли ядерной жидкости, в которой нукло‑
ны движутся интенсивно и беспорядочно, испытывая много‑
численные столкновения. Каждое такое столкновение сопро‑
вождается сильным взаимодействием нуклонов, между ними 
происходит обмен энергией и импульсом. Размеры и устойчи‑
вость ядерной капли сохраняются с помощью поверхностных 
сил ядерного притяжения.
Капельная модель ядра позволяет предсказать ряд важных 
и интересных результатов, подтверждаемых эксперименталь‑
ными данными.
·	 Объем ядерной капли заполнен нуклонами, как капля 
жидкости молекулами. Поэтому объем ядра пропорцио‑
нален количеству в нем нуклонов.
·	 Масса ядерной капли также пропорциональна числу ну‑
клонов, поэтому все ядра имеют одинаковую объемную 
плотность нуклонов и одинаковую плотность ядерного 
вещества.
·	 Среднее расстояние между центрами двух рядом распо‑
ложенных нуклонов также является постоянной величи‑
ной и не зависит от числа нуклонов в ядре.
·	 Капельная модель ядра позволяет получить полуэмпири‑
ческую формулу для расчета энергии связи атомного ядра.
В то же время имеется много ядерных явлений, которые ка‑
пельная модель ядра объяснить не может, например влияние 
протон‑нейтронной структуры на устойчивость ядер.
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Применение квантовой механики к движению нуклонов 
в потенциальной яме дает теоретическое обоснование оболо‑
чечной модели ядра. Такая модель послужила основанием для 
разработки оболочечной модели нанокластера.
В оболочечной модели принимают, что нуклоны в ядре дви‑
жутся по оболочкам в поле действия других нуклонов анало‑
гично движению электронов в атомных оболочках. При воз‑
буждении ядра один или несколько нуклонов переходят 
на возбужденные уровни. Последующие их переходы в основ‑
ное состояние сопровождаются испусканием γ‑квантов.
Оболочечная модель ядра в физическом отношении явля‑
ется более общей и универсальной по сравнению с капельной, 
к тому же позволяет объяснить ряд внутренних свойств ядра. 
В то же время нельзя упрощенно понимать физическую сущ‑
ность оболочечной модели. Нуклонные оболочки не остаются 
неизменными — они постоянно находятся под влиянием нукло‑
нов, не попавших в заполненную оболочку. Возникает весьма 
сложная внутриядерная картина, отдельные особенности ко‑
торой могут быть описаны либо капельной, либо оболочечной 
моделями ядра. Поэтому обе взаимно дополняющие друг друга 
модели используют в теоретическом анализе ядерных явлений.
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Основной проблемой моделирования является то, что уче‑
ные мало знают о фундаментальных закономерностях поведе‑
ния отдельных частиц, структур и целых систем в нанометро‑
вом пространственном масштабе. Наночастицы одновременно 
и слишком малы (для непосредственного наблюдения и изуче‑
ния), и слишком велики (для квантово‑механических расчетов, 
которые в нанообласти оказываются весьма приближенными). 
Исследователи пока не умеют достаточно точно моделировать 
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поведение наночастиц, поскольку их характеристики непре‑
рывно изменяются во времени и пространстве, а число объ‑
единяющихся в наносистемы частиц еще недостаточно вели‑
ко, чтобы рассматривать эти системы в качестве статистических 
ансамблей. В связи с чем для поиска и создания эффективных 
функциональных и конструкционных наноматериалов и на‑
ноустройств предстоит значительно углубить фундаменталь‑
ные представления о поведении наночастиц и разработать на‑
дежные методики расчета их свойств.
В методах расчета и анализа характеристик наносистем од‑
ной из главнейших является проблема масштабирования, ко‑
торая, как показано на рис. 17, должна рассматриваться в трех 



















О(N ∅ N2) 
1–10 000 Å
Точность 
10-16 – 1 с 
О(N) 
Рис. 17. Различные измерения масштабирования
1. Ось «Размер» представляет диапазон изменений масшта‑
ба в исследуемой области, а именно от размеров атома (~1 анг‑
стрем) до максимальных размеров наночастиц (~1 мкм). При 
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этом если размер изучаемых объектов изменяется от 1 до 100 нм, 
то число содержащихся в них частиц меняется от 10 2 до 10 11. 
Из‑за малых размеров частиц сильно повышается роль поверх‑
ностных эффектов и взаимодействий с другими частицами или 
окружающей средой, что требует использования в соответству‑
ющих расчетах химических потенциалов.
2. Ось «Время» соответствует динамическому (временно‑
му) изменению масштаба событий. Хотя изменение масштаба 
по этой оси является линейным, однако сам диапазон измене‑
ния очень широк, так как время изучаемых процессов меняет‑
ся на 15 порядков, от 1 фс (10–15 с) до 1 с. Наличие разнообраз‑
ных временных масштабов вызывает необходимость учета как 
временных флуктуации частиц, так и неоднородности их рас‑
пределения по размерам.
3. По оси «Точность» показаны соответствующие измене‑
ния точности расчетов и измерений. Ее повышение представ‑
ляется необходимым условием как для разработки принципов 
конструирования материалов и понимания сущности проте‑
кающих в них явлений, так и для сокращения числа сложных 
и дорогостоящих экспериментов. Надежность моделирования 
связана также с разницей относительной точности параметров 
в различных временных и пространственных масштабах, что 
представляет собой весьма серьезную проблему.
На рис. 18 указаны экспериментальные и расчетные методы, 
используемые при изменениях временного и пространственно‑
го масштабов соответственно [5].
В табл. 2 приведен перечень основных кинетических мето‑
дов и временной диапазон используемых для расчета динами‑
ки процессов.
Большая информация о свойствах наносистемы может быть 
получена в результате расчета ее полной энергии. В частности, 
стабильные конфигурации и структура, состояние равновесия 
наносистем обусловлены минимальным значением энергии. Про‑
изводные полной энергии относительно координат ядер дают воз‑
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можность найти частоту колебаний системы. С точки зрения на‑
номеханики материалов квантово‑механические расчеты энергии 
наносистемы имеют также большое значение, потому что позво‑
ляют определить различные механические свойства — структуру 
дефектов, наличие примесей, границы зерен и т. п. Кроме этого, 
электронные, оптические и магнитные свойства материалов тоже 


















СЭМ, ПЭМ  
Строение клеток  
Колебательная спектроскопия, ЯМР, рентгенография, 
нейтронография, получение изображений  
0,1 нм  
Процессы перескока, модели с «огрублением», аналоги  
Молекулярная механика/динамика  
Электронная структура  
Химическая кинетика  
Диэлектрическая и механическая релаксация  
Оптические и колебательные спектры 
Сверхбыстрая спектроскопия 
1 мс 1 мкс 1 нс 1 пс 1 фс 
Динамические 
измерения 
Кинетика процессов перескока, обобщённая теория 
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Магнитный резонанс  
Брэгговское отражение  




Рис. 18. Методы, используемые при изменениях временного — а 










1 Молекулярной динамики (МД) 10–13 ÷ 10–7
2 Кинетический Монте–Карло (КМК) 10–12 ÷ 1
3 Броуновская динамика 10–7 ÷ 10–5
4 Уравнение Больцмана (для газов, континуальное) 10–8 ÷ 10–4
5 Уравнение Больцмана (дискретное) 10–9 ÷ 1
6 Модель решеточного газа (МРГ) 10–12 ÷ 1
7 Микроскопическая гидродинамика 10–13 ÷ 10–5
8 Решеточные автоматы 10–5 ÷ 1
9 Гидродинамические уравнения 10–5 ÷ 1
Выбор того или иного метода моделирования наноструктур 
часто основан на компромиссном решении между надежно‑
стью, точностью и временем расчетов. В зависимости от коли‑
чества исследуемых атомов в системе используют следующие 
методы моделирования (рис. 19):
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Рис. 19. Число атомов N в сферическом нанокристалле кремния 
в зависимости от его радиуса: 
1 — расчеты «из первых принципов», 2 — полуэмпирические методы, 3 — метод 
сильной связи, 4 — методы молекулярной динамики
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1. Поведение нескольких десятков и сотен атомов достаточно 
точно моделируется с использованием методов квантовой ме‑
ханики, основанных на методах Хартри–Фока и теории функ‑
ционала плотности расчетов «из первых принципов», в которых 
моделирование связано с решением уравнения Шредингера для 
атомных систем (включающих ядра и электроны) и использова‑
нием числовых алгоритмов. Данные методы обеспечивают более 
точное описание поведения материалов на квантовом уровне, 
даже если размеры систем ограничены несколькими сотнями 
атомов. Однако их проведение требует значительных вычисли‑
тельных ресурсов. Поэтому большое значение среди различных 
методов квантово‑механического моделирования при ограни‑
ченных вычислительных ресурсах приобретают полуэмпири‑
ческие подходы. Современные методы моделирования кон‑
денсированных сред, кластеров, нанотрубок и др., основанные 
на «первых принципах», базируются на строгих математических 
законах теории функционала плотности.
2. Для систем, содержащих от нескольких сотен до несколь‑
ких тысяч атомов, используют полуэмпирические методы, ос‑
нованные на квантовой механике. Эффективность вычисления 
с использованием полуэмпирических методов основывается 
на том, что оператор Гамильтона квантовой системы может 
быть записан в параметрической форме. Разработан, в част‑
ности, обобщенный квантово‑классический метод Кара–Пар‑
ринелло, в котором классическая трактовка движения ядер, 
рассчитанного методами молекулярной динамики, сочетается 
с квантовым описанием движения электронов. При этом потен‑
циальная энергия системы, необходимая для нахождения сил, 
действующих на атомы, выбирается не параметрически, а в про‑
цессе компьютерного моделирования. Этим методом построены 
модели жидких металлов и оксидов сравнительно небольших 
размеров (до ста атомов). Более широкое применение получил 
метод псевдопотенциалов, когда рассматривается поведение 
только валентных электронов и путем процедурных преобра‑
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зований снижается степень осцилляции их волновых функций 
вблизи ядра атома. На эмпирическом уровне значения псевдо‑
потенциалов могут быть рассчитаны как функции взаимодей‑
ствия атомов с небольшим числом параметров. Это позволяет 
лучше описать наноструктуру полупроводников.
3. Системы с несколькими десятками тысяч атомов наибо‑
лее эффективно моделируются с помощью одного из представи‑
тельных методов, используемых в материаловедении, — метода 
сильной связи (МСС). Основой этого метода является приме‑
нение линейной комбинации атомных орбиталей. МСС успеш‑
но развивается для исследования неорганических материалов, 
включая анализ взаимодействия между структурными и элек‑
тронными свойствами полупроводников при наличии дефек‑
тов поверхности. Обычно при использовании МСС не всегда 
обеспечивается достаточная точность результатов, так как для 
каждого конкретного случая требуется свой выбор эмпириче‑
ских параметров.
4. Сложные системы с большим количеством атомов, требу‑
ющие огромные вычислительные мощности, исследуются ме‑
тодами молекулярной динамики и Монте–Карло. Основной их 
проблемой является проблема выбора потенциала межатомно‑
го взаимодействия. От этого во многом зависят результаты мо‑
делирования. Первоначально использовались простейшие по‑
тенциалы парного взаимодействия, а затем и многочастичные 
потенциалы. Как видно из рис. 19, при размерах наносистем 
больше 12 нм и числа атомов более 105 решающая роль при мо‑
делировании наносистем принадлежит методам молекулярной 
динамики. Однако для такого моделирования необходимо най‑
ти связующее звено между двумя иерархическими уровнями: 
атомной структурой и молекулярной динамикой.
Методы молекулярного моделирования наиболее четко раз‑
деляются по признаку наличия или отсутствия информации 
об электронных свойствах системы. Такая классификация от‑
деляет классические модели от квантово‑механических. Теории 
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более высокого уровня обычно дают возможность разработать 
методы для расчетов свойств, доступных теориям более низкого 
иерархического уровня. Если рассмотреть усовершенствованные 
методы Хартри–Фока, которые могут предсказать электронные 
переходы и геометрию возбужденного состояния, то их можно 
использовать и для высокоточных расчетов геометрии основно‑
го состояния молекул. Квантово‑химические методы не только 
могут дать методику расчета геометрии динамики системы, что 
доступно также методам молекулярной механики, но и обеспе‑
чивают обоснование многих этих методов. Они оценивают пара‑
метры взаимодействий из расчетов по моделям «из первых прин‑
ципов» и по теории функционала плотности.
Применительно к наномерным системам определяющей 
характеристикой моделирования, которое основано на пред‑
ставлении системы совокупностью молекул, является ограни‑
ченность области, в которой проводятся вычисления. Мето‑
ды такого молекулярного моделирования оперируют главным 
образом самой «системой», пренебрегая «окружением», хотя 
в некоторых вариантах молекулярной теории изучается пове‑
дение молекул или ансамблей в средах. В случае отдельных мо‑
лекул или дискретных кластеров взаимодействующих молекул 
молекулярные методы дают большое количество информации, 
включая относительные энергии связывания межмолекулярных 
взаимодействий. Если взаимодействие системы с окружением 
сравнительно слабое, то расчеты по этим методам могут хоро‑
шо согласовываться с экспериментом.
В молекулярной динамике взаимодействующие частицы рас‑
сматривают или как материальные точки, проявляющие свои 
потенциальные силы только при сближениях между собой, или 
как твердые сферы без внутренней структуры. Таким образом, 
предполагается, что внутреннее строение атомов и молекул 
не изменяется в процессе динамического моделирования. Од‑
нако каждый из атомов в пределах системы МД представляет 
сложный физический объект, который, развиваясь во времени, 
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может изменять свое внутреннее строение, обмениваясь энер‑
гией с окружающей средой. Более того, потенциалы усреднен‑
ных межатомных сил, которые используют в молекулярной ди‑
намике, определяются фактически характеристиками атомных 
состояний и процессов.
Следует отметить, что размеры и временные рамки методов 
моделирования МД ограничены. Типичная область примене‑
ния МД — системы, состоящие из нескольких миллионов ато‑
мов, в то время как наноустройства могут содержать миллиарды 
атомов. Поэтому интенсивно разрабатываются методы, расши‑
ряющие масштабные возможности моделирования, и создаются 
новые модели, представительные для наноразмерных систем.
5. К числу таких моделей можно отнести так называемый 
виртуальный атомный кластер (ВАК). Наличие слова «вирту‑
альный» означает, что эта модель не соответствует физическому 
расположению атомов. ВАК представляет собой минимальный 
набор атомов, который формирует кластер, имеющий опреде‑
ленную плотность энергии. Главная особенность модели ВАК 
состоит в том, что атомное описание системы непосредствен‑
но входит в метод моделирования конечных элементов (КЭ), 
при этом вообще не используются такие понятия, как напря‑
жение или нагрузка. Такой подход обеспечивает прямое про‑
хождение информации между квантово‑механическими ха‑
рактеристиками системы и методом конечных элементов, т. е. 
дает возможность описания системы в разных размерных шка‑
лах путем введения новой переменной величины — так назы‑
ваемого параметра смещения. Модель ВАК дает возможность 
непосредственного рассмотрения энергии смещения или кар‑
ты деформации вместо напряжения.
Для многих атомных систем существует возможность мо‑
делирования динамического развития как функции времени. 
Разработаны некоторые точные квантовые молекулярные ди‑
намические схемы, в которых межатомные силы вычисляются 
на каждом временном отрезке с помощью квантово‑механиче‑
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ских вычислений в рамках приближения Борна–Оппенгеймера. 
Динамическое движение ионных позиций все еще подчиняет‑
ся законам ньютоновской механики и описывается молекуляр‑
ной динамикой. Наиболее широко известной и точной схемой 
является молекулярный динамический метод Кара–Парринел‑
ло, в котором электронные состояния и атомные силы описы‑
ваются с помощью теории функционала плотности.
В заключение следует отметить, что расчетные методы на‑
носистем находятся в процессе интенсивного развития, но, 
тем не менее, уже сейчас позволили предсказать ряд интерес‑
ных результатов:
·	 С помощью полуэмпирических квантовых моделей уста‑
новлено, что одни нехиральные углеродные нанотрубки 
(n, n) имеют металлический тип зонной структуры, а дру‑
гие нехиральные нанотрубки (n, m), m ≠ 0, являются ме‑
таллами; в остальных случаях — полупроводниками.
·	 С помощью моделей молекулярной динамики проведен 
расчет движения в ряде наноустройств, сделана оценка 
прочности и устойчивости наноконструкций.
В последнее время в литературе постоянно появляются ре‑
зультаты большого числа исследований, связанных с созданием 




Программные средства создаются для моделирования мате‑
риалов и процессов в следующих направлениях:
· Моделирование и исследование свойств супрамолекул.
· Моделирование и исследование свойств наночастиц.
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· Моделирование микроструктуры с помощью плотной упа‑
ковки сфер.
· Моделирование микроструктуры с помощью плотной упа‑
ковки сферополиэдров.
· Моделирование пористой структуры наномембран.
· Моделирование процессов спекания.
· Моделирование самоорганизации наночастиц.
· Имитационное моделирование диффузионных процес‑
сов в мембранах.
· Имитационное моделирование оптического отклика 
на сорбцию в ансамбле наночастиц.
· Моделирование диффузионных и адсорбционных про‑
цессов.
· Моделирование оптического отклика вблизи сенсорного 
слоя.
В табл. 3 представлены коммерческие и некоммерческие 
продукты для моделирования наносистем.
Таблица 3














Расчет электронного спектра, 
пространственной структуры 
и макроскопических свойств 
различных систем, в том чис‑
ле больших органических мо‑
лекул и наночастиц
2 ADF Теория функцио‑нала плотности
Расчет молекул в газовой 
фазе, растворенных моле‑
кул, периодических структур, 
главным образом кристаллов, 


















четы: точный расчет энергий 
и свойств атомов и молекул 














ции SCF, MP2, 
MCSCF
Расчет магнитных и завися‑
щих от частоты электриче‑
ских свойств и поверхностей 
потенциальной энергии мо‑
лекулярных систем как в ста‑










ры и функционал 
плотности
Расчет молекулярных волно‑
вых функций с учетом энер‑
гии электронной корреляции. 
Поиск переходных состояний 
с использованием аналитиче‑
ских градиентов; вычисление 
молекулярных свойств, элек‑
тростатического потенциа‑














туры и колебательные частоты 
молекулярных систем, наря‑
ду со многими другими свой‑
ствами молекул. Возможен 
расчет энергии и оптимиза‑
ция с аналитическими гради‑
ентами. Есть возможность мо‑
делирования сверхбольших 
молекулярных систем, в част‑
ности протеинов, благодаря 





















кий круг задач: молекуляр‑
ные структуры, химические 
реакции, колебания моле‑







PAW и базиса пло‑
ских волн.
Квантово‑механические рас‑
четы «из первых принципов» 



















O/C и MIND0/3, 













туры основного и возбуж‑
денных состояний атомов, 
молекул и твердых тел. Ис‑
следование электронной 
структуры макромолекул 
(белков, ДНК, полимеров 

















вание различных систем — 











ние молекулярных структур, 
в том числе кристаллических. 
Пакет также используется 
для расчетов спектров ЯМР 







ты полимеров, биомолекул, 
твердых веществ, а также 
крупнозернистых мезоскопи‑


















трии переходных состояний 
и т. д. Возможно моделирова‑
ние больших биологических 
молекул.





ловые поля ММ2, 
MMFF94
Моделирование молекуляр‑
ных структур и графическая 
визуализация молекул и бел‑
ков, участвующих в химиче‑





















ми средствами визуализации, 
которые могут использовать‑
ся как при подготовке вход‑
ной информации (структуры 
молекулы), так и при анализе 
результатов. Позволяют в на‑
глядной форме исследовать 













Предназначен для расчетов 
как на высокопроизводитель‑
ных параллельных суперком‑











AMI, RM1 и РМЗ) 
Комплекс обладает развиты‑
ми графическими средства‑
ми GUI и имеет интерфейсы 
с другими программами.
































ных атомных, молекулярных 
структур и наносистем, опре‑
деление как их фундамен‑
тальных свойств (структура 
электронных уровней, кон‑
центрация носителей и др.), 
так и важнейших эксплуата‑
ционных свойств (электро‑
проводность, оптические па‑
раметры и др.). 
Контрольные вопросы
1. Что такое многомасштабное моделирование материалов 
и процессов?
2. Какие трудности возникают при использовании компью‑
терного моделирования для наносистем?
3. На какие группы можно разделить методы многомасштаб‑
ного моделирования?
4. Назовите три различных аспекта проблемы масштабиро‑
вания в методах расчета и анализа характеристик наноси‑
стем.
5. Какие экспериментальные и расчетные методы исполь‑
зуются в зависимости от изменений временного и про‑
странственного масштабов?
6. При каких величинах наночастиц применимы полуэмпи‑
рические методы моделирования?
7. Какие основные программные продукты для моделиро‑
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