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Abstract. A filled function method is presented in this paper to solve con-
strained nonlinear integer programming problems. It is shown that for a given
non-global local minimizer, a better local minimizer can be obtained by lo-
cal search staring from an improved initial point which is obtained by locally
solving a box-constrained integer programming problem. Several illustrative
numerical examples are reported to show the efficiency of the present method.
1. Introduction. Consider the following constrained nonlinear integer program-
ming problem:
min f(x) (1)
s.t. x ∈ SZ ,
where
SZ = {x ∈ XZ | gi(x) ≤ 0, i = 1, . . . ,m}, (2)
XZ ⊂ RnZ is a box, R
n
Z is the set of all integer points in R
n. Without loss of
generality, let
XZ = {x ∈ R
n
Z | ci ≤ xi ≤ di}. (3)
It is known that even the nonlinear integer programming problem with a lin-
ear objective function and a quadratic constraint belongs to the class of NP-hard
problems. Generally speaking, problem (1) is very difficult to solve. In the last
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three decades, many papers such as [1]-[8] devoted to developing some approximate
algorithms in integer programming. Some of these papers discussed filled function
methods in unconstrained or box-constrained integer programming, see [6]-[8].
More recently, two different filled function methods were proposed in [9, 10] to
address both unconstrained and constrained integer programming problems under
the assumption that the feasible sets are pathwise connected (see Definition 1 in
[9] or [10]). In practice, feasible sets for many constrained integer programming
problems are not pathwise connected. Moreover, the filled functions given in [9,
10] have two parameters in which one parameter is dependent on the other. The
dependence here may incur difficulties in choosing appropriate parameters. It should
also be noted that when inequality constrained integer programming problems are
concerned, the filled function methods proposed in [9, 10] involve locally solving
inequality constrained filled function problems in the algorithmic iterations to get
an improved initial point or a better local minimizer.
In this paper, we propose a one-parameter filled function for the constrained
integer programming problem (1) in which the feasible set is not necessarily pathwise
connected. It is shown that for a given non-global local minimizer of problem (1),
an improved initial point which leads to a better local minimizer can be obtained by
locally solving a box-constrained filled function problem with the objective function
being the present filled function. Generally speaking, the box-constrained filed
function problem here is easier to deal with than the inequality constrained filled
function problems in [9, 10], due to the involved constraints in the latter case.
The rest of this paper is organized as follows. Section 2 gives some preliminaries.
A filled function for problem (1) is introduced and its properties are investigated
in Section 3. In Section 4, we present the corresponding discrete global optimiza-
tion algorithm entitled discrete filled function method. Finally several illustrative
examples are provided in section 5.
2. Preliminaries. Let
D = {±ei, i = 1, . . . , n}, (4)
where ei is the ith unit vector (the n dimensional vector with the ith component
being one and all of other components being zero).
Definition 2.1. For any x ∈ XZ ,
N(x) = {x} ∪ {x+ d | d ∈ D and x+ d ∈ XZ} (5)
is said to be the integer neighborhood of x.
Definition 2.2. A point x ∈ XZ is said to be a vertex of the integer set XZ , if for
any d ∈ D, x+ d ∈ XZ implies that x− d /∈ XZ .
Definition 2.3. Let GZ ⊂ XZ . A point x∗ ∈ GZ is said to be a local minimizer
(maximizer) of function h(x) : Rn → R over GZ if h(x∗) ≤ h(x) (h(x∗) ≥ h(x))
for any x ∈ GZ ∩N(x∗), where N(x∗) is given by (5). A point x∗ ∈ GZ is said to
be a strict local minimizer (maximizer) of function h(x) over GZ if h(x
∗) < h(x)
(h(x∗) > h(x)) for any x ∈ (GZ ∩N(x∗)) \ {x∗}.
A local minimizer (maximizer) x∗ of h(x) over GZ is also called a local mini-
mizer (maximizer) of the integer programming problem min
x∈GZ
h(x). A strict local
minimizer (maximizer) x∗ of h(x) over GZ is also called a strict local minimizer
(maximizer) of the integer programming problem min
x∈GZ
h(x).
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Definition 2.4. A point x∗ ∈ SZ is said to be a global minimizer of problem (1) if
f(x∗) ≤ f(x) for all x ∈ SZ .
A straightforward algorithm is proposed as follows to obtain a local minimizer
of problem (1).
Algorithm 2.1 (Discrete Local Minimization Method)
Step 1. Take an initial point x ∈ SZ .
Step 2. If x is already a local minimizer of problem (1), then stop; otherwise let
d0 = arg min
d∈N(x)∩SZ
f(x+ d). (6)
Step 3. Find a λ∗ ∈ Z+ such that
λ∗ = arg min
λ∈{µ∈Z+|x+µd0∈SZ}
f(x+ λd0), (7)
where Z+ is the set of all the positive integer numbers in R. Let x := x+λ
∗d0, and
go to Step 2.
3. A filled function for constrained nonlinear integer programming prob-
lem and its properties. For a given local minimizer x∗ of problem (1), let
LZ = {x ∈ SZ | f(x) < f(x
∗)}. (8)
We now give the definition of filled function in constrained integer programming as
follows.
Definition 3.1. For a given local minimizer x∗ of problem (1), a function Fx∗ :
XZ → R is said to be a filled function at x∗ if the following conditions hold:
i) x∗ is a strict local maximizer of Fx∗(x) on XZ ;
ii) If x∗ is not a global minimizer of problem (1), then there exists x¯ ∈ LZ such that
x¯ is a local minimizer of problem (12);
iii) Any local minimizer x¯ of Fx∗(x) on XZ satisfies
1◦ x¯ ∈ LZ
or
2◦ x¯ is a vertex of XZ ;
iv) For any x1, x2 ∈ XZ \LZ, Fx∗(x1) > Fx∗(x2) if and only if ‖x1−x∗‖ < ‖x2−x∗‖.
Note that the condition iv) indicates that when two points in XZ lie outside
LZ , the filled function value on one point which is closer to x
∗ is larger than the
filled function value on the other point. This is included to ensure that the local
minimization search starting from a point in the proximity of x∗ can go further when
the searching path lie outside LZ , which is expected in numerical computation to
obtain a local minimizer of Fx∗(x).
For any r > 0, let
hr(t) =


0, t ≤ −r
r−2
r3
t3 + 2r−3
r2
t2 + t+ 1, −r < t ≤ 0
t+ 1, t > 0
, (9)
h(t) =


0 t ≤ 12
−16t3 + 36t2 − 24t+ 5, 12 < t ≤ 1
1 t > 1
. (10)
Let
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Figure 1. The graph of hr(t) with r = 0.5, 0.4 and 0.3, respectively
Fr,x∗(x) =
( 1
‖x− x∗‖2 + 1
+ 1
)
h
(
hr(f(x)− f(x
∗)) +
m∑
i=1
hr(gi(x)− r)
)
, (11)
where r > 0 is a parameter, x∗ is the current local minimizer of problem (1).
Consider the problem:
min Fr,x∗(x) (12)
s.t. x ∈ XZ .
Let
β0 = min
x∈LZ
(
f(x∗)− f(x)
)
(13)
β1 = min
x∈XZ\SZ
max
i∈{1,...,m}
gi(x). (14)
Here we have that min
x∈∅
h(x) = +∞ by convention, where h(x) is any function on
R
n. Thus β0 > 0 and β1 > 0. Let
β = min{β0, β1}. (15)
Now we prove that Fr,x∗(x) is a filled function in line with Definition 3.1 when
r is appropriately chosen. Moreover, some other properties of Fr,x∗(x) are also
revealed.
Theorem 3.2. For any r > 0, x∗ is a strict local maximizer of Fr,x∗(x) on XZ .
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Figure 2. The graph of h(t)
Proof. For any r > 0, it is easy to see that Fr,x∗(x
∗) = 2 and for any d ∈ D with
x∗ + d ∈ XZ , Fr,x∗(x
∗ + d) ≤ 32 . Thus, x
∗ is a strict local maximizer of Fr,x∗(x) on
XZ for any r > 0.
Proposition 1. i) For any given r with 0 < r ≤ β, x ∈ XZ \ LZ if and only if
Fr,x∗(x) > 1;
ii) For any given r with 0 < r ≤ β, x ∈ LZ if and only if Fr,x∗(x) = 0.
Proof. i) For any given r with 0 < r ≤ β, if x ∈ XZ\LZ, i.e. x satisfies f(x) ≥ f(x
∗)
or x ∈ XZ \SZ , then we have that hr(f(x)− f(x∗)) ≥ 1 or
∑m
i=1 hr(gi(x)− r) ≥ 1.
Thus,
hr(f(x)− f(x
∗)) +
m∑
i=1
hr(gi(x) − r) ≥ 1
since hr(t) ≥ 0 for any t ∈ R. Therefore,
Fr,x∗(x) =
1
‖x− x∗‖2 + 1
+ 1 > 1.
On the other hand, for any given r with 0 < r ≤ β, if x ∈ XZ satisfies Fr,x∗(x) > 1,
then x ∈ XZ \ LZ . In fact, by contradiction, suppose that x ∈ LZ , i.e. x satisfies
f(x) < f(x∗) and x ∈ SZ , then we have that f(x) − f(x∗) ≤ −r and gi(x) ≤ 0
for any i = 1, . . . ,m. Thus, hr(f(x) − f(x∗)) = 0 and
m∑
i=1
hr(gi(x) − r) = 0 which
imply that Fr,x∗(x) = 0. This is in contradiction with Fr,x∗(x) > 1.
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ii) For any given r with 0 < r ≤ β, we have that f(x)− f(x∗) ≤ −r and x ∈ SZ
for any x ∈ LZ . Thus, hr(f(x) − f(x∗)) = 0 and
m∑
i=1
hr(gi(x) − r) = 0 for any
x ∈ LZ , which imply that Fr,x∗(x) = 0 for any x ∈ LZ . On the other hand, if
x ∈ XZ satisfies Fr,x∗(x) = 0, then by i), we have x ∈ LZ .
Theorem 3.3. If x∗ is not a global minimizer of the original problem (1), then any
x¯ ∈ LZ is a local minimizer of problem (12) when 0 < r ≤ β.
Proof. If x∗ is not a global minimizer of the original problem (1), then LZ 6= ∅.
When 0 < r ≤ β, by ii) of Proposition 1, for any x¯ ∈ LZ , we have that Fr,x∗(x¯) = 0.
Note that for any x ∈ XZ , it holds Fr,x∗(x) ≥ 0, we have that x¯ is a local minimizer
of problem (12) when 0 < r ≤ β.
It is easy to see from the proof of Theorem 3.3 that the x¯ is actually a global
minimizer of problem (12) when 0 < r ≤ β. Note that the property of Fr,x∗(x)
revealed by this theorem is nicer than the property of Fx∗(x) described in condition
iii) of Definition 2.1 when 0 < r ≤ β. It should also be noted from Theorem 3.3
that if x∗ is not a global minimizer of the original problem (1), then an improved
point x¯ with f(x¯) < f(x∗) can be obtained via locally solving the filled function
problem (12).
Theorem 3.4. Any local minimizer x¯ of problem (12) satisfies
1◦ x¯ ∈ LZ;
or
2◦ x¯ is a vertex of XZ .
Proof. Let x¯ be a local minimizer of problem (12). Suppose that x¯ is not a vertex
of XZ . We show that x¯ ∈ LZ as follows.
Since x¯ is not a vertex ofXZ , there exists a direction d0 ∈ D such that x¯+d0 ∈ XZ
and x¯− d0 ∈ XZ . If x¯ /∈ LZ , i.e., f(x¯) ≥ f(x∗) or x¯ ∈ XZ \ SZ , then we have that
Fr,x∗(x¯) =
1
‖x¯− x∗‖2 + 1
+ 1, (16)
Fr,x∗(x¯+ d0) ≤
1
‖x¯+ d0 − x∗‖2 + 1
+ 1, (17)
Fr,x∗(x¯− d0) ≤
1
‖x¯− d0 − x∗‖2 + 1
+ 1. (18)
Note that
‖x¯+ d0 − x
∗‖2 = ‖x¯− x∗‖2 + 1 + 2‖x¯− x∗‖ · cos〈x¯ − x∗, d0〉,
‖x¯− d0 − x
∗‖2 = ‖x¯− x∗‖2 + 1− 2‖x¯− x∗‖ · cos〈x¯ − x∗, d0〉,
where 〈x¯− x∗, d0〉 denotes the angle between x¯− x∗ and d0. If cos〈x¯− x∗, d0〉 = 0,
then ‖x¯+ d0−x∗‖2 = ‖x¯− d0−x∗‖2 = ‖x¯−x∗‖2 +1 > ‖x¯−x∗‖2; otherwise one of
‖x¯+ d0 − x∗‖2 and ‖x¯− d0 − x∗‖2 is larger than ‖x¯− x∗‖. Therefore, by (16)–(18),
we have that at least one of Fr,x∗(x¯ + d0) and Fr,x∗(x¯ − d0) is less than Fr,x∗(x¯),
which is in contradiction with that x¯ is a local minimizer of problem (12).
From Theorem 3.4, we know that if x∗ is a global minimizer of the original
problem (1), then any local minimizer of problem (12) is a vertex of XZ .
Theorem 3.5. Let x1, x2 ∈ XZ \ LZ . If 0 < r ≤ β, then Fr,x∗(x1) > Fr,x∗(x2) if
and only if ‖x1 − x∗‖ < ‖x2 − x∗‖.
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Proof. For any x1, x2 ∈ XZ \ LZ , when 0 < r ≤ β, we have that
Fr,x∗(x1) =
1
‖x1 − x∗‖2 + 1
+ 1,
Fr,x∗(x2) =
1
‖x2 − x∗‖2 + 1
+ 1.
Thus, Fr,x∗(x1) > Fr,x∗(x2) if and only if ‖x1 − x∗‖ < ‖x2 − x∗‖.
Therefore, Fr,x∗(x) is a filled function at x
∗ when 0 < r ≤ β.
Remark 1. It is clear that whether SZ is pathwise connected or not, for a non-
global local minimizer x∗ of problem (1), it is possible to obtain an improved point
x¯ ∈ LZ by locally solving problem 12.
4. Algorithm. Based on the theoretical results in the previous section, a global
minimization method for solving problem (1) is proposed as follows.
Algorithm 4.1 (Discrete Filled Function Algorithm)
Step 0. Take an initial point x1 ∈ SZ and a small positive number µ. Take r1 > 0
as the initial parameter, and let k := 1.
Step 1. Starting from xk, use Algorithm 2.1 to obtain a local minimizer x
∗
k of
problem (1).
Step 2. Let Dk = {d ∈ D | x∗k + d ∈ XZ} and denote Dk = {d1, · · · , dαk}, where
αk is the number of the members of set Dk. Let i := 1.
Step 3. Construct a filled function
Fr,x∗
k
(x) =
( 1
‖x− x∗k‖
2 + 1
+ 1
)
h
(
hr(f(x)− f(x
∗
k)) +
m∑
i=1
hr(gi(x)− r)
)
.
Consider the following problem:
min Fr,x∗
k
(x) (19)
s.t. x ∈ XZ .
Step 4. Let x∗k,i = x
∗
k+di. Starting from x
∗
k,i, use Algorithm 2.1 to solve problem
(19)(where problem (1), SZ and f(·) are replaced by problem (19), XZ and Fr,x∗
k
(·)
respectively). Let x¯∗k,i be the obtained local minimizer of problem (19).
Step 5. If Fr,x∗
k
(x) = 0 or if f(x¯∗k,i) < f(x
∗
k) and x
∗
k,i ∈ SZ , let xk+1 := x¯
∗
k,i, k :=
k + 1, go to Step 1; otherwise, if i > αk, go to Step 6, else let i := i+ 1, go to Step
4.
Step 6. If r < µ, then stop, x¯∗k,i can be regarded as a global minimizer of problem
(1); otherwise decrease r (for example, let r := r/10), then go to Step 3.
Suppose that µ is small so that µ ≤ β and that for any given non-global local
minimizer x∗ of problem (1), a x¯ ∈ LZ can be found by Steps 2-6 in Algorithm 4.1.
Then the final point x∗k obtained in Algorithm 4.1 is one of the global minima of
problem (1).
5. Examples. In this section, we report some numerical results obtained by using
Algorithm 4.1 to solve three test examples. Computer Program in Fortran 90 is
used to implement the algorithm. Throughout our test examples, the programs
were run on a PC with Pentium IV 2GMHz processor and 256MB RAM. In all the
examples, set µ = 10−5 and r1 = 1. The main iterative results are summarized in
tables.
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Example. [2]
min f(x) = 2x1x
2
2 − 4x2x2 + x
2
1 + x
2
2 − 27x
2
1x
2
2
s.t. x21 + 2x1x2 + x
2
2 ≤ 500
x1 + 2x
2
2 ≤ 400
0 ≤ x1 ≤ 500
0 ≤ x2 ≤ 100
xi integer, i = 1, 2.
Reference [2] shows that this problem has many feasible points. The optimal
solution given in [2] is x∗ = (11, 11)T with f(x∗) = −392887. Table 1 records the
numerical results of solving Example 5 by Algorithm 4.1. The notation used in
Examples 5.1 is described as follows:
k: The iteration number;
x0k: The k-th initial point;
x∗k: The k-th local minimizer;
Nk: The number of filled function evaluations in k-th iteration;
Rk: The ratio of the number of filled function evaluations in k-th iteration to the
number of points in XZ .
The obtained global minimizer is the same as the solution given in [2].
Table 1. Numerical results for Example 5
k x0k f(x
0
k) x
∗
k f(x
∗
k) Nk Rk
1 (0, 13)T 169 (9, 13)T −366779 5 1e− 4
2 (10, 12)T −386156 (10, 12)T −386156 5 1e− 4
3 (11, 11)T −392887 (11, 11)T −392887 NA NA
1 (0, 0)T 0 (0, 0)T 0 5 1e− 4
2 (1, 1)T −27 (11, 11)T −392887 NA NA
Example. [2]
min f(x) = 6x21 + 18x
2
2 + 7x
2
3 − 2x1 − 16x2 − 31x3 − 12x1x2x3
s.t. g1(x) = x1 + x2 + 2x3 ≤ 2000
g2(x) = x1 + 17x2 ≤ 8000
g3(x) = x2 + 5x3 ≤ 4000
g4(x) = x1 + 7x2 + x3 ≥ 200
g5(x) = x1 + x2 + x3 ≥ 200
g6(x) = x
2
1 + x2x3 ≥ 900
0 ≤ xi ≤ 999, xiinteger, i = 1, 2, 3.
Reference [2] shows that this problem has many feasible points. The optimal
solution given in [2] is (720, 424, 428)T with f(720, 424, 428) = −1560310784. Table
2 summarizes the numerical results of solving Example 5 by Algorithm 4.1. The
notation used in Table 2 is described as follows:
x0: The initial point;
x∗: The global minimizer;
FILLED FUNCTION METHOD FOR INTEGER PROGRAMS 361
Table 2. Numerical results for Example 5
x0 f(x0) NI x∗ f(x∗) NF R
(700, 400, 450)T −1504784250 84 (786, 424, 395)T −1571657042 407335 4.1e− 4
Table 3. Numerical results for Example 5
x0 f(x0) NI x∗ f(x∗) NF R
(30, 40, 20, 20, 0)T 4900 22 (16, 22, 5, 5, 7)T 807 260347 2.6e− 5
(30, 40, 30, 20, 0)T 6370 22 (16, 22, 5, 5, 7)T 807 266829 2.67e− 5
(30, 30, 10, 10, 4)T 2184 10 (16, 22, 5, 5, 7)T 807 158239 1.58e− 5
(30, 40, 30, 30, 0)T 8360 22 (16, 22, 5, 5, 7)T 807 266129 2.66e− 5
NI: The number of all implemented iterations;
NF : The number of all implemented filled function evaluations;
R: The ratio of the number of all implemented filled function evaluations to the
number of points in XZ .
The obtained solution is x∗ = (786, 424, 395)T with f(x∗) = −1571657042 which
is better than the solution given in [2].
Example. [2, 11]
min f(x) = x21 + x
2
2 + 3x
2
3 + 4x
2
4 + 2x
2
5 − 8x1 − 2x2 − 3x3 − x4 − 2x5
s.t. g1(x) = x1 + x2 + x3 + x4 + x5 ≤ 400
g2(x) = x1 + 2x2 + 2x3 + x4 + 6x5 ≤ 800
g3(x) = 2x1 + x2 + 6x3 ≤ 200
g4(x) = x3 + x4 + 5x5 ≤ 200
g5(x) = x1 + x2 + x3 + x4 + x5 ≥ 55
g6(x) = x1 + x2 + x3 + x4 ≥ 48
g7(x) = x2 + x4 + x5 ≥ 34
g8(x) = 6x1 + 7x5 ≥ 104
0 ≤ xi ≤ 99, xiinteger, i = 1, 2, 3, 4, 5.
References [2, 11] show that this problem has 251401581 feasible points. The
optimal solution given in [11] is (16, 22, 5, 5, 7)T with f(16, 22, 5, 5, 7) = 807 and the
optimal solution given in [2] is (17, 18, 7, 7, 9)T with f(17, 18, 7, 7, 9) = 900. Table
5 summarizes the numerical results of solving Example 5 by Algorithm 4.1. The
obtained global minimzer is x∗ = (16, 22, 5, 5, 7) with f(x∗) = 807, which is the
same as the solution given in [11] and is better than the solution given in [2].
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