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1. Introduction and main results
Consider the noncooperative systems of the form⎧⎪⎨⎪⎩
−u = |v|q−2v in Ω,
−v = f (x,u) in Ω,
u = v = 0 on ∂Ω,
(1)
where  denotes the Laplacian operator, q > 1 and Ω is a bounded domain in RN with smooth boundary ∂Ω .
System (1) arises naturally a steady state in reaction diffusion process. On the other hand, system (1) with f (x,u) =
|u|r−2u (where r > 1) is also referred as Lane–Emden system because it is a natural extension of Lane–Emden equation
−u = |u|α−2u (where α is a constant) in Ω.
This equation for the case N = 3, arising in astrophysics, was used to model the thermal behavior of a spherical cloud of gas
acting under the mutual attraction of its molecules and subject to the classical laws of thermodynamics. In the “model case”
q > 2 and f (x, s) = |s|r−2s with r > 2, there are many results about nonexistence or existence of solutions for system (1). It
is already known (see [2,6,10]) that system (1) admits a nontrivial solution provided
1>
1
q
+ 1
r
> 1− 2
N
.
If N = 2, this condition holds for any q > 2 and r > 2. If N  3, on the “critical hyperbola”, i.e. the curve of (q, r) ∈ R2
satisfying 1q + 1r = 1 − 2N , nonexistence of solutions has been proved in [14] and [22] by the Pohozaev type argument
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the case 0< (q − 1)(r − 1) < 1.
For general f (x, s) = f (s) which is continuous in R, setting F (s) = ∫ s0 f (t)dt , it has been proved in [8] that system (1)
admits a nontrivial solution provided that there exist constants s0  0 and
θ >
{
2, if q 2,
1+ 1q−1 , if q < 2
such that
θ F (s) sf (s), for |s| s0.
In the border-line case q = NN−2 a critical growth of exponential type for f has been obtained in [16]. Recently, Salvatore [17]
has proved that system (1) admits at least a nontrivial solution in the case 1 < q 2 via the “algebraic” approach based on
the Pohozaev’s ﬁbering method, by assuming the following conditions:
( f1) lims→0 f (s)
|s|
1
q−1 −1s
= 0.
( f2) There exist constants θ > 1+ 1q−1 and s0  0 such that
0< θ F (s) sf (s), for all |s| s0.
( f3) If
q
q−1 
N
2 , assume further that there exist positive constants a, b and r such that∣∣ f (s)∣∣ a|s|r−1 + b, for s ∈ R,
where r ∈ (0, NqN(q−1)−2q ) if qq−1 < N2 , or r ∈ (0,+∞) if qq−1 = N2 .
(R) There exist λ±(w) ∈ C1(S) with λ−(w) < 0 < λ+(w) such that∣∣λ±(w)∣∣ qq−1 − ∫
Ω
f
(
λ±(w)w
)
λ±(w)w dx = 0,
where S is the unit sphere in the Banach space E = W 2, qq−1 (Ω) ∩ W 1,
q
q−1
0 (Ω).
In this paper, we continue to study the existence of solutions for system (1) in the case q > 1, and will prove the
following results.
Theorem 1. Suppose that f ∈ C(Ω × R,R) veriﬁes
( f ′1) lims→0
f (x,s)
|s|
1
q−1 −1s
= 0 uniformly for x ∈ Ω .
( f ′2) There exist constants θ > 1+ 1q−1 and s0  0 such that
0< θ F (x, s) sf (x, s), for |s| s0 and x ∈ Ω,
where F (x, s) = ∫ s0 f (x, t)dt.
( f ′3) If
q
q−1 
N
2 , assume further that there exist positive constants a, b and r such that∣∣ f (x, s)∣∣ a|s|r−1 + b, for s ∈ R and x ∈ Ω,
where r ∈ (0, NqN(q−1)−2q ) if qq−1 < N2 , or r ∈ (0,+∞) if qq−1 = N2 .
Then system (1) has at least a nontrivial solution.
Remark 1. Clearly, there isn’t assumption (R) in Theorem 1, hence Theorem 1 generalizes the existence results in [17].
As is well known, Ambrosetti and Rabinowitz superlinear growth condition ( f ′2) implies a weaker condition
F (x, s) a1|s|θ − a2, for some a1,a2 > 0, s ∈ R and x ∈ Ω,
which implies another much weaker condition
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|s|
q
q−1
= +∞ uniformly for x ∈ Ω .
Motivated by [13] and [15], we consider existence of nontrivial solutions for system (1) under ( f4).
Theorem 2. Suppose that f ∈ C(Ω × R,R) veriﬁes ( f ′1), ( f ′3), ( f4) and
( f5)
f (x,s)
|s|
1
q−1 −1s
is increasing in s > 0 and decreasing in s < 0 for every x ∈ Ω .
Then system (1) has at least a nontrivial solution.
Remark 2. There exist functions f satisfying our superlinear condition ( f4) and condition ( f5) but not satisfying Ambrosetti
and Rabinowitz condition ( f ′2). For example, let
f (x, s) =
⎧⎨⎩ |s|
1
q−1−1s( qq−1 ln |s| + 1), |s| 1,
|s| 1q−1 s, |s| 1,
hence one has
F (x, s) =
⎧⎨⎩ |s|
q
q−1 ln |s| + q−12q−1 , |s| 1,
q−1
2q−1 |s|
2q−1
q−1 , |s| 1.
It is easy to verify that f satisﬁes all assumptions of Theorem 2. However, we have
sf (x, s) − θ F (x, s) =
(
q
q − 1 − θ
)
|s| qq−1 ln |s| + |s| qq−1 − θ q − 1
2q − 1 , for |s| 1,
which implies that for any θ > qq−1 ,
sf (x, s) − θ F (x, s) → −∞, as |s| → +∞.
Thus, condition ( f ′2) is not satisﬁed.
Lastly, we discuss existence of solutions for system (1) at resonance in the sense
( f6) lim|s|→+∞ f (x,s)
|s|
1
q−1 −1s
= λ uniformly for x ∈ Ω .
Theorem 3. Suppose that f ∈ C(Ω × R,R) veriﬁes ( f6) and
( f7) lim|s|→+∞ f (x, s)s − qq−1 F (x, s) = +∞ uniformly for x ∈ Ω .
Then system (1) has at least a solution.
Remark 3. Condition ( f7), ﬁrst introduced by Costa and Magalhães in [3] (in the case p = 2), was used to discuss the
p-Laplacian problem by Li and Zhou in [13].
2. Preliminaries
A natural functional associated to system (1) is
Ψ (u, v) =
∫
Ω
∇u∇v dx− 1
q
∫
Ω
|v|q dx−
∫
Ω
F (x,u)dx
in the natural space H10(Ω) × H10(Ω). In order to have a well-deﬁned C1 functional on this space, one has to impose
subcritical growth restrictions:
If N = 2: F is subcritical in the sense
lim|s|→+∞
f (x, s)
eαs
= 0 uniformly for x ∈ Ω, ∀α > 0 (see [7]).
If N = 3: q 2∗ = 2N = 6, |F (x, s)| c|s|6 + d for some c,d > 0, s ∈ R and x ∈ Ω .N−2
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system (1) to a single equation (see [1] and [5]), then system (1) can be considered because this supercritical case is
factually subcritical in the sense being below the “critical hyperbola”.
Let p = qq−1 , we remark that system (1) is equivalent to the following single equation{

(|u|p−2u)= f (x,u) in Ω,
u = u = 0 on ∂Ω.
(2)
Let E = W 2,p(Ω) ∩ W 1,p0 (Ω) be endowed with the norm
‖u‖E =
(∫
Ω
|u|p dx
) 1
p
which is equivalent to usual intersection norm (see Lemma 9.17 in [9])
‖u‖ = max{‖u‖W 2,p(Ω),‖u‖W 1,p0 (Ω)}.
It is well known that these following embedding mappings
E ↪→
⎧⎪⎪⎨⎪⎪⎩
Lr(Ω), r < NpN−2p , when p <
N
2 ,
Lr(Ω), r < +∞, when p = N2 ,
C(Ω), when p > N2
are compact. Thus, it is not diﬃcult to verify the following result.
Proposition 1. Suppose that f ∈ C(Ω × R,R) veriﬁes condition ( f ′3). Then the functional Φ deﬁned as follows
Φ(u) = 1
p
∫
Ω
|u|p dx−
∫
Ω
F (x,u)dx, u ∈ E,
belongs to C1(E,R), and〈
Φ ′(u),h
〉= ∫
Ω
|u|p−2uhdx−
∫
Ω
f (x,u)hdx, ∀u,h ∈ E.
Further, the weak solutions u of problem (2) are the critical points of functional Φ in E, and the functional K (u) := ∫
Ω
F (x,u)dx has
Frechet differential K ′ : E → E∗ which is compact.
Consider the even functional
I(u) :=
∫
Ω
|u|p dx∫
Ω
|u|p dx , ∀u ∈ E \ {0},
and the manifold
H := {u ∈ E: ‖u‖Lp(Ω) = 1}.
Evidently, H is a nonempty smooth manifold. By a standard argument (or similar to the proof in [4]), I|H has a sequence of
increasing critical values with the variational characterization
λk := inf
M∈Σk
sup
u∈M
I(u),
where Σk := {M ⊂ H: there exists a continuous, odd and surjective h : Sk−1 → M} and Sk−1 denotes the unit sphere in Rk .
It is not diﬃcult to check that the critical values and critical points of I|H respectively correspond to the eigenvalues and
eigenfunctions of the following equation{

(|u|p−2u)= λ|u|p−2u in Ω,
u = u = 0 on ∂Ω.
We claim that
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Ω
|u|p dx λ1
∫
Ω
|u|p dx, ∀u ∈ E.
Indeed, by negation, we suppose that there exists u1 ∈ E such that
∫
Ω
|u1|p dx < λ1
∫
Ω
|u1|p dx. Let M1 := {− u1‖u1‖E , u1‖u1‖E },
then M1 ∈ Σ1, which is contradictory to the deﬁnition of λ1.
Problem (2) is called p-biharmonic equation with Navier boundary, which has been studied by many authors. Lazer and
McKenna [12] have pointed out that this type of nonlinearity furnishes a model to study traveling waves in suspension
bridges. Subsequently, more and more papers focus on this problem (cf. [18,21,23,24] and references therein). At present,
we study the existence of solutions for problem (2), and main results are the following theorems.
Theorem 4. Suppose that f ∈ C(Ω × R,R) veriﬁes ( f ′2), ( f ′3) and
( f ′′1 ) limsups→0
f (x,s)
|s|p−2s = l0 < λ1 uniformly for x ∈ Ω .
Then problem (2) has at least a nontrivial solution.
Remark 4. Evidently, ( f ′′1 ) is strictly weaker than ( f ′1).
Theorem 5. Suppose that f ∈ C(Ω × R,R) veriﬁes ( f ′′1 ), ( f ′3), ( f4) and ( f5). Then problem (2) has at least a nontrivial solution.
Theorem 6. Suppose that f ∈ C(Ω × R,R) veriﬁes ( f6) and ( f7). Then problem (2) has at least a solution.
Summing up, in the present paper, we establish three existence results of solutions for system (1) and problem (2). It is
noteworthy that Theorem 4 and Theorem 5 show there exists a nontrivial solution for system (1) and problem (2) with non-
linearities f of arbitrary growth in the case N = 2 or N = 3 and 1 < q < NN−2 , for example, f (x, s) = |s|r−2s with any r > qq−1 .
And under the famous Ambrosetti and Rabinowitz superlinear growth condition, Theorem 1 generalizes the existence result
in [17] which need an additional assumption (R) which plays an important role in its proof. Besides this, we actually obtain
Theorem 1 by proving Theorem 4 under a condition ( f ′′1 ) which is strictly weaker than corresponding condition ( f ′1) in
Theorem 1. In Theorem 5 (which implies Theorem 2), motivated by [13] and [15], we continue to study the existence of
nontrivial solution under much weaker superlinear growth condition ( f4) which is a consequence of superlinearity of f ,
but in this case, one additional condition ( f5) is imposed on f . Furthermore, we give an example of nonlinearities f in
Remark 2 to show that this superlinear situation is different from Ambrosetti and Rabinowitz superlinearity, hence Theo-
rem 2 complements to Theorem 1. When there is resonance of nonlinearities f , which has yet been considered for neither
system (1) nor problem (2), Theorem 3 shows the existence of weak solution using the technique in [4]. In conclusion, all
our results are new for both system (1) and problem (2). In our opinion, the perhaps future directions mainly contain two
aspects. Firstly, motivated by [18], we can continue to study the regularity of solutions for system (1). Secondly, we can
consider the existence of solutions for system (1) in RN .
3. Proof of theorems
Obviously, we only need to prove Theorem 4, Theorem 5 and Theorem 6. To this end, we ﬁrst recall a concept of linking
introduced by Martin Schechter and Kyril Tintarev in [20], see also [19].
Let X be a Banach space and Γ := {γ (·,·) ∈ C([0,1] × X, X): γ (0, ·) = id; for each s ∈ [0,1), γ (s, ·) is a homeomorphism
of X onto itself and (s, x) → γ (s, ·)−1(x) is continuous on [0,1) × X ; there exists x0 ∈ X such that γ (1, x) = x0 for all x ∈ X
and that γ (s, x) → x0 as s → 1 uniformly on bounded subsets of X}.
Deﬁnition 1. (See [19, p. 21].) A subset A of X links a subset B of X if A ∩ B = ∅ and, for every γ ∈ Γ , there is a t ∈ (0,1]
such that γ (t, A) ∩ B = ∅.
Remark 5. Let B be an open subset of X , and let A = {e1, e2}, with e1 ∈ B and e2 ∈ X \ B . Then A links ∂B (cf. [19, Example 1,
p. 38]).
Theorem 7. (See [19, Theorem 2.8.1].) Let ϕ ∈ C1(X,R), and let A, B be subsets of X such that A links B and
(i) α0 := supA ϕ  β0 := infB ϕ;
(ii) c := infγ∈Γ sups∈[0,1], x∈A ϕ(γ (s, x)) is ﬁnite.
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+∞∫
0
σ(x)dx = +∞.
Then there exists a sequence {un} ⊂ X such that
ϕ(un) → c, ‖ϕ
′(un)‖
σ(‖un‖) → 0.
Remark 6. Taking σ(x) = 11+x in Theorem 7, we get a sequence {un} such that ϕ(un) → c and ‖ϕ′(un)‖(1+ ‖un‖) → 0.
Now, we start to state our proof. First of all, we give two lemmas.
Lemma 1. Suppose that conditions ( f4) and ( f ′′1 ) hold. Then functional Φ veriﬁes the mountain pass geometry:
(Φa) 0 is a strict local minimum for Φ.
(Φb) Φ is unbounded from below.
Proof. Firstly, we prove conclusion (Φa). By ( f ′′1 ), we have that for any ε ∈ (0, λ1−l02 ] there exists δ > 0 such that
F (x, s) 1
p
(l0 + ε)|s|p  1
p
(λ1 − ε)|s|p, for |s| < δ and x ∈ Ω.
If p  N2 , for the above ε, it follows from ( f ′3) that there exist positive constants C ′ε and r′ with r′ ∈ (p, NpN−2p ) if p < N2
or r′ ∈ (p,+∞) if p = N2 such that
F (x, s) 1
p
(λ1 − ε)|s|p + C ′εsr
′
, for s ∈ R and x ∈ Ω.
Thus we have
Φ(u) 1
p
‖u‖pE −
1
p
(λ1 − ε)
∫
Ω
|u|p dx− C ′ε
∫
Ω
|u|r′ dx
 1
pλ1
ε‖u‖pE − C ′′ε‖u‖r
′
E , ∀u ∈ E,
where C ′′ε is a positive constant.
If p > N2 , as ‖u‖E suﬃciently small, we have |u(x)| < δ in Ω . Thus, one has
Φ(u) 1
p
‖u‖pE −
1
p
(λ1 − ε)
∫
Ω
|u|p dx
 1
pλ1
ε‖u‖pE , ∀u ∈ E
(
as ‖u‖E suﬃciently small
)
.
Summing up, we can conclude that 0 is a strict local minimum.
Take φ ∈ E \ {0}, it follows from ( f4) that for any K > ‖φ‖
p
E
p‖φ‖p
Lp (Ω)
there exists a positive constant CK such that
F (x, s) K |s|p − CK , for s ∈ R and x ∈ Ω,
thus, one has
Φ(tφ) |t|p
(
1
p
‖φ‖pE − K‖φ‖pLp(Ω)
)
+ CK |Ω|
where |Ω| denotes the Lebesgue measure of Ω . Then we have
lim|t|→+∞Φ(tφ) = −∞,
which implies conclusion (Φb). 
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Φμ(u) := Φ(u) + μ
p
∫
Ω
|u|p dx, ∀u ∈ E.
By Proposition 1, one has that Φμ ∈ C1(E,R) and〈
Φ ′μ(u),h
〉= 〈Φ ′(u),h〉+ μ∫
Ω
|u|p−2uhdx, ∀u,h ∈ E.
Lemma 2. Suppose that f veriﬁes ( f ′3), and suppose that μn ∈ [0,+∞) with μn → 0 and a bounded sequence {un} ⊂ E satisfy
Φ ′μn(un) → 0 as n → ∞.
Then {un} has a convergent subsequence which converges to a critical point u of Φ .
Proof. Let
J (u) := 1
p
∫
Ω
|u|p dx; L(u) := 1
p
∫
Ω
|u|p dx.
Thus, we can write
Φμ(u) = J (u) − K (u) + μL(u).
From Proposition 1 it follows that J , L ∈ C1(E,R) with〈
J ′(u),h
〉= ∫
Ω
|u|p−2(u)(h)dx, 〈L′(u),h〉= ∫
Ω
|u|p−2uhdx, ∀u,h ∈ E.
Moreover, L′ : E → E∗ and K ′ : E → E∗ are compact, and ‖L′(u)‖ λ−
1
p
1 ‖u‖p−1Lp(Ω) .
Note that (see [11]), for any ξ,η ∈ RN(|ξ |p−2ξ − |η|p−2η, ξ − η) {C1|ξ − η|p, p  2,
C2(1+ |ξ | + |η|)p−2|ξ − η|2, 1 < p < 2,
here and in the following, we denote by Ci different positive constants. If p  2, we have〈
J ′(un) − J ′(um),un − um
〉
 C1‖un − um‖pE ,
which implies that∥∥ J ′(un) − J ′(um)∥∥ C1‖un − um‖p−1E . (3)
If 1 < p < 2, using the Hölder inequality we have
‖un − um‖pE  C3
∫
Ω
{[(|un|p−2un − |um|p−2um)(un − um)] p2 }
× (1+ |un| + |um|) p(2−p)2 dx
 C4
[∫
Ω
(|un|p−2un − |um|p−2um)(un − um)dx] p2
×
[∫
Ω
(
1+ |un| + |um|
)p
dx
] 2−p
2
 C5
∥∥ J ′(un) − J ′(um)∥∥ p2 ‖un − um‖ p2E (1+ ‖un‖E + ‖um‖E) p(2−p)2 ,
which implies
‖un − um‖E  C6
∥∥ J ′(un) − J ′(um)∥∥(1+ ‖un‖E + ‖um‖E)2−p  C7∥∥ J ′(un) − J ′(um)∥∥. (4)
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− ∥∥μnL′(un) − μmL′(um)∥∥

∥∥ J ′(un) − J ′(um)∥∥− ∥∥K ′(un) − K ′(um)∥∥
− |μn|
∥∥L′(un) − L′(um)∥∥− |μn − μm|∥∥L′(um)∥∥

∥∥ J ′(un) − J ′(um)∥∥− ∥∥K ′(un) − K ′(um)∥∥
− |μn|
∥∥L′(un) − L′(um)∥∥− λ− 1p1 ‖um‖p−1Lp(Ω)|μn − μm|. (5)
As {un} is bounded and L′, K ′ are compact from E to E∗ , L′(un), K ′(un) have a convergent subsequence. From (3), (4)
and (5) it follows that {un} has a convergent subsequence. Without loss of generality, we suppose that un → u as n → ∞,
then passing to the limit in Φ ′μn (un) → 0 gives Φ ′(u) = 0. 
Proof of Theorem 4. Note that ( f ′2) is stronger than ( f4), so from Lemma 1 and Theorem 7 it follows that there exist a
constant c > 0 and a sequence {un} ⊂ E such that∥∥Φ ′(un)∥∥(1+ ‖un‖)→ 0 and Φ(un) → c as n → ∞. (6)
By Lemma 2, it is enough that we prove any sequence {un} ⊂ E verifying (6) is bounded. Factually, according to condi-
tion ( f ′2), we have
θΦ(un) −
〈
Φ ′(un),un
〉= ( θ
p
− 1
)
‖un‖pE +
∫
Ω
(
un f (x,uu) − θ F (x,un)
)
dx

(
θ
p
− 1
)
‖un‖pE +
∫
x∈Ω, |un(x)|<s0
(
un f (x,un) − θ F (x,un)
)
dx

(
θ
p
− 1
)
‖un‖pE − C8. (7)
From (6), (7) and θ > p, one has {un} is bounded. Now Theorem 4 follows Lemma 2 with μn = 0. 
Proof of Theorem 5. By Lemma 1 and Theorem 7, there exist a constant c > 0 and a sequence {un} ⊂ E such that (6) holds.
To prove Theorem 5 by Lemma 2 with μn = 0, we only need to prove that {un} is bounded. If not, without loss of generality,
we suppose that ‖un‖E → ∞ as n → ∞, and set wn = un‖un‖E , then {wn} is bounded, we may assume that for some w ∈ E
such that
wn → w weakly in E, wn → w a.e. in Ω and
wn → w strongly in C(Ω), if p > N
2
or (8)
wn → w strongly in Lr(Ω), (9)
where r ∈ [p, NpN−2p ) if p < N2 or r ∈ [p,+∞) if p = N2 .
Let Ω ′ := {x ∈ Ω: w(x) = 0}. If x ∈ Ω ′ , by ( f4), we have
lim
n
F (x,un(x))
|un(x)|p
∣∣wn(x)∣∣p = +∞.
From the Fatou lemma and the following limit deduced from (6)
lim
n
∫
Ω
F (x,un(x))
|un(x)|p
∣∣wn(x)∣∣p dx = 1
p
,
it follows that Ω ′ is a zero measure set, i.e. w = 0 a.e. in Ω . Thus, for any R0 > 0, we have∫
F (x, R0wn)dx → 0 as n → ∞Ω
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′
3) if p 
N
2 . Then one has
Φ(R0wn) → 1
p
Rp0 as n → ∞. (10)
But we can deduce a conclusion in contradictory with (10), this procedure essential comes from [13]. From ( f5) it follows
that, for any t > 0 there exists a constant τ ranged between 1 and t , such that
Φ(tun) = 1
p
tp‖un‖p −
∫
Ω
F
(
x, tun(x)
)
dx
= 1
p
tp
{〈
Φ ′(un),un
〉+ ∫
Ω
f
(
x,un(x)
)
un(x)dx
}
−
∫
Ω
F
(
x, tun(x)
)
dx
= 1
p
tp
〈
Φ ′(un),un
〉+ ∫
Ω
{
1
p
tp f
(
x,un(x)
)
un(x) − F
(
x, tun(x)
)}
dx
= 1
p
tp
〈
Φ ′(un),un
〉+ ∫
Ω
{
1
p
f
(
x,un(x)
)
un(x) − F
(
x,un(x)
)}
dx
+ (t − 1)
∫
Ω
{
τ p−1 f
(
x,un(x)
)
un(x) − f
(
x, τun(x)
)
un(x)
}
dx
= 1
p
tp
〈
Φ ′(un),un
〉+ Φ(un) − 1
p
〈
Φ ′(un),un
〉
+ (t − 1)
∫
Ω
τ p−1
∣∣un(x)∣∣p{ f (x,un(x))|un(x)|p−2un(x) − f (x, τun(x))τ p−1|un(x)|p−2un(x)
}
dx
 1
p
(
t p − 1)〈Φ ′(un),un〉+ Φ(un).
Let t = R0‖un‖E , it follows from this and (6) that
Φ(R0wn) = Φ(tun) 1
p
((
R0
‖un‖E
)p
− 1
)〈
Φ ′(un),un
〉+ Φ(un) → c as n → ∞,
which is contradictory to (10). Hence {un} is bounded. Now the proof of our Theorem 5 is completed by using Lemma 2
with μn = 0. 
In order to prove Theorem 6, we need the following lemma:
Lemma 3. Suppose that f veriﬁes ( f6) and ( f7), and suppose that μn ∈ R with μn → 0, {un} ⊂ E and a constant c0 satisfy
Φμn(un) c0, for all n, and
〈
Φ ′μn(un),un
〉→ 0 as n → ∞. (11)
Then {un} is bounded.
Proof. By negation, we assume that ‖un‖E → ∞ as n → ∞. Thus, we can claim: there exists Ω̂ ⊂ Ω with positive measure,
such that up to a subsequence, |un(x)| → +∞ as n → +∞ for a.e. x ∈ Ω̂ . Indeed, set wn = un‖un‖E , then {wn} is bounded, we
may assume that for some w ∈ E such that
wn → w weakly in E, wn → w a.e. in Ω and
wn → w strongly in Lp(Ω).
It follows from ( f6) that, for any ε > 0 there exists Cε > 0, such that
1
p
(λ − ε)|s|p − Cε|s| F (x, s) 1
p
(λ + ε)|s|p + Cε|s|, for s ∈ R and x ∈ Ω. (12)
Then, we have
1 ‖un‖pE  c0 +
1
(ε + λ + μn)‖un‖pLp(Ω) + Cε|Ω|
1
q ‖un‖Lp(Ω), (13)p p
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1 λ‖w‖pLp(Ω).
Hence there exists Ω̂ ⊂ Ω with positive measure such that w(x) = 0 a.e. x ∈ Ω̂ , further, one has |un(x)| → +∞ as n → +∞
for a.e. x ∈ Ω̂ .
From ( f7) it follows that the term sf (x, s) − pF (x, s) is bounded from below in s ∈ R and x ∈ Ω . So by Fatou lemma and
the claim, we have
lim inf
n→∞
∫
Ω
un f (x,un) − pF (x,un)dx

∫
Ω̂
lim inf
n→∞
(
un f (x,un) − pF (x,un)
)
dx+ lim inf
n→∞
∫
Ω\Ω̂
(
un f (x,un) − pF (x,un)
)
dx
= +∞. (14)
From (11) we obtain
limsup
n→∞
∫
Ω
un f (x,un) − pF (x,un)dx = limsup
n→∞
(
pΦμn (un) −
〈
Φ ′μn(un),un
〉)
 pc0,
which is contradictory to (14). 
Proof of Theorem 6. We divide the proof into three cases by the range of λ.
Case λk < λ < λk+1: Firstly, we prove that Φ admits a linking structure. Set Λk+1 := {u ∈ E:
∫
Ω
|u|p dx 
λk+1
∫
Ω
|u|p dx}. If u ∈ Λk+1, it follows from (12) that
Φ(u) 1
p
∫
Ω
|u|p dx− (λ + ε) 1
p
∫
Ω
|u|pdx− Cε
∫
Ω
|u|dx
 1
p
(λk+1 − λ − ε)‖u‖pLp(Ω) − Cε|Ω|
1
q ‖u‖Lp(Ω). (15)
It follows from the deﬁnition of λk that there exists M ∈ Σk such that supu∈M I(u) =m ∈ [λk, λ). For any u ∈ M and t > 0
it is easy to see that
Φ(tu) 1
p
|t|p
∫
Ω
|u|p dx− (λ − ε) 1
p
∫
Ω
|tu|p dx+ Cεt
∫
Ω
|u|dx
 1
p
|t|p(m − λ + ε) + Cε|Ω|
1
q t. (16)
Let ε < min{λk+1 − λ,λ −m}, then we have
β0 := inf
u∈Λk+1
Φ(u) > −∞ (17)
by (15), and it follows from (16) that there exists T > 0 such that
α0 := sup
u∈M
Φ(T u) < β0, (18)
and
Φ(t2u)Φ(t1u), for any T  t1  t2 and u ∈ M. (19)
Now set TM = {Tu: u ∈ M}, then we get TM ∩ Λk+1 = ∅ by (17) and (18). On the other hand, we remark γ ((0,1], TM) ∩
Λk+1 = ∅ for any γ ∈ Γ . Indeed, if 0 ∈ γ ((0,1], TM), we get γ ((0,1], TM) ∩ Λk+1 = ∅. Otherwise, by the deﬁnition of Σk ,
there exists a continuous odd surjection h : Sk−1 → M . Deﬁne h˜ ∈ C(Bk, E) by h˜(sx) = γ (1 − s, Th(x)) for x ∈ Sk−1 and
s ∈ [0,1], where Bk is the closed unit ball in Rk . Evidently, γ ([0,1], TM) = h˜(Bk). Consider the map h : Sk → H as follows
h(x1, . . . , xk+1) =
{
π ◦ h˜(x1, . . . , xk), xk+1  0,˜−π ◦ h(−x1, . . . ,−xk), xk+1 < 0,
28 X.-F. Ke, C.-L. Tang / J. Math. Anal. Appl. 370 (2010) 18–29where π(u) := u‖u‖E . It is clear that h(Sk) ∈ Σk+1. Therefore, there exists u0 ∈ h(Sk) such that I(u0)  λk+1, that is to say
u0 ∈ Λk+1. Note that π ◦ h˜(x) ∈ Λk+1 implies h˜(x) ∈ Λk+1 and γ (0, TM)∩Λk+1 = ∅, we conclude γ ((0,1], TM)∩Λk+1 = ∅.
Hence, TM links Λk+1. We also know that (i) of Theorem 7 is satisﬁed from (17) and (18), and (ii) of Theorem 7 holds
by the compactness of TM , linking structure and assumption (i). Thus, it follows from Theorem 7, Lemma 3 and Lemma 2
that Theorem 6 holds in the case of λk < λ < λk+1 with the variational characterization
c := inf
γ∈Γ sups∈[0,1],u∈TM
Φ
(
γ (s,u)
)
.
Case λ < λ1: From (12) it follows that
Φ(u) 1
p
∫
Ω
|u|p dx− (λ + ε) 1
p
∫
Ω
|u|p dx− Cε
∫
Ω
|u|dx
 1
p
(λ1 − λ − ε)‖u‖pLp(Ω) − Cε|Ω|
1
q ‖u‖Lp(Ω).
Let ε < λ1 − λ, then the above expression implies that Φ is coercive and bounded from below. Thus, we obtain a critical
point which attains the global minimum of Φ on E .
Case λ = λk: Properly select a decreasing sequence {μn} ⊂ (0,+∞) such that μn → 0, then consider the functional Φμn
deﬁned as above. According to the above two cases, for every μn , we obtain a critical point un of Φμn with corresponding
critical value cn . If {cn} is bounded above, {un} has a convergent subsequence which converges to a critical point of Φ by
Lemma 3 and Lemma 2.
Now we prove that Φμn has a critical point un for every μn , moreover, the corresponding critical values sequence {cn}
is decreasing.
If λ = λ1, from case λ < λ1 it follows that there exists critical point un ∈ E which attains the global minimum cn :=
minu∈EΦμn (un). It is clear that c1  c2  c3  · · · cn  · · · .
If λ = λk+1(k ∈ N+), let {μn} ⊂ (0, λk+1−λk2 ). For every μn and Λk+1 deﬁned as above, select M ∈ Σk such that
supu∈M I(u) = m ∈ [λk, λk+1+λk2 ), then it follows from case λk < λ < λk+1 that there exist a positive real number Tn and
critical point un ∈ E of Φμn corresponding to critical value cn characterized by
cn := inf
γ∈Γ sups∈[0,1],u∈TnM
Φμn
(
γ (s,u)
)= inf
γ∈Γ supu∈M
Φμn
(
γ
([0,1], Tnu)).
We select {Tn} such that Tn < Tn+1, then we can claim
inf
γ∈Γ supu∈M
Φμn
(
γ
([0,1], Tn+1u)) cn, (20)
which implies that
cn+1 = inf
γ∈Γ supu∈M
Φμn+1
(
γ
([0,1], Tn+1u)) inf
γ∈Γ supu∈M
Φμn
(
γ
([0,1], Tn+1u)) cn.
In order to prove the claim (20), for every γ ∈ Γ , we deﬁne
γ ∗(s,u) :=
⎧⎨⎩ (1− 2s +
2sTn
Tn+1 )u, 0 s
1
2 ,
γ (2(s − 12 ), TnTn+1 u), 12  s 1.
Noting γ ∗ ∈ Γ and (1− 2s)Tn+1 + 2sTn  Tn for s ∈ [0, 12 ], one has
Φμn
(
γ ∗(s, Tn+1u)
)= Φμn(((1− 2s)Tn+1 + 2sTn)u)Φμn(Tnu) = Φμn(γ (0, Tnu))
for s ∈ [0, 12 ] and u ∈ M by (19). Thus, we have
sup
u∈M
Φμn
(
γ ∗
([
0,
1
2
]
, Tn+1u
))
 sup
u∈M
Φμn
(
γ
([0,1], Tnu)).
From this and γ ∗([ 12 ,1], Tn+1M) = γ ([0,1], TnM) it follows that
sup
u∈M
Φμn
(
γ ∗
([0,1], Tn+1u))= sup
u∈M
Φμn
(
γ
([0,1], Tnu)),
which implies
inf
γ∈Γ supu∈M
Φμn
(
γ
([0,1], Tn+1u)) inf
γ∈Γ supu∈M
Φμn
(
γ
([0,1], Tnu))= cn.
Hence (20) holds. It follows from Φμn (un)  c1 and Φ ′μn (un) = 0 that Theorem 6 is proved by Lemma 3 and
Lemma 2. 
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