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In this paper, we describe ongoing work in the context of a medical question answering system created within the Dutch research programme IMIX. A question answering (QA) system is an automatic system that can answer a user's question posed in natural language (e.g., "What is the capital of the Netherlands?") with an answer formulated in natural language (e.g., "Amsterdam"). The IMIX QA system has been designed to help users find information they need in the medical domain and covers so-called "encyclopedic questions". These are general medical questions of which the answers do not require expert medical knowledge.
In the medical domain several question types occur, such as definition questions and procedural questions, which require different types of answers. For example the answer to the definition question "What does RSI stand for?" would probably be a brief textual answer, like "RSI stands for Repetitive Strain Injury". However, a text only answer may not be the best choice for every type of information. In some cases other modalities (e.g., pictures, film clips, etc.) or modality combinations (e.g., text and a picture) may be more suitable [1] . For example, the answer to the procedural question "How to organize a workspace in order to prevent RSI?" would probably be more informative if it contained a picture. Moreover, the length of the answer could also play an important role in the answer presentation. For example, the answer to the question "What does RSI stand for?" could be an extended one: "RSI stands for Repetitive Strain Injury. This disorder involves damage to muscles, tendons and nerves caused by overuse or misuse, and affects the hands, wrists, elbows, arms, shoulders, back, or neck". This answer provides the user with relevant background information about the topic of the question. In addition, including informative text in the answer may allow the user to assess the answer's accuracy in order to verify whether it is correct or not [2] . This raises the question how to determine for a given question, what the best combination of modalities for the answer is. And related to this: what is the proper length of an answer?
Much research has been done in the field of cognitive psychology on the influence of (combinations of) different modalities on the users' understanding, recall and processing efficiency of the presented material (e.g., [3] - [5] ). This research has resulted in several guidelines on how to present (multimodal) information to the user, such as the multimedia principle (i.e., instructions should be presented using both text and pictures, rather than text only) and the spatial contiguity principle (i.e., when presenting a combination of text and pictures, the text should be close to or embedded within the pictures) [4] . However, these guidelines are based on specific types of information used in specific domains, in particular descriptions of cause and effect chains which explain how systems work (e.g., [6] - [8] ) and procedural information describing how to acquire a certain skill (e.g., [9] - [11] ). Yet, these guidelines do not tell us which modalities are most suited for which information types, as each learning domain has its own characteristics [12] .
Several researchers have tried to make an overview of the characteristics of modalities, information types, and the matches between them. For example, Bernsen focused on the features of modalities in his Modality Theory, i.e., "given any particular set of information which needs to be exchanged between user and system during task performance in context, identify the inputloutput modalities, which, from the user's point of view, constitute an optimal solution to the representation and exchange ofthat information" [13, p. 348] . He proposed a taxonomy to define generic unimodalities consisting of various features. Other researchers proposed taxonomies of information types such as dynamic, static, conceptual, concrete, spatial, and temporal in order to select the appropriate modalities (e.g., [14] , [15] ).
Other research has been concerned with the so-called "media allocation problem": "How does a producer of a presentation determine which information to allocate to which medium, and how does a perceiver recognize the function ofeach part as displayed in the presentation and integrate them into a coherent whole?" [16, p. 280 ].
According to Arens et al. [16] the characteristics of the media used are not the only features that play a role in media allocation. The characteristics of the information to be conveyed, the goals and characteristics of the producer, and the characteristics of the perceiver and the communicative situation are also important. In order to create a multimodal information presentation, modalities should be integrated dynamically based on a communication theory as a whole (e.g., [ 1 6 ] - [19] ).
In short, attempts have been made to generate optimal multimodal information presentations resulting in several guidelines, frameworks, and taxonomies. However, what is needed in addition is gaining knowledge on when and how people produce multimodal information presentations and how other people evaluate such presentations. To achieve this goal, we carried out two experiments following the cognitive engineering approach as used by Heiser et al. [20] . In this approach, people are asked to produce information presentations (e.g., route maps, assembly instruction, etc.), which are then rated by other people. Based on the results, design principles are identified and used to improve these information presentations.
This paper describes two experiments carried out in order to investigate the role of visuals in multimodal answer presentations for a medical question answering system. We first describe a production experiment that focuses on which modalities users choose to answer medical questions. Participants were instructed to create a brief and an extended answer to different medical question types (i.e., definition questions, like: "Where is progesterone produced?" vs. procedural questions, like "How is a SPECT scan made?"). Next, we describe an evaluation experiment that concentrates on how users evaluate different types of answer presentations. Participants were instructed to carefully study answer presentations that were either unimodal (i.e., consisting of text only) or multimodal (i.e., consisting of text and a picture), and that were based on the answer presentations collected in the production experiment. After the participants had studied these answer presentations, they had to assess them on their informativity and attractiveness. Subsequently, the participants received a post-test to determine how much of the information presented in the answer presentations they could recall.
Experiment I: Production

Participants
One hundred and eleven students of Tilburg University participated for course credits (65 female and 46 male, between 19 and 33 years old). All participants were native speakers of Dutch.
Stimuli
The participants were given one of four sets of eight general medical questions for which the answers could be found on the Internet. The participants had to give two types of answers per question i.e., a brief answer and an extended answer. Besides, different (combinations of) modalities could be used to answer the questions. The participants had to assess for themselves which (combinations of) modalities were best for a given question, and they were specifically asked to present the answers as they would prefer to find them in a QA system. To make sure they could carry out this task, they were instructed about the working of QA systems in advance. Questions and answers had to be presented in a fixed format in PowerPoint with areas for the question ("vraag") and the answer ("antwoord"). This programme was chosen because it has the possibility to insert pictures, film clips, and sound fragments in an answer presentation. All participants were familiar with PowerPointTm and most of them used it on a monthly basis (51,4%).
Of the eight questions in each set, four were randomly chosen from one hundred medical questions formulated to test the IMIX QA system (e.g., "How many X chromosomes does a female body cell have?" The text describes some general information about abdominal exercises (i.e., an exercise program should be well balanced and train all abdominal muscles). The photos represent four exercises that can be done to strengthen the abdominal muscles.
Coding procedure
In total 1776 answers were collected (111 participants x 8 questions x 2 answers). However, one participant gave 15 answers resulting in one missing value. Thus, the coded corpus consisted of 1775 answers. The coding scheme was given to six analysts (the authors). The annotation was done in two steps. First, each analyst independently coded a part of the corpus to determine the adequacy of the coding scheme. Differences between the analysts were discussed, which resulted in some adjustments of the coding system. Subsequently, every analyst independently coded the same set of 112 answers. Second, every analyst independently coded a part of the total corpus (i.e., approximately 300 answers).
To compute agreement we used Cohen's K measure. Following standard practice, Cohen's K scores between .81 and 1.00 signify an almost perfect agreement, between .61 and .80 signify a substantial agreement, between .41 and .60 is a moderate agreement, and between .21 and .40 is a fair agreement [22] . It turned out that the analysts almost perfectly agreed in judging the occurrence of photos (K= .81), graphics (K= .83), and animations (K = .92). Moreover, an almost perfect agreement was reached in assigning the function of the visual media (K= .83).
Results
Descriptive statistics. Table 1 shows the frequencies of visual media (overall), photos, graphics, and animations in the complete corpus of coded answer presentations. Inspection of Table 1 reveals that almost one in four answers contained one or more visual media, of which graphics were most frequent and animations were least frequent. The presence of photos was between these two. In some answers several visual media occurred (i.e., photos, graphics, and animations). These instances were counted as one occurrence of visual media. Thus, the sum of the frequencies of photos, graphics, and animations in the corpus exceeded the frequency of the variable visual media. Table 2 shows the frequencies of photos, graphics, and animations related to their function. Note that the answer presentations in which photos, graphics, or animations co-occurred are not shown in the table. Table 4 shows the frequencies and x2 statistics of the presence of visual media (overall), photos, graphics, and animations within the brief and extended answers. The results showed that visual media occurred significantly more often within the extended answers. Table 5 shows the frequencies and x2 statistics ofthe functions of visual media related to brief and extended answers. The results showed that the overall distribution of the functions of visual media across the answer types differed significantly (X2 (2) = 34.31, p< .001). Decorational visuals occurred most often in brief answers, whereas representational visuals occurred most often in extended answers. Finally, informative visuals occurred most often in brief answers. For every question, a brief and an extended textual answer were formulated. The brief and the extended textual answers were based on the answers found in the corpus of answer presentations collected in the production experiment. Small adjustments were made to these answers in order to make them more comparable. The brief answer always gave a direct answer to the question, while the extended answer also provided some relevant background information about the topic of the question. The average length of the brief answer was almost 26 words and the average length of the extended answers was almost 66 words. The same brief and extended answers were also used in the text + illustrative visual condition and in the text + informative visual condition.
In the two text + illustrative visual conditions, we presented the brief and the extended textual answers together with an illustrative visual. An illustrative visual had been given a decorational or a representational function in the production experiment. The experiment was conducted using WWSTIM [23] , a CGI-based script that automatically presents stimuli to the participants and transfers all data to a database. This enabled us to run the experiment via the Internet. The questions and answer presentations were presented in a random order.
Procedure
The participants received an e-mail inviting them to take part in the experiment. This e-mail shortly stated the goal of the experiment, the amount oftime it would take to participate, the possibility to win a gift certificate, and the URL. Figure 6 illustrates the procedure of the evaluation experiment. When the participants accessed the experiment, they first received instructions about the procedure of the experiment. Figure 5 . Examples of a brief textual answer (left) and an extended textual answer (right) with an informative visual In these instructions, the participants were told that they would receive the answer presentations of 16 medical questions. They had to study these answer presentations carefully, after which they had to assess them on their informativity and on their attractiveness. Next, the participants entered their personal data (i.e., age, gender, level of education, and optionally their email to win a gift certificate).
After the participants had filled out their personal data, they practiced the procedure of the actual experiment in a practice session: they were presented with the medical question "Where are red blood cells produced?" together with an answer presentation. The participants studied the answer presentation until they thought that they could assess its informativity and attractiveness. Subsequently, the participants were shown the medical question, the answer presentation, and a questionnaire. In the unimodal (i.e., text only) conditions, this questionnaire consisted of three questions addressing the formulation of the answer presentation, the informativity of the answer presentation, and the attractiveness of the answer presentation. In the four text + visual conditions, the participants filled out the above-mentioned questions and two other questions addressing the informativity and the attractiveness of the text and visual combination. The participants could indicate their assessment on a seven-point Likert scale, implemented as radio buttons. After completing the practice session, the participants started with the actual experiment, proceeding in the same way as during the practice session.
After completing the assessment of the answer presentations to the 16 Number of correct answers in the post-test. Table 9 shows the mean difference scores of correctly answered questions in the post-test for the brief and the extended answers with an illustrative and an informative visual. The mean difference scores represent the number of correctly answered questions within answer presentations with an illustrative or informative visual minus the number of correctly answered questions within the purely textual answer presentations. The mean difference scores were used to quantify the added value of the visuals in the answer presentations.
First, consider the total mean difference scores between the four answer presentation formats. 
