Abstract. We will prove a partial regularity result for the zero level set of weak solutions to div(B∇u) = 0, where B = B(u) = I + (A − I)χ {u<0} , where I is the identity matrix and the eigenvalues of A are strictly positive and bounded.
Introduction
In this paper we will be studying the zero level set for weak solutions to elliptic equations div(B(x)∇u) = 0 where B has constant coefficients in the sets Ω + (u) = Ω + = {u > 0} and Ω − (u) = Ω − = {u < 0}. For simplicity we will assume B to be the identity in Ω + , and B = A in Ω − , where A is a constant coefficient matrix with strictly positive and bounded eigenvalues. In particular. we assume that λ|ξ| 2 ≤ ξ · A · ξ ≤ Λ|ξ| 2 for some constants 0 < λ < Λ < ∞ and all vectors ξ ∈ R n . Our main goal is to describe the regularity of the zero level set. We will think of this problem as a free boundary problem. Throughout this paper the zero level set will be referred to as the free boundary and denoted F = F (u) = F u .
Similar free boundary problems have been studied before by many authors, most notably by L. Caffarelli whom in a series of articles (see [3] , [5] and [4] ) studied the C 1,α regularity of the free boundary for two phase free boundary problems of our type.
In particular, [4] , [5] and [3] consider the regularity properties of u ∈ C(B 1 ) and its zero level set where Δu = 0 in Ω + (u) and Ω − (u),
where the condition |∇u + | = G(|∇u − |) is understood in a viscosity sense (see section 6). But for smooth enough solutions it means that the normal derivative of u + at a point x 0 ∈ Γ equals G of the normal derivative of u − at x 0 . The standard model is that G(t) = √ 1 + t 2 . Caffarelli's method, which we will follow closely, involves three steps. First, in [4] , measure theoretic properties of the free boundary are investigated. In particular, it is shown that the set Ω + (u) is a set of locally finite perimeter, which implies that the measure theoretic normal exists almost everywhere or, equivalently, the free, boundary is asymptotically flat almost everywhere. The second step, carried out in [5] , is to show that whenever the free boundary is flat it is actually a Lipschitz graph in a small ball. Finally, in [3] , it is shown that Lipschitz free boundaries are C 1,α . The major difference between this paper and Caffarelli's is work in the proof of the flatness. To the authors' knowledge, the only widely spread technique to prove flatness of the free boundary is, as in [4] , to exploit non-degeneracy and regularity of the solution. In this case we have neither non-degeneracy nor optimal regularity. Instead, in section 4, we use an argument from geometric measure theory to deduce that the free boundary is flat almost everywhere with respect to the measure μ = Δu + , which of course lives on the free boundary. This is somewhat weaker than the result in [4] , which states that the free boundary has finite (n − 1)−dimensional Hausdorff measure and that the free boundary is flat almost everywhere with respect to that measure. We are only able to show that the free boundary is σ−finite with respect to the (n − 1)−dimensional Hausdorff measure. Even though our result is somewhat weaker than what one usually gets in these kinds of problems, we believe that our flatness result is the most interesting new result in this article.
The second and third steps in the above strategy very closely follow the proofs in [5] and [3] , and we provide little new mathematics in sections 5-7. However, for several reasons we have chosen to include the arguments in some detail. First, there have been a number of publications extending the results in [5] and [3] in many different directions; anisotropic problems in [9] and non-linear problems in [12] , [13] and [14] for instance. In this literature there has been a standing refrain that the results can be extended to functions G that depend on the normal of the free boundary, usually without proof. This is prudent in the situations in which those authors are interested, which is in general to extend the class of operators in which Caffarelli's method applies. In our case though, the dependence of the normal of the free boundary in the free boundary condition is essential, so we believe that it is important to explicitly work this case through.
Second, it is often assumed that G(0) > 0, which amounts to a non-degeneracy in the free boundary condition. This assumption is important for the non-degeneracy that is usually needed to prove flatness properties of the free boundary. Here we do not have that assumption, so we need to verify that the proofs work even in this case. In one article our situation was even explicitly excluded.
Therefore we will provide the reader with some details in sections 6 and 7 of how flatness leads to Lipschitz regularity and how Lipschitz regularity leads to C 1,α regularity of the free boundary. We have judged it to be unnecessary to give proofs for all the lemmas presented in those sections, in particular lemmas where explicit proofs, as opposed to the standard refrain stating that the results can be extended to dependence of the normal of the free boundary in the free boundary condition, can be found in other publications. There is some redundancy though, since our proofs are quite similar to those that can be found in other places. We have also deemed it necessary to give enough details so the non-expert reader can see how the string of lemmas fit together to constitute a proof of our main result, which is as follows. 
In the next section we will describe how this result relates to the Bellman equations and formulate the main theorem in this context. In section 3 we will do some preliminary calculations. In section 4 we will prove that for μ almost every x ∈ Γ there is a tangent measure of μ at x whose support is contained in a hyperplane. Then we remind ourselves of some Harnack inequalities that we need in sections 6 and 7, where we prove that the free boundary is Lipschitz and then C 1,α almost everywhere. Then in the final section we prove the main result.
An application to the Bellman equations
The authors' main interest in studying these equations is that they are strongly related to the Bellman equation
where S is some index set and L α w is an elliptic linear second order partial differential operator. Solutions are naturally defined in the viscosity sense, but L.C. Evans (see [8] ) has proved the existence of classical C 2,β solutions under mild conditions on L α . In particular, if L α is a uniformly elliptic constant coefficient partial differential equation, then the solution is in C 2,β . We will restrict ourselves to the simplest example of a Bellman equation,
where L is a constant coefficient uniformly elliptic equation
Let us denote u + = Lw ≥ 0 and u − = Δw ≥ 0 and u = u + − u − , and then, by Evans regularity result, u ∈ C β . Moreover, Δu = 0 in Ω + = {x; u(x) > 0} and Lu = 0 in Ω − = {x; u(x) < 0}. In this section we will prove that u ± will satisfy an energy balance condition across its zero set and that u is a solution to the free boundary problem described in the previous section. By the definition of u ± we will have Δw = 0 in Ω + and Lw = 0 in Ω − . The free boundary, F = {x; u(x) = 0}, is the set where w changes from being a solution to Δw = 0 to becoming a solution to Lw = 0.
In the next two lemmas we show that the function u is actually a solution to the free boundary problem described in section 1. Proof. That μ and λ are measures is easy to see using the fact that u ≥ 0 and Δu = 0 in {u > 0}, and thus u satisfies the sub-meanvalue property. Since u is bounded it follows that μ is locally bounded. A similar argument holds for λ.
Let us consider the distribution D : C 4 → R:
wΔLv.
vdλ.
This means that D(·) is a positive distribution and we can extend it to C(B 1 ), and therefore it has a unique representation as a measure. Also,
vdμ.
It follows that μ = λ.
In what follows it will be convenient to denote B = I + (A − I)χ {u<0} , where A is the matrix (a ij ) and I the identity matrix.
Lemma 2.2.
The function u is a weak solution to div(B · ∇u) = 0.
Proof. Let φ ∈ C ∞ 0 . Then, by integration by parts and Lemma 2.1,
In the context of Bellman equations our main theorem can be stated as follows. 
Preliminary considerations
In this section we will make some preliminary observations relating to the free boundary and the behavior of the solution close to free boundary points.
One standard tool in analyzing the free boundary is by blow-up, defined in the next definition. Definition 3.1. Let u be a function. Then u r,x 0 will denote the rescaled and re-normalized function according to In what follows we will pay extra attention to free boundary points where the free boundary is flat; that is, points where the blow-up is a two plane solution defined as follows. Our first lemma is a crude observation that states that for non-trivial solutions the free boundary has no interior.
Lemma 3.3. Assume that there is an open set
Proof. If such a set exists, then Lu − = 0 in int(Σ ∪ Ω + ); thus Δu
+ is a non-negative harmonic function that is identically zero on an open set of its domain, and thus u + = 0 by the maximum principle; similarly for u − .
The next simple lemma states that the measure μ controls the growth of u away from the free boundary. The right inequality is true for every non-negative solution to uΔu = 0, but in the left inequality we need the fact that our function is a solution to our free boundary problem.
Proof. We may assume that x 0 = 0. Since 0 ∈ Γ we know that u(0) = 0, and by Green's representation we can write (in this calculation c will denote some dimensional constant that may differ on each occasion)
Using the fact that u + is subharmonic and thus sup B 4r u + ≤ sup ∂B 4r u + , the right inequality follows.
To show the left inequality we argue by contradiction. Assume that there exists a sequence u j of solutions such that sup B r j u
By a rescaling and renormalization we may assume that k j = r j = 1. By subharmonicity we will have u + j L 1 (B 3/2 ) ≥ C, and by the formula
, to a positive non-zero harmonic function u 0 . But w j = 1 − u j is also a solution to div(B(u j )∇w j ) = 0; moreover, w j (0) = 1 and w j ≥ 0 in B 1 . By the Harnack inequality we get w j ≤ C in B 3/4 , and by standard regularity theory for weak solutions w j ∈ C α (B 1/2 ) uniformly; in particular, v j ∈ C α (B 1/2 ). So, in fact, u j will converge pointwise uniformly to u 0 . But u 0 (0) = > 0, since u 0 is a positive harmonic function. So for j large enough u j (0) > /2 > 0, which contradicts the fact that the origin is a free boundary point.
For the next lemma we need the H. W. Alt, L. C. Caffarelli and A. Friedman monotonicity formula; see [1] , and for the last statement in the lemma see [6] . 
Moreover, ∂ r Ψ = 0 only if either h 1 = 0, h 2 = 0 or h i is harmonic in its support and spt(h i ) ∩ B r equals a spherical cap for i = 1, 2.
In the next lemma we use the monotonicity formula to show that whenever the free boundary is regular from one side it is actually flat at that point. This lemma will be useful in allowing us to use some ideas from geometric measure theory in our general flatness proof in section 4.
Proof. We will prove this lemma for B δ (y) ⊂ Ω − . In the case B δ (y) ⊂ Ω + , then we apply the same proof to −u( √ Ax). By translating, rotating and rescaling we may assume that x 0 = e n and that B δ (y) = B 1 (0). Since Ω − is regular from the inside, sup B r (e n ) u − ≥ r for some small > 0. We need to show a similar estimate for u + . Then we can use the final statement in the monotonicity formula to deduce that lim r→0 u(rx + e n )/r = u 0 , where u 0 is a unique two plane solution. By a simple barrier argument, using the fact that ω + is regular from the outside, we see that sup B r (e n ) u + ≤ Cr since Ω + . Going for a contradiction we assume that there exists a sequence of r j → 0 such that sup B r j (e n ) (u
solving div(B · ∇u 0 ) = 0. By the Harnack inequality for L we may deduce first that u 0 = 0 and then that u 0 < 0 in B 1/2 , contradicting the fact that u(0) = 0. This in particular implies that sup B r (e n ) u ± /r is bounded from above and below uniformly for small r. Thus u(rx)/r will have a convergent sub-sequence as r → 0, and the limit u 0 will be linearly bounded:
To conclude the lemma we define v by the Kelvin transform of u + ; that is,
Then v is harmonic in B 1/2 (e n ) and spt(v) ⊂ B 1 , and also v will inherit the linear growth of u + away from e n . In particular, we may apply the monotonicity formula to u + and v (u
By the non-degeneracy of u + and v and the monotonicity of Ψ, we may conclude that the limit lim r→0 ψ (1, u + (rx+e n )/r, v(rx+e n )/r) converges to a fixed non-zero value. By the last statement in Lemma 3.5 it follows that spt(u + ) is a half-space. Therefore, being a positive harmonic function in a half-space u + = αx n for some α > 0.
Therefore
Since sup B r |u| ≈ r and u(rx)/r converge to a two plane solution, it follows that the blow-up u(rx+e n )/ u L 2 (B r (e n )) converges to a two plane solution.
The free boundary is flat
In this section we will show that the free boundary is flat at μ almost everywhere.
To be more precise we will show that for μ a.e. x 0 ∈ F there exists a sequence r j → 0 such that u r j ,x 0 → P , where P is a two plane solution.
This will naturally imply that around μ almost every point of the free boundary, the free boundary is flat at some scale. That is enough to use the machinery of Caffarelli to show that the free boundary is actually Lipschitz and C 1,α around those points.
The argument uses some ideas to prove rectifiability of measures, [11] or [7] . Corresponding to the set of tangent measures in geometric measure theory we have the following definition. The next proposition shows that blow-ups of blow-ups at a point a are also in Blo(a), at least μ almost everywhere.
Proposition 4.2. For μ−a.e. a the following holds. Let u
a ∈ Blo(a) and
We will show that μ(
, where u a 1,x a are considered to be functions in
S is a bounded set in W 1,2 (B 1/2 ) and therefore compact in
and
We will also choose (4) a ∈ A such that
That we can make the choice satisfying point (4). follows from the fact that a.e. point is a point of density and (5) follows from weak compactness.
For (6) = 0, and we can thus satisfy (6) by choosing a sub-sequence in r i .
Next we note that
weakly in W 1,2 and thus strongly in L 2 . Therefore
By the triangle inequality we have
We estimate the first term to the right by equation (4.3) and the second term by equation (4.6) and deduce
but this contradicts equation (4.7), and the lemma follows.
To be able to use the previous proposition we need to have some control over the set where μ is very small or, equivalently, where u is very degenerate. The following crude lemma establishes what we need.
Here μ| A is the restriction of μ to the set A.
< ∞, which means that ν k is absolutely continuous with respect to H k , the k-dimensional Hausdorff measure. Since H k (B 1 ) = 0 the lemma follows. Now we are ready to prove the main result of this section. The idea is that for μ| F \D n+1 almost every point, y ∈ F , we can find a blow-up limit that is not identically zero. But since the limit is not zero there must be a free boundary point that is touchable by a ball, and thus by Lemma 3.6 there is a blow-up of the blow-up that is a two plane solution and therefore there is (for a.e. point y ∈ F ) a blow-up sequence converging to a two plane solution. Proof. We will show that for μ almost every
for all r > r j . Such a choice is possible since
Make the blow-up
From Lemma 3.4 and μ j (B r ) ≤ C(1 + r n+1 ) we know that v j is locally bounded and non-degenerate; here μ j is the measure Δ(v j ) + . Therefore, for a sub-sequence,
is not a blow-up of u since we divide by μ(B r j (x 0 )) and not the L 2 −norm in equation (4.8), but since v 0 is non-degenerate it only differs by a constant from a "real" blow-up so we do not care about the slight abuse of vocabulary.
It is easy to see that there exists a ball B r (y) ⊂ {v 0 > 0} touching the levelset {v 0 = 0} at some point z. By Lemma 3.6 the blow-up of v 0 at z is a two plane solution, and therefore by Proposition 4.2 there exists a two plane solution in Blo(x 0 ).
Harnack inequalities
The next two sections will rely heavily on Harnack inequalities in different forms. In this section we have gathered those without proofs. The first one is classical and a proof can be found in any good book on elliptic PDE, for instance [10] .
Lemma 5.1. Let u be a non-negative harmonic function i B 1 . Then
Proofs of the following two Harnack inequalities can be found in [2] , which is also an excellent reference on the theory in the next two sections.
Lemma 5.2. Let u and v be non-negative harmonic functions in
In the next lemma we use the notation Γ(θ, e n ) = {τ ∈ R n ; τ · e n ≥ θ} (see Definition 6.2).
Lemma 5.3. There exist positive constantsc and μ, depending only on θ 0 and n, such that for each small vector τ ∈ Γ θ 2 , e n and x ∈ B 1/8 we have sup
Flat free boundaries are Lipschitz
In this section we will almost word for word remind ourselves of the regularity theory of Caffarelli [5] . Another good resource for the material in this section is the book [2] . We will also use some results from Feldman [9] , who extended Caffarelli's ideas to non-isotropic problems.
The general idea is that if u is close to a two plane solution P (x n ) in Q 1 , then a small translation v(x) = u(x ± x n ) should become smaller than u. We also expect some regularization; that is, that in Q 1/2 we expect that even a smaller translation is enough to make the translated function smaller. In reality it is hard to work with translations, so we will be working with the related concept of sup-convolutions.
In particular, we would expect that (6.9) sup
To prove this we use a comparison for our solutions (Lemma 6.4). To use the comparison principle we naturally need to take the boundary values into consideration, so instead of proving equation (6.9) we will try to prove sup
for some good choice of φ. In particular, we would want φ to be large in Q 1/2 . To be able to use comparison we also need the expression to the left to be a subsolution. In Lemma 6.5 we find a condition that makes sup y∈B φ(x) (x) v(y) into a sub-solution away from the free boundary, and in Lemma 6.6 we choose φ. We also need sup y∈B φ(x) (x) v(y) to be a sub-solution at the free boundary. In Lemma 6.7 we investigate what free boundary condition sup y∈B φ(x) (x) v(y) satisfies, and then in Lemma 6.9 we make a small perturbation of sup y∈B φ(x) (x) v(y) to assure that we get a sub-solution across the free boundary. Then in the rest of this section we show that equation (6.9) is in fact true, with δ depending on x, and that Lipschitz regularity of the free boundary follows. As pointed out earlier, this section follows [5] (or the book [2] ) very closely, and to more smoothly be able to use those results we will start by defining viscosity solutions to our free boundary problem. As a matter of fact our weak solutions are stronger than viscosity solutions, so all the theoretical framework of Caffarelli and Feldman applies to our problem. Definition 6.1. We say that a continuous function u is a viscosity sub-solution to our free boundary problem div(B(u) · ∇u) = 0 if A super-solution is defined similarly, with all the inequalities above reversed and the ball B (y) ⊂ Ω − . A solution is any continuous function that is both a sub-and a super-solution. In particular, by Lemma 3.6, any weak solution to div(B(u) · ∇u) = 0 is a viscosity solution.
As described in the introduction to this section it is natural to work with functions that decrease when translated slightly in a certain direction. The concept we will use is defined as follows. Definition 6.2. We say that u is 0 -monotone in the direction τ if u(x+ τ ) ≥ u(x) for every ≥ 0 .
We say that u is 0 −monotone in the cone Γ(θ, e n ) = {τ ; τ · e n ≥ θ} if for any ≥ 0 we have
u(x − (e n + y)).
By the previous section our solution will be -monotone around μ almost every free boundary point, as is formalized by the next lemma.
In particular, for every > 0 and θ < π/2 and for μ almost every The next two lemmas will help us to construct what is almost a sub-solution to our free boundary problem. The first lemma is taken from Feldman [9] , and for the one after we rely on [2] .
where
Lemma 6.6. For every γ > 0 there is a family of functions
Proof. There is only a slight difference between the proof of this lemma and Lemma 5.2 in [2] . When the authors of [2] work with the Laplacian we need to work with Picci's extremal operators as in Lemma 3 in [13].
Lemma 6.5 only states that the function v is a sub-solution away from the free boundary, but to be able to use the comparison principle (Lemma 6.4) we need a full sub-solution that is also satisfying condition (2) in Definition 6.1. To get that we make a small perturbation of the solution in Lemma 6.9, but first we need to investigate how v from Lemma 6.5 behaves at the free boundary. The following lemma (see Lemma 4.9 in [2] ) takes care of that.
Lemma 6.7. Let u and v be as in Lemma 6.6. Assume furthermore that
is a regular point of the free boundary of v; that is, there exists a ball
We also need a geometric result on the level sets of functions, directly quoted from [2] . Lemma 6.8. Let u be −monotone in Γ(θ, e n ) and
Then v is monotone in the cone Γ(θ, e n ) for everyθ satisfying
In particular, if such aθ exists, then the level sets of v are Lipschitz.
The next lemma establishes a comparison function for our free boundary problem. The proof of the lemma is very similar to what has been written before, but since we did not find any good reference, with normal dependence in the free boundary condition, we give a proof.
, be a solution to our free boundary problem in Q 1 and assume that |u − P | ≤ δ/2 for some two plane solution P (x) = P (x n ) and 1 δ. We also let (1) φ t be the function from Lemma 6.6, (2) v t = sup B σφ t (x) (x) u, (3) w be a harmonic function in Ω + (v t )∩{x < CM }, for some large constants C and M , with boundary values
Proof. From Lemma 6.5 we know that v t is a sub-solution away from its zero level set. Also, by definition, Δw = 0 in Ω + ∩ {x n < CM }. Therefore we only need to verify thatv t satisfies condition (2) in Definition 6.1.
From Lemma 6.7, with v t = v we get that every point of the free boundary is regular and that
with the notationν = (ν + σ∇φ t (x 1 ))/|ν + σ∇φ t (x 1 )|,ᾱ = |ν + σ∇φ t (x 1 )|α and β = |ν − σ∇φ t (x 1 )|β. Also, since u is a solution, we have
The function ν → ij a ij ν i ν j is Lipschitz and |∇φ t | ≤ Ct/δ. We may conclude that
This gives us that v t is almost a sub-solution across the free boundary. Our next goal is to show that the small perturbationv t is actually a sub-solution. To do that we need a good comparison between w and v t , which we obtain by the boundary Harnack inequality, Lemma 5.2. For that we need to show that the boundary ∂Ω + (v t ) is Lipschitz. According to Lemma 6.8, we only need to show that
which follows from θ ≥ π/4 and σ/δ << 1. Therefore, by the boundary Harnack inequality (Lemma 5.2) and w
In particular, this implies that C∂νw ≥ᾱ. Sov t satisfies the following inequality at its free boundary:
Inserting this in equation (6.10) and using η ≥ Cσ/δ for a constant C large enough, we may deduce that
which is exactly the sub-solution free boundary condition.
The next lemma, and also the proposition that follows, can also be found in [2] . 
Lemma 6.10. Let be small and u be an −monotone harmonic function in the
Proof. Consider the function u 1 (x) = u(x − λ e n ) for 0 < 1 − λ < sin(π/4). Then by −monotonicity
From Lemma 6.10 u is fully monotone (that is, 0−monotone) in the cone Γ(θ, e n ) in {x n > M} for some constant M. Therefore,
for any x such that e n · x > M. We want to find an intermediate radius σφ t such that
Here φ t is the function from Lemma 6.6. To be able to use the previous lemmas we will fix
Thenv t (as in Lemma 6.9) satisfiesv t ≤ u 2 on Q 1−C ∩ {|x n | ≤ CM }. To see this we notice that on {x n = CM } for any l 1 < l 2 < λ,
Here sgn(u 2 ) is the sign of u 2 . We have also used the fact that
To show thatv t ≤ u 2 on ∂Q 1−C ∩ {|x n | ≤ CM } we notice that φ t = 1 close
By the boundary Harnack inequality we also get w ≤ v t on ∂Q 1−C ∩{|x n | ≤ CM }, and thereforev t ≤ u 2 on that set.
In particular,v t ≤ u 2 on the boundary of Q 1−C ∩ {|x n | ≤ CM } for our choice of constants. Now for t = 0 we havev t < u 0 in Q 1−C ∩ {|x n | ≤ CM }. Let us increase t until the graph ofv t touches u 2 for the first time at t = t 0 .
We claim that t 0 cannot be in the range of t specified above. If t 0 was in the range specified, thenv t ≤ u 2 on the boundary of Q 1−C ∩ {|x n | ≤ CM }, and since Lv t ≥ 0 away from the free boundary (by Lemma 6.6), we know that the free boundaries ofv t 0 and u 2 must touch. However, by Lemma 6.9 we know thatv t is a sub-solution and from Lemma 6.7 all its free boundary points are regular; therefore by Lemma 6.4 this is not possible. Proof. Pick a θ > 2π/3 and let be so small that
where λ and the constants are from Proposition 6.11.
Then if
δ ≤ δ 0 = (1 − sin(θ)) 2 we may iterate Proposition 6.11 and deduce that u is fully monotone in the cone Γ(7π/2, e n ) in the cube Q 3/4 and the theorem follows.
7. Lipschitz free boundaries are C
1,α
The idea of this section comes from [3] , and we will rely heavily on the book [2] for proofs.
In a sense this section runs parallel with the previous one, and the general outline is very similar. Our starting point is that the solution u is monotone for all directions in a certain cone Γ(θ, e n ) and the free boundary is Lipschitz. Then (Lemma 7.1 to Lemma 7.3) the function will actually be monotone in a larger cone away from the free boundary. This opens up for us to construct a similar subsolution as in the previous section, the difference being that the function φ can be chosen large in a ball away from the free boundary. With φ being large in a ball away from the free boundary, it can be chosen large in B 1/2 (see Lemma 7.4, in particular point (4)). This is enough, by the same methods as in the previous section, to show that u will actually be monotone in a larger cone in B 1/2 . Iterating this argument will imply C 1,α regularity of the free boundary. Let us start with a Harnack inequality argument to show that u is monotone in a larger cone away from the free boundary. where
Proof. Take any σ ∈ Γ(θ, e n ). Then D σ u > 0 and
From the Harnack inequality it follows that Parallel with the previous section we also need to make a small adjustment to our function to make it a sub-solution across the free boundary. This is done in the following lemma whose proof follows along the lines of Lemma 6.9 or of Lemma 4.12 in [2] . Lemma 7.5. Let u be a solution to our free boundary problem and let φ t be the family constructed in the previous lemma. Let w t be a continuous function in Σ = B 9/10 \ B 1/8 (x 0 ) such that
Then for small constants c, h and any > 0 small enough,
is a family of sub-solutions for 0 < t < 1. Herev t = sup B φ t (x) u, with φ t as in Lemma 7.4. Now we are ready to put all the pieces together and get our gain in the cone of monotonicity. Lemma 7.6. Let u 1 ≤ u 2 be two solutions of our free boundary problem in B 1 , with the free boundary of u 2 being Lipschitz and containing the origin. Assume that in B 1−
and that
Then, for small enough, there existsμ > 0 such that
Proof. Letv t = sup B φ bt (x) u 1 +cb w bt be a family of sub-solutions, as in Lemma 7.5. Thenv 0 < u 2 in B 9/10 \ Ω + (v 0 ) by our assumption (7.11). Also,v 0 < u 2 in Ω + (v 0 ) by the Harnack inequality (Lemma 5.3) and the assumption that w 0 = u 2 (x 0 ) on ∂B 1/8 (x 0 ). Here we might need to decrease by an arbitrarily small factor to get strict inequalities. Now we slowly increase t until the graph ofv t touches the graph of u 2 for the first time. Sincev t =v 0 < u 2 on ∂Q 1 andv t is a sub-solution wherever it is non-zero, the touching must happen either at the free boundary or on ∂B 1/8 (x 0 ). By Lemma 6.4 and an observation similar to (1) in Lemma 6.7 the touching cannot happen at the free boundary. Therefore the graphv t will touch the graph of u 2 on ∂B 1/8 (x 0 ), so by Lemma 5.3 t ≥ 1 at the first touch.
In particular,v 1 ≤ u 2 and the lemma follows by taking estimate (4) of Lemma 7.4 into consideration.
Applying the previous lemma on u and a translation of u gives an improvement of the Lipschitz constant. Proof. We apply Lemma 7.6 to u 1 (x) = u(x − τ ) and u 2 (x) = u(x). We only need to verify equation (7.11), which follows from Lemma 5.3.
Iterating this we may deduce the following theorem. Proof. If we iterate the previous lemma it follows that u is monotonically increasing in Γ(θ j , ν j ) in Q 2 −j (y) for every y ∈ Q 1/2 where π/2−θ j ≤ λ j δ 0 . But this is exactly the same as osc Q r (y) η ≤ Cr α for α = − ln 2 (δ), where η is the normal of the free boundary.
Proof of the main theorem
The proof of the main theorem is now easy. From Proposition 4.4 we know that for μ-almost every x 0 ∈ Γ there is an r > 0 such that
in Q 1 for a two plane solution P with P (x n ) L ∞ (Q 1 ) = 1 (up to a rotation and possibly a normalization). Then from Theorem 6.12 it follows that the free boundary is a Lipschitz graph in B r/2 and from Theorem 7.8 we get that the free boundary is a C 1,α graph in B r/4 . So we only need to prove the σ−finiteness of the support to establish the theorem. If R does not have full measure, then the set S = spt(μ)\R carries some measure. In particular, μ-almost every point x ∈ S is a density point of μ. Since μ−almost every point in spt(μ) has a neighborhood B r , where the free boundary is a C 1,α graph, we should be able to find a density point y ∈ S such that Γ ∩ B r (y) is a C 1,α graph.
But then, by standard theory for the Harmonic measure, we have that μ is mutually absolutely continuous with respect to the Harmonic measure in B r/2 (y) and also that the Harmonic measure is mutually absolutely continuous with the surface measure of the free boundary. In particular, μ is mutually absolutely continuous with respect to the surface measure of the free boundary in B r/2 (y), which implies that lim t→0 μ(B t (z)) t n−1 > δ for each z ∈ Γ ∩ B r/2 (y), contradicting the fact that y is a density point in S.
