Abstract--Several coupling techniques, such as the nonconforming constraints, penalty, and hybrid integrals, of the Ritz-Galerkin and finite difference methods are presented for solving elliptic boundary value problems with singularities. Based on suitable norms involving discrete solutions at specific points, superconvergence rates on solution derivatives are exploited by using five combinations, e.g., the nonconforming combination, the penalty combination, Combinations I and II, and symmetric combination, For quasi-uniform rectangular grids, the superconvergence rates, O(h2-~), of solution derivatives by all five combinations can be achieved, where h is the maximal mesh length of difference grids used in the finite difference method, and (i(> 0) is an arbitrarily small number.
INTRODUCTION
As a continued study of [1, 2] , in this paper, superconvergence rates of solution derivatives are pursued by several combinations of the Ritz-Galerkin and finite difference methods (simply written as RG-FDMs). In [1] , only the penalty combination is discussed; in this paper, five combinations are explored together for comparisons and deep insight of algorithmic nature; in [2] , only optimal convergence rates are derived for three combinations. There exist many reports on superconvergence of single methods, for instance, finite element methods, finite difference method, and the finite volume element method, see [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] .
Since the solution domains of elliptic problems often involve concave corners, and since they may also be composed of different materials, solution derivatives are unbounded at the singular points. Traditional finite difference methods (or finite element methods) based on discrete approximation of derivatives by difference quotients, therefore, incur a reduction of convergence rates of the approximate solutions. Hence, new finite element methods and combined methods are 0898-1221/01/$ -see front matter (~) 2001 Elsevier Science Ltd. All rights reserved. Typeset by .AA~-TEX PII: S0898-1221 (00)00281 -9 z.-c. LI developed to deal with singularity problems, to regain optimal convergence or even superconvergence rates, such as those of the local refinements [13] . Here we should mention other techniques to deal with the solutions with singularities, such as singular elements in [14, 15] , infinite elements [16--18] , singular function method [19] [20] [21] [22] , the p-version of FEM [23~24], combination of finite element and boundary element methods [25] , the T-complete method [26] , natural boundary element methods [27, 28] , conformal transformation methods [29, 30] , and many others [31] [32] [33] [34] [35] . A systematic review on these techniques is given in [36, Chapter 2] with several hundred references.
In this paper, we employ the combined methods of [37] [38] [39] [40] for solving singularity problems. In combined methods, different numerical methods are used in different subdomains simultaneously. Let the solution domain S be divided into a singular domain $2, where there exists a singular point of the solution, and a subdomain $1 where there does not. The Ritz-Galerkin method using singular functions is used in $2 to best approximate the solution singularity, but the traditional finite difference method can also be used in $1. Some additional integrals along their common boundary F0 play an important role in matching the two different methods. For coupling different admissible functions, the penalty combination along F0 employs the penalty integral involving the solutions. On the other hand, generalized combinations employ the hybrid integrals involving also the solution derivatives. The coupling techniques in combinations are important to maintain optimal convergence, superconvergence, and numerical stability.
Optimal convergence rates of combinations of the Ritz-Galerkin and finite element methods (RG-FEMs) are reported in [2, 39] . In this paper, we will focus on superconvergence analysis of the coupling strategies and their incorporation with the finite difference method. Since the finite difference method is a special kind of finite element method, the analysis and conclusions in this paper may be extended to finite element methods using triangulation. For simplicity, quasiuniform rectangular grids are taken into account so that a systematic analysis of different coupling strategies in various combinations can be briefly presented together. The superconvergence rates O(h 2-~) of solution derivatives by all five combinations of RG-FDMs can be achieved, where h is the maximal mesh length of difference grids used in the finite difference method, and 5(> 0) is an arbitrarily small number. It is worth noting that suitable discrete norms are important in achieving superconvergence rates.
While using finite difference methods, usually triangular elements are necessarily employed near the exterior and interior slant boundary, we can prove that only the lower convergence rate O(h 3/2) can be obtained by the traditional treatments of the finite difference methods given in [1] .
Below, we first describe five combinations of the RG-FDMs in Section 2, then estimate error bounds of the solutions, and derive superconvergence rates in Sections 3-5. In Section 6, the results of numerical experiments of Motz's problem are given to support the theoretical analysis made in Sections 3-5. Also, we address the importance of the error norms chosen for convergence analysis; and describe the methods to compute the error norms.
COMBINATIONS OF RG-FDMS
Consider the Poisson equation with the Dirichlet boundary condition
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where S is a polygonal domain, F(= OS) is the exterior boundary of S, and the function f is to be sufficiently smooth. Let the solution domain S be divided by a piecewise straight line Fo into two subdomains $1 and $2. The Ritz-Galerkin method is used in $2 where there may exist a singular point, and the finite difference method is used in $1. For simplicity, the subdomain $1 is again split by difference grids into small quasi-uniform rectangles []ij, where [~ij = {(x, y), xi < x < Xi+l, yj <_ y <_ Yj+I}. Denote ui,j = u(xi,yj), hi =-Xi+l -xi, kj = Yj+I -Yj, and the maximal mesh spacing h = maxi,j(hi, kj). The quasi-uniform difference grids imply that there exists a bounded constant C independent of hi and kj such that h/mini,j(hi,kj) < C. The boundary difference nodes (i, j) are always placed on 0S1.
The conventional finite difference method can be regarded as a special kind of finite element method, by using piecewise bilinear interpolatory functions Vl (x, y) on [2] ij,
and by approximating integrals by the following specific rules (see [38] ):
~3 ~3 In the coupling integrals (2.12), Pc(> 0) is the penalty constant, a is the penalty power, and a(_> 0) and/~(_> 0) satisfy a +/3 = 1 or 0 . The first term on the right side of (2.12) is called the penalty integral, and the second and third terms, the hybrid integrals. Four combinations of (2.9) are obtained from different parameters in (2.12) (see [2, 39] ). In addition, we consider the nonconforming method, in which f)(v, v) -= 0 in (2.10) and a direct continuity constraint, 
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In this paper, we denote by UN and Uh the solutions of the nonconforming combination (2.14)
and other combinations (2.9), respectively. 
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Note that this integration rule is also suited for slant straight lines of boundary F0 when using triangular elements.
Suitable norms should be defined for establishing error bounds for the solutions by combinations. We thus define ( )1. where Ilvll i,s~ is the Sobolev norm (see [11, 41] Ilvlll,S~ = Ivl~,s~ + Ilvllo,s~, 
NONCONFORMING COMBINATION
We can easily prove the following theorem and lemmas (see [38, 40] ).
THEOREM 3.1. The solution UN of the nonconforming combination (2.14) has the bounds
where C is a bounded constant independent of L, h, v, and u. (i/s.
we only prove bounds of one term in the right side of (3.9), for example,
The proof for bounds of the other term is the same. By Taylor's formula, we obtain
where the truncation errors are given by , (3.9) (3.10) We can apply (3.12) to the integration rule (2.5) to yield the following bounds:
Bounds of the first term of the right-hand side in (3.17) can be obtained from the Schwarz inequality
(13.18)
For the third term in (3.17), we can see from (3.14), (3.15) , and the Schwarz inequality,
(3.19)
By applying the boundary conditions and coupling relations, the second term of the right-hand side in (3.17) may be estimated by summation by parts,
-. 
COMBINATIONS I, II, AND SYMMETRIC COMBINATION
First, we give the following theorem and lemma without proofs (see [2] ). w~v,. Ilwllh '
(4.3)
where u is the true solution of (2.1) and (2.2). 
O, or a > 0 and h ~ L 2u < C when c~ > O. Then inequalities (4.1) and (4.2) hold when Pc(> O) is chosen suitably large but independent of L, h, and v.
Below we prove the following lemma involving the coupling relations along F0. 
<_ ChM2(u)[iw + -w-ii0,ro _< Chl+°/2M2(u) ]]wl] h.
This completes the proof of Lemma 4.2. 
Since the norm 1I v+ -v-ii0,ro is defined by the values (v + -v-) only on the nodes

Iluh -ull~ <_ c (h 2 + hl+~/~ + IIRLII1,s; + h2L~") .
Moreover, if a >_ 2 and (3.27) hold, then [[u -Uh[]h = O(h2-a).
In Lemma 4.2 and Theorem 4.2, assumptions (3.4) and ou ~-~ E H2(F0) are needed to derive the superconvergence rates O(h2-a). The assumption ~ E H2(Fo) is not severe, compared to (3.4) . Note that F0 is an artificial interface chosen within S and F0 -$1 n 52, so that there are no jumps of the normal derivatives on F0. If (3.4) is given a little stronger as u E C3($1), then o___~u C2(F0) leads to ~ E On E Ou H2(Fo). In applications, F0 consists of piecewise straight lines, to be located far from the singular points. Usually, the interface F0 is also chosen to be perpendicular to the outside boundary F. Hence, the assumption ~ E H2(F0) may be satisfied (see Figure 1 ).
PENALTY COMBINATION
For the penalty combination, the constants are chosen. We then have from (2.9), 
ah(Uh,V)=]h(v), Vv ~Vh,
5h(U,V) = S, VuVvds + , VuVwds +-~ ro
The superconvergence of the penalty combination was first discussed in [1] , and can be now derived easily from the analysis in Section 4. It is easy to prove that for any Pc(> 0) and a(> 0), 
IlUh-~llh <-C{h
Moreover, ira >_ 4 and (3.27) hold, then IlUh -uil h = O(h2-a).
DISCUSSIONS AND NUMERICAL EXPERIMENTS
Importance of Error Norms Chosen
The superconvergence rates in the norm llellh are significant to the penalty combination, Combinations I, II, and symmetric combination. Note that the limitation of a = 2 is derived for optimal convergence rates in [39] (2.18) . This leads to a boundedness of a given in [39] .
Besides, a stability analysis is given in [2] , to show that the condition number of the associated matrix is O(h2+a). Hence, from the viewpoint of stability, we should choose the values of a as small as possible. Obviously, Combinations I, II, and the symmetric combination are superior to the penalty combination in numerical stability, compared condition a >_ 2 with cr > 4.
Numerical Experiments for Motz% Problems
We consider the Motz problem on the rectangle S (-1 < x < 1, 0 < y _< 1) in Figure 1 :
= zz x=-I =0.
~yy x>0Ay=0
The admissible function is (see [38] )
where v-is the piecewise bilinear interpolatory functions on the difference partition, (r, 0) are the polar coordinates with the origin (0,0), and De are the unknown coefficients to be sought. The numerical solutions of the nonconforming combination are given in [38] . Numerical solutions have been obtained from Combinations I, II, the symmetric combination, and the penalty combination, and their error norms are listed in Tables 1 and 2 . Since results from Combinations I, II, and the symmetric combination are close to each other, we only provide those from the symmetric combination. Table 2 . Error norms of solutions from the penalty combination of RG-FDMs with Pc--1. Take as an example the penalty combination [39] . We will investigate convergence rates in various norm definitions and the influence of a upon convergence rakes. From Table 2a and Ileflh=O(h2-6), fora=4,5. in Sx are O(h2-~), and that the majority of maximal derivatives are O(h2-~). Under a posteriori interpolation as in [12] , the global superconvergence rates O(h 2-~) in $1 and $2 can also be achieved in [42] . Next, we can discover from Table 2b optimal convergence rates (6.5) and (6.6) also hold when a = 2, 4. Overall, the penalty combination is simple, the nonconforming combination basic, and Combinations I, II, and symmetric combination are flexible for wide application, and beneficial in better stability. A comparison on these five combinations are made here; numerical comparisons of the combined methods with other methods such as [16, 30] are made in [37] , and more comprehensive expositions of combinations and coupling techniques are given in the monograph [36] .
Techniques for Evaluating Error Norms
In this section, we describe the methods for seeking the true coefficients De and the techniques for computing the error norms ii¢l]h.
The true solution of Motz's problem is given by the expansions The solution errors of combinations in Tables 1 and 2 are conducted, based on the true coefficients De given in [43] . The BAM is, indeed, a development of Fox, Henrici and Moler [33] , in the case that local and piecewise particular solutions are used. The BAM and the method of [33] are the most accurate methods for seeking the entire solutions (6.13) in S of Motz's problem. However, the conformal transformation methods (CTM) of Whiteman and Papamichael [30] and Rosser and Papamichael [29] are most accurate in seeking the leading coefficients De in (6.13).
Below, let us briefly describe the techniques to compute the error norms (2.18)-(2.24). Since the discrete norms IlvltLs~ are easy to evaluate, we only focus on how to compute the error norms ][el [1, Tables 1 and 2 . De and I3e are the coefficients from the BAM in [43] and the combinations in this paper, respectively. Note that the errors e in (6.17) on F0 are no longer singular because F0 is far from the singular point (0,0). Hence, we may choose the Gaussian rules of integration to evaluate the right-hand side of (6.16) . In computation, we use the Gaussian rules with six nodes on OD~j N F0 n $2. Next, consider the error norms where Gij,kg is the center of gravity of F]ij,k I. The error norm ]l~ll0,s2 in this paper is computed by (6.20) ; error analysis can be done to show its validity. In summary, for Motz's problem, the direct evaluation on [le[[0,s2 is not difficult, but the direct evaluation on M 1,s2 must be avoided. Our approach is to compute the rightmost of (6.16) instead.
