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We study the phase diagram of the frustrated XY model on the honeycomb lattice by using
accurate correlated wave functions and variational Monte Carlo simulations. Our results suggest
that a spin-liquid state is energetically favorable in the region of intermediate frustration, intervening
between two magnetically ordered phases. The latter ones are represented by classically ordered
states supplemented with a long-range Jastrow factor, which includes relevant correlations and
dramatically improves the description provided by the purely classical solution of the model. The
construction of the spin-liquid state is based on a decomposition of the underlying bosonic particles
in terms of spin-1/2 fermions (partons), with a Gutzwiller projection enforcing no single occupancy,
as well as a long-range Jastrow factor.
PACS numbers: 75.10.Kt, 67.85.Jk, 21.60.Fw, 75.10.Jm
A quantum spin liquid is an exotic state in which
strong quantum fluctuations (usually generated by frus-
tration) preclude ordering or freezing, even at zero tem-
perature [1]. Despite intensive theoretical and experi-
mental research, finding quantum spin liquids in mate-
rials and in realistic spin models continues to be a chal-
lenge. A remarkable example where the existence of such
a state has been inferred is the spin-1/2 kagome-lattice
Heisenberg antiferromagnet, which has been extensively
studied both theoretically and experimentally [1–3], even
though the precise nature of the spin-liquid state (gapped
vs gapless) is still under debate [3–6]. Another model
that has recently received considerable attention for
its potential to realize spin-liquid states is the spin-
1/2 Heisenberg model on the honeycomb lattice, with
nearest-neighbor (NN) J1 and next-to-nearest neighbor
(NNN) J2 exchange interactions [7–16]. This is in part
motivated by its close relation to the Hubbard model, for
which the possibility of having a spin-liquid ground state
has been under close scrutiny [17–19].
A closely related spin model with a rich phase diagram
and the promise to support a gapless spin liquid phase
is the J1 − J2 spin-1/2 XY model on the honeycomb
lattice [20, 21], which is the main subject of this Rapid
Communication. Its Hamiltonian can be written as
H = J1
∑
〈ij〉
(Sxi S
x
j + S
y
i S
y
j ) + J2
∑
〈〈ij〉〉
(Sxi S
x
j + S
y
i S
y
j ), (1)
where Sαi is the αth component of the spin-1/2 op-
erator at site i. This model can be thought of as a
Haldane-Bose-Hubbard model [20, 22–24], i.e., the Hal-
dane model [25] on the honeycomb lattice with NN hop-
ping J1 and complex NNN hopping |J2|e
ıφ, where spin-
less fermions are replaced by hard-core bosons and φ = 0.
Hard-core boson creation and annihilation operators can
then be mapped onto spin operators (b†i → S
+
i , bi → S
−
i )
leading to Eq. (1). The total number of bosons (N) is
related to the total magnetization in the spin language,
since ni = S
z
i + 1/2. Here, we focus on the half-filled
case, where N equals one half the number of sites (V ).
This model was studied in Ref. [20] by means of ex-
act diagonalization on small clusters. There, evidence
was found supporting the existence of a spin liquid sur-
rounded by two magnetically ordered states, namely,
an antiferromagnetic (collinear) state at lower (higher)
J2/J1. The spin-liquid phase was suggested to be gapless
and characterized by a distinctive parameter dependent
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FIG. 1. (Color online) (a) Extrapolated best energies in the
thermodynamic limit, as well as the final phase diagram (col-
ored regions labeled AF, SL, and CL) based on the properties
of the states considered. The energy of the purely classical
solution of the model is shown for comparison. (b) Energies
of antiferromagnetic and spin-liquid states compared to the
exact results on the 4× 4× 2 cluster.
2feature in the momentum distribution n(k), similar to a
Bose surface, thus suggesting the presence of an exotic
Bose metal [20, 24, 26–31].
Here, we study the phase diagram of the J1 − J2 spin-
1/2 XY model on the honeycomb lattice using varia-
tional Monte Carlo (VMC). By utilizing an accurate, yet
simple and intuitive representation of magnetically or-
dered states, we find that the system remains in the an-
tiferromagnetic (AF) phase for 0 ≤ J2/J1 ≤ 0.2, while a
collinear (CL) state stabilizes for 0.3 / J2/J1 / 1.1. The
accuracy of our representation, tested against exact diag-
onalization results on small clusters, is unprecedented. In
the intermediate region 0.2 / J2/J1 / 0.3, we find that
the ordered phases have a higher energy than a fraction-
alized partonic state, which is consistent with a gapped
spin liquid. The variational energy of such a state is
gauged against a wide range of carefully optimized mag-
netically ordered spin states, as well as states that allow
the breaking of spatial symmetries. Extrapolations of en-
ergy to the thermodynamic limit of the best trial states,
as well as the phase diagram of the model, are presented
in Fig. 1. The energy of the purely classical solution of
the model is shown to make apparent the importance of
introducing quantum fluctuations in our trial states.
As trial wave functions for the magnetically ordered
states, we use classical spin-waves on the XY plane sup-
plemented with long-range Jastrow factors:
|ΨQ〉 = Jz
∏
i
(
| ↓〉i + e
ıQ.Ri+ıηRi | ↑〉i
)
, (2)
where i runs over the positions of the spins, Q is the wave
vector of the classical spin wave, and ηRi is the phase
shift between the two spins within the unit cell. With-
out loss of generality, we assume ηRi = 0 if Ri belongs
to the sublattice A and an arbitrarily chosen ηRi = η if
it belongs to the sublattice B. The long-range Jastrow
factor Jz = exp
(
1
2
∑
i,j
vijS
z
i S
z
j
)
, with vij to be opti-
mized, is also considered to include relevant (i.e., out-of-
plane) quantum correlations. In the bosonic language,
the magnetically ordered states are nothing but conden-
sates where particles macroscopically populate finite-Q
momentum states.
The trial wave function for the intermediate spin-liquid
state is written as
|ΨSL〉 = JzPG|Ψc↑,c↓〉, (3)
where |Ψc↑,c↓〉 is the ground state of a free-fermion Hamil-
tonian
Hc↑,c↓ =
∑
〈i,j〉
Ψ†iT
ij
NN
Ψj+
∑
〈〈i,j〉〉
Ψ†iT
ij
NNN
Ψj+
∑
i
Ψ†iM
iΨi,
(4)
in which Ψ†i = (c
†
↑,i, c
†
↓,i) acts at site i and is composed
by two fermions (partons) c†↑,i and c
†
↓,i. The latter ones
are related to the underlying physical hard-core bosons
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FIG. 2. (Color online) Finite-size scaling of the AF energies
(a), the CL states (b), and projected fermionic states (c). In
the legends, the numbers indicate values of J2/J1.
(or spin-1/2 operators) via b†i = c
†
↑,ic
†
↓,i. The matrices
T ijn =
[
t↑ij t
s
ij + t
a
ij
ts∗ij − t
a∗
ij t
↓
ij
]
, M i =
[
m↑↑i m
↑↓
i
m↑↓∗i m
↓↓
i
]
(5)
contain hopping parameters and on-site couplings (n =
NN and NNN). In order to have a state that lives
in the correct Hilbert space (with one spin per site), a
Gutzwiller projector PG must be introduced, imposing
no single occupancy for fermions. Furthermore, a long-
range Jastrow factor Jz is also considered. The Jastrow
factors, as well as all parameters in Eq. (4), are carefully
optimized using VMC methods as described in Refs. [32]
and [33]. After imposing particle-hole (PH) symmetry in
the variational ansatz (4), the most energetically favor-
able mean-field state is found to have real NN hopping
t↑ij = −t
↓
ij = t = 1, as well as nonvanishing complex on-
site m↑↓i and real NNN “spin-orbit” hopping t
s
ij = t
s∗
ij ,
while tai,j = m
↓↓
i = m
↑↑
i = 0. Note that, at half fill-
ing, PH symmetry b†j → bj in the bosonic language (i.e.,
c†↑,j → −ıc↓,j and c
†
↓,j → ıc↑,j) implies that both T
ij
n and
M i must be written in terms of Pauli matrices, which
reduces the total number of independent parameters.
In Fig. 1 we present results for the energy vs J2/J1
on a 4 × 4 × 2 cluster and compare them with those
obtained from exact diagonalization. For J2/J1 / 0.2
(J2/J1 ' 0.35), the best variational states are given by
Eq. (2) with Q = Γ (Q = M) and a phase shift η = pi
(η = 0). They correspond to antiferromagnetic states
with collinear order. These two ordered states surround
an intermediate region where a state constructed from
Eq. (4) possesses the best variational energy. The dis-
crepancy in the energy of our trial states with respect to
results from exact diagonalization is always less than 3%,
except for J2/J1 = 0.3 for which it is ∼ 4% [34].
For larger cluster sizes, we have analyzed an extensive
3set of possible states. For the classically ordered states,
we minimized the energy for a large number of spin waves
generated by nonequivalent Q vectors and for a dense
grid of values of η. For spin-wave states with generic pitch
vectors Q, it is important to allow for Jastrow factors
that break rotational symmetry. Regarding the projected
fermionic ansatz, we have considered translationally and
rotationally invariant states and also allowed for breaking
spatial symmetries. We have done that by considering
enlarged unit cells that contain 4 and 18 sites, as well as
states in which the couplings of the mean-field Hamilto-
nian form plaquette-like structures, and fermionic states
supplemented with a Jz such that the breaking of rota-
tional invariance is allowed. Within that set of fermionic
trial wave functions, the state with lowest energy, as the
system size is increased, is such that no spatial symme-
tries in both Jz and Hc↑,c↓ are broken [34].
Within the magnetic states described by the ansatz of
Eq. (2), we find that quantum fluctuations (accounted
for by Jz) stabilize the antiferromagnetic (AF) phase for
larger values of J2/J1 with respect to the classical solu-
tion. Indeed, theQ = Γ (η = pi) state remains lower than
other spin-wave states up to J2/J1 ≈ 0.25 (to be com-
pared to J2/J1 = 1/6 for the classical solution). Similar
results were obtained for the J1−J2 spin-1/2 Heisenberg
model on the honeycomb lattice [14]. Furthermore, for
0.25 / J2/J1 / 1.1, the best magnetic state has collinear
(CL) order, with Q = M and η = 0. This outcome is in
contrast with the classical limit, where states with incom-
mensurate order are found. Most importantly, among all
states of the form (2) in the clusters considered, no single
quantum spin wave has lower energy in the intermediate
J2/J1 region than that of the state based on Eq. (4).
The trends discussed above are confirmed by simu-
lations on clusters with sizes up to 18 × 18 × 2, and
in extrapolations of the energies to the thermodynamic
limit, as presented in Fig. 1. We expect finite size cor-
rections to the energy e0 in the AF phase to be of the
form e0 (V ) = e0 (∞)− c0/V
3/2 [35] [see Fig. 2(a)] where
the slope c0 is proportional to the velocity of the AF
spin wave. The latter (not shown) decreases approxi-
mately linearly with increasing frustration (for small frus-
tration), as in the AF phase of the frustrated Heisenberg
model on the same geometry [36]. The aforementioned
scaling relation describes the data in the CL phase as dis-
played in Fig. 2(b). Finally, for the projected fermionic
state, we assume the simple form e0 (V ) = e0 (∞)−d0/V
to extract e0 (∞) as reported in Fig. 2(c).
In what follows, we study the properties of the pro-
jected fermionic state that bears the lowest energy at in-
termediate frustration. After minimizing the energy on
several clusters, the resulting ansatz |Ψc↑,c↓〉 was found
to have a gap to single-particle fermionic excitations ∆
as shown in Fig. 3(a) for a 18× 18× 2 cluster. The cor-
responding unprojected band structure for J2/J1 = 0.25
(four bands) is shown in Fig. 3(b).
Whether the system possesses magnetic order is as-
sessed calculating the momentum distribution function
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FIG. 3. (Color online) (a) Single-particle gap of the optimized
fermionic Hamiltonian in Eq. (4) as a function of J2/J1 for
the 18 × 18 × 2 cluster. (b) The unprojected band structure
for J2/J1 = 0.25. For comparison, black solid lines show the
band structure for real NN hopping only.
nα,β (k), where α and β denote the two sites inside the
unit cell [i.e., nα,β (k) is a 2 × 2 matrix]. In Fig. 4(a),
we report the trace n (k) = tr[nα,β (k)] of this matrix for
J2/J1 = 0.25. We find a clear peak at the Γ point, which
might suggest that the resulting state is still antiferro-
magnetically ordered. However, upon a finite-size scal-
ing analysis of the condensate fraction n0/V , where n0
is the largest eigenvalue of the one-body density matrix
(〈b†i bj〉 in the bosonic language or 〈S
+
i S
−
j 〉 in the spin
language), we find that the state is not ordered in the
thermodynamic limit. Figure 4(c) shows the evolution of
n0/V for J2/J1 = 0.25, as the system size is increased.
The solid black line corresponds to a fit to a second-order
polynomial, which makes apparent that n0/V vanishes as
V → ∞ (within the error bar of the fit). Figures 4(d)
and 4(e) also make apparent that the same happens in
the boundaries of the region where the partonic state has
the lowest energy.
We have also evaluated the structure factor Nα,β (k)
(in which the constant k = 0 term has been subtracted),
to look for diagonal ordering in our projected fermionic
ansatz. Results for the trace of N (k) = tr[Nα,β (k)] for
J2/J1 = 0.25 are displayed in Fig. 4(b). Also in this
case, we find a clear peak at the Γ point. In order to
understand whether this corresponds to diagonal order,
we performed a finite-size scaling analysis of the ratio
N0/V , where N0 is the largest eigenvalue of the diago-
nal two-body correlation function (〈ninj〉 − 〈ni〉〈nj〉 in
the bosonic language, 〈Szi S
z
j 〉 − 〈S
z
i 〉〈S
z
j 〉 in the spin lan-
guage). Results for N0/V , are shown in Figs. 4(c)–4(e)
for J2/J1 = 0.20, 0.25 and J2/J1 = 0.3, respectively.
They extrapolate to zero in the thermodynamic limit,
which means that there is no charge order associated with
the peak of N (k). Hence we conclude that the ground
state for 0.20 . J2/J1 . 0.3 is likely to be a spin liquid.
A comparison of the results of this study with those
of Ref. [20], reveals a very good agreement between the
phase diagrams reported. However, there are impor-
tant differences. The resulting momentum distribution
in Fig. 4(a) does not exhibit a Bose surface, but instead
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FIG. 4. (Color online) Momentum distribution n (k) (a) and
Static structure factor N (k) (b) for J2/J1 = 0.25 on the
18 × 18 × 2 cluster. Finite size scaling of the condensate
fraction n0/V and N0/V for J2/J1 = 0.25 (c), J2/J1 = 0.2
(d), and J2/J1 = 0.3 (e). The solid lines correspond to fits
of the data to a second-order polynomial. The corresponding
extrapolation of the condensate fraction is shown with filled
red squares.
a clear peak at Γ. Since such trial states are known to be
capable of reproducing Bose surfaces, one possibility is
that the Bose surface seen in the exact calculations will
fade away as the system size increases. However, since
the absence of a Bose surface in our ansatz holds also
for small system sizes, another possibility is that we have
not found the trial state that is able to capture such a
feature, and which may ultimately exhibit a lower energy
than the one reported here.
At this stage, the nature of the phase that we refer to
as a “spin liquid” remains largely a mystery. The orig-
inal exact diagonalization study [20] found a state that
was consistent with a gapless spin liquid. This scenario is
still in the running, however, the cluster sizes available to
such studies are too small to make an unambiguous con-
clusion. On the other hand, our results for state (4) are
consistent with a gapped spin liquid, clearly in contrast
to the projected spinon Fermi surface state suggested in
Ref. [20]. In spite of the difficulties, in this work we have
been able to safely rule out straightforward magnetically-
ordered phases and spirals as competing ground states in
the interesting region where the fractionalized spin-liquid
state was found to win.
We note that it might be possible to reconcile the dif-
ferences observed by recalling the arguments in Ref. [37].
There, it was suggested that, just like a Landau Fermi
liquid can be viewed as a parent state subject to var-
ious instabilities (e.g., superconductivity, Stoner ferro-
magnetism, or density waves), the U(1) projected Fermi
liquid may serve as a parent state to a variety of Mott
insulating states and gapped spin liquids. Such scenar-
ios have been discussed in the literature: a density wave
instability [38] and a superconducting instability [37],
which may be consistent with the state we discuss here
by virtue of its close relation with projected BCS states
previously studied in Refs. [8, 9, 16]. In both cases, the
nature of the possible instabilities hinges on the Friedel-
like oscillations (or Kohn anomaly), which is produced
by the fermionized bosons in the parent state. The ex-
istence of such oscillations can potentially be probed in
numerical simulations of models with defects and would
shed light on the true nature of the underlying state.
In summary, we have performed a variational study
of the frustrated XY model on the honeycomb lattice.
We have been able to map out all ordered phases and
describe them with variational states with an unprece-
dented precision on lattices that for practical purposes
represent thermodynamic limit (to which we believe there
is no analog in the existing literature). We have also
found that in the region 0.2 / J1/J2 / 0.3, the ordered
phases lose in energy to an exotic fractionalized partonic
wave-function that is consistent with a gapped spin liq-
uid. However, more work is needed to conclusively de-
termine the true physical nature of the ground state of
the system in this region.
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A. Summary of the energies of different trial states
on small clusters
We have investigated different trial states based on the
projected fermionic ansatz described in the main text
with the aim of improving the results for the energy in
the intermediate J2/J1 region. The results for the states
with the lowest energies are listed in Tables I and II for
J2/J1 = 0.25 and 0.3, respectively.
The simplest state contains real NN hopping only, with
t↑ij = −t
↓
ij = t = 1; the mean-field Hamiltonian has
gapless excitations with two Dirac points for each par-
ton. The projected wave function has a relatively good
accuracy, namely ≈ 2% (for J2/J1 = 0.25) and ≈ 5%
(for J2/J1 = 0.3) on the 4 × 4 × 2 cluster. We also
added a staggered potential ±M on sublattice A (+
sign for parton ↑ and − sign for parton ↓), and ∓M
on sublattice B, i.e., the sign is interchanged with re-
spect to parton species. Moreover, we considered states
with spin-orbit couplings tsij and t
a
ij , also allowing for
ansatze that break PH symmetry. For particle-hole sym-
metric states, we considered states with real NN hopping
t↑ij = −t
↓
ij = t = 1, complex on-site, and real NNN spin-
orbit hoppings, i.e., m↑↓i , and t
s
ij = t
s∗
ij . As for states
that break PH symmetry, we added (to the state just
mentioned) non-zero NN and NNN taij terms.
The energy of the states that break PH symmetry pre-
sented in Tables I and II. Some of those states have
slightly lower energy than the best PH symmetric states.
The largest gain is of the order of 10−3J1 for J2/J1 = 0.3.
Despite this small energy gain, the physical picture dis-
cussed in the main text remains intact, in the sense that
the single-particle gap remains finite and both n0/V and
N0/V scale to values that are consistent with the results
obtained for the states that preserved PH symmetry for
most values of J2/J1.
In order to assess the breaking of spatial symmetries,
we considered various mean-field Hamiltonians with en-
larged unit cells. On a small 4 × 4 × 2-site cluster, we
considered systems with independent hopping and stag-
6TABLE I. Energies of the different trial states and linear sys-
tem sizes at J2/J1 = 0.25 and l× l× 2 clusters. H stands for
hopping, ST for staggered potential as described in the text,
and SO for “spin-orbit” coupling.
l State Energy
4 Exact diagonalization −0.302285
4 Real NN H −0.29595(1)
4 Real NN H + ST −0.29650(1)
4 Real NN + SO −0.29654(1)
4 4-site unit cell + ST −0.29650(1)
4 Real NN + ST + breaking Jz −0.29649(1)
4 Real NN + SO breaking PH symmetry −0.29653(1)
6 Real NN H −0.294751(8)
6 Real NN + ST −0.294972(7)
6 Real NN + SO −0.295294(5)
6 18-site unit cell + ST (see pattern in Fig.1) −0.294984(6)
6 18-site unit cell + ST unconstrained −0.29498(1)
6 Real NN + SO breaking PH symmetry −0.295789(3)
6 AF state + breaking Jz −0.281708(4)
6 AF state + on-site potential + breaking Jz −0.281686(7)
6 CL state + breaking Jz −0.276165(5)
6 CL state + on-site potential + breaking Jz −0.276135(8)
gered on-site parameters (that respect PH symmetry) in
a 4-site unit cell. Note that such states could potentially
attain charge-density wave (CDW) states by virtue of
the independence of all on-site parameters in the wave
function. However, no CDW state was found in our nu-
merical optimizations: after the numerical optimization
a translationally invariant state was obtained. All states
that we have mentioned so far were supplemented with a
rotationally symmetric Jastrow factor Jz (allowing non-
rotational invariant Jastrow factors does not lead to a
sizable energy gain).
For the 6× 6× 2 cluster we also explored the breaking
of spatial symmetry on states constructed on a larger 18-
site unit cell, inspired by the plaquette-like phases found
in Ref. [14, 15] for the Heisenberg model. The first state
we considered was constructed by defining two different
real NN hopping amplitudes assigned to different bonds
as depicted in Fig. 5, e.g., t1 for continuous blue bonds
and t2 for dashed black bonds. Furthermore, we allowed
all 18 on-site potentials in the unit cell to be optimized
independently in order to search for possible CDW states.
Upon optimization, we recovered a fully symmetric state
even if we allowed for the presence of a staggered poten-
tial with interchanged signs and the same magnitude, as
explained before. If we release the constrains and opti-
mize all 27 bonds in the unit cell, we find a slight energy
gain with respect to the homogeneous case with real NN
hoppings, though the energy is still higher than the ho-
mogeneous states with spin-orbit couplings.
Finally, let us discuss the trial states used to describe
classically ordered states. Also in this case, we consid-
TABLE II. Energies of the different trial states and linear
system sizes at J2/J1 = 0.3 and l × l × 2 clusters. H stands
for hopping, ST for staggered potential as described in the
text, and SO for “spin-orbit” coupling.
l State Energy
4 Exact diagonalization −0.295275
4 Real NN H −0.28043(2)
4 Real NN H + ST −0.28221(1)
4 Real NN + SO −0.28222(1)
4 4-site unit cell + ST −0.28221(1)
4 Real NN + ST + breaking Jz −0.28211(1)
6 Real NN H −0.279596(2)
6 Real NN + ST −0.280840(8)
6 Real NN + SO −0.281169(7)
6 18-site unit cell + ST (see pattern in Fig.1) −0.280849(4)
6 18-site unit cell + ST unconstrained −0.280989(4)
6 AF state + breaking Jz −0.260883(8)
6 AF state + breaking Jz + on-site potential −0.260889(1)
6 CL state + breaking Jz −0.278283(4)
6 CL state + breaking Jz + on-site potential −0.278275(4)
FIG. 5. (Color online) Assumed pattern of the hopping am-
plitudes for the state with a 18-site unit cell and two types of
hopping. The unit cell is depicted as a parallelogram using
thin solid black lines.
ered terms that break translational invariance, i.e., a site-
dependent one-body Jastrow factor on top of Jz:
|ΨQ〉 = J
loc
z Jz
∏
i
(
| ↓〉i + e
ıQ.Ri+ıηRi | ↑〉i
)
, (6)
where J locz = exp (
∑
i viS
z
i ) and vi are optimized inde-
pendently for each site i in the clusters. In particular,
we considered the energy gain in both antiferromagnet
(AF) and collinear (CL) states upon introduction of the
on-site term for J2/J1 = 0.25 and 0.3. In spite of the on-
site term, no gain in energy and no evidence of breaking
of translational invariance or CDW state was found.
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FIG. 6. (Color online) The percentile error with respect to
results from exact diagonalization in the energies of the anti-
ferromagnetic (AF), partonic (PT), and collinear (CL) wave
functions.
B. Accuracy of the best trial states on small
clusters
In Fig. 6 we present the error in the energy of our
best ansatze, i.e., antiferromagnetic, collinear and par-
tonic states, with respect to results from exact diagonal-
ization on the 4×4×2 cluster.The discrepancy in the en-
ergy is always less than 3%, except for J2/J1 = 0.3 where
a slightly lower accuracy is observed ∼ 4%. Remarkably,
the error in the ordered states is typically less than 2%.
This gives us confidence that such states provide an ex-
cellent approximation to the ground states of the model
under consideration in the relevant regimes. More impor-
tantly, we can safely exclude incommensurate spirals in
the intermediate regime where their energies lose against
the partonic state. This is important because excluding
incommensurate spirals is difficult in exact diagonaliza-
tion studies due to the limitations in the cluster sizes that
can be handled.
C. Energies of the trial states and extrapolations
to the thermodynamic limit
In Table III we present the energies of the best trial
states for some l×l×2 cluster and values of J2/J1, as well
as some of the extrapolations to the thermodynamic limit
presented in Fig. 3 of the main text. The first 2 values
of J2/J1 (i.e., 0.10, 0.15) correspond to the classical AF
state supplemented with Jz . The next 3 values (i.e.,
0.20, 0.25, and 0.30) correspond to the best projected
fermionic state. Finally, the last 3 values (i.e., 0.35, 0.40,
and 0.45) correspond to the CL state also supplemented
with Jz.
TABLE III. Energies of the best trial states for some cluster sizes l× l× 2 and values of J2/J1. The last row shows some of the
extrapolated energies to the thermodynamic limit presented in Fig. 3 of the main text. The errors in the finite-sized clusters
are statistical errors from the variational Monte Carlo procedure, while the errors of the data in the thermodynamic limit come
from the fitting procedure used in the extrapolations.
l J2/J1 = 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45
4 −0.364116(3) −0.334322(4) −0.312664(7) −0.29654(1) −0.28222(1) −0.286302(3) −0.295509(3) −0.306309(3)
6 −0.362540(2) −0.333060(2) −0.311063(4) −0.295294(5) −0.281169(7) −0.285055(3) −0.294064(3) −0.304612(3)
12 −0.361960(2) −0.332590(3) −0.311141(3) −0.295464(3) −0.281552(4) −0.284592(2) −0.293546(2) −0.304026(2)
18 −0.361903(1) −0.332541(2) −0.311129(3) −0.295461(4) −0.28156(2) −0.284543(2) −0.293495(2) −0.303968(2)
∞ −0.36188(1) −0.33253(2) −0.31107(3) −0.29541(4) −0.28154(3) −0.284526(2) −0.293472(2) −0.30393(1)
