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Abstract: This paper shows that if A is a symmetric positive definite matrix in red-black form, then the optimum 
relaxation factor for SSOR preconditioning of the conjugate gradient method is unity. This is true for any number of 
preconditioning steps. 
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1. Introduction and main result 
If the n x n symmetric positive definite matrix A has the red-black form 
A= 
4 c 
[ 1 CT D, (1.0 
where D, and D2 are diagonal, then it is known [4] that the optimum relaxation factor w for the 
SSOR iteration is unity. When the SSOR iteration is used as a preconditioner for the conjugate 
gradient method, numerical experiments have indicated that w = 1 is also optimal for (1.1). In 
this note, we shall prove that this is indeed the case, in the sense that w = 1 minimizes the 
condition number of the preconditioned matrix. 
We first review briefly the m-step SSOR preconditioner; for further details, see, e.g., [l] or [2]. 
The preconditioning matrix is of the form 
Mw=P,(l+s,+ ... +&s;-I)-’ 
where A = P, - Q, is the SSOR splitting of 
w E (0, 2). M, is symmetric positive definite 
PPT = M; ‘. The matrix 2 is similar to 
A, S, = P;‘Q, is the SSOR iteration matrix, and 
and the preconditioned matrix a is PAPT, where 
M,lA=(I+,S,+ ... +,S,m-l)P,-l(P,-Q,)=I-S,m 
and: therefore, if A,, . . . , A, are the eigenvalues of S,, then the eigenvalues of 
of A, are 1 - X7. Since A is symmetric positive definite, then [4] for any w E (0, 
and satisfy 0 < A, d - * * G A,, -c 1. Thus, the condition number of 2 in the I, 
/c(a) = (1 - A;l)/(l -A;). 
M;‘A, and hence 
2), the Xi are real 
norm is 
(I -2) 
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The Xi are functions of w and it is the quantity of (1.2) that we wish to minimize with respect to 
w. The main result of this paper is then the following. 
Theorem. If A is a symmetric positive definite matrix of the form (1.1) then the condition number 
~(2) of (1.2) is minimizedfor o = 1. 
2. Proof of the Theorem 
It is known ([3]; see also [4]) that when A has the form (1.1) the eigenvalues of S, are the 
same as those of the SOR iteration matrix L; with 6 = ~(2 - w). For w E (0, 2) & E (0, l] and 
therefore it is sufficient to minimize (1.2) for w E (0, 11, where now the Xi are the eigenvalues of 
L”. 
Since A has the form (1.1) it is consistently ordered and 2-cyclic and the classical Young 
theory [4] applies. Thus, the eigenvalues of the Jacobi iteration matrix are real and occur in pairs 
+.A; with 0 <p:< +.. < pf < 1, together with (possibly) a zero eigenvalue of multiplicity p. 
Corresponding to this zero eigenvalue, L, has an eigenvalue 1 - w of multiplicity p and the 
remaining eigenvalues satisfy the quadratic equations 
(X+W--~)~=XU~~~, i=l,..., r. (2-l) 
The solutions of (2.1) are 
A? = :[ w2/A; - 2( w - 1) + &I/L; ( “2/L? - 4( w - 1))1’2] (2.2) 
giving two eigenvalues A: for each p; > 0. For w E (0, 11, these A’ are real and non-negative, 
and the maximum and minimum ones occur for i = r, corresponding to the largest pf. Moreover, 
Xfh, = (1 - w)2 so that A; cl-w<XT. Thus, the maximum and minimum eigenvalues in 
(1.2) are 
A, = 4 [ w2p2 - 2( 0 - 1) + a/_&( w2/lz - 4( w - 1))1’2] ) (2.3a) 
h,=@/L2-2( 0 - 1) - w/L( 6J2/A2 - 4( L3 - 1))1’2] ) (2.3b) 
where we have set p = p,. For o = 1, A, = 0. Hence, we wish to show that 
l/(1 - /P) < (1 - AT)/(l -AZ) (2.4) 
for all w E (0, 1) and m > 1. 
The proof of (2.4) will be by induction on m. For m = 1 we write (2.4) in the form 
A, -A, > $(l - A,). 
From (2.3) we have 
A, - A, = 0j.l w2p2 - [ 4( w - 1)]1’2 
and 
(2.5) 
~2(1-X,)=f+4J2~~+2W+W~(W2~2-4(6J-1))1’2] 
so that (2.5) can be written as 
(1 - Q)w/A[ &2 - 4(w - 1)]1’2 >, &L2w(2 - w/_L2). 
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Multiplying by 2, squaring both sides, and then dividing by w2p2, we have 
(2 - $u1)2[ C&L2 - 4(w - l)] z p2(2 - wjJ2)2. 
Now, if we multiply out the squared terms and take the right-hand side of this inequality to the 
left, then, after simplifying, 
w’( 1”2 - $) + w(4 /l2 - 4) + (# - 5$ + 4) > 0. 
Factoring out (1 - p2) and (1 - w) gives 
4 - $(l + w) >, 0, 
which is clearly true. Therefore, (2.5) and hence (2.4), is verified for m = 1. 
We assume now that (2.4) holds for m - 1 and show that it is then true for m. It is easily 
shown that (2.4) may be written as 
x; - $” > X;l(l - p2m). (2.6) 
Now, notice from (2.3) that 
x,x, = (1 - w)2, 
so that, upon multiplying (2.6) through by A:, we have the following equivalent form 
x;(x~-$-) > (1 -w)2m(l -/P). (2.7) 
Using this alternate form of (2.6), the induction hypothesis is 
A;-‘( XT-1 _ P2(m-1)) > (I _ w)2(m-l)(l - $(m-1))* (2.8) 
Multiplying (2.8) by the corresponding inequality for m = 1, and rearranging terms, gives 
x;( XT + /_P) - A;( $x;-’ + $(m-r)XJ 
> (1 - w)2m(1 + p2m) - (1 - w)2m($ + /_L2(m-1)). 
Adding and subtracting XTp2m in the left-hand side and (1 - ti)2mp’m in the right-hand side 
gives 
A;( x; - $m) - x$2x;-’ + $(m-i)Xn - 2$“) 
>(1-w)2m(1-~2”)-(l-~)2m(~2+j_L2(~-1)-2/L~~) 
which we may rewrite as 
XT@:: -/P) - (1 - LlJ)2”(1 - /LLZm) 
> x;(/L’x;-’ + $(*-lQn - 211.2”) - (1 - &_Y)2m(j_? + $(m-l) - 2/P). (2.9) 
Thus, if we can show that the right hand side of (2.9) is non-negative, then (2.7) and hence (2.4) 
will be verified. The right-hand side of (2.9) may be written as 
$ A’,“-’ - (I- u)2m] + $(m--l)[ ,;+I - (1 - m)2m] - 2$“[ A; - (1 - W)2m] 
I 
=p2 p/-‘-p 
[ 
2(m--l)h; _ (1 _ u)2m + p2(m--l)(l _ W)2m] 
+cL 
2(m- 1) 
I 
A ;+I - p2x; - (1 - 0)2m + $(l - w)2m]. (2.10) 
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Now, A,, > (1 - w)~, so multiplying the left-hand side of (2.8) by A, and the right-hand side by 
(1 - ~3)~ gives 
x;(x;-’ - P*2W)) > (1 - “)zm(l - P2W)), 
so that the first term on the right-hand side of (2.10) is non-negative. Similarly, multiplying the 
left-hand side of (2.7) for m = 1 by AT-’ and the right-hand side by (1 - ~)~(~-r) gives 
A;(X,-1*2)>(1-W)2m(l-/L2) 
so that the second right-hand side term of (2.10) is also non-negative. Hence, the entire 
right-hand side of (2.10) is greater than or equal to zero, and the proof is complete. 
Numerical experiments have indicated that w = 1 is also optimal for multicolor orderings with 
more than two colors. However, in this case, the Young theory does not hold and a proof 
remains an open problem. 
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