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Abstract
An n × n matrix is called an N0-matrix if all its principal minors are nonpositive.
In this paper, we are interested in N0-matrix completion problems, that is, when
a partial N0-matrix has an N0-matrix completion. In general, a combinatorially
or non-combinatorially symmetric partial N0-matrix does not have an N0-matrix
completion. Here, we prove that a combinatorially symmetric partial N0-matrix,
with no null main diagonal entries, has an N0-matrix completion if the graph of
its specified entries is a 1-chordal graph or a cycle. We also analyze the mentioned
problem when the partial matrix has some null main diagonal entries.
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1 Introduction
A partial matrix is a matrix in which some entries are specified and others
are not. We make the assumption throughout that all diagonal entries are
prescribed. A completion of a partial matrix is the matrix resulting from a
particular choice of values for the unspecified entries. The completion obtained
by replacing all the unspecified entries by zeros is called the zero completion
and denoted A0. A completion problem asks if we can obtain a completion
of a partial matrix with some prescribed properties. An n× n partial matrix
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A = (aij) it said to be combinatorially symmetric when aij is specified if and
only if aji is, and is said to be weakly sign-symmetric if aijaji ≥ 0, for all
i, j ∈ {1, 2, . . . , n} such that both (i, j), (j, i) entries are specified.
A natural way to described an n × n partial matrix A = (aij) is via a graph
GA = (V,E), where the set of vertices V is {1, 2, . . . , n}, and the edge or arc
{i, j}, (i 6= j) is in set E if and only if position (i, j) is specified; as all main
diagonal entries are specified, we omit loops. In general, a directed graph is
associated with a non-combinatorially symmetric partial matrix and, when
the partial matrix is combinatorially symmetric, an undirected graph is used.
A path is a sequence of edges (arcs) {i1, i2}, {i2, i3}, . . . , {ik−1, ik} in which the
vertices are distinct. A cycle is a path with the first vertex equal to the last
vertex. An undirected graph is chordal if it has no induced cycles of length 4
or more [1].
The submatrix of a matrix A, of size n × n, lying in rows α and columns β,
α, β ⊆ N = {1, 2, . . . , n}, is denoted by A[α|β], and the principal submatrix
A[α|α] is abbreviated to A[α].
An n × n real matrix A = (aij) is called N0-matrix (N -matrix) if all its
principal minors are nonpositive (negative). These classes of matrices arise in
multivariate analysis [6], in linear complementary problems [4,5] and in the
theory of global univalence of functions [2].
In the following proposition we give some properties that are very useful in
the study of N0-matrices.
Proposition 1 Let A = (aij) be an n× n N0-matrix. Then
(1) If P is a permutation matrix, then PAP T is an N0-matrix.
(2) If D is a positive diagonal matrix, then DA and AD are N0-matrices.
(3) If D is a nonsingular diagonal matrix, then DAD−1 is an N0-matrix.
(4) If aii 6= 0, i = 1, 2, . . . , n, then aij 6= 0, ∀i, j ∈ {1, 2, . . . , n}.
(5) A is weakly sign-symmetric
(6) ∀α ⊂ {1, 2, . . . , n}, principal submatrix A[α] is an N0-matrix.
From the above properties, it is easy to prove that any n×n N0-matrix, with
no null diagonal entries, is diagonally similar to an N0-matrix in the set:
Sn = {A = (aij) : aij 6= 0 and sign(aij) = (−1)i+j+1, ∀i, j}
On the other hand, the last property of the previous proposition allows us to
give the following definition.
Definition 1 A partial matrix is said to be a partial N0-matrix if every com-
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pletely specified principal submatrix is an N0-matrix.
In [3] the authors study the N -matrix completion problem, and they close
the problem for some types of partial matrices. Our interest here is in the
N0-matrix completion problem, that is does a partial N0-matrix have an N0-
matrix completion? The study of this problem is different from the previous
one since some minors or some entries of the partial matrix can be zero.
In Section 2 we analyze this problem for combinatorially and non-combinatorially
symmetric partial N0-matrices. The problem has, in general, a negative an-
swer. In Section 3 we show that the 1-chordal graphs guarantee the existence of
an N0-matrix completion for a partial N0-matrix and in Section 4 we complete
the study of the mentioned completion problem for a partial N0-matrix whose
associated graph is a cycle. In both cases we consider partial N0-matrix with
no null main diagonal entries. Finally, in Section 5 we analyze the problems
that appear when some main diagonal entries are zero.
2 Preliminary results
The following example shows that the N0-matrix completion problem has, in
general, a negative answer for combinatorially and non-combinatorially sym-
metric partial N0-matrices.
Example 1 The partial matrices
A =

−1 1 x
1 0 0
y 0 −1
 and B =

−1 x 3
2 −1 1
1 1 −1

are combinatorially and non-combinatorially symmetric partial N0-matrices,
respectively. However, A has no N0-matrix completion since detA = 1, ∀x, y.
On the other hand, detB[{1, 2}] ≤ 0 if and only if x ≥ 1/2, but detB > 0,
∀x ≥ 1/2. Therefore, B has no N0-matrix completion.
We produce a partial N0-matrix of size n× n, n ≥ 4, which has no N0-matrix
completion, by embedding the above matrix A (analogously B) as a principal
submatrix and putting -1’s on the main diagonal and unspecified entries on
the remaining positions, that is
M =
A X
Y I¯
 ,
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where I¯ is a partial matrix with all entries unspecified except the entries of the
main diagonal that are equal to -1, and X and Y are completely unspecified
submatrices.
Keeping Proposition 1 in mind, when we suppose that all diagonal entries
are non-zero, it would not make sense to study the existence of N0-matrix
completion of non-weakly sign-symmetric partial N0-matrices or of partial
N0-matrices which do not satisfy, up to permutation and diagonal similarity,
that if (i, j) entry is specified, then sign(aij) = (−1)i+j+1. Therefore, in this
context (partial matrices with non-zero diagonal entries) we assume that the
partial N0-matrix belongs to the set PSn of partial matrices such that for all
(i, j) specified entry sign(aij) = (−1)i+j+1.
When restricting our study to partial N0-matrices that belong to PSn, we are
implicitly analyzing the completion problem for partial N0-matrices that are
permutation or diagonally similar to a partial N0-matrix that belongs to PSn.
Proposition 2 Let A be a partial N0-matrix of size 3× 3 with no null main
diagonal entries. Then, there exists an N0-matrix completion Ac of A.
Proof: Since the class of N0-matrices is invariant under left and right positive
diagonal multiplication, we may take all diagonal entries of A to be -1. We
denote by λA the number of unspecified entries of A. If λA = 0, A is not a
partial matrix and if λA = 6, the result is trivial.
Let us first consider the case in which A has exactly one unspecified entry.
By permutation and diagonal similarities, we can assume that this entry is in
position (1,3) and that all upper diagonal entries are equal to 1. Hence, A has
the following form
A =

−1 1 −x
a21 −1 1
−a31 a32 −1
 ,
with a21, a32 ≥ 1 and a31 > 0.
If a31 > 1, it suffices to choose x = 1 in order to obtain an N0-matrix comple-
tion of A. If a31 ≤ 1, we consider the completion Ac of A with x = 1/a231.
The formulation of the problem in case λA > 1 reduces to that of λA = 1. In
fact, it is possible to complete some adequate unspecified entries in order to
obtain a partial N0-matrix with a single unspecified entry. 2
Unfortunately, we can not extend Proposition 2 for general n, as we see in the
following example.
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Example 2 Let A be the partial matrix
A =

−1 1 −10 x
2 −1 1 −100
−0.1 10 −1 1
1 −10 1 −1

.
It is not difficult to verify that A is a partial N0-matrix and A ∈ PS4. However,
A has no N0-matrix completion, since detA[{1, 2, 4}] = 901 − 19x ≤ 0 and
detA[{1, 3, 4}] = 0.9x− 9 ≤ 0 if and only if x ≥ 901/19 and x ≤ 10, which is
impossible.
From this example, we can establish de following result.
Proposition 3 For every n ≥ 4, there is an n× n non-combinatorially sym-
metric, partial N0-matrix belonging to PSn, that has no N0-matrix completion.
In Sections 3 and 4 we are going to work with combinatorially symmetric
partial N0-matrices, which belong to PSn and with no null main diagonal
entries.
3 Chordal graphs
We recall some very rich clique structure of chordal graphs (see [1] for further
information). A clique in an undirected graph G is simply a complete (all
possible edges) induced subgraph. We also use clique to refer to a complete
graph and use Kp to indicate a clique on p vertices.
If G1 is the clique Kq and G2 is any chordal graph containing the clique
Kp, p < q, then the clique sum of G1 and G2 along Kp is also chordal. The
cliques that are used to build chordal graphs are the maximal cliques of the
resulting chordal graph and the cliques along which the summing takes place
are the so-called minimal vertex separators of the resulting chordal graph. If
the maximum number of vertices in a minimal vertex separator is p, then the
chordal graph is called p-chordal. In this section we are interested in 1-chordal
graphs.
Proposition 4 Let A be an n×n partial N0-matrix, with no null main diago-
nal entries, the graph of whose specified entries is 1-chordal with two maximal
cliques, one of them with two vertices. Then, there exists an N0-matrix com-
pletion of A.
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Proof: Since the class of N0-matrices is invariant under left and right posi-
tive diagonal multiplication, we may take all diagonal entries of A to be -1.
Moreover, since there are no null main diagonal entries, A is permutationally
similar to a partial N0-matrix in PSn. Therefore, we may assume, without loss
of generality, that A = (a¯ij) has the following form:
A =

−1 1 x13 · · · x1n
a21 −1 1 · · · (−1)n+1a2n
x31 a32 −1 · · · (−1)n+2a3n
...
...
...
...
xn1 (−1)n+1an2 (−1)n+2an3 · · · −1

,
Consider the completion Ac of A obtained by replacing the unspecified entries
in the following way:
x1j = −a¯2j, j ∈ {3, 4, . . . , n}
xi1 = −a¯i2, i ∈ {3, 4, . . . , n}
To prove that Ac is an N0-matrix, we only need to show that detAc[{1} ∪ α] ≤
0, for all α ⊆ {2, . . . , n}. In order to do so, let α ⊆ {2, . . . , n}. If 2 ∈ α,
detAc[{1} ∪ α] = (a21−1) detA[α] ≤ 0. If 2 6∈ α, Ac[{1}∪α] is obtained from
Ac[{2} ∪ α] by multiplying the first row and the first column by -1. Then,
detAc[{1} ∪ α] = detAc[{2} ∪ α] ≤ 0 2
Despite the preceding result being a particular case of the next proposition, its
proof will be very useful in the resolution of completion problems for certain
partial N0-matrices with special types of associated graphs.
Proposition 5 Let A be an n×n partial N0-matrix, with no null main diago-
nal entries, the graph of whose specified entries is 1-chordal with two maximal
cliques. Then, there exists an N0-matrix completion of A.
Proof: Taking into account proposition 1, we may assume, without loss of
generality, that A has the following form
A =

A11 a12 X
aT21 −1 aT23
Y a32 A33
 ,
where X and Y are completely unspecified matrices and the remaining entries
of A are prescribed, and where a12 is a column vector with the same number of
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rows as A11, a32 is also a column vector with the same number of rows as A33,
aT21 is a row vector with the same number of columns as A11 and a
T
23 is also a
row vector with the same number of columns as A33. Consider the completion
of A
Ac =

A11 a12 −a12aT23
aT21 −1 aT23
−a32aT21 a32 A33
 .
We are going to see that Ac is an N0-matrix. Let α and β be the subsets of
N = {1, 2, . . . , n} such that
Ac[α] =
A11 a12
aT21 −1
 , and Ac[β] =
−1 aT23
a32 A33
 ,
and assume |α| = k (thus k is the index of the overlapping entry). Let γ ⊆ N .
Then, there are two cases to consider:
(a) k ∈ γ. In this case,
detAc[γ] = (−1) detAc[γ ∩ α] · detAc[γ ∩ β] ≤ 0.
(b) k 6∈ γ. We consider γ = N \ {k}. For another γ we proceed in analogous
way. We are going to distinguish two cases.
(b1) A11 is non-singular. From detAc[α] ≤ 0 we obtain λ = −aT21A−111 a12 ≥ 1
and since detAc[β] ≤ 0 we have det (A33 + a32aT23) ≥ 0.
Now, by applying Gauss elimination method we obtain detAc[γ] = detA11 det (A33 + λa32a
T
23).
To prove that detAc[γ] ≤ 0 we need to show that det (A33 + λa32aT23) ≥ 0. By
simplicity we denote A33 = (cij)
p
i,j=1 and a32a
T
23 = (bij)
p
i,j=1, where p = n− k.
It is easy to prove that, given ρ ∈ <
det (A33 + ρa32a
T
23) = detA33 + ρM,
with
M = detM1 + · · · detMp,
and where
M1 =

b11 c12 · · · c1p
b21 c22 · · · c2p
...
...
...
bp1 cp2 · · · cpp

, · · · , Mp =

c11 · · · c1p−1 b1p
c21 · · · c2p−1 b2p
...
...
...
cp1 · · · cpp−1 bpp

.
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For ρ = 1, we have det (A33 + ρa32a
T
23) = detA33+ρM = det (A33 + a32a
T
23) ≥
0, then M ≥ − detA33 ≥ 0. For ρ = λ,
det (A33 + λa32a
T
23) ≥ 0⇐⇒ λM ≥ − detA33.
Since λ ≥ 1 andM ≥ 0, we have λM ≥M ≥ − detA33. Therefore, det (A33 + λa32aT23) ≥
0 and then detAc[γ] ≤ 0.
(b2) A11 is singular. In this case, it is easy to see that
rank
 A11
−a32aT21
 < k − 1,
and, then
rank
 A11 −a12aT23
−a32aT21 A33
 < k − 1 + n− k = n− 1.
Therefore, detAc[γ] = 0. 2
We can extend this result in the following way:
Theorem 1 Let G be an undirected connected 1-chordal graph. Then any par-
tial N0-matrix, with no null main diagonal entries, the graph of whose specified
entries is G, has an N0-matrix completion.
Proof: Let A be a partial N0-matrix, the graph of whose specified entries is
G. The proof is by induction on the number p, of maximal cliques in G. For
p = 2 we obtain the desired completion by applying Proposition 5. Suppose
that the result is true for a 1-chordal graph with p − 1 maximal cliques and
we are going to prove it for p maximal cliques.
Let G1 be the subgraph induced by two maximal cliques with a common
vertex. By applying Proposition 5 to the submatrix A1 of A, the graph of
whose specified entries is G1, and by replacing the obtained completion A1c
in A, we obtain a partial N0-matrix such that whose associated graph is 1-
chordal with p − 1 maximal cliques. The induction hypothesis allows us to
obtain the result. 2
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A partial matrix A is said to be block diagonal if A can be partitioned as
A =

A1 X12 · · · X1k
X21 A2 · · · X2k
...
...
...
Xk1 Xk2 · · · Ak

,
where Xij are completely unspecified rectangular matrices and each Ai is a
partial matrix, i = 1, ..., k.
Let A be a partial N0-matrix whose associated graph G is non-connected. It
is not difficult to prove the following theorem which establishes that if each
submatrix associated with each connected component of G has an N0-matrix
completion, then so does the whole matrix A.
Theorem 2 If a partial N0-matrix A is permutation similar to a block diago-
nal partial matrix in which each diagonal block has an N0-matrix completion,
then A admits an N0-matrix completion.
From this result and taking into account that a partial matrix whose graph
is non-connected is permutation similar to a block diagonal matrix, we can
assume, without loss of generality, that the associated graph of a partial N0-
matrix is a connected graph.
The completion problem for partial N0-matrices whose associated graph is p-
chordal, p > 1, is still unresolved. We note here that any p-chordal graph, p >
1, contains, as an induced subgraph, a 2-chordal graph with four vertices. By
left and right positive diagonal multiplication and by permutation similarity,
we can assume, keeping in mind proposition 1, that a 4× 4 partial N0-matrix,
the graph of whose prescribed entries is a 2-chordal graph, has the form
A =

−1 1 −a13 x
a21 −1 1 −a24
−a31 a32 −1 1
y −a42 a43 −1

,
with a21, a32, a43 ≥ 1 and a13a31, a24a42 ≥ 1. It is easy to prove that
detA = (a32−1)xy−x detA0[{2, 3, 4}|{1, 2, 3}]−y detA0[{1, 2, 3}|{2, 3, 4}]+detA0
(1)
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From (1) we obtain sufficient conditions for the existence of the desired com-
pletion. Specifically, if detA0[{1, 2, 3}|{2, 3, 4}] > 0, we are going to see that
A admits an N0-matrix completion. We consider the following cases:
(i) Submatrix A[{2, 3}] is singular. Then, A has the form
A =

−1 1 −a13 x
a21 −1 1 −a24
−a31 1 −1 1
y −a42 a43 −1

.
Let A¯ the partial N0-matrix obtained by replacing entry x by c such that 0 <
c < min {a13, a24}. Now the determinant of any principal submatrix containing
position (4, 1) is a polynomial in y with negative leading coefficient. Therefore,
there exists M ∈ <, M > 0, such that by completing position (4, 1) by every
d > M we obtain a N0-matrix completion of A.
(ii) Submatrix A[{2, 3}] is nonsingular. Now consider the completion
Ac =

−1 1 −a13 c
a21 −1 1 −a24
−a31 a32 −1 1
d −a42 a43 −1

,
where c, d ∈ < such that d > 0 and 0 < c < min {a13, a24, detA0[{1, 2, 3}|{2, 3, 4}]
a32 − 1 }.
The determinant of any principal submatrix containing position (4, 1) is a poli-
nomial in d with negative leading coefficient. Therefore, as in the previous case,
there exists M ∈ <, M > 0 such that Ac is an N0-matrix for d > M .
4 Cycles
In this section we are going to prove the existence of an N0-completion for a
partial N0-matrix, with no null main diagonal entries, whose associated graph
is a cycle.
Lemma 1 Let A be an 4 × 4 partial N0-matrix, with no null main diagonal
entries, whose associated graph is a cycle. Then, there exists an N0-matrix
completion.
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Proof: Since the class of N0-matrices is invariant under left and right positive
diagonal multiplication, we may take all diagonal entries of A to be -1. We
also know that A is permutationally similar to a partial N0-matrix in PSn.
Hence we may assume that A has the following form:
A =

−1 1 x13 a14
a21 −1 1 x24
x31 a32 −1 1
a41 x42 a43 −1

,
where a21, a32, a43 ≥ 1 and a14a41 ≥ 1.
Let A¯ the partial N0-matrix obtained from A by replacing x31 = −a32 and
x42 = −a41. It is easy to prove that there exists x13 ≥ 1/a32 such that
det A¯[{1, 3, 4}] ≤ 0 and there exists x24 ≥ 1/a41 such that det A¯[{2, 3, 4}] ≤ 0.
Since det A¯ = (a21 − 1) det A¯[{1, 3, 4}], we can conclude that there exists an
N0-matrix completion of A. 2
We extend this result in the following way.
Theorem 3 Let A be an n× n, n ≥ 4, partial N0-matrix, with no null main
diagonal entries, whose associated graph is a cycle. Then, there exists an N0-
matrix completion.
Proof: By left and right positive diagonal multiplication and by permutation
similarity, we may assume that A has the following form:
A =

−1 1 x13 · · · x1n−1 (−1)na1n
a21 −1 1 · · · x2n−1 x2n
x31 a32 −1 · · · x3n−1 x3n
...
...
...
...
...
xn−11 xn−12 xn−13 · · · −1 1
(−1)nan1 xn2 xn3 · · · ann−1 −1

,
where a1n, an1 > 0 and aii−1 ≥ 1, i = 2, 3, . . . , n.
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The proof is by induction on n. For n = 4 see Lemma 1. Now, let A be an
n× n matrix, n > 4. Consider the following partial N0-matrix:
A¯ =

−1 1 x13 · · · (−1)n−1a1n x1n
a21 −1 1 · · · x2n−1 x2n
x31 a32 −1 · · · x3n−1 x3n
...
...
...
...
...
(−1)n−1an1 xn−12 xn−13 · · · −1 1
xn1 xn2 xn3 · · · ann−1 −1

.
A¯[{1, 2, . . . , n− 1}] is a partial N0-matrix such that its associated graph is an
(n − 1)-cycle. By induction hypothesis there exists an N0-matrix completion
A¯[{1, 2, . . . , n− 1}]c. Let Aˆ be the partial N0-matrix obtained by replacing in
A¯ the completion A¯[{1, 2, . . . , n− 1}]c.
Now, Aˆ is a partial N0-matrix whose associated graph is 1-chordal with two
maximal cliques, one of them with two vertices. By applying Proposition 4 to
matrix Aˆ we obtain an N0-matrix completion Ac of A. 2
In the last section we are going to consider the possibility that some main
diagonal entries are zero.
5 Zero entries in the main diagonal
The results of Sections 3 and 4 do not hold if some main diagonal entries are
zero, as we can see in the following example.
Example 3 (a) Consider the partial N0-matrix
A =

−1 a12 x13 x14
a21 0 0 0
x31 a32 −1 a34
x41 0 a43 −1

with a12, a21 > 0, whose associated graph is 1-chordal with two maximal
cliques. MatrixA has noN0-matrix completion since detA[{1, 2, 4}] = a12a21 >
0, for all x14 and x41.
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(b) Now, consider the partial N0-matrix
B =

0 1 x13 0
1 −1 1 x24
x31 1 0 1
0 x42 1 −1

,
whose associated graph is a cycle. Matrix B has no N0-matrix completion
since detB[{1, 2, 4}] = 1 > 0, for all x24 and x42.
On the other hand, the completion problem for partial N0-matrices, whose
associated graph is p-chordal, p > 1, with some null main diagonal entries,
has also a negative answer.
Example 4 The partial N0-matrix
A =

−1 1 −1 x14
1 0 0 0
−1 2 −1 1
x41 0 2 −1

,
the graph of whose specified entries is 2-chordal, has no N0-matrix completion,
since detA[{1, 2, 4}] = 1, for all x14 and x41.
Proposition 2 itself does not hold when some main diagonal entries are zero.
Example 5 The partial N0-matrix
A =

−1 0 x13
0 0 1
−1 1 −1

has no N0-matrix completion, since detA = 1, for all x13.
In this context, the role of set Sn is taken by
wSn = {A = (aij) : aij = 0 or sign(aij) = (−1)i+j+1, ∀i, j}.
Unfortunately an n × n N0-matrix with some null diagonal entries is not,
in general, diagonally similar to an N0-matrix that belongs to wSn, as the
following example shows.
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Example 6 Consider the N0-matrix
A =

0 0 0
1 −1 −2
−1 −1 −1
 .
It is easy to observe that there is not a diagonal matrix D such that DAD−1
is an element of wSn.
In order to obtain an N0-matrix completion, when there are null elements
in the main diagonal of the partial N0-matrix, we introduce the following
condition.
Definition 2 Let A be a partial N0-matrix. We say that A satisfies condition
(ND) if
aiiajj = 0 =⇒ aijaji = 0,
when aij and aji are specified.
Proposition 6 Let A be a combinatorially symmetric partial N0-matrix, of
size 3×3, with some null main diagonal entries. If A satisfies condition (ND),
then there exists an N0-matrix completion Ac of A.
Proof: Since the class of N0-matrices is invariant under left and right positive
diagonal multiplication and under permutation similarity, we may assume,
without loss of generality, that A has the form
A =

−a11 a12 x
a21 −a22 a23
y a32 −a33
 ,
where aii ≥ 0, i = 1, 2, 3.
Consider the following cases:
(a) a22 = 0.
From condition (ND) we have a12a21 = 0 and a23a32 = 0. Therefore, a12 = 0
or a21 = 0 and a23 = 0 or a32 = 0. We can obtain in all cases values for x and
y such that xy ≥ a11a33 and detA = a32a21x+ a12a23y ≤ 0.
(b) a22 6= 0.
Then, a11 = 0 or a33 = 0. In both cases, the completion A0 is an N0-matrix.
The formulation of the problem in case of matrix A has more than two un-
specified entries is reduced to this one. 2
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However, condition (ND) is not a necessary condition, since matrix
A =

−1 0 x
1 0 1
y 1 −1

is a partial N0-matrix, which does not satisfy condition (ND), but by taking
x = y = −1 we obtain an N0-matrix completion.
On the other hand, condition (ND) is not a sufficient condition for non-
combinatorially symmetric partial N0-matrix, as we see in the following ex-
ample.
Example 7 Consider the partial N0-matrix
A =

−1 1 x
0 0 1
1 0 −1
 ,
which satisfies condition (ND) and, since detA = 1, ∀x, it has no an N0-
matrix completion.
Motivated by the results obtained in sections 2− 4, we add a new restriction
to our study: we will consider partial N0-matrices belonging to the set PwSn
of n × n partial matrices (aij) such that, for all specified entry (i, j), aij = 0
or sign(aij) = (−1)i+j+1. Note that we will implicitly analyze the completion
problem for partial N0-matrices that are permutation or diagonally similar to
a partial N0-matrix that belongs to PwSn.
It is not difficult to prove the following result.
Proposition 7 Let A be an 3× 3 non-combinatorially symmetric partial N0-
matrix, with some null main diagonal entries, such that A ∈ PwS3. If A
satisfies condition (ND), then there exists an N0-matrix completion of A.
The following example shows that there exists a partial N0-matrix that belong
to PwS4, which satisfies condition (ND), but has no an N0-matrix completion.
Therefore, we can not extend Proposition 6 and Proposition 7 for general n.
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Example 8 Let A be the partial matrix
A =

−1 0 −1 x
1 0 2 0
0 0 0 1
y −2 0 −1

.
(We can take y = 1 for an example of a non-combinatorially symmetric partial
matrix)
It is not difficult to verify that A is a partial N0-matrix, A ∈ PwS4 and
it satisfies condition (ND). But A has no an N0-matrix completion since
detA = 2, for all x and y.
Taking into account this example, a natural question arises: given an n × n
partial N0-matrix A, whose associated graph is an 1-chordal graph or a cycle,
are conditions (ND) and A ∈ PwSn sufficient conditions in order to obtain
the desired completion?
Proposition 8 Let A be a 4 × 4 partial N0-matrix belonging to PwS4, with
some null diagonal entries, the graph of whose specified entries is a cycle. If
A satisfies condition (ND), then there exists an N0-matrix completion of A.
Proof: Let Nd be the number of null main diagonal entries. Consider the
following cases:
(a) Nd = 1.
(a1) a11 = 0. Since the class of N0-matrices is invariant under left and right
positive diagonal multiplication and under permutation similarity, we may
assume, without loss of generality, that matrix A has the form:
A =

0 a12 x13 a14
a21 −1 a23 x24
x31 a32 −1 a34
a41 x42 a43 −1

,
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with a12, a21, a14, a41 ≥ 0 and a23, a32, a34, a43 > 0. We can prove that matrix
Ac =

0 a12 0 a14
a21 −1 a23 −a23a34
0 a32 −1 a34
a41 −a43a32 a43 −1

is an N0-matrix completion of A.
(a2) a22 = 0. In this case, matrix A has the form
A =

−1 a12 x13 a14
a21 0 a23 x24
x31 a32 −1 a34
a41 x42 a43 −1

,
with a12, a21, a23, a32 ≥ 0 and a14, a41, a34, a43 > 0. Matrix
Ac =

−1 a12 −a14a43 a14
a21 0 a23 0
−a34a41 a32 −1 a34
a41 0 a43 −1

is an N0-matrix completion of A.
(a3) a33 = 0. In this case matrix A is permutation similar to a matrix of type
(a2).
(a4) a44 = 0. Analogously to case (a3), now matrix A is permutation similar to
a matrix of type (a1).
(b) Nd > 1. Matrix A0 is always an N0-matrix completion of A. 2
If, in the previous proposition, we leave out condition (ND) the result does not
hold as we can see in Example 3, matrix B. In addition, if matrix A does not
belong to PwS4, in general, it has no an N0-matrix completion. For example,
A =

0 −1 x13 0
0 −1 −1 x24
x31 0 0 1
−2 x24 0 −1

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is a partial N0-matrix, that does not belong to PwS4, satisfies condition (ND),
and has noN0-matrix completion since detA[{1, 2, 4}] ≤ 0 and detA[{2, 3, 4}] ≤
0 if and only if x24 < 0 and x24 > 0, which is impossible.
Proposition 9 Let A be a 4 × 4 partial N0-matrix belonging to PwS4, with
some null main diagonal entries, the graph of whose specified entries is 1-
chordal with two maximal cliques and null vertex separator. If A satisfies con-
dition (ND), then there exists an N0-matrix completion of A.
Proof: Since the class of N0-matrices is invariant under permutation similar-
ity, we can suppose that the vertex separator is in position (2, 2). We consider
the following cases:
(a) aii 6= 0, i = 1, 3, 4. We may assume, using right and left positive diagonal
multiplication and permutation similarity, that matrix A has the form
A =

−1 a12 x13 x14
a21 0 a23 −a24
x31 a32 −1 a34
x41 −a42 a43 −1

.
By replacing x13 = x31 = −1, x14 = a34 and x41 = a43, we obtain an N0-matrix
completion of A.
(b) a11 = 0. Completion A0 is an N0-matrix.
(c) a11 6= 0. Now we distinguish three possibilities: (c1) a33 = a44 = 0, (c2)
a33 = 0 and a44 6= 0, and (c3) a33 6= 0 and a44 = 0. We obtain an N0-matrix
completion of A in each of them by analyzing a lot of cases, depending on
each of the off-diagonal specified entries are or not zero. 2
Our study about the N0-matrix completion problem, when the n × n partial
N0-matrix has some null diagonal entries, allows us to conjecture that, if we
add condition (ND) as an hypothesis, the results showed in Sections 3 and 4
hold for partial N0-matrices with some null diagonal entries. In addition, the
mentioned condition can be left out in the case of 1-chordal graphs, when the
vertex separator is non-zero.
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