A method for the analysis of deep level spectra in semiconductors has been developed, which enables the determination of different trap signatures even when a large number of spectral peaks overalp. This procedure invokes the simultaneous analysis of thermally stimulated currents and deep level transient spectroscopy spectra by the numerical solution of the integral equations linking the full deep level populations to the measured signals. The method has been tested for a set of neutron irradiated silicon samples, giving very satisfactory results.
I. INTRODUCTION
The study of defects in semiconductors is of great importance in solid-state electronics and device technology, as they can severely influence the electrical properties of materials. Defects and impurities alter the electronic structure of semiconductors by introducing localized energy states within the band gap. 1 Shallow levels, such as phosphorus and boron levels in silicon, are usually ionized even at very low temperatures, and their effect is merely to change the free-carrier concentration and to introduce a fixed space-charge density. Deep levels exhibit a much more complicated behavior: They can change their charge state during device operation, trap carriers, or acts as recombination centers. In order to describe these features, a deep level is typically characterized by its concentration N t , activation energy E, and capture cross-section . The parameter couple ͑E, ͒ is usually called the level ''signature.'' Once these three parameters are known, the effect of deep levels on transport properties can be deduced through the Shokley-Read-Hall statistics. 2 Many spectroscopy techniques have been developed 3 to determine deep level signatures. In particular, thermal spectroscopy methods, such as thermally stimulated currents ͑TSC͒ 4 and deep level transient spectroscopy ͑DLTS͒, 5 which provide a spectral signal S(T) as function of temperature, have been widely used. According to Lang's procedure, 5 the capacitance transients of a junction under reverse bias are measured in DLTS. However, voltage, charge and current transients can be considered as well. 3 Analysis of the current transient 6 which leads to the so-called current deep level transient spectroscopy ͑I-DLTS͒, is of special interest because it enables study of both high resistivity and very defective materials. 7 In addition, this analysis permits the investigation of bulk materials. In this final case, the technique is called photoinduced current transient spectroscopy. 8, 9 Often, emissions from several different deep levels contribute to a TSC or DLTS spectrum. When these contributions are well separated within the spectrum, it is possible to determine the signature of each deep level just from a single set of TSC or DLTS measurements, performed under different conditions, by drawing an Arrhenius plot. However, in many situations, the spectral contributions arising from different levels overlap in part or completely. In this case, the Arrhenius plot method cannot be applied, and the signatures of the different levels have to be determined by fits. An example of this would be deep levels arising from different point defects, yet having similar signatures. A more important case is represented by extended defects, which produce quasicontinuous deep level distributions. Extended defects studied by thermal spectroscopy are native defects in polycrystalline materials, such as chemical vapor deposited ͑CVD͒ diamond, 10 dislocations and defects in plastically deformed silicon, 11 localized states in hetherostructures, 12 and localized states in precipitates in silicon. 13 Extended defects are often produced by particles traveling across the material, 14 as in the case of ion implantation 15 and radiationinduced defects clusters in silicon particle detectors. 16 When many spectral lines overlap, the signatures of the various deep levels can be obtained by fitting the spectra with a trail-and-error procedure. The uncertainty inherent to this method can be reduced by comparing the spectra obtained with different techniques, but the fitting procedures is nevertheless a very difficult task. This fact motivated us to study more general ways to analyze simultaneously different spectra. We will show that the simultaneous analysis of TSC and DLTS measures allows one to completely characterize the deep level signature if a proper data analysis procedure is adopted. In particular, the problem of extracting the signature data from TSC and DLTS spectra can be reduced to the approximate solution of a set of linear and uncoupled integral equations.
II. DATA ANALYSIS

A. Basic equations
Consider a typical sample consisting of a planar diode under reverse bias. If, during the measurement, the tempera- 
Thus, if a hole trap is analyzed using y e , its cross section will be overestimated by a factor of 3.31. The current density contribution of a single deep level to the DLTS spectrum is given by
e e/h ͮ ͓exp͑ e e,h t 1 ͒Ϫexp͑ e e,h t 2 ͔͒, ͑4͒ t 1 and t 2 being the two transient sampling times. Equation ͑4͒ represents the DLTS spectrum due to current transient inside a pn junction. This case will be used later in Sec. III D as an example while taking such a measurement. This will not, however, effect the generality of the results. In order to investigate low-resistivity materials, a junction is required to limit the background current. In the case of high-resistivity materials, thermal spectroscopy can be carried out directly on bulk samples. In this situation, x d must be replaced by the distance the carriers drift before recombining, i.e., F ͑where F is the electric field, the carrier lifetime, and the mobility͒. If capacitance transients are measured instead of current transients, the factor inside the braces in Eq. ͑4͒ must be replaced by CN t /(2N d ), where N d is the doping concentration. Capacitance DLTS permits one to distinguish between electron and hole traps, but it is not effective in studying high-resistivity samples when the relation N d ӷN t is not satisfied. However, the following arguments still apply, since the kernel defined below is always diagonal. We associate two functions with the set of deep levels inside the gap: A density of localized states G͑E ͒ and an energy-dependent capture cross-section ͑E͒. With these it becomes easy to describe a large number of deep levels, whether they are quasicontinuous or discreetly distributed. If only discrete deep levels exist, G͑E͒ ends up as a sum of delta functions. For example, a single deep level with parameters (E 0 , 0 ) and concentration N t0 can be described by the density of states G(E)ϭN t0 ␦(EϪE 0 ) and by a cross section which must be equal to 0 in a small interval around E 0 . Using this notional, both TSC and DLTS spectra can be formally expressed as
where E gap is the width of the energy gap. The expression of the K functions depends on the measurement under examination
͑7͒
Once a pair of spectra S TSC and S DL are taken, the characterization of deep level signatures is thus ''reduced'' to the simultaneous solution of two integral equations of the form ͑5͒.
B. Linearization of the integral equations
A nonlinear equation of the form ͑5͒ is very difficult to handle. Thus, we approach the problem noting that, if the cross sections are taken as constant, say ϭ 0 , Eq. ͑5͒ is linearized, and takes the following simplified form ͑usually classified as a Fredholm equation of the first kind͒:
K͑T,E ͒G͑ E ͒dE ͑8͒
Now the function K(T,E, 0 )ϭK(T,E) is simply the kernel of the integral equation. In order to set up a numerical procedure the variables T and E have to be discretized as
where ⌬Tϭ(T max ϪT min )/N and ⌬Eϭ(E max E min )/N. Now, each integral equation is changed into a linear system of the following form:
where
, and E i j ϭK(T i ,E j ). In the following, we will indicate arrays using bold symbols, e.g., Tϭ(T 1 ,T 2 ,...,T N ), Kϭ(K 11 ,K 12 ,...,K 21 ,K 22 ,..., K NN ). Using this notation, Eq. ͑9͒ reads SϭK"G.
A correct choice of energy and temperature limits (T min , T max , E max , and E max ) is of fundamental importance, since this influences the kernel symmetry. Let us consider a certain spectrum, and denote with ͓T min , T max ͔ the temperature range of interest. Between all possible levels with crosssection 0 only those with an activation energy lying in a certain restricted range ͓E min , E max ͔ can give an appreciable spectral contribution in the interval ͓T min , T max ͔, and need to be considered. In our analysis, it is convenient to choose E min/max such that a level with signature (E min/max , 0 ) generates a line peaking at T min/max . Doing so, the square matrix K retains a quasidiagonal form, as shown in Fig. 1 for the TSC kernel ͑the same considerations hold for the DLTS kernel͒. The quasidiagonal behavior of K has a physical meaning: a certain deep level with energy E 0 gives an appreciable spectral contribution in a certain temperature range, and this interval shifts towards higher temperatures as E 0 increases. The extension of such a temperature range is obviously related to the width of the K diagonal stripe.
The kernel of our problem is nonsingular, and can be inverted. However, while the profile of K is smooth and regular, K Ϫ1 exhibits strong and rapid oscillations. In any experimental spectrum, the contribution of the deep levels are superimposed with noise and other second-order contributions. Even small deviations from the ideal response are ''amplified'' by the rapid variations of K Ϫ1 , leading to a strongly oscillating density of state, which has no physical meaning. This prevents us from using K Ϫ1 to obtain the exact solution of the linear system GÄK À1 "S. Instead, we must look for an approximate solution of our integral equations having the following properties:
͑a͒ It is real and positive. ͑b͒ The treatment of spectra obtained with samples containing a small number of defects must generate a density of states which is the sum of a small number of defects must generate a density of states which is the sum number of ␦ function.
C. Numerical solution of the linearized equations
Since the matrix K is quasidiagonal, we can write it to first approximation as KХdiag(K 11 ,...,K NN ). Thus, a first approximation
The density G (0) will generate the spectrum S (0) ϭK"G (0) , which is broader than S. This is because Eq. ͑10͒ overestimates the deep level population. We can quantify the difference between S (0) and S by introducing the error ratio d (0) , defined as
Such a vector can be used to correct G (0) , in order to obtain the next approximation G (1) .
Because S and K contain only positive elements, and because the iterations require only multiplication and ratios, it is evident that this method will lead to a positive solution for G. If the described steps are repeated sufficiently often, S
is likely to converge to S; in this case, d will end up as a vector of elements equal to one and G (n) represents a correct approximation for the density of states.
However, the evolution of the procedure toward the proper solution could stop at a ''stalemate'' situation, like those shown in Fig. 2 . At this point, S (n) is very different from S, but any improvement is inhibited, since d (n) differs from one only at the points where G (n) is close to zero. Such a situation results from the fact that the zero-order approximation G (0) is evaluated neglecting the off-diagonal elements of K. These stalemates can be avoided by ''spreading'' the error ratio function over an interval with extension M similar to that of the K diagonal stripe. For example, we obtained good results using the ''spread'' error ratio
Doing so, if the i th element of d (n) is different from one, every element of d Ј(n) in a certain range of extension 2(n) around i will also not equal to one. To obtain a good convergence, M must have a value similar to the K diagonal-stripe width. The case Mϭ0 corresponds to the absence of any additional spreading, i.e., dЈϭd.
D. Correlation of different spectra
The procedure outlined in the previous section is a method for obtaining the proper positive solution of the state density if the value for the cross section is assumed to be constant ϭ 0 . Actually, the cross sections of different deep levels may vary over a wide range. This fact becomes evident when comparing the state densities obtained from DLTS and TSC spectra using the same cross section. We consider, as a concrete example, a silicon sample diode irradiated with neutrons up to a fluence ⌽ϭ3.84ϫ10 13 cm Ϫ2 , from which one expects a ''relatively small'' total defect concentration of the order of 10 13 cm Ϫ3 . In Fig. 3 , two spectra are shown, S TSC and S DL , along with the fits generated by our algorithm which have been superimposed. Details of these measurements can be found in Ref. 17 . The corresponding profiles of the calculated density of states G IDL and G TSC , using ϭ10 Ϫ15 cm 2 , are presented in Figs. 4 as curves ͑a͒ and ͑b͒, respectively. A common feature of TSC and DLTS experiments is that the amplitudes of S TSC and G TSC are much greater than those of S IDL and G IDL . This is due to the fact that usually only in the TSC experiments are the traps filled completely, while during DLTS experiments, only a fraction of the deep levels can capture carriers. For this reason, only TSC data should be used for quantitative N t estimations, and a scaling factor has to be inserted in Eq. ͑4͒. Both G TSC and G IDL show a peak at EХ0.405 eV, indicating that a deep level with parameters (Eϭ0.405 eV, ϭ10 Ϫ15 cm 2 ) is consistent with the two measurements, representing most likely a ''real'' deep level. Several other peaks appear only in a single plot, and cannot be related to the same cross section. For example, a peak near 0.39 eV appears in curve ͑b͒, but not in ͑a͒. To identify correctly the signature of any deep level, we have thus repeated our iterative procedure by selecting, step-by-step, different values of . The densities of states G IDL and G TSC evaluated using ϭ5ϫ10 Ϫ15 cm 2 , are shown in Fig. 4 as curves ͑c͒ and ͑d͒, respectively. Following are few general conclusions that can be drawn at this point: ͑a͒ As the cross section is increased, the calculated density of states shifts toward higher energies, with only slight shape changes.
͑b͒The shift of G IDL is larger than the shift G TSC features.
As a result, new peaks in G TSC and G IDL coincide when is charged. For example, the level (Eϭ0.39 eV, ϭ5 ϫ10 Ϫ15 cm 2 ) appears to be consistent with both measurements. Thus, we can expect that by letting vary over a proper range, it is possible to assign a signature to each feature of G IDL and G TSC . In the present example, using the set ϭ͕0.25, 0.5, 1, 2.5, 5, 10͖ϫ10
Ϫ15 cm 2 has given very satisfying results.
It must be pointed out that our procedure could associate a certain spectral peak in G IDL and G TSC with different values of . However, many solutions can be ruled out by requiring agreement with our present understanding of the defect states. For example, it is known that a level at 0.41 eV, related to the double vacancy, is the dominant peak in neutron irradiated silicon. In addition, this line is expected to broaden as the fluence is increased as a result of clustering of the primary damage. Some other information may be gained by performing new experiments with slightly different parameters, e.g., by varying heating rate in TSC or DLTS sampling times. Finally, in some cases, the uncertainty could be pathological, due to the limited knowledge about a material. The latter is true for many structural defects in CVD diamond. 4 . Densities of states G IDL ͓curves ͑a͒ and ͑c͔͒ and G TSC ͓curves ͑b͒ and ͑d͔͒ corresponding to the spectra of Fig. 3 The final result for the sample used in example is shown in Fig. 5 . The set of discrete levels, obtained with the procedure described in the former section, is presented in Fig.  5͑a͒ . The length of the lines gives the defect concentrations indicated by the right-hand scale. Deep levels clearly group around 0.37 and 0.41 eV. The accuracy of our analysis does not allow, at present, to discriminate energy levels with a separation smaller than 50 meV, thus the large number of states we found may alternatively belong to continuous distributions or to discrete levels grouped closer than 50 meV. Therefore, the deep level population may be more conveniently described by the density of localized states plotted by the dashed line, with their amplitude given on the left-hand scale. It is instructive to compare this with the results from the analysis of a more irradiated sample (⌽ϭ4.7 ϫ10 14 cm 2 ), also shown in Fig. 5͑a͒ , where the density of states extracted using our method in the energy range 0.35-0.5 eV is plotted in addition to the low-fluence results. The group of levels near 0.4 eV broadens as the fluence is increased, and new deep levels appear above 0.45 eV. The capture cross section as a function of energy is shown in Fig.  5͑b͒ , where the locations of the discreet peaks are indicated. The results obtained for the two samples are consistent, and the ͑E͒ curve can be used to deduce the cross sections of any level in Fig. 5͑a͒ , whichever the fluence may be. Note that a quasicontinuous distribution of point defects is believed to exist in heavily irradiated silicon after clustering of vacancy point defects. The results shown in Fig. 5 are ub agreement with existing literature. 18 The levels near 0.37 eV are likely to be donor defects, somewhat related to the complex C i O i ͑interstitial carbon-interstitial oxygen͒, which is known to introduce deep levels at 0.37 eV from the valence band. The large set of deep levels observed in the region between 0.4 and 0.44 eV, with ϭ10 Ϫ4 -10 Ϫ15 cm 2 , may be related to the double vacancy, since an energy level at E c Ϫ0.4 eV is connected to the transition of this defect from a neutral to negative-charged state. Finally, it is reasonable to assign the states in the range 0.46 -0.5 eV ͑which can be observed only in the more irradiated sample͒ to the complex V 2 O ͑double vacancy oxygen͒.
III. CONCLUSIONS
We have proposed a methodology which allows studying deep levels in defect semiconductor crystals with a high degree of accuracy, even when a large number of close deep levels are present in the sample and their sample and their spectral contributions overlap. To obtain a complete signature of the deep levels in terms of activation energy and cross section, we propose to compare spectra obtained with different experimental techniques, such as TSC and I-DLTS, treating experimental results with a numerical algorithm developed for this purpose. In the energy range 0.3-0.5 eV, we obtained a resolution in energy of about 0.05 eV ͑1-1.7%͒, and in cross section of less than 50%, respectively.
The proposed method has been adopted to study neutron irradiated silicon detectors, 17 and unirradiated chemical vapor deposited ͑CVD͒ diamond films, 19, 20 giving very satisfactory results in both cases and validating the procedure outlined in this article. In addition, a similar numerical procedure has been adopted to extract the electric-field distribution in silicon detectors from the current pulse response. ͑a͒ The energy levels ͑or the density of localized states͒ and their concentrations. Vertical lines represent the discrete levels found in the samples. Since many of them are grouped together, they most likely belong to the quasicontinuous distributions of localized states plotted by dashed lines. ͑b͒ The capture cross section as a function of activation energy. The vertical segments correspond to the discrete energy levels in the lower plot.
