A new deterministic algorithm for factoring polynomials over finite fields is presented. This algorithm makes use of linear algebra methods and is an improvement of the Berlekamp algorithm, as well as that of Niederreiter, in the case of nontrivial algebraic extensions. The improvement is achieved by a new method of computing a basis of the so-called Berlekamp primitive subalgebra that makes use of an idea related to the field of Gröbner bases. Finally, some comparative running times show how this new deterministic algorithm performs better than other probabilistic algorithms in some practical cases.
Introduction
In the late sixties Berlekamp (1967 Berlekamp ( , 1970 introduced a deterministic algorithm for the factorization of polynomials over a finite field. If we denote by F q the finite field with q elements, F q [X ] the algebra of polynomials over F q , and f ∈ F q [X ] the polynomial to be factored, this algorithm exploits the property of the algebra F q [X ]/( f ) of being an F q -vector space to factor the given polynomial. Basically it reduces the problem of factoring the polynomial to the problem of finding the polynomials h ∈ F q [X ]/( f ) satisfying the Berlekamp equation Later on, Niederreiter (1993a Niederreiter ( , 1994 presented an algorithm similar to the Berlekamp algorithm, based on the resolution of a different equation
where H (q−1) is the q − 1-th Hasse-Teichmüller derivative defined later in the paper. As Fleischmann (1993) noticed, the solutions for the Niederreiter equation are strictly related to the solutions for the Berlekamp equation. Nevertheless, the two equations are very different from each other. If p is the characteristic of the field F q , then we can think of F q as an F p -vector space and we can solve equations very similar to the ones of Berlekamp and Niederreiter replacing the exponents q with p h p ≡ h (mod f ) and
If k is the degree of the extension F q over F p , namely q = p k , then a standard way to solve the two equations is to apply Gaussian elimination on the associated nk × nk matrix over F p . This way of facing the problem requires O(n 3 k 3 ) operations over the field F p . Studying the p version of the Niederreiter equation, we discovered that it was possible to use an idea devised in Faugere et al. (1994) for fast change of ordering of zero-dimensional Gröbner bases, that speeds up the process of computing the solutions. Applying this idea gave slick results, and a deep analysis of the resulting algorithm yields an upper bound of O(n 3 k 2 +nk 3 ) operations over F p , that is better than the upper bound given by standard Gaussian elimination, especially when k is large. Later we discovered that the same idea could be applied to the Berlekamp algorithm.
The core of the new algorithm is essentially a new deterministic method for computing a basis of the Berlekamp primitive subalgebra in the case of the Berlekamp algorithm and a new method for computing a basis of the Niederreiter primitive subspace in the case of the Niederreiter algorithm. During the development it was necessary to introduce some new computer algebra tools related to Gröbner bases over a noncommutative ring of operators. In the next section we briefly summarize the needed theory.
To compare the performances of the new algorithm with other well known algorithms, we wrote a C++ program using Shoup's NTL library. The results turned out to be very interesting and proved that the algorithm has a great practical value. In the last section we show some comparative tables with the running times for our new algorithm and a probabilistic algorithm which is already implemented in the NTL library and described in Gathen and Shoup (1992) . The source code of the program can be obtained by contacting the author.
Linear operators as polynomials
The new linear algebra tools will require representing operators as special noncommutative polynomials. A little bit of theory is required. Most of this section can be found in a more general context in Bronstein and Petkov (1996) for what concerns rings of operators represented as polynomials, and in Cox et al. (1998) for what concerns Gröbner bases over modules and zero-dimensional submodules.
Let F q be a finite field and σ an automorphism of this field. We call F σ q the set of elements fixed by the automorphism σ . This is, of course, a field and F q is also an F σ q -vector space.
Definition 1. The noncommutative ring of σ -polynomials (F q [σ ], +, ·) is a ring of polynomials in σ with coefficients in F q of the form a 0 + a 1 σ + · · · + a n σ n with the usual addition between polynomials. The left multiplication is defined by extending the definition of left multiplication of σ by an element of the field F q given by
This definition makes the ring of σ -polynomials a noncommutative ring (unless σ is the trivial automorphism). The normal form for a σ -polynomial is always the one with the variable σ on the right with respect to the coefficients.
The left multiplication defined in (1) can be extended by the associative law to the product of any two monomials as
for every n, m ∈ N and can be extended to any polynomial by the distributive law as
It is easy to see that F q [σ ] is a left Euclidean ring and so it is possible to define a right division algorithm. Given A, B ∈ F q [σ ] two nonzero polynomials with leading terms aσ n and bσ m with n ≥ m, the right division of A by B is performed in the following way. If
then the leading term of Q 0 B is aσ n so that the degree of A − Q 0 B is less than n, and we can divide the polynomial recursively so that we eventually find a polynomial Q such that A − Q B = R with deg(R) < m. Then we have
with deg(R) < deg(B). The polynomial R is called the rest of the right division of A by B, while Q is called the quotient.
Definition 2. We define the linear action * :
where σ 0 is just the trivial automorphism, that is, the one such that σ 0 (α) = α. Given A ∈ F q [σ ], we say that α ∈ F q is a zero for A if A * α = 0.
This map is F σ q -linear so that with this action the polynomials in F q [σ ] can be seen as F σ q -linear operators acting on F q . It is in fact true that the product in F q [σ ] corresponds exactly to operator composition, that is,
From this it follows that every zero for B is also a zero for AB. In general it is not true that every zero for A is a zero for AB, since the polynomial multiplication is noncommutative.
The set of σ -polynomials for which a given element of the field F q is a zero, forms a left ideal in F q [σ ] . Moreover, such an ideal is principal, since the ring F q [σ ] is a left Euclidean ring and therefore a principal ideal domain.
Proposition 3. Let B ∈ F q [σ ] be a generator for the ideal of polynomials for which an element α ∈ F q is a zero. Then for every A ∈ F q [σ ] we have that A * α = 0 if and only if B exactly divides A on the right.
If we define π : F q → F q as the map such that
then, for every nonzero element α in F q , the σ -polynomial σ − π(α) is a generator for the ideal of polynomials for which α is a zero since
Moreover, if β is also a zero for the polynomial σ − π(α), then it follows that σ (α/β) = α/β, that is, the ratio between α and β is a fixed element for the automorphism σ .
Theorem 4. Let F ∈ F q [σ ] a σ -polynomial of degree n. Then the dimension of the F σ q -vector space of the zeros for F in F q is at most n over F σ q .
Proof. By induction over the degree n of the polynomial. n = 1 If α is a zero for F and the degree of this polynomial is 1, then the last remark tells us that, up to a constant, F(σ ) = σ − π(α) and so every other zero for F belongs to the F σ q -vector space generated by α.
n − 1 ⇒ n Suppose the theorem is true for any σ -polynomial of degree n − 1. Let α be a zero for F. Then by Proposition 3 the σ -polynomial F belongs to the left ideal generated by σ − π(α) so that we can write F(σ ) = F 1 (σ )(σ − π(α)). So the action of F over F q is given by the composition of the two operators F 1 (σ ), whose kernel has dimension less than or equal to n − 1 by the induction hypothesis, and σ − π(α), whose kernel dimension over F σ q is exactly one, and therefore the dimension of the kernel of F is at most n.
Notice that the dimension of the kernel of a σ -polynomial can be strictly less than its degree and, of course, it can never be greater than the dimension of F q as an F σ q -vector space. Now that we know some properties about the σ -polynomials, we can consider F q [σ ] n , the free left F q [σ ]-module of rank n. When we specify left, we are considering only the left multiplication for elements of F q [σ ] . The standard basis is given by e 1 = (1, 0, 0, . . . , 0), e 2 = (0, 1, 0, . . . , 0), . . . , e n = (0, 0, 0, . . . , 1). We call elements of such a module vectors and we represent them both in vector form as n-tuples where every component is an element of the ring F q [σ ] , and in polynomial form as a polynomial combination of the e i 's.
Since the ring F q [σ ] is a left Euclidean ring, and so a domain with principal left ideals, every left submodule M is free over F q [σ ] and with rank less than or equal to n, namely, there exists a basis for M consisting of no more than n vectors.
Given a left submodule M generated by {v 1 , . . . , v s } with v i = n j=1 v i, j e j , the matrix
in which every row corresponds to one of the vectors, is called a presentation for the left submodule M and we say that M is presented by such a matrix.
Definition 5. Given a vector v = (v 1 , . . . , v n ) in the module F q [σ ] n , we define its action on a vector a = (a 1 , . . . , a n ) in the vector space F n q in the following way: * :
It is easy to see that the zeros for a left submodule M form an F σ q -vector space. Starting from the monomial definition for the polynomial ring F q [σ ], we can extend it to define a monomial m in F q [σ ] n as a vector represented in polynomial form as σ α e i for some α ∈ N and i = 1, . . . , n. We say that m contains the vector of the standard basis e i . Every vector v can be written as a left F q -linear combination of monomials m i
where a i ∈ F q , a i = 0. If m 1 , m 2 are monomials in F q [σ ] n , m 1 = σ α e i and m 2 = σ β e j , then m 2 right divides m 1 (or m 1 is right divisible by m 2 ) if and only if i = j and σ β right divides σ α , namely α ≥ β. Notice that the quotient is an element of the ring F q [σ ] and, if m 2 right divides m 1 , we have that (m 1 /m 2 ) · m 2 = m 1 , as we would expect.
To extend the definition of leading monomial to a vector we need first to have an ordering on the set of monomials.
Definition 6. We define two special orderings
• (TOP ordering) We say σ α e i > TOP σ β e j if α > β or if α = β and i > j • (POT ordering) We say σ α e i > POT σ β e j if i > j or if i = j and α > β.
TOP stands for term over position, since the TOP ordering orders the monomials first by the terms and then by the position, and POT stands for position over term.
Since every vector v can be written as a sum of monomials as in (2), we define the leading monomial LM(v) as the monomial with highest degree, according to the chosen ordering, among the monomials appearing in the sum. We also define the leading coefficient LC(v) as the coefficient of the leading monomial in the monomial expansion of v.
Once we have fixed a monomial ordering over
n , and r = 0 or r is an F q -linear combination of monomials such that each one of them is not divisible by any of LM(v i ) for i = 1, . . . , s. We call r the remainder on division by S.
Definition 8. A set of generators G = {g 1 , . . . , g s } for a left submodule M is a special basis if the leading monomials of the g i 's each contain a distinct vector of the standard basis and LC(g i ) = 1 for i = 1, . . . , n.
It is easy to see that this definition, in our case of modules over a left Euclidean ring, coincides with the definition of minimal Gröbner basis defined in a more general context. Proposition 9. Given G a special basis for a left submodule M ⊂ F q [σ ] n and a vector v ∈ F q [σ ] n , we have that the remainder of v in the division by G is independent of the order of the division.
Given a left submodule M and an ordering <, we denote with (G, <) a special basis with respect to that ordering. A vector v ∈ F q [σ ] n is reduced with respect to G if none of the LM(g) for g ∈ G divides any of the monomials in v. Given a vector v, we denote with v G the remainder of the division of v by the special basis G, and we call this the normal form of v in
n /M has a finite basis as a vector space over F q .
Let F q = F 2 and let M be a left submodule presented by the matrix
where the row vectors correspond to a special basis for M with respect to the TOP ordering. Then M is a zero-dimensional left submodule and a basis for F q [σ ] n /M as a vector space over F 2 is given by the vectors e 1 = (1, 0, 0), σ e 1 = (σ, 0, 0), e 2 = (0, 1, 0), σ e 2 = (0, σ, 0), σ 2 e 2 = (0, σ 2 , 0), and e 3 = (0, 0, 1). We conclude this section with a theorem that will be useful later in the analysis of the new algorithm.
Theorem 11. M is a zero-dimensional left submodule if and only if there exists a special basis
Berlekamp algorithm
Berlekamp (1967, 1970) introduced a deterministic algorithm for factoring polynomials over finite fields based on linear algebra methods. The algorithm basically reduces the problem of the factorization to the problem of finding a basis for the subspace of solutions for a special equation.
Definition 12. Given f ∈ F q [X ] a squarefree polynomial, we call Berlekamp subalgebra the F q -algebra of polynomials
that is, if and only if the polynomial h is a constant modulo all the irreducible factors of the polynomial f . We can visualize this property with the following diagram
The Berlekamp subalgebra has dimension r as an F q -subspace of F q [X ]/( f ) and, unless the polynomial f splits completely into linear factors over F q , it is smaller than the whole algebra
Moreover, its dimension is 1 if and only if the polynomial f is irreducible.
We can use a polynomial h ∈ B q to factor f with the following decomposition
where the last equality holds since the factors h −a are all relatively prime. Unless h is a constant in F q [X ]/( f ), the right hand side of the last equality is a nontrivial factorization for f since each of the factors has degree smaller than the degree of f . It can be proved that, using in turn each polynomial of a basis for the Berlekamp subalgebra in Eq. (3), it suffices to separate all factors of f . Notice also that, once we know a basis for the Berlekamp subalgebra, a different approach could be the probabilistic one suggested in Cantor and Zassenhaus (1981) but we will not investigate this further since we are mainly interested in the deterministic aspect. If n is the degree of the polynomial f , we can represent the polynomial h = h 0 + · · · + h n−1 X n−1 as a vector h := (h 0 , . . . , h n−1 ), and the operator α → α q as an F q -linear map corresponding to an n × n matrix Q over F q called the Petr-Berlekamp matrix of f . Therefore, denoting with I n the n × n identity matrix,
We can find a basis for B q evaluating the kernel of the matrix Q − I n through Gaussian elimination. The computational cost would be of O(n 3 ) operations over F q . In any case, once we know a basis for the Berlekamp subalgebra, splitting f could still be an expensive task in the case q is large.
Niederreiter algorithm
Niederreiter (1993a, 1994) introduced a new algorithm based on linear algebra and very similar to the algorithm of Berlekamp. It was originally based on the solution of a differential equation, but we give a more algebraic presentation slightly different from the one given by Niederreiter.
Definition 13. Given an integer k ≥ 0, we define the kth Hasse-Teichmüller derivative H (k) as the F q -linear operator over F q [X ] such that
The kth Hasse-Teichmüller derivative has the same good properties as the standard kth derivative. It is worth noticing that if k! is not zero in F q then the kth Hasse-Teichmüller derivative is just the standard kth derivative rescaled by this factor. Definition 14. Given f a squarefree polynomial, we call Niederreiter subspace
with H (q−1) the q − 1-th Hasse-Teichmüller derivative.
The operator H (q−1) is a very simple operator since
Moreover, the polynomials h satisfying the equation in (4) must have degree smaller than n = deg( f ), and so we can think of them as polynomials in the algebra F q [X ]/( f ). As Fleischmann (1993) pointed out, there is a close link between the Berlekamp subalgebra and the Niederreiter subspace.
Two vector subspaces S, T of the algebra F q [X ]/( f ) are called associated if, given a basis {s 1 , . . . , s r } for S, there exists a polynomial u ∈ F q [X ]/( f ) such that gcd(u, f ) = 1, that is, u is invertible in F q [X ]/( f ), and {us 1 , . . . , us r } is a basis for T . We write then T = u S to express the link between the two subspaces. Clearly this is an equivalence relation on the set of subspaces of
Theorem 15. The Niederreiter subspace is associated to the Berlekamp subalgebra and precisely we have N q = f B q with f the formal derivative of the polynomial f and
Proof. Consider the equation in (4) defining the Niederreiter subspace. Since the Leibniz rule holds for the Hasse-Teichmüller derivative we have
We notice that most of the terms in the sum are divisible by some power of the polynomial f and so it follows that
Given an element h ∈ f B q , namely h = f b for a polynomial b ∈ B q , we have
and therefore, by the last equivalence, we have that
We can change the equivalence sign with an equality sign if we consider h as a polynomial in F q [X ] of degree less than or equal to n = deg( f ). In fact both sides of the equivalence are polynomials in X q and, since the polynomial f is squarefree, the monomials 1, X q , . . . , X q(n−1) are linearly independent in the algebra F q [X ]/( f ). Therefore
and so h ∈ B q .
Notice that N q , unlike B q , is not a subalgebra but is just a vector subspace. This means that it is not closed under internal multiplication.
Let a := f q−1 = a 0 + a 1 X + · · · + a nq−n X nq−n . We note first of all that deg(ah) < nq where n = deg( f ). Then we can write ah as
Then H (q−1) (ah) = j q−1 + j 2q−1 X q + · · · + j nq−1 X (n−1)q , namely
where the coefficients a i are zero if the index i is a negative index. Therefore the Niederreiter matrix N associated to the operator
Finding polynomials h = h 0 + h 1 · · · + h n−1 X n−1 that satisfy the equation in (4) is equivalent to finding vectors h := (h 0 , h 1 , . . . , h n−1 ) ∈ F n q that satisfy the linear equation (N − I n )h = 0, and this can be done by Gaussian elimination. Once we have found a basis for the subspace N q , we can easily bring this back to a basis for the subalgebra B q multiplying the elements of our basis by the polynomial ( f ) −1 , that is, the inverse of the polynomial f in the algebra
Despite the similarities of the Niederreiter algorithm with the Berlekamp one, there are some differences that could make one faster than the other in different situations. It is worth noticing that the Petr-Berlekamp matrix Q is almost filled with zeros in the first n/q columns for a total of about n 2 /q zero entries and this speeds up Gaussian elimination a little bit. On the other hand, if we are in the case q = 2, then the setting up of the Niederreiter matrix N is immediate since we just have to read the coefficients of the polynomial and in case the polynomial f is a sparse polynomial, the matrix N is sparse as well, while this is not true for the matrix Q.
New factorization algorithm
Berlekamp algorithm and Niederreiter algorithm take advantage of the fact that the algebra F q [X ]/( f ) is an F q -vector space. This allowed us to apply some well known linear algebra methods to compute a basis for smaller subspaces such as B q and N q . In any case, if q = p k with k ≥ 2, the field F q , and therefore the algebra F q [X ]/( f ), is also equipped with a structure of an F p -vector space. The algorithms shown so far do not exploit this property, and the main topic of this section is to show how we can take advantage of this structure.
Definition 16. Given a squarefree polynomial f , we call Berlekamp primitive subalgebra the F p -algebra of polynomials
Given a basis {α 1 , α 2 , . . . , α k } for the field F q as an F p -vector space, such an equation can be seen as an F p -linear system over the n × k variables
and solving this system as before, with Gaussian elimination, yields a running time of O(n 3 k 3 ) operations over F p to find a basis for B p . This basis can be used to factor f using the decomposition
and this allows us to reduce the number of maximum common divisors necessary to find a nontrivial decomposition since the algebraic factorization of h p −h contains just p factors instead of q factors as in (3). In the practical and interesting case of characteristic p = 2 we get also
so that every element h ∈ B p , different from 0 and 1, splits f in a nontrivial way. The drawback is that the computation of the subspace B p usually becomes the main part of the cost for the factorization. In case we don't mind using a probabilistic approach for the last step, it is better just to find a basis for the subalgebra B q .
Similarly we can define the Niederreiter primitive subspace as
and we can find a basis with the same method we used for the Berlekamp primitive subalgebra.
Basically, this method translates the problem of factoring a polynomial of degree n over a field F q with q = p k to the resolution of a linear system correspondent to an nk × nk matrix that is equivalent, from a computational point of view, to the problem of factoring a polynomial of degree nk over a finite field of cardinality p with the classic Berlekamp algorithm. In this way we can completely forget the structure of the F q -vector space of the algebra
The new algorithm that we developed takes advantage of both the structure of F q -vector space and the structure of F p -vector space with an ingenious use of special bases for modules (see Definition 8). This idea was born from the study of the equation in (7), but it can be applied also to the Berlekamp algorithm.
Given p the characteristic of the field, let a := f p−1 = a 0 +a 1 X +· · ·+a np−n X np−n . Then the equation in (7) becomes an equality between the coefficients of the polynomial H ( p−1) ( f ( p−1) h) and those of the polynomial h p , namely
a np−n h n−1 = h p n−1 . Given σ the F p -linear map α → α p , the subspace N p can be considered as the subspace of vectors h := (h 0 , h 1 , . . . , h n−1 ) ∈ F n q that are zeros (see Definition 5) for the left submodule
The rows of the matrix presenting the left submodule M form a special basis for the TOP ordering (see Definition 6), that we name G TOP , and by Theorem 11 the left submodule is zerodimensional and n is the dimension of F q [σ ] n /M as an F q -vector space. Thanks to the algorithm to change Gröbner basis for zero-dimensional ideals in Faugere et al. (1994) , we can retrieve a special basis for the POT ordering which leads to a faster way to find the vectors in F n q that are zeros for the left submodule, corresponding to solutions for the equation in (7). We show now a simplified version of this algorithm well suited for this task. A clear explanation of why it works can be found in Cox et al. (1998) Ch. 2, section 3. Recall that with e i we indicate the ith vector of the standard basis for The list B TOP always contains independent vectors in the quotient module F q [σ ] n /M and therefore we cannot append more than n vectors in B TOP . It is also easy to see that in the end the lists B TOP and B POT each contain a whole basis for the F q -vector space F q [σ ] n /M composed by vectors reduced with respect to the basis G TOP and G POT , respectively. Moreover, we observe that the vectors in the list B TOP can be considered as vectors in F n q instead of vectors in F n q [σ ] because of the very special form of the basis G TOP , and the vectors in B POT can be considered as monomials. Since at every step of the algorithm a vector is appended either to the list B POT or to the list G POT , and both eventually contain n vectors, the algorithm terminates exactly after 2n iterations of the main loop returning a special basis for the POT ordering corresponding to a matrix
where the sum of the degree of the polynomials on the diagonal is n by Theorem 11. We notice that such a matrix is in lower triangular form and this turns out to be very useful.
Theorem 17. Algorithm 1 has a running time of O(n 3 k 2 ) operations over F p .
Proof. Every iteration of the algorithm requires verifying if the reduced vector m G TOP is linearly dependent on the b vectors previously appended to the list B TOP . Since every vector is made up of n components over F q , every iteration requires not more than bn ≤ n 2 operations over F q for a total of O(n 3 ) operations. Since every operation over F q can be performed in O(k 2 ) operations over F p , it follows that the running time of the algorithm is O(n 3 k 2 ) operations over F p .
Once we have a special basis for M with respect to the ordering POT, the problem of calculating the subspace of zeros for M is a lot easier. We recall that the zeros of the submodule M are vectors in F n q . When we look for vectors h = (h 0 , h 1 , . . . , h n−1 ) ∈ F n q satisfying the problem, we start looking for the possible values for the first entry h 0 . Since the matrix presenting M is in this special lower triangular form, this can be done easily by solving the equation p 00 (σ ) * h 0 = 0. Next, while we calculate the component h 1 , we have to solve the equation p 10 (σ ) * h 0 + p 11 (σ ) * h 1 = 0 and while performing this we restrict ourselves only to the possible values for the entry h 0 . Proceeding in this way we can calculate a basis for all the components h 0 , h 1 , . . . , h n−1 of the vectors that are zeros for the left submodule M.
We present now an algorithm that, given a basis for a left submodule M ⊂ F q [σ ] n corresponding to a lower triangular matrix, returns a basis for the space of the zeros associated to M.
algorithm is also equal to n. But this can happen if and only if the kernel of the operator p ii (σ ) always has the highest possible dimension allowed by Theorem 4, namely deg( p ii (σ )), and if in the first half of the main loop the dimension of the subspace S is always equal to s. This would allow us to simplify a bit the problem since we do not have to bother about which linear combinations of the elements in W belong to the image of the operator p ii (σ ), since we would know in advance that every element in W is in the image of p ii (σ ).
Theorem 18. Algorithm 2 has a running time of O(n 3 k 2 + nk 3 ) operations over F p .
Proof. To evaluate the expression
it is necessary to compute the action of the σ -polynomials p i j (σ ) over the elements h j . If d is the degree of the polynomial p i j (σ ), then its action over h j can be computed with d applications of the operator σ , d + 1 multiplications over F p . If we have filled in advance a matrix representing the operator σ , this can be done with dO(k 2 ) operations over F p . Moreover, it is necessary every time to apply each polynomial over at most n elements, since this is the greatest size that the list H can reach. So each polynomial under the diagonal requires at most dO(nk 2 ) operations over F p . Notice also that deg p i j < deg p ii for each j < i, and so the sum of the degrees of the polynomials under the diagonal is at most (n − 1) 2 giving a total of O(n 3 k 2 ) operations over F p . We can compute the solutions h i for the equations
and a basis for the zeros for the σ -polynomial p ii (σ ), considering the F p -linear action of p ii (σ ) over F q as the action of a k × k matrix over F p . This can be done with just one Gaussian elimination over the matrix associated to the polynomial p ii (σ ) and the s ≤ n elements in W with O(k(k + n) 2 ) operations over F p . Since this must be performed at most n times we get an upper bound of O(n 3 k + n 2 k 2 + nk 3 ) operations over F p . Experience shows that, if k is bigger than r , the number of irreducible factors, then the odds are that there is just one nonconstant polynomial on the diagonal and in the case of constant polynomials Gaussian elimination would not be required. To evaluate the vectors
we need to compute one multiplication of a vector over F q with an element in F p for each a i different from zero. If at each step we take our base A for the subspace S in a wise way, then there will be at most s + s (s − s ) < n + n(s − s ) nonzero a i 's. Since s − s represents how much the dimension of the space of solutions dropped during the first half of the loop and since the sum of all these drops must be strictly smaller than n, it follows that to evaluate these combinations we need a total of O(n 2 ) multiplications of vectors with elements in F p . This can be done with O(n 3 k) operations over F p .
Adding up all these running times we get that an upper bound of O(n 3 k 2 + nk 3 ) operations over F p .
Since most of the time is spent by the algorithm in evaluating the action of the polynomial p i j (σ ), the process can be speeded up optimizing the action of the operator σ . In the case p = 2 this is just the operator α → α 2 and so squaring would be an approach faster than considering it as a matrix operator. It is also possible to use normal bases so that applying σ would just correspond to cycling the components of an element over F q considered as a vector over F p and this could be done in linear time.
Once we have a basis H for the subspace of the zeros for the left submodule M, we can convert such a basis to a basis of polynomials for the Niederreiter primitive subspace N p . The total running time of the Algorithms 1 and 2 is thus O(n 3 k 2 + nk 3 ) operations over F p , that is a large improvement compared with the running time needed by standard Gaussian elimination to compute a basis for the Berlekamp primitive subalgebra B p , that is equal to O(n 3 k 3 ). Of course, when k = 1 there is no gain but, when k and n are both large, the gain is remarkable as shown by the computer tests.
We show now how it is possible to apply Algorithms 1 and 2 to the Berlekamp equation. Given p the characteristic of the field, we define φ :
as the F p -linear operator such that φ(X ) = X and φ| F q is the F p -linear map α → α p . We define also ψ :
as that F p -linear operator such that ψ(X ) = X p and ψ| F q is the identity.
Theorem 19. The polynomials h of the Berlekamp primitive subalgebra B p satisfy the equation
Proof. If h satisfies the equation in (5), then
. Applying the operator φ −1 to both sides of the equation we get
and so the claim is proved.
Given X i p ≡ a 0i + a 1i X + · · · + a n−1,i X n−1 (mod φ −1 f ), to find a basis for B p is the same as to find a basis for the solutions of the equations
Given σ the F p -linear map α → α 1/ p , we have that to find a basis for the subalgebra B p and this is equivalent to finding a basis for the subspace of vectors h := (h 0 , h 1 , . . . , h n−1 ) ∈ F n q that are zeros for the left submodule M ⊂ F q [σ ] n presented by the matrix
This matrix is in the same form as the matrix (8) so that we can apply again Algorithm 1 to obtain a special basis for the POT ordering. Then again we can apply Algorithm 2 to find a basis for the subspace of the zeros associated to the left submodule M, and this corresponds to a basis of polynomials for the Berlekamp primitive subalgebra.
Running times
In most of the applications algorithms for univariate polynomial factorization over a finite field break into three stages:
1. Squarefree factorization (SFF) 2. Distinct degree factorization (DDF) 3. Equal degree factorization (EDF)
The squarefree factorization partially factors a given polynomial into a product of squarefree polynomials, while the distinct degree factorization splits a given squarefree polynomial into a product of equal degree polynomials, that is, polynomials that are products of irreducible factors of the same degree. The equal degree factorization completely splits what is left from the previous process. The first step can be performed very easily both in theory and in practice. The second step is performed with a deterministic algorithm and a fast implementation is described in Kaltofen and Shoup (1998) and in Shoup (1995) . The last step is usually performed by a probabilistic algorithm. Even if the new algorithm is capable of factoring any given squarefree polynomial, we restricted the analysis to the case of equal degree polynomials, since for generic squarefree polynomials applying the distinct degree factorization first would lead to better running times.
As a reminder, n is the degree of the equal degree polynomial to be factored, k is the degree of the field extension, r is the number of irreducible factors, d is the degree of each irreducible factor, and p is the characteristic of the field. For the sake of clarity we consider p to be constant. If we don't use any fast algorithm for polynomial multiplication, then a comparison between the running times of the different algorithms leads to the following table
Algorithm
Running time
where we indicate with EDF a fast and practical probabilistic approach described in Gathen and Shoup (1992) , with Berlekamp an algorithm that factors the polynomial by computing first a basis for B p with standard Gaussian elimination, and with New Algorithm we indicate the new algorithm presented in this paper. This comparison points out that, in the case of polynomials of large degree n, the probabilistic approach would be convenient, but, nevertheless, the new algorithm should perform better in the case k is large enough. In any case, it is hard to make non asymptotical comparisons. For this purpose, we wrote a computer algorithm and evaluated its behavior with different inputs. The implementation has been written in C++ and was made possible thanks to Shoup's NTL library, version 5.4 , implementing all the arithmetic necessary for manipulating polynomials over finite fields. It is possible to obtain a copy of the source code of the program by contacting the author. During the test we fed the algorithms listed above with some random equal degree polynomials, that is, squarefree polynomials splitting in factors of the same degree. The probabilistic algorithm was already implemented within the NTL library with the name EDF and it uses the approach described in Gathen and Shoup (1992) . For the Berlekamp algorithm we just used the kernel function, already implemented, over the p version of the Petr-Berlekamp matrix. For our algorithm we recorded the time elapsed for the change of basis performed by Algorithm 1, the time elapsed for the computation of the zeros performed by Algorithm 2, and the time for the separation of the irreducible components via the gcd step using the equality in (6). We restricted to the case p = 2 because the function EDF is not well optimized for fields with odd characteristic and so it would lead to unfair comparisons. The computation has been done on an Intel Pentium 4 with a 3 GHz clock and 2 GB of memory running a 32 bits version of the Linux operating system.
In the first table we compared the efficiency of the three algorithms when the number r of the irreducible factors of the polynomial to be factored grows. We have then fixed k = 64 the degree of the extension, and d = 1 the degree of the irreducible factors. We notice that our implementation of the new algorithm is slower than the algorithm EDF. This had been expected since, when the degree of the polynomial n = r d grows, the new algorithm grows as n 3 , while the probabilistic one grows as n 2 log(r ). k = 64, d = 1 r = 24 (ms) r = 32 (ms) r = 48 (ms) r = 64 (ms) r = 96 ( In the next table we compared the different algorithms when k grows. In this case r = 24 and d = 1 are fixed. We notice now that the running time of the new algorithm is better than the running time of EDF. This was surprising but expected since with respect to k our algorithm behaves like n 3 k 2 + nk 3 while the probabilistic one as n 2 k 2 (k + d) log(r ). EDF  21  72  85  199  406  Berlekamp  94  283  822  2652  5693  change  11  27  18  22  30  New zeros  11  33  17  26  39  split  2  5  4  6  7 In the next table we repeated the test with the number r of irreducible components growing but this time with k = 64 and d = 4. The new deterministic algorithm becomes slower and slower, compared with EDF, as r grows, showing again that when n = r d is big enough the probabilistic algorithm is a better choice. Comparing with the first table we notice how Algorithm 2 is sensitive to the number of irreducible factors and as a consequence most of the time required by the new algorithm was spent performing Algorithm 1. d = 4, k = 64 r = 6 (ms) r = 8 (ms) r = 12 (ms) r = 16 (ms) r = 24 (ms)  EDF  12  22  55  100  179  Berlekamp  64  165  784  1933  6067  change  11  26  84  204  633  New  zeros  3  7  21  49  161  split  1  1  3  7  13 In the last table we repeated the second test with the parameter k growing but this time with r = 6 and d = 4. Again we observe that our new algorithm performs better than the probabilistic one even if only for large degrees of the extension. )  EDF  12  30  31  60  103  Berlekamp  66  249  724  2548  5635  change  11  26  16  23  31  New zeros  3  12  7  12  19  split  1  2  1  2  3 Most of the advantage of the probabilistic algorithm is due to the so-called divide and conqueror strategy that consists in obtaining just one element of the Berlekamp primitive subalgebra, instead of a whole basis, and then use that element to split the polynomial in two smaller polynomials so that the polynomial arithmetic becomes easier in the next steps. This explains why, for big values of the degree n of the polynomial, the probabilistic algorithm remains a better choice. A combination of the two approaches would probably lead to a faster probabilistic algorithm even if it is hard to judge when to switch from the probabilistic algorithm to the new algorithm. Finally we point out that the program we wrote could be probably improved and so these tables show only some of the potentialities of an optimal implementation.
