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INTRODUCTION
Passive remote sensing sensors used for Earth observations are primarily limited by their sensitivity to clouds and weather conditions. Thus, the availability of accurate cloud masks is important in related research topics. Clouds in optical images seem identifiable as they are generally bright in images. However, the variety of reflectance and temperatures of the Earth's surface make the related thresholding-based approaches difficult to accurately identify clouds from images. The automatic and accurate generation of cloud masks remains a challenging and important issue in the remote sensing community.
Following the categories of cloud detection methods in (Lin et al., 2015) , the previous methods are classified into two categories, namely, single-date and multi-temporal methods. While singledate methods utilize spectral and contextual information in cloud detection with the available spectral bands and sensors, multitemporal methods (Du et al., 2002; Canty et al., 2008) take fully use of both the spectral information and spatial-temporal information in cloud detection. Thresholding on thermal bands is the most common approach (Ackerman et al., 1998; Irish et al., 2006; Hagolle et al., 2010; Oreopoulos et al., 2011; Zhu and Woodcock, 2012; Jin et al., 2013) . A temperature threshold is specified to separate cloud and clear-sky pixels based on the fact that clouds are bright in the thermal bands. For example, Irish et al. (2000) proposed an automatic cloud cover assessment (ACCA) for images acquired by the Landsat-7 Enhanced Thematic Mapper Plus (ETM+) sensor. Their method uses available bands to establish a set of threshold-based filters. Several reflectance ratios on bands 2 to 6 are used to partition the pixels into clouds, non-clouds, and ambiguous pixels. The ambiguous pixels are further re-examined solely by thresholding the thermal band. Oreopoulos et al. (2011) proposed adaptations of ACCA to process images obtained from the MODIS sensors. Although ACCA can effectively detect clouds, this algorithm may fail to distinguish snow from clouds in high-latitude areas (Zhu and Woodcock, 2012) . To resolve this problem, Choi and Bindschadler (2004) developed a method to determine the optimal threshold of the normalized difference snow index (NDSI) by iteratively matching clouds and cloud shadow edges. Zhu and Woodcock (2012) utilized top of atmosphere (ToA) reflectance and temperatures in cloud and cloud shadow detection.
Thermal bands are effective for cloud detection; however, the payload of several Earth observation sensors with high spatial resolution does not include thermal channels. Therefore, several methods that utilize multiple sensors and contextual information have been proposed. Sedano et al. (2011) proposed a multi-sensor method, which relies on complementary information provided by a second sensor with a high revisit period. In addition, several studies adopted advanced algorithms, such as Markov random field (Hégarat-Mascle and André, 2009) and tasseled cap transformation (Li and Tang, 2013) , to detect clouds using the spatial correlation and contextual information of an image.
The abovementioned methods mainly rely on suitable thresholds to mask clouds under various situations. However, the setting of thresholds is difficult or even impossible to deal with images containing various landscapes. Therefore, a threshold-free detection method based on object classifier with various spectral and spatial features is proposed.
METHODOLOGY
This paper introduces a cloud detection method based on image classification. In this section, SVM classification is briefly introduced in Sections 2.1, and the proposed approaches on the spatial-spectral features are then described in Section 2.2.
SVM classification
SVMs were originally designed for two-class linear classifications. The basic idea is to determine the maximal margin of the input samples, where margin means the minimal distance from the separating hyperplane to the closest samples of classes. The middle of the margin is the optimal separating hyperplane, and the samples closest to the hyperplane are called support vectors, as shown in Figure 1 . Given that the determined hyperplane cannot separate the samples well, the linear SVM is extended to a non-linear SVM by transforming the problem into a feature space using a set of nonlinear basis functions, where the samples are separated as clearly as possible. In doing so, the algorithm avoids the process of determining the optimal separating hyperplane in the feature space. A kernel representation is used instead, in which the solution is written as a weighted sum of the values of a kernel function evaluated at the support vectors. In addition, only a few training samples are required in the SVM algorithm. These properties make SVMs suited to high-dimensional classification problems in the field of remote sensing. Given a set of training pixels = { , } =1 , where is the training sample, is the corresponding class label, and n represents the number of pixels. The decision function can be found by solving the following optimization equation:
where is the Lagrange coefficient, C is the parameter that controls the trade-off between the training error and the margin, and ( , ) is the transformation kernel function. The effectiveness of SVM is dependent on the margin parameter C, the selection of the kernel function, and the parameters in the kernel function. The design and selection of a kernel is difficult without sufficient priori knowledge of the classified targets in the point clouds (Mallet et al., 2011) . Therefore, the Gaussian kernel that contains only one parameter is adopted, that is,
The best combination of the parameters C and k is generally decided through cross validation, that is, the parameters with the best cross-validation accuracy are selected. The final SVM model is trained on a training dataset by using the selected parameters. The model is then used in testing and classifying image pixels.
The SVM classifier assigns a label to each pixel based on its feature representation. The features are computed from the spectral bands. In this study, not only the spectral features but also texture features in principal images are used. These two kinds of features are described in the following section.
Spectral features
Inspirited by the thresholding-based methods, ACCA (Irish et al., 2000) and Fmask (Zhu et al., 2012) , several spectral bands and band radios that defined according to physical characteristics of clouds are adopted as features to group the objects of cloud, cloud shadow, and the others. These features are described as follows.
Brightness feature. Clouds are generally bright in optical images. Therefore, the pixel brightness is introduced in the feature space to separate bright and non-bright pixels. By using the brightness or called intensity in color image processing, the brightness feature is defined as the average of the pixel values in blue, green, and red bands, that is,
where , , and represent the blue, green, and red bands, respectively, in an image; I denotes the input image.
Snow feature. To separate snow from cloud, the commonly-used index called normalized show difference index (NSDI) is adopted. The NSDI is defined as
where denotes the shortwave infrared (SWIR) bands.
Temperature feature. The thermal infrared band, denoted as , is used as temperature feature to extract cold clouds.
Cold land surface feature. This feature is to extract possible pixels belonging to cold land that shows relatively low reflectance on the shortwave infrared band and high reflectance on the thermal infrared band . This feature is formulated as
Vegetation feature. The band ratio ( ) ( ) ⁄ in ACCA is adopted to identify the highly reflective vegetation. In , the reflectance of green leaves is relatively high because that few energy is absorbed. In contrast, the reflectance of is relatively low because the chlorophyll in green leaves absorbs energy.
Water feature. To separate water from land, the water criterion is used as feature in classification. Following the criterion in Fmask algorithm, the water feature is defined as the pixel value in blue band, that is, ( ).
Texture features
The spectral features can well represent the radiation of individual objects such as ground objects and thick cloud. However, the spectral features are difficult to identify composite objects such as the composition of transparent thin cloud and ground objects. Therefore, texture features are introduced in the classifier. The previous method adopted several texture indexes such as correlation, contrast, uniformity, homogeneity, and entropy of co-occurrence matrix to extract various textures from each bands. However, the similar spectral bands, such as the groups of visible bands and infrared bands, links to highly dependent features. A classifier with several highly dependent features decrease the classification accuracy and increase the computational cost.
In this study, to solve this problem, a hotelling transformation is applied to the spectral bands. The two major principal components, denoted as 1 and 2 , correspond to the two largest eigenvalues are used in texture feature extraction. In the co-occurrence matrix, denoted as G, the position operator Q is defined as "one pixel immediately to the right". The size of G, that is, the number of possible reflectance is set to K× ( = 32 in the experiments). The search window size is × , and it is set to 9 × 9 . The uniformity is used as texture feature, which is defined as ∑ ∑ 
EXPERIMENTAL RESULTS

Study area
In the experiments, Landsat 8 OLI/TIRS images that contain various landscapes are used to test the feasibility and performance of the proposed method. Three study sites, namely, California, Tibet and Taiwan, were selected. The California Landsat acquisitions with agricultural landscape and a few cloud covers are suitable for quantitative analyses. The Taiwan Landsat acquisitions that contain approximately 25% cloud cover and the Tibet Landsat acquisitions that contain approximately 10% snow and 15% cloud cover are used for method evaluation. 
Experimental Results
The proposed method was compared with recent thresholdingbased cloud detection method, Fmask algorithm with default parameter setting. The visual results show in Figures 7 indicate that both the proposed method and Fmask have good detection result in Dataset I. However, Fmask have incorrect masking in Dataset II which contains snow and cloud.
To reduce the processing time, we just used a part of the Landsat images of the dataset. The images size are 1000 × 1000 pixels. Although there are not the whole images, the three groups, which have clouds, non-clouds and the others, can still be seen in the images. Original image
Proposed method
Fmask
Ground truth Figure 7 . Cloud detection results in dataset I and dataset II.
Comparison of texture features
This comparison aims to know the importance of the hotelling transform. Hotelling transform mainly extract the significant detail of 10 bands. It means that hotelling transform can extract the detail of 10 bands, except panchromatic band, and rank by their eigenvalues. In proposed method we used the two largest eigenvalues, because they contain the greater part of the texture details. Therefore, we used co-occurrence matrix to capture the texture of 10 bands to compare with hotelling transform. In the other words, it is the comparison between a method which have 2 features with hotelling transform and a method which have 10 features without hotelling transform. All of them used cooccurrence matrix to get the texture feature. As the result, a method of accuracy with hoteling transform is slightly better than a method without hotelling transform. 
Evaluation of cloud detection
Several sub-images in Dataset I and II were tested. Quantitative analyses that compare the cloud detection results from our method and Fmask with manually digitized ground truths were conducted. In this experiment, the detection accuracy and F-measure were used to evaluate the detection performance. F-measure is a combination of precision and recall. Precision is defined as Tables 5 and 6 show that the F-measure and detection accuracy of our method are 87 % to 95% and 94% to 97 %, respectively, and that of Fmask are 36% to 71% and 28% to 86%, respectively, because of the setting of thresholds. Without the parameter turning, the proposed method outperform Fmask with default parameter setting. Table 5 . Quantitative analysis. Precision (P), recall (R), Fmeasure (F), and accuracy (A) are used to compare our method and Fmask. The method with the best performance is marked in bold. The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume XLI-B7, 2016 XXIII ISPRS Congress, 12-19 July 2016 
