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Задача линейного программирования состоит в минимиза­
ции (или максимизации) линейной функции KL вещественных 
переменных при ограничениях на эти переменные в виде сис­
темы линейных уравнений и неравенств.
В пособии излагаются методы решения таких задач и 
примеры приложений в различных областях: в экономике, тех­
нике, биологии и медицине. В связи с особенностями совре­
менных крупных прикладных задач рассматриваются вопросы 
учета плохо формализуемых факторов с применением методов 
распознавания образов, а также несобственные задачи (не об­
ладающие решением в обычном смысле)•
Задача математического программирования состоит в на­
хождении наибольшего или наименьшего значения некоторой фу­
нкции YI переменных при ограничениях на эти переменные в 
виде системы уравнений и неравенств (линейных и нелинейных). 
В І . І .  даются некоторые определения и начальные сведения 
о задаче математического программирования.
При моделировании каких-либо реальных объектов или си­
туаций часто отправным пунктом является их описание а виде 
іѵ -мерного вектора состояния:
где ЭС*и -  значение I -го параметра или признака, изме­
ренного на объекте. <
На етой основе строятся болеѳ сложные модели: зависимос-
І .І .  Модель математического программирования
І Л .І .  Конечномерный вектор состояния
ти между величинами ; . . . у X  ^  , имеющие вид у р а в н е ­
ни й ,  н е р а в е н с т в  и т . д .  Одной из важных моделей т а к о го  в и д а ,  
имеющей многочисленные прилож ения, я в л яе т с я  з а д а ч а  м атем ати ­
ч е с к о г о  п р ограм м ировани я .
Г Л . 2 .  Формулировка за д ач и  м атем атическ ого  
программирования
П усть как и м -л и бо  способом заданы множество /И с  R 
и функция “j- (х) , X . Задача  м атем атическо го  п р о г ­
раммирования со с т о и т  в нахождении числа
= Sttpjf (х) : х € ДА}. (і.і)
Из возможных сп о ообо в  з а д ан и я  множества М  чаще все го  ис­
п о л ь з у е т с я  п р е д с т а в л е н и е  э т о г о  множества в виде совокупности  
в с е х  решений не к о то р о й  системы уравнений и н е р ав е н ст в :
(*>« I ) , f  k <*>= \  (V ^ J)]
Некоторые д р у г и е  способы за д ан и я  множества Д Д  р а с с м а т р и в а ­
ются ниже.
І . І . З .  Г еом етри ческий  смысл за д ач и  м атем атического  
программирования
Множество М в  задаче (Г Л ) н а зы в ае тс я  ее  допустимым 
множеством, функция f  -  цел ев ой ,и ли  к ри т ер и а л ьн о й ,ф у н к ­
ци ей ,  -  оптимальным значением  з а д а ч и .  Будем п о л ь з о в а т ь ­
ся  обозн ач ени ем  ja =  o p t  ) . Любой элемент эс £  ДД
н а з ы в а е т с я  допустимым вектором за д ач и  м атем атическо го  п р о г ­
рам мирования . г^ > ( р й
Множество М - { х  б  М  : т  Сх )  =  J
н а з ы в а е т с я  оптимальным, любой е г о  элемент Q tx a  ($$) £  ХД 
н а з ы в а е т с я  оптимальным вектором з а д ач и  ( Ы ) .
Можно р а с с м а т р и в а т ь  следующие уточнения за д ач и  мате мат;;-  
че ск о го  прогр ам м ир ованѵш:
a )  найти число jw = opt И/ l ) ;
b )  найти схгьу (t.'l') •
q) найти описание множества АЛ =  ( j * ^  •
^  Следует о т м е т и т ь ,  что возможны слу ч аи  А Л  “  0  и 
у\Д 0  , в том числе и при моделировании вполне р еальны х
ситуаций п л ан и ров ан и я ,  п роек ти ров ан и я  и у пр авлени я  те х н и к о ­
экономическими и природными о б ъ ек т ам и .  В эт и х  с л у ч а я х  для з а ­
дач  а ) , в ), о) приходится  использовать обобщения понятия решения, 
соответствующие содержательному смыслу этих задач.
І . І Л .  Интерпретации за д ач и  м а т е м ат и ч е ск о г о  
программирования
Общая интерпретация  з а д ач и  м а т е м ат и ч е ск о г о  программ иро­
вания (I.D т а к о в а :  век т о р  -
век то р  со стоя н и я  нек о то р о го  о б ъ е к т а ,  °с і -  зн ачен и е  і - г о  
п а р а м е т р а ,  изм еренного  на о б ъ е к т е ,  /Ѵ \  -  множество д о п у с т и ­
мых состоян ий  о б ъ е к т а ,  -f (о с )  -  оценка к а ч е с т в а  со с то я н и я  
о б ъ е к т а ,  е г о  п о л е з н о с т и .
В к а ч е с т в е  примера рассмотрим з а д а ч у  оптимального  т е х н и ­
че с к о г о  к о н с тр у и р о в а н и я .  В этой  з а д а ч е  X  -  в е к т о р  с о с т о я ­
ния те х н и ч ес к о го  о б ъ е к т а .  Допустимые с о с т о я н и я  -  наборы п а р а ­
м е т р о в ,  при которых данный те х н и ч ес к и й  объ ект  р еал ьн о  осущ е­
с т в и м .  Ьти со стоян ия  должны у д о в л е т в о р я т ь  ряду о гр а н и ч е н и й ,  
выражающих т е х н и ч е с к и е ,  эконом ические и иные т р е б о в а н и я ,
( о с )  -  критерий  к а ч е с т в а  функционирования о бъ ек та  ( н а п р и ­
м е р ,  коэффициент п о л е зн о го  д е й с т в и я ) .
Рассмотрим д ругой  пример -  з а д а ч у  оптим ального  п л а н и р о в а ­
ния в эконом ике. В этой  за д а ч е  X  ^ -  и н т е н с и в н о с т ь  и с п о л ь з о ­
вания и - г о  те х н о л о ги ч е с к о го  способ а  ( н е к о т о р о г о  способа 
п р о и зв о д ст в а  п р о д у к т о в ) ,  -f у . , . } Х ^ ) -  суммарная
с т ои м о сть  произведенны х гь способами п р о д у к т о в .  Множество 
А Д  з а д а е т с я  как  со в о к у п н о с т ь  в с е х  решений ограничен ий  
R  ( X , ,  , . . . ,  ^  t > |  (  I  =   ^ . . . } п ѵ )  , означающих*
что суммарный расход ^  - г о  р ес ур са  в гъ те х н о л о г и ч е с к и х  
сп особ ах  не превосходи т е г о  наличного  о б ъ ем а .
Следующий пример с в я з а н  с моделированием б и о л о ги ч ес к о г о  
со об щ еств а .  З д е с ь  X і -  к о л и ч е с т в о  и  - г о  компонента с о ­
о бщ еств а ,  условие х  £  ЛА выражает со б ой  би ол огич ески е  з а ­
кономерности сосущ ествования  кѵ биокомпонентов  в к о л и ч е с т ­
вах  X   ^ , . . . ,  ОС ^  ; тр ебов ан и е  SVC р f  ( сх) -  т р Ѳ~
бованиѳ максимальной п род уктивности  биосистемы.
Наиболее важным и детально изученным частным случаем за­
дачи математического программирования является задача линей­
ного программирования.
I . I .5 .  Задача линейного программирования
Задача
. a f { < ( * ) ’ (J  =
является задачей линейного программирования, если функции 
{  0х  ^ ; т 1 Сх ) ) •• • > { * .( * )  линейны, X  £  .
Впервые задачу линейного программирования, по-видимому, 
рассмотрел Ж.Б.Фурье. Эта задача возникла в результате анали­
за условий равновесия некоторой механической системы. В ка­
честве метода решения Ж.Б.Фурье использовал метод исключения 
неизвестных системы линейных неравенств.
В дальнейшем теория линейных неравенств развивалась в 
связи с ее приложениями в геометрии чисел (Г.Минковский) и 
в механике (М.В.Остроградский, И.Фаркаш, П.J1.Чебышев, Г.Ф. 
Вороной).
Новый импульс развития теория линейного программирован.! 
ния получила в конце 30-х и в 40-х гг. нашего столетия в 
связи с экономико-математическими задачами (А.Л.Лурье, В.Н.Тол­
стой, В.В.Новожилов, Л.В.Канторович, Т.Купманс, С.Н.Чер-
ников, Дж.Данциг и д р .) .  Была сформулирована задача ли­
нейного программирования общего вида, предложен и обоснован 
основной вычислительный метод -  симплекс-метод, в трудах .
С.Н.Черникова развита теория линейных неравенств (строение 
множества решений, условия совместности, условия зависимости 
неравенства от системы неравенств, метод свертывания).
Эти работы не только открыли возможность решения, се­
рьезных задач экономического планирования,но и позволили 
существенно продвинуть вперед экономическую теорию (что свя­
зало с аппаратом анализа двойственной задачи линейного про­
граммирования) .Однако в дальнейшем возникла необходимоспт 
адаптации моделей л  методов линейного црограммирования к 
сложным ситуациям технико-экономического планирования,проек­
тирования и управления.Эти пртребности "практики и ‘естественное
разви ти е  математической  теории  оптимизации привели к новым 
разделам  в области  экстрем альных з а д а ч ,  в том числе к т а к и м ,  
к ак  нелинейное (в  ч а с т н о с т и ,  выпуклое) про гр ам м ир овани е ,  
па рам етри ческое  и с т о х а с т и ч е с к о е  про грам м иро вани е ,  д и с к р е т н а я  
оптим и заци я ,  динамическое пр ограм м ировани е .  Р азв и в аю тся  и 
численные методы, особенно алгоритмы решения з а д а ч  большой 
р а з м ер н о сти .
Что к а с а е т с я  Свердловской школы м а те м ат и ч е ск о г о  п р о г р ам ­
м ирования , руководимой И.И.Ереминым, включающей группу и с с л е ­
д о в а тел е й  Института математики и механики УНЦ АН СССР, 
Уральского госу дарствен н ою  у н и в е р с и т е т а  и н екоторы х  д р у г и х  
учреждений У ральского р е г и о н а ,  то  в рам ках  это й  школы в е д у т ­
ся  работы по таким новым актуальным н а п р а вл е н и я м ,  к а к  т е о р и я ,  
методы и приложения нестационарны х п р о ц е с с о в  м а т е м ат и ч е ск о г о  
программирования [ і ] ,  плохо формализуемых з а д а ч  оптимизации 
[У)% несобственны х з а д а ч  линейного  и нелинейного  програм м иро­
вания [ З ] .  Ядром этих  ис сл е д о в ан и й  я в л я е т с я  те о р и я  д в о й с т в е н ­
ности соответствующих экстрем альн ы х з а д а ч .  На этой  б а з е  с о з ­
даются и реализую тся -  в виде п а к е т о в  прикладных программ -  
комбинированные методы о птим и заци и , сочетающие в р ам ках  д и а ­
логовых систем количественные методы с рядом имитационных п р о ­
цедур и э к с п е р т и з .  Некоторые методы оптимизации включают в 
себя  блоки р ас п о зн ав ан и я  о б р а зо в  для  у ч е т а  плохо ф орм ал изу е­
мых факторов  м од елирован ия .
Нестационарные процессы м а те м ат и ч е ск о г о  программирова^- 
ния представляю т собой р азви ти е  итерационных п р о ц е с с о в ,  их 
адаптацию к тем си туациям ,  к о гд а  эволюционируют и м од елируе­
мый о б ъ е к т ,  и наши знании о нем. К числу несо б ст ве н н ы х  з а д а ч  
м атем атическ ого  программирования о т н о с я т с я ,  в ч а с т н о с т и ,  з а ­
дачи с противоречивыми системами о гр а н и ч ен и й .  Поясним смысл 
термина "плохо формализуемая з а д а ч а " .
І Д . 6 .  Понятие плохо Формализуемой з а д а ч и
Е сть  з а д а ч и ,  где заданы в се  у сл о в и я  и опр еделено  
решение. О т в е т 1 в них о дн означен  и определен  с логи ческ ой  
необхо ди м остью . " * Тогда „как « в д о с т а т о ч н о  с е р ь е з ­
ных пр а к ти ч ес к и х  з а д а ч а х  . неи зв естн ы  некоторые у с л о в и я ,  
не определена  цель з а д а ч и ,  не с к а ѳ а н о ,  что  понимается  под ре­
шением. Процесс решения плохо формализуемой за д а ч и  включает
в се б я  п р е о б р а зо ва н и е  ее  формулировки, ряд уточнений и упро ­
щений. В р е з у л ь т а т е  э т о г о  процесса  мы получаем комплекс фор­
мализованных з а д а ч ,  имеющих некоторое отношение к исходной 
п о с т а н о в к е  з а д а ч и .  В каждом конкретном случае  необходимо у с ­
т а н а в л и в а т ь ,  к а к о е  именно им еется  отношение исходной задач и  
к полученному комплексу  формализованных з а д а ч .
I . 1 . 7 .  Пример плохо формализуемой за д ач и
Рассмотрим в к а ч е с т в е  примера з а д а ч у  оптимального и с ­
п о л ь зо в а н и я  н е к о то р о го  в о д о е м а .  Этот природный объект мы д о л ­
жны р а с с м а т р и в а т ь  к а к  сложную развивающуюся с и ст ем у ,  учиты­
в а т ь  различны е стороны ее  функционирования, х озя й ств ен н ое  и с ­
п о л ь з о в а н и е .  Т а к ,  на б а зе  водоема могут быть развиты: рыбное 
х о з я й с т в о ,  поливное земледелие и созданы туристические уч­
реждения и т .д . При этом необходимо сохранить водоем в хо­
рошем состоянии.
Модель, учитывающая все эти у с л о в и я ,  может в к ач ес тв е  
основной ч а с т и  сод ер ж ать  з а д а ч у  м атем атического  программиро­
в а н и я .  Однако в этой  з а д а ч е  нет  единой ц е л и ,  так  как  на э к ­
сплуатацию  водоема претендую т различные о р га н и з а ц и и ,  цели к о -  
к о торы х  взаимно не с о г л а с о в а н ы .  Кроме т о г о ,  цели некоторых 
о р га н и з ац и й  м огут н е .и м е т ь  ан ал и ти ч еской  формы. Д а л е е ,  о г р а ­
ничения эа д а ч и  известны  не полностью , та к  как  закономерности  
функционирования данной природной системы изучены н е д о с т а т о ч ­
но.
Таким о б р а зо м ,  описанная  з а д а ч а  я в л я е т с я  плохо формали­
зу е м о й .
І . І . 8 .  Противоречивые задач и
Среди плохо формализуемых за д а ч  особое место занимают 
п ротиворечивы е з а д а ч и .  Приведем в к ѳ ч ѳ с тв е  примера з а д а ч у  уп­
р а в л е н и я  пр оц ессо м  л е ч е н и я ,  п редставленную  з д е с ь  д л я  н а гл я д ­
ности  в вѳсьмэ упрощенном в и д е .  Пусть лечебный процесс  х а р а к ­
т е р и з у е т с я  параметрами X  и , которые желательно п о ­
д о б р а т ь  т а к ,  чтобы выполнялись:
-  т е х н о л о г и ч е с к о е  ограничение (описывающее доп устим ость  
п а р ам е тр о в  с точ к и  зр е н и я  технологи и  проц есса  л е ч е н и я ) :
а, ос + ѣ у . -  с >
-  экономическое ограничение(Ьоответсявие затрат на п р о ц ес с  
лечения имеющимся р е с у р с а м ) :
А х  +  ;
-  требо в ан и е  к ожидаемому терап ев ти ч е ск о м у  эффекту:
C J X  4  ^
Плохая формализуемость в этой  з а д а ч е  может в о з н и к н у т ь ,  
к о гд а  выписанная система урав н ен и й  н е с о в м е с т н а ,и ,  с л е д о в а т е л ь ­
н о ,  в о зн и к а ет  необходимость сп ец иал ьно  в ы р аб о та ть  понятие р е ­
шения. (Другим источником плохой формализуемости может быть 
о т с у т с т в и е  знаний об ан ал и ти ч еском  виде ук аза н н ы х  за в и си м о с­
т е й ,  но от э т о го  мы с е й ч ас  на время о т в л е ч е м с я ) .
Что понимать под решением в этом с л у ч а е ?  В за ви си м ости  
от конкретных усл о в и й ,  решением можно с ч и т а т ь  чѳбышевское 
приближение, либо набор решений максимальных совместных п од ­
с и с т е м ,  либо еще какую -нибудь к онструкцию .
Некоторые к о н с тр у к ц и и ,  обобщающие пон ятие  решения на 
сл уч ай  несовместных систем о гр а н и ч е н и й ,  р ассм атр и в аю тся  ниже.
І І . 2 .  Некоторые р ез у л ь та ты  теории  линейных 
- н е р а в е н с т в
1, 2. 1 . Основные о пр еделени я
Запишем систему линейных неравенств:
( с ^ >  * )  £  1 > | .  ( |  s  f ( 1 * 2  )
ГДѲ X ,  С ; €  , 1^ . 6 R , (  • у ' )  -  знак скаляр­
ного произведения. Рангом системы(Ь2^ называется ранг системы 
векторов { с , , . . . , С Л }.4 , . .  (  , , 0
Выясним вначале вопрос о строении множестве /Ѵ\ — (.эс : \  '  >
i . e .  множества всех решений систѳмы(Ь2). Положим М  > =  {  эс. :
( х  : ( C p x j s s ' b  J ] ■ . Если
с - =  О (символом "о "  з д е с ь  обозначен нулевой век тор  С О Д  
♦ о ]  » то  множества М j  и Н,- либо пусты ,  либо
совпадают со  всем  п р о стран ств ом  • В сл у ч ае  же с, > Ф о
множество Hj п р е д с т а в л я е т  собой г и п ер п л о ск о ст ь  в р Л  ,
а множество ДА ; -  з ам кнутое  по л уп р остранство  с границей
н ,  . >J т .
Таким о б р а з о м ,  множество АЛ 3=2 Г\ /ѵ\ •. п р е д с т а в л я е т
'
. собой п е р е с е ч е н и е  к о нечного  числа замкнутых п ол уп ростран ств  
и потому я в л я е т с я  выпуклым замкнутым многогранным множеством.
Приведем еще некоторые р е з у л ь т а т ы ,  детализирующие с т р о е ­
ние множества М  [ V ] .
П усть  X  -  р ан г  системы ( 1 . 2 ) ^  к -  целое ч и сл о ,
О ^  к  £  X  .
Определение . к - гр ан и ч н о й  для  систѳмы(1.2) на зы в ае тс я  
систем а вида
( < ^ > * ) ^  ( j H , .  ,<І.Э>
гд е  векторы С ; > • • • ) ■ * “ > линейно независимы.
Пуоті. м  ( j  , . ; к} к =  {  : ( і ; ' з )  } • Если М  ( j ,  ,
• • • > І к  )  ^  0  * то  это  множѳство н а зы в ае тс я  к  -
гранью множества ДА •
Т е о р е м а . Если М  ^  0  , то для любого к  , О ^  к £
^  j существует к  -грань множества М .
П оясним, что  при к  =  О само множество М  я в л я е т с я  
к  - гран ью  ( о - г р а н ы о ) .
В с л у ч а е ’ Ъ =. ю  вершинами множества Л Л  называются 
е г о  К/ - г р а н и ,  а ребрами -  ( f t ,  1 )  - г р а н и .  В этом случае 
с т р о ен и е  множества А Л  опи сы вается  следующей теорем ой .
Т е о р е м а . П усть  ранг си ст ем ы (1 .2 )  X  =  іъ , система 
(L2)  с о в м е с т н а .  П у с т ь , д а л е е ,  (р*и *. и 33 1 -  множѳ-
б т в о  вершин м н ого гранни ка  Л Л  , a { * і |  t 1 t )  -
множество направляющих в е к т о р о в  неограниченных ег о  ребер  -  л у ­
че й  с Тогда * t *
A j > 0  (  =  і  .
1 . 2 . 2 .  Зависимые н е р а в е н с т в а
Рассмотрим далее вопрос о зависимых н е р а в е н с т в а х ,  который 
имеет большое значение в теории д в о й с тв е н н о с ти  линейного  п р о ­
грам м и рования .
Н еравенство
(  С ,  х )  ^  \>(І Л )
называется зависимым от систѳмы(І2) или следствием этой сис­
темы, если всякое решение систѳмы(І.2)удовлетворяѳт неравен­
ству (I.* )*
Имеет место следующая теорема Фаркаша о зависимых н е р а ­
в е н с т в а х .
Т е о р е м а . Н е р а в е н с т в о ^ )  'я в л я е т с я  сл е д с тв и е м  со в м естн ой  
систѳмыСІ.2) то г д а  и то л ь ко  т о г д а ,  к о гд а  существуют чи сла  
>  0 ;  ^4 ^  О > • - •> ^  Ы *  0  ♦ ПРИ котор ы х  сп раведливо
тождество
пг . ^
s  Z  -  Л0 .
Для однородного с л у ч а я  (к о г д а  О ( V j )  и Ь  -  0  )
- это  утверж дение принимает бойѳѳ простую форму.
Т ео р е м а . Н еравенство  ( с ^ э с )  $  О за в и с и т  от 
системы
С с |> ° 0   ^ о ( і =
тогда и только тогда, когда вектор С неотрицательно ли­
нейно зависит от сиотеды векторов } ^  hv }  >
т. ѳ.  когда существуют числа Л 1 > о , . . . ,  Л tw > О , при
которых
Пѵ
С -  5 1  V
І = 1
Зависимые неравенства можно классифицировать следующим 
образом. Пусть АЛ -  множество решений систѳмыС^) * )Р• . > * F:
і і
п о л у п р о с т р а н с т в о  рѳшѳний н е р а в е н с т в а  ( 1 . 4 ) ,  п  -  граничная  
ги п ер п л о ск о ст ь *  И =  ( х  *. ( с ; х )  =  t  } . Н ѳ рав ѳн с т-
в о & 4 )  іяв л я ѳ тс я  сл е д с тв и е м  систѳмы(1.2 ), если А Л  С  р  . Од- 
накб можно еще у т о ч н я т ь  взаимное положение множеств АЛ и 
Н  , что  и д а е т  следующую классификацию зависимых н е р а ­
в е н с т в .
О п р е д ел е н и е . Н е р а в е н с т в о (1.4) н а зы в а е т с я  зависимым I  рода 
от системы ( 1 . 2 ) ,  если М  С  Р  5 /Ѵ\ Л  Н  —  0  . Н ѳра-
в ѳ н с т в о ( І .4 ) - з а в и с и м о ѳ  П рода от систѳмы (1 .2 ),  ес л и  М  С  Р  ,
М  о И Ф0 •
С пон ятием  за в и си м о ст ей  I  и П рода с в я за н  факт достижимо­
сти экстремума линейной функции на множестве решений системы 
линейных н е р а в е н с т в ,  выражаемый следующей теорем ой .
Теорема. Пусть Л Л =  { х  :(1.2) \  Ф  &  и f  (* )  -  ( с^ х ) “ 
некоторая линейная функция. Если 5u p { f ( x ) :  X  6 АЛ j  <  
<  -f- о о  f то существует элемент ос €  М  » при котором
•f =  S t t p  ( * )  ; ос €. А Л ] •
В заклю чение эт о го  параграфа, приведем условие су щ еств о ва­
ния решения системы ( 1 . 2 )  :
Т е о р е м а . Для разрешимости си стем ы (1.2) необходимо и д о с т а ­
нь
точно, чтобы из соотношений 21 A j C j  =  0 ; <j -
=  следовало f  Ѵ Д ;  > 0 .
J 3 .  Приложения теории линейных неравенств
1 , 3 . 1 .  Виды приложений
Можно перечислить следующие примеры приложений теории и 
методов решения систем линейных неравенств:
-  экономическое планирование;
-  распознавание образов;
-  механика;
-  приближение Функций;
-  т е о р и я  и зм ер е н и й ;
-  моделирование биологических систем;
-  моделирование в с о ц и о л о ги и ;
- м е д и ц и н а  (д и а г н о с т и к а  и управление проц ессом
л е ч е н и я ) ;
-  гео м етрия  ч и с е л .
Далее рассм атри ваю тся  некоторые из э т и х  приложений.
1 . 3 . 2 .  Пример из  механики
В к а ч е с т в е  примера из механики приведем з а д а ч у ,  которую 
рассм атр и в ал  еще Фурье [У].
Г ор и зо н тал ь н ая  к в а д р а т н а я  площадка со стор оно й  4 м опи­
р а е т с я  на четыре с т о л б а .  Каждый стол б  выдерживает н а г р у з к у  
не .б о л е е ,  чем в I  т .
На площадке в точке 
М  ( с м « рис .1.1) нуж­
но п ом ести ть  гр у з  в е ­
сом 2 ,5  т .  Т ребуется  
о п р е д е л и т ь ,  выдержат 
ли столбы возникающую 
н а гр у зк у  ( с ч и т а е т с я ,  
что площадка выдер­
жит) . Обозначим у си ­
лия в ст о л б а х  чер ез
R. 4 7 ;  R  ѵ .
Тогда должно быть:
, R L. £ 1  . ( 1 . 5 )
RСилы ^  V должны у д о в л е т в о р я т ь  следующий условиям р а в н о в е ­
си я :  р а в е н с т в у  нулю иоыѳнтов о тн оси тел ь н о  о сей  к оорди нат  -  
линий 1 -4  и 1 -2  в сех  с и л ,  действующих на площ адку, а также 
р ав е н с тв у  нулю суыыы в с е х  с и л ,  действующих на площ адку. 8 д ѳ о ь  
ыоыѳнт отн оси тельно  оси рав ен  произведению  силы на п л е ч о .
Вапишѳи зти  условия  р а в н о в е с и я :
VR2 + V R j  -  Р = О j
V 1 Ц + ^ - 2 > Р = 0  ;
R ^  +  R.2, 4- R ^  +  R ^ - P  =  О .
Выразив из этих уравнений R . .  R e  -  Р  и подставив 
их выражения в неравенства (1*5), подучим систему линейных 
неравенств от и • ко^РУ10 легко решить графи­
чески* При этом требуется (для равновесия системы), чтобы
Р о r А
Получаем задачу:
K v u t x  I Р =  Т  ^
Оптимальный вектор : R  ^ = Х  ) — О.
Оптимальное значение: ~  ~з" >5*
В качестве следующего примера приложений теории линей­
ных неравенств рассмотрим в следующей главе одну из задач 
распознавания образов: задачу построения аффинной разделя­
ющей функции в дискриминантном анализе.
2 .  РАСПОЗНАВАНИЕ ОБРАЗОВ
Задачи р асп о зн ав ан и я  о б р а зо в  связаны  с классиф икацией  
о б ъ е к т о в ,  к о т о р а я  подчинена н ек ото ро й  п р а к ти ч ес к о й  ц е л и .  Су­
ществуют различные способы моделирования э т и х  з а д а ч ,  пр и во ­
дящие к множеству матем атически х  п о с т а н о в о к .  Одно из н а п р а в ­
лений и с п о л ьзу е т  теорию и методы решения систем линейных н е ­
р а в е н с т в .  Именно это  н а п р а в л е н и е ,  основанное на а л г е б р а и ч е с ­
кой теории линейных н е р а в е н с т в ,  р азв и то й  С .Н.Черниковым, п р е д ­
став л ен о  в настоящей г л а в е .
Р асп ознавани е  о б р а зо в  -  о тн оси тел ь н о  новая  о б л а с т ь  м а т е ­
м атической  к и б ер н е ти к и ,  но она интенсивно р а з в и в а е т с я ,  и уже 
се й ч ас  имеются многочисленные важные приложения м етодов  р а с ­
п о зн аван ия  буквально во в с е х  сф ерах  науки и т е х н и к и ,  в том 
числе в эконом ике ,  т е х н и к е ,  м едицине , ф и зи к е ,  б и о л о ги и ,  со ц и о ­
логии и т . д .
Что к а с а е т с я  специфики з а д а ч  р ас п о зн ав ан и я  о б р а зо в  по 
сравнению с традиционными для  теории  линейных н е р а в е н с т в  п р и ­
ложениями, то  она с о с т о и т ,  в ч а с т н о с т и ,  в следующем.
При решении за д ач  дискрим инантного  ан ал и за  необходимо 
выбрать ~ к л а с с  разделяющих функций -  либо р а с с м а т ­
ривая все более широкие к л а с с ы ,  чтобы п о л у ч и ть  в конц е к онц ов  
разрешимую систему линейных н е р а в е н с т в ,  либо создавая 
конструкции ( в  том числе комитѳтные) дл я  несовместны х си стем  
н е р а в е н с т в .
Требование уч е та  это й  специфики в а л г о р и т м а х  о слож н яется  
еще т е м ,  что разделяемые конечные множества р а с т у т  с течением  
врем ени .
Упомянем и некоторые д р у ги е  проблемы теории  р а с п о з н а в а ­
ния о б р а зо в :
-  нахождение условий  р аз дели м ости  конечны х множеств функ­
циями за д ан н о го  к л а с с а ;
-  устан овл ен и е  сходимости вычислительных м етодов  ( в  том 
числе методов о п ти м и зац и и ) ,  включающих блоки р ас п о зн а в а н и я  
о б р а з о в ;
-  исследован ие эффективности вычислительных ал го р и тм о в  
распознавания;
-  получение оценок надежности п р о г н о з а ,  получаемого  с 
помощью методов  классиф икации .
2 . С о д е р ж а т е л ь н ы й  смысл за д ач и  расп озн ав ан и я  о бр азов  
2 . 1 Л Обіцѳе определение
З а дач а  р а с п о зн ав ан и я  о б р а зо в  вообще е с т ь  за д ач а  описания 
и классиф икации ( у з н а в а н и и ,  ди агн ости к и )  объ ектов  той или иной 
природы, э то  з а д а ч а  выработки понятия о к л а с с е  о б ъ е к т о в .  Дру­
гими сл о в а м и ,  одна из з а д а ч  распозн аван ия  о б р а зо в  состои т  в 
ц е л есоо бразн о м  разбиении задан ной  совокупности объ ек тов  на 
однородные к л а с с ы .  Объекты, вошедшие в один к л а с с ,  должны 
быть "похожи” д р у г  на д р у га  или близки д р у г  к другу  по н е к о ­
торому критерию "пох ож ести” или б л и зо с т и .  Объекты же из р а з ­
ных к л а с с о в  должны быть д о с та то ч н о  различными, далекими друг 
от д р у г а .
В с о о т в е т с т в и и  с этим образ  е с т ь  множество в с е х  об ъ ек ­
т о в ,  сходных д р у г  с другом в некотором фиксированном отноше­
нии. Р а с п о з н а т ь  обр аз  о бъ ек та  -  значит у к а з а т ь ,  к какому об­
р а з у  ( к л а с с у  похожих о б ъ ек т о в )  он о т н о с и т с я .
2 . 1 . 2 .  Примеры
1 .  Узнавание о б ъ е к т о в . Узнавание человеком объ ектов  с о ­
сто ит  в то м ,  что он относит  их к к л ас су  сходных о б ъ е к т о в .  Мно­
ж ество  в с е х  п р е д м е т о в ,  наприм ер , чѳловѳ-к д е л и т  на классы . и 
каждому к л а с с у  п р и с в а и в а е т  имя: " с т о л ы " ,  "птицы ", "буква  " а "
и т . п .  Ч еловек р а с п о з н а е т  к ак  зр и т ел ьн ы е ,  так  и звуковые си ­
г н ал ы ;
2 .  Медицинская д и а г н о с т и к а . В . медицинской д и а г н о ­
стике образом  я в л я е т с я  множество в се х  людей, страдающих опре­
деленным за б о л е в а н и е м .  На материале  обследованных больных с 
верифицированным ди агн озо м  т р е б у е т с я  в ы р аб отать  правило ,
позволяющее о тн ести  очеред ного  пациента  к тому пли ино­
му о б р а з у .
3* Т ехн и ческ ая  д и а г н о с т и к а . Установление типа н е и с п р ав ­
ности  сложной тех н и ческ о й  системы я в л я е т с я  непростой  з а д а ч е й .  
Суть е е  со с то и т  в то м ,  что  т р е б у е т с я  найти решающее п р а в и л о ,
позволяющее по набору т е с т о в  и косвенны х п р и зн а к о в  найти вид 
нѳ и сп р ав н о с ти .
Классификация в б и о л о ги и . Систематика я в л я е т с я  само­
стоятельным разделом б и о л огии ,  она непрерывно р а з в и в а е т с я . 
Иерархическое разбиение живых о б ъ ек т о в  на к лассы  п о з в о л я е т  
с т р у к т у р и з о в а т ь  многообразие живого и д а е т  возможность о п р е ­
д е л я т ь  место и роль  каждого нового  о б ъ е к т а .
5 .  Классификация в со ц и о л о ги и .  Одна из з а д а ч  со ц и о л о ги ­
ч е с к о г о  иссл едо ван ия  той или иной группы н а се л ен и я  -  р азбиение  
ее на однородные в каком -либо  отношении подгруппы и выделе­
ние ти попр ѳд ставител ѳй  в каждой п о д гр у п п е .
6 .  Типология с и с т е м . Обобщение за д а ч и  предыдущего пун к­
т а :  некоторый к л а с с  систем  (сложных о б ъ е к т о в ,  те х н и к о -эк о н о м и ­
ч е с к и х ,  природных или д р у ги х )  т р е б у е т с я  р а з б и т ь  на однородные 
группы с выделением т и п о п р е д с т а в и т е л е й  в каждой гр у п п е .
7 .  Классификация и д и агн о ст и к а  с и т у а ц и й . Человек н а у ч а ­
е т с я  р а с п о з н а в а т ь  тип с и ту а ц и и ,  в к о торо й  он н а х о д и т с я ,  и 
принимать соответству ю щ ее ,  з а р а н е е  з а г о т о в л е н н о е  для  э т о г о  т и ­
па реш ение. Конкретным примером я в л я е т с я  р ас п о зн ав ан и е  п р о и з ­
водственных ситуаций д и с п е т ч е р о м ,  управляющим некоторым т е х ­
нологическим процессом .
8 .  Разбиение п р о с т р а н с т в а . П усть  А и В выпуклые 
телесные нѳперѳсѳкающиеся многогранные множества в п р о с т р а н ­
ст в е  R. . Следующая за д а ч а  имеет многочисленные важные п ри ­
менения , в ч а с т н о с т и ,  в м атем атическ о й  эконом ике: найти п ол у ­
п р о с тр а н с тв о  Р С т а к о е , чтобы Р Э А ;> Р Г\ В ~  0 • 
Зто по л у п р о стр а н с тв о  о п р е д е л я е т  разбиение на д в а  к л а с -
с а :  Р  и R * \ p .
Р Л . ^ . Значение операции классиф икации
Классификация представляет собой простейшую логическую .  
операцию, однако она играет фундаментальную роль в мышлении, 
поскольку является одной из основ более сложных процессов. В 
связи с этим формализация мыслительных процессов, проводимая 
в рамках проблемы «искусственный интеллект*», предусматривает 
прежде всего формализацию операций классификации. Этим объяс­
няется широкая применимость методов распознавания образов.
Различные научные теории имеют одинаковые способы орга-
низации з н а н и я ,  т а к и е ,  наприм ер, к ак  си стем ати зац и я  объектов  
и с сл е д о в ан и я  (эм пи рически х  или а б с т р а к т н ы х ) .  Эта с и с т е м а т и з а ­
ция может принимать форму простой  классификации или 
иметь более  сложный вид -  построение хорошо о р га н и з о в а н ­
ной системы . Р ас п о зн а в а н и е  о б р а зо в  я в л я е т с я  одним из п ервона­
чальных э т а п о в  организаци и  данных, средством  типизации и си ­
с т е м а т и к и .
2 . 1 . 4 .  Н еобходимость м атем атическ и х  методов классификации
Исследования  в области  р аспозн аван ия  о бр азов  в конечном 
с ч е т е  направлены на созд ан и е  программ, обучающих классиф и­
кации  и д и а г н о с т и к е .  Почему необходимы такие  программы?
Дело в том ,  что  обычные интуитивные методы, которые при­
меняет ч е л о в е к ,  оказываются неэффективными, к о г д а  реч ь  идет 
о типологии современных сложных производственных или иных 
си с т о м .
Человек хорошо р а с п о з н а е т  зрительные образы : предметы, 
изображ ения (р и с у н к и ,  ч е р т е ж и ) ,  а также звуковые образы .
Но ч е л о в е к  испытывает трудности  при р а с п о з н а в а ­
нии больших м ассивов  чи сл ов о го  м а те р и ал а .  По цифровым п о к а з а ­
телям  п р и б о р о в ,  по таблицам трудно при нять  оперативное реше­
н и е ,  есл и  число п о к а з а т е л е й  до с та то ч н о  велико .
Современная же н аук а  вообще х а р а к т е р и з у е т с я  непрерывным 
во зр а с та н и е м  сложности изучаемых си ст ем ,  ввиду постоянн ого  у с ­
ложнения техни ки  и организаци и  п р о и з в о д с т в а ,  расширения а с ­
со ртим ента  и сложности выпускаемой продукции , а также н еобхо­
димости более  г л у б о к о г о  ан ал и з а  сущности природных, т е х н и ч е ­
ск и х  и эконом ических  я в л е н и й ,  при котором учитываются самые 
слабые взаимные влияния элем ентов  си стем .  При прогнозировании 
си туаций  и х а р а к т е р и с т и к  о бъ ек то в  с помощью м атем атически х  
моделей  при ходится  у ч и ты в а ть  большое число взаимосвязанных 
ф а к то р о в  в у с л о в и я х ,  к о г д а  д о ступ н ая  исследователю  информация 
может им еть  самые разнообр азны е  формы и быть различной с т е п е ­
ни дете р м и н и р о в ан н о ст и .
Большие труд ности  связаны  с моделированием н е ст ац и о н а р ­
ных и плохо определенных п р о ц е с с о в ,  расплывчатых ц е л е й ,  н е ­
ч е т к и х  о гр а н и ч ен и й .  В к а ч е с т в е  примеров с и с т е м ,  при п р о г н о зи ­
ровании р а з в и т и я  которы х  возникают принципиально новые тр у д ­
н о с т и ,  можно н а з в а т ь  следующие системы:
” экономические;
-  сложные производственны е ;
-  эк о л о г и ч е с к и е ;
-  социологические  .
Т а к ,  например, если и могут быть построены нѳидѳнтифици- 
рованные модели для реальны х э к о л о г и ч е с к и х  с и с т е м ,  то  и зм е р е ­
ния числовых п арам етров  ( т а к и х ,  как  чи сл е н н о с ть  популяций) 
связаны с применением бойее тон к ого  а п п а р а т а ,  чем детерм ин и­
стские  вычисления; они должны п р о в о д и ть ся  на основе  сам она­
страивающихся и самообучающихся програм м . Эффективным с р е д ­
ством у ч е та  плохо формализуемых соотношений при моделировании 
сложных систем я в л я е т с я  р а с п о зн ав ан и е  о б р а зо в  ( Р О ) .
Кроме т о г о ,  сей ч ас  возни кла  необходимость  з а м ен и ть  ч е л о ­
века в оперативном управлении быстропротекающими п р о и з в о д с т ­
венными процессами в у с л о в и я х  у правления  большими системами 
с большим числом ф а к то р о в ;  создаю тся  АСУ, и нужно а в т о м а т и з и ­
ро в ат ь  операции рас п о зн ав ан и я  о б ъ ек т о в  и си ту ац и й .
2 . 1 . 5 .  Схема применения м етодов  р ас п о зн ав ан и я  о б р а зо в  
в про гнозир овании
Прежде чем перейти к формальным моделям р а с п о зн а в а н и я  
о б р а з о в ,  коснемся  еще р а з  вопроса отн о си тел ь н о  о б л а ст и  п р и ­
ложений методов к л ассиф икации .  Нѳчнѳм с примера применения 
р ас п о зн ав ан и я  о б р а зо в  в п р о г н о зи р о в а н и и .
Предположим, что мы н аучи ли сь  ( с  помощью ЭВМ или д р у г и х  
с р е д с т в )  р а с п о з н а в а т ь  тип си ту а ц и и ,  а с л е д о в а т е л ь н о ,  и выби­
р а т ь  то или иное решение в н ек о тор ой  к о н к р е тн о й  о б л а сти  п р о ­
и з в о д с т в а .  Пусть мы в состоянии  также определить варианты буду­
щих си туац и й .  Применяя р ас п о зн ав ан и е  о б р а з о в ,  мы можем в этом 
случ ае  с д е л а т ь  прогноз  множества будущих решений.
. Этот подход можно иллю стрировать  следующим более к о н к ­
ретным примером. Д опустим , что имеются данные об открытых к 
настоящему времени м есторождениях полезны х  ископаемы х, служа­
щих сырьем дл я  м е та л л у р г и ч е ск о г о  п р о и з в о д с т в а .  Можно сформи­
р о в а т ь  различные варианты см есей  м а т е р и а л о в ,  получаемых из 
различных месторождений, а также варианты их п р е д в ар и те л ь н о й  
п о д готов к и  к ак  м е та л л у р г и ч е ск о г о  сы р ья .  Предположим т а к ж е ,  
что на основании накопленного  опыта мы выработали метод р а с п о ­
зн а в ан и я  те х н о л о ги ч е с к и х  х ар а к те р и ст и к  смесей веществ по п а ­
рам етрам  компонентов  смеси и по пар ам етр ам ,  характеризующим 
сп о со б  п о д г о т о в к и .  Тогда мы можем с о с т а в и т ь  прогноз  сырьевой 
базы м е т а л л у р г и и .
2 . 2 .  Моделирование объекта  классификации
2 . 2 . 1 .  Вектор состоян ия
Простейшая м о д ел ь ,  применяемая в распозн аван ии  о б р а з о в ,  
е с т ь  в ек т о р  со с то я н и я  ( с м .  І . І . ) .
На основе этой модели ст р о я т с я  
более сложные. Модель о б ъ ек т а ,  или вектор  состоян ия  о б ъ е к т а ,  
имеет вид:
х  = [ос1 }
г д е  вещественные ч и с л а ,  интерпретируемые к ак  значения
п а р а м е т р о в  или п р и зн а ко в  о б ъ е к т а .
Мы будем с ч и т а т ь ,  что X  -  •[ X   ^ ? . . -уЭС^} е с т ь  в е к ­
тор  п р о с т р а н с т в а  , и и с п о л ь зо в а т ь  операции сложения
в е к т о р о в ,  умножения век т о р а  на с к а л я р ,  а также ск ал яр н ого  пр о ­
и зв е д е н и я  д в у х  в е к т о р о в .  Скалярное произведение в екторов  X ,  
€  К Л  будем о б о з н а ч а т ь  ч е р е з
2 . 2 . 2 .  Примеры
Г ,  Объект т  машиностроительное пр е д п р и я ти е ;  -  го д о ­
вой объем выпускаемой продукции ( в  р у б л я х ) ;  “  число р а ­
б о ч и х 'и  служащих; -  основные фонды; СС ^  -  ко л и ч е ст в о  
п о с та в щ и к о в ;  -  число  п о т р еб и те л ей  продукции з а в о д а .
Т о гд а  модель- объ екта  имеет вид:
2 .  Объект -  ч е л о в е к .  Признаки -  вопросы анкеты в н е к о т о ­
ром соц иологи ческом  о б с л е д о в а н и и .  Ответ " д а "  коди руется  чис­
лом I ,  о т в е т  “н е т "  -  числом 0 .
2 . 3 .  Модель дискрим инантного  ан ал и за
2 . 3 .1 *  Модель о б р а за
Математической моделью о б р а з а  как  н е к о т о р о го  множества 
в с е х  о б ъ е к т о в ,  сходных д р у г  с другом в к а к о м -т о  фиксированном 
отношении, я в л я е т с я  подмножество в п р о с т р а н с т в е  R*4'  . При­
ведем пример.
Объекты - .л ю д и .  Они моделируются 2-мерными векторами:оС=?
=  * гдѳ ^  "  тем перату ра  т е л а ,  х  £  -  к о л и ­
чест в о  удар ов  сердца в м инуту . Будем условно  с ч и т а т ь  че л о в ек а  
эдоровым, если е г о  тем пература  к о л е б л е т с я  в п р е д е л а х  от 35 до 
37°С ,  а п у л ь с  -  от 60 до 70 уд а р о в  в минуту . П онятно , что  с о ­
стояние че л о в ек а  не о т р а ж ае тс я  полностью этими двумя п о к а з а т е ­
лями, пример чисто  условны й. При указанн ы х предполож ениях об ­
р а з  “ здоровые люди" имеет вид:
2 . 3 . 2 .  Идея обучения на п р е ц е д е н т а х
В модели дискриминантного  а н ал и з а  р е а л и з у е т с я  следующая 
схема обучения на п ри м ерах .  Пусть мы хотим о буч и ть  к о г о - н и ­
будь о тл и ч а ть  объекты одного рода ( п е р в о г о  о б р а з а )  от о б ъ е к ­
тов д р у г о го  рода (в т о р о г о  о б р а з а ) . 'М ы  не пытаемся о б ъ я с н и т ь ,  
в чем именно со стои т  отличие первых о б ъ е к т о в  от д р у г и х ,  а 
Просто показываем конечное число о б ъ ек т о в  т о г о  и д р у г о г о  в и -  ’ 
д а .  На основании этой информации у обучаем ого  должно сформиро­
в а т ь с я  п р а в и л о ,  позволяющее любой новый объ ект  о тн о с и ть  либо 
к первом у , либо ко второму о б р а з у .  Запишем некоторую м а те м а­
тическую м од ел ь ,  реализующую эту  идею.
2 . 3 . 3 3ад ача  дискриминантного  ан ал и за  д л я  дв ух  о б р а зо в
Пусть имеется  н е и зв ес тн о е  нам разби ен и е  п р о с т р а н с т в а  
R *  на д в а  к л а с с а  ( о б р а з а ) :
R“ = A U&, А А В а 0
гі -
П р е д п о л а г а е т с я ,  что известны  лишь некоторые два  подмножества: 
A /<c А у В 7 с  В  - П о  этим подмножествам надо с о с т а в и т ь  
п р е д с та в л е н и е  ( р а з у м е е т с я ,  в общем случае  лишь приближенное) 
о м нож ествах  А  и В  .
Д е л а е т с я  это  следующим об ра зо м .  Пусть выбран некоторый 
к л а с с  функций д
F c { R -  R4} ,
с помощью которых будем о т д е л я т ь  множество А от множества 
В' • Т р е б у е т с я  найти функцию f  € Г  такую, что
-f ( х ) > о ( Ѵ о с < с Д ' ) ,  f ( x ) $ o  ( Ѵ х е  В ; ) . ( 2. 1)
При этом на функцию f  может еще дополнительно наклады­
в а т ь с я  н ек ото рое  усл овие  к а ч е с т в а  разд ел е н и я  множеств (будем 
н а зы в а т ь  это  условие условием  н ор м ал изации ).
З а д ач а  нахождения та к о й  разделяющей,или дискриминантной, 
функции и е с т ь  з а д а ч а  дискриминантного а н а л и з а .
Если -f -  решение си стем ы ( 2 . 1 ) ,  удовлетворяющее условию 
н о рм ал изации ,  то мы получаем следующее решающее правило для 
п р о г н о за  принадлежности п р ои зв о ль н о го  элемента к тому
или иному о б р а з у :
А , если  К і ) >  °  ; иначе
В .
С л е д о в а т е л ь н о ,  приближенной моделью множества А будет 
2 , 3 * 4 .  Пример
Рассмотрим условный пример. Обозначим ч е р е з  Д  к о н е ч ^  
ноѳ множество видов тех н ол о ги ческ и  допустимого  сырья в н е к о ­
тором п р о и з в о д с т в е ,  ч е р е з  £> -  конечное множество видов
те х н о л о ги ч е с к и  недопусти м ого  сы рья . Каждый вид сырья п у с т ь  
х а р а к т е р и з у е т с я  двумя парам етрам и: X , j  -  содержание іер во го
п о л е зн о го  компонента в единице сы рья , о с  ^  -  содержание в то ­
р о г о ,  т . ѳ .  модель каждого вида сырья е с т ь  2-мерный в ек т о р
х  = С х ,  , я а 1 . 
пус„  А '=-{с’ . в . с г , 0 , С < , 1 1 } , В ' - { С 5 , 1 ^
£ 5  Z'] LZ  7 І \  и Г  -  к л а с с  аффинных функций, т . ѳ .  f б Г  
f ’(ос) =  « Ц Х ^  +  о ^ Х з ,  +  J i  • Составляем  с и ­
стему ( 2 . 1 ) :
+  +  ^  > 0 , 2 . «st-д +  + < ^ - г  +  J 5*
Б<=Ц +  ^  +  j b  < 0 , 5 ^ д +  2  ^  0 .
Одно из  решений: оі^ — J i  =  % h" , т . е .
| ( x )  =  - S x 1 - f x i  +  a V .
Предположим т е п е р ь ,  что и м еется  некоторый новый вид сы­
р ь я ,  характеризующийся вектором  [з,з][. Так к а к  
=  -  6  < О  , то мы д е л аем  п р о г н о з ,  что это  сырье т е х н о л о ­
ги ч е ск и  недопустимо.
2 . 3 . 5 »  Г еом етри ческий  смысл
Если *( X  • "f  ( х )  ~  О j  п р е д с т а в л я е т  соб ой  п о в е р х ­
но сть  в , то з а д а ч а  дискрим инантного  ан а л и з а  з а к л ю ч а ет ­
ся  в построении  п о в е р х н о с т и ,  разделяющей А ; и В ; ; э та  
п о в е р х н о ст ь  делит  все п р о с т р а н с т в о  на д в а  о б р а з а .
В с л у ч а е ,  к о гд а  -  аффинная функция, ^  ( х )  =
, реч ь  и д ет  о построении  разделяющей ги п е р п л о с ­
к о ст и  с нормалью с ••
2 . 3 . 6 ,  Задача дискрим инантного  а н а л и з а  для  к - о б р а з о в
П усть  имеется  н е и зв е с т н о е  нам р азбиение  п р о с т р а н с т в а  
на к - о б р а з ы : .
A 4 u . .  . и А к  •> A t  л А | = 0  С 1 * } ) -
Известны подмножества
А-  с  A t  (  і- -  1 > • • , к)-
Приведем один из способов сведения задачи дискриминант­
ного анализа для к — образов к последовательности задачи с 
двумя образами.
Построим к — 1  разделяющих ф у н к ц и й ; f   ^ і 
каждая из которых делит два множества: -f к отделяет от
U  • • •  U  >. .)$отделяет от .
Таким обравом, для всякого j =  ^ к - i  решаем задачу:
найти
f  ^  F : f  j  ( х )  >  0  ( Ѵ о с  €  Д  • ) ,  {  J  ( х  ) $  о  ( Ѵ ^ с  ^  . у .
Если функции у . . • , f   ^  ^ , удовлетворяющие
указанным условиям, найдены, то классификация любого 
производится согласно правилу
А  ^» 0СЛИ
А г , если ^  ( ^ )  >  0 ; иначе
А и , если ■fk _ 1 ( ^ ) > 0  І иначе
\  А к «
Итак, мы имеем право в дальнейшем изучать методы только 
для задач дискриминантного анализа с двумя образами.
2 .3 .7 .  Пример
Пусть есть вектор состояния сырья
для некоторого производства, где X   ^ -  процентное содержа­
ние і  -го химического компонента в единице сырья ( і, -  1 , 2.) . 
Требуется построить правило прогноза качества сырья на осно­
вании следующего материала наблюдений: А ^ -  множество,
содержащее некоторые векторы.состояния хорошего сырья, 
содержит некоторые векторы, отвечающие среднему качеству,
-  аналогичное множество векторов для плохого качест­
ва сырья. Пусть, например,
А ; Ч х 1 = м , ^ = ^ ' г Л . А а = { х = С 5 ^ Л ’ А і = 1 х Ѵ = і : ^ і ^ -
Предположим, Г -  к л а с с  в с е х  линейных функций. Решаем 
две за д а ч и  дискриминации: ѵ
1) F , { > ° ( Ѵ о с ^ А ( ) ,  f ,  ( х )  $ 0  ( Ѵ х  6  А *  и  A j ) ;
2)  f 2 € p ,  f 2 (x ) > 0  ( V o c € A ^ ) , f 2 ( x ) $ o ( V o c €  A 3 ) .
Одно из решений э т и х  з а д а ч :
0 х ) =  - 2 х ^ +  3 x z  > f 2 ( x ) = - Х ^ + 5  х г _
Пусть дл я  п рогноза  представл ены  три в ек тора  состо ян ия  
сырья:
ц '  = С і , і 1  ,  ^ 2 = № , г 1 , ij.J  =  C ^ , 2 l .
Так к а к  >  0  , то делаем  п р о г н о з :  о т в е ­
ч а ет  сырью хорошего к а ч е с т в а .  Так к ак  -f^  ( ^ 2*)  <  О >
■fa, ( у )  0  • 10 ¥ г» с о г л ас н о  пр о гн о зу ,  е с т ь  в ек т о р
состоян ия  сырья плохого к а ч е с т в а .  Д а л е е ,  ^  ^
^  ® * поэтому U *  относим к сырью ср е д н его
к а ч е с т в а .
2 . 4 .  Методы дискриминантного  ан а л и з а
Напомним формулировку за д ач и  дискрим инантного  а н а л и з а .  
З адан ы : множества А , В е  К ; к л а с с  функций
F  с  R ' }  ■
Т реб у ется  найти функцию і  -V -м ер н о го  в ек т о р а  ОС, ♦ 
удовлетворяющую условиям :
{ 6  F  і  {  ( * )  >  о(Ѵж tA) i { ( « ) <  0 (VsC€B) ( 2 . 8 )
(или условию -f' 4  О  ( V x t B  ) .
Отметим, что систем е ( 2 .2 )  линейна в том и то л ь к о  том сл у ­
ч а е ,  к о гд а  сущ ествует конечный набор функций - ^ ( х )  ,
( X ) т а к о й ,  что в с я к а я  функция -f- £  р  может 
быть п р е д с та вл е н а  в в и д е :
YY\,
{ ( * )  =  £  U o f . W  ■ ( 2 . 3 )
2 . 4 . 1 . Алгоритм линейной коррекции
p.*
В случае, когда задача дискриминантного анализа сведена 
к линейной, требуется найти ОС £  R " ' ,  IJ R •
( ° C ) CV ^  > o  ( V c . £  A ' )} ( o c , c ) -  o ( V c  6  & ' ) •
Введем обозначения: Ц С '} ‘~ 1 І  =  ОС ) ~  & i
( t O - l l : C e A ' )  =  A  > ( С О - і ]  : C € B ^ =  &■
Тогда надо решить систему
( а ; * ) > о  (Ѵа<с А),  0 ( V t f c  В\(2 .4 )
Составим из элементов О і£ A V J& бесконечную последователь­
ность такую, что в ней каждое а .  €  Д U  В встречается 
бесконечное число р аз .  Обозначим эту последовательность через
Выбираем і \  произвольно. Строим последовательность 
{ 2 к 1 ° 0
*• к а  1 согласно правилу
£.к , если (  £ к ; ]  >  О (  €  А )  ?
'£к + 1 _ < 2 к , если ( z k ; & к )  <  о  ( о с к  £  В ) ,
2к _оССІк < если ( £ к ; а к )  > 0  (о с к  В ) ,  
Л. +ot.a!S если ( £ к , а . к )  ^  О ( а к £  А); 
г д е  cL > О.
Этот алгоритм  н а з ы в а е тс я  алгоритмом линейной к э ^ е к ц и и .  
Применимость алгоритм а вы текает  из следующей теорем ы, д о к а ­
занно й  в ряде  работ  различны х а в т о р о в .
Т е о р е м а . П усть множества А / и 5 /  аффинно разделимы.
В р е з у л ь т а т е  применения алгоритм а линейной коррекции в о з н и к а -
i  * kl+ee I T .  Л  T+1ѳт п о с л е д о в а т е л ь н о с т ь  З ^ т а к а я ,  что з  I . Ц =  £  =2
= .  . . . > -  решение системы ( 2 . 4 ) .
2 . 4 . 2 .  Симплекс-метод
Пусть в з а д ач е  дискрим инантного  ан ал и за  т р е б у е т с я  найти 
линейную разделяющую функцию
IV И/
ѵг
для  множеств А> В с  R . З д е с ь  2 ^ -  искомые коэффи­
циенты разделяющей функции. Пѵсть  л
Задача  дискриминантного а н ал и за  принимает вид:
. . . +  « ^ z ^ o C V j C v O ,  *1
Ъ і ( г , +  • • • + ^ г к < °  ( Ѵ | * Щ  j  ( 2 - 6)
Рассмотрим также систему
а ^ з ц т  . . .  -ѵ o l ^  >  1 ( V  j  €  М " ) ,
• * • +  С Ѵ ^  € І , І - У
( 2. 6)
Очѳвиднр, что если систѳма(2.5) совместна, то совместна и си­
стема ( 2. 6), ПРИ этом всякое решение систѳмы(2.6)являѳтоя реше­
нием и оистѳмы(2.5)
для решения с и ст ем ы (2 . 6 ) , к которой  можно до­
бавить линейный критерий оптимальности, имеются стандартные 
методы линейного программирования, в том числе симплекс-ме­
тод, которым и можно воспользоваться.
3 .  АНАЛИЗ НЕСОВМЕСТНЫХ СИСТЕМ ЛИНЕЙНЫХ НЕРАВЕНСТВ 
3 . 1 • Конструктивное использование противоречивых моделей
В І . І  был приведен один прак ти ч еск и й  пример 
п ро тив о реч ив ой  з а д а ч и .  Рассмотрим некоторые аспекты п р оти в о ­
речивых з а д а ч  более подробно .
Классическими требованиями к математическим моделям, 
описывающим реальные объ екты ,  процессы и я в л е н и я ,  я в л ял и сь  
следующие:
-  форм ализуемость  пр е д с та вл е н и й  о моделируемой си ту ации ;
-  сущ ествование решения з а д а ч и ,  соответствующей модели;
-  ед и н с т в е н н о с т ь  реш ения;
-  у с т о й ч и в о с т ь  решения по отношению к малым колебаниям 
информационной составляющей м одели;
-  н е п р о т и в о р еч и в о ст ь  ( э т о  т р е б о в а н и е ,  в сущ ности, эк в и ­
вал е н тн о  условию сущ ествования  реш ения);
-  д о с т а т о ч н а я  п р о с т о т а  модели;
-  и н те р п р ет и р у е м о ст ь  р е з у л ь т а т о в  ан ализа  модели.
В настоящ ее время в с в я зи  о расширением обл асти  приложе­
ний м а т е м ат и ч е ск и х  моделей и в связи  с усложнением т е х  объ ек­
т о в  и с и т у а іф й ,  дл я  описания которых прибегают к м а те м ати че­
скому моделированию, тр е б о в ан и я  к моделям о сл абл яю тся .
Можно пр и вести  примеры кон стру к ти вн о го  испол ьзо вания  п р о ­
тиворечивы х  м о д ел ей ,  имеющих вид несовместных систем  линей­
ных н е р а в е н с т в ,  а также способы ан ал и за  так и х  моделей , исполь­
зующие метод исключения н е и зв е с т н ы х .  Примеры связаны с з а д а ­
чами т е х н и ч е с к о г о  к о н с т р у и р о в а н и я ,  техни ческ ой  и медицинской 
д и а г н о с т и к и ,  управлени я  процессами л е ч е н и я ,  а также с з а д а ч а ­
ми р ас п о зн ав ан и я  о б р а зо в  и оптимального  п л ан и р ов ан и я .
Метод исключения н е и зв ес тн ы х  ( м е т о д 1с в е р т ы в а н и я ) , который 
применял еще Ж.Фурье, а в наше время подробно исследовал  
С .Н .Ч е р н и к о в , особенно в случае  н е со в м е ст н о ст и ,  п о зв о л я ет
н а х о д и т ь  минимальные (по включению) несовместные и максималь­
ные (по  включению) совместные подсистемы системы линейных н е ­
р а в е н с т в .
J . 2 .  Пример нахождения тупиковых п од си стем
Рассмотрим на примере метод нахождения тупиковых ( т. ѳ.  
минимальных несовместных и максимальных совместных) подсис­
тем с помощью исключения неизвестных.
Рассмотрим систему линейных неравенств:
(1) -  эс -^+ г  эсх -  < і }
(2 )  X ,  ■+• 0СЬ + O C j  -+ ос¥ <-Z
(3) - 5 o c t  £  ~ €  ,
(4) 3  ос^ + 0 С г - о с ѵ < о ,
(5) ОС, -  о с ^  + а ь H o c f  < 3 ,
( 6) -  ос^ <  _  1  ^
(7) -  Х 1 _  ос% -  ОС у. < О .
Слева от каждого неравенства заімсан его индекс. Исклю­
чая переменную X  ^ • получим -свертку. Для этого комби­
нируем каждые два неравенства, для которых знаки при про­
тивоположны. Комбинируем, умножая неравенства на такие поло­
жительные числа, чтобы при сложении неравенств коэффициент цри 
стал нулевым. Неравенства, в которых коэффициент при 
равен нулю, переписываем в ЗС^  -свертку без изменения. Слева 
от каждого неравенства-свертки записываем его индекс -  сово­
купность номеров неравенств, комбинированием которых оно по­
лучено. Неравенства, объединение индексов которых содержит 
индекс какого-либо третьего неравенства, не комбинируются и в 
свертку не записываются (метод свертывания, включающий это 
правилоі называется фундаментальным свертыванием),
Итак,получаем фундаментальную -свертку:
(V) -  ос, + 1,
( 2 ,  6)  ЗС^ +  СС% + ОС^.£  -  Ъ,
( 3) - 5 Х 2 6  -  С ,
(4,  6) З х ^  ^  -  1 ,
( 5 ,  6)  Х 1 -  Х х  +  4  2 ,
(7) -  х 1 - .  ЭС 2, -  * 4  4  0 . л
Исключая из £3  -свертки, согласно приведенным 
выше правилам, получаем ( Х ^ 9 Х у ) -свертку:
( I ,  2,  6) 3 -  З х ^  < -  Я,
( 3 )  -  5 э с х  -  э с ц .  <  - С ,
(I. 4, 6) f  осг - І Ь О С ^ . ± &> 
(I, 5, 6) < 3> ,
(2, 6, 7) О <.~Ъ,  
( 4 , 6 , 7 )  ~Ъос% -If-Xt,. ^ - 1 ,
(5, 6, 7) -  Я Х 2 +  3<с¥ ^ Я •
Исключая X   ^ ( получаем (эс  ^ Х і;3^)-свертку:
(3 , 5, 6 , 7) -1? x zi - f C ,
( I ,  5, 6) ОСг  £  3 ,  
(2, 6, 7) О < - 3 ,
(4,  б,  6,  7 ^ . 5 .
Исключая ЭС ,^ получаем полную фундаментальную свертку!
( I ,  3, 5 , 6 , 7) о  ^  1 -
(2,  6, 7) О <- 3 ,
( I .  4, 5, 6, 7) О 4  I-
С.Н.Черниковым доказана теорема, что индексы несовмест­
ных систем полной фундаментальной свертки и только они соста­
вляют номера минимальных несовместных подсистем исходной сис­
темы линейных неравенств.
С л едов ател ьн о ,  в данном сл у ч ае  и м еется  то л ь к о  одна м и -  . 
нимальная несовм естная  п о дсистем а исходной системы , она имеет 
индексное множество 6 ,  7 ]  .  Все подсистемы исходной с и с ­
темы, индексные множества которых не содержат э т о го  и н д ек с н о ­
го  множ ества ,  являются совместными. Среди совместных п о д с и с ­
тем можно выделить максимальны е. Индексные множества м ак си ­
мальных совместных под систем :
е] > i  V A W l ; ( Ѵ Л  5; ■
Этот пример можно и н т е р п р е т и р о в а т ь  к ак  з а д а ч у  т е х н и ч е с ­
к о г о  п р о е к ти р о в а н и я ,  где -  параметры п р о е к ­
тируемого т е х н и ч ес к о го  о б ъ е к т а ,  а н е р а в е н с т в а - о г р а н и ч е н и я  вы­
ражают тр е бо в ан и я  к к а ч е с т в у  функционирования эт о г о  о б ъ е к т а .  
Метод сверты вания  выявил минимальную подсистему т р е б о в а н и й ,  
несовместных д р у г  с д р у г о м , - э т о  т р е б о в а н и я ,  соответствую щие 
н ерав ен ств ам  ( 2 ) ,  (6)  и ( 7 ) .
3 . 3 .  Комитѳтныѳ конструкции
Как отмочено выше, вѳдача  нахождения дискриминантной 
функции т а к о й ,  что'
■R F , - f ( x ) > 0  (Ѵзс^А), -f ( х ) 4  0 (VocfcB4). (3.1)
может не о б л а д а т ь  решениями даже в сл у ч ае  А Г\ В — 0  ; 
если  к л ас с  р  выбран н е д о с та то ч н о  широким. Мы с т а л к и в а е м с я ,  
с л е д о в а т е л ь н о ,  с проблемой выбора к л а с с а  р  .
Однако можно предложить и другой  м е т о д ,  который снимает 
эту  проблему. Это метод к о м и т е т о в ,  использующий вместо п о н я ­
тия решения с и с т ѳ м ы (З І )  нек о то р о е  е г о  обобщение, реализующее 
понятие !1разм ы тогоп решения, т . е .  множества К .  ^  F  ? 
обладающего теми или иными свой ствам и  решения. Перейдем к к о н ­
кретным определениям .
3 . 3 . 1 .  Комитет системы множеств
О п ре д ел е н и е . П усть <2) -  н е которое  сем ейство  множеств
D l  (п р ои зв о л ьн ой  природы ):
X .  -  некоторое множество, и пусть р  £  і ) # р  —
комитетом в классе Х д ля семейства <g) называется конечное 
множество К  С  X  такое, что
|KnD } l > P-|Kl
где  I K 1  о з н а ч а е т  число элементов  (мощность) множества К  • 
Комитетом в к л а с с е  X  Для сем ейства  £ )  н а зы в ае тс я  мно­
жество  К  ^  X  ( не о б я за т е л ь н о  к онечное )  т а к о е ,  что
IK n D ^  > ІК Ч )^  ( V ^ J ) .
З а м е ч а н и е . Если X  Г\ (  » то любое
множество К с  Х а ( п Х > . Л я в л я е т с я  р -ко м и тето м .
*
3 . 3 . 2 .  Примеры ком итетов  систем множеств
пример і. Х~ R;2,, D -^  ( х  = : >о|,Т)^ =
=  ( х = С х 1 ; Х 2/1  : x 2(> 0 ] ^ D i  =  { x  =  L X 0 X zl  - ' ( Х  , + ' Я ^ >
>  . О I  . Множество К — ~  И"3 ) —
— \І -г2 ’; Ѵ ]  , / Х Ъ =  С 2 г ^ }  я в л я е т с я  -  ^ - к о м и т е т о м  в
к л а с с е  X  Для се м ей ств а  % — при L >  О . Мно­
ж ес тв о  К  я в л я е т с я  также комитетом эт о го  с е м е й с т в а .
Пример 2 . П усть  X бсть четырехгранник с вершинами 
, сс-} а Л ; <хЛ в К* .
Обозначим ч е р е з  ; ;  грани  четы рехгранни­
к а  X  , ч е р е з  К  -множ ество  ^  <л* > • • • > СХ^*] • Л ег­
ко  у б е д и т ь с я  в то м ,  что К  е с т ь  ( З Д - £  ^ к о м и т е т  в к л а с с е  
X  д л я  се м ей ств а  S )  -  { Т )  н  ^ ? Т )< Д п р и  £ >  о  ‘ Од­
новременно К  я в л я е т с я  и ком итетом .
Пример 3 .  П усть X  -  топ о л огич еское  п р о с т р а н с т в о ,
0С£ X ,  2 ) -  система окрестностей точки OU , К* —
( s l 4,001 GO J -  п о с л е д о в а т е л ь н о с т ь ,  сходящ аяся  к элементуV. J  — т
00 . Тогда К -  комитет в к л а с с е  X для се м е й ств а  2)
3 . 3 . 3 .  Определения и примеры комитетных конструкци й
О пределение. р
■fj(x) > 0  \  ),
^ ( о ) > 0  ( Ѵ і б і Д
-fj(x) = 0 (  £  I 3)  ,
-ком итетом  системы н е р а в е н с т вN.
в к л а с с е  _Х. назы в ае тс я  конечное множество 
являющееся р  -комитетом системы множеств
( З . К )
К  с  X ,
> 0  ] 5 _ Э С ; ^ ( о с )  > 0 )  Q f c  і Д
l x ' f ^ w = ° )  ( . }«= i O -
Заметим , что  комитет К  си с т е м ы (3 .2) о б л а д ае т  следующим 
свойством: каэдому ее неравенству удовлетворяют более
половины членов комитета.
Пример. Рассмотрим систему  н е р а в е н с т в  над п р о с тр а н с тв о м
R2, : N
ос. > 0
х .
Ц + - і ) а  +  ( ж  + і ) 1  ^  4 , 5 . .
( з . з >
Очевидно, систѳм а(аз) несовместна. Пусть X  ~~ R  , К .  —
= {х4 =С^; 0  ) Хг =[0 С- 1,2,) 0, 1 .
Тогдѳ IK. -  комитет систѳмы (З.З)в классе , X  •
Определение. р -комитетом системы неравенств относи­
тельно неизвестной функции :
■f (*) > О (у эс £ Хл)Л
Н х )  > о ( Ѵ* « Х » ) Л  (3.4):
I  W a o . ( Ѵ х е  ХП J
-  33 -
в к л а с с е  функций F с ( rT" -* R) , где X ,,  X , .
известные подмножества пространства , называется такое
К ^  F , что множество К есть р -комитет системы 
множеств л х
U  • f  О )  > о] ( * €  ХО  > {-f : f  о } (эс € Ха}  
{ - f  • • { ( * )  =  о }  О ^ Х Д
Система ( 3. 4)н азы ва ѳтс я  системой  сопряженного вида .
Пример. П усть К. =  і  ,  F =  t - f ,  6 * 0  =  X , — 1  } 4 f ( x )  =
+  -  о с -  Z , oj^ ( -х )  =  -  ос +  Я. ; Qx) —
~ О С -  Ъ  )^  -у — “  ЭС +  3 ,  . ; . I  . Р асс м о т ­
рим систем у  сопряженного  в и да :
{ М > о, 0 , f  ( 6 )> 0 ,- f ( s ) <  о, f  (ю )> 0 .
Комитетом этой  системы в к л а с с е  р  я в л я е т с я  следующее мно­
ж е с тв о :
К = { {  1 » > » М  •
О п р е д ел е н и е . Разделяющим заданные множества А; В 
р -ком итетом  функций к л а с с а  X  н а зы в ае тс я  р -ком итет  
к л а с с а  X  д л я  системы н е р а в е н с т в
-f(x) >0 (Ѵэс£ A); f  о ( Ѵ х  € BY.
Строго разделяющим н а з ы в а е т с я  р  -ко м и те т  дл я  системы
. f  (х) > 0 (Ѵх £Д), -f (х) < о. ( V х € в).
Г) ^Пример. Р ассм о тр им , к а к  делит  п р о с тр а н с тв о  ГХ на два 
о б р а за  с т р о г о  разделяющий множества В - ^ 4 2 ^ 0 ] )
С 0; 2 І ^  к ом и тет  к л а с с а  линейных функций ' ( с м . р и с . ) !
Строим систему
-f (1,1) > о, -f < 0, -f (o,b) < О,
f - ( х і } * г ) =  , т . ѳ .г д е 4
Разбиение пространства
’і <  +  ' К > 0 '  °> * » « < *  ° -
Комитет этой системы.:
К =  ^  = f  = y J =  12 ,  ) - l l ,
т . е .  разделяющий А и & комитет имеет вид:
4 (^ ) “■*- ^ ^ *"(*2, "Ь 2j х ^  ^ f 5 0*0 = 2. х^- х  ^•
Один из дву х  о б р а з о в ,  на которые эт о т  комитет делит  п ро ­
ст р а н с т в о  R 2, , п о к а за н  на рисунке штриховкой.
3 . 3 Л .  Комитеты в р ас п озн ав ан и и  о б р а з о в
Рассмотрим з а д а ч у  дискрим инантного  а н ал и з а  ( 3 . 1 ) .  Пусть 
с и с т е м а ( З Л ) н е с о в м е с т н а ,  но су щ еств ует  ее  комитет К , С  F .  
Тогда можно р э з б и т ь  на два  о б р а з а  со г л а с н о  следующему
решающему правилу :  *
п е р в о го  о б р а з а ,  если  -f >  0 б о л е е ,  
чем дл я 'п о л о ви н ы  эл ем ен то в  |  ^  К I 
и н а ч ѳ -в т о р о г о  о б р а з а .
3. 3 . 5 .  Комитетное решение з а д а ч  таксономии и гіахождения 
информативных п р и зн а ко в
Задача  таксономии со сто и т  в следующем. Задано  к о нечное  
множество А С  , к о то р о е  нужно р а з б и т ь  на однородные в
ч
- эл ем ен т
том или ином смысле подмножества ( т а к с о н ы ) ,  т . е .  нужно п о л у ­
ч и ть  п р е д с та в л е н и е
А  =  Л  А * . ,  А і  л  А .  =  0 ( * *  О .
П р е д л а га е т с я  следующее уточнение постановки  этой з а д а ч и ,  
приводящее к использованию  максимальных по включению с о в м е ст ­
ных под систем  си стем у  н е р а в е н с т в .  Пусть форма таксон а  з а д а е т ­
с я  с помощью н е к о то р о го  к л а с с а  ограничивающих так сон  п оверхно­
с т е й ,  так  что  любой т а к с о н  должен иметь вид: [ о с  €  А : - f  ( х )
<  , гд е  *£ £  F   ^ р  -  заданный к л а с с  функций. За п и ­
шем систему
• f  ( а , )  <  О ( V f t . 4  A ) ,  f  £  Г. ( 3 . 5 )
Если эта  система с о в м е с т н а ,  то сущ ествует один таксон  т р е б у е ­
мой формы, в который вмещается множество Д . В общем же 
сл учае  с и с т ѳ м а (3 .о )  н е со в м е ст н а .  Пусть она о бл а д ае т  к  мак­
симальными совместными под систем ам и ,  причем і  - я  подсистема 
имеет вид:
{ ( « о
гд е  А  £ ^  А  . В этом сл уч ае  разбиение на таксоны можно 
и с к а т ь  среди  множеств Д  і  .
Рассмотрим т е п е р ь  з а д а ч у  нахождения п р и зн а к о в ,  информа­
тивных для р а с п о з н а в а н и я .  Одна из постановок  этой задачи  т а ­
к о в а .  Заданы множества А ,  В С  R * ' ,  для  которых нужно по­
ст р о и т ь  разделяющую их функцию. Т р еб уется  найти п р е о б р а з о в а ­
ние коор ди н ат  ^  , переводящ ее век тор  X  £  R** в вектор
Ч >(ос)  £  К " *  т а к * ч т о <*ы множества ^ ( A ) = { f ( a )
€  А ]  и Ч( ь ) =  1 ч ( Ъ )  '• Ъ  4  ь )  р аз д ел я л и с ь  в
п р о с тр а н с тв е  возможно более простой функцией.
Для решения этой задачи запишем систему линейных нера­
венств
,  ч (> о  ( V  эс €  А )
Пусть эта  система имеет Q максимальных совместных п о д с и с ­
т е м ,  причем Сое*' } 3  -  решение U -Й подсистемы . Р а с с м о ­
трим преобразовани е к оорди нат  в ек то ра  X  €  :
. . . • S ^ ( ( 5 C a , x )  +  ^ Q ) 3 ;
тд ѳ SCfil-j- _  f  1$ если X >  0 ;
ц  - I ,  если X £  О .
Из теоремы о сущ ествовании комитета  с л е д у е т ,  что если 
А лВ= 0и множества А; В к онечны , то сущ ествует линей­
ная функция, разделяющая множества ^ ( А ) и  ^  ( В )  •
3 . 4 .  Т е о р е м  сущ ествования
3 . 4 . 1 .  Теорема сущ ествования  р -ко м и те та  системы множеств
Если всякие к множеств конечно го  сем ейства  2) мно­
ж ес тв ,  % } D ^ ]  , имеют непусто е  п е р е с е ч е н и е ,
то  при к /  h a  >  р  система g} о б л а д ае т  р  -ко м и тето м .
Д о к а з а т е л ь с т в о ; П усть  ^  > • . . ? ^  г  )  -  с е м е й ­
ство  в се х  пересечени й  вида £ ) ^  г\ . . .  r\ с
(X Ф P t)  . Пусть - -  система различны х п р е д с т а в и т е л е й
д л я  сем ейства  Л  . Тогда К ѳ с т ь  р -к о м и т е т  се м е й ст в а  3 ) } 
так  как
VplKr\D-l / і К \ > с 1 ' - І / С = - к  >р,
что и т р е б о в а л о с ь  доказать, '
3 . 4 . 2 .  Условия сущ ествования  комитета системы линейных
н е р а в е н с т в -
Рассмотрим конечную систему линейных н е р а в е н с т в  о т н о с и ­
тел ьно  ОС €: ;
, х )  > о ( V  j  € ѵ Я \  (з.б)
Т е о р е м а . Для сущ ествования  к ом итета  системы ( З .б ) н е о б х о -
димо и д о с та то ч н о  выполнения с ледующих двух  условий:
а )  ФО (  £  ) , гд е  О -  нулевой
в е к т о р ;  ,
б) никакие два век тор а  С ^ и  C j  при ,.  U Ф  J не я в ­
ляются противоположно направленными друг  к д р у г у .
З а м е ч а н и е . Условия а )  и б) вместе равносильны следующе­
му: если А > 0  и t  ^  J  , т о
С : -Ф -  XС : . U.7)
<Г
Систему линейных однородных н е р а в е н с т в ,  удовлетворяющую у сл о ­
вию ( J . 7 ) ,назовем  системой без  про тивор еч ий .
Рассмотрим неоднородную систему линейных н е р ав е н ст в
3 . 4 . 3 .  Оценка числа членов  минимального комитета
Определение I . Минимальным назы вается  комитет с наимень­
шим возможным числом ч л е н о в .
Определение 2 .  Максимальной (по включению) совместной 
п одсистем ой для  системы н е р а в е н с т в  назы в ае тс я  т а к а я  ее  совме­
с т н а я  п о д с и с т е м а ,  к о т о р а я  ст а н о в и тс я  несовм естной  при д о б а в ­
лении любого нового  н е р а в е н с т в а  системы. Максимальные совм е­
стные подсистемы будем к р ат к о  н азы вать  j \a -подсистем ам и .
Т е о р е м а * Если комитет си ст ем ы ( 3 . 6 ) су щ ест в у ет ,  то сущ ест­
вует  и минимальный комитет с числом членов \г m-ert '
Эта оценка я в л я е т с я  то ч н о й .
З а м е ч а н и е . Оценка этой  теоремы я в л я е т с я  точной в следую­
щем смысле: для  в ся к о го  не ч е тн о го  Ггѵ сущ ествует  система 
ІГУЪ -линейных н е р а в е н с т в  в и д а ( 3 .6 ) ,  минимальный комитет к о т о ­
рой со с то и т  из ѵѵу* ч л е н о в .  Соответствующие примеры легко  
с т р о я т с я  для  сл у ч ая  2, . В то же время для систем  б о л ь ­
шой разм ерн ости  ( т . е .  дл я  больших Ип. и П/ ) обычно число 
членов  минимального комитета  много меньше, чем \Уі . В ч а с т ­
н о с т и ,  легк о  в и д о т ь ,  что минимальный комитет всякой  неп ри в о -
димо несовместной  системы линейных н е р а в е н с т в  ( т . е .  т а к о й  н е ­
совместной  системы, в с я к а я  с о б ст в е н н ая  п одсистем а к о торой  
со в м естн а )  состои т  из т р е х  ч л е н о в .
3 .  ЬЛ. Существование разделяющих ком итетов
Т еор ем а . Пусть А , Б с  яЛ , причем множества 
А и в конечны. Для т о г о  чтобы сущ ествовал  разделяющий
А и & линейный к о м и т е т ,  необходимо и д о с т а т о ч н о ,  чтобы
а) О £ А V) В >
в) каждое из множеств А и В было множеством без 
противоположно направленных векторов;
с) если а £ Д и Ь £ В ,то (X и Ъ не являлись бы^
одинаково направленными векторами.
Т ео р е м а . Пусть А ? £> С  , Д  и В  конечны . Для 
то г о  , чтобы сущ ествовал  разделяющий множества Д  и В к о ­
м и т е т  аффинных функций ( т . е .  аффинный к о м и т е т ) ,  необходимо и 
доста то ч н о  выполнения у с л о в и я :
А г\В — 0 .
3 . 5 .  П остроение минимального ком итета
3 . 5 . 1 .  іЛетод сверты вания
Метод свертывания (исключения не и зв ес тн ы х )  дл я  систем 
линейных н е р а в е н с т в ,  в том числе для  несовместны х с и с т е м ,  
р а з р а б о т а н  и исследован  С.Н.Черниковым. Приводимые в 3 . 4 . 1  
; р ез уль таты  принадлежат С .Н .Ч ерн ик ову .  
Рассмотрим систему линейных н е р а в е н с т в
Г < о ( н , . . ; , г г А
( с3, х ) 4 , =  сt  X  + . .  +  a j ^ a ^ - ъ А  ( 3 . 9 )
* * * * J
Определение I .  П усть  1/1 -  по д п р о ст р ан ст во  из  ;
С ( и ) = ^ = С , , , . . . , ^ 1  > 0 :S  ^ (C j,x)=0 (V w U )};
ѵ - ?  ^ іугС\ : І  =  -  н е к о т о р а я  ко н е ч н а я  с и с -
тема порождающих элементов  конуса С  ( Я/о). Элементу 
ставим  в с о о т в е т с т в и е  н е р а в е н с т в о
Д  4 Q ’
ѳсли  H t '=  О или у . ; ,  = • . • =* © при т / >  о » и
нѳр а в е н с т в о
іоѵ
?  (  с  і > °0  ~  У' "b . <  О
если  Й і/  >  0 и хотя  бы один из коэффициентов , . ‘ ѵ Ц ч т /  
отличен от  н у л я .  Система в с е х  полученных таким образом н е р а ­
в е н с т в  н а зы в а е т с я  - с в е р т к о й  системы ( 3 .  9.).Если С (ЪЬ)- 
ZZ [о]  , то %  -  с в е р т к а  на зы в ае тс я  п у с то й .  Если £  :
£ = 1 , . . . ,  к } *  ^ а з и с  к ону са  С  ( 1Х ) ,  то  -  св е р тк а  н азы в а­
е т с я  ф у ндам ентальной . При ' Ц ,  «  Z6 -  св е р тк а
н а з ы в а е т с я  полн ой . Индексом ненулевого  элемента конуса С(Ъі) 
н а з ы в а е т с я  сово к упн о сть  номеров ненулевых координат этого  
э л е м е н т а .  Индексами н е р а в е н с т в  'ЬС - с в е р т к и  си стем ы (^*9 )н азы ­
ваются индексы соответствую щих им элементов  к о н у с а .
Определение 2. Ненулевой элемент конуса  С  С і ^ ) ,  к о т о ­
рый имеет положительные координаты с номерами ^  
и нулевые остальные коо рди наты , назы вается  фундаментальным 
э л е м е н т о в  э т о го  к о н у с а ,  ес л и  6 функций из ( С ^ х ) ,  . . . ? 
( C L 590)  линейно независимы на ЪС .
Н 1 / \
Теоремд I .  Конус С  i^lt) имеет конечное множество суще­
ст в ен н о  различных фундаментальных эл е м ен то в .  Максимальные си ­
стемы сущ ественно различных фундаментальных элѳмонтов конуса  
с  С и )  и тол ько  они с у т ь  е г о  базисы . (Два элемента конуса 
С (у,)  не являю тся существенно различными, если
они отличаются д р у г  от друга  только  положительным мно­
жителем) .
С л е д с т в и е . Непустая  ЪС - с в е р т к а  си ст ем ы ( 3 .9 ) я в л я ѳ т с я  
фундаментальной то гд а  и тол ько  т о г д а ,  когда она не содержит 
ни одного  н е р ав е н ст в а  с и н дексом ,  включающим индекс хотя 
бы одного  МО остальных ее неравенств.
Определение 3 . П усть XL и XL -  два  п о д п р о с т р а н с т в а .  
Если ЪС - с в е р т к а  £  системы ( 3 . 9 ) н е п у с т а ,  то ^  - с в е р т к а  
системы £  на зы в ае тс я  повторной (/U)1A!) - с в е р т к о й  с и с т е ­
м ы ^  8) ,  Если система £  п уста  или ее X 7 - с в е р т к а  п у с т а ,  то 
повторная  (/U ) /l ( / ^ - с в е р т к а  с и с т ѳ ы ы ( 3 .8 ) п у с т а ,  Аналогично оп­
р е д е л я е т с я  повторная ( /Ы)  /ЬС/) 'Ц " )  - с в е р т к а  систѳмы(3.9) 
и т . д .
Теорема 2 . Любая ( 'U i ' l t J - с в е р т к а  си стем ы (3 .9)  с о в п а д а ­
е т  с некоторой  (ХС + 'Ц!) - с в е р т к о й  этой  системы.
Теорема 3 . Если система (3 .9)  с о в м е с т н а , то  для  в сяк о го  
п од про стран ства  Х/С < {{"'(З.ЯЦА/ - с в е р т к а  системы (3 .9)  
совместна  или п у с т а .  Если существуют п о д п р о ст р ан ст в о  
и U  - с в е р т к а  системы ( 3 . 9 ) ,  со в м е ст н а я  или п у с т а я ,  то  с и с т е ­
ма (3 .9 )  с о в м е с т н а . /I Г 1
Определение 4 . П усть  J t  -  4 > . • • } ^ K v J  * Каждую
пару <  О соо тн есем  с н ерав ен ств ом
- р С ^ ^   ^ ) ■*“ Ь р4) < о;
если Иг* >  О и  хотя  бы один из номеров р  , не б о л ь ­
ше иг* » или неравенством
' S  ( Ь ^ Ѵ ^ ( ( с Р)х)-  ^о
в противном с л у ч а е .  Каждый нулевой элемент £  JL
Соотнесем с н еравенством
Ісѵ,«) -ъ5 < о ,
если ц г / >0  и ѵ <  Уп/ » ИЛі1 н еравенством
( С 6 , а с ) - ѣ 4 £  О
в противном с л у ч а е .  Совокупность ^  в с е х  та к и х  н е р а в е н с т в  
получена  в р е з у л ь т а т е  * -деформации системы
( 3 . 9 )  • о ^
Теорема 4 .  Если >/ R ( a C ^ ) - порождаемое эл е м ен ­
том Х °  п о д п р о с т р а н с т в о ,  ( а  Г c ^ j  — (  С Ь /Х ° ) :
/  \ ) . в то Л  (ОС0) -  деформация систем ы (3.9) е с т ь
( х ° )  - с в е р т к а  системы ( 3 . 9 )
3 . 5 . 2 .  Алгоритм фундаментального свертывания
П усть  1/11 =  'Uy ( ^  і )  ; 6  6 "Й КООрДИНсТйЫЙ
о р т .  Алгоритм со с то и т  из следующих шагов.
а .  Пѵсть -  с т о л б е ц  коэффициентов при . Про­
и зв е д я  -деформацию си ст ем ы (3 .9 ) ,  получим систему *
являющуюся фундаментальной *10^  - с в е р т к о й  системы (3.9),с ка­
ждым неравенствсмсистѳмы  я   ^ соотнесем  его  и н д ек с .
в .  П усть уже получена  система -  фундаментальная
цию системы ^  , не комбинируя тех  пар н е р а в е н с т в ,  объеди­
нение ин дексов  которых содержит индекс к а к о г о -л и б о  т р е т ь е г о  
н е р ав е н ст в а  системы • Получим систему -  фунда­
ментальную . . . +  *1/С^  ^  ^ - с в е р т к у  с и с т е м ы  ( 3 .9 ) fс к а ­
ждым ее неравенством соотнесем его  ин декс .
с .  Если Я ,  ~  й  , то  п о л агаем  S , =  0  *к У k -м ^
Через Ц/ шагов получим полную фундаментальную свертку
системы ( з . а )  [ 4 ] .
Т е о р е м а[4] .Номера н е р а в е н с т в  несовместной системы (3 . '9 )»
которые входят  в ее произвольную минимальную несорместную
п о д с и с т е м у ,  образуют индекс одного из несовместных н е р ав е н ст в
полной фундаментальной св ертк и  системы ( 3 .6 ) .  Индекс каждого из
несовместных н е р ав е н ст в  упомянутой свертк и  со с то и т  из номеров
н е р а в е н с т в ,  образующих некоторую минимальную несовместную
подсистему системы ( 3 . 9 ) .
3 . 5 . 3 .  Нахождение минимального комитета  
Рассмотрим систему над R . :
(Cj ,ос) > 0 ( j, =н , . . . ; иг). (J.io)
П усть и м еется  не к о то р а я  подсистема систем а ( З Л О )
( C j , x ) > 0 J  с  у а .  ( J . I I )
Множество / [  будем на зы в ат ь  индексом подсистем ы ( З . І Ц  Макси­
мальная (по  включению) совм е ст н а я  подсистема ( т . ѳ .  j H  - п о д ­
си ст ем а )  с и с т е м ы ( і .9 ) ѳ с т ь  т а к а я  совместная подсистема ( 3 . I I ) f
І /Ц  +  . . .  Л  ) - с в е р т к а  системы ы . у * - П у с т ь  + < ~ 
ст о л б е ц  коэффициентов при Произведем -дѳформа
что если к нѳй д о б ав и т ь  любое новое н е р ав е н ст в о  из системы 
(ЗЛОVго она ст ан ет  н е с о в м е с т н о й .  Минимальная (по включению) 
н есов м естная  подсистема ( т . ѳ .  ^  -п о д с и с т е м а )  системы(ЗЛО) 
е с т ь  т а к а я  н есовм естная  п о д с и с т е м а , что если из нее у д а л и ть  
любое ее н е р а в е н с т в о ,  то получим совместную п о д си с те м у .
Т ео р е м а . Среди минимальных ком итетов  системы (ЗЛО), т .  е .  
ком итетов  с наименьшим возможным числом ч л е н о в ,  сущ ествует  
т а к о й ,  все члены ко тор ого  с у т ь  решения некоторых JA - п о д ­
систем  системы ( З Л О ) .
Д о к а з а т е л ь с т в о . П усть множество
е с т ь  минимѳльный ком итет  системы (З.Ю).Опредѳлим для в с я к о го  
U \ множество
„Рассмотрим систему
я в л я е т с я  минимальным комитетом системы (ЗЛ О ),все  члены к о т о р о ­
го  су т ь  решения некоторых JV\ - п о д с и с т е м .
Теорема д о к а з а н а .
Эта теорема п о зв о л я е т  с в е с т и  з а д а ч у  нахождения минималь­
ного  комитета  системы ( 3 . 9 ) к двум следующим.
I .  Найти все ja -подсистем ы системы(З.ІО)и для  каждой 
-подсі зшѳние; п у с т ь  эти решения с о с т а в я т
2 .  О пределить,  ск о л ьк о  эк зем пл яров  каждого  элемента д о л ­
жно войти в минимальный к о м и т е т .
Так как  эта  система с о в м е с т н а ,  то  сущ ествует  -п о д с и с тем а  
индекс которой  включает ; пусть .  -  н екоторое  решение 
этой М -подсистем ы . Легко в и д е т ь ,  что множество
множество
Задачу  2 можно решить с помощью методов 
программирования. Предположим, что  множество 
уже н а й д е н о ,  и определим
S t=  U  • > o )
Каждому поставим в со о т в е т с т в и е  вектор
гд е
Г+ I ,  если  і  6 •,
I ,  есл и  '
П усть -X  ^ -  искомое число  экзем пляров  элемента Х 1' ,  
которые должны войти в минимальный к о м и т ет .  Тогда за д ач а  н а ­
хождения минимального к ом и тета  свод ится  к следующей задач е  
це лочислен ного  программ ирования:
минимизировать ( V - . .  +  A J
при у сл о в и я х
. .  . +  > ^ 1^  & С 1
^ ^ { 0 , 1 , 2- , . . . }  ( и  =  4 , . . . , г ) .
Перейдем к з а д а ч е  I .  Покажем, что все JA -подсистемы 
с и с т е м ы (аіО)можно н а й т и ,  зн а я  все V -подсистемы ( т . ѳ .  ми­
нимальные н е с о в м е с т н ы е ) .  Д ей с тв и т ел ь н о ,  п у сть  
индексы в с е х  -п о дси стем  системы (З.ІОѴГогда я с н о ,  что мно­
ж ество  Т я в л я е т с я  индексом совместной подсистемы в том и 
тол ько  в том с л у ч а е ,  если T ? > S i .  ( ь =  . Поэ­
тому индексы JA -п о д с и с тем  можно определи ть  как  максималь­
ные по включению ~Y ^  VjXb » удовлетворяющие этому условию.
И так , з а д а ч а  с в е л а с ь  к нахождению в с е х  V -п о д с и с тем .  
Эти подсистемы можно найти методом св е р ты в ан и я ,  как  сл едует  
из теоремы С .Н .Ч ерн и к ов а  {Ѵ|» приведенной в 3 . 5 . 2 .  ,
Рассмотрим пример. П усть тр е б у е т с я  найти минимальный к о ­
митет следующей системы линейных н е р а в е н с т в :
( 1 )  СС, > 0  , ■
( 2) О 00i- h  Х *  >  0 ,
(3) -  ос, -  X % > о ,
(4 ) -  ОС^ +  2, X  %>
(5) ZX, ,  -  X j ,  > 0 .
Слѳва от каждого н е р а в е н с т в а  з а п и с а н  ѳ го  и н д ек с .  Найдем 
фундаментальную - с в е р т к у :
( I , 3) — X  ^  ^  Q ?
( I , 4) г х  а >  0 ,
( 2) (Г 0 )
( 3 , 5 )  --  3 V о
( * , 5) 3 >  о .
фундаментальная Х ^ - с в е р т к а  посл едн ей  системы е с т ь  
полная фундаментальная с в е р тк а  исходной системы:
о > о ,  
о > о ,
О > о, 
о > о.
Индексы несовместных н е р а в е н с т в  ( т . ѳ .  н е р а в е н с т в  вида 0  
>  0 ) полной фундаментальной с в е р т к и  с у т ь  индексы V  - п о д ­
систем  исходной системы:
Индексы Sj'Ji -п о д с и с т е м  -  максимальные ^  > 5 ;
1 = Н , 2, ,Ъ  . удовлетворяющие условию: $І. Ф 1 }  ( j *
5 і = ( * , г  д , * 1 ,  ,  S s =  ( . 1, 5, 5!  •
Для каждого ^ > 2 , 3  найдем X й -решение I  -Й JA -  
подсистемы:
х 4 =  С М І  , a a * t - 2 , i l ’,  ос* * С 4 , - а 1 .
Определим векторы яаИ  , Ѵ а , - WJ : г Г '  =  С 1 ,  А ^  И З  >
-  45 -
- ( I ,  3, 4) 
( I ,  2, 3)  
(2 ,  3, 5) 
(3 ,  5)
г 1, 1, 1, 1, - Я  =  ^  •
Составляем за д а ч у  целочисленного  программирования:
nVWbf^^^a+Aj : ХдИгЧЛаѴ^^ѴгЧ^И»1^ »^ ; 
V w € ^ o , 4 , 2 ,  ѵ . . }  (  и  =  ^ >2- , ;
она рас п и сы в ае тс я  в виде
ишь (А^+Л  ^+ А*^),
Л  ^  ^ *
Ан + А & "" А * *  ^ >
~ А^  *Ѵ Л 2, *  ^4 )
А* А Я» *” А ^  £   ^ )
-  >1 +  А ^ и >  N
А с  £  t o n , г  >...)  ( t - 4 , 2 >3j .
Решение по сл едн ей  з а д а ч и :
^  ѵ\ ~  ^  Я,2* ^  г ~  ^  *
И так ,  один из минимальных комитетов  имеет вид:
\ <  5= ^ Х * , X 2, , X 1]  .
З . Ь .  Вопросы программного обеспечения
• з . б . І .  Необходимость со зд ан и я  п ак етов  программ р а с п о з ­
навания  обр а зо в
В п о сл едн ее  время широкое распространение получил новый 
подход к созданию высокоэффективных программных систем об р а ­
ботки данны х; он со с т о и т  в р аз р а б о т к е  пакетов-при кладны х про­
грамм. Сущность э т о го  подхода в том , что большие программы и 
комплексы программ рассм атриваю тся  как  структуризованныѳ с и с ­
тем ы , строящ иеся из элементарных программных ед ини ц ,  н азы ва­
емых модулями.
Н еобходимость та к о г о  подхода д и к т у е т с я  современным эта­
пом р азви ти я  м атем атической  технологии решения больших при­
кладных задач,требованиями к качеству, времени,надежности ре- ] 
шѳния этих задач.Н.Н.Янѳнко Гб] отмечает внутренние и внешние
факторы, требующие струк тури зац и и  больших программ , Внутрен­
ние факторы программирования: требован ие  иер ар х и ч е ск о го  р а з ­
биения в с е го  объема работ  по программированию, их ко н т р о ли р у ­
ем о ст и ,  требован ие надеж ности . Среди внешних факторов  отм е­
чаю тся : наличие структуры в самих вычислительных а л г о р и т м а х ,  
необходимость обмена программами, эволюции программ.
Так к а к  методы р ас п о зн ав ан и я  о б р а зо в  нацелены на решение 
прикладных за д ач  к л ассиф икации ,  д и агн о сти к и  и уп р а в л е н и я ,  
проблема со здан ия  п а к е т о в  прикладных программ я в л я е т с я  а к т у ­
альной и для этой предметной о б л а с т и .  Т ео ре ти чес к и е  основы 
структури заци и  к л а с с о в  ал го р и тм о в ,  р а с п о зн ав ан и я  и к л ас си ф и к а­
ц ии , необходимой при создании ст р ук ту ри зован н ы х  больших, п р о -  
гр а м м -п а к е то в ,  разработаны  Ю.И.Журавлевым. В настоящее время 
со зд ан  ряд п а к етов  программ р ас п о зн ав ан и я  и к л ассиф ик ации .  
Коротко опишем один из них .
3 . 6 . 2 Л а к е т  “ КВАЗАР”
Пакет прикладных программ р а с п о зн ав ан и я  о б р а зо в  "КВАЗАР1 
р аз р аб о т ан  в Институте математики и механики УНЦ АН СССР 
В.С.Казанцевым при участии  ряда д р уги х  сотрудн иков  и н с т и т у т а . ^  
В основе алгор итм ическ о го  наполнения п а к е т а  лежат комитетныѳ 
конструкции для систем линейных н е р а в е н с т в .
Пакет п р е д с т а в л я е т  собой систем у  программ на ал го ри тм и ­
ческом языке ФОРТРАН-ГДР, реализующих алгоритмы решения з а д а ч  
таксономии (обучение ЭВІЛ без  у ч и т е л я ) , дискриминантного  а н а ­
лиза  (о б у ч е н и е  с у ч и т е л е м ) ,  отображения многомерных данных • 
в п р о стр ан ств о  меньшей разм ер н о сти  (в  том числе  в д в у м е р н о е ) ,  
выбора информативного пр и зн а ко в о го  п р о с т р а н с т в а  и некоторых 
дру гих  з а д а ч .
Пакет неписан для ЭВМ БЭСМ-6. В нем содерж ится  б и б л и о те­
ка программ -модулей , в которых реализованы  некоторые а л г о р и т -  , 
мы и процедуры, а также го л о в н а я  програм м а ,  имеющая блок т р а н ­
сляции заданий  и блок у пр авлени я  решением з а д а ч и .  П акет "КВА­
ЗАР" -  открытая си ст ем а :  он с течением  времени п о п о л н я е т с я ,  
новыми модулями.
С помощью п а к е т а  "КВАЗАР" решены многие пр а к ти ч ес к и е  з а ­
дачи экономики, те х н и к и ,  соц иол о ги и ,  биологии и медицины.
В данной г л а в е  дл я  решения некоторых за д а ч  системного  
а н ал и з а  использую тся  методы м атем атического  программирова­
ния и р ас п о зн ав ан и я  о б р а з о в .  Они приспособлены к и с с л е д о в а ­
нию плохо формализуемых си ту а ц и й ,  в к р у г  которых мы включаем 
и за д а ч и  с противоречивыми системами у сл о в и й .  Для некоторых 
з а д а ч  т а к о г о  вида применимы комитетиые конструкции линейных 
н е р а в е н с т в .  В предыдущих г л а в а х  уже р ас см атр и в ал и сь  нек о то ­
рые вопросы , связанны е с анализом плохо формализуемых з а д а ч .  
З д е с ь  эти  вопросы рассм атриваю тся  подробнее и с более общих 
по зи ций .
4 Л .  Задачи принятия решений
4. І . І .  О предмете систем ного  ан ализа
Согласно данным с т а т ь и  [ і ^ ,  системный ан ализ  п р е д с т а в л я ­
е т  собой сово к у п н о ст ь  методов р азр аб отк и  и обоснования реше­
ний по сложным комплексным задачам  в п о л и ти ч еск о й ,  военной, 
со ц и а л ь н о й ,  н а у ч н о -т ех н и ч е ск о й  и др у ги х  сф ерах .  Методы с и с ­
тем н ого  ан ал и за  нацелены на самый полный у чет  в с е х  сущ ествен­
ных ф а к т о р о в ,  влияющих на к а ч е с т в о  решения, в их взаимосвязи^
Системный а н а л и з ,  сочетающий количественные и к а ч е с т в е н ­
ные методы , необходим в силу т о г о ,  что сложные задачи  в н а з ­
ванных выше о б л а с т я х  связаны с выбором вариантов  действий  в 
у с л о в и я х  н е о п р е д е л е н н о с т и ,  при наличии большого числа факто­
р о в ,  среди которых имеются т е ,  что не поддаются прямой к о л и ­
ч е ст в ен н о й  о ц е н к е .  Процедуры системного  ан ализа  могут вклю­
ч а т ь  в с е б я :  выделение в ари антов  решения, оценку степени  не­
опр еделенн о сти  по каждому в а р и а н т у ,  сопоставление в ари антов  
по тому или иному критерию эф фективности .
К обл асти  приложений систем ного  анализа отн оси тся  п р о г ­
рам м но-целевой  подход в у пр авлени и ,  при котором для  решения 
большой, комплексной проблемы составляю т согласованную  п рог­
рамму м ероприятий , создаю т специальную организацию ( с е т ь  у ч ­
реждений) и выделяют необходимые материальные ресурсы .
4 1 . 2 .  Самая общая форма за д ач и  принятия решения
З апись  самой общей за д ач и  принятия решения по форме д о ­
вольно п р о с т а :  тр е б у е тс я  найти к ак о й -л и б о  элемент ОС мно­
ж ества  ДА , гд е  м  -  тем  или иным образом  задан н ое  множест­
в о ,  оно н азы в ается  допустимым.
Однако если  мы начнем рас к р ы в ат ь  стру к тур у  этой  з а д а ч и ,  
то возникнут сложные проблемы, наприм ер , следую­
щие .
1 .  Формы задан ия  множества М  к ак  множества допустимых 
вар и антов  могут быть самыми различными. Это и перечисление 
в с е х  его  эл е м ен тов ,  и у к а за н и е  п р е д и к а то в  т а к и х ,  что эл ем ен­
ты из /Ѵ\ и только  они удовлетворяю т этим п р е д и к а та м ,  и 
ссылка на системы соотнош ений, ' которым у д о в л е т в о р я е т  X  6 ЛЛ.
Д а л е е ,  может быть з а д а н о  правилами е г о  порождения. 
Пример та к о го  з а д ан и я :  М  -  СО А  » т - е .  множество Д А  е с т ь  
выпуклая оболочка множества А  . Н аконец , за д ан и е  Д Д  может 
быть плохо формализуемым, т . е .  о нем могут им еться ,  лишь в е с ь ­
м а  расплывчатые соображения п р а к т и к о в .  Поэтому сам факт про­
верки выполнения включения ос- 6 АД ч а с т о  приходится  у с т а ­
н а в л и в ать  на основе трудоемких пр о ц ед у р .
П у ст ь ,  например, ДД ~ множество вари антов  р азви ти я  р е ­
г и о н а ,  удовлетворительны х с точки  зр е н и я  эконо м ически х ,  с о -  с 
циальных, э к о л о ги ч е ск и х ,  п ол и тич еск их  и д р у г и х  к р и т е р и е в .  В 
этой  ситуации каждый вари ант  с в я з а н  с..большими р а с ч е т а м и ,  
цель которых -  проверка е г о  до п у ст и м о с ти .  При этом для о п и са ­
ния множества Д А  могут быть применены методы р ас п о зн ав ан и я  
о б р а з о в ,  математической  с т а т и с т и к и ,  идентификации и др.
2. Раскрытие структуры множества А Д  может приводить  * 
и к противоречивым м атематическим  моделям. Если мы •'попытаемся 
п р е д с т а в и т ь  множество Д Д  в виде п е р е с е ч е н и я  множеств 
более п р о с то г о  в и д а ,  изученных и описываемых с точки зрения  
простых к р и т е р и е в ,  то может о к а з а т ь с я ,  что это  пе р ес еч ен и е  
п у с т о ,  з к а ч и т ,в о з з р е н и я  на. допустимое множество с точки з р е ­
ния различных к р и тер и е в  взаимно противореч ивы . Зам етим , что 
этот  факт еще не говорит о непригодн ости  п р е д с та в л е н и я  д о п у ­
стимого множества в виде п е р ес еч ен и я  множ еств .  Может о к а з а т ь ­
с я ,  что по самому содержанию за д ач и  з д е с ь  надо применять  об о ­
бщенное понятие объекта  (нап р им ер ,  расп р еделен и е  на н е к о т о ­
ром множестве X  ,или к о м и т е т ) .  Для иллюстрации можно при­
в ести  следующий пример: множество вариантов  использования  той  
или иной природной системы как  допустимое с точки зрения  р а з ­
личных о р ганизаци й  монет быть пустым. Но то гда  может быть 
допустимой более общая смешанная с т р а т е г и я  использования  д а н ­
ного  природного о б ъ е к т а .
Следующий шаг ан ал и за  допустимых вари антов  решения: вы­
д ел ени е  эффективного подмножества .
4 , 1 . 3 .  Задач а  нахождения эффективного подмножества
Среди в с е х  допустимых элем ентов  ос6 М могут быть выде­
лены наиболее эффективные.
Например, если определено отношение порядка на множест­
в е ,  и . е .  можно с р а в н и в а т ь  некоторые элементы 
иди >  X  » то эффективное подмножество опр е д е л я е тс я  т а к :  
м  — 6 АЛ : не сущ ествует 1/J £  ЛД т а к о е ,  что
• В п р а к ти ч ес к и х  з а д а ч а х  описание отношения предпоч­
тени я  может быть непростым д е л о м ,  та к  к а к  чаще в с е го  предпо­
ч тен ия  у стан ав л и в аю тс я  неформально.
Д ругой подход к выделению эффективных подмножеств с в я ­
з а н  с к ритерием  оптимизации:
М  = Аг^ m-ax [ f  (х) *• ос £ АЛ] >
где -  ц е л ев ая  или к р и т ер и а л ьн а я  функция. Однако на п р а ­
к ти ке  .часто критерии  выделанид допустимого множества М  и 
эффективного подмножества М  являются плохо формализуе­
мыми и , з н а ч и т ,  могут быть заданы только  подмножества А ^ М )
А  •) & П ^ ^ > В п М ^ > Н а  основе р а с п о зн а в а ­
ния о б р а зо в  с т р о и т с я  модели и (г множеств АЛ и
7л і Ф о А г \ * В  =
Другой вид плохой формализуемости задач и  выделения эф­
фективного  подмножества /ѵ \  -  наличие н есогласованны х д ру г  с 
другом к р и т ер и е в  оптимизации . В этом сл уч ае  для задач и
f  4 і Л
х  АЛт д х
LT V
надо специально о п р е д е л я т ь  понятие решения.
Например, реш ение, оптимальное по П арето :  такое Х б М *
> f j  ( і \ -
4.1  Л .  Факторы плохой формализуемости з а д а ч и  выбора 
решения
Перечислим некоторые из возможных причин плохой формали­
зуемости задач и  выбора решения:
1 .  Плохая оп ре д е ле н н о сть  ограничений и цели (и х  н е и з у ­
ч е н н о с т ь ,  сложная с т р у к т у р а ) .
2 .  П ротиворечивость  си стем  ограничений и ц е л е й .
3 .  Н еоднозначность  решения.
4 .  Н еустойчивость  решения.
5 .  Н естацион арность  модели (к о г д а  и сам моделируемый 
объект эволюционирует, и наши знания  о н е м ) .
4 . 1 . 5 .  Противоречивые плохо формализуемые з а д а чи
Отметим, что плохо формализуемые факторы характерны д л я  
з а д ач  эксплуатации  пр и р о д н о -те х н и ч ес к и х  к о м п л е к со в ,  н а х о д я ­
щихся в ведении различных о р га н и з а ц и й ,  интересы которых не 
со г л а с о в а н ы .  В этом сл у ч ае  на первое м есто  вы ступает  п р оти ­
в о реч и в ость  к р и т е р и е в .  Е сли  го в о р и т ь  вообще, то  п а р а д о к с а л ь ­
ные си ту ац и и ,  противоречивые модели возникают и в л о ги ч е с к о й ,  
и в эмпирической сф ерах  п о зн а н и я .  В Связи с этим в о зн и к а ет  
необходимость введения обобщенного понятия  С у щ е с т в о в а н и е ” 
"размытых” определений и принципов принятия  решений, обобще­
ния понятия непротиворечивости  т е о р е т и ч е с к о й  м о д ел и . Т а к ,  
некоторые парадоксы связаны  с несовместной  системой п р е д и к а ­
т о в ,  которым можно*поставить в с о о т в е т с т в и е  лишь н е с о б с т в е н ­
ные объекты .
Один и з  путей  сн ятия  т а к и х  п а р ад о к с о в  -  в расширении 
п ре д с та вл е н и я  об о б ъ е к т а х ,  в ослаблении  накладываемых при 
определении объекта  т р е б о в а н и й ,  в их "размы вании” , в расши­
рении смысла понятия сущ ествования  о б ъ е к т а .
.Один из п утей  р еа л и за ц и и  э т о го  подхода закл ю чается  в 
применении понятий непрерывных и ди скретны х аппроксимаций.
Парадоксальные определени я  об ъ ек т о в  и противоречивые 
модели возникают иногда к ак  сл е д с т в и е  абсолю тизации  л о к а л ь ­
ных с в о й с тв  де й с тв и т ел ьн о  существующих о б ъ е к т о в .  Д ругая  в о з -
можность их появления -  доступ нескольких пользователей к од­
ной базе данных, в которой могут появиться несовместные дан­
ные. Некоторые объекты могут проявлять определенную совокуп­
ность свойств лишь в вероятностном смысле. Противоречия воз­
никают и в стыковочных моделях (например, при стыковке физи­
ческих теорий, при согласовании систем экономических моделей, 
в частности в иерархических системах моделей). Источником 
противоречий может быть и то, что разные люди вкладывают раз­
ный смысл в одни и те же термины и понятия.
В математике сейчас наблюдается довольно заметный инте­
рес к противоречивым системам, теориям, т .е . вообще к про­
тиворечивым описаниям противоречивых объектов и ситуаций. В 
прикладной математике этот интерес возникает из-за необходимо­
сти повысить реальный эффект применения математических моделей 
и методов к решению сложных практических задач, необходимости 
корректного манипулирования со знаковыми системами, конструи­
руемыми исходя из содержательных представлений о комплексных 
объектах. Такие примеры можно привести в теориях оптимизации 
и распознавания образов и в некоторых других областях матема­
тики. В Институте математики и механики развивается достаточно 
широкая программа исследования несобственных моделей.
Указанные явления в математике вызывают необходимость 
анализа методологических основ изучения противоречивых объек­
тов и ситуаций с помощью математических методов.
3 данной работе сделана попытка некоторого методологи­
ческого осмысления применимости теории р -комитетов к ана­
лизу противоречивых описаний объектов и ситуаций. Теория р -  
комитетов и попытки ее осмысления с общих позиций возникли 
вначале в практике конкретной работы с конкретными противо­
речивыми описаниями -  математическими моделями распознавания 
образов [б ] . Далее, теоретически изученное в работах [5, 7^ 
данное понятие нашло более шіфокую сферу интерпретации и 
приложений.
Поясним, в чем состоит проблемность использования про­
тиворечивых моделей, Здесь нам приходится разрешать тот неиз­
бежно возникающий вопрос, как можно позитивно использовать 
противоречивую модель, если из нее выводится два проти­
воположных высказывания. . Казалось бы, противоречивая модель 
не должна содержать никакой полезной информации. Способ раэ-
решения э т о го  п арадокса  в общих ч е р т а х  т а к о в .  Мы хотим у д о в ­
л е т в о р я т ь  (в  некотором обобщенном см ысле , о котором г о в о р и т ­
ся  ниже) тол ько  соотношениям модели, а не всем ее  с л е д с т в и я м .  
Мы можем с ч и т а т ь ,  что исходная  п ро тивор еч ивая  модель порожда­
ет  систему максимальных непротиворечивых ее ч а с т е й .
Возможен и подход в духе  непрерывных аппроксимаций, ко­
гд а  мы, вводим минимальные осл абл ен ия  о гр а н и ч ен и й ,  делающие 
их систему н е пр отиво реч иво й .
4 . 1 . 6 .  Методы расп озн ав ан и я  о б р а з о в  в ди агн о ст и к е  
те х н и ко-эк о н ом и ческ и х  систем
Плохо формализуемые факторы, влияющие на выход п р о г н о з и ­
руемого п р о ц е с с а ,  происходящего в к ак о й -л и б о  те х н и к о -эк б н о м и -  
ческой  с и с т е м е ,  могут быть учтены с помощью р ас п о зн ав ан и я  о б ­
р а з о в .
Идея одной из моделей р ас п о зн ав ан и я  о б р а зо в  -  в обучении 
ди агн ости к е  новых ситуаций  (и принятию в них решений) на ос­
н о в е  п р е ц е д ен то в .  Пусть с и т у а ц и я ,  в к отор ой  нужно нри нять  
решение, описывается  вектором 43 п р о с т р а н с т в а  и имеет­
ся материал  обучения: А А С -  множество с и ту а ц и й ,  где
нужно принимать решение , А ^ "  то ж е * решение
: А I С ( Х :  ^ . Решаем за д а ч у  дискрим инантного  г 
ан а л и з а :  найти функцию -f £  Г  таку ю , что ^  ( х )  >  о ( е с ­
ли ОС 6 А ,| ) ,  -f (gc) < О ( е с л и '  X  6 А £  ) .
Тогда для  любого с ч и т а е м ,  что
а  (іЛ = / “•< ' ,м* f  С Ч )> ° .
<) если f  ( ^ )
т . ѳ .
(ас W- ( х )  = = ( о с : -f  ( х )  > о ) ;
{  X ; U. С х )  =  а*,) =  [ х  : f  ( х )  $  о } .
Примеры п р а к ти ч ес к и х  з а д а ч  т а к о го  ти п а :  д и а гн о с т и к а  т е х н и ч е с ­
к их  с и ст ем ,  прогноз  п о к а з а т е л е й  проектируемых п р о и з в о д с т в , ,  
вообще прогноз  те х н и ко-эк о н ом и че ск и х  п о к а з а т е л е й .
4 . 1 . 7 ;  Методы теории  принятия решений
Приведем о д н у 'и з  типичных к онкретны х моделей j l f j .
I . Цусть в условиях определенности ( табл.4.1) -
эффективность решения Т j. в ситуации d'^. Если известна 
точно ситуация, в которой мы находимся, например d  і  , то 
вычисляем H'VCX/CC 1/; • -  П К : .  Принимаем решение То .
^  ^  t l  Таблица 4 .1 .
Эффективность решений в различных ситуациях _
Решение Ситуация
Лк_
Т 4 X t и»
v j -
1г /г
Т п г гѵѵ ^ V "  и г  ft.
При большей структуризации показателя эффективности, 
при разбиении его на частные подпоказатели, мы можем полу­
чить задачу линейного программирования .Пусть ситуация 
фиксирована, известна (показатели даны в табл.4 .2) .
Таблица 4.2.
Характеристики решений в фиксированной ситуации
Интенсивность
Решение
Показатели
решения Удельная эф­фективность
Удельная от­
рицательная 
эффективность
удель­
ная
стои­
мость
. Т, ■иг,
• • • • ♦ * •«* . . . # * *
■ " V ѵ* П ѵ
■ *1
Ограни­
чения 
на сум­
марные 
показа­
тели
V Ж
*
г
В этой задаче надо отыскать интенсивности, минимизирую­
щие суммарную стоимость,при условии, что суммарная эффектив­
ность меньше * а суммарный отрицательный эффект не превы-
шаѳт .
Тогда получаем з а д а ч у  линейного программирования
2 .  Рассмотрим эту з а д а ч у  в у сл о в и я х  р и с к а ,  к о гд а  и з в е с т -
ны Ри -ве р о я т н о с т и  ситуаций d  | • Вычисляем =
р р "Т* 4Пусть Пг(Х/Х =  L ^ .  Выбираем решение I ^  .
3 .  Задача в у сл ов иях  н ео п р е д ел е н н о с ти :  " и г р а 1 с при ро­
д о й .  Смешанная с т р а т е г и я  природы: р = П > • • - о Р к , 1  ; 
смешанная с т р а т е г и я  л и ц а ,  принимающего решения: ос =  С }
• • • іЭ С к Л *  ^ Р а имеет вид гѣіи. £  ( о с ,  р )  , гд е; r v j  *эс сЛА рС М 515 '
=  ,  М =  { ■ х Ь О  ;
j  )  ^ ^
А Д *  =  ( р  *  о  : Z  p L=  l ]  .
-Как и з в е с т н о ,  эта  за д ач а  с в о д и т с я  к з а д а ч е  линейного п р о г ­
раммирования.
4 .  Многошаговая з а д а ч а  принятия  решений. П усть -
в ер о я т н о ст ь  перехода от ситуации  к ситуации с Ц  при
решении Т ^  . Пусть . У г С ъ)  -  оптимальная  суммарная эф -  г 
ф екти вн ость  з а  КІ ш агов.  Т огда
т Г г  ( * ,  +  і )  =  и г а х  X  р Ѵ  ( У г і  +  r 6 О ) )  >
где  -  ценность  переход а  от d ^ K  . П ол ьзуя сь
это й  формулой, можно по заданным величинам ЛГг (о )  вычислить 
( 1 )  • по ним -  тЛг  ( & )  и т . д .  .
4 . 2 .  Комитеты в решении за д а ч  оптимизации
Роль модели м а те м ати че ск о го  программирования в п о с л е д ­
нее время ст ан о в и тс я  все  большей в самых различных о б л а с т я х  
приложений: в эконом ике, т е х н и к е ,  ф и зи к е ,  биологии и др . .
Однако в св я з и  с расширением о б л а сти  приложений в о зн и ка ет  • 
необходимость в регулярном подходе к ан ал и зу  н есоб ственны х  
(йе обладающих решением в обычном смысле) з а д а ч  оптимизации . 
Поскольку одним и з ,п о д х о д о в  к ан ал и з у  несовм естны х систем  
соотношений я в л я е т с я  изучение комитетных к онстру к ци й  т а к и х
си с т е м ,  то  в о зн и к а е т  вопрос о их содерж ательной интерпретации 
для  различны х конкретны х о б л а ст ей  приложений.
Речь  ид ет  об интерпретации та к и х  к о нстру к ци й ,  как мини­
мальные несовместные подсистемы , максимальные совместные п од ­
си стемы, наборы решений э т и х  по д систем ,  системы п р е д с т а в и т е ­
л е й ,  р  -ко м и теты .
Хорошо апробированным аспектом  применения таких  к о н с т р у ­
кций в з а д а ч а х  оптимизации я в л я е т с я  применение к задачам  
идентификации модели м атем атическ ого  программирования, к ком­
бинированным процедурам оптимизации, включающим блоки р а с п о з ­
н авани я  о б р а з о в .  В этом сл у ч ае  комитетныѳ конструкции приме­
няются для  систем  соотношений, связывающих функции как  э л е ­
менты функциональных п р о с т р а н с т в .
Совсем др угой  смысл приобретают комитетныѳ конструкции 
в применении к несовместным системам ограничений на в ек тор  
со с то я н и я  х  в з а д а ч е  м атем ати ческ ого  программирования. Т а к ,  
наприм ер ,  п у с т ь  в некоторой  системе ограничений мы попытались 
з а п и с а т ь  к ак  можно больше е с т е с т в е н н о  возникающих требований 
к о бъ ек ту  с вектором со с то я н и я  X  . Этот объект п р е д п о л а га ­
е т с я  и с п о л ь з о в а т ь  в к а ч е с т в е  ин стру м ен та ,  обеспечивающего 
выполнение нек о тор ого  набора операций . Тогда набор минималь- . 
ных несовместных под систем  можно с ч и т а т ь  катал ого м  минималь­
но невозмож ного , а набор  максимальных совместных подсистем  -  
к ат ал о го м  максимально возможного в осуществлении упомянутых ' 
оп ерац и й .
4 . 2 . 1 .  Задача  м ате м ат и ч е ск о го  программирования
Рассмотрим з а д а ч у  м атем атическ ого  программирования: най­
ти наибольшее значение  функции
4  ( * )  =  f  ( * ,
на множестве всех решений системы неравенств
где ос ==. [ х  4 , . . .  , X  * ш Ѵ0Ѵ X  может ин­
терпретироваться как вектор состояния проектируемого объекта, 
а его координата -  как значение і, -го параметра со­
стояния.
Введем обозначения:
м= И*: W  *
допустимое множество з а д а ч и ;  . •
M j  -  { х  €  R *  : f ^  ( х )  ^  -  множество в е к т о ­
ров  X  6 Ц * ' , допустимых по J ,  -му ограничению ;
J i t  == SW-p { {  ( * )  : -х £  /Ѵ\} -  оптимальное значение  з а ­
д а ч и ;  , .
^  з  ^ Х  £  М  • ^  (?^)- JA} -  оптимальное множ ество , 
т . ѳ .  множество в се х  оптимальных в е к т о р о в .
Если решение рассм атриваем ой за д а ч и
S t e p  { - f  ( х )  : ( И ) )  ( 4 . 2 )
не су щ ест в у ет ,  т . е . М =  0  , то в с о о т в е т с т в и и  с со­
держательным смыслом за д ач и  могут быть использованы  различные 
варианты обобщения понятий допустимого  и оптимального  в е к т о ­
р о в .  Задачи с указанными особенностями называются н е с о б с т ­
венными [з].
Для широкого к ру га  п р а к ти ч ес к и х  з а д а ч  естественными 
обобщениями понятия решения являю тся [з\: чебышѳвское у к л о ­
нение л
и приближение
д .  £  { o c : f .  ( * )  S ^  +  E '  ( 1  =  1 , . . . ^ ) } ,
связанные с непрерывной аппроксимацией исходной за д ач и  ( 4 . 2 1  
Однако в ряде сл у ч ае в  п р а к т и ч е с к а я  ин те р п р ет ац и я  н е с о б с т в е н -  • 
ной за д ач и  требу ет  применения дискретны х аппроксимаций типа 
"размытых" решений или комитѳтных к онструк ци й  |У ] ,  наприм ер, 
к о гд а  необходимо в о в л е к а т ь  в рассм отр ен ие  сово ку пн ости  в ек ­
то р о в  X j  ,• каждый из которых я в л я е т с я  допустимым лишь по 
н екоторой  подсистеме J  условий  . X  j  £  О  •
Т а к ,  например, можно р а с с м а т р и в а т ь  комитеты дл я  системы мно­
ж еств  { M j ,  у * • • ) *П } , т . ѳ .  т а к и е  множества
К ♦ нТО
ІК I > I K ^ M j l
Такие конструкци и  применимы и к многокритериальным задач ам  
принятия  решений для  ситуаций с повторяющимся выбором.
По-видимому, применение комитетных конструкций оп р а в д а ­
но и в т е х  с л у ч а я х ,  к о гд а  источником несоб ственно сти  задач и  
выступает  возможность одновременного доступа  н еск о л ьк и х  
п о л ь з о в а т е л е й  к большой б азе  данных. В так их  си туациях  б а ­
з а  данных (информационная составляющая J  =
• • • Ѵ ) з а Д8ЧИ( 4 » 2 ) )  может содерж ать  либо н е со в ­
местные данные (огр ан ич ени я  на допустим ость  век то ров  с о с т о я ­
ний и д р . ) *  либ° о б л а д а т ь  каким-либо другим свойством н е с о г ­
л а с о в а н н о с т и .
Отметим, что непреры вность  или д и с к р е т н о с т ь  аппроксима­
ции могут быть связаны  с непрерывностью или разрывностью 
штрафной функции за  невыполнение ограничений.
Р а з у м е е т с я ,  можно р а с с м а т р и в а т ь  понятие несобственной  
за д а ч и  в более широком см ы сле , поскольку  такие за д ач и  возни­
кают не то л ь ко  в сфере оптимизации, но и во многих д р уги х  о б ­
л а с т я х :  в расп озн ав ан и и  о б р а з о в ,  в моделях  идентификации и 
т . д .  Типичными примерами несобственны х за д ач  могут служить 
переопределенны е задач и  обработки р е з у л ь т а т о в  наблюдений, не 
имеющие решения в обычном смысле. Упомянутые задачи  с в о д я т с я ,  
либо к решению о тн оси тельно  отображения
f  € { X - * Y }
системы вида
- f f c )  £  М х  ( У х ) ,  f   ^F С {Х->У]^ .(4.3)
где M x c Y ( v эс) , либо к решению относительно ОС
системы
4.  2 .2 .  Комитеты как “размытые11 решения
Итак, мы видим, что обычное понятие оптимального векто­
ра задачи
su.p {f («) : X € м ) , АД с  (4.5,
неприменимо к несобственным задач ам  о птимизации. В этом сл у ­
чае можно применять понятие "р а зм ы то го1 решения, т . е .  н е к о ­
то ро го  множества . К  С  R ^  обладающего теми или иными св о й ­
ст в а м и ,  полезными с точки зр е н и я  сод ер ж ательно го  см ысла ,  
вкладываемого в з а д а ч у  ( 4 . 5 ) .  Комитетныѳ конструкции являю т­
ся некоторыми из возможных р еа л и за ц и й  понятия  "размытого*ре­
шения. Приведем пример одной та к о й  р е а л и за ц и и .
Если множество АА , з а д ав а ем о е  к ак  множество в с е х  р е ­
шений некоторой  системы ограничений
(j= '>•••,"Ѵ>,* 6  X, (4.6)
я в л я е т с я  пустым, то в з а д а ч у ( 4 . 5 )  можно в к л а д ы в а ть  смысл
максимизации К*) на максимальных совместных п о д си с те м ах  
системы ( 4 . Ь )?т . е .  нахождение та к о г о  К  С  X  } І К
что К  — Атоі Щ  f  ( х )  . (<^  _ комитет сис-
^ем ы (46)}.
4 .  2 . 3 .  Дискретные аппроксимации дл я  несобственны х 
за д ач  тр а н с п о р тн о го  типа
Транспортная з а д ач а  со с т о и т  в следующем. Пусть имеются 
ГП, . с к л а д о в ,  в которых хран ится  однородный п р о д у к т ,  и tv 
п о тр еб и тел ей  п р о д у к та .
Количество продукта на і  -м ск л а д е  обозначим ч е р е з  
( І / =  1 • ->^0 » а к о л и ч е ст в о  продукта  , необходимое
L -му п о т р е б и т е л ю ,-  ч е р е з  Ьі >0  (  >  =  . Пред-
* WV к. 4
п о л а г а е т с я ,  что 2 1  &.* \) . >  О  , т а к  к ак  в этом
U= 1 с  ^
случае  возможны полное у до в л ет в о р ен и е  п о т р еб и те л ей  и полный
вывоз продукта со с к л а д о в .  Стоимость п е р е в о зк и  единицы про ­
ду к т а  с I - г о  склада  ^  -Му потребителю  обозначим черѳ э  
C 'u l  . Т реб уется  найти в е л и ч и н  / Г
к о л и че ств о  п р о д у к т а ,  к о торо е  п р е д п о л а г а е т с я  п е р е в е з т и  с 
I  - г о  ск л ада  ^  -му п о треб и тел ю , причем суммарная с т о й -  . 
мость пе р ев о зо к  должна быть минимальной, в се  потреб но сти  
удо вл етво рены , а со с к л а д о в  вы везен  в е с ь  п р о д у к т .  Получаем 
за д а ч у
пѵ К/
^ 5 i f = i C 4 x ^ i
при у сл о в и я х  й
і - |  =  ^  І- (  і '  =  1 > • • • )И1- ) >
° 4 j > 0  С ѵ  £ ,
В случае  н е сб ал ан си р ованной  (открытой) транспортной з а д а ч и ,  
т . е .  в сл уч ае  2 1  '21 4> • f нѳобх°Димо решить,
і  1 ік ак и е  потреб ител и  или п о с т а щ и к и  и на сколько  должны о с т а ­
в а т ь с я  неудовлетворенными.
При многократном решении транспортной  задач и  необходимо 
о б е сп еч и ть  поочередное неудо вл етворени е  участник ов  данной 
эконом ической  си ту а ц и и ,  так  как  если в течение ряда д е т  один 
и т о т  же участник  будет пол у ч ат ь  н е у д о в л ет во р е н и е ,  то  убытки 
могут расти  очень  бы стро .
Сравним этот  подход с решением, к огд а  и с п о л ьзу е тс я  фи­
ктивный п о т р е б и т е л ь .  .!
Поставщики Потребите ль Фиктивный
п о тр еб и те л ь
2 2 I
3 2 I
У в т о р о г о  п р о и зв о д и т ел я  в каждом периоде о с т а е т с я  и з ­
лишек п р о д у к т о в ,  т . ѳ .  постоянно  неудовлетворенным о с т а е т с я  
один и тот  же участник  экономической си ту ац и и .
Н ес о вм ес тн о с ть  ограничений транспортной  задачи  может 
быть обусловлена  многими причинами, например, н е с о о т в е т с т ­
вием графика о тп равки  г р у з о в  запланированному графику и д р .  
При этом возникают дополнительные з а т р а т ы :  в св я зи  с  хране­
нием излишних объемов грузов или их дефицитом. Некоторые в д а  
штрафов, отражающих эти  з а т р а т ы ,  а именно -  кусоч н о-л и н ей ­
ные иди к у с о ч н о -п о с то я н н ы е ,  могут приводить  к использованию 
жоижтетных решений транспортных задач.
Применение комитетных решений имеет также достаточно 
ясный смысл, когда при флуктуации условий транспортной зада­
чи мы пытаемся найти смешанную стратегию, для которой вероят­
ность выполнения каждого неравенства больше некоторого ^  .
Рассмотрим пример транспортной задачи. Цусть продукция 
пунктов производства 01
Цусть система функционирует в дискретном времени 't “  
5  1 , 2 , , причем в момент X
1 - L01 =  C3L
t  > ч  * с -  Ч
В среднем по "t ограничение ос 4 $  =  с  выполняется, 
причем C t > ( Ц , с  ^ > С , но в каждый отдель-
ный момент может иметь место дисбаланс, и почти всегда сис­
тема
(4 .7).  K , =  a t , x i, =  6 t > x , +  a c : t  =  C t
несовместна. Тогда в качестве смешанной стратегии можно цри- 
менить комитет системы (4 .7 ):
К  — ^ j Y
применяя каждый член комитета с вероятностью 1/3 .
Рассмотрим систему ограничений транспортной задачи в 
общем случае:
'?> Ц  = <Ч (і-
л
(4 .8)
J. (4 .9 )
Известно необходимое и достаточное условие совместности 
этой системы при 0L 0 , % j ^ О !
21 <4 =  2 7 1 ;
*■ a «Предположим, что система (4 .9) несовместна. Тогда систе­
ма ( 4. 8) неприводимо несовместна, т .е . всякая ее собственная 
подсистема оовместна. Поэтому одна из систем представителей 
решений всех ее максимальных совместных подсистем имеет вид: 
^ос ( і )  , ••• , X  ( ім О  } , где X  ( j)  -  решение подси-
стемы системы ( 4. 8) ,  в которой отсутствует только j -е  урав­
нение.
Легко проверить, что для всяких трех различных I  »
1 , k  множество л
К ( і-,bfc)={x
является комитетом системы (4 .8 ) .
Рассмотрим пример с двумя складами и одним потребите­
лем: %
Комитет: {  X  1 = С Я, х *  -  С \  С
Экономический смысл применения этого комитета таков. Прово­
дя транспортировку грузов от складов потребителю в течение 
значительного времени#мы чередуем планы ОС^ X  ^ X * 
Пусть штраф за принятие потребителем единицы лишнего груза 
равен (X , штраф за невывоз единицы груза от первого склада 
равен ТГ и от второго -  W  . Результаты комитетной сірате- 
гии отражаются в табл.4 .3  (где “t  -  время).
Таблица 4 .3
і I 3 4 5 6 • • •
X х 4 х г X* х 4 X* х г • • •
а (X О о U 0 о • • •
1Г О \г 0 0 “ТГ4 0 * « «
кг 0 0 0 0 • » <
штраф яГ кГ X nr кг « • •
в задачах оптимизации
Задача принятия решений как задача вьщеления оптималь­
ного или эффективного подмножества Y  в множестве допусти­
мых решений )( может обладать большой степенью неопреде­
ленности. Примеры факторов, создающих неопределенность:
-  расплывчатость ограничений, задающих множество X ♦
-  плохая определенность критериев вьщеления подмножест-
-  неоднозначность результата выбора ^ 6  ^  при нали­
чии неконтролируемых факторов (или факторов, управляемых 
"противником", центром и т .д .) ;
-  отсутствие информации или искажения при ее передаче.
Для таких задач большое значение имеют нестационарные
процессы построения последовательных приближений с распоз­
наванием образов, эвристическими процедурами, имитацией, эк­
спертизой для учета плохо формализуемых и неформальных фак­
торов.
Методы распознавания образов позволяют эффективно стро­
ить поверхности, разделяющие конечные множества в простра­
нствах высокой размерности. Теоремы об отделимости множеств 
(конечных и бесконечных) входят в аппарат выпуклого анализа 
и математической экономики. Распознавание образов позволяет 
во всех случаях, где присутствует операция разделения мно­
жеств, осуществить ее фактически.
Распознавание образов -  способ вычленения иа недоступ­
ного исследователю полного аналитического описания объекта 
некоторых зависимостей на основании конечных выборок состоя­
ний объекта, оцениваемых экспертами или в эксперименте с то­
чки зрения этих зависимостей. Математическое моделирование
в соч етан ии  с современной вычислительной техникой  д а е т ,  н а ­
п ри м ер ,  возможность при небольших материальных з а т р а т а х  най­
ти параметры поведен ия  различных вариантов  аппаратурного  
оформления те х н о л о ги ч е ск и х  п р о ц е с с о в ,  обобщить с помощью р а с ­
п о зн ав ан и я  о б р а зо в  этот  м атери ал  для бесконечною  множества в а ­
рианто в  и тем самым вскры ть резервы соверш енствования т е х н о ­
л о ги и .
Методы рас п о зн ав ан и я  о б р а з о в  позволяют: а г р е г и р о в а т ь  
ограничения  и переменные м од ел ей ,  учиты вать  плохо формализуе­
мые факторы; формировать эталонные варианты входной и выход­
ной информации м о д ел ей ;  решать задачи  квантификации признаков* 
зап ом и н ать  м н ож ества ,  связанные с опытом выбора с т р а т е г и й ;  
п о л у ч ат ь  реш ения, эталонами которых служат решения ч е л о в е ч е ­
ск и х  к о л л е к т и в о в ;  о сущ еств ля ть  выбор метода и с сл е д о в ан и я ,  
мод ели ,  критерия  о п тим ал ьности ;  находить  компромиссные реше­
ния при н е о п р е д ел е н н о с ти ,  противоречивых тр ебован иях  и мно- 
го к р и т ѳ р и а л ь н о с т и ;  находить  с о о т в е т с т в и е  между связью в хо д -  
выход в модели и подобной связью  в д ей ств и тел ьн ой  с и ст ем е .  
Р айонирование ф азо в ого  п р о с тр а н с тв а  д а е т  возможность прибли­
женно решать обратные задач и  оптимизации, обладающие большой 
разм ерн остью .
Р асп о зн а ва н и е  образов-важ ный р а з д е л  теории ав т о м а т и за ­
ции управлени я  ор га н и зац и ей  с и ст ем ;  оно применяется  для у з ­
навани я  и оценки со с то я н и й  системы и среды.
Р асп о зн а ва н и е  -позволяет провести  сжатие информации и 
о с л а б и т ь  тре бов ан и я  к объему и тщ ательности вычислений. С 
помощью методов р ас п о зн ав ан и я  обр азов  можно доб иться  т о г о ,  
чтобы все процессы формализации при моделировании те х н и к о -  
эконом ических  и природных си стем  были, по возможности, о б т е к -  
тивны.ми, не за ви се л и  от случайных о б с т о я т е л ь с т в  и личных к а ­
ч е с т в  постановщ иков з а д а ч и ,  чтобы можно было учитывать все» 
значащие факторы и г а р а н т и р о в а т ь ,  что решение не будет а б ­
сурдным с точки зр ения  п р а к ти к и .  Применение распозн аван ия  
о б р а зо в  при моделировании п о зв о л я е т  идти от объекта и с с л е д о ­
в а н и я ,  а не от за р а н е е  задан но й  схемы; с помощью итерацион­
ных методов  распозн аван ии  можно осущ ествлять  п о с л е д о в а т е л ь ­
ную "п о д го н к у "  модели к р е а л ь н о с т и .  Д остаточно  широк к руг  
за д а ч  м атем атической  экономики, которые уже решаются с по­
мощью р а с п о зн а в а н и я .
Однако, несмотря на у н и в е р с а л ь н о с т ь  м етодов  р а с п о з н а в а ­
ния о б р а зо в  и именно в св я з и  с этой у н и ве р са л ьн о с ть ю , не 
сл е д у е т  пе р ео ц ен и в ать  их возможности . Некий "принцип с о х р а ­
нения" тре б у е т  наличия уравновешивающих н е д о с т а т к о в .  Если 
т р е б у е т с я  высокая т о ч н о с ть  п р о г н о з а ,  то методы рас п о зн ав ан и я  
о б р а зо в  связаны с использованием  большого объема памяти ЭВМ. 
Поэтому ц елесообразн о  применять методы, использующие и з в е с т ­
ные аналитически е  за ви си м о ст и .
4 . 3 . 1 .  Идентификация ограничений в з а д а ч а х  оптимизации
Рассмотрим модель м а те м ат и ч е ск о го  програм м ировани я ,  ин­
терпретир уя  ее как  модель з а д ач и  про ектирования  сложного 
о б ъ е к т а .  Под объектом в данном сл уч ае  можно понимать для  
к онкретности  некоторый сложный машинный к о м п л е к с .
Пусть всякое возможное состоян ие  объ екта  о писы вается  
вектором
X ^ [>1 ) • • • ; € R ?
гд е  Х ‘и -  значение I  - г о  парам етр а  с о с т о я н и я .  П оказателями 
функционирования объекта в этом состоянии  являю тся зн ачения  
функций
Предположим, что для  нормального функционирования объекта  
необходимо, чтобы значения  І - г о ,  2- г о ,  . . . ,  Ітѵ, - г о  п о к а з а ­
т е л ей  не выходили за  определенные пределы:
^  f  4 ( X U  ( 4 . 1 0 )
Необходимо выбрать состоян ие X  т а к ,  чтобы при нормальном 
функционировании объекта  е г о  п о к а з а т е л ь  ~f0(?c) принимал наи­
большее зн а ч е н и е .  Таким о б р а зо м ,  мы получим з а д а ч у  м атем ати­
ч е ск о го  программирования. J  : м аксим и зировать  -р0(х) при 
у сл ов и я х  ( 4 . 1 0 ) .
Сформулированную модель весьма широко и успешно приме­
няют в технико-эконом ическом  оптимальном пл аниро вании .  Одна­
ко ее применение в ряде с л у ч а е в  н а т а л к и в а е т с я  на сущ ествен­
ные тр у д н о с ти .  Одна из та к и х  тр у д н о с тей  со с т о и т  в том , что 
некоторые из ограничений могут быть плохо ф орм ал и зов а -
ны. Это о з н а ч а е т  следующее. Специалисты по проектированию ма­
шинных к ом плексов  на основании с в о е го  опыта могут выделить 
ряд у с л о в и й ,  которым должны у д о в л е т в о р я ть  параметры 
Х<ъ » • • •  » й0 не м огут  з а п и с а т ь  эти условия  в виде
а н ал и т и ч ес к и х  за ви си м о ст ей   ^ ^  (ос)  ^ѣ ; , т . е .  вид 
некоторых из функций ^ ( х ) и м  н е и з в е с т е н .
Однако, по некоторым интуитивным соображениям, исходя 
из с в о е г о  б о г а т о г о  опы та, специалисты (будем д а л ее  назы­
в а т ь  их  "э к с п е р т а м и 1')  для  многих конкретных наборов  па р ам е т­
ров  ОЕ ~  С э • • . > Смогут определить   ^ я в л я е т с я  ли
э т о т  набор ос допустимым с точки зрения  ^  - г о  о гра н и ч е­
н и я ,  т . е .  вы полняется  Оі і  или н е т .
Приведем некоторые примеры огр анич ен ий ,  которые могут 
быть плохо формализуемыми:
1 .  Зависимости  р е з у л ь т а т о в  пр оц ессо в  от входных перемен­
ных ( к а ч е с т в о  см есей  м а т е р и а л о в ,  выход химических п р о ц е с с о в ,  
к а ч е с т в о  п р о д у к ц и и ) .
2 .  Т р еб о ва н и я ,  внутренние для системы (балансовые с о о т ­
ношения; пределы вариации п а р а м е тр о в ,  ограничения на о б л а ст ь  
д е й с т в и я  или границы п р о ц е с с о в ,  на химический со с т а в  м а те ­
р и а л о в ;  условия  обесп еч ени я  би ологически х  п р о ц е с с о в ,  физиче­
ски е  и те хн ол оги че ск и е  у с л о в и я ) .
3 .  Ограничения на доп устим ость  планов с точки зрения  
динамики системы , ее будущ его , отдаленных п оследствий  прини­
маемых решений.
4 .  Ограничения на интенсивности  использования  тех н ол о ­
г и ч е с к и х  с п о с о б о в ,  при которых реакции системы способов  у к ­
ладываются в заданную аналитическую  схему (например, с о о т ­
ветствую т Аксиомы аддитивности  и од н о р о д н о с ти ) .
5 .  Ограничения на доп у стим о сть  техн о л оги ческ и х  сп о со ­
б о в .  f
6. Условия о птим ал ьно сти .
7 .  У словия,  отвечающие противоречивым наборам к р и т ер и ­
е в .
8. Условия, отсекающие заведомо плохие планы 
(требования безопасности , ограничения уровня производитель­
ности, социальные, психофизиологические).
Методы распознавания образов могут быть применимы к мо­
делированию плохо формализуемых ограничений. Пусть следующее 
органмченме плохо формализуемо:
-  66 -
d j  й  - f  j  ( э с )  <C ^  • ( 4 . I I )
Предположим, что на основании опыта э к с п е р т о в  и зв е ст н о  к о ­
нечное множество М  j С R *', состоящее из век то ров  X  , 
удовлетворяющих условию ( 4 . 1 Ц и  конечное множество A/j С 
С  R ^ ,  содержащее векторы X  , не удовлетворяющие этому 
условию .
Решаем задачу дискриминантного  а н а л и з а :  найти функцию 
0J j из некоторого  к л а с с а  функций G* , разделяющую мно­
ж ества м г  , т . е .  такую , что  «
0 | . ( Х )  >  0  (дл я  в с е х  О С ^ А / І ^ ) ;
I (  X )  < 0  (д л я  в с е х  £  ) •
П усть JJ; -  решение эт о й  системы . Тогда в з а д а ч е  .м атем а­
ти ч е с к о го  программирования 2  вместо  у сл о вия  ( 4.11) з а п и с ы в а ­
ем условие О • Решаем з а д а ч у  £  при этом у с ­
ловии; п у с ть  х  “  реш ение. Т огда  решение " х  предъявляем  
э к с п ер т ам ;  они у с т ан ав л и в аю т ,  у д о в л е т в о р я е т  ли СС*"ограни­
чение ( 4 . 11) .Если у д о в л е т в о р я е т ,  то расширяем множество M j y 
д об ав л я я  к нему X  ; в противном случ ае  х  д об ав л яем  к 
/V  . Затем снова решаем за д а ч у  дискрим инантного  ан ал и за  
для  расширенных множеств M j  И У/и т . д .
Данный подход можно применить к решению за д ач и  ид ен ти ­
фикации моделей (имеющих вид за д ач и  м а те м ат и ч е ск о го  п р огр ам ­
м и р о в а н и я ) .
4 . 3 . 2 .  Программируемая ци кли чн ость :  обобщенное понятие 
р о с т а
Понятие ц е л и ,  и спользуем ое  в м ате м ат и ч е ск и х  моделях  
пл анир ования ,  может быть д о с т а т о ч н о  сложным. Б ч а с т н о с т и ,  
требование сущ ествования положительного  темпа р о ст а  в с е х  
компонент большой системы может не быть н е поср едств енно  вы­
полнимым. В этом случае требую тся  уточнения  по стано вки  с а -  • 
мой задач и  пл аниро вания .
Рассмотрим математическую  модель эволюции сложной с и с ­
темы в дискретном времени. Состояние сложной системы в каж­
дый момент времени п р е д с т а в л я е т  собой конечномерный век т о р
с вещественными координатами. Динамика системы задается не­
которым простым итерационным оператором. Если к этим соот­
ношениям, моделирующим эволюцию сложной системы, добавить 
требование существования положительного темпа роста каждой 
координаты векторов состояния, то в целом мы можем получить 
противоречивую систему соотношений.
В этом случае предполагается обобщение понятия положи­
тельного темпа роста, а именно понятия положительного темпа 
циклического роста,
Опишем формальную модель циклического роста. Пусть век- 
тор ( Ч ' н  L Уч ( t ) ,  • • • >#*,(4)]  описывает состояние 
внешней среды в момент -t ; э с ( ^ =  [.ОС, ( ■ k ) v / 3C**«(‘v J
-  вектор "чистого продукта" системы, причем
+  A j , ( x  ( t ) ^ ( t ) ) > 0 , 1 , 2 , . . ( 4 . I 2 )
Система имеет положительный темп роста р >  О , если сущест­
вует последовательность { ^ ( 'Ь ) ] Т > такая* ч?о для со­
ответствующей ей в силу(4.І2)послѳдовательности { x ( - t ) } ^  
выполняются условия: A j( -x  ( - t ) ,  у ( t ) )  >  Р ( V ; ,  V t ) .
Если положительный темп роста не существует, то можно 
рассматривать более общую задачу нахождения положительного 
циклического роста. Положим М  \ ^ : ^ і 6*ѵ <j) ЪАJ .
Если существует число Д >  О и вектор <Х> О такие, что 
для всех X  из множества эс ^  a,J система мно­
жеств (М Д 'х У . І rr 1 , n v j  обладает комитетом (при р~
= )♦ для членов которого ^ — Д  }
то существует циклический рост с положительным темпом, т .ѳ .
5 к . Ѵ * ' ^ ' >0 ( Vх-1 а  , V j. « y iv ).
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