Introduction
Consider a MIMO plant having m inputs and l outputs Basic transfer function model is:
y.s/ D G.s/u.s/ where we have used bold-face symbols to make the vector-matrix structure more apparant A change in the first input u 1 will generally affect all outputs, y 1 ; y 2 ; : : : ; y l -this means there is interaction between inputs and outputs
The main difference between SISO and MIMO systems is the existence of directions in MIMO systems -these will be explored in greater detail in this chapter
Transfer function matrices for MIMO systems
Transfer functions for MIMO systems are matrices as described above, and as such must follow the rules of linear algebra
Consider the following block diagrams: 
Example 6.1
Find the transfer function from w to z in the block diagram below. The complete transfer function is given by: z D P 11 C P 12 K .I P 22 K/ 1 P 21 w
Negative feedback control systems
Consider the negative feedback system shown below.
We define L to be the loop transfer function when breaking the loop at the plant output,
Accordingly, the sensitivity and complementary sensitivity are defined as
We next define L I to be the loop transfer function at the input to the plant,
We then define
Some useful relationships follow: A sinusoidal input to channel j is given by
The output in channel i is a sinusoid with the same frequency
-Amplification gain is given by:
Phase shift is given by:ˇi
We can represent the result in phasor notation as: -In matrix form, we have
Consider a 2 2 multivariable system where we simultaneously apply sinusoidal signals of the same frequency ! to the two input channels: The output signal,
can be computed by multiplying the complex matrix G .j!/ by the complex vector d .!/: 
Directions in multivariable systems
For a SISO system, y D Gd , the gain is given by The gain of the system transfer function matrix G.s/ is
In the MIMO case, the gain depends on frequency !, but is independent of the norm kd .!/k 2 -However, the gain depends on the direction of the input vector d
The MIMO gain given above is recognized as the induced 2-normits maximum is computed as the maximum singular value of G:
-Conversely, the minimum gain is the minimum singular value of G:
Consider the five different inputs shown below (kdk 2 D 1): The five inputs d j lead to the following corresponding output vectors: -Note that both eigenvalues are equal to zero, but the gain is equal to 100 PROBLEM: Eigenvalues measure the gain for the special case when the inputs and the outputs are in the same direction (that of the eigenvectors)
For generalizations of jGj when G is a matrix, we need the concept of a matrix norm, denoted kGk Two important properties of norms:
Note that the spectral radius
does not satisfy the properties of a matrix norm
Singular value decomposition
Any matrix G may be decomposed into its singular value decomposition, G D U˙V -˙is an l m matrix with k D min fl; mg non-negative singular values i arranged in descending order along its main diagonal, where The SVD of a real 2 2 matrix can always be written in the form
-Note that U and V involve rotations and their columns are orthonormal
The singular values are sometimes called the principal values or principal gains, and the associated directions are called principal directions
Input and output directions
The column vectors of U , denoted by u i , represent the output directions of the plant -They are orthogonal and of unit length (orthonormal), that is
The column vectors of V , denoted by v i , are orthogonal and of unit length, and represent the input directions.
Input and output directions are related through the singular values,
-If we consider an input in the direction v i ; then the output is in the direction u i
Since kv i k 2 D 1 and ku i k 2 D 1, i gives the gain of the matrix G in this direction
Maximum and minimum singular values
The largest gain for any input direction is equal to the maximum singular value
The smallest gain for any input direction is
Therefore, for any vector d we have the general relationship
-N v is the maximum principal input direction, and corresponds to the input direction with the largest amplification -N u is the maximum principal output direction, and is the output direction in which the inputs are most effective ECE5580, Introduction to Multivariable Control 6-14
-v is the minimum principal input direction, and corresponds to the input direction with the smallest amplification -u is the minimum principal output direction, and is the output direction in which the inputs are least effective
These important vectors are associated with the "highest gain" and 'lowest gain" directions respectively Example 6.5
Consider the system of Example 6.3,
The singular value decomposition of G 1 is Note also that the system is ill-conditioned, meaning that some combinations of inputs have a strong effect on the outputs, whereas others have a weak effect 
Singular values for performance
The maximum singular value is very useful in terms of frequency domain performance and robustness
For SISO systems we found that jS .j!/j D je.!/j =jr.!/j evaluated over frequency gives useful information for feedback control
Generalizations for MIMO systems can be obtained if we consider the ratio ke.!/k 2=kr.!/k 2 where we write
For performance we want the gain ke.!/k 2=kr.!/k 2 small for any direction of r .!/ N .S .j!// < 1 jw P .j!/j ; 8! , N .w P S / < 1; 8! , kw P S k 1 < 1
where the H 1 norm is the peak of the maximum singular value of the frequency response:
The singular values of S .j!/ may be plotted versus frequencytypically they are small at low frequencies where feedback is effective, and approach 1 at high frequencies because any real system is strictly proper 
.L/ -And at high frequencies,
ECE5580, Introduction to Multivariable Control
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Relative Gain Array (RGA)
The RGA is a useful technique applied to multivariable systems to assess interaction Mathematically, the RGA of a non-singular square complex matrix G is defined as
where here ' ' denotes the Hadamard product (element-by-element multiplication)
-In Matlab we write RGA = G.*pinv(G).'
The RGA of a transfer matrix is normally computed as a function of frequency
RGA as an interaction measure
Let u j and y i denote a particular input-output pair for plant G.s/ -we wish to use u j to control y i
There will be two extreme cases: Here, g ij D OEG ij is the ij th element of G, whereas O g ij is the inverse of the j i
The ratio between the "loops open" and "loops closed" gains turns out to be a useful measure of interaction -we define the ij th relative gain as ij , We consider two cases: The interpretation here is that the gain changes from g 11 to O g 11 as we close the other loop Practically speaking, we prefer to pair input-output varables so that the corresponding ij is close to 1 ECE5580, Introduction to Multivariable Control 6-21 Example 6.8
Consider a blending process where we mix sugar (u 1 ) and water (u 2 ) to make a given amount of a soft drink (y 1 D F ) with a given sugar fraction (y 2 D x) Mass balance gives:
Linearization yields (note that the process has no dynamics): For de-coupled control, we should pair on the off-diagonal elements; i.e., use u 1 to control y 1 .
-Physically, this corresponds to using the largest stream (water, u 2 ) to control the amount (y 1 D F ) ECE5580, Introduction to Multivariable Control 6-23
Example 6.9: Frequency-dependent RGA
The following model describes a large pressurized vessel (e.g., as used in offshore oil-gas separations) 
Introduction to MIMO robustness
An example is presented to motivate the need for a deeper understanding of robustness
Example 6.10: Spinning satellite
Consider the following model of angular velocity control of a satellite spinning about one of its principal axes:
-A minimal state-space realization is given by: The plant has a pair of j!-axis poles at s D˙ja , so it needs to be stabilized 
-Note that .L/ D 1 at low frequencies and starts dropping off around ! D 10 rad =sec -Since .L/ never exceeds 1 , we do not have tight control in the low-gain direction -Also, the large off-diagonal elements in T .s/ show that we have strong interaction in the closed-loop system ROBUST STABILITY. Check stability one loop at a time -here we have broken the loop at the first input ECE5580, Introduction to Multivariable Control 6-26
Loop transfer function -
Good robustness? Let's check.
-Consider input gain uncertainty, and let 1 and 2 denote the relative gain error in each input channel. 
Characteristic Loci

Introduction
Recall that for a square system, det OEG .s/ D˛z .s/ p .s/ where z.s/ and p.s/ are the zero and pole polynomial of G.s/ after the determinant has been adjusted to have p.s/ as its denominator.
For a unity feedback system, the return difference matrix is defined as
In terms of the closed-loop transfer function matrix relating r to y , we have
This expression for T .s/ gives a multivariable generalization of the scalar relationship,
We've seen that the closed-loop poles are determined by the poles of Using these functions, multivariable analysis and design can be carried out employing well-established SISO techniques of gain-phase margins, bandwidth, dc gain, etc....
Physical motivation
Extending the idea of scalar transfer functions to transfer matrices, we have for a 2 2 system,
-In general, each component of u is stretched and rotated by a different amount -so it is not possible to use any arbitrary input vector phasor to define a multivariable gain -We need a special input phasor u D w that produces an output phasor y that is a scalar multiple of the input phasor, i.e., 
#
The system of Example 6.12 was especially constructed to give eigenfunctions which turn out to be rational functions of s -but this is not the case in general Indeed, if we perturb the matrix just slightly, we get a different result:
3s C 4 C .4s C 6/ 2s C 3 .3s C 5/ The discriminant (under the square root) is no longer a perfect square -thus the equation is irreducible over the field of rational functions -Because of this, g defined on the complex plane is multi-valuedi.e., closed curves on the s-plane may not map to closed curves on the complex g-plane -A full treatment of this effect requires the introdution of Riemann surfaces and will not be addressed here
Generalized Nyquist Stability Criterion
The forgoing development leads to a multivariable generalization of the SISO Nyquist criterion and may be stated as follows:
