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Yuxin Peng, Jinwei Qi and Yuxin Yuan
Abstract—Nowadays, cross-modal retrieval plays an indispens-
able role to flexibly find information across different modalities
of data. Effectively measuring the similarity between different
modalities of data is the key of cross-modal retrieval. Differ-
ent modalities such as image and text have imbalanced and
complementary relationships, which contain unequal amount of
information when describing the same semantics. For example,
images often contain more details that cannot be demonstrated
by textual descriptions and vice versa. Existing works based on
Deep Neural Network (DNN) mostly construct one common space
for different modalities to find the latent alignments between
them, which lose their exclusive modality-specific characteristics.
Different from the existing works, we propose modality-specific
cross-modal similarity measurement (MCSM) approach by con-
structing independent semantic space for each modality, which
adopts end-to-end framework to directly generate modality-
specific cross-modal similarity without explicit common represen-
tation. For each semantic space, modality-specific characteristics
within one modality are fully exploited by recurrent attention
network, while the data of another modality is projected into
this space with attention based joint embedding to utilize the
learned attention weights for guiding the fine-grained cross-
modal correlation learning, which can capture the imbalanced
and complementary relationships between different modalities.
Finally, the complementarity between the semantic spaces for dif-
ferent modalities is explored by adaptive fusion of the modality-
specific cross-modal similarities to perform cross-modal retrieval.
Experiments on the widely-used Wikipedia and Pascal Sentence
datasets as well as our constructed large-scale XMediaNet dataset
verify the effectiveness of our proposed approach, outperforming
9 state-of-the-art methods.
Index Terms—Modality-specific cross-modal similarity mea-
surement, recurrent attention network, attention based joint
embedding, adaptive fusion.
I. INTRODUCTION
NOWADAYS, multimodal data such as image, video, textand audio, has been widely available on the Internet,
which is the fundamental component for promoting artificial
intelligence to understand the real world. Some works have
been done for breaking the boundaries between different
modalities. Cross-modal retrieval has become a highlighted
research topic to perform retrieval across different modalities
of data, which has great demands with many practical applica-
tions, such as search engine and digital libraries. An example
of cross-modal retrieval is shown in Figure 1. Different from
the traditional single-modal retrieval, such as image retrieval
[1] and video retrieval [2], which is limited in providing
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Cross-modal RetrievalDining room with wooden dining table set with playmates.   A yellow room with a table and chairs. The dining room has a table with six chairs. The dining room table gets some afternoon sun.Image Query Retrieval ResultsText Query Retrieval ResultsIn breeding plumage, it has a black cap that extends below the eye, a rusty red neck, dark grey back and flanks, and white underparts. It uses its feet for propulsion underwater, and steers by rotating its legs, since its tail is too short for this purpose. A yellow dining room has a table and chairs, where a wooden table sits in the middle with six chairs on a shiny wooden floor.
Fig. 1. An example of cross-modal retrieval with image and text, which
can present retrieval results with different modalities. We can also see that
the instances of different modalities have imbalanced and complementary
relationships, where the green boxes indicate the fine-grained information
described by both image and text, while the red boxes mean extra information
contained in only one modality that is not demonstrated by another modality.
retrieval results of the same single modality with query,
cross-modal retrieval is more flexible and useful to retrieve
relevant multimodal information by submitting one query of
any modality [3].
The main challenge of cross-modal retrieval is to deal with
the inconsistency between different modalities and learn the
intrinsic correlation between them. For the fact that different
modalities of data has diverse representations and distributions
that usually span different feature spaces, this heterogeneous
characteristic makes it hard to directly measure the similarity
between different modalities, such as an image and an audio
clip. To address this issue, some approaches [4], [5], [6],
[7] have been proposed to project the features of different
modalities into one common space to learn the common
representation, by which the cross-modal similarity can be
calculated to perform retrieval between different modalities.
Traditional methods build the common space by learning
mapping matrices to maximize the correlations of variables
from different modalities, such as methods based on Canonical
Correlation Analysis (CCA) [4], [8], graph regularization [9],
[10] and learning to rank [11], [12]. Recently, the dramatic ad-
vances in deep learning have inspired researchers to bridge the
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Fig. 2. An overview of the proposed approach, which constructs independent
semantic spaces for different modalities, and directly generates modality-
specific cross-modal similarities through end-to-end framework without ex-
plicit common representation.
gap between different modalities with Deep Neural Network
(DNN). Such methods like [13], [14], [15] attempt to exploit
the advantages of DNN in modeling nonlinear correlation to
learn common representation with multilayer network.
The aforementioned methods mostly project the data of
different modalities from their own feature spaces into one
single common space equally to find the latent alignments
between them, which means equal amount of information
is captured from the data of different modalities during
cross-modal correlation learning. Generally speaking, different
modalities such as image and text have imbalanced and
complementary relationships that provide unequal amount of
information in describing the same semantics, because some
modality-specific characteristics within one modality cannot
be exactly aligned with other modalities. For example, an
image often co-occurs with its corresponding text descriptions
on a web page to describe the same semantics such as
objects or events. But the relationships between image and
text instance are imbalanced, where not all fine-grained image
details can be exactly aligned to the textual descriptions and
vice versa. Furthermore, image often contains more details
which cannot be demonstrated by textual descriptions, that is
what we usually say “A picture is worth a thousand words”.
While in other cases, the opposite would happen that textual
descriptions contain more semantic information than image
when describing some high-level semantics, such as histori-
cal events or literature works, where the textual description
contains more background information that cannot be shown
by its corresponding image. As shown in Figure 1, green
boxes indicate the appropriate alignment between visual and
textual fine-grained information, while the red boxes mean the
misalignment. Therefore, treating different modalities equally
to find fine-grained alignments for constructing one common
space loses such exclusive and useful modality-specific char-
acteristics, which cannot fully exploit the intrinsic information
within each modality.
For addressing the above issues, we aim to preserve the
modality-specific characteristics by fully exploiting the fine-
grained information within each modality when learning the
cross-modal correlation. Thus, modality-specific measurement
is required for each modality instead of only constructing one
common space. Recently, attention mechanism has made great
advances in DNN, which allows models to concentrate on the
necessary fine-grained parts of visual or textual inputs, and
has been successfully applied to various multimodal tasks,
such as image caption [16] and visual question answering
[17]. Inspired by these advances, we attempt to apply attention
mechanism to fully exploit the intrinsic modality-specific fine-
grained information for cross-modal retrieval..
In this paper, we propose modality-specific cross-modal
similarity measurement (MCSM) approach, which constructs
independent semantic spaces for different modalities, where
the modality-specific characteristics can be fully explored with
attention mechanism during cross-modal correlation learn-
ing. The modality-specific cross-modal similarity is directly
generated from each semantic space through the end-to-end
framework without explicit common representation. Figure
2 shows an overview of our proposed approach. The main
contributions of this paper are presented as follows:
• Modality-specific cross-modal similarity measurement.
We construct independent semantic space for each modal-
ity. In each semantic space, the modality-specific charac-
teristics are fully exploited by modeling the fine-grained
information within one modality, while the data of an-
other modality is projected into this semantic space to
capture the imbalanced and complementary relationships
between different modalities during cross-modal correla-
tion learning.
• Recurrent attention network with joint embedding. We
design recurrent attention network in each semantic space
to capture the modality-specific characteristics includ-
ing both fine-grained local and context information by
recurrent network with attention mechanism. While an
attention based joint embedding loss is proposed to utilize
the learned attention weights for guiding the fine-grained
cross-modal correlation learning.
• End-to-end frameworks with adaptive fusion. We adopt an
end-to-end framework in each semantic space to directly
generate modality-specific cross-modal similarity, which
integrates both representation learning and similarity
measurement stages to benefit each other. Furthermore,
adaptive fusion is proposed to obtain the final similarity
for performing cross-modal retrieval, which can fully
explore the complementarity between the semantic spaces
for different modalities.
Experiments on the widely-used Wikipedia and Pascal Sen-
tence datasets as well as our constructed large-scale XMe-
diaNet dataset show that our proposed MCSM approach
outperforms 9 state-of-the-art methods, which can verify the
effectiveness of MCSM approach.
The remainder of this paper is organized as follows. We
briefly review the related works in Section II. In Section III,
our proposed MCSM approach is presented in detail. Then
Section IV reports the experimental results as well as analyses.
Finally, Section V concludes this paper.
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II. RELATED WORKS
In this section, we briefly review the representative cross-
modal retrieval methods with common space learning, as well
as recent advances of attention mechanism in DNN.
A. Common Space Learning for Cross-modal Retrieval
The current mainstream of cross-modal retrieval methods
is to learn an intermediate common space for the features of
different modalities, then the cross-modal similarity can be
directly measured in one common space. Figure 3 illustrates
the main framework of such common space learning methods.
As indicated in [3], we mainly introduce three categories
of existing methods as follows, namely traditional statistical
correlation analysis methods, cross-modal graph regularization
methods and DNN-based methods.
1) Traditional statistical correlation analysis methods:
As the foundation of common space learning methods, these
methods mainly optimize the statistical values to learn lin-
ear projection matrices, which project features of different
modalities into the common space and obtain the common
representation. Canonical Correlation Analysis (CCA) [18], as
one of the most representative works, is a natural solution to
maximize the pairwise correlation between the data of different
modalities such as image/text pairs [4]. Furthermore, semantic
information is incorporated to extend CCA for improving
the accuracy of cross-modal retrieval. For example, Costa et
al. [19] integrate semantic category labels to improve the
performance of CCA. Multi-view CCA [8] is proposed to
construct a third view for modeling the high-level semantics.
While Ranjan et al. [20] propose multi-label CCA, which
considers the high-level semantic information in the form of
multi-label annotations. Besides, Cross-modal Factor Analysis
(CFA) [21], as one of the alternative methods, is proposed to
minimize the Frobenius norm between the data of different
modalities after projecting them into one common space.
2) Cross-modal graph regularization methods: Graph reg-
ularization [22] is widely used to construct a partially labeled
graph for semi-supervised learning, which aims to enrich the
training set and smooth the solution. Zhai et al. [23] are
the first to integrate graph regularization into cross-modal
retrieval and propose Joint Graph Regularized Heterogeneous
Metric Learning (JGRHML), which constructs the joint graph
regularization term in the learned metric space. Furthermore,
Joint Representation Learning (JRL) [9] is proposed to con-
struct several separate graphs for different modalities and learn
projection matrices with the joint consideration of correlation
and semantic information. Peng et al. [24] further improve the
previous works [9], [23] by constructing a unified hypergraph
to learn the common space for up to five modalities, which also
utilizes the fine-grained information at the same time. Besides,
Wang et al. [10] also adopt multimodal graph regularization
term to preserve inter-modality and intra-modality similarity
relationships.
3) DNN-based methods: Deep learning has made great
advance in multimodal applications, such as image/video clas-
sification [25], [26] and object recognition [27]. Researches
also adopt DNN to perform common space learning to take
Cross-modalSimilarity MeasureJordan and the Bulls compiled a 62–20 record inthe 1997–98 season. Jordanled the league with 28.7points per game... Richard began the 1977 season on a high note with a nine-inning, seven-strikeout performance on April 8 against the Braves.. The first dreadnoughts tended to have a very light secondary armament intended... At 06:15 on May 8,from a positionsoutheast of RosselIsland (), Haralaunched seven ...On 5 August 1915, Wark enlisted in the Australian Imperial Force, and was posted as... The Ming Dynasty granted titles tosects such as theBlack Hat Karmapalamas, but the latterhad previouslydeclined Mongolinvitations ...Common SpaceMembers of the nuthatch f a mi ly  l i ve  i n  most  o f North America and Europe and throughout Asia down to the Wallace Line...Image SpaceJordan and the Bulls compiled a 62–20 record in the 1997–98 season. Jordan led the league with 28.7 points per game... an 1977 season on a note with a inning, sestrikeout performon ti st 1915, d in the Imperial d wasy granted ch as thepa lamas,reviouslyMongolM tnu y lii n o rA uroshxtTpvniadrehio ntveeeeh ecnchene   ethenagh  eha--t  ndeondaved dnough r...y a Stsave rlfIrsAarsmay tlte aomuncouthelfime nd nde06:irpaheghttisTaBident td butts15   nvillahecd st ae  tcli ts(e a)k heon ofMnetF, OAtveWi posi lHo ord n ausn aonsMposarng cRttest.cett a.rek e5  ti.eHosa, ty crKd alieo atsisarDynaa hae8s nlion  ra.l , n Augu. ms.asd sunatetpanm tRed themicmarhrtiohabccsrahet Td   arfoughoutoans fd mbe  oiEe lNgf
Fig. 3. Illustration of mainstream framework of the most cross-modal retrieval
methods, which attempts to represent data of different modalities with the
same “feature” type (namely common representation) in one common space,
so that the similarity measure can be directly performed.
the advantage of its considerable ability on modeling highly
nonlinear correlation. Most of the DNN-based methods con-
struct two subnetworks for different modalities such as image
and text, which are linked at joint layer as the common space
to model cross-modal correlation. Bimodal Autoencoders (Bi-
modal AE) [28] is proposed as an extension of Restricted
Boltzmann Machine (RBM) to model multiple modalities by
minimizing the reconstruction error. Srivastava et al. [29]
propose Multimodal Deep Belief Network (Multimodal DBN),
which adopts two kinds of DBN for different modalities to
model the distribution over their original features, while a joint
RBM is adopted on the top of them to model the joint dis-
tribution and get the common representation. Correspondence
Autoencoder (Corr-AE) [14] and Deep Canonical Correlation
Analysis (DCCA) [30] also consist of two subnetworks, while
Corr-AE jointly models correlation and reconstruction infor-
mation, and DCCA combines DNN with CCA to maximize the
correlation on the top of two subnetworks. Besides, Peng et al.
[13] propose Cross-media Multiple Deep Networks (CMDN)
to model the intra-modality and inter-modality correlation in a
two-stage learning framework. The above works mainly take
hand-crafted features as image inputs. Furthermore, Wei et
al. [31] propose deep-SM to perform deep semantic matching
with Convolutional Neural Network (CNN), which exploits the
strong representation ability of CNN features to improve the
retrieval accuracy. He et al. [32] adopt two convolution-based
networks to model the matched and mismatched image/text
pairs via deep and bidirectional representation learning.
The aforementioned methods mostly construct one common
space for different modalities to find the latent alignments
between them, which lose exclusive modality-specific char-
acteristics. Therefore, we attempt to adopt modality-specific
measurement to fully exploit such modality-specific character-
istics by modeling the intrinsic fine-grained information within
each modality.
B. Attention Mechanism
Attention mechanism, as one of the recent advances in
neural network, has been successfully applied to various mul-
timodal tasks, which allows models to focus on the necessary
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Fig. 4. The overall framework of our MCSM approach, which adopts recurrent attention network with attention based joint embedding loss to construct
independent semantic spaces for different modalities and perform cross-modal correlation learning, and the modality-specific cross-modal similarities are
directly generated through end-to-end frameworks without explicit common representation.
fine-grained parts of visual or textual inputs. We mainly
introduce two kinds of attention mechanism as follows, namely
visual attention and textual attention.
1) Visual attention: Recently, many methods have adopted
visual attention model to promote several image processing
tasks, which can pay more attention to fine-grained parts in an
image. Mnih et al. [33] propose an attention based task-driven
visual processing framework for image classification, which
adopts Recurrent Neural Network (RNN) to adaptively select
a sequence of regions. Gregor et al. [34] propose a spatial
attention mechanism, which designs a sequential variational
auto-encoding framework to perform image generation. Yang
et al. [35] propose Stacked Attention Networks (SANs) for
image question answering, which can locate relevant image
regions to the question with stacked attention model.
2) Textual attention: Some related works in Natural Lan-
guage Processing (NLP) have adopted textual attention model
to find semantic alignments with an encoder-decoder network.
Rockta¨schel et al. [36] propose a word-by-word neural atten-
tion mechanism to reason over entailments of paired words
or phrases. Hermann et al. [37] develop a class of attention
based deep neural networks, which learn to read and answer
complex questions. Rush et al. [38] propose a fully data-
driven approach, which adopts a local attention based model
to generate summarization according to the input sentence.
Inspired by the great progress of attention mechanism, we
attempt to fully exploit the intrinsic fine-grained information
within each modality by attention mechanism, which can
preserve the modality-specific characteristics when learning
the cross-modal correlation.
III. OUR PROPOSED APPROACH
As shown in Figure 4, our proposed MCSM approach
adopts modality-specific measurement to construct indepen-
dent semantic spaces by an end-to-end framework for image
and text respectively. In each semantic space, first, recurrent
attention network is adopted to fully exploit the fine-grained
modality-specific characteristics. Second, an attention based
joint embedding is employed to capture the imbalanced and
complementary relationships between different modalities and
perform cross-modal correlation learning. Finally, adaptive
fusion is proposed to explore the complementarity between
different semantic spaces for cross-modal retrieval.
A. Notation
In the beginning, the formal definition of cross-modal
retrieval is presented as follows. The two modalities involved
in cross-modal retrieval are denoted as I for image and T for
text. The multimodal dataset consists of two parts, namely
training set and testing set. The training set is denoted as
Dtr = {Itr, Ttr}. Image training data Itr = {ip}ntrp=1 consists
of totally ntr instances, and ip is the p-th image instance. Simi-
larly, the text training data is denoted as Ttr = {tp}ntrp=1, which
has the same number of instance with image for training.
Besides, the training data also has its corresponding semantic
category labels, which are denoted as {cIp}ntrp=1 and {cTp }ntrp=1.
Then, the testing set, which is denoted as Dte = {Ite, Tte},
includes Ite = {iq}nteq=1 and Tte = {tq}nteq=1 containing nte
testing instances. Finally, given a query of any modality, the
goal of cross-modal retrieval is to calculate the cross-modal
similarity sim(ia, tb), and retrieve the relevant instances of an-
other modality in the testing data by the ranking of calculated
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similarity. In the following subsections, we first introduce the
proposed image and text semantic space measurement methods
respectively, then we demonstrate the proposed adaptive fusion
approach on different semantic spaces.
B. Image Semantic Space Measurement
1) Recurrent attention network for image: To exploit in-
trinsic modality-specific characteristics within image data, we
design a recurrent network with attention mechanism, which
is adopted on the top of CNN hidden layer, to fully model the
fine-grained local information and spatial context information
jointly.
First, each input image ip is resized to 256 × 256 and fed
into CNNs for exploiting the fine-grained local information.
Specifically, the network structure is configured the same as
the layers before the last pooling layer (pool5) in 19-layer
VGGNet [39]. The last pooling layer consists of 512 filters,
and we can obtain separate feature vectors for different regions
from the response of each filter over a 7 × 7 mapping of
the image. Thus, each input image ip can be represented
as {vi1, ..., vin}, where n denotes the total number of image
regions and vin is the n-th region represented as a 512
dimensional feature vector.
Then, we employ RNN to model the spatial context infor-
mation among image regions. We compose these regions as a
sequence, which are regarded as the results of eye movement
when we glance at the image [40]. Specifically, Long Short
Term Memory (LSTM) network [41] is adopted, which is a
special kind of RNN, with strong ability to learn long-term
dependencies through the memory cell and the update gates as
well as preserve previous time-steps information at the same
time. The architecture of LSTM unit is shown in Figure 5.
Formally, taking a sequence of image regions as input, the
LSTM is updated recursively with the following equations.
it = σ(Wixt + Uiht−1 + bi), (1)
ft = σ(Wfxt + Ufht−1 + bf ), (2)
ot = σ(Woxt + Uoht−1 + bo), (3)
ut = tanh(Wuxt + Uuht−1 + bu), (4)
ct = ut  it + ct−1  ft, (5)
ht = ot  tanh(ct), (6)
where the activation vectors of the input, forget, memory cell
and output are denoted as i, f , c and o respectively. And
x is the input region feature and the hidden unit output is
denoted as h. While W , U and b are the weight matrices and
bias term that need to be trained.  denotes the element-wise
multiplication. And σ is the sigmoid nonlinearity to activate
the gate, which is defined as follows.
σ(x) =
1
1 + e−x
. (7)
After that, we apply attention mechanism which aims to
allow models focusing on the necessary fine-grained regions
within image. We have obtained the output sequence Hi =
{hi1, ..., hin} from LSTM. The attention weights ai can be
  !" # #
# !"
Fig. 5. The architecture of an LSTM unit, which can learn long-term
dependencies and retain information of previous time-steps through the
memory cell and the update gates.
calculated by a feed-forward neural network with softmax
function as follows.
M i = tanh(W iaHi), (8)
ai = softmax(wTiaMi), (9)
where W ia and wia are the weight parameters for respective
layers. And ai is the generated attention probabilities for image
regions. Thus, the final image vector for the n-th region can
be obtained as ainh
i
n, which contains both fine-grained local
information and spatial context information.
2) Visual Attention based joint embedding: Cross-modal
correlation learning is performed to project the text data into
the image semantic space, which utilizes the learned visual
attention weights from the above recurrent attention network.
We first need to generate the representation for text instance tp.
Each word is represented by a k-dimensional vector extracted
by Word2Vec [42] model, which is trained on billions of words
in Google News and publicly available1. Thus, a sentence
with n words can be represented as an n × k matrix. And
a Word CNN is adopted on the input matrix, which has the
same configuration with [43]. While the text representation for
each sentence is generated from the last fully connected layer,
denoted as qtp.
Then, we aim to project the text data from its feature space
into the constructed semantic space for image. To fully explore
the imbalanced and complementary relationships between dif-
ferent modalities, we design the cross-modal similarity simi
for image semantic space between image ip and text tp as
follows.
simi(ip, tp) =
n∑
j=1
a
ip
j h
ip
j · qtp, (10)
where hipj is the j-th region in the image ip and a
ip
j is the
attention weight for the corresponding image region.
Finally, we design an attention based joint embedding loss
to perform cross-modal correlation learning, which jointly con-
siders both matched and mismatched image/text pairs with the
1https://code.google.com/p/word2vec/
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defined cross-modal similarity based on the learned attention
weights. The objective function is defined as follows.
Li =
1
N
N∑
n=1
li1(i
+
n , t
+
n , t
−
n ) + li2(t
+
n , i
+
n , i
−
n ), (11)
and the two items in this formula are defined as:
li1(i
+
n ,t
+
n , t
−
n ) =
max(0, α+ simi(i
+
n , t
+
n )− simi(i+n , t−n )), (12)
li2(t
+
n ,i
+
n , i
−
n ) =
max(0, α+ simi(i
+
n , t
+
n )− simi(i−n , t+n )), (13)
where (i+n , t
+
n ) denotes the matched image pair, while (i
+
n , t
−
n )
and (i−n , t
+
n ) are the mismatched pairs. The margin parameter
is set to be α. N is the number of triplet tuples sampled from
training set. To train the model, stochastic gradient descent
(SGD) is adopted. So far, we have obtained the modality-
specific cross-modal similarity simi for image semantic space,
which integrates both representation learning and similarity
measurement to benefit each other, and also fully captures the
intrinsic fine-grained clues in image and imbalanced informa-
tion across different modalities for correlation learning.
C. Text Semantic Space Measurement
1) Recurrent attention network for text: For fully exploiting
modality-specific characteristics within text data, we also
design a recurrent network with attention mechanism, on the
top of CNN hidden layer, which can model both the fine-
grained local and context information in textual descriptions.
First, the input text instance tp, which consists of n words, is
represented as an n×k matrix, where each word is also repre-
sented as a k-dimensional vector extracted by Word2Vec [42]
model. Following [43], we design fast convolutional networks
for text (Word CNN), which is built by several combinations
of convolution layer, threshold activation function layer and
pooling layer. The Word CNN is similar with the image CNN
except the 2D convolution and spatial max-pooling of image
CNN are replaced by temporal (1D) convolution and temporal
max-pooling. Through the Word CNN network, CNN hidden
activation of the last pooling layer is split to generate the
features of text fragments.
Second, RNN is adopted on the top of CNN with the
sequence of vectors to further model the context information
along the input text sequence. Specifically, we also adopt
LSTM network [41] to exploit such temporal dependency,
which takes a sequence of text fragments as input. LSTM is
updated following the equations (1) to (6), where x denotes
the input feature of text fragment. Thus, we can obtain the
output sequence from LSTM denoted as Ht = {ht1, ..., htm}.
Then, the attention mechanism is applied to capture useful
fine-grained fragments in text sequence. The attention weights
are denoted as at, which are calculated by a feed-forward
network with softmax function as follows.
M t = tanh(W taHt), (14)
at = softmax(wTtaMt), (15)
where the weight parameters for respective layers are denoted
as W ta and wia. a
t is the generated attention probabilities
for text fragments. Thus, the final text vector for the m-th
fragment is calculated as atmh
t
m, which captures both fine-
grained local and context information in textual description.
2) Textual Attention based joint embedding: To perform
cross-modal correlation learning, image data is projected into
the text semantic space to utilize the learned textual attention
weights from the above recurrent attention network for text.
We still need to generate the image representation for each in-
stance ip, which is also extracted from the last fully connected
layer (fc7) in 19-layer VGGNet [39] with 4,096 dimensional
number, and denoted as qip.
Then, the image data is projected into the constructed
semantic space for text from their own feature space. Thus,
we design the cross-modal similarity simt for text semantic
space between image ip and text tp as follows, which aims
to explore the imbalanced and complementary relationships
between different modalities.
simt(ip, tp) =
m∑
j=1
a
tp
j h
tp
j · qip, (16)
where the j-th fragment of text tp is denoted as h
tp
j , a
tp
j is
the attention weight for the corresponding text fragment.
Finally, an attention based joint embedding loss is designed
similarly for performing cross-modal correlation learning in
the text semantic space, which takes the consideration that the
difference between the similarity of matched image/text pair
and that of mismatched pair should be as large as possible.
Thus, the objective function is defined as follows.
Lt =
1
M
M∑
n=1
lt1(t
+
n , i
+
n , i
−
n ) + lt2(i
+
n , t
+
n , t
−
n ), (17)
where lt1(t+n , i
+
n , i
−
n ) and lt2(i
+
n , t
+
n , t
−
n ) are defined similarly
as equations (12) and (13) with the cross-modal similarity
simt as follows,
lt1(t
+
n ,i
+
n , i
−
n ) =
max(0, β + simt(i
+
n , t
+
n )− simt(i−n , t+n )), (18)
lt2(i
+
n ,t
+
n , t
−
n ) =
max(0, β + simt(i
+
n , t
+
n )− simt(i+n , t−n )). (19)
Also the number of triplet tuples sampled from training set
is denoted as M . β is the margin parameter. Therefore,
the modality-specific cross-modal similarity simt for text
semantic space can be obtained, with the fully modeling of
fine-grained clues in text as well as imbalanced information
across different modalities for correlation learning.
D. Adaptive Fusion on Different Semantic Spaces
So far, we have obtained two kinds of modality-specific
cross-modal similarity, namely simi and simt from the se-
mantic spaces for image and text. Inspired by [44], we further
attempt to explore the complementarity between different
semantic spaces by adaptive fusion.
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First, the cross-modal similarity scores obtained from differ-
ent semantic spaces are min-max normalized to [0, 1] respec-
tively, which aims to overcome the influence of image/text
pairs with too large similarity scores, and are defined as
follows.
ri(ip, tp) =
simi(ip, tp)−min(simi(i, t))
max(simi(i, t))−min(simi(i, t)) , (20)
rt(ip, tp) =
simt(ip, tp)−min(simt(i, t))
max(simt(i, t))−min(simt(i, t)) . (21)
Then, the normalized scores obtained from one semantic
space are used as the adaptive weights of the corresponding
image/text pair in another semantic space during fusion stage,
with the motivation that larger similarity in one semantic space
leads to higher importance of the corresponding pair in another
semantic space. Finally, the two kinds of modality-specific
cross-modal similarity are fused with the following equation.
Sim(ip, tp) = (22)
rt(ip, tp) · simi(ip, tp) + ri(ip, tp) · simt(ip, tp).
Thus, we can obtain the final cross-modal similarity score
Sim(ip, tp) between image ip and text tp, which can fully ex-
plore the complementarity between different semantic spaces
to boost the performance of cross-modal retrieval.
IV. EXPERIMENTS
In this section, we conduct experiments on 3 cross-modal
datasets, including widely-used Wikipedia and Pascal Sentence
datasets as well as our constructed large-scale XMediaNet
dataset, taking 9 state-of-the-art methods for comparison to
verify the effectiveness of our proposed approach. Besides,
comprehensive experimental analyses are presented including
convergence and parameter analysis, as well as baseline ex-
periments to verify the contribution of each component in our
approach.
A. Datasets
Here we briefly introduce 3 cross-modal datasets adopted
in the experiments, including Wikipedia, Pascal Sentence and
our constructed large-scale XMediaNet datasets. Each dataset
is divided into 3 subsets, namely training set, testing set and
validation set.
• Wikipedia dataset [4], as the most widely-used dataset
for cross-modal retrieval, is selected from “featured arti-
cles” in Wikipedia2 with 10 most populated categories,
including history, biology and so on. This dataset totally
consists of 2,866 image/text pairs. For fair and objective
comparison purpose, we exactly follow the dataset par-
tition strategy of [13], [14] to divide the dataset into 3
subsets: 2,173 pairs in training set, 231 pairs in validation
set and 462 pairs in testing set.
• Pascal Sentence dataset [45] contains 1,000 images,
which is generated from 2008 PASCAL development kit.
Each image is annotated via Amazon Mechanical Turk
by crowdsourcing to generate 5 independent sentences
2https://en.wikipedia.org/wiki/Wikipedia:Featured articles
The Airbus A380 was delayed in October 2006 due to the use of incompatible software used to design the aircraft. Primarily, the Toulouse assembly plant used the latest version 5 of CATIA (made by Dassault), while the design centre at the Hamburg factory were using the older and incompatible version 4…. Some of the earliest recorded attempts with gliders were those by the 9th-century poet Abbas ibn Firnas and the 11th-century monk Eilmer of Malmesbury; both experiments injured their pilots. Leonardo da Vinci researched the wing design of birds and designed a man-powered aircraft in his Codex on the Flight of Birds (1502). Smaller and older propeller planes make use of reciprocating engines (or piston engines) to turn a propeller to create thrust. The amount of thrust a propeller creates is determined by its disk area - the area in which the blades rotate. If the area is too small, efficiency is poor, and if the area is large, the propeller must rotate...The Bengal cat is usually either classed as brown-spotted or snow-spotted (although there are more colours, brown and snow are the only colours of Bengal that the Governing Council of the Cat Fancy (UK) recognize). Within brown Bengals, there are either marble or spotted markings. Included in the spotted variation is rosetted... The breed's original standard color is a distinctively rich dark brown, variously known as sable (USA), brown (UK, Australia) or seal (New Zealand). It is the result of the Burmese gene (cb), part of the albino series. This gene causes a reduction in the amount of pigment produced, converting black into brown... A cat's gastrointestinal tract is adapted to meat eating, being much shorter than that of omnivores and having low levels of several of the digestive enzymes needed to digest carbohydrates. These traits severely limit the cat's ability to digest and use plant-derived nutrients, as well as certain fatty acids. Despite the….Unlike the other drums in a drumline, the bass drums are generally mounted sideways, with the drumhead facing horizontally, rather than vertically. This results in several things. First of all, to ensure that a vibrating membrane is facing the audience, bass drummers must face perpendicular to the rest of the band and so are the... Prior to the development of the drum set, the standard way that drums and cymbals were used in military and orchestral music settings was to have the different drums and cymbals played separately by different percussionists. Thus, in an early 1800s orchestra piece, if the score called for bass drum, triangle and cymbals... Most extended kits include one or more splash cymbals and at least one china cymbal. Major cymbal makers produce cymbal extension packs consisting of one splash and one china, or more rarely a second crash, a splash and a china, to match some of their starter packs of ride, crash and hi-hats. However any combination...AirplaneCatDrumImages AirplaneCatDrumTexts
Fig. 6. Examples of 3 categories from XMediaNet dataset, which are airplane,
cat and drum.
from different annotators, which forms one document.
This dataset is categorized into 20 categories, and also
following [13], [14], 800 documents are selected as
training set, while 100 documents for testing and 100
documents for validation.
• XMediaNet dataset is our constructed large-scale cross-
modal dataset, which consists of 5 modalities, namely
text, image, video, audio and 3D model. We select 200
category nodes from WordNet3 to construct this dataset to
ensure the semantic hierarchy structure. These categories
can be divided into two main kinds: animals and artifacts.
There are 47 species of animal such as elephant, owl,
bee and frog as well as 153 types of artifact such as
violin, airplane, shotgun, and camera. The total number
of instances exceeds 100,000. It is noted that we also use
image and text in the experiments, where text paragraphs
are extracted from Wikipedia articles whose topics belong
to the category, and images including the objects of the
category are collected from Flickr4. This dataset totally
consists of 40,000 image/pairs, and is also divided into
3 subsets, with 32,000 pairs in training set, 4,000 pairs
in testing set and 4,000 pairs in validation set. Some
examples are shown in Figure 6.
B. Details of the Network
We implement the proposed network by Torch5, which
is a widely-used scientific computing framework. And we
3http://wordnet.princeton.edu/
4http://www.flickr.com
5http://torch.ch/
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introduce the details of the network including data preprocess
strategy and network structure as following.
1) Data preprocess: For image, we use the original images
resized to 256×256 as inputs. For text, we convert each word
in a document into a 300-dimension vector by Word2Vec [42]
and generate vector sequences as text inputs. The maximum
input length is set as the max sequence length in the dataset,
and we adopt zero-padding for other sequences to beneath this
limit.
2) Recurrent attention network: The recurrent attention
network of each semantic space mainly consists of three parts,
namely convolutional network, Long Short-Term Memory
(LSTM) network and attention network. For the semantic
space for text, the convolutional network consists of three
learnable temporal convolution layers, each of which is fol-
lowed by a ReLU activation function layer and a temporal
max-pooling layer. Taking Wikipedia dataset as an example,
the first temporal convolution layer has 384 kernels whose
widths are 15. The parameter combinations of the remaining
convolution layers are (512, 9) and (256, 7). The first param-
eter of each combination means the number of convolution
kernels while the second is the kernel width. The kernel
step sizes of all convolution layers are 1. For the other two
datasets, the number of kernels on each convolution layer
is the same with Wikipedia dataset, but the length of text
instances differs greatly between different datasets, thus the
kernel widths change according to the lengths of the input
sequences. For the semantic space for image, we use the
pretrained convolution network in 19-layer VGGNet and treat
the output of the last pooling layer as the input of LSTM. The
LSTM network has two units in series, and the dimension of
output keeps the same with input. The LSTM is followed by
a fully connected layer which aims to project the output of
LSTM into the target dimension, which is 4,096 dimensions
in our case. The attention network is made up of a fully
connected layer and a softmax layer.
C. Compared Methods
Totally 9 state-of-the-art methods are compared in the ex-
periments to verify the effectiveness of our proposed approach.
There are 5 traditional cross-modal retrieval methods, namely
CCA [18], CFA [21], KCCA [46], JRL [9] and LGCFL [47].
While the other 4 methods, Corr-AE [14], DCCA [15], CMDN
[13] and Deep-SM [31] are DNN-based methods. The brief
introductions of these 9 compared methods are presented as
follows:
• CCA [18] learns project matrices to maximize the corre-
lation between the projected features of different modal-
ities in one common space.
• CFA [21] minimizes the Frobenius norm between the
data of different modalities after projecting them into one
common space.
• KCCA [46] uses kernel function to project the fea-
tures into a higher-dimensional space, and then learns
a common space by CCA. In the experiments, we adopt
Gaussian kernel as the kernel function.
• JRL [9] learns a common space by using semantic in-
formation, with semi-supervised regularization and sparse
regularization.
• LGCFL [47] jointly learns basis matrices of different
modalities, by using a local group based priori in the
formulation to fully take advantage of popular block
based features.
• Corr-AE [14] consists of two autoencoder networks
coupled at the code layer to simultaneously model the
reconstruction error and correlation loss. It should be
noted that Corr-AE has two extensions, namely Corr-
Cross-AE and Cross-Full-AE, and in the experiments we
compare with the best results of the three models.
• DCCA [15] is a nonlinear extension of CCA. The cor-
relation is maximized between the output layers of two
separate subnetworks.
• CMDN [13] adopts multiple deep networks to generate
separate representations and learns the common represen-
tation with a stacked network.
• Deep-SM [31] adopts convolutional neural network to
perform deep semantic matching, which fully exploits the
strong power of CNN image feature.
D. Evaluation Metric
We perform cross-modal retrieval on 3 datasets mentioned
above with two kinds of retrieval tasks, which are defined as
follows.
• Image query text (image→text). Retrieving relevant text
instances in the testing set ranked by calculated cross-
modal similarity, using a query of image.
• Text query image (text→image). Retrieving relevant
image instances in the testing set ranked by calculated
cross-modal similarity, using a query of text.
It should be noted that our proposed MCSM approach
integrates both common representation learning and distance
metric, which takes original image and text as inputs to directly
generate the cross-modal similarity score. While other com-
pared methods only learn the common representation taking
hand-crafted features as input. Thus, for fair comparison, all
compared methods also adopt the same CNN features used in
our proposed approach as input. Specifically, the CNN feature
of image is extracted from fc7 layer in 19-layer VGGNet
[39], while CNN feature of text is extracted by Word CNN
with the same configuration of [43]. We directly adopt the
source codes provided by their authors, to fairly evaluate the
compared methods by the following steps in the experiments.
1) Perform common representation learning using the data
in training set to obtain the learned projections or deep models.
2) Use the learned projections or deep models to convert
the data in testing set into the common representation.
3) Calculate the cross-modal similarity between image
and text by cosine distance, and then perform cross-modal
retrieval.
Mean Average Precision (MAP) score is adopted as the
evaluation metric on Wikipedia, Pascal Sentence and our
constructed XMediaNet datasets, which is the mean value of
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Average Precision (AP) of each query. And AP is defined as
follows.
AP =
1
R
n∑
k=1
Rk
k
× relk, (23)
where the testing set contains n instances, which has R
relevant instances. Rk is the number of relevant instances in
the top k returned results. relk is set to be 1 when the k-th
returned result is relevant, otherwise, relk is set to be 0. MAP
score considers the ranking of returned retrieval results as well
as precision simultaneously, which is extensively adopted in
cross-modal retrieval tasks, such as [4], [13]. It should be noted
that the MAP score is calculated on all returned results, not
only top 50 as adopted in [14].
TABLE I
THE MAP SCORES OF CROSS-MODAL RETRIEVAL FOR OUR MCSM
APPROACH AND 9 COMPARED METHODS ON WIKIPEDIA DATASET.
Method MAP scoresImage→Text Text→Image Average
Our MCSM Approach 0.516 0.458 0.487
CMDN [13] 0.487 0.427 0.457
Deep-SM [31] 0.478 0.422 0.450
LGCFL [47] 0.466 0.431 0.449
JRL [9] 0.479 0.428 0.454
DCCA [15] 0.445 0.399 0.422
Corr-AE [14] 0.442 0.429 0.436
KCCA [46] 0.438 0.389 0.414
CFA [21] 0.319 0.316 0.318
CCA [18] 0.298 0.273 0.286
TABLE II
THE MAP SCORES OF CROSS-MODAL RETRIEVAL FOR OUR MCSM
APPROACH AND 9 COMPARED METHODS ON PASCAL SENTENCE DATASET.
Method MAP scoresImage→Text Text→Image Average
Our MCSM Approach 0.598 0.598 0.598
CMDN [13] 0.544 0.526 0.535
Deep-SM [31] 0.560 0.539 0.550
LGCFL [47] 0.539 0.503 0.521
JRL [9] 0.563 0.505 0.534
DCCA [15] 0.568 0.509 0.539
Corr-AE [14] 0.532 0.521 0.527
KCCA [46] 0.488 0.446 0.467
CFA [21] 0.476 0.470 0.473
CCA [18] 0.203 0.208 0.206
TABLE III
THE MAP SCORES OF CROSS-MODAL RETRIEVAL FOR OUR MCSM
APPROACH AND 9 COMPARED METHODS ON XMEDIANET DATASET.
Method MAP scoresImage→Text Text→Image Average
Our MCSM Approach 0.540 0.550 0.545
CMDN [13] 0.485 0.516 0.501
Deep-SM [31] 0.399 0.342 0.371
LGCFL [47] 0.441 0.509 0.475
JRL [9] 0.488 0.405 0.447
DCCA [15] 0.425 0.433 0.429
Corr-AE [14] 0.469 0.507 0.488
KCCA [46] 0.252 0.270 0.261
CFA [21] 0.252 0.400 0.326
CCA [18] 0.212 0.217 0.215
E. Comparisons with 9 State-of-the-art Methods
In this part, we present experimental results on our proposed
approach as well as all the compared methods. Tables I to
III show the MAP scores of two retrieval tasks and their
average scores on 3 datasets, we can see that our proposed
approach achieves the best retrieval accuracy compared with
9 state-of-the-art methods. As shown in Table I, our pro-
posed approach has improved the average MAP score from
0.457 to 0.487 on Wikipedia dataset. On one hand, among
the compared traditional methods, LGCFL achieves the best
retrieval accuracy, which is closer to CMDN based on DNN.
On the other hand, the accuracies of 4 DNN-based methods
differ greatly, while some of them are outperformed by the
traditional methods, such as the average MAP scores of DCCA
and Corr-AE are lower than LGCFL and JRL. Besides, results
of 2 retrieval tasks as well as their average results on Pascal
Sentence and XMediaNet datasets are shown in Tables II and
III, which have the similar trends as Wikipedia dataset, while
our proposed MCSM approach still keeps the best. Some
cross-modal retrieval results on XMediaNet dataset of our
proposed MCSM approach and the best DNN-based compared
method CMDN are shown in Figure 7.
Next we give the in-depth analysis on the retrieval results
of both our proposed MCSM approach and all compared
methods. As shown in Tables I to III, our proposed MCSM
approach shows advantage compared with 9 state-of-the-art
methods on all 3 datasets. We can also observe that the
accuracies of DNN-based methods fail to widen a clear gap
with traditional methods. Among the traditional methods, the
classical baseline CCA has the worst accuracy for it only
models some statistical values, while KCCA extends CCA to
achieve better accuracy by the adoption of kernel function with
the better ability of modeling nonlinear correlation. CFA has
similar results with KCCA, which minimizes the Frobenius
norm in the learned common space. JRL and LGCFL are the
best two methods among them, while the former utilizes the
semi-supervised and sparse regularization, and the latter learns
the basis matrices with a local group based priori.
As for DNN-based methods, DCCA and Corr-AE have close
accuracies. DCCA maximizes correlation on the outputs of
two separate networks to extend CCA, and Corr-AE not only
considers the correlation error but also minimizes the recon-
struction error. Deep-SM outperforms DCCA and Corr-AE
by fully exploring the strong learning power of convolutional
neural network with semantic category information. CMDN
achieves the best accuracy among all the compared meth-
ods on 2 datasets, because it takes intra-modality and inter-
modality correlation into consideration during both separate
representation learning and common representation learning
stages. Compared with all state-of-the-art methods, our pro-
posed MCSM approach has the best accuracy for the fact
of following 3 aspects: (1) Independent semantic spaces for
different modalities with recurrent attention network to fully
exploit the modality-specific fine-grained context information.
(2) Attention based joint embedding loss to utilize the im-
balanced and complementary relationships between different
modalities. (3) Adaptive fusion to explore the complementarity
IEEE TRANSACTIONS ON IMAGE PROCESSING 10The original format for magnetic tape sound reproduction was the reel-to-reel tape recorder, first available in the US in the late 1940s, but too expensive and bulky to be practical for amateur home use until well into the 1950s…. New tape formulations were introduced. Chromium dioxide (referred to as CrO2 or Type II) was the first tape designed for extended high frequency response, but it required different bias and equalization settings. Better-quality cassette... The IBM 7340 Hypertape drive, introduced in 1961 used a cassette with a 1 inch (2.5 cm) wide tape capable of holding 2 million six-bit characters per cassette. DCC Cassettes were almost identical to analog cassettes, except there were no "bulges" where the tape-access holes were located. The top side of a DCC cassette was flat and there were no access holes for the hubs on the top side (they were not... As of 2014 most magnetic tape systems used reels fixed inside a cartridge to protect the tape and facilitate handling. Cartridge formats include DDS/DAT, DLT and LTO with capacities in the tens to thousands of gigabytes. A cassette adapter could also be used with other audio equipment, such as a microphone, handheld game console, or laptop computer. It can also be used in a home tape deck to play sound from any equipment, such as a personal computer,... The tape speed of DCC was the same as for analog cassettes: 1 7⁄8 inches (4.8 cm) per second, and DCC cassettes used tape that was the same width as analog cassettes: 1/8 of an inch (3.175 mm). The tape that was used in production cassettes was... DCC used a Magneto-Resistive (MR) head, which was fixed to the mechanism of the player/recorder, unlike rotary heads that are used in helical scan systems such as DAT or VHS to increase head-to-tape speed. The advantages of a stationary head are clear:... Tape has quite a long latency for random accesses since the deck must wind an average of one-third the tape length to move from one arbitrary data block to another. Most tape systems attempt to alleviate the intrinsic long latency... 8-track tape (formally Stereo 8: commonly known as the eight-track cartridge, eight-track tape, or simply eight-track) is a magnetic tape sound recording technology that was popular in the United States from the...The endless loop tape cartridge was first designed in 1952 by Bernard Cousino around a single reel carrying a continuous loop of standard 1/4-inch, plastic, oxide-coated recording tape running at 3.75 in (10 cm) per second. Program starts and stops were signaled by a... A cassette adapter could also be used with other audio equipment, such as a microphone, handheld game console, or laptop computer. It can also be used in a home tape deck to play sound from any equipment, such as a personal computer... DCC Cassettes were almost identical to analog cassettes, except there were no "bulges" where the tape-access holes were located. The top side of a DCC cassette was flat and there were no access holes for the hubs on the top side (they were not... DCC used a Magneto-Resistive (MR) head, which was fixed to the mechanism of the player/recorder, unlike rotary heads that are used in helical scan systems such as DAT or VHS to increase head-to-tape speed…. To eliminate the nuisance of tape-threading, various manufacturers introduced cartridges that held the tape inside a metal or plastic housing to eliminate handling. Most were intended only for low-fidelity voice recording... The original format for magnetic tape sound reproduction was the reel-to-reel tape recorder, first available in the US in the late 1940s, but too expensive and bulky to be practical for amateur home use until well into the 1950s...Coin slots, coin returns and the coin box, which allow for the exchange of money or tokens. They are usually below the control panel. Very often, translucent red plastic buttons are placed in between the coin return and the coin slot. When they are pressed... On February 5, 1985, twin brothers Bill and Bob Clark sighted a 60+ foot long sea serpent in San Francisco Bay that crashed onto a submerged rocky ledge only 20 yards away from where they were sitting in their car. It was around 7:45 a.m. and the water was calm... Today, most fleet markings on patrol vehicles are created from reflective vinyl with an adhesive backing that is applied in a peel-and-stick manner. Colors chosen to represent the departments identity are typically chosen by the individual department, although, as noted... A literate or 'reading robot' named Marge has intelligence that comes from software. She can read newspapers, find and correct misspelled words, learn about banks like Barclays, and understand that some restaurants are better places to eat than others.CMDNMCSMCassette Image->TextComparisons between the scleral rings of dinosaurs and modern birds and reptiles have been used to infer daily activity patterns of dinosaurs. Although it has been suggested that most dinosaurs were active during the day...
CMDN
MCSM
Dinosaur
Text->Image
Crow
The hooded crow is omnivorous, with a diet similar to that of the carrion crow, and is a constant scavenger. It drops molluscs and crabs to break them after the manner of the carrion crow, and an old Scottish name for empty sea urchin shells was "crow's cups"... Before the Hawaiian crow became extinct in the wild, the species was found only in the western and southeastern parts of Hawaii. It inhabited dry and mesic forests on the slopes of Mauna Loa and Hualālai at elevations of 3,000 to 6,000 feet…. The range of the American crow now extends from the Pacific Ocean to the Atlantic Ocean in Canada, on the French islands of Saint-Pierre and Miquelon, south through the United States, and into northern Mexico... The hooded crow (Corvus cornix) (also called hoodie) is a Eurasian bird species in the Corvus genus. Widely distributed, it is also known locally as Scotch crow, Danish crow, and grey crow (in Slavic languages, Ireland and Denmark). Found across Northern…. The fish crow (Corvus ossifragus) is a species of crow associated with wetland habitats in the eastern and southeastern United States. In Islam, according to a narration in the Hadith, the crow is one of the five animals for which no blame is placed on the one who kills them. The Surat Al-Ma'ida describes the story of how the crow teaches son of Adam to cover dead…. After about 2 to 3 years, fledglings leave the group to form mating pairs of their own. Mating season ranges from March to June. Clutches usually contain about 3 to 4 eggs which are incubated in about 18 days…. A crow is a bird of the genus Corvus. The term "crow" is used both as part of the common name of many species, and collectively for all of Corvus. Crows are mentioned often in Buddhism, especially Tibetan disciplines. The Dharmapala (protector of the Dharma) Mahakala is represented by a crow in one of his physical/earthly forms. It is found in on the island of Bougainville in Papua New Guinea and the neighbouring Shortland Islands in the Solomon Islands. Within its range it is the only species of crow.The hooded crow (Corvus cornix) (also called hoodie) is a Eurasian bird species in the Corvus genus. Widely distributed, it is also known locally as Scotch crow, Danish crow, and grey crow (in Slavic languages, Ireland and Denmark)…. The feathers of the cuckoos are generally soft, and often become waterlogged in heavy rain. Cuckoos often sun themselves after rain, and the anis hold their wings open in the manner of a vulture or cormorant while drying... Crows are mentioned often in Buddhism, especially Tibetan disciplines. The Dharmapala (protector of the Dharma) Mahakala is represented by a crow in one of his physical/earthly forms. The range of the American crow now extends from the Pacific Ocean to the Atlantic Ocean in Canada, on the French islands of Saint-Pierre and Miquelon, south through the United States, and into northern Mexico. The increase in ... A crow is a bird of the genus Corvus. The term "crow" is used both as part of the common name of many species, and collectively for all of Corvus. Unlike the common cuckoo, neither the hen nor the hatched chick of this species evict the host's eggs, but the young magpies often die because they cannot compete successfully with the cuckoo for food. However it has been shown that this... al-Hassani, S.T.S., Woodcock, E. and Saoud, R. (2006) 1001 inventions : Muslim heritage in our world, Manchester : Foundation for Science Technology and Civilisation, ISBN 0-9552426-0-6 Goodwin, Derek & Gillmor, Robert (1976): Crows of the World (1st ed.). University of Washington Press, Seattle. Crows have become highly skilled at adapting to urban environments. In a Japanese city, carrion crows have discovered how to eat nuts that they usually find too hard to tackle. One method is to drop the nuts from height on to a hard road in the hope of cracking it…. In Hinduism, crows are thought of as carriers of information that give omens to people regarding their situations. For example, when a crow crows in front of a person's house, the resident is expected ...CMDNMCSMHit wicket: a batsman is out hit wicket if he dislodges one or both bails with his bat, person, clothing or equipment in the act of receiving a ball, or in setting off for a run having just received a ball.
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Fig. 7. Examples of the cross-modal retrieval results on XMediaNet dataset by our proposed MCSM approach as well as compared method CMDN [13]. In
these examples, the correct retrieval results are with green borders, and the wrong results are with red borders.numbers of iteration 1040 0.5 1 1.5 2 2.5 3 3.5 4loss 05101520253035404550
Fig. 8. Convergence experiments of our proposed MCSM approach conducted
on the large-scale XMediaNet dataset, which show the curves of downtrend
on the loss value.
between different semantic spaces for cross-modal retrieval.
F. Convergence and Parameter Analysis
First, we conduct convergence experiments on the relatively
large-scale XMediaNet dataset. The curve of downtrend on
the loss value is shown in Figure 8. We can observe that
our proposed approach converges within 15K iterations on the
XMediaNet dataset with relatively large scale, which shows its
efficiency in training stage. Then, we also conduct parameter
experiments on the effect of key parameters, including learning
rate and margin parameters α and β in equations (12), (13),
(18) and (19), which are implemented on all the 3 datasets.
For the learning rate, we range the value from 1e-2 to 1e-5,
and the results are shown in Figure 9, from which we can see
that our proposed approach achieves the best accuracy at the
learning rate of 1e-4 on all the 3 datasets, and the accuracy
becomes lower at a higher learning rate. Then, for the margin
parameter, it should be noted that we set the margin parameters
α and β with the same value in all loss functions during
each experiment. The value is ranged from 0.1 to 0.9. The
results are shown in Figure 10, from which we can see that
the accuracies are not sensitive to the margin parameters.
G. Baseline Comparisons
In this part, we conduct two baseline experiments as follows,
to verify the separate contribution of each component in
our proposed MCSM approach. Tables IV and V show the
accuracy of our proposed MCSM approach as well as the
baseline approaches on the following two aspects.
1) Performance of each semantic space: As shown in Table
IV, MCSM-image means to perform cross-modal retrieval only
by the cross-modal similarity simi in equation (10) generated
from image semantic space, while MCSM-text means to use
the cross-modal similarity simt only in equation (16) from text
IEEE TRANSACTIONS ON IMAGE PROCESSING 11Learning Rate1e-2 1e-3 1e-4 1e-5Average MAP 0.30.320.340.360.380.40.420.440.460.480.5
(a) Wikipedia dataset
Learning Rate1e-2 1e-3 1e-4 1e-5Average MAP 0.30.350.40.450.50.550.60.65
(b) Pascal Sentence dataset
Learning Rate1e-2 1e-3 1e-4 1e-5Average MAP 00.10.20.30.40.50.6
(c) XMediaNet dataset
Fig. 9. Experiments on the influence of the learning rate, on Wikipedia, Pascal Sentence and XMediaNet datasets. It should be noted that we report the
average MAP score of Image→Text and Text→Image tasks.Margin0.1 0.3 0.5 0.7 0.9Average MAP 0.30.320.340.360.380.40.420.440.460.480.5
(a) Wikipedia dataset
Margin0.1 0.3 0.5 0.7 0.9Average MAP 0.30.350.40.450.50.550.60.65
(b) Pascal Sentence dataset
Margin0.1 0.3 0.5 0.7 0.9Average MAP 0.30.350.40.450.50.550.6
(c) XMediaNet dataset
Fig. 10. Experiments on the influence of the margin parameters, on Wikipedia, Pascal Sentence and XMediaNet datasets. It should be noted that we report
the average MAP score of Image→Text and Text→Image tasks.
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Fig. 11. The respective result of each category on our proposed approach, in Wikipedia dataset and Pascal Sentence dataset. We can see that MCSM-text
performs better than MCSM-image in most categories of Wikipedia dataset because of the high-level semantic information in text description. While MCSM-
image outperforms MCSM-text in Pascal Sentence dataset, because of more useful information in image than only 5 sentences annotated on it. Besides,
MCSM achieves the best accuracy in final average results, which indicates the complementarity between two semantic spaces.
semantic space. We can observe that MCSM-text has better
accuracy than MCSM-image on Wikipedia dataset, while on
Pascal Sentence dataset and XMediaNet dataset, MCSM-
image outperforms MCSM-text in the average MAP score.
This is because of the imbalanced and complementary
relationships between different modalities that contain unequal
amount of information. The respective result of each category
is reported in Figure 11, taking Wikipedia and Pascal Sen-
tence datasets as examples. Specifically, in Wikipedia dataset,
the categories mostly lie in high-level semantics, such as
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TABLE IV
BASELINE EXPERIMENTS ON PERFORMANCE OF EACH SEMANTIC SPACE, WHERE MCSM-IMAGE MEANS TO RETRIEVE ONLY WITH THE
CROSS-MODAL SIMILARITY GENERATED FROM IMAGE SEMANTIC SPACE, WHILE MCSM-TEXT MEANS TO ONLY USE THE CROSS-MODAL SIMILARITY
FROM TEXT SEMANTIC SPACE TO RETRIEVE.
Dataset Method MAP scoresImage→Text Text→Image Average
Wikipedia dataset
Our MCSM Approach 0.516 0.458 0.487
MCSM-image 0.448 0.423 0.436
MCSM-text 0.498 0.438 0.468
Pascal Sentence
dataset
Our MCSM Approach 0.598 0.598 0.598
MCSM-image 0.559 0.541 0.550
MCSM-text 0.500 0.478 0.489
XMediaNet dataset
Our MCSM Approach 0.540 0.550 0.545
MCSM-image 0.453 0.455 0.454
MCSM-text 0.447 0.417 0.432
TABLE V
BASELINE EXPERIMENTS ON PERFORMANCE OF ADAPTIVE FUSION ON DIFFERENT SEMANTIC SPACES, WHERE MCSM-LF MEANS TO ADOPT THE
CROSS-MODAL SIMILARITY CALCULATED BY LATE FUSION.
Dataset Method MAP scoresImage→Text Text→Image Average
Wikipedia dataset Our MCSM Approach 0.516 0.458 0.487MCSM-LF 0.496 0.459 0.478
Pascal Sentence
dataset
Our MCSM Approach 0.598 0.598 0.598
MCSM-LF 0.595 0.578 0.587
XMediaNet dataset Our MCSM Approach 0.540 0.550 0.545MCSM-LF 0.531 0.518 0.525
history or literature, where the textual description contains
more background information that cannot be presented by
its corresponding image. As for the other two datasets, their
categories mostly are specific objects, including animal such
as elephant, or artifact such as airplane. Their corresponding
textual descriptions are relatively simple, such as only 5
sentences to describe each image in Pascal Sentence dataset.
Under this situation, the visual description contains more use-
ful information than its corresponding text, which leads to the
higher accuracy of MCSM-image. Besides, the final accuracy
of MCSM stably outperforms MCSM-image and MCSM-text,
which indicates that there exists reasonable complementarity
between the two semantic spaces. Thus, from the above results,
the motivation of this paper is fully verified.
2) Performance of adaptive fusion on different semantic
spaces: We also present the baseline experiments to verify the
effectiveness of adaptive fusion on different semantic spaces.
We compare our proposed adaptive fusion strategy with late
fusion (MCSM-LF), which means to directly average the
two kinds of cross-modal similarities generated from different
semantic spaces by the following equation.
simlf (ip, tp) =
1
2
(simi(ip, tp) + simt(ip, tp)). (24)
The results on 3 datasets are shown in Table V, where
MCSM-LF means the accuracy calculated by late fusion. We
can observe that adaptive fusion can further exploit the rich
complementary information between the two semantic spaces
to boost the accuracy of cross-modal retrieval.
From the above baseline results, the separate contribu-
tion of each component in our proposed MCSM approach
can be verified. First, the imbalanced and complementary
relationships between different modalities are fully exploited
in different semantic spaces. Second, the complementarity
between different semantic spaces is fully captured by the
adaptive fusion.
V. CONCLUSION
In this paper, we have proposed a modality-specific cross-
modal similarity measurement approach to construct indepen-
dent semantic spaces for different modalities. First, recurrent
attention network with attention based joint embedding loss
is adopted to fully model the modality-specific characteristics
within each modality, and utilize the imbalanced and com-
plementary relationships between different modalities during
correlation learning. Second, the end-to-end frameworks are
implemented in different semantic spaces to directly generate
the cross-modality similarity, integrating both common repre-
sentation learning and distance metric learning to benefit each
other. Third, the adaptive fusion is adopted to explore the com-
plementarity between different semantic space. Experiments
on 3 cross-modal datasets, including widely-used Wikipedia
and Pascal Sentence datasets as well as our constructed
large-scale XMediaNet dataset, verify the effectiveness of our
proposed approach compared with 9 state-of-the-art methods.
As for the future work, we attempt to extend the current
framework to other modalities such as video, audio and so on,
for exploring the imbalanced and complementary relationships
across the data of multiple modalities. Besides, we attempt to
transfer knowledge from external knowledge base to further
boost the performance of cross-modal retrieval.
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