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ABSTRACT
In order to provide more than an intuitive approach to
decision making when faced with complex multivariable pro-
duction processes such as those encountered in shipyards, a
methodology for the analysis of such processes is sought.
It is obvious from the literature survey that 1) severe-
ly restrictive assumptions underlie all purely theoretical
approaches, thus the precise results obtained by theoretical
methods are solutions to problems that barely resemble the
real world situations under consideration; 2) the applica-
tion of mathematical optimization techniques is restricted
due to the combinatorial nature of shipyard production proc-
esses which results in computational infeasibility for
relatively small scale systems; 3) computer simulations of
queueing models offer the greatest potential to the decision
maker since they possess the ability to describe the inter-
action of stochastically determined processes, while resort-
ing only to the use of relatively uncomplicated building
block modules.
Basic building block modules demonstrating real world
characteristics such as throughput transport, buffer storage,
and stochastic service times for both single and multi-
channel queues are developed. These rather general building
blocks are then modified as necessary and combined to de-
scribe a "typical" variable throughput multistaged produc-
tion process. The resulting computer program, its restric-
tions and potential uses are noted and recommendations for
additional research are made.
Thesis Supervisor; Ernst G. Frankel
Title: Professor of Marine Engineering
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In recent years a large amount of investment has been
put into improving ship production and shipbuilding in the
world. Despite these investments, major funding for ship-
building research, mathematical modeling, logical design of
operations, systems design and system integration, to date,
has not been allocated. Although some effort has been
devoted to the integration of equipment, plant layout and
economic analysis, a review of some of the recent invest-
ments in ship production processes reveals that a majority
of the decisions regarding these expenditures was made
rather piecemeal, relying heavily on intuition.
Perhaps a reason that there has been a lack of effort
in shipyard production research stems from the very nature
of the shipyard production processes themselves. The
variety of products (v/hich includes ships, submersibles , and
ocean platforms, to name the major items) requires that the
various processes possess a wide range of production tech-
nology in order to be able to respond to the "custom"
orders which they receive. Furthermore, the individual
processes experience extremely varying demands which often
result in seriously intermittent production flow in various
process sequences. Generally the convenience of production
lines, that is, a rigidly sequential process flow shop,

does not exist. The varied nature of the throughputs for
a given facility, or even for a given machine, are such
that one immediately finds himself wrestling with numerous
variables, and a seemingly endless number of production
alternatives. The problem then appears to be so complex
at even the lowest level of consideration, that one is
tempted to make the "necessary" simplifying assumptions,
rely on easy-to-grasp descriptions such as average service
time or maximum rated throughput, and then allow himself to
be guided by his intuition based upon personal production
experience.
The complex production processes referred to result in
what is generally called the job shop. The job shop does
not produce for inventory, but instead holds in readiness a
flexible producing system that has as its most important
asset its flexible production and/or assembly capability
(which includes a broad range of labor skills and a sizable
capital investment in machinery) . Because of the flexibil-
ity required by the demands of the individual products, the
internal complications of job shop systems are much greater
than for any other production systems.
There are six major problem areas associated with the
job shop systems. These are:
1) Design and layout of the facility;
2) Forecasting of demand;
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3) Aggregate planning for the use of the facilities;
4) Scheduling and control of orders, labor and equipment;
5) Procurement of materials; and
6) Establishing a bidding policy to achieve a balance
between the use of labor and the facilities on hand.
In order to analyze in detail the job shop system
characteristics of shipyards, it would be necessary to con-
sider the entire system in light of the six problem areas,
taking into account their interaction. Such a task is quite
formidable, if not perhaps impossible. Employing a stan-
dard, and logical tactic, though, one might consider the
problems as being separable and thus obtain at least a
first cut on the job shop system.
This thesis will be devoted to the study of just one
of the problem areas previously mentioned, that of schedul-
ing and control of the equipment and throughput in a job
shop. The scheduling of job shop processes is generally
regarded as one of the most complex and difficult of indus-
trial scheduling problems. The complexity stems from the
fact that each order may require a processing sequence that
is different from the others so that both the scheduling
and control functions of the job shop must be capable of
dealing with tremendous variations of sequences, processing
requirements, number of operations, etc. In order to avoid
'some of the complexity associated with job shops, this
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thesis will focus on the analysis of existing facilities,
wherein the location of equipment and the sequence of the
throughput are somewhat more restricted than they would
normally be in the design of a new facility.
To make the analysis of the job shop problem somewhat
more realistic and tractable, as well as to demonstrate the
methodology developed, the steel processing facilities of a
shipyard were selected as the basis for the analysis and
resulting mathematical model. It appears reasonable to
select the steel processing facilities, for in doing so,
one is able to consider a fairly "typical" production
process. The "typical" nature of the steel processing
facilities demonstrates the following characteristics:
1) the throughput is variable in that more than one type of
throughput flows through the system; 2) the service times
of some processes are independent of throughput, whereas
others are a function of the throughput; 3) the service
time distributions range from deterministic for some
processes to completely random (with the associated mean
and variance) for other processes; 4) limited storage may
exist between facilities; 5) finite amounts of time are re-
quired to transit distances between facilities; 6) sequenc-
ing alternatives may exist at some facilities, whereas fixed
sequences are required elsewhere; and 7) the throughput and
processes may be able to be controlled at various locations.
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The steel processing facilities will be understood
to encompass the steel storage areas within the shipyard
and all the processing equipment up to and including those
just prior to the subassembly and assembly areas. The most
general breakdown of the steel processing facilities is












Upon closer inspection, however, one finds that the
three major processes are actually comprised of groups of
activities which require the use of a variety of resources.
This is indicated in Table 1. The individual activities can
further be considered to be the elements of subnetworks
which describe the processes. An example of the network
structure of the preprocessing function is indicated in
Figure 2. (Of course, not every element of this process
would be present in an actual shipyard, but in the design
of a new facility, one would certainly be compelled to con-
sider all the activities indicated.)
The flow in these subnetworks is rather complex in
that the throughput may or may not pass through all the
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part of the overall problem, however," as the real life
parameters that describe the system do not conform to the
most convenient mathematical forms, such as the exponen-
tial. For example, some activities might be described as
having a uniform distribution of service time, such as the
coating activity, whereas other activities have service
times that are a function of the throughput itself, such as
may be the case with the leveler. The existence of convey-
ors of finite lengths and speeds results in an added diffi-
culty which is normally neglected in most queuing models.
The attempt to describe the throughput rate of such a com-
bination of activities rapidly becomes a formidable task
indeed and to further consider the control of the throughput
of such a system rapidly leads one to the brink of knowledge
with respect to the analysis of such a system.
B. Objective
In order to overcome the apparent stigma caused by the
existence of job shop problems, and in hope of offering some
viable and acceptable alternative to the decision-maker who
is perhaps relying too heavily on intuition, the objective
of this thesis will be to reveal or develop a methodology
for the analysis of variable throughput production processes.
A great deal of importance will be placed upon a meth-
odology that is acceptable to the decision-maker. For if
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it should come to pass that the methodology can accu-
rately describe a job shop system and even indicate optimal
control procedures, the methodology will be virtually
worthless if the decision-maker refuses to use it. With
the goal of acceptance by management in' mind, the following
set of criteria might be considered the minimum to be met
by any methodology that is to have even a chance of survi-
val in the real world, and hence application to job shop
problems
.
The methodology must be understandable by management,
and rely on an orderly and logical pursuit of the problem
at hand. The methodology must be capable of realistically
describing the processes and throughputs of the job shop,
without resorting to simplifying assumptions that reduce
the problem to one of little practical value. In particular,
the actual time distributions, finite storage capacities,
throughputs, etc., must be accurately described. A premium
will be placed on the approximate answer to a real world
problem as compared to the exact answer to a hypothetical
problem. Finally, the methodology must be capable of being
applied to production processes in such a way that the time
and effort invested in the analysis is consistent with the
expected benefits of such a study.
In the pursuit of the stated objective, a methodology




the following format is followed:
1) A literature search indicating the methods of
analysis employed to date for the study of the
"scheduling and control aspects of the job shop
»
problem.
2) An evaluation of the methods of analysis employed
in 1) above.
3) Proposal and development of a methodology that
conforms to the desired criteria for such a
methodology
.




II. SURVEY OF LITERATURE
It appears that to date job shop research has centered
about three basic techniques: linear programming , dynamic
»
programming, and queueing theory. Linear and dynamic pro-
gramming have been applied mainly to the problems of pure
scheduling (or sequencing) . When the job shop is viewed as
a network of queues, however, more flexibility arises in the
analysis of scheduling problems, yielding information that
is potentially valuable from a control point of view. Very
little appears to have been done in the area of control
theory with respect to the analysis of variable throughput
production processes-. It appears, as will be indicated, that
all the above techniques have been employed under restric-
tions that are rather severe when one considers the reali-
ties of typical shipyard processes.
A. Linear Programming
The general job-shop problem can be stated as follows:
Suppose there are m machines of different types, m, , m„...m
and n jobs j,, j „ . . . j , each job requiring the use of a
subset of the machines in some ordered sequence. A sequence
may include return to some machine or machines in the
sequence. In addition, it is also possible to have several
alternative sequences for the same job. The problem gen-
erally considered is one in which it is desired to determine
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how to schedule the jobs on the machines so as to finish
all the jobs in the smallest lapsed time. Other optimality
criteria, however, may be used instead.
One begins by assuming that a period of time can be
i
chosen sufficiently small such that all processing times on
the various machines may be represented as an integer-
multiple of this "small" time period. Next, a network repre-
sentation is constructed to represent the different ways a
particular job may be processed on the machines, one network
for each different job. A route through a given network
represents a feasible solution in the completion of a par-
ticular job. Each route would, of course, represent a
column in the simple tableau, but rather than explicitly
generating all the possible routes, advantage is taken of
shortest route algorithms. Dantzig [14] demonstrated that
the methods first developed by Ford and Fulkerson for multi-
commodity transshipment problems were appropriate for the
solution of job-shop problems. Here machine sequencing with
delays is represented by a network, thus permitting a
compact representation of many activities. Further, the
shortest route algorithms permit the solution of such prob-
lems with relatively little computational effort, thus this
approach is very efficient.
The linear programming model employed may be illustrated





m, then m„ for j .,
m
2
then m_ for j-
where only one unit of time is required on each machine for
each job. There are six possible ways to sequence each of
the jobs in the four periods or less required to complete
both jobs. The tableau for this problem is illustrated in
Figure 3.
The first six columns represent the possible ways to
sequence the first job, and the remaining columns represent
the possible ways to sequence the second job. If in the
solution to the linear program, x. = 1 or 0, it is inter-
preted that the particular sequence is or is not chosen.
Assuming an integer solution, the first pair of constraints
indicate that only one sequence will.be chosen. The initial
objective is to minimize machine use in the fourth period,
then the third period and so on. This procedure corresponds
to the shortest path route.
The weakness with this particular linear programming
model is that fractional basic variables may be obtained,
which might call for a half of a job being performed on one
machine, and a half of a job being performed on some other
machine. If such a subdivision is possible, then the solu-
tion is optimal. However, if such a solution is not pos-
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integer programming, which provide the possibility of
computational nightmares. It has been recommended though
[14] that in practical problems, where fractional solutions
cannot be admitted, that a rounding procedure be used. If
the time completion is not much greater 'than for the frac-
tional solution, it can be accepted in place of the true
optimal which lies between the two completion times. It is
not clear, however, what policy should be followed in cases
of large numbers of jobs
.
B. Dynamic Programming
The use of dynamic programming in the analysis of job-
shop problems is similar to the application of linear, pro-
gramming in that it is restricted in use to the analysis of
the pure scheduling problem. The problem to be solved is
that of scheduling n jobs each requiring a number of sequen-
tial operations on m machines in a minimum amount of time.
As a result of the inherent computational difficulty asso-
ciated with problems of this sort, practical means exist
only for handling situations in which the number of machines
is quite small, i.e., two or sometimes three.
In his application of dynamic programming to the job-
shop problem, Devanney demonstrated [6] that a solution to
the n job, m machine problem is computationally feasible for
cases up to about m + n equal to 10 . A significant restric-
tion is placed upon the model: that is, the subsets of
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schedules to be considered are those in which only the
sequence in which only the sequence in which each job is
assigned to the first machine is a variable. The down-
stream queues are served on a first-come, first-served
basis, and no interchange of positions in downstream queues
is allowed.
Since a schedule of this type is determined by the
order in which each job is assigned to its first machine, it
is often called a permutation schedule.
The stage variable for the dynamic program is called k,
the number of jobs already scheduled. The state of the sys-
tem for a permutation schedule is described by two vectors,
C and T. C represents the jobs that remain to be scheduled
at stage k, and is normally described as a vector of the
indices of the jobs not yet scheduled. The number of values
that C can take on is 1 at k=0 and at k=n, and a maximum of
n
P-/2) occur at k = n/2 . The vector T is represented by a
set of times t. j=l,...m where t. is the time that the j
3 J
machine will become available, given the decisions already
made. W, (C,T) is next defined to be the minimum time to
completion of the last job given that the jobs not in C have
already been scheduled, and that the machines are committed
until the times indicated by T.
For k=n, no more jobs remain to be scheduled. C is
empty, and the minimum time to completion of the jobs is the
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maximum of the t. £ T. Hence, the boundary condition at
k=n is:
W ($,T) = max (t,...t ) for all possible T
n 1 m c





J3 il ...J ir ..J iL \
where I - 1, 2, ... L. , and j . „ is the index of the machine
required for the Z operation of job i. In other words
,
{j..} describes the sequence of operations of job i. The
fact that £ <_ m indicates that all jobs need not go through
all the machines.
(2) P. . =
ID
where p. . is the processing time for the i job on the j






k+ 1 (C-{i» , T^
< k < n-1
where T! is related to T as demonstrated in the following
l
three-machine example.
In the three-machine case there are six possible se-
quences of operation for job i (six possible values of the
vector J = {j.-,, j • , j.J) . Suppose now that J. = {3,1,2}J il J i2 J i3 l







t ) , the third machine will be committed until
T^ = t^ + P^^ at which time the job will become' available
for the first machine. Hence. T* = max (t^ + P. n , t, + P..)1 3 il' 1 il'
the latter case holding if the first machine is still
occupied when the job is ready for this 'operation. Simi-
larly, T^ = max (t| + Pi2 , t 2 + P- 2 ).
The procedure then is to calculate W as indicated
n
above by the recursion equation until k = 0. The optimal
schedule can be extracted from the optimal table in the con-
ventional dynamic programming manner.
The computational feasibility of any dynamic program
depends critically on the size of the state space. As men-
_
n
tioned previously, C takes on a maximum of (n/2) value at
k = n/2. Values of this binomial coefficient range between
20 for n = 6 to 252 for n = 10 and 924 for n = 12. Thus, if
the number of values which the individual t. can take on at
D
stage k to, say ten, then a n = 10, m = 3 size problem could
be done on a machine containing 500k words of primary
memory [16 ]
.
If one considers the subproblem of n/m job shop termed
the flow-shop problem, that is, the case where all jobs fol-
low the same sequence, a simplification results in the
problem formulation. The state space no longer requires the
variables T, since the order of the jobs to be performed on
the remaining jobs, C, to be scheduled is fixed. As a.
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result, the dimensionality of the problem is reduced by
one, and since the n = 10 , m = 3 problem could be solved
before, the n = 10 , m = 4 flow-shop problem can now be
solved. Further, the state spaces on the remaining T.'s
become triangular, with an attendant decrease in memory
requirements. As a result of the savings of a great deal of
memory space, problems on the order of n = 16 or 18 and
m = 3 can be solved. Thus, it is the opinion of some [16]
that the dynamic programming approach might be a worthy com-
petitor to the branch and bound algorithm for the m = 3
flow-shop problem.
It is noted that various algorithms exist that have
been based on dynamic programming formulations in order to
deal with some rather simple n/m=3 flow-shop problems, but
they are of little value in the study of large job-shop
problems
.
C. Contro l Theory
In the process of searching for an effective method of
analysis for variable throughput production processes, one
tends to become rather optimistic upon finding the following
statement by Greene in his book Production Control Systems
and Decisions [22]
:
"One of the most important and useful analogies for the
industrial system designer is the servo system. The
servo system is a control system with two features

25.
amplification and feedback . . . Typical of the produc-
tion system to be controlled is one which possesses the
production control functions of routing, scheduling,
dispatching and expediting interacting with the manu-
facturing facilities. (Such a system is illustrated
in Figure 4.) ... [Through the application of control
theory] one is able to achieve the objective of pro-
duction control; the coordination of the production












After reading Greene's comments, and the remainder of
his book which tends to give the impression that the applica-
tion of control theory is the panacea for all production con-
trol problems ranging from public relations to computer
applications, one is obliged to investigate, in greater
detail, the field of control theory. Initially one is
encouraged, as the preliminary presentations regarding con-
trol systems seem to indicate a capability of handling
almost any system for which one might be able to describe
the input and transfer functions. For example, Newcomb [39]




A system may be defined by:
U a vector that describes the inputs of a system comprised
of elements u., , u~, . . . , u1 2 m
S A vector that is comprised of the parameters
(s.. , s„, ..., s ) necessary to describe the initial
conditions of the system.
T a transfer function which transforms the inputs, based
on the initial conditions of the system, into a set of
outputs
Y a vector that describes the output of a system comprised
of elements y.,
, y„ , . . . , y
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Generalized Control System
Figure 5
In pursuit of the problem one finds what might be the
last accommodating feature of control systems, the descrip-
tion of time as a continuous variable. Unfortunately,
though, in the application of control theory to even the
most basic of problems it is imperative that simplifying
assumptions be made in order to keep the problem computa-
tionally feasible. Further, when dealing with complex
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production problems, such as those characteristic of
shipyards, the simplifying assumptions result in a gross
departure from the actual system under study. Thus the
value of such methods of analysis for the job-shop problem
is somewhat questionable.
Of course control theory can be applied to many com-
plex real world problems, such as demonstrated by Beusch [4]
in the study of the dynamic behavior and control of communi-
cations networks, but the reason for success in such
application is that the necessary simplifications are not
inconsistent with the system under study.
D. Queueing Models
1 . Queueing Theory
The recognition that the job shop could be represented
as a system or network of queues was most significant, for
it touched off a great deal of research in the analysis of
job shop problems. Unfortunately, though, a clear-cut and
purely analytical method could not be adopted using what
might be called classical queueing theory. It appears that
the restrictions placed upon even the most general of the
theoretical queueing models, such as those of Satty [46]
and Prabhu [40] , result in descriptions of systems that are
rather far removed from the realities that exist in actual
job shop situations. When one desires to venture beyond
Poisson arrivals and service times, to situations that more
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accurately describe these phenomena, such as processes with
time distributions of a given mean and variance, 'or if one
-
desires to investigate queues. that cannot be modeled merely
by use of the Markov models, the theoretical approach
becomes totally unmanageable.
Through the methods of computer simulation, though, it
becomes possible to conduct large scale evaluations of
queueing models, taking into account factors that previously
had to be assumed away. The early research pointed up the
queue discipline as being an important variable which could
be manipulated in sequencing models [5] ; thus research
beyond the first-come, first-served queue disciplines was
initiated. Additionally, the constraints imposed on the job
shops as a result of the system being machine limited or
labor limited were incorporated into the queueing models.
2 . Simulation of Queueing Models
The analysis of job shop systems is normally undertaken
subject to a constraint either on machines or on labor. When
the constraint is placed upon the total number of machines,
it is assumed that labor is always available. Conversely,
when labor is considered the critical resource, it is
assumed that there is always an adequate supply of machines;
hence, the labor-limited system.
It is interesting to note that the first comprehensive
simulations conducted in the analysis of job shop systems
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were conducted, taking into account the resources of both
machines and labor, but that no assumptions were placed on
arrival rates. Of the subsequent studies, however, it
appears that most of the work by Baker and Dzielinski [2] in
I960, Conway and Maxwell [12] in 1962, Nannot [5] in 1963,
and Carroll [7] in 1965 has been in the context of machine-
limited shops involving assumptions of Poisson arrival rates
and exponential service times . Dual resources of labor and
machines appeared again with studies by Allen [1] and Nelson
[36]. Labor-limited systems have also received considera-
tion by Rowe [44], Allen [1], and Le Grande [29]. Finally,
Harris [23] conducted an extensive investigation of an
actual plant in order to examine the assumptions involved
in the majority of the queueing models to that date.
It would be impossible to consider here all the simula-
tion studies that have taken place. Rather, the approach
will be to consider in a general way the results of the
machine-limited and labor-limited systems, in addition to
noting the major conclusions of the Harris study regarding
queueing model assumptions.
The study of the machine-limited job shop revolved
about the examination of various queueing disciplines in
order to achieve some objective. The objective was fre-
quently taken as minimizing the time required to finish all
jobs, minimizing the average delay of completion beyond a
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certain time, or minimizing the maximum delay in job
completion. There are basically two methods of classifying
the dispatching rules (queueing disciplines) . One is based
on an horizon, and is termed a "local rule" as it determines
priority entirely on the basis of the characteristics of the
order in question, for example, its processing time or due
date. The second method of classification is a static rule,
as opposed to the dynamic rule already discussed. In static
rules, the relative priorities remain the same once assigned
For example, first-come, first-served is static in that the
priority of a job will always remain the same upon arrival
at any queue. Its relative position with respect to its
completion time, or the slack remaining in its schedule
does not affect its priority.
Most studies of the machine-limited system involved
two or more job shop structures and the testing of various
dispatching rules. Typical job shop structures are identi-
fied by the number of work centers, the degree of loading
(high, medium, or low) and a statement indicating whether
the shop is a pure job shop, quasi-flow shop, or a pure
flow shop. The more commonly considered dispatching rules
are indicated in Table 2.
Typical explicit assumptions for machine-limited
systems might include: the arrivals at a machine are
Poisson-distributed and the service times are negative
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exponentials; the number of queues for each machine is
limited; lot splitting is not allowed; transportation times
between machine centers is zero; no subcontracting or over-
time is allowed; machine breakdowns, scrap, and other inter-
ruptions are not allowed; setup time is considered to be
part of the processing time for each operation, etc.
Table 2
Queueing Disciplines
(1) FCFS - First come, first served
(2) SOT - Shortest operating time
(3) SS - Static slack, that is, due date
less time of arrival at machine
center
(4) SS/PT - Static slack/remaining processing
time
(5) SS/RO - Static slack/remaining number of
operations
(6) FISFS - Due date system; first in system,
first served
(7) LCFS - Last come, first served
(8) DS - Dynamic slack (time remaining to
due date less remaining expected
flow time)
(9) (DS/PT) .- Dynamic slack/remaining processing
time
(10) (DS/RO) - Dynamic slack/remaining operations
A typical result of such a study would be the mean flow











































rules for the various shop structures. Figures 6 and 7
show the results of the simulation conducted by Nannot [5]
.
It can be stated that these results are generally those
achieved by other investigators in that it was found that
the shortest operating time, SOT, rule consistently has the
lowest mean flow times, and that the standard deviations of
the FCFS and FISFS rules are in general lower than for
other rules. In addition, systems are often investigated by
the analysis of the variance of the mean flow time, which
then becomes the measure of effectiveness for the system.
Finally, the results of the various investigators showed
rather dramatically that the differences due to the use of
different priority dispatching rules was highly significant,
but that the differences due to system configuration, shop
size and differences in routing, for example, were very much
less significant.
Turning our attention now to the labor-limited job shop
systems, one finds that in many instances this is the more
appropriate model of "reality". It is quite usual that not
all machines are manned simultaneously, labor being used as
a flexible resource assigned to operate different machines
at different times, depending upon the needs of different
orders
.
In addition to the priority dispatch rules, a labor-
limited system raises other questions regarding the
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functioning of the job shop. For example: "What are
effective assignment procedures and how do these procedures
interact with sequencing rules? What are the effects of
various degrees of centralized control?"
As a result of the additional questions posed by the
labor-limited systems/ it is necessary to consider a larger
set of design and control parameters than was necessary for
the machine-limited system. The design parameters now
include, in addition to the number of machines and machine
centers in the system, items such as the number of laborers
in the work force and the relative efficiency of a laborer
on a given machine. The control parameters now include, in
addition to the queue discipline, the degree of centralized
labor assignment control exercised at a particular machine
center, and the machine center selection procedure used in
central control.
Again, the majority of the labor-limited systems have
assumptions regarding the Poisson arrival and exponential
service rates, with variations in systems from pure job
shops to pure flow shops [1] , [7] , [12] , [29] .
The results of the labor-limited systems are, in
general, consistent with the results one might expect when
considering the machine center selection procedure, and
changes in the shop size seem to have little effect on the
performance of the systems with respect to the mean and
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variance of the flow time. Changes iri queue discipline
again showed substantial effects. (It is noted/ though,
that Nelson [37] obtained results for the mean and variance
of flow that were quite opposite to those generally obtained
by the machine-limited systems.) Finally, it was discovered
that changes in the labor force resulted in the most signif-
icant effect on the mean and variance of the flow. For the
most effective queue disciplines, that is, FISFS , FCFS , and
SOT, it was found that increasing the manning level by 25%
resulted in large increases in both the mean and variance
of the flow [37]
.
In the case of all the machine-limited studies con-
sidered above, and in most of the labor-limited studies, the
job shop was idealized in structure to fit the assumptions
of exponential interarrival times and exponential service
rates. That is, each of the models was assumed to fit the
Erlang family of mathematical models. Harris [23] performed
an empirical study aimed at three specific questions:
1) How well do the Erlang structural assumptions fit the
work center? 2) How well do the Erlang model parameters fit
the work center? And 3) How well does the Erlang model pre-
dict the observed behavior?
Harris found that much of the general structure
paralleled that of a network of queues, but that some of the
implications of actual practice did not fit assumptions.
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For example, it was difficult to translate service time
to a service rate because of the interruption of service
and the rapidly fluctuating capacity of the machine center.
Queues did, in fact, form in front of most of the machine
centers, but the reasons for queueing were more complex
than just waiting for service. That is, some jobs may have
been waiting for the service to "open" for business, or to
satisfy other management requirements. Harris* conclusion
was that the general Erlang model did not fit the work
center very well.
Harris also performed an analysis of the observations
classed by machine centers to determine if the arrival and
service rates corresponded to a Poisson process . Based on
an analysis of mean arrival rates, standard deviations of
arrival rates and chi-squared fit tests, the conclusions
reached were: a) the observed distribution of arrivals
shows wide variance in the arrival rate, variability, and
general shape of the distribution; b) the Poisson type dis-
tribution is not sufficient to explain or fit all the
observed distributions. With regard to the negative expon-
ential distribution of service times, Harris came to similar
conclusions
.
Harris also noted that the observed waiting times and
queue lengths are longer than predicted by the Erlang model.
The observed standard deviations are different from those
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predicted by the Erlang model, the queue length variation
being less and the variation in waiting time being longer.
His final observation was that parametric changes in the
Erlang model do not appear to be able to generate a single
i
distribution which can predict all the distributions.
E. Evaluation of Previous Methods
Although each of the techniques discussed thus far
appears to have merit when applied to rather restricted
cases, none seems to be able to fulfill the minimum criteria
for acceptance by the decision-maker confronted with a com-
plex job shop problem. (See "Objective") Perhaps the most
significant shortcoming that all these techniques have in
common is that they have all made rather severe simplifying
assumptions concerning service time distributions and the
actual physical properties of the systems under study, i.e.,
finite buffer storage and transit distances, etc.
Linear programming and dynamic programming are appar-
ently satisfactory for application to the pure scheduling
aspects of the job shop problem provided 1) the number of
jobs and machines is quite small, 2) the problem can be
described adequately by purely deterministic processes, and
3) the queueing discipline is first-come, first-served.
Both these techniques, however , share deficiencies that
render them computationally unfeasible for the solution of
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the "typical" variable throughput production problem
already mentioned. Namely , these techniques cannot cope
with the complexity of stochastic arrival and service times,
the large problems that involve many processes, nor do they
provide information that is adequate for the control of the
job shop processes.
Control theory seems to be severely limited for the
analysis of variable throughput production processes due to
the linearity assumptions that must be placed on the trans-
fer functions (i.e., the description of the process service
time distributions) in order to maintain computational feas-
ibility. If it is desired to describe the processes more
accurately and adopt non-linear transfer functions, computer
simulation techniques are then required. Further, the con-
sideration of physical system constraints such as finite
capacity storage areas introduces such a degree of complex-
ity that other methods of analysis are found to be less
cumbersome and less time-consuming. It appears also that
the application of control theory to the type of problem
under consideration might prove less appealing and not as
acceptable to a decision-maker if other methods of analysis
are available.
Clearly, the only way in which queueing models can be
effectively employed in the analysis of job shop problems is
by means of computer simulation. The success of the
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hueristic approaches to actual production processes has
been demonstrated by the investigators already cited # in
both the machine-limited and labor-limited situations.
Large n/m job shop studies have proven effective; there
exists the flexibility to examine numerous queueing disci-
plines, and a variety of stochastically and deterministic-
ally described systems have been studied. Although none of
the investigations considered the physical constraints
associated with production systems, nor systems that were
described by totally stochastic methods, the capability to
do so is evident. Finally, it appears that even with some
simplifying assumptions, the simulation of job shop
processes by the use of queueing models is a method accept-




III. TOWARDS A METHODOLOGY
A. Rationale for Simulation of Queueing Model
After considering the research already conducted it
>
appears that only one of the techniques is capable of
handling complex throughput production processes in a com-
putationally feasible manner, while at the same time meeting
the criteria of management acceptance. Thus the pursuit of
a methodology for the analysis of the production processes
of concern here will be based upon the simulation of queue-
ing models
.
It is interesting to note that even prior to the advent
of the mentioned research Feller [19] considered the tech-
nique of the simulation of queueing models to be justified
"in light of the capital involved in making facility deci-
sions regarding the operation and purchase of expensive
equipments". But Naylor's [35] justification for the use of
computer simulation seems to be especially apropos in this
case. He recommends simulation if the following three con-
ditions can be met: First that one should be relatively
certain that either an exact solution or a satisfactory
approximation to the problem can be obtained; second that
simulation offers the lowest cost computational procedures
to solve the problem; and third that the particular tech-
nique under consideration must lend itself to relatively
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easy interpretation by those who are likely to use the
results of the simulation study. -.•
To directly address Nay lor' s criteria for simulation,
which are certainly consistent with those stated in the
"Objectives", it is obvious that the first condition is met.
The literature has indicated the inability of purely
analytical methods to accurately describe complex production
processes. Only by the use of simulation can a variety of
stochastic processes subject to realistic constraints be
adequately described, and thus satisfactory problem solu-
tions expected. The fact that simulation is the only com-
putational procedure capable of dealing with the large
queueing models under consideration satisfies the second
condition. Finally, the apparent successes associated with
computer simulations of production facilities, and the
willingness of managers to. adopt procedures based on the
results of the simulations, indicate that such methods
appear to be relatively conducive to interpretation by those
personnel likely to use such results.
1 . Desirable Characteristics of Model
Before proceeding to the planning stage of the simula-
tion model, it is worthwhile to consider two particular fea-
tures that would be desirable in a model of this type, and
to mention the reasons for not using any of the simulation
languages that are already available.
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First to be considered is the desirability of devel-
oping a model that is composed of modular elements each of
which represent a particular process or machine. Thus it
might be a relatively straightforward process to model com-
plex systems by placing the modules in their appropriate
positions. A schematic of items to be included in a typical
module are indicated in Figure 8. Such a building block
must have the capability of realistically describing the
actual process by including such factors as the length and
speed of conveyors, the capacity of buffer storage areas,
the arrival time and service time distributions when appro-

















Module of a "Typical" Proces s
Figure 8
Normally, one undertakes the simulation of complex pro-
duction processes because of some desire to improve their
functioning. Once satisfied that the simulator is adequately
reproducing reality, one then experiments with the simula-
tion model in the hope of improving some characteristic of
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the system. For example , the most common improvement
sought is probably an increase in the throughput rate to the
maximum possible. Thus, by defining such an objective, a
desire to reach some optimality condition is implied.
This then leads to the next desirable feature of the
model being considered, the capability to incorporate math-
ematical optimization techniques. There are two primary
benefits of such a capability.
First, significant amounts of computational time might be
saved if one were able to employ such techniques in a large
simulation, in contrast to merely allowing the simulation
model to plod on through time, investigating all the pos-
sible outcomes of reality. Perhaps the simulation of
trivial or undesirable events can be reduced or even
eliminated altogether. At this time, though, there is no
unified body of optimization theory for waiting line models
[19], and in most applications the optimization technique is
applied ad hoc.
Of course, to undertake the task of developing a unified
body of optimization theory is beyond the scope of both this
thesis and this individual. However, an attempt will be
made to incorporate optimization techniques into the model
when possible. The use of mathematical programming could be
very valuable, for example, in the case where one is con-
sidering a series of production processes, among which is
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located a small job shop, and thus employ optimization
techniques to the sequencing of jobs in the job shop.
The second benefit of using optimization techniques is
that at least the objective functions of individual proc-
esses are optimized. It is not being implied that the
optimization of various associated processes will result in
the optimization of some of the processes, for this would
not generally be true. What is being implied, though, is
that the clever use of optimization techniques where prac-
ticable might more readily lead to sub optimal solutions of
production systems when compared with the pure simulation
of the same systems
.
2 . General vs . Problem Oriented Computer Languages
When contemplating the use of a digital computer for the
simulation of the queueing models necessary to describe
shipyard production processes, two options are generally
available. One can elect to use one of the existing problem
oriented languages, which are identified as simulation
languages, or one can elect to make use of a general purpose
language such as FORTRAN. The criteria for selection of one
method or the other normally is based upon economic consid-
erations such as: 1) availability of computer hardware; 2)
availability of programmers knowledgeable in particular com-
puter languages; 3) cost of programming per unit time; and
4) cost of computer time. In this case, though, these
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criteria do not result in a clear-cut choice; thus it is
necessary to consider in somewhat greater detail the alter-
natives of the two options.
Among the simulation languages available one finds
GPSS [21], SIMSCRIPT [30], GASP [17], SIMULATE [50], CYNAMO
[41], etc. The languages possess generalized structures for
designing simulation models , a rapid means for converting a
simulation model into a computer program, and a flexible way
for obtaining useful outputs for analysis. Despite their
apparent flexibility and general character, though, they are
somewhat restrictive, i.e., DYNAMO and SIMULATE land them-
selves best to simulations of large scale economic systems,
whereas GPSS and SIMSCRIPT are best suited to certain types
of scheduling and waiting line problems. Of the latter two
languages, GPSS relies upon fixed time increments, and
SIMSCRIPT relies upon variable time increment models.
The use of a general computer language offers the pro-
grammer maximum flexibility in 1) the designand formulation
of the mathematical model of the system being studied, 2)
the type and format of output reports generated, and 3) the
kinds of simulation experiments performed with the model.
The major drawback of using a general language is that one
must bear the burden of writing the simulation program. "It
is during the writing of the program, when one is enmeshed
in the rather uninteresting, but complex details of the
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control of the interdependent activities of the sequence,
that one is subjected to a very fertile ground for minor
errors. Moreover, the mistakes are liable to produce
obscure effects and are correspondingly difficult to
eradicate. " [11]
Considering that an attempt is being made to develop a
methodology for the analysis of a particular type of pro-
duction process, it is desirable to use a computer language
that will afford the maximum flexibility by imposing the
least number of programming restrictions on the system. In
addition, a language compatible with mathematical optimiza-
tion techniques is desirable. As a result of these two
requirements of the computer simulation language, it is man-
datory to elect the general computer language approach. The
following computer simulation will then be written in
FORTRAN IV.
3 . Fixed vs . Variable Time Increment Methods
Two general methods are available to move the model of
a system through time, the fixed time increment method and
the variable time increment method. With the fixed time
increment method a clock is simulated by the computer and
thus the instant of real time that has been reached in the
system is recorded in order to maintain the correct sequence
of events. During each increment of time (which may be
minutes, hours, days, etc.), the entire system is scanned to
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determine whether any events have taken place. With the
variable time increment method, the clock time is" advanced
by the amount of time necessary to cause the occurrence of
the next most imminent event. Events can occur at any point
in time, be it seconds or days away, because the time of the
next most significant event is calculated in advance. Time
periods during which no events occur are just skipped over
by the simulator.
A good deal of research and controversy has taken place
regarding the relative merits and the desirability of using
one method or the other in a particular computer simulation.
[8], [11]
Despite observations that the fixed increment methods
are best suited for systems in which events can be expected
to occur in a rather regular manner, it has been shown that
the same methods are quite effective in the study of a
system whose significant events are not well known. [8] In
addition, Conway et al [11] have demonstrated that the
efficiency of fixed increment methods increases with the
number of status variables.
On the other hand it is generally agreed that the var-
iable time increment methods are most effective for those
systems in which the events occur unevenly in time, or in
which there are extended periods during which the system
remains static [8] . The computational efficiency of variable
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increment methods has been shown to increase with the mean
length of events [11]
.
Naylor [35] concludes, however, that the only sure way
of determining which method minimizes computer time is to
experiment with both methods on the same system application.
After all is said and done, the choice of which time
increment method to use might appear to be rather arbitrary,
but after careful consideration of the nature of production
processes being contemplated, it is apparent, that there will
be a myriad of status variables. Every position which the
throughput can occupy will have a status variable associated
with it, so even the computer might shudder at the thought
of pre-computing the next imminent event when the events are
so minutely defined. It is also difficult to imagine a
group of production processes that would be static for long
periods of time. Thus, relying on these arguments and
anticipating the avoidance of some complex sequencing con-
trol problems, the fixed time increment method will be util-




IV. FORMULATION OF MODEL
The planning of simulation models is, in general, a
rather involved process which requires adherence to a
logical method. Such an approach is especially helpful when
examining multistage production processes because it pro-
vides a kind of checklist of the important factors to be
considered. By resorting to such a checklist one can be
more confident of a complete and well organized analysis,
while at the same time being forewarned of potential pit-
falls that may arise when conducting a simulation experiment
The flow chart in Figure 9 represents the essential
elements that will be considered during the planning of the
simulation of the variable throughput production processes.
A. Formulation of Problem
Prior to beginning the simulation experiment, the fol-
lowing two important decisions will be made. First, the
objectives of the research will be decided upon and second,
a set of criteria will be selected in order to be able to
evaluate the degree to which the objectives were fulfilled.
The objectives of this simulation are to 1) develop a
realistic model that can be effectively used for the analysis
of variable throughput production processes, 2) demonstrate

































by simulating the conditions of an existing facility and
determining the maximum throughput of that facility.
Perhaps the best way to evaluate the success of the
model would be to collect the appropriate data from a real
world system, and then verify that the model can, in fact,
simulate the system. Since this is not possible within the
constraints of this thesis, the criteria for determination
of model success will depend upon 1) the ability of the
model to produce results that are consistent with theory,
when theoretical conditions are specified, and 2) a demon-
stration that the "maximum" throughput rate is indeed
greater than the simulated "existing-facility " throughput
rate
.
Consider now the system under investigation, a portion
of an existing steel processing facility which is comprised
of the following elements (see Figure 10 for a schematic
diagram of this system)
:
1) The primary steel storage area in which is located a
supply of steel sufficient to satisfy the demands of
the processing line. Except for their thickness of
1/2", 3/4" and 1", all plates stored there are of the
same dimensions.
2) The leveling process is comprised of a conveyor which
transports the plates from the primary storage area to


























































































































conveyor has a length equal to three plate lengths
and is of the constant speed type. The buffer storage
area has a capacity of two plates . The leveling
machine can process only one plate at a time; its ser-
vice time is stochastically described and is a function
of plate thickness
.
3) The blasting process has a conveyor of two plate
lengths which transports the throughput from the level-
ing machine to a buffer storage area that has a capacity
of four plates. The blasting machine is capable of
processing one plate at a time; its service rate is
stochastically determined but is independent of plate
thickness
.
4) The coating process is located a distance of three
plate lengths from the blasting machine, the plates
again utilizing a constant speed conveyor for transpor-
tation. No buffer storage area exists. The process of
coating plates here includes both painting and drying.
The throughput proceeds through these two service areas
at a continuous rate (the same speed as the conveyor)
;
therefore the service time is deterministically
described. The total capacity of the coating "machine"





5) The cutting process consists of a constant speed
conveyor of length two which transports the plate to a
relatively large buffer storage area that has a
capacity of forty units. The cutting process machines
consist of three machines/ a stripping machine, an
edge cutting machine, and a profile cutting machine,
each of which possesses its own stochastically
described service time which is a function of the
throughput thickness. The cutting process discharges




B. Collection and Processing of Data
The following characteristics , which are assumed for
the present analysis, are those which one might expect to
obtain after collecting and processing the real world data
of the steel processing system.
Steel plates, 20 feet long and 8 feet wide, arrive at
the first conveyor in a completely random manner. It is
observed that the shortest interarrival time is 2 units and
the longest is 10 units. The uniform distribution (see
Appendix B) is selected, with a = 2 and b = 10. Furthermore
it is observed that the different plates arrive according to

















Distribution of Plate Sizes
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All conveyor speeds are identical and constant. For
convenience, all times in this analysis have been normalized
to the time required for a plate to move one plate length on
a conveyor.
»
The leveler is observed to have service times that are a
function of the throughput size and are described by the









































The blasting machine service time is independent of
throughput type and is observed to be described by a nor-
mally distributed variate with a mean value of 1.5 and a
standard deviation of .15.
»
The machines of the coating process, i.e., the painting
machine and the drying machine, have deterministic service
times of one unit each.
Within the cutting area the flow of plates is noticed
to be quite complex due to the number of machines, the per-
centage of each type of plate that flows through each, and
the service time dependence of the various machines on the
throughput size. As a result, for a first cut on the prob-
lem the data gathered on the cutting shop is restricted to
the service time distributions for each plate type. It is
observed that the service time distributions are normally
distributed with the parameters indicated in Table 3.
Mean Standard
Plate Size Service Time Deviation
1/2" 9.0 2.0
3/4" 6.0 1.4
1 " 8.0 .5




C . Formulation of Mathematical Model /*
Th.e formulation of the mathematical model involves
relatively few assumptions and. is rather straightforward.
The assumptions that are made are reasonable in that they
do not result in oversimplification of the model. Further-
more, if the assumptions were not made, a significant in-
crease in computational effort would be required due pri-
marily to the combinatorial nature of the problem. It would
then be difficult to justify obtaining the results of such a
precise model in light of the large expenditure of resources
that are required.
It is assumed for this model that the primary plate
storage is large enough to supply plates indefinitely, in
accordance with the specified arrival times and plate dis-
tributions. The last stage of the system, here the cutting
process, is allowed to discharge its throughput as soon as
processing is completed; therefore an infinite sink is
assumed to exist. No defects in work are allowed in this
system; thus once a plate enters the system, it must pass
through all of its elements, there being no provision for
recycling or premature withdrawal. Additionally, no posi-
tion swapping or priorities are allowed, as the queue disci-
pline of first-come, first-served is maintained throughout.
No machine breakdowns are recognized and personnel are
assumed to work at a rate to insure applicability of the
stated service time distributions. Finally, the amount of
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time required to transfer a unit of throughput from the
buffer storage to the process is included in the service time
of the particular machine.
Now it is necessary to define the input and output var-
iables, keeping in mind that a tradeoff is involved here;
namely, if one chooses a great number of variables in order
to describe in a very detailed way the system under consider-
ation, the computational time will be longer and the computer
simulation may even be rendered impossible because of insuf-
ficient computer memory capacity. Conversely, too few var-
iables could result in an invalid model. A list of var-
iables and their definitions is available in Appendix A.
The mathematical development of the expressions required
to describe the probability mass and density functions and a
random number generator are found in Appendix B. Included
there are the appropriate computer flow graphs and FORTRAN
programs that are used for this simulation.
Since the fixed increment time method is being employed,
the mathematical expressions required to describe the flow of
throughput in the system are not at all complex, and at most
involve simple bookkeeping methods. Prior to referring to
Appendix C, wherein are located the development of these ex-
pressions and the flow graphs for 3 basic systems, it is re-
commended that the following paragraphs regarding the advan-
tages of a modular approach to computer programming formula-
tion be read.

D • Formulation of Computer Program 6 .
It is possible to consider the formulation of the com-
puter program for the simulation of a production • system in 2
ways, 1) by attenpting to write a program that describes the
functioning of the entire system, or 2) by adopting a mod-
ular approach.
The modular approach is selected primarily because of 3
advantages that result. First, from a pedagogical standpoint
the method is quite appealing. Second, in engineering systems
models have been built up from available knowledge about the
separate components. Designing a system model upward from
identifiable and observable pieces is a sound procedure with
a history of success [35] . Third, after constructing com-
puter flow charts and. programs for the modules, it is pos-
sible to generalize them into building block subprograms that
can be used in the simulation of larger and more complex
problems. Thus the modular approach offers the model builder
the possibility of considerable flexibility.
Having developed a set of basic building block modules
(see Appendix C) which make possible the rather realistic
modeling of single throughput production processes, it is now
necessary to consider the modifications that must be made to
model the steel processing facility under consideration. This
will be undertaken in 2 steps by 1) the interfacing of the
single processes to form a multistaged production process,
and 2) the incorporation of a variable throughput.
Consider now the manner in which the leveling process
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and the blasting process can be combined to form a simple
multistaged system. Figure 13 illustrates the subdivision
of the system into the modules which represent each process,
in addition to demonstrating some of the program variables.
Employing the building block modules of type two from
Appendix C, the flow graph for these processes is readily
INPUT I C1PL1 C1PL2 C1PL3



























Subdivision of a Multistaged System
into Individual Processes
Figure 13
constructed and is shown in Figure 14. From this flow graph
the following general features of the building blocks are
apparent.
The programs begin with a series of blocks that are com-



















































































and terminating with calculation of SUMAT, blocks 1 through
4.
Next, one notices that in order to describe the move-
ment of throughput in the system, each process and each
location within each process must be examined in reverse
order of sequence. For example, the blasting process is the
first process to be examined and within it the blasting
machine, then the buffer storage area, and finally the con-
veyor positions are checked. Statements B through D of the
blasting process and statements D through G of the leveling
process correspond to this movement of throughput. Further,
it is readily apparent from this portion of the flow graph
that it is necessary to connect the building blocks at the
statements that correspond to the physical interfacing of
each process.
After all throughput movement is accounted for in a
particular time period, the clock is updated, and then each
service station status is revised. It is seen that the
processes do not necessarily discharge their throughput upon
completion of processing for there is a dependence on avail-
able space in the next position, as indicated by the appro-
priate HALT variable. In this case, though, it is assumed
that the final process interfaces with an infinite sink,
thus upon completion of servicing the plate is immediately
discharged from the blasting machine.

68.
The final portion of the flow graph, beginning with
the comparison of SUMAT and CLOCK is common to all models
in which the possibility of system saturation exists.
This group of blocks, in addition to those mentioned above,
are illustrated in a general way in Figure 15.
Attention will now be focused on systems in which a
variable throughput exists and the modifications that must
be made to the building blocks of Appendix C in order to
describe such systems
.
It is obvious that some provision must be made for the
identification of the throughput upon its arrival at the
system and upon its arrival at the various service stations
The most convenient method in which this can be accom-
plished, without resorting to the identification of the
throughput at every location in the system, is by the use
of status variables that 1) identify the plate type by
means of an integer variable and 2) identify, at each ser-
vice station, the sequence number of the plate about to be
processed.
In modifying the building blocks to accommodate the
variable throughput for this particular problem, the fol-
lowing status variables are incorporated into the model:
I An integer variable used to identify the number in
the sequence of plate arrivals. I = 1, 2, ..., m
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PL (I) An integer variable that identifies the
thickness of plate I by:
PL(I) - 1 if plate I is 1/2" thick
PL (I) - 2 if plate I is 3/4" thick
PL(I) = 3 if plate I is 1" thick
NPi An integer variable used to identify the sequence
number of the plate about to be .serviced at
process i
The computer flow graph in Figure 16 indicates the
manner in which the leveling process flow graph was modified
in order to conform to three plate types under consideration
in the present analysis. In the first block, the new status
variables and the first input argument for RANDU for each








• each a different odd integer
of 9 digits or less
After incrementing the sequence number by one, the
random number generator is used to determine the plate
thickness in accordance with the specified PMF, in this case
indicated in Figure 11. The arrival of the first plate in
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Leveling Process Flow Chart Showing Modifications




generates the arrival time of the next input unit, and
proceeds using logic identical to that of the single
throughput models until what was formerly identified as the
GENERATE ST block is reached. All blocks between points S
and T now perform the function of generating the appropriate
service times for the leveler. Using the sequence number
NP1, the thickness of the plate is identified by determining
the value of PL(NPl) in block (1) . By transferring control
to the proper branch of the flow graph, the actual process
of generating service times begins. For example, if the
value of PL(NPl) is one, the branch corresponding to the
1/2" thick plate is here beginning with block (2) . The
random number generator is called directly since the service
times for the leveler are elementary PMFs . Block (3) sets
the next input argument of the random generator equal to the
last integer output of the random number generator as re-
quired in Appendix B. Block (4) is used to determine in
what range the real random number is located. If R is less
than or equal to .2, a service time of two is generated for
the leveler. If R is greater than .2 a service time of one
is generated.
After the appropriate service time is generated, the
flow chart again duplicates the logic of the single through-
put model by setting the. status variable BUSYl=l, moves the
plates through the process, etc.
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Thus by modifying the building block modules of
Appendix C it was possible to write a computer program for
the simulation of the steel processing facility. The com-
puter program, as well as a discussion of its operation and
restrictions and a macro flow chart are included in
Appendix D
.
E. Validation of Computer Program
The problem of validating a computer simulation model
is indeed a difficult one because it involves a multitude of
practical, theoretical, statistical, and even philosophical
complexities. In general, however, two tests seem appro-
priate for this purpose. First, how well do the simulated
output variables compare with known historical data. Second,
how accurate are the simulation model's predictions of the
behavior of the real system in future time periods?
Since the historical data in this analysis have all
been hypothesized, such a method of validation cannot be now
accomplished. However, it is noted that using deterministic
queueing models and manual calculations , the model yields
results that correctly describe such systems.
F. Design of Simulation Experiments and
Analysis of Simulated Data
These final very important steps in the procedure for
the planning of computer simulation experiments have little
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physical meaning at this stage of the discussion since
a hypothetical system has been the system under considera-
tion for analysis. Due consideration is given these topics,





By employing the basic building block modules developed
in Appendix C, a method evolved for the analysis of a steel
processing facility, a facility typical 'of variable through-
put production processes
.
A computer simulation of realistic queueing models
resulted from a method of analysis that meets the decision-
maker acceptance criteria set forth in this thesis, namely,
1) the methodology is applied in an orderly and logical
manner, 2) it is capable of realistically describing real
world production systems by taking into account throughput
transport, buffer storage, stochastically described arrival
and service times, and variable throughputs, and 3) the
character of the building block models is such that one can
expect that the benefits of employing this methodology v/ill
certainly justify the time and effort required in the
analysis of complex production systems.
Due to lack of time it was not possible to incorporate
mathematical optimization techniques into the methodology.
It is the opinion of the author, though, that relatively
little additional effort would be required to demonstrate
that the use of mathematical optimization techniques, such
as those available in the IBM Mathematical Programming
System [31] , can be effectively utilized.
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The most significant limitation of the models used in
this methodology is due to the assumption of first-come
,
first-served queueing discipline. Although many production
processes are adequately described by waiting lines of this
»
type, it would be desirable to incorporate the ability to
model other queueing disciplines as well> especially when
considering the analysis of systems in which recycling or
priority orders exist. It should also be mentioned here
that as a result of this limitation, a degree of care must
be exercised when modeling a system in which is located a
multichannel process. When such a process exists it is
necessary to redefine and keep track of the sequence numbers






When contemplating those items which would have been
desirable to accomplish, given time, a significant list
develops since it appears that one could- go on investigating
endlessly variable throughput production processes . Regard-
ing specifically the methodology addressed in this thesis,
however, it appears that any future research should be
undertaken adhering to the following recommended list of
priorities
.
First and perhaps most important, the computer models
must be validated using real world data as input. Only by
verifying that the building block modules are in fact cap-
able of simulating actual production systems, and that they
are capable of predicting future performance of the system,
will further research be warranted.
Upon completion of validation, other simulation experi-
ments can be planned, which no doubt will indicate that the
capabilities of the building block models should be expanded
so that their potential for application to actual production
processes will be greater. Among the changes recommended
for the building block modules are the following:
1) A provision to allow the incorporation of mathematical
optimization techniques such as linear and dynamic
programming.
2) A provision to allow the modeling of queueing
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disciplines in addition to the first-come,
first-served case that is now possible.
3) Provide other means of controlling the number
of iterations that the simulation performs. Nov;
the program runs until the required number of
plates have been processed/ but in some cases it
may be more desirable to run the model by simu-
lating a fixed time span, such as a shift, a week,
etc
.
Finally, even though the models developed may be some-
what limited, the potential benefits that may accrue from
them are great. For example, one might use a building block
model of an existing production system, and then change or
modify process components to reflect a contemplated purchase
of equipment. Simulation of such a model could be expected
to yield information that is important to the decision-
maker.
Thus, the last recommendation is that experienced
decision-makers who have available a sufficient amount of






AT The arrival time of a unit of throughput at the
first position considered in the system.
BUSYi Status variable:
BUSYi =
if machine i is not processing
throughput
1 if machine i is processing throughput
CiPLj Status variable:
CiPLj
if plate location j on the conveyor
of process i is empty
1 if plate location j on the conveyor
of process i is occupied
CLOCK Simulated time measured in unit increments.
DELAYi The total amount of time during which the arrival
of another unit of throughput into process i is
prevented due to the backlogging of throughput in
,, .th ,
.
the l or succeeding processes.
HALTi Status variable:
if the arrival of an additional unit
of throughput is not prevented from
entering process i
HALTi
1 if the arrival of an additional unit




Subscript for do loop
Subscript for do loop
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ISTij The entering argument for the random number genera-
tor (RANDU) when generating a stochastic service
time at process j for plate type i, v/here i is
equal to the present value of PL (I)
NPi Status variable used to identify the unit of
throughput about to be serviced at process i.
PPij Number of units of throughput of type j serviced
by process i.
STCAPi Buffer storage capacity, in units of throughput,
at process i.
STi Length of time required to service the unit of
throughput in the machine of process i.
SUMAT Total arrival time given by the sum of all the
arrival times of the throughput units.






The arrival time (a real variable) which is gen-
erated by a given subroutine.
The service time (a real variable) which is gen-
erated by a given subroutine.
The amount of time that throughput units spend in a
queue awaiting service by the machine of process i.
The number of throughput units that are in the




EX The expected value of the random variable x
EXPENT A subroutine for generating exponentially distri-
buted random variables (see Appendix B)
.
IX The entering argument for RANDU .
'
IY An output argument for RANDU.
NORMAL A subroutine for generating random variables that
are from a normal (Poisson) distribution (see
Appendix B)
.
RANDU A subroutine for generating random numbers (see
Appendix B)
RANUM/R The random number generated by RANDU.
STDX The standard deviation of random variable x.
UNIFRM The subroutine that generates uniformly distributed





GENERATION OF STOCHASTIC VARIATES .
The probability distributions about to be discussed are
in no way meant to be a comprehensive listing of possible
stochastic processes. The distributions are presented
solely to indicate the manner in which each was determined,
the associated flow graph , and the resulting subroutine.
The distributions considered are those which were found use-
ful during the course of investigation of the pursued meth-
odology .
Random Number Generator
Essential to the study of stochastic processes by com-
puter simulation is the requirement for some method of gen-
erating random numbers. While it is impossible to produce
truly random behavior by means of a computer program, many
programs have been developed to behave in a "pseudorandom"
manner.
The random number generator about to be described pro-
duces a real uniformly distributed random variable whose
value lies between zero and one. In terms of probability
density functions, the random variable x is a member of the
following PDF.
f (x) = 1 <x < 1
f(x) =0 elsewhere (Bl)
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The random variable x is determined by the application
of congruential methods
,
which, is based on the following
recursive formula from number theory:
x.,, = (ax.+c) mod m (B2)
r+1 r
r
where x. , and x. are integer variables and a, c and m are
non-negative integer constants.
By selecting C=0 , the commonly used multiplicative con-
gruential method results. Further, on binary digital com-
puter a modulus m=2 is used, where b = the number of bits in
a word. Employing the multiplicative congruential method,
IBM [50] has developed for use on the IBM 360 series com-
puter the following subroutine for the generation of random
numbers that are uniformly distributed between the values of
and 1.
C RANDOM NUMBER GENERATOR
SUBROUTINE RANDU(IX, IY , YFL)
IY = IX*65539
IF(IY) 5,6,6
5 IY = IY + 2147483647 + 1




The above random number generator is employed when
necessary. The input argument for RANDU is IX, which when
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first selected must contain any odd integer of 9 digits
or less. After the first entry, IX should be the previous
value of IY computed by this subroutine.
Probability Distribution Functions (PDFs)
Prior to considering the particular PDFs / a degree cf
repetition can be avoided by noting once some of the fre-
quently used definitions that will be of use. Using the
notation of Drake [17]
:
A probability density function for the random
variable x, f (x ) is given by:
Prob (a < x < b) = f (x ) dx (B4)
x o o
The cumulative distribution function (CDF) for
the random variable x, P (< x ) is defined as:
x
P (<x ) = Prob (x < x ) = f(x ) dx^ (B5)
x - o' - o J_ to o o
The following properties of the CDF should be noted:
P (<«>) =1 P (< -°°) = (B6)
x -
' x -
Prob (a < x < b) = Pv (<b) - Pv (<a) (B7)
d
P (<x ) = f (x ) (BS)dx x — o x o
The last property is especially useful, and maybe de-
scribed in words by stating that the first derivative of the
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cumulative distribution function with respect to its
random variable is equal to the probability density function
of the same random variable. This result is used frequently
in the inverse transformation method for determining PDFs for
»
random variables.
The expected value, mean, or first moment, of the ran-
dom variable x is defined as
E(x) = x f(x) dx (B9)
The variance, or the second moment about the mean, of
the random variable x is given by
VAR(x) - a 2 = E[(x-E(x;) ^] [x-E(x)
]
2 f (x)dx (BIO)
Uniform Distribution
Perhaps the simplest continuous probability density
function is the one that is constant over the interval (a,b)
and is zero elsewhere. The principal value of the uniform
distribution for simulation techniques lies in its simpli-
city and in the fact that it can be used to simulate random
variables from almost any kind of probability distribution.












The cumulative distribution/ F(x) for the uniformly






b-a < F(x) < 1 (B12)
The expected value and variance of the uniform distri-
bution are given by:
ECx) x , b+adx =5 -—
—
b-a (B13)
VAR (x ) =
[x-E(x)] 2
_ dx = (b-a)b-a 12 (B14)
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In actual practice the parameters of. the uniform
PDF, i.e., a and b, may not be directly known. Typically,
though, one is able to obtain the expected value and the
variance of the distribution. From these statistics one can
readily derive the parameters of interest by simultaneously
solving equations B13 and B14 . The results are:
a = E(x) - /3 VAR (x) (B15)
b = 2E(x) - a (B16)
To simulate the uniform distribution over some given
domain (a,b) it is necessary to first obtain the inverse






Which can be summarized by saying that we allow the random
variate r to be defined as:
r = F(x) - CDF(x) =
oo
f(x)dx (B18)
By solving equation B18 for x in terms of r, an
explicit equation for x in terms of the random number r is
obtained. Hence:
x = a + (b-a)r < r < 1 (B]9)
The flow chart of this rather simple subprogram is








X = A + (B - A) * RANUM
Figure 2
The uniform distribution subroutine is provided below
C UNIFORM DISTRIBUTION SUBROUTINE
SUBROUTINE UNIFRM (A, B , IX, IY , X)
CALL RANDU (IX, IY, RANUM)






A random variable x is said to have an exponential dis-
tribution if its density function is defined as:
f (x ) - ae~axo
x o
(B20)





ae dx = 1 - e ° (B21)




















Figure 3a Figure 3b
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The exponential is characterized by only one parameter,




and then employing the inverse transformation technique as
described in equations B17 and B18. Because of symmetry





x = - (-) log
e
r - E(x) log r (B26)
Thus for each value of the random number r, a unique
value of x is determined since r takes on only non-negative
values (0 <_ r <^ 1) . The random variable x will be exponen-








RANDU ( IX , IY , RANDU
)








The exponential subroutine is given below.
C EXPONENTIAL DISTRIBUTION SUBROUTINE
SUBROUTINE EXPENT (EX, IX, IY, X)
CALL RANDU(IX,IY,RANUM)




Normal Distribution (Gaussian )
The normal distribution is the best known and most fre-
quently used probability distribution because of two reasons
First, mathematical proof tells us that if a random
variable can be defined to be the sum of n independent and
identically distributed random variables, each of which has
an expected value and a finite variance, in the limit as
n -> <», the CDF of the new random variable will approach the
CDF of the Gaussian random variable, regardless of the form
of the individual PDFs in the sum. In addition, as long as
a particular few of the number random variables do not dom-
inate the sum, the identical distribution restriction can be
relaxed so that for large numbers of random variables one is
able to still use the Gaussian approximation expecting quite
satisfactory results. Even the restriction on the indepen-





Second, since many phenomena may be considered to be
the result of a large number of factors, the central limit
theorems, such as the example above, "are of great practical
importance especially when the effects of these factors are
»
either purely additive or purely multiplicative". [17]

















2 (the variance of the normal) = ) a 2 (B29)
1=1 1
The normal distribution is illustrated in Figure 5
f(x)
Figure 5
For the case where the distribution is centered about
the origin and the variance is equal to one, the standard
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normal results. Any normal distribution can be converted
into the standard form by the substitution:
-'-^
x
Since the CDF for neither the normal nor the standard
normal exists explicitly, one cannot use the inverse trans-
formation technique to develop a normally distributed var-
iate. By an interpretation of the Central Limit Theorem












where K is defined as the number of independent uniformly
distributed variables that are to be summed.
Equation B30 now provides a ready means by which a
normally distributed variate may be generated on a computer.
The value of K to be selected is determined by balancing
computational efficiency against accuracy. The selection of
K = 12 provides some degree of computational efficiency,
while at the same time truncating the distribution at + 6a.
The results have been found to be rather unreliable for
values of x beyond three standard deviations, but a reason-
ably fast program results [34]
.
A flow chart for the normal distribution subroutine fol-




.NORMAL (EX , STDX , IX , IY , X)
SUBROUTINE







SUM = SUM + RANUM





The subroutine for the
•
generation of normally distri-
buted variates is given below:
C NORMAL DISTRIBUTION SUBROUTINE
SUBROUTINE NORMAL (EX, STDK , IX , IY , X)
SUMRAN =
DO 1 I = 1, 12
CALL RANDU(IX,IY,RANUM)
1 SUMRAN = SUMRAN + RANUM







FOR THE SIMULATION OF PRODUCTION PROCESSES
In formulating the following fixed time increment
>
models of queueing systems, the procedures outlined in the
flow chart of Figure 9 of the main text are used as
guidance
.
The variables (which, by the way, must all be integer
for fixed time increment models) and the functional rela-
tionships of the system are defined in terms of a set of
mathematical symbols. The resulting mathematical model is
then converted into a computer flow chart, and ultimately
into a computer program.
It is noted that the models neither adhere rigidly to
the procedures of Figure 9, nor do they represent the most
•general case of the queueing phenomena being described. The
reasons for this are:
1) To attempt to validate each basic building block
model using real world data would be inefficient
since it would be necessary to collect such data.
Furthermore, the effort expended to collect such
data would exceed that required for the solution of
the models by manual calculation.
2) It is reasonable to expect that any systems under
study would include a combination of queueing models.
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Under such circumstances the data available would
probably be associated with the whole system, and not
necessarily with each particular component therein.
Therefore the validation for the group of models would
be based on the performance of the models interacting
and simulating the system.
3) The models are not completely generalized because it
is felt that to do so would cause some of the inherent
characteristics of the building blocks to become lost
or at least obscured.
4) The modification of the building block models to suit
particular applications can be readily accomplished.
It is noted that a significant effort has been made to
use terms and variable names that are logical, easily under-
stood, and general in nature. In addition, as few restric-
tions as possible were imposed during the development of the
building block models of production processes. When restric-
tions were necessary, such as when making assumptions regard-
ing the queue discipline, attempts were made to adhere as
closely as possible to realism. For example, with the steel
processing shops in mind, a queue discipline of first-come,
first-served is adopted, and it is assumed that the process
times of the throughput include transit time from the buffer
storage area to the service station.
If the reader has not yet done so, it is recommended
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that he consult Appendix A which contains a list of
variable definitions that are used throughout the following
pages. In addition, it is assumed that the reader has some
knowledge of the terminology of queueing theory and is
familiar with the form of FORTRAN notation.
Single Channel Queueing Models
MODULE 1
The most elementary building block that is of value in
the simulation of production processes is the single channel
queueing model identified as module 1 in Figure 1. (The
buffer storage is indicated to insure consistency with the










This most basic model is characterized as having a
single server (machine), a single throughput, an infinite
storage capacity in the buffer storage area, and a first-
come, first-served (FCFS) queueing discipline.










The interval of time 'between the i arrival and
stthe (i-1) arrival at module 1.




arrival in the machine
stSUMAT The total arrival time when the (i+1)" unit arrives
at the service station.
The amount of time the i unit spends in the buffer
storage area waiting to enter the service station
(machine)
.
The amount of time the service station remains idle
f-V»
waiting for the i unit to arrive at the machine.
The total time spent waiting by all i units when the
i unit enters the service station.
TIDT The total that the service station has been idle when
the i unit arrives.
WL The number of units in the buffer storage area await-
ing service.
CLOCK The simulated time measured in^ unit increments.
i A subscript used to identify a particular unit
i = 1 , 2 , . . . / m.
When the first input arrives at the service station,
i.e., when i = 1, the following conditions are assumed to
exist
.







The computer flow chart for module 1 is shown in
Figure 2. The first block indicates that the initial con-
ditions have been set. In block 2 the length of the queue
is increased by one unit indicating that the first unit has
arrived. An arrival time is then generated by the appro-
priately called subroutine, thus the time interval until the
arrival of the next unit is obtained. In block 5 the status
variable associated with the service station, in this case
BUSY1, is checked to determine if the service station is
occupied or empty. If BUSY1 = the service station is
empty, so then the waiting line is checked to determine if
there is a unit awaiting service. If the waiting line is
not empty, i.e., WL >• 0, the waiting line is decreased by
one unit as indicated in block 9. The status variable for
the service station must then be changed to reflect the
movement of one unit from the waiting line to the service
station, hence BUSY1 = 1. A service time now generated for
the unit that has entered the service station results by
calling the appropriate subroutine. One unit of waiting time
is then added to the total waiting for each unit that is in
the waiting line. If in block 6 it is found, however, that
the waiting line is empty, a unit of idle time would be
added to the total idle time for the system.
If the service station was occupied when block 5 was
checked, the waiting line would then be checked to see if























Fig. 2 Computer Flow Chart for Modulo 1
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of waiting time is added to the total waiting time for each
unit in the queue.
Having considered all the logical possibilities for
the status of the service station and the waiting line, the
clock is then advanced in block 12. In block 13 the status
variable indicating the amount of service time remaining to
be performed, ST in this case, is checked. (The service
station check in block 5 depends entirely upon the service
time in block 13.) If the service time is greater than
unity, the service time is decreased by one unit. If the
service time is equal to unity, the service time is de-
creased by one unit, and then the unit is discharged. At
this point, the service station status variable, BUSY1, is
again set to zero. If the service time is equal to zero,
the service station is empty.
The clock time is then compared with the total arri-
val time in block 17. If the clock time equal to the total
time, then control is shifted to block 2 where an addi-
tional unit arrival takes place. However, if the clock time
is less than the total arrival time, the time has not yet
come for another arrival, therefore control is shifted back
to block 5 to begin another iteration of updating all events
and advancing the clock.
MODULE 2
Although there is value in exercising the single
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channel queueing model in module 1 since it affords one
the opportunity to become familiar with the sequence control
problem, it is rarely of any practical use.
For most production processes, the first single channel
queueing model of any practical value is' one which possesses
character similar to that described in module 1, with tv/o
significant exceptions: 1) the realistic model provides
for a conveyor, or other transporting device to handle the
throughput between the interface of the input with the
process and the buffer storage area; 2) the buffer storage
area is of a finite capacity. Such a model, with a three














The variables for the mathematical model of module 2
are the same for module 1, with the following two exceptions:
TWT The total amount of time that throughput units spend
in a queue waiting service. In the event that the
buffer storage area is filled to capacity, TWT will
include the amount of time that throughput units wait
to enter the buffer storage area.
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DELAY The total amount of time during which arrivals
are prevented from entering the process due to
all locations being occupied.
There are additional status variables that are required
in the computer program. These are indicated in the flow
chart of Figure 4 and are defined in Appendix A. The first
block again sets initial conditions for the system. The
system is assumed to be empty at the start of the simula-















































































On the other hand, if the conveyor position immed-
iately preceding the storage area is occupied, block 13,
and the buffer storage area is filled to capacity, a series
of checks are made to determine if the system is saturated
and if any future unit arrival will be delayed. The path
through blocks 13, 15, 17, 19, 21, 23, 24 and 25 is com-
pleted during system saturation. The total waiting time is
first increased by one unit in block 17 if the unit in C2PL3
must wait to enter the storage area. If C2PL2 is also
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occupied, an additional unit of waiting time is added in
block 21. The final unit is added to the total waiting time
when block 24 is reached. The control variable HALT is then
set equal to one to indicate that the system is saturated.
Of course, if after finding the buffer storage area
filled to capacity, having already determined that C2PL3 is
occupied, block 19 can result in finding C2PL2 empty, such
that system saturation is avoided and the transfer of con-
trol to block 20 is effected. Even if C2PL2 were also
occupied, it is still possible to avoid system saturation if
C2PL1 is found empty in block 23.
Having considered the logic of a "typical" conveyor,
the clock and service time calculations are made as for
module 1. Upon comparing the clock time with the total
arrival time in block 30, and determining that CLOCK = SUMAT,
the last deviation from module 1 logic takes place. The
status variable HALT is checked in block 31. If the value
of this variable indicates that the system is saturated, the
arrival time of the next arrival is increased by one unit,
the total delay of the system is increased by one unit, and
HALT is set back to zero as shown in block 32. Transfer
then takes place to block 5 where another iteration of up-
dating takes place. If in block 31 HALT indicates that the
system is not saturated, control is transferred to block 2






The model to be considered represents a system composed
of a conveyor, buffer storage area of limited capacity, and
n service stations operating in parallel (Figure 5) . Input
units arrive at the system, transit the conveyor and buffer
storage area, and then are accepted for service according to
a first-come, first-served queueing discipline. The service
time for each of the n service stations is a stochastic
variate, with each station having its own probability distri-


















Upon reaching the buffer storage area, the n service sta-
tions are checked to determine whether any are vacant. If all
stations are occupied, waiting time occurs until one station
becomes vacant. When there are no units available to enter a
service station, idle time for that station occurs.







































































The variables required to describe this system are
similar to those used in the preceding modules, with the
exception that the subscripted variables are written in the
same form as FORTRAN variables. For example, BUSY3. becomes
BUSY3(I). The definitions of variables mentioned for the
first time are listed below:
COUNT Status variable for determining the existence
of waiting time.
NEXT is used as an adjective to describe the
appropriate variable in the following process,
if a following process exists. Hence CNEXT PLl
is the variable that corresponds to plate
location one on the conveyor of the next
process
.
Blocks 1 through 3 are identical in function to those
of the preceding models. For reasons of programming effi-
ciency, block 4 indicates the beginning of a do loop which
performs the function of checking each service station to
determine if another unit can be accepted for processing, or
if idle time occurs. Upon finding service station K empty
in block 5, the buffer storage area is checked to determine
the length of the waiting line. If there is a waiting line,
a unit is accepted for servicing and the queue is decreased
accordingly in block 9. If the waiting line is empty,
though, the last conveyor position prior to entering the
storage is checked. If it too is empty, idle time occurs
and is recorded in block 10. If the last conveyor position
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however, the input unit is accepted for service. The
appropriate service time is then generated in block 12.
This procedure then continues until all the machines of the
process have been checked. If it should happen that all
machines are busy, as determined in block 14, the total
waiting time is appropriately adjusted.
Block 16 indicates the movement of throughput units on
the conveyor and is accomplished in a manner identical to
that described in the single channel queueing model, mod-
ule 2. By using this procedure, a determination of system
saturation is obtained in block 17.
After advancing the clock, it is necessary to adjust
the service times of all the machines in the system that are
presently servicing throughput. This is most easily accom-
plished by use of another do loop beginning in block 20. If
a particular machine has completed servicing the throughput
unit, the availability of a location in which to discharge
the unit is determined in block 25. If the next process is
saturated, i.e., NEXT HALT - 1, delay time is charged to the
next process in block 27. If there is room for a unit of
throughput in block 25, the status of the first plate loca-
tion on the following process conveyor is then revised, as
is the NEXT HALT variable. In block 28 the discharge of the
unit from the service station is recorded.

113
The procedures involved in comparing clock time with
total arrival time and the resulting transfer of control to
the next iteration, blocks 30 through 32, are identical to




SIMULATION OF A VARIABLE THROUGHPUT PRODUCTION SYSTEM
STEEL PROCESSING FACILITY
This appendix provides information concerning the
actual computer program utilized in the simulation of the
steel processing facility described in the main text of this
thesis
.
The macro flow chart, Figure D-l, illustrates the gen-
eral form of the computer program for the simulation of the
steel processing facility. The first block indicates that
the variables of the problem are declared to be integer, a
requirement of the fixed time increment method employed.
Next, the initial values of all data, i.e., counters,
parameters, plates to be processed, etc., are set. Com-
mencing with statement A the movement, of the plates through
the system is described (note that the processes are ex-
amined in the reverse order of their actual sequence) . Upon
completing the movement of the throughput in all processes,
the clock is incremented, followed by the appropriate revi-
sions of the service time of all units of throughput
presently occupying a service station position. At state-
ment D, if it is determined that a plate has completed ser-
vicing at the last process, the command is given to write
the sequence number of the plate, I, and the time, CLOCK, at















CLOCK = CLOCK + 1
T





















MACRO FLOW CHART OF COMPUTER PROGRAM




comparison is then made between the total number of plates
that have been processed by the system/ PPC5) / and the num-
ber of plates required to be processed, NP. If all plates
requiring processing have transited the system, the appro-
»
priate statistics are calculated and then printed as output.
If all plates required have not been processed, though, the
updating of the remaining service station times is accom-
plished, beginning at statement C.
The shifting of program control to statement C is also
effected if at statement D it is determined that no plate
has completed processing at the final service station.
After updating service times, a check is made to deter-
mine v/hether or not another unit of throughput has arrived,
and so the transfer is made to the appropriate point within
statement A, thus beginning the next iteration of plate move-
ment within the system.
The computer simulation of the steel processing facil-
ity was accomplished at M.I.T. using the Control Program -67/
Cambridge Monitor System (CP-67/CMS) , which is a general
purpose time-sharing system developed for use on the IBM
System/360.
In an attempt to use meaningful statement numbers in
the computer program, the following two categories were
established:
1) Statement numbers of lxx, 2xx, . . . , 5xx have been used
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in processes 1, 2, . .., 5 respectively, and enable one
to quickly code those portions of the program that
correspond to the individual building block modules,
once the computer flow chart of the building block
model is avalable.
2) Statement numbers of lxxx and 2xxx correspond to those
statements that are used for the control of those por-
tions of the program that are not inherent in the
building block programs. Thus these provide a standard
means of controlling reading, writing, generation of
statistics, etc.
Referring to the annotated source program included in
this appendix, one can see embedded there the elements that
have been described throughout this thesis and in the macro
flow chart on the preceding figure. Nevertheless, it seems
appropriate to comment and present reasons for some of the
details of the program.
After the first few comment cards is located the type
statement declaring as integers almost all the program var-
iables. (It will be recalled that this was necessary when
using fixed time increment simulation methods.) The few
variables that are not specified as integers are 1} the
parameters that are required to describe the appropriate
stochastic process, 2) the subroutine output arguments which
represent a random number, a service time, or an arrival
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time, and 3) the variables that represent computed
statistics, i.e., WT, EWT, etc.
The next identifiable block of statements begins with
the comment card INITIALIZATION OF DATA and includes all
i
data statements. It is noted that as a result of using
CP-6 7/CMS it was more convenient to enter as data various
items such as distribution parameters and number of plates
to be processed, rather than using the procedure of reading
these off computer cards . In actual practice one would nor-
mally resort to a standard read statement so that different
data can be entered without the necessity of making changes
to the main program itself, as is presently required.
A pair of write statements then follow, the purpose of
which is to prescribe the column headings for the output
which is generated for each plate upon completion of
processing at the last service station, here the cutting
process
.
Following the write statements is a comment card that
indicates the processing of a specified number of plates is
about to begin. Statement number 20 02 is the point at
which the process of plate selection begins. After this
selection, the plate is placed on the first conveyor posi-
tion in the system Cin this case C1PL1) by means of state-
ment 100 3.
One sees in the next block of statements, which is
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headed by the comment GENERATE ARRIVAL TIME OF NEXT PLATE,
the necessary conversion of the real variable output of the
called subroutine. In this instance, TA, the real variable
representing arrival time is converted to the corresponding
integer variable, AT, by use of the FORTRAN library function
subprogram, IFIX.
Beginning with the comment MOVE PLATES THROUGH CUTTING
PROCESS (process 5) , the movement of plates through the sys-
tem in the reverse order of process number is next accom-
plished. It is noted that the drying machine and painting
machine are referred to as *PROCESS 4* and ^PROCESS 2", respec-
tively. This is done in order to conform to the statement
numbering convention that would be used if these processes
contained all the elements of the realistic building block
modules, namely, a conveyor, buffer storage, and machine.
An integer variable ITEM is defined as equal to the
,
variable representing the plate size. This is done because
of a FORTRAN programming restriction that forbids the use of
a subscripted variable in the use of a computed go to
statement.
Statement 1004 reflects the updating of the clock.
Then the service times for the processes are revised. The
write statement in process 5 provides instructions to print
the number of plates processed and the time of completion of




of SUMAT and CLOCK to determine if another unit of input
is scheduled to arrive.
The if statement following 200 CONTINUE compares the
number of plates processed PP(5), to the total number of
plates required to be processed NP. If the required number
of plates have been processed, the statistics are generated
(note the conversion of integer variables to real variables
by the use of the FORTRAN library function FLOAT ( ) to avoid
the consequences of integer division in the computer) and
the program is terminated. Otherwise, if more plates are to
be processed, control is shifted to statement 1021 if no
new plate arrival is scheduled, or to statement 2002 if an
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