We use time-varying spectral methods to decompose the links between the two leading Asian economies and the US. We find: (a) the links with the US have been weakening, while those based on China have strengthened; (b) that this is not new -it has been happening since the 1980s, but has now been reversed by the surge in trade; (c) that the links with the US have been rather complex, with the US able to shape the cycles elsewhere through her control of monetary conditions, but the China zone able to control the size of their cycles; (d) that Japan remains linked to (and dependent on) the US; and (e) there is no evidence that pegged exchange rates encourage convergence.
Introduction
It used to be said that the US was the dominant economy in the Asia-Pacific region, and hence the locomotive, or the economy of first resort, through her consumption of final and intermediate products, trade in sophisticated manufactures, and her supply of investment capital and financial stability when exchange rates were fixed.
But the rise of China as a major supplier of cheap manufactures and intermediates, of Japan as a provider of sophisticated manufactures, partner in network trade and a source of investment, and the US as financier, supplier of services, a source of assets for investment and major deficit trading partner for the other two, may have changed all that. China and Japan may now be as important as trading partners and locomotives for the US as the other way round; and both may have significant spillovers on the US. Moreover their rapidly expanding stocks of foreign assets, acquired through the large and continuing trade imbalances in the region, gives them a certain influence over monetary conditions and financial stability.
Those developments are often hypothesised to have changed the dependency relationships between the economies in the Asia-Pacific region. That is what we wish to test for in this paper. Enhanced trade and integration effects in the region will come in three parts: increased economic convergence (coherence, correlation); increased impact (or spillovers) from developments in one economy onto another; and stronger lead/lag relationships between economies (a lead for those supplying materials, intermediate inputs or finance; and a lag for those consuming manufactures, services, or supplying investment goods), as has been shown by Chaplygin et al (2006) in a different context. We examine all three aspects here; focusing on measures of coherence, gain and phase shifts respectively. In particular, we suppose that investment, FDI and possibly network production will strengthen the correlations between long cycles; while trade in consumption goods, materials and intermediate inputs will imply strength at business cycle frequencies. We can then ask: to what extent have growth cycles become more correlated across the Pacific region? Is there evidence of convergence at the business cycle frequency? Does the US still lead in the sense of determining the movements in the other two, or has that role now passed to China? Has the rise in trans-Pacific network trade altered the lead-lag relationships between these economies? This paper is therefore an exercise in identifying the linkages between economies of the Pacific region. We are not aware that this has been attempted before, although recent 2 papers have tried to examine the relationships between China and her OECD neighbours. 1 However, we approach the problem by means of a time-varying spectral analysis to determine the degree of convergence at different frequencies and cycles. The inconclusive results obtained in this kind of work in the past, particularly for the Euro area, may have been the result of using correlation techniques which average the degree of contemporaneous convergence across all frequencies. That is problematic because two economies could share a trend or short term shocks, but show no coherence between their business cycles.
2 Or because they share similar cycles; but one is a supplier of inputs or capital to the other, so they are out of phase. That would imply low or possibly negative contemporaneous correlations, and give no picture of the true linkage or dependence between them.
A common feature of previous studies has been that the results are sensitive to: a) the choice of coherence measure (correlation, concordance index); b) the choice of cyclical measure (classical, deviation or growth cycles); and c) the detrending measure used (linear, Hodrick-Prescott filter, band pass etc). This sensitivity to the detrending technique is a serious difficulty highlighted in particular by Canova and Dellas (1993) and Canova (1998) . The advantages of using a time-frequency approach are therefore:
i) It does not depend on any particular detrending technique, so we are free of the lack of robustness found in many recent studies.
ii) Our methods also do not have an "end-point problem" -no future information is used, implied or required as in band-pass or trend projection methods.
iii) There is no arbitrary smoothing parameter, such as in the HP algorithm, equivalent to an arbitrary band-pass selection (Artis et al., 2004) .
iv)
We use a coherence measure that generalises on conventional correlation and concordance measures.
Any spectral approach is of course tied to a model based on a weighted sum of sine and cosine functions. However, that is not restrictive. Any periodic function may be approximated arbitrarily well over its entire range, and not just around a particular point, by
its Fourier expansion (a suitably weighted sum of sine and cosine terms) -and that includes discontinuities and step functions. Hence, once we have time-varying weights, we can get almost any cyclical shape we want. For example, to get long expansions but short recessions, 1 See Sato and Zhang (2006) , Shin and Sohn (2006) , Shin and Wang (2004) , and Kocenda and Hanousek (1998) .
the typical shape of economic cycles, we need only a regular business cycle plus a longer cycle whose weight increases above trend but decreases below trend (i.e. varies with the level of activity). This is important because many observers have focused on how the shape of economic cycles has changed over time in terms of amplitude, duration and slope (Harding and Pagan, 2001; Peersman and Smets, 2005; Stock and Watson, 2002) .
The paper is structured as follows. Section 2 gives a brief introduction in our timefrequency approach, and explains how conventional time series results can be transposed to show the interrelations between different economies at different frequencies or cycle lengths.
Section 3 presents the empirical results for the individual countries, and section 4 the interdependencies between them. Section 5 then examines the phase shifts (time shifts) between their various cycles. Finally, section 6 concludes.
Empirical Techniques

Estimation in the Time Domain
For countries in the Asia-Pacific region, and for the US, GDP will be expressed in US dollars over the entire sample period. We use the IMF's International Financial Statistics data base to ensure that price deflations, seasonal adjustment and exchange rate conversions are applied consistently to each country. Growth rates are then defined, using real GDP data, as:
Next we employ a two step procedure. Evans and Karras (1996) (Wells, 1996) 3 .
Given these start values, we then estimate the parameters of (2.2) using the Kalman filter. We employ a general to specific approach to obtain the final specification for (2.2), eliminating insignificant lags using the strategy specified in the next paragraph. The maximum number of lags was determined by the Akaike Criterion (AIC), and was found to be nine in each case.
Each time we ran a new regression, we used a new set of initial parameter values. Then, for each regression we applied a set of diagnostic tests, shown in the tables in the Appendix, to confirm the final specification found. The final parameter values are therefore filtered estimates, independent of their start values.
Significance tests and diagnostic tests
Using the procedure described so far implies that we get a set of parameter values for each point in time. Hence a particular parameter could be significant for all points in time; or at some periods but not others; or it might never be significant. These parameter changes are at the heart of this paper as they imply changes in the lag structure and hence changes in the spectral results. We therefore employed the following testing strategy: if a particular lag was never significant then this lag was dropped from the equation and the model estimated again.
If the AIC criterion was less than before, then that lag was excluded altogether. If a parameter was significant for some periods but not others, it was kept in the equation with a parameter value of zero for those periods in which it was insignificant. This strategy minimised the AIC criterion, and leads to a parsimonious specification. Finally, we tested the residuals in each regression for auto-correlation and heteroscedasticity.
The final specification (2.2) -(2.3) was then validated using two different stability tests. Both tests check for the same null hypothesis (in our case a stable AR(9) specification)
3 Using the entire sample implies that we neglect possible structural breaks. The initial estimates might therefore be biased. The Kalman filter however corrects for this bias since, as Wells (1996) shows, the Kalman filter will converge to the true parameter values independently of the initial values. And choosing initial values which are "close" to the true values accelerates this convergence. Hence we employ an OLS estimate to start this process; and our start values have no effect on the parameter estimates by the time we get to 1990. Our results are robust.
against differing temporal instabilities. The first is the fluctuations test of Ploberger et al. (1989) , which detects discrete breaks at any point in time in the coefficients of a (possibly dynamic) regression. The second test is due to LaMotte and McWorther (1978) , and is designed specifically to detect random parameter variation of a specific unit root form (our specification). We found that the random walk hypothesis for the parameters was justified for each country (results available on request). Finally we chose the fluctuations test for detecting structural breaks because the Kalman filter allows structural breaks at any point and the fluctuations test is able to accommodate this. 4 Thus, and in contrast to other tests, the fluctuations test is not restricted to any pre-specified (and hence untested) number of breaks.
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Once this regression is done, it gives us a time-varying AR(p) model. From this AR (p) we can then calculate the short-time Fourier transform as outlined below in order to calculate the associated time-varying spectrum.
Spectral Analysis
The power spectral density function ( no frequency has a larger impact than any other frequency. However, if the data is dominated by long cycles or business cycles, then the diagram will show higher power (variances) at the low or middle frequency bands; and lower power at the high frequencies.
In order to calculate the spectrum from the estimated version of (2. 
In this case, m and n are different points in time; ω is the frequency and is continuous; j = √-1;
and "n-m" is the estimation period of the current regression. In our application the estimation period is not constant, but increasing with each new observation. The squared magnitude of the STFT then yields the spectrogram of the function:
The specific algorithm used to calculate the Fourier Transform in this paper is the Bluestein algorithm (Bluestein, 1968) . This is a well-established algorithm; widely used in engineering (Boashash, 2003; Boashash and Reilly, 1992) , but not commonly used in economics.
Finally Boashash and Reilly (1992) have shown that, once (2.2) has been estimated, its coefficients α i,t can be used to calculate the short time Fourier Transform and the power spectra directly. That has the convenient property that the traditional formulae are still valid and may still be used, but they have to be recalculated at each point in time. The time-varying spectrum of the growth rate series can therefore be calculated as follows (Lin, 1997) :
Hence, at any point in time, a power spectrum can be calculated instantaneously from the updated parameters of the model. And we are able to generate a power spectrum even if we have a short time series and even if that time series contains structural breaks.
Thus, when we present our empirical results, they are based on the time-varying STFT calculations; the only thing we need to do is to add a time dimension to show how the spectra and cross-spectra have changed over time. The result is a 3-dimensional diagram.
Cross-Spectral Analysis
We also need to investigate the linkage between different business cycles. In the frequency domain, the tool to do that is the coherence. The spectral coherence is a statistic that can be used to examine the relation between two data sets. Values of the coherence always satisfy . For a strictly proportional (linear) relationship between a single input x t and single output y t , the coherence will equal one. If x t and y t are completely unrelated, the coherence will be zero. If is less than one but greater than zero, it is an indication that output y t is being produced by input x t as well as by other inputs. Hence, the coherence is nothing else than the R 2 at each frequency/cycle length. Since we are calculating the coherence using short time Fourier transforms, the coherences may also be time-varying. where { } t y is the Chinese growth rate and { } t x is the US growth rate for example. We assume that they are related in the following way:
where A(L) t and V(L) t are filters, and L is the lag operator such that Lz t = z t-1 . Notice that the lag structure, A(L) t , is time-varying. That means we need to use a time-varying model (we use the Kalman filter again) to estimate the implied lag structure. That is
.., p and 0, a a , for i = 0, ..., q and 0,
As before, we test for the random walk property using the LaMotte-McWorther test. And for structural breaks, we employ the fluctuations test (Ploberger et al., 1989) . Finally, we use our previous general to specific approach to estimate (2.7); starting off with lag lengths of nine and p=q, and dropping those lags which were never significant (as we did before).
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As in Hughes Hallett and Richter (2004 , 2009 , we use the fact that the timevarying cross spectrum, f YX (ω) t , using the STFT can be written as:
where T(ω) t is the transfer or filter function is defined by (2.7), calculated as follows:
The last term in (2.9), f XX (ω) t , is the spectrum of predetermined variable. The spectrum of any dependent variable is then defined as (Jenkins and Watts, 1968; Nerlove et al., 1995) :
From (2.6) we get the time varying residual spectrum ( ) 
The coherence measures, for each frequency, the degree of fit between x t and y t : that is, the R 2 between each of the corresponding cycles in x t and y t . The gain is the regression coefficient, 
where
The phase angle can therefore be written as
Hence, to calculate the phase angle, all we need to know are the coefficients a j . However, in this paper we analyse a "standardised" phase angle, or phase shift:
To see how to interpret the phase shift statistic, consider the following figure:
Figure 1: Assumed Shape of a Phase Shift Figure 1 shows one variable is following the other at long cycles, with a delay of one quarter -peak to peak say. But for smaller cycles the delay is shorter. In efficient markets, the two processes should follow each other very closely, since agents are able to process new information relatively quickly. But in other cases there will be natural leads and lags depending on the production structure and degree of vertical integration
The formulae given above are for the time-invariant case. Since we get new values for a j for each point of observation t, we can apply the above formulae for every point in time t. In other words the time-varying phase shift changes to:
Empirical Results: Single Spectra
In this section and the next, we study the spectra and cross-spectra of output growth in China and Japan compared to the US, over the past 25 years. We take the US to be the leading economy ("economy of first resort"), at least at the start of the sample period, and analyse the changing relations between the US and the other two since the Asian financial crisis: 1996-7.
Similar results for the changing relationships between the US and the UK, and the US vs. the Euro-zone, will be found in Hughes and can be taken as a benchmark for these comparisons.
For all countries we use the IMF's International Financial Statistics data. All GDP observations are quarterly data, already deflated by the IMF statistical service and expressed in US dollars. They are also seasonally adjusted by the IMF. Finally, we log difference the GDP data to give (quarterly) growth rates. We use data from 1987:4 to 2006:3. The sample actually starts earlier for the US (1982) , and for Japan (1958) , but the analysis will be restricted to the period following the stock-market/financial crash of 1987.
The resulting data are then fitted to an AR(p) or ADL(p,q) model as described above, and tested for stationarity, statistical significance, and a battery of diagnostic and specification checks before being converted to the spectra and cross-spectra that we need. The time domain regression results and tests are rather extensive and are available in full from the authors on request. We have attachedthough the regression results for the endof the sample. a) Spectra: US, Japan and China. One striking feature of the individual spectra is that, in all three economies, the trend growth rate does not play an important role in terms of In making these points, we are drawing a clear distinction between persistent trends, meaning events whose effects on performance last a long time before dying away or being overtaken by subsequent events/changes; and constant growth trends whose effects are persistent and always the same in terms of economic performance. Obviously the former implies some variance in the outcomes, if only slowly changing, and hence some long cycle power in the 13 associated spectrum. But the latter implies no effective variance in the outcomes, and hence no power in the corresponding spectrum at low frequencies (or anywhere else).
There may therefore have been change in these economies; but it is not a change that has altered the pattern of growth in the US in any significant way, or the growth patterns in (b) Commentary: The tentative conclusion at this stage is that there has been no significant change in the growth patterns of these three economies over the past two decades; with the exception of the increase in volatility at business cycle frequencies in Japan at the time of the Asian crisis, and from the liberalization in the Chinese economy and trade in 2001. Even so, the low spectral power in the two Asian economies implies they have enjoyed stable growth rates. That much they do have in common, and in contrast to the US. But it is not a new phenomenon.
Coherence, Gains and Spillovers
We turn now to the coherence between the economic cycles of our Asian economies at different frequencies -and whether those coherences have been increasing or decreasing.
These results provide a test of the hypothesis that our two Asian economies form a coherent economic block, more similar in performance than with those outside the group, and whether their dependence on the US economy has decreased as the strength of the linkages in Asia has increased. In addition, we can test the proposition that, if exchange rates are pegged, then business cycles will converge as trade and financial links strengthen. This is an important matter as Artis and Zhang (1997) , and Rose (1998, 2002) (2005) show that it has not happened elsewhere. So it may not happen in the Asian case either. The point is that China has maintained a pegged exchange rate with the US throughout this period, whereas Japan has not. We can examine the coherences (gains, phase shifts) directly and attribute the results to the exchange rate regime over and above the increased trade and financial flows. The results below show that Japan, with her floating exchange rate, has maintained a far closer degree of cyclical convergence with the US than has China with a fixed rate and no tendency for the coherences to increase. A fixed rate therefore appears to be neither necessary, nor sufficient for inducing convergence. China's impact on the US economy has also been increasing. We might expect to see the China to US gains and coherence increasing with the expansion of trade and financial flows between the two, in the same way as the US to China coherence and gains have increased.
And to some extent we do. The US-China coherence (figure 7) is rather low, but falls steadily These results give a more nuanced view of the relationship between the US and China.
It is consistent with the idea that China has gained greater influence through its expansion of trade; but at the cost of dependence on foreign monetary conditions (risking thereby inflation, excess liquidity, asset bubbles, uncertainties in short term financing). However, the key point is that this relationship is not new. It has been in this form since the 1980s; even if it has become stronger, but more uncertain, since 2000. . These results therefore also support our original hypothesis; but only weakly because the linkage between US-Japanese business cycles is increasing (if anything) at the end of the sample, and because the constant coherence means there will be correspondingly few changes in the Japan to US relationship. We do not report that relationship separately therefore.
0.1 1.5 2. 9  58Q4  61Q3  64Q2  67Q1  69Q4  72Q3  75Q2  78Q1  80Q4  83Q3  86Q2  89Q1  91Q4  94Q3  97Q2  00Q1  02Q4 The gains (figure 12) mean-while are smaller again at 0.02-0.03, although they too show an increase in 1997 at the short and long frequencies before tailing off again after 2003. This is consistent with Japan evolving separately from China, even though one might have expected more linkage between the two as Chinese components are increasingly used and manufactures increasingly consumed in Japan; and as more Japanese equipment or investment goes to China. However, the fact that the same thing is also happening in the US means that Japan and the US continue to behave in the same way with respect to each other despite their changing roles in the Asian economy. Since China's role in either partner economy is the thing that has been changing, it is her relationship with the US and Japan that has changed; not those elsewhere in the region. shows something of the same pattern as the China-US relationship, although much less clearly marked because of the decade of depression in Japan. Like in the US comparisons, Japan's influence on China shows low coherence and high gains; but China's influence on Japan has a high coherence and low gains. In the China-Japan case however, these linkages are weaker:
the ratio of coherence to gain is 4:1 for China-Japan and 1:2 (in the 1990s) for Japan-China, compared to 10:1 and 1:12 for the China/US counterparts. And the picture has been confused by the loss of any form of (statistically significant) linkage during Japan's decade of depression (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) . As one might expect, as Japan sank into depression her influence on China vanished, even if China's weak but strengthening influence on Japan did not.
Consequently the China-Japan linkage shows a lot of uncertainty, especially with the Japanese attempts at revival in 1996 and 1999, while the Japan-China one does not. But the successful revival in 2004 restores more than the status quo ante, and fairly evenly so across most frequencies. In summary, we can draw the same conclusions as we did in the China/US case: China can influence the size of the cycle in Japan, but Japan exerts some influence over the shape/existence of the cycle in China. However the effects are more limited than in the US linkage. And Japan's influence on China is spread over the long (investment), short (monetary financing), and business (network production and consumables) cycles, whereas China's influence on Japan is mostly at business cycle frequencies (out-sourced production, components). 
Phase Relationships
We turn now to the phase (or time) shifts between the cycles in these economies. To make this systematic across cycles, we use the phase shift measure at (2.18) rather than correlations computed between cycles at arbitrarily imposed leads and lags (as has been done in previous investigations: Chaplygin et al, 2006) . These phase shift calculations give quite a lot of information on the industrial structure and demand patterns which have given rise to the linkages identified in the last two sections. They are therefore needed to provide some insight into why those linkages have arisen and what they depend on. 87Q4  88Q3  89Q2  90Q1  90Q4  91Q3  92Q2  93Q1  93Q4  94Q3  95Q2  96Q1  96Q4  97Q3  98Q2  99Q1  99Q4  00Q3  01Q2  02Q1  02Q4  03Q3  04Q2  05Q1  05Q4 87Q4  88Q4  89Q4  90Q4  91Q4  92Q4  93Q4  94Q4  95Q4  96Q4  97Q4  98Q4  99Q4  00Q4  01Q4  02Q4  03Q4  04Q4 Figures 17 and 18 show that the phase shifts between China and Japan are much weaker. In fact they are statistically insignificant for half the sample in the C China-Japan case, and with such short lags in the Japan-China case as to be uninteresting. We can conclude that the impacts of any changes in China on Japan are transmitted instantly.
However, the impact of changes in Japan on the Chinese economy was effectively zero after 1993 until 2005. Where there is some impact, Japan appears to have had the same effect on China as the US did, but with longer lead times. In recent years, China has led Japan by up to 10 quarters (3-4 years) in the longer cycles. This must reflect Japanese financing and FDI in China, and her demand for intermediates and components (the network trade). There are also lags of 1-2 years at business cycle frequencies, which may reflect Japanese consumption of Chinese manufactures. 87Q4  88Q3  89Q2  90Q1  90Q4  91Q3  92Q2  93Q1  93Q4  94Q3  95Q2  96Q1  96Q4  97Q3  98Q2  99Q1  99Q4  00Q3  01Q2  02Q1  02Q4  03Q3  04Q2  05Q1  05Q4 
Conclusions
This paper has examined the links and leadership-dependency relationships in the AsiaPacific area over the past 20 years in terms of spillovers and lead/lag relationships between China, Japan and the US; and whether US hegemony has been reduced by the strengthening of the links between Asian economies.
Our results indicate that:
a) The economic links with the US have indeed weakened, and those elsewhere may have strengthened. However, this is not new. It has been happening steadily since the mid-1980s, and it has now been partly reversed by the unbalanced expansion of Pacific trade.
b) The linkage with the US is more complex than usually supposed. It appears that the US still influences the shape and existence of cycles elsewhere through her control of monetary conditions where exchange rates are pegged (China); but China has some control of the size of the cycles at home and elsewhere through the strength of her trade in consumption, components and intermediate goods. Since the changes with respect to Japan are very similar, the Japan-US relationship is largely unchanged. c) There is no evidence that fixed exchange rates encouraged convergence despite increasing trade and financial links; most likely because of the capacity of misaligned (undervalued) exchange rates to generate excess liquidity, easy credit, and domestic asset bubbles.
d) The phase shift calculations show a fairly complex patterns of lead and lag relationships in which China appears to respond more or less immediately to changes in US or Japanese growth patterns, but the US and Japan adjust to changes in China with leads or lags of a year or two in their long or business cycles. These leads and lags identify the industrial structure, and the demand pattern, in the links between these economies. Wells, C. (1996) 
