Abstract-In this letter, the authors explore the use of Laplacian mixture models (LMMs) to address the overcomplete blind source separation problem in the case that the source signals are very sparse. A two-sensor setup was used to separate an instantaneous mixture of sources. A hard and a soft decision scheme were introduced to perform separation. The algorithm exhibits good performance as far as separation quality and convergence speed are concerned.
I. INTRODUCTION
A SSUME a set of sensors , observing a number of source signals
. In this letter, we will assume noiseless instantaneous mixing, i.e., (1) where denotes the mixing matrix. The source separation problem consists of estimating the original sources , given the observed signals . In the case of an equal number of sources and sensors , a number of robust approaches using independent component analysis (ICA) have been proposed in the literature [7] . In the overcomplete source separation case , the source separation problem consists of two subproblems: i) estimating the mixing matrix and ii) estimating the source signals . In general, the linear blind source separation problem can have two theoretical issues: the identifiability and the separability of the problem. Identifiability describes the capability of estimating the structure of the linear model up to a scale and permutation. Separability refers to the capability of retrieving the sources using the estimate of the mixing model. According to Eriksson and Koivunen [4] , in the case of overcomplete ICA, it is still possible to identify the mixing matrix from the knowledge of alone, although it is not possible to uniquely recover the sources . However, if we assume a specific probability distribution for , one can obtain estimates of the sources by maximizing the likelihood of . Eriksson and Koivunen [4] proved that the general linear ICA model is unique up to the following assertions: a) The model is separable, b) all source variables are non-Gaussian and rank , and c) none of the source variables has a characteristic function featuring a component in the form , where is a polynomial of a degree of at least two.
Several approaches were proposed to address the overcomplete source separation problem in the past. Lewicki [6] provided a complete Bayesian approach, assuming Laplacian source priors to estimate both the mixing matrix and the sources in the time domain. Clustering solutions were introduced by Hyvärinen [5] and Bofill-Zibulevsky [2] . Davies and Mitianoudis [3] employed the modified discrete cosine transform (MDCT) to obtain a sparse representation of the data (see Fig. 1 for a two sensors-three sources scenario). They proposed a two-state Gaussian mixture model (GMM) to represent the source densities and the possible additive noise and used an expectation-maximization (EM)-type algorithm to perform separation with reasonable performance.
In this letter, the authors explore the case of a two-sensor setup with no additive noise, where the source separation problem becomes a one-dimensional (1-D) optimal detection problem. The phase difference between the two-sensor data is employed. A Laplacian mixture model (LMM) is fitted to the phase difference between the two sensors, using an EM-type algorithm. The LMM model is then used to perform separation using either a soft or a hard threshold.
II. TWO-SENSOR APPROACH
In Fig a sparser representation of the data, we applied the MDCT on the observed signals. Other transforms with similar properties, such as the wavelet transform, can also be employed [8] . The need for sparser representations in overcomplete source separation is discussed more rigorously in [3] . Observing the scatter plot, we can see that the two-dimensional (2-D) problem can be mapped to a 1-D problem, as the main important parameter is the angle of each point, i.e., the phase difference between the two sensors atan (2) Using only the phase difference is equivalent to mapping all the observed data points on the unit circle. The whole idea resembles the processing of all the observed data points mapped to the half-unit -dimensional sphere, as proposed by Bofill and Zibulevsky [2] . In Fig. 2 , we plot the histogram of the observed data angle . We can see that the strong super-Gaussian characteristics of the individual components in the MDCT domain are preserved in . Observing Fig. 2 , we can model the observed density by fitting an LMM. Subsequently, each of the Laplacians in the mixture will represent each individual source. Using the estimated Laplacians, we can perform source separation by optimal detection schemes. Alternatively, one can use a two-state GMM (see [3] ) or a Velhulstian-type model to represent the observed density .
III. LAPLACIAN MIXTURE MODELLING
The Laplacian density is usually represented by
where represents the "center," and controls the "width" of the density, respectively. An LMM is defined as follows: (4) where are the weights, centers, and widths of each Laplacian. Effectively, . A common method used to train a mixture model is the EM algorithm.
IV. TRAINING USING THE EM ALGORITHM
In this section, we derive the EM algorithm to train a LMM, based on Bilmes's analysis [1] . In [1] , Bilmes presents a procedure to find maximum likelihood mixture (MLM) density parameters using the EM. Assuming samples for and Laplacian mixture densities (4), the log likelihood takes the following form: (5) Introducing unobserved data items that inform us which component data "generated" each data item, we can simplify the log likelihood for Laplacian mixtures as follows: (6) where represents the probability of belonging to the th Laplacian. The updates for and are given by the following formulas:
To find the updates for and , we have to solve the equations and (see Appendix A). The updates are given by (9) (10)
To facilitate the optimization of the EM, we train the LMM with a subset consisting of those data points that satisfy , where is a threshold. This will remove the data points that are placed close to the origin (see Fig. 1 ) and do not essentially carry enough information about the sources' angles. This will emphasize the Laplacian structure of the sources, as observed in the domain. Once converged, the estimated would be accurate enough; however, we may need to run the EM through the whole dataset for a couple of iterations to get more accurate estimates for and . In addition, the EM algorithm, as maximum likelihood estimation, will fit the LMM around the median value of each cluster, not the mean value. However, as audio data seem to be fairly symmetrical in the transform domain, we propose that this will not affect source separation quality.
V. SEPARATION
Once the LMM is trained, we can use optimal detection theory and the estimated individual Laplacians to get estimates of the sources. Essentially, the center of each Laplacian represents a column of the mixing matrix in the form of . To perform separation, we can use a hard or soft decision threshold.
A. Hard Threshold-"Winner Takes All"
The "winner takes all" strategy simply attributes each point of the scatter plot to one of the sources. This is performed by setting a hard threshold at the intersections between the trained Laplacians. In Fig. 2 , you can see the fitted Laplacians in a two sensors-three sources example and the hard threshold imposed.
B. Soft Threshold
One can relax the hard threshold strategy by allowing points to belong to more than one source simultaneously. A soft thresholding strategy can attribute only the points that constitute a ratio (i.e., 0.8-0.9) of each Laplacian to the corresponding source. The th source will be associated with the points for which . This will allow points to belong to more than one source. However, for this scheme to be effective, the estimated Laplacians need to be fairly concentrated around (quite a small variance). In the opposite case, there will be classification mistakes. The solutions are either to decrease or to apply a hard threshold.
C. Edge Effects
There is an issue about some edge effects on the LMM. The Laplacian density, as described in (3), is valid . However, the range of is bounded to . Assume that you have a concentration of points close to these boundaries. The EM algorithm will fit a Laplacian around this cluster without any problem, as the algorithm is not imposing any restriction on . As a result, this Laplacian will be extended slightly on or . The problem comes when we need to perform separation. Limiting this Laplacian at or implies that we are imposing a hard threshold at these points, which might not be very accurate. Therefore, we need to map the parts that exist in or to . This can be achieved by using a "modified" density (see Figs. 2 and 3) (11)
Actually, (11) should feature an infinite sum of wrapped points to model a wide Laplacian; however, the Laplacians we need to model are quite concentrated around . Alternatively, we could fit the data to to overcome the periodicity issue; however, it would be difficult to represent points at .
VI. EVALUATION
To test the efficiency of the proposed scheme, we created two artificial instantaneous mixtures of two sensors-three audio sources and two sensors-four audio sources. The solution of the overcomplete ICA problem depends on the mixing matrix . The performance of the separation algorithms will degrade if some sources are placed "close" in the mixing, as rank . The following mixing matrices were chosen to verify the validity of the algorithm: and . We used random initialization of parameters. The threshold for the reduced data set was set to , when all sources were normalized to . In Figs. 2 and 3 , we can see the actual distribution of observed and the fitted Laplacians. The proposed EM algorithm fitted the Laplacians with relative accuracy. We managed to separate the sources in either case using the proposed soft thresholding scheme, as the sources were quite concentrated around the estimated . In Table I , we compare the algorithm's performance (soft and hard thresholding) with Hyvärinen's [5] approach, in terms of average signal-to-noise ratio (SNR) of the separated sources in the two aforementioned experiments. We observe that the algorithm features similar performance to well-established approaches in the field.
The algorithm requires 80-110 iterations (in total) to converge (see Figs. 4 and 5) . We observed that the reduced data set can train the with accuracy; however, we need to use the complete data set to estimate and more accurately. We speculate that the convergence speed is slightly decreased because we are not able to directly calculate the update for (see Appendix A).
VII. CONCLUSION
In this letter, we present an LMM approach for overcomplete separation of signals. The signals are processed in the MDCT Fig. 4 . Convergence of the LMM-EM algorithm for for the four-source experiment, using the reduced data set and then the complete data set. domain; however, any alternative sparse transform can be applied. We reduce the two sensors-many sources problem to a 1-D optimal detection problem by fitting an LMM using the EM algorithm. The algorithm provided reasonable separation compared to previous approaches. For future work, it would be interesting to generalize the proposed LMM approach in the general -sensor case.
APPENDIX A CALCULATING UPDATES
Update for In the previous equation, it is not possible to find an exact solution for because of the sgn function. However, we can estimate a new update for given a previous estimate for . This approximation may decrease the convergence of the EM algorithm. 
