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COMMON DENOMINATOR FOR VALUE AND
EXPECTATION NO-GO THEOREMS
ANDREAS BLASS AND YURI GUREVICH
Abstract. Hidden-variable (HV) theories allege that a quantum
state describes an ensemble of systems distinguished by the val-
ues of hidden variables. No-go theorems assert that HV theories
cannot match the predictions of quantum theory. The present
work started with repairing flaws in the literature on no-go the-
orems asserting that HV theories cannot predict the expectation
values of measurements. That literature gives one an impression
that expectation no-go theorems subsume the time-honored no-go
theorems asserting that HV theories cannot predict the possible
values of measurements. But the two approaches speak about dif-
ferent kinds of measurement. This hinders comparing them to each
other. Only projection measurements are common to both. Here,
we sharpen the results of both approaches so that only projection
measurements are used. This allows us to clarify the similarities
and differences between the two approaches. Neither one domi-
nates the other.
1. Introduction
Hidden-variable theories allege that a state of a quantum system,
even if it is pure and thus contains as much information as quantum
mechanics permits, actually describes an ensemble of systems with dis-
tinct values of some hidden variables. Once the values of these variables
are specified, the system becomes determinate or at least more determi-
nate than quantum mechanics says. Thus the randomness in quantum
predictions results, entirely or partially, from the randomness involved
in selecting a member of the ensemble.
No-go theorems assert that, under reasonable assumptions, a hidden-
variable interpretation cannot reproduce the predictions of quantum
mechanics. In this paper, we examine two species of such theorems,
value no-go theorems and expectation no-go theorems. The value ap-
proach originated in the work of Bell [1, 2] and of Kochen and Specker
[9] in the 1960’s. Value no-go theorems establish that, under suitable
hypotheses, hidden-variable theories cannot reproduce the predictions
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of quantum mechanics concerning the possible results of the measure-
ments of observables.
The expectation approach was developed in the last decade by
Spekkens [12] and by Ferrie, Emerson, and Morris [6, 7, 8], with [8]
giving the sharpest result. In this approach, the discrepancy between
hidden-variable theories and quantum mechanics appears in the pre-
dictions of the expectation values of the measurements of effects, i.e.
the elements of POVMs, positive operator-valued measures. There is
no need to consider the actual values obtained by measurements or the
probability distributions over these values.
In both cases, measurements are associated to Hermitian operators,
but they are different sorts of measurements. In the value approach,
Hermitian operators serve as observables, and measuring one of them
produces a number in its spectrum. In the expectation approach, cer-
tain Hermitian operators serve as effects, and measuring one of them
produces 0 or 1, even if the spectrum consists entirely of other points.
The only Hermitian operators for which these two uses coincide are
projections.
We sharpen the results of both approaches so that only projection
measurements are used. Regarding the expectation approach, we sub-
stantially weaken the hypotheses. We do not need arbitrary effects,
but only rank-1 projections. Accordingly, we need convex-linearity
only for the hidden-variable picture of states, not for that of effects.
Regarding the value approach, it turns out that rank-1 projections are
sufficient in the finite dimensional case but not in general. Finally, us-
ing a successful hidden-variable theory of John Bell for a single qubit,
we demonstrate that the expectation approach does not subsume the
value approach.
2. Expectation No-Go Theorem
Definition 1. An expectation representation for quantum systems de-
scribed by a Hilbert space H is a triple (Λ, µ, F ) where
• Λ is a measurable space,
• µ is a convex-linear map assigning to each density operator ρ
on H a probability measure µ(ρ) on Λ, and
• F is a map assigning to each rank-1 projection E in H a mea-
surable function F (E) from Λ to the real interval [0, 1].
It is required that for all density matrices ρ and all rank-1 projections
E
(1) Tr(ρ · E) =
∫
Λ
F (E) dµ(ρ)
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The convex linearity of µ means that µ(a1ρ1 + a2ρ2) = a1µ(ρ1) +
a2µ(ρ2) whenever a1, a2 are nonnegative real numbers with sum 1.
The definition of expectation representation is similar to Ferrie-
Morris-Emerson’s definition of the probability representation [8] except
that (i) the domain of F contains only rank-1 projections, rather than
arbitrary effects, and (ii) we do not (and cannot) require that F be
convex-linear.
Intuitively an expectation representation (Λ, µ, F ) attempts to pre-
dict the expectation value of any rank-1 projection E in a given mixed
state ρ. The hidden variables are combined into one variable ranging
over Λ. Further, µ(ρ) is the probability measure on Λ determined by
ρ, and (F (E))(λ) is the probability of determining the effect E at the
subensemble of ρ determined by λ. The left side of (1) is the expec-
tation of E in state ρ predicted by quantum mechanics and the right
side is the expectation of F (E) in the ensemble described by µ(ρ).
But why is µ supposed to be convex linear? Well, mixed states have
physical meaning and so it is desirable that µ be defined on mixed states
as well. If you are a hidden-variable theorist, it is most natural for you
to think of a mixed state as a classical probabilistic combination of
the component states. This leads you to the convex linearity of µ. For
example, if ρ =
∑k
i=1 piρi where pi’s are nonnegative reals and
∑
pi = 1
then, by the rules of probability theory, (µ(ρ))(S) =
∑
pi(µ(ρi))(S) for
any measurable S ⊆ Λ. Note, however, that you cannot start with any
wild probability distribution µ on pure states and then extend it to
mixed states by convex linearity. There is an important constraint on
µ. The same mixed state ρ may have different representations as a
convex combination of pure states; all such representations must lead
to the same probability measure µ(ρ).
Theorem 2 (First Bootstrapping Theorem). Let H be a closed sub-
space of a Hilbert space H′. From any expectation representation for
quantum systems described by H′, one can directly construct such a
representation for systems described by H.
Proof. We construct an expectation representation (Λ, µ, F ) for quan-
tum systems described by H from any such representation (Λ′, µ′, F ′)
for the larger Hilbert space H′. To begin, we set Λ = Λ′.
To define µ and F , we use the inclusion map i : H → H′, sending
each element of H to itself considered as an element of H′, and we use
its adjoint p : H′ → H, which is the orthogonal projection of H′ onto
H. Any density operator ρ over H, gives rise to a density operator
ρ¯ = i ◦ ρ ◦ p over H′. Note that this expansion is very natural: If
ρ corresponds to a pure state |ψ〉 ∈ H, i.e., if ρ = |ψ〉〈ψ|, then ρ¯
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corresponds to the same |ψ〉 ∈ H′. If, on the other hand, ρ is a mixture
of states ρi, then ρ¯ is the mixture, with the same coefficients, of the ρi.
Define µ(ρ) = µ′(ρ¯).
The definition of F is similar. For any rank-1 projection E inH, E¯ =
i◦E ◦p is a rank-1 projection in H′, and so we define F (E) = F ′(E¯). If
E projects to the one-dimensional subspace spanned by |ψ〉 ∈ H, then
E¯ projects to the same subspace, now considered as a subspace of H′.
This completes the definition of Λ, µ , and F . Most of the require-
ments in Definition 1 are trivial to verify. For the last requirement, the
agreement between the expectation computed as a trace in quantum
mechanics and the expectation computed as an integral in the expec-
tation representation, it is useful to notice first that p◦ i is the identity
operator on H. We can then compute, for any density operator ρ and
any rank-1 projection E on H,∫
Λ
F (E) dµ(ρ) =
∫
Λ
F ′(E¯) dµ′(ρ¯) = Tr(ρ¯E¯) = Tr(i ◦ ρ ◦ p ◦ i ◦ E ◦ p)
= Tr(i ◦ ρ ◦ E ◦ p) = Tr(ρ ◦ E ◦ p ◦ i) = Tr(ρ ◦ E),
as required. 
Theorem 3 (Expectation no-go theorem). If the dimension of the
Hilbert space H is at least 2 then there is no expectation representation
for quantum systems described by H.
We cannot expect any sort of no-go result in lower dimensions, be-
cause quantum theory in Hilbert spaces of dimensions 0 and 1 is trivial
and therefore classical. By the First Bootstrapping Theorem, it suf-
fices to prove Theorem 3 just in the case Dim(H) = 2. But we find
Ferrie-Morris-Emerson’s proof that works directly for all dimensions
[8] instructive, and we adjust it to prove Theorem 3. The adjustment
involves adding some details and observing that a drastically reduced
domain of F suffices. The adjustment also involves making a little cor-
rection. Ferrie et al. quoted an erroneous result of Bugajski [5] which
needs some additional hypotheses to become correct. Fortunately for
Ferrie et al., those hypotheses hold in their situation.
Proof. The proof involves several normed vector spaces.
• B is the real Banach space of bounded self-adjoint operators
H → H with norm
‖A‖ = sup{‖Ax‖ : x ∈ H, ‖x‖ = 1}.
• F is the real vector space of bounded, measurable, real-valued
functions on Λ with norm
‖f‖ = sup{|f(λ)| : λ ∈ Λ}.
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• M is the real vector space of bounded, signed, real-valued mea-
sures on Λ with the total variation norm ‖µ‖ = µ+(Λ)+ µ−(Λ)
where µ = µ+ − µ− and µ+ and µ− are positive measures with
disjoint supports.
• T is the vector subspace of B consisting of the trace-class op-
erators. These are the operators A whose spectrum consists of
real eigenvalues αi such that the sum
∑
i |αi| is finite; eigen-
values with multiplicity > 1 are repeated in this list, and the
continuous spectrum is empty or {0}. The sum∑i |αi| serves as
the norm of A in T . The sum ∑i αi of eigenvalues themselves
(rather than their absolute values) is the trace of A. Note that
density operators are positive trace-class operators of trace 1.
In the rest of the proof, by default, operators, transformations and
functionals are bounded and of course linear. Suppose, toward a con-
tradiction, that we have an expectation representation (Λ, µ, F ) for
some H with Dim(H) ≥ 2.
Lemma 4. µ can be extended in a unique way to a transformation,
also denoted µ, from all of T into M.
Proof of Lemma 4. Every A ∈ T can be written as a linear combina-
tion of two density operators. Indeed, if ‖A‖ > 0 and A is positive
then Tr(A) = ‖A‖ and A = ‖A‖ρ where ρ = A
‖A‖
. In general, it suffices
to represent A as the difference B−C of positive trace-class operators.
Choose A+ (resp. A−) to have the same positive (resp. negative) eigen-
values and corresponding eigenspaces as A and be identically zero on
all the eigenspaces corresponding to the remaining eigenvalues. The
desired B = A+ and C = −A−.
If A is a linear combination bρ+ cσ of two density operators, define
µ(A) = bµ(ρ) + cµ(σ). Using the convex linearity of µ on the density
operators, it is easy to check that if A has another such representation
b′ρ′+c′σ′ then bµ(ρ)+cµ(σ) = b′µ(ρ′)+c′µ(σ′) which means that µ(A)
is well-defined.
The uniqueness of the extension is obvious. It remains to check
that the extended µ is bounded. In fact, we show more, namely that
‖µ(A)‖ ≤ 1 if ‖A‖ ≤ 1. So let A ∈ T and ‖A‖ ≤ 1. As we saw above,
there are positive trace-class operators B,C such that A = B − C.
Then A = ‖B‖ρ−‖C‖σ for some density operators ρ, σ where b, c ≥ 0
and b + c = ‖A‖ ≤ 1. Now, µ(ρ) and µ(σ) are measures with norm 1.
So ‖µ(A)‖ ≤ bµ(ρ) + cµ(σ) ≤ b+ c ≤ 1. 
LetM′ be the space of the functionalsM→ R where R is the set of
real numbers. Similarly let T ′ be the space of the functionals T → R.
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µ gives rise to a dual transformation µ′ : M′ → T ′ that sends any
h ∈ M′ to µ′(h) = h ◦ µ so that
(2) µ′(h)(A) = h(µ(A)) for all h ∈M′ and all A ∈ T .
Every measurable function f ∈ F induces a functional f¯ ∈ M′ by
integration: f¯(µ) =
∫
Λ
f dµ. This gives rise to a transformation ν :
F → T ′ that sends every f to µ′(f¯). Specifying h to f¯ in Equation 2
gives
(3) (νf)(A) =
∫
Λ
f dµ(A) for all f ∈ F and all A ∈ T .
Here and below we omit the parentheses around the argument of ν.
Lemma 5. For every f ∈ F , there is a unique B ∈ B with (νf)(ρ) =
Tr(B · ρ) for all density operators ρ.
Proof of Lemma 5. Every B ∈ B induces a functional B¯ ∈ T ′ by
B¯(A) = Tr(B · A). Here Tr(B · ρ) is well-defined because the prod-
uct of a bounded operator and a trace-class operator is again in the
trace class [11, Lemma 3, p. 38].
The map B 7→ B¯ is an isometric isomorphism between B and T ′ [11,
Theorem 2, p. 47]. So, for every X ∈ T ′, there is a unique BX ∈ B
such that X(A) = Tr(BX · A) for all A ∈ T . Furthermore, there is a
unique BX ∈ B such that X(ρ) = Tr(BX · ρ) for all density operators
ρ. This is because, as we showed above, the linear span of the density
matrices is the whole space T . The lemma follows because every νf
belongs to T ′. 
For any f ∈ F , the unique operator B with (νf)(ρ) = Tr(B · ρ) for
all ρ will be denoted [νf ].
Lemma 6. [νF (E)] = E for every rank-1 projection E, and [ν1] = I
where 1 is the constant function with value 1 and I is the unit matrix.
Proof of Lemma 6. Lemma 5 and equation (3) give
(4) Tr([νf ] · ρ) =
∫
Λ
f dµ(ρ) for every density operator ρ.
Equations (1) and (4) imply
(5) Tr(ρ · E) =
∫
Λ
F (E) dµ(ρ) = Tr([νF (E)] · ρ)
for every density operator ρ.
The right sides of Equations (1) and (4) coincide if we specify f to
F (E). Therefore their left sides are equal.
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Tr(Eρ) = Tr([νF (E)]ρ)
We now invoke the last clause in Definition 1 to find that, for all
rank-1 projections E and all density matrices ρ,
Tr(Eρ) =
∫
Λ
F (E) dµ(ρ) = Tr([νF (E)]ρ)).
But this is, as we saw in the proof of Lemma 5, enough to show that
[νF (E)] = E.
By Lemma 5, we see that µ′(1) is the unique operator that satisfies,
for all ρ,
Tr([ν1]ρ) =
∫
Λ
dµ(ρ) = (µ(ρ))(Λ) = 1 = Tr(ρ) = Tr(Iρ),
where the third equality comes from the fact that µ maps density ma-
trices to probability measures. Thus, [ν1] = I. 
Lemma 7. For any two rank-1 projections A,B of H, there exists an
operator H ∈ B such that all four of H, A−H, B−H, and I−A−B+H
are positive operators.
Proof of Lemma 7. Recall that an operator A is said to be positive if
〈ψ|A|ψ〉 ≥ 0 for all |ψ〉 ∈ H and that A ≤ B means that B − A is
positive. A function f ∈ F is nonnegative if f(λ) ≥ 0 for all λ ∈ Λ.
Claim 8. If f ∈ F is nonnegative then [νf ] is a positive operator.
Therefore, if f ≤ g pointwise in F then [νf ] ≤ [νg] in B.
Proof of Claim 8. The second assertion follows immediately from the
first applied to g − f , because ν is linear. To prove the first assertion,
suppose f ∈ F is nonnegative, and let |ψ〉 be any vector in H. The
conclusion we want to deduce, 〈ψ|[νf ]|ψ〉 ≥ 0, is obvious if |ψ〉 = 0, so
we may assume that |ψ〉 is a non-zero vector. Normalizing it, we may
assume further that its length is 1. Then |ψ〉〈ψ| is a density operator
and therefore µ(|ψ〉〈ψ|) is a measure. Using equation (5), we compute
〈ψ|[νf ]|ψ〉 = Tr([νf ]|ψ〉〈ψ|) =
∫
Λ
f dµ(|ψ〉〈ψ|) ≥ 0,
where we have used that both the measure µ(|ψ〉〈ψ|) and the integrand
f are nonnegative. 
Let F[0,1] be the subset of F comprising the functions all of whose
values are in the interval [0, 1].
Claim 9. For any f, g ∈ F[0,1] there exists h ∈ F[0,1] such that all four
of h, f − h, g − h, and 1− f − g + h are nonnegative.
8 ANDREAS BLASS AND YURI GUREVICH
Proof of Claim 9. Define h(λ) = min{f(λ), g(λ)} for all λ ∈ Λ. Then
the first three of the assertions in the lemma are obvious, and the fourth
becomes obvious if we observe that f + g − h = max{f, g} ≤ 1. 
Now we are ready to complete the proof of Lemma 7. Apply Claim 9
with f = F (A) and g = F (B), let h be the function given by the lemma,
and letH = [ν(h)]. The nonnegativity of h, f−h, g−h, and 1−f−g+h
implies, by Claim 8, the positivity of [ν(h)] = H , [ν(F (A)−h)] = A−H ,
[ν(F (B)−h)] = B−H , and [ν(1−F (A)−F (B)+h)] = I−A−B+H ,
where we have also used the linearity of ν, the fact that [ν(1)] = I, and
the formula [ν(F (A))] = A for all A in the domain of F . 
Now we are ready to prove Theorem 3. Let us apply Lemma 6
to two specific rank-1 projections. Fix two orthonormal vectors |0〉
and |1〉. (This is where we use that H has dimension at least 2.)
Let |+〉 = (|0〉 + |1〉)/√2. We use the projections A = |0〉〈0| and
B = |+〉〈+| to the subspaces spanned by |0〉 and |+〉. Let H be as in
Lemma 7 for these projections A and B.
From the positivity of H and of A−H , we get that 0 ≤ 〈1|H|1〉 and
that
0 ≤ 〈1|(A−H)|1〉 = 〈1|A|1〉 − 〈1|H|1〉 = −〈1|H|1〉,
where we have used that |1〉, being orthogonal to |0〉, is annihilated
by A. Combining the two inequalities, we infer that 〈1|H|1〉 = 0 and
therefore, since H is positive, H|1〉 = 0. Similarly, using the orthogonal
vectors |+〉 and |−〉 = |0〉 − |1〉)/√2 in place of |0〉 and |1〉, we obtain
H|−〉 = 0. So, being linear, H is identically zero on the subspace of H
spanned by |1〉 and |−〉; note that |0〉 is in this subspace, so we have
H|0〉 = 0.
Now we use the positivity of I−A−B+H . Since H|0〉 = 0, we can
compute
0 ≤ 〈0|(I−A−B+H)|0〉 = 〈0|0〉−〈0|A|0〉−〈0|B|0〉 = 1−1− 1√
2
=
−1√
2
.
This contradiction completes the proof of the theorem. 
Remark 10 (Symmetry or the lack of thereof). In view of the idea of
symmetry or even-handedness suggested by Spekkens [12], one might
ask whether there is a dual version of Theorem 3, that is, a version
that requires convex-linearity for effects but looks only at pure states
and does not require any convex-linearity for states. The answer is no;
with such requirements there is a trivial example of a successful hidden-
variable theory, regardless of the dimension of the Hilbert space. The
theory can be concisely described as taking the quantum state itself
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as the “hidden” variable. In more detail, let Λ be the set of all pure
states. Let µ assign to each operator |ψ〉〈ψ| the probability measure
on Λ concentrated at the point λ|ψ〉 that corresponds to the vector |ψ〉.
Let F assign to each effect E the function on Λ defined by
F (E)(λ|ψ〉) = 〈ψ|E|ψ〉.
We have trivially arranged for this to give the correct expectation for
any effect E and any pure state |ψ〉. The formula for F (E) is clearly
convex-linear (in fact, linear) as a function of E. Of course, µ cannot
be extended convex-linearly to mixed states, so that Theorem 3 does
not apply.
3. Value No-Go Theorems
Value no-go theorems assert that hidden-variable theories cannot
even produce the correct outcomes for individual measurements, let
alone the correct probabilities or expectation values. Such theorems
considerably predated the expectation no-go theorems considered in
the preceding section. Value no-go theorems were first established by
Bell [1, 2] and then by Kochen and Specker [9]; we shall also refer to the
user-friendly exposition given by Mermin [10]. To formulate value no-
go theorems, one must specify what “correct outcomes for individual
measurements” means.
Definition 11. Let H be a Hilbert space, and let O be a set of ob-
servables, i.e., self-adjoint operators on H. A valuation for O in H
is a function v assigning to each observable A ∈ O a number v(A)
in the spectrum of A, in such a way that (v(A1), . . . , v(An)) is in the
joint spectrum σ(A1, . . . , An) of (A1, . . . , An) whenever A1, . . . , An are
pairwise commuting.
The intention behind this definition is that, in a hidden-variable
theory, a quantum state represents an ensemble of individual systems,
each of which has definite values for observables. That is, each indi-
vidual system has a valuation associated to it, describing what values
would be obtained if we were to measure observable properties of the
system. A believer in such a hidden-variable theory would expect a
valuation for the set of all self-adjoint operators on H, unless there
were superselection rules rendering some such operators unobservable.
Before we proceed, we recall the notion of joint spectra [3, Sec-
tion 6.5].
Definition 12. The joint spectrum σ(A1, . . . , An) of pairwise commut-
ing, self-adjoint operators A1, . . . , An on a Hilbert spaceH is a subset of
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n. If A1, . . . , An are simultaneously diagonalizable then (λ1, . . . , λn) ∈
σ(A1, . . . , An) iff there is a non-zero vector |ψ〉 with Ai|ψ〉 = λi|ψ〉 for
i = 1, . . . , n. In general, (λ1, . . . , λn) ∈ σ(A1, . . . , An) iff for every
ε > 0 there is a unit vector |ψ〉 ∈ H with ‖Ai|ψ〉 − λi|ψ〉‖ < ε for
i = 1, . . . , n.
Proposition 13. For any continuous function f : Rn → R,
f(A1, . . . , An) = 0 if and only if f vanishes identically on
σ(A1, . . . , An).
The proposition is implicit in the statement, on page 155 of [3], that
“most of Section 1, Subsection 4, about functions of one operator,” can
be repeated in the context of several commuting operators. We give a
detailed proof of the proposition in [4, §4.1].
Theorem 14 ([2, 9, 10]). If Dim(H) = 3 then there is a finite set O
of rank 1 projections for which no valuation exists.
The proof of Theorem 14 can be derived from the work of Bell [2,
Section 5], and we do that explicitly in [4, §4.3]. The construction given
by Kochen and Specker [9] provides the desired O more directly. The
proof of Theorem 1 in [9] uses a Boolean algebra generated by a finite
set of one-dimensional subspaces of H, and it shows that the projec-
tions to those subspaces constitute an O of the required sort. Mermin’s
elegant exposition [10, Section IV] deals instead with squares S2i of cer-
tain spin-components of a spin-1 particle, but these are projections to
2-dimensional subspaces of H, and the complementary rank-1 projec-
tions I − S2i serve as the desired O.
Theorem 15 (Second Bootstrapping Theorem). Suppose H ⊆ H′ are
finite-dimensional Hilbert spaces. Suppose further that O is a finite set
of rank-1 projections of H for which no valuation exists. Then there is
a finite set O′ of rank-1 projections of H′ for which no valuation exists.
This is our second bootstrapping theorem. Intuitively, such dimen-
sion bootstrapping results are to be expected. If hidden-variable the-
ories could explain the behavior of quantum systems described by the
larger Hilbert space, say H′, then they could also provide an expla-
nation for systems described by the subspace H. The latter systems
are, after all, just a special case of the former, consisting of the pure
states that happen to lie in H or mixtures of such states. But often no-
go theorems give much more information than just the impossibility of
matching the predictions of quantum-mechanics with a hidden-variable
theory. They establish that hidden-variable theories must fail in very
specific ways. It is not so obvious that these specific sorts of failures,
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once established for a Hilbert space H, necessarily also apply to its
superspaces H′.
Proof. Clearly, if two Hilbert spaces are isomorphic and if one of them
has a finite set O of rank-1 projections with no valuation, then the
other also has such a set. It suffices to conjugate the projections in O
by any isomorphism between the two spaces. Thus, the existence of
such a set O depends only on the dimension of the Hilbert space, not
on the specific space.
Proceeding by induction on the dimension of H′, we see that it suf-
fices to prove the theorem in the case where dim(H′) = dim(H) + 1.
Given such H and H′, let |ψ〉 be any unit vector in H′, and observe
that its orthogonal complement, |ψ〉⊥, is a subspace of H′ of the same
dimension as H and thus isomorphic to H. By the induction hypothe-
sis, this subspace |ψ〉⊥ has a finite set O of rank-1 projections for which
no valuation exists. Each element of O can be regarded as a rank-1
projection of H′; indeed, if the projection was given by |ϕ〉〈ϕ| in |ψ〉⊥,
then we can just interpret the same formula |ϕ〉〈ϕ| in H′, using the
same unit vector |ϕ〉 ∈ |ψ〉⊥
Let O1 consist of all the projections from O, interpreted as projec-
tions of H′, together with one additional rank-1 projection, namely
|ψ〉〈ψ|. What can a valuation v for O1 look like? It must send |ψ〉〈ψ|
to one of its eigenvalues, 0 or 1.
Suppose first that v(|ψ〉〈ψ|) = 0. Then, using the fact that |ψ〉〈ψ|
commutes with all the other elements of O1, we easily compute that
what v does to those other elements amounts to a valuation for O.
But O was chosen so that it has no valuation, and so we cannot have
v(|ψ〉〈ψ|) = 0. Therefore v(|ψ〉〈ψ|) = 1. (It follows that v maps the
projections associated to all the other elements of O′ to zero, but we
shall not need this fact.)
We have thus shown that any valuation for the finite set O1 must
send |ψ〉〈ψ| to 1. Repeat the argument for another unit vector |ψ′〉
that is orthogonal to |ψ〉. There is a finite set O2 of rank-1 projections
such that any valuation for O2 must send |ψ′〉〈ψ′| to 1. No valuation
can send both |ψ〉〈ψ| and |ψ′〉〈ψ′| to 1, because their joint spectrum
consists of only (1, 0) and (0, 1). Therefore, there can be no valuation
for the union O1 ∪ O2, which thus serves as the O′ required by the
theorem. 
Theorem 16 (Value no-go theorem). Suppose that the dimension of
the Hilbert space is at least 3.
(1) There is a finite set O of projections for which no valuation
exists.
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(2) If the dimension is finite then there is a finite set O of rank 1
projections for which no valuation exists.
The desired finite sets of projections are constructed explicitly in
the proof. The finiteness assumption in part (2) of the theorem cannot
be omitted. If Dim(H) is infinite, then the set O of all finite-rank
projections admits a valuation, namely the constant zero function. This
works because the definition of “valuation” imposes constraints on only
finitely many observables at a time.
Proof. When the dimension of H is greater than 3, but still finite, we
use our Second Bootstrapping Theorem. Notice that, if one merely
wants a no-go theorem saying that some O has no valuation, then this
bootstrapping is easy, as noted in [1, 9, 10]. Work is needed only to
get all the operators in O to be rank 1 projections.
It remains to treat the case of infinite-dimensional H. Let K and L
be Hilbert spaces, with dim(K) = 3 and dim(L) = dim(H). Note that
then their tensor product K ⊗ L has the same dimension as H, so it
can be identified with H.
Let O be as in Theorem 14 for the 3-dimensional K. Let O′ =
{P ⊗IL : P ∈ O}, where IL is the identity operator on L. Then O′ is a
set of infinite-rank projections of K⊗L = H, having the same algebraic
structure as O. It follows that there is no valuation for O′. 
Let’s say that a projection A on Hilbert space H is a rank-n pro-
jection modulo identity if either A is of rank n or else H splits into a
tensor product K ⊗L such that K is finite-dimensional and A has the
form P ⊗ IL where P is of rank n and IL is the identity operator on L.
The proof of Theorem 16 gives us the following corollary.
Corollary 17. If the dimension of the Hilbert space is at least 3 then
there is a finite set of rank-1 projections modulo identity for which no
valuation exists.
4. One successful hidden-variable theory
By reducing both species of no-go theorems to projection measure-
ment, where measurement as observable and measurement as effect
coincide, we made it easier to see similarities and differences. No, the
expectation no-go theorem does not imply the value no-go theorem.
But the task of proving this claim formally, say for a given dimension
d = Dim(H), is rather thankless. You have to construct a counter-
factual physical world where the expectation no-go theorem holds but
the value no-go theorem fails. There is, however, one exceptional case,
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that of dimension 2. Theorem 3 assumes Dim(H) ≥ 2 while Theo-
rem 16 assumes Dim(H) ≥ 3. So what about dimension 2?
Bell developed, in [1] and [2], a hidden-variable theory for a two-
dimensional Hilbert space H. Here we summarize the improved version
of Bell’s theory due to Mermin [10], we simplify part of Mermin’s ar-
gument, and we explain why the theory doesn’t contradict Theorem 3.
In the rest of this section, we work in the two-dimensional Hilbert
space H. Let V be the set of value maps v for all the observables
on H. In each pure state ψ, the hidden variables should determine a
particular member of V.
Definition 18. A value representation for quantum systems described
by H is a pair (Λ, V ) where
• Λ is a probability space and
• V a function ψ → Vψ on the pure states such that every Vψ is
a map λ→ V λψ from (the sample space of) Λ onto V.
Further, we require that, for any pure state ψ and any observable A,
the expectation
∫
Λ
V λψ (A) dλ of the eigenvalue of A agrees with the
prediction 〈ψ|A|ψ〉 of quantum theory:
(6)
∫
Λ
V λψ (A) dλ = 〈ψ|A|ψ〉
Definition 18 is narrowly tailored for our goals in this section; in the
full paper we will give a general definition of value representation. No-
tice that, if a random variable (in our case, the eigenvalue of A in ψ)
takes only two values, then the expected value determines the probabil-
ity distribution. A priori we should be speaking about commuting oper-
ators and joint spectra but things trivialize in the 2-dimensional case.
Recall Proposition 13 and notice that, in the 2-dimensional Hilbert
space, if operators A,B commute, then one of them is a polynomial
function of the other.
Theorem 19. There exists a value representation for the quantum
systems described by the two-dimensional Hilbert system H.
Proof. Let ~σ be the triple of the Pauli matrices σx =
(
0 1
1 0
)
, σy =(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. For any unit vector ~n ∈ R3, the dot product
~n · ~σ is a Hermitian operator with eigenvalues ±1. Every pure state of
H is an eigenstate, for eigenvalue +1, of ~n · ~σ for a unique ~n. We use
the notation |~n〉 for this eigenstate.
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IfH represents the states of a spin-1
2
particle, then the operator 1
2
~n·~σ
represents the spin component in the direction ~n, and so |~n〉 represents
the state in which the spin is definitely aligned in the direction ~n. It
is a special property of spin 1
2
that all pure states are of this form; for
higher spins, a superposition of states with definite spin directions need
not have a definite spin direction.
On H, any Hermitian operator A has the form a0I + ~a · ~σ for some
scalar a0 ∈ R and vector ~a ∈ R3. The eigenvalues of A are a0 ± ‖~a‖.
Observables a0I + ~a · ~σ and b0I +~b · ~σ commute if and only if ~a and ~b
are either parallel or antiparallel.
The desired probability space is the set S2 of unit vectors in R3 with
the uniform probability measure. Let ~m range over S2. Then
V ~m~n (a0I + ~a · ~σ) =
{
a0 + ‖~a‖ if (~m+ ~n) · ~a ≥ 0,
a0 − ‖~a‖ if (~m+ ~n) · ~a < 0.
It remains to check that
(7)
∫
S2
V ~mψ (a0I + ~a · ~σ) d~m = 〈~n|(a0I + ~a · ~σ)|~n〉.
We begin with a couple of simplifications. First, we may assume
that a0 = 0, because a general a0 would just be added to both sides
of Equation (7). Second, thanks to the rotational symmetry of the
situation (where rotations are applied to all three of ~a, ~n and ~m), we
may assume that the vector ~a points in the z-direction. Finally, by
scaling, we may assume that ~a = (0, 0, 1), so that the right side of
Equation (7) is nz.
So our task is to prove that the average over ~m of the values assigned
to σz is nz. By definition, the value assigned to σz is ±1, where the sign
is chosen to agree with that of mz + nz. In view of how ~m is chosen,
this mz + nz is the z-coordinate of a random point on the unit sphere
centered at ~n. So the question reduces to determining what fraction of
this sphere lies above the x-y plane.
This plane cuts S2 horizontally at a level nz below the sphere’s center.
By a theorem of Archimedes, when a sphere is cut by a plane, its area is
divided in the same ratio as the length of the diameter perpendicular
to the plane. So the plane divides the sphere’s area in the ratio of
1+nz (above the plane) to 1−nz (below the plane). That is, the value
assigned to σz is +1 with probability (1+nz)/2 and −1 with probability
(1− nz)/2. Thus, the average value of σz is nz, as required. 
Finally, we explain why Bell’s theory doesn’t contradict Theorem 3.
To obtain an expectation representation, we must extend the map V
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convex-linearly to all density matrices. But no such extension exists.
Here is an example showing what goes wrong. Consider the four pure
states corresponding to spin in the directions of the positive x, negative
x, positive z and negative z axes. The corresponding density operators
are the projections
I + σx
2
,
I − σx
2
,
I + σz
2
,
I − σz
2
,
respectively. Averaging the first two with equal weights, we get 1
2
I; av-
eraging the last two gives the same result. So a convex-linear extension
T would have to assign to the density operator 1
2
I the average of the
probability measures assigned to the pure states with spins in the ±x
directions and also the average of the probability measures assigned to
pure states with spins in the ±z directions. But these two averages
are visibly very different. The first is concentrated on the union of two
unit spheres tangent to the y-z-plane at the origin, while the second is
concentrated on the union of two unit spheres tangent to the x-y-plane
at the origin.
Thus, Bell’s example of a hidden-variable theory for 2-dimensionalH
does not fit the assumptions in any of the expectation no-go theorems.
It does not, therefore, clash with the fact that those theorems, unlike
the value no-go theorems, apply in the 2-dimensional case.
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