Previous studies have characterized the brain regions involved in encoding monetary reward and punishment outcomes. The question of how this information is integrated across brain regions has received less attention. Here, we investigated changes in effective connectivity related to the processing of positive and negative monetary outcomes using functional magnetic resonance imaging data from the Human Connectome Project. Specifically, subjects engaged in a card guessing game which could yield win, loss, or neutral outcomes. A general linear model was used to define a network of regions involved in win and loss outcome processing, including anterior insula, anterior cingulate cortex, and ventral striatum. Dynamic causal modelling (DCM) was implemented to study between-region couplings and outcome-related modulations thereof within this network. In addition, we explored the relation between effective connectivity patterns and choice behavior in the gambling task. Parametric empirical Bayesian modelling was conducted for group-level inferences of both DCM and the choice behavior. Behaviorally, both win and loss outcomes increased the probability of choice switches in subsequent gambles. In terms of connectivity, win outcomes were associated with increased extrinsic connectivity across the network, while loss outcomes featured a balance between increased and decreased extrinsic connectivity. Moreover, selfinhibitory connections tended to decrease for both win and loss outcomes. Interestingly, a substantial discrepancy was observed for occipital cortex connectivity, which was characterized by intrinsic disinhibition in loss but not in win trials.The observed differences in effective connectivity during the processing of positive and negative outcomes, despite similarities in average regional activity and choice behavior, highlight the value of exploring network dynamics in the context of incentive manipulations.
Introduction
The ability for biological agents to process rewards and punishments is crucial for guiding behavior, and many neuroimaging studies have identified neural modulations associated with these signals. These studies have shown regional overlap and segregation with respect to factors such as primary and secondary reward/punishment (Delgado, Jou, & Phelps, 2011; Valentin & O'Doherty, 2009 ), expectancy and outcome processing (Diekhof, Kaps, Falkai, & Gruber, 2012) , and incentive magnitude (e.g. Knutson & Cooper, 2005; Smith, et al., 2009 ).
Hence, the primary focus of most previous studies was where reward and punishment signals are processed in the brain. Several brain regions have consistently been linked to reward (win) and punishment (loss) outcomes, including the ventral striatum (VS, including nucleus accumbens), anterior insula (aINS), the substantia nigra/ventral tegmental area complex (SN/VTA) in the midbrain, and medial prefrontal cortex (Bartra, McGuire, & Kable, 2013; Liu, Hairston, Schrier, & Fan, 2011) . Intriguingly, in addition to differential activations, positive and negative incentive outcomes overlap in a subset of regions (Bartra, McGuire, & Kable, 2013) , which seems to reflect overall saliency (or behavioral relevance) -above and beyond absolute valence.
The question of how information about win and loss outcomes is integrated across brain regions has received less attention in the literature (but see e.g. Lim, O'Doherty, & Rangel, 2013; Ballard, et al., 2011; Plichta, et al., 2013 for related work) . In other words, studies comparing win and loss outcomes in term of (effective) connectivity are lacking.
Arguably, the main reason for this is that conventional methods -i.e. spatial mapping of general linear model (GLM) parameters for functional localization -are more established compared to effective connectivity procedures. Nevertheless, understanding how different brain regions and networks communicate is crucial to advance our knowledge about cognitive processing. Over the past decade, methods for inferring brain connectivity, such as dynamic causal modelling (DCM), have been developed and validated (Friston, Harrison, & Penny, 2003; Friston, Li, Daunizeau, & Stephan, 2011; Litvak, Garrido, Zeidman, & Friston, 2015; Razi, Kahan, Rees, & Friston, 2015) , and some studies have applied these methods to investigate how monetary incentives (Ballard, et al., 2011; Plichta, et al., 2013) or stimulus value (Lim, O'Doherty, & Rangel, 2013) influence information integration.
The main goal of the current study was to investigate how positive and negative outcomes affects the way different brain areas communicate. To this end, we examined changes in effective connectivity between and within brain areas implicated in the processing of positive and negative outcomes. We analysed functional magnetic resonance imaging (fMRI) data of the gambling task from the Human Connectome Project (HCP; , which consists of a relatively large sample of subjects. During the task, subjects were presented with feedback signalling monetary wins, losses, and neutral feedback following a card guessing game. First, a GLM was used to identify brain regions related to win and loss outcomes as compared to neutral ones. Subsequently, an effective connectivity analysis was conducted within this network using DCM (Friston, Harrison, & Penny, 2003) . Importantly, by focusing on incidental, non-contingent feedback signals instead of incentive cues (see e.g. Ballard, et al., 2011) , potential differences in instrumental value between positive and negative incentives are reduced, while differences arising from their inherent valence are emphasized. That said, in keeping with the idea that valence signals can influence behavior even if these are non-contingent on performance (Steenbergen, Band, & Hommel, 2009 ), we tested the potential impact of positive and negative outcomes on guessing behavior in the subsequent trial. We performed a Bayesian logistic regression on the subjects' behavioral data. To test whether individual differences in guessing behavior are related to effective connectivity, a hierarchical linear model was employed and estimated using Parametric empirical Bayesian (PEB) modelling (Friston, et al., 2016) .
First, based on previous work, we expected to observe partly overlapping activity modulations for win and loss outcomes in key reward processing regions, including aINS, VS, ACC, ventromedial prefrontal cortex (vmPFC; Bartra, McGuire, & Kable, 2013) . Second, within the resulting network, we expect to find outcome-related connectivity modulations, both at the level of between-region coupling as well as self-connections. This comparison could reveal potential network markers reflecting differences and similarities between win and loss outcomes (i.e., in terms of coding absolute valence versus shared saliency). With regard to the behavioral data, we expected that subjects are more likely to change their behavior after loss as compared to win outcomes based on the idea that negative feedback may signal the need for behavioral adaptation in an automatic manner. Specifically, loss outcomes may promote choice switches, while win outcomes may promote choice repetitions -even if the feedback is non-contingent on performance. Finally, we expected that individual differences in choice behavior would be associated with modulations in effective connectivity.
Methods
The study utilizes data from the HCP, and more specifically, fMRI data from a monetary incentive gambling task . In the following, we first briefly describe the experimental procedures, data acquisition, and pre-processing before providing a detailed description of the behavioral, first and second-level fMRI analyses, as well as the subsequent DCM analysis.
Experimental procedures
The present study is based on a subset of the HCP 900 subjects release. The full data set contains identical healthy twins, non-identical twins, siblings, and unrelated subjects. Since the inclusion of twins and siblings would require explicit modelling of dependencies, we opted for analysing a subset of 368 unrelated subjects. The age range was between 22 and 36 years with a mean of approximately 29 years (see Van Essen, et al., 2013 for why reporting of exact ages would endanger anonymity of subjects) and a total of 199 females. In short, the gambling task consisted of a card game in which subjects had to guess whether the upcoming card would be higher or lower than 5 (range was between 1 and 9). After the gamble, feedback regarding the outcome was provided in form of a reward (green upwards arrow and with "1$"), a loss (downward arrow with "-0.5$"), or neutral signal (grey double headed arrow with "5"; no win or loss). The experiment consisted of two runs with four blocks each, and each block entailed eight trials. Two of the blocks within a run featured mainly reward trials and two blocks entailed mainly loss trials. In the win blocks, six win trials were interleaved with either one neutral and one loss trial or two loss trials. In the loss blocks, six loss trials were interleaved with either one neutral and one win trial or two win trials. In total, the experiment entailed 29 win trials, 29 loss trials, and six neutral trials. See Barch et al. (2013) for more details. All participants gave written consent and experimental procedures were approved by the Institutional Review Board (IRB # 201204036; Title: 'Mapping the Human Connectome: Structure, Function, and Heritability'). Reuse of public data for research purposes is automatically approved by the ethical Committee of the faculty of Psychology and Educational Sciences of Ghent University.
Data acquisition and pre-processing
The following description of the data acquisition is directly cited from Barch et al. (2013) :
"Whole-brain EPI acquisitions were acquired with a 32 channel head coil on a modified 3T Siemens Skyra with TR = 720 ms, TE = 33.1 ms, flip angle = 52°, BW =2290 Hz/Px, in-plane FOV = 208 × 180 mm, 72 slices, 2.0 mm isotropic voxels, with a multi-band acceleration factor of 8 (Feinberg et al., 2010; Moeller et al., 2010) . Two runs of each task were acquired, one with a right-to-left and the other with a left-to-right phase encoding". We used the minimally pre-processed data as described in (Glasser, et al., 2013) which were included in the HCP 900 subjects release. We additionally spatially smoothed the fMRI images with a Gaussian kernel with full width half maximum of 5mm in the three directions using statistical parametric mapping (spm12 v. 6906). There was a total of 253 functional volumes per run.
Behavioral analysis
We first investigated whether the outcome-type (win vs. loss) affected choices in the subsequent trial. More specifically, we wanted to infer the probability of a choice switch given outcome type on the previous trial (i.e., switches from 'bigger than 5' to 'smaller than 5' and vice versa). To test whether subjects are more likely to switch after loss or win outcomes, we performed a variational Bayesian version of logistic regression on the behavioral data for every subject separately. To this end, we treated choice switches as 1 and choice repetitions as 0. Predictors for the current choice are the outcome types from the previous trial. The Bayesian model reads:
Equation ( The above analyses were performed for every subject separately before using parametric empirical Bayes (PEB) for inferences at the group-level (Friston, et al., 2016) . To this end, we employed a hierarchical linear model with Gaussian random effects for the parameters in (1) and (2), in which first level (i.e. subject-level) parameters are treated as a linear mapping from a second-level model (i.e. the group-level):
Here, are the vectorized multivariate first-level parameters. More specifically, the first Z = Furthermore, & are the second level parameters. For the behavioral results we are only interested in the group means and therefore our second level design matrix is a column vector of ones (P=1). The last term in (3), ', is the inter-subject's variability (i.e., random effects) and ) corresponds to the random fluctuations in the second level parameters. Using PEB, the parameters in (3) and (4) can be estimated from the prior and posterior means and covariances from each subject as described in (Friston, et al., 2016) . The hierarchical model is defined as: 
Note that the hierarchical model described here can also be used to make group inferences on DCM parameters described in the next section (as in e.g. Van de Steen, Almgren, Razi, Friston, & Marinazzo, 2019; Almgren, et al., 2018; Friston, et al., 2016) . For both the behavioral and DCM results, the posterior distribution over group-level parameters are used for statistical inference. More specifically, the posterior means and covariance matrix can be used to determine the posterior probability (Pp) of a parameter being different from 0. Here a Pp of .95 was chosen as cut-off value. In other words, parameters with a Pp > .95 are treated as 'significant'. In addition, the posterior mean and variance of a contrast between parameters can be obtained using the following:
where C is a vector encoding the contrast of interest. 
First and second level general linear model (GLM)
To identify brain regions that are related to win and loss as compared to neutral outcomes, a two-stage analysis approach was used. A first level GLM was employed to model the individual subject's blood oxygen level dependent (BOLD) time series. Next, the resulting individual contrasts were submitted to a second level random-effects model to make group inferences. The analyses were performed in SPM12.
The first level BOLD time series were modelled using delta functions at stimulus onsets. More specifically, the onsets of the win, loss, and neutral outcomes served as separate conditions in the model. The stick functions were convolved with a canonical haemodynamic response function and entered the GLM (Friston, et al., 1998) . In addition, residual movement-related artefacts and their derivatives were included in the model. The designs for the two runs were concatenated. Two constant regressors were added to the GLM to model run-specific effects. The effect of concatenating the runs was taking into account during high-pass filtering (1/128 Hz) and temporal non-sphericity calculations using the spm_fmri_concatenate.m function. The runs were concatenated to simplify subsequent DCM analysis. The first-level estimated beta images for the three conditions were entered in a second-level random effects GLM using a flexible factorial design. In order to identify brain areas which are related to both win and loss outcome, a conjunction null test of the winminus-neutral contrast and the loss-minus-neutral contrast was performed (Friston, Penny, & Glaser, 2005) . In addition, separate t-tests for the win-minus-neutral contrast and loss-minusneutral contrast were conducted. The multiple comparisons problem was addressed by controlling the family was error rate (FWE) at the voxel-level at 5% and a cluster extent threshold of 25 voxels was applied.
Dynamic causal modelling (DCM)
To quantify effective connectivity and connectivity modulations that are associated with win and loss outcomes, we applied DCM for fMRI. In DCM, the brain is treated as a multiple input-state-multiple output system. The external inputs (i.e. experimentally designed stimuli and/or contextual conditions) either drive one or more brain regions or modulate the coupling between brain regions (Friston, Harrison, & Penny, 2003) . The dynamics of hidden neural states of each of the brain areas are described using a set of differential equations equipped with parameters reflecting the strength of coupling between different regions (the 'A-matrix'), the modulations of these coupling parameters in response to modulatory inputs (the 'Bmatrix') and the direct effect of a driving input (the 'C-matrix'):
Where ? @ is the time derivative of the hidden neural states. B and B are the modulatory and driving inputs respectively. In (6), the evolution of the hidden states is described in a general form. The specific state equations used in DCM for fMRI can be described by (7) We used the following procedure to extract summary time series for each of the above-mentioned regions of interest. A mask for each ROI was created by taking the conjunction of a functional and anatomical mask using the WFU-pickatlas software (Maldjian, Laurienti, & Burdette, 2004; Maldjian J. , Laurienti, Kraft, & Burdette, 2003) . The functional masks are created as spheres centred at the peak MNI coordinates obtained by the second level GLM. Anatomical masks were based on the AAL atlas (Tzourio-Mazoyer, et al., 2002) .
Details regarding sphere centre, radius, and anatomical mask(s) are summarized in Table 1 . A group-level analysis was conducted using the PEB framework described above (Friston, et al., 2016) . In short, a random effects analysis was performed on the effective connectivity and modulatory parameters (i.e. the 'A' and 'B' matrices). Here we used the estimated effect of outcome on subsequent choice as an additional regressor. This way, we could test whether individual differences in choice behavior were related to effective connectivity. More specifically, we specified three different PEB models. The first PEB model was used to investigate mean baseline connectivity over subjects (i.e. 'A-matrix'). For the second PEB model, we looked at connectivity modulations during win outcomes. Here both the mean as well as the normalized parameters for choice-switching related to win (i.e. win vs. neutral) outcomes were used as regressors. The same procedure was followed for loss outcomes, including the parameters related to loss outcomes (loss vs. neutral) as regressors.
Based on this, the posterior average across extrinsic connections of the mean modulation was calculated, as well as the average relation between behavior and extrinsic connectivity modulations. This was done by applying (6) and (7) to both win and loss outcomes. To check the robustness of the results, we randomly split the group into two subgroups and computed the three PEB models for each subgroup separately.
Results

Behavioral results
The group-level parameters of the Bayesian logistic regression can be found in 1. We observed no significant effect of win outcomes (M = .01, SD = .04, Pp = .58), but a significant effect of neutral outcomes (M = -.26, SD = .06, Pp > .999). After transforming the estimated parameters into estimated switching probabilities using (2), we obtained probabilities of .40, .46 and .46 for neutral, win, and loss outcomes, respectively. To test whether switching behavior after win and loss outcomes was at chance level, we used (6) and (7) and Pp > .999), indicating that for both win and loss outcomes, switches are below 50%. Figure 1 . The group-level parameter estimates of the logistic regression are shown. More specifically, the posterior mean and 95% Bayesian credible intervals (pink) are shown.
Group level GLM
The whole-brain conjunction between the win-minus-neutral and loss-minus-neutral contrast revealed a large cluster in the OCC as well as clusters in bilateral aINS and the ACC (see Figure 2 and Table 2. ). Figure 2 . Group level GLM conjunction between loss-minus-neutral AND win-minus-neutral contrasts. The FWE-thresholded (p<0.05) T-map is superimposed on the single-subject T1 image provided by SPM12.
To test for activity modulations that are unique for win or loss outcomes, we explored the respective contrasts separately (win-minus-neutral and loss-minus-neutral). The results for the win-minus-neutral contrast are illustrated in Table 3 and Figure 3 . In addition to the regions revealed by the conjunction analysis, we observed significant activations in bilateral VS (caudate and putamen), mid-cingulate cortex, pre-and post-central gyrus, as well as parts of the temporal lobe and the cerebellum. The activations observed in the loss-minusneutral contrast were largely overlapping with the conjunction analysis and did not reveal significant additional activity modulations. These results can be found in the supplementary materials ( Figure S1 and Table S1 ). Clusters with fewer than 25 voxels are not shown. 
Connectivity results
The results for the baseline connectivity (the "A-matrix") are depicted in Figure 4 . First, it is notable that only six of the extrinsic connections were negative: from OCC to PCC and vmPFC, from ACC to poCG and preCG, and from prCG to ACC and aINS. In addition, 38 out of 90 extrinsic connections were non-significant. In total, 46 positive significant connections were observed. The strongest connections originated from VS, prCG, poCG and dPU, all targeting the OCC. Note that in Figure 4 andFigure 5, the self-connections are shown in Hz so that off-and on-diagonal elements are depicted on the same scale. Note however that inferences were based on the original parameters that enter the Bayesian inversion scheme.
This implies that for the self-connections, inference is based on log-scale parameters. This parametrizations ensures that self-connections are inhibitory in nature. Figure 4 . Illustration of the group-level baseline connectivity parameters. The diagonal elements depict the difference between the estimated self-connections and the prior (i.e -0.5Hz). The off-diagonal elements depict the extrinsic connections. Only parameters with a posterior probability >.95 are shown. Non-significant connections are labeled with ns. Columns and rows correspond to the source and target regions, respectively.
The results for the win and loss outcome modulations are illustrated in Figure 5 . For win, we observed a mean reduced inhibition for all regions except OCC, which showed increased inhibition. For the mean win outcome modulation of the extrinsic connections, we found an average positive modulation across regions (M = 0.014, SD = 0.0026 and Pp ≈ 1). In total there were 19 positive and eight negative significant connections, as well as 63 nonsignificant connections (see left panel of Figure 5 ).
For loss outcomes, we observed a reduced inhibition for all regions. For the mean loss-modulation of the extrinsic connections, we found that the average across regions is not significantly different from 0 (M = -0.002, SD = 0.003 and Pp = 0.54). In total there were 17 positive, 14 negative significant connections, as well as 59 non-significant connections (see right panel Figure 5 ).
With regard to the effect of choice behavior on effective connectivity modulations, the results are less consistent compared to the mean modulations. Moreover, the results for the split-half analysis are less reliable. The results are hence reported in supplementary materials ( Figure S6) . Notably, there were no significant effects on the self-connections for win outcomes. The average effect of behavioral parameter across extrinsic connections for win outcomes was not significant (M = 0.0009, SD = 0.003and Pp = .28. We observed ten positive effects, seven negative effects, and 73 non-significant effects (see Figure S6 , left panel). For loss outcomes, only 1 region showed a significant (positive) effect on the selfconnection of STG (log-scale parameter). The average behavioral effect across extrinsic connections was not significantly different from 0 (M = -0.002, SD = 0.003 and Pp = 0.52).
Only three extrinsic connections showed a positive relation and five showed a negative relation with the behavioral parameters (see right panel of Figure S6 ). The results for mean connectivity modulations and brain-behavior relations of the split-group analysis are reported in the supplementary materials (Figures S2, S3, and S4) . The results regarding the mean outcome modulations are largely consistent with the whole-group analysis. Importantly, however, the outgoing connections from VS were not significant for one of the subgroups. Inspection of the parameter estimates showed mostly positive modulations and hence contribute to the significant modulation observed at the whole-group level. The results for the brain-behavior relations are less consistent across split-halves and should be treated with caution.
Discussion
The main goal of this study was to explore the effects of win and loss outcomes on effective connectivity in a network of regions implicated in valence processing. In addition, we tested the effect of different outcomes on subsequent choice behavior. To this end, individual differences in choice patterns after win and loss outcomes were related to differences in effective connectivity modulations. The regions included in the effective connectivity analysis were chosen based on the results obtained from the group-level GLM. Specifically, a conjunction analysis revealed significant overlapping activations in OCC, ACC, and aINS during the processing of win and loss outcomes. In addition, win outcomes elicited activity modulations in the poCG, prCG, PCC, VS, dPU, STG. Finally, a vmPFC ROI was included based on the results of a meta-analysis. Connectivity modulations during win and loss outcomes in a total of ten ROIs were quantified using DCM. A Bayesian logistic regression was performed for the behavioral analysis on single subject data. The recently developed PEB framework was used for group-level inferences for both the behavioral and connectivity analyses.
Regarding the behavioral data, we hypothesized that loss and win outcomes would lead to increased and decreased switching probabilities respectively, based on the idea that negative outcomes would signal the need for behavioral adjustments (cf. Inzlicht, Bartholow, & Hirsh, 2015) . Surprisingly, we observed increased switching probabilities for both win and loss outcomes as compared to neutral ones and mean switching probabilities for all outcome types were below .5 (win .40, loss .46, neutral .46). There might be several aspects contributing to these findings. First, the task has been designed in such a way that behavior had no effect on subsequent outcome. In other words, strategically switching after loss and repeating a choice after wins did not maximize (expected) rewards. Although the trials were presented in blocks of mostly win and mostly loss outcome trials, it is possible that subjects were fully aware that their choice would not affect the outcome. Moreover, subjects might not have been motivated for the task in general. As such, while providing some evidence that win and loss outcomes lead to behavioral modulations as compared to neutral outcomes, the actual valence did not seem to play a role. This latter observation goes against the idea that especially negative (non-contingent) valence signals trigger behavioral adjustments (cf. Inzlicht, Bartholow, & Hirsh, 2015) .
The whole-brain GLM results are largely consistent with existing literature. In a recent meta-analysis on subjective value (SV; during decision-making and outcome delivery), Bartra et al. (2013) showed that a set of regions, including aINS, striatum, and ACC, was sensitive to both positive and negative SV. In contrast, VS and vmPFC were predominantly activated by positive SV. In addition, PCC has been found to be activated during win outcomes. In another meta-analysis, Clithero and colleagues report SV-sensitive clusters in vmPFC and VS (Clithero & Rangel, 2013) . Interestingly, the current study revealed a strong effect of both win and loss outcomes in OCC, a region that was not highlighted in the aforementioned meta-analyses (but see e.g. Ballard, et al., 2011; Krebs, Boehler, Egner, & Woldorff, 2011; Krebs, Boehler, Roberts, Song, & Woldorff, 2012; Plichta, et al., 2013) . This discrepancies might be explained by the fact that the studies included in the meta-analyses are quite heterogeneous, in that the paradigms feature factors such as choice, risk, learning, primary reward etc. So it seems possible that the OCC is only activated when specific experimental features are present, and those features may not be shared across the studies included in the meta-analysis.
Considering the connectivity modulations during win outcomes, there were several interesting observations. First, we found a general decreased inhibition of all regions except for OCC. Note that the modulation of inhibitory self-connections can be treated as a proxy for changes in the excitatory-inhibitory balance of pyramidal cells and inhibitory interneurons (Zeidman, et al., 2018; Bastos, et al., 2012) . The modulations hence control the sensitivity to input from other regions or external stimuli. Secondly, most of the connections from VS appear to increase during win outcomes. Note, however, that the split data analysis showed no significant outgoing modulations from VS in one subgroup. Inspection of the unthresholded parameters showed that six out of seven parameters that were significant for the whole group did not show significant positive modulations. This suggests that the positive modulations of outgoing VS connections are likely subtle and should be interpreted with caution. In addition, five out of six significant modulations towards OCC were positive. Here also one subgroup of the split-group analysis showed positive (but less significant) ingoing modulations. Nevertheless, we believe that these connections play an important role in generating the observed pattern. First of all, OCC showed enhanced responses during win outcomes. Given that we found increased inhibition of the self-connections, the enhanced responses must be due to increased input from other regions. Enhanced inputs can either occur directly by increased connectivity of ingoing connection to OCC or indirectly through connectivity modulations of other pairs of regions or through reduced self-inhibition of nodes that are coupled with OCC. In the latter two cases, a direct link to OCC must exist so the enhanced response can be transmitted. In the current study, we found that coupling between VS and other regions were enhanced. In addition, we observed positive baseline connections for most regions (e.g. aINS, prCG) towards OCC, hence enhanced responses of VS targets additionally boost OCC through their direct connection with OCC. Moreover, many regions showed reduced inhibition which will also affect the responses in OCC in similar ways. We also observed several outgoing connections from poCG that were positively modulated during win outcomes, as well as from prCG and vmPFC, albeit to a smaller extent. Overall, positive modulations seem to dominate as compared to negative modulations, which in turn results in an average positive modulation of between-region connectivity. This suggests a general increased functional integration during win as compared to neutral outcomes. With regard to the effects of individual differences in choice behavior on effective connectivity, we observed diverse effects: Some connections featured a positive effect (in that switching after win outcomes was associated with increased connectivity modulations), while others featured a negative effect (in that switching after win outcomes was associated with decreased connectivity modulations). When averaging across regions, no significant effect was detected.
For loss outcomes, we also found decreased inhibition in all regions. In contrast to win outcomes, we also observed a robust decrease of inhibition in OCC. Interestingly, there was a tendency of ingoing connections to OCC to be negative. However, in the GLM analysis, we observed increased responses in OCC in loss as compared to neutral trials suggesting that the response is mainly driven by the disinhibition effect of OCC. Regarding the extrinsic connections, there appeared to be more positive modulations, however, the modulations averaged across regions were not significant. Finally, similar to win outcomes, some connections featured a positive relation with the behavioral parameters while others featured a negative one. When averaging across regions, no significant effect was detected.
It is important to mention that the present study investigates connectivity patterns elicited by win and loss outcomes (i.e., feedback), which sets it apart from previous connectivity studies featuring reward cues (e.g. Ballard, et al., 2011; Kinnison, Padmala, Choi, & Pessoa, 2012; Plichta, et al., 2013) . Most importantly, incentive cues (both win and loss) serve to increase attention and cognitive control in preparation for the upcoming task (Braver, et al., 2014) , while outcome signals in a gambling task merely serve as feedback regarding the actual outcomes. While a direct comparison between these different task regimes might not be warranted, one can expect some overlap. Indeed, the findings concerning win outcomes are in line with a recent study that investigated functional connectivity during a rewarded response-conflict task (Kinnison, Padmala, Choi, & Pessoa, 2012) . In this study, the cue indicated whether correct and fast responses would be rewarded or not. The authors found increased functional integration during reward cues. Interestingly, they also found a general increased connectivity from nucleus accumbens/VS and caudate area to cortical regions. In addition, and in line with our findings, they observed increased functional connectivity between left prCG and other cortical and subcortical structures. It is important to note though that connectivity is probed at different trial events, i.e., at the cue level in Kinnison et al. (2012) and at the outcome level in the current study. While the former is associated with strategic, preparatory mechanisms, the latter is mainly related to outcome evaluation (O'Doherty, 2004) . Moreover, reward-predicting cues were task relevant and outcomes were in turn performance-contingent, in that fast and correct responses to the subsequent target led to actual rewards. This was reflected in task performance in that the subjects were generally faster and made less error compared to neutrally cued trials (Kinnison et al. 2012 ). In the present study, outcomes were not contingent on performance, as is typical for gambling tasks. Note, however, that the subjects were not informed about the contingency (or lack thereof) of the feedback on their decisions and so it is possible that they formed associations and strategies nevertheless. That said, there is no indication in the behavioral data that the subjects are in fact trying to optimize their gambling behavior. Both win and loss outcomes resulted in increased switching probabilities compared to neutral outcomes. These findings are not consistent with behavior reflecting strategy formation.
Moreover, we found no clear link between individual differences in choice behavior and certain network properties for both win and loss outcomes. In other words, our results suggest that the neural modulations mainly represent a response to the outcome per serather than a consequence related to behavioral relevance or contingency. Interestingly, Kinneson and colleagues (2012) found increased functional connectivity for cues signalling potential electrical shocks. The delivery of shocks, however, was not contingent on task performance as it was delivered between cue and target stimulus. Other studies also used DCM to quantify reward related modulations of extrinsic connectivity (Ballard, et al., 2011; Plichta, et al., 2013) . Plichta et al. (2013) , for example, found increased connectivity between VS and medial prefrontal regions during reward as compared to no-reward cuing conditions. However, these studies usually ignore modulations of self-connections, which, based on our own observations, seem to play an important role in the dynamics of the network. In sum, despite paradigmatic differences, both reward cues (previous studies) and win outcomes (current study) seem to promote information integration. Notably, given that none of the above connectivity studies included loss cues, we are unable to compare the connectivity patterns between outcomes and cues for negative incentive valence.
Comparing the connectivity modulation during win and loss outcomes revealed several interesting differences. Arguably, the most notable difference involves the selfconnection and the in-going connections to OCC, which showed substantial opposing effects, which indicates differential coding of positive and negative outcomes at the network level. It seems that OCC takes on different roles within the network dependent on absolute valence -above and beyond shared average activity revealed by the GLM analysis.
Specifically, loss but not not win outcomes were associated with a disinhibition of the OCC, which may be related to higher visual saliency or relevance of negative events (cf. visual cortex responses to threat vs. safety signals, Miskovic & Keil, 2013) . That said, we believe that differences in mere saliency should lead to stronger or weaker connectivity patterns rather than qualitative differences. Hence, the differential effect in OCC may arise from differences in absolute valence. As such, this pattern opposes previous findings showing that representational similarity coding in visual cortex increases with higher absolute valence (Zhang, et al., 2017) . Importantly, however, visual cortex modulations in this study were assessed during anticipatory cues rather than actual outcomes. It seems possible that anticipated wins are more relevant than anticipated losses, while the pattern reverses for actual outcomes.
At the global network level, win outcomes were assoicated with increased extrinsic connectivity, while loss outcomes featured a balance between increased and decreased connectivity within across the network. This global increase in connectivity after positive outcomes seems consistent with previous work showing that positive events increase signal communication between regions (Kinnison, Padmala, Choi, & Pessoa, 2012) . Moreover, it has been shown that positive feedback increases cognitive flexibility (e.g. Braem, et al., 2013) , which seems to be generally subserved by modulations in network connectivity (Cole, et al., 2013) . Hence, the differential pattern observed in the present study may be indicative of amplified information integration when facing positive outcomes, which can, in turn, promote flexible behavioral control. That said, in the present study, this did not have any differntial consequnces in the bserved behavior -which is likely related to the nature of the task. Specifically, being more focused or more flexible did not have an influence on overall outcomes. Finally, all regions (except for OCC in win trials) showed reduced self-inhibition.
The lack of increased extrinsic connectivity modulations (on average) during loss outcomes is to some extent expected since only three out of the ten regions showed significant enhanced responses during these events. Nevertheless, the inclusion of all regions observed in the GLM appears to be important. The (strong) decreased connectivity from poCG and prCG and increased connection from STG and vmPFC towards OCC clearly demonstrates the relevance of these regions in the dynamics of the system. However, this also points to the fact that here we only modelled ten regions. It is possible that other unmodelled regions contribute to the systems' dynamics and the respective observed responses. Ideally, one should include all outcome-sensitive regions in the model, which is, however, not feasible in terms of the actual computations. Considering the current data and state-of-the-art methods, we opted to select the regions that were sensitive to win and loss, or both.
Importantly, we did not perform an explicit statistical comparison of effective connectivity patterns between win and loss outcomes. The main reason for this is that win outcomes resulted in 1$ gain while loss outcomes resulted in -0.5$ penalty. This asymmetry might result in an overall saliency difference beyond valence difference. Although one could argue that negative events are more salient than positive events -and hence compensating this asymmetry (Kahneman & Tversky, 1979 ; but see ; Carsten, Hoofs, Boehler, & Krebs, 2018) -we prefer to keep the comparison qualitative and treat the differences with caution.
An additional limitation of the present study is the low number of neutral trials (I.e., six as compared to 29 win and loss outcome trials). This imbalance raises some concerns regarding the validity of the statistical procedures. Technically, the estimates of the variance of second level parameters contain contributions from both within-and between-subject variability. By forwarding subjects' sample estimates, the within subject variability is passed to second level implicitly (Penny & Holmes, 2003) . Given the small number of neutral trials, this would result in increased variability of the parameters related to neutral trials which in turns leads to a loss in efficiency (but no bias, nor inflated type I error rates). Together, since the analysis is based on a large number of subjects, the loss in efficiency due to the small number of neutral trials seems to be of minor concern.
In conclusion, the processing of win and loss outcomes is associated with differential effective connectivity patterns -which is intriguing considering partial overlap in terms of average regional activity and similar effects on choice behavior. In terms of connectivity, win outcomes were associated with increased extrinsic connectivity across the network, while loss outcomes featured a balance between increased and descreased extrinsic connectivity.
This differential pattern is consistent with the idea that positive events enhance information processing and cognitive flexibility, which is in turn subserved by increased network connectivity. Interestingly, we found substantial opposing modulations for the ingoing and self-connections of OCC, which could be related to diffences in absolute valence -above and beyond mere saliency.
