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ABSTRACT
Promyoo, Rapeepan Ph.D., Purdue University, December 2016. Experimentally Val-
idated 3D MD Model for AFM-Based Tip-Based Nanomanufacturing. Major Pro-
fessors: Hazim El-Mounayri and Yung Shin, School of Mechanical Engineering.
In order to control AFM-based TBN to produce precise nano-geometry efficiently,
there is a need to conduct a more focused study of the effects of different parameters,
such as feed, speed, and depth of cut on the process performance and outcome. This
is achieved by experimentally validating a MD simulation model of nanomachining,
and using it to conduct parametric studies to guide AFM-based TBN. A 3D MD
model with a larger domain size was developed and used to gain a unique insight
into the nanoindentation and nanoscratching processes such as the effect of tip speed
(e.g. effect of tip speed on indentation force above 10 nm of indentation depth). The
model also supported a more comprehensive parametric study (than other published
work) in terms of number of parameters and ranges of values investigated, as well
as a more cost effective design of experiments. The model was also used to predict
material properties at the nanoscale (e.g. hardness of gold predicted within 6% error).
On the other hand, a comprehensive experimental parametric study was conducted
to produce a database that is used to select proper machining conditions for guiding
the fabrication of nanochannels (e.g. scratch rate = 0.996 Hz, trigger threshold = 1
V, for achieving a nanochannel depth = 50 nm for the case of gold device). Similar
trends for the variation of indentation force with depth of cut, pattern of the material
pile-up around the indentation mark or scratched groove were found. The parametric
studies conducted using both MD model simulations and AFM experiments showed
the following: Normal forces for both nanoindentation and nanoscratching increase
as the depth of cut increases. The indentation depth increases with tip speed, but
the depth of scratch decrease with increasing tip speed. The width and depth of
xv
scratched groove also depend on the scratch angle. The recommended scratch angle
is at 90◦. The surface roughness increases with step over, especially when the step
over is larger than the tip radius. The depth of cut also increases as the step over
decreases. Additional study is conducted using the MD model to understand the
effect of crystal structure and defects in material when subjected to a stress. Sev-
eral types of defects, including vacancies and Shockley partial dislocation loops, can
be observed during the MD simulation for the case of gold, copper and aluminum.
Finally, AFM-based TBN is used with photolithography to fabricate a nano-fluidic
device for medical application. In fact, the photolithography process is used to create
microchannels on top of a silicon wafer, and AFM-based TBN is applied to fabricate
nanochannels between the microchannels that connect to the reservoirs. Fluid flow




This chapter introduces some basic knowledge and background of the current re-
search, which aims at building 3-D molecular dynamics simulation models for tip-
based nanomanufacturing (TBN) using an atomic force microscope (AFM). First,
the motivation and background of the current research are described. Second, the
fundamental concepts of tip-based nanomanufacturing are covered. Then, the molec-
ular dynamics simulation method is briefly discussed. Next, a review of existing work
related to TBN and MD simulation is given. Lastly, the objective of the current
research are presented.
1.1 Motivation and Background
Recent developments in science and engineering have advanced the atomic man-
ufacturing of nanoscale structures, allowing for improved high-performance devices.
The challenge now is to expand nano-manufacturing capabilities in order to fab-
ricate a broader range of structures with higher complexity, greater precision and
accuracy, and with substantially improved performance. Also, reducing the cost by
avoiding the use of expensive equipment/processes is highly desirable. While current
nanomanufacturing capabilities limit the commercialization of such nanoscale struc-
tures, AFM-based nanomachining, along with tip-based nanomanufacturing (TBN)
in general, is a promising process to address those issues and is considered a poten-
tial manufacturing tool for operations such as machining, patterning, and assembling
with in situ metrology and visualization [1]. It also has the ability to perform in
situ repair/re-manufacturing of the position, size, shape, and orientation of single
nanostructures. AFM-based nanomachining generally involves nanoindentation and
nanoscratching, which have been commonly used in the characterization of surfaces or
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small-scale materials [2]. It has been applied to several applications such as individu-
alized biomedicine and drug delivery, molecular reading and sorting, ultrahigh density
memory, nanoscale circuitry, and fabrication of metal nanowires [3–10, 10–12]. Re-
cently, AFM tips have been used as cutting tools for surface modification. Nanochan-
nels, nanoslots, and complex nanopatterns can be fabricated by directly scratching the
substrate [9]. These AFM-based mechanical indentation and scratching techniques
have been successfully applied to produce complex geometries and high aspect-ratio
3D nano-objects on both flat and curved surfaces [10]. AFM-based nanomachining
is capable of fabricating complex structures. Advances in materials, pattern trans-
fer processes, and cost reductions of AFM equipment have allowed these methods to
become a viable but not yet scalable method for many nanoscale devices [13].
Process throughput however is low due to limited removal speed, tip-surface ap-
proach, contact detection, desired force profile, and tool wear. Parallel fabrication
using multiple AFM tip arrays has been reported [5, 14]. However, parallel fabrica-
tion currently does not allow precise control over size, shape, position, or orienta-
tion of individual structures. A fundamental understanding of substrate deforma-
tions/separations and the tip is needed to achieve controllable nanomanufacturing.
Attempts have been made to study the correlation between machining parameters,
machined geometry, and surface properties for better control of AFM-based nanoma-
chining processes both experimentally and computationally. These efforts include
experiments on a few types of materials to investigate the effects of parameters such
as applied load, scratching speed, feed rate, scratching direction, tip geometry, tip
angle, tip radius, and number of scratching cycles. These parameters which also
depend on material properties and crystal orientation of the substrate, affect the
depth, width, chip formation, and surface roughness of the machined surface. Due
to experimental limitations, computational models are therefore essential to achieve
a more comprehensive/complete understanding of the roles of the parameters affect-
ing the final nano-geometry in AFM-based nanomachining. On the other hand, a
more extensive experimental study is necessary to inform the development of accu-
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rate and realistic predictive models. Experimental data are also needed to validate
the computational models.
1.2 Tip-Based Nanomanufacturing
Tip-based nanomanufacturing (TBN) approach generally involves the use of nano-
scale tool tips in various nanomanufacturing processes such as machining, patterning,
and assembling. Several scanning probe microscopy (SPM) systems including scan-
ning tunneling microscope (STM) and atomic force microscope (AFM) are used in
TBN processes. The SPM instruments are typically used for imaging surface and
structure at the nanoscale. In addition, SPM instruments are employed to study a
variety of material properties including electrical, mechanical, magnetic and optical
properties. An SPM system consists of a small probe tip which can be as sharp as a
single atom. The motion of the tip is controlled by a piezoelectric actuator, so that it
can be moved precisely and accurately across the surface. A scanner moves a probe
tip in x- and y-directions over a sample, while the output signal of the probe tip is
used to control the vertical height (z-direction) of the probe tip above the surface
of the sample. The response of the probe to the surface is then used to create a
three-dimensional topographical image of the surface. The schematic illustrations of
STM and AFM are shown in Figure 1.1. In SPM, an electrical bias, V, is applied
between a sharp metal tip and a sample. When the tip is brought within about 1 nm
of the sample surface, electrons from the sample begin to tunnel across the gap. The
tunneling current, which varies with the surface height, is the signal used to create
the STM image. For this tunneling to occur, both tip and sample must be conducting
materials.
Unlike STM, AFM can be used for both conducting and non-conducting materials.
In AFM, a tip is mounted at the end of a microcantilever. When the tip approaches
the sample surface, the cantilever is deflected due to the interaction forces between the
tip and the sample. The deflection of the cantilever is measured by a laser beam that
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(a) STM. (b) AFM.
Figure 1.1. Schematic illustrations of STM (a) and AFM (b) [15].
is reflected off the back of the cantilever into an array of photodiodes. The measured
deflections are used to generate surface topography. With the use of a conductive tip,
AFM can provide general capabilities of an STM at a higher speed. Therefore, AFM
has a much broader potential and range of applications. However, STM can provide
higher resolution [16].
The advances in SPM have expanded the capabilities of SPM instruments and al-
lowed improvement not only for metrology but also for nanomanufacturing processes.
In AFM-based nanomachining process, the AFM tip is used as a tool for material
removal or surface modification of nanoscale materials. AFM-based nanomachining
generally involves nanoindentation and nanoscratching processes. To fabricate a de-
sirable nanostructure, the AFM-based nanomachining parameters, i.e. applied load,
tip speed, feed rate, scratching direction, tip geometry, tip radius, and number of
scratching cycles, must be carefully chosen. These parameters have major effects on
the depth, width, chip formation, and surface roughness of the machined surface.
1.3 Molecular Dynamics Simulation
Computer simulation has become a useful tool for mathematical modeling of many
natural systems. It has been used in several fields, including physics, chemistry,
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biology and engineering. Computer simulations can be classified according to the
length- and time-scale ranges as shown in Figure 1.2. The length scales range from
10−10 m to 1 m and the time scales range from 10−12 s to 107 s. Molecular dynamics
(MD) simulation is a microscopic approach to gain deeper understanding of various
phenomenon from atomic point of view. The basic idea of MD simulations is to
calculate how a system of particles evolves with time. The MD technique was initiated
in late 1950s at Lawrence Radiation Laboratory (LRL) by Alder and Wainwright
[17, 18] in the field of equilibrium statistical mechanics to calculate properties of
many-body systems. Since then, MD simulation has been applied to a wide range of
studies including indentation, tribology, crystal growth, and laser interactions.
With the development of science and technology, machining accuracy has reached
a nanometric level. Since a very small region containing only a few atoms is involved
in nanomachining, it is extremely difficult to investigate the TBN process experimen-
tally. MD simulation has become a tool of choice for many researchers to study the
TBN mechanism. The application of MD simulation has been brought to the study
of nanomachining process in the late 1980s. At the present time, MD technique has
been proved to be an effective tool for modeling of the machining processes at the
atomic scale.
Figure 1.2. Range of length and time scales associated with simula-
tion methods [7].
6
AFM-based nanomachining involves changes in a small region which contains only
a few layers of atoms. Therefore, it is difficult to investigate the nanomachining
process and determine the machining parameters experimentally. The AFM-based
nanomachining is assumed to be an atomistic process, rather than continuous as as-
sumed in conventional continuum mechanics. Computer simulation, such as finite
element method (FEM), is applied to study conventional machining problem. How-
ever, it could not be used in the analysis of nanometric machining process due to the
limitation in size. Hence, MD simulation has become an important approach to the
study of nanometric machining process.
The advantages of MD simulation are numerous. For example, compared with
other computational methods such as FEM where nodes and the distance between
nodes are selected on arbitrary basis and do not have physical meaning, MD simula-
tion nodes and distance in-between are selected on the basis of fundamental units. In
fact, the centers of atoms are used as nodes, and the interatomic distance as the dis-
tance between the nodes. Since the process can be reduced to its fundamental units,
MD simulation results can provide the theoretical limits of the machining process.
Moreover, MD simulation can be used to study cutting tool and workpiece interac-
tion including tool wear, plastic deformation of the tool and subsurface deformation
of the workpiece. Compared with any other techniques including continuum mechan-
ics approach, MD techniques offer the highest temporal and spatial resolution of a
machining process. Furthermore, compared to the experimental approach, MD sim-
ulation does not require the use of expensive equipment and can study the effects of
various nanomachining variables including tool shape, nanometric cutting conditions




AFM has been used as a tool for surface modifications since the late 90s. Gobel et
al. [20] used AFM for machining surface of gold specimen. Sumomogi et al. [21] per-
formed micromachining on a nickle surface using a very sharp diamond tip. The flat
square hollows of nanometer-scale depth were created. Konikar et al. [22] machined
surface of single-crystal silicon using AFM. They found that the mechanisms of ma-
terial removal at micro/nanoscale are different from those at the macroscale. Many
attempts have been made to study the correlation between machining parameters and
the machined geometry and surface properties for better controlling of the AFM-based
nanomachining processes. AFM experiments have been conducted to investigate the
effects of several machining parameters, including applied load, scratching speed, feed
rate, scratching direction, tip geometry, tip radius, and number of scratching cycles.
These parameters which also depend on material properties and crystal orientation
of the substrate, affect the depth, width, chip formation, and surface roughness of
the machined surface. Ichida et al. [23] performed nanomachining experiments on sil-
icon surfaces using an AFM integrated with a two-axis capacitive force/displacement
transducer to investigate the effects of applied forces and tip shapes on the scratching
characteristics.They concluded that when the applied normal forces is higher than
50 µN, the tip shape begins to affect the processing characteristics. Sun et al. [24]
conducted AFM experiments on single crystal copper using a diamond tip to analyze
machining parameters, such as velocity, applied force, and feed rate. They were able
to create microstructures using the optimized parameters. Yan et al. [25] proposed
a calibration method to measure force components in AFM scratching test. They
also conducted the AFM scratching test on sapphire substrate using a diamond tip to
measure friction coefficient. Yan et al. [26] presented a novel micro/nanomachining
system integrated AFM with a precision stage. They used the system to investigate
the effects of tip geometry, scratching direction, applied force, machining velocity
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and feed on machining depth in nanomachining of copper. The system provided high
repeatability positioning accuracy and was used to fabricate complex nanostructures.
Yan et al. [27] performed AFM nanoscratching of copper and silicon to study the ef-
fects of tip geometry on scratching forces, friction coefficient and specific energy. They
also presented an experimental calibration method for measuring three-dimensional
scratching forces based on the cantilever deflection. They concluded that tip geometry
had dominant effects on scratching forces and friction coefficient when the scratching
depth was about 10 - 15 nm. Zhang et al. [28] conducted AFM-based nanomachining
on single-crystal aluminum to study the effects of lateral feed and velocity on ma-
chined surface and chip formation mechanism. They found that, as the lateral feed
increased, the cutting depth of machined surface decreased and three different chip
behaviors were characterized. Yan et al. [29] studied effects of scratching directions on
wear depth and roughness within the wear mark. The AFM-based abrasive abrasion
experiments were carried out on the surface of polished single crystal silicon using
a pyramidal diamond tip. They reported that scratching directions have significant
effect on the depth and roughness because cantilever had different stiffness and de-
formed differently in each scratching direction. When the same amount of normal load
was applied, scratching perpendicular to the long axis of the cantilever resulted in
higher depth and surface roughness, compared to scratching along the long axis of the
cantilever. Tseng et al. [30–32] used AFM to study the effects of applied force, scratch
speed and number of scratches on the scratched geometry. The scratch experiments
were performed on single crystal silicon and nickel-iron thin film with diamond-coated
silicon probe. They found that the scratched groove size increases logarithmically with
the applied force, while the relationship between number of scratches and the groove
size follows power-law. The effect of scratch speed is small enough to be neglected.
Demura et al. [33, 34] studied the effect of tip radius and material type on groove
machining accuracy of potassium niobate nanosheets. The diamond coating (DC)
and super sharp silicon (sss) probes were used in their experiments. The results were
compared with those obtained from using conventional silicon probe. Malekian et
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al. [35] performed several nanomachining tests on a thin film of chromium on a glass
using a diamond AFM probe. They presented the nano-scale cutting force model
that can be used to determine flow stress and friction coefficient. Wang et al. [36,37]
conducted AFM-based nanomachining on silicon oxide surfaces using a diamond in-
denter probe to investigate the effects of normal force and cutting velocity on cutting
depth and friction force. They concluded that the nanochannel depth is independent
of cutting velocity, but increases linearly with the normal force. They also conducted
AFM-based repeated nanomachining experiments [38] and provided theoretical model
showing the relationship between the normal force/cutting velocity of the AFM tip
and the resultant nanochannel dimensions. In addition, they presented a sphere-like
and cone-like machining model for AFM-based fabrication of small-size and large-size
nanochannel [39]. The models can be used to determine material removal rate and
predict the nanochannel depth. Jiang et al. [40] investigated the effects of scratching
direction, applied force, scratch speed and number of scratches on the size of scratched
geometry. The scratch experiments were carried out on a single crystal silicon surface
using a diamond-like carbon (DLC)-coated silicon probe. They found that scratch
groove size is different for different scratching directions, increases with applied force
and number of scratches, but slightly decreases with scratch speed. Lin et al [41, 42]
performed multi-pass nanoscale cutting on sapphire substrate using a diamond-coated
AFM probe. They presented two models for estimating cutting depth and identify the
fewest cutting passes of multi-pass nanoscale cutting: regression model of nanoscale
contact pressure (NCP) factor and model of specific down force energy (SDFE). Dong
et al. [43] carried out experiments on a polished silicon layer using a diamond tip to
study AFM-based repeatable nanomachining for fabricating nanochannels. They in-
vestigated the effects of scratching velocity, normal force and scratching number on
depth of nanochannel. They found that the depth depends mainly on the normal
force and the scratching number, but is independent of scratching velocity. Geng et
al. [44–46] conducted nanoscratching experiments using a pyramidal diamond tip on
aluminum alloy surface. They investigated the effects of cantilever deformation and
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tip-sample contact area during scratching in different directions [44]. They developed
a theoretical model to determine the actual normal load as functions of cantilever
deformation and tip-sample contact area. They concluded that scratching along the
face-forward direction has the largest influence on the cantilever deflection. The chip
accumulated along the cutting surface of the tip has major role is accountable for
the discrepancy between the actual normal load and the theoretical normal loads.
They also proposed an AFM-based nanomilling model considering the effects of tip
geometry and investigated the relationship between the normal load, tip feed, and
nanochannel depth [45]. In addition, they studied the relationship between normal
load and machined depth in detail and presented a nano-groove depth prediction
model for AFM-based multi-passes scratching method [46]. Yu et al. [47] performed
AFM-nanoscratch tests on gallium arsenide surface using a spherical SiO2 tip under
various sliding velocities. They showed that the depth of the scratches increases with
the decrease in the sliding velocity. With the use of a transmission electron micro-
scope, they found that the sliding velocity has no effect on the microstructure of the
cross-section of the grooves scratched under low load.
More recently, Lin et al. [48] fabricated a bulgy shape nanochannel on a single-
crystal silicon substrate using AFM. They proposed the concept of specific down
force energy (SDFE) and an innovative offset cutting method which can be used
to predict the width and depth of the fabricated bulgy shape nanochannel. The
SDFE is a function of applied down force, cutting depth and removed volume and
assumed to be constant for the same substrate regardless of cutting conditions. They
also presented the cutting path plan to remove burr at the edge of the fabricated
nanochannel. Zhang et al. [49] conducted nanoscratching experiments on 6H-SiC by
using Berkovich indenter to study the relationship between the applied normal load
and the machined depth. They also developed a theoretical model considering the
influences of elastic recovery and stress distribution to predict the machined depth as a
function of the applied normal load for ultra-hard brittle material. The experimental
and theoretical machined depths were presented and compared when scratching in
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three different directions including edge-forward, side face-forward and face forward
directions. In addition, they carried out nanoscratching experiments to investigate
the friction behavior of reaction-bonded silicon carbide (RBSC) ceramic using both
Berkovich and spherical indenters [50]. The mechanical models were established to
determine friction coefficient.
1.4.2 Molecular Dynamics Simulation of Nanomachining
The phenomena that occur during AFM-based nanomachining processes are atomic
scale. Therefore, atomistic modeling is necessary to give insight into the underlying
mechanisms and provide a fundamental understanding of both the process and its
dependencies. MD simulation presents itself as a viable alternative to the expensive
traditional experimental approach. Such a simulation was initiated in the late 1950s
by Alder and Wainwright [17, 18] in the field of statistical mechanics. Since then it
has been successfully applied to investigate various phenomena at nanoscale. The ad-
vantage of MD simulation over continuum model simulation (FE) is that it allows for
a better, more detailed understanding of the ways defects are created, the transition
from elastic to plastic behavior, and crystal structure effects in materials. Numer-
ous studies have been reported on MD simulation of AFM-based nanomachining.
For example, Komanduri et al. [51] conducted MD simulations of indentation and
scratching on single crystal aluminum in various crystal orientations and directions
of scratching. They investigated the anisotropy in hardness and friction, nature of
plastic deformation, dislocation generation, chip formation, subsurface deformation,
forces, force ratio, and specific energy with the crystal orientation and direction of
scratching. Christopher et al. [52] performed experimental and theoretical investiga-
tion of nanoindentation in iron and silver. MD simulations were used as a tool to study
plastic deformation and defects in workpiece materials. Fang et al. [53] studied the
effect of temperature on the nanoindentation process of copper. Kelchner et al. [54]
performed MD simulation to study dislocation nucleation in the nanoindentation of
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gold. Gannepalli et al. [55] performed MD studies of plastic deformation during sili-
con nanoindentation. They found that plastic deformation involves the displacement
of atoms from their lattice positions to the interstitial sites. The formation of these
interstitials during plastic deformation results in the transformation of the deformed
region to a denser amorphous phase. Zimmerman et al. [56] investigated the effects
of surface step size on nanoindentation of gold using MD simulation. Cui et al. [57]
investigated some issues in carrying out a reliable MD simulation of nanomachining.
These include the selection of an appropriate interatomic potential function, time
step, and machining speed for copper workpiece material.
MD simulations have also been used to study the effect of crystal orientation in
the nanoindentation and nanoscratching processes [58–60]. The crystal orientation
has major effect on the machined surface, groove depth, and surface pile-up height
[59, 61]. In addition, morphological changes in three different crystalographically
oriented silicon surface during nanoindentation have been observed [62]. The effect
of reciprocating nanomachining process on the subsurface damaged layers, surface
integrity, cutting forces, stress variation of subsurface, and changes of energy and
defects in the workpiece for two different crystal orientations, (111) and (100) has
also been investigated [60]. The shape of the machined groove in the (111) workpiece
remains better than that in the (100) workpiece during both the primary cutting
process and the reciprocating process. Hence, the (111) orientation of the workpiece
is more suitable to obtain the desired functional nanostructure.
The effects of several AFM-based nanomachining parameters, including indenter
shape, applied force, scratching speed, feed rate and temperature have been carried
out using MD simulation [63–71]. The indenter shape significantly influences de-
formation of material during nanoscratching. The sharp indenter only generates a
small deformation area under the indenter, while the blunt indenter produces more
dislocations and larger deformation area in the substrate. The vertical forces during
nanoscratching with sharp indenter were found to be larger than those with blunt in-
denter. On the other hand, the scratching forces were found to be independent of the
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indenter shape [63]. For different values of tool angle, friction coeffiecient decreases
with the increase in tool angle [64]. At a larger cutting depth, the tool tip contacted
more workpiece atoms resulting in more material deformation and larger chip volume,
leading to higher cutting and normal forces. Furthermore, at higher cutting velocity,
both cutting and normal forces increase as a result of a larger chip formation in front
of the tool tip. With the increase in scratching velocity, the scratching resistance
increases. This is due to larger chip volume and closer chip shape with more amor-
phous structure generated in front of the AFM tip. In addition, the area of workpiece
material deformation region beneath the tool tip decreases as the scratching veloc-
ity increases [67]. The number of defects with high scratching speeds is less than
that at low scratching speeds because dislocations penetrate deeper into the material
with high scratching speed while dislocations can propagate successfully under the
low scratching speed. When the scratching speed is much larger than the dislocation
speed, dislocations cannot propagate and begin to show elastic recovery [66]. The feed
also has a significant effect on the quality of the machined surface, the scratcing depth,
scratching force and potential energy [65]. Ren et al. [70] proposed a novel method to
determine a minimum feed (MF) in the fabrication of nanochannel arrays using MD
simulation. The effect of bulk temperature was also investigated and found that as
the bulk temperature increased, the cutting and normal forces decreased. However,
the volume of chip formation in front of the tool tip increased with the increase in
bulk temperature because of the thermal softness [64].
Many researchers also conducted MD simulation of AFM-based nanomachining to
study material propoerties at the nanoscale. Gao et al. [72] studied dislocation genera-
tion and reactions in nanoindentation and nanoscratching processes of iron. They also
determined the hardness and friction coefficient at different scratching depths. They
found that both normal and lateral hardness strongly decrease with the scratching
depth. However, the friction coefficient increases with the scratching depth. Zhang
et al. [73] used MD simulation to investigate the frictional behavior of diamond tip
and multi-layer grapheme during nanoscratching process. They also studied the effect
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of scratch depth, tip shape, and scratch direction on friction coefficient. They con-
cluded that the cross-linking between graphene neighbor layer occurs as the scratch
depth increase to 5.3 Å. When the scratch depth reach 5.8 Å, the friction coefficient
increases at least 10 times because of phase transition of graphene layers.Li et al. [69]
studied material removal mechanism during nanoscratching of single crystal copper
with rough surfaces by diamond tip using MD simulation. They explored the effects
of surface roughness, tool speed, scratching direction, tip shape, feed, double tip and
single tip on variation of material removal, temperature, and scratching force. Geng
et al. [61] conducted experiments and MD simulations to examine the deformation
mechanisms of single crystal copper under load-controlled multi-passes nanoscratch-
ing using a triangular pyramidal probe. Liu et al. [74] studied the ploughing friction
and nanohardness dependent on the tip tilt for single crystal gold material. Their
results showed that tilting forward (backward) to the scratch direction has a larger
effect on the friction coefficient than tilting laterally. The nanohardness is sensitive
to the tip tilting forward (backward), while it is insensitive to the tip tilting later-
ally. Ren et al. [75] studied the mechanism of AFM-based nanoscratching process
on monocrystalline copper with water-layer lubrication using 3-D MD simulations.
They investigated the effect of water-layer thickness, scratching depth and scratch-
ing velocity on workpiece deformation, scratching forces, and friction coefficients.
The simulation results were compared between water-lubricated and dry scratching
conditions. They concluded that the scratching forces are higher with water-layer
lubrication but the better surface quality can be observed. In addition, the friction
coefficients in water-lubricated condition are significantly bigger than those in the dry
condition.
In computational simulation of deformation, the key issue is that existing MD
models are limited in the size of simulated volume as well as time scale. The simulated
volume must be large enough to capture all important attributes for deformation, such
as grain size of polycrystalline materials and other defects and imperfections. More-
over, most existing MD simulations of nanoindentation and nanoscratching consider
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tips as rigid bodies. As a result, they neglect the tip-substrate interaction and tool
wear. In addition, the small time scale of MD simulation (pico-seconds) has made
comparison of MD simulations with experiments limited. Even though accurate po-
tential functions for several material types have been developed and used, they require
significant computational time. Overcoming these limitations is vital in order to pro-
duce a viable and reliable predictive tool to efficiently and economically model and
simulate realistic AFM-based nanomachining.
1.4.3 Tip-Based Nanomanufacturing Applications using AFM
AFM-based nanomachining has been used as a tool for fabricating various mi-
cro/nanodevices. Kim et al. [76] used AFM to machine complex patterns and to
form free structural objects on a thin metal oxide film (MoO3). Majumdar et al. [77]
demonstrated for the first time the use of AFM for nanolithography of poly(methyl
methacrylate) (PMMA) film. A gold-coated, silicon nitride AFM tip was used to
chemically modify the PMMA films as positive (bond breakage) and negative (bond
formation) resists. They were able to fabricate periodicity lines with the length of
68 nm and width of 34 nm. Bouchiat et al. [78] fabricated metallic lines with 40 nm
width and single-electron transistors using AFM and dry etching process. They used
AFM to engrave a narrow furrow in a soft polyimide layer. Then, the furrow was
transferred using dry etching to a thin germanium layer to form a suspended mask.
Notargiacomo et al. [79] fabricated nanogap electrodes to be used for molecular de-
vices. They were able to create nanogaps with width of 60 nm by directly scratching
material with an AFM tip. They also used AFM and dry etching processes to create
a mask for lithography and obtained nano-size gaps with a smaller width of 40 nm.
Schumacher et al. [80] created an energetic barrier for two-dimensional electron gas
by mechanically scratching the surface of a GaAs/AlGaAs heterostructure with an
AFM. Versen et al. [81] used AFM to create nanochannels with 3-4 nm deep and
30 nm wide on a GaAs surface as part of a modulation-doped field effect transistor
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(MODFET) fabrication. Li et al. [8] conducted AFM nanoindentation experiments on
silver nanowires. They successfully created an array of nanoscale indents on a silver
nanowires and cut a long nanowire into a small needed length using AFM with high
indentation load. Filho et al. [82] created nanostructures on an aluminum mask for
nanolithography using AFM. They applied different forces and scratching velocities
and found that the depth of nanostructure increase with applied force, but decrease
with velocity. Li et al. [9] performed AFM-based nanomachining experiments of gold
nanowires. Nanochannels, nanoslots, and complex nanopatterns were fabricated on
a gold nanowire by directly scratching the wire surface with AFM. Chen et al. [83]
reported a method for the fabrication of metal nanowires using AFM nanoscratch-
ing in combination with the lift-off process. They successfully created various metal
nanowires, including gold, copper, nickel and titanium, with widths as small as 50
nm. Hsu et al. [84] employed AFM nanomachining and lift-off process in the selective
growth of silica nanowires on nickel nanostructures. Nanopatterns were created on a
PMMA film by scratching and indenting using AFM. Yan et al. [10] employed AFM-
based mechanical scratching technique to fabricate microstructures on the surface of
a micro thin wall and a hollow glass target ball. They were also able to fabricate
taper inflation holes on the target ball surface. They reported that the AFM-based
mechanical machining approach has potential applications in the fields of machining
curved surfaces and real three-dimensional microstructures. Recently, Yan et al. [85]
demonstrated the capability of AFM-based nanomachining by fabricating nanochan-
nels with ladder nanostructure on aluminum alloy surface. They reported that feed
and tip orientation had significant effects on the machined surface. Hong et al. [86]
fabricated single titanium oxide nanodot ultraviolet sensors by AFM-nanolithography.
1.5 Research Objective
In order to control AFM-based TBN to produce precise nano-geometry (e.g.
nanochannel in nanodevices) efficiently, there is a need to conduct a more focused
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study of the effects of different parameters, such as feed, speed, and depth of cut on
the process performance and outcome. The objective is to develop and experimen-
tally validate a MD simulation model of nanomachining, and to conduct parametric
study to guide AFM-based TBN process in a more optimal way.
1.6 Dissertation Overview
In the next chapter, the development and validation of a 3D MD model for TBN
simulation is presented. Chapter 3 describes parametric studies of both Nanoindenta-
tion and Nanoscratching using MD simulation. In chapter 4, the AFM-based exper-
imental setup and its use for a qualitative experimental verification of the MD sim-
ulation are covered.The data from the studies provide guidelines for the AFM-based
TBN of nanochannels for nanofluidics applications. This is presented in Chapter 5.
Finally, Chapter 6 summarizes the conclusions and recommendations.
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2. MOLECULAR DYNAMICS SIMULATION OF TBN
In this chapter, the principles of MD simulation, interatomic potential ,and time
integration algorithms used in the simulation are firstly described. Next, LAMMPS,
the MD code used in this work, is introduced. Then, the MD simulation model of
TBN is presented. Finally, the validation of the TBN model is given.
2.1 Principle of Molecular Dynamics Simulation
MD simulation method is used to analyze the time dependent behavior of a ma-
terial system. The board overview of MD simulation is given in Figure 2.1. The
required inputs are initial positions and velocities of atoms in the system along with
other information such as boundary conditions, potential energy function, and time
steps. The outputs of the simulation include trajectories of atoms, forces, energy of
the system, and other physical quantities of interest.
Figure 2.1. An overview of MD simulation.
Generally, MD simulation involves the calculation of trajectories of an ensemble
of particle in space-time. Figure 2.2 illustrates the schematic diagram of atomistic
interaction in nanometric machining. For each time increment (∆t), every atom
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changes its position and interacts with its surrounding neighbor atoms in a manner
that can be determined from the interatomic potential function.
Figure 2.2. Schematic diagram of atomistic interaction in TBN.
The atoms in the system move due to the forces acting on them according to
Newtons second law of motion. The Newtons equation states that the acceleration of
a particle is proportional to the force acting on the particle and it can be written as:
Fi = miai, i = 1, 2, ...N (2.1)
where Fi is the resultant force on particle i, mi and ai are the mass and the
acceleration of particle i, respectively, and N is the total number of particles.
The acceleration ai can be expressed in the terms of velocity vi and position ri of








The resultant force Fi can be obtained from a potential energy, U(r), which is a






In general, given a potential energy function U(r), the resultant force can be
calculated using Equation (2.3). The acceleration can be determined from Equation
(2.1). Then, integrating Equation (2.2), the velocity and position of each atom can be
obtained. The details of the interatomic potentials are described in the next section.
2.1.1 Interatomic Potentials
In MD simulation, the interatomic forces are derived from a potential energy func-
tion U , which is a function of interatomic distance r. The selection of the potential
energy function is the most crucial part of any MD simulation. Firstly, the quality
of MD simulation results depends on the accuracy of the potential energy function.
Moreover, the complexity of the potential energy function determines the computa-
tional time required for a given system. The structure of material determines the
potential energy function used in the simulation. Since the interacting forces for each
class of material are very different, the potential energy function that is developed
for one class would not be applicable to other classes.
The variation of attractive, repulsive, and net forces and potential energies as a
function of the interatomic distance is shown in Figure 2.3. The interatomic distance
r is the center-to-center distance between two bonding atoms. The attractive force
binds the atoms together while the repulsive force prevents them from coalescing. As
the distance between atoms decreases, the magnitude of both forces increases. At the
equilibrium distance re, the attractive and repulsive forces balance each other. As a
result, the net force is zero and the total potential energy is minimized.
The total energy of the system is the sum of kinetic and potential energies. The
kinetic energy is simple to compute but the calculation of the potential energy is more
complex as it depends on the position of all interacting atoms in the system. The
most simple potential energy functions include Lennard-Jones and Morse potentials
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Figure 2.3. The forces (a) and the potential energies (b), as a function
of the interatomic distance r.
which are two-body potentials. Both potential were initially developed for cubic met-
als. Multi-body potentials, such as embedded atom method and Bolding-Anderson
potential, are more complex and more realistic than the two-body potentials. The
potential energy functions that are employed in this research are the pair-wise Morse
potential, the embedded atom potential, and the Tersoff potential. The details of the
potential functions are described in the following section.
2.1.1.1 Morse Potential
Morse potential is a commonly used empirical potential energy function for bonded
interactions [87]. Neutral atoms and molecules are subjected to two distinct forces:
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repulsive and attractive forces. The repulsive force is produced in the short range,
while the attractive force is produced in the medium range and decays smoothly to
zero in the long range [88].
The Morse potential energy function U can be expresses as a function of inter-
atomic distance r as follows:
U = D[exp(−2α(r − ri))− 2 exp(−α(r − re))] (2.4)
In Equation (2.4), r is the distance between the atoms, re is the equilibrium bond
distance, D is the well depth or the characteristic energy parameter, and α is a
parameter controlling the width of the potential. The single independent variable in
the equation is r. The constant parameters, re, α, and D, can be determined based
on the physical properties of the material.
This form of potential energy is a relatively reasonable approximation. Because
of its simplicity, it is frequently used to describe the properties of cubic metals. In
the current work, the Morse potential is employed for the interaction between the
workpieces (Au, Cu, Al) and indenter tips (C, Si). The parameters used in the Morse
potential are listed in Table 2.1.
Table 2.1. Morse parameters for Au-C, Au-Si, Cu-C, Cu-Si, Al-C, Al-Si.
D(eV ) α(1/Å) re(Å)
Au-C 1.073 2.011 2.762
Au-Si 0.932 1.572 2.660
Cu-C 0.087 1.700 0.220
Cu-Si 0.584 1.360 2.855
Al-C 0.100 1.860 2.580
Al-Si 0.703 1.348 2.759
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2.1.1.2 Embedded-Atom Method
Embedded-atom method (EAM) is an extension of the two-body potential that
has been developed for metals [89]. The EAM potential can describe the metallic
bonding character more accurately than any two-body potentials. It has been widely
used in the modeling the elastic properties, defect deformation energies, and fracture
mechanisms of various metals. The EAM potential has also widely applied to surface
properties and successfully describing surface energies, surface reconstructions and
adsorption on metal surfaces.
The basic approach of the EAM, which evolved from the density-function theory,
is based upon the recognition that the cohesive energy of a metal is governed not
only by the pair-wise potential of the nearest neighbor atoms, but also by embedding
energy related to the electron gas that surrounds each atom. For EAM potential, the










where φij(rij) is a two-body central potential between atom i and j with the
separation distance rij, Fi(ρi) is the embedding energy, ρi is the electronic density of





where ρi(rij) is the contribution to the electronic density at atom i due to atom
j at a distance rij from atom i. The function for the given element is derived from
quantum-chemical calculations or from empirical information. Functions φij(rij) and
Fi(ρi) are selected such as to obtain agreement of calculated values with experimental
data for a crystal (lattice parameter, elastic constant, etc.).
In this work, the EAM potential is employed for the interaction between atoms in
gold [90], copper [91], and aluminum [92] workpiece materials.
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2.1.1.3 Tersoff Potential
Tersoff potential [93] was developed for covalent mateials such as silicon. Many
three-body potentails developed for covalent materials depend on the coordinates of
each atom and do not accurately describe the cohesive energy of a covalent system
over a wide range of bonding geometry and coordination. Because the energy per
bond decreases rapidly with increasing coordination, i.e., the number of neighbors
close enough to form bonds, Tersoff potential explicitly incorporates the dependence










Vij = fC(rij)[aijfR(rij) + bijfA(rij)] (2.8)
.
Here, U is the total energy of the system, Ui is a site energy and Vij is a bond
energy. The indices i and j run over the atoms of the system, and rij is the distance
from atom i to atom j. The functions fC is the cutoff function. fR and fA represent
a repulsive pair potential and an attractive pair potential functions, respectively.
The function bij represents a measure of the bond order and is assumed to be a
monotonically decreasing function of the coordination of atoms i and j. The function
aij consists of range-limiting terms which act to limit the interaction range to the
first neighbor shell.
The repulsive pair potential (fR) is a two-body term which includes the orthogo-
nalization energy when atomic wave functions overlap. The attractive pair potential
(fA includes three-body interactions associated with bonding. Both fR and fA are
chosen to be exponential functions as follows:
fR(r) = A exp(−λ1r) (2.9)
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.
fA(r) = −B exp(−λ2r) (2.10)
.
The cutoff function fC limits the range of the potential, permitting a significant
reduction in computational time. The cutoff function is taken as
fC(r) =








(r −R)/D], R−D < r < R +D
0, r > R +D
(2.11)
The cutoff parameters, R and D, are chosen to include only the first-neighbor shell
for several high-symmetry bulk structures. The cutoff function (fC) has continuous
value and derivative for all r, and goes from 1 to 0 in a small range around R.
The term bij is the main feature of the Tersoff potential. It measures the strength
of each bond according to the environment and can be expressed as








3(rij − rik)3] (2.13)
g(θ) = 1 + c2/d2 − c2/[d2 + (h− cos θ)2] (2.14)
The term ζij is the effective coordination number of atom i, i.e. the number of
nearest neighbors. θijk is the bond angle between bonds ij and ik. The parameter c
expresses the strength of the angular effect and parameter d determines how sharp the
dependence on angle is. All parameters are chosen to fit theoretical and experimental
data for a specific configuration. Table 2.2 lists the parameters used in this work for
carbon and silicon materials.
The interatomic force between any two atoms can be obtained from Equation
(2.3) above. With the assumption that atoms far away do not contribute much to
the force, in other words, atoms within cut-off distance (rc) only interact with each
other directly, the total force exerted on a particular atom is calculated as follows:
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Table 2.2. Tersoff parameters for carbon and silicon [94].
C Si
A(eV ) 1.3936× 103 1.8308× 103
B(eV ) 3.467× 102 4.7118× 102
λ(Å−1) 3.4879 2.4799
µ(Å−1) 2.2119 1.7322
β 1.5724× 10−7 1.1000× 10−6
n 7.2751× 10−1 7.8734× 10−1
c 3.8049× 104 1.0039× 105
d 4.384× 100 1.6217× 101







After calculating the force on each particle, velocities and positions are calculated
from Newtons second law of motion by using integration. Due to the nature of
potential energy functions which is usually complicated, there is no analytical solution
for the integration of Newtons equation. Thus, time integration algorithms are taken
into account. The time integration algorithm will be explained in the next section.
In summary, it may be pointed out that the choice of an appropriate potential
energy function depends on the material as well as the type of application. The po-
tential energy function thus plays a very important role in the simulation as it dictates
the magnitude and direction of the forces exerted on each atom during simulation.
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2.1.2 Time Integration Algorithm
In MD simulations, time integration algorithm is required to integrate the equa-
tion of motion of the interacting atoms and follow their trajectory. Time integration
algorithms are based on finite difference methods. Numerous time integration algo-
rithms have been developed, including Verlet’s algorithm, Leap-frog algorithm, and
Beemans algorithm. The Leap-frog algorithm is a variant of Verlet’s algorithm in
which velocities are handled somewhat better, and is a little bit more accurate. Bee-
mans algorithm is closely related to the Verlet’s algorithm, and provides a more ac-
curate expression for the velocities and better energy conservation. However, a major
disadvantage of these two algorithms is the significant computational expense [95].
The Verlet’s algorithm is a good compromise between performance and accuracy
in MD simulations. This algorithm is not only the simplest, but also usually the best.
The basic idea of the Verlet’s algorithm is to write third-order Taylor expansions for
the coordinate r of a particle around time t,



















In Equations (2.8) and (2.9), Fi, ri, vi, and mi are the force on the atom i, the
position and the velocity of atom i, and the atomic mass, respectively. The time step
∆t, by which the calculation will be advanced step by step, determines the accuracy
of the computed trajectory of the atom of motion. The maximum value of the time
step ∆t is additionally limited by the ensemble stability. In general, the time step ∆t
is shorter than the period of lattice vibration (1 fs).
Adding Equations (2.8) and (2.9) gives










The estimate of the new position contains a local truncation error that is of order
∆t4, where ∆t is the time step in the MD simulation. It can be note that the Verlet’s
algorithm does not use the velocity to compute the new position. The velocity can
be derived from knowledge of the position, using






This expression for the velocity is only accurate to the order of ∆t2. Verlet’s
algorithm estimates the new position, r(t + ∆t), from the current position r(t) and
the previous position r(t − ∆t). Therefore the initial positions, r(0) and velocities,
v(0) are not sufficient to start a calculation. The Verlet’s algorithm, Equations (2.11)
and (2.13), can be modified such that the positions and velocities at time t+ ∆t are
computed from the same quantities at time t. This algorithm is called the velocity
Verlet algorithm, which can be expressed as




vi(t+ ∆t) = vi(t) +
Fi(t+ ∆t) + Fi(t)
2m
∆t (2.23)
In this algorithm, the new velocities can be computed only after the new positions
are found. At the start of the simulation, initial positions and velocities for each atom
must be specified. The initial positions of atoms in the model are calculated from
the default lattice positions. For example, face center cubic (fcc) structure is applied
in the modeling of gold material. On the other hand, diamond structure is used for
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modeling the diamond material. More detail information about atomistic modeling
of material is given in section 2.3.1. The initial velocities are randomly obtained
from the Maxwell-Boltzmann distribution at a specified temperature. The Maxwell-












In this equation, m is the mass of a particle, kB is the Boltzmann constant, T is
temperature, and v is the velocity.
2.1.3 Ensembles of Statistical Thermodynamics
Statistical ensembles are usually characterized by fixed values of thermodynamic
variables such as energy, E, temperature, T, pressure, P, volume, V, particle number,
N, or chemical potential, µ. One fundamental ensemble is called the microcanonical
ensemble and is characterized by constant particle number, N, constant volume, V
and constant total energy, E, and is denoted as the NVE ensemble. Other examples
include the canonical, or NVT ensemble, the isothermal-isobaric or NPT ensemble,
and the grand canonical or µVT ensemble.
In this work, microcanonical ensemble is used. In the microcanonical, or NVE
ensemble, the system is isolated from changes in moles (N), volume (V) and energy
(E). It corresponds to an adiabatic process with no heat exchange. A microcanonical
molecular dynamics trajectory may be seen as an exchange of potential and kinetic
energy, with total energy being conserved.







where h is Planck’s constant, θ the unit step function, and H the Hamiltonian.
The latter is given by
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H = H(rN ,pN) = Ek(p
N) + U(rN) (2.26)
where Ek is the kinetic energy, U the potential energy, r
N the set of N position












where δ is the Dirac delta function. For any dynamic quantity A(rN ,pN), the




drNdpNA(rN ,pN)δ[E −H] (2.28)
In the microcanonical ensemble, the fundamental connection to thermodynamics
is through the entropy,
S = kB ln Ω (2.29)
where S is entropy, and kB is the Boltzmann constant. The entropy can be related










Equation (2.30) can be rewritten as follows:
dE = TdS − PdV + µdN (2.31)












































Here, θ is the step function and δ the Dirac delta function. To perform the inte-
grations in Equation (2.34), the position rN and momenta pN need to be decoupled
by taking Laplace transforms.
After taking Laplace transforms, the microcanonical ensemble average in Equation
(2.27) can be rewritten as follows:
〈A〉 =
∫
drN(E − U)3N/2−1θ[E − U ]A(rN)∫
drN(E − U)3N/2−1θ[E − U ]
(2.35)





drN(E − U)3N/2−1θ[E − U ](E − U)∫
drN(E − U)3N/2−1θ[E − U ]
(2.36)
Comparing Equation (2.35) with Equation (2.34) shows that Equation (2.35) is in
the form of an ensemble average where E − U is kinetic energy Ek. In other words,










2.1.4 MD Simulation Algorithm
Figure 2.4 illustrates computational steps involved in MD simulation. In the first
step of MD simulation, all the information of a system, such as initial coordinates and
velocities of atoms, temperature, time steps, and parameters of potential functions
are read from input files. In general, the initial coordinates of atoms are calculated
from the basic crystal structure of materials and lattice constant. The initial velocity
of each atom is computed according to a Maxwell-Boltzmann distribution related to
the initial temperature. Applying the potential energy function, energies and forces
on each atom are calculated. Then, boundary conditions and thermostat atoms are
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applied as per requirement. If the thermostat atoms are designated, the velocities of
the atoms are modulated according to the types of thermostat, which is the method
of controlling system temperature. Next, Newtons equations of motion are integrated
using time integration algorithm. From the algorithm, all new coordinates and veloci-
ties of atoms are obtained. Next, the desired physical quantities are computed. These
steps are then repeated at every time step until a specified number of time steps is
reached. At the end of the simulation, the trajectories are analyzed and visualized to
study any structural or mechanical properties.
Figure 2.4. General flow chart of MD simulation.
Recently, several general-purpose MD packages have been developed for the study
of molecular systems. The packages include a wide variety of functionalities for the
analysis and simulation of various molecular systems. Examples of the MD packages
include CHARMM, AMBER, GROMOS, and LAMMPS. In this research, LAMMPS
is employed to perform the analysis and simulation of TBN process. The details of
this MD code are given in the following section.
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2.2 LAMMPS
LAMMPS [97, 98] stands for Large-scale Atomic/Molecular Massively Parallel
Simulator. It is a classical molecular dynamics code designed for high-performance
simulation of large molecular systems. LAMMPS was developed at Sandia National
Laboratories, a US Department of Energy laboratory. It is a free open-source code,
distributed under the terms of the GNU General Public License. Moreover, the code
is designed to be easy to modify or extend with new functionality.
LAMMPS is a C++ code capable of modeling atomic, polyatomic, biological,
metallic or granular molecules using a variety of force fields and boundary conditions.
Molecular systems requiring detailed modeling are a common use of LAMMPS simu-
lation. A single potential, a time integration scheme, a simple thermostat, and some
basic preprocessing functions are needed to model molecular systems.
Although LAMMPS runs efficiently on single-processor desktop or laptop ma-
chines, it is designed for parallel applications. It will run on any parallel machine
that compiles C++ and supports the MPI message-passing library. This includes
distributed- or shared-memory parallel machines and Beowulf-style clusters. LAMMPS
can model systems from a few particles up to millions or billions. The maximum num-
ber of atoms that can be modeled in a simulation is dependent on the computational
power. In most atomic systems, the time required for computing scales linearly with
the number of atoms in the system. The same linear scaling does not hold for the
number of processors, and limitations occur when any code runs in parallel on a
multiprocessor machine.
In general, LAMMPS integrates Newton‘s equations of motion for collections of
atoms, molecules, or macroscopic particles that interact via short- or long-range forces
with a variety of initial and/or boundary conditions. For computational efficiency
LAMMPS uses neighbor lists to keep track of nearby particles. The lists are opti-
mized for systems with particles that are repulsive at short distances, so that the
local density of particles never becomes too large. On parallel machines, LAMMPS
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uses spatial-decomposition techniques to partition the simulation domain into small
three dimensional sub-domains, each is assigned to a processor. Processors commu-
nicate and store ”ghost” atom information for atoms that border their sub-domain.
LAMMPS is most efficient (in a parallel sense) for systems whose particles fill a three
dimensional rectangular box with roughly uniform density.
2.3 Atomistic Model
2.3.1 Atomistic Modeling of Material
The atomistic description of material properties considers crystal structure, lattice
constants, orientation, and atomic interactions. The interactions are calculated based
on a potential energy function as described in the previous chapter. The crystal
structure is a unique arrangement of atoms in a crystal. It is composed of a unit cell,
a set of atoms arranged in a particular way, which is periodically repeated in three
dimensions of a lattice. The crystal structure is important because it contributes to
the properties of a material. For example, it is easier for planes of atoms to slide
against each other if those planes are closely packed. Therefore, lattice structures
with closely packed planes allow more plastic deformation.
The unit cell is given by its lattice parameters, the length of the cell edges and the
angles between them. The lattice parameters of the unit cell identify its shape such
as cubic or hexagonal. The selection of the lattice structure to be modeled for the
simulation is determined from the shape of the unit cell. Several types of crystal unit
cell structures are found in nature such as body center cubic (BCC), face centered
cubic (FCC), hexagonal close packed (HCP), or diamond cubic structure.
In the current work, FCC structure is applied in the modeling of gold, copper and
aluminum materials. Diamond cubic structure is used for modeling of diamond and
silicon materials. In the following sections, the descriptions of these two structures
are discussed in more details.
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2.3.1.1 Face Centered Cubic Structure
The face centered cubic (FCC) structure has atoms located at each of the corners
and the centers of all the faces as shown in Figure 2.5. This structure is very common
among metallic elements because it maximizes nearest neighbor interactions. The
FCC unit cell consists of a net total of four atoms, three atoms from the six faces and
one atom from the eight corners.
Figure 2.5. Face centered cubic structure.
The lengths of the edges of a unit cell along its major axes are known as lattice
constant. Lattice constant value and type of crystal structure are needed to calculate
distances between neighboring atoms in a crystal, as well as in determining some of the
crystal’s important physical and electrical properties. Lattices in three dimensions
generally have three lattice constants, referred to as a, b, and c. However, in the
special case of cubic crystal structures, all of the constants are equal (a = b = c), so
only one lattice constant is used for its dimensional description, a, as shown in Figure
2.5 (b).
2.3.1.2 Diamond Cubic Structure
The crystal structure of diamond is equivalent to a face-centered cubic (FCC)
lattice, with a basis of two identical carbon atoms: one at (0, 0, 0) and the other
at (1/4, 1/4, 1/4), where the coordinates are given as fractions along the cube sides.
This is the same as two interpenetrating FCC lattices, offset from one another along a
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body diagonal by one-quarter of its length. The structure of diamond cubic is shown
in Figure 2.6.
Figure 2.6. Diamond Cubic structure.
2.3.2 TBN Model
The schematic MD simulation model of TBN is shown in Figure 2.7. The simula-
tion model consists of a single crystal substrate and an indenter tip. The substrate in
the MD simulation is divided into three different zones, namely the boundary zone,
the thermostat zone, and the Newtonian zone.
A few layers of boundary and thermostat atoms are placed on the bottom side
of the workpiece. The size of the workpiece is selected large enough to avoid or
minimize the boundary effects for the simulated depth of indent or scratch, but small
enough to simulate the process in reasonable amount of time. Typically, the workpiece
width/depth is 2 to 3 times the width/depth of the channel created by the nano-tip.
This relation also depends on the type of material being machined.
In this study, single crystal gold, copper, aluminum, silicon are used as workpiece
materials, while diamond and silicon are selected for the tool tip. The materials are
chosen for their importance in TBN applications. The initial displacement of the
substrate and the tool tip can be created from the crystal structure of the material
as described in the previous section. The face centered cubic lattice is the crystal
structure of gold, copper and aluminum, and the diamond cubic lattice is the crystal
structure of diamond and silicon.
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Figure 2.7. Schematic MD simulation model of TBN.
The thermostat zone is applied to the MD simulation model to ensure that the
heat generated during the nanomachining process can conduct out of the machining
region properly. The temperature can be maintained by scaling the velocities of the
thermostat atoms for each computational time step. The motion of the atoms in the
Newtonian zone is determined solely by the forces derived from the potential energy
function and the Newtons equation of motion.
2.3.2.1 Boundary Condition
Generally, there are two types of boundary conditions used in MD simulation
studies, namely, fixed and periodic. In this study, fixed boundary conditions are
applied to the boundary atoms. The atoms are fixed in the position to reduce the
edge effects and maintain the symmetry of the lattice. Periodic boundary conditions
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are maintained along the x and y directions. The periodic boundary conditions are
employed when a simulation seeks to investigate the behavior of an isolated system,
to avoid spurious edge effects and thereby simulate the behavior of a much larger
crystal system.
In periodic boundary conditions, the simulation box is replicated throughout space
to form an infinite lattice. Figure 2.8 illustrates the basic idea of the periodic bound-
ary conditions. The shaded boxes represent the simulated system. As seen, the
system repeats itself in two directions by wrapping over with the proper sequence of
numbered cells.
In MD, the simulation box and its surrounding boxes are exactly the same in
every detail; every particle in the simulation box has an exact duplicate in each of
the surrounding cells. Even the velocities (indicated by the arrows) are the same.
Whenever an atom leaves the simulation box, it is replaced by another with exactly
the same velocity, entering from the opposite cell face. Therefore, the number of atoms
in the cell is conserved. In the Figure 2.9, rcut is the cutoff radius that is normally
applied when calculating the force between two atoms. An atom may interact with
one in the neighboring cell because it is within the cutoff radius. Beyond the cutoff
radius, interactions are small enough to be neglected.
Figure 2.8. General ideas of periodic boundary conditions [99].
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Figure 2.9. Periodic boundary conditions in MD simulation.
2.3.2.2 Parallel MD Simulation of TBN
Computationally, MD simulations are large on two scales: number of atoms and
number of time steps. The fact that the length scale for atomic positions is in
Angstroms requires many thousands or millions of atoms distributed in three di-
mensions to simulate a model at sub-micron scale. Similarly limitation of time steps
to femtoseconds (in order to track vibrational motion of atoms accurately) extends
MD simulation to thousands of steps in order to simulate picoseconds of real time.
Since large computational demands severely affect the scaling on time and length
scales, a need arises to carry out faster and more efficient MD simulation. One way
to achieve this is to use massively parallel computers.
A massively parallel computer is a distributed memory computer system, which
consists of many individual nodes, each of which essentially an independent computer
in itself; in turn, consists of at least one processor, its own memory, and a link to the
network that connects all the nodes together. Nodes communicate by using inter-
processor communication known as message passing, such as MPI (message passing
interface).
Big Red and Big Red II supercomputers are used here to perform the MD sim-
ulation of TBN. Big Red was retired from service in September 2013. When it was
commissioned in 2006, it was the fastest university-owned supercomputers in the US
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and one of the 50 fastest supercomputers in the world. Big Red was a distributed
shared-memory cluster, consisting of 768 IBM JS21 Blades, each with two dual-core
PowerPC 970 MP processors, 8GB of memory, and a PCI-X Myrinet 2000 adapter for
high-bandwidth, low-latency MPI applications. Big Red II was officially dedicated
in April 2013. It is a hybrid CPU/GPU Cray XE6/XK7 supercomputer providing
a total of 1,020 compute nodes: 344 CPU-only compute nodes and 676 CPU/GPU
compute nodes. The CPU-only nodes contain two AMD Opteron 16-core Abu Dhabi
x86-64 CPUs and 64 GB of RAM. The hybrid CPU/GPU nodes contain one AMD
Opteron 16-core Interlagos x86-64 CPU, one NVIDIA Tesla K20 GPU accelerator
with a single Kepler GK110 GPU, and 32 GB of RAM.
The parallel MD simulations of TBN are implemented using LAMMPS. The
LAMMPS code running in parallel uses distributed memory message passing tech-
niques and spatial decomposition of simulation domain. In spatial decomposition,
the simulation domain is divided into a set of equal smaller sized domains, as shown
in Figure 2.10. Each sub-domain is distributed to different processors for calcula-
tion. Since nearby atoms are placed on same processor, only neighboring atoms on
different processors need to be communicated by Message Passing Interface (MPI).
Communication is minimized to optimal level by replicating force computations of
boundary atoms. To increase computational efficiency, it uses different timescales
for different force computations. Non-uniformity of data distribution can occur for
spatial decomposition as interaction between the indenter tip and substrate arises.
2.4 Model Validation
2.4.1 Number of Processors
Assessment is performed to clarify the efficiency of parallel MD simulation. Three
MD simulation models, consisting of 10,000, 100,000 and 1,000,000 atoms, with the
same simulation condition were run on varying numbers of processors. For a single
processor, the calculation can be regarded as basic MD simulation. The comparison
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Figure 2.10. Spatial decomposition for parallel MD simulation.
of computational time required for MD simulations of TBN is shown in Table 2.3 and
Figure 2.11. The computational times are shown in seconds for 55,000 time steps. It
is clear that the computational speed of parallel MD simulation is faster than that of
basic MD simulation.
To run a simulation on Big Red or Big Red II supercomputer, the number of
processors needs to be specified. The higher the number of processor requested, the
longer the waiting time before the simulation actually starts running. As can be
seen from Figure 2.11, there is no significant reduction in computational time beyond
256 processors. Therefore, the MD simulations in this work were run on 256 parallel
processors.
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Table 2.3. Computational time for different number of atoms and processors.
Computational time (second)
Number of processor Number of atoms
10,000 100,000 1,000,000
1 1444.033 15223.060 155319.100
4 609.951 4231.950 43555.800
8 333.632 2300.380 23942.300
16 180.699 1161.978 12069.920
32 112.585 899.601 6094.180
64 63.824 487.253 3092.530
96 51.042 343.68 2106.383
128 42.595 269.257 2448.100
256 29.651 168.895 1299.231
512 24.920 109.071 734.993
640 25.199 90.149 625.662
768 25.562 84.093 557.422
896 24.303 74.363 542.289
1024 22.258 70.976 472.818
2.4.2 Time Step
The time integration algorithm used to integrate the equation of motion in this
work is the velocity Verlet algorithm as shown in Equations (2.22) and (2.23). For
accuracy and numerical stability of the integration algorithm, the value of time step,
∆t, must be carefully chosen. The time step should be as large as possible to rapidly
sample phase space and save on computational time [100]. However, it should be
small enough to capture molecular collision. A time step that is too large can cause
a MD simulation to become unstable, with the total energy rapidly increasing with
time. The small time step severely limits the total simulation time. Test runs are
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Figure 2.11. Computational time (log scale) with different number
of atoms and processors.
conducted to find an optimized value of time step. Figure 2.12 shows a plot of the
kinetic energy for different values of time step, ∆t.
It can be observed from Figure 2.12 that the kinetic energy rapidly increase during
simulation when the time steps are larger than 20 femtosecond (fs). This behavior is
caused by devastating atomic collisions that occur when a large time step propagates
the positions of two atoms to be nearly overlapping; the repulsive interactions then
create a strong force that propels these atoms apart. Figure 2.13 shows MD simulation
snapshots at two different time steps: (a) ∆t = 20 fs. and (b) ∆t = 25 fs. The
variation in indentation force with indentation depth for different time step is shown
in Figure 2.14. There is no significant difference in the values of indentation force.
Therefore, the time step used in the MD simulation of TBN can be as large as 20 fs.
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Figure 2.12. Kinetic energy for different values of time step, ∆t.
(a) ∆t = 20 fs. (b) ∆t = 25 fs.
Figure 2.13. MD simulation snapshots.
2.4.3 Domain Size
In MD simulation of AFM-based nanomachining, the size of simulation domain is
also important. If the simulation domain is too large, the total computational time
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Figure 2.14. Indentation force for different values of time step, ∆t.
is high. If the domain is too small,the dislocations will reach side boundaries and re-
enter from the opposite side, as can be seen from figure 2.15 (a) and (b). The different
colors shown in the MD simulation snapshots represent coordination number, which
is a measure of the number of nearest neighbors that exist for a particular atom.
The purpose of using this coordination number coloring is to clearly see the defects
and dislocations of atoms. Figure 2.15 (c) shows a snapshot of MD simulation of
nanoindentation with a larger domain size. Here, the dislocations do not reach the
side boundaries. Figure 2.16 shows a plot of indentation force with time for different
domain (workpiece) sizes. When the domain size is too small, the dislocations reach
side boundaries sooner. Some of these partial dislocations interact with other defects
to form more defects on the top surface. For the domain size of 15a× 30a× 15a, the
dislocations reach side boundaries after 15 femtosecond. As a result, the indentation
force starts increasing more rapidly. Due to the periodic boundary condition applied
to all the four side boundaries, the simulation domain should be large enough to avoid
the re-entering of dislocations.
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(a) 25a× 30a× 25a (b) 50a× 30a× 50a (c) 75a× 30a× 75a
Figure 2.15. MD simulation snapshots of nanoindentation for differ-
ent sizes of workpiece (a = lattice constant).
Figure 2.16. Indentation force for different domain sizes.
2.4.4 Potential Energy
The selection of a potential energy function and its parameters is the most critical
part in a MD simulation. In this work, the following potential functions were used:
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1) EAM potential for the interaction between atoms in the workpeice materials
for the case of gold [90], copper [91], and aluminum [92]
2) Tersoff potential for the interaction between atoms in silicon workpeice material
and for the interaction between silicon atoms in the workpiece and carbon atoms in
the diamond tip [94]
3) Morse potential for the interaction between gold and carbon [101], gold and sili-
con [88], copper and carbon [101], copper and silicon [88], aluminum and carbon [101],
aluminum and silicon [88].
Validation similar to what is found in the literature was also conducted here for
the case of gold, copper and aluminum (Table 2.4).
Table 2.4. Calculated elastic constants compared with published results.
Material Calculated Experiment
C11 183.248 192.34 [102]
Au C12 158.712 163.14 [102]
C44 45.261 41.95 [102]
C11 168.063 168.39 [102]
Cu C12 123.754 121.42 [102]
C44 78.847 75.39 [102]
C11 111.381 112.9 [103]
Al C12 85.138 66.5 [103]
C44 45.926 26.83 [103]
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3. MD SIMULATION OF NANOINDENTATION AND NANOSCRATCHING
The phenomena that occur during AFM-based nanomachining are on the atomic
scale, and as such, atomistic modeling is necessary for insight into the underlying
mechanisms in order to provide a fundamental understanding of the process. In this
work, three-dimensional MD models were developed to simulate mechanical inden-
tation and scratching at the nanoscale. All MD simulation snapshots shown in this
chapter are visualized by Atomeye [104]. The different colors shown in the following
MD snapshots represent coordination numbers, which are the measure of the number
of nearest neighboring atoms. The purpose of the latter is to clearly see the defects
and dislocations of atoms.
3.1 Parametric Study
MD simulation of nanoindentation and nanoscratching were conducted for the
cases of gold, copper, aluminum, and silicon substrates. The MD models were used
to investigate the effect of tip and substrate materials, crystal orientation, indentation
depth, tip radius, and tip speed. The simulation allows for the prediction of normal
and friction forces at the interface between the tip and substrate. The material
deformation and machined geometry are extracted based on the final locations of the
atoms, which are displaced by the tip.
Generally, crystal lattice defects can be classified by their dimensions [105]. The
0-dimensional defects or point defects affect isolated sites in the crystal structure.
The 1-dimensional defects are called dislocations and include lines along the bro-
ken crystal pattern. The 2-dimensional defects are surfaces, including external sur-
face and grain boundaries in which different crystallites are joined together. The
3-dimensional defects change the crystal pattern over a finite volume. They include
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precipitates, which are small volumes of different crystal structure, and also include
large voids or inclusions of second-phase particles. The defects found after nanoin-
dentation/nanoscratching processes are mostly point defects and dislocations.
Metals, i.e. gold, copper, and aluminum, considered in this work have FCC crystal
lattice structure. The most common defects found in FCC structure materials when
subjected to a stress are point defects and dislocations. A point defect is formed
when an atom is missing in the crystal, creating a vacancy, or when an atom occupies
an interstitial site where no atom would ordinarily appear, causing an interstitialcy.
Figure 3.1 shows the two types of point defects: vacancy (a) and interstitial atom
(b). The presence of point defect results in distortion of planes.
(a) (b)
Figure 3.1. Point defects: (a) vacancy (b) interstitial atom.
Another common defect found in FCC structure materials is dislocation, especially
Shockley partial dislocation. The Shockley partial dislocation generally refers to a
pair of dislocations which can lead to the presence of stacking faults. This pair of
partial dislocations can enable dislocation motion by allowing an alternate path for
atomic motion.
3.1.1 Nanoindentation
MD simulations of AFM nanoindentation were conducted on single crystal mate-
rials with the use of parallel computing. Table 3.1 summarizes simulation conditions
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used in the MD simulation of nanoindentation. The dimensions of the workpiece are
expressed in terms of lattice constants. The lattice constant of gold (aAu), copper
(aCu), aluminum (aAl), and silicon (aSi) are 4.080, 3.615, 3.986 and 5.431 Angstroms
(Å), respectively.
Table 3.1. MD simulation conditions of nanoindentation.
Workpiece material Gold, Copper, Aluminum, Silicon
Indenter tip material Diamond, Silicon
Workpiece dimension Au: 150aAu × 150aAu × 70aAu
Cu: 150aCu × 150aCu × 70aCu
Al: 150aAl × 150aAl × 70aAl
Si: 140aAu × 140aAu × 60aAu
Number of atoms Au: 6,300,000 atoms
in the workpiece Cu: 6,300,000 atoms
Al: 6,300,000 atoms
Si: 9,408,000 atoms
Crystal orientation (100), (110), (111)
Tip speed 0.01 - 100 m/s
Tip radius 0, 25, 50, 75, 100
Indentation depth 5 - 60 nm
Bulk temperature 293 K
Time step 1 fs
The cross-sectional views of MD snapshots presented in this section correspond
to the cutting plane line (dash line) shown in Figure 3.2. The arrows resting at both
ends of the cutting line show the direction of viewing.
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Figure 3.2. Cutting plane and direction of sight for cross-sectional view.
3.1.1.1 Tip and Substrate Materials
Figures 3.3 and 3.4 show, respectively, cross-sectional and top views of MD simu-
lation snapshots of nanoindentation with diamond tip for different types of materials:
(a) gold; (b) copper; (c) silicon and (d) aluminum. In nanoindentation, the inden-
ter tip moves vertically into the substrate surface. The atoms in the substrate are
compressed beneath the tip and the deformation can be seen in the vicinity of the
tip.
Figures 3.5 and 3.6 show, respectively, cross-section and top views of MD simu-
lation snapshots of nanoindentation with a silicon indenter tip for different types of
workpiece materials: (a) initial stage of nanoindentation; (b) gold; (c) copper; and (d)
aluminum. The surface and subsurface deformation found in the case of gold, copper
and aluminum have the same pattern like those observed from the nanoindentation
with diamond tip. However, less surface and subsurface deformation can be observed
for the case of nanoindentation with silicon tip.
Figures 3.7 and 3.8 show, respectively, top and cross-section views of MD simu-
lation snapshots of nanoindentation with silicon indenter tip for the case of copper
workpiece material. Figures 3.7(a) and 3.8(a) show surface and subsurface defor-
mation when the indenter tip is located at the maximum depth of nanoindentation.
Figures 3.7(b) and 3.8(b) show the surface and subsurface deformation after the in-
denter tip is completely removed from the surface of workpiece material and the
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Figure 3.3. Cross-sectional views of MD simulation snapshots of
nanoindentation with diamond indenter tip for different types of work-
piece materials: (a) gold; (b) copper; (c) silicon; (d) aluminum.
workpiece material is allowed to rest for 300 picoseconds. It can be observed from
Figures 3.7 and 3.8 that some of the deformation on the surface and subsurface of
copper disappears after the indenter tip is removed from the surface. The deformation
on copper workpiece undergoes elastic recovery. Moreover, the depth of indentation
mark and subsurface deformation decrease after the indenter tip is removed from the
workpiece material. The elastic recovery can also be observed for the case of gold and
aluminum.
3.1.1.2 Force-Displacement Curve
Figure 3.9 shows the force-displacement curves for Au(100) workpiece with dia-
mond tip. It can be seen that the indentation force increases with the indentation
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Figure 3.4. Top views of MD simulation snapshots of nanoindentation
with diamond indenter tip for different types of workpiece materials:
(a) gold; (b) copper; (c) silicon; (d) aluminum.
depth. For an ideally elastic material, the loading and unloading curves overlap. Since
permanent deformation (i.e. indentation mark) can be observed from the MD simu-
lation results as shown in the previous subsection, the unloading curve do not overlap
with loading curve. The area under the unloading curve represents the elastic energy
deformation, while the area between the loading and unloading curve represents the
energy due to plastic deformation.
3.1.1.3 Tip speed
Figure 3.10 shows the variation in indentation forces as a function of indentation
depth at different tip speeds. At a constant force, the indentation depth increases
as the tip speed increases. The effect of tip speed becomes less important when the
force is less than 60 µN or the indentation depth is less than 10 nm.
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Figure 3.5. Cross-sectional views of MD simulation snapshots of
nanoindentation with silicon indenter tip for different types of work-
piece materials: (a) gold; (b) copper; (c) aluminum.
3.1.1.4 Crystal Orientation
Figures 3.11-3.13 show cross-sectional (a,b) and top (c,d) views of different crystal
orientations of silicon at the maximum depth of indentation (a,c) and after the dia-
mond indenter tip was completely removed from the workpiece (b,d). The three dif-
ferent crystal orientations shown in Figures 3.11-3.13 are si(100), si(110), and si(111)
respectively. Different patterns of surface and subsurface deformation for different
crystal orientations can be observed. After the indenter was removed and substrates
were allowed to rest for 300 picoseconds, it can be seen that some deformations on the
surface and subsurface of silicon decreased (and at times disappeared) as the silicon
substrate underwent elastic recovery.
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Figure 3.6. Top views of MD simulation snapshots of nanoindentation
with silicon indenter tip for different types of workpiece materials: (a)
gold; (b) copper; (c) silicon; (d) aluminum.
Figure 3.7. Top views of MD simulation of nanoindentation for the
case of copper with silicon tip showing elastic recovery of surface de-
formation: (a) indenter tip is at maximum depth of indentation; (b)
after indenter tip is removed from the surface of workpiece material.
3.1.1.5 Tip radius
Top and cross-sectional views of MD simulation snapshots of nanoindentation for
the case of gold with different diamond tip radii are shown in Figures 3.14 - 3.15,
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Figure 3.8. Cross-sectional views of MD simulation of nanoindenta-
tion for the case of copper with silicon tip showing elastic recovery of
surface deformation: (a) indenter tip is at maximum depth of inden-
tation; (b) after indenter tip is removed from the surface of workpiece
material.
respectively. Figures 3.14(a) and 3.15(a) show the initial stage of nanoindentation,
before the indenter comes into contact with the surface of workpiece material. At this
stage, no deformation is observed. Figs. 3.14(b) - 3.14(f) and 3.15(b) - 3.15(f) show
the top and cross-sectional views of MD simulation snapshots of nanoindentation with
the use of five different indenter tip radii (r), including 0, 25, 50, 75, and 100 nm, at
the indentation depth of 10 nm. More surface deformation can be observed with the
increasing indenter tip radius. It can be seen from Figure 3.15 that as the tip radius
increases, more subsurface deformation can be observed and the deformation is found
to penetrate much deeper from the surface.
Figure 3.16 shows the variation in indentation forces with time step at different
tool tip radius. It can be found that the indentation force increases with the increasing
tip radius.
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Figure 3.9. Force-displacement curve for Au(100) and diamond tip.
Figure 3.10. Variation in indentation forces with indentation depth
at different tip speeds.
3.1.1.6 Material Property
Figure 3.17 shows the force-displacement curve for the case of copper material
and diamond indenter tip. As the indentation depth of the diamond tip continues to
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Figure 3.11. Cross-sectional (a, b) and top (c, d) views of MD sim-
ulation snapshots of nanoindentation for the case of silicon (100) at
the maximum depth of indentation (a, c) and after the indenter tip
was completely removed from the workpiece (b, d).
increase, the load curve continues to go up until it reaches a maximum depth. After
reaching the specified maximum depth, the tip begins to unload and return to its
original position. The slope of the unloading curve at the maximum load is determined
and used in the calculation of hardness and elastic modulus using Equations (4.6) and
(4.8), respectively. Two different methods were used to calculate the contact area. In
the first method (Method I), the contact area was calculated from the geometry of the
indenter as a function of the contact depth, hc. In the second method (Method II),
the contact area was estimated from the location of displaced atoms at the interface
between tip and sample. The material properties of the diamond indenter used in the
calculation are Ei = 1140 GPa and νi = 0.07. Table 3.2 shows the values of Youngs
modulus of gold, copper, and aluminum obtained from MD simulation compared with
the experimental results at the microscale. On the other hand, Table 3.3 shows the
values of hardness of the materials.
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Figure 3.12. Cross-sectional (a, b) and top (c, d) views of MD sim-
ulation snapshots of nanoindentation for the case of silicon (110) at
the maximum depth of indentation (a, c) and after the indenter tip
was completely removed from the workpiece (b, d).
Table 3.2. Elastic modulus of materials (GPa).




While the elastic modulus of gold is approximately 57-120 GPa at the microscale,
it is found to be 235 GPa from the calculation. For the case of copper, the microscale
elastic modulus is approximately 105-150 GPa, while it is found to be 179 GPa at
the nanoscale. The elastic modulus of aluminum is approximately 69-79 GPa at mi-
croscale; while it is found to be 225 GPa at the nanoscale. The values of hardness
obtained from method 1 in this calculation were slightly larger than those obtained
from method 2. The values of elastic modulus in the current analysis were about two
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Figure 3.13. Cross-sectional (a, b) and top (c, d) views of MD sim-
ulation snapshots of nanoindentation for the case of silicon (111) at
the maximum depth of indentation (a, c) and after the indenter tip
was completely removed from the workpiece (b, d).
Table 3.3. Hardness of materials.
Material Hardness (GPa)
Method I Method II Experiments
Gold 1.136 0.981 0.922
Copper 5.700 1.185 1.737
Aluminum 4.758 4.337 2.689
to three times larger than those at the microscale. This discrepancy is a result of scale
difference. Bulk material typically has constant material properties regardless of its
size, but size-dependent properties are often observed at the nanoscale. Nanoscale
material has a high surface area and a large fraction of the atoms are on its surface.
This can give rise to size effects in material properties at the nanoscale. Moreover,
the defects in the material, such as grain boundaries and dislocations, are different at
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Figure 3.14. Top views of MD simulation snapshots of gold nanoin-
dentation with the use of different diamond tip radius (r):a) initial
stage of nanoindentation; b) r = 0 nm; (c) r = 25 nm; (d) r = 50 nm;
(e) r = 75 nm; (f) r = 100 nm.
different scales. In addition, an assumption of perfect defect-free single-crystal ma-
terial was applied in the MD simulation, whereas, in general, materials at microscale
are polycrystalline and contained several types of defects.
3.1.2 Nanoscratching
MD simulations of AFM nanoscratching were conducted on gold and silicon work-
piece materials with diamond and silicon tips. The schematic model used in the MD
simulation of AFM nanoscratching is shown in Figure 3.18. The simulation model
consists of a single crystal workpiece and a three-sided pyramidal indenter. The
workpiece in the MD simulation is divided into three different zones: boundary, ther-
mostat, and the Newtonian zones. Table 3.4 summarizes simulation conditions used
in the MD simulation of nanoindentation.
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Figure 3.15. Cross-sectional views of MD simulation snapshots of
gold nanoindentation with the use of different diamond tip radius
(r):a) initial stage of nanoindentation; b) r = 0 nm; (c) r = 25 nm;
(d) r = 50 nm; (e) r = 75 nm; (f) r = 100 nm.
Figure 3.16. Variation in indentation forces with time step at different tip radius.
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Figure 3.17. Force-displacement curve for the case of copper material
and diamond indenter tip.
Figure 3.18. Schematic MD simulation model of AFM nanoscratching.
3.1.2.1 Tip and Substrate Materials
The MD simulation snapshots of nanoscratching of gold material with diamond
tip are shown in Figure 3.19 (a)-(f). The figure shows the initial stage of tool tip
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Table 3.4. MD simulation conditions of nanoscratching.
Workpiece material Gold, Silicon
Indenter tip material Diamond, Silicon
Trigger threshold 0.5 - 5 V
Scan rate 1 - 10 Hz
Scratch length 1 - 4µm
Scratch rate 1 - 10 Hz
Scratch angle 0◦, 90◦, 180◦, 270◦
and workpiece material in nanoscratch followed by the movement of the tool into the
workpiece material at various time intervals. The tool tip is moved downward into
the workpiece, then moved horizontally on the surface of the workpiece, and then
moved upward from the workpiece. Workpiece atoms are compressed in front of the
tool tip and assembled to form a small chip. In addition, it can be observed that a
layer of gold atoms from the damaged workpiece material is deposited on the surface
of the tool tip.
Figure 3.20 shows top and cross-sectional views of MD simulation snapshots of
nanoscratching of gold with diamond tip at times (t) of 110 and 180 ps. The elastic
deformation on the top surface of the gold workpiece undergoes elastic recovery after
the tool tip was moved upward from the workpiece. It can be seen from Figure 3.20
that some deformation on the surface before the tool tip was moved up at t = 110
ps (Figure 10a) disappeared after the tool tip was moved up from the surface at t
= 180 ps. Figure 3.21 shows MD simulation snapshots of nanoscratching with three
different depths of scratch, namely 20 (right), 30 (middle) and 40 (left) nm. More
surface deformation can be seen as the depth of scratch increases.
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Figure 3.19. MD simulation snapshots of nano-scratching of gold
with diamond tip at various times: (a) 0 ps; (b) 40 ps; (c) 90 ps; (d)
120 ps; (e) 160 ps; (f) 180 ps.
3.1.2.2 Scratching speed
To investigate the effect of scratching velocity, MD simulations were performed on
the gold material with diamond tip at various scratching speed. Figure 3.22 shows
the variation in scratching forces as a function of tip traveling distance at different
scratching speeds. It can be observed that the scratching force decreases as the
scratching speed decreases.
3.1.2.3 Scratching depth
The effect of scratching depth on material deformation was investigated. MD
simulations of nanoscratching of gold with diamond tip were conducted with scratch
depths varying from 1 to 7 nm. Figure 3.23 show top views of MD simulation snap-
shots of nanoscratching at various scratching depths. As the scratching depth in-
creases, the deformation is found to penetrate much deeper from the surface and the
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Figure 3.20. Top (left) and cross-sectional (right) views of MD simu-
lation snapshots of nanoscratching of gold with diamond tip: (a) time
= 110 ps; (b) time = 180 ps.
height of material pile-up also increases. In addition, more dislocation loops on the
top surface can be observed. Several types of defects, including vacancies and Shock-
ley partial dislocation loops, can be observed during the simulation. The dislocation
loops are highly mobile and participate in various interactions among themselves and
with other defects. The dislocation loops on the top surface are emitted in front of the
tip and generally move out of the computation domain at a side boundary and come
inside from the opposite side of boundary, due to the periodic boundary conditions
applied to all four side boundaries. Figure 3.24 shows the variation in normal force
with the scratch length at different depths. It can be seen that the normal force,
obtained from MD simulations, increases with scratch length.
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Figure 3.21. MD simulation snapshots of nanoscratching with three
scratch depths of 20 nm (right), 30 nm (middle) and 40 nm (left): (a)
top view (b) cross-sectional view.
Figure 3.22. Variation in scratching forces at different scratching speeds.
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Figure 3.23. Top view of MD simulation snapshots of nanoscratching
of gold with different depths of scratch: (a) 1 nm; (b) 3 nm; (c) 5 nm;
(d) 7 nm.




Figure 3.25 show MD simulation snapshots of nanoscratching of different crys-
tal orientations. of gold material with diamond tip. Different patterns of surface
deformation for different crystal orientations can be observed.
(a) Au(100) (b) Au(110) (c) Au(111)
Figure 3.25. MD simulation snapshots of nanoscratching of gold for
different crystal orientation.
3.1.2.5 Scratch Angle
The effect of scratch angle was studied for the case of gold material with diamond
tip. MD simulations were conducted for the scratch angle of 90◦ and 180◦, respec-
tively.. Figures 3.26(a) and 3.26(b) show MD simulation of nanoscratching of gold
material with diamond tip for the scratch angle of 90◦ and 180◦, respectively. The
pile-up material around the scratched groove can be seen only on one side of the
groove for the scratch angle of 90◦, while the pile-up material can be observed on
both sides of groove for the scratch angle of 180◦.
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(a) (b)
Figure 3.26. MD simulation snapshots of nanoscratching of gold with
diamond tip at the scratch angles of (a) 90◦ and (b) 180◦.
3.1.2.6 Step Over (feed)
MD simulations of nanoscratching were also conducted to investigate the step over
(distant between any two scratched grooves) so that the first groove is not affected by
the dislocation emitted during scratching of the second groove. Figure 3.27 depicts
MD simulation snapshots of nanoscratching with depth of 5 nm and distances of 1.5,
2.0, 2.5, 3 nm. It can be observed that the distant between two grooves should be at
least 2.5 nm for the scratching depth of 5 nm in order to avoid interference.
The simulations were also conducted for the different scratching depths and crystal
orientations. Based on the results, it could be concluded that the minimum distant
between two scratched grooves should be at least half of the scratching depth and
irrespective crystal orientation.
3.1.2.7 Friction Coefficient
Figure 3.28 shows the variation in friction force with the scratch length at different
depths. Here, the friction force is the force in the direction of scratching. It can be
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Figure 3.27. MD simulation snapshots of nano-scratching with vari-
ous distant between two scratched grooves.
seen that the friction forces, obtained from MD simulations, increase with scratch





Here, Ffric is the friction force and FN is the normal force. This coefficient can be
used to measure the machinability and resistance of cutting at the atomic scale. The
increase in the friction coefficient results in lower machinability and higher resistance.
The variation of friction coefficient is depicted in Figure 3.29.
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Figure 3.28. Variation in friction forces with scratch length at differ-
ent scratch depths.
Figure 3.29. Variation in friction coefficient of MD simulation of nanoscratching.
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4. AFM-BASED TBN EXPERIMENTATION
In this chapter, the theory of atomic force microscope (AFM) is described first. Next,
the AFM-based tip-based nanomanufacturing (TBN) experimental setup is explained.
Then, the experimental validation of MD simulation is presented. Finally, the para-
metric study is given.
4.1 Atomic Force Microscope (AFM)
Atomic force microscope is one type of scanning probe microscopes (SPMs) used
for studying surface properties at atomic- and up to micro- scale. AFM, which was
invented in 1986 by Binnig et al. [106], AFM can be used to study all materials re-
gardless of opaqueness or conductivity. Typically, AFM is operated in air, but can
be used in other environments, such as liquid or vacuum. AFM provides resolution
at the nanometer (lateral) and angstrom (vertical) scales. Because of its resolution,
flexibility and versatility, AFM has become more widely used in research and devel-
opment. In addition to its powerful imaging and measuring capabilities, its recent
improvements in speed, sensitivity, and ease of use have made AFM a promising tool
for nanoscale fabrication. As a result, many AFM fabrication techniques have been
developed. This chapter will focus on AFM-based nanomachining, which involves
material removal by nanoindentation and/or nanoscratching processes.
4.1.1 Principles of AFM
AFM operates by measuring interaction forces between a sharp probe tip and a
sample surface. The tip is located at the free end of a cantilever which is normally
100 to 500 µm long. The forces between the tip and the sample surface cause the
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cantilever to deflect. The measured deflections are used to generate the topography
of the sample surface. The major components of an AFM are shown in Figure 4.1.
Figure 4.1. Major components of an atomic force microscope (AFM).
A piezoscanner moves the mounted sample in x, y, and z directions. The probes
cantilever reflects the laser beam on to a segmented photodiode. As the tip interacts
with the sample, the cantilever deflects and moves the laser spot on the photodiode
proportionally. Through a feedback mechanism tip-sample distance is maintained
constant through the adjustment of the deflection (or other measured quantities such
as oscillation amplitude). This is done to prevent damage of tip or sample. The setup
also includes a controller to collect and process the data, and drive the piezoscanner.
Different environments can be used when operating AFM. These include air, gases,
vacuum and liquid. Current AFM systems allow the users to control the environment,
including its temperature.
4.1.1.1 Modes of operation
AFM systems support a variety of operational modes for measuring the interaction
forces as a function of tip position. The most common mode of operation is contact.
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In this case, the tip is deflected as it is raster-scanned over the surface corrugation as
depicted in Figure 4.2 (a). In constant force mode, the tip is continuously adjusted
using a feedback loop to keep a constant deflection, and thus a constant height from
the surface. The adjustments in the feedback signal needed to maintain a constant
force are to the basis for reconstructing the surface topography. However, the feedback
circuit limits the ability to track the surface. It is possible to scan without this
adjustment, which limits the measurement to the deflection only. This option, which is
known as variable-deflection mode, can be used for small, high-speed atomic resolution
scans. Because the tip is in hard contact with the surface, the stiffness of the cantilever
beam should be kept below the effective spring constant holding atoms together, which
is typically in the order of 1-10 nN/nm. Most beams used in contact mode have spring
constants less than 1 N/m to avoid damage to soft materials.
The non-contact mode, which involves the use of an oscillating cantilever, is one
of the AFMAC modes. A stiff cantilever is oscillated closely to, but without touching,
the samples illustrated in Figure 4.2(b). The resulting tip-sample interatomic forces
are in the order of pN (10−12 N). The oscillation amplitude, phase and resonance
frequency are all modified by the interaction forces to provide information about a
number of samples properties. This is achieved by measuring the changes to the
resonance frequency and/or amplitude of the cantilever.
Finally, the Intermittent contact mode or “TappingMode involves the use of a stiff
cantilever that is oscillated closer to the sample than in non-contact mode. Because,
oscillation is extended to the repulsive regime, the tip intermittently touches the
surface. Tapping the surface improves the lateral resolution on soft samples. Also,
lateral forces (e.g. drag force encountered in in contact mode) are avoided.
4.1.2 Nanoindentation and Nanoscratching
In nanoindentation, a dent is made by forcing the tip into the sample surface until
the required cantilever deflection is reached. Dents can be made at various forces and
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(a) Contact Mode (b) Non-Contact Mode (c) Intermittent contact mode
Figure 4.2. AFM Modes of operation [107].
rates, using the deflection of the cantilever as a measure of the force. Nanoscratching is
essentially the same process as nanoindentation, except that the tip is moved laterally
by a prescribed amount after the sample surface is penetrated. Scratches can be made
at different forces, rates, angles, and lengths. A scratch is made by forcing the tip into
the sample surface until the required cantilever deflection is reached. Then, with the
Z feedback turned off, the tip is moved laterally using the preset distance, direction
and rate. The tip is then lifted to its initial Z position above the sample surface.
AFM cantilevers for indentation and scratching, using diamond or silicon tips, are
made of stainless steel (instead of silicon nitride), and thicker, wider and longer than
typical AFM cantilevers. The typical ranges for the spring constant of probes used in
contact mode, Tapping Mode, and indentation are 0.01-1.0 N/m, 20-100 N/m, and
100-300 N/m, respectively. For indentation probes, the resonant frequency typically
falls in the range of 35-60 kHz, depending on the cantilever beam dimensions. In
comparison, the resonant frequency for standard Tapping Mode probes is about 300
kHz. Unlike contact mode imaging, the Tapping Mode allows the use of high spring
constant cantilevers in imaging the surface with minimal damage.
The basic nanoindentation/nanoscratching procedure involves the following steps:
1) Loading the sample and indentation probe into the AFM.
2) Aligning the laser on the reflective top surface of the cantilever.
3) Engaging the surface in the Tapping Mode.
4) Imaging the sample in order to locate area of interest.
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5) Transfering to Indent mode or Scratch mode, and then indent/scratch the
surface.
4.1.3 AFM Force-Distance Curves
An AFM force-distance curve is a plot of tip-sample interaction forces vs. distance.
To generate such a plot, the tip is ramped along the vertical z-axis and the cantilever
beam deflection is acquired. The force obeys Hookes law:
F = −kδc (4.1)
Figure 4.3 illustrates the process. It should be noted that the distance controlled
during measurement is not the actual tip-sample distance D, but the distance Z
between the sample surface and the undeflected position of the cantilever. The differ-
ence between these two distances consists of both the cantilever deflection δc as well
as the sample deformation δs, as shown below:
D = Z − (δc + δs) (4.2)
Figure 4.3. AFM tip-sample system [108].
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Because the cantilever deflection and sample deformation are unknown, the only
distance that can be controlled is Z, or piezo displacement. As a result, the raw curve
obtained by AFM should be referred to as“force-displacement curve” rather than
“force-distance curve”. This distinction is used here. The AFM force-displacement
curve does not present the tip-sample interactions, but the contributions of tip-sample
interaction F (D) and cantilever beam elastic force. This is illustrated in Figure 4.4.
Figure 4.4. Graphical construction of an AFM force-displacement curve [108].
In Figure 4.4, F (D) is the tip-sample interaction force. At this point, since no
surface force has been introduced yet, F (D) is assumed equal to Lennard-Jones in-
teratomic force, F (D) = −A/D7 +B/D13. In this figure, the attractive force follows
a force law −D−n with n ≤ 3 (and not n = 7) but the repulsive force is much more
complex. Lines 1-3 represent the elastic force of the cantilever, which is given by
Equation (4.1). Panel (b) of the Figure shows the resulting AFM force-displacement
curve. At each postion, the cantilever deflects until the elastic cantilever force equals
the tip-sample interaction force, keeping the system in equilibrium. The force values
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at equilibrium fa, fb, fc are given by the intersections points a, b and c between lines
1, 2, and 3 and the curve F (D), respectively. These values should not be assigned.to
the distances D at which the lines intersect F (D), but to the distances Z between the
sample and the cantilever neutral position, that are the distances α, β, andγ given by
the intersections between lines 1, 2, and 3 and the zero force axis which is horizontal.
The approach curve is obtained by going from right to left (i.e. approaching the sam-
ple). On the other hand, the withdrawal curve is obtained by moving in the opposite
direction, i.e. from left to right. Points A,B,B′, C, and C ′ correspond to the points
a, b, b′, c, and c′, respectively.
In panel (b), two features of the force-displacement curve can be noticed: 1)
the discontinuities BB′ and CC ′; and 2) the hysteresis between the approach and
withdrawal curves. These features are due to the fact that in the region between
b′ and c′ (panel (a)), each line has three intersections and hence three equilibrium
positions. Two positions (between c′ and b and between b′ and c) are stable, while
one position (between c and b) is unstable. During the approach phase, the tip follows
the trajectory from c′ to b but then “jumps” from b to b′ (i.e., from the force value fb
to fb′).
During retraction, the tip follows the trajectory from b′ to c and then jumps from
c to c′ (i.e., fc to fc′). The jumps correspond to discontinuities BB
′ and CC ′ in panel
(b), respectively. As a result, the region between b and c is not sampled. The force-
displacement curve (either approach or withdrawal) can be divided in three regions:
1) contact line, 2) non-contact region, and 3) zero line. The zero line corresponds to a
nearly zero cantilever deflection (i.e. on the fight side of the point C ′ for both curves).
The origin of force-displacement curves O is usually taken at the intersection between
the prolongation of the contact line and zero line of the approach curve. Referring
to panel (b), the distances Oβ and Oγ are called “jump-to-contact distance” and
“jump-off-contact distance”, respectively. The area between the negative part of the
withdrawal curve and Z-axis is called adhesion work, while the difference between the
adhesion work and the area between the negative part of the approach curve and Z-
80
axis is referred to as hysteresis The non-contact region in the approach curves provides
information about attractive or repulsive forces before contact. The maximum value
of the attractive force sampled prior to contact equals the pull-on force i.e. Jump-to-
contact deflection ×k) The non-contact region in the withdrawal curve contains the
jump-off-contact. The pull-off force is equal the adhesion force, Fad.
4.1.4 Theories of Contact Region
The contact lines in the force-displacement curve provide information about the
elasto-plastic behavior of materials. For an elastic material, the tip goes into the
sample at a depth, δ, causing a deformation (see approach curve from O to A in
Figure 4.5 (a)). During withdrawal, the tip goes back from A to O, and recovers
its shape, while exerting the same force on the tip. In other words, the loading and
unloading curve overlap. If the sample is ideally plastic (Figure 4.5(b)), it undergoes
a deformation during the loading curve, but regains its shape during withdrawal; the
load decreases, while the penetration depth remains constant. For samples with a
mixed behavior, loading and unloading curves do not overlap. At a given penetration
depth, the unloading force is less than the loading force (Figure 4.6). The difference
between approach and withdrawal contact lines is referred to as “loading-unloading
hysteresis”. The penetration depth H ′ corresponding to zero unloading is referred to
as “zero load plastic indentation”. The regained distance (H) is the “zero load elastic
deformation”. Both distances are determined using the tangent to the curve in A.
The plastic deformation, δp, is the intercept between the withdrawal contact curve
and the axis F = 0. The elastic recovery δe is the quantity Z
max
p − δp ,where Zmaxp is
the maximum piezo displacement. A1, the area between the two contact curves above
the zero force axis, is a measure of the dissipated energy and A1 is the area between
the withdrawal contact curve and the axis F = 0. The elastic energy is defined by
the area between the approach contact curve above the axis F = 0. The work of
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adhesion W is defined as the area between the axis F = 0 and the retraction curve
(A3).
(a) (b)
Figure 4.5. Load vs. penetration depth curves for (a) an ideally
elastic material and (b) an ideally plastic material [109].
Figure 4.6. Force-displacement curve for an elasto-plastic material [109].
4.1.5 Material Property
It is possible to estimate the hardness by measuring the size of an indentation
resulting from a known force. This is analogous to industrial hardness tests (e.g.,
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Rockwell and Brinnell) however, at the nanometric level precise one-to-one compar-
isons are elusive.
In order to calculate the indentation force, we need to first measure the cantilever
sensitivity. The cantilever sensitivity (nm/volt) is the cantilever deflection signal
versus the voltage applied to the Z piezo determined from the slope of the force
plot during indentation. Once the sensitivity is estimated, the indentation force is
determined from Hookes Law. The deflection of the cantilever is determined from the
cantilever sensitivity and maximum deflection used for the indentation.
Force(nN) = Springconstant(N/m)× Triggerthreshold(V )× Sensitivity(nm/V )
(4.3)
In this study, Youngs modulus and hardness are calculated using the formulations
developed by Oliver and Pharr [110]. Figure 4.7 illustrates the indentation load-
displacement curve. P is the load and h the displacement relative to the initial
undeformed surface. For the purpose of modeling, the deformation during loading is
assumed to be both elastic and plastic in nature. During unloading, it is assumed
that only the elastic displacements are recovered. Thus, this method does not apply
to materials for which plasticity reverses during unloading.
Three quantities must be measured from the P-h curves, namely, the maximum
load, Pmax, the maximum displacement, hmax, and the elastic unloading stiffness,
S = dP/dh. The latter is defined as the slope of the upper portion of the unloading
curve during the initial stages of unloading (also referred to as the contact stiffness).
The accuracy of the estimation of hardness and modulus depends on how well those
three parameters can be measured. Another important quantity is the final depth,
hf , which is defined as the permanent depth of penetration after the indenter is fully
unloaded.
The actual procedure used to determine the hardness, H, and elastic modulus, E,
is based on the unloading processes shown Figure 4.8. It is assumed that the contact
periphery sinks in a manner that can be described by models for indentation of a flat
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Figure 4.7. Schematic illustration of indentation loaddisplacement
data showing important measured parameters [110].
elastic half-space by rigid punches of a simple geometry. This assumption limits the
applicability of the method because it does not account for the pile-up of material at
the contact periphery. Assuming that pile-up is negligible, the elastic models show





ε is a constant that depends on the geometry of the indenter. Using Equation
(4.4) to approximate the vertical displacement of the contact periphery and from the
geometry of Figure 3.8, it can be found that the depth along which contact is made
between the indenter and the specimen, hc = hmax − hs, is




The contact area, Ac, computed from the geometry of the indenter as a function of
the contact depth, hc. Once the contact area is known, the hardness, H, is estimated
from the maximum indentation load Pmax divided by the projected contact area, as
follows:
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Figure 4.8. Schematic illustration of the unloading process showing





It should be noted that because this definition of hardness is based on the contact
area under load, it could deviate from the traditional hardness measured from the
area of the residual hardness impression in the event that there is significant elastic
recovery during unloading. However, this is generally significant only in materials
with extremely small values of E/H.
The Youngs modulus is calculated by the reduced elastic modulus, Er, which takes










dP/dh is the slope of tangent line at the beginning of the unloading curve and
Ac is the projected area at the maximum indentation depth. The Youngs modulus of










Ei is the Youngs modulus of the indenter, and νs and νi are the Poissons ratios of
the sample and indenter, respectively.
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Equation (4.7) can be used estimate Youngs modulus for any axisymmetric inden-
ter. Also, it applies to elasto-plastic contact, and is affected by small perturbations
from pure axisymmetry geometry, or by pile-up and sink-in.
4.2 Experimental Setup
A Veeco Bioscope AFM, shown in Figure 4.9 was used to conduct AFM-based
TBN experiments. The AFM provides resolution on the nanometer (lateral) and
Angstrom (vertical) scales. Two types of indenter tips, diamond and silicon, were
used. The indenter tips have three-sided pyramid shapes with a radius of curvature
40 nm. A diamond probe (Figure 4.10 (a)) with a spring constant, k, of 243 N/m
and a silicon probe (Figure 4.10 (b)) with a spring constant of 200 N/m were used in
the experiments.
Figure 4.9. Veeco Bioscope AFM.
After engaging on sample surface in TappingMode and locating area of interest,
nanoindentation/nanoscratching can be performed. Figure 4.11 and 4.12 shows the
default “Indent Controls” panel setting in Veeco Bioscope AFM for nanoindentation,
nanoscratching,respectively. Parameters in the “Indent Controls” panel are the cen-
tral controls used for indentation and scratching. In Indent mode, these parameters
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(a) Diamond probe (b) Silicon probe
Figure 4.10. AFM Probes used in the experiments.
control the forces, rates, and position of the indentation. In Scratch mode, they
control the forces, rates, position, and also the length and orientation of the scratch.
Figure 4.11. Default “Indent Controls” panel setting for nanoindentation.
Figure 4.12. Default “Indent Controls” panel setting for nanoscratching.
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The input parameters investigated in this work are trigger threshold (applied
force) and scan rate (speed) for nanoindentation, trigger threshold (applied force),
scan rate (speed), scratch rate, scratch length, and scratch angle for nanoscratching.
Other parameters are set to the default values. The following is a description of the
investigated parameters within the Indent Controls panel.
1) Trigger threshold
Before making an indentation, the applied force must be set. This can be done
by setting the Trigger threshold parameter. The Trigger threshold is a measure of
the force applied to the sample during indentation/scratching. It is the cantilever
deflection, specified in volts, at which the controller stop pushing the tip into the
surface and lifted up away from the sample to remove the load, if indenting, or the
tip is moved laterally in a specified direction, if scratching.
2) Scan rate
The scan rate is the speed at which the cantilever is loaded and unloaded during
indentation and scratching. The unit of scan rate is Hertz (Hz). If the scan rate is
set on 1 Hz, it will take 1 second to make an indentation. Even though the scan rate
is limited to a range of 0.01 Hz to 260 Hz for Veeco Bioscope system, values from 0.5
Hz to 10 Hz are typically used for indentation.
3) Scratch rate
The scratch rate is defined as the speed of the tip during scratching in Hz. When se-
lecting the Scratch rate, both scratch force and length must be considered. Suggested
Scratch rates are from 0.5 to 5 Hz.
4) Scratch length
The scratch length (in microns or nanometers) is limited by the maximum Scan size
of the AFM scanner. A typical value of the Scratch length is 1-3 µm.
5) Scratch angle
The Scratch angle at which the scratch is conducted is defined within the X Y plane.
This angle is measured in degrees relative to the conventional positive X-axis (see
Figure 4.13). A zero rotation results in a scratch made along the X-axis from left-to-
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right. A 90◦ rotation results in a scratch along the y-axis beginning at the bottom.
A 180◦ rotation results in a scratch made along the X-axis, from right-to-left.
Figure 4.13. Scratch angle in Veeco Bioscope AFM.
Tables 4.1 and 4.2 summaries the experimental setup for nanoindentation and
nanoscratching, respectively.
Table 4.1. Experimental setup for nanoindentation.
Workpiece material Gold, Copper, Aluminum, Silicon
Indenter tip material Diamond, Silicon
Trigger threshold 0.5 - 5 V
Scan rate 1 - 7 Hz
4.3 MD Simulation Validation
The Veeco Bioscope AFM was used to conduct actual indentation and scratching
at the nanoscale, and provide data for evaluation of the MD simulation predictions.
A sample comparison between the 3D MD simulation of nanoindentation and nano-
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Table 4.2. Experimental setup for nanoscratching.
Workpiece material Gold, Copper, Aluminum, Silicon
Indenter tip material Diamond, Silicon
Trigger threshold 0.5 - 5 V
Scan rate 1 - 7 Hz
Scratch length 1 - 3 µm
Scratch rate 1 - 7 Hz
Scratch angle 0◦, 90◦, 180◦, 270◦
scratching with the corresponding AFM-based experimental counterpart is presented
in this section.
Figures 4.14(a)-4.14(b) show the top and cross-sectional views of MD simulation
snapshots of the nanoindentation of gold. Figures 4.15(a)-4.15(b) show AFM images
of the nanoindentation mark and cross-sectional profile for gold from a nanoinden-
tation experiment with an indentation depth of 30 nm. Material pile-up around the
indentation marks can be observed for both the simulation and experimental results.
(a) (b)
Figure 4.14. Top (a) and cross-sectional (b) views of MD simulation
snapshots of the nanoindentation of gold.
The variation of indentation forces with depths of indentation for different types
of materials using diamond tip is shown in Figure 4.16. It can be observed that the
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(a) (b)
Figure 4.15. AFM image (a) and cross-sectional profiles (b) of nanoin-
dentation of gold.
indentation force increases as the depth of the indentation increases. Figure 4.17
shows the variation in indentation forces as a function of indentation depth at differ-
ent tip speeds. Simulation results were compared with experimental results. Due to
limitations on computational time, the quantitative values of the indentation force
obtained from MD simulation are not comparable to the experimental results. How-
ever, the linear increasing trends are the same for both simulation and experiments.
It should be noted that the tool tip speeds used in this MD simulation are a lot
higher than those used in the experiment. The typical speed used in the experiment
is approximately 1-10 µm/s, whereas the speed used in the MD simulation is 1 m/s.
The exponential increase of indentation force beyond indentation depth of 80 nm is
due to the re-entering dislocation from the opposite side. Because of the periodic
boundary condition applied to all the four side boundaries, the simulation domain
should be large enough to avoid the re-entering of dislocations.
Figures 4.18 and 4.19 show MD simulation snapshot (a) and AFM experimental
image (b) of nanoscratching of gold with diamond tip at the scratch angles of 90◦ and
180◦, respectively. It can be observed that the patterns of pile-up material around the
scratch groove are the same for both MD simulation and AFM experiment. for the
scratch angle of 90◦, the pile-up material can be seen only on one side of the groove,
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Figure 4.16. Variation in indentation forces with depths of indenta-
tion for different types of material using diamond indenter tip.
Figure 4.17. Variation in indentation forces with indentation depth
at different tip speeds.
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while the pile-up material can be observed on both sides of the groove for the scratch
angle of 180◦.
(a) (b)
Figure 4.18. MD simulation snapshot (a) and AFM experimental
image (b) of nanoscratching of gold with diamond tip at the scratch
angles of 90◦.
(a) (b)
Figure 4.19. MD simulation snapshot (a) and AFM experimental




AFM-based nanomachining (nanoindentation/nanoscratching) experiments were
conducted to investigate the effects of applied force, indent speed, scratch length,
scratch speed, and scratch angle on different types of material. The machined geome-
tries, i.e. width and depth, were measured and compared.
4.4.1 Nanoindentation
Figure 4.20 shows the AFM image (a) and cross-sectional profile (b) of nanoin-
dentation of gold with diamond tip for different applied forces. The applied forces
are 48.75, 97.50, 146.25, 195.00, 243.75 µN increasing from right to left. These forces
correspond to the Trigger threshold of 1, 2, 3, 4, 5 Volts, respectively. The AFM
nanoindentation experiments were also conducted on other materials including sili-
con, copper and aluminum. Each experiment was repeated 5 times and the average
value of depth at different applied force were obtained as shown in figure 4.21. It can
be observed that the indentation depth increases with applied force (Trigger thresh-
old). For the same applied force, aluminum has the highest indentation depth, while
silicon has the lowest depth.
(a) (b)
Figure 4.20. AFM image (a) and cross-sectional profiles (b) of nanoin-
dentation of gold with diamond tip conducted at different applied
forces.
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Figure 4.21. Indentation depth at different applied forces with dia-
mond tip for different materials.
Similar AFM nanoindentation experiments were conducted with the use of sil-
icon tip. Figure 4.22 shows the AFM image (a) and cross-sectional profile (b) of
nanoindentation of gold with diamond tip for different applied forces. The variation
in average value of depth as a function of applied force for different types of material
is shown in Figure 4.23. The indentation depth also increases with applied force.
However, the depths obtained from indentation with silicon tip are approximately 4
times lower than those with diamond tip.
The AFM nanoindentation experiments were also conducted to investigate the
effect of tip speed (scan rate). Figure 4.24 shows the AFM image and cross-sectional
profile (b) of AFM nanoindentation of gold with diamond tip at different tip speeds.
The Trigger threshold was kept constant at 3 Volts. The scan rates are 1, 3.016, 4.96,
6.975, and 8.929 Hz from right to left columns. It can be seen from figure 4.24 (b) that
the indentation depth increases as the scan rate increases. Figure 4.25 shows plot of
indentation depth at different tip speeds for gold (Au), aluminum (Al), copper (Cu)
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(a) (b)
Figure 4.22. AFM image (a) and cross-sectional profiles (b) of nanoin-
dentation of gold with silicon tip conducted at different applied forces.
Figure 4.23. Indentation depth at different applied forces with silicon
tip for different materials.
and silicon (Si). Figure 4.26 shows the variation in indentation depth at different
applied forces and tip speeds for gold with diamond tip.
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(a) (b)
Figure 4.24. AFM image (a) and cross-sectional profiles (b) of nanoin-
dentation of gold with diamond tip conducted at different speeds.
Figure 4.25. Indentation depth at different tip speeds for different
materials with diamond tip.
4.4.2 Nanoscratching
AFM nanoscratching experiments were performed on different types of material
including gold, silicon, copper, and aluminum with diamond and silicon tips. Figure
4.27 show AFM image (a) and cross-sectional profiles (b) of nanoscratching of gold
with diamond tip at different Trigger threshold. The Trigger threshold of 1, 2, 3,
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Figure 4.26. Indentation depth at different applied forces and tip
speeds (scan rates) for gold with diamond tip.
4, 5 Volts were used in the experiments. The Trigger threshold correspond to the
applied force of 48.75, 97.50, 146.25, 195.00, 243.75 µN, respectively. The direction
of scratch was at scratch angle of 90◦ and the scratch rate of 1 Hz was used. The
scratch length was 4 µm. The average value of groove depth and width for different
types of material at different applied forces are shown in Figure 4.28 for diamond tip
and Figure 4.29 for silicon tip.
The effect of scratch rate was investigated. The scratch rate used in the nano-
scratching experiments are 1.001, 2.94, 5.07, 6.98, and 9.30 Hz. The direction of
scratch was at scratch angle of 90◦ and the trigger threshold of 1 Volt was used. The
scratch length was 4 µm. Figure 4.30 shows AFM image and cross-sectional profile of
nanoscratching of gold with diamond tip at different scratch rate. Each experiment
was repeated 5 times and the average values of depth and width of the groove were
obtained as shown in figure 4.31 for different types of material.
The AFM nanoscratching was also conducted to study the effect of scratching
direction. The scratch angles used in the experiments were 0◦, 90◦, 180◦, 270◦. Figure
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(a) (b)
Figure 4.27. AFM image (a) and cross-sectional profiles (b) of nano-
scratching of gold with diamond tip at different applied forces.
(a) (b)
Figure 4.28. Depth (a) and width (b) of scratching groove for different
types of material using diamond tip as a function of applied forces.
4.32 shows AFM images of nanoscratching of gold with diamond tip at different
scratch angle. The depth and width of the scratching groove are shown in Figure
4.33.
In addition, the effect of step over (feed) was investigated. 3 µm × 3 µm nanos-
tructures were fabricated on gold material using different step overs between 10 - 80
nm. The applied force, scan rate, and scratch rate were kept constant. The tip radius
is 40 nm. Figures 4.34 and 4.35 show the AFM image and cross-sectional profile of
the two nanostructures created with the step overs of 10 nm (right) and 20 nm (left).
The surface roughness of the machined surface is measured and shown in Table 4.3.
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(a) (b)
Figure 4.29. Depth (a) and width (b) of scratching groove for different
types of material using silicon tip as a function of applied forces.
(a) (b)
Figure 4.30. AFM image (a) and cross-sectional profiles (b) of nano-
scratching of gold with diamond tip at different scratch speeds.
The surface roughness before machining is 1.57 nm. It can be observed from Table
4.3 that the surface roughness increases with step over. The surface roughness is even
more higher when the step over is greater than 40 nm. The step over also affect the
depth of the nanostructure. The depth increases as the step over decreases.
4.4.3 Nanoscale Material Property
Nanoindentation measurements were made in the normal load range of 20-100
µN with a cantilever stiffness of 243 N/m. The three-sided pyramid diamond tip
with an apex angle of 60◦ and tip radius of 40 nm was used. During indentation
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(a) (b)
Figure 4.31. Depth (a) and width (b) of scratching groove of gold
material with diamond tip as a function of scratch speeds.
Figure 4.32. AFM images of scratching groove at different scratch angles.
experiments, the “Ramp delay” parameter was set to two seconds, in order for the
tip to continuously press the sample surface for about two seconds. Indents were
generated on the sample surface as a result of the normal load being applied by the
tip. The surface was imaged immediately after the indentation and the contact area
was measured. Nanohardness was calculated by dividing the indentation load by the
contact area and the results are shown in Table 4.4. Figure 4.28 shows variation in
nanohardness and normal load for the case of gold with diamond tip.
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(a) (b)
Figure 4.33. Depth (a) and width (b) of scratching groove at different
scratch angle.
Figure 4.34. AFM images of the two nanostructures created with the
step overs of 10 nm (right) and 20 nm (left).
Figure 4.35. Cross-sectional profile of the two nanostructures created
with the step overs of 10 nm (right) and 20 nm (left).
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Table 4.3. Surface roughness of the machined surface.









Figure 4.36. Nanohardness and normal load of gold.
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Table 4.4. Nanoindentation hardness data.
Hardness (GPa)
Sample at a normal load (µ N))
20 40 60 80 100
Gold 0.922 0.871 1.224 1.261 1.168
Silicon 11.355 10.831 7.947 5.838 4.663
Copper 1.737 1.859 1.499 1.282 1.014
Aluminum 2.689 1.543 1.350 0.859 0.817
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5. AFM-BASED TBN APPLICATION IN NANOFLUIDICS
Nanofluidics, as it applies to various fields in science and engineering, has become
increasingly successful [111–114]. The past few decades have seen research work that
led to the development of advanced technological tools, such as ion-beam lithography,
atomic force microscopy, scanning tunneling microscope and a few other soft lithog-
raphy techniques. All these tools can be used in the fabrication of nanofluidic devices
which allow researchers to conduct in-depth study to better address many questions
that cannot be solved via microfluidic because of the size constraints [115,116].
The movement from microfluidics to nanofluidics aims at better understanding a
process at the atomic level. For example, the solutions to some biological problems,
such as biomolecule separation, cell communicators, and nucleic material filtration,
can be studied by way of nanofluidics [112]. A nanochannel is a channel with at
least one dimension in the range of 1-100 nm. Nanochannel is mainly used in the
study of molecular behavior at single molecule level. One of the most promising
applications with nanochannels is in the analysis of DNA by placing a sample inside
the nanoslit through inlets. After the pressures at both ends were matched, DNA
slowly started moving through the nanoslit, which was observed by the fluorescence
microscopy. Several studies have shown that the level of DNA stretching achieved
using nanochannel confinement is inversely proportional to the channel dimension
[117]. The interaction of DNA molecules with the nanochannels at persistence length
has led to a new way of detecting, analyzing and separating these biomolecules. The
integration of nanostructures in micro-devices can be effective and can produce some
extraordinary results. Nanochannels that range from 10 nm to 1,000 nm can be
simply created using the existing techniques, but selecting the right manufacturing
process is very important. There are several types of fabrication process that allow for
the development of new devices within the current industry. The e-beam lithography
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process is widely used in developing nanofluidic devices for bio-analytical applications
such as fractionation, concentration, and separation. However, the process is very
expensive, difficult to use, and not suitable for large production in a limited time
span.
In this work, AFM-based fabrication of nanofluidic devices is conducted. Nanochan-
nels are fabricated by directly scratching on substrate surface with different applied
forces, scratching speed, and feed rate. The 3D MD model was applied to guide the
design and fabrication of nanodevices. More specifically, the MD simulation predic-
tions are used to guide the selection of AFM tip, workpiece geometry and material,
and initial ranges for the TBN parameters. In fact, the MD simulation supports the
development of a more cost effective design of experiments (DOE), by assisting in:
1. Identifying the most relevant input parameters to our AFM based TBN process
(e.g. parameters that control depth of nano-channels)
2. Understanding the effect of certain critical parameters (tip radius, tip material,
workpiece material, workpiece orientation), the relation/interaction between the dif-
ferent parameters, the general trends, and in some cases the relevant ranges of values
for AFM baed TBN conditions
3. Estimating the material properties (and as such material behavior) at the nanoscale.
A comprehensive experimental parametric study was conducted to produce a database
(Appendices A and B) that is used to select proper machining conditions for guiding
the fabrication of nanochannels (e.g. scratch rate = 0.996 Hz, trigger threshold =
1 V, for achieving a nanochannel depth = 50 nm for the case of gold device). To
introduce the fluid inside the nanochannels, microchannels are made on both sides
of the nanochannels using photolithography process. PDMS bonding is performed to
close the top surface of the device. An experimental setup is used to test and validate
the device by flowing fluid through the channels.
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5.1 Fabrication of Microfluidic Device
A photolithography process is used to create microchannels on top of the silicon
wafer. Silicon is the most popular material in building micro/nanodevices because of
its unique qualities. Design of these microfluidic channels are made with smooth finish
surfaces by keeping in mind the flow of fluid which passes through these channels.
These microchannels serve as inlet and outlet for the nanochannels. The fabrication
process was performed in a Class 100 cleanroom at BIRCK Nanotechnology Center.
To clean the silicon wafer, a surface preparation operation is performed to remove
the maximum dust particles from the top of the wafer. The cleaning process starts
by rinsing the wafer with DI water for 5 minutes. Then, the wafer is rinsed with
acetone and again with DI water. Finally, the wafer was exposed to dry nitrogen to
clean the moisture from it. This process removes the dust particles that had been
deposited on the top of the wafer. After cleaning process, a soft bake operation is
performed on the wafer. This operation improves adhesion, uniformity, and linewidth
control, and it also optimizes light absorbance characteristics on top of the photoresist.
The wafer is baked in the oven at 90 degrees for 2 minutes; this pre-bake operation
removes humidity that had been deposited on top of the wafer. Before applying the
photoresist on top of the silicon wafer, a primer is deposited on top of the wafer and
rotate on a spinner in two steps. The first step runs on 500 rpm for 5 seconds, and
the second step runs at a speed of 3500 rpm for 40 seconds; this ensures uniform
distribution on the top surface. Next, a positive photoresist is used in fabrication.
Primer will help photoresist distribution on the top layer without generating too many
air bubbles. Then, the same spinning speeds and times described above are used to
uniformly distribute the photoresist. The thickness of photoresist on top of the wafer
is dependent on several factors including spinning speed, concentration, and molecular
weight of the solution. The primer and the photoresist used in the fabrication of
microchannels were Hexamethyldisilazane (HDMS) and AZ-1518 respectively.
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MA-6 aligner (shown in Figure 5.1) is used for mask alignment. The instrument
uses ultraviolet radiation for imprinting the mask on the top of the silicon wafer.
Figure 5.2 shows the photomask pattern which is used to transfer the image of the
microchannels onto the silicon substrate. The photomask consists of fourteen devices.
A schematic of an individual device is given in Figure 5.3. The photomask has a dark
chrome side and a transparent side. When the light is exposed, it travels through
the transparent medium and strikes the photoresist (AZ-1518). The exposed surface
becomes harder and can be removed by using a photoresist developer (MF-26).
Figure 5.1. MA-6 aligner.
Figure 5.2. Photomask.
The wafer was subjected to a total immersion inside the developer for 60 seconds,
which removes the photoresist and develops the microchannel pattern on top of the
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Figure 5.3. Schematic of an individual device.
wafer. Constant movement of the wafer inside the solution ensures the complete
removal of photoresist. Figure 5.4 show a silicon wafer after fabrication of microchan-
nels. The wafer consists of fourteen devices. Each device has two microchannels
(Figure 5.5) with a gap in-between of approximately 4 micrometers. Figure 5.6 shows
the SEM image of the gap between the two microchannels. Reaction ion etching
(RIE) is used to remove the uppermost layer of the silicon wafer in the areas that are
not covered by photoresist. After the etching process, microchannels are formed. The
fabrication process of microchannels is summarized in Figure 5.7. Then, nanochan-
nels are created between the two microchannels in each device using AFM-based
nanoscratching process.
Figure 5.4. Fourteen devices fabricated on a silicon wafer.
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Figure 5.5. A Device with two microchannels.
Figure 5.6. Gap between two microchannels.
5.2 AFM-based TBN of Nanochannel
A Veeco Bioscope AFM was used to create nanochannels by directly scratching
on the surface of workpiece material. The commercially available diamond tip for our
AFM system was used in the fabrication. The Bruker DNISP indentation probe used
has the following specifications: spring constant of 276.06 N/m and tip radius of 40
nm. The indenter tip has three-sided pyramid shape. Nanoscratching was performed
by forcing the tip into the workpiece until the required cantilever deflection is reached.
The tip is then moved horizontally for a specified length and then lifted to its initial
position above the workpiece. The AFM input parameters used in the fabrication of
110
Figure 5.7. Fabrication process of microchannels.
nanochannels are given in Table 5.1. These parameters were obtained from the MD
simulation and AFM experimental studies discussed in the previous chapters.
Table 5.1. AFM input parameters used in the fabrication of nanochannels.
Workpiece material Silicon si(100), Gold
Indenter tip material Diamond
Trigger threshold 1 V (Gold device)
5 V (Silicon device)
Scan rate 1Hz
Scratch rate 0.996 Hz
Scratch angle 90◦
Scratch length 4 µm
Step over (feed) 10 nm
Figure 5.8 and 5.9, respectively show the AFM cross-sectional profiles of the fab-
ricated nanochannel on silicon and gold device. The nanochannels were fabricated 5
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times. The average values of width, depth, and surface roughness of the nanochannels
are given in Table 5.2.
Figure 5.8. AFM cross-sectional profile of nanochannel on silicon device.
Figure 5.9. AFM cross-sectional profile nanochannel on gold device.
Table 5.2. Dimensions of fabricated nanochannels.
Device Width (µm) Depth (nm) Roughness (nm)
Gold 1.50 50 5.01
Silicon 1.50 25 5.44
After creating the nanochannels between the two microchannels, the device was
cleaned with acetone and DI water to remove the pile-up materials near the nanochan-
nels. Then, the devices were sealed using PDMS (polydimethylsiloxane). PDMS was
cast and cured on top of the channels. PDMS bonding is a very effective and direct
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bonding technique for closing the microfluidic devices. Figure 5.10 shows the device
after the PDMS bonding process. To open the inlet and outlet, small holes were cre-
ated with a needle and tubes were inserted. This setup is very effective at sealing the
surface of a microfluidic device at an affordable cost. Fluid flow test was conducted
on the devices to ensure that the nanochannel was open and the bonding sealed.
SP101L syringe pump was used to pump the fluid (water) through 0.05-inch internal
diameter pipe, which is connected, to inlet reservoir of micro-channel as shown in
Figures 5.11 (a) and (b). When the fluid is poured inside the pipe at a rate of 50
micrometer/second, it passes through the micro-channels and nanochannels to the
outlet reservoir of the micro-channel. This demonstrates that the nanochannels did
not collapse and are open throughout the complete length of the TBN-based scratch-
ing operation. The lack of leaking was observed visually. The device after fluid test
is shown in Figure 5.12.
Figure 5.10. PDMS sealed on the device.
(a) (b)
Figure 5.11. Fluid flow test setup.
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Figure 5.12. Device after fluid test.
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6. CONCLUSIONS AND RECOMMENDATIONS
6.1 Conclusions
In conclusion, a 3D MD model for TBN was developed and used to simulate
nanomachining basic procedures, namely nanoindentation and nanoscratching. AFM
experiments conducted using different materials confirmed the trends seen in the
MD simulation. Next, parametric studies conducted using both the atomistic model
and AFM provided a wealth of data that was used to design and guide the actual
TBN-based nanofabrication of nanochannels for a nanofluidic device design for med-
ical applications. The nanochannels were successfully fabricated, did not collapse
and are open throughout the complete length of the TBN-based scratching opera-
tion. Qualitative agreement is found between the simulation and experiments. For
example, similar trends for the variation of indentation force with depth of cut, pat-
tern of the material pile-up around the indentation mark or scratched groove were
found. The parametric studies conducted using both MD model simulations and
AFM experiments showed the following: Normal forces for both nanoindentation and
nanoscratching increase as the depth of cut increases. The indentation depth increases
with tip speed, but the depth of scratch decrease with increasing tip speed. The width
and depth of scratched groove also depend on the scratch angle. The recommended
scratch angle is at 90◦. Additional study is conducted using the MD model to un-
derstand the effect of crystal structure and defects in material when subjected to a
stress. Several types of defects, including vacancies and Shockley partial dislocation
loops, can be observed during the MD simulation. Also, the MD simulation revealed
that the tip speed has major effect when the depth of cut is higher than 10 nm. On
the other hand, the AFM experiments provide that the surface roughness increases
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with step over, especially when the step over is larger than the tip radius. The depth
of cut also increases as the step over decreases.
6.2 Key Contribution
The summary of contribution is as follow.
1) MD Simulation of AFM-based nanomachining
1.1 Developed 3D MD model with larger domain size allowing unique insight into
the process such as the effect of tip speed
1.2 More comprehensive parametric study in term of the number of parameter
and the range of value investigated
1.3 Able to predict material properties at the nanoscale
2) AFM-Based TBN Experimentation
2.1 More comprehensive study than other work
2.2 Using parametric study to guide the fabrication
2.3 Creating an initial database that can be used to select machining condition
for TBN process
2.4 The MD simulation results and insight allow for a more cost effective design
of experiments
6.3 Recommendations
However, this work has the following limitations:
1.Time-scale gap between simulation and experiments
2. Length-scale gap between MD simulation and actual TBN
3. The tip is assumed rigid
4. The material is assumed single crystal. No imperfections are modeled in the
material being machined.
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All the above limitations should be addressed in future work. More specifically
the following is recommended to improve on and extend the current work: To bridge
the time- and length-scale gap, a multi-scale simulation model integrating atomistic
(MD) with continuum (FE) approaches should be developed. The MD portion of
the model will be employed for the region near the contacting surfaces between the
indenter tip and the substrate. For regions far from contact surfaces, the material can
be approximated as a solid continuum and modeled by the traditional FE method.
A significant issue with applying MD to nanomachining is that typical atomistic mod-
els do not account for defects (unavoidable in materials) and a defects role in elastic
deformation and failure. This shortcoming can be addressed by explicitly modeling
two general types of structural defects: point and crystallographic. Point defects can
be considered as localized voids or excess atoms. Crystallographic defects result from
the extraction or insertion of planes of atoms within a crystalline material, or in other
words, variation of the crystallographic orientation of the interfacing surfaces. Point
defects can be modeled as “missing” atoms, atoms removed from the model. How-
ever, these defects must be introduced systematically so that the number of possible
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A. DATABASE FOR AFM-BASED NANOINDENTAITON CONDITIONS
Table A.1. Indentation depth (nm) for the case of gold with diamond probe.
Trigger threshold (V)
Scan rate (Hz) 1 2 3 4 5
0.5 21.228 46.844 76.376 110.989 126.066
1.99 22.716 57.888 89.870 120.757 135.997
3.986 26.621 64.501 90.980 121.948 144.573
6.033 27.843 66.609 97.355 112.826 144.3226
7.972 32.248 75.742 107.300 121.304 157.102
Table A.2. Indentation depth (nm) for the case of copper with diamond probe.
Trigger threshold (V)
Scan rate (Hz) 1 2 3 4 5
0.5 4.301 21.174 48.646 84.566 127.443
1.99 6.015 23.647 54.371 105.411 142.701
3.986 8.489 25.149 56.204 108.960 150.689
6.033 9.460 27.514 58.455 113.579 154.732
7.972 14.612 31.707 68.874 130.454 166.236
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Table A.3. Indentation depth (nm) for the case of aluminum with diamond probe.
Trigger threshold (V)
Scan rate (Hz) 1 2 3 4 5
0.5 11.170 61.907 79.721 156.166 173.285
1.99 30.961 71.517 97.766 168.989 183.636
3.986 39.366 95.109 122.161 179.032 201.882
6.033 41.004 99.203 171.863 202.809 220.530
7.972 45.608 117.758 181.797 205.884 234.991
Table A.4. Indentation depth (nm) for the case of silicon with diamond probe.
Trigger threshold (V)
Scan rate (Hz) 1 2 3 4 5
0.5 3.738 13.033 21.520 27.885 35.865
1.99 6.264 14.955 23.743 32.634 40.948
3.986 8.788 17.075 28.996 36.472 44.959
6.033 10.810 19.297 32.834 44.555 48.697
7.972 12.83 23.743 33.338 46.271 51.221
Table A.5. Indentation depth (nm) for the case of gold with silicon probe.
Trigger threshold (V)
Scan rate (Hz) 1 2 3 4 5
0.5 0 0 3.226 10.383 12.027
1.99 0 0 5.745 11.995 14.313
3.986 0 3.147 8.366 14.313 19.152
6.033 0 5.642 11.994 17.053 21.067
7.972 5.214 10.075 13.709 19.757 24.192
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Table A.6. Indentation depth (nm) for the case of copper with silicon probe.
Trigger threshold (V)
Scan rate (Hz) 1 2 3 4 5
0.5 0 0 3.102 5.982 8.591
1.99 0 0 4.065 8.176 10.968
3.986 0 2.941 6.882 10.561 13.194
6.033 0 3.854 8.859 12.693 16.667
7.972 3.764 7.982 10.489 15.912 18.147
Table A.7. Indentation depth (nm) for the case of aluminum with silicon probe.
Trigger threshold (V)
Scan rate (Hz) 1 2 3 4 5
0.5 0 0 4.685 9.586 13.641
1.99 0 3.014 7.259 11.774 16.984
3.986 0 5.673 10.798 15.162 20.138
6.033 4.596 9.773 14.296 18.885 23.435
7.972 8.513 12.483 16.187 22.108 27.573
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B. DATABASE FOR AFM-BASED NANOSCRATCHING CONDITIONS
Table B.1. Nanochannel depth (nm) for the case of gold with diamond probe.
Trigger threshold Scratch rate (Hz)
(V) 0.996 2.94 5.07 6.98 9.30
1 50.722 53.041 55.884 57.194 60.258
2 64.418 66.568 67.652 68.822 71.167
3 73.385 75.233 76.973 78.004 80.112
4 92.873 95.023 98.143 99.975 101.664
5 107.518 109.641 111.866 113.296 115.542
Table B.2. Nanochannel width (nm) for the case of gold with diamond probe.
Trigger threshold Scratch rate (Hz)
(V) 0.996 2.94 5.07 6.98 9.30
1 120.13 121.987 123.00 124.78 128.00
2 202.69 203.14 205.00 207.18 210.44
3 237.18 238.76 240.00 244.00 248.50
4 297.00 297.50 298.00 300.00 302.00
5 330.20 335.42 337.00 340.00 344.00
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Table B.3. Nanochannel depth (nm) for the case of copper with diamond probe.
Trigger threshold Scratch rate (Hz)
(V) 0.996 2.94 5.07 6.98 9.30
1 11.784 14.957 16.655 18.842 20.475
2 27.031 27.944 28.314 32.399 44.205
3 38.584 42.900 45.765 48.914 53.914
4 58.961 66.995 69.291 72.385 79.112
5 69.427 72.704 75.743 80.762 86.788
Table B.4. Nanochannel width (nm) for the case of copper with diamond probe.
Trigger threshold Scratch rate (Hz)
(V) 0.996 2.94 5.07 6.98 9.30
1 106.72 114.40 121.42 128.35 130.66
2 118.46 127.41 130.55 149.20 162.94
3 135.75 161.64 165.84 172.92 180.45
4 176.49 198.67 202.15 206.80 211.68
5 205.38 231.52 235.60 240.15 244.72
Table B.5. Nanochannel depth (nm) for the case of aluminum with
diamond probe.
Trigger threshold Scratch rate (Hz)
(V) 0.996 2.94 5.07 6.98 9.30
1 38.642 41.376 45.149 48.956 52.675
2 69.445 77.591 80.651 84.247 98.443
3 96.242 99.381 103.427 106.457 109.325
4 118.650 121.976 124.187 130.557 134.774
5 132.452 144.651 153.083 158.911 162.410
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Table B.6. Nanochannel width (nm) for the case of aluminum with
diamond probe.
Trigger threshold Scratch rate (Hz)
(V) 0.996 2.94 5.07 6.98 9.30
1 182.75 186.12 190.62 195.86 202.82
2 245.19 260.63 265.50 278.18 286.45
3 280.65 282.34 284.78 290.54 301.94
4 320.15 331.26 345.59 348.82 352.60
5 362.05 367.90 372.92 376.45 381.75
Table B.7. Nanochannel depth (nm) for the case of silicon with diamond probe.
Trigger threshold Scratch rate (Hz)
(V) 0.996 2.94 5.07 6.98 9.30
1 3.577 5.168 6.853 8.045 9.765
2 8.944 11.267 13.942 15.243 16.960
3 12.795 14.365 16.672 19.055 21.426
4 19.226 21.195 24.543 26.657 29.981
5 25.005 28.825 30.322 33.565 36.781
Table B.8. Nanochannel width (nm) for the case of silicon with diamond probe.
Trigger threshold Scratch rate (Hz)
(V) 0.996 2.94 5.07 6.98 9.30
1 48.82 63.78 84.75 97.05 106.30
2 57.88 73.30 100.53 106.32 118.12
3 72.44 88.97 106.82 118.22 129.88
4 81.90 99.60 114.90 127.43 140.10
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