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PRE´SENTATION
Dans ce me´moire, on s’inte´resse aux tissus plans qui portent le nombre maximal possible de
relations abe´liennes. Les deux expressions en caracte`res gras sont les deux notions centrales
sur lesquelles se de´veloppent les recherches dont les re´sultats sont expose´s ici. On en fait ici une
pre´sentation rapide et on situe la proble´matique autour de laquelle s’articule cette the`se.
La notion de tissu a e´te´ formalise´e par Blaschke et ses collaborateurs, dans les anne´es trente. Sans
vouloir entrer dans les de´tails, disons qu’un d-tissu sur un domaine Ω de Rn ou de Cn est la donne´e
d’une collection de d feuilletages dont les feuilles sont en position ge´ne´rale.
Dans cette the`se, on se restreindra essentiellement au cas ou` l’espace ambiant est de dimension 2.
On parle alors de tissu plan. Dans cette situation, la notion de tissu devient particulie`rement
intuitive : un d-tissu W(d) est une famille de feuilletages en courbes Fk, dont les feuilles se coupent
transversalement :
W(d) = {F1, . . . ,Fd } .
Un dessin re´el donne une intuition imme´diate de ce qu’est un tissu. Soit Ω le domaine borne´ de R2
de´limite´ par la courbe ci-dessous :
PSfrag replacements
Ω
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Le dessin ci-dessous est une repre´sentation d’un 3-tissu sur Ω :
Les tissus sont des objets ge´ome´triques. On souhaite pouvoir reconnaˆıtre et identifier deux tissus
ge´ome´triquement e´quivalents, c’est-a`-dire tels que l’un est obtenu a` partir de l’autre par un chan-
gement de coordonne´es. Formalisons cette ide´e.
Soient Ω et Ω′ deux domaines de C2 sur lesquels on s’est donne´ deux d-tissus W(d) et W ′(d).
On dira qu’ils sont e´quivalents s’il existe ω ∈ Ω et ω ′ ∈ Ω′ ainsi qu’un germe de diffe´omorphisme
φ : (Ω, ω)
∼→ (Ω′, ω′) qui transforme W en W ′ au voisinage de ω.
Le proble`me fondamental de la the´orie des tissus est celui de leur classification locale, modulo les
germes de diffe´omorphismes. De ce point de vue, les notions de 1-tissu et de 2-tissu ne sont pas
inte´ressantes. En effet, dans ces deux cas, on de´duit du the´ore`me d’inversion locale que tous les
tissus sont e´quivalents. Dans tout ce qui suit, on supposera donc d ≥ 3.
Suivant une approche classique en mathe´matiques, on peut entreprendre la classification des tissus
plans au moyen d’invariants. Le rang en est un exemple classique et fondamental dans cette the`se.
C’est un invariant discret que l’on peut attacher aux tissus. Il est construit a` partir de la notion de
relation abe´lienne que l’on va maintenant introduire.
Soit W(d) = {F1, . . . ,Fd } un d-tissu sur un domaine plan Ω. Localement, chaque feuilletage Fi
peut eˆtre de´crit au moyen d’une inte´grale premie`re : si ω est un point de Ω, il existe une submersion
Ui telle qu’au voisinage de ω, les feuilles de Fi correspondent aux ensembles de niveaux {Ui = cte }.
Avec ces notations, une relation abe´lienne de W(d) est une relation diffe´rentielle de la forme
(?)
d∑
i
Fi(Ui) dUi = 0 .
L’espace A[W(d)] des relations abe´liennes de W(d) admet une structure naturelle d’espace vecto-
riel. On peut alors de´finir le rang de W. Par de´finition, c’est
rg
[W(d)] := dimCA[W(d)] .
Si les relations de la forme (?) de´pendent du choix des inte´grales premie`res Ui, on ve´rifie facile-
ment que le rang est bien de´fini et qu’il ne de´pend que de la classe d’e´quivalence analytique deW(d).
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Un re´sultat classique et important de ge´ome´trie des tissus nous assure que le rang est fini et nous
donne la borne explicite, dite “de Bol” :
rg
[W(d)] ≤ 1
2
(d− 1)(d − 2) .
Un tissu pour lequel on a l’e´galite´ dans la majoration ci-dessus est dit de rang maximal. C’est aux
tissus de ce type que l’on s’inte´resse dans ce me´moire. On peut montrer qu’un tissu ge´ne´rique est
de rang 0, pour tout d ≥ 3. Les tissus de rang maximal sont donc des tissus tre`s particuliers.
On obtient une famille inte´ressante de tissus de rang maximal en conside´rant les tissus que l’on
peut associer aux courbes alge´briques planes.
On va pre´ciser cette construction. Soit C ⊂ CP2 une courbe alge´brique plane de degre´ d (que l’on
suppose seulement re´duite). La courbe duale de C est la courbe C ∗ ⊂ (CP2)∗ forme´e des droites
tangentes a` C. Elle est de classe d, c’est-a`-dire que par un point ge´ne´rique p ∈ (CP2)∗ passent
exactement d tangentes a` C∗. On conside`re ces d droites comme les feuilles d’un d-tissu de´fini sur
un ouvert de Zariski de
(
CP2
)∗
. Par de´finition, ce tissu est le tissu alge´brique associe´ a` C. Il est note´
WC . On remarquera que les feuilles de ce tissu sont des droites : c’est un exemple de tissu line´aire.
En guise d’illustration, on donne ci-dessous un dessin re´el du 3-tissu alge´brique associe´ a` la cubique
C :=
{
[x : y : z] ∈ CP2
∣∣∣ (4x+ 4 y + z) (x + y − 2 z)2 + 27 z (x− y)2 = 0 } .
La courbe duale de C est une quartique de classe 3, connue sous le nom d’hypocyclo¨ıde a` trois
cusps, dont les points re´els sont forme´s par la trajectoire que de´crit un point sur un cercle de rayon
R/3 qui roule a` l’inte´rieur d’un cercle de rayon R :
Figure 1. Les points re´els d’une hypocyclo¨ıde a` trois cusps.
A` partir de cette figure, on peut obtenir un joli dessin du tissu alge´brique WC (tout du moins dans
le domaine borne´ de R2 de´limite´ par la courbe ci-dessus) en trac¸ant les tangentes de C∗ :
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Figure 2. Un dessin re´el du tissu alge´brique WC.
On peut de´duire assez facilement du The´ore`me d’addition d’Abel qu’un tissu alge´brique WC est de
rang maximal : les relations abe´liennes de WC sont donne´es par l’annulation des sommes abe´liennes
des 1-formes de premie`re espe`ce sur C.
Un point fondamental de la ge´ome´trie des tissus est l’existence de re´sultats d’alge´brisation concer-
nant les tissus de rang maximal. Pour les tissus plans, on citera :
— le the´ore`me de Blaschke-Howe, assurant qu’un tissu line´aire est alge´brique s’il porte au moins
une relation abe´lienne (?) ou` tous les termes Fi(Ui) ne sont pas identiquement nuls ;
— le the´ore`me assurant qu’un d-tissu (pour d = 3, 4) de rang maximal est alge´brisable (i.e.
e´quivalent a` un tissu alge´brique). Le cas d = 4 est un re´sultat ancien de Lie.
Ce dernier the´ore`me ne se ge´ne´ralise pas aux d-tissus pour d ≥ 5. En effet, pour d = 5 de´ja`, il
existe des 5-tissus de rang maximal qui ne sont pas e´quivalents a` un tissu alge´brique (on montre
facilement qu’ils ne sont pas line´arisables). On parle alors de tissus exceptionnels.
Cette terminologie est justifie´e par le fait que, pendant pre`s de 70 ans, on n’a connu qu’un unique
exemple de tissu plan exceptionnel : il s’agissait du 5-tissu “de Bol”, de´couvert en 1935 et qui est
lie´ a` l’e´quation a` cinq termes du dilogarithme.
Un proble`me particulie`rement inte´ressant en ge´ome´trie des tissus est le proble`me de Chern :
c’est celui de la de´termination des tissus plans exceptionnels. C’est autour de lui que se de´veloppe
ce me´moire.
INTRODUCTION
“Se mettre en queˆte d’une de´finition du tissage
par amour du tissage lui-meˆme, aucun
homme de bon sens n’y consentirait.”
Platon (Politique).
Pour bien mettre en lumie`re les re´sultats nouveaux obtenus dans cette the`se, il nous a semble´ utile
de les replacer dans un contexte historique, en dressant un portrait tre`s rapide (et sans doute tre`s
grossier) des origines et de l’histoire de la ge´ome´trie des tissus.
La notion de tissu exceptionnel apparaˆıt aujourd’hui comme particulie`rement inte´ressante en raison
de ses liens avec divers domaines des mathe´matiques. Mais elle n’a pas donne´ lieu jusqu’ici a` une
abondante litte´rature, c’est pourquoi il a semble´ pertinent d’exposer le contexte de son apparition
et les quelques avance´es obtenues en ce domaine. Bien suˆr, nous ne pre´tendons en aucun cas eˆtre
complet.
1. – Introduction historique
1.1 – Les origines de la the´orie des tissus
Si la ge´ome´trie des tissus est ne´e au de´but des anne´es trente, a` Hambourg, on peut lui trouver
des origines de`s le milieu du 19ie`me sie`cle. Les concepts et les proble`mes qui lui ont donne´
naissance trouvent leur source dans deux domaines distincts des mathe´matiques du 19ie`me sie`cle :
la ge´ome´trie diffe´rentielle projective et la nomographie, encore appele´e “The´orie des abaques”.
Nous allons discuter les liens de chacun de ces domaines avec la naissance de la ge´ome´trie des tissus.
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1.1.1. Les origines de la the´orie des tissus dans la ge´ome´trie diffe´rentielle projective
C’est principalement de la ge´ome´trie diffe´rentielle projective du 19ie`me sie`cle qu’e´mane la ge´ome´trie
des tissus. Cette discipline provient de la vision de Klein sur la ge´ome´trie. Au 19ie`me sie`cle, elle
consistait principalement dans l’e´tude des proprie´te´s projectives des courbes et des surfaces de R3,
c’est-a`-dire des proprie´te´s invariantes par les homographies projectives.
La ge´ome´trie gaussienne, plus ancienne, e´tudiait les proprie´te´s des surfaces de l’espace euclidien
usuel, qui sont invariantes par les transformations isome´triques. Gauss et d’autres mathe´maticiens
ont fait ressortir l’inte´reˆt des premie`re et deuxie`me formes fondamentales pour l’e´tude des surfaces,
et des conceptss qui s’en de´duisent, comme les notions de directions principales, de directions
asymptotiques, de directions conjugue´es, etc. En conside´rant les courbes inte´grales de ces distri-
butions de directions, les ge´ome`tres de l’e´poque conside´raient ce qu’ils appelaient des 1-re´seaux
et des 2-re´seaux de courbes sur les surfaces : c’est-a`-dire la donne´e d’une ou de deux familles de
courbes, ou, en des termes plus modernes, de 1- ou de 2-tissus.
C’est en voulant ge´ne´raliser ces constructions a` la ge´ome´trie diffe´rentielle projective que sont
apparus naturellement des “3-re´seaux” projectivement attache´s aux sufaces de R3 (par exemple,
Darboux a introduit un 3-tissu qui porte son nom dans [Dar 80], voir aussi 4.2.1.1 dans cette the`se).
L’inte´reˆt de ces re´seaux e´tait qu’on pouvait les utiliser pour “lire” certaines proprie´te´s de la surface
e´tudie´e. L’article de Thomsen [Th 27] (qui est souvent cite´ comme l’acte de naissance de la the´orie
des tissus) illustre parfaitement cet aspect des choses : Thomsen y montre qu’une surface est
isotherme-asymptotique(1) si et seulement si son 3-tissu de Darboux est hexagonal(2). A` l’e´poque
de ce re´sultat, l’e´tude des 3-re´seaux sur les surfaces du point de vue de la ge´ome´trie diffe´rentielle
projective e´tait dans l’air(3).
La particularite´ du re´sultat de Thomsen est d’avoir caracte´rise´ le fait qu’un 3-re´seau est e´quivalent
a` W(x, y, x + y) par une proprie´te´ de fermeture que ve´rifie ou non une “configuration” trace´e sur
la surface elle-meˆme. Ce fait motiva l’e´tude des tissus pour eux-meˆmes, au de´but des anne´es 30.
1.1.2. Les origines de la the´orie des tissus dans la nomographie
L’autre origine de la the´orie des tissus est la nomographie. Cette discipline (aujourd’hui quasi-
ment disparue) faisait partie des mathe´matiques applique´es. C’est Maurice d’Ocagne qui l’a e´tablie
comme discipline mathe´matique autonome aux alentours des anne´es 1900.
Il s’agissait d’une me´thode de calcul graphique qui permettait aux inge´nieurs de l’e´poque d’effectuer
des calculs nume´riques relativement rapidement. Expliquons-en le principe (qui semble bien na¨ıf
aujourd’hui) : si F (a1, a2, a3) = 0 est une loi reliant trois variables physiques (comme exemple tre`s
simple, pensons a` la loi d’Ohm U = RI), le proble`me qui se posait e´tait de de´terminer rapidement
et suffisamment pre´cise´ment une variable ai a` partir des deux autres : aj et ak.
Pour re´soudre ce proble`me, on avait introduit des abaques, encore appele´es nomogrammes. Une
(1) Au 19ie`me sie`cle, il avait e´te´ e´tabli un “bestiaire” tre`s riche concernant les surfaces de R3. Les surfaces isothermes-
asymptotiques (ou “surfaces F”) rentraient dans leur classification. Pour une de´finition pre´cise, voir [Fe 00].
(2) Le re´sultat exact de Thomsen s’applique aux surfaces re´elles de R3 et son e´nonce´ est diffe´rent suivant que l’on
s’est place´ au voisinage d’un point elliptique ou d’un point hyperbolique de la surface.
(3) Pour des pre´cisions sur ce point, voir [Si 51].
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abaque est un graphique qui repre´sente des “lignes cote´es”(4) suivant diffe´rentes valeurs des variables
ai. Pour trouver par exemple a1 en fonction de α2 et α3, il fallait trouver le point d’intersection
des lignes cote´es a2 = α2 et a3 = α3. Par ou pre`s de ce point, passait une ligne a1 = cte, dont la
cote donne la valeur cherche´e.
Figure 3. Une abaque (tire´e d’un livre de M. D’Ocagne).
Ce proce´de´ e´tait reconnu comme assez satisfaisant et, a` l’e´poque, la nomographie suscitait de
nombreux travaux et proble`mes, tant en “calcul graphique” que dans des branches “pures” des
mathe´matiques. Par exemple, c’est relativement a` certains re´sultats de nomographie que Hilbert
formula l’un de ses ce´le`bres 23 proble`mes(5). Notons aussi qu’elle fut enseigne´e jusqu’au milieu des
anne´es 60 dans les e´coles d’inge´nieurs en France, et jusque dans les anne´es 80 en Union Sovie´tique.
Son inconve´nient principal e´tait un proble`me de lisibilite´. Bien suˆr, les abaques ou` les lignes cote´es
e´taient des segments de droites e´taient les plus faciles a` utiliser. Ainsi s’est pose´e la question de sa-
voir s’il e´tait possible de line´ariser les lignes cote´es d’une abaque donne´e. Le proble`me naturel de la
line´arisation des tissus ressortait de´ja` de questions des mathe´matiques applique´es des anne´es 1900.
1.2. – Les premiers de´veloppements : 1930-1950
La the´orie des tissus fut constitue´e, comme discipline autonome, principalement par l’apport de
ce qu’on appellera “l’e´cole de Hambourg”, forme´e par Blaschke et de nombreux collaborateurs.
(4) “Ligne” e´tait le terme utilise´ a` l’e´poque. Il s’agit bien suˆr de courbes.
(5) Il s’agit du treizie`me.
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L’activite´ intense de cette e´cole allemande s’arreˆta presque aussi vite qu’elle avait commence´, vers
la fin des anne´es 30. Pourtant, jusqu’a` la fin des anne´es 50, on trouve des groupes de chercheurs
(certes plus modestes que l’e´cole hambourgeoise) qui publie`rent sur les tissus, de fac¸on plus
anonyme : ainsi, Bompiani, Terracini et Buzano, dans les anne´es 37-40, obtinrent des re´sultats
inte´ressants. Apre`s la guerre, quelques autres mathe´maticiens italiens travaille`rent aussi sur les
tissus, avec un autre point de vue. Pour finir, signalons les quelques chercheurs europe´ens isole´s
(espagnols, turcs, roumains) qui s’inte´resse`rent aux tissus suite aux nombreuses confe´rences que fit
Blaschke en Europe sur le sujet.
1.2.1. L’e´cole de Hambourg
C’est peu apre`s la publication de l’article [Th 27] de Thomsen que se mit en place a` Hambourg un
groupe de recherche sur les tissus, autour de Blaschke. En un peu moins de dix anne´es, Blaschke
et ses collaborateurs(6) obtinrent de nombreux re´sultats qui firent de la the´orie des tissus une
discipline bien e´tablie, avec elle-meˆme plusieurs sous-branches. Nous ne pre´senterons ici de leurs
travaux que ce qui sera aborde´ dans cette the`se.
Le cadre the´orique sur lequel s’appuie notre travail est constitue´ de re´sultats obtenus par Blaschke,
Bol et Howe. L’interpre´tation en ge´ome´trie des tissus du the´ore`me de Graf et Sauer (voir [GS 24])
fut faite par Blaschke. Ce the´ore`me indique qu’un 3-tissu line´aire portant une relation abe´lienne
est forme´ des tangentes a` une courbe alge´brique plane de classe trois. Tre`s vite, en 1932, Blaschke
et Howe ge´ne´ralisent ce the´ore`me au cas des n-tissus line´aires admettant au moins une relation
abe´lienne (non-de´ge´ne´re´e), faisant ainsi ressortir l’inte´reˆt de la notion de relation abe´lienne. Le
re´sultat de Bol donnant la borne explicite (n−1)(n−2)/2 sur la dimension de l’espace des relations
abe´liennes fut obtenue tre`s peu de temps apre`s(7), et permit la de´finition du rang d’un tissu. Avec
ce formalisme, c’est Howe qui remarqua que le re´sultat ancien de Lie sur les surfaces de double
translation pouvait s’interpre´ter en ge´ome´trie des tissus comme le fait qu’un 4-tissu de rang 3 est
alge´brisable. Le lien entre les tissus de rang maximal et le the´ore`me d’Abel fut signale´ un an plus
tard, par Blaschke dans [Bl 33-1], donnant ainsi naissance a` la notion de tissu alge´brique. Blaschke
y e´nonce aussi la ge´ne´ralisation du the´ore`me de Lie au cas des 5-tissus, que l’on sait ne pas eˆtre
valide. Un fait surprenant est que, dans ce meˆme papier, on pre´sente le 5-tissu de Bol B comme
l’exemple d’un 5-tissu... de rang 5 ! Ainsi, ce n’est pas a` partir de la conside´ration de l’e´quation
d’Abel du dilogarithme que Bol a de´couvert le tissu qui porte maintenant son nom. C’est seulement
en 1935 que Bol s’aperc¸ut que B porte une relation abe´lienne dilogarithmique supple´mentaire et
que c’est un exemple de 5-tissu de rang 6, qui n’est pas alge´brique (car non-line´arisable).
A` cette date (1935), toutes les notions sur lesquelles s’articule la proble´matique de cette the`se ont
donc e´te´ mises a` jour. On en a un aperc¸u complet dans le livre de re´fe´rence sur le sujet [BB].
C’est aussi a` ce moment que Blaschke et ses collaborateurs se de´tournent de la ge´ome´trie des
tissus pour e´tudier des questions de ge´ome´trie inte´grale. Peu des membres de l’e´cole de Hambourg
retravaille`rent sur les tissus par la suite. Apre`s guerre, Blaschke fit de nombreux expose´s sur les
tissus en Europe, sans produire de nouveaux re´sultats. Seul Chern publia a` nouveau sur le sujet, a`
la fin des anne´es 70 (voir plus loin).
(6) Parmi lesquels on peut citer Bol, Chern, Howe, Reidemester, etc.
(7) Voir [Bl 32].
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1.2.2. La ge´ome´trie des tissus italienne
Vers la meˆme e´poque (1937-1940), des ge´ome`tres italiens obtinrent des re´sultats inte´ressants relatifs
aux tissus plans. Ces re´sultats apparaissent dans plusieurs articles de Bompiani(8), de Terracini et
de Buzano qui ont e´te´ rapporte´s(9) par des membres de l’e´cole hambourgeoise (par exemple Bol)
et qui donc e´taient connus d’eux. Cependant, ces travaux ne sont quasiment pas re´fe´rence´s, alors
que leurs re´sultats sont tre`s inte´ressants relativement a` l’e´tude des tissus exceptionnels. A` partir
d’une construction de Blaschke, et en s’appuyant sur une notion introduite par Corrado Segre, ils
ont montre´ qu’on pouvait associer a` un tissu exceptionnel une surface de CP5 dont la ge´ome´trie est
tre`s particulie`re. Terracini et Buzano ont alors de´termine´ explicitement de nouvelles surfaces avec
cette ge´ome´trie, chaque surface portant un 5-tissu particulier. La question de savoir si ces tissus
e´taient exceptionnels n’est signale´e qu’en petits caracte`res et en bas de page dans [BB], ou` elle est
qualifie´e de facile. Apparemment, personne avant nous n’a e´tudie´ leur caracte`re exceptionnel.
D’autres mathe´maticiens italiens (tels Vaona, Villa ...) e´tudie`rent des proble`mes de de´formations
des 3-tissus plans vers la fin des anne´es 50 et le de´but des anne´es 60. Ils obtinrent certains re´sultats
inte´ressants, par exemple sur la conjecture de Gronwall (voir [Va 61] et 4.1.1 dans cette the`se).
1.2.3. La ge´ome´trie des tissus dans le reste de l’Europe
Comme on l’a dit, Blaschke fit de nombreuses confe´rences sur les tissus dans la pe´riode de
l’apre`s-guerre, ce qui e´veilla sans-doute l’inte´reˆt de certains chercheurs europe´ens. Citons par
exemple Ozkan, en Turquie, qui publia plusieurs articles sur les tissus dans les anne´es 50, ou encore
l’espagnol A. Dou, qui publia un me´moire inconnu et inte´ressant sur les 4-tissus plans [Dou 53].
On signalera aussi le travail des ge´ome`tres roumains Pantazi et Mihaileanu, qui, dans de courtes
notes, obtinrent des re´sultats particulie`rement importants sur le proble`me de la de´termination du
rang des tissus plans. La` encore, leurs travaux furent oublie´s.
1.3. – La ge´ome´trie des tissus depuis 1960
On couvre la` tre`s rapidement une pe´riode tre`s longue. Une e´tude historique se´rieuse reste a` faire.
La fin des anne´es 60 voit la naissance d’une e´cole russe, mene´e par Akivis et Goldberg, dont les
publications ont e´te´ nombreuses et ont englobe´ tous les aspects (diffe´rentiels et alge´briques) de la
the´orie des tissus. Cette e´cole est encore tre`s active aujourd’hui.
1.3.1. L’e´cole russe de Akivis et Goldberg
Nous avons signale´ plus haut les liens entre la naissance de la the´orie des tissus et la ge´ome´trie
diffe´rentielle projective. A` partir du de´but du 20ie`me sie`cle, certains ge´ome`tres se mirent a` e´tendre
la ge´ome´trie diffe´rentielle projective a` l’e´tude des sous-varie´te´s des espaces projectifs de dimension
arbitraire (on peut citer Cartan, Bol, Terracini, etc.). Pourtant, dans le meˆme temps, cette
discipline commenc¸ait a` pe´ricliter en Occident.
(8) Signalons que celui-ci collabora avec Blaschke ; par exemple, ils obtinrent des bornes sur le rang des tissus mixtes.
(9) On consultera la base de donne´es Zentralblatt fu¨r Mathematik.
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La situation fut toute diffe´rente en Union Sovie´tique, ou` une grande e´cole de ge´ome´trie diffe´rentielle
vit le jour, mene´e par Finikov, Laptev et Vasilyev. Les notions classiques de la ge´ome´trie
diffe´rentielle projective des courbes et des surfaces furent ge´ne´ralise´es. Les notions de formes
fondamentales, de re´seaux conjugue´s, furent e´tendues aux sous-varie´te´s des espaces projectifs de
dimension quelconque. Les techniques employe´es faisaient un usage important des apports d’Elie
Cartan a` la ge´ome´trie (me´thode du repe`re mobile, the´orie des syste`mes diffe´rentiels exte´rieurs).
C’est sans doute encore l’e´tude des re´seaux et des syste`mes conjugue´s sur les varie´te´s projectives de
dimension arbitraire qui mene`rent Akivis et Goldberg a` e´tudier des tissus en dimension quelconque.
Leurs re´sultats furent nombreux et conduisirent a` l’e´laboration d’une the´orie riche, maintenant
expose´e dans plusieurs livres (comme par exemple [G], [AG-2], etc.).
Leurs re´sultats sont impossibles a` de´crire ici, tant ils sont nombreux, mais ils portent surtout sur
les tissus en dimension plus grande que 2 (on parlera de “tissu multidimensionnel”). Sur les tissus
plans, un de leurs re´sultats importants est [AGL 04], ou` ils apportent une re´ponse a` une ancienne
conjecture de Blaschke concernant la line´arisation des tissus plans. Plusieurs re´sultats sur le rang
des tissus multidimensionnels furent e´galement obtenus dans le milieu des anne´es 80 par Goldberg,
qui a aussi de´couvert trois 4-tissus exceptionnels de codimension 2 dans C4 (on renvoie au huitie`me
chapitre du livre [G], ou` ces re´sultats sont de´crits pre´cise´ment).
1.3.2. Les travaux de Chern et Griffiths
Chern commenc¸a sa carrie`re mathe´matique a` Hambourg, dans le milieu des anne´es 30. Il fit sa the`se
sur les tissus, sous la direction de Blaschke. Il obtint deux re´sultats (l’un est la borne de Castelnovo
sur le rang des tissus de codimension 1, l’autre porte sur les invariants diffe´rentiels des 3-tissus de
codimension 2 dans R2n) qui donne`rent lieu a` ses deux premie`res publications, en 1935 et 1936
respectivement. Chern conserva tout au long de sa carrie`re un inte´reˆt certain pour les tissus, et
plus particulie`rement pour la notion de tissu exceptionnel, comme le montre la lecture de [Ch 82],
[Ch 85] et [Ch 92](10). En 1978, il se remit a` travailler sur les tissus de rang maximal, en collabora-
tion avec Griffiths. Dans le long papier [CG 78], ils de´montrent qu’un d-tissu de codimension 1 et
de rang maximal est alge´brique quand n ≥ 2 et d ≥ 2n. Cependant leur preuve n’e´tait pas comple`te,
et il est ne´cessaire de faire une hypothe`se supple´mentaire non-naturelle pour assurer la validite´ du
re´sultat. Ils obtinrent e´galement une borne optimale sur le rang des tissus de codimension 2 dans
[CG 78-1]. L’inte´reˆt de Griffiths pour le sujet provenait sans doute des liens entre la ge´ome´trie des
tissus et les the´ore`mes d’alge´brisation du type Abel-inverse(11). S’il ne publia pas d’autre article
sur le sujet, il conserva toujours un certain inte´reˆt pour les tissus, puisqu’il en discuta dans son
expose´ d’ouverture du bicentenaire de la naissance d’Abel, a` Oslo, en 2001 (retranscrit dans [AB]).
1.3.3. Les travaux re´cents 1980-2000
Depuis une vingtaine d’anne´es, de nouveaux re´sultats ont e´te´ obtenus. On va surtout signaler ceux
qui sont relatifs au rang, aux relations abe´liennes et aux tissus exceptionnels, puisque ce sont ces
(10) Citons la fin de [Ch 92] : “Due to my background I like algebraic manipulation [..]. Local differential geometry
calls for such works. But good local theorems are difficult to come by. The problem on maximal rank webs discussed
above is clearly an important problem, and will receive my attention. My mathematical education goes on.”
(11) Voir les pages 5 et 6 du second tome des “Selected Works of P. Griffiths”, re´cemment publie´s par l’AMS.
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notions qui sont centrales dans cette the`se.
Les relations abe´liennes du tissu de Bol de´coulent toutes(12) de la relation dilogarithmique satisfaite
par le dilogarithme de Rogers, qui, de ce point de vue, semble eˆtre plus fondamentale que les
autres. En 1982, dans [GM 82], Gelfand et MacPherson obtiennent une interpre´tation ge´ome´trique
de cette relation qui fait apparaˆıtre le tissu de Bol comme tissu sur l’espace des configurations
projectives de 5-points dans RP2. Dans [Da 83], Damiano conside`re pour n ≥ 2 le tissu en courbe
D(n) naturellement de´fini sur l’espace des configurations projectives de n + 3 points dans RPn.
En utilisant l’approche de Gelfand et MacPherson, il montre que ce tissu est de rang maximal
et donne une interpre´tation ge´ome´trique de “la relation abe´lienne principale” de D(n). Il obtient
ainsi une famille de tissus exceptionnels ge´ne´ralisant le tissu de Bol (qui correspond au cas n = 2).
Apre`s avoir montre´ qu’un d-tissu de codimension 2 sur C4 de 2-rang maximal est alge´brisable
de`s que d > 4, Goldberg de´termine des 4-tissus de codimension 2 dans C4 qui sont exceptionnels.
Dans [Gol 86] et [Gol 87], il donne explicitement trois 4-tissus de codimension 2 dans C4, de
rang maximal (e´gal a` 1 dans ce cas) mais non-alge´brisables. Il ne donne pas d’interpre´tation
ge´ome´trique de la relation abe´lienne pour chacun de ces tissus mais e´tudie leur ge´ome´trie.
En 1989, Little dans [Lit 89] donne une construction ge´ne´rale (mais non-explicite) d’un 2n-tissu
de codimension 2, de rang maximal, sur l’espace des 0-cycles de degre´ 2n d’une surface K3.
En s’appuyant sur un re´sultat de Mumford et Roitman, il montre que ces tissus ne sont pas
line´arisables et donc sont exceptionnels.
Au de´but des anne´es 90, He´naut commence l’e´tude des tissus dans un cadre analytique complexe.
Il publiera un peu moins d’une quinzaine d’articles, dont le plus re´cent [He´ 04-1] dans les “Annals
of mathematics”. Ses recherches concernent autant les tissus multidimensionels que les tissus plans
et portent principalement sur les notions relatives au rang et aux relations abe´liennes(13).
Sur les tissus plans, citons [He´ 93], ou` il caracte´rise les tissus plans qui sont line´arisables par un
crite`re diffe´rentiel facilement utilisable dans la pratique. Sa dernie`re publication [He´ 04-1] est, elle
aussi, particulie`rement inte´ressante puisqu’on y trouve la construction d’une connexion attache´e
a` un d-tissu plan dont la courbure est nulle si et seulement si le tissu est de rang maximal. Il en
de´coule une caracte´risation (non-explicite) des d-tissus plans de rang maximal, pour tout d ≥ 3.
En 2001, date a` laquelle nos recherches sur le sujet ont commence´, telle e´tait la situation quant a`
l’e´tude des tissus exceptionnels : concernant les tissus exceptionnels plans, aucune avance´e n’avait
e´te´ faite depuis la de´couverte de Bol en 1935.
2. – Aperc¸u ge´ne´ral de cette the`se
Nous de´crivons maintenant la proble´matique qui nous a motive´ au commencement de notre
recherche, pour parler ensuite des re´sultats obtenus.
(12) Par prolongement analytique, voir 2.2.1.2.
(13) Pour un aperc¸u des re´sultats qu’il a e´tablis avant 2000, on renvoie a` son expose´ dans [W], qui constitue e´galement
une bonne introduction a` la the´orie des tissus dans le cadre holomorphe, qui est celui de cette the`se.
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2.1. – Proble´matique
La notion de tissu exceptionnel a pris un inte´reˆt nouveau il y a une vingtaine d’anne´es, suite aux
nouveaux exemples de Damiano et aux avance´es concernant les polylogarithmes (cf. infra). Sur ce
point, citons Chern dans [Ch 85] :
The high-dimensional Abelian equations constitute a subject which has contacts with
many branches of mathematics (such as functional equations, partial differential equa-
tions, combinatorial characteristic classes, algebraic K-theory, etc.) and which should
have a very promising future.(14)
Dans le meˆme papier, il e´crit aussi
The determination of all webs of maximum rank will remain a fundamental problem in
web geometry and the nonalgebraic ones, if there are any, will be most interesting.(15)
On de´signera le proble`me de la de´termination des tissus exceptionnels comme le Proble`me de
Chern. C’est a` lui que nous nous sommes attaque´. Plus pre´cise´ment, nous nous sommes concentre´
sur les tissus exceptionnels plans pour lesquels le proble`me de Chern est encore largement ouvert
bien qu’il s’e´nonce de fac¸on e´le´mentaire dans ce cadre. Le premier cas pour lequel il se pose est celui
des 5-tissus plans exceptionnels, au sujet desquels Chern pose la question (toujours dans [Ch 85]) :
(QC) “(For planar webs), an important unsolved problem is whether there are
other 5-webs of rank 6, besides the algebraic ones and Bol’s example”.(16)
Nous de´crirons plus loin les re´ponses que nous avons pu apporter a` cette question.
Dans la queˆte des tissus exceptionnels (plans), un inte´reˆt particulier doit eˆtre porte´ aux tissus
polylogarithmiques. La relation abe´lienne “principale” du tissu de Bol est la relation
(?) D2(x)−D2(y)−D2
( x
y
)−D2( 1− y
1− x
)
+D2
( x(1− y)
y(1− x)
)
= 0
satisfaite par le dilogaritme de Rogers D2
(17). Vers la fin des anne´es 70, il apparaˆıt que le dilo-
garithme a des connexions avec de multiples domaines des mathe´matiques, comme la ge´ome´trie
alge´brique, l’homologie du groupe line´aire, la the´orie des classe caracte´ristiques, etc. Le lien entre
ces diverses apparitions du dilogarithme re´side essentiellement dans la relation fonctionnelle (?).
Il e´tait connu depuis le milieu du 19ie`me sie`cle que les polylogarithmes Lin d’ordre n ≤ 5 ve´rifient
des e´quations fonctionnelles en deux variables semblables a` (?). Par exemple, Spence et Kummer
ont inde´pendamment e´tabli que le trilogarithme Li3 satisfait l’e´quation (pour 0 < x < y < 1) :
(14)“Les relations abe´liennes de dimension supe´rieure constituent un sujet qui a des liens avec de nombreuses
branches des mathe´matiques (comme les e´quations fonctionnelles, les e´quations aux de´rive´es partielles, les classes
caracte´ristiques combinatoires, la K-the´orie alge´brique, etc.) et qui devrait avoir un avenir prometteur.”
(15)“La de´termination de tous les tissus de rang maximal demeure un proble`me fondamental en ge´ome´trie des tissus
et les tissus non-alge´briques, s’il en existe, seront les plus inte´ressants.”
(16)“(Pour les tissus plans), un proble`me important et non re´solu est de savoir s’il existe d’autres 5-tissus de rang 6,
en plus des tissus alge´briques et de l’exemple de Bol.”
(17) Le dilogarithme de Rogers (de´fini en 2.2.1.2) est une version modifie´e du bilogarithme classique Li2
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2Li3
(
x
)
+ 2Li3
(
y
) − Li3( x
y
)
+ 2Li3
( 1− y
1− x
)
+ 2Li3
( x (1− y)
y (1− x)
)− Li3(xy )
(SK) + 2Li3
(−x (1− y)
(1− x)
)
+ 2Li3
(− (1− y)
y (1− x)
)− Li3( x (1− y)2
y (1− x)2
)
= 2Li3(1) − log (y)2 log
(1− y
1− x
)
+
pi2
3
log (y) +
1
3
log (y)3 .
Il s’est naturellement pose´ la question de savoir si les polylogarithmes d’ordre supe´rieur ve´rifient eux
aussi les meˆmes proprie´te´s d’ubiquite´ que le dilogarithme. Concernant les tissus plans, cela ame`ne
naturellement la question (pose´e explicitement dans [He´ 01]) de savoir si le 9-tissu WSK (dit de
“Spence-Kummer”) de´fini par les neuf fractions rationnelles qui apparaissent comme argument de
Li3 dans l’e´quation (SK), est exceptionnel ou non. Du fait que WSK admet le tissu de Bol comme
sous-tissu, cette question se rame`ne a` celle de savoir si le rang de WSK est bien 28. Notre premier
re´sultat (e´galement obtenu de fac¸on inde´pendante par Gilles Robert) fut de montrer que c’e´tait
bien le cas, ce qui permit d’obtenir un second exemple de tissu plan exceptionnel.
Ce re´sultat indiquait la possibilite´ d’un lien entre les polylogarithmes, leurs e´quations fonctionnelles
et les tissus plans exceptionnels. C’est ce qu’e´voquait Griffiths dans son expose´ d’ouverture du
bicentenaire de la naissance d’Abel [Gr 04], en 2001 : apre`s avoir rappele´ les liens entre le tissu de
Bol et le dilogarithme et signale´ le re´sultat re´cent concernant le caracte`re exceptionnel du tissu de
Spence-Kummer, il pose la question :
(QG) Are all webs of maximal rank which are not algebraizable of this type ?
We do no attempt to formulate this question precisely – intuitively, we are asking whether
or not for each k there is an integer n(k) such that there is a “new” n(k)-web of maximal
rank one of whose abelian relations is a (the ?) functional equation with n(k) terms for
the kth polylogarithm Lik ?
(18)
Nous allons maintenant discuter les re´sultats que nous avons obtenus relativement au proble`me
de Chern et a` la question de Griffiths ci-dessus. On en donne une vue d’ensemble en 2.2. Dans la
section suivante 3. suivra une description de´taille´e du contenu de chaque chapitre et de l’appendice.
2.2. – Re´sultats
Comme nous l’avons dit, notre premier re´sultat fut de montrer que le tissu de Spence-Kummer
e´tait bien de rang maximal. Pour cela, notre approche fut directe : nous avons cherche´ a` re´soudre
l’e´quation fonctionnelle suivante qui caracte´rise les relations abe´liennes de WSK :
F1
(
x
)
+ F2
(
y
)
+ F3
( x
y
)
+ F4
(
1− y
1− x
)
+ F5
(
x (1− y)
y (1− x)
)
+ · ·
(SK) · · ·+ F6
(
xy
)
+ F7
(
−x (1− y)
1− x
)
+ F8
(
− 1− y
y (1− x)
)
+ F9
(
x (1− y)2
y (1− x)2
)
= 0 .
(18) “Les tissus de rang maximal qui ne sont pas alge´briques sont-ils tous de ce type ? Nous n’essayons pas de donner
de cette question une formulation pre´cise – intuitivement, nous demandons si, pour tout k, il existe un entier n(k)
tel qu’il y ait un “nouveau” n(k)-tissu de rang maximal, dont l’une des relations abe´liennes est une (l’) e´quation
fonctionnelle a` n(k) termes pour le k-ie`me polylogarithme Lik.”
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Nous nous sommes ensuite inte´resse´ au proble`me plus ge´ne´ral et naturel de l’e´tude et de la
de´termination des solutions d’une e´quation fonctionnelle abe´lienne efa, c’est-a`-dire d’une e´quation
de la forme (E) ci-dessous, ou` les Ui sont des fonctions analytiques donne´es, de deux variables :
(E) F1
(
U1(x, y)
)
+ · · ·+ FN
(
UN (x, y)
)
= 0 .
Nos re´sultats sur ce proble`me constituent la premie`re partie de cette the`se. Principalement, on
donne deux me´thodes (l’une s’appliquant de fac¸on ge´ne´rale, l’autre plus spe´cifique aux cas ou`
les Ui sont des fractions rationnelles) pour re´soudre une efa de la forme (E). La plus ge´ne´rale
de ces me´thodes repose sur le fait que, par des diffe´rentiations et des e´liminations ade´quates, on
peut obtenir (pour chaque indice i) une e´quation diffe´rentielle line´aire qui admet comme solution
les fonctions Fi apparaissant dans la relation (E). On a ainsi pu re´soudre (SK) comple`tement
explicitement, et en de´duire facilement que WSK est bien exceptionnel.
Nous avons imple´mente´ cette me´thode sur ordinateur, obtenant ainsi un outil efficace de
re´solution des efa, c’est-a`-dire un outil permetant de de´terminer les relations abe´liennes d’un
tissu donne´. Cela nous a permis de de´couvrir de nouveaux tissus exceptionnels, qui sont de´crits
dans la deuxie`me partie.
La seconde partie de la the`se porte ve´ritablement sur la ge´ome´trie des tissus et comporte la majo-
rite´ de nos re´sultats. Ceux-ci consistent principalement en la de´couverte d’un nombre relativement
important de nouveaux tissus exceptionnels, apportant ainsi une re´ponse tant a` la question de
Chern (QC) qu’a` celle de Griffiths (QG).
De plus, en nous appuyant sur les re´sultats oublie´s de Pantazi, nous avons obtenu des moyens
pratiques pour e´tudier le rang d’un tissu donne´ sans passer par la de´termination de ses rela-
tions abe´liennes. Cela nous a permis d’e´tudier les tissus associe´s aux e´quations de Kummer du
te´tralogarithme et du pentalogarithme. On montre que, contrairement aux tissus de Bol et de
Spence-Kummer, ces deux “tissus polylogarithmiques” ne sont pas de rang maximal, et donc ne
sont pas exceptionnels.
Les derniers chapitres de la the`se reposent sur la “de´couverte” de certaines publications de
Bompiani, Terracini et Buzano. Celles-ci font apparaˆıtre que la ge´ome´trisation des 5-tissus de
rang maximal au moyen de leurs relations abe´liennes est une approche tre`s riche, qui a e´te´ sous-
exploite´e. Nous avons applique´ ce point de vue a` nos nouveaux exemples de 5-tissus exceptionnels,
en de´terminant pour chacun leur surface de Blaschke de fac¸on explicite.
Il est alors apparu le fait surprenant que certains de ces tissus exceptionnels sont alge´briques en
un sens plus ge´ne´ral que la notion classique, mais naturel. Cela semble indiquer que la dichotomie
ancienne entre tissus alge´briques et tissus exceptionnels est peut-eˆtre biaise´e par une mauvaise
de´finition de la notion de tissu alge´brique. Cela s’explique sans doute par le fait que, pendant les
70 dernie`res anne´es, on ne connaissait qu’un unique exemple de tissu plan exceptionnel.
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3. – Plan de la the`se
Dans un premier temps, on de´crit le contenu des deux parties et des diffe´rentes chapitres dont elles
sont forme´es. On donne ensuite une liste de re´sultats nouveaux qui apparaissent dans la the`se.
3.1. – Plan de´taille´
Partie I. – E´quations fonctionnelles abe´liennes
Dans cette partie, on e´tudie les solutions des e´quations fonctionnelles abe´liennes. De par la forme
simple de ces e´quations, il est naturel de chercher les proprie´te´s ge´ne´rales que doivent satisfaire les
solutions, et aussi de s’inte´resser aux me´thodes de re´solution effective. Malgre´ l’aspect naturel et
e´le´mentaire de ce proble`me, il semble qu’il n’avait jamais e´te´ conside´re´ pour lui-meˆme auparavant.
La partie I est constitue´e des trois premiers chapitres et est beaucoup plus courte que la seconde.
Si les mathe´matiques mises en œuvre ici sont tre`s e´le´mentaires, on obtient cependant des re´sultats
nouveaux. Tout le mate´riel de la premie`re partie sera constamment utilise´ dans la seconde, parfois
sans re´fe´rence explicite.
De´crivons plus pre´cise´ment le contenu de chacun des trois premiers chapitres.
Chapitre 1. – Proprie´te´s ge´ne´rales des solutions d’une efa
Dans ce chapitre, on e´tablit ou on rappelle certains re´sultats ge´ne´raux sur les solutions des efa.
On commence par introduire les notions et les notations qui seront utilise´es dans toute la premie`re
partie de la the`se (voire dans la seconde). On pre´cise les quelques hypothe`ses naturelles qu’il
convient de faire pour e´viter certaines pathologies lorsqu’on s’inte´resse a` la re´solution d’une efa. On
montre ensuite tre`s simplement que, lorsque ces hypothe`ses sont ve´rifie´es, les solutions mesurables
d’une efa re´elle (E) ont essentiellement la meˆme re´gularite´ que les Ui . Puisque, dans la suite, on
supposera les Ui analytiques, cela permet de se restreindre a` la re´solution de (E) dans la classe
holomorphe, sans perdre en ge´ne´ralite´. Ensuite, par des arguments ge´ome´triques simples, on montre
que les solutions holomorphes locales d’une efa sont en fait globales mais multivalue´es. Pour finir,
on rappelle un re´sultat classique de ge´ome´trie des tissus, donnant une borne finie explicite sur la
dimension de l’espace des solutions d’une efa.
Chapitre 2. – Sur la de´termination des solutions d’une efa
Dans ce chapitre, on donne deux me´thodes de re´solution des efa.
Dans [Ab 23], Abel de´crit une me´thode (conceptuellement e´le´mentaire) pour re´soudre les
e´quations fonctionnelles en deux variables, par diffe´rentiations successives et e´liminations. La
premie`re me´thode de re´solution qu’on propose de´coule de la remarque (qui n’avait pas e´te´ faite
auparavant, semble-t-il) que la me´thode d’Abel se formalise tre`s bien quand on l’applique aux
efa. On obtient ainsi une me´thode pratique pour trouver les solutions d’une efa donne´e. Signalons
que la de´marche mise en œuvre ici sera utilise´e de fac¸on plus sophistique´e au chapitre 5, pour
caracte´riser certains tissus de rang maximal.
Dans un second temps, on de´crit une me´thode de re´solution base´e sur des arguments ge´ome´triques.
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Elle est moins ge´ne´rale et syste´matique que la pre´ce´dente et s’applique par exemple quand les U i
sont des fractions rationnelles. Elle repose sur la remarque que certaines solutions d’une efa (E)
sont de´termine´es par leur monodromie, qui peut-eˆtre de´duite a priori a` partir de (E). Des exemples
sont traite´s qui illustrent cette me´thode.
Chapitre 3. – Re´solution explicite de deux efa
Ce chapitre est tre`s court. On y re´sout deux efa particulie`rement inte´ressantes puisque la dimension
de l’espace des solutions associe´ est la plus grande possible. Dans chaque cas, on donne une liste
explicite d’une base de l’espace des solutions.
La premie`re de ces e´quations est l’efa en 9 inconnues (SK). Comme application de sa re´solution,
on obtient une caracte´risation du trilogarithme par l’e´quation de Spence-Kummer (SK), sous des
hypothe`ses de re´gularite´ tre`s faibles.
La seconde efa conside´re´e est une e´quation a` 8 inconnues, qui de´pend d’un parame`tre a.
Signalons que, quand on les regardera du point de vue de la ge´ome´trie des tissus (au chapitre 7),
les re´sultats obtenus ici nous donneront de nouveaux tissus exceptionnels.
Partie II. – Ge´ome´trie des tissus
C’est la plus grosse partie de la the`se puisqu’elle en repre´sente plus des deux tiers. On y e´tudie
les tissus plans exceptionnels. Un des apports majeurs de cette partie est de fournir de nombreux
exemples entie`rement nouveaux de tissus exceptionnels, amenant ainsi un e´clairage nouveau et
inte´ressant sur cette notion. Pour un aperc¸u de ces nouveaux tissus, on peut consulter les diffe´rentes
tables a` la fin de cette introduction.
En plus de recherches comple`tement personnelles (section 5.2, Chapitre 6, Chapitre 7, Chapitre 9),
on a aussi re´e´crit certains re´sultats oublie´s et particulie`rement inte´ressants de ge´ome´trie des tissus
(section 5.1, chapitre 8).
Signalons enfin que le dernier chapitre fait apparaˆıtre que la de´finition classique des tissus excep-
tionnels n’est sans doute pas la bonne. Les preuves n’y sont pas de´taille´es : il faut le voir comme
un chapitre d’ouverture vers de nouvelles recherches.
De´crivons plus pre´cise´ment les contenus respectifs des chapitres 4 a` 9.
Chapitre 4. – La ge´ome´trie des tissus de Blaschke et Bol
Ce chapitre est un expose´ de la the´orie classique des tissus plans et peut eˆtre lu inde´pendamment
du reste de la the`se. Il ne contient pas de re´sultats nouveaux et accorde une part importante aux
notions de relations abe´liennes, de rang, de tissus alge´briques et de tissus exceptionnels. On y
donne les de´finitions et les re´sultats de base concernant les tissus plans, ainsi que les notations qui
seront utilise´es dans les chapitres ulte´rieurs.
Les seules originalite´s sont la section 4.2, qui consiste en la description de plusieurs exemples de
tissus (classiques ou non) collecte´s la` en guise d’illustration, ainsi que la section 4.4, ou` l’on discute
et l’on motive de fac¸on argumente´e l’e´tude des tissus exceptionnels.
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Chapitre 5. – Sur l’e´tude du rang d’un tissu
Ce chapitre porte sur la caracte´risation des tissus de rang maximal au moyen de crite`res diffe´rentiels.
Il se compose de deux sections inde´pendantes.
La premie`re comporte une introduction propre, a` laquelle nous renvoyons pour davantage de
pre´cisions. Cette section consiste en la re´ecriture, dans un formalisme moderne, de re´sultats anciens
mais mal connus dus a` Alexandru Pantazi.
Soit W(d) un d-tissu en (C2, 0). En suivant l’approche esquisse´e dans la note [Pa 38], on donne
la construction d’une connexion dont les sections horizontales s’identifient aux relations abe´liennes
de W(d). Comme corollaire, on en de´duit que W(d) est de rang maximal si et seulement si la
courbure de cette connexion est identiquement nulle. Notons que cette construction est explicite et
effective, ce qui permet d’obtenir des conditions ne´cessaires et suffisantes (ou d’autres, plus simples
mais juste ne´cessaires) calculables pour qu’un tissu soit de rang maximal. Les contructions sont
de´taille´es dans les cas d = 3, 4, 5.
Dans la section 5.2, on s’inte´resse au meˆme proble`me mais avec un point de vue beaucoup plus
e´le´mentaire. Soient d fonctions Ui de deux variables qui de´finissent un d-tissu W. Au chapitre 2, on
a vu comment la me´thode d’Abel permet d’obtenir une e´quation diffe´rentielle line´aire E(Fd) = 0
que doit ve´rifier toute fonction Fd qui apparaˆıt dans une e´quation fonctionnelle abe´lienne
F1(U1) + · · · + Fd(Ud) = 0 .
Quand U1, .., Ud−1 sont fixe´es, on explique comment on peut utiliser cette e´quation diffe´rentielle
pour obtenir un syste`me diffe´rentiel que doit ne´cessairement satisfaire Ud pour que W soit de
rang maximal. Cette approche ne conduit pas a` des re´sultats ge´ne´raux mais se re´ve`le efficace
quand on l’applique a` des cas particuliers. Par exemple, on obtient une nouvelle formule pour la
courbure de Blaschke d’un 3-tissu, dont l’expression analytique est particulie`rement simple. On
caracte´rise e´galement les fonctions U (resp. V ) telles que le tissu W(x , y , x+ y , x− y , U ) (resp.
W(x , y , x+ y , x/y , V )) est de rang maximal. On en de´duit de nouveaux 5-tissus exceptionnels.
Finalement, on montre comment de´duire de l’e´quation E de nouveaux invariants analytiques
associe´s a` la classe de tissus (ordonne´s) de´finie par W.
Chapitre 6. – Une famille a` un parame`tre de 5-tissus exceptionnels
Il s’agit du texte d’un article e´crit en collaboration avec Jean-Marie Tre´preau. Il est “self-contained”.
La nume´rotation des sections et des re´sultats lui est propre, et il comporte sa propre bibliogra-
phie. Il peut eˆtre lu comple`tement inde´pendamment du reste de la the`se. On y de´crit une famille
a` un parame`tre de nouveaux tissus exceptionnels ainsi que cinq tissus particuliers obtenus par
“de´ge´ne´rescence”. Pour chacun de ces tissus, on donne une base explicite de l’espace de ses rela-
tions abe´liennes.
Un e´le´ment ge´ne´rique de cette famille est de la forme suivante (avec κ ∈ C \ {0, 1}) :
Eκ := W
(
x , y , x+ y , x− y , snκ x snκ y
)
ou` snκ de´signe le “sinus elliptique de Jacobi”, de´fini implicitement par la relation
z =
∫ snκ z
0
dx√
(1− x2)(1 − κ2 x2) .
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Les relations abe´liennes non-triviales de Eκ peuvent se de´duire assez facilement de relations fonc-
tionnelles classiques satisfaites par les fonctions the`tas.
Ces nouveaux exemples de tissus exceptionnels sont surprenants : ils ne sont pas “alge´briques” selon
la terminologie classique en vigueur en ge´ome´trie des tissus. Pourtant, tant eux-meˆmes que leurs
relations abe´liennes peuvent eˆtre de´crits a` partir de fonctions elliptiques et de fonctions the`tas qui
sont des objets classiques en ge´ome´trie alge´brique. D’autre part, parmi les cinq tissus de´ge´ne´re´s
figurent des exemples particulie`rement simples, tel le tissu
W
(
x , y , x+ y , x− y , x2 + y2
)
.
Bien que ce tissu soit exceptionnel, on montre que ses relations abe´liennes sont toutes donne´es par
des relations polynomiales e´le´mentaires. Ce tissu sera conside´re´ de nouveau au chapitre 9.
Pour finir, en utilisant l’approche expose´e en 5.2, on montre qu’un tissu exceptionnel de la forme
W(x , y , x + y , x − y , U(x, y)) est e´quivalent a` l’un de ceux de´crits en amont dans le chapitre,
sous l’hypothe`se supple´mentaire que W(x , y , U(x, y)) est hexagonal.
Chapitre 7. – Sur les tissus polylogarithmiques
Ce chapitre comporte trois sections. Les deux premie`res sont consacre´es a` l’e´tude des tissus
polylogarithmiques.
La section 7.1 ne comporte pas de re´sultats nouveaux. Apre`s y avoir pre´sente´ les e´quations de
Kummer K(4) et K(5) du te´tra- et du pentalogarithme, on pre´cise la notion de “tissu polylogarith-
mique” et on explique pourquoi ceux-ci sont de bons candidats pour eˆtre des tissus exceptionnels.
En 7.2, on commence par e´tudier le rang du tissu de Spence-Kummer WSK. Des re´sultats de 3.2,
on de´duit qu’il est exceptionnel. On donne aussi ceux de ses sous-tissus qui sont exceptionnels.
A` l’aide des re´sultats obtenus en 5.1, on peut entreprendre l’e´tude des deux tissus associe´s aux
e´quations K(4) et K(5). Contrairement a` ce qui e´tait attendu, ces tissus ne sont pas de rang
maximal. En balayant l’ensemble de leurs sous-k-tissus, pour k fixe´, a` l’aide d’un ordinateur et en
utilisant un crite`re ne´cessaire simple pour qu’un tissu soit de rang maximal, on montre que chacun
de ces deux tissus admet de nouveaux sous-tissus exceptionnels.
Dans la troisie`me section du chapitre, on de´duit des re´sultats de 3.3 plusieurs nouvelles familles de
k-tissus exceptionnels, pour k = 6 et k = 8. On signale aussi un lien entre certains de ces tissus et
des configurations de points dans CP2.
Chapitre 8. – Tissus exceptionnels et ge´ome´trie diffe´rentielle projective
Ce huitie`me chapitre de´veloppe une approche ge´ome´trique pour l’e´tude des 5-tissus exceptionnels.
Il comporte une introduction propre a` laquelle on renvoie pour plus de de´tails.
Les re´sultats expose´s ici sont dus aux ge´ome`tres italiens Bompiani, Terracini et Buzano mais ont
apparemment e´te´ oublie´s et ne sont cite´s nulle part dans la litte´rature contemporaine sur les tissus.
Ils reposent sur les liens e´troits entre deux constructions ge´ome´triques.
La premie`re est classique en ge´ome´trie des tissus : c’est celle qui permet d’associer canonique-
ment(19) une surface (dite de Blaschke) S[W] ⊂ CP5 a` un 5-tissu W de rang maximal 6, par une
(19) Modulo PGL6(C).
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construction ge´ome´trique “ a` la Poincare´ ”. La seconde construction conside´re´e est due a` C. Segre
et semble oublie´e. Elle permet de de´finir un 5-tissu canonique sur une surface de CP5 satisfaisant
certaines hypothe`ses ge´ne´riquement ve´rifie´es. Son inte´reˆt est qu’elle permet de retrouver la classe
d’e´quivalence analytique d’un 5-tissu exceptionnel W a` partir de sa surface de Blaschke. Cela
rame`ne ainsi l’e´tude des 5-tissus exceptionnels, modulo e´quivalence analytique, a` celle de leur
surface de Blaschke, modulo e´quivalence projective.
De la section 8.1 a` la section 8.4, on expose et on discute ces constructions.
La section 8.5 contient des re´sultats nouveaux. On y de´termine explicitement la surface de Blaschke
de chacun des nouveaux 5-tissus exceptionnels obtenus dans les chapitres pre´ce´dents. Ensuite, en
faisant des conside´rations ge´ome´triques e´le´mentaires sur leur surface de Blaschke, on montre que
la plupart de ces tissus ne sont pas e´quivalents. Enfin pour chacun de ces tissus, on donne l’armure
et d’autres invariants construits a` partir du rang des sous-tissus, achevant ainsi de montrer leur
non-e´quivalence.
Chapitre 9. – Sur la notion de tissu alge´brique
Dans ce chapitre, on propose une ge´ne´ralisation de la notion de “tissu alge´brique” qui englobe
certains tissus exceptionnels selon la terminologie classique.
En s’appuyant sur les constructions ge´ome´triques de´crites au chapitre 8, on explique que certains
tissus dits exceptionnels sont alge´briques dans le sens ou` ils sont de´crits ge´ome´triquement a` partir
d’une courbe alge´brique, leurs relations abe´liennes e´tant donne´es par l’annulation des sommes
abe´liennes de certaines formes rationnelles sur la courbe associe´e.
Appendice. – Algorithmes pour l’e´tude effective du rang et des relations abe´liennes
Dans cet appendice, on donne des lignes de code maple pour effectuer sur ordinateur les calculs
servant a` l’e´tude du rang et a` la de´termination des relations abe´liennes.
Dans une premie`re section, on a imple´mente´ la me´thode d’Abel pour re´soudre les efa. On donne un
programme qui, si on lui donne un n-uplet de fonctions (U1, . . . , Un) de´finissant bien un tissu W,
renvoie les coefficients de l’e´quation diffe´rentielle E qui admet comme solutions les fonctions F1.
Dans la deuxie`me section, on donne des proce´dures pour pouvoir calculer pratiquement la matrice
de la courbure de Pantazi d’un d-tissu, quand d = 3, 4, 5. On donne ensuite les codes de proce´dures
calculant les coefficients de Pantazi introduits dans [Pa 38] (rede´finis en 5.1.2.2 dans cette the`se).
———————————————————–
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Guide de lecture : la succession des chapitres a bien suˆr e´te´ organise´e de telle sorte que la
lecture soit la plus progressive et cohe´rente possible. Cependant, si l’on ne de´sire pas faire une
lecture line´aire, on donne ci-dessous la de´pendance logique entre les diffe´rents chapitres.
La lettre I de´signe l’introduction, la lettre A, l’appendice. Une fle`che signifie que la lecture du cha-
pitre source rend plus aise´e (ou parfois, est ne´cessaire a` la compre´hension de) la lecture du chapitre
but. Les cercles en gras de´signent les parties qu’on peut lire inde´pendamment de tout le reste.
8
2
7
6
4
5
9
3
A
1
I
Figure 4. De´pendance logique entre les diffe´rentes partie de la the`se.
3.2. – Re´sultats nouveaux contenus dans la the`se
On donne une liste de re´sultats nouveaux obtenus dans cette the`se. Pour des e´nonce´s pre´cis, on se
re´fe´rera au corps de la the`se.
3.2.1. – De nouveaux tissus exceptionnels
Un de nos principaux re´sultats consiste en la de´couverte d’un nombre relativement conse´quent
de nouveaux k-tissus exceptionnels, pour k = 5, 6, 7, 8, 9. De plus, pour chacun de ces tissus, on
trouvera dans la the`se une base explicite de ses relations abe´liennes.
Ces nouveaux tissus exceptionnels, ainsi que les re´fe´rences les concernant, sont donne´s dans les
tableaux ci-dessous. Les re´fe´rences sont soit des articles publie´s ou a` paraˆıtre, soit un chapitre de
cette the`se, avec entre parenthe`ses une re´fe´rence plus pre´cise a` la partie du chapitre indique´ ou` il
est question du tissu conside´re´.
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Notons que certains 5-tissus exceptionnels apparaissent sous plusieurs mode`les e´quivalents dans la
the`se, et de´finissent donc la meˆme classe d’e´quivalence analytique de tissus. Ces diffe´rents mode`les
sont signale´s et regroupe´s dans une meˆme case du tableau ci-dessous.
5-Tissu Re´fe´rence(s)
W(x , y , x+ y , x− y , snkx snky) Chap. 6, Chap. 8 (8.5.4.3)
W(x , y , x+ y , x− y, tanhx tanh y ) Chap. 6, Chap. 8 (8.5.3.1)
Buz(A) [Buz 39], [Buz 39-2], Chap. 8 (8.1)
WSK, 12369 [Pi], Chap. 7 (7.2.1)
W(x , y , x+ y , x− y, ex + ey ) [Pi 04], Chap. 6, Chap. 8 (8.5.3.2)
W(x , y , x+ y , x/y, xy) Chap. 5 (5.2.4), Chap. 8 (8.5.5.1)
Buz(B) [Buz 39], [Buz 39-2], Chap. 8 (8.1)
W(x , y , x+ y , x− y , x2 − y2) Chap. 8 (8.5.2.1), Chap. 9
W(x , y , x+ y , x− y , xy) [Pi 04], Chap. 5 (5.1.2.3)
Terr(b) [Te 37], Chap. 8 (8.1)
Terr(c) [Te 37], Chap. 8 (8.5.2.2)
Terr(d) [Te 37], Chap. 8 (8.5.2.3)
W(x , y , x+ y , x/y , xy/(x+ y)) Chap. 5 (5.2.4), Chap. 8 (8.5.5.3)
K(4)[1, 2, 3, 7, 8] Chap. 7 (7.2.2), Chap. 8 (8.5.6.1)
W(x , y , x+ y , x− y , x2 + y2) [Pi 04], Chap. 5 (5.2.4), Chap. 6, Chap. 8 (8.5.4.1), Chap. 9
W(x , y , x+ y , x/y , x2 + xy + y2) Chap. 5 (5.2.4), Chap. 8 (8.5.5.2), Chap. 9
W(x , y , x+ y , x/y , xy (x+ y)) Chap. 5 (5.2.4), Chap. 8 (8.5.6.2)
K(5)[1, 2, 21, 25, 27] Chap. 7 (7.2.3)
Tableau des nouveaux 5-tissus exceptionnels conside´re´s dans cette the`se.
6-Tissu Re´fe´rence(s)
WSK, d369 [Pi], Chap. 7 (7.2.1)
WSK, d248 [Pi], Chap. 7 (7.2.1)
K(4)[1, 2, 3, 8, 9, 10] Chap. 7 (7.2.2)
W
a, c12 [Pi], Chap. 7 (7.3.2)
W
a, c38 [Pi], Chap. 7 (7.3.2)
W(x , y , x+ y , x− y , xy , x/y ) App. (A.2.2)
W(x , y , x+ y , x− y , x/y , x2 + y2 ) App. (A.2.2)
W(x , y , x+ y , x− y , xy , x2 + y2 ) App (A.2.2)
W(x , y , x+ y , x− y , xy , x2 − y2 ) App (A.2.2)
Tableau des nouveaux 6-tissus exceptionnels conside´re´s dans cette the`se.
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7-Tissu Re´fe´rence(s)
WSK, c69 [Pi 02], Chap. 7 (7.2.1)
W(x , y , x+ y , x− y , xy , x/y , x2 + y2 ) App. (A.2.2)
W(x , y , x+ y , x− y , xy , x/y , x2 − y2 ) App. (A.2.2)
W(x , y , x+ y , x− y , xy , x2 + y2 , x2 − y2 ) App. (A.2.2)
Tableau des nouveaux 7-tissus exceptionnels conside´re´s dans cette the`se.
8-Tissu Re´fe´rence(s)
Wa [Pi 02], Chap. 3 (3.3), Chap. 7 (7.3.2)
W(x , y , x+ y , x− y , x2 + y2 , x2 − y2 , xy , x/y ) App. (A.2.2)
Tableau des nouveaux 8-tissus exceptionnels conside´re´s dans cette the`se.
9-Tissu Re´fe´rence(s)
WSK [Pi 02], [Pi], Chap. 3 (3.2), Chap. 7 (7.2.1)
Le nouveau 9-tissu exceptionnel conside´re´ dans cette the`se.
3.2.2. – Autres re´sultats
On donne tre`s succintement d’autres re´sultats nouveaux que nous avons obtenus. Pour des e´nonce´s
pre´cis, on renvoie aux re´fe´rences donne´es.
Chapitre 1 : on se donne une efa
(E) F1(U1) + · · · + Fn(Un) = 0 .
– Proposition 1.2.1 : les solutions mesurables locales de (E) au voisinage d’un point ω ∈ R2
ge´ne´rique sont analytiques si les Ui le sont.
– The´ore`me 1.2.2 : les solutions holomorphes locales de (E) (vue comme efa dans le domaine
complexe, les Ui e´tant suppose´es analytiques) sont en fait globalement de´finies mais multivalue´es.
Chapitre 2 :
– Proposition 2.2.2 : le dilogarithme de Rogers est l’unique fonction mesurable (modulo mul-
tiplication par une constante) qui satisfait la version homoge`ne de l’e´quation fonctionnelle d’Abel.
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Chapitre 3 :
– 3.2.1 : on donne une base explicite des solutions holomorphes de l’efa (SK).
– Corollaire 3.2.2 : le trilogarithme est l’unique fonction mesurable et de´rivable en 0 qui
satisfait l’e´quation de Spence-Kummer (SK).
– 3.3 : pour a > 1, on donne une base explicite des solutions holomorphes de l’efa :
G1
(
x
)
+ G2
(
y
)
+ G3
(
x
y
)
+ G4
(
1− y
1− x
)
+ G5
(
x (1− y)
y (1− x)
)
· ·
· · · + G6
(
a− y
a− x
)
+ G7
(
x (a− y)
y (a− x)
)
+ G8
(
(1− y) (a− x)
(1− x) (a− y)
)
= 0 .
Chapitre 5 :
– Proposition 5.2.3 : on donne une formule simple pour calculer la courbure de Blaschke d’un
3-tissu W(U1, U2, U3) en fonction des Ui.
– Proposition 5.2.5 : on caracte´rise les 4-tissus W(U1, . . . , U4) de rang maximal par des
e´quations diffe´rentielles explicites sur les Ui.
– Proposition 5.2.6 : on caracte´rise les 5-tissus W(x, y, x+ y, x+ a y, U) de rang maximal par
des e´quations diffe´rentielles explicites sur U .
– Proposition 5.2.7 : on caracte´rise les 5-tissus W(x, y, x+y, x/y, U) de rang maximal par des
e´quations diffe´rentielles explicites sur U .
– Proposition 5.2.9 : soit F un feuilletage portant des relations abe´liennes d’un tissu W. On
de´finit une inte´grale premie`re privile´gie´e pour F , unique modulo multiplication par une constante.
On en de´duit de nouveaux invariants analytiques pour la paire (W,F).
Chapitre 6 :
– The´ore`me 3 : pour τ ∈ { z ∈ C ∣∣ =mz > 0}, on montre que le tissu
Eτ := W
(
x , y , x+ y , x− y , θ1(x, τ) θ1(y, τ)
θ4(x, τ) θ4(y, τ)
)
est exceptionnel. On donne une base explicite de l’espace de ses relations abe´liennes, et on caracte´rise
les τ ′ tels que Eτ ′ est e´quivalent a` Eτ .
– The´ore`me 4 : on donne cinq autres tissus exceptionnels non-e´quivalents, de la forme
W(x, y, x+y, x−y, U). On de´termine explicitement les relations abe´liennes de chacun de ces tissus.
– The´ore`me 5 : on montre qu’un tissu exceptionnel W(x, y, x+ y, x− y, U), tel que W(x, y, U)
est hexagonal, est e´quivalent a` l’un des tissus conside´re´s dans les The´ore`mes 3 et 4.
– Tout a` la fin de ce chapitre, on donne (sous forme d’un tableau) l’armure et les invariants R3
et R4 des 5-tissus exceptionnels des The´ore`mes 3 et 4.
Chapitre 7 :
Ce chapitre contient de nombreux re´sultats concernants les tissus polylogarithmiques. On ne signale
ci-dessous que les plus marquants.
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– The´ore`me 7.2.2 : on montre que le tissu de Spence-Kummer WSK est exceptionnel et on
de´crit tous ses sous-tissus qui sont exceptionnels.
– Proposition 7.2.6 : on montre que les tissus de Kummer K(4) et K(5) ne sont pas excep-
tionnels.
– The´ore`me 7.3.1 – Corollaire 7.3.3 : on montre que le tissu Wa associe´ a` l’efa de la section
3.3 est exceptionnel pour a ∈ C \ {0, 1}. On en de´duit une famille a` un parame`tre de 8-tissus
exceptionnels non-e´quivalents.
Chapitre 8 :
La seule nouveaute´ du chapitre est la section 8.5 ou` l’on de´termine explicitement la surface de
Blaschke de tous les nouveaux 5-tissus exceptionnels conside´re´s dans cette the`se. On donne aussi
l’armure et les invariants R3 et R4 de chacun de ces tissus.
Chapitre 9 :
Dans ce chapitre on ge´ne´ralise la notion classique de tissu alge´brique en introduisant la notion de
tissu G-alge´brique (voir De´finition 9.3.3).
– Proposition 9.4.3 : on montre que le tissu W(x, y, x+y, x−y, x2 +y2) est G-alge´brique bien
qu’il soit exceptionnel au sens classique.
PARTIE I
E´QUATIONS FONCTIONNELLES
ABE´LIENNES
CHAPITRE 1
PROPRIE´TE´S GE´NE´RALES DES SOLUTIONS D’UNE
E´QUATION FONCTIONNELLE ABE´LIENNE
Dans ce premier chapitre, on entreprend l’e´tude des e´quations fonctionnelles de la forme
(E) F1(U1) + · · · + Fn(Un) = 0 (n ≥ 3) ,
d’inconnues les fonctions Fi, les Ui e´tant des fonctions fixe´es de deux variables. Une e´quation
fonctionnelle de ce type sera appele´e une e´quation fonctionnelle abe´lienne (et note´e efa pour alle´ger
le texte). La terminologie fait re´fe´rence a` la notion de relation abe´lienne en ge´ome´trie des tissus
(voir 4.3.1). On s’inte´ressera principalement aux solution locales d’une telle e´quation, c’est-a`-dire
aux fonctions Fi qui ve´rifient (E) au voisinage d’un point ω fixe´ dans le domaine de de´finition des Ui.
Dans la premie`re section, apre`s avoir motive´ rapidement l’e´tude des solutions des efa, on introduit
les notations qui seront utilise´es dans le reste de la premie`re partie de cette the`se. On justifie ensuite
les quelques restrictions “naturelles” qu’il convient de faire sur les Ui et le point ω, ainsi que sur la
re´gularite´ suppose´e des Fi, pour e´viter certaines “pathologies” triviales.
Dans la section suivante, on e´tablit trois re´sultats ge´ne´raux sur les solutions d’une efa : en 1.2.1,
on montre que, quand les “conditions naturelles” de´crites en 1.1.2 sont ve´rifie´es, les solutions d’une
e´quation (E) ont essentiellement la meˆme re´gularite´ que les Ui. Dans la suite, on suppose les Ui
analytiques et on s’inte´resse aux solutions holomorphes de (E). En 1.2.1, on montre que les solutions
holomorphes locales sont en fait globales mais multivalue´es. Pour finir, en 1.2.3, on rappelle un
re´sultat important sur la finitude de la dimension de l’espace engendre´ par les solutions d’une efa.
1.1. Introduction et notations
La courte introduction ci-dessous a pour but de montrer au lecteur que la notion d’e´quation fonc-
tionnelle abe´lienne est inte´ressante, de par son coˆte´ naturel et par le fait que des efa apparaissent
dans diffe´rentes disciplines des mathe´matiques. On a cherche´ a` motiver l’e´tude des efa d’un point
de vue historique et mathe´matique.
1.1.1. Introduction. — La notion d’e´quation fonctionnelle ne´cessite la pre´existence du concept
de fonction, ce qui explique sans doute qu’elle n’apparaˆıt pas dans les mathe´matiques antiques.
Quelques e´quations fonctionnelles furent conside´re´es au moyen-aˆge, ou` elles servaient parfois de
de´finition pour une fonction. Tel fut le cas du logarithme (introduit par Neper). Avant que ne
soit conside´re´e la “fonction logarithme”, il fut d’abord question du “logarithme d’un nombre”. Les
proprie´te´s des puissances (avec a > 0 et x, y rationnels)
ax ay = ax+y
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e´taient connues au 16ie`me sie`cle, et on en de´duisait la relation suivante pour les logarithmes :
log(xy) = log(x) + log(y) .
Cette relation fut utilise´e pour construire les logarithmes des nombres rationnels, puis, au 17ie`me
sie`cle, pour construire les logarithmes des nombres re´els : la construction de log(x) pour x re´el
reposait sur un passage a` la limite et donc sous-entendait la continuite´ de log. Cette de´finition
du logarithme peut eˆtre vue comme le premier exemple de de´finition d’une fonction par l’e´quation
fonctionnelle qu’elle ve´rifie. Ce n’est que par la suite que le logarithme fut relie´ a` la primitive de 1/x.
La me´thode qui consiste a` de´finir une nouvelle fonction comme solution d’une e´quation fonction-
nelle a l’avantage d’eˆtre particulie`rement propre, directe et “e´conomique” et est encore utilise´e
aujourd’hui. Sur le plan de la rigueur, elle ne´cessite de donner la preuve que la fonction conside´re´e
est bien l’unique solution de l’e´quation fonctionnelle de de´part. Cela demande donc de savoir
re´soudre des e´quations fonctionnelles (avec des hypothe`ses de re´gularite´ minimales, pour avoir une
de´finition la plus “forte” possible).
Mais savoir re´soudre les efa a bien suˆr d’autres applications que celle de permettre une
de´finition“axiomatique” de fonctions (plus ou moins) usuelles.
Par exemple, la re´solution d’une efa fut l’argument essentiel utilise´ par Cauchy pour prouver ce qui
fut un re´sultat d’analyse important au 19ie`me sie`cle, a` savoir que la formule sommatoire de Newton
(N) (1 + x)α = 1 + αx+
α(α − 1)
2!
x2 + · · ·+ α(α − 1) · · · (α− n+ 1)
n!
xn + · · ·
est ve´rifie´e pour |x| < 1 et α ∈ R. Rappelons ce fragment classique de l’histoire des mathe´matiques.
Cauchy montre tout d’abord que le membre de droite de (N) converge pour tout |x| < 1 et α ∈ R.
Il fixe alors x et le conside`re comme une fonction de α seulement, qu’il note f(α). La fonction f
est de´finie sur R. Cauchy montre qu’elle ve´rifie l’efa (sous forme multiplicative) :
(C) f(α+ β) = f(α)f(β) .
Pour montrer que f est continue, Cauchy invoque le fait que c’est une limite simple de fonction
continue, argument qui n’est pas suffisant, comme Weierstrass le mit en lumie`re a` l’e´poque. Modulo
cette ce´le`bre erreur, la preuve par Cauchy de la relation (N) de´coule ensuite du fait que les fonctions
continues sur R qui satisfont (C) sont de la forme f(x) = Ax, avec A ∈ R (c’est e´galement un
re´sultat de Cauchy). Comme f(1) = 1 + x, on de´duit f(α) = (1 + x)α, ce qui termine la preuve.
La re´solution d’une efa a donc permis d’e´tablir un re´sultat qui fut important au 19ie`me sie`cle,
comme le montre l’attention qu’il suscita chez plusieurs grands mathe´maticiens de l’e´poque (outre
Cauchy, on peut citer Poisson, Crelle, Abel, etc.).
Mais les efa interviennent e´galement dans des domaines tre`s re´cents des mathe´matiques, comme
par exemple, en K-the´orie des corps de nombres, en ge´ome´trie hyperbolique (voir [Za 89], [Go 93],
[Ha 94], [Go 95], etc.).
1.1.2. Notations et remarques pre´liminaires. — Dans toute la Partie I de cette the`se, on
adopte les notations suivantes :
– K est le corps R des nombres re´els ou bien le corps C des nombres complexes.
– n est un entier plus grand que 3, et i ou j de´signe un nombre entier compris entre 1 et n.
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– S (resp. X) de´signe une varie´te´ re´elle-analytique (resp. complexe) connexe paracompacte de
dimension 2. Dans la suite M de´signera S ou X selon que l’on se sera place´ dans un cadre re´el
ou dans un cadre complexe. Le plus souvent X sera la complexifie´e de S.
– pour i = 1, . . . , n, Ui : M → K de´signe une fonction analytique non-constante.
– ω de´signe un point de M , et pour i = 1, . . . , n, on pose ωi := Ui(ω).
– Ω de´signe un ouvert non-vide de M contenant ω. Pour i = 1, . . . , n, on note Ωi := Ui(Ω). En
particulier, on a Mi = Ui(M) et Xi = Ui(X).
On s’inte´resse ici a` la re´solution locale (au voisinage d’un point ω) ou globale (sur un ouvert Ω) de
l’e´quation fonctionnelle abe´lienne
(E) F1(U1) + · · · + Fn(Un) = 0 ,
dans une certaine classe de fonctions. Pour bien formaliser cela, conside´rons les faisceaux suivants
(avec N = M,M1, . . . ,Mn et Z = X,X1, . . . , Xn) :
– le faisceau MN (K) des germes de fonctions mesurables sur N a` valeurs dans K ;
– le faisceau CkN (K) des germes de fonctions C
k sur N a` valeurs dans K ;
– le faisceau OZ des germes de fonctions holomorphes sur Z ;
– le faisceau O˜Z des germes de fonctions holomorphes multivalue´es sur Z.
Dans la suite, F de´signera l’un de ces faisceaux et on notera Fω ou F(ω) sa fibre en ω.
Soit γ un chemin reliant ω a` $ dans Z. Sa classe d’homotopie dans l’espace des chemins dans Z
d’extre´mite´s ω et $ est note´e [γ]. Si F ∈ Oω admet un prolongement analytique le long de γ, on
note F [γ] le germe holomorphe en $ obtenu par ce prolongement analytique (qui ne de´pend que de
[γ]). Si γ est un lacet, F [γ] sera parfois note´ M[γ] F .
On peut alors de´finir rigoureusement l’espace des solutions de (E) sur Ω dans la classe F :
SFΩ (E) :=
{
F = (F1, . . . , FN ) ∈
N∏
i=1
F(Ωi)
∣∣∣∣ N∑
i=1
Fi(Ui) = 0 sur Ω
}
,
ainsi que l’espace des solutions locales de (E) en ω, dans la classe F :
SFω (E) :=
{
F = (F1, . . . , FN ) ∈
N∏
i=1
Fωi
∣∣∣∣ N∑
i=1
Fi(Ui) = 0 dans Fω
}
.
Ces espaces de solutions admettent une structure naturelle d’espace vectoriel. Si c1, . . . , cn sont des
constantes telles que c1 + . . .+ cn = 0, le n-uplet (c1, . . . , cn) peut s’interpre´ter comme une solution
(triviale) de (E). Ces solutions constantes forment un espace de dimension n− 1, note´ C(n). Pour
ne pas avoir a` conside´rer ces solutions constantes, on introduit les espaces quotients :
S
F
Ω (E) := SFΩ (E)C(n) et SFω (E) := S Fω (E)C(n) .
L’application Ω 7→ SFΩ de´finit un faisceau note´ SF(E) : c’est le faisceau des solutions de (E), dans la
classe F. Le proble`me fondamental concernant l’efa (E) est celui de l’e´tude et de la de´termination
de ce faisceau. On ve´rifie que pour tout ouvert Ω, on peut reconstruire S
F
Ω (E) a` partir des fibres
SFω (E) pour ω ∈ Ω. On peut donc se restreindre a` l’e´tude des solutions locales de (E).
Si F = (F1, . . . , Fn) est une solution (locale ou globale) de (E), on de´finit sa longueur comme e´tant
le nombre de Fk qui ne sont pas identiquement nulles. Si cette longueur vaut n, la solution F est
dite non-de´ge´ne´re´e, ou encore, on dit que c’est une ve´ritable solution de (E). Dans le cas contraire,
on dit que c’est une solution de´ge´ne´re´e, ou encore que c’est une sous-solution de (E).
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Dans les deux chapitres suivants, on conside´rera des efa qui admettent des solutions dont les
composantes sont des inte´grales ite´re´es. On va donc de´finir tre`s rapidement cette notion (due a`
K.T. Chen) dans le cas ou` l’espace ambiant est Z = CP1.
Soit Σ = {a0, a1, . . . , aM} un sous-ensemble de M+1 points distincts de Z. On suppose que a0 = ∞
(cela n’est pas restrictif) et on se fixe un point base ω 6∈ Σ. On va de´finir de fac¸on inductive des
fonctions note´es Lx ou` x de´signe un mot construit sur l’alphabet {x1, . . . , xM}. Soit x = xi0xi1..xim
(avec 1 ≤ is ≤M) un tel mot. Alors si z ∈ Z et si γ est un chemin reliant ω a` z dans Z, on pose :
Lx(z, γ) = Lxi0xi1..xim (z, γ) :=
∫
γ
Lxi1 .. xim (ξ)
ai0 − ξ
dξ .
On montre que cette de´finition ne de´pend que de la classe d’homotopie [γ]. On en de´duit que Lx est
une fonction holomorphe sur le reveˆtement universel de Z. En d’autres termes, c’est une fonction
holomorphe multivalue´e sur Z. On note I{Z} ou I{Σ} l’espace engendre´ par les constantes et les
fonctions Lx. Cet espace ne de´pend pas du point base ω. C’est l’espace des inte´grales ite´re´es sur Z.
Une inte´grale ite´re´e est donc une combinaison line´aire de fonctions Lx.
On discute maintenant les conditions naturelles qu’il faut imposer sur les Ui et sur la re´gularite´ des
Fi pour e´viter certaines situations pathologiques.
Tout d’abord, il faut clairement exclure le cas ou` il existe deux indices i, j distincts et une fonction
g de´finie sur un ouvert de Mj tels que Ui ≡ g ◦ Uj sur un ouvert de M (on remarquera que cela
impose que g est analytique et ge´ne´riquement de rang 1). Dans cette situation, si ω est tel que g
est inversible en ωj, alors la relation
F (Ui)−
(
F ◦ g−1) (Uj) = F (Ui)− (F ◦ g−1) (g ◦ Ui) = 0
est trivialement ve´rifie´e par n’importe quel germe F ∈ F(ωi) et c’est une solution locale de (E) en
ω dans la classe F. En particulier, on a SFω (E) de dimension infinie. Afin de ne pas s’encombrer de
ce genre de situation, on demande que la condition suivante soit ve´rifie´e sur le domaine d’e´tude :
(W) dUi ∧ dUj 6≡ 0 (i, j = 1, . . . , n, i 6= j) .
Cette condition signifie qu’en un point ω ge´ne´rique, on a dUi ∧ dUj(ω) 6= 0. Cela se traduit
ge´ome´triquement par le fait que les lignes de niveaux de Ui et Uj sont transverses dans un voisinage
V de ω. Autrement dit, les fonctions U1, U2, . . . , Un de´finissent un tissu sur V .
A` partir de maintenant, on suppose que la condition W est ve´rifie´e.
On va expliciter deux autres conditions qu’il est ne´cessaire d’imposer pour que l’espace des solutions
locales a` (E) en ω dans la classe F ait de “bonnes proprie´te´s”. L’une de ces conditions concerne la
re´gularite´ minimale des Fi qu’il faut supposer, l’autre est une hypothe`se de ge´ne´ricite´ sur ω.
La ne´cessite´ d’imposer ces deux conditions ressort de´ja` de la conside´ration de l’e´quations de Cauchy
ge´ne´ralise´e (C), qui est un exemple particulie`rement e´le´mentaire d’efa :
(C) F1(x) + F2(y) + F3(xy) = 0 .
A` partir d’une base de Hamel B (i.e. une base de R sur Q), on peut construire une application
non-constante AB : R → R additive, c’est a` dire telle que AB(a + b) = AB(a) + AB(b) pour tout
a, b ∈ R. Alors l’application MB := AB ◦ log : R+∗ → R ve´rifie
MB(x) +MB(y)−MB(xy) = 0 (x, y > 0) .
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On en de´duit que, quelle que soit B, (MB,MB,−MB) est une solution globale de (C) sur R+∗. Du
fait que l’ensemble des bases de Hamel n’est pas de´nombrable, il de´coule que si aucune hypothe`se
n’est faite sur la re´gularite´ des solutions d’une certaine efa, alors celles-ci peuvent engendrer un
espace de dimension infinie non-de´nombrable.
Cela contraste nettement avec le cas ou` l’on demande que les solutions soient au moins mesurables.
En effet, au voisinage d’un point (x, y) ∈ R+∗×R+∗, toute solution mesurable de (C) est un multiple
de (log, log,− log) (modulo les solutions constantes). De plus, ces solutions sont analytiques : elles
ont la re´gularite´ des fonctions inte´rieures qui apparaissent dans l’e´quation (C).
Cet exemple fait clairement ressortir que l’hypothe`se de mesurabilite´ est ne´cessaire si l’on veut que
les solutions d’une efa satisfassent de “bonnes proprie´te´s” de re´gularite´ et de finitude. On verra
en 1.2 que cette hypothe`se de mesurabilite´ est e´galement suffisante. Tout ceci justifie qu’on ne
s’inte´resse qu’aux solutions au moins mesurables de (E).
Puisqu’on s’inte´resse a` la re´solution locale des efa en un point ω, il est e´galement ne´cessaire de
faire une hypothe`se sur ω pour e´viter des situations analogues a` la suivante : si l’on conside`re
(C) comme e´quation dans le champ complexe, on montre facilement qu’elle admet une unique
solution analytique non-constante (modulo multiplication par un scalaire) au voisinage de tout
point ω := (x, y) ∈ R2 tel que xy 6= 0. Ainsi, pour tout ω 6∈ Σ := {xy = 0 }, on a :
dimC S
M
ω (E) = 1 .
Ces solutions proviennent d’une solution globale de (C) holomorphe mais multivalue´e et peuvent
toutes se de´duire l’une de l’autre par prolongement analytique. Par contre, on montre facilement
que (C) n’admet aucune solution locale mesurable non-triviale au voisinage des points de la forme
ω = (x, y) quand xy = 0. En d’autres termes, pour tout ω ∈ Σ, on a :
dimC S
M
ω (E) = 0 .
Pour une afe quelconque (E), le meˆme phe´nome`ne se produit : il existe un sous-ensemble analytique
S(E) de X en les points duquel la re´solution locale de (E) est proble´matique. On montrera que cet
ensemble est inclus dans l’ensemble Σ(E) forme´ des points ou` l’hypothe`se (W) n’est pas ve´rifie´e :
S(E) ⊂ Σ(E) :=
⋃
1≤i<j≤n
{
ω ∈ X ∣∣ dUi ∧ dUj(ω) = 0} .
Dans la suite, on note Y l’ouvert dense M \ Σ(E).
En 1.2.3, on montre que pour tout ω,$ ∈ Y , les solutions holomorphes locales de (E) en $ peuvent
s’obtenir a` partir des solutions holomorphes de (E) en ω par prolongement analytique. En d’autres
termes, les solutions holomorphes locales en ω 6∈ Σ(E) sont en fait globales (mais elles peuvent eˆtre
multivalue´es). Cela justifie qu’on se restreigne a` la re´solution locale de (E) en les points ω 6∈ Σ(E).
Pour re´sumer, on a fait ressortir que si l’on s’inte´resse a` la re´solution locale de (E) en ω, il est
ne´cessaire de supposer que
1. ω 6∈ Σ(E) (cela implique que la condition W est bien ve´rifie´e au voisinage de ω) ;
2. les solutions (F1, . . . , Fn) de (E) e´tudie´es sont suppose´es au moins mesurables.
Dans ce qui suit, on se placera toujours dans une situation ou` ces hypothe`ses sont satisfaites.
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1.2. Quelques re´sultats sur les solutions d’une e´quation fonctionnelle abe´lienne
En 1.2.1, on commence par e´tablir un re´sultat sur la re´gularite´ des solutions d’une efa re´elle (E). On
en de´duira que la de´termination des solutions mesurables se rame`ne a` la de´termination des solutions
holomorphes de (E), conside´re´e comme efa dans le domaine complexe. En 1.2.2, on montre que
les solutions locales holomorphes d’une efa dans le domaine complexe sont en fait globales (mais
multivalue´es). Pour finir, on donne un re´sultat classique qui affirme la finitude de l’espace des
solutions locales d’une efa.
1.2.1. Sur la re´gularite´ des solutions d’une e´quation fonctionnelle abe´lienne. — On se
place ici dans un cadre re´el. On fixe une efa (E) et ω ∈ S \ Σ(E). On va montrer que les solutions
mesurables de (E) au voisinage de ω sont force´ment analytiques. Comme il s’agit de prouver un
re´sultat de re´gularite´ qui est une notion locale, on ne perd pas en ge´ne´ralite´ en supposant que
S = { |x| < 1, |y| < 1 }, Σ(E) = ∅, ω = 0 et Ui(0) = 0 pour i = 1, . . . , n. De meˆme, on peut se
restreindre aux solutions dont les composantes sont a` valeurs re´elles.
Ces conventions e´tant pose´es, on peut e´noncer la
Proposition 1.2.1. — Soit F = (F1, . . . , Fn) ∈ (M0)n tel que F1(U1)+ · · ·+Fn(Un) ≡ 0 dans un
voisinage de 0. Alors les Fi sont analytiques. Les complexifie´s F
C
i ∈ O0 sont tels que (F C1 , . . . , F Cn )
est une solution holomorphe locale de (E) dans un voisinage complexe de l’origine.
De´monstration : on garde les notations de l’e´nonce´. Par une application directe du Theorem 3.3
de [Ja´ 86], on de´duit que l’hypothe`se de mesurabilite´ faite sur les Fi implique leur continuite´
(1) .
Notons qu’on peut montrer que la mesurabilite´ des Fi implique leur continuite´ en supposant les Ui
de classe C2 seulement.
On montre par re´currence que les Fi sont lisses au voisinage de 0. Soit k ≥ 0. Supposons qu’on
ait montre´ que F1, . . . , Fn sont C
k dans un voisinage de l’origine. Puisque ω = 0 6∈ Σ(E), on a
dU1 ∧ dU2 6= 0 au voisinage de 0 et, quitte a` prendre U1 et U2 comme nouvelles coordonne´es,
on peut supposer que U1(x, y) = x et U2(x, y) = y. Alors pour (x, y) suffisamment proche de
(0, 0), on a :
(∗) F1(x) + F2(y) + F3
(
U3(x, y)
)
+ · · ·+ Fn
(
Un(x, y)
)
= 0 ,
d’ou` en inte´grant :
y × F1(x) = −
∫ y
0
(
F2(y) + F3
(
U3(x, y)
)
+ · · ·+ Fn
(
Un(x, y)
))
dy .
Puisqu’on a suppose´ les Fi de classe C
k, le membre de droite de cette dernie`re e´galite´ est de classe
Ck+1. Il ne reste plus qu’a` fixer y 6= 0 pour obtenir que F1 est Ck+1 dans un voisinage de l’origine.
Vu qu’on peut supposer Ui(x, y) = x et Uj(x, y) = y quels que soient i, j = 1, . . . , n avec i 6= j,
on montre ainsi par re´currence que les Fi sont C
∞ (notons que si l’on a suppose´ les Ui seulement
Cs+1, le meˆme argument montre que les Fi sont C
s au moins).
Montrons maintenant que les Fi sont analytiques. Pour k = 1, . . . , n, posons
φk := Fk(Uk) et Xk :=
∂ Uk
∂y
∂
∂x
− ∂ Uk
∂x
∂
∂y
.
(1) Le Theorem 4.1 du meˆme article montre que la continuite´ des Fi est e´galement assure´e si l’on suppose que ceux-ci
sont dans la premie`re classe de Baire (i.e. qu’elles sont continues sur une intersection de´nombrable d’ouverts denses).
On en de´duit que l’e´nonce´ de la Proposition 1.2.1 est encore valide sous cette autre hypothe`se de re´gularite´.
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Le n-uplet (F1, . . . , Fn) est solution de (∗) si et seulement si (φ1, . . . , φn) est solution du syste`me :
(S) :

Xk(φk) = 0 (k = 1, . . . , n) ,
∂x
(
φ1 + · · ·+ φn
)
= 0 ,
∂y
(
φ1 + · · ·+ φn
)
= 0 .
C’est un syste`me diffe´rentiel line´aire homoge`ne du premier ordre. En l’e´crivant sous forme ma-
tricielle et en conside´rant la matrice des symboles principaux associe´e, on montre que le syste`me
(S) est elliptique (voir [JR 86]). Par des re´sultats classiques sur l’hypoellipticite´ des ope´rateurs
diffe´rentiels line´aires elliptiques a` coefficients analytiques, on de´duit que les solutions de (S) sont en
fait analytiques si elles sont suppose´es suffisamment re´gulie`res. Il en de´coule imme´diatement que
les Fi sont analytiques.
Le fait que les F Ci ve´rifient la version complexe de (E) dans un voisinage de l’origine de C2 est une
conse´quence directe du the´ore`me d’unicite´ en analyse complexe. 
Remarque : on montre de la meˆme fac¸on la version “avec second membre” de la Proposition 1.2.1,
a` savoir que les fonctions mesurables Fi sont analytiques si le germe F1(U1) + · · · + Fn(Un) l’est.
De cette proposition, on de´duit un morphisme R-line´aire injectif de “complexification” :
% : SMω (E) // SOω (E)
(Fk)
n
k=1
 //
(
F Ck
)n
k=1
.
D’autre part, on a trivialement un morphisme de “restriction au domaine re´el” :
ρ : SOω (E) // SMω (E)
(Gk)
n
k=1
 //
(<e(Gk|R))nk=1 .
Il est clair que ρ ◦ % est l’identite´ sur SOω(E) : la de´termination dans le champ re´el des solutions
mesurables de (E) se rame`ne a` la de´termination des solutions holomorphes de (E) conside´re´e comme
efa dans le champ complexe. Cela justifie que l’on ne s’inte´resse plus qu’a` l’e´tude des solutions
holomorphes. A` partir de maintenant, on se place dans un cadre analytique complexe.
1.2.2. Sur le prolongement analytique des solutions d’une e´quation fonctionnelle
abe´lienne. — Dans cette section, on montre qu’une solution holomorphe locale d’une efa (E) au
voisinage d’un point ω 6∈ Σ(E) se prolonge analytiquement le long de tout chemin qui e´vite Σ(E).
On pose Y := X \ Σ(E) et Yk := Uk(Y ) pour k = 1, . . . , n. On a le
The´ore`me 1.2.2. — Soit ω ∈ Y et des germes Fk ∈ O(Yk, ωk) (k = 1, . . . , n) tels que F1(U1) +
· · ·+Fn(Un) admette un prolongement analytique le long de tout chemin dans Y . Alors pour tout k,
le germe Fk est la de´termination en ωk d’une fonction holomorphe multivalue´e sur Yk.
De´monstration : on fixe une me´trique surX, note´e d. On va supposer que F1(U1)+· · ·+Fn(Un) ∈
O(Y, ω) est identiquement nul. La de´monstration dans le cas ge´ne´ral est identique.
Posons σ(ω) := d
(
ω,Σ(E)) > 0. Il existe ε > 0 tel que les applications φk := Fk ◦ Uk sont de´finies
sur la boule ouverte B(ω, ε) := {$ | d(ω,$) < ε } ⊂ Y . On en de´duit que
τ(ω) := inf
{
t > 0
∣∣ ∀ k , φk se prolonge de fac¸on holomorphe a` B(ω, t) } ≥ ε > 0 .
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Montrons que τ(ω) = σ(ω). On raisonne par l’absurde en supposant que τ(ω) < σ(ω). On pose
Bω := B(ω, τ(ω)). Vu la de´finition de τ(ω), on a φk ∈ O
(
Bω
)
pour k = 1, . . . , n. Soit $ ∈
∂B(ω, τ(ω)). On va montrer que chaque φk admet un prolongement holomorphe au voisinage de $.
On se fixe une carte holomorphe sur un voisinage ouvert Ω de $ et on note x, y les coordonne´es
holomorphes associe´es. Pour k = 1, . . . , n, on conside`re les champs de vecteurs Xk := (∂y Uk) ∂x −
(∂x Uk) ∂y de´finis sur Ω. De par la de´finition des φk, on a Xk(φk) = 0 sur Bω ∩Ω (quel que soit k) :
la fonction φk est constante le long des lignes de niveaux {Uk = cte }. Un point essentiel est que
ces lignes de niveaux sont globalement de´finies sur Y et en particulier au voisinage de $. De plus,
elles s’intersectent transversalement en $. Ces deux faits vont nous permettre de prolonger chaque
φk au voisinage de $.
On note TR$ ∂Bω l’espace tangent a` ∂Bω en $. C’est un sous-espace re´el a` trois dimension de l’es-
pace complexe tangent a` Y en $, note´ T$ Y . L’espace TR$ ∂Bω contient une unique droite complexe
de T$ Y que l’on note T$ ∂Bω . Pour k ≤ n, soit Ck($) la ligne de niveau {Uk = cte} passant par
$. Comme on a suppose´ τ(ω) < σ(ω), on a $ 6∈ Σ(E) et donc dUk($) 6= 0 pour tout k. Ainsi,
quitte a` restreindre l’ouvert Ω, on peut supposer que l’intersection de C k($) avec Ω est une varie´te´
complexe de dimension 1. On note T$Ck son espace complexe tangent en $.
On va prolonger φ1 au voisinage de $. Supposons que T$ ∂Bω et T$C
1 s’intersectent transversa-
lement dans T$ Y . Appelons condition (T) cette condition de transversalite´. Le fait que T$ ∂Bω
contienne une unique droite complexe implique que T$C k 6⊂ T$ ∂Bω (pour des raisons de dimen-
sion). On en de´duit que Ck($)∩Bω 6= ∅. Parce que tous les objets ge´ome´triques conside´re´s ici sont
analytiques et donc lisses, la condition (T) est ouverte, ce qui implique que, quitte a` restreindre Ω,
on peut supposer que pour tout ζ ∈ Ω, on a C1(ζ)∩Bω 6= ∅. Soit alors ζ ′ ∈ C1(ζ)∩Bω : on de´finit la
valeur de φ1 en ζ en posant φ1(ζ) := φ1(ζ
′). Comme φ1 est constante le long des lignes de niveaux
de U1 dans Bω, on en de´duit que φ1(ζ) ne de´pend pas de ζ
′. On de´finit ainsi un prolongement de φ1
a` tout Ω, que l’on note encore φ1. Il est constant le long des lignes de niveaux de U1, et on montre
sans difficulte´ qu’il est holomorphe (voir la Figure 1).
PSfrag replacements Σ(E)
ω
$
Bω
Figure 1. cas ou` la condition (T) est ve´rifie´e.
Traitons maintenant le cas ou` la condition (T) n’est pas satisfaite en $ (cette situation est
repre´sente´e par la Figure 2). On a : T$ ∂Bω = T$C
1. L’hypothe`se de position ge´ne´rale dU1 ∧
dUk($) 6= 0 est ve´rifie´e pour k = 2, . . . , n. Cela signifie que les courbes C k($) intersectent trans-
versalement C1($) en $. On en de´duit que les courbes Ck($) satisfont toutes la condition (T) en
$ (pour k = 2, . . . , n). Les meˆmes arguments que ci-dessus impliquent que chaque φk admet un
prolongement holomorphe dans un voisinage de $. On note encore φk ces prolongements. On pose
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alors, au voisinage de $ :
(?) φ1 := −(φ2 + · · ·+ φn) .
Puisque l’e´quation (E) est ve´rifie´e sur Bω, cela de´finit bien un prolongement holomorphe de φ1.
PSfrag replacements
Σ(E)
ω
$
Bω U1 = cte.
Figure 2. cas ou` la condition (T) n’est pas ve´rifie´e
Ainsi, comme $ est arbitraire dans la discussion ci-dessus, on peut prolonger chaque φi au voisinage
de n’importe quel point du bord de Bω. Cela contredit la de´finition de τ(ω). On en de´duit qu’on a
force´ment τ(ω) = σ(ω).
Il est maintenant facile d’e´tablir le the´ore`me. Soit γ : [0, 1] → Y un chemin reliant ω a` un point
ω′ ∈ Y . De ce qui pre´ce`de, il de´coule imme´diatement que tous les germes φk admettent un prolon-
gement analytique le long de γ. On en de´duit que ces φk sont des de´terminations en ω de fonctions
Φk ∈ O˜(Y ) (pour k = 1, . . . , n). D’autre part, dans la boule Bω, la fonction φk est constante le
long des lignes de niveaux de Uk. Par le the´ore`me d’unicite´, on en de´duit que Φk satisfait cette
proprie´te´ globalement sur Y . Cela implique qu’en tout point ω ′ ∈ Y toute de´termination de Φk
s’e´crira Fk(Uk). Il en de´coule que Φk est “globalement” de la forme Fk(Uk), ou` Fk est une fonction
holomorphe multivalue´e sur Yk dont une de´termination en ωk est le germe Fk initial. Le the´ore`me
est de´montre´. 
Remarque : comme on l’a vu plus haut, a` toute solution de (E) est associe´e une unique solution
du syste`me diffe´rentiel (S) de la Proposition 1.2.1. On peut conside´rer le D-module M(S) sur Y
associe´ a` ce syste`me diffe´rentiel. On peut montrer que la varie´te´ caracte´ristique de M(S) est la
section nulle du fibre´ cotangent T∗ Y . Ce D-module est donc une connexion et, en particulier, est
holonome. Un the´ore`me tre`s ge´ne´ral sur la cohomologie du complexe des solutions d’un D-module
holonome (“le the´ore`me de constructibilite´” de Kashiwara) implique alors de fac¸on imme´diate le
re´sultat pre´ce´dent. Au lieu d’utiliser un tel “the´ore`me-massue”, nous avons pre´fe´re´ en donner une
preuve ge´ome´trique e´le´mentaire.
Dans le deuxie`me chapitre, on montre qu’il existe des e´quations diffe´rentielles line´aires Lk a` co-
efficients me´romorphes sur Y , telles que si (F1, . . . , Fn) est une solution (locale) de (E), alors Fk
est une solution de Lk (pour k = 1, . . . , n). On en de´duit imme´diatement que ces Fk se prolongent
holomorphiquement sur le comple´mentaire Ok d’un ensemble analytique dans Xk. Cependant, il
semble difficile d’e´tablir qu’on a Ok ⊃ Yk.
Du The´ore`me 1.2.2, il vient (avec les meˆmes notations) :
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Corollaire 1.2.3. — Si γ est un chemin reliant ω a` $ dans Y , alors le prolongement analytique
le long de γ des solutions holomorphes locales en ω de (E) donne lieu a` un isomorphisme :
SOω (E) // SO$(E)
(F1, . . . , Fn)
 //
(
F
[γ1]
1 , . . . , F
[γn]
n
)
.
(On a pose´ γk := Uk ◦ γ pour k = 1, . . . , n).
Ainsi, de la re´solution locale de (E) en un point, on pourra de´duire la re´solution locale en n’importe
quel autre point.
A priori, les solutions globales d’une efa sont multivalue´es. Dans certains cas explicites inte´ressants,
il se trouve que les composantes de ces solutions sont hautement ramifie´es. Cela aura deux
conse´quences pour nous :
– la premie`re est que par prolongement analytique le long des lacets d’origine ω ∈ Y , on pourra
obtenir de nouvelles solutions de (E) a` partir d’une solution connue ;
– la deuxie`me est qu’il sera parfois possible de de´terminer la monodromie des composantes d’une
solutions de (E) directement a` partir de l’e´quation fonctionnelle. Cela donne lieu a` une “me´thode”
pour re´soudre les efa (voir 2.2).
1.2.3. Finitude de la dimension de l’espace des solutions d’une efa. — Il s’agit ici de
rappeler la :
Proposition 1.2.4. — Si ω 6∈ Σ(E), l’espace des solutions holomorphes locales en ω d’une efa est
de dimension finie. On a la borne explicite et optimale :
dimC S
O
ω (E) ≤ 1
2
(n− 1)(n− 2) .
Ce re´sultat, formule´ dans le cadre de la ge´ome´trie des tissus plans, est duˆ a` Bol et date de 1932.
On renvoie au chapitre 4 (section 3) pour des pre´cisions sur la borne (n − 1)(n − 2)/2, qui est
fondamentale en ge´ome´trie des tissus. On ne donne pas ici de de´monstration de cette proposition,
qui sera obtenue comme corollaire des re´sultats de la section 5.1. (cf. Corollaire 5.1.12).
Notons que cette proposition reste valide dans le re´el. La preuve de Bol demande, comme hypothe`ses
de re´gularite´, que les Ui soient C
d au moins, ou` d est une constante qui de´pend de n. Dans [Fr 70],
B. Fridman montre qu’on peut en fait prendre d = 1 dans tous les cas.
Exemple : au voisinage d’un point ω = (x0, y0) ∈ C2 \ {xy = 0}, on a :
d xy
xy
=
y dx+ x dy
xy
=
d x
x
+
d y
y
.
On en de´duit que, si Lκ de´signe la fonction holomorphe z 7→
∫ z
κ dx/x, alors L :=
(
Lx0 , Ly0 ,−Lx0y0
)
est une solution non-triviale de (C) au voisinage de ω. Parce que cette efa est a` trois inconnues, on a
dimC S
O
ω (C) ≤ 1 par la proposition ci-dessus. On retrouve ainsi sans calculs le re´sulat bien connu :
S
O
ω (C) = 〈L 〉 .
CHAPITRE 2
SUR LA DE´TERMINATION DES SOLUTIONS D’UNE
E´QUATION FONCTIONNELLE ABE´LIENNE
Dans ce chapitre, on s’inte´resse au proble`me de la re´solution effective d’une efa fixe´e
F1(U1) + · · ·+ Fn(Un) = 0
qu’on de´signera par (E) dans toute la suite. On a de´gage´ deux me´thodes de re´solution, de na-
ture distincte.
La premie`re, expose´e en 2.1, repose sur le fait que, suivant une me´thode ge´ne´rale que l’on peut attri-
buer a` Abel, il est possible d’e´liminer les inconnues Fi pour construire des e´quations diffe´rentielles
line´aires que les Fi solutions de (E) devront ne´cessairement ve´rifier. Cela rame`ne la re´solution d’une
efa a` la re´solution de plusieurs e´quations diffe´rentielles line´aires. Cette me´thode, que l’on appellera
la me´thode d’Abel, s’applique localement, se formalise rigoureusement et donne lieu a` un algorithme
efficace que l’on a imple´mente´ sur maple (voir 2.1 ci-dessous et la section A.1 de l’appendice).
En 2.2, on propose une deuxie`me me´thode de re´solution, qui repose sur des arguments de mono-
dromie qui sont de nature globale. Elle pourra s’appliquer si les Ui sont des fonctions de´finies sur
une varie´te´ complexe X et telles que la topologie de X \ Σ(E) est non-triviale, par exemple si les
Ui sont des fractions rationnelles. Elle repose sur le fait que, dans certains cas, certaines solutions
d’une efa sont de´termine´es par leur monodromie, qui peut eˆtre de´termine´e “a priori” a` partir de
l’e´quation fonctionnelle (E). Si cette deuxie`me me´thode repose sur des arguments de nature plus
ge´ome´trique que ceux qui justifient la me´thode d’Abel, elle est aussi moins bien formalise´e et moins
ge´ne´rale. On l’appliquera cependant avec succe`s dans plusieurs cas inte´ressants, dans ce chapitre
et le suivant.
2.1. La me´thode d’Abel
La premie`re publication de Abel (voir [Ab 23]) consiste en la description d’une me´thode ge´ne´rale
pour trouver des fonctions d’une seule quantite´ variable, lorsqu’une proprie´te´ de ces fonctions est
exprime´e par une e´quation entre deux variables (c’est d’ailleurs le titre de l’article).
Il y de´crit les grandes lignes d’un proce´de´ maintenant tre`s classique pour re´soudre les e´quations
fonctionnelles en deux (ou plusieurs) variables : il explique qu’a` partir de l’e´quation fonctionnelle
conside´re´e, il faut e´liminer les diffe´rentes inconnues en proce´dant a` des diffe´rentiations successives.
Au final, on obtient une e´quation diffe´rentielle qui porte sur une unique inconnue. Il ne reste alors
plus qu’a` re´soudre ces e´quations diffe´rentielles pour obtenir les formes les plus ge´ne´rales que peuvent
prendre les inconnues qui apparaissent dans l’e´quation fonctionnelle de de´part : sa re´solution dans
la plus grande ge´ne´ralite´ s’en de´duit alors sans difficulte´.
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Bien suˆr, cette approche avait de´ja e´te´ utilise´e par des pre´de´cesseurs d’Abel mais seulement dans
des cas particuliers. C’est Abel qui en a fait une “me´thode ge´ne´rale” et c’est pour cette raison qu’on
l’appelle la “me´thode d’Abel”.
Dans [Ab 23], il illustre cette me´thode en re´solvant les deux e´quations fonctionnelles :
F (x) + F (y)− F (xy) = 0 ,
(A) G(x) +G(y) −G( x+ y
1− xy
)
= 0 ,
sur lesquelles nous reviendrons (notons que Abel ne pre´cise a` aucun moment le domaine de validite´
suppose´ de l’e´quation conside´re´e, ni les hypothe`ses de re´gularite´ faites sur l’inconnue).
Il se trouve que la me´thode d’Abel s’applique de fac¸on tre`s efficace a` la re´solution des e´quations
fonctionnelles abe´liennes. Ce fait, somme toute assez e´le´mentaire, n’est pourtant signale´ nulle part
dans la litte´rature ou` apparaˆıt la notion d’efa (comme par exemple la litte´rature sur la “ge´ome´trie
des tissus”, voir la seconde partie de cette the`se). C’est peut-eˆtre parce que l’application pratique
de cette me´thode demande tre`s vite beaucoup de calculs, qu’il n’est pas possible de traiter a`
la main la plupart du temps.
On dispose maintenant de moyens de calcul formel performants qui sont susceptibles de rendre
cette me´thode de re´solution effective et donc digne d’inte´reˆt. Dans le cas des efa, la me´thode
d’Abel se laisse suffisamment formaliser pour qu’on puisse construire un algorithme qui, a` partir de
(U1, . . . , Un), renvoie les coefficients me´romorphes a1, . . . , am−1 d’une e´quation diffe´rentielle line´aire
a1(u)F
′
1(u) + · · · + am−1(u)F (m−1)1 (u) + F (m)1 (u) = 0
qui sera ve´rifie´e par les composantes en U1 des solutions de (E).
C’est pour de´crire pre´cise´ment cet algorithme qu’on de´taille maintenant comment la me´thode
d’Abel se formalise dans le cas des efa .
Dans tout ce qui suit, l’expression e´quation diffe´rentielle line´aire sera abre´ge´e edl.
Pour faire le lien entre l’efa initale et les edl que l’on veut obtenir, il est pratique d’introduire
une notion d’e´quation fonctionnelle-diffe´rentielle abe´lienne (abre´ge´e efda) qui ge´ne´ralise a` la fois la
notion d’efa et celle d’edl. Nous allons poser quelques de´finitions pre´cises.
Pour simplifier la pre´sentation, on travaille dans les germes en (C2, 0) et on supposera que, pour
i = 1, . . . , n, on a Ui(0) = 0. Soit A =
(Aji) (avec i = 1, . . . , n et j = 0, . . . ,mi) une famille de
germes de fonctions me´romorphes en l’origine telles que, pour tout i, il existe j ≤ mi avec A(j)i 6≡ 0.
De´finition 2.1.1. — On dit que l’ope´rateur :
efda
[A] : O(C, 0)n 3 (G1, . . . , Gn) 7→ n∑
i=1
mi∑
j=0
Aji G(j)i (Ui) ∈ O(C2, 0)
est un ope´rateur fonctionnel-diffe´rentiel abe´lien de longueur n. L’efda associe´e est l’e´quation
efda(A) :
n∑
i=1
mi∑
j=0
Aji G(j)i (Ui) = 0 ,
dont l’espace des solutions est l’espace vectoriel
S[A] := Ker ( efda[A] : O(C, 0)n → O(C2, 0)) .
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Le n-uplet (m1, . . . ,mn) est le type de efda(A). On dit que c’est son ve´ritable type si
Amii 6≡ 0 pour i = 1, . . . , n .
Avec cette de´finition, on peut dire que les efa et les edl sont des edfa particulie`res, de type respectif
(0, . . . , 0) et (k) (avec k > 0). Introduisons une relation d’ordre sur les types qui nous sera utile :
De´finition 2.1.2. — Soient m = (mi)
n
i=1 et w = (wk)
N
k=1 deux types. On dit que m est plus petit
que w si n < N , ou bien si n = N , et quem est plus petit que w pour l’ordre lexicographique inverse.
On a maintenant tous les e´le´ments pour expliquer rigoureusement le proce´de´ d’e´limination d’Abel
qui, a` partir d’une edfa donne´e de type m, permet d’en de´duire une edfa admettant les solutions
de l’ edfa initiale comme solutions et dont le ve´ritable type est strictement plus petit que m.
Soit F1, . . . , Fn des germes holomorphes en 0, ve´rifiant l’e´quation efda
[A]
n∑
i=1
mi∑
j=0
Aji F (j)i (Ui) = 0 .
On suppose que Amii 6≡ 0 pour i = 1, . . . , n. Le ve´ritable type de efda[A] est donc (m1, . . . ,mn).
Puisque Amnn 6≡ 0, on peut diviser l’e´quation pre´ce´dente par Amnn pour obtenir
n−1∑
i=1
mi∑
j=0
Aji
Amnn F
(j)
i (Ui) +
mn−1∑
j=0
Ajn
Amnn F
(j)
n (Un) + F
(mn)
n (Un) = 0 .
Deux cas sont a` dinstinguer, suivant que tous les quotients Ajn/Amnn sont des fonctions en la variable
Un ou pas. On suppose dans un premier temps que ce n’est pas le cas (on a donc mn > 0).
En appliquant la de´rivation Xn := (∂yUn)y ∂x − (∂xUn) ∂y a` l’e´quation ci-dessus, il vient
n−1∑
i=1
mi∑
j=0
Xn
(
Aji
Amnn F
(j)
i (Ui)
)
+
mn−1∑
j=0
Xn
(
Ajn
Amnn
)
F (j)n (Un) = 0 .
On peut encore e´crire cette relation
efda
[Â ] n∑
i=1
bmi∑
j=0
Âji F (j)i (Ui) = 0 ,
ou` m̂n = mn − 1 ≥ 0, m̂i = mi + 1 pour i < n et Â = (Âji ), avec
(?) Âji =

Xn
( A0i
Amnn
)
pour i < n et j = 0 ,
Xn
( Aj
i
A
m1
1
)
+
Aj−1
i
Amnn
Xn(Ui) pour i < n et 0 < j ≤ mi ,
A
mi
i
Amnn
Xn(Ui) pour i < n et j = mi + 1 ,
Xn
(
Ajn
Amnn
)
pour i = n et 0 ≤ j < mn .
L’edfa associe´e a` Â est de type (m̂1, . . . , m̂n) qui est plus petit que le ve´ritable type (m1, . . . ,mn)
de edfa(A). A fortiori, cela sera vrai pour le ve´ritable type de edfa(Â).
Traitons maintenant le cas ou` Xn(Ajn/Amnn ) ≡ 0 pour j = 0, . . . ,mn. Par application de Xn a`
efda[A], on obtient que (F1, . . . , Fn) est solution de
n−1∑
i=1
bmi∑
j=0
Âji F (j)i (Ui) = 0 ,
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ou` les m̂i et les coefficients Âji (pour i < n et j ≤ m̂i) sont ceux qui viennent d’eˆtre de´finis ci-dessus.
De ce qui pre´ce`de, on de´duit que si (F1, . . . , Fn) est une solution de efda[A], c’est encore une solution
de efda[Â] qui est de type strictement plus petit. On appellera l’application A → Â , l’application
d’e´limination d’Abel ou encore, le proce´de´ d’e´limination d’Abel.
Remarques : 1. l’hypothe`se de position ge´ne´rale faite sur les Uk implique que Xn(Uk) 6≡ 0 pour
k < n. Vu les formules (?) qui de´finissent Â bmii en fonction de Amii , on de´duit que le ve´ritable type
de Â est (m̂1, . . . , m̂n−1) ou bien est de la forme (m̂1, . . . , m̂n−1, κ) avec κ < mn.
2. les formules (?) montrent e´galement que les coefficients de Â sont des expressions rationnelles
en les Ui, leurs de´rive´es partielles et les de´rive´es partielles d’ordre 1 des coefficients de A.
Nous dirons que edfa[A] est triviale si les Aji sont tous identiquement nuls au voisinage de l’origine.
Si edfa[A] est non-triviale, on dit qu’elle est irre´ductible si edfa[Â] est triviale. Vu la Remarque 1
ci-dessus, il est clair qu’une efda ne peut eˆtre irre´ductible que si elle est de la forme
A0 F1(U1) +A1 F
′
1(U1) + · · ·+Am Fm1 (U1) = 0 ,
avec X1(Ak) = 0 pour k = 0, . . . ,m, i.e si elle est de la forme
(∗) a0(U1)F1(U1) + a1(U1)F ′1(U1) + · · ·+ am(U1)Fm1 (U1) = 0 ,
c’est-a`-dire si c’est un e´quation diffe´rentielle line´aire en la variable U1.
Par induction sur le type, on obtient facilement la
Proposition 2.1.3. — Soit A une efda non-triviale. Alors il existe une e´quation diffe´rentielle (∗)
telle que si (F1, . . . , Fn) est solution de A , F1 est une solution de (∗). Celle edl est obtenue par
l’application successive du proce´de´ d’e´limination d’Abel. Ses coefficients peuvent s’exprimer comme
des expressions rationnelles en les coefficients de A , les Uk, et leurs de´rive´es partielles.
Bien suˆr, ce re´sulat s’applique aux efa, qui sont des efda de type particulier. Dans ce cas, les
coefficients des edl obtenues par la me´thode d’Abel sont des expressions rationnelles en les Ui et
leurs de´rive´es partielles. Cette simple remarque sera utilise´e de fac¸on inte´ressante en 5.2.
Exemples : 1. soient F1, . . . , F5 satisfaisant l’e´quation d’Abel ge´ne´ralise´e
F1
(
x
)
+ F2
(
y
)
+ F3
(
x/y
)
+ F4
(
(1− y)/(1 − x)
)
+ F5
(
(x/y)(1 − y)/(1 − x)
)
= 0 .
Par application de la me´thode d’Abel, on montre que F1 est solution de l’e´quation diffe´rentielle
F (4)(x) +
4(2x3 − 3x2 + x)
x2(1− x)2 F
′′′(x) +
2(1 − 7x+ 7x2)
x2(1− x)2 F
′′(x) +
2(2x− 1)
x2(1− x)2 F
′(x) = 0
qui admet pour solutions ge´ne´rales les fonctions de la forme (avec α, β, γ, δ ∈ C) :
x 7−→ α (Li2(x) + 1
2
log(x) log(1− x) )+ β log(x) + γ log(1− x) + δ .
Pour une re´solution comple`te de cette efa, on renvoie a` la section 2.2.1.2 plus loin dans ce chapitre.
2. dans [Wes 02], Wesolowski cherche a` re´soudre l’e´quation de “Matsumoto-Yor” ge´ne´ralise´e
(MY) G1(x) +G2(y) +G3
(
x(x+ y)
)
+G4
(
y(x+ y)
)
= 0
sous l’hypothe`se d’inte´grabilite´ locale des Gi, en supposant (MY) ve´rifie´e pour x, y > 0. Par la
Proposition 1.2.1, on sait que l’hypothe`se de mesurabilite´ suffit. De plus, par application de la
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me´thode d’Abel, on e´tablit que si les Gi sont solutions de (MY) au voisinage d’un point ge´ne´rique
(x0, y0) ∈ C2, alors G1 et G2 (resp. G3 et G4) satisfont l’e´quation diffe´rentielle
x2G′′′(x) + xG′′(x)−G′(x) = 0
(
resp. xG′′′(x) + 2G′′(x) = 0
)
.
On en de´duit que (MY) posse`de deux solutions line´airement inde´pendantes non-triviales :
(x)2 − (y)2 − x(x+ y) + y(x+ y) = 0 ,
et log(x)− log(y) + log(x(x+ y))− log(y(x+ y)) = 0 .
Notre re´solution de (MY) est plus ge´ne´rale et plus comple`te que celle de [Wes 02].
Remarques : si on pose U = (U1, . . . , Un), la Proposition 2.1.3 ci-dessus donne la construction
d’une e´quation line´aire qu’on note edl(U) qui sera ve´rifie´e par toute fonction F1 composante d’une
solution F1(U1) + · · · + Fn(Un) = 0 de (E). Cette e´quation de´pend de l’ordre dans lequel sont
effectue´s les multiples proce´de´s d’e´limination d’Abel. Si on note Uσ = (U1, Uσ(2), . . . , Uσ(n)) pour
σ ∈ S{2,...,n}, il peut arriver que, pour certaines permutations σ, les e´quations edl(U) et edl(Uσ) ne
soient pas du meˆme ordre. Ainsi, il est possible que edl(U) ne caracte´rise pas les composantes selon
U1 des solutions de (E). Il nous semble inte´ressant de parler un peu de ce proble`me.
Soit M[∂] l’anneau des (germes) d’ope´rateurs diffe´rentiels a` coefficients me´romorphes en l’origine.
C’est un anneau (non-commutatif) qui admet une (en fait deux : a` droite ou a` gauche, on choisit
cette dernie`re) division euclidienne naturelle. On note F1 le sous-espace engendre´ par les compo-
santes F1 des solutions de (E).
Le proble`me qui se pose est celui de la construction d’un ope´rateur diffe´rentiel unitaire P1[U ] ∈M[∂]
qui caracte´rise F1, i.e. tel que
Sol
(
P1[U ]
)
:=
{
F ∈ O(C, 0) ∣∣ P1[U ](F ) = 0} = F1 .
Il est clair qu’un tel ope´rateur existe toujours : si {F 11 , F 21 , . . . , Fm1 } est une base de F1, alors on
peut conside´rer l’ope´rateur diffe´rentiel unitaire d’ordre m, de´fini par :
LF1(G) :=
Wr
(
F 11 , . . . , F
m
1 , G
)
Wr
(
F 11 , . . . , F
m
1
)
ou` Wr de´signe le wronskien. D’apre`s un lemme classique de the´orie des e´quations diffe´rentielles
line´aires, l’espace des solutions de l’e´quation LF1(G) = 0 est exactement F1. L’unicite´ de P1[U ]
de´coule de fac¸on imme´diate du fait que l’anneau M[∂] est principal (a` droite).
On ne sait pas comment construire LF1 a` partir des Uk. Cependant, en notant EDL(U) le plus
grand commun diviseur des edl(Uσ) dans M[∂] (pour σ ∈ S{2,...,n}), il s’est trouve´ que EDL(U)
caracte´risait bien F1, dans tous les cas que nous avons e´tudie´s. Il serait inte´ressant de savoir
si cela est vrai en toute ge´ne´ralite´ et, si c’est bien le cas, pourquoi.
A` de nombreux endroits dans cette the`se, on donne des listes de solutions pour ceraines efa. La
plupart ont e´te´ obtenues par l’application de la me´thode d’Abel, qui se re´ve`le eˆtre un outil efficace
pour re´soudre les efa.
Lors de l’application de la me´thode d’Abel, le proce´de´ d’e´limination d’Abel s’arreˆte avant l’obtention
de l’edl F ′1(U1) = 0 si et seulement si les Ui ve´rifient une certaine e´quation diffe´rentielle rationnelle
en leurs de´rive´es partielles. On en de´duit que, les Uk e´tant fixe´es pour k = 2, . . . , n, on aura F1 = C
si U1 est suffisamment ge´ne´rique. De cette remarque on de´duit que
si les Ui sont suffisamment ge´ne´riques, l’efa (E) ne posse`de pas de solution non-constante.
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On va s’inte´resser a` des efa qui admettent beaucoup de solutions et plus particulie`rement a` celles
dont les solutions engendrent un espace de la plus grande dimension possible. De par la remarque
ci-dessus, ces efa sont “hautement non-ge´ne´riques”. On peut dire que le proble`me fondamental qui
nous occupe dans cette the`se est celui de comprendre de quelle nature est la spe´cificite´ des efa pour
lesquelles la borne de la Proposition 1.2.4 est atteinte.
2.2. La me´thode de monodromie a priori
Dans cette section, on explique comment le fait pour (F1, . . . , Fn) d’eˆtre solution d’une efa (E)
permet dans certains cas de de´terminer a priori la monodromie des Fi. On montre ensuite que la
connaissance de ces monodromies permet (dans certains cas) de construire des solutions de (E).
Contrairement a` la me´thode pre´ce´dente, celle qui est de´crite ici ne s’applique pas dans le cas
ge´ne´ral : elle repose sur des arguments ge´ome´triques et demande donc que les objets conside´re´s
soient globalement de´finis. Une situation qui rentre dans ce cadre est celle ou` X est une surface
alge´brique complexe et les Ui des fonctions rationnelles sur X. Dans toute cette section, nous sup-
poserons que l’on est dans ce cas, avec l’hypothe`se supple´mentaire que X := CP2. Ces hypothe`ses
simplificatrices sont justifie´es par le fait que tous les exemples explicites que nous conside´rerons
dans ce chapitre et le suivant sont de ce type.
La me´thode de´crite ici permet de de´terminer les solutions d’une efa qui sont a` croissance loga-
rithmique, quand les Ui satisfont une condition nomme´e condition (C) (de´finie ci-dessous). Cette
condition n’est pas naturelle et est restrictive mais sera ve´rifie´e dans les cas qui nous inte´resseront,
et elle permet d’exposer cette me´thode de monodromie a priori de fac¸on claire et relativement bien
formalise´e.
Pour i compris entre 1 et n, Ui de´signe une fraction rationnelle non-constante en deux variables.
On la conside`re comme une fonction rationnelle sur X := CP2. Le lieu singulier Σ(E) de´termine´
par les Ui est de dimension 1. On pose Y := X \ Σ(E) et on fixe un point courant ω ∈ Y .
Pour i = 1, . . . , n, il existe un entier mi > 0 et des points distincts a
κ
i de CP
1 (κ = 0, . . . ,mi) tels que
Yi := Ui(Y ) = CP
1 \ {aκi | 0 ≤ κ ≤ mi } .
Quitte a` composer Ui a` gauche par une transformation projective, on peut toujours suppo-
ser que a0i = ∞. Pour κ ≤ mi, on choisit un lacet γκi d’origine ωi, d’indice 1 par rapport a` aσi si
σ = κ et d’indice nul sinon. Alors les classes d’homotopies [γκi ] et leur inverses engendrent Π1(Yi, ωi).
PSfrag replacements
ωi
a01 = ∞
a1i
a2i
a3i
a4i
γ1i
γ2i
γ3i
γ4i
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Pour i ≤ n, on note δi le degre´ d’une courbe de niveau ge´ne´rique {Ui = λ}. Pour k 6= i, l’application
Uik := (Ui, Uk) : Y → Yi × Yk est un reveˆtement fini a` δik feuillets, avec 0 < δik ≤ δi δk.
La condition (C) que l’on suppose ve´rifie´e dans tout ce qui suit est que :
pour tout i compris entre 1 et n, il existe ` = `(i) 6= i tel que le reveˆtement Ui` est 1-1.
Sous cette hypothe`se, pour κ = 1, . . . ,mi il existe un lacet γ
κ
i` dans Y , d’origine ω, tel que
[Ui ◦ γκi`] = [γκi ] dans Π1(Xi, ωi) et [U` ◦ γκi`] = [1] dans Π1(X`, ω`) .
On fixe maintenant une solution non-de´ge´ne´re´e de (E) en ω, note´e F := (F1, . . . , Fn). On a
F1(U1) + F2(U2) + · · ·+ Fn(Un) = 0 (dans Oω) .
D’apre`s le The´ore`me 1.2.2, chaque Fk peut eˆtre analytiquement prolonge´ le long de n’importe quel
chemin dans Yk. On peut donc “prolonger l’e´quation” ci-dessus le long de γ
κ
i`. On obtient :
F
[U1◦γκi ]
1 (U1) + · · · + F
[γκi ]
i (Ui) + · · ·+ F [1]` (U`) + · · · + F
[Un◦γκi ]
n (Un) = 0 (dans Oω) .
Cette nouvelle e´quation fonctionnelle est note´e
F[γ
κ
i ] :=
(
F
[U1◦γκi ]
1 , . . . , F
[Un◦γκi ]
n
)
∈ SOω (E) .
La diffe´rence F[eγκi ] −F est une solution de (E) en ω : on a F[eγκi ] −F ∈ SOω (E), ou de fac¸on plus ex-
plicite : (
F
[U1◦γκi ]
1 (U1)− F1(U1)
)
+ · · ·+ (F [γλi ]i (Ui)− Fi(Ui))+ ··
··+ (F [1]` (U`)− F`(U`))+ · · ·+ (F [Un◦γκi ]n (Un)− Fn(Un)) = 0 .
Du fait que F
[1]
` − F` ≡ 0, on de´duit que F[γ
κ
i ] −F est une sous-solution de (E).
Supposons, d’autre part, que l’on connaisse une base {Bν = (Bν1 , . . . , Bνn) | ν = 1, . . . ,M } de
l’espace engendre´ par les sous-solutions de (E) (on peut supposer que les Bν sont des sous-solutions).
Alors pour κ = 1, . . . ,mi, F
[eγκi ] − F s’exprime comme une combinaison line´aire des Bν : on a
F[γ
κ
i ] − F =
M∑
ν=1
βκ,νi B
ν ,
ou` les βκ,νi sont des constantes complexes (qui de´pendent de fac¸on line´aire de F). Ces relations sont
les formes concises des relations suivantes (i = 1, . . . , n) :
(?)κi M[γλi ] Fi = Fi +
M∑
ν=1
βκ,νi B
ν
i ,
(??)κi,s M[Us◦γλi ] Fs = Fs +
M∑
ν=1
βκ,νi B
ν
i (s = 1, . . . , n, s 6= i) .
Soit G une fonction holomorphe multivalue´e sur une varie´te´ complexe Z. Connaˆıtre la monodromie
de G signifie connaˆıtre une “repre´sentation de monodromie”
Π1(Z, z) −→ Aut
[
Gz
]
: [γ] 7−→
(
M[γ] : g 7→ g[γ]
)
,
pour (au moins) un z ∈ Z (ou` Gz de´signe l’espace engendre´ par les de´terminations de G en z).
Parce que les γκi sont tels que la famille {[γκi ], [γκi ]−1 |κ ≤ mi} engendre Π1(Yi, ωi), les relations
(?)κi nous donnent a priori la monodromie des composantes Fi de F. On a la
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Proposition 2.2.1. — Si la condition (C) est ve´rifie´e, alors la monodromie de la i-e`me compo-
sante d’une ve´ritable solution de (E) peut eˆtre exprime´e comme combinaison line´aire des i-e`mes
composantes des sous-solutions de (E).
Ce fait nous permet d’avoir un autre point de vue sur l’e´quation (E) : on oubliera la forme “fonc-
tionnelle” initiale de (E) pour ne prendre en compte que les relations de monodromie (?)κi et (??)κi,s.
Puisque les relations (?)κi donnent la monodromie des solutions de (E), on va les conside´rer comme
“e´quations de monodromie”. Avec ce point de vue, les relations (??)κi,s apparaissent comme des
“relations de compatibilite´” portant sur ces e´quations de monodromie. On explique maintenant
comment on peut obtenir des solutions de l’e´quation fonctionnelle (E) en re´solvant les e´quations de
monodromie (?)κi .
Supposons qu’il existe une solution non-de´ge´ne´re´e (F1, . . . , Fn) de (E) en ω. Alors il existe des
constantes complexes βκ,νi satisfaisant les relations (?)
κ
i et (??)
κ
i,s. Soit H = (H1, . . . ,Hn) tel que,
pour tout i ≤ n, Hi ∈ O˜(Yi) posse`de une de´termination en ωi, encore note´e Hi, qui satisfait les
relations (?)κi . Alors le germe Hi−Fi se prolonge comme une fonction holomorphe sur Yi , qui n’est
plus ramifie´e. On en de´duit que le germe H = Σn1 (Hi−Fi) ◦Ui est la restriction, a` un voisinage de
ω, d’une fonction holomorphe sur Y , encore note´e H.
Supposons maintenant que l’on peut trouver de tels Hi posse´dant en plus la proprie´te´ d’eˆtre a`
croissance mode´re´e. Alors H est une fonction holomorphe sur CP2 \ Σ(E) e´galement a` croissance
mode´re´e. Par un the´ore`me du type Liouville, on en de´duit que H est constante.
Si les sous-solutions de (E) sont connues, le proble`me de trouver une solution non-de´ge´ne´re´e dans
SOω(E) a` croissance mode´re´e revient a` la re´solution des e´quations de monodromie (?)κi dans l’espace
ΠiOlogωi (Yi). Ce qui rend ce point de vue conceptuellement inte´ressant est qu’il rame`ne la re´solution
de (E) a` un proble`me line´aire en les inconnues Fi.
Remarques : 1. il semble qu’un grand nombre de solutions d’efa de´finies par des fractions ration-
nelles sont construites a` partir d’inte´grales ite´re´es. Ainsi, si on cherche a` re´soudre une efa de´finie
par des Ui rationnelles, il peut eˆtre inte´ressant de chercher a` re´soudre les e´quations de monodromie
(?)κi dans le sous-espace propre
∏
i Ii de
∏
i O˜logωi (Yi), ou` pour i = 1, .., n, on a note´ Ii l’espace des
de´terminations en ωi des inte´grales ite´re´es e´le´ments de I{Yi}.
2. cette me´thode de monodromie a priori semble eˆtre relativement efficace pour trouver les solutions
construites a` partir d’inte´grales ite´re´es des efa a` fonctions inte´rieures rationnelles.
3. mais meˆme dans le cas ou` toutes les Ui sont rationnelles, il existe des solutions a` croissance
mode´re´e de (E) qui ne sont pas construites a` partir d’inte´grales ite´re´es. Par exemple, la fonction
z 7→ Arctanh(z) est multivalue´e sur C \{0, 1}, a` croissance mode´re´e, mais n’est pas un e´le´ment de
I{C \{0, 1}} bien qu’elle ve´rifie l’e´quation fonctionnelle
Arctanh
(
x
y
)
−Arctanh(xy)−Arctanh(x
y
(1− y
1− x
)2)
= 0 .
2.2.1. Exemples. — Il nous semble que c’est en l’utilisant a` la re´solution d’exemples concrets
que cette me´thode de monodromie a priori se comprend le mieux. On commence par l’appliquer a`
la re´solution de la ge´ne´ralisation a` trois inconnues de l’e´quation (A).
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2.2.1.1. Re´solution de l’e´quation de l’arctangente ge´ne´ralise´e. — On conside`re l’efa
(Arc) F1
(
x
)
+ F2
(
y
)
+ F3
(
x+ y
1− xy
)
= 0 .
Le lieu singulier du tissu associe´ aux fractions rationnelles U1 = x, U2 = y et U3 = (x+y)/(1−xy) est
Σ(Arc) := { (x, y) ∈ C2 ∣∣ (1 + x2)(1 + y2)(1− xy) = 0 } .
On choisit ω = (0, 0) 6∈ Σ(Arc) comme point base. On va re´soudre (Arc) en ω par la me´thode de
monodromie a priori. On note Y = C2 \ Σ(Arc).
On e´tablit facilement que U1(Y ) = U2(Y ) = U3(Y ) = C \ {±i } =: Y ′. D’apre`s le The´ore`me 1.2.2,
on en de´duit que si (F1, F2, F3) est une solution de (Arc) au voisinage de ω, alors Fi est une
de´termination en ωi d’une fonction holomophe multivalue´e sur Y
′.
Pour i ∈ {i = 1, 2, 3}, on a ωi = 0. On conside`re deux lacets repre´sente´s par la Figure 1 :
c+ : [0, 1] 3 s 7→ i(1 + eipi(1+2s)) et c− : [0, 1] 3 s 7→ −i(1 + e−ipi(1−2s)) .
PSfrag replacements
+i
−i
c+
c−
0
Figure 1. les deux lacets c+ et c−
Ces deux lacets engendrent Π1(Y
′, 0). La monodromie de F ∈ O˜(Y ′) est donne´e par F [c+] et F [c−].
Pour  = ±, on note γ1 = (c, 0). C’est un lacet dans Y d’origine ω. Dans Π1(Y ′, 0), on ve´rifie que :
[U1 ◦ γ1] = [c] , [U2 ◦ γ1] = [1] et [U3 ◦ γ1] = [c] .
On en de´duit que si F = (F1, F2, F3) est une solution holomorphe en l’origine de (Arc), apre`s
prolongement le long de γ1, on obtient
F
[c]
1 (U1) + F2(U2) + F
[c]
3 (U3) = 0 ,
d’ou` on de´duit, en retranchant F :(
F
[c]
1 − F1
)
(U1) +
(
F
[c]
3 − F3
)
(U3) = 0 .
Cette dernie`re relation implique qu’il existe deux constantes τ+ et τ− telles que pour  = ±, on a :
M[c]F1 = F1 + τ  et M[c]F3 = F3 − τ  .
Par un argument semblable on e´tablit que F2 a exactement la meˆme monodomie que F1.
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Posons x = u et (x+y)/(1−xy) = v. Alors y = (v−u)/(1+uv) et dans les variables u, v, l’e´quation
(Arc) devient :
F1
(
u
)
+ F2
(
v − u
1 + uv
)
+ F3
(
v
)
= 0 .
Si on note γ1 le chemin (c
, 0) dans les coordonne´es (u, v), on a, pour {, ε} = {−,+} :
[U1 ◦ γ1] = [c] , [U2 ◦ γ1] = [cε] et [U3 ◦ γ1] = [1] .
En prolongeant F le long de γ1 et en appliquant la meˆme me´thode, on de´duit que τ
+ = τ−. On a
donc e´tabli qu’il existe une constante τ := τ+ = τ− telle que
(F) Mc+Fi = Fi + αiτ et Mc−Fi = Fi − αiτ avec α1 = α2 = −α3 = 1 .
Pour  = ±, conside´rons l’inte´grale ite´re´e, e´le´ment de I{Y ′} :
L : z 7→
∫ z
0
ds
i− s .
Sa monodromie est donne´e par les relations (avec {, ε} = {−,+}) :
Mc L = L + 2ipi et Mcε L = L .
Posons A := L+ − L−. Alors les composantes de A := τ (A,A,−A ) satisfont aux relations de
monodromie (F). On en de´duit que le germe holomorphe en l’origine
A := A(x)+A(y)−A( x+ y
1− xy
)
se prolonge en une fonction holomorphe sur C2 \ Σ(Arc), et est a` croissance mode´re´e (car L+ et
L− le sont). Cela implique que A est une constante, qu’on e´value eˆtre 0 en prenant (x, y) = (0, 0).
Pour des raisons de dimension (cf. Proposition 1.2.4), on en de´duit que
S
O
0 (Arc) = 〈A 〉 .
D’autre part, pour x suffisamment proche de l’origine, on a :
A(x) = L+(x)− L−(x)
=
∫ x
0
ds
i− s −
∫ x
0
ds
−i− s
=
∫ x
0
(
1
i− s +
1
i+ s
)
ds
= 2i
∫ x
0
ds
1 + s2
= 2iArctan(x) .
Par des arguments de nature ge´ome´trique, et relativement e´le´mentaires, on a e´tabli que, modulo
les constantes, les solutions de (Arc) dans un voisinage de l’origine sont des multiples de l’e´quation
de l’arctangente :
Arctan
(
x
)
+ Arctan
(
y
)−Arctan( x+ y
1− xy
)
= 0 .
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2.2.1.2. Re´solution de l’e´quation d’Abel ge´ne´ralise´e. — On cherche a` re´soudre la version ge´ne´ralise´e
en 5 inconnues de la version homoge`ne de l’e´quation d’Abel du bilogarithme :
(Ab) F1
(
x
)
+ F2
(
y
)
+ F3
(
x
y
)
+ F4
(
1− y
1− x
)
+ F5
(
x(1− y)
y(1− x)
)
= 0 .
On note U1, U2, . . . , U5 les fractions rationnelles qui apparaissent comme arguments dans cette efa :
U1 = x , U2 = y , U3 =
x
y
, U4 =
1− y
1− x , U5 =
x(1− y)
y(1− x) .
Le lieu singulier de´fini par ces cinq fractions rationnelles est
Σ[Ab] :=
{
(z, ζ) ∈ C2 ∣∣ z ζ (1− z) (1 − ζ)(z − ζ) = 0 } .
On fixe un point base ω = (1/3, 1/2) ∈ Y := CP2 \ Σ[Ab]. On e´tablit facilement que Ui(X) =
C\{0, 1} pour i = 1, . . . , 5. Cela implique que si (F1, . . . , F5) ∈ SOω(Ab), alors chaque Fi est une
de´termination en ωi d’une fonction multivalue´e sur C\{0, 1}. On va de´terminer SOω(Ab) par la
me´thode de monodromie a priori. On ne de´taillera pas tous les calculs. Par exemple, on construit
sans difficulte´ les cinq solutions de longueur 3 :
∆1 :=
(
Lx0 ,−Lx0 ,− Lx0 , 0 , 0
)
∆2 :=
(
0 , 0 , Lx0 ,Lx0 ,−Lx0
)
∆3 :=
(
Lx1 ,−Lx1 , 0,−Lx0 , 0
)
∆4 :=
(
Lx1 , 0 ,−Lx1 , 0 , Lx1
)
∆5 :=
(
Lx1+x0 , 0 ,−Lx1+x0 ,Lx1 , 0
)
.
Par la Proposition 1.2.4, l’espace SOω(Ab) est de dimension au plus 6. On ve´rifie que les ∆i (pour
i = 1, . . . , 5) sont line´airement inde´pendants. Ils forment donc un espace de dimension 5. Modulo
cet espace, il existe au plus “une”autre solution de (Ab). On va la de´terminer.
Pour κ = 1, . . . , 5, on a ωκ ∈]0, 1[, et on note respectivement cκ0 et cκ1 les lacets σ 7→ ωκ exp(2ipiσ)
et σ 7→ 1 − (1 − ωκ) exp(2ipiσ). Soit F = (F1, . . . , F5) une solution non-de´ge´ne´re´e de (Ab) en ω.
Conside´rons le lacet γ : [0, 1] 3 σ 7→ (exp(2ipiσ)/3, 1/2) ∈ C2 \ Σ[Ab]. On e´tablit facilement que :
[U1 ◦ γ] = [c10], [U2 ◦ γ] = [1], [U3 ◦ γ] = [c30], [U4 ◦ γ] = [1], [U5 ◦ γ] = [c50] ,
ces e´galite´s ayant respectivement lieu dans Π1(C\{0, 1}, ωi) avec i = 1, . . . , 5.
En prolongeant F le long de γ et en lui soustrayant le F initial, on obtient une nouvelle solution
F[γ] − F de (Ab) en ω, dont la forme explicite est(
F
[c10]
1 (U1)− F1(U1)
)
+
(
F
[c30]
3 (U3)− F3(U3)
)
+
(
F
[c50]
5 (U5)− F5(U5)
)
= 0 .
Cette relation correspond donc a` une solution de longeur 3 de (Ab) et elle va s’exprimer comme
combinaison line´aire en les ∆i. On a :
F[γ] − F = a (Lx1 , −Lx1 , Lx1 ) avec a ∈ C .
On en de´duit les relations suivantes sur la monodromie des composantes de F : on a
M0 F1 = F1 + aLx1 + a1 ,
M0 F3 = F3 − aLx1 + a2 ,
M0 F5 = F5 + aLx1 − (a1 + a2) ,
ou` a, a1 et a2 sont des constantes complexes.
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Par le meˆme proce´de´, mais cette fois relativement au lacet [0, 1] 3 σ 7→ ( 13 , 1 − 12 exp(2ipiσ) ) dans
C2\Σ[Ab], on montre qu’il existe des constantes a′, a′1 et a′2 ∈ C telles que :
M1 F2 = F2 + a′ Lx0 + a′1 ,
M0 F4 = F4 + a′ Lx1 + a′2 ,
M0 F5 = F5 − a′ Lx1 − (a′1 + a′2) .
De ces relations et des pre´ce´dentes, on de´duit a = −a′ et a1 + a2 = a′1 + a′2. En appliquant ce
principe a` diffe´rents lacets, on arrive a` e´tablir a priori que la monodromie des composantes de F
est de la forme suivante (k = 1, . . . , 5) :
M0 Fk = Fk − k aLx1 + ak ,
M1 Fk = Fk + k aLx0 + bk,
avec k = 1 pour k = 1, 5 et k = −1 sinon, les ak et les bk e´tant des constantes satisfaisant
certaines relations qu’on n’explicitera pas, mais qu’on peut supposer nulles, quitte a` additionner
une combinaison line´aire H = α1 ∆1 + · ·+α5 ∆5 a` F. La monodromie de Fk est alors de la forme :
M0 Fk = Fk + k aLx1 ,
M1 Fk = Fk + k aLx0 .
Le “dilogarithme de Rogers” D2 est de´fini par
D2(x) = Li2(x) +
1
2
Log(x)Log(1 − x)− pi
2
6
(0 < x < 1) .
Sa monodromie est donne´e par les relations :
M0 D2 = D2 − ipi Lx1 et M1 D2 = D2 − ipi Lx0 .
On en de´duit que s’il existe une solution non-de´ge´ne´re´e F = (F1, . . . , F5) a` (Ab) en ω, alors quitte
a` multiplier F par une constante, on peut supposer que la fonction
K =
(
F1 −D2
) ◦ U1 + (F2 + D2) ◦ U2 + (F3 + D2) ◦ U3 + (F4 + D2) ◦ U4 + (F5 −D2) ◦ U5
se prolonge en une fonction holomorphe non ramifie´e sur Y . Parce que F est une solution de (Ab),
il vient
K = −D2 ◦ U1 + +D2 ◦ U2 + D2 ◦ U3 + D2 ◦ U4 −D2 ◦ U5 .
Comme D2 est a` croissance logarithmique, il en va de meˆme pour K. Cette fonction e´tant non
ramifie´e sur CP2, elle est donc constante. On ve´rifie qu’au voisinage de ω, on a bien
D2(U1)−D2(U2)−D2(U3)−D2(U4) + D2(U5) = cte .
En d’autres termes :
∆6 :=
(
D2 , −D2 , −D2 , −D2 , D2
) ∈ SOω(Ab) .
On e´pargne au lecteur la ve´rification que les ∆k (k = 1, . . . , 6) sont line´airement inde´pendants mo-
dulo les constantes, mais c’est bien le cas. En utilisant la majoration de la Proposition 1.2.4, il vient :
10 = dimC
〈 {∆k } 〉 ≤ dimC SOω(Ab) ≤ 5 (5− 1)
2
= 10 ,
d’ou`
S
O
ω (Ab) =
〈 {∆k ∣∣ k = −3, . . . , 6 } 〉 .
On a ainsi re´solu l’e´quation (Ab) en ω, dans la classe holomorphe. On obtient les solutions holo-
morphes en $ 6∈ Σ(Ab) par prolongement analytique des ∆k.
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Remarque : de ci-dessus, on de´duit que la solution dilogarithmique ∆6 engendre tout l’espace
S
O
ω (Ab) par prolongement analytique.
Une liste comple`te et explicite e´quivalente a` celle donne´e ci-desssus fut donne´e pour la premie`re fois
par Bol en 1936 (voir [Bol 36]) en relation avec le proble`me de la line´arisation des tissus plans de
rang maximal. Le fait que la dimension de S
O
ω (Ab) soit maximale fait du “tissu de´fini par les Ui”
un “tissu de rang maximal”. Ce tissu est tre`s spe´cial. Pendant longtemps, il fut l’unique exemple
connu de “tissu exceptionnel”, ce qui en faisait un tissu particulie`rement inte´ressant en ge´ome´trie
des tissus. On renvoie au chapitre 4 (section 4.4.3) pour des pre´cisions.
Pour finir, donnons une application directe de la re´solution de (Ab) obtenue ci-dessus.
Il est bien connu que le logarithme est l’unique fonction mesurable (modulo multiplication par
une constante) qui satisfasse l’e´quation F (xy) = F (x) + F (y). On a un re´sultat analogue pour le
dilogarithme de Rogers :
Proposition 2.2.2. — Soit F : ] 0 , 1 [→ R une fonction mesurable telle que
F
(
x
)− F ( y )− F ( x
y
)
− F
(
1− y
1− x
)
+ F
(
x(1− y)
y(1− x)
)
= 0
pour 0 < x < y < 1. Alors F est un multiple du dilogarihtme de Rogers.
Vu la re´solution de (Ab) ci-dessus, la preuve de cette proposition se rame`ne a` un simple exercice
d’alge`bre line´aire qu’on ne de´taille pas. Notons que ce re´sultat e´tait de´ja` connu sous l’hypothe`se
que F soit de classe C3. Il semble que c’est la premie`re fois qu’il apparaˆıt dans la litte´rature avec
seulement la condition de mesurabilite´.(1)
En fait, la re´solution de l’e´quation (Ab) donne beaucoup plus que le re´sultat de la proposition
ci-dessus. Par exemple, on peut e´noncer la
Proposition 2.2.3. — Soit F,G : ] 0 , 1 [→ R deux fonctions mesurables telles que
F
(
x
)− F ( y )− F ( x
y
)
− F
(
1− y
1− x
)
+G
(
x(1− y)
y(1− x)
)
= 0
pour 0 < x < y < 1. Alors F ≡ G et cette fonction est un multiple du dilogarihtme de Rogers.
(1) Signalons que Bloch a montre´ que, modulo multiplication par une constante, le dilogarithme de Bloch-Wigner
de´fini par D(z) = =m
`
Li2(z) + log |z| log(1 − z)
´
pour z ∈ X = CP1 \ {0, 1,∞} est l’unique fonction mesurable qui
satisfait globalement sur X l’e´quation fonctionnelle de la Proposition 2.2.2 (voir [Blo]).
CHAPITRE 3
RE´SOLUTION EXPLICITE DE DEUX E´QUATIONS
FONCTIONNELLES ABE´LIENNES
Dans ce chapitre, on re´sout de fac¸on comple`tement explicite deux efa dont la particularite´ est
qu’elles admettent des espaces de solutions dont la dimension est la plus grande possible.
En 3.2, on e´tudie l’e´quation de Spence-Kummer ge´ne´ralise´e. C’est l’efa en 9 inconnues naturellement
associe´e a` l’e´quation de Spence-Kummer du trilogarithme. On re´sout cette e´quation en fournissant
une base explicite de l’espace de ses solutions. Comme application, on montre que le trilogarithme
est l’unique fonction mesurable de´rivable en 0 satisfaisant l’e´quation de Spence-Kummer.
Ensuite, en 3.3, on re´sout explicitement une efa en huit inconnues qui de´pend d’un parame`tre a.
Les re´sultats obtenus ici ont des interpre´tations particulie`rement inte´ressantes en ge´ome´trie des
tissus. Cela sera de´taille´ dans la deuxie`me partie de cette the`se, au chapitre 7 plus pre´cise´ment.
3.1. Notations
Dans tout le chapitre, a de´signe un parame`tre re´el fixe´, strictement plus grand que 1. On a besoin
de fixer avec pre´cision quelques notations concernant les inte´grales ite´re´es sur CP1 \{0, 1, a,∞}.
Pour s ∈ R, on note ∆±s la demi-droite ferme´e s+ iR± de C et on pose
Θa := C \
(
∆−0 ∪∆+1 ∪∆+a
)
.
Le domaine Θa est simplement connexe et ne contient pas 0, 1 et a.
PSfrag replacements
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Figure 1. le domaine Θa.
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On peut alors ve´rifier que pour tout z ∈ Θa, la valeur d’une des fonctions ci-dessous en z est bien
de´finie si on inte`gre le long d’un chemin γ : [0, 1] → C tel que γ(]0, 1]) ⊂ Θa :
Lx0(•) = Log(•) Lxκ(•) = −Log(κ− •) Lx2 (•) = 12 L2x(•)
Lx0x1(•) = Li2(•) Lx1x0(•) =
∫ •
0
Lx0 (ζ)
1−ζ dζ Lx0xa(•) =
∫ •
1
Lxa(ζ)
ζ dζ
Lxax0(•) =
∫ •
1
Lx0(ζ)
a−ζ dζ Lxax1(•) =
∫ •
0
Lx1(ζ)
a−ζ dζ Lx1xa(•) =
∫ •
0
Lxa(ζ)
1−ζ dζ
Lx20x1(•) = Li3(•) Lx0x1x0(•) =
∫ •
0
Lx1x0(ζ)
ζ dζ Lx1x20(•) =
∫ •
0
L
x20
(ζ)
1−ζ dζ .
(avec κ ∈ {1, a},  ∈ {0, 1, a} et ou` Log de´signe la de´termination principale du logarithme sur Θa).
3.2. L’e´quation de Spence-Kummer ge´ne´ralise´e
A` l’e´quation de Spence-Kummer satisfaite par le trilogarithme, on peut associer l’efa en 9 inconnues
F1(x) + F2(y) + F3(
x
y
) + F4
(
1− y
1− x
)
+ F5
(
x
y
(1− y
1− x
))
+ ··
(SK) · · · + F6(xy) + F7
(
−x (1− y
1− x
))
+ F8
(
− 1− y
y(1− x)
)
+ F9
(
x
y
(1− y
1− x
)2)
= 0 .
On note U1 = x, U2 = y, . . . , U9 =
x
y (
1−y
1−x )
2 les fractions rationnelles qui apparaissent comme
arguments dans cette e´quation. On calcule sans difficulte´ le lieu singulier du tissu associe´ :
Σ(SK) := { (x, y) ∈ C2 ∣∣ xy(1− x)(1− y)(x− y)(1 + x)(1 + y) . . .
. . . (1− xy)(2− xy)(2− 2y − xy)(2xy − x− y) = 0 } .
On pose Y := C2 \ Σ(SK) et on prend ω := (1/3, 1/2) ∈ Y comme point base.
On s’inte´resse a` la de´termination des solutions holomorphes de (SK) au voisinage de ω. En d’autres
termes, on veut de´terminer l’espace
SOω(SK) .
On e´tablit facilement que
Yi := Ui(Y ) =
{
C \ {−1, 0, 1} pour i = 1, 2 ,
C \ {0, 1} pour i = 3, . . . , 9 .
Cela implique que si les Fi sont des germes holomorphes en ωi (respectivement) qui satisfont (SK),
alors Fi se prolonge en une fonction multivalue´e sur Yi. D’autre part, puisqu’on peut trouver un y
′
tel que, pour i ≥ 2, Ui(x, y′) ne tende ni vers 0, ni vers 1 lorsque x tend vers −1, on en de´duit que
F1 n’est pas ramifie´e et est borne´e en −1, donc se prolonge de fac¸on holomorphe dans un voisinage.
On montre de la meˆme fac¸on que F2 peut-eˆtre suppose´e holomorphe au voisinage de −1.
On peut alors appliquer la me´thode de monodromie a priori pour construire les solutions de (SK)
dont les composantes sont des inte´grales ite´re´es e´le´ments de I{0, 1}. La me´thode est relativement
efficace et permet de construire la plupart des solutions cherche´es.
Cependant, certaines des solutions de (SK) ne sont pas construites a` partir d’inte´grales ite´re´es et
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e´chappent donc a` la me´thode de monodromie a priori. Il s’ave`re que ces solutions sont toutes des
3-solutions de (SK), qu’on de´termine sans difficulte´ en utilisant la me´thode d’Abel.
Avec l’utilisation des deux me´thodes de re´solution des efa expose´es au chapitre pre´ce´dent, on a pu
re´soudre comple´tement l’e´quation (SK).
3.2.1. Re´solution de l’e´quation de Spence-Kummer ge´ne´ralise´e. — On donne ici une liste
explicite d’e´le´ments de SOω(SK), note´s Fk = (F 1k , . . . , F 9k ), qui vont en former une base.
Il est clair que l’e´quation d’Abel ge´ne´ralise´e (Ab) (e´tudie´e au chapitre pre´ce´dent) est une sous-
e´quation de (SK) : du fait que ω 6∈ Σ(Ab), on de´duit que les solutions de (Ab) en ω sont e´galement
des solutions de (SK). Avec un abus d’e´criture, on note Fi = ∆i, pour i = 1, . . . , 6. Puis on ve´rifie
que chacun des e´le´ments dans la liste ci-dessous est bien une solution non-constante de (SK) en ω :
F6 =
(
Lx0 , Lx0 , 0, 0, 0, −Lx0 , 0, 0, 0
)
F7 =
(
Lx0 , 0, 0,Lx0 , 0, 0,−Lx0 + ipi, 0, 0
)
F8 =
(
Iv , 0, 0, 0, Iv , 0, Iv− 1 , 0 , 0
)
F9 =
(
Lx1 , 0, 0, 0, 0, −Lx1 , Lx1 , 0 , 0
)
F10 =
(
0, Id , 0, Id , 0, 0, Id− 1, 0, 0
)
F11 =
(
0 , 0, 0, 0, 0, Lx0 ,−Lx0 , Lx0 , 0
)
F12 =
(
0 , Lx0 , 0 , 0 , 0 , 0 ,Lx1 ,−Lx1 , 0
)
F13 =
(
− 2ipi, 0, 0, 0, 0, 0, Lx0 ,Lx0 ,−Lx0
)
F14 =
(
0, 0, 0, 0, Lx1 , 0,Lx1 , 0, −Lx1
)
F15 =
(
0, Iv, 0, 0, Id, 0, 0, Id− 1, 0
)
F16 =
(
Id , 0, 0, Iv , 0, 0, 0, Iv, −1
)
F17 =
(
0, 0, A, 0, 0, −A, 0, 0, −A
)
F18 =
(
2Lx20 , 2Lx20 , −Lx20 , 0, 0, −Lx20 , 0, 0, 0
)
F19 =
(
0, 0, 0, 0, 0, Lx20 ,−2Lx20 , −2Lx20 , Lx20 + 2ipi Lx0 − 2pi
2
)
F20 =
(
0, 0, Lx20 ,−2Lx20 , −2Lx20 , 0, 0, 0, Lx20
)
F21 =
(
D , −D , −D , −D , D , 0, 0, 0, 0
)
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F22 =
(
D , D− ipi
2
Lx0 , 0, 0, 0, −D , D , −D , 0
)
F23 =
(
pi2, 0, 0,D − ipi
2
Lx0 , D , 0, D , D +
ipi
2
Lx0 + ipiLx1 , −D
)
F24 =
(
Lx0x1 , Lx0x1 , 0, Lx20 , 0, −Lx0x1 , Lx0x1 ,−Lx0x1 − Lx20 + ipiLx0 ,
pi2
3
)
F25 =
(
0, Lx0x0 , 0, Lx0x1 , Lx0x1 , 0, Lx0x1 , Lx0x1 , −Lx0x1
)
F26 =
(
2Lx0x1 , 0, −Lx0x1 , 0, 2Lx0x1 , −Lx0x1 , 2Lx0x1 , 0, −Lx0x1
)
F27 =
(
2 `3 , 2 `3 , −`3 , 2 `3 , 2 `3 , −`3 , 2 ̂`3 , 2 ̂`3 , −`3)
F28 =
(
2L3 , 2L3 , −L3 , 2L3 , 2L3 , −L3 , 2 L̂3 , 2 L̂3 , −L3
)
,
avec
Id : z 7→ z `3 := Lx20x1 + Lx0x1x0 − 2Lx1x20
Iv : z 7→ 1
z
̂`
3 := `3 − ipi Lx0x1 + 2ipi Lx1x0 + pi2 Lx1 +
3
2
Li3(1)
A : z 7→ Arcth(√z) L3 := Lx20x1 − Lx1x20 −
pi2
6
Lx0
D :=
1
2
[
Lx0x1 − Lx1x0
]− pi
6
2
L̂3 := L3 + ipi Lx1x0 +
pi
2
2
Lx1 +
pi2
12
Lx0 .
On peut ve´rifier que les Fi (pour i = 1, . . . , 28) sont 28 e´le´ments de SOω(SK) qui sont line´airement
inde´pendants, modulo les constantes (cette ve´rification est un exercice d’alge`bre line´aire e´le´mentaire
mais fastidieux qu’on e´pargne au lecteur). Alors, modulo les solutions triviales (c’est-a`-dire
constantes) de (SK) et en utilisant la majoration donne´e par la Proposition 1.2.4, il vient :
28 = dimC
〈 {Fi ∣∣ 1 ≤ i ≤ 28 } 〉 ≤ dimC SOω(SK) ≤ 1
2
(9− 1) (9 − 2) = 28 ,
d’ou` on de´duit
S
O
ω(SK) = 〈 {Fi ∣∣ 1 ≤ i ≤ 28} 〉 .
Cela re´sout l’e´quation (SK) en ω. On obtient les solutions holomorphes locales en $ 6∈ Σ(SK) par
prolongement analytique des Fi.
Notons que la dimension de l’espace des solutions holomorphes de (SK) est la plus grande possible.
Cela est important du point de vue de la the´orie des tissus (voir 7.2.2).
3.2.2. Application a` la caracte´risation du trilogarithme par l’e´quation de Spence-
Kummer. — On a vu que le logarithme ainsi que le dilogarihtme de Rogers sont caracte´rise´s
comme e´tant les seules fonctions mesurables des e´quations (C) et (Ab) (respectivement). On peut
s’attendre a` un re´sultat similaire pour le trilogarithme.
Dans [Go 95], Goncharov obtient (entre autres choses) un re´sultat de ce type : il conside`re le 3ie`me
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polylogarithme modifie´ introduit par Ramakrishnann et Zagier(1), de´fini par
L3(z) := <e
(
Li3(z)− Li2(z) log |z|+ 1
3
Li1(z) log
2|z|
)
(z ∈ C \ {0, 1}) .
Cette fonction est bien de´finie, est re´elle analytique sur C \ {0, 1}, et se prolonge par continuite´ en
une fonction sur CP1. On renvoie au chapitre 7 pour davantage de pre´cisions.
Par line´arite´, on peut prolonger L3 en une fonction sur R[CP1].
Lorsqu’il est bien de´fini, Goncharov conside`re l’e´le´ment suivant de Q[CP1] :
R3(α1, α2, α3) :=
3∑
i=1
({
−(αi+2 αi+1 − αi+1 + 1)αi
αi+2 αi − αi + 1
}
−
{
αi+2αi+1 − αi+1 + 1
(αi+2 αi − αi + 1)αi+1 αi+2
}
+
{
αi+2 αi+1 − αi+2 + 1
(αi+2 αi − αi + 1)αi+1
}
+
{
αi+2 αi − αi + 1
αi+2 αi
}
−
{
αi+2 αi − αi + 1
αi+2
}
+
{
αi+2 αi − αi + 1
}
+
{
αi+2
}− {1})+ {−α1α2α3} ,
avec α1, α2, α3 ∈ CP1 (les indices i e´tant regarde´s modulo 3).
Il montre ensuite que L3 satisfait l’e´quation fonctionnelle a` 22 termes :
(G) L3
(
R3(a, b, c)
)
= 0 (a, b, c ∈ C) .
Il montre alors
(
point (a) du Theorem 1.10 de [Go 95]
)
que
the space of real continuous functions on CP1 \{0, 1,∞} that satisfy the functional equa-
tion (G) is generated by the functions z 7→ L3(z) and z 7→ L2(z) log |z|.[
l’espace des fonctions re´elles continues sur CP1 \{0, 1,∞} qui satisfont l’e´quation fonc-
tionnelle (G) est engendre´ par les fonctions z 7→ L3(z) et z 7→ L2(z) log |z|.
]
En fait, la preuve de ce the´ore`me donne´e par Goncharov montre que celui-ci est encore valide
sous l’hypothe`se plus faible de mesurabilite´. Ce re´sultat caracte´rise le trilogarithme modifie´ L3 par
l’e´quation fonctionnelle en trois variables (G).
Auparavant, Goncharov a signale´ que si l’on spe´cialise l’e´quation (G) en posant
(∗) a = 1 , b = x et c = (1− y)/(1 − x) ,
alors cette e´quation se simplifie et en utilisant la formule d’inversion L3(1/z) = L3(z) (ve´rifie´e pour
tout z ∈ C), on obtient que L3 ve´rifie la version homoge`ne de l’e´quation (SK). On note (SKh) cette
e´quation (c’est l’e´quation de la Proposition 3.2.1 ci-dessous). Cela ame`ne Goncharov a` demander
si (SKh) caracte´rise les solutions de (G) (page 209 de [Go 95]).
La de´termination explicite d’une base de SOω(SK) dans la section pre´ce´dente nous permet de donner
une re´ponse positive a` la “version re´elle” de cette question.
Le dilogarithme de Rogers se prolonge en une fonction continue sur ]−∞ , 1 [ en posant pour x < 1 :
D2(x) := Li2(x) +
1
2
log |x| log(1− x)− pi
2
6
si x 6= 0 et D2(0) = 0 .
(1) Voir 7.1.
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Remarque : le bilogarithme Li2 est conside´re´ comme une fonction de´finie sur ]−∞ , 1 [ au moyen
de la repre´sentation inte´grale (ou` Log est la de´termination principale du logarithme sur C \ R−) :
Li2(x) =
∫ x
0
−Log(1− s)
s
ds .
On introduit la fonction L3 : ]−∞ , 1 [→ R de´finie par L3(0) = 0 et
L3(x) :=
{
δ2(x) log |x| pour 0 < x < 1 ,
δ2(x) log |x|+ pi24 log |x| pour x < 0 .
On a alors la
Proposition 3.2.1. — Soit L : ]−∞, 1 [→ R une fonction mesurable qui satisfait l’e´quation
2L
(
U1(x, y)
)
+ 2L
(
U2(x, y)
)− L(U3(x, y))+ 2L(U4(x, y))+ 2L(U5(x, y))
−L(U6(x, y))+ 2L(U7(x, y))+ 2L(U8(x, y))− L(U9(x, y)) = cte.
pour 0 < x < y < 1. Alors il existe α, β, γ ∈ R tels que L = α L3 + β L3 + γ .
De´monstration : avec la de´termination explicite des solutions de (SK), c’est juste un exercice un
peu fastidieux d’alge`bre line´aire qu’on ne de´taille pas. 
La fonction L3 semble jouer ici le roˆle de la fonction z 7→ L2(z) log |z|, qui est bien une solution de
(G) mais dont la restriction a` l’axe re´el est identiquement nulle, et de ce fait donne une solution
triviale de (SKh) par la spe´cialisation (∗) quand x, y ∈ R. Mais la relation entre ces deux fonctions
n’est pas claire, bien que, formellement, leurs de´finitions soient similaires.
La proposition pre´ce´dente apporte une re´ponse a` la version re´elle de la question pose´e par Goncharov
cite´e plus haut. Elle implique le re´sultat suivant de caracte´risation du trilogarithme classique Li3 :
Corollaire 3.2.2. — Soit L : ]−∞, 1 [→ R une fonction mesurable qui ve´rifie
2L
(
x
)
+ 2L
(
y
) − L( x
y
)
+ 2L
( 1− x
1− y
)
+ 2L
( x(1− y)
y(1− x)
)− L(xy )
+ 2L
(−x(1− y)
(1− x)
)
+ 2L
(− (1− y)
y(1− x)
)− L( x(1− y)2
y(1− x)2
)
= 2Li3(1)− log (y)2 log
(1− y
1− x
)
+
pi2
3
log (y) +
1
3
log (y)3
pour 0 < x < y < 1. Si L est de´rivable en 0, alors L ≡ Li3.
En fait, ce re´sultat est encore ve´rifie´ sous certaines hypothe`ses de re´gularite´ plus faibles que la
de´rivabilite´ en 0 : par exemple, l’hypothe`se que L est lipschitzienne en 0 suffit.
Remarque : dans ce corollaire, Li3 est conside´re´e comme une fonction analytique sur ] −∞, 1[,
via la formule de repre´sentation inte´grale :
Li3(x) =
∫ x
0
∫ σ
0
−Log(1− η)
ση
dη dσ (x < 1) .
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3.3. Une e´quation de´pendant d’un parame`tre
On s’inte´resse ici a` la re´solution de l’efa suivante, note´e (Ea) :
G1
(
x
)
+ G2
(
y
)
+ G3
(
x
y
)
+ G4
(
1− y
1− x
)
+ G5
(
x(1− y)
y(1− x)
)
+ G6
(
a− y
a− x
)
+ G7
(
x(a− y)
y(a− x)
)
+ G8
(
(1− y)(a− x)
(1− x)(a− y)
)
= 0 .
Pour i ≤ 8 , on note U ai la fraction rationnelle qui apparaˆıt comme argument de Gi dans cette efa.
Le lieu singulier du tissu de´fini par les U ai est
Σ(a) :=
{
(z : ζ) ∈ C2 ∣∣ z ζ (1− z) (1 − ζ)(z − ζ)(a− ζ)(a− z)
..× (a− z − ζ + zζ)(a− zζ)(zζ − aζ − az + a) = 0
}
.
On choisit a` nouveau ω = (1/3, 1/2) 6∈ Σ(a) comme point-base et on veut de´terminer les solutions
holomorphes locales de (Ea) en ω. Par application de la me´thode d’Abel, on a pu construire les 15
e´le´ments suivants de SOω(Ea) (note´s Gai ) :
Ga6 =
(
Lxa , −Lxa , 0, 0, 0,−Lx0 , 0, 0
)
Ga7 =
(
Lx0+xa , 0, −Lx0+x1 , 0, 0, Lx1 , 0, 0
)
Ga8 =
(
−1 , 0 , J , a
a− 1 J , 0,
−1
a− 1 J , 0, 0
)
Ga9 =
(
0 , 0 , Lx0 , 0, 0 , Lx0 , −Lx0 , 0
)
Ga10 =
(
Lxa , 0 ,−Lx1 , 0, 0 , 0 , Lx1 , νa
)
Ga11 =
(
0 , 0 ,J , 0 ,
1
a− 1 J , 0 ,
−a
a− 1 J , 0
)
Ga12 =
(
0 , 0 , 0 , Lx0 , 0 , −Lx0 , 0 , −Lx0
)
Ga13 =
(
κa , Lxa , 0 , −Lx1 , 0 , 0 , 0 , Lx1
)
Ga14 =
(
1 , 0 , 0 , 0 , 0 ,
1
a− 1 J ,
−a
a− 1 J , −J
)
Ga15 =
(
D ,−D , −D , −D , D , 0 , 0 , 0
)
Ga16 =
(
Da +
νa
2
Lx0+xa ,−Da −
νa
2
Lx0+xa , −D , 0 , 0 , −D , D , 0
)
Ga17 =
(
Lxax1−x1xa , −Lxax1−x1xa , 0 , 2D− κa Lx0 , 0 , −2D + κa Lx0 , 0 , −2D
)
Ga18 =
(
0 , 0 , B ,
−a
a− 1 B ,
1
a− 1 B ,
1
a− 1 B + Lx0 ,
−a
a− 1 B , B
)
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Ga19 =
(
Lx0x1−x0xa − νa Lx0+xa , Lx1x0−xax0 + νa Lxa , 0 , −Lx21+x0x1 ,
Lx21+x0x1 , Lx21+x0x1 − `aLx1 , −Lx21+x0x1 ,
νa
2
2
)
Ga20 =
(
Lxax1+x0x1 , Lx1xa+x1x0 , −Lx21+x0x1 + κaLx0+x1 ,
κa
2
2
+
pi2
3
,
Lx21+x0x1 − κaLx0+x1 , Lx21+x1x0 − κaLx1 , 0 , −Lx21+x0x1
)
Ga21 =
(
0 , 0 , (a− 1)3 C + (a− 1)2 J , −a3 C + a(2a2 − a− 1)J , C ,
C + (a− 1)J , −a3 C , (a− 1)3 C− 2a(a− 1)2 J
)
,
avec
J :=
1
1− Id C :=
1
(1− Id)2 B :=
Lx0
1− Id
Da :=
1
2
(
Lx0xa − Lxax0
)
νa := log(a) κa := log(a− 1) .
Les solutions de (Ab) sont des sous-solutions de (Ea) puisque les fonctions U a1 , . . . , Ua5 sont celles qui
apparaissent comme arguments dans (Ab). Avec un abus d’e´criture, on de´finit cinq solutions de (Ea)
en posant Gai := ∆i pour i = 1, . . . , 5. Alors on peut ve´rifier (on ne de´taillera pas : c’est toujours
e´le´mentaire et fastidieux !) que les Gak (pour 1 ≤ k ≤ 21) forment une famille libre d’e´le´ments de
SOω(Ea). On en de´duit que (la dernie`re majoration e´tant donne´e par la Proposition 1.2.4) :
21 = dim
C
〈 {Gak} 〉 ≤ dimC SOω(Ea) ≤ 12 (8− 1) (8 − 2) = 21 .
Ce qui implique
S
O
ω(Ea) =
〈 {
Gak
∣∣ 1 ≤ k ≤ 21} 〉 .
Cela re´sout l’e´quation (Ea) en ω. On obtient les solutions holomorphes locales en $ 6∈ Σ(a) par
prolongement analytique des Gak.
Les 8-uplets Gak de´pendent de fac¸on analytique de a et, par rapport a` ce parame`tre, admettent des
prolongements holomorphes dans C \ {0, 1}. A` partir de la liste ci-dessus, on peut obtenir une liste
des solutions holomorphes de l’e´quation (Ea) pour a complexe, distinct de 0 ou 1.
Pour tout a 6= 0, 1, la dimension de l’espace des solutions holomorphes de (Ea) est la plus grande
possible. Ce fait sera particulie`rement important quand nous l’interpre´terons en the´orie des tis-
sus (cf. 7.3).
PARTIE II
GE´OME´TRIE DES TISSUS
CHAPITRE 4
LA GE´OME´TRIE DES TISSUS DE BLASCHKE ET BOL
On donne ici une pre´sentation quelque peu modernise´e de la ge´ome´trie classique des tissus telle
qu’elle est expose´e dans [BB]. Pour d’autres pre´sentations, on renvoie aux re´fe´rences suivantes :
[AG-2], [Ch 82], [Ch 85], [CG 78], [G], et, plus particulie`rement, a` l’article de He´naut dans [W].
On commence par rappeler quelques notions ge´ne´rales sur les tissus en toute dimension, pour se
focaliser tre`s vite sur le cas de la dimension deux. La majorite´ de nos re´sultats concerne les tissus
plans, ce qui justifie qu’on en fasse les principaux objets de notre e´tude. Notons que de nombreuses
questions inte´ressantes et non triviales sont encore ouvertes pour les tissus plans, bien qu’elles
s’e´noncent de fac¸on e´le´mentaire dans ce cadre.
En 4.2, on donne plusieurs exemples de tissus plans. Si certains font juste figure d’illustration,
d’autres sont des objets fondamentaux en ge´ome´trie des tissus et seront constamment utilise´s par
la suite. En particulier, c’est ici qu’est introduite la notion de tissu alge´brique.
Dans la section 4.3, on introduit les notions de relations abe´liennes et de rang, avant de les illustrer
sur l’exemple fondamental des tissus alge´briques.
La dernie`re partie du chapitre porte sur les re´sultats d’alge´brisation des tissus de rang maximal de
type Lie ou Abel-inverse. On introduit ensuite la notion de tissu exceptionnel, qu’on illustre par
l’exemple classique du 5-tissu de Bol. Pour finir, on explique l’importance des tissus exceptionnels.
Dans tout ce chapitre (comme dans la seconde partie de cette the`se), on se place implicitement dans
un cadre holomorphe, bien que la the´orie des tissus telle qu’elle est de´crite ci-dessous puisse eˆtre
conside´re´e de fac¸on analogue dans un cadre re´el. Ainsi, le mot “re´gulier” signifiera “holomorphe”
sauf s’il est pre´cise´ qu’on se place dans un cadre re´el, et dans ce cas il signifiera “C k avec k
assez grand”. Le choix du cadre holomorphe est justifie´ par l’objet principal de notre inte´reˆt, a`
savoir la notion de tissu exceptionnel, puisque celle-ci se de´finit relativement a` certains re´sultats
d’alge´brisation.
4.1. Tissus : ge´ne´ralite´s et premie`res de´finitions
On de´finit tout d’abord la notion d’eˆtre en position ge´ne´rale pour une famille finie de sous-espaces
line´aires d’un espace vectoriel (sur C) E, de dimension finie n > 1.
On se donne d ≥ 2 sous-espaces propres E1, E2, ..., Ed de E.
De´finition 4.1.1. — Les sous-espaces vectoriels E1, ..., Em sont dits en position ge´ne´rale dans E
si, pour tout sous-ensemble I ⊂ {1, ..., d}, les deux conditions suivantes sont ve´rifie´es :
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(1) dimC
(∑
i∈I
Ei
)
=min
{
n ,
∑
i∈I
dimC (Ei )
}
;
(2) codimC
(⋂
i∈I
Ei
)
=min
{
n ,
∑
i∈I
codimC (Ei )
}
.
(Dans cette de´finition, il n’est pas suppose´ que les sous-espaces Ei sont de meˆme dimension).
On de´signera parfois par PG cette condition d’eˆtre en position ge´ne´rale.
Exemples : 1. Si Σi dimCEi ≤ n, alors les Ei sont en position ge´ne´rale si et seulement si ils sont
en somme directe dans E.
2. Si E1, E2, ..., Ed sont des k-plans dans E de dimension n = pk, l’hypothe`se de position ge´ne´rale
se traduit par le fait que toute famille Ei1 , Ei2 , .., Eiq de q ≤ p de ses sous-espaces est en somme
directe dans E.
3. En particulier, si tous les Ei sont des droites (i.e. sont de dimension 1), l’hypothe`se qu’ils sont
en position ge´ne´rale signifie que ces droites sont deux a` deux distinctes et que p ≤ n d’entre elles
sont en somme directe.
4. Enfin, en dimension deux (i.e. dimCE = 2), les Ei (force´ment de dimension un) sont en position
ge´ne´rale si et seulement si ils sont deux a` deux distincts.
A` partir du concept de feuilletage (qu’on ne rappellera pas) et avec cette notion de position ge´ne´rale,
la de´finition d’un d-tissu re´gulier sur un domaine simplement connexe Ω de Cn est e´le´mentaire. Dans
la de´finition qui suit, n, k et d sont des entiers, ve´rifiant les relations d ≥ 1, n ≥ 2 et 1 ≤ k < n.
De´finition 4.1.2. — Un d-tissu re´gulier de codimension k sur Ω est la donne´e d’une famille
W(d) = {F1, . . . ,Fd } de feuilletages re´guliers de codimension k sur Ω tels qu’en tout point ω ∈ Ω,
la famille {TωFi | i = 1, . . . , d } de sous-espaces de Tω Ω est en position ge´ne´rale.
(Pour ω ∈ Ω, on a note´ TωFi l’espace tangent en ω a` la feuille du feuilletage Fi qui passe par ω).
Le mot tissu se traduit “web” en langue anglaise, ce qui explique la notation W.
De cette de´finition, on de´duit imme´diatement les notions de germe de tissu et de sous-tissu. Si
l’on demande que les Fi soient ordonne´s, on obtient la notion de tissu ordonne´. On notera souvent
W{F1, . . . ,Fd } (resp. W(F1, . . . ,Fd )) le tissu (resp. le tissu ordonne´) forme´ par les Fi.
Si U1, U2, . . . , Ud sont des applications holomorphes de´finies sur Ω telles que, pour chaque indice i,
la fonction Ui est une inte´grale premie`re d’un feuilletage Fi sur Ω, on notera W{U1, . . . , Ud} le tissu
forme´ par les Fi (avec une notation analogue pour les tissus ordonne´s). Puisqu’en dimension deux,
tout germe de feuilletage re´gulier posse`de une inte´grale premie`re holomorphe, on peut toujours,
e´tant donne´ un (germe de) tissu plan W = W{Fi}, trouver des applications holomorphes telles que
W = W{Ui}. En ge´ne´ral, il n’y a pas de choix canonique pour de telles inte´grales premie`res.
On peut sans trop de difficulte´s imaginer des ge´ne´ralisations de la notion de tissu telle qu’on l’a
de´finie ci-desssus :
– ces de´finitions s’e´tendent sans changement aucun a` la situation re´elle ;
– puisque la notion de position ge´ne´rale ne demande pas que les sous-espaces conside´re´s soient
tous de meˆme dimension, on peut conside´rer des “tissus mixtes” forme´s de feuilletages en
position ge´ne´rale, mais de codimensions diffe´rentes. Cette notion a e´te´ peu conside´re´e (voir
cependant [BB 34], [Bom 34] et [Ch 85]) ;
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– une ge´ne´ralisation serait aussi de regarder le cas ou` l’on s’est donne´ une famille finie de dis-
tributions, non ne´cessairement inte´grables, de sous-espaces line´aires en position ge´ne´rale dans
l’espace tangent. Cette ge´ne´ralisation n’a e´te´ que tre`s peu e´tudie´e ;
– la notion de tissu formel est e´galement inte´ressante. Si on appelle un feuilletage formel de
(C2, 0) la donne´e d’un champ de vecteurs formel regarde´ modulo multiplication a` gauche par
les unite´s formelles, on de´finira un d-tissu formel de (C2, 0) comme la donne´e de d feuilletages
formels tels que leurs jets d’ordre 0 (en l’origine) de´finissent des directions en position ge´ne´rale
au sens de la De´finition 4.1.1.
Dans le cas de la dimension deux qui nous inte´resse particulie`rement, la notion de tissu est tre`s
intuitive : un d-tissu est la donne´e de d feuilletages en courbes holomorphes, deux a` deux transverses
en leur point d’intersection (voir la Figure 1).
Figure 1. un 3-tissu plan
On peut (et on doit) e´largir la de´finition d’un tissu pour pouvoir parler de tissu “a` singularite´”.
De´finition 4.1.3. — Un d-tissu singulier sur Ω est la donne´e d’une famille W(d) = {F1, . . . ,Fd }
de feuilletages holomorphes singuliers sur Ω tels qu’en tout point ge´ne´rique ω ∈ Ω, la famille
{TωFi | i = 1, . . . , d } de sous-espaces de Tω Ω est en position ge´ne´rale.
On peut alors de´finir le lieu singulier d’un d-tissu singulier W = {F1, . . . ,Fd }. Par de´finition, c’est
l’ensemble note´ Σ[W], re´union des singularite´s Σ[Fi] des feuilletages Fi et du lieu ou` l’hypothe`se
de position ge´ne´rale PG n’est pas satisfaite.
Il est clair qu’un tissu sur Ω est re´gulier si et seulement si son ensemble singulier est vide. Quand
il ne sera pas dit expresse´ment qu’un tissu est singulier, c’est qu’il sera re´gulier.
Par exemple, en dimension deux, si F1 et F2 sont deux feuilletages sur Ω, on note Σ[F1, F2] l’en-
semble des points de Ω en lequels les feuilles des deux feuilletages F1 et F2 ne sont pas transverses.
Alors, e´tant donne´ un d-tissu W = {F1, ...,Fd } sur Ω, on a :
Σ[W] =
( ⋃
F∈W
Σ[F ]
) ⋃ ( ⋃
F ,F ′∈W
F6=F ′
Σ[F ,F ′]
)
.
L’introduction de cette notion de tissu singulier se justifie par deux raisons. La premie`re est que la
plupart des tissus que nous seront amene´s a` conside´rer dans la suite seront singuliers. La deuxie`me
est que, de la meˆme fac¸on que les singularite´s d’une e´quation diffe´rentielle line´aire en une variable
donnent des informations sur ses solutions, le lieu singulier d’un tissu sera susceptible de donner
des informations sur les solutions de certaines e´quations fonctionnelles inte´ressantes que l’on peut
lui attacher (voir 2.2 ainsi que la section 4.3 de ce chapitre).
Pour englober certains exemples fondamentaux de la the´orie (tels les “tissus alge´briques”, voir
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plus loin), il est ne´cessaire de de´finir la notion de tissu sur un espace qui ne soit pas force´ment
simplement connexe. Il est trop restrictif de de´finir un tissu global sur une varie´te´ complexe comme
e´tant donne´ par d feuilletages dont les feuilles sont ge´ne´riquement en position ge´ne´rale.
En effet, imaginons la situation (ge´ne´rale mais naturelle) ou` l’on s’est donne´ un feuilletage F sur
une surface complexe S1, ainsi qu’un reveˆtement pi : S1 → S2 de S1 sur une autre surface S2,
ge´ne´riquement d-1. Si U ⊂ S2 est un ouvert simplement connexe suffisamment petit, il va exister d
ouverts U1, . . . , Ud ⊂ S1 tels que pi−1(U) = ∪i Ui, l’application pi induisant un isomorphisme de Ui
sur U pour i = 1, .., d. En posant alors Fi = pi∗(F|Ui), et si les d feuilletages Fi sont deux a` deux
distincts, on obtient un d-tissu sur U . On peut faire cette construction au voisinage de tout point
ge´ne´rique. On obtient des tissus qui se recollent en un objet global que l’on voudra conside´rer comme
un “d-tissu” sur S2. Pourtant ce “d-tisssu” n’est a priori pas forme´ de d feuilletages globaux de S2.
Apre`s cet exemple tre`s ge´ne´ral, on peut citer le cas plus particulier du “tissu” qu’on aimerait
pouvoir associer a` un polynoˆme P (x, y, t) de degre´ d ≥ 2 en t, et que l’on de´finirait de la fac¸on
suivante : en un point ge´ne´rique q = (x0, y0) de C2, il va exister d racines distinctes ti, a` l’e´quation
P (x0, y0, t) = 0. Les d ensembles de niveaux {P (x, y, ti) = P (x0, y0, ti)} sont des courbes alge´briques
qui s’intersectent transversalement en q si P est suffisamment ge´ne´rique. On peut donc de´finir
localement un d-tissu au voisinage de chaque point ge´ne´rique de CP2. De la meˆme fac¸on que dans
l’exemple pre´ce´dent, on obtient des tissus qui se recollent en un objet global que l’on voudra
conside´rer comme un “d-tissu” sur CP2. Sauf dans des cas de´ge´ne´re´s, ce “tissu” ne sera pas forme´
de plusieurs feuilletages globaux de CP2.
On est donc amene´ a` poser la de´finition suivante (voir [Cer 92]) : soit X une varie´te´ complexe de
dimension n ≥ 2, pas force´ment simplement connexe.
De´finition 4.1.4. — Un d-tissu sur X est la donne´e d’un recouvrement {Ui | i ∈ I} de X par
des ouverts simplement connexes et d’un d-tissu Wi sur chaque Ui, tels que, pour tout i, j ∈ I, les
tissus Wi et Wj se recollent (en un sens e´vident) sur l’intersection Ui ∩ Uj si elle est non vide.
(Pour eˆtre parfaitement rigoureux, il faudrait de´finir un d-tissu sur X comme une classe
d’e´quivalence de tels “recouvrements tisse´s ” {(Ui,Wi) }).
Dans la de´finition pre´ce´dente, le mot “tissu” vaut pour “tissu re´gulier” ou pour “tissu singulier”.
Il est bien suˆr possible de donner une de´finition plus formalise´e e´quivalente en termes de section
holomorphe de fibre´ sur X (voir encore [Cer 92]). En dimension deux, par exemple, la donne´e
d’un d-tissu sur une surface S correspond a` celle (modulo multiplication par une constante non
nulle) d’une section holomorphe globale non nulle du produit par un fibre´ en droite L, du d-ie`me
produit syme´trique du fibre´ cotangent T∗S (note´ Symd(T∗S)), qui e´vite ge´ne´riquement le “lieu
discriminant” de ce fibre´. Un d-tissu sur S peut donc se voir comme un e´le´ment
W(d) ∈ PH0(S , Symd(T∗S)⊗ L ) .
Avec ce point de vue, le tissu W(d) sera re´gulier si et seulement si il peut eˆtre repre´sente´ dans
H0(S,Symd(T∗S)⊗L ) par une section qui ne s’annule et ne rencontre l’ensemble discriminant en
aucun point. Cela implique que la classe d’Euler du fibre´ Symd(T∗S)⊗L est nulle, et donc l’existence
d’un tissu re´gulier global implique certaines contraintes topologiques sur S. Par exemple, il n’existe
pas de tissu sans singularite´s sur CP2.
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Exemple : Le tissu W = W{x, y, x2 + y2} est un 3-tissu sur CP2. Notons CP1∞ la droite {[x : y :
z] ∈ CP2 | z = 0 } que l’on conside´rera “a` l’infini”. Le lieu singulier deW est la re´union de 3 droites :
Σ[W ] = CP1∞ ∪ { (x, y) ∈ C2 |xy = 0 } .
La Figure 2 ci-dessous donne une repre´sentation re´elle de ce tissu, au voisinage de l’origine de R2 :
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Figure 2. le tissu W(x, y, x2 + y2) et son lieu singulier.
Suivant les ide´es de Klein et de son fameux programme d’Erlangen, le proble`me ge´ne´ral qui nous
occupe est celui de la classification des objets ge´ome´triques que sont les tissus, modulo un certain
“groupe de transformations”.
On de´finit l’e´quivalence entre germes de tissu. Soit G un sous-groupe non-trivial de Diff(Cn, 0).
De´finition 4.1.5. — Conside´rons deux germes de tissus W = {F1, . . . ,Fd } et W = {F1, . . . ,Fd }
en l’origine de Cn. Ils sont dits G-e´quivalents s’il existe une application g ∈ G telle que :
g∗ (W ) = { g∗(F1), . . . , g∗(Fd) } = {F1, . . . ,Fd } = W .
On en de´duit la notion de G-e´quivalence locale :
De´finition 4.1.6. — Soient W et W˜ deux tissus de´finis respectivement sur deux ouverts de Cn,
note´s Ω et Ω˜, de lieux singuliers respectifs Σ et Σ˜. Ils sont dit localement G-e´quivalents s’il existe
ω ∈ Ω rΣ et ω˜ ∈ Ω˜ rΣ˜ tels que les deux germes (W, ω) et (W˜ , ω˜), rapporte´s en l’origine de Cn,
sont G-e´quivalents au sens de la de´finition pre´ce´dente.
La G-e´quivalence locale entre deux tissus sera note´e W ∼G W˜.
Remarque : Classiquement, on prend G = Diff(Cn, 0) et on cherche a` classifier les tissus a`
biholomorphisme local pre`s. Quand rien n’est pre´cise´, c’est qu’on s’est implicitement place´ dans ce
cadre : on parlera juste d’e´quivalence entre tissus, sans pre´ciser le groupe de transformations.
Ces questions de classification et les de´finitions ci-dessus ont leurs e´quivalents imme´diats pour les
tissus re´els Ck, les tissus mixtes, les tissus “non-inte´grables”, ou encore pour les tissus formels. On
peut aussi s’inte´resser a` la classification formelle des tissus (analytiques ou formels), etc.
Il est clair que, dans le cas de la dimension deux, le the´ore`me d’inversion locale implique que la
notion de germe de d-tissu n’a pas d’inte´reˆt pour d = 1 et d = 2
(
sauf si l’on conside`re des germes
de 1 ou 2-tissus singuliers, mais le proble`me change alors de nature : par exemple, pour d = 1, cela
correspond a` la classification analytique des singularite´s des feuilletages holomorphes de (C2, 0)
)
.
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Figure 3. Tous les germes de 2-tissus plans re´guliers sont e´quivalents
(
modulo Diff(C2, 0)
)
.
Par contre, comme on va l’expliquer ci-dessous (en 4.1.1), il existe de´ja` des invariants locaux pour
les 3-tissus plans. C’est la de´couverte de ce fait qui a donne´ naissance a` la the´orie des tissus.
Comme on l’a dit dans l’introduction, il e´tait important pour les inge´nieurs des anne´es 1900 de
pouvoir rectifier leurs abaques, pour des questions de lisibilite´. Ce proble`me se traduit comme celui,
tre`s naturel, de savoir quand il est possible de rendre line´aires toutes les feuilles d’un 3-tissu donne´.
Ou plus fort encore, quand est-il possible de transformer ce tissu en un tissu forme´ de trois pinceaux
de droites ? Cette proble´matique est illustre´e par la figure ci-dessous :
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Figure 4. Le proble`me de la line´arisation d’un 3-tissu.
On pose la
De´finition 4.1.7. — Un tissu de´fini sur un domaine Ω ⊂ Cn sera dit line´aire si les feuilles des
diffe´rents feuilletages qui le composent sont l’intersection avec Ω de sous-espaces line´aires de Cn.
Un tissu sera dit G-line´arisable s’il est localement G-e´quivalent a` un tissu line´aire.
Un tissu plan sera dit line´arisable sans autre pre´cision, s’il est localement e´quivalent, modulo
changement de coordonne´es holomorphes, a` un tissu line´aire. Un tissu sera dit paralle´lisable s’il est
line´arisable en un tissu forme´ d’espaces line´aires paralle`les. Un tissu plan paralle´lisable est donc
e´quivalent a` un tissu forme´ de pinceaux de droites dont les sommets sont aligne´s.
On peut dire que c’est la solution du proble`me de la caracte´risation des 3-tissus paralle´lisables (par
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Thomsen et Blaschke-Dubourdieu) qui a motive´ l’e´tude syste´matique des tissus (par Blaschke et
ses collaborateurs). On rappelle ci-dessous quelques re´sultats classiques sur les 3-tissus plans.
4.1.1. Re´sultats classiques sur les 3-tissus plans. — Soit W = W{F1,F2,F3} un 3-tissu
de´fini sur un “petit” voisinage ouvert de l’origine dans C2. Soient L1, L2 et L3 les trois feuilles
passant par l’origine des trois feuilletages de W. Si p est un point de L1 suffisamment proche de
l’origine, la feuille de F3 passant par p intersecte L2 en un point qu’on notera h21(p). On ve´rifie que
l’application p 7→ h21(p) de´finit un germe holomorphe de (L1, 0) dans (L2, 0).
  
 

 



 
 
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Figure 5. L’application h21.
Plus ge´ne´ralement, quand i, j et k sont tels que {i, j, k} = {1, 2, 3}, en se de´plac¸ant le long des
feuilles de Fi, on peut associer a` tout point p de Lj (suffisamment proche de l’origine) un point hkj (p)
de Lk ; cela nous de´fini un germe d’application holomorphe h
k
j : (Lj , 0) → (Lk, 0). Par composition,
on obtient un germe d’application
H1 = h
1
3 ◦ h32 ◦ h21 ◦ h13 ◦ h32 ◦ h21 : (L1 , 0) −→ (L1 , 0) .
Pour p ∈ L1 (toujours suppose´ suffisamment proche de l’origine), l’image q = H1(p) de p par H est
obtenue en trac¸ant un “hexagone” autour de l’origine en se de´plac¸ant le long des feuilles de W :
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De´finition 4.1.8. — Le 3-tissu W est dit hexagonal si tout hexagone trace´ en partant de suf-
fisamment pre`s de l’origine se referme (i.e. si le germe H1 de´fini ci-dessus est l’identite´). Plus
ge´ne´ralement, un d-tissu est dit hexagonal si tous ses sous-3-tissus le sont.
Dans [Th 27], Thomsen a montre´ qu’une condition ne´cessaire et suffisante pour qu’un 3-tissu soit
paralle´lisable est qu’il soit hexagonal. D’autre part dans [BD 28], W. Blaschke et J. Dubourdieu
montrent comment associer a` tout 3-tissu une 2-forme de courbure KB[W], maintenant connue
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comme la courbure de Blaschke (de´finie en 5.1 dans cette the`se) qui est un invariant diffe´rentiel du
tissu et est identiquement nulle si et seulement si le tissu est paralle´lisable. On a donc le
The´ore`me 4.1.9. — Pour un 3-tissu plan W(3), les conditions suivantes sont e´quivalentes :
1. W(3) est hexagonal.
2. W(3) est paralle´lisable.
3. W(3) est e´quivalent a` W{x, y, x + y}.
4. W(3) est de coubure de Blaschke identiquement nulle.
Deux tissus topologiquement e´quivalents ne peuvent eˆtre hexagonaux qu’en meˆme temps. L’hexa-
gonalite´ est donc une condition de fermeture de nature topologique. Le the´ore`me pre´ce´dent montre
qu’elle est e´quivalente a` l’annulation de la courbure de Blaschke, qui est une condition de nature
diffe´rentielle. C’est ce fait remarquable qui a amene´ Blaschke a` de´signer sous l’appellation “Topo-
logische Fragen der Differentiale Geometrie” (“Questions topologiques de ge´ome´trie diffe´rentielle”)
l’e´tude de ces questions de fermeture pour les tissus et de leurs liens avec la classification analytique
des tissus. Par extension, c’est sous cette terminologie que furent publie´s dans les anne´es trente les
travaux de l’e´cole hambourgeoise sur les tissus.
L’e´tude de la line´arisation des 3-tissus non hexagonaux est encore plus subtile. A` ce sujet, on signale
le proble`me ancien de la de´termination des line´arisations possibles d’un 3-tissu donne´. La conjec-
ture de Gronwall (e´nonce´e sans de´monstration dans [Gron 12]) est qu’un 3-tissu non hexagonal
admet au plus une line´arisation, modulo les transformations projectives. Plus pre´cise´ment, soit
Lin
[W(3)] = {φ ∈ Diff(C2, 0) ∣∣ φ line´arise W(3)}
l’ensemble des line´arisation d’un 3-tissu W(3). Par composition a` gauche avec les homographies,
on a une action naturelle du groupe projectif line´aire PGL3(C) sur Lin
[W(3)]. On note N[W(3)]
le cardinal de l’espace quotient associe´. On peut alors e´noncer la
Conjecture 4.1.10 (Gronwall). — Pour tout W(3) non paralle´lisable, on a :
N
[W(3)] ≤ 1 .
O. Bor
◦
uvka et G. Bol (voir [Bor 26] et [Bol 38]) ont montre´ qu’on a la borne universelleN [W(3)] ≤
17 pour les 3-tissus re´els non-paralle´lisables. Ce re´sultat a e´te´ ame´liore´ par G. Vaona au de´but des
anne´es soixante : dans [Va 61] il montre qu’on a N [W(3)] ≤ 11 et il esquisse une me´thode pour
e´tablir la conjecture de Gronwall. Celle-ci aurait finalement e´te´ obtenue par S.V. Smirnov en 1964
dans la publication difficile a` trouver [Smi 64]. Pourtant les avance´es de Vaona et de Smirnov ne
semblent pas eˆtre connues, comme le montrent les lectures de [Ch 85] ou de [GMS 01]...
Pour d ≥ 4, c’est un re´sultat re´cent de A. He´naut (voir [He´ 93]) qu’un d-tissu admet au plus
une line´arisation, modulo les transformations projectives. Pour les tissus hexagonaux, cela avait
e´te´ prouve´ par K. Mayrhofer et K. Reidemester longtemps auparavant, avec des hypothe`ses de
re´gularite´ tre`s faibles (voir [BB] page 93).
Signalons aussi qu’un proble`me ancien et important sur la line´arisation des d-tissus plans (pour
d ≥ 4) a e´te´ re´solu tre`s re´cemment par M. Akivis, V. Goldberg et V. Lychagin : dans [AGL 04]
ils donnent la construction d’invariants diffe´rentiels attache´s aux d-tissus plans (pour tout d ≥ 4)
dont l’annulation caracte´rise les tissus line´arisables. En particulier, leurs re´sultats confirment une
conjecture de Blaschke au sujet de la line´arisation des 4-tissus.
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4.2. Quelques exemples de tissus
On va pre´senter ici certains exemples de tissus que l’on peut attacher de fac¸on naturelle a`
diffe´rents objets classiques en mathe´matiques. Les exemples ci-dessous proviennent de divers do-
maines des mathe´matiques, a` savoir la the´orie des e´quations diffe´rentielles, la ge´ome´trie diffe´rentielle
projective et la ge´ome´trie alge´brique projective.
Certains des tissus de´crits ci-dessous font juste figure d’illustration et ne seront plus conside´re´s
par la suite. Entrent dans cette cate´gorie le 3-tissu de Darboux, le 27-tissu de Burau, le 6-tissu de
Clemens-Griffiths, les tissus associe´s aux feuilletages de CP2...
D’autres exemples sont centraux en the´orie des tissus. Les notions de tissu alge´brique et de 5-tissu
de Segre sont fondamentales en vue des questions qui nous inte´resseront.
4.2.1. Exemples de tissus en ge´ome´trie diffe´rentielle projective. — Comme on l’a signale´
dans la partie historique de l’introduction, ce sont principalement des conside´rations provenant de
la ge´ome´trie diffe´rentielle projective des surfaces qui ont donne´ naissance a` la the´orie des tissus.
L’article fondateur de Thomsen [Th 27] cite´ plus haut utilise de fac¸on essentielle la construction
suivante, due a` Darboux.
4.2.1.1. Le 3-tissu de Darboux attache´ a` une surface de CP3. — Dans [Dar 80], Darboux donne
une construction d’un 3-tissu que l’on peut projectivement attacher a` une surface S ⊂ CP3 (la
construction originelle de Darboux s’appliquait aux surfaces re´elles de R3, mais n’est pleinement
rigoureuse que dans un cadre complexe). La discussion suivante est tire´e de [CF], pages 51-54.
Pour motiver cette construction, rappelons une de´finition ge´ome´trique des directions principales
d’une surface S ⊂ R3 en un de ses point z. Conside´rons les sphe`res osculatrices a` S en z. L’intersec-
tion de S avec une telle sphe`re S de´finit un germe de courbe singulier en z sur S. Pour une sphe`re
ge´ne´rique, ce germe aura une singularite´ double ordinaire en z et de´finira donc deux directions
tangentes distinctes d1(S), d2(S) ∈ P Tz S.
On peut montrer qu’il existe deux sphe`res osculatrices S1 et S2 telles que les deux directions tan-
gentes d1(Sκ) et d2(Sκ) co¨ıncident pour κ = 1, 2. Ces deux sphe`res sont les “sphe`res de courbure”
de S en z et on montre que les deux directions d1(S1) et d1(S2) sont les directions principales de
S en z. Vu la construction ge´ome´trique des directions principales que l’on vient d’esquisser, il est
clair que les directions principales sont une notion gaussienne, c’est-a`-dire bien de´finie relativement
aux transformations isome´triques de l’espace ambiant R3.
Si l’on veut ge´ne´raliser la construction ge´ome´trique pre´ce´dente en ge´ome´trie diffe´rentielle projec-
tive, il est naturel de remplacer les sphe`res conside´re´es par des quadriques osculatrices puisqu’une
sphe`re est transforme´e en quadrique par une transformation projective ge´ne´rique. On pourrait alors
conside´rer le syste`me line´aire des hypersurfaces quadriques ayant un contact d’ordre 2 avec S en z.
Mais cela laisse trop d’arbitraire a` ces quadriques et on est amene´ a` conside´rer le syste`me line´aire,
note´ Qz[S], des hypersurfaces quadriques ayant un contact d’ordre 3 avec S en z.
L’intersection d’une quadrique Q ∈ Qz[S] avec S de´finit un germe de courbe sur S, avec une singu-
larite´ triple en z, auquel on peut associer les trois directions tangentes a` S qu’il de´finit, qu’on notera
δ1(Q), δ2(Q) et δ3(Q). Darboux montre que (sous certaines hypothe`ses ge´ne´riquement ve´rifie´es), il
existe trois quadriques Q1, Q2 et Q3 dans Qz[S] telles que, pour k = 1, 2, 3, on a :
δ1(Qk) = δ2(Qk) = δ3(Qk) .
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Par de´finition, les trois directions de Darboux a` S en z sont les trois directions δ1(Qk) pour k =
1, 2, 3. En effectuant cette construction en tous les points de S, on obtient trois distributions
(re´gulie`res) de directions tangentes, qui sont inte´grables car de dimension 1. En conside´rant les
courbes inte´grales associe´es, on obtient un 3-tissu S qu’on de´finira comme e´tant le 3-tissu de
Darboux de S. Vu la construction qu’on vient d’en esquisser, il est clair que c’est un invariant
projectif de S, c’est-a`-dire que si g de´signe une transformation projective, le 3-tissu de Darboux de
g(S) est l’image du 3-tissu de Darboux de S par g.
4.2.1.2. Le 5-tissu de Segre attache´ a` une surface de CP5. — Une construction ge´ome´trique si-
milaire, due a` Corrado Segre (voir [Se-C 10] et [Se-C 21]), permet d’attacher projectivement un
5-tissu sur toute surface ge´ne´rique S de CP5. Elle est importante dans l’e´tude des 5-tissus ex-
ceptionnels, et si elle a e´te´ utilise´e de fac¸on inte´ressante par certains ge´ome`tres italiens dans les
anne´es 40-50, elle ne semble plus eˆtre connue aujourd’hui. Pour une e´tude plus de´taille´e et pour
des re´fe´rences, on renvoie au chapitre 8 de cette the`se.
Soit donc une surface S ⊂ CP5, non de´ge´ne´re´e (i.e. non-incluse dans un hyperplan). On fait les
hypothe`ses supple´mentaires que S n’est pas incluse dans une surface de Ve´rone`se V2 ⊂ CP5, et
qu’elle n’est pas de´veloppable (sinon la construction qui va suivre ne peut pas se faire).
Soit z ∈ S. Conside´rons le syste`me line´aire de dimension 2 des hyperplans qui contiennent Tz S :
H(z) =
{
H ∈ (CP5)∗ ∣∣ Tz S ⊂ H } .
PourH ∈ (CP5)∗ passant par z, on note C(H) le germe de courbe en z sur S, de´fini par l’intersection
de H avec S. Ce germe sera singulier en z si et seulement si H contient Tz S. Pour H ∈ H(z)
ge´ne´rique, le germe C(H) aura une singularite´ double ordinaire en z. Conside´rons l’ensemble des
hyperplans H ∈ H(z) pour lesquels cette singularite´ de´ge´ne`re en un cusp :
C(z) =
{
H ∈ H(z) ∣∣ C(H) est un cusp en z } .
Cet ensemble d’hyperplans “cuspidaux” est une conique dans H(z) ' CP2, appele´e “conique de
Del Pezzo”. Un cusp en z sur S de´finit une direction tangente a` la surface en z. A` H ∈ C(z) on
peut donc associer d(H) ∈ P TzS. Rappelons qu’une “tacnode” est un cusp de´ge´ne´re´ forme´ de deux
branches re´gulie`res tangentes. On a la
Proposition 4.2.1 (C. Segre). — Il existe exactement(1) cinq hyperplans H1, . . . ,H5 ∈ C(z) tels
que les cusps C(Hi) soient de´ge´ne´re´s en des tacnodes.
On peut alors poser la
De´finition 4.2.2. — Ces hyperplans sont les hyperplans principaux a` S en z. Les directions tan-
gentes d(H1), . . . , d(H5) qu’ils de´finissent sont les directions principales, a` la surface, en z. Une
courbe sur S tangente en tout point a` une direction principale est une courbe principale sur S.
S’il est possible que des directions principales co¨ıncident en un point ou meˆme globalement sur la
surface, elles seront distinctes en chaque point si la surface conside´re´e est suffisamment ge´ne´rique.
Dans ce cas, on a alors cinq distributions re´gulie`res de directions tangentes sur S, deux a` deux
distinctes, et qui sont inte´grables car de dimension 1. En conside´rant les courbes inte´grales de ces
distributions, on obtient ainsi un 5-tissu sur S.
(1) Compte´s avec multiplicite´.
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De´finition 4.2.3. — Quand il est bien de´fini, le 5-tissu forme´ par les courbes principales est le
tissu de Segre de S.
Vu la construction, il est clair que le tissu de Segre est projectivement attache´ a` S : pour tout
g ∈ PGL6(C), le tissu de Segre de l’image de S par g est l’image par g du tissu de Segre de S.
Dans [Te 39] et [Te 40], Alessandro Terracini a montre´ que tout 5-tissu de (C2, 0) peut eˆtre re´alise´
(avec un certain arbitraire) comme tissu de Segre d’une certaine surface de CP5.
La situation est beaucoup plus inte´ressante pour les tissus exceptionnels E (voir plus loin dans ce
chapitre pour une de´finition de ce qu’est un tissu exceptionnel) pour lesquels on peut construire
de fac¸on canonique (modulo PGL6(C)) une surface de CP5 dont le tissu de Segre est E . De plus,
la ge´ome´trie de cette surface est tre`s particulie`re, ce qui permet d’entreprendre l’e´tude des 5-tissus
exceptionnels par l’e´tude des surfaces de ce type. Pour plus de de´tails, on renvoie au chapitre 8.
4.2.2. Exemples de tissus en ge´ome´trie alge´brique projective. —
4.2.2.1. Tissus alge´briques associe´s aux courbes planes. — A` une courbe alge´brique plane C ⊂ CP2
de degre´ d plus grand que 3, que l’on supposera seulement re´duite, mais pas force´ment lisse ni meˆme
irre´ductible, on va associer un d-tissu line´aire, note´ WC sur le dual
(
CP2
)?
. Cette construction est
centrale et tre`s classique en ge´ome´trie des tissus (voir [BB], chapitre 23).
On va tout d’abord de´finir WC au voisinage d’une droite L0 qui intersecte Creg transversalement en
d points distincts. Par recollement, cela permettra de de´finir WC comme d-tissu global sur
(
CP2
)?
.
La condition impose´e a` L0 implique que le 0-cycle C.L0 sur la courbe s’e´crit C.L0 = P1(L0) +
· · · + Pd(L0), ou` les Pi(L0) sont d points distincts. Cette condition d’intersecter transversalement
la partie re´gulie`re de C en d points distincts est ouverte. Il va donc exister un voisinage U ?0 de
L0 dans
(
CP2
)?
tel que cette condition de transversalite´ soit ve´rifie´e dessus. Quitte a` prendre ce
voisinage simplement connexe et “suffisamment petit”, on va pouvoir suivre de fac¸on holomorphe les
points d’intersection de L avec C lorsque L varie dans U ?0 . Plus pre´cise´ment, il existe d applications
holomorphes Pi : U
?
0 → Creg, telles que, pour toute droite L ∈ U ?0 , on ait en tant que 0-cycle, :
C.L = P1(L) + P2(L) + · · ·+ Pd(L) .
Pour i = 1, . . . , d, notons alors FPi le feuilletage holomorphe de U ?0 dont les feuilles sont les lignes
de niveaux {Pi = cte }. Pour L ∈ U ?0 , la feuille de FPi passant par L est le segment de droite
FPi [L] =
{
L ∈ U?0
∣∣ Pi(L) = P(L) } = {L ∈ U?0 ∣∣ Pi(L) ∈ L} .
Ainsi {FP1 , . . . ,FPd } est un d-tissu line´aire sur le voisinage U ?0 de L0. Cette construction peut se
faire au voisinage de toute droite L0 ∈
(
CP2
)? \ C? ou` C? de´signe la courbe duale de C (c’est-a`-dire
la courbe de
(
CP2
)?
forme´e des droites qui sont tangentes a` C). Il est clair que les tissus ainsi
obtenus se recollent pour former un d-tissu line´aire singulier sur
(
CP2
)?
. On pose alors la
De´finition 4.2.4. — Ce d-tissu est le tissu alge´brique associe´ a` la courbe C. Il est note´ WC .
On peut montrer que le lieu singulier de WC est exactement la courbe duale C?.
Il est possible de de´finir WC d’autres fac¸ons. Par exemple, dans le cas ou` aucune des composantes
irre´ductibles de C n’est une droite, le fait que C est de degre´ d e´quivaut a` celui que sa courbe duale
C? est de classe d, c’est-a`-dire que par un point ge´ne´rique du dual (CP2)? passent d tangentes
distinctes a` C?. Ce sont exactement les feuilles de WC passant par ce point. Ainsi WC est le tissu
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sur
(
CP2
)?
forme´ des tangentes a` la courbe de classe d qu’est C?.
 
PSfrag replacements p
C
Figure 6. les feuilles passant par p du tissu associe´ a` la courbe C de classe 4.
Cette dernie`re construction permet d’obtenir de jolis dessins re´els de tissus alge´briques (par
exemple, voir [BB] page 29-30).
Signalons aussi la construction suivante qui nous a e´te´ signale´e par David Marin et Jorge Peirera.
La varie´te´ d’incidence sur CP2 est de´finie par
I =
{
(p,H) ∈ CP2 × (CP2)∗ ∣∣ p ∈ H } .
C’est une varie´te´ alge´brique de dimension 3 dans le produit CP2×(CP2)?. Avec les deux projections
sur CP2 et son dual, on a le diagramme classique
I
pi
wwooo
ooo
ooo
ooo
o
Π
((QQ
QQQ
QQQ
QQQ
QQ
CP2
(
CP2
)∗
A` toute courbe alge´brique re´duite C ⊂ CP2, on peut associer la surface d’incidence IC = pi−1(C) ⊂
I. On note alors piC et ΠC les projections pi et Π restreintes a` IC. Ces deux projections sont
ge´ne´riquement 1 − 1 et d − 1 (respectivement). On a donc un feuilletage F [pi] sur IC qui, si on le
pousse en avant par Π, va de´finir un d-tissu sur un ouvert de Zariski de
(
CP2
)?
. On ve´rifie que ce
tissu est bien le tissu alge´brique WC associe´ a` C.
Cette construction du tissu associe´ a` une courbe alge´brique repose essentiellement sur le the´ore`me
de Be´zout ainsi que sur la dualite´ projective. Le the´ore`me de Be´zout se ge´ne´ralise aux varie´te´s
alge´briques projectives de dimension quelconque. Ainsi, par le meˆme principe, si d est le degre´ d’une
telle varie´te´ Vn ⊂ CPn+k−1 de dimension n, on peut de´finir par dualite´ un d-tissu de codimension
k sur la grassmannienne Gk−1(CPn+k−1) des (k− 1)-plans projectifs dans CPn+k−1. Par de´finition,
c’est le d-tissu alge´brique associe´ a` Vn (voir [CG 78], [He´ 01], [He´ 04], etc).
4.2.2.2. Le 27-tissu de Burau. — Dans [Bur 36], W. Burau donne une belle construction
ge´ome´trique d’un 27-tissu sur toute hypersurface cubique lisse dans CP3. On expose brie`vement sa
construction, en renvoyant a` [M] (chapitre 8 en particulier) pour la justification des assertions de
ge´ome´trie alge´brique projective utilise´es ci-dessous.
On se donne une hypersurface cubique lisse C ⊂ CP3. On a la proposition tre`s classique :
Proposition 4.2.5 (Cayley-Salmon 1846). — Il existe exactement 27 droites incluses dans C.
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Notons L1, L2, . . . , L27 ces droites. A` chacune est associe´ le pinceau (i.e. le syste`me line´aire de
dimension 1) des hyperplans qui la contiennent. On le note P(Li).
Fixons i ∈ {1, . . . , 27}. Alors pour H ∈ P(Li), l’intersection de C avec H est une courbe alge´brique
de degre´ 3 dans le 2-plan qu’est H. Cette cubique plane n’est pas irre´ductible : elle contient
e´videmment la droite Li comme composante. On pourra donc e´crire C ∩H = Li ∩ Ci(H) ou` Ci(H)
est une conique plane. On a donc un pinceau de coniques sur C associe´ a` chaque droite Li, note´ :
Ci =
{ Ci(H) ∣∣ H ∈ P(Li)} .
Chacun de ces pinceaux de coniques de´finit un feuilletage singulier sur C. On ve´rifie que les vingt-
sept coniques passant par un point ge´ne´rique z de C sont deux a` deux transverses en z.
De´finition 4.2.6. — Le 27-tissu de Burau Bu(C) est le tissu (singulier) sur C forme´ par les
vingt-sept pinceaux de coniques Ci.
On explique maintenant comment on peut “re´aliser” le tissu de Burau dans le plan projectif.
Soient z1, z2, . . . , z6 six points de CP2 en position ge´ne´rale par rapport aux droites (i.e. il n’existe
pas de droite contenant trois des zi parmi les six) et aux coniques (i.e. il n’existe pas de conique
contenant les six points zi). Notons z = z1 + · · ·+ z6 et Bz l’e´clate´ de CP2 aux points z1, . . . , z6.
Proposition 4.2.7. — La surface alge´brique Bz peut se plonger comme hypersurface cubique lisse
Bz dans CP3. Son diviseur exceptionnel est forme´ de six droites particulie`res parmi les vingt-sept
qui sont incluses dans Bz. Toute hypersurface cubique lisse de CP3 peut-eˆtre re´alise´e de cette fac¸on.
Ainsi il existe une application rationnelle pi : C → CP2 ge´ne´riquement 1− 1, ramifie´e en six points
en position ge´ne´rale (relativement aux droites et aux coniques) note´s q1, q2, . . . , q6. On peut donc
pousser en avant le tissu de Burau sur CP2 par pi. Le 27-tissu pi∗
(
Bu(C)
)
a la description suivante :
c’est le tissu forme´ par :
1. les six pinceaux de droites de sommets q1, . . . , q6 ;
2. les quinze pinceaux de coniques passant par quatre des points qi ;
3. les six pinceaux de cubiques passant par tous les points qi et avec un point double en l’un d’eux.
Dans [Bur 36] Burau e´tudie ensuite l’hexagonalite´ des sous-trois tissus de Bu(C).
4.2.2.3. Le 6-tissu en droite sur une hypersurface cubique lisse de CP4. — Soit C ⊂ CP4 une
hypersurface cubique. Dans [GC 72] il est montre´ qu’en tout point ge´ne´rique p de C passent
exactement 6 droites. Cela de´finit un 6-tissu en droites sur C, qui lui est projectivement attache´.
Cela semble se ge´ne´raliser aux hypersurfaces lisses de degre´ n dans CPn+1 : un re´sultat de Landsberg
[La 03] montre qu’en un point ge´ne´rique d’une telle hypersurface H passent n! droites. On pourrait
avoir un n!-tissu en droites sur H (il reste a` savoir si l’hypothe`se PG est bien ve´rifie´e).
4.2.3. Exemples de tissus en the´orie des e´quations diffe´rentielles. —
4.2.3.1. Le 3-tissu associe´ a` une e´quation diffe´rentielle du premier ordre. — On conside`re une
e´quation diffe´rentielle du premier ordre, note´e (E), de la forme
dy = F (x, y) dx avec F ∈ O2 ve´rifiant F (0) 6= 0.
Les courbes inte´grales de cette e´quation vont former un feuilletage analytique F de (C2, 0). A` cette
e´quation, on peut donc associer le 3-tissu W[E ] = W(x, y,F).
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La classification des 3-tissus de la forme W(x, y,F) modulo les germes de biholomorphismes
de la forme (x, y) 7→ (φ(x), ψ(y)) est l’e´quivalent ge´ome´trique de la classification des e´quations
diffe´rentielles (E), modulo les changements de variables de la forme (∗) x = X(x), y = Y (y).
Une partie importante de l’œuvre de Elie Cartan a consiste´ en l’e´laboration d’une the´orie ge´ne´rale
pour re´soudre les proble`mes de classification d’objets ge´ome´triques, modulo un groupe donne´ de
transformations. Au paragraphe 13 du me´moire [Ca 08], il applique sa me´thode a` la classification
des e´quations (E) en fonction de leurs syme´tries, quand on se permet des changements de variables
de la forme (∗).
Vu la remarque ci-desssus, les re´sultats de Cartan peuvent s’interpre´ter en ge´ome´trie des tissus :
par exemple, W(x, y,F) admet un groupe a` trois parame`tres de syme´trie si et seulement si il est
paralle´lisable. L’e´quation (E) admet un groupe a` un parame`tre de syme´tries si et seulement si elle
est e´quivalente a` une e´quation de la forme dy = U(x + y) dx ou` U est une fonction d’une seule
variable. Pour des pre´cisions, on renvoie a` l’article de M. Belliart, I. Liousse et F. Loray dans [W].
4.2.3.2. Le tissu associe´ a` une e´quation diffe´rentielle implicite F (x, y, y ′) = 0. — On conside`re une
e´quation diffe´rentielle implicite du premier ordre, polynomiale de degre´ d ≥ 3 en y ′, a` coefficients
analytiques sur un domaine Ω de C2 :
0 = F (x, y, y′) = a0(x, y) (y
′)d + · · ·+ ad−1(x, y) y′ + ad(x, y)
(
ai ∈ O(Ω) , i = 0, . . . , d
)
.
On suppose que le p-re´sultant du polynoˆme analytique F (x, y, p) (note´ R) n’est pas identiquement
nul sur Ω. Dans un voisinage V d’un point ω ∈ Ω \ {R = 0} tel que a0(ω) 6= 0, il va exister d
applications holomorphes (x, y) 7→ pi(x, y) telles que, sur V , on ait :
F (x, y, p) = a0(x, y)
d∏
i=1
(
p− pi(x, y)
)
avec pi(ω) 6= pj(ω) si i 6= j .
Au voisinage de ω, l’e´quation F (x, y, y ′) = 0 admet d solutions (x, y) 7→ yi(x, y) qui sont des
inte´grales premie`res des feuilletages de´finis par les champs de vecteurs ∂x + pi ∂y. On peut donc
conside´rer le tissu W(y1, . . . , yd) au voisinage de ω.
La construction locale que l’on vient d’esquisser peut se faire au voisinage de tout point ω
ge´ne´rique. Les tissus ainsi obtenus se recollent pour former un tissu global (singulier) sur Ω. On
peut ainsi entreprendre l’e´tude ge´ome´trique de l’e´quation F (x, y, y ′) = 0 par celle du tissu qui lui
est associe´. Ce point de vue se ge´ne´ralise au syste`me d’EDP du premier ordre (cf. l’article [Na 96]
par I. Nakai, qui a par ailleurs obtenu certains re´sultats avec cette approche).
Il est clair que tout germe de d-tissu est susceptible d’eˆtre de´fini au moyen d’une e´quation
diffe´rentielle du premier ordre et de degre´ d en y ′. Cette “de´finition implicite” a l’avantage de
ne privile´gier aucun des feuilletages qui composent un tissu. En revanche, elle ne permet pas
d’appliquer la me´thode d’Abel pour de´terminer les relations abe´liennes.
4.2.3.3. Le tissu associe´ a` un feuilletage de CP2. — Cette construction (dont on peut attribuer la
paternite´ a` Legendre) nous a e´te´ signale´e par D. Marin et J. Peirera.
Par de´finition, le degre´ d’un feuilletage F (force´ment singulier) de CP2 est le nombre (fini) de points
de tangence qu’a une droite ge´ne´rique L ⊂ CP2 avec les feuilles de F. On montre que ce nombre ne
de´pend que de F et qu’il existe des feuilletages de CP2 de tout degre´.
Soit F un tel feuilletage, de degre´ d ≥ 3. Soit L une droite. Si elle est suffisamment ge´ne´rique, il y
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aura d points distincts sur L en lesquels elle est tangente avec une feuille de F. Par dualite´ projective,
cela nous de´finit d droites de
(
CP2
)∗
en L vu comme point du dual. On peut ainsi construire un
d-tissu line´aire sur un ouvert de Zariski de
(
CP2
)∗
. Ce sera le tissu associe´ a` F. Cette dualite´ entre
les feuilletages et les tissus globaux sur CP2 semble tre`s inte´ressante et est e´tudie´e dans [MP].
Pour finir, signalons que diffe´rents auteurs ont e´te´ amene´s a` conside´rer des tissus via l’e´tude des
feuilletages, dans des contextes quelque peu diffe´rents de celui e´voque´ ci-dessus. On peut citer
l’article de Cerveau [Cer 92], ou` l’auteur s’inte´resse a` la dynamique des 3-tissus globaux, motive´
par la description de la varie´te´ des feuilletages alge´briques de codimension 1 des espaces projectifs.
4.3. Relation abe´lienne, rang et tissus alge´briques
A` partir de cette section, on se placera uniquement en dimension deux. Pour des ge´ne´ralisations
en dimension supe´rieure des notions de relations abe´liennes et de rang, on renvoie a` [AG-2], [BB],
[CG 78], [He´ 04], [W], etc.
4.3.1. De´finitions. — On va introduire un certain invariant pour les tissus plans, le rang, a`
partir de certaines “e´quations fonctionnelles” qui sont susceptibles de leur eˆtre attache´es.
Soit W = W{F1, . . . ,Fd} un (germe de) d-tissu re´gulier en l’origine de C2.
De´finition 4.3.1. — Une relation abe´lienne pour W est la donne´e d’une famille de 1-formes
re´gulie`res ω = { ω[F ] ∈ Ω1(C2, 0) ∣∣ F ∈ W } telles que :
1. pour tout feuilletage F ∈ W, la 1-forme ω[F ] est nulle le long des feuilles de F ,
2. on a la relation ∑
F∈W
ω[F ] = 0 .
Si ω[F ] 6= 0, on dira que F porte la relation abe´lienne ω (ou encore que ω est porte´e par F). La
forme ω[F ] sera la composante selon F de ω. Le support de ω sera l’ensemble {F ∈ W | ω[F ] 6= 0 }.
La longueur de ω sera le cardinal de son support.
L’espace des relations abe´liennes de W sera note´ A[W]. On ve´rifie que c’est un sous-espace vectoriel
de l’espace des applications de W dans Ω1(C2, 0).
La notion de relation abe´lienne s’e´tend de fac¸on e´vidente aux tissus ordonne´s et se comprend plus
simplement si l’on se donne une inte´grale premie`re Ui pour chaque feuilletage Fi.
Soit donc W = W(U1, . . . , Ud) un tissu ordonne´. Alors toute relation abe´lienne ω de W s’e´crira
ω =
(
ω[F1], . . . , ω[Fd]
)
=
(
G1(U1) dU1 , . . . , Gd(Ud) dUd
)
avec G1, G2, . . . , Gd ∈ O1 .
Ainsi, si l’on note U = (U1, . . . , Ud), on a une identification
A[W] ' A[U ] :=
{
(G1, . . . , Gd) ∈ (O1)d
∣∣∣ d∑
i=1
Gi(Ui) dUi = 0
}
.
D’autre part, puisque
d∑
i=1
Gi(Ui) dUi = 0
(
dans Ω1(C2, 0)
)
ssi
d∑
i=1
∫ Ui
Gi(u) du = cte.
(
dans O2
)
,
on a e´galement l’identification A[U ] ' Sol(E [U ], 0), ou` E [U ] est l’efa
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F1
(
U1(x, y)
)
+ F2
(
U2(x, y)
)
+ · · ·+ Fd
(
Ud(x, y)
)
= 0 .
Ainsi, modulo les constantes et un choix d’un d-uplet U d’inte´grales premie`res, les relations
abe´liennes d’un tissu s’interpre`tent comme les solutions de l’efa E [U ]. Les re´sultats de la premie`re
partie de cette the`se peuvent donc eˆtre conside´re´s comme des outils pour e´tudier et de´terminer les
relations abe´liennes des tissus plans.
Une solution non constante (F1, . . . , Fd) de E [U ] sera une relation fonctionnelle abe´lienne de
W (relativement a` U). Dans la pratique, on l’identifiera souvent avec la relation abe´lienne(
F ′1(U1) dU1, . . . , F
′
d(Ud) dUd
)
qu’elle de´finit.
Remarques : 4.1 Soit W un tissu sur une surface analytique S de lieu singulier Σ ( S. La
De´finition 4.3.1 de´finit un espace des relations abe´liennes A[W](p) pour chaque point p de S. Du
The´ore`me 1.2.2, il de´coule facilement que ces espaces vectoriels se recollent pour former un syste`me
local de C-espaces vectoriels sur X := S r Σ, encore note´ A[W]. Si X est connexe, alors toutes
les fibres A[W](p) seront isomorphes par prolongement analytique. Dans la pratique, on ne fera
pas la diffe´rence entre tout espace de sections A[W](Ω) au-dessus d’un ouvert simplement connexe
Ω ⊂ X, toute fibre A[W](p) et le syste`me local A[W].
4.2 Cette notion de relation abe´lienne se ge´ne´ralise dans la plupart des cadres dans lesquels on
peut de´finir raisonnablement ce qu’est un tissu : dans le re´el, avec une re´gularite´ C k, pour les
tissus formels sur un corps de caracte´ristique 0, etc. En dimension supe´rieure, pour un tissu de
codimension k, il est possible de de´finir les notions de r-relations abe´liennes, pour r = 0, . . . , k.
Voir [BB], [CG 78-1], [He´ 04].
Le re´sultat suivant, obtenu par G. Bol dans [Bol 32], est fondamental en ge´ome´trie des tissus :
The´ore`me 4.3.2 (Bol). — Soit W(d) un germe de d-tissu. On a la majoration suivante pour la
dimension de l’espace de ses relations abe´liennes :
dim
C
A[W(d)] ≤ 1
2
(d− 1)(d − 2).
Cette borne sera appele´e la “borne de Bol ” du rang d’un tissu. On verra plus loin qu’elle est
optimale. La preuve ge´ome´trico-diffe´rentielle de G. Bol est valide dans le cadre analytique complexe
ainsi que dans le cadre re´el, avec des hypothe`ses de re´gularite´ C k (k devant eˆtre plus grand qu’une
constante de´pendant de d). Cependant, dans [Fr 70], B. Fridman montre que cette borne est encore
valide pour les tissus re´els, avec des hypothe`ses de re´gularite´ C 1 seulement. A. He´naut rede´montre
ce re´sultat pour les tissus analytiques, en utilisant la the´orie des D-modules : voir [He´ 90]. La
preuve la plus e´le´mentaire a e´te´ donne´e par J.M. Tre´preau, pour les tissus formels (de´finis sur un
corps de caracte´ristique 0). Dans cette the`se, cette borne est obtenue comme corollaire des re´sultats
expose´s en 5.1. (cf. Corollaire 5.1.12).
Il existe e´galement de nombreux re´sultats de finitude pour les dimensions des espaces des r-relations
abe´liennes en dimension plus grande. On a souvent des bornes explicites optimales qui sont relie´es
a` la ge´ome´trie alge´brique (voir encore [AG-2], [CG 78-1], [G], [He´ 04].)
La dimension de l’espace des relations abe´liennes d’un tissu donne´ est localement constante, et donc
est constante si le tissu vit sur une surface connexe, ce que l’on supposera de´sormais. Il n’y a donc
pas d’ambigu¨ıte´ dans la de´finition suivante :
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De´finition 4.3.3. — Le rang d’un d-tissu W(d), note´ rg[W(d)], est la dimension de l’espace de
ses relations abe´liennes. On a :
rg
[W(d)] := dim
C
A[W(d)] ≤ 1
2
(d− 1)(d − 2).
Il est imme´diat que les espaces des relations abe´liennes de deux tissus e´quivalents sont isomorphes.
On en de´duit que le rang est un invariant : deux tissus e´quivalents sont de meˆme rang. Si on peut
montrer qu’un d-tissu ge´ne´rique est de rang 0, on va voir ci-dessous (section 4.3.2) que pour tout
d, il existe des d-tissus pour lesquels la borne de Bol est atteinte.
De´finition 4.3.4. — Un d-tissu W(d) est de rang maximal si la borne de Bol est atteinte, i.e. si
rg
[W(d)] = 1
2
(d− 1)(d− 2).
Exemple : L’e´quation fonctionnelle de Cauchy (C) satisfaite par le logarithme
(C) log(x) + log(y)− log(xy) = 0
peut s’interpre´ter comme une relation fonctionnelle abe´lienne pour le tissu W{x, y, xy} qui, d’apre`s
le The´ore`me 4.3.2, est de rang au plus 1. On en de´duit queW{x, y, xy} est un tissu de rang maximal.
A` partir des relations abe´liennes, on peut de´finir d’autres invariants, plus fins que le rang.
Soit W un d-tissu. On peut de´finir une filtration F •A[W] sur l’espace des relations abe´liennes de
W, en de´finissant F pA[W] comme le sous-espace engendre´ par les relations abe´liennes de longueur
plus petite que p :
F pA[W] := ∑
fW⊂W , |fW|=p
A[W˜] (p = 2, . . . , d) .
On remarquera qu’avec cette notation, on a F 2A[W] = (0).
De´finition 4.3.5. — Un e´le´ment de FpA[W] r Fp−1A[W] est une relation abe´lienne d’ordre p.
Une relation abe´lienne d’ordre strictement plus petit que d (resp. e´gal a` d) est dite de´ge´ne´re´e (resp.
non-de´ge´ne´re´e).
La filtration F •A[W] est la filtration par l’ordre de l’espace des relations abe´liennes. Il lui est
naturellement associe´ l’espace vectoriel gradue´ G•A[W] = G3A[W]⊕ · · · ⊕GdA[W] avec
GpA[W] := F pA[W]
F p−1A[W] (p = 3, . . . , d) .
Suivant A. He´naut on peut alors poser la
De´finition 4.3.6. — L’armure ω
[W] de W est le (d-2)-uplet (ω3[W], . . . , ωd[W]) forme´ par les
dimensions note´es ωi
[W] des espaces GiA[W] :
ω
[W] := (ω3[W], . . . , ωd[W]) := (dimC G3A[W] , dimC G4A[W] , . . . , dimC GdA[W]) .
Soient W et W deux tissus. Tout diffe´omorphisme φ tel que φ∗W = W induit un isomorphisme
line´aire au niveau des relations abe´liennes φ∗ : A
[W] ∼−→A[W ]. On ve´rifie sans difficulte´ que celui-
ci est compatible avec les filtrations par l’ordre sur A[W] et A[W ]. On en de´duit que l’armure est
encore un invariant pour les tissus. Il est “plus fin” que le rang puisqu’on a la formule :
rg
[W] = ω3[W]+ · · ·+ ωd[W] .
82 CHAPITRE 4. LA GE´OME´TRIE DES TISSUS DE BLASCHKE ET BOL
Si la majoration de Bol sur le rang implique que ωi
[W(d)] ≤ (d−1)(d−2)/2 pour tout i = 3, . . . , d,
on ne connaˆıt pas de majoration ge´ne´rale plus pre´cise pour les composantes de l’armure d’un tissu.
A` partir de la notion fondamentale de rang, on peut associer d’autres invariants a` un tissu W, de
nature combinatoire. L’ide´e est de prendre en compte, en plus du rang des sous-tissus, la fac¸on
dont ceux-ci s’incluent dans W. Formalisons cette ide´e.
Fixons-nous un d-tissu note´ W. Soit Ar(W) le graphe oriente´ de sommets les sous-k-tissus W ⊂ W
pour k ≥ 3, ponde´re´s par leur rang. On aura une areˆte W1 → W2 si et seulement si on a l’inclusion
W2 ⊂ W1. Cet arbre sera l’arbre, ponde´re´ par le rang, des sous-tissus de W. On montre sans
difficulte´ que tout diffe´omorphisme φ induit un isomorphisme entre A(W) et Ar(φ∗W). L’arbre
Ar(W) est donc un invariant associe´ a` W.
Il existe des variantes inte´ressantes de cette construction, plus faciles a` manipuler. Par exemple, on
peut conside´rer
– le sous-graphe Ar(W) de Ar(W), constitue´ des meˆmes sommets mais tel qu’on ait une areˆte
W1 → W2 si et seulement si W2 ⊂W1 et |W1| − 1 = |W2| ;
– le sous-arbre note´ Amr (W) de Ar(W) ou` l’on ne prend comme sommets que les sous-tissus de
rang maximal .
On peut ainsi imaginer de multiples constructions d’arbres ponde´re´s (par le rang), permettant de
classifier les tissus, a` partir des rangs de leurs sous-tissus.
A` un tissu ordonne´ W = W(F1, . . . ,Fd), on peut associer des constructions similaires, mais qui
tiendront compte de l’ordre. Les sommets seront maintenant les sous-ensembles I ⊂ {1, . . . , d} a`
plus de trois e´le´ments, ponde´re´s par le rang du sous-tissu WI := {Fi | i ∈ I } ⊂ W.
Donnons une dernie`re de´finition d’invariants qu’on peut associer aux tissus, qu’il sera souvent
pratique de conside´rer :
De´finition 4.3.7. — Soit W un d-tissu. Pour p = 3, . . . , d, on note Rp
[W] (resp. Hp[W]) le
nombre de sous-p-tissus de W qui sont de rang maximal (resp. qui sont hexagonaux) :
Rp
[W] := Card {W ⊂ W ∣∣∣ |W | = p et rg[W ] = 1
2
(p− 1) (p− 2)
}
;
Hp
[W] := Card {W ⊂ W ∣∣∣ |W | = p , W est hexagonal } .
Il est imme´diat que deux tissus e´quivalents auront leurs nombres Rp et Hp e´gaux.
4.3.2. L’exemple fondamental des tissus alge´briques. — La notion de rang et la borne de
Bol prennent tout leur sens quand on les conside`re a` la lumie`re de la classe particulie`re forme´e par
les tissus alge´briques.
Comme en 4.2.2.1, on se donne une courbe alge´brique plane C ⊂ CP2 suppose´e seulement re´duite,
mais pas force´ment lisse, ni meˆme irre´ductible. Les relations abe´liennes du tissu WC associe´ a` C
vont eˆtre de´crites a` partir des 1-formes re´gulie`res sur C. On discute maintenant de cette notion.
Si C est lisse, c’est une surface de Riemann (i.e. une varie´te´ complexe de dimension un) et on peut
de´finir sans difficulte´ le faisceau Ω1C des 1-formes holomorphes sur C. Comme C est alge´brique, le
principe GAGA nous dit alors que les sections globales de ce faisceau sont en fait des objets de
nature alge´brique attache´s a` la courbe. Mais si la courbe est singulie`re, la de´finition de ce que doit
eˆtre une 1-forme globale re´gulie`re sur C n’est pas imme´diate, surtout du point de vue analytique qui
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est le noˆtre. On peut cependant de´finir un faisceau ω1C sur C dont les fibres vont co¨ıncider avec celles
de Ω1C en les points re´guliers de la courbe. La description de la fibre de ω
1
C aux points singuliers est
plus subtile. On de´finira alors une 1-forme re´gulie`re sur C comme e´tant une section globale de ce
faisceau. On renvoie au chapitre 9 pour des de´finitions plus rigoureuses. Pre´cisons que cette notion
de 1-forme re´gulie`re sur les courbes singulie`res n’a e´te´ bien de´gage´e que dans les anne´es 1950.
Cependant, on peut sans doute faire remonter a` Legendre, Abel (et d’autres...) la notion de “formes
de premie`re espe`ce” sur C qui, dans le cas des courbes planes, vont correspondre exactement aux
sections globales de ω1C . Leur de´finition est e´le´mentaire a` partir d’un choix de coordonne´es (note´es
(x, y)) sur un ouvert affine de CP2. Soit {F (x, y) = 0} une e´quation de C dans cette carte, F
e´tant un polynoˆme re´duit de degre´ d en x et y. On suppose que la droite a` l’infini n’est pas une
composante irre´ductible de C. Il est raisonnable d’appeler “forme rationnelle” sur C la restriction a`
(la partie re´gulie`re de) C de toute forme s’e´crivant dans les coordonne´es x, y
ω =
P (x, y) dx+Q(x, y) dy
R(x, y)
(
P,Q,R ∈ C[x, y])
ou` P,Q et R sont sans facteurs multiples et R non identiquement nul sur C. Sur la courbe conside´re´e,
on a dF = ∂x(F ) dx + ∂y(F ) dy = 0 (puisque F |C = 0) et ainsi sur un ouvert de Zariski de C, on
peut exprimer la diffe´rentielle dy en fonction de dx ; sur Creg \ {∂y(F ) = 0}, on a :
dy = −∂x(F )
∂y(F )
dx .
Les formes rationnelles sur C pourront donc s’e´crire
ω =
P (x, y) dx
R(x, y) ∂y(F )(x, y)
(
P,R ∈ C[x, y])
ou` P et R sont sans facteurs multiples, et R non identiquement nul sur C. Dans cette e´criture, il
faut voir la partie polaire comme e´tant donne´e par les ze´ros de R, le polynoˆme ∂y(F ) devant eˆtre
conside´re´ comme ne s’annulant pas sur C (puisque F est re´duit). On voudra donc conside´rer comme
formes holomorphes sur C les formes rationnelles sans poˆles. Ce seront les formes qui s’e´crivent
(?) ω =
P (x, y)
∂yF (x, y)
dx
(
P ∈ C[x, y]) .
Mais il est ne´cessaire d’imposer une borne sur le degre´ de P , afin que la droite a` l’infini ne soit pas
polaire pour ω (voir la discussion page 221 de [GH]).
De´finition 4.3.8. — Les formes de premie`re espe`ce sur C sont les formes rationnelles sur C qui,
dans un syste`me ge´ne´rique de coordonne´es affines, s’e´crivent sous la forme (?), avec deg(P ) ≤ d−3.
On notera (de fac¸on un peu abusive pour le moment) H0(C, ω1C) le C-espace vectoriel des 1-formes
de premie`re espe`ce sur C. La dimension de l’espace des polynoˆmes P (x, y) ∈ C[x, y] de degre´ plus
petit que d− 3 est (d− 1)(d − 2)/2. On a donc le
Lemme 4.3.9. — Si C est de degre´ d, on a :
dimC H
0(C, ω1C) =
1
2
(d− 1)(d− 2) .
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Conside´rons la restriction de WC a` un ouvert simplement connexe U ∗0 qui ne rencontre pas Σ[WC].
On utilise les notations de 3.2.1 : quitte a` prendre U ∗0 assez petit, il existe d applications holo-
morphes Pi : U
∗
0 → C telles que pour tout L ∈ U ∗0 , on ait C.L = P1(L) + · · ·+ Pd(L).
On de´finit la somme de 1-formes P ∗1 (ω ) + · · · + P ∗d (ω ) sur U ∗0 comme e´tant la somme abe´lienne
associe´e a` ω sur U ∗0 . On dit aussi que c’est la trace (ou encore, la transforme´e d’Abel) de ω relati-
vement a` la famille de droites U ∗0 , et on la note Tr(ω).
Avec ces notations, on a le tre`s ce´le`bre
The´ore`me 4.3.10 (The´ore`me d’addition d’Abel). — Les sommes abe´liennes associe´es aux
formes de premie`re espe`ce sont identiquement nulles, i.e. pour tout ω ∈ H0(C, ω1C), on a :
d∑
i=1
P ?i (ω ) = 0 .
L’e´nonce´ ci-dessus n’est qu’un cas particulier des re´sultats obtenus par Abel. On renvoie a` l’article
de S. Kleiman dans [AB] pour une e´tude de´taille´e de ce qu’est le The´ore`me d’Abel. Celui-ci se
ge´ne´ralise aux varie´te´s alge´briques projectives de toutes dimensions (voir [Gr 76], [HP 99]).
Par de´finition, la restriction a` U ∗0 du tissu alge´brique associe´ a` C est le tissu W{P1, . . . , Pd}. On
peut donc interpre´ter toute relation de la forme P ∗1 (ω ) + · · · + P ∗d (ω ) = 0 comme une relation
abe´lienne pourWC . Ainsi la trace des formes de premie`re espe`ce nous donne une application line´aire
dont on peut ve´rifier qu’elle est injective :
Tr : H0(C, ω1C) // A
[WC]
ω  // P ∗1 (ω) + · · ·+ P ∗d (ω) = 0 .
Du Lemme 4.3.9 et du The´ore`me d’Abel, on de´duit la chaˆıne d’e´galite´s et d’ine´galite´s suivante :
1
2
(d− 1)(d − 2) = dimC H0(C, ω1C) ≤ dimC A
[WC] = rg[WC] ≤ 1
2
(d− 1)(d − 2) .
Ce qui prouve la
Proposition 4.3.11. — Le tissu WC associe´ a` la courbe C est de rang maximal. De plus la trace
Tr e´tablit un isomorphisme entre H0(C, ω1C) et A[WC ] : les relations abe´liennes de WC sont donne´es
par l’annulation des sommes abe´liennes des formes de premie`re espe`ce sur C.
Ainsi, si le rang d’un tissu ge´ne´rique est nul, le the´ore`me d’Abel nous donne une classe de d-tissus
de rang maximal, pour tout d plus grand que 3.
Exemple : Soient a et b, deux constantes re´elles telles que le discriminant 4a3 + 27b2 soit non nul.
Alors la courbe C de CP2 d’e´quation affine y2 = P (x) avec P (x) := x3 + ax + b est une cubique
lisse. La diffe´rentielle dx/y est l’unique forme de premie`re espe`ce sur C (modulo multiplication par
une constante). On peut montrer que si p1 et p2 sont deux points de C d’abscisse respective X et
Y , alors le troisie`me point d’intersection de C avec la droite passant par p1 et p2 sera d’abscisse
q(X,Y ) :=
(
(a+XY )(X + Y )− 2P (X)P (Y ) + 2b)/(X2 − Y 2) .
Par le the´ore`me d’Abel, on a la relation∫ X
0
dσ√
σ3 + a σ + b
+
∫ Y
0
dσ√
σ3 + a σ + b
+
∫ q(X,Y )
0
dσ√
σ3 + a σ + b
= 0 .
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Cette relation est l’unique relation fonctionnelle abe´lienne du tissu W{X,Y, q(X,Y )} (modulo
multiplication par une constante). Ce tissu est un mode`le “en coordonne´es” du 3-tissu alge´brique
WC associe´ a` C (on donne ci-dessous un dessin re´el de ce tissu, voir Figure 7).
–1
–0.5
0
0.5
1
1.5
2
y
–1 –0.5 0.5 1
x
Figure 7. Un dessin re´el du tissu W{X,Y, q(X,Y )}, pour a = 1 et b = 0.
4.4. Alge´brisation des tissus de rang maximal et tissus exceptionnels
La partie pre´ce´dente a montre´ comment s’interpre`te le the´ore`me d’Abel en ge´ome´trie des tissus.
On va voir maintenant quels re´sultats peut nous donner sa re´ciproque, connue comme “le the´ore`me
d’Abel-inverse”. Dans un second temps, on discutera l’application aux tissus d’un the´ore`me
d’alge´brisation encore plus ancien, duˆ a` Sophus Lie.
4.4.1. Alge´brisation des tissus line´aires de rang maximal : le the´ore`me d’Abel-inverse.
— Commenc¸ons par de´crire la situation ge´ome´trique dans laquelle s’e´nonce cette re´ciproque du
the´ore`me d’Abel : on se donne d ≥ 3 points deux a` deux distincts P1, . . . , Pd sur une droite L0
fixe´e ainsi que d germes de courbes re´gulie`res (Ci, Pi) transverses a` L0 en Pi. La condition de
transversalite´ e´tant ouverte, il existe un voisinage U ∗0 de L0 dans le dual, ainsi que des applications
re´gulie`res Pi : U
∗
0 → Ci telles que tout L dans U ∗ intersecte transversalement Ci en Pi(L).
Dans cette situation on a le
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The´ore`me 4.4.1 (Abel-inverse). — Supposons que sur chaque germe de courbe Ci, il existe une
forme re´gulie`re ωi non-nulle telle qu’on ait l’annulation de “leur trace” sur U
∗
0 :
P ∗1 (ω1) + P
∗
2 (ω2) + · · ·+ P ∗d (ωd) = 0 .
Alors il existe une courbe alge´brique plane C de degre´ d et une forme de premie`re espe`ce ω sur C
telles que Ci ⊂ C et ωi = ω|Ci pour i = 1, . . . , d.
On a formule´ ce the´ore`me de telle sorte qu’il est valide dans un cadre complexe (resp. re´el) si pour
“re´gulier” on comprend “holomorphe” (resp. Ck avec k assez grand).
H. Graf et R. Sauer ont donne´ une preuve du the´ore`me d’Abel-inverse dans le cas d = 3 en 1924 dans
[GS 24]. La premie`re preuve ge´ne´rale semble eˆtre due a` W. Blaschke et G. Howe dans [BH 32], et
est d’ailleurs e´nonce´e dans le cadre de la ge´ome´trie des tissus. Dans [Gr 76], P.A. Griffiths discute
et prouve de diffe´rentes fac¸ons la ge´ne´ralisation de ce the´ore`me au cas des hypersurfaces projectives.
Les re´sultats de P. Griffiths sont repris et e´tendus par G. Henkin [He 92], [He 95] et Henkin-
Passare dans [HP 99]. D’autres ge´ne´ralisations sont donne´es dans la the`se [Fa 00] de B. Fabre.(2)
Le the´ore`me de Blaschke et Howe s’e´nonce de la fac¸on suivante :
The´ore`me 4.4.2. — Soit L(d) un d-tissu line´aire. Les conditions suivantes sont e´quivalentes :
1. L(d) porte une relation abe´lienne dont aucune composante n’est nulle.
2. L(d) est de rang maximal.
3. L(d) est alge´brique.
Esquisse de la preuve : Si l’on suppose connu le the´ore`me d’Abel-inverse, la preuve est
e´le´mentaire : l’implication 3 ⇒ 2 est classique (voir Proposition 4.3.11 ci-dessus), et 2 ⇒ 1 est
facile. Il reste a` montrer 1 ⇒ 3. Supposons L(d) donne´ sur un voisinage d’un point p du plan
projectif par d feuilletages en segments de droite note´s Li, i = 1, .., d. A chaque feuille de Li on
peut associer la droite support qui la contient, et donc, par dualite´ projective, un point de l’espace
projectif dual. On peut ainsi construire d germes de courbes (Ci,Li(p)) dans (CP2)∗. Puisque L(d)
satisfait l’hypothe`se de position ge´ne´rale en p, ces germes de courbes sont exactement dans la
configuration dans laquelle s’e´nonce (et donc s’applique !) le The´ore`me d’Abel-inverse. La condition
1. correspond a` la donne´e de 1-formes toutes non nulles sur les courbes Ci, de trace nulle. On en
de´duit que les Ci sont des morceaux d’une meˆme courbe alge´brique C de degre´ d. Il en de´coule que
L(d) est la restriction de WC dans un voisinage de p, et donc est un tissu alge´brique. 
Ce re´sultat est valide tant dans un cadre holomorphe que dans un cadre re´el C k. En adaptant
la preuve du Theorem 5 dans [HP 99], on voit que l’on peut prendre k ≥ 1. Cela re´pond a` une
question de Blaschke pose´e dans [Bl 32].
On comprendra ce the´ore`me comme un re´sultat d’alge´brisation pour les tissus line´aires. On le
re´sumera en disant que “les tissus line´aires de rang maximal sont alge´briques”. Ou encore : “si un
tissu de rang maximal n’est pas alge´brique, c’est qu’il n’est pas line´arisable”.
(2) Signalons aussi un article surprenant [Fu 42] paru en 1942 dans les “Annals of Mathematics” dans lequel G. Fubini,
inspire´ par la preuve de Lie du The´ore`me 6, prouve le The´ore`me d’Abel-inverse dans le cas d = 3, en re´duisant le
proble`me a` l’e´tude d’e´quations diffe´rentielles. Il n’y a aucune re´fe´rence autre que [Lie 82] et vraisemblablement
Fubini n’avait pas eu connaissance des re´sultats re´cents de Blaschke et Howe ni du papier plus ancien de Graf et
Sauer. Ce papier de Fubini n’est d’ailleurs cite´ nulle part.
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Un point important est que pour d ≥ 4, la classe de la courbe C, modulo transformations
projectives, ne va de´pendre que de la classe d’e´quivalence de L(d), modulo biholomorphisme.(3)
4.4.2. Alge´brisation des tissus de rang maximal : Le the´ore`me de Lie. — Bien avant
les formulations et les preuves du the´ore`me d’Abel-inverse, Sophus Lie avait de´ja obtenu dans
[Lie 82] un re´sultat d’alge´brisation du meˆme type lie´ a` la conside´ration de certaines surfaces dites
de “double-translation”. Celui-ci s’interpre`te en ge´ome´trie des tissus comme le The´ore`me 4.4.4 ci-
dessous. La preuve de Lie passe par l’e´tude des conditions d’inte´grabilite´ d’un syste`me d’e´quations
aux de´rive´es partielles, et peut eˆtre conside´re´e comme difficile a` suivre. Georg Scheffers en a donne´
un expose´ plus clair dans [Sc 04].
Lie n’appre´cia pas (cf. la note en bas de page 3 de [Ch 82]) que Henri Poincare´ reprenne son re´sultat
en en “esquissant” une autre preuve dans [Po 01]. L’approche de Poincare´ est ge´ome´trique et semble
plus riche et prometteuse que celle de Lie, mais il ne l’a expose´e que dans ses grandes lignes et de
fac¸on peu pre´cise. Une preuve simple et rigoureuse, reprenant l’approche de Poincare´ et utilisant la
the´orie des re´sidus, fut finalement donne´e par Darboux (voir page 151 de [Dar 14]). C’est d’ailleurs
cette preuve de Darboux qui inspira Blaschke et Howe et leur permit de prouver le The´ore`me
4.4.2. L’e´quivalent du the´ore`me de Lie en dimension plus grande fut obtenu inde´pendamment par
Tschebotarev [Tsc 27] et Wirtinger [Wi 38] en 1927 et 1938 respectivement. Comme re´fe´rences
modernes concernant le the´ore`me de Lie, on citera [Lit 83] et [Fa 00].
Au vu du the´ore`me de Blaschke et Howe, la question qui se pose maintenant est celle de savoir si
les tissus de rang maximal sont toujours line´arisables ou non.
Pour les 3-tissus, on a le re´sultat suivant dont la preuve est facile :
The´ore`me 4.4.3. — Un 3-tissu est de rang maximal si et seulement si il est paralle´lisable.
Esquisse de la preuve : Seul le sens direct n’est pas totalement imme´diat. Soit U1, U2, U3 ∈ O2
de´finissant un germe W = W(U1, U2, U3) de 3-tissu en (C2, 0), de rang maximal e´gal a` 1. Alors il
existe F1, F2 et F3 ∈ O1 tels qu’au voisinage de l’origine, on ait :
(∗) F1(U1) + F2(U2) + F3(U3) = 0 .
Commenc¸ons par montrer qu’on a F ′i (0) 6= 0 pour i = 1, 2, 3. Sans perdre en ge´ne´ralite´, on peut
supposer que U1 = x et U2 = y. Pour i = 1, 2, 3, on pose Fi(z) = Σk≥1 F
k
i z
k. Soit κ ≥ 1 le plus
petit entier tel que F κ3 6= 0. Alors la composante de degre´ le plus petit possible de F3 ◦ U3 est la
composante de degre´ κ, a` savoir F κ3 U3[1]
κ (ou` U3[1] de´signe la composante de degre´ 1 de U3, qui
n’est pas nulle puisque par hypothe`se, le feuilletage {U3 = cte.} est re´gulier en l’origine). L’e´quation
fonctionnelle (∗) implique que dans l’espace des polynoˆmes homoge`nes de degre´ κ, on a une relation
de la forme F κ1 x
κ + F κ2 y
κ + F κ3 U3[1]
κ = 0. Or si F κ3 6= 0, une telle relation n’est possible que si
κ = 1. On a donc F 13 6= 0, soit F ′3(0) 6= 0. Par syme´trie, on en de´duit que F ′i (0) 6= 0 pour i = 1, 2.
De ce qui pre´ce`de on de´duit que l’application φ :=
(
F1(U1), F2(U2)
)
de´finit un germe de biholo-
morphisme en l’origine de C2. Il est alors clair que l’image de W par φ n’est autre que le tissu
W{x, y, x + y} qui est le 3-tissu paralle´lisable “par exellence”. 
Remarque : puisque les tissus alge´briques associe´s aux cubiques planes sont de rang 1, on en
de´duit qu’il tous sont paralle´lisables. Ainsi, tous ces tissus alge´briques sont e´quivalents entre eux.
(3) En fait, on a beaucoup plus fort puisque I. Nakai a montre´ dans [Na 87] que si deux tissus alge´briques WC et WC
sont topologiquement e´quivalents, alors C est transforme´e projective de C.
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Ce fait contraste nettement avec celui concernant les tissus alge´briques associe´s aux courbes planes
de degre´ d ≥ 4, comme le montre le dernier commentaire de la section 4.1. ci-dessus.
La reformulation en ge´ome´trie des tissus du re´sultat de Lie e´voque´ plus haut donne le
The´ore`me 4.4.4. — Un 4-tissu W(4) de rang maximal 3 est (e´quivalent a` un tissu) alge´brique.
On en esquissera une preuve suivant l’approche de Poincare´ en 8.2.1. Signalons quand meˆme que
la preuve du the´ore`me donnera une construction explicite et canonique (modulo PGL3(C)) de la
courbe alge´brique associe´e a` un 4-tissu de rang maximal, a` partir de ses relations abe´liennes.
D’une fac¸on ge´ne´rale, on pourrait s’attendre a` ce que les tissus de rang maximal soient tou-
jours line´arisables, et donc alge´briques. Dans [Bl 33], W. Blaschke donne une preuve ge´ome´trico-
diffe´rentielle du fait que les 5-tissus de rang maximal 6 sont e´galement line´arisables (et donc
alge´briques). Mais sa preuve est fausse, ainsi que l’e´nonce´, puisqu’en 1936, G. Bol donne un exemple
explicite d’un 5-tissu de rang 6, qui n’est pas line´arisable et donc ne peut eˆtre alge´brique. Ce contre-
exemple est fondamental en ge´ome´trie des tissus.
Dans les sections qui suivent on va pre´senter ce tissu ainsi que les exemples importants des tissus
dit “polylogarithmiques”, que l’on peut associer a` certaines e´quations fonctionnelles satisfaites par
les polylogarithmes d’ordre n ≤ 5. On renvoie aux livres [Le] et [P] pour un aperc¸u du ve´ritable
zoo d’e´quations fonctionnelles ve´rifie´es par les polylogarithmes.
4.4.3. Le tissu de Bol. — On pre´sente maintenant le tissu de Bol conside´re´ dans [Bol 36].
Plusieurs mathe´maticiens ont de´couvert au 19e`me sie`cle que l’e´quation fonctionnelle suivante
Li2
(
x
)−Li2(y)−Li2(x
y
)
−Li2
(
1− y
1− x
)
+Li2
(
x(1− y)
y(1− x)
)
= −pi
2
6
+log
(
y
)
log
(
1− y
1− x
)
(Ab)
est satisfaite, si 0 < x < y < 1, par le bilogarithme de´fini par Li2(z) =
∑∞
k=1
zk
kn pour |z| < 1.
Cette e´quation a e´te´ e´tablie en premier lieu par Spence (1809), puis rede´couverte sous des formes
e´quivalentes par Abel (1830), Hill (1830), Kummer (1840) et d’autres ... La forme ci-dessus est due
a` Schaeffer (1846). Cette e´quation est maintenant connue comme l’e´quation d’Abel ou l’e´quation a`
cinq termes du bilogarithme. Sa forme est presque celle d’une relation fonctionnelle abe´lienne, si ce
n’est la pre´sence d’un second membre logarithmique.
Cependant, dans [Ro 07], J. Rogers montre que le dilogarithme de Rogers D2, de´fini par
D2(x) := Li2(x) +
1
2
log(x) log(1− x)− pi
2
6
(0 < x < 1)
satisfait la version homoge`ne de l’e´quation d’Abel puisque, pour 0 < x < y < 1, on a :
D2
(
x
)−D2( y )−D2( x
y
)
−D2
(
1− y
1− x
)
+ D2
(
x(1− y)
y(1− x)
)
= 0 . (R)
La relation (R) a maintenant l’aspect d’une relation fonctionnelle abe´lienne pour le 5-tissu forme´
des lignes de niveau des fonctions rationnelles qui apparaissent comme arguments de D2 dans (R).
De´finition 4.4.5. — Le tissu de Bol, note´ B, est le tissu W{U1, U2, . . . , U5} ou` les Ui sont les cinq
fonctions rationnelles
U1 = x U2 = y U3 =
x
y
U4 =
1− y
1− x et U5 =
x(1− y)
y(1− x) .
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Ce tissu est globalement de´fini sur CP2 et son lieu singulier est la re´union de cinq droites. On a :
Σ[B] = { [x : y : z] ∈ CP2 ∣∣ xyz(x− y)(x+ y − z)(x− z)(y − z) = 0 } .
On a trace´ une repre´sentation re´elle de ce tissu Figure 8 ci-dessous.
Dans la pre´sentation ci-dessus, le tissu de Bol est de´fini a` partir des cinq fractions rationnelles qui
apparaissent dans l’e´quation d’Abel du bilogarithme. Mais on peut en donner une construction
ge´ome´trique plus e´le´gante : a` quatre points p1, p2, p3, p4 en position ge´ne´rale dans CP2, on peut
associer le 5-tissu B(p1, . . . , p4) de CP2 forme´ par les quatre pinceaux de droites C1(pi) et par le
pinceau C2(p1 + · · ·+ p4) des coniques passant par les quatre points pi. La Figure 4.4.3 ci-dessous
repre´sente les cinq feuilles du tissu B(p1, . . . , p4) passant par un point p.
 

 

  
	

PSfrag replacements
p
p1p2
p3 p4
Le groupe projectif line´aire agissant transitivement sur les 4-uplets de points de CP2 en position
ge´ne´rale, les tissus B(p1, . . . , p4) sont tous projectivement e´quivalents. Le tissu B de la De´finition
4.4.5 correspond au choix p1 = [1 : 0 : 0], p2 = [0 : 1 : 0], p3 = [0 : 0 : 1] et p4 = [1 : 1 : 1].
Dans [Bol 36], G. Bol donne une famille de six relations fonctionnelles abe´liennes pour B,
e´quivalente a` celle forme´e par les six relations fonctionnelles abe´liennes suivantes :
(1) log(U1)− log(U2)− log(U3) = 0 ,
(2) log(U3)− log(U4)− log(U5) = 0 ,
(3) log(1− U1)− log(1− U2) + log(U4) = 0 ,
(4) log(1− U1)− log(1− U3) + log(1− U5) = 0 ,
(5) log( 1−U1U1 )− log( 1−U3U3 ) + log(1− U4) = 0 ,
(6) D2(U1)−D2(U2)−D2(U3)−D2(U4) + D2(U5) = 0 .
On ve´rifie que ces six relations sont line´airement inde´pendantes, ce qui implique que rg[B] ≥ 6.
D’autre part, on a la borne de Bol rg[B] ≤ (5 − 1)(5 − 2)/2 = 6. On en de´duit que B est de rang
maximal e´gal a` 6. Il est clair que toute line´arisation φ de B (locale ou non) line´arise a fortiori
le sous-4-tissu line´aire W(U1, U2, U3, U4) forme´ de quatre pinceaux de droites. Le the´ore`me de
Mayrhofer et Reidemester cite´ en 4.1.1 implique alors que φ est une transformation projective.
Or une telle application ne pourra jamais line´ariser le pinceau de coniques {U5 = cte.} qui est un
feuilletage de B. On en de´duit que le tissu de Bol n’admet pas de line´arisation. On a donc la
Proposition 4.4.6. — Le tissu de Bol B est de rang maximal mais n’est pas line´arisable.
En particulier, on en de´duit que le tissu de Bol n’est pas alge´brique.
Parce qu’on posse`de une base explicite des relations abe´liennes de B, on peut de´terminer son armure
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Figure 8. Le tissu de Bol
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ainsi que les nombres de ses sous-k-tissus de rang maximal, pour k = 3, 4 ; on a :
R3
[B] = 10 , R4[B] = 5 et ω[B] = (5, 0, 1) .
Puisque R3
[B] = 10, tous les sous-3-tissus de B sont hexagonaux et donc B est hexagonal. Bol a
montre´ que B est l’unique tissu hexagonal non forme´ de pinceaux de droites :
Proposition 4.4.7. — Soit W(d) un (germe de) d-tissu hexagonal. Alors W(d) est e´quivalent a`
un tissu forme´ de d-pinceaux de droites, sauf si d = 5 et que W(d) est e´quivalent au tissu de Bol.
Bol montre e´galement que si W(5) est tel que R3
[W(5)] ≥ 9, alors W(5) est e´quivalent a` un tissu
forme´ de cinq pinceaux de droites, sauf s’il est e´quivalent au tissu de Bol.
4.4.4. Tissus exceptionnels et tissus polylogarithmiques. — Au vu de l’exemple pre´ce´dent
du tissu de Bol, on peut poser la
De´finition 4.4.8. — Un tissu est dit exceptionnel s’il est de rang maximal et non alge´brique.
Avec cette de´finition, la Proposition 4.4.6 se re´sume en disant que B est exceptionnel.
La notion de tissu exceptionnel est sans doute une des plus importantes en ge´ome´trie des tissus
(voir ci-dessous). Elle se ge´ne´ralise en dimension supe´rieure, meˆme si des re´sultats d’alge´brisation
impliquent qu’elle est vide dans certains cas, comme par exemple pour les 3-tissus de courbes
en dimension 3 et de rang maximal 5 (voir [BW 34]), ou pour les d-tissus de codimension n en
dimension 2n et de rang maximal
(
d−1
n+1
)
(voir [He´ 98]).
Pendant pre`s de 70 ans, le tissu de Bol a e´te´ l’unique exemple de tissu exceptionnel plan connu, et
ce jusqu’a` notre e´tude re´cente du tissu de Spence-Kummer du trilogarithme (cf. [Pi]). Des exemples
de tissus exceptionnels en dimension plus grande ont cependant e´te´ de´couverts entre temps :
– V. Goldberg a de´couvert trois 4-tissus de codimension 2 dans C4, de 2-rang maximal 1 mais
non-alge´briques. Pour une pre´sentation de ces tissus, voir [G] ou [AG-2], page 100.
– dans [Lit 89], J. Little conside`re le 2n-tissu W (2n)X naturellement de´fini sur l’espace des 0-
cycles effectifs de degre´ 2n d’une surface K3, ici note´e X. Sur cet espace de cycles, on peut
conside´rer le syste`me diffe´rentiel exte´rieur d’Abel, de´fini par la trace de “l’unique” 2-forme
de X (voir [Gr 77] pour cette notion). Une varie´te´ inte´grale V de ce syste`me diffe´rentiel sera
de codimension 2 dans X (2n). En prenant alors la restriction de W (2n)X a` V, Little obtient un
2n-tissu de codimension 2 sur un espace de dimension 4n et de 2-rang e´gal a` la borne maximale
possible, a` savoir 1. En s’appuyant finalement sur un re´sultat profond de ge´ome´trie alge´brique
duˆ a` Mumford et Roitman, il montre qu’un tel tissu n’est pas line´arisable et donc n’est pas
alge´brique au sens classique.
– dans [Da 83], D. Damiano conside`re (pour n ≥ 2) le (n + 3)-tissu en courbe D(n) dans
Rn, forme´ par n + 2 pinceaux de droites de sommets n + 2 points pi en position ge´ne´rale,
le dernier feuilletage e´tant forme´ par les courbes rationnelles extre´males passant par tous les
pi. Il montre que ces tissus sont de 1-rang maximal mais ne sont pas line´arisables : ils sont
donc exceptionnels. La famille {D(n) |n ≥ 2 } ge´ne´ralise le tissu de Bol qui correspond au cas
particulier n = 2. Le 6-tissu correspondant au cas n = 3 avait de´ja e´te´ conside´re´ auparavant
par Blaschke dans [Bl 29] et [Bl 30].
En 2.2.1.2, on a vu que la relation abe´lienne dilogarithmique (note´e ∆6) engendre tout l’espace A[B]
par prolongement analytique. Elle doit donc eˆtre conside´re´e comme la relation abe´lienne privile´gie´e
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pour B. D’autre part, depuis une trentaine d’anne´es, cette e´quation fonctionnelle et les fonctions
Li2 et D2 qui s’y rapportent ont e´te´ mises en relation avec de nombreux domaines distincts en
mathe´matiques (voir chapitre 7). Puisqu’elles sont donne´es par l’annulation de certaines sommes
abe´liennes et sont ainsi relie´es au the´ore`me d’Abel, les relations abe´liennes des tissus alge´briques
sont des objets particulie`rement inte´ressants. La bre`ve esquisse qui vient d’eˆtre faite des nombreuses
occurrences de l’e´quation (R) en mathe´matiques montre que la relation abe´lienne “principale” du
tissu exceptionnel qu’est B l’est tout autant, si ce n’est plus.
La relation abe´lienne porte´e par un tissu de Little est donne´e par l’annulation de la restriction
de la trace de “la” 2-forme de X a` une sous-varie´te´ du produit syme´trique X (2n). Cette relation
abe´lienne est donc lie´e a` un objet ge´ome´trique fondamental porte´ par la surface X.
Pour tout n ≥ 2, le tissu de Damiano D(n) est de´fini de facon naturelle sur l’espace Cn+3(R2) des
configurations de n+3 points dans R2. Son 1-rang est maximal, e´gal a` (n+1)(n+2)/2. Toutes les
relations abe´liennes de D(n) sont de´ge´ne´re´es (car d’ordre trois), a` l’exception d’une seule qui est
obtenue a` partir de la construction par I. Gelfand et R. MacPherson, dans [GM 82], d’une cer-
taine forme Pn sur Cn+3(R2). Cette forme Pn est l’inte´grale de la forme GLn+3(R)-invariante qui
repre´sente une certaine classe de Pontryagin du fibre´ tautologique sur la grassmannienne Gn+3n (R),
le long des fibres d’une action naturelle de Rn+3>0 . La ge´ome´trie des grassmanniennes et le the´ore`me
de Stokes impliquent que ces formes Pn ve´rifient certaines relations diffe´rentielles. Dans les cas
qu’il conside`re, Damiano montre qu’on peut interpre´ter ces relations comme la relation abe´lienne
non-de´ge´ne´re´e de D(n).
Bien qu’on ne connaisse pas d’interpre´tation ge´ome´trique des 2-relations abe´liennes des tissus excep-
tionnels de Goldberg, la discussion ci-dessus a voulu montrer que les relations abe´liennes des tissus
de rang maximal (et particulie`rement des tissus exceptionnels) sont des objets particulie`rement
inte´ressants. On comprendra donc l’opinion de S.S. Chern sur la question dans [Ch 85], ou` il e´crit
The high-dimensional Abelian equations constitute a subject which has contacts with
many branches of mathematics (such as functional equations, partial differential equa-
tions, combinatorial characteristic classes, algebraic K-theory, etc..) and which should
have a very promising future.
[Les relations abe´liennes de dimension supe´rieure constituent un sujet qui a des liens
avec de nombreuses branches des mathe´matiques (comme les e´quations fonctionnelles,
les e´quations aux de´rive´es partielles, les classes caracte´ristiques combinatoires, la K-
the´orie alge´brique, etc..) et devraient avoir un avenir prometteur.]
Dans le meˆme papier il e´crit aussi :
The determination of all webs of maximum rank will remain a fundamental problem in
web geometry and the nonalgebraic ones, if there are any, will be most interesting.
[La de´termination de tous les tissus de rang maximal demeure un proble`me fondamen-
tal en ge´ome´trie des tissus et les tissus non-alge´briques, s’il en existe, seront les plus
inte´ressants.]
On de´signera donc le proble`me de la classification des tissus exceptionnels comme le proble`me de
Chern. Il est de´ja` non-trivial et encore largement ouvert pour les tissus plans. Le premier cas pour
lequel il se pose est celui des 5-tissus plans exceptionnels. Dans [Ch 85], Chern e´crit a` ce sujet :
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(For planar webs), an important unsolved problem is whether there are other 5-webs of
rank 6, besides the algebraic ones and Bol’s example.
[(Pour les tissus plans), un proble`me important et non re´solu est de savoir s’il existe
d’autres 5-tissus de rang 6, en plus des tissus alge´briques et de l’exemple de Bol.]
C’est ce proble`me qui a motive´ la plus grande partie de notre travail de recherche, dont cette the`se
donne une pre´sentation. Un point fondamental est de savoir s’il existe d’autres 5-tissus exception-
nels plans distincts du tissu de Bol.
Dans la queˆte des tissus exceptionnels et de leurs relations abe´liennes, un inte´reˆt particulier doit
eˆtre porte´ aux tissus que l’on peut associer aux polylogarithmes.
Plusieurs mathe´maticiens du 19e`me sie`cle ont de´couvert que les polylogarithmes Lin (pour n =
2, 3, 4, 5) satisfont des relations fonctionnelles de forme similaire a` celle de l’e´quation d’Abel du bi-
logarithme (Ab). Aux e´quations fonctionnelles en deux variables satisfaites par les polylogarithmes,
on pourra de la meˆme fac¸on associer des tissus sur CP2, de´finis par des fractions rationnelles, qui
porteront des relations fonctionnelles abe´liennes polylogarithmiques. Ceux-ci seront susceptibles
d’eˆtre de rang e´leve´, peut-eˆtre maximal, et seront donc particulie`rement inte´ressants dans notre
recherche des tissus exceptionnels.
De plus, comme dans le cas du tissu de Bol et du dilogarithme, les relations fonctionnelles po-
lylogarithmiques qu’ils portent sont lie´es a` d’autres domaines tels que la K-the´orie des corps de
nombres (voir [Go 93] pour davantage de pre´cisions). On peut donc penser que ces tissus forment
une famille de tissus exceptionnels.
A` l’e´quation de Spence-Kummer SK du trilogarithme (voir l’introduction), on peut associer le
9-tissu dit de Spence-Kummer de´fini par les neuf fractions rationnelles qui apparaissent dans SK :
WSK := W
{
x , y ,
x
y
,
1− x
1− y ,
x(1− y)
y(1− x) , xy ,
x(1− y)
(1− x) ,
(1− y)
y(1− x) ,
x(1− y)2
y(1− x)2
}
.
Il a e´te´ e´tabli inde´pendamment par Gilles Robert et l’auteur que le tissu de Spence-Kummer est
bien exceptionnel (voir les chapitres 3 et 7 ainsi que [Pi 02] et [Ro 02]) confirmant ainsi l’intuition
de He´naut(4). L’e´tude de ses sous-tissus a permis de de´couvrir d’autres k-tissus exceptionnels, pour
k = 5, 6, 7, tous de´finis par des fractions rationnelles, et dont les relations abe´liennes sont “polylo-
garithmiques” pour la plupart.
Dans l’expose´ d’ouverture [Gr 04] de la ce´le´bration du bicentenaire de la naissance de N.H. Abel,
P.A. Griffiths pose la question de savoir si les tissus polylogarithmiques sont les seuls a` eˆtre excep-
tionnels. Relativement aux tissus de Bol et de Spence-Kummer, il e´crit (page 197) :
Are all webs of maximal rank which are not algebraizable of this type ?
We do no attempt to formulate this question precisely – intuitively, we are asking whether
or not for each k there is an integer n(k) such that there is a “new” n(k)-web of maximal
rank one of whose abelian relations is a (the ?) functional equation with n(k) terms for
(4) Dans [He´ 01], il e´crit (page 38) : “... but above all [Spence-Kummer] web seems to be a good candidate as an
exceptional web.”
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the kth polylogarithm Lik ?
[ Les tissus de rang maximal qui ne sont pas alge´briques sont-ils tous de ce type ?
Nous n’essayons pas de donner de cette question une formulation pre´cise – intuitivement,
nous demandons si, pour tout k, il existe un entier n(k) tel qu’il y ait un “nouveau”
n(k)-tissu de rang maximal, dont l’une des relations abe´liennes est une (l’) e´quation
fonctionnelle a` n(k) termes pour le k-ie`me polylogarithme Lik ?]
De ces interrogations on peut de´gager deux questions distinctes :
– existe-t-il pour chaque polylogarithme Lik une e´quation fonctionnelle du meˆme type que (Ab)
et (SK) telle que le tissu associe´ soit exceptionnel ?
– un tissu exceptionnel est-il e´quivalent a` un “tissu polylogarithmique” ?
(La notion de “tissu polylogarithmique” est discute´e et pre´cise´e au septie`me chapitre).
Signalons tout de suite que la re´ponse a` la deuxie`me question est ne´gative. On renvoie au chapitre
6 pour des exemples de 5-tissus exceptionnels non-polylogarithmiques. Ces exemples sont surpre-
nants : certains sont tre`s “simples” et peuvent s’interpre´ter comme des tissus alge´briques, quitte
a` ge´ne´raliser de fac¸on naturelle la de´finition classique “a` la Blaschke-Bol” de ce qu’est un tissu
alge´brique (voir chapitre 9). D’autres exemples tout aussi surprenants de tissus non-alge´briques,
mais de rang maximal, sont relie´s aux objets tre`s classiques en ge´ome´trie alge´brique que sont les
courbes elliptiques et leurs fonctions the`tas. En particulier, ces re´sultats apportent une re´ponse a`
la question de Chern pose´e plus haut : il existe de nombreux 5-tissus plans exceptionnels distincts
de l’exemple de Bol.
Il se pourrait que la re´ponse a` la premie`re question soit ne´gative e´galement, puisqu’au chapitre
7, on montre que les tissus associe´s aux e´quations fonctionnelles connues les plus simples qui sont
satisfaites par le te´tralogarithme et le pentalogarithme ne sont pas de rang maximal.
CHAPITRE 5
SUR L’E´TUDE DU RANG D’UN TISSU
On vient d’expliquer que les notions de relations abe´liennes, de rang, et surtout de “rang maximal”,
sont certainement parmi les plus inte´ressantes en ge´ome´trie des tissus.
Parmi les proble`mes les plus fondamentaux concernant les tissus plans de rang maximal figure
sans doute, juste apre`s l’e´tablissement d’une classification, celui de les caracte´riser. C’est a` cette
question que l’on s’inte´resse dans ce chapitre.
Plus pre´cise´ment, le proble`me conside´re´ ici est celui de la caracte´risation, par un crite`re
diffe´rentiel, des n-uplets ω = (ω1, . . . , ωn) de 1-formes (resp. des n-uplets d’inte´grales premie`res
U = (U1 . . . , Un)) qui de´finissent un tissu de rang maximal : on cherche des e´quations diffe´rentielles
portant sur les coefficients des formes ωi (resp. sur les inte´grales premie`res Ui) qui sont satisfaites
si et seulement si le tissu associe´ W(ω) (resp. W(U)) est de rang maximal. On s’inte´resse aussi a`
l’utilisation effective d’un tel crite`re.
Dans la premie`re partie, on s’appuie sur la publication me´connue [Pa 38] de A. Pantazi pour
donner la construction ge´ne´rale d’un syste`me diffe´rentiel (portant sur les i) qui caracte´rise les
tissus W (dx+ 1 dy, . . . , dx+ n dy) de rang maximal.
Dans la seconde partie, on explique comment, a` partir de la me´thode d’Abel de re´solution des efa,
on peut obtenir des e´quations diffe´rentielles (sur les Ui) qui vont caracte´riser les tissus W(U1, .., Un)
de rang maximal. Cette approche est comple`tement e´le´mentaire, et s’il n’est pas aise´ d’en de´duire
des re´sultats ge´ne´raux, elle permet en contrepartie d’obtenir, dans certains cas particuliers, des
e´quations diffe´rentielles beaucoup plus simples que celles donne´es par la me´thode de Pantazi. On
illustrera cette approche en l’appliquant a` plusieurs cas simples. On en de´duira plusieurs nouveaux
tissus exceptionnels (voir aussi les chapitres 6, 7 et 8).
Tous les objets conside´re´s ici sont suppose´s holomorphes : on se place dans la cate´gorie analytique
complexe, meˆme si certains re´sultats du chapitre sont e´galement valides dans un cadre re´el, avec
des hypothe`ses de re´gularite´ Ck, pour k assez grand.
Dans tout le chapitre, n de´signera un entier naturel plus grand que 3 et on posera N =
1
2(n − 1)(n − 2). Tous les tissus conside´re´s seront des tissus plans de´finis sur un petit voisinage
ouvert autour de l’origine de C2. On notera O1 (resp. O2) l’anneau des germes de fonctions
holomorphes en l’origine de C (resp. C2).
Pour ψ(x, y) ∈ O2 et k ∈ N on notera :
ψ[k](x, y) :=
∂k
∂xk
(
ψ(x, y)
)
.
96 CHAPITRE 5. SUR L’E´TUDE DU RANG D’UN TISSU
Dans la premie`re partie 5.1, un n-tissu plan sera donne´ par un n-uplet de 1-formes ω =
(ω1, . . . , ωn) ∈ Ω(C2, 0)n et dans 5.2, par un n-uplet d’inte´grales premie`res U = (U1, ..., Un) ∈ (O2)n.
Il y a plusieurs fac¸ons de se donner un tissu et celles que nous utiliserons ici sont tre`s naturelles.
Mais ce ne sont pas les plus ge´ne´rales, puisqu’elles de´finissent davantage un “tissu ordonne´” qu’un
ve´ritable “tissu”. Ainsi, dans tout ce chapitre, il sera en fait question de “tissu ordonne´” bien que
cela ne soit plus pre´cise´ dans la suite. Puisqu’on travaillera localement au voisinage de l’origine
dans C2, le terme “tissu” vaudra pour “germe de tissu ordonne´ en l’origine” dans tout ce qui suit.
5.1. Caracte´risation des tissus plans de rang maximal (d’apre`s A. Pantazi)
Une caracte´risation satisfaisante des 3-tissus de rang maximal 1 a e´te´ obtenue de`s le de´but de la
the´orie des tissus, par Blaschke et Dubourdieu. Dans [BD 28], ils associent a` un 3-tissu W de
(C2, 0) une certaine forme diffe´rentielle KBW ∈ Ω2(C2, 0), maintenant connue comme la “courbure
de Blaschke” de W. Ils montrent que cette courbure est un invariant diffe´rentiel de W (1) et que son
annulation caracte´rise les 3-tissus de rang maximal. On donne ci-dessous une construction classique
de cette courbure (tire´e de [Bl 55]) : supposons queW soit de´fini par trois 1-formes holomorphes en
(C2, 0), note´es σ1, σ2 et σ3. Sans perdre en ge´ne´ralite´, on peut faire l’hypothe`se (∗) σ1+σ2+σ3 = 0.
On a donc σ1 ∧ σ2 = σ3 ∧ σ2 = σ2 ∧ σ3. On note Ω cette 2-forme qui n’est pas nulle. Alors pour
i = 1, 2, 3, il existe une fonction holomorphe hi telle que d σi = hi Ω. La relation (∗) implique que
h1 + h2 + h3 = 0. On en de´duit que h3 σ2 − h2 σ3 = h1 σ3 − h3 σ1 = h2 σ1 − h2 σ2. On note γ cette
forme. Par de´finition, la courbure de Blaschke de W est la 2-forme KBW = d γ. On a alors le
The´ore`me 5.1.1 (Blaschke-Dubourdieu). — Le tissu W est de rang maximal si et seulement
si sa courbure KBW est identiquement nulle.
Une preuve consiste a` montrer que chacun des deux membres de cette e´quivalence correspond au
fait que W est paralle´lisable, i.e. qu’il existe φ ∈ Diff(C2, 0) tel que φ∗(W) = W(x, y, x+ y).
Mais si ce proble`me de caracte´riser les tissus de rang maximal a e´te´ re´solu de fac¸on satisfaisante
pour les 3-tissus aux alentours des anne´es trente, il semblait qu’aucune ve´ritable avance´e n’avait e´te´
faite pour traiter le cas ge´ne´ral des n-tissus, et ce jusqu’aux travaux tre`s re´cents (2003) de He´naut.
On de´crit maintenant de fac¸on rapide certains de ses re´sultats, qui ne sont pas loin d’apporter une
re´ponse comple`te et satisfaisante au proble`me de la caracte´risation des tissus de rang maximal, sur
le plan the´orique tout du moins.
Dans [He´ 04] (auquel on renvoie pour des de´tails), il montre comment associer, a` un n-tissu W,
un fibre´ vectoriel complexe E de rang N sur (C2, 0) muni d’une connexion ∇, tel que l’espace
des relations abe´liennes de W soit isomorphe a` l’espace des sections holomorphes de E qui sont
horizontales relativement a` ∇. En outre, il obtient que, dans une base adapte´e de sections, la
courbure de ∇ a pour forme matricielle
K1 K2 . . . KN
0 0 . . . 0
...
...
...
...
...
0 0 . . . 0
 d x ∧ d y , (K1, . . . ,KN ∈ O2) .
(1) Dans le sens ou` φ∗KBW = K
B
φ∗(W) pour tout φ germe de diffe´omorphisme de (C
2, 0).
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Il en de´duit que W est de rang maximal si et seulement si la courbure de cette connexion est nulle,
ce qui correspond a` l’annulation des 2-formes Ki d x ∧ d y, pour i = 1, . . . , N .
He´naut montre que, pour n = 3, la courbure K1 d x∧ d y donne´e par son approche n’est autre que
la courbure de Blaschke de W. Ses re´sultats apparaissent donc comme une ge´ne´ralisation naturelle
du the´ore`me de Blaschke-Dubourdieu au cas ge´ne´ral des n-tissus.
Le cadre de travail pris par He´naut pour obtenir ses re´sultats est le formalisme moderne des syste`mes
surde´termine´s d’e´quations diffe´rentielles line´aires analytiques (duˆ principalement aux travaux de
Spencer et Goldschmidt, voir [BCGG]). Il utilise en particulier la notion de complexe de Spencer
d’un morphisme de O-module, lui-meˆme obtenu par prolongation successive, a` certains espaces de
jets, d’un autre morphisme de O-module de´fini a` partir d’un certain syste`me diffe´rentiel line´aire.
Les outils utilise´s sont multiples et peu constructifs : sont utilise´s des re´sultats sur les e´quations
line´aires dans le champ complexe (l’arche´type e´tant le the´ore`me de Cauchy-Kowaleskaya), le lan-
gage de base de l’alge`bre homologique (avec les notions de complexe, de suite exacte), ainsi que les
formalismes des faisceaux de O-modules et des espaces de jets.
Les re´sultats de´crits ci-dessus apportent une re´ponse the´orique satisfaisante au proble`me de la
caracte´risation des tissus de rang maximal, mais leur mise en œuvre pratique et leur utilisation
effective n’est pas aise´e a` premie`re vue : il ne semble pas e´vident, e´tant donne´ explicitement n
1-formes ω1, . . . , ωn de´finissant un tissu W, de construire effectivement la connexion ∇ ainsi que
les coefficients Ki de la matrice de courbure.
(2)
Si les re´sultats de He´naut sont tre`s re´cents, il s’ave`re que la caracte´risation des tissus plans de rang
maximal avait de´ja` e´te´ e´tudie´e de fac¸on inte´ressante par Pantazi(3), environ 60 ans plus toˆt.
Les re´sultats qui nous inte´ressent ont e´te´ publie´s en 1938 dans une note e´crite en franc¸ais, parue
dans les Comptes Rendus des Se´ances de l’Acade´mie des Sciences de Roumanie [Pa 38]. En relation
avec les re´sultats contenus dans cet article ne sont parues, a` notre connaissance, que deux autres
publications : une autre de Pantazi [Pa 40], et un article de Nicolae Miha˘ileanu [Mi 41].
Bien que la note de Pantazi ait e´te´ commente´e dans le Zentralblatt allemand par Bol (qui fut un
des principaux contributeurs de l’e´cole de Hambourg), il ne semble pas que les re´sultats qu’elle
contient aient e´te´ connus par la communaute´ mathe´matique inte´resse´e par les tissus. Cette note
n’apparaˆıt dans aucune bibliographie re´cente sur les tissus et n’est cite´e nulle part. Il nous semble
que sa de´couverte est inte´ressante, tant sur un plan historique que mathe´matique.
La section 5.1 de ce chapitre consiste en notre tentative de re´e´criture, avec un point de vue plus
moderne, des re´sultats de [Pa 38] qu’on va maintenant de´crire rapidement.
Etant donne´ des 1-formes dx + 1 dy, . . . , dx + n dy de´finissant un n-tissu W, Pantazi donne
une construction effective de certaines expressions, note´es P (σ)k (avec σ = 0, . . . , n − 3 et k =
σ + 2, . . . , n − 1), rationnelles en les i et leurs de´rive´es partielles. Il affirme qu’une condition
ne´cessaire et suffisante pour que W soit de rang maximal est que tous ces coefficients s’annulent.
Si l’approche de Pantazi est e´le´mentaire et constructive, sa “de´monstration” du caracte`re ne´cessaire
(2) Il convient cependant de signaler les travaux re´cents de O. Ripoll qui a imple´mente´ des proce´dures sur maple qui
permettent de calculer de fac¸on effective les courbures de He´naut Ki dx ∧ dy des d-tissus, pour d = 3, 4, 5.
(3) Alexandru Pantazi e´tait un ge´ome`tre Roumain, qui fut e´le`ve de Elie Cartan. Il a soutenu une the`se de ge´ome´trie
diffe´rentielle projective a` Paris en 1922. Apre`s une dizaine d’anne´es passe´es en France, il retourna en Roumanie ou`
son activite´ mathe´matique se de´roula ensuite jusqu’a` sa mort pre´mature´e en 1948.
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et suffisant de sa condition ne satisfait pas aux crite`res de rigueur que doit ve´rifier une preuve
mathe´matique moderne. On a donc voulu en donner une preuve plus formalise´e. Mais la complexite´
induite par la manipulation re´pe´te´e d’expressions complique´es (mais explicites) qui apparaissent
(ine´vitablement ?) dans l’approche de Pantazi ne nous a permis d’e´tablir que la ne´cessite´ de sa
condition, mais pas sa suffisance.
D’autre part, une formulation moderne de l’approche de Pantazi conduit a` des re´sultats tre`s sem-
blables a` ceux de He´naut dont il a e´te´ question plus haut : on peut ainsi construire un isomorphisme
explicite entre l’espace des relations abe´liennes d’un n-tissu donne´ et l’espace des sections plates du
fibre´ trivial de rang N sur (C2, 0), pour une certaine connexion explicitement construite a` partir
des i et de leurs de´rive´es partielles. On en de´duit que le tissu est de rang maximal si et seulement
si la connexion est inte´grable, c’est-a`-dire si et seulement si sa courbure est nulle.
Sans que cela soit prouve´ en toute ge´ne´ralite´ (sauf dans le cas n = 4, et ce par un calcul formel sur
maple), on a observe´, dans tous les cas que nous avons e´te´ amene´ a` conside´rer, que la matrice de
courbure de la “connexion de Pantazi” est de la forme
(N)

0 0 . . . 0
...
...
...
...
...
0 0 . . . 0
R1 R2 . . . RN
 d x ∧ d y , (R1, . . . , RN ∈ O2)
et donc est essentiellement de la meˆme forme que la courbure de He´naut. De plus, il semble que les
coefficients Ri de la matrice de courbure de Pantazi sont exactement les expressions de Pantazi P (σ)k
dont il a e´te´ question plus haut. Cela a e´te´ ve´rifie´ (encore par des calculs formels) dans tous les cas
e´tudie´s. Il semble donc que la condition de Pantazi soit bien e´galement suffisante. On montre aussi
que pour les 3-tissus, la courbure de Pantazi est e´galement la courbure de Blaschke et correspond
au coefficient de Pantazi P (0)2 .
Voici maintenant le plan de la suite de la section 5.1 : en 5.1.1, apre`s avoir de´crit l’approche de
Pantazi telle qu’elle est expose´e dans [Pa 38] (dont on retranscrit une partie), on a essaye´ de refor-
muler dans un langage plus moderne la construction qui y est esquisse´e. On donne une construction
d’une connexion dont l’espace des sections horizontales s’identifie avec les relations abe´liennes. On
montre ensuite comment la condition obtenue par Pantazi rentre dans notre formalisme. Son ca-
racte`re ne´cessaire apparaˆıt alors imme´diatement. En 5.1.2, on calcule explicitement la connexion et
la courbure de Pantazi d’un n-tissu ge´ne´ral, pour n = 3, 4, 5. On traite a` chaque fois des exemples
explicites. La troisie`me et dernie`re partie 5.1.3 est consacre´e a` la formulation des nombreux com-
mentaires, remarques et questions que l’on peut se poser au vu des re´sultats expose´s.
Pour finir cette introduction, il nous semble important de souligner deux choses :
– notre reformulation “moderne” de la construction de Pantazi ne nous semble pas eˆtre satis-
faisante en l’e´tat ou` elle est pre´sente´e ci-dessous. Trop de choses ne sont pas encore comprises
sur le plan the´orique, comme par exemple celle de savoir pourquoi la courbure de Pantazi est
bien toujours de la forme (N), comme il semble que ce soit le cas.
– la construction de He´naut, par contre, pre´sente en quelque sorte un visage opose´ : elle est
the´oriquement bien formalise´e, mais semble difficile a` utiliser dans la pratique.
Ceci montre l’inte´reˆt e´vident qu’il y aurait a` comparer la construction plus intrinse`que de He´naut
avec celle plus e´le´mentaire et explicite de Pantazi.
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5.1.1. Une formulation moderne de l’approche de Pantazi. — On a essaye´ ici d’e´tablir
rigoureusement les re´sultats de Pantazi dans le langage moderne des connexions. Pour avoir des
re´sultats effectifs et utilisables dans la pratique, nous avons adopte´ un point de vue calculatoire
qui ne laisse peut-eˆtre pas assez apparaˆıtre les ide´es astucieuses mais conceptuellement simples qui
guident l’approche de Pantazi. Pour les pre´senter au lecteur, on donne tout d’abord une retrans-
cription assez fide`le d’une partie de la note [Pa 38], qui est tre`s claire et qui laisse entrevoir la
philosophie de la me´thode de Pantazi.
Une autre raison de retranscrire cette note est que le pe´riodique dans lequel elle a e´te´ publie´e (les
Comptes Rendus des Se´ances de l’Acade´mie des Sciences de Roumanie) est quasi-introuvable. Il
n’apparaˆıt pas dans la liste de pe´riodiques de la base de donne´es MathSciNet et, en France, semble
n’eˆtre disponible qu’a` la bibliothe`que de l’Institut Henri Poincare´ a` Paris. La restranscription ci-
dessous permettra donc au lecteur d’avoir un acce`s plus imme´diat a` la “source”.
5.1.1.1. L’approche originelle de Pantazi. — La note [Pa 38] comporte quatre pages. Dans la
premie`re, Pantazi pose la proble´matique et introduit les notations suivantes :
Soit W un n-tissu, de´fini par n germes holomorphes U1, U2, . . . , Un ∈ O2.
Par de´finition, une relation abe´lienne pour W est une relation de la forme
g1(U1) dU1 + g2(U2) dU2 + · · · + gn(Un) dUn = 0 (avec gi ∈ O1 pour i = 1, . . . , n ) .
En faisant l’hypothe`se (non restrictive) que ∂x Ui(0) 6= 0 pour tout i, Pantazi e´crit une telle relation
(?) ν1
(
dx+ 1 dy
)
+ ν2
(
dx+ 2 dy
)
+ · · ·+ νn
(
dx+ n dy
)
= 0
avec, pour i = 1, . . . , n :
νi = gi(Ui) (∂x Ui) et i =
∂y Ui
∂x Ui
.
Remarquons que la condition de transversalite´ en l’origine des feuilletages constituant W implique
que i(0) 6= j(0) pour tout i, j distincts compris entre 1 et n.
En de´composant l’e´quation (?) selon dx et dy, on obtient que les relations abe´liennes de W corres-
pondent aux solutions ν = (ν1, . . . , νn) ∈ (O2)n du syste`me d’e´quations
S [  ] :

∑n
i=1 νi = 0 (1)∑n
i=1 νi i = 0 (2)
∂yνi = ∂x (i νi) (3i) (i = 1, . . . , n)
Pour i = 1, . . . , n, l’e´quation (3i) est la condition d’inte´grabilite´ qui e´quivaut a` l’existence de g i
holomorphe telle que νi = gi(Ui) (∂x Ui).
On notera dore´navant A [  ] l’espace des solutions ν du syste`me d’e´quations S [  ].
On retranscrit maintenant les trois dernie`res pages de la note de Pantazi [Pa 38].
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Posons
(5) v
[1]
i =
∂vi
∂x
nous aurons
(6) dvi = v
[1]
i dx+ (iv
[1]
i +
∂i
∂x
vi) dy,
par conse´quent
∂v
[1]
i
∂y
=
∂
∂x
(
iv
[1]
i +
∂i
∂x
vi
)
.
Posons encore
v
[2]
i =
∂v
[1]
i
∂x
nous aurons de nouveau
(7) dv
[1]
i = v
[2]
i dx+
(
i v
[2]
i + 2
∂i
∂x
v
[1]
i +
∂2i
∂x2
vi
)
dy
par conse´quent
∂v
[2]
i
∂y
=
∂
∂x
(
i v
[2]
i + 2
∂i
∂x
v
[1]
i +
∂2i
∂x2
vi
)
.
Posons d’une manie`re ge´ne´rale
v
[k+1]
i =
∂v
[k]
i
∂x
on arrivera de proche en proche a` une relation de la forme
(8) dv
[k]
i = v
[k+1]
i dx+
(
i v
[k+1]
i + l
[k]
i
)
dy ,
l
[k]
i e´tant une expression line´aire et homoge`ne en v
[k]
i , v
[k−1]
i , . . . , v
[1]
i , vi, les coefficients
de´pendant de i et de ses de´rive´es jusqu’a` l’ordre k.
Posons enfin
S
[k]
λ =
∑
λi v
[k]
i ,
(
v
[0]
i = vi, S
[0]
λ = Sλ
)
les relations (1) et (2) nous donnent
(9) S0 = 0 , S1 =
∑
i vi = 0 .
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De´rivons maintenant ces relations en tenant compte de (4) et de (5) ; nous obtenons
(10) S
[1]
0 =
∑
v
[1]
i = 0 , S
[1]
1 =
∑
i v
[1]
i = −
∑ ∂i
∂x
vi
S
[1]
2 = −
∑ (∂i
∂y
+ i
∂i
∂x
)
vi .
En de´rivant de nouveau ces relations par rapport a` x et y nous obtenons
S
[2]
0 = 0, S
[2]
1 = −2
∑ ∂i
∂x
v
[1]
i −
∑ ∂2i
∂x2
vi, S
[2]
2 = −
∑(∂i
∂y
+ 3 i
∂i
∂x
)
v
[1]
i
−
∑
(. . .) vi
S
[2]
3 = −3
∑
i
(
∂i
∂y
+ i
∂i
∂x
)
v
[1]
i −
∑ (∂2i
∂y2
+ i
∂2i
∂x∂y
+ 2i
∂2i
∂x2
+
∂i
∂x
∂i
∂y
+
∂i
∂x
)
vi
et ainsi de suite. D’une manie`re ge´ne´rale, on aura
(II) S
[k]
0 = 0, S0[k] = L
[k]
1 , . . . , S
[k]
k+1 = L
[k]
k+1
les quantite´s L
[n]
m e´tant des expressions line´aires par rapport a` toutes les
quantite´s v
[n−1]
i , v
[n−2]
i , . . . , v
[1]
i , vi (i = 1, 2, . . . , n).
Or, puisque le de´terminant
∆ =
∣∣ 1 i 2i . . . n−1i ∣∣
est diffe´rent de ze´ro, les deux relations (9) nous permettront de de´terminer vi en fonction line´aire
et homoge`ne des (n− 2) parame`tres
α1 = S2 , α2 = S3 , . . . , αn−2 = Sn−1 :
les relations (10) permettront ensuite de de´terminer v
[1]
i en fonction line´aire et homoge`ne de α1,
α2, . . . , αn−2 et de (n− 3) nouveaux parame`tres
αn−1 = S
[1]
3 , αn = S
[1]
4 , . . . , α2n−5 = S
[1]
n−1
et en utilisant ainsi de suite les relations (II) pour k = 2, 3, . . . , n − 3 on arrive finalement a`
de´terminer tous les v
[n−3]
i en fonctions de α1, α2, . . . , αN−1 et
αN = S
[n−3]
n−1 [N =
1
2
(n− 1)(n− 2) ]
Enfin les relations (II) correspondant a` k = n− 2, permettront de de´terminer tous les v [n−2]i
en fonction de α1,α2, . . . , αN , tandis que . . . . . .
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. . . l’e´limination des v
[n−1]
i entre les relations (II) correspondant a` k = n − 1, nous donnera
finalement une relation de la forme
(12) A1 α1 +A2 α2 + · · ·+AN αN = 0
Remarquons maintenant que la de´rivation d’une relation de la forme (12), par rapport a` x et
a` y, nous conduira, compte tenu des expressions des αj et des relations entre les v
[k]
i , a` deux
relations toujours de la meˆme forme. En de´rivant successivement, il est clair que l’on devra
arriver, en fin de compte, a` l’une des situations suivantes :
a) Ou toutes les relations de la forme (12), que l’on obtient a` un certain ordre de de´rivation,
de´pendent line´airement des relations pre´ce´demment obtenues, ou bien
b) Le nombre des relations line´airement inde´pendantes deviendra a` un moment au moins
e´gal a` N et dans ce cas l’on aura α1 = α2 = . . . = αN = 0.
Soit, d’une fac¸on ou d’une autre, N − p le nombre des relations de la forme (12), que l’on
obtient de cette manie`re, line´airement inde´pendante, l’hypothe`se b) correspondant au cas p = 0.
Les quantite´s α1,α2, . . . , αN pourront alors s’exprimer en fonction line´aire de p parame`tres
d’entre eux, soient β1, β2, . . ., βp. Mais dans ce cas les relations (6), (7) et les relations (8) pour
k = 2, 3, . . . , (n− 3) se re´duiront seulement a` p relations de la forme
(13) d βi = λi dx+ µi dy
λi, µi e´tant des formes line´aires par rapport aux βj. En vertu de ce qui pre´ce`de, le syste`me
forme´ par les p e´quations (13) est comple`tement inte´grable, la solution qui de´termine les βj,
par conse´quent les vj, de´pendra line´airement de p constantes arbitraires. On s’aperc¸oit alors
imme´diatement que le nombre p ainsi obtenu est le rang du tissu donne´. On arrive par la meˆme
voie a` de´montrer, d’une nouvelle manie`re, un the´ore`me classique de Bol, d’apre`s lequel la valeur
maximum de p est
(14) N =
1
2
(n− 1)(n− 2)
et l’on voit de plus que le maximum (14) est atteint lorsque la premie`re relation (12) est
identiquement ve´rifie´e, ce qui donne une voie nouvelle, directe, pour la de´termination des tissus
d’ordre n de rang maximum.
--------------------------------
111
5.1. CARACTE´RISATION DES TISSUS PLANS DE RANG MAXIMAL (D’APRE`S A. PANTAZI) 103
5.1.1.2. Formalisme moderne : connexion et courbure de Pantazi. — Comme le titre l’indique, on
a essaye´ ici de formaliser les ide´es de Pantazi avec un point de vue moderne. Les ide´es sous-jacentes
sont celles de Pantazi. Seul le langage est nouveau.
On introduit d’abord les notations que nous utiliserons dans la suite.
Dans toute la section,  de´signe un n-uplet (1, . . . , n) ∈ (O2)n ve´rifiant la proprie´te´ de position
ge´ne´rale
PG[  ] : i(0) 6= j(0) (pour tout i, j = 1, . . . , n , i 6= j) .
Alors les n 1-formes ωi := dx+ i dy de´finissent un n-tissu en (C2, 0) que l’on note W[  ].
Pour i = 1, . . . , n on pose ıˆ := (1, . . . , i−1, i+1, . . . , n) ∈ (O2)n−1.
Pour m ≥ 1 , k = 0, . . . ,m et α = (α1, . . . , αm) ∈ Cm, on note par Dm(α) le produit des αj − αi
pour 1 ≤ i < j ≤ m et σmk [α ] ou bien σmk (voire meˆme σk quand m est fixe´) de´signe le k-ie`me
polynoˆme syme´trique e´le´mentaire en les αi :
Dm(α) =
∏
1≤i<j≤m
(αj − αi) σmk [α ] =
∑
1≤i1<..<ik≤m
αi1αi2 . . . αik .
La matrice de VanderMonde construite sur  est note´e M [  ] :
M [  ] :=

1 1 . . . 1
1 2 . . . n
...
... . . .
...

(n−1)
1 
(n−1)
2 . . . 
(n−1)
n
 ∈Mn (O2 ) .
L’hypothe`se PG[  ] implique que M [  ] est inversible dans Mn (O2 ). On note ω[  ] son inverse dont
les coefficients sont donne´s par le
Lemme 5.1.2. — Pour i et j variant de 1 a` n, on a :
ω[  ]ij = (−1)i+j σn−1n−j [ bı ]
Dn−1[ bı ]
Dn[  ]
.
Soit A [  ] l’espace des solutions ν du syste`me d’e´quations S [  ] (voir 5.1.1.1). Cet espace vectoriel
s’identifie avec l’espace des relations abe´liennes de W[  ].
On conside`re l’application
Π : (O2)n −→Mn(O2) , α = (α1, . . . , αn) 7−→ Π(α) :=
(
α
[k−1]
i
)n
i,k=1
.
(On rappelle la notation ψ[k] = ∂kψ/∂xk). On note P la restriction de cette application Π a` A [  ].
Pour Y = ( yij ) ∈ Mn(O2), l’e´criture Y =
(Y1,Y2, . . . ,Yn ) correspondra a` l’e´criture de Y selon
ses vecteurs colonnes, et on notera
T1(Y ) :=
n∑
i=1
yi1 ainsi que T1(  ,Y ) :=
n∑
i=1
i yi1 .
Pour k ∈ N, σ = 0, . . . , k et i = 1, . . . , n, on pose
Θ
[k ,σ]
i = C
σ
k 
[k−σ]
i .
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Nous serons amene´ a` conside´rer les matrices diagonales :
Θ[k ,σ] =

Θ
[k ,σ]
1 · · · 0
...
. . .
...
0 · · · Θ[k ,σ]n
 et N =
 d x+ 1 d y · · · 0... . . . ...
0 · · · d x+ n d y
 .
La matrice N est une matrice carre´e de 1-formes, tandis que Θ[k ,σ] ∈Mn(O2).
Posons
∆N :=
{
(k, p) ∈ N2 ∣∣ k = 0, . . . , n− 3 et p = k + 2, . . . , n− 1 } .
L’espace vectoriel complexe des applications de ∆N dans C sera note´ C{N}. Autrement dit les
e´le´ments de C{N} sont les N -uplets λ = (λ[k]p ) de nombres complexes, indexe´s par les couples (k, p)
e´le´ments de ∆N . Cet espace est isomorphe a` CN , bien que cela ne soit pas de fac¸on canonique.
On note O{N}2 l’espace des germes de sections holomorphes en l’origine du fibre´ trivial sur C2 de
fibre C{N}. En termes plus simples, il s’agit de l’espace des N -uplets S = (S [k]p ) d’e´le´ments de O2,
indexe´s de la meˆme fac¸on que les e´le´ments de C{N}.
Pour S ∈ O{N}2 et k = 0, . . . , n− 3, on note (avec nk = (k + 1)(2n − 4− k)/2) :
S(k) :=
(
S
[k]
k+2, . . . , S
[k]
n−1
) ∈ (O2)n−k−2 et S[k] := (S(0), . . . , S(k) ) ∈ (O 2)nk .
Pour ν dans A[] et (k, p) ∈ N2, on pose :
S[k]p
(
ν
)
:=
n∑
i=1
pi ν
[k]
i ∈ O2 .
Avec ces notations on peut e´noncer la
Proposition 5.1.3. — Soit Y = (Y1,Y2, . . . ,Yn ) ∈ Mn (O2). La matrice Y est dans l’image de
A[] par P si et seulement si elle ve´rifie les relations suivantes :
(a) T1(Y ) = 0 et T1(  ,Y ) = 0 (dans O2) ,
(bk) dYk = Yk+1 d x+
k∑
σ=0
Θ[k ,σ] Yσ+1 d y (pour k = 1, . . . , n− 1) .
De´monstration : c’est essentiellement une reformulation des relations (1), (2) et (3i) satisfaites
par les ν ∈ A[] : les relations (a) correspondent aux relations (1) et (2) du syste`me S[] (dont les
solutions sont les e´le´ments de A[] par de´finition), tandis que les relations (bk) correspondent aux
relations que l’on peut de´duire par de´rivation des relations (3i). 
Conside´rons maintenant l’automorphisme de Mn (O2) :
P̂ : Mn (O2) −→Mn (O2) , Y 7−→M [  ]Y .
On note P la compose´e P̂ ◦ P . Explicitement, ce morphisme est donne´ par :
P : A[] −→Mn (O2)
ν 7−→
( n∑
k=1

(j−1)
k ν
[i−1]
k
)n
i,j=1
Alors, en posant ω = ω[], il vient la
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Proposition 5.1.4. — Soit Z = (Z1,Z2, . . . ,Zn ) ∈Mn (O2). La matrice Z est dans l’image de
A[] par P si et seulement si elle ve´rifie les relations suivantes :
(α) Z11 = 0 et Z21 = 0 (dans O2) ,
(βk) dZk =
k−1∑
σ=0
ω−1 Θ[k,σ] ω d yZσ+1 − ω−1 dωZk + ω−1N ωZk+1 (k = 1, . . . , n− 1).
De´monstration : on e´tablit sans difficulte´s que les relations (α) (resp. (β)) sont e´quivalentes au
fait que la matrice Y = ω−1Z ve´rifie les e´quations (a) (resp. (bk)) de la Proposition 5.1.3. 
Soit maintenant ν = (νi)
n
i=1 ∈ A[]. En de´rivant la relation S [0]1 (ν) = 0 par rapport a` x, il vient :
n∑
i=1
∂x(i) νi +
n∑
i=1
i ν
[1]
i = 0 d’ou` S
[1]
1 (ν) = −
n∑
i=1
∂x(i) νi . (1)
De meˆme, en de´rivant par rapport a` y, on obtient :
S
[1]
2 (ν) = −
n∑
i=1
(
∂y(i) + i ∂x(i)
)
νi . (2)
Plus ge´ne´ralement, en suivant le sche´ma de´crit dans [Pa 38], on montre que pour ν ∈ A[], k
variant de 1 a` n− 1 et q de 1 a` k+ 1, on peut exprimer S [k]q ( ν ) comme combinaison line´aire en les
ν
[σ]
i pour i = 1, . . . , n et σ = 0, . . . , k :
Proposition 5.1.5. — Il existe des fonctions P
[k,σ]
q, i ∈ O2 telles que pour tout ν ∈ A[], on ait
S[k]q ( ν ) =
∑
i=1..n
σ=0..k−1
P
[k,σ]
q, i ν
[σ]
i (pour k = 1, . . . , n− 1, q = 1, . . . , k + 1).
Ces fonctions P
[k,σ]
q,i sont des expression polynomiales universelles en les i et leurs de´rive´es par-
tielles d’ordre plus petit que k. Elles satisfont les relations de re´currence suivantes :
• P [1,0]1, i = −∂x(i)
• P [1,0]2, i = −∂y(i)− i ∂x(i)
• P [k−1,k−2]k, i = i P [k−2,k−3]k−1, i − ∂y ((k−1)i )− (k−1)i Θ[k−1,k−2]i
• P [k−1,0]k, i = ∂y
(
P
[k−2,0]
k−1, i
)
+
k−3∑
t=0
(
P
[k−2,t]
k−1, i Θ
[t+1,0]
i
)− (k−1)i Θ[k−1,0]i
• P [k−1,k−2]k, i = P [k−2,k−3]k−1,i i − ∂y(k−1i )− k−1i Θ[k−2,k−2]i
• P [k−1,σ]k, i = ∂y
(
P
[k−2,σ]
k−1, i
)
+ i P
[k−2,σ−1]
k−1, i +
k−3∑
t=σ
(
P
[k−2,t]
k−1, i Θ
[t+1,σ]
i
)− (k−1)i Θ[k−1,σ]i
• P [κ,0]u, i = ∂x(P [κ−1,0]u, i )
• P [κ,s]u, i = ∂x(P [κ−1,s]u, i ) + P [κ−1,s−1]u, i
• P [κ,κ−1]u, i = P [κ−1,κ−2]u, i − ∂x(ui )
avec les variations suivantes pour les indices i, k, σ, u, κ, s :
• i = 1, . . . , n • k = 3, . . . , n • σ = 1, . . . , k − 3
• u = 1, . . . , n− 1 • κ = u, . . . , n • s = 1, . . . , κ− 2
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Remarque : si ces relations de re´currence sont complique´es, elles sont explicites et donc suscep-
tibles d’eˆtre calcule´es (au pire, par un logiciel de calcul formel, quand n est trop grand).
Soit alors Z = (Z1, . . . ,Zn ) dans l’image de P : il existe ν = (ν1, . . . , νn) ∈ A[  ] tel que
Zik = S[k−1]i ( ν ) pour i, k = 1, . . . , n. On pose
tZ1 =
(
0 , 0 , Z
[0]
2 , Z
[0]
3 , . . . , Z
[0]
n
)
=
(
0 , 0 , Z [0]
)
.
On a alors :
νi =
n∑
q=3
ωiq Z
[0]
q−1 pour i = 1, . . . , n.
Par les relations (1) et (2) e´tablies a` la page pre´ce´dente, il vient
Z22 = S[1]1 ( ν ) = −
n∑
i=1
∂x(i) νi =
n∑
q=3
( n∑
i=1
−∂x(i)ωiq
)
Z
[0]
q−1
et Z32 = S[1]2 ( ν ) = −
n∑
i=1
∂x(i) νi =
n∑
q=3
( n∑
i=1
−(∂y(i) + i ∂x(i))ωiq )Z [0]q−1 .
Introduisons les deux formes O-line´aires sur O2{N} :
L
[1]
1 (S ) = L
[1]
1 (S
[0] ) :=
∑
i=1···n
q=3···n
(
−∂x(i)ωi q
)
S
[0]
q−1 ,
L
[1]
2 (S ) = L
[1]
1 (S
[0] ) :=
∑
i=1···n
q=3···n
(
−(∂y(i) + i ∂x(i))ωi q)S[0]q−1 .
De ce qui pre´ce`de, on voit qu’il est possible d’exprimer les coefficients Z12, Z22 et Z32 de Z ∈ Im(P)
au moyen des formes line´aires qui viennent d’eˆtre introduites. On aura :
Z12 = 0 , Z22 = L[1]1 (Z [0] ) et Z32 = L[1]2 (Z [0] ) .
Plus ge´ne´ralement, on va pouvoir exprimer les coefficients des e´le´ments de l’image de P comme
combinaison line´aire de N d’entre eux. De la Proposition 5.1.5, on de´duit facilement la
Proposition 5.1.6. — Il existe des formes O-line´aires
L[k]p : O{N}2 −→ O2 , S 7−→ L[k]p
(
S
)
= L[k]p
(
S[k−1]
)
=
∑
σ=0,.., k−1
q=σ+2,.., n−1
L[k,σ]p, q S
[σ]
q−1
(pour k = 1, . . . , n− 1 et p = 1, . . . , k + 1), telles que toute matrice Z ∈ Mn(O2 ) dans l’image de
A[  ] par l’application P soit de la forme
Z = L (S ) =

0 0 0 . . . 0 0 0
0 L
[1]
1 L
[2]
1 . . . L
[n−3]
1 L
[n−2]
1 L
[n−1]
1
S
[0]
2
L
[1]
2 . . . . . . . . . L
[n−2]
2 L
[n−1]
2
S
[0]
3
S
[1]
3
L
[2]
3 . . .
... L
[n−1]
3
...
... S
[2]
4
. . .
...
...
...
...
... . . .
. . . L
[n−3]
n−2
... L
[n−1]
n−2
S
[0]
n−1 S
[1]
n−1 . . . . . . S
[n−3]
n−1 L
[n−2]
n−1 L
[n−1]
n−1

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pour un certain S ∈ O{N}2 (on a note´ L[k]p pour L[k]p (S ) afin d’alle´ger l’e´criture ).
Les coefficients L
[ k,σ]
p, q de ces formes s’e´crivent R
[k,σ]
p, q ×Dn[  ]−1, ou` R[k,σ]p, q est un polynoˆme universel
en les i et leurs de´rive´es partielles d’ordre plus petit que k.
On peut donc conside´rer l’application C-line´aire injective S 7→ L (S ) de O{N}2 dans Mn(O2 ), ainsi
que l’application de A[  ] dans O{N}2 , note´e S, qui a` une relation abe´lienne ν associe le N -uplet de
fonctions holomorphes
(
S
[k]
q (ν)
)
(avec k = 0, . . . , n− 3 et q = k + 1, . . . , n− 1).
On a alors un triangle commutatif d’espaces vectoriels ou` toutes les fle`ches sont des injections :
A[  ] P //
S
>
>>
>>
>>
>>
>>
>
Mn(O2 )
O{N}2
L
=={{{{{{{{{{{{{
A` partir des e´quations surMn(O2 ) qui caracte´risent l’image de P (nous parlons des e´quations (βk)
de la Proposition 5.1.4), on va construire une connexion sur C{N}, dont les sections holomorphes
horizontales seront exactement l’image de A[  ] par S.
Soit S ∈ O{N}2 tel que son image par L appartienne a` l’image de A[  ] par P. Alors les vecteurs
colonnes de L(S ) doivent ve´rifier les e´quations (βk) de la Proposition 5.1.4. Au vu de la forme de
L(S ) donne´e par la Proposition 5.1.6, on de´duit que pour k = 0, . . . , n− 3 et q = k + 2, . . . , n, les
S
[k]
q satisfont aux e´quations suivantes :
dS[k]q =
∑
i=1..n
( ∑
σ=1..k
p=2..σ+2
q−1i Θ
[k+1,σ]
i ωipL
[σ]
p−1
(
S(σ−1)
)
+
∑
σ=0..k
p=σ+3..n
q−1i Θ
[k+1,σ]
i ωip S
[σ]
p−1
)
d y
(E[k]q ) −
∑
i=1..n
( k+2∑
p=2
q−1i dωip L
[k]
p−1
(
S(k−1)
)
+
n∑
p=k+3
q−1i dωip S
[k]
p−1
)
+
∑
i=1..n
(k+3∑
p=2
q−1i (dx+ i dy)ωip L
[k+1]
p−1 (S
(k) ) +
n∑
p=k+4
q−1i (dx+ i dy)ωip S
[k+1]
p−1
)
.
Ces e´quations sont de la forme (avec k = 0, . . . , n− 3 et q = k + 2, . . . , n) :
dS[k]q =
∑
σ=0..k+1
p=k+3..n
Ω
[k,σ]
q−1,p−1 S
[σ]
p−1 ,
ou` les Ω
[k,σ]
p−1,q−1 sont des 1-formes holomorphes en (C
2, 0) qui sont “calculables”, puisqu’elles s’ex-
priment a` partir des formes L
[k]
p , elles-meˆmes calculables a` partir des re´currences explicites de la
Proposition 5.1.5.
Les e´quations (E
[k]
q ) peuvent eˆtre condense´es par l’e´quation matricielle
(♦) dS = ΩS
ou` Ω est la matrice a` coefficients les Ω
[k,σ]
p−1,q−1 (la forme de cette matrice va eˆtre pre´cise´e ci-dessous).
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Insistons a` nouveau sur le fait que la matrice Ω est calculable, et que ces coefficients sont des
expressions universelles en les i.
Cette matrice Ω de´finit un germe de connexion en l’origine sur le fibre´ trivial C2×C{N} → C2. Cette
action agit comme une de´rivation sur l’espace O{N}2 des germes en l’origine de sections de ce fibre´.
De´finition 5.1.7. — La connexion sur C{N} de´finie par la matrice Ω est la connexion de Pantazi
associe´e a` . Elle sera note´e ∇ P . La matrice Ω sera la matrice de Pantazi associe´e a` . Elle sera
note´e Ω

P . La matrice K P = dΩ P + Ω P ∧Ω P est la (matrice de la) courbure de Pantazi associe´e a` .
Remarque : pour alle´ger les notations pre´ce´dentes, on n’e´crira pas la de´pendance en  quand il
n’y aura pas de risque de confusion.
Nous allons pre´ciser un peu la forme de la (matrice de la) connexion de Pantazi. Regardons plus
pre´cise´ment la partie line´aire en S [k+1] qui apparaˆıt dans l’e´quation (E
[k]
q ). On a :
dS
[k]
q−1 = · · · termes en S(k) · · · +
n∑
p=k+4
( n∑
i=1
q−1i (dx+ i dy)ωip
)
S
[k+1]
p−1
soit dS
[k]
q−1 = · · · termes en S(k) · · · +
n∑
p=k+4
( n∑
i=1
q−1i ωip
)
dxS
[k+1]
p−1 · · ·
· · ·+
n∑
p=k+4
( n∑
i=1
qi ωip
)
dy S
[k+1]
p−1 .
On va calculer les coefficients des S
[k+1]
p−1 dans cette expression (pour p = k + 4, . . . , n). On a le :
Lemme 5.1.8. — Pour p et q variant de 1 a` n, on a :
n∑
i=1
ni ωip = (−1)n+p σnn+1−p et
n∑
i=1

(q−1)
i ωip =
{
1 si p = q
0 si p 6= q .
De´monstration : la seconde assertion est e´vidente, puisque par de´finition, les ωip sont les coeffi-
cients de l’inverse de la matrice M [  ] = (
(q−1)
i ). La premie`re se ve´rifie directement en utilisant les
expressions pour les ωip donne´es par le Lemme 5.1.2. 
De ce lemme, on de´duit que pour k variant de 0 a` n− 3, les e´quations (E[k]q ) sont de la forme
dS
[k]
k+2 = · · · termes en S(k) · · · + d y S[k+1]k+3
dS
[k]
q−1 = · · · termes en S(k) · · · + d y S[k+1]q + d x S[k+1]q−1 (q = k + 4, . . . , n− 1)
et dS
[k]
n−1 = · · · termes en S(k) · · · + d x S[k+1]n−1 +
n∑
p=k+4
(
(−1)n+p σnn+1−p
)
d y S
[k+1]
p−1 .
Ainsi la forme ge´ne´rale que prend la matrice de Pantazi est donne´e par la Figure 1 page suivante.
On introduit l’application
V : O{N}2 −→ (O2)n , S 7−→
( n∑
q=3
ωiq S
[0]
q−1
)n
i=1
.
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On a alors le principal re´sultat de cette section :
The´ore`me 5.1.9. — La restriction de l’application S : (O2)n → O{N}2 e´tablit un isomorphisme
entre l’espace des relations abe´liennes A[  ] et les e´le´ments horizontaux pour la connexion de Pan-
tazi. Son inverse est donne´e par la restriction de l’application V.
De´monstration : il est clair que l’application S restreinte a` A[  ] est injective et a` valeurs dans
les e´le´ments de O{N}2 satisfaisant a` l’e´quation (♦), i.e. horizontaux pour la connexion de Pantazi
(par de´finition de celle-ci). Reste a` montrer qu’elle est surjective.
Soit S ∈ O{N}2 ve´rifiant dS = ΩP S. Montrons qu’alors l’e´le´ment ν = V(S) de (O2)n, premie`rement,
est bien une relation abe´lienne et, deuxie`mement, est tel que S(ν) = S .
Par construction, il est imme´diat que les νi ve´rifient les relations
ν1 + · · ·+ νn = 0 et 1 ν1 + · · ·+ n νn = 0 .
Ainsi ν sera dans A[  ] si et seulement si on a ∂y(νi) = ∂x(i νi) pour i = 1, . . . , n. Nous pre´fe´rerons
e´crire ces dernie`res conditions sous les formes diffe´rentielles suivantes :
d
(
νi (dx+ i dy)
)
= 0 (i = 1, . . . , n) .
Pour tout i plus petit que n, on a :
d
(
νi (dx+ i dy)
)
= d
( n∑
q=3
ωiq S
[0]
q−1
)
(dx+ i dy)

soit d
(
νi (dx+ i dy)
)
=
n∑
q=3
d
(
ωiq S
[0]
q−1
)
∧ (dx+ i dy) +
n∑
q=3
(
ωiq S
[0]
q−1
)
∂x(i) dx ∧ dy
d’ou` d
(
νi (dx+ i dy)
)
=
n∑
q=3
(
dωiq ∧ (dx+ i dy)
)
S
[0]
q−1 +
n∑
q=3
(
ωiq ∂x(i) dx ∧ dy
)
S
[0]
q−1
+
n∑
q=3
ωiq dS
[0]
q−1 ∧ (dx+ i dy)
soit d
(
νi (dx+ i dy)
)
=
n∑
q=3
Aqi S
[0]
q−1 +
n∑
q=4
Bqi S
[1]
q−1 ,
ou` les Aqi et les B
q
i sont certaines 2-formes de´pendant de  que l’on va expliciter.
L’hypothe`se que S est horizontal pour ∇P implique les relations suivantes : (avec q = 4, . . . , n− 1)
dS
[0]
2 =
n∑
p=3
Ω
[0,0]
2,p−1 S
[0]
p−1 + d y S
[1]
3
dS
[0]
q−1 =
n∑
p=3
Ω
[0,0]
q−1,p−1 S
[0]
p−1 + d xS
[1]
q−1 + d y S
[1]
q
et dS
[0]
n−1 =
n∑
p=3
Ω
[0,0]
n−1,p−1 S
[0]
p−1 + d xS
[1]
n−1 +
n∑
p=4
(
(−1)n+p σnn+1−p
)
d y S
[1]
p−1 .
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On obtient donc que
n∑
q=4
Bqi S
[1]
q−1 =
n−1∑
q=4
ωiq
(
d xS
[1]
q−1 + d y S
[1]
q
)
∧ (dx+ i dy) + ωi3 d y S[1]3 ∧ (dx+ i dy)
+ ωin
d xS[1]n−1 + n∑
p=4
(
(−1)n+p σnn+1−p
)
d y S
[1]
p−1
 ∧ (dx+ i dy)
soit
n∑
q=4
Bqi S
[1]
q−1 = −ωi3 S[1]3 dx ∧ dy +
n−1∑
q=4
ωiq
(
i S
[1]
q−1 − S[1]q
)
dx ∧ dy
+ ωin i S
[1]
n−1 dx ∧ dy −
n∑
p=4
((−1)n+p ωin σnn+1−p)S[1]p−1 dx ∧ dy
d’ou`
n∑
q=4
Bqi S
[1]
q−1 =
n∑
q=4
(
ωiq i − ωiq−1 − (−1)n+q σnn+1−q ωin
)
S
[1]
q−1 d x ∧ d y .
On a donc des expressions explicites pour les coefficients Bqi . Pour les calculer, on utilise le
Lemme 5.1.10. — Pour tout i et q variant entre 1 et n et 2 et n (respectivement), on a
ωiq i − ωiq−1 − (−1)n+q σnn+1−q ωin = 0 .
De´monstration : par les expressions des coefficients ωij donne´es par le Lemme 5.1.2, il vient que
les relations ci-dessus sont e´quivalentes aux relations e´videntes (avec i = 1, . . . , n et q = 2, . . . , n) :
σn−1n−q [ bı ]i + σn−1n+1−q[ bı ] = σnn+1−q[  ] .
Le lemme est donc prouve´. 
Il de´coule de ce lemme que tout les Bqi sont nuls, et on a donc
∑n
q=4 B
q
i S
[1]
q−1 = 0.
On en de´duit que, quel que soit i = 1, . . . , n, on a :
d
(
νi (dx+ i dy)
)
=
n∑
q=3
Aqi S
[0]
q−1 .
De meˆme, en calculant les formes Aqi explicitement, on obtient qu’elles sont toutes nulles. On en
de´duit que d (νi (dx+ i dy)) = 0 pour i = 1, . . . , n ce qui implique que ν = V (S ) est bien un
e´le´ment de A[  ]. Il reste a` montrer que Ŝ = S( ν ) est bien le S initial.
Comme ν ∈ A[  ], Ŝ est horizontal pour ∇P . Donc Σ = Ŝ− S l’est e´galement, puisque l’espace des
sections horizontales pour la connexion de Pantazi est un sous-espace vectoriel de O{N}2 . D’autre
part, par construction de ν, il est clair que Σ
[0]
p = 0 pour p = 2, . . . , n− 1. Or on a le
Lemme 5.1.11. — Si S tel que S[0] = 0 est horizontal pour la connexion de Pantazi, alors S = 0.
De´monstration : c’est imme´diat, vu la forme des e´quations (E
[k]
q ) (dont les solutions sont les
sections horizontales pour la connexion de Pantazi, par de´finition). 
On en de´duit que Σ = 0, soit que S = S (V (S ) ). Cela prouve que S est surjective, ce qui termine
la de´monstration du The´ore`me 5.1.9. 
Le The´ore`me 5.1.9 redonne imme´diatement la borne de Bol sur le rang :
Corollaire 5.1.12. — L’espace A[  ] est de dimension au plus N = (n− 1)(n− 2)/2.
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Mais elle donne aussi un crite`re ne´cessaire et suffisant pour que cette borne soit atteinte :
Corollaire 5.1.13. — Le tissu W[  ] est de rang maximal ssi la courbure de Pantazi K []P est nulle.
Remarque : la condition ne´cessaire et suffisante caracte´risant les tissus de rang maximal donne´e
par ce corollaire correspond a` l’annulation de tous les coefficients d’une matrice N×N de 2-formes.
Il y a, a priori, N 2 coefficients. La condition obtenue par He´naut correspond a` l’annulation de
seulement N coefficients d’une certaine matrice de courbure. Le lien entre les deux conditions ne
semble donc pas clair, a` premie`re vue. Une explication na¨ıve serait que, de fac¸on ge´ne´rale, la matrice
de courbure de Pantazi soit de rang 1. C’est bien ce qui semble se produire. Il apparaˆıt meˆme que
seule la dernie`re ligne de cette matrice n’est pas identiquement nulle. Et donc la condition ne´cessaire
et suffisante de He´naut et celle obtenue dans notre reformulation de l’approche de Pantazi semblent
avoir des formes quasi-identiques.
Ainsi, bien que cela ne soit pas prouve´ en toute ge´ne´ralite´, il semble que la matrice de la courbure
de Pantazi soit toujours de la forme
0 0 . . . 0
...
...
...
...
...
0 0 . . . 0
K[0]2 K[0]3 . . . K[n−3]n−1
 d x ∧ d y
On renvoie a` la section 5.1.2 pour davantage de pre´cisions.
De´crivons maintenant la condition caracte´risant les tissus de rang maximal donne´e dans [Pa 38].
Avec notre formalisme, on a seulement pu montrer qu’elle e´tait ne´cessaire.
Soit donc fixe´  de´finissant un germe de n-tissu en l’origine. Par la Proposition 5.1.5, il existe des
coefficients de´pendant des i tels que, pour tout ν ∈ A[  ], on ait
(♠) S[n−1]n ( ν ) =
∑
i=1..n
ni ν
[n−1]
i =
∑
i=1..n
σ=0..n−2
P
[n−1,σ]
n, i ν
[σ]
i .
D’autre part, pour i = 1, . . . , n et k = 0, . . . , n− 1, si S = S( ν ), on a :
ν
[k]
i =
∑
p=2..k+2
ωipL
[k]
p (S
[k−1] ) +
∑
p=k+3..n
ωip S
[k]
p−1
soit ν
[k]
i =
∑
σ=0..k
p=σ+3..n
N [k,σ]i,p S[σ]p−1
ou` les N [k,σ]i,p sont des expressions rationnelles universelles en les k et leurs de´rive´es partielles, qui
sont “calculables” (puisqu’elles peuvent s’exprimer a` partir des ωij et des L
[k,σ]
p,q ). En injectant cela
dans (♠), on obtient la relation suivante entre les composantes de S :∑
σ=0..n−2
τ=0...σ
∑
i=1..n
p=τ+3..n
P
[n−1,σ]
n, i N [σ,τ ]i,p S[τ ]p−1 −
∑
σ=0..n−1
∑
i=1..n
p=k+3..n
ni N [n−1,σ]i, p S[σ]p−1 = 0 .
Cette relation peut s’e´crire sous la forme
(P)
n−3∑
k=0
n∑
p=k+3
P [k]p−1[  ]S[k]p−1 = 0 ,
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ou` les P [k]p−1[  ] sont encore des expressions (universelles, rationnelles et calculables) en les i et leurs
de´rive´es partielles. De ce qui pre´ce`de vient alors imme´diatement la
Proposition 5.1.14. — Les sections S horizontales pour ∇P ve´rifient la relation (P).
On pose alors la
De´finition 5.1.15. — Les coefficients qui apparaissent dans la relation (P) sont les coefficients
de Pantazi associe´s a` . On les note P [k]q [  ] (ou P [k]q s’il n’y a pas d’ambigu¨ıte´).
De la proposition pre´ce´dente, on de´duit le
Corollaire 5.1.16. — Une condition ne´cessaire pour que W[  ] soit de rang maximal est que les
coefficients de Pantazi P [k]q [  ] associe´s a`  soient tous identiquement nuls.
De´monstration : si ces coefficients P [k]q [  ] ne sont pas tous nuls, alors on peut exprimer une
certaine composante de S comme combinaison line´aire homoge`ne (a` coefficients dansO2) des autres,
cela pour toute section S horizontale pour la connexion de Pantazi (car ces sections satisfont la
relation (P)). Il est clair que, dans ce cas, la dimension de l’espace de ces sections est strictement
plus petite que N , et donc W[  ] ne peut pas eˆtre de rang maximal. La contrapose´e de cette
implication est exactement l’e´nonce´ du Corollaire 5.1.16, qui se trouve ainsi de´montre´. 
Un point important est que ces coefficients sont calculables dans la pratique. Dans l’appendice (en
A.2.2), on donne un code Maple qui permet de les calculer a` partir des i.
Mais il semble difficile d’obtenir une formule the´orique ge´ne´rale donnant les P [k]q en fonction de  :
on arrive tre`s vite a` manipuler des expressions extreˆmement complique´es. Cependant N. Miha˘ileanu
(dans la note [Mi 41]) a re´ussi a` de´terminer le coefficient P [n−3]n−1 dans le cas le plus ge´ne´ral (par
un calcul explicite, qu’il ne de´taille d’ailleurs pas). Cela nous donne la
Proposition 5.1.17 (Miha˘ileanu). — La 2-forme P [n−3]n−1 [  ] dx ∧ dy est e´gale a` la somme des
courbures de Blaschke des sous-3-tissus de W[  ] :
P [n−3]n−1 [  ] dx ∧ dy =
∑
W(3) <W [  ]
KBW(3) .
On en de´duit le
Corollaire 5.1.18. — Une condition ne´cessaire pour qu’un tissu soit de rang maximal est que la
somme des courbures de Blaschke de ses sous-3-tissus soit identiquement nulle.
Cette dernie`re condition est facilement ve´rifiable dans la pratique, puisqu’on sait maintenant cal-
culer explicitement la courbure de Blaschke d’un 3-tissu a` partir des fonctions (ou des formes) qui
le de´finissent (on peut utiliser la formule de la dernie`re remarque de 5.1.2.1 ci-dessous ou bien celle
de la Proposition 5.2.3, ou bien encore [He´ 00]).
Pour les tissus line´aires, la condition de ce corollaire est e´galement suffisante (cf. The´ore`me 5.1.21).
Remarque : une question inte´ressante est de savoir si la condition de Pantazi est e´galement suf-
fisante et quel est le lien avec la condition ne´cessaire et suffisante donne´e par le Corollaire 5.1.13.
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En fait, bien que cela ne soit pas prouve´ en toute ge´ne´ralite´, il semble que la matrice de courbure
de Pantazi soit toujours de la forme
0 0 . . . 0
...
...
...
...
...
0 0 . . . 0
P [0]2 P [0]3 . . . P [n−3]n−1
 d x ∧ d y
ou` les P [k]q sont les coefficients de Pantazi associe´s a` .
5.1.2. Etude explicite des cas n = 3, 4, 5. — Dans cette partie, on donne les calculs explicites
des coefficients de la matrice de courbure de Pantazi pour les n-tissus, quand n vaut 3, 4 ou 5. Dans
chacun de ces cas, il semble que seule la dernie`re ligne de cette matrice soit non nulle et que les
coefficients de cette ligne soient les coefficients de Pantazi. Par un calcul formel, on a pu e´tablir
cette proposition pour les 3-tissus et les 4-tissus.
5.1.2.1. Cas des 3-tissus. — On se donne  = (1, 2, 3), de´finissant un germe de 3-tissu W[] en
l’origine de C2. Pour S = S ∈ O2 on aura
L(S ) =
0 0 00 L[1]1 (S) L[2]1 (S)
S L
[1]
2 (S) L
[2]
2 (S)
 ∈M3(O2 ) .
Comme il n’y a qu’une unique variable, S, les formes line´aires de Pantazi de cette matrice vont
s’e´crire : une fonction de´pendant de  fois S. En se permettant un abus d’e´criture, on a :
L
[1]
1 (S) = L
[1]
1 × S :=
(
−
3∑
k=1
∂x(k)ωk3
)
S ,
L
[1]
2 (S) = L
[1]
2 × S :=
(
−
3∑
k=1
(
∂y(k) + ∂x(k)k
)
ωk3
)
S ,
et L
[2]
1 (S) = L
[2]
1 × S :=
(
−
3∑
k=1
3∑
q=2
2 ∂x(k)ωkq L
[1]
q−1 −
3∑
k=1
∂2
xx
(k) ωk3
)
S .
On obtient alors que la matrice L(S) ve´rifie les relations de la Proposition 5.1.4 si et seulement si
S satisfait l’e´quation diffe´rentielle dS = ΩS =
(
Ω1 dx+ Ω2 dy
)
S avec
Ω1 = −
3∑
k=1
2k ∂x(ωk3) + L
[1]
2 et Ω2 =
3∑
k=1
2k
(
∂x(k)ωk3 − ∂y(ωk3)
)
+ σ31 L
[1]
2 − σ32 L[1]1 .
On en de´duit la courbure de Pantazi associe´e a`  :
() KP = dΩ + Ω ∧ Ω = dΩ =
(
∂x(Ω2)− ∂y(Ω1)
)
dx ∧ dy .
Proposition 5.1.19 (Maple). — Pour les 3-tissus, les courbures de Blaschke et de Pantazi
co¨ıncident. De plus, cette courbure s’e´crit P [0]2 dx ∧ dy, ou` P [0]2 est le coefficient de Pantazi de la
De´finition 5.1.15.
De´monstration : dans [He´ 00], il est donne´ une me´thode explicite pour construire la courbure
de Blaschke de W[] en fonction de . En calculant formellement cette expression (sur Maple) et en
la comparant avec la formule (), on obtient la proposition. 
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Remarque : supposons queW[] soit de rang 1. On a donc dΩ = 0. Le lemme de Poincare´ implique
alors qu’il existe γ ∈ O2, unique modulo l’addition d’une constante, telle que d γ = Ω. Pour fixer γ,
on supposera que γ(0) = 0. Alors l’espace des solutions de l’e´quation dS = ΩS est engendre´ par
eγ . L’isomorphisme identifiant les solutions de cette e´quation avec les relations abe´liennes de W[]
est ici comple`tement explicite : si l’on pose
νi = ωi3 e
γ = (−1)(i+1) D2[ ıˆ ]
D3[  ]
eγ pour i = 1, 2, 3,
alors on a la relation abe´lienne ν1(dx+ 1 dy) + ν2(dx+ 2 dy) + ν3(dx+ 3 dy) = 0.
Par cette remarque, on a voulu montrer, que meˆme pour le cas classique des 3-tissus, l’approche de
Pantazi, de par son caracte`re explicite, donne des pre´cisions nouvelles sur la fac¸on dont la courbure
de Blaschke et les relations abe´liennes sont lie´es.
Remarque : Miha˘ileanu obtient l’expression suivante de la courbure de Blaschke comme
diffe´rentielle exte´rieure :
KBW [  ] = d
[ ∑
κ=1,2,3
σ21 [κˆ]D2[κˆ]
2D3[  ]
∂x(κ)−
∑
κ=1,2,3
D2[κˆ]
D3[  ]
∂y(κ)
]
dx
+
[ ∑
κ=1,2,3
σ22[κˆ]D2[κˆ]
D3[  ]
∂x(κ)−
∑
κ=1,2,3
D2[κˆ]σ
2
1 [κˆ]
2D3[  ]
∂y(κ)
]
dy
 .
Si le tissu conside´re´ est line´aire, les i ve´rifient les e´quations i ∂x(i) = ∂y(i) (pour i = 1, 2, 3), et
la formule pre´ce´dente se simplifie et devient :
KBW [  ] = ∂2xx
( 3∑
i=1
i
)
dx ∧ dy .
5.1.2.2. Cas des 4-tissus. — On se donne  = (1, 2, 3, 4), de´finissant un germe de 4-tissu W[  ]
en l’origine de C2. Pour S = (S[0]2 , S
[0]
3 , S
[1]
3 ) ∈ O{3}2 on aura :
L(S ) =

0 0 0 0
0 L
[1]
1 L
[2]
1 L
[3]
1
S
[0]
2 L
[1]
2 L
[2]
2 L
[3]
2
S
[0]
3 S
[1]
3 L
[2]
3 L
[3]
3
 ∈M4(O2) .
On peut calculer explicitement les formes qui apparaissent dans cette matrice. On a par exemple
L
[1]
1 (S ) =
∑
p=3,4
L
[1,0]
1,p−1 S
[0]
p−1 =
∑
p=3,4
(
−
4∑
k=1
∂x(k)ωkp
)
S
[0]
p−1 ,
L
[1]
2 (S ) =
∑
p=3,4
L
[1,0]
1,p−1 S
[0]
p−1 =
∑
p=3,4
(
−
4∑
k=1
(
∂y(k) + k ∂x(k)
)
ωkp
)
S
[0]
p−1 .
La matrice de Pantazi est de la forme
Ω

P =
Ω
[0,0]
2,2 Ω
[0,0]
2,3 d y
Ω
[0,0]
3,2 Ω
[0,0]
3,3 dx+ σ
4
1dy
Ω
[1,0]
3,2 Ω
[1,0]
3,3 Ω
[1,1]
3,3
 .
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Ses coefficients sont donne´s explicitement par (avec p = 3, 4) :
Ω
[0,0]
2,p−1 =
4∑
k=1
2k
(
Θ
[10]
k ωkp dy − dωkp
)
+ L
[1,0]
2, p dx ,
Ω
[0,0]
3,p−1 =
4∑
k=1
3k
(
Θ
[10]
k ωkp dy − dωkp
)
+ σ43 L
[1,0]
1, p dy − σ42 L[1,0]2, p dy ,
Ω
[1,0]
3,p−1 =
4∑
k=1
3k
∂2
xx
(k)ωkp dy +
∑
q=2,3
( 2 ∂x(k)ωkq dy − dωkq )L[10]q−1,p

+ σ43 L
[2,0]
1,p dy − σ42 L[2,0]2,p dy + (dx+ σ41 dy)L[2,0]3,p ,
et Ω
[1,1]
3,3 =
4∑
k=1
3k
(
Θ
[10]
k ωk4 dy − dωk4
)
+ σ43 L
[2,1]
1,4 dy − σ42 L[2,1]2,4 dy + (dx+ σ41 dy)L[2,1]3,4 .
Proposition 5.1.20. — (Maple) La courbure de Pantazi du 4-tissu W[  ] est de la forme
K[]P =
 0 0 00 0 0
P [0]2 P [0]3 P [1]3
 d x ∧ d y ,
ou` les coefficients P [k]p sont les coefficients de Pantazi associe´s a` .
De´monstration : la preuve re´sulte d’un calcul formel sous Maple. 
Dans ce cas, la condition de Pantazi est donc bien ne´cessaire et suffisante.
Exemple : pour q ∈ C \ {1, 0}, conside´rons le 4-tissu Wq := W(x, x− y, x− qy, x2 − y2).
Le 4-uplet associe´ est alors q = (0,−1,−q,−y/x). En calculant avec les formules qui viennent
d’eˆtre donne´es, on peut calculer explicitement la courbure de Pantazi de Wq.
On a :
KqP =
 0 0 00 0 0
A2 A3 B3
 d x ∧ d y
avec
A2 =
(1 + q)2(y3 + (q + 1)x3)(q(x+ y)− 2y)
x(qx− y)3y3
A3 =
(1 + q)(y3 + (q + 1)x3)(q(x+ y)− 2y)
x(qx− y)3y3
et B3 =
(1 + q)(y − x)(q(x+ y)− 2y)
y2(qx− y)2 .
Par le Corollaire 5.1.13, on de´duit que Wq est de rang maximal 3 si et seulement si q vaut −1.
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5.1.2.3. Cas des 5-tissus. — On se donne  = (1, 2, ..., 5), de´finissant un germe de 5-tissu W[  ]
en l’origine de C2. Pour S = (S[0]2 , S
[0]
3 , S
[0]
4 , S
[1]
3 , S
[1]
4 , S
[2]
4 ) ∈ O{6}2 on aura :
L(S ) =

0 0 0 0 0
0 L
[1]
1 L
[2]
1 L
[3]
1 L
[4]
1
S
[0]
2 L
[1]
2 L
[2]
2 L
[3]
2 L
[4]
2
S
[0]
3 S
[1]
3 L
[2]
3 L
[3]
3 L
[4]
1
S
[0]
4 S
[1]
4 S
[2]
4 L
[3]
4 L
[4]
4
 ∈M5(O2 ) .
Si on peut calculer explicitement les formes qui apparaissent dans cette matrice, leurs expressions
sont complique´es. En annexe, on donne des routines maple qui permettent de calculer ces formes.
On rappelle la notation
L[k]p (S) =
∑
σ=0..k−1
q=Σ+2..n−1
L
[k,σ]
p,q−1 S
[σ]
q−1 .
La matrice de Pantazi est de la forme
Ω

P =

Ω
[0,0]
2,2 Ω
[0,0]
2,3 Ω
[0,0]
2,4 dy 0 0
Ω
[0,0]
3,2 Ω
[0,0]
3,3 Ω
[0,0]
3,4 dx dy 0
Ω
[0,0]
4,2 Ω
[0,0]
4,3 Ω
[0,0]
4,4 −σ52 dy dx+ σ51 dy 0
Ω
[1,0]
4,2 . . . Ω
[1,1]
3,4 Ω
[1,2]
3,4 dy
Ω
[1,0]
4,2 Ω
[1,0]
4,3 . . . . . . Ω
[1,2]
4,4 dx+ σ
5
1 dy
Ω
[2,0]
4,2 Ω
[2,0]
4,3 . . . . . . . . . Ω
[2,2]
4,4

.
On peut de´terminer explicitement les coefficients de cette matrice en fonction des composantes
L
[k,σ]
p,q−1 des formes L
[k]
p . Par exemple, pour p, q = 3, 4, 5 et a, b, r = 4, 5, on a
Ω
[0,0]
p−1,q−1 =
5∑
k=1
(

(p−1)
k
(
Θ
[10]
k ωkq dy − dωkq
)
+
3∑
s=2

(p−1)
k (dx+ k dy)ωksL
[1,0]
s−1,q−1
)
,
Ω
[1,0]
r−1,q−1 =
5∑
k=1
(

(r−1)
k Θ
[2,0]
k ωkq dy +
3∑
s=2

(r−1)
k
(
Θ
[2,1]
k ωks dy − dωks
)
L
[1,0]
s−1,q−1
+
4∑
s=2

(r−1)
k
(
dx+ k dy
)
ωksL
[2,0]
s−1,q−1
)
,
Ω
[1,1]
a−1,b−1 =
5∑
k=1
(

(a−1)
k
(
Θ
[2,1]
k ωkb dy − dωkb
)
+
4∑
s=2

(a−1)
k
(
dx+ k dy
)
ωksL
[2,1]
s−1,b−1
)
,
Ω
[2,2]
4,4 =
5∑
k=1
(
4k
(
Θ
[3,2]
k ωk5 dy − dωk5
)
+
5∑
s=2
4k
(
dx+ k dy
)
ωksL
[3,2]
s−1,4
)
.
On peut alors calculer la matrice de la courbure de Pantazi a` partir des coefficients.
Dans absolument tous les cas e´tudie´s (qu’ils aient e´te´ formels ou non), on obtient que la courbure
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de Pantazi est exactement de la forme
(♣)

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
P [0]2 P [0]3 P [0]4 P [1]3 P [1]4 P [2]4

d x ∧ d y .
Ce fait est e´tabli, par un calcul formel sur maple, par exemple lorsque 1 = 0, 2 = 1, 3 = −1 avec
4 et 5 arbitraires.
Exemple : conside´rons le tissu Wτ = W
(
x, x+ y, x− y, x+ τ y, x(x− y)) ou` τ est un parame`tre.
On a alors Wτ = W
[
(τ)
]
avec (τ) =
(
0, 1,−1, τ, x/(y − 2x)).
On peut calculer sans difficulte´ la courbure de Pantazi associe´e. Celle-ci est de la forme (♣) ci-
dessus. Par exemple, on a
P [1]4
[
(τ)
]
=
4(1 + 3τ)(7x2 + y2 − 4xy)(τx2 + 2τxy − τy2 + 2x2)x
(x+ 2τx− τy)3(3x− y)3(2x− y)(x− y)
P [2]4
[
(τ)
]
=
2(1 + 3τ)(τx+2τxy − τy2 + 2x2)
(3x− y)2(x− τy + 2τx2) .
On en de´duit qu’une condition ne´cessaire pour que le tissu Wτ soit de rang maximal est que
τ = −1/3. Par un changement de variable e´vident, cela implique que pour que le 5-tissu
W(x, y, x+ y, x− t y, xy)
soit de rang maximal 6, il faut que t soit e´gal a` −1. En fait cette condition est e´galement suffisante,
puisqu’on montrera en 5.2 que le tissu suivant est bien de rang 6 :
W(x, y, x+ y, x− y, xy) .
On verra plus loin qu’il est exceptionnel et non-e´quivalent au tissu de Bol.
5.1.3. Remarques, commentaires et questions. — Dans cette section, on prouve un
the´ore`me inte´ressant e´nonce´ sans de´monstration dans [Pa 40], et on pose certaines questions quant
a` l’ensemble des re´sultats obtenus par l’approche de Pantazi et leurs relations avec ceux de He´naut.
5.1.3.1. Le cas particulier des tissus line´aires. — Le re´sultat suivant est seulement e´nonce´ (en 3.)
dans la seconde note de Pantazi :
The´ore`me 5.1.21. — Soient n 1-formes dx + 1 dy, . . . , dx + n dy de´finissant un tissu line´aire
L[  ]. Les conditions suivantes sont e´quivalentes :
1. L[  ] est alge´brique.
2. L[  ] est de rang maximal.
3. L[  ] admet une relation abe´lienne dont aucune composante n’est triviale.
4. la somme des courbures de Blaschke des sous 3-tissus de L[  ] est identiquement nulle.
De´monstration : le fait que les conditions (1), (2) et (3) soient e´quivalentes est tre`s classique
en ge´ome´trie des tissus (voir le chapitre 4). L’implication (2) ⇒ (4) de´coule imme´diatement du
Corollaire 5.1.18.
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Montrons que la condition (4) entraˆıne la (1). Si L[  ] est un tissu line´aire, alors chacun de ses
sous-3-tissus l’est e´galement, et on aura, d’apre`s la dernie`re remarque de 5.1.2.1 :∑
1≤i<j<k≤n
KBi,j,k =
∑
1≤i<j<k≤n
∂2xx
( ∑
κ=i,j,k
κ
)
dx ∧ dy = (n− 2)
( n∑
i=1
∂2xx (i)
)
dx ∧ dy
(KBi,j,k de´signe la courbure de Blaschke du 3-tissu de´fini par les formes dx+ α dy pour α = i, j, k).
Si l’on suppose la condition (4) satisfaite, on aura donc la relation
n∑
i=1
∂2xx (i) = 0 .
Cette relation est justement celle qui permet d’appliquer un re´sultat d’alge´brisation de type Reiss-
inverse, qui implique que L[  ] est alge´brique (voir [GH] pages 675-677, [Wo 84], [He 95] ainsi
que le The´ore`me 1 de [He´ 97], qui ge´ne´ralise le the´ore`me pre´ce´dent en dimension plus grande). 
5.1.3.2. Commentaires et questions. — On signale ici quelques points qui ne sont pas encore clairs
et dont l’e´tude semble pre´senter un inte´reˆt :
1. il existe donc trois caracte´risations ge´ne´rales des tissus de rang maximal par un crite`re
diffe´rentiel : celle de He´naut, celle de Pantazi (qui a` ce jour n’a pas e´te´ rigoureusement e´tablie) et
celle de´veloppe´e ici. La question essentielle qui se pose est celle des relations entre ces crite`res. On
sait qu’ils co¨ıncident pour les 3-tissus. Ce fait se ge´ne´ralise-t-il aux tissus d’ordre quelconque ? (4)
2. c’est en voulant e´tablir rigoureusement les re´sultats de Pantazi que nous avons e´crit la section
5.1. Mais il n’est toujours pas suˆr que notre contruction corresponde bien a` celle de Pantazi. Nous
pensons ne´anmoins que c’est bien le cas. Un re´sultat qu’il faudrait prouver pour aller dans ce sens
est que seule la dernie`re ligne de la matrice de la courbure de Pantazi est non nulle. Si cela peut
eˆtre e´tabli, il faudra ensuite prouver que ses coefficients sont bien les coefficients de Pantazi.
3. He´naut a montre´ que la courbure qu’il associe aux relations abe´liennes d’un 4-tissu est un
invariant diffe´rentiel du tissu. A-t-on un re´sulat analogue pour la courbure de Pantazi ? Il serait
aussi inte´ressant de savoir si cela se ge´ne´ralise aux tissus d’ordre quelconque.
4. le re´sultat de Miha˘ileanu fait apparaˆıtre que, pour tout n, le dernier coefficient de Pantazi P [n−3]n−1
d’un n-tissu s’exprime a` partir des coefficients P [0]2 de ses sous-3-tissus. Une question naturelle
est de savoir si cela se ge´ne´ralise aux autres coefficients de Pantazi : par exemple, pour n ≥ 4,
les coefficients P [n−4]k avec k = n − 2, n − 1 d’un n-tissu W peuvent-ils s’exprimer a` partir des
coefficients P [0]2 et P [0]3 des sous-4-tissus de W ?
5. les constructions de la courbure de Pantazi et des coefficients de Pantazi d’un tissuW demandent
de connaitre un n-uplet  = (1, . . . , n) tel que W = W[  ]. On montre sans difficulte´ que ces
constructions ne de´pendent en fait que des polynoˆmes syme´triques σnk [  ]. Un proble`me qui se pose
est celui du calcul effectif de K[]P et des P [σ]k a` partir de ces polynoˆmes syme´triques.
(4) Nous avons e´tabli la relation suivante entre la courbure de He´naut K2 et les coefficients de Pantazi d’un 4-tissu
ge´ne´ral : P
[0]
3 = K2 + A[  ] × P
[1]
3 avec A[  ] = Σκ κ D3[ κˆ ]
`
κ∂x(κ) + 2 ∂y(κ)
´
/D4[  ]. Cela suge`re la possibilite´
que les courbures de He´naut s’expriment comme combinaisons line´aires des coefficients de Pantazi dans tous les cas.
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5.2. Application de la me´thode d’Abel a` la caracte´risation des tissus de rang maximal
Les re´sultats de Pantazi que l’on vient d’exposer donnent une me´thode effective pour construire
des polynoˆmes “universels” P
[σ]
k ∈ C[X iab] (i = 1, ..., n, a, b ∈ N, a + b ≤ σ + 1) tels que les tissus
W{dx+ e1dy, . . . , dx+ eddy} de rang maximal sont caracte´rise´s par les e´quations :
P
[σ]
k (e
1, .., ed, e1x, .., e
d
x, e
1
y , .., e
d
y , ...) = 0 (σ = 0, . . . , n− 3 et k = σ + 2, . . . , n− 1) .
(P
[σ]
k est le nume´rateur du coefficient de Pantazi P [σ]k introduit en 5.1).
S’il est difficile d’obtenir une formule pour ces polynoˆmes P
[σ]
k , on peut cependant les construire de
fac¸on inductive (cf. l’Appendice 9.2.2). Ainsi, pour d fixe´, on peut construire (par ordinateur) les
P
[σ]
k (e) pour un e donne´ et ve´rifier si ces expressions sont nulles ou pas. On a donc un outil effectif
performant pour ve´rifier si un tissu donne´ est de rang maximal.
Par contre, la complexite´ des expressions P
[σ]
k (e) qui sont obtenues par le calcul est telle qu’il semble
impossible, tant sur un plan pratique que the´orique, d’entreprendre la de´termination des tissus de
rang maximal en cherchant a` re´soudre le syste`me d’e´quations diffe´rentielles P
[σ]
k (e) = 0.
Cette complexite´ peut s’illustrer en conside´rant l’exemple tre`s simple des tissus note´s WQ =
W{dx, dx+dy, dx−dy, dx+Qdy}, pour Q ∈ O2, ou` l’on a donc spe´cialise´ de fac¸on particulie`rement
e´le´mentaire trois des 1-formes qui de´finissent ce tissu. La courbure de Pantazi deWQ est de la forme
1
(Q− 1)3(Q+ 1)3Q3
0 0 00 0 0
0 AQ BQ
 d x ∧ d y ,
ou` AQ et BQ sont des polynoˆmes en Q et ses de´rive´es partielles :
AQ = Q
6
(
QxxQx − 3QyyQx +Qxxy −Qyyy
)
+Q5
(−2QxyQx −QxxQy − 2Q3x + 3QyyQy + 6QxQ2y)
+Q4
(
QyyQx −QxxQx − 2QxyQy − 2Qyyy − 2Qxxy − 2Q2xQy
)
+Q3
(
2QxxQy + 4QxQxy
− 4QyyQy − 2QxQy
)
+Q2
(−2Qxy + 2QyyQx +Qyyy +Qxxy − 4Q2xQy)+Q (−2QxQxy
−QxxQy + 2Q2yQx +QyyQy
)
+ 2Q2xQy ;
BQ =
[
Q4
(−3Qyy +Qxx)+Q3(2Qxy + 6Q2y − 2Q2x)+Q2(3Qyy − 6QyQx −Qxx)
− 2QQxy + 2QxQy
]
(Q2 − 1)Q .
La re´solution du syste`me d’e´quations diffe´rentielles AQ = BQ = 0 afin de de´terminer lesWQ de rang
maximal n’est pas faisable dans la pratique, meˆme assiste´ d’un solveur d’e´quations diffe´rentielles.
Le plan de la section 5.2 est le suivant : en 5.2.1, on expose une me´thode base´e sur la me´thode
d’Abel (introduite au chapitre 2) pour obtenir des e´quations diffe´rentielles que U doit satisfaire
afin que W{U1, . . . , Un, U} soit de rang maximal.
Si cette approche est comple`tement e´le´mentaire, elle se formule avec difficulte´ dans une situa-
tion ge´ne´rale. Par contre, si les fonctions U1, U2, . . . , Un ont e´te´ particularise´es et si le rang de
W(U1, . . . , Un) est connu, on pourra obtenir facilement des e´quations sur Un+1 pour que le rang de
W(U1, . . . , Un+1) soit maximal. Cette me´thode s’applique au cas par cas, et donne des e´quations
plus simples que celles obtenues par l’approche de Pantazi.
En 5.2.2 et 5.2.3, on applique cette me´thode pour caracte´riser les k-tissus de rang maximal, pour
k = 3 et k = 4 respectivement. Au passage, on obtient une nouvelle formule particulie`rement simple
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pour la courbure de Blaschke d’un 3-tissu.
En 5.2.4, on applique cette me´thode aux 5-tissus, dans deux cas particuliers :
1. on obtient un syste`me diffe´rentiel explicite qui caracte´rise les fonctions U telles que le tissu
W(x, y, x+y, x−y, U) soit de rang maximal. L’analyse de ce syste`me fait l’objet du chapitre 6.
2. on obtient un syste`me diffe´rentiel explicite qui caracte´rise les fonctions U telles que le tissu
W(x, y, x+y, x/y, U) soit de rang maximal. On trouve encore de nouveaux tissus exceptionnels.
La section 5.2.5, qui est la dernie`re du chapitre, est a` part. On y montre comment la me´thode d’Abel
permet d’obtenir de nouveaux invariants pour les tissus qui portent des relations abe´liennes. Un
exemple est traite´ de fac¸on explicite.
5.2.1. La me´thode. — Comme on l’a montre´ au deuxie`me chapitre, on peut, e´tant donne´ une
e´quation fonctionnelle abe´lienne (E), construire des e´quations diffe´rentielles qui admettront comme
solutions les composantes des solutions de (E). On explique maintenant comment on peut utiliser
ces e´quations diffe´rentielles pour obtenir des conditions sur les inte´grales premie`res qui de´finissent
un tissu, pour que celui-ci soit de rang maximal. Il est cependant difficile de formuler un re´sulat
ge´ne´ral avec cette me´thode. C’est pourquoi elle est juste esquisse´e ci-dessous. Dans les parties qui
suivent, nous l’appliquerons a` des cas particuliers pour obtenir des re´sultats pre´cis et explicites.
Supposons que l’on se soit fixe´ n ≥ 2 fonctions U 1, U2, . . . , Un ∈ O2 qui de´finissent un tissu W en
l’origine. Supposons d’autre part que l’on connaisse le rang de ce tissu, que l’on note %.
On cherche des conditions sur U = Un+1 pour que le tissu W[U ] := W(U 1, . . . , Un+1) soit de rang
maximal. On note E [U ] l’e´quation fonctionnelle F1(U1) + F2(U2) + · · · + Fn+1(U) = 0 et Π[U ]
l’espace vectoriel des composantes Fn+1 de ces solutions :
Π[U ] :=
{
F ∈ O1
∣∣ ∃F1, . . . Fn ∈ O1 t.q. (F1, . . . , Fn, F ) est solution de E [U ] } .
Si W[U ] est de rang maximal n(n− 1)/2, alors du the´ore`me du rang vient l’e´galite´
rgW[U ] = rg [W ]+ dimC Π[U ] − 1 ,
d’ou` on tire
dimC Π[U ] = γ(n, %) :=
1
2
n(n− 1) + 1− % ≥ 0 .
Remarquons que, quel que soit U , on a dimC Π[U ] ≤ γ(n, %). Que cette ine´galite´ soit en fait une
e´galite´ est une condition ne´cessaire et suffisante pour queW[U ] soit de rang maximal. On va utiliser
cette condition pour obtenir des e´quations diffe´rentielles sur les U i (i = 1, . . . , n+ 1).
Notons Xi := U
i
y ∂x − U ix ∂y pour i = 1, . . . , n et XU := Uy ∂x − Ux ∂y.
En 2.1, on a montre´ comment construire un (germe d’) ope´rateur diffe´rentiel line´aire P et des
(germes de) fonctions me´romorphes Ak (avec M > 1, k = 1, . . . ,M et AM 6≡ 0), tels que pour tout
G1, . . . , Gn, G ∈ O1, on ait
(F) P
(
G1(U
1) + · · ·+Gn(Un) +G(U)
)
= A1G(1)(U) + · · ·+AMG(M)(U) .
La construction de cet ope´rateur diffe´rentiel fait apparaˆıtre qu’on a une e´criture P = PnPn−1 . . . P2X1
ou`, pour i = 2, . . . , n, Pi est un ope´rateur diffe´rentiel de la forme
Pi = α
i
piXi . . . α
i
2Xi α
i
1Xi ,
les αik e´tant des expressions rationnelles en les U
1, . . . , U i−1, U i et leurs de´rive´es partielles.
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Une condition ne´cessaire sur U 1, .., Un pour qu’il puisse exister U telle que W[U ] soit de rang
maximal est qu’on ait M ≥ γ(n, %). L’e´tude de cette condition en ge´ne´ral est tre`s difficile. Dans la
pratique cependant, on peut l’utiliser pour montrer que certains tissus ne sont pas de rang maximal.
On suppose maintenant que cette condition est satisfaite. Pour simplifier la discussion qui suit, on
suppose en plus que M = γ(n, %). Par hypothe`se, on a donc AM 6≡ 0. On peut donc diviser par
AM . Si on applique XU au membre de droite de l’e´galite´ (F) divise´e par AM , on obtient :
XU
( A1
AM G
(1)(U) + · · ·+ AM−1AM G
(M−1)(U) +G(M)(U)
)
=
M−1∑
k=1
XU
( Ak
AM
)
G(k)(U) .
Si l’un des XU (Ak/AM ) n’est pas identiquement nul, alors il est clair que dimC Π[U ] < γ(n, %) et
le rang de W[U ] ne peut eˆtre maximal. On a donc montre´ l’assertion suivante :
Une condition ne´cessaire pour que le rang de W[U ] soit maximal est que les e´quations
suivantes soient ve´rifie´es :
() XU
( Ak
AM
)
= 0 , (k = 1, ..,M) .
D’autre part, pour tout G ∈ O1, on a l’e´galite´ suivante :
P
(
G(U)
)
= αnpnXn . . . α
n
1Xi . . . α
2
p2 . . . α
2
1X2X1
(
G(U)
)
= A1G(1)(U) + · · ·+AMG(M)(U) .
Du fait que les αjk sont des fractions rationnelles en les U
i et leurs de´rive´es partielles, et puisque les
coefficients des champs Xi sont les de´rive´es partielles des U
i, il vient que les coefficients A1, . . . ,AM
sont e´galement des expressions de ce type. On en de´duit que la condition note´e () ci-dessus est
en fait un syste`me diffe´rentiel rationnel en les U i (i = 1, . . . , n+ 1) et leurs de´rive´es partielles, qui
doit eˆtre ne´cessairement ve´rifie´ si W[U ] est de rang maximal.
En ge´ne´ral, les U i e´tant fixe´es (pour i = 1, . . . , n), on ne sait pas si le syste`me diffe´rentiel ()
caracte´rise exactement les U telles que W[U ] soit de rang maximal. Mais cela sera ve´rifie´ dans les
cas plus particuliers que l’on va e´tudier ci-dessous.
Pour illustrer cette me´thode, on traite maintenant un exemple ge´ne´ral tre`s simple.
On se donne n formes line´aires L1, L2, . . . , Ln line´airement inde´pendantes. Elles de´finissent un
n-tissu en l’origine, forme´ de n-pinceaux de droites paralle`les (i.e. les sommets de ces pinceaux
sont sur la droite a` l’infini). C’est un exercice facile de montrer que ce tissu est de rang maximal
(cela de´coule e´galement du fait que c’est un tissu alge´brique).
Pour i = 1, . . . , n, on note Xi un champ de vecteurs a` coefficients constants tel que Xi(Li) = 0.
On va appliquer la me´thode expose´e ci-dessus pour caracte´riser les U ∈ O2 tels queW(L1, . . . , Ln, U)
soit de rang maximal. On a le lemme suivant, dont la preuve est imme´diate :
Lemme 5.2.1. — Soit F ∈ O1. Les deux assertions suivantes sont e´quivalentes :
1. il existe F1, F2, . . . , Fn ∈ O1 telles que F1(L1) + · · ·+ Fn(Ln) + F (U) = 0.
2. dans O2, on a X1X2 · · ·Xn
(
F (U)
)
= 0.
Notons Ak les coefficients des F
(k) qui apparaissent quand on calcule formellement X1..Xn
(
F (U)
)
:
X1X2 · · ·Xn
(
F (U)
)
=
n∑
k=1
Ak F
(k)(U) .
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On remarquera que An = X1(U) · · ·Xn(U) et donc An n’est pas nul en l’origine, par hypothe`se.
Si XU (Ak/An) = 0, cela signifie que la fonction Ak/An, a priori de deux variables, ne de´pend en
fait que de la variable U . On en de´duit que si XU (Ak/An) = 0 pour k = 1, . . . , n, alors l’espace des
fonctions F telles que X1 · · ·Xn
(
F (U)
)
= 0 est de dimension n. Par le Lemme 5.2.1, cela implique
que le rang de W(L1, . . . , Ln, U) est maximal. Inversement, l’assertion () montre dans ce cas que
ces annulations sont ne´cessaires pour que le rang soit maximal. On a donc montre´ la
Proposition 5.2.2. — Le tissu W(L1, . . . , Ln, U) est de rang maximal si et seulement si U ve´rifie
XU
(
Ak
An
)
= 0 pour k = 1, . . . , n .
Dans ce qui suit, on utilise des versions explicites de cette proposition dans certains cas particuliers.
5.2.2. Application aux 3-tissus. — Donnons-nous U 1, U2 et U3 dansO2 s’annulant en l’origine
et qui de´finissent un tissu en ce point. On note W le germe de tissu W{U 1, U2, U3} en (C2, 0).
Soit Π3 l’espace des composantes en U
3 des e´quations fonctionnelles abe´liennes de W :
Π3 =
{
F ∈ O1
∣∣ ∃F1, F2 ∈ O1 t.q. F1(U1) + F2(U2) + F (U3) = 0} .
Le tissu W est de rang 1 si et seulement si Π3 est de dimension 2.
Pour i = 1, 2, 3, posons ∂i = U
i
y ∂x − U ix ∂y. Alors :
F ∈ Π3 ssi ∃ F2 ∈ O1 t.q. ∂1
(
F2(U
2) + F (U3)
)
= 0 ,
” ssi ∃ F2 ∈ O1 t.q. F ′2(U2) +
∂1(U
3)
∂1(U2)
F ′(U3) = 0 ,
” ssi ∂2
(
∂1(U
3)
∂1(U2)
F ′(U3)
)
= 0 ,
” ssi ∂2
(
∂1(U
3)
∂1(U2)
)
F ′(U3) +
∂1(U
3)∂2(U
3)
∂1(U2)
F (2)(U3) = 0 .
L’hypothe`se de position ge´ne´rale des tissus implique que ∂1(U
3)∂2(U
3)∂1(U
2)−1 ne s’annule pas en
l’origine. On a donc
Π3 =
{
F ∈ O1
∣∣ KF ′(U3) + F ′′(U3) = 0} avec K = ∂1(U2)
∂1(U3)∂2(U3)
× ∂2
(
∂1(U
3)
∂1(U2)
)
.
Il est clair que, si K n’est pas une fonction de U 3 seulement (i.e. si ∂3 (K) 6= 0), toute fonction
F ∈ Π3 ve´rifiera ∂3(K)F ′(U3) = 0 et donc sera constante. Ce qui impliquera que rg[W ] = 0.
Ainsi Π3 est de dimension 2 si et seulement si ∂3 (K) = 0. L’e´quation diffe´rentielle ∂3 (K) = 0
caracte´rise donc les 3-uplets (U 1, U2, U3) qui de´finissent un tissu de rang maximal 1.
On sait qu’un 3-tissu est de rang un si et seulement si sa coubure de Blaschke KB dx∧ dy s’annule,
ce qui correspond a` l’e´quation scalaire KB = 0. On en de´duit que KB est identiquement nulle si et
seulement si ∂3(K) est identiquement nulle. On peut s’attendre a` ce que ces deux expressions soient
lie´es. Par un calcul formel, on peut e´tablir qu’elles sont e´gales, ce qui donne une nouvelle formule
pour la courbure de Blaschke :
Proposition 5.2.3. — La courbure de Blaschke du 3-tissu W{U 1, U2, U3} est donne´e par
KBW = ∂3 (K) dx ∧ dy avec K =
∂1(U
2)
∂1(U3) ∂2(U3)
× ∂2
(
∂1(U
3)
∂1(U2)
)
∈ O2 .
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Donc W(U 1, U2, U3) est de rang maximal 1 si et seulement si ∂3(K) = 0.
D’autres formules pour la courbure de Blaschke e´taient de´ja connues (par exemple, voir [He´ 00]
ou [Mi 99]). Bien que cette nouvelle expression ne soit pas syme´trique en les U i, son inte´reˆt re´side
dans sa simplicite´.
5.2.3. Application aux 4-tissus. — Les 4-tissus de rang maximal 3 sont bien compris puisque,
d’apre`s le the´ore`me de Lie, ce sont les tissus e´quivalents aux tissus alge´briques associe´s aux quar-
tiques planes.Il peut cependant eˆtre inte´ressant (pour l’e´tude pratique des tissus par exemple)
d’avoir un crite`re sur U1, U2, . . . , U4 pour que W(U1, . . . , U4) soit de rang maximal. On peut en
obtenir un par l’application de la me´thode d’Abel.
Avec la Proposition 5.2.3, il est facile de ve´rifier si un 4-tissu W donne´ admet un sous-3-tissu
de rang maximal. Supposons que cela soit le cas. Alors on peut supposer que W est de la forme
W[U ] := W(x, y, x + y, U) pour U ∈ O2 (telle que U(0) = 0).
Le tissu W[U ] est de rang maximal 3 si et seulement si l’espace
Π4 :=
{
F ∈ O1
∣∣∣ ∃ F1, . . . , F3 t.q. F1(x) + F2(y) + F3(x+ y) + F (U) = 0 }
est de dimension 3. En posant X1 = ∂x, X2 = ∂y et X3 = ∂x − ∂y, par le Lemme 5.2.1, on sait que
F ∈ Π4 si et seulement si X3X2X1
(
F (U)
)
= 0 .
Or X3X2X1
(
F (U)
)
= X3X2
(
UxF
′(U)
)
= X3
(
UxyF
′(U) + UyUxF
′′(U)
)
= (Uxxy − Uxyy)F ′(U) +
(
Uxy(Ux − Uy) + (∂x − ∂y)(UxUy)
)
F (2)(U)
+ UxUy(Ux − Uy)F (3)(U) .
On en de´duit que F ∈ Π4 si et seulement si F satisfait
(∗) AU F ′(U) +BU F (2)(U) + F (3)(U) = 0
avec
AU =
Uxxy − Uxyy
UxUy(Ux − Uy) et BU =
Uxy(Ux − Uy) + (∂x − ∂y)(UxUy)
UxUy(Ux − Uy) .
Pour que les solutions de l’e´quation (∗) forment un espace de dimension 3, il est ne´cessaire et
suffisant que les coefficients AU et BU ne de´pendent que de U . On pose XU = Uy ∂x − Ux ∂y.
Proposition 5.2.4. — Le tissu W(x, y, x + y, U) est de rang maximal 3 si et seulement si
XU
(
AU ) = 0 et XU
(
BU ) = 0 .
Supposons maintenant le tissu donne´ sous la forme W(U 1, U2, U, V ). On pose
∂i = U
i
y ∂x − U ix ∂y pour i = 1, 2 , δi = (∂iU j)−1 ∂i pour {i, j} = {1, 2} ,
∂F = Fy ∂x − Fx ∂y pour F = U, V , δF = (∂FG)−1 ∂F pour {F,G} = {U, V } .
En supposant que W(U1, U2, U) est de rang 1, et en utilisant la meˆme me´thode que plus haut, on
peut e´tablir la
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Proposition 5.2.5. — Sous l’hypothe`se que W(U1, U2, U) est de rang 1, le 4-tissu W(U1, U2, U, V )
est de rang maximal si et seulement les e´quations suivantes sont ve´rifie´es
∂V
(
δU
(
(δ2δ1) (U)
δ1 (U) δ2 (U)
)
×J−1
)
= 0 et ∂V
((
(δ2δ1)(V )
δ1(U) δ2(U)
+ δU
(
δ1(U) δ2(V )
δ1(U) δ2(U)
))
× J −1
)
= 0
avec J = δ1(V ) δ2(V )/
(
δ1(U) δ2(U)
) 6= 0.
5.2.4. Application aux 5-tissus. — On applique la me´thode d’Abel pour caracte´riser les 5-
tissus qui admettent un sous-4-tissu paralle´lisable. La restriction a` ce cas bien particulier donne
une caracte´risation simple d’une classe particulie`rement inte´ressante de tissus de rang maximal qui
ne sont pas tous alge´briques.
Un 5-tissu qui admet un sous-4-tissu paralle´lisable est e´quivalent a` un tissu de la forme
Wa, U := W
(
x, y, x+ y, x+ a y, U
)
,
avec a ∈ C\{0, 1} et ou` U est un e´le´ment de O2 tel que le discriminant ∆ := Ux Uy (Ux−Uy) (Ux−
aUy) ne s’annule pas en l’origine. Dans ce cas particulier, la Proposition 5.2.2 se formule de la fac¸on
suivante : posons XU = Uy ∂x − Ux ∂y ainsi que
A = (∂x − ∂y) ∂2xy (U ) Ω1 = (∂x − a ∂y) (A )
B = (Ux − Uy)Uxy + (∂x − ∂y)(Ux Uy) Ω2 = (Ux − aUy)×A+ (∂x − ∂y) (B )
C = Ux Uy (Ux − Uy) Ω3 = (Ux − aUy)×B + (∂x − ∂y) (C ) .
Alors on a la
Proposition 5.2.6. — Le 5-tissu Wa, U est de rang maximal 6 si et seulement si la fonction U
ve´rifie les e´quations diffe´rentielles
XU (Ω1/∆) = 0 , XU (Ω2/∆) = 0 et XU (Ω3/∆) = 0 .
Exemple : on ve´rifie sans difficulte´ que la fonction (x, y) 7→ x2 + y2 est solution de ce syste`me
diffe´rentiel. On en de´duit que W(x, y, x+ y, x− y, x2 + y2) est de rang maximal. Cet exemple sera
e´tudie´ plus en de´tail dans le chapitre suivant.
Il ne semble pas possible de re´soudre directement le syste`me diffe´rentiel pre´ce´dent dans toute sa
ge´ne´ralite´ afin de de´terminer tous les 5-tissus de rang 6 qui admettent un sous-4-tissu paralle´lisable.
On peut cependant chercher des solutions en demandant a` U d’eˆtre d’une forme simple. Imposer
que U s’e´crive U(x, y) = A(x) + B(y) est particulie`rement inte´ressant, puisque cela implique
imme´diatement que rg [Wa, U ] ≥ 4, tout en simplifiant conside´rablement les e´quations. On renvoie
au chapitre 6 pour la de´termination des solutions sous ces hypothe`ses.
On peut appliquer la meˆme me´thode pour de´terminer les tissus de rang maximal qui admettent un
sous 4-tissu paralle´lisable, e´quivalent a` un tissu forme´ de quatre pinceaux de droites dont exactement
trois des sommets sont sur une meˆme droite. Quitte a` composer par un germe de biholomorphisme,
on peut supposer qu’un tel (germe de) tissu est de la forme
W[U ] := W(x, y, x+ y, x/y, U) ,
ou` U est un e´le´ment de O2 tel que le discriminant D := UxUy(Ux−Uy)(xUx + y Uy) est non nul en
un point base ω que l’on se sera fixe´ auparavant. Notons que ce point base doit eˆtre en dehors du
lieu singulier Σ := {xy(x+ y) = 0 } du sous-tissu P := W(x, y, x+ y, x/y) de W[U ]. On supposera
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aussi que U(ω) = 0.
Le tissu P est hexagonal donc de rang maximal. On en de´duit que W[U ] est de rang maximal 6 si
et seulement l’espace Π5 de´fini ci-dessous est de dimension 4 :
Π5 :=
{
G ∈ O1
∣∣∣ ∃Fi holomorphe (i = 1, . . . , 4) t.q. G(U) = F1(x) + F2(y) + F3(x+ y) + F4(x
y
)
}
.
On pose X1 = ∂y, X2 = ∂x, X3 = ∂x − ∂y, X4 = x ∂x + y ∂y et XU = Uy ∂x − Ux ∂y. On a :
G ∈ Π5 ssi ∃Fi (i = 1, 2, 3) t.q. X4
(
G(U) + F1(x) + F2(y) + F3(x+ y)
)
= 0 .
Or
X4
(
G(U) + F1(x) + F2(y) + F3(x+ y)
)
= X4
(
G(U)
)
+ xF ′1(x) + yF
′
2(y) + (x+ y)F
′
3(x+ y) .
On en de´duit que
G ∈ Π5 ssi ∃Hi (i = 1, 2, 3) t.q. X4
(
G(U)
)
+H1(x) +H2(y) +H3(x+ y) = 0 .
Du Lemme 5.2.1, il vient alors :
G ∈ Π5 ssi X1X2X3X4
(
G(U)
)
= 0 .
On remarquera ici que les champs de vecteurs X1, X2, X3 et X4 ne commutent pas. L’ordre dans
lequel ils sont applique´s dans l’e´quivalence pre´ce´dente est important.
On peut calculer formellement l’expression X1X2X3X4(G(U)). On a :
X1X2X3X4
(
G(U)
)
= A1G′(U) +A2G′′(U) +A3G(3)(U) +A4G(4)(U) ,
avec A1 : = X1X2X3X4(U) ,
A2 : = X1(U)X2X3X4(U) +X1
[
X3X4(U)X2(U)
]
+X1X2
[
X3(U)X4(U)
]
,
A3 : =
[
X3X4(U)X2(U) +X2
(
X3(U)X4(U)
)]
X1(U) +X1
[
X2(U)X3(U)X4(U)
]
,
et A4 : = X1(U)X2(U)X3(U)X4(U) = D 6= 0 .
On peut alors e´noncer la
Proposition 5.2.7. — Le tissu W(x, y, x+ y, x/y, U) est de rang maximal 6 si et seulement si U
satisfait les trois e´quations diffe´rentielles :
XU
(Ai
A4
)
= 0 (i = 1, 2, 3) .
Exemple : on ve´rifie sans difficulte´ que les fonctions ci-dessous sont solutions des e´quations donne´es
par cette proposition :
(x, y) 7−→ xy , (x, y) 7−→ x(x+ y) , (x, y) 7−→ x2 + xy + y2 ,
(x, y) 7−→ (x+ y)/(xy) , (x, y) 7−→ x(x+ y)/y , (x, y) 7−→ xy (x+ y) .
On en de´duit que les tissus suivants sont de rang 6 (on verra au chapitre 8 qu’ils sont exceptionnels) :
W
(
x , y , x+ y ,
x
y
, xy
)
W
(
x , y , x+ y ,
x
y
, xy (x+ y)
)
W
(
x , y , x+ y ,
x
y
,
x+ y
y
)
W
(
x , y , x+ y ,
x
y
, x(x+ y)
)
W
(
x , y , x+ y ,
x
y
,
x(x+ y)
y
)
W
(
x , y , x+ y ,
x
y
, x2 + xy + y2
)
.
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5.2.5. Forme normale pour les inte´grales premie`res des feuilletages portant des re-
lations abe´liennes. — On de´crit ici une autre application du fait qu’il existe des e´quations
diffe´rentielles satisfaites par les composantes des relations fonctionnelles abe´liennes d’un tissu.
Etant donne´ un (n + 1)-tissu W = W(F1, . . . ,Fn,F) tel que le feuilletage F porte des relations
abe´liennes, on va indiquer un choix (presque) canonique pour une inte´grale premie`re de F et mon-
trer comment on peut en de´duire des invariants pour la classe de tissus ordonne´s de´finie par W.
On note ΠF l’espace vectoriel des F -composantes des relations abe´liennes de W. On a suppose´ que
cet espace est de dimension p plus grande que 1. On se fixe une inte´grale premie`re quelconque u de
F telle que u(0) = 0. Toute autre inte´grale premie`re s’e´crira h ◦ u avec h ∈ Diff(C, 0).
On va construire une inte´grale premie`re U = h ◦ u de F qui ne de´pendra que du tissu.
Posons Πu :=
{
G ∈ O1
∣∣ G′(u) du ∈ ΠF } ' ΠF . On sait qu’il existe une e´quation diffe´rentielle
E(u) : Y (m)(u) + a1(u)Y
(m−1)(u) + · · ·+ am−1(u)Y ′(u) = 0
qui caracte´rise les e´le´ments de Πu (avec m = p+1). Quitte a` prendre comme point courant un point
suffisamment proche de l’origine, on peut supposer que tous les coefficients ai sont holomorphes.
Soit h ∈ Diff(C, 0) fixe´. Notons u l’inte´grale premie`re pour F de´finie par u = h◦u. Il lui correspond
l’e´quation diffe´rentielle suivante qui caracte´rise les e´le´ments de Πu =
{
H ∈ O1
∣∣ H ′(u) du ∈ ΠF } :
E(u) : Y
(m)
(u) + a1(u)Y
(m−1)
(u) + · · ·+ am−1(u)Y ′(u) = 0 .
Bien suˆr, les coefficients de E(u) vont s’exprimer a` partir de ceux de E(u). En particulier, on a le
Lemme 5.2.8. — En notant g l’inverse du germe de biholomorphisme h, on a
a1(u) = (a1 ◦ g)(u) g′(u)− m(m− 1)
2
g′′(u)
g′(u)
.
Conside´rons une e´quation diffe´rentielle en (C, 0), d’ordre m, a` coefficients holomorphes, de la forme
F (m)(z) + α2(z)F
(m−2)(z) + · · ·+ αm−1(z)F (z) + αm(z) = 0 .
L’e´quation obtenue par le changement de variable ζ = h(z) est
F(m)(ζ) + α̂1(ζ) F
(m−1)(ζ) + α̂2(ζ) F
(m−2)(ζ) + · · ·+ α̂m−1(ζ) F(ζ) + α̂m(ζ) = 0
avec, en posant g = h−1 :
(∗) α̂1(ζ) = −m(m− 1)
2
g′′(ζ)
g′(ζ)
.
Pour α̂1 fixe´e, les solutions les plus ge´ne´rales de (∗) vue comme e´quation en g, sont les fonctions
de la forme :
ζ 7→ λ
∫ ζ
0
exp
(
− Γ(u)
m(m− 1)
)
du ,
ou` Γ est la primitive de α̂1 qui s’annule en l’origine et λ une constante non nulle (arbitraire).
On en de´duit qu’il existe un germe de biholomorphisme h ∈ Diff(C, 0), unique modulo multiplica-
tion par une constante complexe non nulle, tel que, relativement a` la variable u = h(u), les e´le´ments
de Πu soient caracte´rise´s par l’e´quation diffe´rentielle (ou` l’inconnue est maintenant note´e Z) :
E(u) : Z(m)(u) +A2(u)Z
(m−1)(u) + · · ·+Am−1(u)Z ′(u) = 0 .
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On notera que, si l’on effectue le changement de variable u = λu avec λ ∈ C∗, les e´le´ments de Πu
sont caracte´rise´s par l’e´quation diffe´rentielle
E(u) : Z(m)(u) + A2(u)Z
(m−2)(u) + · · ·+ Am−1(u)Z′(u) = 0 ,
les coefficients de E(u) et E(u) e´tant lie´s par les relations Rk de´finies ci-dessous (k = 2, . . . ,m−1) :
A ≡ A mod Rk ssi ∃σ 6= 0 t.q. A(z) = σk A(σz) .
Pour k = 2, . . . ,m− 1, on notera [B]k la classe de B ∈ O1 modulo Rk.
On donc e´tabli la :
Proposition 5.2.9. — Soient U1, . . . , Un ∈ O2 de´finissant un tissu note´ W , et soit F un feuille-
tage re´gulier de (C2, 0) portant des relations abe´liennes du tissu W = W ∪ F . Alors il existe une
inte´grale premie`re U ∈ O2 de F , unique modulo multiplication par une constante, telle que les
fonctions F solutions de F1(U1) + · · · + Fn(Un) + F (U) = 0 sont caracte´rise´es comme e´tant les
solutions d’une e´quation diffe´rentielle line´aire de la forme
F (m)(U) +A2(U)F
(m−1)(U) + · · ·+Am−1(U)F ′(U) = 0 .
De plus le (m − 3)-uplet ([Ak]k)m−1k=1 est un invariant du tissu ordonne´ W := W(U1, . . . , Un, U).
On note :
In+1(W) :=
(
[A2]2, . . . , [Am−1]m−1
) ∈ O1R2 × . . . ×O1Rm−1 .
Une inte´grale premie`re U donne´e par cette proposition sera appele´e inte´grale premie`re privile´gie´e
du feuilletage F , pour le tissu W.
Exemples : on montre que les composantes en xy des relations fonctionnelles
F1(x) + F2(y) + F3(x+ y) + F4(x− y) + F (xy) = 0
sont exactement les solutions de l’e´quation diffe´rentielle
F (4)(u) +
3
u
F (3)(u) = 0 .
La fonction u 7→ u2 est solution de l’e´quation diffe´rentielle 3h′(u)/h(u) = 2(4− 1)h′′(u)/h′(u). On
en de´duit que (x, y) 7→ √xy est l’inte´grale premie`re privile´gie´e du feuilletage F(xy), pour le tissu
W(xy) := W(x , y , x+ y , x− y , xy ) .
Un calcul simple montre que les fonctions G qui apparaissent dans une relation
G1(x) +G2(y) +G3(x+ y) +G4(x− y) +G(√xy) = 0
sont exactement les solutions de l’e´quation diffe´rentielle
G(4)(U)− 3
U2
G(2)(U) +
3
U3
G(1)(U) = 0 ,
d’ou` on de´duit
I5
(
W(xy)
)
=
([− 3
U2
]
2
,
[ 3
U3
]
3
)
.
On montre que les composantes H5 en x
2 + y2 des relations fonctionnelles
H1(x) +H2(y) +H3(x+ y) +H4(x− y) +H5(x2 + y2) = 0
sont exactement les solutions de l’e´quation diffe´rentielle
F (4)(u) = 0 .
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Ainsi (x, y) 7→ x2 + y2 est l’inte´grale premie`re privile´gie´e du feuilletage qu’elle de´finit, pour le tissu
W(x2 + y2) := W(x , y , x+ y , x− y , x2 + y2 ) .
Il en de´coule imme´diatement que
I5
(
W(x2 + y2)
)
=
([
0
]
2
,
[
0
]
3
)
.
Du fait que U 7→ −3/U 2 n’est pas e´quivalente a` l’application identiquement nulle, modulo R2,
on de´duit que W(xy) et W(x2 + y2) ne sont pas e´quivalents comme tissus ordonne´s. D’autre part,
chacun de ces tissus admet W{x, y, x+ y, x− y} comme unique sous 4-tissu paralle´lisable. Avec le
point pre´ce´dent, cela montre qu’il ne sont pas e´quivalents en tant que tissus (non-ordonne´s).
CHAPITRE 6
UNE FAMILLE A` UN PARAME`TRE DE 5-TISSUS
EXCEPTIONNELS
———————————–
Par
Luc Pirio et Jean-Marie Tre´preau
———————————–
Re´sume´ : le 5-tissu de Bol, de´couvert en 1936, est reste´ longtemps le seul exemple ave´re´
de tissu plan exceptionnel. En 2002, Robert [16] et Pirio [13] ont trouve´ un 9- et des 6- et
7-tissus plans exceptionnels, en relation avec l’e´quation fonctionnelle de Spence-Kummer
du trilogarithme. Plus re´cemment encore, Pirio [14] a de´couvert trois nouveaux 5-tissus
exceptionnels, tre`s simples. Dans cet article, nous pre´sentons une famille a` un parame`tre
de 5-tissus plans exceptionnels, qui contient ces derniers comme cas limites.
Dans leur pre´sentation la plus naturelle, les tissus de cette famille sont compose´s d’un
syste`me harmonique de quatre faisceaux de droites paralle`les, de´finis respectivement par
les e´quations {x = cte}, {y = cte}, {x+y = cte} et {x−y = cte}, et d’un feuilletage dont
les feuilles sont les courbes de niveau de la fonction snkx snky, ou` snk est une fonction
elliptique de Jacobi.
1. Introduction
Pour fixer les ide´es, nous nous plac¸ons dans une situation locale, dans la cate´gorie analytique.
On note (x, y) le point courant de C2 et on choisit un point de base (x0, y0) ; fonction voudra dire
germe de fonction analytique en (x0, y0), etc.
E´tant donne´ une fonction u telle que du(x0, y0) 6= 0, on note F(u) le feuilletage dont les feuilles
sont les courbes de niveau {u(x, y) = cte} de la fonction u. On dit que u est une fonction de
de´finition du feuilletage. Si f est une fonction de´finie au voisinage de u(x0, y0) et si f
′(u(x0, y0)) 6= 0,
la fonction f(u) := f ◦ u de´finit le meˆme feuilletage que u.
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Soit d ≥ 3 un entier. Un d-tissu en (x0, y0) est une famille non ordonne´e de d feuilletages F(uk),
deux a` deux transverses, i.e. tels que :
si j, k = 1, . . . , d et j 6= k, duj(x0, y0) ∧ duk(x0, y0) 6= 0.
On notera ce tissu :
(1) W(u1, . . . , ud) := {F(u1), . . . ,F(ud)}
On dira que deux (germes de) d-tissus W0 en (x0, y0) et W1 en (x1, y1) sont e´quivalents s’il existe
un (germe de) diffe´omorphisme φ, avec φ(x0, y0) = (x1, y1), qui envoie W0 sur W1.
Le livre [3] de Blaschke et Bol dresse le bilan des re´sultats fondamentaux obtenus entre 1927 et
1938. Les re´sultats que nous rappelons maintenant sont tous pre´sente´s dans [3], sauf la de´couverte
re´cente de nouveaux tissus plans exceptionnels et certains travaux oublie´s des anne´es 1937–1939
que nous e´voquons a` la fin de cette introduction.
Apre`s la guerre et surtout apre`s 1970, de nouveaux re´sultats ont e´te´ obtenus, en particulier en
dimension ou en codimension plus grandes. Citons seulement, a` titre d’exemples, les articles de
Chern et Griffiths [9], d’Akivis et Goldberg [1] et de He´naut [11], dont on pourra consulter les
bibliographies.
Une relation abe´lienne du tissu W(u1, . . . , ud) est une relation fonctionnelle de la forme :
d∑
j=1
φj(uj) duj = 0,
ou` φj est une fonction de´finie au voisinage de uj(x0, y0). On identifie une telle relation au d-
uplet (φ1(u1), . . . , φd(ud)). Les relations abe´liennes forment un espace vectoriel, ici sur le corps des
complexes. La dimension ρ de cet espace est appele´e le rang du tissu. Elle ve´rifie l’ine´galite´ de Bol :
(2) ρ ≤ ρ(d), ρ(d) := 1
2
(d− 1)(d − 2)
On a par exemple ρ(3) = 1, ρ(4) = 3, ρ(5) = 6, ρ(6) = 10...
De´finition 1. — Un d-tissu de rang ρ(d) = (d− 1)(d− 2)/2 est dit de rang maximal.
On e´crira plutoˆt une relation abe´lienne sous la forme inte´gre´e :
d∑
j=1
fj(uj) = cte,
ou` fj est une fonction de´finie au voisinage de uj(x0, y0). En faisant cela, on introduit des relations
triviales, les constantes f = (f1, . . . , fd) ∈ Cd ; le rang du tissu est la dimension de l’espace des
d-uplets (f ′1(u1), . . . , f
′
d(ud)).
Par exemple, conside´rons d ≥ 3 formes line´aires l1, . . . , ld sur C2, deux a` deux line´airement
inde´pendantes. Le tissu W(l1, . . . , ld), compose´ de d faisceaux diffe´rents de droites paralle`les, est de
rang maximal. On peut le voir en remarquant que, pour tout n ∈ N∗, le syste`me (ln1 , . . . , lnd ) est de
rang min(n+ 1, d) dans l’espace des polynoˆmes homoge`nes de degre´ n en (x, y), qui est un espace
de dimension n+1. Si 1 ≤ n ≤ d−2, il existe donc d−n−1 relations line´aires inde´pendantes entre
ln1 , . . . , l
n
d . En sommant par rapport a` n, on obtient (d − 2) + (d − 3) + · · · + 1 = (d − 1)(d − 2)/2
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relations abe´liennes.
C’est de´ja` un exercice plus difficile de montrer directement qu’un tissu compose´ de d faisceaux
de droites non ne´cessairement paralle`les est de rang maximal. C’est un cas tre`s particulier d’un
re´sultat que nous rappelons maintenant.
On note PˇC2 l’espace projectif dual de PC2 : un point p ∈ PˇC2 repre´sente une droite l(p) de PC2 ;
a` tout point z ∈ PC2 est associe´ le faisceau de droites de sommet z, donc une droite lz de PˇC2.
Soit C ⊂ PˇC2 une courbe alge´brique re´duite de degre´ d. Si z est un « point ge´ne´rique » de PC2,
la droite lz de PˇC2 coupe la courbe C en d points distincts p1, . . . , pd de PC2. En associant a` z les d
droites l(p1), . . . , l(pd) (elles passent par z), on de´finit un « d-tissu avec singularite´s » sur PC2. Au
point ge´ne´rique de PC2, on obtient un d-tissu au sens usuel. C’est un tissu en droites, c’est-a`-dire
que ses feuilles sont des morceaux de droites.
En ge´ne´ral, le tissu obtenu s’interpre`te comme le tissu des tangentes a` la courbe duale de C.
Dans le cas particulier ou` la courbe C est la re´union de d droites distinctes, on obtient un tissu de
d faisceaux de droites.
De´finition 2. — Un tissu obtenu de la fac¸on qu’on vient de de´crire est dit alge´brique.
Les deux re´sultats suivants sont fondamentaux. Le premier est une interpre´tation, due a` Blaschke,
du the´ore`me d’addition d’Abel en termes de tissus :
The´ore`me 1 ([3]). — Tout tissu alge´brique est de rang maximal.
Le second, duˆ a` Blaschke et Howe, est souvent cite´ comme « le the´ore`me d’Abel inverse » :
The´ore`me 2 ([3]). — Tout tissu en droites de rang maximal est un tissu alge´brique.
De´finition 3. — Un tissu e´quivalent a` un tissu alge´brique est dit alge´brisable. Un tissu de rang
maximal non alge´brisable est dit exceptionnel.
Par exemple, et c’est trivial, tout 3-tissu W(u1, u2, u3) de rang ρ(3) = 1 est alge´brisable. En effet,
si f1(u1)+f2(u2)+f3(u3) = cte est une relation abe´lienne non triviale du tissu, on ve´rifie facilement
que f ′j(uj(x0, y0)) 6= 0, j = 1, 2, 3. On peut donc prendre f1(u1), f2(u2) et −f3(u3) comme fonctions
de de´finition des feuilletages. En changeant de notation, la relation abe´lienne s’e´crit u3 = u1 + u2
et, en prenant (u1, u2) comme coordonne´es locales, on voit que le tissu est e´quivalent au tissu
W(x, y, x + y).
De meˆme et ce n’est pas trivial, tout 4-tissu de rang maximal est alge´brisable. Sous une forme
diffe´rente, ce re´sultat est essentiellement duˆ a` Lie.
Le premier exemple de tissu exceptionnel fut donne´ par Bol en 1936 [3] ; c’est le 5-tissu suivant :
(3) B = W(x, y, y
x
,
1− y
1− x,
x− xy
y − xy ).
Il est compose´ de quatre faisceaux de droites dont les sommets sont en position ge´ne´rale dans PC2
(on ne peut pas en extraire trois points aligne´s) ; le dernier feuilletage est le faisceau des coniques
qui passent par les quatre sommets. L’une des relations abe´liennes du tissu de Bol fait intervenir
le dilogarithme.
L’exemple de Bol est reste´ longtemps isole´. En 2002, Robert [16] et le premier auteur [13] ont
montre´ inde´pendamment que le 9-tissu associe´ a` l’e´quation fonctionnelle de Spence-Kummer du
trilogarithme est exceptionnel, ainsi que certains des 6- et des 7-tissus qu’on peut en extraire.
134 CHAPITRE 6. UNE FAMILLE A` UN PARAME`TRE DE 5-TISSUS EXCEPTIONNELS
En 2003, le premier auteur [14] a donne´ les trois exemples suivants, tre`s simples, de 5-tissus
exceptionnels :
W(x, y, x+ y, x− y, x2 + y2 ),
W(x, y, x+ y, x− y, x2 − y2 ),
W(x, y, x+ y, x− y, ex + ey ).
Dans cet article, nous pre´sentons une famille a` un parame`tre de 5-tissus exceptionnels ainsi que cinq
tissus exceptionnels « isole´s » qui apparaissent comme des tissus limites de la famille. On retrouve
en particulier les trois exemples pre´ce´dents.
Ces tissus sont pre´sente´s, ainsi que leurs relations abe´liennes, dans la section §3, dont la lecture
est suffisante si l’on ne s’inte´resse qu’aux re´sultats. Tous ces tissus sont de la forme :
(4) W[u] := W(x, y, x+ y, x− y, u(x, y) ).
Dans tout l’article, on notera :
(5) W0 := W(x, y, x+ y, x− y ).
Dans la section §2, on fait quelques remarques sur les syme´tries du 4-tissu W0 et les transformations
qui envoient un tissu de la forme (4) sur un tissu de la meˆme forme. Dans la section §4, on e´crit le
syste`me d’e´quations que doit ve´rifier la fonction u(x, y) pour que le tissu (4) soit de rang maximal.
On le re´sout sous l’hypothe`se supple´mentaire que le 3-tissu extrait W(x, y, u(x, y) ) est aussi de
rang maximal. On ve´rifie que les seules solutions sont, a` e´quivalence de tissus pre`s, les tissus
pre´sente´s dans la section §3.
En fait, les tissus dont nous allons parler sont de´ja` apparus dans la litte´rature, sans que leur
caracte`re exceptionnel ait e´te´ reconnu.
Avant que Bol obtienne son contre-exemple, Blaschke [2] a cherche´ a` montrer que tout 5-tissu
de rang 6 est alge´brisable. La me´thode qu’il proposait ge´ne´ralise une me´thode de Poincare´, qui
permet de de´montrer assez facilement le re´sultat de Lie, que tout 4-tissu de rang 3 est alge´brisable.
Cet article de Blaschke et le contre-exemple de Bol ont suscite´ plusieurs travaux, de Bompiani et
Bortolotti [4] et de Terracini [17] en 1937, de Buzano [5] [6] en 1939.
Ces auteurs s’inte´ressent a` la question des 5-tissus exceptionnels en relation avec un proble`me de
ge´ome´trie diffe´rentielle projective. Il s’agit de trouver les surfaces (S) de l’espace PR5 qui admettent
cinq syste`mes de courbes (= un 5-tissu) tels que (S) soit tangente le long de chaque courbe a` un
hyperplan de PR5. Ils trouvent plusieurs solutions a` ce proble`me. On sait maintenant que toutes
ces solutions correspondent a` des tissus exceptionnels [15].
L’article [6] est e´crit en termes de tissus et tous les tissus que nous conside´rons ici apparaissent
dans cet article. Buzano distingue ces tissus pour certaines proprie´te´s de leurs sous-tissus, mais il
ne voit pas qu’ils sont de rang maximal ; essentiellement, il manque a` chaque fois une relation pour
que leur nature exceptionnelle soit re´ve´le´e. Bien que nous n’ayons eu connaissance de [6] qu’apre`s
avoir obtenu nos re´sultats, il y a co¨ıncidence entre certains calculs de la section §4 et ceux de [6].
Quoi qu’il en soit, Blaschke et Bol connaissaient ces travaux. L’appendice a` la section §30 de [3],
page 261, contient un commentaire sur les articles [4] et [17], dont voici un extrait :
« ... ist noch nicht festgestellt, ob die hierzu geho¨rigen Kurvengewebe wirklich den Rang sechs
haben, das wa¨re aber leicht nachzupru¨fen ».(1)
(1)“...pas encore bien e´tabli si les tissus ci-dessus sont effectivement de rang six ; ce serait toutefois facile a` ve´rifier”.
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`
x, y, x + y, x− y, u(x, y)
´
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Nous ne savons pas si cette ve´rification facile a jamais e´te´ faite. Un peu plus tard, Bol e´crit
les re´sume´s des deux articles de Buzano pour le Zentralblatt sans commentaire qui aille au-dela`
de ce que l’auteur dit de´montrer. En 1985, Chern [7] pose comme un proble`me important et non
re´solu de savoir si le tissu de Bol est le seul 5-tissu non alge´brisable de rang 6. En 2004, apre`s la
de´couverte des tissus exceptionnels lie´s au trilogarithme, Griffiths [10] repose la question, sous une
forme modifie´e : les tissus exceptionnels ont-ils toujours a` voir avec les polylogarithmes ? Tous nos
exemples montrent que la re´ponse est non.
2. Remarques sur les tissus W(x, y, x+ y, x− y, u(x, y)).
Le tissu
W0 := W(x, y, x+ y, x− y )
est compose´ de quatre faisceaux de droites paralle`les, de sommets les points p1 = [0 : 1 : 0],
p2 = [1 : 0 : 0], p3 = [1 : −1 : 0] et p4 = [1 : 1 : 0] de PC2. En particulier, les sommets sont aligne´s,
alors que les sommets du 4-tissu en droites extrait du tissu de Bol (3) sont en position ge´ne´rale.
Le tissu W0 est encore plus particulier que cela. Rappelons que le birapport d’un syste`me
(q1, q2, q3, q4) de quatre points distincts d’une droite projective est donne´ par :
b(q1, q2, q3, q4) =
t1 − t3
t1 − t4 :
t2 − t3
t2 − t4 ,
ou` tk = ξk/ηk ∈ C ∪ {∞} et les [ξk : ηk] sont les coordonne´es homoge`nes des qk dans un repe`re
projectif de la droite ; c’est un invariant projectif du syste`me. On ve´rifie que b(p1, p2, p3, p4) = −1.
Autrement dit, les sommets p1, p2, p3, p4 forment une division harmonique de la droite a` l’infini.
Le tissu W0 est e´videmment invariant par les dilatations
(x, y) 7→ (kx+ x′, ky + y′), (k ∈ C∗, (x′, y′) ∈ C2).
Si l’on se restreint a` R2 ⊂ C2, les feuilles de W0 issues de O = (0, 0) rencontrent le cercle de centre
O et de rayon 1 aux sommets d’un octogone re´gulier. Il est clair que le tissu W0 est invariant par le
groupe des isome´tries de cet octogone. C’est un groupe a` 16 e´le´ments, isomorphe au groupe die´dral
D8 et qu’on notera abusivement D8. Il permet de substituer a` (x, y) un des couples suivants :
(±x,±y), (±y,±x), (±x+ y√
2
,±x− y√
2
), (±x− y√
2
,±x+ y√
2
),
avec deux choix inde´pendants des signes pour chaque couple. Il est engendre´ par les syme´tries
orthogonales
(6) ρ(x, y) = (y, x), σ(x, y) = ((x+ y)/
√
2, (x− y)/
√
2),
par rapport aux droites d’angles polaires pi/4 et pi/8, respectivement : τ ◦ σ engendre le groupe des
huit rotations de D8 et, en conjuguant τ et σ par ces rotations, on obtient les huit re´flexions de D8.
Les lemmes qui suivent nous seront utiles pour reconnaˆıtre les tissus exceptionnels de la forme
(4) et les classer a` e´quivalence pre`s.
Lemme 1. — Soit φ un diffe´omorphisme local de C2. Si φ transforme localement les quatre fais-
ceaux de W0 en faisceaux de droites, φ est le germe d’une tranformation projective. Si φ conserve
localement trois des faisceaux de W0, φ est le germe d’une dilatation.
De´monstration : pour la premie`re proprie´te´, en composant φ avec une transformation projective,
on peut supposer que :
φ(F(x)) = F(x), φ(F(y)) = F(y),
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et que
φ(F(x + y)) = F(x+ y) ou φ(F(x+ y)) = F(x/y),
selon que les sommets des faisceaux φ(F(x)), φ(F(y)) et φ(F(x + y)) sont ou ne sont pas aligne´s.
De la premie`re proprie´te´, il de´coule que φ−1 est de la forme :
φ−1(x, y) = (X(x), Y (y)).
Si φ(F(x + y) = F(x+ y), on a :
(∂/∂x − ∂/∂y)(X(x) + Y (y)) = X ′(x)− Y ′(y) = 0,
d’ou` X(x) = kx + x′, Y (y) = ky + y′ avec k ∈ C∗ : φ est une dilatation (la deuxie`me partie de
l’e´nonce´ en de´coule).
Si φ(F(x+ y)) = F(x/y)), on a :
(x∂/∂x + y∂/∂y)(X(x) + Y (y)) = xX ′(x) + yY ′(y) = 0,
d’ou` X(x) = k log x+ x′, Y (y) = −k log y + y′. On obtient alors
φ(F(x− y)) = F(X(x) − Y (y)) = F(xy),
qui n’est pas un faisceau de droites ; c’est une contradiction. 
Lemme 2. — Le groupe Sym (W0) des transformations projectives qui conservent le tissu W0 est
engendre´ par les dilatations de C2 et le groupe D8. De plus, si φ est un diffe´omorphisme local qui
conserve le tissu W0, φ est le germe d’un e´le´ment de Sym (W0).
De´monstration : une transformation projective φ qui conserve le tissu T0 conserve la famille
{p1, p2, p3, p4} des sommets des faisceaux de droites de W0. Elle conserve donc la droite a` l’infini
(c’est une tranformation affine) et induit une permutation s de 1, 2, 3, 4 : φ(pk) = ps(k). De plus,
elle conserve le birapport. Comme les points p1, p2, p3, p4 forment une division harmonique, si l’on
permute ces points, le birapport peut prendre trois valeurs, qui sont −1, 2 et 1/2. Il y a donc
4!/3 = 8 permutations de (p1, p2, p3, p4) qui conservent le birapport. D’autre part, le groupe D8
ope`re sur {p1, p2, p3, p4} et le noyau de l’ope´ration est {± Id}. On en de´duit que les 8 permutations
ci-dessus sont re´alisables avec des e´le´ments de D8. On se rame`ne ainsi au cas ou` φ conserve chaque
feuilletage de W0 : φ est une dilatation d’apre`s le lemme pre´ce´dent. La deuxie`me partie de l’e´nonce´
re´sulte aussi du lemme pre´ce´dent. 
Rappelons que si u est une fonction de´finie au voisinage de (x0, y0) qui ve´rifie la condition (de
transversalite´)
(7) ux(x0, y0)uy(x0, y0)(ux(x0, y0)
2 − uy(x0, y0)2) 6= 0,
(ux et uy de´signent les de´rive´es partielles de u), on a de´fini :
W[u] := W(x, y, x+ y, x− y, u(x, y) ).
Lemme 3. — Si u(x, y) et u′(x, y) sont deux germes de fonctions qui ve´rifient (7) et si φ est un
diffe´omorphisme local qui envoie W[u] sur W[u′], φ est une transformation projective. Si de plus
F(u) n’est pas un faisceau de droites paralle`les, φ est un e´le´ment de Sym(W0).
De´monstration : si φ est comme dans l’e´nonce´, au moins trois des faisceaux de droites de W0
sont envoye´s sur des faisceaux de droites de W0. On en de´duit qu’il existe une transformation affine
ψ telle que ψ ◦ φ conserve ces trois faisceaux. D’apre`s le Lemme 1, φ est une transformation affine.
Si F(u) n’est pas un faisceau de droites paralle`les, φ conserve ne´cessairement le sous-tissu W0 ; le
Lemme 2 s’applique. 
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Lemme 4. — Si u(x, y) est une fonction qui ve´rifie (7), le tissu W[u] est alge´brisable si et seule-
ment s’il est alge´brique. C’est le cas si et seulement si F(u) est un germe de faisceau de droites.
De´monstration : on sait (voir l’introduction) qu’un tissu forme´ de faisceaux de droites est
alge´brique. On suppose que le germe de tissu W[u] est alge´brisable. Soit φ un diffe´omorphisme
local tel que le tissu φ(W[u]) soit un germe de tissu alge´brique. Il est associe´ a` une courbe re´duite
C5 de PˇC2, de degre´ 5.
En particulier, φ(W[u]) est un tissu en droites, donc son sous-tissu φ(W0) est un tissu en droites.
De plus φ(W0) est de rang maximal. C’est donc, d’apre`s le The´ore`me 2, un tissu alge´brique, associe´
a` une courbe C4 ⊂ C5, de degre´ 4. Il est alors clair que C5 est la re´union de C4 et d’une droite, donc
que F(u) est un faisceau de droites. En appliquant le meˆme argument a` tous les 3-tissus extraits de
W0 (ils sont de rang maximal), on montre que la courbe C4 est une re´union de droites. Finalement,
φ(W[u]) est forme´ de cinq faisceaux de droites, donc φ est une transformation projective d’apre`s le
Lemme 1 et W[u] est un tissu alge´brique. 
3. Fonctions theˆta et tissus exceptionnels
Cette section contient nos principaux re´sultats. Pour la plus grande part, elle peut eˆtre lue
inde´pendamment des autres sections. Nous pre´sentons une famille a` un parame`tre de 5-tissus ex-
ceptionnels, ainsi que cinq 5-tissus exceptionnels « limites ». Tous ces tissus sont construits par
l’adjonction d’un feuilletage F(u) au tissu W0 = W(x, y, x+ y, x− y ), i.e. sont de la forme (4) :
W[u] := W(x, y, x+ y, x− y, u(x, y) ),
ou` u ve´rifie la condition de transversalite´ (7). De plus, ils ont tous la proprie´te´ que le sous-tissu
W(x, y, u(x, y))
est de rang maximal.
Dans la section §4, nous montrerons que tout tissu exceptionnel de la forme W[u], tel que
W(x, y, u(x, y) ) est de rang maximal, est e´quivalent a` l’un des tissus pre´sente´s dans cette sec-
tion.
D’autre part, mais on verra dans la section §4 que c’est une conse´quence des conditions ci-dessus,
ces tissus ont la proprie´te´ que le sous-tissu
W(x+ y, x− y, u(x, y))
est aussi de rang maximal.
Un tissu de la forme W[u] posse`de les relations abe´liennes du tissu W0, dont voici une base :
x+ y − (x+ y) = 0,
x− y − (x− y) = 0,
2x2 + 2y2 − (x+ y)2 − (x− y)2 = 0.
Le tissu W[u] est de rang maximal ρ(5) = 6 si et seulement si il posse`de trois relations abe´liennes
supple´mentaires, inde´pendantes modulo les relations pre´ce´dentes et les constantes, autrement dit
trois relations de la forme :
fk(u(x, y)) = gk(x) + hk(y) + jk(x+ y) + lk(x− y), k = 1, 2, 3,
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avec f ′1, f
′
2, f
′
3 line´airement inde´pendantes au point u(x0, y0). D’autre part, les fonctions u(x, y)
seront de la forme :
(8) u(x, y) = v(x) + w(y).
C’est une relation abe´lienne du sous-tissu W(x, y, u(x, y)). Pour prouver que le rang est maximal,
il restera encore, dans chaque cas, a` exhiber deux relations abe´liennes. La condition d’inde´pendance
sera facile a` ve´rifier dans tous les cas.
Remarque 3.1. – Souvent, pour faire l’e´conomie d’un logarithme, on e´crira les relations abe´liennes
sous forme multiplicative. En particulier, on pourra choisir une fonction de de´finition de la forme :
(9) u(x, y) = v(x)w(y).
On note H := {τ ∈ C, Im τ > 0} le demi-plan de Poincare´. Le groupe des homographies τ 7→
(aτ + b)/(cτ + d) a` coefficients entiers et de de´terminant 1, ou groupe modulaire, ope`re sur H.
Si τ ∈ H, on note q := eipiτ et on associe a` τ les quatre fonctions theˆta :
θ1(x, τ) = −i
+∞∑
n=−∞
(−1)nq(n+1/2)2ei(2n+1)x,
θ2(x, τ) =
+∞∑
n=−∞
q(n+1/2)
2
ei(2n+1)x,
θ3(x, τ) =
+∞∑
n=−∞
qn
2
ei2nx,
θ4(x, τ) =
+∞∑
n=−∞
(−1)nqn2ei2nx.
Pour alle´ger les formules, on notera simplement :
θi(x) := θi(x, τ), i = 1, 2, 3, 4,
quand la valeur du parame`tre est τ ; sinon, on e´crira le parame`tre.
Les fonctions theˆta sont des fonctions entie`res de x ∈ C. La fonction θ1 est impaire et les fonctions
θ2, θ3 et θ4 sont paires. La formule fondamentale suivante est classique et se de´montre facilement
a` partir des de´finitions ci-dessus (voir par exemple Lawden [12], chapitre 1) :
θ3(x) θ4(y) = θ4(x+ y, 2τ) θ4(x− y, 2τ)− θ1(x+ y, 2τ) θ1(x− y, 2τ).
Apre`s changement de variables :
(10) θ3((x+ y)/2, τ/2) θ4((x− y)/2, τ/2) = θ4(x) θ4(y)− θ1(x) θ1(y).
On a le re´sultat suivant :
The´ore`me 3. — Pour tout τ ∈ H, le tissu W[u] associe´ a` la fonction
(11) u(x, y) =
θ1(x)
θ4(x)
θ1(y)
θ4(y)
,
en un point ou` (7) est ve´rifie´, est exceptionnel. Les tissus associe´s a` τ, τ ′ ∈ H sont e´quivalents si
et seulement si τ et τ ′ sont congrus modulo le groupe G d’automorphismes de H engendre´ par les
transformations τ 7→ τ + 2, τ 7→ τ/(τ + 1) et τ 7→ −2/τ .
3. FONCTIONS THEˆTA ET TISSUS EXCEPTIONNELS 139
Notons que τ 7→ −2/τ n’est pas une transformation modulaire. La deuxie`me partie de l’e´nonce´,
qu’on de´montrera a` la fin de cette section, a le sens suivant : si τ et τ ′ ∈ H sont congrus modulo le
groupe G, les tissus associe´s sont e´quivalents par un e´le´ment du groupe Sym (W0) ; de plus (c’est
une conse´quence de la proprie´te´ pre´ce´dente et du Lemme 3), si des germes des tissus associe´s a`
τ, τ ′ ∈ H, en des points ou` la condition (7) est ve´rifie´e, sont e´quivalents, alors τ et τ ′ sont congrus
modulo G.
De´monstration : rappelons que (11) est une relation abe´lienne (sous forme multiplicative) du
tissu W[u]. On en obtient une deuxie`me en divisant les deux membres de (10) par θ4(x) θ4(y) :
1− u(x, y) = θ3((x+ y)/2, τ/2) θ4((x− y)/2, τ/2)
θ4(x) θ4(y)
et une troisie`me en remplac¸ant (x, y) par (x,−y) et en tenant compte des parite´s des fonctions
theˆta :
1 + u(x, y) =
θ3((x− y)/2, τ/2) θ4((x+ y)/2, τ/2)
θ4(x) θ4(y)
.
On ve´rifie que F(u) n’est pas un faisceau de droites. Compte tenu du Lemme 4, le tissu W[u] est
exceptionnel. 
En divisant membre a` membre les deux relations pre´ce´dentes, on obtient une relation a` 3 facteurs :
(12)
1− u(x, y)
1 + u(x, y)
=
θ3((x+ y)/2, τ/2)/θ4((x+ y)/2, τ/2)
θ3((x− y)/2, τ/2)/θ4((x− y)/2, τ/2) .
Plus bas, nous rappellerons la de´finition des fonctions elliptiques de Jacobi. La relation (12) s’e´crit
simplement en termes de ces fonctions.
Pour faire la liaison entre cette famille et les cinq tissus exceptionnels que nous allons pre´senter
maintenant, notons seulement que la famille de tissus du The´ore`me 3 est e´quivalente a` la famille
W[uk] de´finie par les fonctions
k ∈ C, k2 6= 0, 1 , uk(x, y) = snkx snky ,
et qu’on a les limites classiques suivantes :
(13) tanhx = lim
k→1
snkx, sinx = lim
k→0
snkx .
The´ore`me 4. — On obtient cinq 5-tissus exceptionnels W[u] deux a` deux non e´quivalents pour
les choix suivants de la fonction u(x, y) :
(A) u(x, y) = tanhx tanh y,
(B) u(x, y) = sinx sin y,
(C) u(x, y) = ex + ey,
(D) u(x, y) = x2 − y2,
(E) u(x, y) = x2 + y2.
Remarque : les syme´tries (x, y) 7→ (±x,±y) et (x, y) 7→ (±y,±x) du tissu W0 transforment les
tissus (A)–(D) en des tissus qui leur sont e´quivalents par dilatation. En de´montrant le the´ore`me, on
verra que la syme´trie σ(x, y) = ((x+y)/
√
2, (x−y)/√2) transforme les tissus (A)–(D) en des tissus
de la forme W[uσ] qui, modulo une dilatation, peuvent eˆtre de´finis par les fonctions suivantes :
(A) uσ(x, y) = cosh x/ cosh y,
(B) uσ(x, y) = cos x+ cos y,
(C) uσ(x, y) = e
x cosh y,
(D) uσ(x, y) = xy,
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(E) uσ(x, y) = x
2 + y2.
Remarque : les formules (13) montrent que les tissus (A) et (B) sont « des cas limites » des tissus
du The´ore`me 3. Les limites ci-dessous montrent qu’on peut conside´rer les tissus (C), (D) et (E)
comme des limites de suites de tissus tous e´quivalents au tissu (B).
ex + ey = lim
k→+∞
2e−k(cosh(x+ k) + cosh(y + k)),
x2 ± y2 = lim
→0
2−2((cosh(x)− 1)± (cosh(y)− 1)).
De´monstration : elle consiste a` exhiber, dans chaque cas, trois relations abe´liennes qui, avec les
relations de W0, prouvent que le tissu W[u] est de rang maximal. Selon les cas, il est plus commode
d’e´crire ces relations sous forme additive ou sous forme multiplicative. Ceci fait, on obtient que
W[u] est exceptionnel comme une conse´quence imme´diate du Lemme 4.
Pour construire une fonction de de´finition uσ de la forme (8) ou (9) du tissu σ(W[u]), en fait
modulo une dilatation, on e´crit une relation abe´lienne du sous-tissu W(x + y, x− y, u(x, y)) et on
la transforme par σ.
La non-e´quivalence des cinq tissus se ve´rifie, compte tenu du Lemme 3, en comparant les dix
fonctions u ou uσ obtenues.
Dans chaque cas, on indiquera le cas e´che´ant un changement de variables qui transforme le tissu
W[u] en un tissu dont les feuilles sont des (germes de) courbes alge´briques.
(A). — On a les relations abe´liennes :
u(x, y) = tanhx tanh y,
1 + u(x, y) =
cosh(x+ y)
coshx cosh y
,
1− u(x, y) = cosh(x− y)
coshx cosh y
.
En divisant membre a` membre les deux dernie`res identite´s, on obtient :
1 + u(x, y)
1− u(x, y) =
cosh(x+ y)
cosh(x− y) ,
dont on de´duit :
uσ(x, y) = cosh x/ cosh y.
En posant e2x = ξ, e2y = η, on obtient que le tissu W[ tanh x tanh y ] est e´quivalent au tissu
W( ξ, η, ξη, ξ/η, (ξ − 1)(η − 1)
(ξ + 1)(η + 1)
),
forme´ de trois faisceaux de droites et de deux faisceaux de coniques.
(B). — On a les relations abe´liennes :
u(x, y) = sinx sin y,
2u(x, y) = cos(x− y)− cos(x+ y),
4u(x, y)2 = cos2(x− y) + cos2(x+ y)− cos 2x− cos 2y.
De la deuxie`me relation, on de´duit :
uσ(x, y) = cosx+ cos y.
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En posant eix = ξ, eiy = η, on obtient que le tissu W[ sin x sin y ] est e´quivalent au tissu
W( ξ, η, ξη, ξ/η, (ξ
2 − 1)(η2 − 1)
ξη
),
forme´ de trois faisceaux de droites, un faisceau de coniques et un faisceau de quartiques.
(C). — On a les relations abe´liennes :
u(x, y) = ex + ey,
u(x, y)2 = e2x + e2y + 2e(x+y),
u(x, y) = 2e(x+y)/2 cosh
x− y
2
.
De la dernie`re relation, on de´duit :
uσ(x, y) = e
x cosh y.
En posant ex = ξ, ey = η, on obtient que le tissu W[ ex + ey ] est e´quivalent au tissu
W( ξ, η, ξη, ξ/η, ξ + η ),
forme´ de quatre faisceaux de droites et d’un faisceau de coniques.
(D). — On a les relations abe´liennes :
u(x, y) = x2 − y2,
6u(x, y)2 = 8x4 + 8y4 − (x+ y)4 − (x− y)4,
u(x, y) = (x+ y)(x− y).
De la dernie`re relation, on de´duit :
uσ(x, y) = xy.
(E). — On a les relations abe´liennes :
u(x, y) = x2 + y2,
6u(x, y)2 = 4x4 + 4y4 + (x+ y)4 + (x− y)4,
10u(x, y)3 = 8x6 + 8y6 + (x+ y)6 + (x− y)6.
La relation a` trois termes 2u(x, y)2 = (x+ y)2 + (x− y)2 est (aussi) une relation du 4-tissu W0. Le
tissu W[x2 + y2] est invariant par σ. 
On va maintenant traduire le The´ore`me 3 en termes des fonctions elliptiques de Jacobi, en
de´montrer la deuxie`me partie et donner des mode`les de ces tissus qui ont la proprie´te´ d’eˆtre « a`
feuilles alge´briques ».
On note :
θi := θi(0, τ), i = 1, 2, 3, 4.
A` τ ∈ H on associe les nombres :
k = θ22/θ
2
3, k
′ = θ24/θ
2
3.
Les fonctions elliptiques de Jacobi de parame`tre τ ou de module k sont de´finies par :
snkx =
θ3
θ2
θ1(x/θ
2
3)
θ4(x/θ23)
, cnkx =
θ4
θ2
θ2(x/θ
2
3)
θ4(x/θ23)
, dnkx =
θ4
θ3
θ3(x/θ
2
3)
θ4(x/θ23)
.
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Le nombre k′ est appele´ le module conjugue´ de k. On a k2 + k′2 = 1. Ces fonctions ne de´pendent
en fait que du carre´ du module. La fonction
(14) H 3 τ 7→ k(τ)2
est une fonction modulaire, c’est-a`-dire invariante par un sous-groupe d’indice fini du groupe mo-
dulaire. Elle prend toutes les valeurs complexes sauf 0 et 1. Elle est e´tudie´e par exemple dans
Chandrasekharan [7], livre auquel on renvoie pour plus de de´tails, en particulier sur les relations
entre le parame`tre τ et le module k, qu’on ne discutera pas.
Avec ces notations, la famille de fonctions u(x, y) du The´ore`me 3 s’e´crit u(x, y) = k snk(θ
2
3x) snk(θ
2
3y).
Modulo les dilatations de C2, on peut remplacer cette famille par la suivante :
(15) k ∈ C, k2 6= 0, 1, uk(x, y) = snkx snky.
Compte tenu du Lemme 4 et de proprie´te´s de la fonction (14) qu’on trouvera dans [7], la deuxie`me
partie du The´ore`me 3 est une conse´quence de la proposition suivante :
Proposition 1. — Soit k, l ∈ C avec k2, l2 6= 0, 1. Les tissus (avec singularite´s) W[ snkx snky ] et
W[ snlx snly ] sont e´quivalents sous l’action du groupe Sym (W0) si et seulement si
(16) l ∈ {±k, ±1
k
, ±1− k
1 + k
, ±1 + k
1− k }.
Compte tenu du Lemme 3, cette proposition re`gle aussi la question de l’e´quivalence dans les
germes. Avant de de´montrer cette proposition, nous e´crivons la relation (12) sous une autre forme :
Lemme 5. — On a l’identite´ :
(17)
1 + k snkx snky
1− k snkx snky =
dnk(x+ y)− k cnk(x+ y)
dnk(x− y)− k cnk(x− y) .
De´monstration : on pourrait partir de (12) mais on utilisera plutoˆt le formulaire des fonctions
elliptiques. On part des formules d’additions (voir [12] (2.4.1)–(2.4.3) ; on n’e´crit pas l’indice k) :
cn (x± y) = cnx cn y ∓ snx sn y dnxdn y
1− k2 sn 2x sn 2y ,
dn (x± y) = dnxdn y ∓ k
2 snx sn y cnx cn y
1− k2 sn 2x sn 2y .
En substituant les seconds membres a` cn(x ± y) et dn(x ± y) dans le second membre de (17), on
obtient le re´sultat. 
Remarque : en remplac¸ant (x, y) par σ(x, y) dans (17), on voit que le tissu σ(W[ snkx snky ])
est un dilate´ du tissu W[v], ou` v(x, y) = (dnkx− kcnkx)/(dnky − kcnky). Pour e´viter d’e´crire des
formules pre´cises de la the´orie des fonctions elliptiques, on convient de noter :
(18) u′(x, y) ∼ u(x, y)
s’il existe c, d ∈ C∗ et x′, y′, u0 ∈ C tels qu’on ait l’identite´
(x, y) ∈ C2, u′(x, y) = cu(dx+ x′, dy + y′) + u0.
On utilisera une convention analogue pour les fonctions u(x) d’une variable.
De´monstration de la Proposition : pour un module k fixe´, on a les formules « de pe´riodicite´ »
suivantes, voir ([12] (2.1.21), (2.2.17)) :
(19) snkx ∼ 1/snkx, snkx ∼ dnkx/cnkx.
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On aura besoin de la version plus pre´cise de la premie`re formule : il existe T ∈ C, qui ne de´pend
que de k, tel que :
(20) x ∈ C, k snk(x+ T ) = 1/snkx.
D’autre part, on a les formules suivantes, qui relient des fonctions elliptiques de modules diffe´rents
(voir [12] (3.9.4), (3.9.24), (2.6.12)) :
sn1/kx ∼ snkx, dnkx− kcnkx ∼ 1/dnl′x, dnk′x ∼ dnkx/cnkx,
ou` l = (1− k)/(1 + k) et k′ et l′ sont les modules conjugue´s de k et l. On a donc :
dnkx− kcnkx
dnky − kcnky ∼
dnl′y
dnl′x
∼ dnly/cnly
dnlx/cnlx
∼ snly
snlx
∼ snly snlx.
Il re´sulte du Lemme 5, de la remarque qui le suit et des e´quivalences ci-dessus que le tissu
W[ snlx snly ] est e´quivalent par dilatation a` l’image du tissu W[ snkx snky ] par la syme´trie σ.
Avec (19), ceci montre que, dans l’e´nonce´ de la proposition, la condition (16) est suffisante.
Re´ciproquement, on suppose que W[ snkx snky ] et W[ snlx snly ] sont dans la meˆme orbite sous
l’action du groupe Sym (W0). Quitte a` remplacer l par (1− l)/(1 + l), on peut supposer qu’ils sont
dans la meˆme orbite sous l’action du groupe engendre´ par les dilatations de C2 et les syme´tries
(x, y) 7→ (±x,±y) et (x, y) 7→ (±y,±x) (« on a enleve´ σ »). Comme ces syme´tries laissent ces
tissus invariants, on peut supposer qu’ils sont e´quivalents par dilatation. On a alors ne´cessairement
snkx snky ∼ snlx snly, donc :
∀x ∈ C, snkx = c snl(dx+ x′) + e,
avec c, d ∈ C∗ et x′, e ∈ C. D’autre part, et c’est une proprie´te´ classique, la fonction snkx est
solution de l’e´quation diffe´rentielle :
(z′)2 = (1− z2)(1− k2z2).
On en de´duit que snlx ve´rifie l’e´quation diffe´rentielle :
(z′)2 = (1− (cz + e)2)(1− k2(cz + e)2)/(c2d2).
Le second membre doit eˆtre identique au second membre de l’e´quation diffe´rentielle (z ′)2 = (1 −
z2)(1 − l2z2). On obtient e = 0, puis l2 = k2 ou l2 = 1/k2. Ceci termine la de´monstration de la
proposition. 
On obtient un « mode`le a` feuilles alge´briques » du tissu W[snkx snky] en posant :
sn2kx = ξ, sn
2
ky = η.
On obtient le tissu e´quivalent :
W( ξ, η, u+(ξ, η), u−(ξ, η), ξη ),
ou` u±(ξ, η) = sn
2
k(x± y) peut eˆtre calcule´ graˆce aux formules d’additions
snk(x± y) = snkx cnky dnky ± snky cnkxdnkx
1− k2 sn2kx sn2ky
et aux identite´s :
sn2kx+ cn
2
kx = 1, dn
2
kx+ k
2 sn2kx = 1.
On e´crit :
snk(x± y) =
√
A(ξ, η) ±
√
A(η, ξ),
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avec
A(ξ, η) =
sn2kx cn
2
ky dn
2
ky
(1− k2 sn2kx sn2ky)2
=
ξ(1− η)(1 − k2η)
(1− k2ξη)2 .
On a donc :
u+(ξ, η) + u−(ξ, η) = 2(A(ξ, η) +A(η, ξ)),
u+(ξ, η)u−(ξ, η) = (A(ξ, η) −A(η, ξ))2.
On ve´rifie que
A(ξ, η) −A(η, ξ) = ξ − η
1− k2ξη .
Au point (ξ, η) de C2, u+(ξ, η) et u−(ξ, η) sont les deux racines de l’e´quation en t :
(21) (1− k2ξη)2t2 − 2(ξ(1− η)(1− k2η) + η(1− ξ)(1 − k2ξ))t+ (ξ − η)2 = 0.
On en de´duit que les feuilles des feuilletages F(u+) et F(u−) sont des germes des quartiques
obtenues en fixant t ∈ C dans l’e´quation (21).
4. Un syste`me diffe´rentiel associe´ aux tissus de la section pre´ce´dente
Dans cette section, nous de´montrons le re´sultat suivant :
The´ore`me 5. — Soit u un germe de fonction qui ve´rifie (7). Si le tissu W[u] est exceptionnel et
si le tissu {F(x),F(y),F(u)} est de rang maximal, le tissu W[u] est l’image, par un e´le´ment du
groupe Sym (W0), d’un germe d’un des tissus conside´re´s dans les The´ore`mes 3 et 4.
La de´monstration repose sur la simplicite´ du syste`me diffe´rentiel que doit ve´rifier une fonction
u(x, y), choisie de la forme v(x) + w(y), pour que le tissu W[u] soit de rang maximal.
Plus ge´ne´ralement, on peut obtenir une condition diffe´rentielle assez simple (a` e´crire, pas toujours
a` re´soudre) sur la fonction u(x, y) pour qu’un tissu de la forme
(22) W( l1, . . . , lp, u ),
ou` l1, . . . , lp sont des formes line´aires deux a` deux line´airement inde´pendantes, soit de rang maximal.
Les feuilles des feuilletages qui constituent le tissu (22) sont aussi les courbes inte´grales des champs
de vecteurs
Xk =
∂lk
∂y
∂
∂x
− ∂lk
∂x
∂
∂y
, k = 1, . . . , p ; Xu =
∂u
∂y
∂
∂x
− ∂u
∂x
∂
∂y
.
Les champs X1, . . . , Xp sont constants. Le p-tissu W(l1, . . . , lp), forme´ de p faisceaux de droites
paralle`les, est de rang maximal ρ(p) = (p − 1)(p − 2)/2. En raisonnant comme au de´but de la
section §3, on voit que le (p + 1)-tissu (22) est de rang maximal ρ(p + 1) = ρ(p) + p − 1 si et
seulement si l’espace des fonctions f ′(u) telles que f(u) ve´rifie une relation de la forme :
(23) f(u) =
p∑
k=1
fk(lk)
est de dimension p−1, si et seulement si l’espace des fonctions f(u) de cette forme est de dimension
p. On a le lemme e´le´mentaire :
Lemme 6. — Avec les notations qu’on vient d’introduire, une fonction h est de la forme h =∑p
k=1 fk(lk) si et seulement si X1 . . . Xp h = 0.
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De´monstration : ce qui, a` la rigueur, demande une de´monstration, est le fait que, si X1 . . . Xp h =
0, alors h est de la forme annonce´e. C’est clair si p = 1 et, si c’est connu a` l’ordre p− 1,
(X1 . . . Xp−1)Xph = 0
donne Xph =
∑p−1
k=1 fk(lk). Si, pour k = 1, . . . p − 1, gk est une primitive de fk, Xpgk(lk) =
(Xplk)fk(lk) avec Xplk ∈ C∗ (car lk et lp sont inde´pendantes). On en de´duit l’existence de gp tel
que :
h =
p−1∑
k=1
gk(lk)/(Xplk) + gp(lp).

On en de´duit le crite`re suivant :
Proposition 2. — Avec les notations pre´ce´dentes, soit a1, . . . , ap les coefficients dans la formule
(24) X1 . . . Xp f(u) ≡
p∑
k=1
ak(x, y)f
(k)(u),
obtenue en calculant formellement X1 . . . Xp f(u). Pour que le tissu W( l1, . . . , lp, u ) soit de rang
maximal, il faut et il suffit que u ve´rifie le syste`me d’e´quations :
(25) k = 1, . . . , p− 1, Xu (ak/ap) ≡ 0.
On peut calculer facilement les fonctions ak en termes de u et de ses de´rive´es, mais on n’utilisera
que les cas p = 2 et p = 4. Notons seulement que
ap ≡ (X1u) . . . (Xpu) 6= 0
au point d’e´tude ; c’est la condition de transversalite´ des feuilletages.
De´monstration : on note bk = ak/ap, k = 1, . . . , p− 1. Compte tenu de la discussion qui pre´ce`de
l’e´nonce´, le tissu est de rang maximal si et seulement si l’e´quation
f (p)(u(x, y)) +
p−1∑
k=1
bk(x, y)f
(k)(u(x, y)) = 0
a un espace de solutions de dimension p. Si l’on prend un syste`me de coordonne´es locales (u, v) dont
u fait partie, l’e´quation pre´ce´dente est une e´quation diffe´rentielle ordinaire, avec u comme variable
de de´rivation et v comme parame`tre. Il est clair que le premier membre ne doit pas de´pendre
explicitement de v. D’ou` la proposition. 
Revenons au cas particulier des tissus W[u], pour lesquels p = 4 et
X1 = ∂/∂y, X2 = ∂/∂x, X3 = ∂/∂x− ∂/∂y, X4 = ∂/∂x+ ∂/∂y.
On suppose aussi que u(x, y) est de la forme
u(x, y) = v(x) + w(y)
et ve´rifie la condition (de transversalite´) :
(26) vxwy(v
2
x − w2y) 6= 0.
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(Par exemple, vx, vxx... de´signent les de´rive´es successives de v). On a :
X1X2f(u) = (f(u))xy = f
′′(u)vxwy,
X1X2X3X4f(u) = (f
′′(u)vxwy)xx − (f ′′(u)vxwy)yy,
avec par exemple :
(f ′′(u)vxwy)xx = wy(f
′′′(u)v2x + f
′′(u)vxx)x
= wy(f
′′′′(u)v3x + 3f
′′′(u)vxvxx + f
′′(u)vxxx).
Par syme´trie, on obtient :
X1X2X3X4f(u) = f
′′′′(u)vxwy(v
2
x − w2y) + 3f ′′′(u)vxwy(vxx − wyy) + f ′′(u)(wyvxxx − vxwyyy).
La proposition pre´ce´dente s’applique : u de´finit un tissu de rang maximal si et seulement si les
e´quations suivantes sont ve´rifie´es :
Xu
(
vxx − wyy
v2x − w2y
)
= 0,(27)
Xu
(
wyvxxx − vxwyyy
vxwy(v2x − w2y)
)
= 0.(28)
On a le lemme a priori surprenant suivant :
Lemme 7. — Si u(x, y) = v(x) + w(y) ve´rifie (26), l’e´quation (27) est une condition ne´cessaire
et suffisante pour que le 3-tissu W(x+ y, x− y, u(x, y) ) soit de rang maximal.
De´monstration : on a :
X3X4f(u) = f(u)xx − f(u)yy = f ′′(u)(v2x − w2y) + f ′(u)(vxx − wyy).
La Proposition 2 et la comparaison avec (27) donnent le re´sultat. 
On a Xu = vx∂/∂y − wy∂/∂x. L’e´quation (27) s’e´crit :
(29) vx
(
vxx − wyy
v2x − w2y
)
y
= wy
(
vxx − wyy
v2x − w2y
)
x
.
On est amene´ a` traiter a` part les cas ou` l’une des fonctions vxx ou wyy s’annule identiquement. Si
les deux fonctions sont nulles, u est une fonction affine et F [u] un faisceau de droites paralle`les. Si
par exemple vxx ≡ 0 et wyy 6≡ 0, soit vx ≡ c ∈ C∗, on obtient :
(30)
(
wyy
c2 − w2y
)
y
= 0,
d’ou`, pour un k ∈ C∗, wyy = k(c2−w2y) et wyyy = −2kwywyy = −2k2wy(c2−w2y). Pour le moment,
on se contente de remarquer que l’e´quation (28), qui se re´duit dans ce cas a` :(
wyyy
wy(c2 −w2y)
)
y
= 0
est implique´e par l’e´quation (27).
On suppose maintenant que les fonctions vxx et wyy ne sont pas identiquement nulles. On
de´veloppe d’abord (29) sous la forme :
(31) (
vxxx
vx
+
wyyy
wy
)(v2x − w2y) = 2(v2xx − w2yy).
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Il en re´sulte que la fonction
h := v2x
wyyy
wy
− w2y
vxxx
vx
est la somme d’une fonction de x et d’une fonction de y. Donc hxy = 0, ce qui donne :
vxvxx
(
wyyy
wy
)
y
= wywyy
(
vxxx
vx
)
x
,
ou mieux :
1
wywyy
(
wyyy
wy
)
y
=
1
vxvxx
(
vxxx
vx
)
x
≡ 4p ∈ C,
puisque le premier membre ne de´pend que de y et le deuxie`me que de x.
On a obtenu que vx et wy, comme fonctions d’une variable, sont solutions de la meˆme e´quation
diffe´rentielle :
(32)
(
z′′
z
)′
= 4pzz′.
Si z 6≡ 0 ve´rifie (32), z′′ = 2pz3 + qz pour un q ∈ C, donc z′′z′ = 2pz3z′ + qzz′, et finalement :
(33) (z′)2 = pz4 + qz2 + r, q, r ∈ C.
Re´ciproquement, supposons que :
v2xx = pv
4
x + qv
2
x + r ; w
2
yy = pw
4
y + q
′w2y + r
′,
donc :
vxxx
vx
= 2pv2x + q ;
wyyy
wy
= 2pw2y + q
′.
L’e´quation (31) est ve´rifie´e si et seulement si :
((2pv2x + q) + (2pw
2
y + q
′))(v2x − w2y) = 2((pv4x + qv2x + r)− (pw4y + q′w2y + r′)).
Apre`s simplification, on obtient (q − q ′)v2x + 2r = (q′ − q)w2y + 2r′ et donc q = q′, r = r′.
Finalement, si q = q′ et r = r′, le premier membre de l’e´quation (28) devient :
Xu
(
vxxx/vx − wyyy/wy
v2x − w2y
)
= 2pXu1 = 0.
L’e´quation (28) est ve´rifie´e. En re´sume´, on a de´montre´ :
Proposition 3. — Soit u(x, y) = v(x)+w(y) un germe de fonction qui ve´rifie (26). Le tissu T [u]
est de rang maximal si et seulement si le tissu W(x+ y, x− y, u(x, y) ) est de rang maximal, si et
seulement si l’une des conditions suivantes est ve´rifie´e :
1. vx et wy sont constantes ;
2. vx est une constante c ∈ C∗ et wyy = k(c2 − w2y) pour un k ∈ C∗ ;
3. wy est une constante c ∈ C∗ et vxx = k(c2 − v2x) pour un k ∈ C∗ ;
4. il existe p, q, r ∈ C (non tous nuls) tels que vx et wy sont des solutions non constantes de
l’e´quation diffe´rentielle (z ′)2 = pz4 + qz2 + r.
De´monstration du The´ore`me 5 : c’est un exercice assez re´barbatif qui consiste a` re´e´crire les
e´quations de la proposition, en distinguant une petite multitude de cas, et a` ve´rifier qu’a` chaque
fois la solution u(x, y) de´finit, a` l’action pre`s du groupe Sym(W0), un tissu du The´ore`me 3 ou de
l’un des types (A), (B), (C), (D) ou (E) du The´ore`me 4. Les fonctions u qui vont intervenir sont des
fonctions classiques. On ne fera pas re´fe´rence au point de base, qui peut eˆtre n’importe quel point
tel que (26) soit ve´rifie´. Soit u(x, y) et u′(x, y) deux fonctions du type conside´re´ dans la Proposition
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3. On suppose de plus que les feuilletages qu’elles de´finissent ne sont pas des faisceaux de droites.
Sous cette condition, on sait qu’elles de´finissent le meˆme tissu si et seulement si elles de´finissent le
meˆme feuilletage. C’est le cas si et seulement si u′ est de la forme
u′(x, y) = cu(x, y) + e, (c ∈ C∗, e ∈ C).
(En effet, la forme impose´e u(x, y) = v(x) +w(y) est une relation abe´lienne non triviale du 3-tissu
W(x, y, u(x, y)). Toute autre relation de ce tissu est une combinaison line´aire de celle-ci et d’une
« relation constante ».)
On utilisera la notation (18).
1. — Si u ve´rifie la premie`re proprie´te´ de la proposition, u est une fonction affine, F(u) un faisceau
de droites paralle`les et W[u] un tissu alge´brique.
2. — Si u ve´rifie la deuxie`me proprie´te´ de la proposition, quitte a` remplacer u par u ′ ∼ u, on se
rame`ne au cas ou` c = 1, k = 1. L’e´quation wyy = 1 − w2y a la solution wy = tanh y. On obtient
u(x, y) ∼ x+ log cosh y et des tissus du type (C).
3. — Si u ve´rifie la troisie`me proprie´te´ de la proposition, la syme´trie (x, y) 7→ (y, x) permet de se
ramener au cas pre´ce´dent.
4. — On suppose maintenant que u ve´rifie la quatrie`me proprie´te´. On note :
E(p, q, r) : (z′)2 = pz4 + qz2 + r,
l’e´quation diffe´rentielle ve´rifie´e par vx = ux et wy = uy. Si z est une solution particulie`re de
l’e´quation pre´ce´dente, la solution ge´ne´rale est t 7→ ±z(t + t′). Donc, e´tant donne´ une primitive v
de z, on a :
u(x, y) ∼ v(x)± v(y).
Selon les cas les tissus associe´s a` des signes diffe´rents sont e´quivalents ou ne le sont pas.
D’autre part, en remplac¸ant u par u′ ∼ u, on peut remplacer l’e´quation E(p,q,r) par l’e´quation
E(c2d2p, c2q/d2,r/(c2d2)) pour tout c, d ∈ C∗.
4-a. — Si p = 0 et q = 0, on se rame`ne a` r = 2, d’ou` z(t) = t/2 et v(x) = x2. On obtient
u(x, y) ∼ x2 ± y2 et, selon le signe, des tissus du type (D) ou du type (E).
4-b. — Si p = 0 et r = 0, on se rame`ne a` q = 1, d’ou` z(t) = et, v(x) = ex. On obtient
u(x, y) ∼ ex ± ey. Une translation permet de passer du signe − au signe +. On obtient des tissus
du type (C).
4-c. — Si p = 0 et qr 6= 0, on se rame`ne a` q = 1, r = 1, z(t) = sinh t, v(x) = coshx. On obtient
u(x, y) ∼ cosh x± cosh y. Une translation permet de passer du signe − au signe +. On obtient des
tissus du type (B).
4-d. — Si q = 0 et r = 0, on se rame`ne a` p = 1, d’ou` z(t) = 1/t, v(x) = log x. On obtient :
u(x, y) ∼ log x± log y. Si le signe est −, on obtient un faisceau de droites, donc un tissu alge´brique.
Si le signe est +, on obtient des tissus du type (D).
4-e. — On suppose maintenant p 6= 0, (q, r) 6= (0, 0). En remplac¸ant u par u′ ∼ u, on se rame`ne
au cas ou` l’e´quation E(p,q,r) est de la forme suivante :
(34) E(k) : (z′)2 = (1− z2)(1− k2z2).
Cette e´quation a comme solution particulie`re la fonction de Jacobi snkt si k 6= 0, 1, la fonction sin t
si k = 0 et la fonction tanh t si k = 1. On a∫
snkt dt =
1
k
log(dnkt− cnkt) + cte ∼ log(snlt),
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ou` l = (1− k)/(1 + k) (voir [12] (2.7.1)).
4-e (i). — Si k2 = 0, on obtient u(x, y) ∼ log sinx ± log sin y. Selon que le signe est + ou −, les
tissus obtenus sont du type (B) ou du type (A).
4-e (j). — Si k2 = 1, on obtient u(x, y) ∼ log tanhx± log tanh y. Une translation permet de passer
du signe − au signe +. On obtient des tissus du type (A).
4-e (k). — Si k2 6= 0, 1, on obtient u(x, y) ∼ log sn lx ± log sn ly. Compte tenu de (20), une
translation permet de passer du signe − au signe +. On obtient les tissus du The´ore`me 3. 
On donne ici quelques invariants relatifs aux relations abe´liennes des tissus dont il vient d’eˆtre ques-
tion. Pour u(x, y) ∈ O2, on note R3 [u], R4 [u] et ω [u], les invariants R3, R4 et l’armure du tissu
W[u] := W(x , y , x+ y , x− y , u(x, y) ) .
On a alors le tableau suivant :
u(x, y) R3 [u] R4 [u] ω [u]
snk x snk y 8 1 (4, 1, 1)
tanhx tanh y 6 3 (4, 2, 0)
sinx sin y 6 1 (4, 1, 1)
ex + ey 8 3 (4, 2, 0)
x2 − y2 6 3 (4, 1, 1)
x2 + y2 6 1 (4, 0, 2)
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On a trace´ ci-dessous des dessins re´els des feuilletages U = cte. pour quelques-une des fonctions U
telles que W(x , y , x+ y , x− y , U ) est exceptionnel.
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x
Figure 1. dessin re´el du feuilletage snk x snk y = cte. pour k = 3/4.
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Figure 2. dessin re´el du feuilletage tanh x tanh y = cte.
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x
Figure 3. dessin re´el du feuilletage sin x sin y = cte.
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Figure 4. dessin re´el du feuilletage ex + ey = cte.
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x
Figure 5. dessin re´el du feuilletage x2 − y2 = cte.
CHAPITRE 7
SUR LES TISSUS POLYLOGARITHMIQUES
Dans ce chapitre, on e´tudie les polylogarithmes et les e´quations fonctionnelles qu’ils ve´rifient du
point de vue de la ge´ome´trie des tissus. On peut de´couper le chapitre en trois parties :
Dans la premie`re, on motive l’e´tude des “tissus polylogarithmiques”. Apre`s avoir pre´sente´ les
e´quations fonctionnelles connues des polylogarithmes Lik (pour k ≤ 5) en 7.1.1, on donne une
de´finition de ce qu’est un tissu polylogarithmique ge´ne´ral en 7.1.2. On explique pourquoi ceux-ci
sont des tissus susceptibles de porter “beaucoup” de relations abe´liennes non-triviales, ce qui en
fait des candidats inte´ressants dans la recherche de nouveaux tissus exceptionnels. Pour finir, on
essaye de pre´ciser la question de Griffiths cite´e a` la fin de 4.4.4 quant a` l’existence d’un “k-ie`me
tissu polylogarithmique fondamental”.
La seconde partie 7.2 est consacre´e a` l’e´tude explicite (du point de vue du rang et des relations
abe´liennes) des tissus polylogarithmiques associe´s aux e´quations fonctionnelles pre´sente´es en 7.1.1.
En 7.2.1, on montre que le tissu de Spence-Kummer et certains de ses sous-tissus sont exceptionnels.
Puis on e´tudie les tissus associe´s aux e´quations de Kummer du te´tralogarithme (en 7.2.2) et du
pentalogarithme (en 7.2.3). On montre que ces tissus ne sont pas de rang maximal mais admettent
des sous-tissus qui sont exceptionnels.
Finalement, en 7.3.2, on donne plusieurs nouvelles familles a` un parame`tre complexe de k-tissus
exceptionnels (pour k = 6, 8). S’il ne s’agit pas ici de “tissus polylogarithmiques”, on a explique´
auparavant que ceux-ci peuvent seˆtre de´finis a` partir d’une configuration de points dans CP2, a`
l’instar des tissus de Bol et de Spence-Kummer. Pour finir, en 7.3.2, on introduit ce qui pourrait
eˆtre une famille a` deux parame`tres de 10-tissus exceptionnels.
7.1. Ge´ne´ralite´s sur les tissus polylogarithmiques
Pour commencer, faisons quelques rappels ge´ne´raux sur les polylogarithmes. Dans toute la suite,
on de´signera par log la de´termination principale du logarithme sur C \ R−.
Soit n un entier strictement positif et D = { z ∈ C ∣∣ |z| < 1 } le disque unite´.
De´finition 7.1.1. — Le n-ie`me polylogarithme Lin est la somme de la se´rie entie`re
Lin(z) :=
∞∑
k=1
zk
kn
.
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Le rayon de convergence de la se´rie ci-dessus vaut 1. A priori, Lin est donc une fonction holomorphe
sur D. Cependant, pour |z| < 1 et k > 0, on a :
Li1(z) := − log(1− z) et (Ik) : Lik+1(z) =
∫ z
0
Lik(ζ)
ζ
dζ
ou` l’inte´gration a lieu le long d’un chemin inclus dans D. Ainsi, Li1 se prolonge comme une fonction
holomorphe multivalue´e sur C \ {0, 1}. En utilisant les formules de repre´sentation inte´grale (Ik),
on montre par re´currence que chaque Lin se prolonge en une fonction holomorphe multivalue´e sur
C \ {0, 1}. On continuera d’appeler n-ie`me polylogarithme et de noter Lin ce prolongement. On
prend la convention que, sur le disque unite´, Lin de´signe toujours la somme de la se´rie donne´e par
la De´finition 7.1.1. Notons que pour tout n ≥ 2, cette se´rie converge pour z = 1 et sa somme vaut
ζ(n), ou` ζ de´signe la fonction ze´ta de Riemann. On notera alors Lin(1) = ζ(n).
Pour des pre´cisions sur les polylogarithmes (par exemple, pour leurs proprie´te´s de monodromie),
on renvoie a` [Oe 92] ou bien au livre [P].
7.1.1. E´quations fonctionnelles des polylogarithmes. — Les polylogarithmes satisfont de
nombreuses e´quations fonctionnelles. Euler de´ja`, qui introduisit le bilogarithme Li2, avait montre´
que celui-ci ve´rifie l’e´quation fonctionnelle suivante en une variable (pour 0 < x < 1) :
Li2(x) + Li2(1− x) = pi
2
6
− log(x) log(1− x) .
Au cours du 19ie`me sie`cle, de nombreuses recherches ont porte´ sur les polylogarithmes et les
e´quations fonctionnelles qu’ils ve´rifient. Il a e´te´ e´tabli de fac¸on inde´pendante par de nombreux
mathe´maticiens que les polylogarithmes Lin d’ordre n plus petit que 5 satisfont des e´quations fonc-
tionnelles en deux variables, toutes sensiblement du meˆme type. On de´crit ci-dessous ces e´quations
sous des formes e´quivalentes a` celles qui ont e´te´ obtenues au 19ie`me sie`cle.
Spence le premier (en 1809), suivi par Abel (1829), Hill (1830), Kummer (1840), Scheffers (1846)
(et d’autres...), ont e´tabli que le bilogarithme satisfait, pour 0 < x < y < 1,
l’e´quation d’Abel du bilogarithme
(Ab) Li2
(
x)−Li2
(
y
)−Li2( x
y
)−Li2( 1− y
1− x
)
+Li2
( x(1− y)
y(1− x)
)
= − pi
2
6
+ log(y) log
(1− y
1− x
)
.
(
La forme ci-dessus est due a` Scheffers. Cette e´quation est maintenant appele´e e´quation a` cinq
termes ou e´quation d’Abel du bilogarithme, ce qui explique qu’on la note (Ab) ).
Spence (1809) et Kummer (1840), inde´pendamment, ont e´tabli que le trilogarithme Li3 satisfait
l’e´quation de Spence-Kummer du trilogarithme.
2Li3
(
x
)
+ 2Li3
(
y
) − Li3( x
y
)
+ 2Li3
( 1− x
1− y
)
+ 2Li3
( x(1− y)
y(1− x)
)− Li3(xy )
(SK) + 2Li3
(−x(1− y)
(1− x)
)
+ 2Li3
(− (1− y)
y(1− x)
)− Li3( x(1− y)2
y(1− x)2
)
= 2Li3(1) − log (y)2 log
(1− y
1− x
)
+
pi2
3
log (y) +
1
3
log (y)3 ,
(pour 0 < x < y < 1).
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Kummer a e´tabli que le te´tralogarithme et le pentalogarithme ve´rifient des e´quations semblables :
dans ce qui suit, on pose ζ = 1− x et η = 1− y et on suppose 0 < x < y < 1.
Le te´tralogarithme Li4 satisfait
l’ e´quation de Kummer du te´tralogarithme :
Li4
(−x2yη
ζ
)
+ Li4
(−y2xζ
η
)
+ Li4
( x2y
η2ζ
)
+ Li4
( y2x
ζ2η
)
− 6Li4
(
xy
)− 6Li4( xy
ηζ
)− 6Li4(−xy
η
)− 6Li4(−xy
ζ
)
K(4) − 3Li4
(
xη
)− 3Li4( yζ )− 3Li4( x
η
)− 3Li4( y
ζ
)
− 3Li4
(−xη
ζ
)− 3Li4(−yζ
η
)− 3Li4(− x
ηζ
)− 3Li4(− y
ηζ
)
+ 6Li4
(
x
)
+ 6Li4(y) + 6Li4
(−x
ζ
)
+ 6Li4
(−y
ζ
)
= −3
2
log2 (ζ) log2 (η) .
Le pentalogarithme Li5 satisfait
l’ e´quation de Kummer du pentalogarithme :
Li5
(−x2yη
ζ
)
+ Li5
(−xy2ζ
η
)
+ Li5
( x2y
η2ζ
)
+ Li5
( xy2
ηζ2
)
+ Li5
( x2η
y2ζ
)
+ Li5
( xζ
yη
)
+ Li5
( x2ζη2
y
)
+ Li5
(− x
yζ2η
)
+ Li5
( xη2
y2ζ
)
− 9Li5
(
xy
)− 9Li5( x
y
)− 9Li5(xη )− 9Li5(−xy
η
)− 9Li5(−xη
y
)− 9Li5(−xy
ζ
)
K(5) − 9Li5
(− x
yζ
)− 9Li5(−xη
ζ
)− 9Li5(− x
ηζ
)− 9Li5( xy
ηζ
)− 9Li5( xη
yζ
)− 9Li5( ζy )
− 9Li5
(
ηζ
)− 9Li5(−yζ
η
)− 9Li5( y
ζ
)− 9Li5( η
ζ
)− 9Li5(− y
ηζ
)− 9Li5( x
η
)
+ 18Li5
( x
ζ
)− 18Li5(x )+ 18Li5( ζ )+ 18Li5( y )+ 18Li5( η )+ 18Li5(−y
η
)
= −18Li5(3)− 18Li4(1) log (ζ)− 3Li2(1) log2 (ζ) log ( ζ
η3
)
− 3
2
log2 (ζ) log2 (η) log
(y3
η
)− 3
20
log4 (ζ) log
( ζ2y5
x5
)
.
Remarque : dans les quatre e´quations ci-dessus, on a conside´re´ les fonctions Lin (n = 2, . . . , 5)
comme e´tant de´finies sur I =]−∞, 1 [ en utilisant les formules de repre´sentation inte´grale (Ik) sur I.
Depuis les travaux de Kummer et jusqu’a` tre`s re´cemment, il n’y a pas eu de de´couverte notable
concernant les polylogarithmes et les e´quations fonctionnelles qu’ils ve´rifient. Depuis une trentaine
d’anne´es, cependant, on a pu voir un ve´ritable regain d’inte´reˆt pour les polylogarithmes et leurs
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e´quations fonctionnelles puisque ceux-ci sont apparus dans de nombreux domaines distincts des
mathe´matiques, parmi lesquels on peut citer
– la description du groupe K3 des corps de nombres,
– l’expression du volume des simplexes en ge´ome´trie hyperbolique de dimension 3,
– la ge´ome´trie des grassmanniennes et des espaces de configurations de points,
– la cohomologie du groupe line´aire GLn(C),
– les valeurs spe´ciales des fonctions ze´ta des corps de nombres,
– la the´orie des tissus !
Pour des panoramas plus de´taille´s et plus complets, voir [Za 89], [Oe 92], [Ha 94], [Go 95] et [P].
En 1995, H. Gangl a de´couvert de nouvelles e´quations fonctionnelles satisfaites par les polyloga-
rithmes Lik pour k ≤ 7 (a` l’aide d’un ordinateur, en utilisant un crite`re alge´brique duˆ a` Zagier
caracte´risant les e´quations fonctionnelles des polylogarihtmes). Ces e´quations pour k = 6 et k = 7
sont d’une grande complexite´ puisqu’elles comportent respectivement 87 et 274 occurrences du po-
lylogarithme concerne´. On renvoie a` [Ga 96] et [Ga 03] pour leur description.
Pour n = 2, 3, 4, 5, les polylogarithmes Lin satisfont donc des sortes de relations fonctionnelles
abe´liennes non-homoge`nes, avec un second membre “logarithmique”. Comme on l’a vu (en 4.4.3), le
bilogarithme classique Li2 admet une variante (le dilogarihtme de Rogers D2) qui satisfait l’e´quation
fonctionnelle abe´lienne homoge`ne (i.e. sans second membre) associe´e a` (Ab).
Ce fait se ge´ne´ralise aux polylogarithmes de tout ordre, comme on va l’expliquer ci-dessous.
7.1.2. Polylogarithmes univalue´s et tissus polylogarithmiques. — On introduit les nota-
tions suivantes : si K est un corps, on pose K• = K \ {0, 1} et si E est un ensemble non vide, Z[E]
de´signe le groupe libre engendre´ par les e´le´ments de E. Un e´le´ment de Z[E] est une somme formelle
a` support fini Σne{e} avec ne ∈ Z et e ∈ E.
Toutes les e´quations fonctionnelles connues, en deux variables, qui sont satisfaites par les polylo-
garithmes classiques Lin sont de la forme
(En)
N∑
i=1
ai Lin(Ui) = Elem(n)
ou`
– N ≥ 3 et a1, . . . , aN sont des entiers relatifs,
– U1, .. , UN sont des fractions rationnelles non constantes,
– Elem(n) est de la forme P
(
Lik1(V1), . . . ,Likm(Vm)
)
ou` P (X1, . . . , Xm) est un polynoˆme, les
V1, . . . , Vm sont des fractions rationnelles non-constantes, et les entiers ki ve´rifient 1 ≤ ki < n.
Remarque : une telle e´quation (En) est dite en deux variables si on peut trouver Ui et Uj tels que
dUi ∧ dUj 6≡ 0. Elle est dite en une variable sinon. On s’inte´ressera principalement aux e´quations
en deux variables, puisque c’est a` ces e´quations qu’on pourra associer un tissu. Il semble d’autre
part (cf. les conjectures plus bas) que toutes les e´quations en une variables satisfaites par les
polylogarithmes peuvent eˆtre de´duites par spe´cialisation d’e´quations en deux variables.
Le fait que les polylogarithmes classiques soient multivalue´s sur CP1 \ {0, 1,∞} implique qu’une
e´quation de la forme (En) ne peut eˆtre ve´rifie´e que localement et pour un choix bien particulier
des de´terminations des fonctions polylogarithmiques qui apparaissent dans l’e´quation. Cela rend
de´licat l’e´tude des e´quations fonctionnelles de cette forme satisfaites par les polylogarithmes.
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Les polylogarithmes classiques ont la proprie´te´ remarquable d’avoir des “cousins” univalue´s, note´s
Ln, de´finis et continus sur tout CP1 et qui satisfont globalement sur CP2 la version homoge`ne d’une
e´quation (En) ve´rifie´e localement par Lin.
De´finition 7.1.2. — Pour n ≥ 2, le n-ie`me polylogarithme modifie´ est de´fini par
Ln(z) := <n
(
n−1∑
k=0
2k Bk
k!
logk |z|Lin−k(z)
) (
z ∈ C \ {0, 1}) .
Cette fonction est bien de´finie et (re´elle) analytique sur C \ {0, 1}. Elle se prolonge par continuite´
sur CP1 en posant Ln(0) = 0, Ln(∞) = 0 et Ln(1) = ζ(n) si n est impair, Ln(1) = 0 sinon.(
Dans cette de´finition, <n de´signe la partie re´elle si n est impair, la partie imaginaire sinon, et Bk
est le k-ie`me nombre de Bernoulli : B0 = 1, B1 = −1/2, B2 = 1/6, etc.
)
.
L’existence de versions univalue´es des polylogarithmes a e´te´ e´tablie par D. Ramakrishnan. La
formule explicite ci-dessus est due a` Zagier. Il existe d’autres versions de polylogarithmes univalue´s
(voir [Bro 04]), mais toutes n’ont pas la proprie´te´ ve´rifie´e par les polylogarithmes univalue´s de
Zagier qui satisfont les versions “propres” des e´quations des polylogarithmes classiques.
Notons F(CP2,R) l’espace vectoriel des fontions re´elles de´finies sur un ouvert de Zariski de CP2.
On peut e´tendre Ln par line´arite´ en un morphisme
Ln : Z
[
C(x, y)•
]
// F(CP2,R)∑
ni
{
Ui
}  // ∑ ni Ln(Ui) .
Avec les notations introduites ci-dessus, on a le
The´ore`me 7.1.3. — Soit ΣN1 ai{Ui} ∈ Z
[
C(x, y)•
]
. Les assertions suivantes sont e´quivalentes :
– il existe un ouvert simplement connexe de CP2 sur lequel est ve´rifie´ une relation fonctionnelle
(En) :
N∑
i=1
ai Lin(Ui) = P
(
Lik1(V1), . . . ,Likm(Vm)
)
.
– pour k = 2, . . . , n, on a l’e´quation fonctionnelle sur CP2
N∑
i=1
ai log
n−k |Ui| Lk(Ui) = cte.
Pour une re´fe´rence concernant ce the´ore`me, on renvoie a` [Oe 92] ainsi qu’a` [C] (page 45-46). On y
trouvera un crite`re alge´brique qui caracte´rise les e´le´ments σ de Z
[
C(x, y)•
]
tels que Ln(σ) = cte.
On note EPn l’ensemble forme´ par ces e´le´ments :
EPn :=
{∑
i
ni{Ui} ∈ Z
[
C(x, y)•
] ∣∣∣ ∑
i
niLn(Ui) = cte.
}
.
Au vu du the´ore`me pre´ce´dent, on peut dire que EPn est l’ensemble des “e´quations fonctionnelles
abe´liennes a` coefficients entiers satisfaites par Ln”.
Ce the´ore`me aura pour nous deux inte´reˆts :
– le premier est qu’il permet une manipulation plus aise´e des relations fonctionnelles de la forme
(En) : on ne pre´cisera pas le domaine de validite´ de l’e´quation, ni le choix des branches des polyloga-
rithmes classiques qui entrent en compte dans l’e´quation. De plus, EPn a une structure alge´brique :
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c’est clairement un sous-Z-module de Z
[
C(x, y)•
]
.
– le second est le suivant : a` une e´quation En ∈ EPn en deux variables, on peut associer le tissu, note´
W[En], de´fini par les fractions rationnelles Ui non-constantes qui apparaissent comme arguments
de Lin dans (En). On obtient un tissu global sur CP2, forme´ de pinceaux de courbes alge´briques.
De´finition 7.1.4. — Le tissu W[En] est le tissu polylogarithmique associe´ a` l’e´quation En. Plus
ge´ne´ralement, un tissu sera dit polylogarithmique s’il est e´quivalent a` un tissu W [En].
On remarquera que si N est le nombre d’occurrences de Lin dans (En), W
[En] n’est pas force´ment
unN -tissu : il peut arriver que deux fonctions Ui aient les meˆmes ensembles de niveaux et de´finissent
donc le meˆme feuilletage de CP2. Par exemple, W[K(4)] est un 18-tissu bien qu’il y ait 20 occur-
rences de Li4 dans K(4).
7.1.3. Sur les relations abe´liennes des tissus polylogarithmiques. — Soit (En) une relation
fonctionnelle en deux variables, satisfaite par Ln.
Le The´ore`me 7.1.3 ci-dessus nous indique que W[En] porte des relations fonctionnelles abe´liennes
de la forme Σi ai Ln(Ui) = cte. Il faut noter que les composantes de cette e´quation ne sont pas
holomorphes mais re´elles-analytiques. Une telle e´quation ne correspond donc pas directement a`
une relation abe´lienne pour W[En] dans le sens de la De´finition 4.3.1. Cependant, si les Ui sont
a` coefficients re´els(1) et si Ln n’est pas identiquement nulle sur R (i.e. si n est impair), alors la
restriction de l’e´quation Σi ai L(Ui) = cte. a` R2 va donner une relation fonctionnelle non-triviale
dans le champ re´el. Puisque les composantes de cette relation sont analytiques, celle-ci se complexifie
et donne une ve´ritable relation abe´lienne (holomorphe) pour W[En].
Par exemple, d’apre`s le The´ore`me 7.1.3, la fonction L3 ve´rifie la version homoge`ne et globale de
l’e´quation de (SK). On en de´duit que pour tout x, y ∈ R, on a :
2L3 (x)+ 2L3 (y)− L3 (x
y
) + 2L3 ( 1− y
1− x) + 2L3 (
x(1− y)
y(1− x) )
(SK′) − L3 (xy) + 2L3 (−x(1− y)
1− x ) + 2L3 (−
1− y
y(1− x) )− L3 (
x(1− y)2
y(1− x)2 ) =
ζ(3)
2
.
Cette e´quation se complexifie en la relation fonctionnelle abe´lienne dans le champ complexe :
2 `3(x ) + 2 `3( y ) − `3( x
y
) + 2 `3(
1− x
1− y ) + 2 `3(
x(1− y)
y(1− x) )
− `3(xy ) + 2 ̂`3(−x(1− y)
(1− x) ) + 2
̂`
3(− (1− y)
y(1− x) )− `3(
x(1− y)2
y(1− x)2 ) = 0
qui est satisfaite pour (x, y) ∈ C2 proche de ( 13 , 12 ), par les fonctions holomorphes (de´finies en 3.1)
`3 := Lx20x1 + Lx0x1x0 − 2Lx1x20 et ̂`3 := `3 − ipiLx0x1 + 2ipi Lx1x0 + pi2 Lx1 + 32 ζ(3) .
Si n > 2 est pair, cette construction ne peut s’appliquer a` Ln puisque, dans ce cas, on a Ln ≡ 0 sur R.
Mais on pourra par contre l’appliquer a` la fonction z 7→ log |z| Ln−1(z), dont la restriction a` R n’est
pas identiquement nulle. Cela nous donnera une relation fonctionnelle abe´lienne holomorphe dont les
(1) Comme c’est le cas pour les e´quations SK, K(4) et K(5).
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composantes sont des produits d’inte´grales ite´re´es polylogarithmiques. Les relations de me´langes que
satisfont ces inte´grales ite´re´es impliquent que ces composantes sont des fonctions polylogarithmiques
d’ordre n. Ainsi, meˆme dans le cas ou` n est pair et Ln|R ≡ 0, il existe une ve´ritable relation abe´lienne
dont les composantes sont des fonctions polylogarithmiques holomorphes construites a` partir de
Lin et des Lik avec k < n.
Le cas n = 2 ne rentre pas dans le cadre de la dernie`re remarque, puisque la fonction L2 : z 7→
=m(Li2(z) + log |z| log(1 − z)), dite de Bloch-Wigner, est identiquement nulle sur R. Mais le
dilogarithme de Rogers est bien composante d’une relation abe´lienne holomorphe de B = W[Ab].
Pour re´sumer, la discussion ci-dessus montre que le The´ore`me 7.1.3 implique la
Proposition 7.1.5. — Soit n > 2. Si Lin ve´rifie une e´quation (En) ou` les Ui sont a` coefficients
re´els, alors le tissu W[En] porte au moins une relation abe´lienne de longueur maximale, dont les
composantes sont des inte´grales ite´re´es polylogarithmiques d’ordre n.
Remarques : 1. pour toutes les e´quations (En) satisfaites par Ln qui sont connues, les fractions
rationnelles Ui sont a` coefficients dans Q (modulo composition a` droite par une application ration-
nelle). La condition de la proposition sur la re´alite´ des Ui n’est peut-eˆtre pas restrictive en ge´ne´ral.
2. l’hypothe`se n > 2 n’est pas ve´ritablement proble´matique. En un sens un peu vague, on peut
dire que les cas n = 1 et n = 2 sont compris du point de vue de la ge´ome´trie des tissus, puisque
W(x, y, xy) (resp. B) porte la relation fonctionnelle fondamentale satisfaite par le logarithme (resp.
par le dilogarithme).
Dans tout ce qui suit, on suppose que (En) est forme´ par des fractions rationnelles re´elles.
La proposition ci-dessus nous indique que W[En] portera toujours une relation abe´lienne parti-
culie`re, dont les composantes sont des fonctions polylogarithmiques d’ordre n. Du fait que ces
fonctions sont multivalue´es et posse`dent une monodromie non triviale, il est naturel de penser que
cette relation abe´lienne va en engendrer beaucoup d’autres par prolongement analytique. C’est ce
qui se produit pour les e´quations (Ab) et (SK). Par exemple, on a vu (en 2.2.1.2) que la relation
abe´lienne dilogarithmique de B = W[Ab] engendre tout A[B] par prolongement analytique.
Cet argument fait des W[En] de bons candidats pour eˆtre des tissus de rang e´leve´. D’autre part, il
est maintenant e´tabli que W[Ab] et W[SK] sont de rang maximal et exceptionnels. Ces remarques
sugge`rent que les tissus associe´s aux e´quations (En) sont de bons candidats pour eˆtre des tissus
exceptionnels. La question de P. Griffiths (QG) cite´e dans l’introduction va e´galement dans ce sens.
Il faut cependant apporter une restriction naturelle sur une e´quation fonctionnelle (En) pour que
le tissu associe´ puisse eˆtre de rang maximal. La nature de cette restriction ressort clairement
de l’exemple suivant : supposons qu’on ait une e´quation ΣN1 ai Ln(Ui) = cte. note´e (En) et une
application rationnelle φ : CP2 → CP2, ge´ne´riquement de rang 2. Alors on a e´videmment :
(E ′n)
N∑
i=1
ai Ln(Ui) +
N∑
i=1
ai Ln(Ui ◦ φ) = cte .
Pour les tissus associe´s, on pourra e´crire W[E ′n] = W[En] ∪ W[En ◦ φ]. Si φ est suffisamment
ge´ne´rique, on aura A[E ′n] = A[En]⊕A[En◦φ] et il est clair queW[E ′n] ne sera pas de rang maximal.
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Pour e´viter ce genre de pathologie, on va de´finir la notion d’eˆtre irre´ductible pour une e´quation (En).
On de´finit une filtration sur EPn, en posant pour p ≥ 3 :
EP(p)n =
{ k∑
i=1
ai {Ui} ∈ EPn
∣∣∣ k ≤ p } .
Un e´le´ment σ ∈ EP (p)n est dit d’ordre au plus p, et il est d’ordre p s’il n’est pas d’ordre au plus
p− 1. Une e´quation fonctionnelle (En) d’ordre p est irre´ductible si elle ne peut pas s’e´crire comme
combinaison Z-line´aire d’e´quations d’ordre strictement plus petit que p.
On va s’inte´resser aux tissus associe´s aux e´quations (En) irre´ductibles, puisque c’est pour eux que
le rapport du rang sur l’ordre du tissu est susceptible d’eˆtre le plus grand.
Du fait qu’en ge´ome´trie des tissus on travaille a` e´quivalence locale pre`s, il n’est pas ne´cessaire de
distinguer deux e´quations dont les tissus associe´s sont e´quivalents. Ainsi, on dira que E ′n de´coule
de En si E ′n est obtenue en composant En a` droite par une application rationnelle φ : CP2 → CP2
ge´ne´riquement de rang 2. Cela sera note´ E ′n = En ◦ φ  En et de´finit une relation d’ordre sur EPn.
Il est clair que si E ′n de´coule de En alors W[En] et W[E ′n] sont e´quivalents comme tissus. D’autre
part, on montre facilement que toute e´quation En de´coule d’une e´quation minimale pour .
Dans [Gr 04], Griffiths e´voque l’existence, pour chaque n ≥ 2, d’“une” e´quation particulie`re et en
quelque sorte “fondamentale” qui serait ve´rifie´e par Ln. Dans le cas ou` cette e´quation existerait bel
et bien, il pose la question de savoir si le tissu polylogarithmique associe´ est exceptionnel ou non.
On va essayer de pre´ciser cette ide´e d’une “e´quation fondamentale ” satisfaite par chaque polyloga-
rithme en s’appuyant sur les conjectures donne´es ci-dessous, qui font partie du folklore concernant
les polylogarithmes et leurs e´quations fonctionnelles. Nous n’avons pas trouve´ de re´fe´rences satis-
faisantes les concernant.
Il est clair qu’une e´quation “fondamentale” pour un polylogarithme se doit d’eˆtre irre´ductible.
Posons
%n := min
{
p ≥ 3 ∣∣ ∃ En en deux variables, irre´ductible et d’ordre p } ∈ {3, 4, . . .} ∪ {∞} .
Cet entier %n est plus petit que m si et seulement si il existe au moins une e´quation En en deux
variables d’ordre m. On en de´duit que %n est fini s’il est e´tabli qu’il existe bien une e´quation En en
deux variables non triviale satisfaite par Lin.
A` l’heure actuelle, on ne connaˆıt pas d’e´quations fonctionnelles (En) en deux variables satisfaites
par Lin pour n ≥ 8 et donc seule la finitude des %k pour k ≤ 7 est rigoureusement e´tablie.
Le re´sultat suivant de Gilles Robert nous donne une minoration pour %n quel que soit n ≥ 2 :
The´ore`me 7.1.6 ([Ro 02]). — Pour n ≥ 2, une e´quation En satisfaite par Lin est force´ment
d’ordre plus grand que 3n si n ≥ 3, et d’ordre plus grand que 5 si n = 2.
Il est imme´diat que %1 = 3. D’autre part, de 7.1.1 on de´duit les majorations :
%2 ≤ 5 %3 ≤ 9 %4 ≤ 20 %5 ≤ 33 %6 ≤ 87 %7 ≤ 274 .
Du fait que Li2 et Li3 satisfont respectivement les e´quations (Ab) et (SK) d’ordre respectif 5 et
9, le the´ore`me ci-dessus implique que %2 = 5 et %3 = 9. Il est clair qu’une relation d’ordre %n est
irre´ductible. Les e´quations (Ab) et (SK) sont donc irre´ductibles.
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Il est conjecture´ qu’il existe pour tout n > 0 une e´quation d’ordre %n qui va impliquer formellement
toutes les e´quations (En) ve´rifie´es par Ln. Formulons cela plus pre´cise´ment :
Conjectures : Soit n un entier positif non nul.
• C1(n) : on a %n <∞ i.e. Lin satisfait au moins une e´quation (En) en deux variables.
• C2(n) : soient E1n et E2n deux e´quations en deux variables satisfaites par Lin, d’ordre le plus
petit possible %n et minimales pour . Alors E1n de´coule de E2n par composition a` droite avec une
application birationnelle (et inversement). En d’autres termes : modulo composition a` droite avec
une application rationnelle, il n’existe qu’une unique e´quation En d’ordre %n satisfaite par Lin.
On note P(n) cette e´quation conjecturale d’ordre %n.
• C3(n) : toute e´quation En satisfaite par Lin, en une ou deux variables, est combinaison line´aire
d’e´quation obtenues par spe´cialisations de compositions a` droite de l’e´quation P(n).
On peut reformuler les re´sultats ci-dessus en disant que C1(n) est e´tablie pour n ≤ 7. Il n’est
pas difficile de montrer que C2(1) est satisfaite. D’apre`s [Go 93], deux e´quations dilogaritmiques
re´alisant %2 de´finissent des tissus e´quivalents (voir aussi le The´ore`me 1.4 dans [Ro 02]).
Si l’on admet que les conjectures ci-dessus sont ve´rifie´es pour tout n ≥ 1, alors la de´finition suivante
a bien un sens :
De´finition 7.1.7. — Pour n ≥ 1, le n-ie`me tissu polylogarithmique fondamental (ou de fac¸on plus
concise le n-ie`me tissu polylogarithmique) est le tissu
(
encore note´ P(n)) associe´ a` l’e´quation P(n)
d’ordre le plus petit possible %n donne´e par C
2(n).
Dans les cas ou` elle a bien un sens, cette de´finition caracte´rise plus une classe d’e´quivalence de tissus
(modulo transformations birationnelles) qu’un tissu particulier. Cela est sans importance puisqu’on
regarde les tissus modulo e´quivalence et, en ayant cela en teˆte, on parlera “du” n-ie`me tissu poly-
logarithmique P(n). Si l’on veut faire un choix plus “canonique”, on peut demander, par exemple,
que la somme des degre´s des feuilles passant par un point ge´ne´rique soit la plus petite possible.
Dans l’e´tat actuel des connaissances, seuls P(1) et P(2) sont bien de´finis : on a
P(1) = W(x, y, xy) et P(2) = B .
Il n’est pas comple`tement e´tabli que toute e´quation a` neuf termes satisfaite par L3 de´coule de
(SK′), ni que la conjecture C3(3) est satisfaite pour cette e´quation, mais cela est attendu. Le tissu
de Spence-Kummer est le 9-tissu note´ WSK associe´ a` l’e´quation (SK). Il est sans doute le tissu
polylogarithmique P(3). On a :
WSK = W
(
x , y , xy ,
x
y
,
1− x
1− y ,
x(1− y)
y(1− x) ,
x(1− y)
(1− x) ,
(1− y)
y(1− x) ,
x(1− y)2
y(1− x)2
)
.
Les e´quations d’ordre le plus petit possible satisfaites par Li4 et Li5 qui sont connues sont (res-
pectivement) les e´quations de Kummer note´es K(4) et K(5) plus haut. Celles-ci ont une structure
semblable a` celle de (Ab) et (SK) (voir le second article de G. Wechsung dans [P]). On peut penser
que ces e´quations sont irre´ductibles ou meˆme sont les “e´quations fondamentales” du te´tralogarithme
et du pentalogarithme mais cela n’est pas prouve´.
Notons
Plog(2) = B , Plog(3) = WSK et Plog(k) = W
[K(s)] (s = 4, 5) .
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On peut ve´rifier que pour n = 3, 4, 5, chaque tissu Plog(n) admet plusieurs Plog(n−1) comme sous-
tissus (voir 7.2). En particulier, tous ces tissus contiennent le tissu de Bol (de diffe´rentes fac¸ons) et
donc ne sont pas line´arisables (car toute line´arisation de Plog(n) induirait une line´arisation pour
B, qui n’en admet pas).
Ainsi Plog(2) est exceptionnel, et pour n = 3, 4, 5, les points discute´s ci-dessus indiquent que Plog(n) :
1. porte au moins une relation abe´lienne polylogarithmique de longueur maximale ;
2. cette relation est susceptible d’en engendrer beaucoup d’autres par prolongement analytique ;
3. n’est pas line´arisable.
Ces trois points font des tissus Plog(n) de “bons candidats” (pour reprendre l’expression de He´naut
dans [He´ 01]
)
pour eˆtre des tissus exceptionnels. Ces tissus sont e´tudie´s ci-dessous. On montre que
Plog(3) est exceptionnel. Par contre, contrairement a` ce qui e´tait attendu, les tissus Plog(4) et
Plog(5) ne sont pas de rang maximal, et donc ne sont pas exceptionnels.
7.2. E´tude explicite de quelques tissus polylogarithmiques
On e´tudie, dans l’ordre, le tissu de Spence-Kummer, le tissu de Kummer du te´tralogarithme et
enfin le tissu associe´ a` l’e´quation K(5) du pentalogarithme. Graˆce aux outils effectifs introduits au
chapitre 5, on a pu e´tudier non seulement leur rang, mais aussi le rang de leurs sous-tissus. On a
ainsi obtenu des re´sultats inte´ressants, comme la de´couverte de nouveaux 5-tissus exceptionnels.
7.2.1. E´tude du tissu de Spence-Kummer et de ses sous-tissus. — On e´tudie tout d’abord
les proprie´te´s de base du tissu de Spence-Kummer WSK . On s’attarde ensuite a` une e´tude plus
approndie des questions relatives au rang et aux relations abe´liennes de WSK et de certains de ses
sous-tissus.
7.2.1.1. Quelques ge´ne´ralite´s sur le tissu de Spence-Kummer. — On note et nume´rote de la fac¸on
suivante les fractions rationnelles qui de´finissent WSK comme tissu ordonne´ :
U1 = x U4 =
1− y
1− x U7 = −x
(1− y
1− x
)
U2 = y U5 =
x
y
(1− y
1− x
)
U8 = −1
y
(1− y
1− x
)
U3 =
x
y
U6 = xy U9 =
x
y
(1− y
1− x
)2
.
Le tissu de Spence-Kummer WSK = W(U1, .., U9) est un tissu globalement de´fini sur CP2. Son lieu
singulier note´ Σ(SK) a e´te´ donne´ en 3.2.
Soit φ l’application birationnelle de´finie par
φ : (x, y) 7−→ ( (1 + x)/x , (1 + y)/y ) .
Comme tissu ordonne´, on a φ∗
(WSK) = W(V1, . . . , V9) ou` les Vi sont de´finies par
V1 = x V4 =
x
y
V7 = − 1 + x
y
V2 = y V5 =
1 + x
1 + y
V8 = − x
1 + y
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V3 =
y
x
1 + x
1 + y
V6 =
(1 + x)(1 + y)
xy
V9 =
x
y
1 + x
1 + y
.
On note WSK = W(V1, . . . , V 9) ce tissu. C’est un mode`le de WSK qui est plus facile a` e´tudier. Son
lieu singulier Σ[WSK] est la re´union de 12 droites :
Σ
[
WSK
]
= CP1∞ ∪{x = 0 }∪ { y = 0 }∪ { 1 + x = 0 }∪ { 1 + y = 0 }∪ { 2x+ 1 = 0 } ...
..∪ { 2y + 1 = 0 }∪ {x− y = 0 }∪ {x+ y = 0 }∪ {x− y = 1 }...
..∪ {x− y = −1 }∪ {x+ y = −2 } .
La Figure 1 ci-dessous repre´sente la configuration forme´e dans C2 par les onze droites de Σ[WSK ]
qui sont distinctes de la droite a` l’infini.
PSfrag replacements
x = 0x = −1
y = 0
y = −1
Figure 1. Le lieu singulier de WSK .
Dans [Bol 36], Bol a donne´ une de´finition ge´ome´trique de B a` partir d’une configuration de quatre
points en position ge´ne´rale dans CP2. Il se trouve qu’avec la pre´sentation WSK, le tissu de Spence-
Kummer peut e´galement eˆtre de´crit ge´ome´triquement a` partir d’une configuration de points.
Conside´rons la configuration de “Spence-Kummer” CSK , de´finie par la figure ci-dessous :
PSfrag replacements
q1
q2
q3
q4
q5
q6
CP1∞
Configuration CSK :
q1 = [ 1 : 0 : 0 ] q2 = [ 0 : 1 : 0 ]
q3 = [1 : 1 : −1] q4 = [ 0 : 0 : 1 ]
q5 = [−1 : 0 : 1] q6 = [0 :−1 :1]
Le tissu WSK peut-eˆtre de´crit de la fac¸on suivante : c’est le 9-tissu forme´
– des 6 pinceaux de droites de sommets qi (pour i = 1, . . . , 6).
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– des 3 pinceaux de coniques associe´s aux trois sous-configurations de CSK constitue´es des 4-
uplets de points parmi les qi qui sont en position ge´ne´rale.
A` chaque 4-uplet de points qi1 , . . . , qi4 en position ge´ne´rale, il va correspondre un tissu de Bol qui
sera un sous-tissu de WSK. Ainsi WSK admet trois tissus de Bol comme sous-tissus, a` savoir :
B1 = W(V1, V2, V3, V4, V5) , B2 = W(V1, V2, V6, V7, V8) et B3 = W(V4, V5, V7, V8, V9) .
En utilisant la formule de la Proposition 5.2.3, on peut calculer aise´ment les courbures de Blaschke
des sous-3-tissus deWSK. On en de´duit que les seuls sous-5-tissus hexagonaux sont les trois tissus de
Bol B1, B2 et B3 ainsi que tous les sous-5-tissus de W(V1, V2, V4, V5, V7, V8) (ces derniers sont forme´s
de pinceaux de droites). Puisqu’un tissu de Bol est hexagonal, on en de´duit que l’on connaˆıt tous
les sous-5-tissus de WSK qui sont des tissus de Bol : ce sont les trois qui viennent d’eˆtre conside´re´s.
Le tissu HSK := W(V1, V2, V4, V5, V7, V8) est forme´ de 6 pinceaux de droites, donc est hexagonal.
On montre facilement que c’est le seul sous-6-tissu hexagonal de WSK.
De cela, on peut de´duire sans difficulte´ les syme´tries de WSK : soient ω et $ deux points de
CP2 \ Σ[WSK]. Supposons qu’on ait un germe de biholomorphisme ψ : (C2, ω) → (C2, $) tel que
ψ∗(WSK) = WSK. Alors, comme HSK est l’unique sous-6-tissu hexagonal de WSK, on a force´ment
ψ∗(HSK) = HSK. Du the´ore`me de Mayrhofer et Reidemester (voir § 10 dans [BB]), il vient que ψ
est une transformation projective qui laisse invariante la configuration CSK.
On ve´rifie sans difficulte´ que les trois transformations suivantes sont des syme´tries de WSK :
ψ1 : (x, y) 7→ (y, x) , ψ2 : (x, y) 7→
(
x,−(1 + y)) , ψ3 : (x, y) 7→ ( 1 + y
x− y ,
−x
x− y
)
.
On note G le sous-groupe de PGL3(C) engendre´ par les ψk (k = 1, 2, 3).
Les trois ensembles de 4 points parmis les qi qui sont en position ge´ne´rale sont :
C1 = {q1, q2, q3, q4} , C2 = {q1, q2, q5, q6} et C3 = {q3, q4, q5, q6} .
Soit ψ une syme´trie projective de WSK. Alors il existe i tel que ψ (C3) = Ci (i = 1, 2, 3). Du fait
que ψ2(C2) = C1 et ψ3(C3) = C1, on de´duit, quitte a` remplacer ψ par g ◦ψ ou` g est un e´le´ment de
G, que l’on peut supposer que ψ(C3) = C3. Puisque d’autre part ψ(CSK) = CSK, cela implique
que ψ({q1, q2}) = {q1, q2} : ψ fixe la droite a` l’infini CP1∞, donc c’est une transformation affine.
Quitte a` composer a` gauche par ψ1, on peut supposer que ψ(q1) = q1 et ψ(q2) = q2. Sous ces
hypothe`ses, ψ est de la forme ψ : (x, y) 7→ ( ax+ b , αy + β ) avec aα 6= 0.
Alors ψ envoie le pinceau de sommet q4 sur celui de sommet q4 ou bien sur celui de sommet q3.
Quitte a` composer avec ψ4 := ψ1◦ψ2◦ψ1◦ψ2 ∈ G qui est telle que ψ4(q1) = q1, ψ4(q2) = q2, ψ4(q3) =
q4 et ψ4(q4) = q3, on peut supposer que ψ(q4) = q4. On en de´duit facilement que ψ est l’identite´.
On a donc montre´ la
Proposition 7.2.1. — Les syme´tries locales de WSK sont en fait globales et projectives. Le groupe
de ses syme´tries Aut
(
WSK
)
= {φ ∈ PGL3(C)
∣∣ φ∗(WSK) = WSK } est engendre´ par les ψk.
On peut montrer que ce groupe a douze e´le´ments.
On de´duit de cette proposition qu’une syme´trie locale pourWSK est en fait globale et birationnelle.
Le groupe Aut(WSK) des syme´tries birationnelles de WSK est bien suˆr isomorphe a` Aut(WSK).
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7.2.1.2. Relations abe´liennes et rang du tissu de Spence-Kummer. — La re´solution de l’e´quation
fonctionnelle qui caracte´rise les relations fonctionnelles abe´liennes de WSK
F1(U1) + F2(U2) + · · · + F9(U9) = 0
a e´te´ faite en 3.2.1. On en de´duit que le tissu de Spence-Kummer est de rang maximal. D’autre
part, il admet trois tissus de Bol B1, B2 et B3 comme sous-tissus, et donc n’est pas line´arisable
puisqu’une line´arisation pour WSK en induirait une pour chacun des Bi, et ils n’en admettent pas.
Ainsi WSK n’est pas line´arisable. On a donc montre´ le
The´ore`me 7.2.2. — Le tissu de Spence-Kummer WSK est exceptionnel.
Remarque : La de´termination d’une base de l’espace des relations abe´liennes du tissu de Spence-
Kummer a e´te´ obtenue de fac¸on inde´pendante par l’auteur et par Gilles Robert. La premie`re publi-
cation contenant une liste explicite des relations abe´liennes et un e´nonce´ e´quivalent au The´ore`me
7.2.2 ci-dessus est le preprint [Pi 02]. Les re´sultats de G. Robert ont quant a` eux fait l’objet de la
pre´publication [Ro 02].
Si W est un sous-tissu de WSK, on note Orb(W) l’orbite de W sous l’action de Aut(WSK) :
Orb(W) = {W <WSK ∣∣ ∃ψ ∈ Aut(WSK) telle que W = φ∗ (W) } .
Pour K ⊂ {1, . . . , 9}, on note WKSK le sous-tissu du tissu de Spence-Kummer de´fini par les fractions
rationnelles Uk pour k ∈ K. On rappelle que le comple´mentaire de {k1, . . . , kp} est note´ k̂1..kp.
Du fait que l’on dispose d’une liste explicite des relations abe´liennes de WSK, l’e´tude du rang de
ses sous-tissus se rame`ne a` des questions d’alge`bre line´aire e´le´mentaire. On ne justifiera donc pas
en de´tail les assertions ci-dessous :
1– on calcule sans difficulte´ l’armure du tissu de Spence-Kummer. On a :
ω
[WSK] = (17, 3, 3, 3, 0, 0, 2) .
2– de meˆme, on obtient que exactement 48 des 84 sous-3-tissus de WSK sont hexagonaux :
R3
[WSK] = 48 .
3– aucun des sous-8-tissus du tissu de Spence-Kummer n’est de rang maximal. Ainsi :
R8
[WSK] = 0 .
On peut calculer le rang de ces sous-8-tissus. On a :
rg
[W bkSK] =
{
19 pour k = 1, 2, 4, 5, 7, 8 ;
20 pour k = 3, 6, 9 .
4– le tissu de Spence-Kummer admet exactement trois sous-7-tissus de rang maximal, d’ou`
R7
[WSK] = 3 .
Ces sous-7-tissus sont
Wc69SK , Wc39SK et Wc36SK ,
et forment une unique orbite sous l’action de Aut(WSK). Ils donc sont projectivement e´quivalents.
Ils contiennent des tissus de Bol comme sous-tissus, et ne sont pas line´arisables : on a le
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The´ore`me 7.2.3. — Le tissu W c69SK est un 7-tissu exceptionnel.
5– le tissu de Spence-Kummer posse`de exactement 11 sous-6-tissus de rang maximal. Un seul
est line´arisable, il s’agit de HSK qui est hexagonal. Les 10 autres 6-tissus forment deux orbites
sous l’action de Aut(WSK), respectivement a` 4 et 6 e´le´ments :
Orb(Wd147SK ) =
{
Wd147SK , Wd257SK , Wd158SK , Wd248SK
}
,
Orb(Wd679SK ) =
{
Wd679SK , Wd689SK , Wd349SK , Wd236SK , Wd389SK , Wd136SK
}
.
On obtient ainsi deux nouveaux 6-tissus exceptionnels non-e´quivalents :
The´ore`me 7.2.4. — Les deux 6-tissus Wd147SK et Wd679SK sont exceptionnels et non e´quivalents.
Preuve abre´ge´e : dans ce qui suit, on pose W1 = Wd147SK et W2 = Wd679SK .
Le sous-5-tissu W d6789SK de W2 est un tissu de Bol. On en de´duit que W2 n’est pas line´arisable et
donc est exceptionel.
Par contre, tous les sous-5-tissus de W1 sont de rang 5 et pas force´ment non-line´arisables. Pour
montrer que W2 est exceptionnel, on raisonne par l’absurde : supposons que W1 soit e´quivalent a`
un tissu alge´brique WC associe´ a` une courbe alge´brique C de degre´ 6. Alors le fait que exactement
8 de ses sous-3-tissus sont hexagonaux implique (par application du the´ore`me d’Abel-inverse) que
C contient exactement 8 cubiques distinctes. Il n’y a alors pas d’autre possibilite´ pour C que d’eˆtre
l’union de quatre droites distinctes et d’une conique non-de´ge´ne´re´e. Dans ce cas, C contient exac-
tement cinq courbes alge´briques de degre´ 5, a` savoir les courbes forme´es par la conique et trois des
quatre droites qui composent C. En particulier, cela implique que
R5
[WC] = 5 .
Il suffit alors de noter que R5
[W1] = 0 pour conclure que W1 n’est pas alge´brique. Ainsi W1 n’est
pas line´arisable et donc il est exceptionnel.
Finalement, on obtient que W1 et W2 ne sont pas e´quivalents, en observant que
R3
[W1] = 8 6= 16 = R3[W2] .

6– le tissu de Spence-Kummer admet des sous-5-tissus exceptionnels (formant une unique orbite
sous Aut(WSK)), qui ne sont pas des tissus de Bol. Nous avons remarque´ cela au cours de la
re´daction de cette the`se. Cela n’apparaˆıt pas dans les pre´publications [Pi 02], [Pi] et [Ro 02].
The´ore`me 7.2.5. — Le 5-tissu W12369SK est exceptionnel et non-e´quivalent au tissu de Bol.
Preuve abre´ge´e : dans ce qui suit, on note W = W 12369SK .
En effectuant le changement de variables (X,Y ) = (log(x)/2, log(y)/2), on montre que W est
e´quivalent au tissu
W(X , Y , X + Y , X − Y , sinh(X)/ sinh(Y ) ) .
Ce tissu est un “translate´” du tissu (A) conside´re´ dans le The´ore`me 3 du chapitre 6. On en de´duit
que W est bien exceptionnel. D’autre part, seulement 6 des 10 sous-3-tissus de W sont hexagonaux,
donc R3[W] = 6 < 10 = R3[B]. On en de´duit que W n’est pas e´quivalent au tissu de Bol. 
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L’orbite de W12369SK sous l’action de Aut(WSK) a trois e´le´ments :
Orb(W12369SK ) =
{
W12369SK , W34569SK ,W36789SK
}
.
On peut ve´rifier que les sous-tissus du tissu de Spence-Kummer qui sont exceptionnels et qui ne
sont pas des tissus de Bol sont ceux qui sont dans les orbites des tissus qui apparaissent dans les
trois the´ore`mes ci-dessus. On a donc de´crit tous les sous-tissus de WSK qui sont exceptionnels.
7.2.2. Sur le tissu K(4) associe´ a` l’e´quation de Kummer du te´tralogarithme. — On
note encore K(4) le tissu associe´ a` l’e´quation de Kummer K(4) du te´tralogarithme :
K(4) := W
(
x , y , xy , x (1− y) , y (1− x) , x
1− y ,
y
1− x ,
xy
1− x ,
xy
1− y ,
xy
(1− x)(1 − y) ,
x(1− y)
1− x ,
y(1− x)
1− y ,
x
(1− x)(1− y) ,
y
(1− x)(1 − y) ,
y2x
(1− x)2(1− y) ,
x2y
(1− y)2(1− x) ,
y2x(1− x)
1− y ,
x2y(1− y)
1− x
)
.
Son lieu singulier Σ
[K(4)] est la re´union de 16 droites et de 32 coniques qu’on ne donnera pas
explicitement, mais qu’il est facile de de´terminer.
On note (A1, . . . , A18) le 18-uplet de fractions rationnelles qui de´finissent K(4) comme tissu
ordonne´. Dans la suite de ce paragraphe on notera K(4)[I] le sous-tissu W(Ai | i ∈ I) de K(4),
quand I est une partie non-vide de {1, . . . , 18}.
En utilisant la formule de la Proposition 5.2.3 pour la courbure de Blaschke d’un 3-tissu, et a` l’aide
d’un ordinateur, on peut e´tablir les points suivants :
1– exactement 186 des 816 sous-3-tissus de K(4) sont hexagonaux. Ainsi :
R3
[K(4)] = 186 .
2– K(4) ne contient aucun sous-k-tissu hexagonal, pour k ≥ 7.
3– par contre, il admet exactement 4 sous-6-tissus hexagonaux : ce sont les Hk = W(Ai | i ∈ Ik )
pour k = 1, 2, 3, 4, avec
I1 = {1, 2, 3, 4, 8, 11} I2 = {1, 2, 3, 5, 9, 12}
I3 = {1, 2, 6, 9, 10, 13} I4 = {1, 2, 7, 8, 10, 14} .
4– on peut e´tablir que K(4) n’admet que quatre sous-9-tissus de rang maximal. Ce sont des
tissus de Spence-Kummer, note´s WSKk pour k = 1, . . . , 4. Chacun de ces tissus admet Hk
comme unique sous-6-tissu hexagonal. Pour k = 1, . . . , 4, on a WSK k = W(Aj | j ∈ Jk ) avec
J1 = {1, 2, 3, 4, 8, 11, 12, 14, 18} J2 = {1, 2, 3, 5, 9, 11, 12, 13, 17}
J3 = {1, 2, 5, 6, 7, 9, 10, 13, 16} J4 = {1, 2, 4, 6, 7, 8, 10, 14, 15} .
5– la somme des courbures de Blaschke des sous-3-tissus de K(4) n’est pas identiquement nulle :∑
W(3)<K(4)
KBW(3) 6≡ 0 .
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Par le Corollaire 5.1.17, on en de´duit que K(4) n’est pas de rang maximal.
6– plus ge´ne´ralement, soit S = {8, . . . , 18} \ {9}. Alors, pour p ∈ S, on peut e´tablir qu’aucun
des sous-p-tissus de K(4) ne ve´rifie la proprie´te´ d’avoir la somme des courbures de Blaschke de
ses sous-3-tissus identiquement nulle. On en de´duit qu’aucun des sous-p-tissus de K(4) n’est de
rang maximal. En d’autres termes, on a :
Rp
[K(4)] = 0 p = 8, 10, 11, . . . , 18 .
7– le tissu K(4) admet exactement 24 sous-5-tissus non-hexagonaux (donc non-e´quivalents a` B)
tels que la somme des courbures de Blaschke de leurs sous-3-tissus est identiquement nulle. Douze
de ces tissus sont inclus dans un sous-tissu de Spence-KummerWSK k de K(4) et sont e´quivalents
a` W12339SK . Parmis les douze autres tissus de ce type, seuls trois ne sont pas de rang maximal. Les
neuf autres tissus sont tous e´quivalents a` :
W := K(4)[1, 2, 3, 7, 8] = W (x , y , xy , y
1− x ,
xy
1− x
)
.
Ce tissu n’est pas line´arisable.(2) D’autre part, il est de rang maximal puisqu’on ve´rifie sans
difficulte´ que la liste suivante est bien celle d’une famille libre a` 6 e´le´ments de relations
abe´liennes pour W :
1 :
1
y
− 1
xy
+
1(
xy
1−x
) = 0
2 : y − y
1− x +
xy
1− x = 0
3 : log(x) + log(y)− log(xy) = 0
4 : log(1− x)− log(y) + log( y
1− x) = 0
5 : log(1− x)− log(xy) + log( xy
1− x) = 0
6 : 2 log(x) log(1− x)− log2(y) + log2(xy) + log2( y
1− x)− log
2(
xy
1− x) = 0 .
On en de´duit : ω[W] = (5, 0, 1). Ainsi l’armure de W est diffe´rente des armures des tissus du
chapitre pre´ce´dent. Par contre, on a aussi ω[B] = (5, 0, 1). On montre que W et W ne sont pas
e´quivalents en remarquant que R3[W] = 8 < 10 = R3[B]. Le tissu W est donc un nouveau tissu
exceptionnel.
8– de meˆme, on montre que K(4) admet exactement 47 sous-6-tissus non-hexagonaux et tels
que la somme des courbures de Blaschke de leurs sous-3-tissus est identiquement nulle. Parmi
ces 47 sous-6-tissus figurent les sous-6-tissus exceptionnels des tissus de Spence-KummerWSK k.
On de´nombre exactement 40 tels sous-tissus (10 pour chaque WSK k, avec k = 1, . . . , 4). Les 7
autres sont les tissus K(4)[K] pour K dans la liste ci-dessous :
(2) Cela sera montre´ en 8.5.6.1.
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K1 = {1, 2, 5, 7, 12, 14} K2 = {1, 2, 5, 7, 11, 13} K3 = {1, 2, 3, 8, 9, 10}
K4 = {1, 2, 4, 5, 6, 7} K5 = {1, 2, 11, 12, 13, 14} K6 = {1, 2, 4, 6, 11, 13}
K7 = {1, 2, 4, 6, 12, 14} .
Parmi ces 6-tissus, un seul est de rang maximal. Il s’agit du tissu
W = K(4)[K3] = W
(
x , y , xy ,
xy
1− x ,
xy
1− y ,
xy
(1− x)(1− y)
)
.
On ve´rifie que son rang est maximal en montrant que les 10 relations abe´liennes ci-dessous sont
bien line´airement inde´pendantes :
1 : log(A1) + log(A2)− log(A3) = 0
2 : log(
A1
1−A1 ) + log(A2)− log(A8) = 0
3 : log(A1) + log(
A2
1−A2 )− log(A9) = 0
4 :
1
A1
− 1
A3
− 1
A9
= 0
5 :
1
A2
− 1
A3
− 1
A8
= 0
6 : log(A8) + log(A9)− log(A10) = 0
7 :
1
A1
+
1
A2
− 1
A3
− 1
A10
= −1
8 :
1
(A3)2
− 1 + 2A8
(A8)2
− 1 + 2A9
(A9)2
+
1
(A10)2
= −1
9 :
3
2
1
(A1)2
+
3
2
1
(A2)2
+
1− 3(A3)2
(A3)3
− 1 +
9
2A8 + 3(A8)
2
(A8)3
· · ·
· · · − 1 +
9
2 A9 + 3 (A9)
2
(A9)3
+
1
(A10)3
= −1
10 : F (A1) + F (A2)−G(A3) +G(A8) +G(A9)−H(A10) = 0 .
ou` l’on a note´ F (u) = log(1− u)/u, G(u) = log(u)/u+ log(u) et H(u) = log(u)/u.
Ce 6-tissu n’est pas alge´brique (et donc n’est pas line´arisable), car une courbe alge´brique plane
re´duite de degre´ 6 ne peut contenir exactement R3[W] = 12 cubiques. Ainsi W est exceptionnel.
Il n’est pas e´quivalent a` un sous-6-tissu du tissu de Spence-Kummer, puisque R3[W] = 12 alors
qu’un sous-6-tissu de WSK admet exactement 8 ou 16 sous-3-tissus hexagonaux.
A` partir de la liste de relation abe´lienne ci-dessus, on e´tablit :
R3
[
W
]
= 12 R4
[
W
]
= 7 R5
[
W
]
= 0 et ω
[
W
]
= (6, 1, 0, 2) .
9– de meˆme, on montre que K(4) admet exactement 12 sous-7-tissus non-hexagonaux et tels
que la somme des courbures de Blaschke de leurs sous-3-tissus est identiquement nulle. On ve´rifie
que ces 7-tissus sont en fait les sous-7-tissus exceptionnels des tissus de Spence-Kummer WSK k
(k = 1, . . . , 4) inclus dans K(4). Ainsi, tous les sous-7-tissus exceptionnels de K(4) sont e´quiva-
lents entre eux (et e´quivalents, par exemple, a` Wc69SK).
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7.2.3. Sur le tissu K(5) associe´ a` l’e´quation de Kummer du pentalogarithme. — On
note encore K(5) le tissu associe´ a` l’e´quation de Kummer du pentalogarithme. C’est le 29-tissu :
K(5) := W
(
x , y ,
x
y
, xy ,
y
1− x ,
x
1− y ,
x
(1− x)(1− y) ,
y
(1− x)(1− y) ,
xy
(1− x)(1− y) ,
1− x
1− y ,
y(1− x)
x(1− y) ,
y(1− x)
1− y ,
1− x
(1− y)x , (1− x)(1 − y), x(1− y), y(1 − x) ,
xy
1− x ,
xy
1− y ,
x
y(1− x) ,
y
x(1− y) ,
y(1− x)2
x(1− y)2 ,
y2(1− x)
x2(1− y) ,
x(1− x)
y(1− y) ,
x
y(1− x)2(1− y) ,
y
x(1− y)2(1− x) ,
xy2
(1− y)(1− x)2 ,
yx2
(1− x)(1− y)2 ,
xy2(1− x)
1− y ,
yx2(1− y)
1− x
)
.
Son lieu singulier Σ
[K(5)] est la re´union de 28 droites et de 77 coniques qu’on ne donnera pas
explicitement, mais qu’il est facile de de´terminer.
On note (B1, . . . , B29) le 29-uplet de fractions rationnelles qui de´finissent K(5) comme tissu
ordonne´. Dans la suite de ce paragraphe on notera K(5)[K] le sous-tissu W(Bk | k ∈ K) de K(5),
quand K est une partie non vide de {1, . . . , 29}.
On e´tablit les points suivants :
1– exactement 474 des 3654 sous-3-tissus de K(5) sont hexagonaux. Ainsi :
R3
[K(5)] = 474 .
2– K(5) ne contient aucun sous-k-tissu hexagonal, pour k ≥ 7.
3– par contre, il admet exactement 15 sous-6-tissus hexagonaux : ce sont les tissus Hk :=
W{Bi | i ∈ αk }, pour k = 1, 2, . . . , 6, avec
α1 = {1, 2, 3, 5, 6, 10} α2 = {1, 2, 3, 11, 19, 20} α3 = {1, 2, 4, 12, 16, 18}
α4 = {1, 2, 4, 13, 15, 17} α5 = {1, 2, 5, 8, 9, 17} α6 = {1, 2, 6, 7, 9, 18}
α7 = {1, 2, 7, 14, 16, 19} α8 = {1, 2, 8, 14, 15, 20} α9 = {1, 2, 10, 11, 12, 13}
α10 = {3, 10, 11, 21, 22, 23} α11 = {4, 12, 13, 21, 28, 29} α12 = {5, 6, 9, 23, 26, 27}
α13 = {7, 16, 18, 24, 27, 28} α14 = {8, 15, 17, 25, 26, 29} α15 = {14, 19, 20, 22, 24, 25} .
On s’attend a` ce que K(5) admette des tissus de Spence-Kummer et des tissus K(4) comme sous-
tissus. Les sous-tissus de Spence-Kummer admettent force´ment un 6-tissu Hk comme sous-6-tissu
et, d’autre part, ils sont de rang maximal, et donc la somme des courbures de Blaschke de leurs
sous-3-tissus est identiquement nulle. On peut ainsi de´terminer tous les sous-tissus de K(5) qui
sont des tissus de Spence-Kummer.
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4– parmi les sous-9-tissus de K(5), exactement 11 sont tels que la somme des courbures de leurs
sous-3-tissus est identiquement nulle. Ce sont les tissus Vj = K(5)[νj ] avec
ν1 = {1, 2, 3, 5, 6, 9, 10, 11, 23} ν2 = {3, 7, 8, 10, 11, 15, 16, 17, 18}
ν3 = {4, 5, 6, 9, 12, 13, 14, 19, 20} ν4 = {1, 2, 5, 6, 7, 12, 13, 16, 18, 27}
ν5 = {1, 2, 4, 7, 12, 13, 16, 18, 28} ν6 = {1, 2, 7, 14, 16, 18, 19, 20, 24}
ν7 = {1, 2, 3, 10, 11, 14, 19, 20, 22} ν8 = {1, 2, 3, 4, 10, 11, 12, 13, 21}
ν9 = {1, 2, 4, 8, 12, 13, 15, 17, 29} ν10 = {1, 2, 5, 6, 8, 9, 15, 17, 26}
ν11 = {1, 2, 8, 14, 15, 17, 19, 20, 25} .
Parmi ces 11 tissus, seuls 9 sont susceptibles d’eˆtre des tissus de Spence-Kummer, puisqu’on a
R3[Vj ] = R3[WSK] = 46 pour j ∈ {1, 4, 5, 6, 7, 8, 9, 10, 11} alors que R3[V2] = R3[V3] = 6.
Pour {i, j, k, l} ⊂ {1, . . . , 11}, on note νijkl = νi ∪ νj ∪ νk ∪ νl et Vijkl = K(5)[νijkl]. Les fractions
rationnelles Bs pour s ∈ ν45910 sont celles qui de´finissent le tissu K(4) du paragraphe pre´ce´dent.
Du fait que l’on connaˆıt tous les sous-tissus de Spence-Kummer de K(4), on de´duit que les tissus
Vκ sont bien de ce type pour κ = 4, 5, 9 et 10. D’autre part, les fractions rationnelles Bσ pour
σ ∈ ν1 sont celles qui de´finissent le tissu note´ WSK en 7.1.3 (modulo composition a` droite par une
transformation projective) ; donc V1 est e´galement un tissu de Spence-Kummer. On montre sans
difficulte´ que les deux applications (x, y) 7→ (y, x) et (x, y) 7→ (1−x, y) sont des syme´tries de K(5).
En regardant les images des tissus Vi (pour i = 1, 4, 5, 9, 10) par ces syme´tries, on de´duit que les
tissus Vκ sont bien des tissus de Spence-Kummer, pour κ ∈ {1, 4, 5, 6, 7, 8, 9, 10, 11}. Ainsi le tissu
K(5) admet exactement neuf sous-9-tissus e´quivalents a` WSK.
5– on sait qu’un tissu e´quivalent a` K(4) (on dira un “tissu te´tralogarithmique”) est la re´union de
quatre tissus de Spence-Kummer. A` partir du point pre´ce´dent, on peut montrer que les sous-tissus
te´tralogarithmiques de K(5) sont les tissus V[K] = K(5)[νK ] pour K = {i, j, k, l} dans la liste
ci-dessous :
K1 = {1, 4, 5, 8} K2 = {1, 4, 6, 7} K3 = {1, 7, 10, 11}
K4 = {1, 8, 9, 10} K5 = {4, 5, 9, 10} K6 = {4, 6, 10, 11}
K7 = {5, 6, 7, 8} K8 = {5, 6, 9, 11} K9 = {7, 8, 9, 11} .
Ainsi K(5) admet exactement 9 sous-18-tissus te´tralogarithmiques.
6– on connaˆıt tous les 5-tissus exceptionnels de K(4). Le point 5 ci-dessus nous donne tous
les sous-tissus te´tralogarithmiques de K(5). On peut donc de´terminer tous les sous-5-tissus non-
hexagonaux de K(5) tels que la somme des courbures de leurs sous-3-tissus soit nulle, et qui ne
sont pas inclus dans un tissu te´tralogarithmique V[Ki]. Ces tissus sont particulie`rement inte´ressants
car suceptibles d’eˆtre de nouveaux 5-tissus exceptionnels. Parmi les 120 sous-5-tissus de K(5) non-
hexagonaux et dont la somme des courbures de leurs sous-3-tissus est nulle, 99 sont inclus dans
l’un des tissus te´tralogarithmique de K(5). Il en reste donc 21 qu’il est inte´ressant d’e´tudier.
Certains de ces tissus sont de rang maximal mais alge´briques, comme par exemple le tissu
K(5)[1, 2, 3, 7, 8] = W(x, y , x
y
,
x
(1− x)(1 − y) ,
y
(1− x)(1 − y)
)
.
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(on peut montrer que ce tissu est line´arisable et que c’est le tissu associe´ a` une courbe de degre´ 5
forme´e d’une conique non-de´ge´ne´re´e et de trois droites distinctes).
D’autres sont exceptionnels, comme par exemple le tissu :
W := K(5)[1, 2, 21, 25, 27] = W( x , y , y(1− x)2
x(1− y)2 ,
x(1− x)(1− y)2
y
,
x2y
(1− x)(1− y)2
)
.
La liste de relations abe´liennes ci-dessous montre que W est bien de rang maximal.
1 : log(
(1−B1)2
B1
) + log(
(1 −B2)2
B2
)− log(B21) = 0
2 : 2 log(1−B1)− log(B21)− log(B25) = 0
3 : 3 log(
B1
1−B1 ) + log(B21)− log(B27) = 0
4 : 3
√
B21 − 1/ 3
√
B25 +
3
√
B27 = 0
5 :
3B2
(1−B2)2 +B21 −
1
B25
+B27 = 0
6 : 6F1(B1) + 6F2(B2)− log(B21)2 − log(B25)2 − log(B27)2 = 0 .
(
avec F1(u) := log(1− u)2 + log(u)2 − log(1− u) log(u)
et F2(u) := 2 log(1− u)2 + log(u)2/2− 2 log(1− u) log(u)
)
.
Le tissu W n’est pas alge´brique car il n’existe pas de courbe plane de degre´ 5 contenant exactement
R3
[
W
]
= 7 cubiques. On en de´duit que W est bien exceptionnel. Le fait que R3
[
W
]
= 7 montre
e´galement que W n’est pas e´quivalent ni a` B, ni a` W, ni a` l’un des tissus du chapitre 6.
A` partir de la liste pre´ce´dente, on peut de´terminer l’armure et l’invariant R4 de W. On a :
R4
[
W
]
= 1 et ω
[
W
]
= (4, 1, 1) .
Les re´sultats ci-dessus n’e´puisent pas l’e´tude des sous-tissus de K(5) susceptibles d’eˆtre exception-
nels. On peut montrer que K(5) admet 42 sous-7-tissus (resp. 21 sous-8-tissus) dont la somme des
courbures de Blaschke de leurs sous-3-tissus est nulle et qui ne sont pas inclus dans un sous-tissu
te´tralogarithmique de K(5). Il faudrait savoir si certains de ces tissus sont exceptionnels ou non.
7– la somme des courbures de Blaschke des sous-3-tissus de K(5) n’est pas identiquement nulle.
On en de´duit que K(5) n’est pas de rang maximal et donc n’est pas exceptionnel.
8– plus ge´ne´ralement, pour k = 20, 21, . . . , 28, aucun des sous-k-tissus de K(5) ne ve´rifie la
proprie´te´ d’avoir la somme des courbures de Blaschke de ses sous-3-tissus identiquement nulle. On a :
Rk
[K(5)] = 0 (k = 20, . . . , 28) .
Pour conclure les deux e´tudes qui viennent d’eˆtre faites, on e´nonce les deux points les plus mar-
quants sous la forme de la
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Proposition 7.2.6. — Les tissus K(4) et K(5) ne sont pas de rang maximal.
Ce re´sultat n’est pas celui qui e´tait attendu puisque, comme on l’a dit, l’e´quation K(4) (resp. K(5))
est l’e´quation connue (en deux variables) la plus simple qui soit satisfaite par le te´tralogarithme
(resp. le pentalogarithme). D’autre part, ces deux e´quations ont chacune une structure semblable a`
celles des e´quations (Ab) et (SK). On sait que le tissu K(4) porte au moins une relation abe´lienne
te´tralogarithmique : celle obtenue par complexification de l’e´quation ci-dessous qui, d’apre`s le
The´ore`me 7.1.2, est ve´rifie´e globalement par la fonction L4 : z 7→ log |z| L3(z) :
L4 (−x
2yη
ζ
) + L4 (−y
2xζ
η
) + L4 (
x2y
η2ζ
) + L4 (
y2x
ζ2η
)
− 6L4 (xy )− 6L4 ( xy
ηζ
)− 6L4 (−xy
η
)− 6L4(−xy
ζ
)
− 3L4(xη )− 3L4( yζ )− 3L4( x
η
)− 3L4( y
ζ
)
− 3L4(−xη
ζ
)− 3L4 (−yζ
η
)− 3L4 (− x
ηζ
)− 3L4 (− y
ηζ
)
+ 6L4 (x ) + 6L4 (y) + 6L4(−x
ζ
) + 6L4 (−y
ζ
) = 0
(avec ζ = 1− x et η = 1− y).
Pour k = 4, 5, on peut tenter d’expliquer le fait que K(k) n’est pas de rang maximal en se demandant
s’il n’existe pas une e´quation “plus fondamentale” que K(k) qui soit ve´rifie´e par Lik. D’ailleurs, il
n’est pas prouve´ que l’e´quation K(k) est bien irre´ductible.
Cependant, certains travaux de A. Goncharov sur les polylogarithmes et leurs liens avec la K-
the´orie et la cohomologie motivique, montrent que les polylogarithmes Ln pour n ≥ 4 ne ve´rifient
plus certaines proprie´te´s satisfaites par Li1, Li2 et Li3. Il serait inte´ressant de savoir si le fait que
les tissus K(4) et K(5) ne sont pas de rang maximal est une expression en ge´ome´trie des tissus de
cette dichotomie entre les polylogarithmes d’ordre n ≤ 3 et les autres.
7.3. Tissus et configurations de points
On commence par motiver l’e´tude des tissus que l’on peut associer aux configurations de points.
En 7.3.2, on de´crit une famille de tissus exceptionnels obtenue en conside´rant les tissus associe´s
aux configurations de cinq points dont (exactement) trois sont aligne´s.
7.3.1. Motivations. — Comme on l’a dit plus haut, les tissus de Bol et de Spence-Kummer
peuvent eˆtre de´crits a` partir d’une configuration de points dans CP2.
Certains re´sultats de [GM 82] s’interpre`tent, en ge´ome´trie des tissus, comme le fait que le tissu
de Bol B est ge´ome´triquement de´fini sur l’espace des configurations projectives de cinq points en
position ge´ne´rale dans CP2. Ce point de vue est particulie`rement inte´ressant, puisqu’il permet en
outre une interpre´tation ge´ome´trique de la relation abe´lienne dilogarithmique de B.
D’autre part, dans [Go 95], Goncharov met en lumie`re des liens entre le trilogarithme L3,
l’e´quation fonctionnelle de Spence-Kummer, et des configurations projectives de´ge´ne´re´es de sept
points de CP2.
Tout cela indique la possibilite´ d’un lien entre les polylogarithmes, les configurations de points et les
tissus exceptionnels. On peut peut-eˆtre de´couvrir de nouveaux tissus exceptionnels en conside´rant
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des tissus de´finis a` partir de configurations de points.
Si C = (p1, . . . , pm) est une configuration de m points distincts de CP2, on peut conside´rer le tissu,
note´ WC, forme´ des m pinceaux de droites de sommets pi, et des pinceaux de coniques passant
par quatre points pi1 , . . . , pi4 en position ge´ne´rale.
On montre facilement que si C est forme´e de m ≤ 4 points, alors le tissu associe´ est de rang
maximal. Pour les configurations de cinq points, les seuls cas pour lesquels il n’est pas imme´diat
que le tissu associe´ soit de rang maximal, correspondent aux configurations du type
La premie`re de ces configurations de points de´pend (modulo PGL3(C)) d’un parame`tre a ∈ C avec
a (1 − a) 6= 0. Le tissu associe´ est note´ Wa. Il est forme´ de cinq pinceaux de droites et des trois
pinceaux de coniques correspondant aux trois 4-uplets de points en position ge´ne´rale parmi les cinq
points de la configuration. Ce 8-tissu est e´tudie´ en 7.3.2 ci-dessous.
A` une configuration ge´ne´rique de cinq points de CP2, on peut associer un 10-tissu, forme´ de cinq
pinceaux de droites et de cinq pinceaux de coniques. Une configuration ge´ne´rique de cinq points
de´pend (modulo transformation projective) d’un point (a, b) ∈ C2, avec ab (1 − a)(1 − b) 6= 0. On
obtient ainsi une famille a` deux parame`tres de 10-tissus plans. On discute du caracte`re exceptionnel
de ces tissus en 7.3.3.
7.3.2. Une nouvelle famille de tissus exceptionnels. — On note A := C \ {0, 1}.
Pour a ∈ A on pose :
Wa := W
(
x , y ,
x
y
,
1− y
1− x ,
x(1− y)
y(1− x) ,
a− y
a− x ,
x(a− y)
y(a− x) ,
(1− x)(a− y)
(1− y)(a− x)
)
.
On note Uai (pour i = 1, . . . , 8) les fractions rationnelles qui de´finissent Wa comme tissu ordonne´.
Quand la fraction rationnelle U ai ne de´pend pas de a, on se permettra de ne pas e´crire l’indice a.
Dans ce qui suit, on note Wa
(
I
)
:= W(Uai | i ∈ I) pour tout sous-ensemble I ⊂ {1, . . . , 8}.
L’efa qui caracte´rise les relations fonctionnelles abe´liennes deWa est l’e´quation (Ea) qui a e´te´ e´tudie´e
et re´solue en 3.3. On en de´duit que Wa est de rang maximal 21. D’autre part, il est clair que B en
est un sous-tissu, puisque les 5 fractions rationnelles qui de´finissent le tissu de Bol font partie des
fractions rationnelles qui de´finissent Wa. Cela implique que Wa n’est pas line´arisable, d’ou` le
The´ore`me 7.3.1. — Pour a ∈ C \ {0, 1}, le 8-tissu Wa est exceptionnel.
Du fait que l’on connaˆıt une base explicite des relations abe´liennes de Wa pour tout a ∈ A, on
e´tablit les points suivant par des calculs d’alge`bre line´aire qu’on ne de´taille pas :
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1– l’armure de Wa est
ω
[Wa]= (14, 0, 3, 4, 0, 0) .
2– parmi les 8 sous-7-tissus de Wa, aucun n’est de rang maximal :
R7
[Wa] = 0 .
3– Wa admet exactement 4 sous-6-tissus de rang maximal :
R6
[Wa] = 4 .
Ce sont les tissus Wa,k := Wa
(
Ik
)
avec Ik dans la liste ci-dessous :
I1 := {1, 2, 4, 5, 6, 7} I2 := {1, 2, 3, 5, 6, 8}
I3 := {1, 2, 3, 4, 7, 8} I4 := {3, 4, 5, 6, 7, 8} .
Ces tissus sont tous exceptionnels et sont e´tudie´s plus loin. Cependant, signalons de`s maintenant
que les tissus Wa,κ sont e´quivalents pour κ = 1, 2, 3.
4– exactement 8 des 56 sous-5-tissus de Wa sont de rang maximal :
R5
[Wa] = 8 .
Parmi ces 8 tissus, 4 sont line´arisables. Les 4 autres sont des tissus de Bol. Ces 4 tissus de Bol
inclus dans Wa sont les tissus Wa
(
Ik
)
, avec Ik dans la liste ci-dessous :
I1 = {1, 2, 3, 4, 5} I2 = {1, 2, 3, 6, 7} I3 = {1, 2, 4, 6, 8} I4 = {1, 2, 5, 7, 8} .
5– exactement 34 des sous-4-tissus de Wa sont de rang maximal.
R4[Wa
]
= 34 .
Parmi ces 34 sous-4-tissus, 20 sont inclus dans un des 4 tissus de Bol de Wa (et donc sont hexago-
naux). Parmi les 14 autres tissus restants, exactement 8 sont hexagonaux.
6– exactement 38 des sous-3-tissus de Wa sont hexagonaux :
R3[Wa
]
= 38 .
Les Wa forment une famille de 8-tissus exceptionnels parame´tre´e par A. On la note WA. Il est
naturel de se demander si deux e´le´ments distincts de WA sont localement, birationnellement ou
projectivement e´quivalents. Montrons d’abord que pour ces tissus, l’e´quivalence analytique locale
et l’e´quivalence birationnelle co¨ıncident :
Proposition 7.3.2. — Soient a, α ∈ A. Si φ est un biholomorphisme local tel que φ∗ (Wa) = Wα,
alors φ est la restriction d’une application birationnelle.
De´monstration : soit φ un bihomomorphisme local comme dans l’e´nonce´.
Pour i = 1, . . . , 8 et pour a ∈ A, on note F ai le feuilletage {U ai = cte. }. Par hypothe`se, on a
φ∗
({Fai }) = {Fαi }, d’ou` on de´duit l’existence d’une permutation σ = σφ ∈ S8 telle que{
Uαi ◦ φ = cte.
}
=
{
Uaσ(i) = cte.
}
(pour i = 1, . . . , 8) .
Pour a ∈ A, le 6-tissu Wa,4 = {Fai | i = 3, . . . , 8} est l’unique sous-6-tissu deWa qui est exceptionnel
et qui posse`de exactement 8 sous-3-tissus hexagonaux (voir ci-dessous). On en de´duit que {3, . . . , 8}
est stable par σ, et donc son comple´mentaire aussi : on a σ{1, 2} = {1, 2}. Quitte a` composer par
l’involution (x, y) 7→ (y, x) qui est une syme´trie pour chacun des Wa, on peut supposer que σ(1) = 1
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et σ(2) = 2. Cela implique que φ est de la forme
(
φ1(x), φ2(y)
)
.
Conside´rons les applications projectives et birationnelles suivantes :
Ga1 : (x, y) 7−→
(
1− x , 1− y ) Ga2 : (x , y ) 7−→ (ax, ay)
Ga3 : (x, y) 7−→
(
(1− a)x+ a , (1− a)y + a ) Ga4 : (x, y) 7−→ ( 1/x , 1/y ) .
Elles transformentWa en un autre tissu de la famille WA. Plus pre´cise´ment, pour i = 1, . . . , 4, on a :
Gi
∗ (Wa) = Wai avec a1 = 1− a , a2 = 1/a, a3 = a/(a− 1) et a4 = 1/a .
Les permutations σi := σGi telles que Faiσi(k) = Gi
∗ (Fak) (pour k = 1, . . . , 8) sont les suivantes :
σ1 = (34)(78) σ2 = (46)(57)
σ3 = (36)(58) σ4 = (45)(67) .
Notons E le sous-groupe de S8 engendre´ par les permutations σk pour k = 1, . . . , 4.
De ce qui pre´ce`de, on sait que σ(3) ∈ {3, . . . , 8}. Quel que soit κ ∈ {4, . . . , 8}, on peut trouver un
e´le´ment s de E tel que s(k) = 3. On en de´duit qu’il existe une application birationnelle β de CP2
qui s’exprime comme compose´e d’e´le´ments Gai telle que ψ := φ ◦ β ve´rifie
1. ψ est de la forme ψ(x, y) =
(
ψ1(x), ψ2(y)
)
,
2. ψ∗ (Wα) est un tissu Wba pour un certain â ∈ A,
3. la permutation σ̂ associe´e a` ψ ve´rifie σ̂(3) = 3.
Le fait que les lignes de niveaux de U3 ◦ ψ co¨ıncident avec celle de U3 implique la relation :
(x ∂x + y ∂y)
(
ψ1(x)
ψ2(y)
)
= 0 ,
d’ou` il vient
x
ψ′1(x)
ψ2(y)
− y ψ1(x)ψ
′
2(y)
ψ2(y)2
= 0 ,
soit
x
ψ′1(x)
ψ1(x)
= y
ψ′2(y)
ψ2(y)
.
Puisque les membres de cette e´galite´ de´pendent respectivement de deux variables distinctes, on
de´duit qu’il existe une constante γ ∈ C (force´ment non nulle) telle que
() x
ψ′1(x)
ψ1(x)
= y
ψ′2(y)
ψ2(y)
= γ .
L’inte´gration de ces relations est imme´diate : on obtient que ψ1 et ψ2 sont de la forme :
() ψ1(x) = λx
γ et ψ2(y) = λ
′yγ (avec λ, λ′ ∈ C∗) .
Puisque {1, 2, 3} est invariant par σ̂, on de´duit que ou bien σ̂(4) ∈ {4, 5, 6, 7} ou alors σ̂(4) = 8.
Dans le premier cas, quitte a` composer a` nouveau a` droite par des applications birationnelles Ga2
et Ga4 , on peut supposer que σ̂(4) = 4. Dans ce cas, les lignes de niveaux de U4 ◦ ψ co¨ıncident avec
celles de U4, ce qui implique la relation(
(1− x) ∂x + (1− y) ∂y
)(1− ψ2(y)
1− ψ1(x)
)
= 0 ,
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d’ou` il vient
(1− x) ψ
′
1(x)
1− ψ1(x) = (1− y)
ψ′2(x)
1− ψ2(x) .
On en de´duit qu’il existe une constante non nulle γ ′ telle que, pour k = 1, 2, on a :
ψ′k(z) = γ
′ 1− ψk(z)
1− z .
Combine´ avec la relation (), cela donne pour k = 1, 2 :
ψk(z) =
γ′z
γ + (γ′ − γ) z .
Vu (), on a force´ment γ = γ ′, d’ou` ψ1 = ψ2 = Id et donc ψ est l’identite´.
En conclusion, si φ est comme dans l’e´nonce´ de la proposition, on peut trouver une compose´e g
d’applications Gai (pour diffe´rents a ∈ A) telle que φ ◦ g soit l’identite´. Vu que les Gai sont des
applications birationnelles, on en de´duit la proposition dans ce cas.
Le cas restant ou` σ̂(4) = 8 se traite par des arguments similaires. 
Conside´rons le groupe G :=
{
g ∈ Aut(CP1) ∣∣ g(A) = A } qui agit sur A de fac¸on naturelle. Nous
dirons que deux e´le´ments a et α de A sont G-e´quivalents s’il existe g ∈ G tel que g(a) = α. C’est
bien suˆr une relation d’e´quivalence sur A.
Il est bien connu que le groupe G est engendre´ par les applications
a 7→ 1− a , a 7→ 1/a et a 7→ a/(a− 1) .
De la preuve de la proposition pre´ce´dente on de´duit imme´diatement le
Corollaire 7.3.3. — Deux tissus Wa et Wα de la famille WA sont e´quivalents si et seulement si
a et α sont G-e´quivalents.
Notons A le quotient de A sous l’action de G. C’est un re´sultat classique que l’application rationnelle
J : a 7−→ (a
2 − a+ 1)3(
a (1− a))2
est G-invariante et induit un isomorphisme J : A
∼−→ C. On en de´duit que la famille WA de´finit
une famille parame´tre´e par C de classes d’e´quivalence (locales) de 8-tissus exceptionnels.
Comme on l’a signale´ au point 3– ci-dessus, un tissuWa admet quatre sous-6-tissus de rang maximal
dont trois sont e´quivalents. On va maintenant e´tudier les tissus note´s Wa,1 et Wa,4 plus haut.
Proposition 7.3.4. — Pour a, α ∈ A, les tissus Wa,1 et Wα,4 sont deux 6-tissus exceptionnels qui
ne sont pas e´quivalents. De plus, il ne sont pas e´quivalents a` l’un des sous-6-tissus exceptionnels
du tissu de Spence-Kummer.
De´monstration : a` partir des relations abe´liennes deWa, on e´tablit que les deux tissus de l’e´nonce´
sont bien de rang maximal, et on de´termine leur invariant R3. On a :
R3
[Wa,1] = 12 et ω[Wa,4] = 8
d’ou` on de´duit imme´diatement que ses deux 6-tissus ne sont pas e´quivalents.
En utilisant le the´ore`me d’Abel-inverse, on montre que si W est un 6-tissu alge´brique tel que
R3[W ] ≥ 9, alors R3[W ] = 20 (car une courbe alge´brique plane de degre´ 6 contenant plus de neuf
cubiques est ne´cessairement la re´union de six droites distinctes).
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On en de´duit que Wa,1 n’est pas alge´brique et donc est exceptionnel.
Cet argument ne s’applique pas a` Wa,4, dont le nombre de sous-3-tissus hexagonaux est le meˆme
que celui d’un 6-tissu alge´brique WC associe´ a` une courbe alge´brique C de degre´ 6, forme´e de
quatre droites et d’une conique non-de´ge´ne´re´e (il n’y a pas d’autre possibilite´ pour la courbe C).
Mais parce que R5[Wa,4 ] = 0, les meˆmes arguments que ceux de la preuve de la Proposition 7.2.4
montrent que Wa,4 est exceptionnel.
Il reste a` montrer que les tissus de la proposition ne sont pas e´quivalents a` l’un des sous-6-tissus
exceptionnels de WSK. Cela ne pre´sente pas de difficulte´ pour Wa,1 : son invariant R3 vaut 12 et
est diffe´rent des invariants R3 des sous-6-tissus exceptionnels de WSK.
Les tissus Wa,4 et Wd679SK ne sont pas e´quivalents puisque leurs invariants R3 sont distincts.
L’invariant R3 ne permet pas de diffe´rencier Wa,4 et Wd147SK . Le fait que ces deux tissus ne sont pas
e´quivalents de´coule de la comparaison de leurs invariants R4 :
R4
[Wa,4] = 3 < 6 = R4[Wd147SK ] .
La proposition est de´montre´e. 
On a donc deux familles disjointes de 6-tissus exceptionnels :
WA, 1 :=
{Wa,1 ∣∣ a ∈ A} et WA, 4 := {Wa,4 ∣∣ a ∈ A} .
Il est naturel d’e´tudier l’e´quivalence locale entre les e´le´ments de chacune de ces familles.
Proposition 7.3.5. — Soient a, α ∈ A. Pour κ = 1 ou κ = 4, les tissus Wa,κ et Wα,κ sont
e´quivalents si et seulement si a et α sont G-e´quivalents.
De´monstration esquisse´e : on ve´rifie qu’une application Gai de´finie plus haut transforme un
tissu Wa,κ en un tissu de la meˆme famille. On en de´duit que pour a ∈ A fixe´, l’ensemble des α ∈ A
tels que Wa,κ et Wα,κ sont localement e´quivalents est l’orbite de a par G. Cela de´montre le “si” de
la proposition.
Supposons maintenant que Wa,κ et Wα,κ sont e´quivalents. Cela signifie qu’il existe une permutation
σ ∈ SIκ , un germe de biholomorphisme Φ ainsi que des germes holomorphes inversibles hi (pour
i ∈ Iκ) tels que au voisinage d’un point n’appartenant pas au lieu singulier de Wa,κ , on ait
(♠) Uai = hσi ◦ Uαi ◦ Φ (pour i ∈ Iκ) .
Dans le cas κ = 1, la suite de la preuve est similaire a` celle de la Proposition 7.3.2 : on montre que
W4567a est l’unique sous-4-tissu de Wa,1 qui soit de rang maximal (pour tout a ∈ A). Cela implique
que W4567α,1 est l’image de W4567a,1 par Φ, ce qui nous donne σ{4, 5, 6, 7} = {4, 5, 6, 7}. On en de´duit
que σ{1, 2} = {1, 2}. Quitte a` composer par (x, y) 7→ (y, x) (qui est une syme´trie pour chaque
Wa,1), on peut donc supposer que σ1 = 1 et σ2 = 2. De cela de´coule que φ est de la forme
Φ(x, y) =
(
φ1(x), φ2(y)
)
.
Parmi les sous-3-tissus W14sa de Wa,1 (avec s = 2, 5, 6, 7), seul W147a n’est pas hexagonal. On en
de´duit que σ{4, 7} = {4, 7}. Quitte a` composer par une application birationnelle obtenue par
composition des Gai , on peu supposer que σ4 = 4 et σ7 = 7.
Puisque Ua4 est constante sur les ensembles {Uα4 = cte}, le meˆme argument que celui utilise´ dans
la preuve de la Proposition 7.3.2 montre qu’il existe une constante c 6= 0 telle que
(∗) φ′k(z) = c
(
1− φk(z)
)
/
(
1− z) (pour k = 1, 2) .
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Parce que Ua7 est constante le long des courbes {Uα7 = cte}, on de´duit qu’il existe ĉ 6= 0 tel que
(∗∗) φ′k(z) = ĉ φk(z)
(
α− φk(z)
)
/
(
z(a− z)) (pour k = 1, 2) .
Des deux e´quations diffe´rentielles (∗) et (∗∗) on de´duit que φk(z) = z, et donc Φ est l’identite´.
Traitons le cas κ = 4. Quitte a` composer Φ avec des applications Gai , on peut supposer que σ3 = 3
et σ4 = 4. Dans ce cas, il n’est pas e´vident de de´duire davantage d’informations sur σ a` partir de
son action sur les sous-tissus de Wa,4.
Nous allons utiliser le fait que le biholomorphisme Φ induit un isomorphisme line´aire, note´ Φ, entre
les espaces de relations abe´liennes deWa,4 et Wα,4. Il est clair que Φ est compatible avec la filtration
par l’ordre de´finie en 4.3. En particulier, Φ e´tablit un isomorphisme de F 3A[Wα,4] sur F 3A[Wa,4].
D’autre part, du fait que l’on posse`de une base explicite des relations abe´liennes de Wa,4 pour
a ∈ A, on de´duit que pour i ∈ I4, les composantes selon U ai des relations fonctionnelles abe´liennes
d’ordre 3 de Wa,4 sont des combinaisons line´aires des fonctions(3)
Lx0 : z 7→ log z , Lx1 : z 7→ log(1− z) et J : z 7→ 1/(1 − z) .
Les relations (♠) impliquent que pour F ∈ {Lx0 ,Lx1 ,J} et i ∈ I4, on a :
F ◦ hi ∈ VectC
〈
Lx0 , Lx1 , J
〉
.
On en de´duit que pour i ∈ I4, hi est soit l’identite´ Id : z 7→ z, soit la fonction inverse Iv : z 7→ 1/z.
On peut toujours supposer que h3 = Id (quitte a` composer par l’involution (x, y) 7→ (y, x) qui laisse
les tissus inchange´s). Si h4 = Iv, les relations (♠) impliquent que
x
y
=
φ1(x, y)
φ2(x, y)
et
1− y
1− x =
1− φ1(x, y)
1− φ2(x, y) .
De ces relations, on de´duit imme´diatement φ1 et φ2 :
φ1(x, y) = φ2(y, x) =
x
x+ y − 1 .
Dans ce cas, on a
U5 ◦ Φ(x, y) = x (1− x− y)
y
et Φ ne transforme pas pas Wa,4 en un tissu de WA,4 ce qui est absurde. Le cas h4 = Iv est donc
impossible. On est force´ment dans la situation ou` h4 = Id, d’ou` les relations
x
y
=
φ1(x, y)
φ2(x, y)
et
1− x
1− y =
1− φ1(x, y)
1− φ2(x, y) .
Il est alors imme´diat que Φ est l’identite´.
Re´sumons : dans les deux cas κ = 1 et κ = 4, on a montre´ que si Φ transforme un tissu de WA,κ
en un tissu de la meˆme famille, alors on peut l’obtenir comme compose´e d’applications Gai . Vu que
pour tout i, on a (Gai )∗ (Wa,κ) = Wai,κ avec ai G-e´quivalent a` a, on en de´duit que si Wa,κ et Wα,κ
sont e´quivalents, alors a et α sont G-e´quivalents, ce qui termine la preuve. 
(3) On travaille modulo les constantes. Il n’est donc pas ne´cessaire de pre´ciser un choix d’une de´termination pour les
logarithmes.
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7.3.3. Une famille de 10-tissus inte´ressante. — Soit (a, b) ∈ C2 tel que ab (1−a)(1− b) 6= 0.
Le tissu associe´ a` la configuration forme´e des points
[ 1 : 0 : 0 ] , [ 0 : 1 : 0 ] , [ 0 : 0 : 1 ] , [ 1 : 1 : 1 ] et [ a : b : 1 ] ,
est le 10-tissu
Wa b :=W
(
x , y ,
x
y
,
1− y
1− x ,
b− y
a− x ,
x(1− y)
y(1− x) ,
x(b− y)
y(a− x) ,
(1− x)(b− y)
(1 − y)(a− x) ,
(bx− ay)(1 − y)
(y − x)(b− y) ,
(bx− ay)(1− x)
(y − x)(a− x)
)
.
Plusieurs des sous-5-tissus de Wa b sont des tissus de Bol. On en de´duit imme´diatement que Wa b
n’est pas line´arisable. D’autre part, des calculs par ordinateur montrent que les coefficients de Pan-
tazi de Wa b(4) sont tous identiquement nuls. D’apre`s la note [Pa 38], cela implique que Wa b est de
rang maximal. Il serait inte´ressant de ve´rifier ce fait, par exemple en e´tablissant une liste explicite
d’une base des relations abe´liennes de Wa b.
Si les Wa b sont bien de rang maximal, ils forment une famille a` deux parame`tres de tissus excep-
tionnels, dont il serait naturel d’e´tudier l’e´quivalence.
Par ailleurs, si certains tissus associe´s a` une configuration de six points sont exceptionnels (comme
le tissu de Spence-Kummer), on peut montrer que les tissus associe´s aux configurations de six
points en position ge´ne´rale ne sont pas de rang maximal (on ve´rifie que la somme des courbures de
Blaschke des sous-3-tissus d’un tel tissu n’est pas identiquement nulle).
Nous trouvons donc inte´ressant le proble`me de l’e´tude du rang et de la description des relations
abe´liennes des tissus associe´s aux configurations de points.
(4) De´finis en 5.1.15.
CHAPITRE 8
TISSUS EXCEPTIONNELS ET GE´OME´TRIE
DIFFE´RENTIELLE PROJECTIVE
Dans plusieurs des chapitres pre´ce´dents, on a e´tudie´ au cas par cas plusieurs exemples parti-
culiers de 5-tissus exceptionnels, dont la plupart sont nouveaux et apparaissent pour la premie`re
fois dans cette the`se. Dans le pre´sent chapitre, il s’agit de re´sultats ge´ne´raux concernant les
5-tissus exceptionnels plans. Plus pre´cise´ment, on explique le lien entre ces tissus et la ge´ome´trie
diffe´rentielle projective de certaines surfaces analytiques complexes de l’espace projectif CP5.
Voici un plan sommaire de ce chapitre : la premie`re partie 8.1 est de nature historique. La plupart
des re´sultats expose´s ici apparaissent dans des publications quasi-inconnues (en ge´ome´trie des tis-
sus, tout du moins) de certains ge´ome`tres italiens des anne´es 35-50. On explique que, de`s 1937, au
vu de certains de leurs re´sultats, il e´tait de´ja` possible de trouver de nouveaux 5-tissus exceptionnels.
La suite de ce chapitre est un expose´ moderne de leurs travaux.
En 8.2, apre`s avoir fait quelques rappels sur la ge´ome´trie diffe´rentielle projective des surfaces, on
expose la construction de Corrado Segre des “directions principales” sur une surfaces de CP5. C’est
l’une des deux constructions centrales du chapitre.
En 8.3, on explique comment on peut “ge´ome´triser” un 5-tissu W de rang maximal, en construisant
une surface dans CP5, a` partir de ses relations abe´liennes. On montre qu’une telle surface posse`de
une ge´ome´trie bien particulie`re, et en s’appuyant sur la construction de Segre qui vient d’eˆtre
e´voque´e, on montre que sa classe d’e´quivalence projective est canoniquement attache´e a` la classe
d’e´quivalence analytique de W. Cela permet d’entreprendre l’e´tude des 5-tissus exceptionnels par
l’e´tude des surfaces qui leur sont attache´es. L’inte´reˆt est e´vident : on est ramene´ a` un proble`me de
ge´ome´trie diffe´rentielle projective.
Dans la dernie`re partie 8.4, on de´termine explicitement les surfaces associe´es aux 5-tissus excep-
tionnels de´crits aux chapitres 5, 6 et 7.
Ce chapitre porte quasi-essentiellement sur l’e´tude des 5-tissus de rang maximal 6. Ainsi, quand le
d de “d-tissu” n’est pas pre´cise´, c’est qu’il faut prendre d = 5. Comme souvent dans cette the`se, on
se place dans un cadre analytique complexe, avec un point de vue localise´ en l’origine. On utilisera
le langage des germes.
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8.1. Notations et introduction historico-mathe´matique
Introduisons tout d’abord quelques notations qui seront utilise´es par la suite.
L’espace des germes de d-tissus en l’origine de C2 sera note´ W[d ] :
W[ d ] =
{
{Fi}di=1
∣∣ les Fi sont des germes de feuilletages en l’origine, en position ge´ne´rale } .
Un e´le´ment quelconque de W[ d ] sera le plus souvent note´ W(d).
On conside`re plus particulie`rement les espaces des (germes de) tissus de rang maximal, de tissus
alge´briques, de tissus exceptionnels, respectivement note´s RW[ d ], AW[ d ] et EW[ d ] :
RW[ d ] :=
{W(d) ∈ W[ d ] ∣∣W(d) est de rang maximal } ,
AW[ d ] :=
{W(d) ∈ W[ d ] ∣∣W(d) est alge´brisable } ,
EW[ d ] :=
{W(d) ∈ W[ d ] ∣∣W(d) est exceptionnel } .
Il est clair qu’on a les relations ensemblistes :
AW[ d ] t EW[ d ] = RW[ d ] ⊂ W[ d ] .
Le groupe Diff(C2, 0) des germes de biholomorphisme en l’origine agit de fac¸on naturelle sur W[ d ] :
Diff(C2, 0) ×W[ d ] // W[ d ](
φ , W(d) )  // φ?(W(d)) ,
et plus ge´ne´ralement agit par restriction sur les sous-ensembles RW[ d ], AW[ d ] et EW[ d ] de
W[ d ]. Ainsi, si Mot de´signe l’un des mots W, RW, AW ou EW, on note Mot[ d ] le quotient de
Mot[ d ] par l’action de Diff(C2, 0) :
Mot[ d ] := Diff(C2,0)Mot[ d ] .
Si W(d) est un e´le´ment de W[ d ], sa classe d’e´quivalence analytique (i.e. son orbite sous l’action
de Diff(C2, 0)
)
sera note´e W(d).
Le proble`me qui nous inte´resse dans ce chapitre est celui de la description de EW[5].
On peut dire que les me´thodes qui sont a` la base des constructions dont il est question ici ap-
paraissent de´ja` dans la preuve de Poincare´ du the´ore`me de Lie affirmant l’alge´bricite´ des 4-tissus
plans de rang maximal 3. L’ide´e est de ge´ome´triser la situation en utilisant les relations abe´liennes.
E´tant donne´ un (germe de) 5-tissu W de rang maximal, en ge´ne´ralisant un peu l’approche de Poin-
care´, on va pouvoir construire un germe de parame´trisation note´ PB d’une surface S = S[W] dans
l’espace projectif CP5. Cette surface sera la surface de Blaschke du tissu W. La construction qui
vient d’eˆtre e´voque´e de´pend en fait du choix d’une base de l’espace des relations abe´liennes de W
et, en conse´quence, seule la classe de S, modulo PGL6(C), va eˆtre canoniquement attache´e a` W
(on fera cependant l’abus de parler de “la” surface de Blaschke de W). On a donc une application
RW[5] −→ { germes de surfaces S ⊂ CP5 }
 PGL(6,C) .
C’est autour de cette construction que se de´veloppe tout le chapitre. C’est par elle qu’on peut
entreprendre l’e´tude des 5-tissus exceptionnels par des me´thodes ge´ome´triques. Notons qu’on peut
construire une parame´trisation explicite de la surface de Blascke de`s qu’on a une base explicite de
l’espace des relations abe´liennes.
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On peut de´ja` faire quelques remarques qui montrent l’inte´reˆt de cette construction :
– on montre sans difficulte´ que la surface de Blaschke S[W] d’un tissu W de rang maximal ne
de´pend en fait que de sa classe d’e´quivalence analytique W. On en de´duit que tout invariant
projectivo-diffe´rentiel de S[W] donne un invariant analytique pour W.
– on peut prouver que W est alge´brisable si et seulement si la surface de Blaschke associe´e est
incluse dans une surface de Ve´rone`se de CP5 (voir la Proposition 8.4.6).
Cette dernie`re remarque est tre`s utile pour ve´rifier si un tissu de rang maximal est alge´brique
ou non. Par exemple, la surface de Blaschke du tissu de Bol B est transcendante. On en de´duit
imme´diatement que B n’est pas alge´brique et donc est exceptionnel. Ce dernier point apparaˆıt de´ja
dans l’article de Bol [Bol 36] ou` il est question pour la premie`re fois de ce fameux tissu qui porte son
nom. La construction d’une surface associe´e a` un 5-tissu plan de rang maximal est connue depuis
les de´buts de la the´orie. Plusieurs pages de la re´fe´rence classique [BB] discutent d’ailleurs ce sujet.
L’ide´e de construire des objets ge´ome´triques “a` la Poincare´” a` partir des relations abe´liennes pour
e´tudier les tissus de rang maximal a e´te´ reconnue comme particulie`rement inte´ressante et fertile
en ge´ome´trie des tissus. Elle a e´te´ utilise´e de nombreuses fois par des auteurs anciens et modernes,
pour e´tudier des proble`mes d’alge´bricite´ en the´orie des tissus. On peut citer les travaux de Blaschke
[Bl 33] sur l’alge´brisation des 5-tissus plans de rang 6 (qui comportaient une erreur) ou les articles
de Chern et Griffiths [CG 78], [CG 78-1] concernant l’alge´brisation des tissus de codimension 1
et de rang maximal. Citons encore les re´sultats re´cents de He´naut concernant la caracte´risation des
tissus plans de rang maximal qui sont line´arisables [He´ 93] ou d’autres portant sur l’alge´brisation
des tissus de codimension n dans C2n et de n-rang maximal [He´ 98]. Tous ces travaux prennent
l’approche ge´ome´trique de Poincare´ comme point de de´part.
Dans ce chapitre, on expose les travaux de certains ge´ome`tres italiens qui se sont inte´resse´s a`
l’e´tude des surfaces de Blaschke associe´es aux tissus exceptionnels. En suivant l’ordre de leurs
publications sur le sujet, on peut citer trois mathe´maticiens : Enrico Bompiani, Alessandro Terracini
et Piero Buzano. En s’appuyant sur une construction de 1910 de Corrado Segre (voir [Se-C 10] et
[Se-C 21]), ils se sont rendu compte que la ge´ome´trie des surfaces de Blaschke e´tait tre`s riche et
en ont entrepris l’e´tude. La construction de Segre permet d’attacher projectivement un 5-tissu (le
tissu de Segre) a` toute surface S de CP5 qui satisfait certaines hypothe`ses de non-de´ge´ne´rescence
ge´ne´riquement ve´rifie´es. Dans [Te 39] et [Te 40], Terracini a montre´ que tout 5-tissu pouvait eˆtre
re´alise´ comme tissu de Segre, avec un certain arbitraire. Par contre, la situation est comple`tement
diffe´rente pour un tissu exceptionnel W, puiqu’il s’ave`re que le tissu de Segre de la surface de
Blaschke S[W] est (e´quivalent a`) W. Ainsi, toute l’information concernant un tissu exceptionnel et
ses relations abe´liennes est en quelque sorte “contenue” dans la surface de Blaschke associe´e.
Il semble que le premier a` avoir fait le lien entre les tissus exceptionnels et les tissus de Segre des
surfaces de Blaschke associe´es soit Bompiani, bien que celui-ci attribue a` Blaschke la paternite´ de
cette de´couverte. En tout cas, c’est bien Bompiani qui a remarque´ que les surfaces de Blaschke des
5-tissus exceptionnels ve´rifient une proprie´te´ ge´ome´trique bien particulie`re, celle de porter
cinque sistemi ∞1 di linee tali che i piani tangenti alla superficie nei punti di ciascuna
di esse stanno in un CP4.(1)
(1) Cf. [Bom 37], en haut de la page 27.
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[
cinq syste`mes ∞1 de courbes telles que les plans tangents a` la surface en les points de
chacune de ces courbes sont dans un CP4.
]
(pour une de´finition pre´cise de cette proprie´te´, note´e B dans cette introduction, voir la De´finition
8.4.10). Dans [Bom 37], Bompiani montre que l’image d’un tissu exceptionnel par l’application de
Poincare´-Blaschke est le tissu de Segre de la surface de Blaschke associe´e (cf. Proposition 8.4.8 et
le corollaire qui suit). Remarquant que la surface de Blaschke du tissu de Bol satisfait l’hypothe`se
ge´ome´trique B, il pose le proble`me de montrer que c’est la seule surface de ce type.
Terracini re´pond par la ne´gative a` cette question tre`s peu de temps apre`s. Dans [Te 37], il observe
que la surface de Blaschke de B posse`de une proprie´te´ ge´ome´trique particulie`re en plus de B, celle que
... tre dei sistemi ∞1 di linee [...] fossero sistemi “conici”, ossia segati sulla superficie
ciascuno da ∞1 CP3 passanti per un piano fisso, coi tre piani vertici dei coni appartenenti
ad un medesimo iperpiano CP4.(2)[
trois des syste`mes ∞1 de courbes forment des syste`mes “coniques”, c’est-a`-dire chacun
obtenu par intersection de la surface avec ∞1 CP3 qui passent par un plan fixe, avec les
trois plans sommets de ces coˆnes inclus dans un meˆme hyperplan CP4.
]
Il entreprend alors la de´termination de toutes les surfaces ve´rifiant B et cette dernie`re proprie´te´.
Il rame`ne cela a` la re´solution d’un syste`me diffe´rentiel (non-line´aire). Il arrive a` en de´terminer
les solutions et obtient ainsi quatre parame´trisations explicites de quatre surfaces projectivement
non-e´quivalentes, qu’on note Sk (k = a, b, c, d). Bien suˆr, l’une des surfaces obtenues (disons Sa)
est la surface de Blaschke S[B ], dont le tissu de Segre est B, qui est exceptionnel.
La premie`re question qui se pose alors est celle de savoir si les tissus de Segre des surfaces Sb, Sc et
Sd (dits tissus de Terracini) sont exceptionnels ou non. Puisqu’aucune de ces surfaces n’est incluse
dans une surface de Ve´rone`se, cela revient a` savoir si leur tissu de Segre est de rang maximal, ou
pas. Il est surprenant que cette question n’ait pas e´te´ aborde´e par Terracini, ni meˆme signale´e. Ces
tissus sont uniquement e´tudie´s du point de vue de l’hexagonalite´ de leurs sous-3-tissus.
Un fait encore plus e´trange est que dans le livre [BB] qui rassemble les re´sultats significatifs sur les
tissus obtenus entre les anne´es 1927 et 1938, la question de savoir si les trois 5-tissus de Terracini
sont exceptionnels est clairement pose´e, et signale´e comme “facile” ! En effet, page 261 on peut lire :
Bei [die Fla¨sche] b), c) und d) ist noch nicht festgestellt, ob die hierzu geho¨rigen Kur-
vengewebe wirklich den Rang sechs haben, das wa¨re aber leicht nachzupru¨fen.[
Pour les surfaces b), c) et d), il n’est pas encore de´termine´ si les tissus associe´s sont
ve´ritablement de rang six, mais cela serait aise´ a` prouver.
]
Pour autant que nous le sachions, cette ve´rification n’a jamais e´te´ faite. Pire encore, cette question
n’est signale´e absolument nulle part ailleurs que dans [BB] (ou` elle apparaˆıt en bas de page et en
petits caracte`res).
(2) Cf. [Buz 39], en haut de la page 52.
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Les trois 5-tissus de Terracini admettent pour mode`les les tissus suivants :
Terr(b) = W
(
x , y , x+ y , x− y , x2 − y2
)
,
Terr(c) = W
(
x , y ,
(x+ y)2
1 + y2
,
y(x2y − 2x− y)
1 + y2
,
x2y − 2x− y
x2 − 2xy − 1
)
,
Terr(d) = W
(
x , y , x+ y ,
x
y
,
x
y
(x+ y)
)
.
On montre plus loin (section 8.4) que ces trois tissus sont bien de rang maximal. Le tissu Terr(b)
admet une base de relations abe´liennes particulie`rement simple, qu’il est facile de de´terminer, meˆme
“a` la main”. Ainsi, de`s 1937, on pouvait trouver dans la litte´rature de quoi re´pondre a` la question
de Chern au sujet de l’existence d’autres 5-tissus exceptionnels distincts de B !
Deux ans plus tard, dans [Buz 39], suivant l’approche de Terracini mais en faisant d’autres hy-
pothe`ses ge´ome´triques simplificatrices, Buzano de´termine explicitement deux surfaces posse´dant la
proprie´te´ B et dont les tissus de Segre sont e´quivalents aux deux tissus :
Buz(A) := W(x , y , x+ y , x− y , tanh(x) tanh(y) ) ,
Buz(B) := W(x , y , x+ y , x− y , exp(x) + exp(y) ) .
La question (si naturelle) de savoir si ces tissus sont bien de rang maximal n’est meˆme pas signale´e
dans l’article de Buzano. Ces deux tissus sont bien exceptionnels, comme on l’a montre´ au chapitre
6 (voir aussi la section 8.4).
Ces re´sultats des ge´ome`tres italiens dont il vient d’eˆtre question e´taient sans doute connus des
membres de l’e´cole de Hambourg, comme l’atteste la page 261 du livre [BB]. Cependant ils ont
e´te´ obtenus a` l’e´poque ou` Blaschke et ses collaborateurs se de´tournaient de l’e´tude des tissus pour
s’inte´resser a` des questions de ge´ome´trie inte´grale. Conjugue´ au de´roulement de la guerre qui suivit
peu apre`s, ce fait explique sans doute pourquoi les travaux des Italiens sont tombe´s dans l’oubli. Ils
ne sont re´fe´rence´s nulle part dans la litte´rature “moderne” portant sur les tissus, que ce soit dans
les articles de l’e´cole russe de Akivis et Goldberg, ou bien dans les travaux de Chern et Griffiths,
ou encore dans ceux plus re´cents de He´naut.
Signalons qu’avant d’avoir de´couvert cette inte´ressante litte´rature “italienne”, nous avions e´tabli
l’existence de certains tissus exceptionnels qui nous semblaient tous eˆtre “nouveaux” (voir [Pi 04],
[PT 04] ainsi que le chapitre 6). Or certains de ces tissus avaient de´ja` e´te´ conside´re´s par Terracini
et Buzano. Par des voies e´le´mentaires mais non-ge´ome´triques, nous avons (re)de´couvert les tissus
Buz(A), Buz(B) et Terr(b) et montre´ qu’ils sont exceptionnels en construisant des bases explicites
de leur espace de relations abe´liennes.
Ce chapitre contient peu de re´sultats nouveaux(3). On a voulu exposer et peut-eˆtre remettre au
gouˆt du jour la tre`s belle approche des ge´ome`tres italiens sus-cite´s pour l’e´tude ge´ome´trique des 5-
tissus plans exceptionnels. Les re´fe´rences italiennes seront rappele´es au fur et a` mesure. On signale
cependant que, dans l’ensemble, elles sont re´unies dans le traite´ de ge´ome´trie diffe´rentielle projective
[L], qui est peut-eˆtre la source la plus commode.
(3) Les seules ve´ritables nouveaute´s sont des bases explicites de relations abe´liennes, ainsi que les parame´trisations
explicites des surfaces de Blaschke qui s’en de´duisent.
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8.2. Ge´ome´trie diffe´rentielle projective des surfaces et tissu de Segre
On commence par rappeler quelques points classiques de ge´ome´trie diffe´rentielle projective. Ces
rappels sont loin d’eˆtre exhaustifs et ne servent qu’a` rendre compre´hensibles les constructions
ulte´rieures du chapitre. Pour des pre´sentations plus syste´matiques, on renvoie aux traite´s [B],
[CF], [L], ainsi qu’a` la principale re´fe´rence moderne [AG-1]. Le troisie`me chapitre de [IL] donne
e´galement une bonne introduction au formalisme moderne, avec une orientation nette vers des
questions de ge´ome´trie alge´brique projective.
En 8.2.2 et 8.2.3, on introduit la notion, due a` Corrado Segre, de direction principale en un point
d’une surface de CP5. On en donne une de´finition analytique en 8.2.2, qui, si elle ne fait pas ressortir
le pourquoi de la construction, a l’avantage de permettre une de´finition rigoureuse de ce qu’est
la multiplicite´ d’une telle direction principale. Ensuite, en 8.2.3, on fait le lien avec la de´finition
originelle de Segre, qui est de nature ge´ome´trique. On introduit alors la notion d’hyperplan principal.
Tous les objets conside´re´s ci-dessous seront suppose´s holomorphes. Ainsi, par “immersion”, il faudra
comprendre “immersion holomorphe”, par “plongement”, “plongement holomorphe”, etc.
La projection canonique Cn+1\ {0} → CPn sera toujours note´e pi.
La grassmannienne des hyperplans d’un espace projectif PV de dimension n a, elle aussi, la structure
d’un espace projectif a` n dimensions et sera note´e PV ∗. On a un isomorphisme canonique (PV ∗)∗ '
PV : c’est le phe´nome`ne de “dualite´ projective”, dont il sera constamment fait usage dans ce
chapitre. Si L est un sous-espace projectif de PV , de dimension k < n, on note L∗ l’ensemble des
hyperplans qui le contiennent. C’est un sous-espace projectif de PV ∗, de dimension n− k − 1.
Si Z est un vecteur non-nul de C6, il de´finit un point de CP5 que l’on note encore Z. Nous dirons
que les coordonne´es de Z sont des coordonne´es homoge`nes pour Z vu comme point de CP5. Pour
Z1, . . . , Zp ∈ CP5, le plus petit sous-espace projectif contenant les Zi sera note´ Z1 . . . Zp. On dit
que c’est l’espace (projectif) engendre´ par les Zi.
Si z0, . . . , z5 (resp. h0, . . . , h5) sont des coordonne´es homoge`nes d’un point Z ∈ CP5
(
resp. d’un
hyperplan H ∈ (CP5)∗), on note :
Z.H = z0 h0 + · · · + z5 h5 .
Ce scalaire n’a pas de signification du point de vue projectif, sauf s’il est nul : cela signifie alors que
Z ∈ H (ou de fac¸on e´quivalente, que H ∈ Z, en conside´rant Z comme un hyperplan de (CP5)∗).
8.2.1. Surfaces projectives. — On commence par rappeler des ge´ne´ralite´s.
De´finition 8.2.1. — Une surface (analytique complexe) S dans un espace projectif CP5 est
l’image d’une varie´te´ complexe connexe S de dimension 2 par une immersion f : S → CP5.
Une surface S = f(S) ⊂ CP5 est dite non-de´ge´ne´re´e si elle n’est pas incluse dans un hyperplan.
Un point p ∈ S est dit re´gulier s’il existe un voisinage U de p tel que S ∩ U soit une sous-varie´te´
lisse. Un point de S qui n’est pas re´gulier est dit singulier. L’ensemble des points singuliers de
S est un sous-ensemble analytique de codimension plus grande que 1 dans S, note´ sing(S). Son
comple´mentaire forme la partie re´gulie`re de S, note´e reg(S). La surface est dite lisse ou re´gulie`re
si son ensemble singulier est vide, i.e. si tous ses points sont re´guliers.
Si S est une suface, on note [S]p le germe de surface de´fini par S au voisinage d’un point p ∈ S.
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On donne maintenant un exemple classique de surface qui va jouer un roˆle important dans la suite.
Exemple 1. — Conside´rons l’application v2 : CP2 → CP5, de´finie en coordonne´es homoge`nes par[
x0 : x1 : x2
] 7−→ [x0 : x1 : x2 : x0x1 : x0x2 : x1x2 ] .
L’image de CP2 par v2 est une surface alge´brique lisse, note´e V2. Par de´finition, une surface de
Ve´rone`se dans CP5 est l’image de V2 par une homographie projective.
Pour une de´finition plus intrinse`que, voir [IL], page 85.
De´finition 8.2.2. — Une surface S ⊂ CP5 est dite re´gle´e, s’il existe une courbe C sur S telle que
– en chaque point p de C passe un segment de droite(4) L(p) inclus dans S ;
– S est la re´union des L(p).
Si L(p) est inclus dans la droite tangente a` C en chaque p ∈ C, la surface est dite de´veloppable.
PSfrag replacements
C
p
L(p)
S
Figure 1. Une surface re´gle´e.
On va s’inte´resser aux proprie´te´s des surfaces de CP5 qui sont invariantes par transformations
projectives. On de´finit maintenant l’e´quivalence projective de deux surfaces :
De´finition 8.2.3. — Soient S1 et S2 deux surfaces dans CP5. Elles sont dites projectivement
e´quivalentes s’il existe une application projective g ∈ PGL6(C) telle que g(S1) = S2.
La notion d’e´quivalence projective de deux germes de surfaces s’en de´duit sans ambigu¨ıte´.
Notations : on note S(CP5) ou plus simplement S5 l’espace des germes de surfaces re´gulie`res
non-de´ge´ne´re´es immerge´es dans CP5 :
S(CP5) :=
{
S = F (C2, 0 ) ∣∣ F : (C2, 0) → CP5 , dF (0) est de rang 2, S est non-de´ge´ne´re´e } .
Le groupe projectif PGL6(C) agit de fac¸on naturelle sur cet espace :
PGL6(C)× S5 // S5(
g , S )  // g (S) .
On note S5 l’espace des orbites pour cette action. Il est clair que deux germes de surfaces sont
congruents si et seulement s’ils sont dans la meˆme orbite sous PGL6(C) : S
5 est l’espace des classes
d’e´quivalence projective de germes de surfaces re´gulie`res non-de´ge´ne´re´es dans CP5.
(4) On de´finit un segment de droite comme un domaine d’une droite projective incluse dans CP5.
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Soit S ⊂ CP5 un germe re´gulier de surface en p. Il existe un germe de plongement P : (C2, 0) ↪→ CP5
avec P (0) = p tel que la classe de son image soit S. En coordonne´es homoge`nes, on a
P (u, v) =
[
x0(u, v) : x1(u, v) : . . . : x5(u, v)
]
,
ou` les fonctions (u, v) 7→ xi(u, v) sont des germes de fonctions holomorphes en (C2, 0).
Un autre germe de plongement P̂ = [x̂0 : . . . : x̂5] de´finit le meˆme germe de surface que P
si et seulement s’il existe un germe de biholomorphisme φ ∈ Diff(C2, 0) et un germe de fonction
holomorphe λ ∈ O(C, 0) ne s’annulant pas en l’origine tels que xk = λ×(x̂k◦φ) (pour k = 0, . . . , 5).
On remarquera qu’une parame´trisation P d’un germe de surface, donne´e en coordonne´es homoge`nes,
correspond au choix d’un rele`vement P : (C2, 0) → C6−{0} de P relativement a` la projection
canonique pi : C6−{0} → CP5. On identifiera dore´navant la donne´e d’une parame´trisation en
coordonne´es homoge`nes avec le rele`vement a` Cn+1 qu’elle de´finit.
A` l’aide de la notion de parame´trisation en coordonne´es homoge`nes, on de´finit maintenant le k-ie`me
plan osculateur a` une surface S ⊂ CP5. Pour une pre´sentation plus intrinse`que, on renvoie a` la
section 2.3 de [AG-1]. Puisqu’il s’agit de notions locales, on travaillera avec des germes de surfaces.
Soit P : (C2, 0) → CP5 une parame´trisation d’un germe de surface S, donne´ en coordonne´es
homoge`nes par P = [x0 : . . . : x5]. On pose p = P (0). Pour k ≥ 1, notons O(P, k) le sous espace-
vectoriel de C6 engendre´ par les de´rive´es partielles ∂P/∂ui∂vj(0) avec i+ j ≤ k :
O(P, k) := VectC
〈{
∂P (0)
∂ui∂vj
∣∣∣∣ i+ j ≤ k }〉 ⊂ C6 .
On montre facilement que si P̂ est une autre parame´trisation de S en p alors O(P, k) = O(P̂ , k).
Ainsi l’espace O(P, k) ne de´pend pas de P mais uniquement du germe de surface S qu’il de´finit.
Avec ces notations, on peut poser la
De´finition 8.2.4. — Pour k ≥ 1, le k-ie`me plan osculateur a` S en p, note´ O(S)kp (ou Okp quand
aucune confusion n’est possible), est l’image par la projection pi de l’espace O(P, k).
La remarque qui pre´ce`de cette de´finition montre que celle-ci est bien rigoureuse (elle ne de´pend pas
de la parame´trisation P mais seulement de la surface S au voisinage de p). Cette notion de k-ie`me
plan osculateur se ge´ne´ralise aux sous-varie´te´s projectives de dimension arbitraire.
Remarques : 1. on peut donner une de´finition purement ge´ome´trique du k-ie`me plan osculateur en
un point re´gulier p d’une sous-varie´te´ V immerge´e dans CPn : si cette sous-varie´te´ est une courbe,
le k-ie`me plan osculateur a` V en p est de´fini comme e´tant la limite (qui existe et est unique, dans
une grassmannienne convenable) des sous-espaces projectifs q0 . . . qk engendre´s par k + 1 points
distincts ge´ne´riques q0, . . . , qk de la courbe lorsque les qi tendent vers p. Si V est de dimension
quelconque, le plan osculateur O(V )kp sera de´fini comme e´tant le plus petit sous-espace projectif de
CPn contenant tous les k-plans osculateurs en p aux courbes trace´es sur V passant par p.
2. e´tant donne´ un point re´gulier p d’une surface S ⊂ CP5, on a O0p = {p}. Le premier plan osculateur
non trivial O1p peut eˆtre conside´re´ comme la projectivisation du plan tangent en p a` [S]p vu comme
germe de surface dans tout espace affine inclus dans CP5. Il est donc de dimension 2.
3. il est clair que pour tout k ≥ 0, on a O(S)kp ⊂ O(S)k+1p . Les plans osculateurs en un point d’une
surface forment une suite croissante de sous-espaces projectifs (pour l’inclusion). Pour des raisons
de dimension, cette suite se stabilise. On note O(S)p ou plus simplement Op la re´union des espaces
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osculateurs a` S en p. En ge´ne´ral, on a Op = CP5, mais il arrive que cela ne soit pas le cas.
Conside´rons un germe de surface S dans CP5, image d’un plongement P : (C2, 0) → CP5. Supposons
que la dimension d du deuxie`me plan osculateur a` S soit constante dans un voisinage de p. Il est
clair que 2 ≤ d ≤ 5, le cas d = 5 correspondant au cas ge´ne´rique. Si d < 5, alors on est dans l’un
des cas suivants :
Proposition 8.2.5. — Avec les notations pre´ce´dentes, si d = 2, le germe conside´re´ est inclus
dans un sous-espace CP2 de CP5. C’est donc un morceau de 2-plan projectif. Si d = 3, alors S est
un germe de surface de´veloppable s’il n’est pas de´ge´ne´re´. Dans le cas contraire, le 2-plan osculateur
O2q est fixe (il ne de´pend pas de q) et la surface S est incluse dedans.
Pour des preuves, voir [AG-1], section 2.5. Les surfaces pour lesquelles d = 4 sont appele´es sur-
faces F. La de´finition suivante n’est pas classique mais nous sera utile :
De´finition 8.2.6. — Une surface re´gulie`re non-de´ge´ne´re´e S ⊂ CP5 est dite ge´ne´rale si son 2-plan
osculateur est de dimension maximale 5 en tout point ge´ne´rique.
On introduit l’ensemble des surfaces ge´ne´rales dans CP5
GS5 :=
{S ∈ S5 ∣∣ S est ge´ne´rale }
et on note GS5 l’espace des classes d’e´quivalence projective des surfaces de ce type.
8.2.1.1. Liens avec la the´orie des syste`mes diffe´rentiels line´aires homoge`nes. — On explique main-
tenant le lien e´troit qui existe entre l’e´tude des surfaces de CP5, modulo e´quivalence projective, et
celle de certains syste`mes diffe´rentiels line´aires homoge`nes. L’approche dont il est question est tre`s
classique et se ge´ne´ralise. On renvoie aux livres cite´s plus haut ainsi qu’aux articles [Se-B 63] et
[MSY 93] pour des expose´s plus syste´matiques.
Le formalisme qui va eˆtre introduit ci-dessous sera utilise´ en 8.4.2 pour caracte´riser certaines surfaces
susceptibles d’eˆtre attache´es aux 5-tissus exceptionnels, ce qui justifie qu’on le de´crive rapidement.
Soit P : U ⊂ CP2 → CP5, un plongement de´fini sur un voisinage simplement connexe de l’origine
dans C2, tel que son image soit une surface ge´ne´rale re´gulie`re. Supposons que P soit donne´ en
coordonne´es homoge`nes par P = x = [x0 : . . . : x5]. On prend les notations suivantes : dans tout ce
qui suit, a, b, i et j de´signent des entiers naturels et (u, v) est toujours un e´le´ment de U . On note
xij(u, v) le vecteur de C6 (ou indiffe´remment le point de CP5 qu’il de´finit, s’il n’est pas nul) dont
les coordonne´es sont les de´rive´es partielles ∂ xk(u, v)/∂u
i∂vj avec k = 0, . . . , 5.
L’hypothe`se que S est ge´ne´rale implique qu’en tout (u, v), les vecteurs xij(u, v) pour i+ j ≤ 2 en-
gendrent line´airement C6. On en de´duit que pour tout (u, v), les quatre de´rive´es partielles d’ordre 3
en (u, v) du vecteur x peuvent s’exprimer comme combinaison line´aire des xij(u, v) (avec i+j ≤ 2).
Ainsi, il existe des fonctions C ijab (pour a+ b = 3 et i+ j ≤ 2) telles que sur U , on ait :
xab =
2∑
k=0
∑
i+j=k
Cijab xij ( a, b ≥ 0, a+ b = 3) .
A` la parame´trisation en coordonne´es homoge`nes x, on peut donc associer le syste`me line´aire ho-
moge`ne d’e´quations aux de´rive´es partielles en deux variables et d’inconnue une fonction scalaire
S
[
C
]
: xab =
2∑
k=0
∑
i+j=k
Cijab xij ( a, b ≥ 0, a+ b = 3) .
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Inversement, e´tant donne´ un ensemble C de 24 germes de fonctions C ijab (avec a+ b = 3 et i+ j ≤ 2),
on peut conside´rer le syste`me line´aire homoge`ne S
[C]. Par de´finition, le rang r d’un tel syste`me est
le nombre de germes (C2, 0) → C line´airement inde´pendants (sur C) qui en sont solutions.
On peut e´crire un tel syste`me sous la forme matricielle dX = M
[C]X avec
X =

x
x10
x01
x20
x11
x02

et M
[ C ] =

0 du dv 0 0 0
0 0 0 du dv 0
0 0 0 0 du dv
M41 M42 . . . · · · M46
...
...
...
M61 · · · · · · · · · · · · M66

,
ou` les coefficients Muv sont des 1-formes qui s’expriment de fac¸on simple (mais un peu longue a`
e´crire) en les Cijab. Avec ce formalisme, il est clair que le rang d’un syste`me S
[C] est au plus 6 et
que cette borne est atteinte si et seulement si est ve´rifie´e la condition d’inte´grabilite´ :
dM
[C]+M[C] ∧M[C] = 0 .
On notera GS l’ensemble des 24-uplets C d’e´le´ments de O(C2, 0) qui satisfont cette condition. Les
syste`mes S
[C] de rang maximal 6 seront note´s GS[C]. Les parame´trisations des surfaces ge´ne´rales
de CP5 satisfont des syste`mes de ce type, ce qui explique la terminologie : le G de GS valant pour
“ge´ne´rale” et S pour “syste`me”.
Inversement, si u0, u1, . . . , u5 est une famille line´airement inde´pendante de solutions en (C2, 0) d’un
syste`me GS[C], alors [u0 : u1 : · · · : u5] : (C2, 0) → CP5 de´finit un germe de parame´trisation
d’une surface ge´ne´rale S dans CP5. Il est aise´ de voir que si v0, v1, . . . , v5 est une autre famille
line´airement inde´pendante de solutions, la surface associe´e est projectivement e´quivalente a` S. La
classe d’e´quivalence projective de surface ainsi de´finie sera note´e S [ C ]. On a donc une application
Sol : GS −→ GS5 : C 7−→ S [ C ] .
Sur GS, on peut de´finir une relation d’e´quivalence note´e ≈ de la fac¸on suivante :
C ≈ C ssi
∃φ ∈ Diff(C2, 0), ∃λ : (C2, 0) → C?
t.q. λ× (x ◦ φ) est solution de GS[C]
ssi x est solution de GS
[C].
On notera GS le quotient de GS par cette relation d’e´quivalence. L’application Sol de´finie ci-dessus
passe au quotient et donne une bijection
Sol : GS
∼−→ GS5 .
On a ainsi explicite´ le lien entre l’e´tude projective des surfaces ge´ne´rales de CP5 et celle des syste`mes
diffe´rentiels du type GS[C], modulo ≈.
8.2.2. Directions principales de Segre I. — On va donner une de´finition de la notion (due
a` Corrado Segre) de direction principale en un point re´gulier d’une surface ge´ne´rale de CP5. L’ap-
proche originelle de Segre dans [Se-C 21] est tre`s ge´ome´trique mais n’est pas tre`s rigoureuse. C’est
pourquoi nous allons commencer par donner une de´finition analytique de cette notion de direction
principale, de´finition qui a l’avantage d’eˆtre bien formalise´e.(5) Cependant, parce que ce point de
(5) Pour des de´finitions analytiques e´quivalentes, mais qui utilisent la me´thode du repe`re mobile, voir par exemple
[Pa 38-2] ou la re´fe´rence plus moderne [Sa 90].
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vue ne fait pas apparaˆıtre la ge´ome´trie sous-jacente, on expose ensuite la de´finition originelle des
directions principales, avec le point de vue ge´ome´trique de Segre.
Dans ce qui suit, S de´signe une surface non-de´ge´ne´re´e ge´ne´rale et re´gulie`re de CP5 et
x : (u, v) 7→ [x0(u, v) : . . . : x5(u, v) ]
en est une parame´trisation en coordonne´es homoge`nes de´finie sur un voisinage ouvert U de l’origine
dans C2. Quitte a` restreindre U , on peut supposer que x est un plongement. On note alors p := x(0).
Rappel : soit V un C-espace vectoriel de dimension n ≥ 2. Alors pour k ≥ 0, on note Sk V ∗ l’espace
des formes k-line´aires syme´triques sur V . La somme directe S V ∗ :=
⊕
k≥0 S
k V ∗ est une C-alge`bre
pour le produit. On identifie souvent Sk V ∗ a` l’espace des polynoˆmes homoge`nes de degre´ k sur V .
A` tout fibre´ F de C-espaces vectoriels sur une varie´te´ M , on peut associer de fac¸on naturelle le
fibre´ SkF sur M , de fibre SkF (z) en z ∈M .
En se souvenant que la parame´trisation x peut eˆtre vue comme une application de U dans C6, on
de´finit une section du fibre´ S5 T∗U en posant :
Fx :=
∣∣∣∣x , xu , xv , xuu du+ xuv dv , xuv du+ xvv dv , ··
· ·xuuu du3 + 3xuvv du dv2 + xvvv dv3
∣∣∣∣
ou` | · | de´signe le de´terminant pris dans M6 (S T∗U).
Bien suˆr, cette forme de´pend de la parame´trisation x. Pour pouvoir lui associer un objet qui ne
de´pend que de la surface S, il faut connaˆıtre les de´pendances de Fx par rapport aux transformations
permises sur la parame´trisation x. Celles-ci sont donne´es par la proprie´te´ suivante, qui se de´montre
sans difficulte´ par des calculs directs un peu fastidieux que l’on ne de´taillera pas.
Proposition 8.2.7. — La forme Fx posse`de les proprie´te´s suivantes :
1. pour tout λ ∈ O1 tel que λ(0) 6= 0, on a (dans un voisinage de l’origine) :
Fλ.x = λ
6 × Fx ;
2. pour tout φ ∈ Diff(C2, 0), il existe un germe γ non nul en l’origine, s’exprimant a` partir des
de´rive´es partielles des composantes de φ, tel que dans un voisinage de l’origine, on ait :
Fx◦φ = γ × φ∗ (Fx) ;
3. pour tout g ∈ GL6(C), on a :
Fg◦x = det(g) × Fx .
Les points 1. et 2. de cette proposition montrent que le fait que la forme Fx soit nulle en l’origine
est une proprie´te´ de la surface S. Supposons que cela ne soit pas le cas. Alors, encore des points
1. et 2, on de´duit que la classe de x∗ (Fx) dans P
(
S5 T∗p S
)
est canoniquement attache´e au germe
de´fini par S au voisinage de p. On le note FpS (ou Fp si aucune ambigu¨ıte´ n’est possible). Du point
3, il de´coule que c’est un invariant projectif de S : pour tout g ∈ PGL6(C) on a
g∗
(
FpS
)
= Fg(p)g(S) .
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Si FpS est bien de´fini en tout point ge´ne´rique p de S, on a donc attache´ projectivement a` S une
section du fibre´ P(S5 T∗S) (de´finie sur un ouvert dense), que l’on note FS . Le cas ou` la forme FpS
n’est de´finie en aucun point de S est bien compris et caracte´rise les surfaces de Ve´rone`se d’apre`s la
Proposition 8.2.8. — Les assertions suivantes sont e´quivalentes :
1. la surface S est incluse dans une surface de Ve´rone`se ;
2. pour toute parame´trisation x de S, on a Fx ≡ 0 ;
3. pour au moins une parame´trisation x de S, on a Fx ≡ 0.
De la Proposition 8.2.7 de´coule imme´diatement l’e´quivalence de 2. et 3. L’implication 1. ⇒ 2. est
facile et se montre directement par le calcul. La seule implication difficile est 2. ⇒ 1. Elle est due
a` Segre (voir [Se-C 21] partie II, ainsi que [Bom 37]).
On suppose dore´navant que la surface S n’est pas incluse dans une surface de Ve´rone`se. Quitte a`
se restreindre a` un ouvert dense, on suppose aussi que la forme FS est globalement de´finie et ne
s’annule pas sur S.
Pour tout p ∈ S, on peut voir Fp comme une application polynomiale non-nulle sur P(T∗p S), de
degre´ 5. On peut donc lui associer un diviseur effectif de degre´ 5, que l’on note DpS .
De´finition 8.2.9. — Le diviseur DpS est le diviseur de Segre de S en p.
Au vu des re´sultats pre´ce´dents, celui-ci ne de´pend que de Fp et donc est projectivement attache´ au
germe [S]p. En se rappelant que DpS est une somme formelle de cinq points de P(T∗p S) et que cet
espace projectif s’identifie canoniquement avec P(Tp S)∗, on peut poser la de´finition suivante :
De´finition 8.2.10. — Un point L dans le support de DpS (i.e. une droite passant par l’origine
dans Tp S) est une direction principale ou une direction de Segre a` S en p. La multiplicite´ de L est
sa multiplicite´ comme point du support de DpS .
En d’autres termes, en tout point p de S, on a donne´ une de´finition de 5 directions (compte´es avec
multiplicite´) tangentes a` S en p, qui lui sont projectivement attache´es. Il est possible que plusieurs
de ces directions co¨ıncident ponctuellement ou meˆme globalement sur S.
On peut poser la
De´finition 8.2.11. — Une courbe principale (ou encore une courbe de Segre) sur S est une courbe
dont la tangente en chacun de ses points est une direction principale de S.
Remarque : puisque la notion de direction principale est une notion projective, il en va de meˆme
pour les courbes de Segre : l’image d’une courbe principale d’une surface S par une transformation
projective g est une courbe principale de g(S).
Sous l’hypothe`se que FS est bien de´finie en tout point de S, les directions principales forment cinq
distributions holomorphes de directions sur S, qui sont inte´grables car de dimension 1. Les courbes
inte´grales d’une de ces distributions vont donc former un feuilletage en courbe holomorphe sur S.
Pour une surface S ge´ne´rique, les courbes de Segre vont s’intersecter transversalement en un point
ge´ne´rique. Dans cette situation, on pose la
De´finition 8.2.12. — Le tissu de Segre sur S est le 5-tissu dont les feuilles sont les courbes
principales de S. On le notera W[S ].
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De la remarque pre´ce´dente, il vient que, quand il est bien de´fini, W
[S ] est projectivement attache´
a` S : si g est une transformation projective, on a
g∗
(
W
[S] ) = W[ g(S) ] .
Si deux champs de directions principales co¨ıncident sur S on dira que son tissu de Segre est de´ge´ne´re´.
8.2.3. Directions principales de Segre II. — On va maintenant donner une de´finition des
directions principales en un point re´gulier d’une surface ge´ne´rale de CP5 suivant l’approche originelle
de Segre (voir [Se-C 21]).
On commence par faire quelques rappels concernant les singularite´s des courbes planes.
Soit f un e´le´ment re´duit non-constant de O2. Il de´finit un germe re´duit de courbe note´ C en l’origine.
On note f [k] la composante homoge`ne de degre´ k de f . L’origine est une singularite´ de multiplicite´
m pour C si f [k] = 0 pour k < m et f [m] 6= 0.
L’origine est un point double pour C si c’est une singularite´ de multiplicite´ 2. On suppose a` partir
de maintenant que l’on est dans cette situation : on a f [0] = f [1] = 0 et f [2] 6= 0. On montre que,
quitte a` faire un changement de coordonne´es holomorphes en (C2, 0), on peut supposer que f est
sous forme normale f = x2 + yn+1 avec n > 0. L’entier n est un invariant analytique de C. Dans ce
cas, on dit que l’origine est une singularite´ de type An pour C.
On dit encore qu’une singularite´ de multiplicite´ 2 et de type A1 est une singularite´ double ordinaire.
Les germes de courbes de ce type sont forme´s de deux germes de courbes re´guliers qui s’intersectent
transversalement en l’origine.
 
Figure 2. Une singularite´ double ordinaire.
Nous dirons qu’un cusp est un germe avec une singularite´ double de type An avec n ≥ 2. Notons
qu’un cusp de´finit une unique direction tangente en l’origine. Ce fait caracte´rise les cusps parmi les
germes a` singularite´ double.

 
Figure 3. Un cusp de type A2.
Nous appellerons tacnode un germe de courbe avec une singularite´ double de type Am avec m ≥ 3.
En particulier, une tacnode est un cusp. Par exemple, un germe forme´ de deux germes re´guliers
tangents est une tacnode.
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 
Figure 4. Une tacnode de type A3.
Remarque : les notions de cusp et de tacnode qui viennent d’eˆtre introduites ne correspondent
pas aux notions classiques. Nous les utilisons pour coller a` la terminologie utilise´e par C. Segre.
On a le
Lemme 8.2.13. — Soit f [2] = ax2 + 2bxy + cy2 6= 0 la composante homoge`ne de degre´ 2 d’un
germe f ∈ O2 avec une singularite´ double en l’origine. Les assertions suivantes sont e´quivalentes :
1. le germe de courbe de´fini par f est un cusp ;
2. le discriminant b2 − ac est nul ;
3. f [2] est de la forme f [2] = γ (αx+ βy)2 ;
4. il existe (ζ, η) ∈ C2 non-nul, solution des e´quations ∂f [2]∂x (ζ, η) = et ∂f [2]∂y (ζ, η) = 0 .
Dans le cas ou` ces assertions sont ve´rifie´es, la direction tangente au cusp en l’origine est ζ ∂x +η ∂y
ou` (ζ, η) est une solution non-nulle des e´quations mentionne´es en 4.
En utilisant les meˆmes notations, on e´tablit facilement le
Lemme 8.2.14. — Soit f ∈ O2 un cusp en l’origine de direction cuspidale tangente engendre´e
par η ∂x + ζ ∂y. Ce cusp est une tacnode si et seulement si l’e´quation suivante est ve´rifie´e :
f [3](η, ζ) = 0.
Ces rappels faits, on va de´finir “a` la Segre” les directions principales en un point re´gulier p d’une
surface ge´ne´rale re´gulie`re et non-de´ge´ne´re´e. Dans ce qui suit, S de´signe telle une surface de CP5 et
x =
[
x0 : . . . : x5
]
en sera une parame´trisation en coordonne´es homoge`nes sur un ouvert U ⊂ C2. On suppose que
0 ∈ U et que U est assez petit pour que x soit un plongement. On note alors p := x(0) ∈ reg(S).
Soit H un hyperplan de CP5 passant par p. La surface S e´tant suppose´e non-de´ge´ne´re´e, son inter-
section avec H de´finit un germe de courbe analytique en p. On le note CS(p,H) ou plus simplement
C(p,H). Pour discuter des diffe´rentes formes qu’il est susceptible de prendre, on va le “rapatrier”
en (C2, 0), via la parame´trisation x.
En conside´rant x comme application a` valeur dans C6, son de´veloppement en se´rie en 0 s’e´crit :
x(u, v) =
∑
κ,`≥0
xκ`
uκv`
κ!`!
(
avec xκ` :=
∂x(0)
∂κu∂
`
v
∈ C6 pour κ, ` ≥ 0) .
Pour un choix [H0 : . . . : H5] de coordonne´es homoge`nes pour H, l’image inverse x
∗C(p,H) de
C(p,H) par x est le germe de courbe en (C2, 0) d’e´quation
qHx (u, v) :=
∑
κ,`≥0
(
H .xκ`
) uκv`
κ!`!
= 0 .
Si x˜ de´signe la parame´trisation en coordonne´es homoge`nes de S obtenue en multipliant les coor-
donne´es de x par une meˆme fonction holomorphe ne s’annulant pas en l’origine, il est clair que
x˜∗C(p,H) va co¨ıncider avec x∗C(p,H). Mais puisque x ◦ φ est encore une parame´trisation de S en
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p quand φ est un germe de biholomorphisme, le germe x∗C(p,H) ne de´pend pas uniquement du
germe [S]p mais e´galement de x. Pour obtenir un objet bien de´fini a` partir de S (et de H), il faut
conside´rer la classe du germe x∗C(p,H) modulo Diff(C2, 0). On la note C(p,H).
Pour H ge´ne´rique, cette classe de germe de courbe (plus succinctement, ce germe de courbe) est
re´gulier (en l’origine). En fait on a l’e´quivalence :
Lemme 8.2.15. — Le germe C(p,H) est singulier (en p) si et seulement si H contient le plan
tangent a` S en p, si et seulement si qHx [1] ≡ 0 pour une (et alors pour toutes) parame´trisation(s) x.
On a besoin des notations suivantes :
Notation : soit P k ⊂ CPn un sous-espace projectif de dimension k ≤ n. On note P[P k] le syste`me
line´aire des hyperplans de CPn qui contiennent P k. C’est un espace projectif de dimension n−k−1.
On note PS(p) ou plus simplement P(p) le syste`me line´aire P
[
O(S)1p
]
. C’est un espace projectif de
dimension 2. On remarquera que
(
(H,x20), (H,x11), (H,x02)
)
de´finit un syste`me de coordonne´es
homoge`nes sur cet espace projectif.
A` partir de maintenant, H de´signe un hyperplan e´le´ment de P(p) et on a donc qHx [1] ≡ 0.
Puisque S a e´te´ suppose´e ge´ne´rale, la forme quadratique q[2]Hx n’est pas nulle. Le germe C(p,H)(
resp. x∗C(p,H)
)
admet donc une singularite´ double en p (resp. en l’origine). Pour H ge´ne´rique(
dans P(p)), C(p,H) est une singularite´ double ordinaire. Plus pre´cise´ment, le Lemme 8.2.13
implique que c’est un cusp si et seulement si c’est un e´le´ment de la conique de Del Pezzo de´finie par
CdP (S, p) := {H ∈ P(p) ∣∣ (H, x11)2 − (H, x20) (H, x02 ) = 0 } .
La conique de Del Pezzo a` S en p est forme´e des hyperplans contenant le 1-plan osculateur O1p dont
l’intersection avec S est un cusp. Elle est projectivement attache´e a` S : elle ne de´pend que de [S]p
et pour toute transformation projective g, on a :
g
(
CdP (S, p) ) = CdP ( g(S) , g(p)) .
Supposons que S n’est pas une surface de Ve´rone`se et que FS est bien de´finie en p. Alors on a la
Proposition 8.2.16 (Segre). — Il existe 5 hyperplans H 1, . . . ,H5 dans la conique de Del
Pezzo(6) tels que chaque germe C(p,Hk) est une tacnode en p. Si Lk est la direction cuspidale
tangente de´finie par C(p,Hk), alors les Li (i = 1, .., 5) sont les cinq directions principales de S en p.
De´monstration : soit x : (u, v) 7→ [xi(u, v)]5i=0 une parame´trisation en coordonne´es homoge`nes
de S de´finie au voisinage de l’origine, telle que x(0) = p. Soient [H0 : . . . : H5 ] des coordonne´es
homoge`nes d’un hyperplan principal H.
Puisque C(p,H) est suppose´ eˆtre une tacnode, les lemmes 8.2.13 et 8.2.14 impliquent que :
1. qHx [0] ≡ qHx [1] ≡ 0 et qHx [2] 6≡ 0 ;
2. il existe (ζ, η) ∈ C2 non nul, solution des e´quations
∂u
(
qHx [2]
)
(ζ, η) = ∂v
(
qHx [2]
)
(ζ, η) = 0 et qHx [3](ζ, η) = 0 .
(6) Il faudrait rajouter “compte´s avec multiplicite´ ”.
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De par la de´finition de qHx , ces relations sont e´quivalentes aux suivantes :
x00.H = x10.H = x01.H = 0
()
(
x20.H
)
ζ +
(
x11.H
)
η =
(
x11.H
)
ζ +
(
x02.H
)
η = 0(
x30.H
)
ζ3 + 3
(
x21.H
)
ζ2η + 3
(
x12.H
)
ζη2 +
(
x03.H
)
η3 = 0.
On peut les e´crire sous la forme matricielle :(
x00 , x10 , x01 , ζ x20 + η x11 , ζ x11 + η x02 , x30 ζ
3 + 3x21 ζ
2η + 3x12 ζη
2 + x03 η
3
)
H = 0
(ou` x00, x10, . . . , et H sont conside´re´s comme des vecteurs colonnes). Puisque les Hi ne sont pas
tous nuls (ce sont des coordonne´es homoge`nes de l’hyperplan H), on en de´duit que la matrice
ci-dessus est singulie`re et donc de de´terminant nul. On a :∣∣∣∣x00 , x10 , x01 , ζ x20 + η x11 , ζ x11 + η x02 , x30 ζ3 + 3x21 ζ2η + 3x12 ζη2 + x03 η3 ∣∣∣∣ = 0 .
Par la de´finition de Fx(0), cette dernie`re relation s’e´crit aussi :
Fx(0)
(
ζ ∂u + η ∂v
)
= 0 .
On en de´duit que la direction C
(
ζ ∂u + η ∂v
)
qui est la direction cuspidale de´finie par C(p,H) est
bien une direction principale a` S en p.
D’autre part, des relations (), on de´duit que H est engendre´ par les points
x00 , x10 , x01 , x20 ζ + x11 η et x11 ζ + x02 η .
La correspondance entre les hyperplans de la proposition et les directions principales est donc
bijective, ce qui termine la preuve de la proposition. 
Il est donc naturel de poser la
De´finition 8.2.17. — Les hyperplans donne´s par la Proposition 8.2.16 sont les hyperplans prin-
cipaux ou encore les hyperplans de Segre a` S en p.
Notre de´finition des directions principales donne´es en 8.2.2 est analytique, contrairement a` celle
de Segre qui est de nature plus ge´ome´trique. Chacune de ces approches posse`de des avantages et
des inconve´nients : avec le formalisme pris pour poser la De´finition 8.2.10, la notion de multiplicite´
d’une direction principale est rigoureusement de´finie alors qu’elle n’est pas claire a priori avec
l’approche de Segre. D’un autre coˆte´, la de´finition “a` la Segre” des directions principales ne´cessite
d’introduire la notion d’hyperplan principal qui va donner toute sa richesse a` ces objets pour l’e´tude
ge´ome´trique des 5-tissus exceptionnels.
8.3. Ge´ome´trisation des 5-tissus exceptionnels
Dans cette section, on explique comment associer a` un 5-tissu de rang maximal une parame´trisation
d’un germe de surface dans CP5. Cette construction est assez classique. Elle est fortement inspire´e
de la “preuve” de nature ge´ome´trique du the´ore`me de Lie 4.4.4 donne´e par Poincare´ dans [Po 01].
Cette preuve est esquisse´e en 8.3.1 ci-dessous. Elle sert d’introduction aux constructions faites dans
le paragraphe 8.3.2 qui concernent les 5-tissus plans de rang maximal.
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8.3.1. Le the´ore`me de Lie-Poincare´ : alge´brisation des 4-tissus de rang maximal. — On
donne maintenant une preuve succincte du the´ore`me suivant, qui a juste e´te´ e´nonce´ au chapitre 4 :
The´ore`me 8.3.1. — Un 4-tissu W(4) de rang maximal 3 est (e´quivalent a` un tissu) alge´brique.
De´monstration abre´ge´e : avec l’approche de Poincare´, la preuve se rame`ne au fait que, sous
les hypothe`ses du the´ore`me, on peut line´ariser W(4). On pourra alors conclure en appliquant le
the´ore`me de Blaschke et Howe. SoitW(4) un 4-tissu de rang maximal sur un voisinage Ω de l’origine
dans C2. Quitte a` restreindre Ω, on peut trouver quatre fonctions holomorphes U1, U2, U3 et U4 sur
Ω qui sont des inte´grales premie`res pour les feuilletages du tissu : W(4) = W(U1, . . . , U4). Puisque
W(4) est de rang maximal e´gal a` 3, on peut conside´rer trois relations abe´liennes line´airement
inde´pendantes :
(?σ) F σ1 (U1) dU1 + F
σ
2 (U2) dU2 + F
σ
3 (U3) dU3 + F
σ
4 (U4) dU4 = 0 (σ = 1, 2, 3) .
L’ide´e de Poincare´ consiste a` utiliser ces relations abe´liennes pour “ge´ome´triser” le tissu.
On conside`re les quatre applications
Zi :=
[
F 1i (Ui) : F
2
i (Ui) : F
3
i (Ui)
]
: Ω −→ CP2 (i = 1, . . . , 4) .
Par construction, Zi est constante le long des lignes de niveau de Ui et donc son image, note´e Ci,
est une courbe dans CP2. Les relations (?σ) impliquent que pour tout ω ∈ Ω les points Zi(ω) sont
sur une meˆme droite, que l’on note P1ω. On peut donc conside´rer l’application dite “de Poincare´”
P : Ω //
(
CP2
)∗
ω  // P1ω .
Le fait que les trois relations abe´liennes (?σ) soient line´airement inde´pendantes implique que
l’on peut supposer (quitte a` restreindre Ω) que P est un biholomorphisme. L’image de la feuille
{Ui = Ui(ω0)} par P est forme´e de l’ensemble des droites de Im(P ) qui passent par Zi(ω0). C’est
un segment de droite. Le tissu P∗(W) est donc line´aire et de rang maximal car e´quivalent a` W.
Par application du the´ore`me d’Abel-inverse, il vient que les courbes Ci sont des “morceaux” d’une
meˆme courbe alge´brique C de degre´ quatre. On en de´duit que P∗ (W) est le tissu alge´brique associe´
a` cette courbe C, ce qui termine la preuve. 
L’ide´e fondamentale dans cette preuve est d’utiliser les relations abe´liennes d’un tissu de rang maxi-
mal donne´ pour construire des “objets ge´ome´triques” (des courbes, des surfaces, etc.) susceptibles
d’eˆtre plus facilement e´tudie´s que le tissu initial.
C’est encore cette philosophie qui guide et inspire les constructions du paragraphe ci-dessous.
8.3.2. Application de Poincare´-Blaschke et surface de Blaschke. — L’ide´e d’effectuer des
constructions “a` la Poincare´” a` partir des relations abe´liennes des 5-tissus de rang maximal ap-
paraˆıt clairement pour la premie`re fois dans l’article [Bl 33] ou` Blaschke pense de´montrer que les
5-tissus de rang 6 sont line´arisables et donc alge´briques. Malheureusement (ou heureusement ?), sa
preuve est fausse, comme le re´sultat qu’il escomptait de´montrer.
La construction qu’on expose dans ce paragraphe est similaire a` celle de Blaschke sans eˆtre tout a`
fait identique. En substance, elle est de´ja` pre´sente dans la me´thode utilise´e par Bol dans [Bol 32]
pour prouver la borne sur le rang. Elle apparaˆıt explicitement pour la premie`re fois dans le pa-
pier [Bol 36], dans le cas particulier du tissu de Bol. Dans [Bom 37], Bompiani e´tablit quelques
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re´sultats ge´ne´raux (qu’il attribue a` Blaschke) sur les surfaces qui sont donne´es par cette construc-
tion. Ceux-ci, ainsi que des re´fe´rences aux travaux de Bompiani et de Terracini, sont signale´s dans
[BB] (aux pages 256-261), mais en “petits caracte`res”.
Soit W un 5-tissu de rang maximal de´fini sur un “petit” ouvert simplement connexe U de l’origine
dans C2. De la meˆme fac¸on que pre´ce´demment, on suppose que les feuilletages de W sont donne´s
par des inte´grales premie`res holomorphes de´finies sur U :
W = W(U1, U2, U3, U4, U5) (avec Ui ∈ O(U) pour i = 1, . . . , 5) .
Donnons-nous une base, note´e B, de l’espace des relations abe´liennes A[W] :
(?σ) F σ1 (U1) dU1 +F
σ
2 (U2) dU2 +F
σ
3 (U3) dU3 +F
σ
4 (U4) dU4 +F
σ
5 (U5) dU5 = 0 (σ = 1, . . . , 6) .
En s’inspirant de la preuve du The´ore`me 8.3.1, on peut conside´rer les cinq applications
Zi :=
[
F 1i (Ui) : . . . : F
6
i (Ui)
]
: U −→ CP5 (i = 1, . . . , 5) .
Celles-ci sont e´videmment constantes sur les courbes {Ui = cte. } (respectivement) et leur image
dans CP5 est donc un morceau de courbe analytique autour de Zi(0), note´ Ci. Pour tout ω ∈ Ω, on
peut alors regarder le sous-espace projectif engendre´ par les cinq points Zi(ω).
Les relations (?σ) peuvent s’e´crire de fac¸on concise
(
dans C6 ⊗ Ω1(C2, 0)) :
(♦) :
5∑
i=1
Zi dUi = 0 .
En prenant (U1, U2) comme nouveau syste`me de coordonne´es, on aura des e´critures (i = 1, . . . , 5) :
dUi =
∂Ui
∂U1
dU1 +
∂Ui
∂U2
dU2 avec
∂Ui
∂U1
,
∂Ui
∂U2
∈ O2 .
En de´veloppant la relation (♦) selon dU1 ou dU2, il vient, pour k = 1, 2 :
Zk = −
5∑
i=3
Zi
∂Ui
∂Uk
soit
Zk ∈ Z3(ω)Z4(ωZ5(ω) .
On en de´duit que le sous-espace projectif Z1(ω)...Z5(ω) est de dimension 2, au plus. Du fait que
les relations (?σ) sont inde´pendantes, il vient que cette dimension est exactement 2. On peut donc
conside´rer une sorte “d’application de Poincare´”, de´finie sur Ω et a` valeurs dans la grassmannienne
G2(CP5) des 2-plans projectifs de CP5 : P̂ : ω 7→ Z1(ω)...Z5(ω). L’ide´e serait d’e´tudier les proprie´te´s
ge´ome´trico-diffe´rentielles de la surface image de Ω par cette application. Mais on se trouve alors
confronte´ au proble`me d’e´tudier une surface dans une grassmannienne de dimension 15, ce qui
limite l’inte´reˆt de cette approche.
Pour ω ∈ Ω, on va plutoˆt conside´rer l’espace engendre´ non seulement par les Zi(ω) mais e´galement
par les tangentes aux courbes Ci en ces points. Les relations (?σ) et le fait qu’elles sont line´airement
inde´pendantes montrent que cet espace est de dimension exactement 4. On le note :
P4ω := Z1(ω)...Z5(ω)Z ′1(ω)...Z
′
5(ω) .
avec, pour i = 1, . . . , 5 :
Z ′i(ω) :=
[(
F 1i
)′
(ωi) : . . . :
(
F 6i
)′
(ωi)
] (
ωi := Ui(ω)
)
.
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On remarquera, que pour i, j, k ∈ {1, . . . , 5} tous distincts, on a (cf. [BB] page 237) :
P4ω = Zi(ω)Zj(ω)Zk(ω)Z ′j(ω)Z
′
k(ω) .
On peut alors conside´rer l’application de Poincare´-Blaschke (relative a` B), de´finie par :
PB
[
B
]
: Ω //
(
CP5
)∗
ω  // P4ω .
Si B′ est une autre base de A[W], alors il existe g ∈ PGL6(C) telle que PB[B′] = g ◦PB[B]. On
se permettra donc de parler de l’application de Poincare´-Blaschke du tissu W, en ayant conscience
qu’on de´finit la` une classe d’e´quivalence d’applications, modulo composition a` gauche par une
transformation projective. On note PB
[W] cette “application” (ou PB s’il n’y a pas d’ambigu¨ıte´).
L’application PB est maintenant a` valeurs dans un espace projectif de dimension 5 et est plus facile
a` e´tudier que l’application P̂ de´finie plus haut. On montre que cette application PB est de rang deux
(par exemple, voir [BB] page 256). On peut donc la conside´rer comme une parame´trisation d’un
germe de surface re´gulie`re dans CP5. Notons que c’est en fait une classe d’e´quivalence projective de
germes de surface qui est ainsi de´finie, mais on se permettra l’abus de langage de parler simplement
de “surface”. On peut alors poser la
De´finition 8.3.2. — La surface de Blaschke d’un (germe de) 5-tissu de rang maximal W est le
germe de surface dans CP5 de´fini par la parame´trisation PB
[W]. On la note S[W].
De fac¸on moins pre´cise, nous dirons que les surfaces images d’une application de Poincare´-Blaschke
associe´e a` un 5-tissu de rang 6 sont des surfaces de Blaschke. Signalons tout de suite qu’on donnera
plus loin une de´finition pre´cise (et peut-eˆtre plus ge´ne´rale) de la notion de surface de Blaschke.
8.4. Surfaces de Blaschke et tissus de Segre
On va faire le lien entre les constructions ge´ome´triques des deux sections pre´ce´dentes.
On va tout d’abord e´tudier les surfaces de Blaschke des tissus alge´brisables. Soient x, y des coor-
donne´es affines sur C2 ⊂ CP2 et C une courbe alge´brique re´duite de degre´ 5 rencontrant la droite
{x = 0} transversalement en cinq points distincts. Soit F un polynoˆme re´duit de degre´ 5, e´quation
affine de C. Il existe cinq germes Yi(a, b) de´finis pour (a, b) proche de (0, 0) tels que
F
(
aYi(a, b)+b , Yi(a, b)
) ≡ 0 avec Yi(0, 0) 6= Yj(0, 0) (i, j = 1, . . . , 5, i 6= j) .
Pour i = 1, . . . , 5, posons Xi(a, b) := Yi(a, b) + b.
Au voisinage de (0, 0) ∈ C2, le tissu alge´brique WC associe´ a` C est le tissu W(Y1, . . . , Y5). D’apre`s
le the´ore`me d’Abel (voir 4.3.2), on sait que ses relations abe´liennes sont de la forme
5∑
i=1
P (Xi, Yi)
Fx(Xi, Yi)
dYi = 0 (avec P ∈ C[X,Y ] , deg(P ) ≤ 2) .
L’espace des polynoˆmes de degre´ 2 admet la famille E := (1, X, Y,X 2, Y 2, XY ) comme base natu-
relle, d’ou` on de´duit une base de l’espace des relations abe´liennes de WC . Relativement a` celle-ci,
les parame´trisations des courbes Ci de´finies plus haut sont de la forme :
Zi =
[
1 : Xi : Yi : X
2
i : Y
2
i : XiYi
]
.
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Vu ces expressions, il est clair que les courbes Ci sont incluses dans la surface de Ve´rone`se V2 (de´finie
comme image du plongement v2 : (x, y) 7→ [1 : x : y : x2 : y2 : xy]). D’autre part, de la de´finition
des Xi, on de´duit que pour (a, b) suffisamment proche de l’origine, les cinq points Zi(a, b) sont sur
la conique C(a, b) de V2, de´finie comme l’image de la droite x = ay + b par v2. On a le
Lemme 8.4.1. — La re´union des plans tangents a` V2 le long de la conique C(a, b) engendre un
hyperplan projectif H(a, b) ⊂ CP5.
La de´monstration est imme´diate. Un calcul direct nous donne :
(?) H(a, b) =
[
b2 : −2 b : 2 ab : 1 : a2 : −2 a ] .
Une analyse facile de la situation montre que l’application de Poincare´-Blaschke relative a` la base
E conside´re´e plus haut n’est autre que l’application (C2, 0) 3 (a, b) 7→ H(a, b) ∈ CP5. Vu (?), cette
application est une parame´trisation d’une surface de Ve´rone`se. On a la
Proposition 8.4.2. — La surface de Blaschke d’un 5-tissu alge´brisable est incluse dans une sur-
face de Ve´rone`se.
Il se trouve que la re´ciproque de cette proposition est elle aussi ve´rifie´e (voir la Proposition 8.4.6).
Cette re´ciproque de´coule facilement de certaines proprie´te´s ge´ome´triques particulie`res que posse`dent
les surfaces de Blaschke associe´es aux 5-tissus de rang 6, que l’on va maintenant e´tablir.
On garde les notations introduites ci-dessus. Tout d’abord, on montre la
Proposition 8.4.3. — La surface de Blaschke d’un tissu W de rang maximal est non-de´ge´ne´re´e.
Ce re´sultat est classique. Une preuve consiste a` raisonner par l’absurde en supposant que cette
surface est incluse dans un hyperplan. On montre alors que cela implique que le rang de W est cinq
au plus, ce qui contredit l’hypothe`se faite sur W (voir par exemple [CG 78]).
La surface de Blaschke d’un tissu de rang maximal W “porte” un 5-tissu exceptionnel : le pousse´-
en-avant PB∗ (W) de W par l’application de Poincare´-Blaschke. Ses feuilles sont donne´es par l’in-
tersection de S[W] avec un espace projectif de dimension 3. On a :
Fi(ω) := PB
(
{Ui = Ui(ω) }
)
=
{
H ∈ S[W] ∣∣∣ H ∈ Zi(ω)Z ′i(ω) ∗ } .
En particulier, au voisinage de PB(ω), la feuille Fi(ω) est la section hyperplane de S[W] avec Zi(ω).
En fait, on a beaucoup plus, comme on l’explique maintenant. Par construction, l’application de
Poincare´-Blaschke PB est une parame´trisation en coordonne´es homoge`nes de la surface de Blaschke
S[W]. Il est clair que pour tout ω suffisamment proche de l’origine, on a (i = 1, . . . , 5) :
PB(ω) . Zi(ω) = 0 .
Par diffe´rentiation exte´rieure, il vient :
dPB(ω) . Zi(ω) + PB(ω) . Z
′
i(ω) dUi(ω) = 0 .
Mais puisque PB(ω) . Z ′i(ω) = 0 (par de´finition de PB), on obtient :
dPB(ω) . Zi(ω) = 0 .
Or l’image de dPB(ω) est le plan tangent a` S[W] en PB(ω). On en de´duit (avec 1 ≤ i < j< k ≤ 5) :
TPB(ω) S[W] = Z1(ω) . . . Z5(ω) ∗ = Zi(ω)Zj(ω)Zk(ω) ∗ .
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On a alors la
Proposition 8.4.4. — Le second plan osculateur O(S[W])2p est de dimension 5 en tout point p
de S[W]. Les surfaces de Blaschke des 5-tissus de rang maximal sont des surfaces ge´ne´rales(7).
De´monstration : on note x, y des coordonne´es au voisinage de l’origine de C2. Sans perdre en
ge´ne´ralite´, on peut supposer que U4 = x et U5 = y. On fixe ω ∈ (C2, 0) dans le domaine de de´finition
de PB. Pour i = 1, . . . , 5, on vient de voir que, si on pose A = PB(ω), on a :
A.Zi(ω) = 0 et A.Z
′
i(ω) = 0 .
Comme PB.Zi ≡ 0, cela implique, par de´rivation par rapport a` x et par rapport a` y :
B.Zi(ω) = 0 C.Zi(ω) = 0 .
ou` l’on a pose´ B = ∂x(PB)(ω) et C = ∂y(PB)(ω).
En de´rivant a` nouveau, et en utilisant le fait que U4 = x et U5 = y, il vient :
D.Z4(ω) +B.Z
′
4(ω) = 0 D.Z5(ω) = 0
E.Z4(ω) = 0 E.Z5(ω) +B.Z
′
5(ω) = 0
E.Z4(ω) + C.Z
′
4(ω) = 0 E.Z5(ω) = 0
F.Z4(ω) = 0 F.Z5(ω) +C.Z
′
5(ω) = 0 .
avec
D = ∂2xx(PB)(ω) E = ∂
2
xy(PB)(ω) et F := ∂
2
yy(PB)(ω) .
Par de´finition, le deuxie`me plan osculateur a` S[W] en p est le sous-espace projectif de (CP5)∗
engendre´ par les points A,B,C,D,E et F . S’il n’est pas de dimension 5, c’est qu’on a une relation
non-triviale de la forme suivante, ou` a, b, c, d, e et f sont des constantes complexes :
(N) aA+ bB + cC + dD + eE + f F = 0 .
Notons que d, e et f ne peuvent eˆtre nulles simultane´ment : cela impliquerait que l’espace engendre´
par A,B et C est de dimension 1. Or ce dernier est le premier plan osculateur a` S[W] en p, et l’on
sait qu’il co¨ıncide avec le projectivise´ du plan tangent Tp S[W] et donc est de dimension 2.
Des relations pre´ce´dentes, on de´duit :
(aA+ bB + cC + dD + eE + f F ) .Z4(ω) = dD.Z4(ω) = −dB.Z ′4(ω) = 0
(aA+ bB + cC + dD + eE + f F ) .Z5(ω) = f F.Z5(ω) = −f C.Z ′5(ω) = 0
Si d 6= 0, alors pour Z de´signant l’un des points Z3(ω), Z4(ω), Z5(ω), Z ′4(ω) ou Z ′5(ω), on a :
Z.A = Z.B = 0 soit Z ∈ AB ∗ .
Cela n’est pas possible, car l’espace engendre´ par Z3(ω), Z4(ω), Z5(ω), Z
′
4(ω) et Z
′
5(ω) est P
4ω qui
est de dimension 4, alors que AB
∗
n’est que de dimension 3. De meˆme, le cas f 6= 0 est impossible.
Reste le cas d = f = 0 et e 6= 0. On recommence alors le raisonnement pre´ce´dent en prenant comme
nouvelles coordonne´es x = U4 et y = U3. L’hypothe`se de position ge´ne´rale faite sur les feuilles de
W implique que ∂U3/∂U5 6= 0 au voisinage de l’origine. On en de´duit que dans la relation (N)
obtenue dans cette situation, on a f 6= 0 et on peut conclure comme pre´ce´demment. 
Si les surfaces de Blaschke associe´es aux tissus de rang maximal sont ge´ne´rales, ce sont en plus des
(7) Au sens de la De´finition 8.2.6.
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surfaces tre`s particulie`res : une e´tude plus approfondie, que l’on va maintenant de´tailler, montre
que leur ge´ome´trie est tre`s spe´cifique.
On a vu plus haut, que pour i = 1, . . . , 5, on a :
TPB(ω) S
[W] ⊂ Zi(ω) ∗ .
Puisque Zi(ω) ne de´pend que de Ui(ω), on en de´duit que les plans tangents a` S le long d’une
courbe Fi(ω) = PB
({Ui = cte.}) sont tous inclus dans l’hyperplan Zi(ω)∗. Si on note Pi(ω)
l’espace engendre´ par les plans tangents a` S le long de Fi(ω), on a :
Pi(ω) :=
⋃
q∈Fi(ω)
Tq S
[W] ⊂ Zi(ω) ∗ .
Cela implique que la dimension de Pi(ω) est au plus 4. En fait, cette dimension vaut exactement 4
(et donc Pi(ω) = Zi(ω) ∗). Cela de´coule du
Lemme 8.4.5. — Soit (C2, 0) 3 (u, v) 7→ x(u, v) ∈ C6 une parame´trisation en coordonne´es ho-
moge`nes d’un germe de surface S en p = x(0) dans CP5. Soit γ : (C, 0) → (C2, 0) de´finissant un
germe de courbe re´gulier, tel que l’espace L engendre´ par re´union des plans tangents a` S le long de
x ◦ γ soit contenu dans un hyperplan fixe H. Alors si O(S)2p est de dimension 5, on a L = H.
De´monstration : pour s suffisamment proche de l’origine, on note x(s),xu(s),xv(s) pour
x(γ(s)),xu(γ(s)) et xv(γ(s)) (respectivement). Si Tγ(s) S de´signe le plan tangent a` S en x(s), on a :
Tγ(s) S = x(s),xu(s),xv(s) ⊂ L ,
d’ou` il vient
(∗) x(s),xu(s),xv(s) ∈ L ,
et en particulier
(∗∗) x(0),xu(0),xv(0) ∈ H .
D’autre part, parce que γ est re´gulier en l’origine, on a une e´criture
(
avec (δu, δv) 6= (0, 0)) :
γ(s) = (0, 0) + s(δu, δv) + O(s2) .
On en de´duit (toujours pour s suffisamment proche de l’origine) :
x(s) = x(0) +
(
xu(0) δu + xv(0) δv
)
s+ O1(s
2) ,
xu(s) = xu(0) +
(
xuu(0) δu + xuv(0) δv
)
s+ O2(s
2) ,
xv(s) = xv(0) +
(
xvu(0) δu + xvv(0) δv
)
s+ O3(s
2) .
Vu (∗) et (∗∗), les e´critures pre´ce´dentes impliquent que (pour s ∈ (C, 0) et s 6= 0) :
xu(0) δu + xv(0) δv + O1(s) ∈ L ,
xuu(0) δu + xuv(0) δv + O2(s) ∈ L ,
xvu(0) δu + xvv(0) δv + O3(s) ∈ L .
En faisant tendre s vers 0, on de´duit que x(0),xu(0),xv(0),xuu(0) δu + xuv(0) δv et xvu(0) δu +
xvv(0) δv sont contenus dans L. L’hypothe`se faite sur le deuxie`me plan osculateur a` S en p est
ge´ome´trique : elle ne de´pend pas de la parame´trisation x. Quitte a` composer x a` droite par un
germe de biholomorphisme, on peut donc supposer que δu = 1 et δv = 0. On a donc :
x(0) , xu(0) , xv(0) , xuu(0) , xvu(0) ∈ L .
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Le fait que dimO(S)2p = 5 implique que ces cinq points sont line´airement inde´pendants. Donc
dimL ≥ 4. Puisque par hypothe`se L ⊂ H, on de´duit que L = H et le lemme est de´montre´. 
On peut maintenant de´duire la re´ciproque de la Proposition 8.4.2. On a :
Proposition 8.4.6. — La surface de Blaschke S[W] d’un 5-tissu de rang maximal W est incluse
dans une surface de Ve´rone`se si et seulement si W est alge´brisable.
De´monstration : l’une des deux implications qui constituent cette e´quivalence est donne´e par
la Proposition 8.4.2. Montrons l’autre : on suppose que S[W] est un “morceau” d’une surface de
Ve´rone`se. Montrons que W est alge´brique.
On a besoin du lemme suivant (V2 de´signe la surface de Ve´rone`se, image du plongement v2) :
Lemme 8.4.7. — Soit C une courbe trace´e sur V2 telle que les plans tangents a` V2 le long de C
sont tous inclus dans un meˆme hyperplan H. Alors C est l’image par v2 d’un segment de droite.
De´monstration du lemme : on conside`re une application γ : s 7→ (x(s), y(s)) telle que v2 ◦ γ
parame´trise C sur un voisinage Ω de 0. On note [H0 : . . . : H5] des coordonne´es homoge`nes de H.
Pour tout x, y ∈ C, on a :
∂x
(
v2
)
(x, y) =
[
0 : 1 : 0 : 2x : y : 0
]
et ∂y
(
v2
)
(x, y) =
[
0 : 0 : 1 : 0 : x : 2 y
]
.
Puisque Tv2(x,y)V2 est engendre´ par v2(x, y), ∂x
(
v2
)
(x, y) et ∂y
(
v2
)
(x, y), l’hypothe`se faite sur C
implique que pour s ∈ Ω, on a les relations :[
0 : 1 : 0 : 2x(s) : y(s) : 0
] ∈ H , [ 0 : 0 : 1 : 0 : x(s) : 2 y(s) ] ∈ H ,
et
[
1 : x(s) : y(s) : x(s)2 : y(s)x(s) : y(s)2
] ∈ H .
Soit
H0 +H1 x(s) +H2 y(s) +H3 x(s)
2 +H4 y(s)x(s) +H5 y(s)
2 = 0 ,
H1 + 2H3 x(s) +H4 y(s) = 0 et H2 +H4 x(s) + 2H5 y(s) = 0 .
La premie`re relation montre qu’on ne peut avoir Hi = 0 pour i = 1, . . . , 5 car cela impliquerait que
H0 = 0 et les coordonne´es homoge`nes de H seraient toutes nulles. Si H3 = H4 = H5 = 0, alors cette
premie`re relation montre que pour s ∈ Ω, on a H0 + x(s)H1 + y(s)H2 = 0 et donc γ parame´trise
un segment de droite. Maintenant, si l’un des Hi est non nul pour i ≥ 3, l’une ou l’autre des deux
dernie`res relations permet d’arriver a` la meˆme conclusion. Le lemme est donc de´montre´. 
A` partir de ce lemme, la de´monstration de la Proposition 8.4.6 se re´sume a` ceci : sans perdre en
ge´ne´ralite´, on peut supposer que S[W] est exactement V2. Si Fi(p) est une feuille (locale) du tissu
PB∗(W), on vient de voir que la re´union des plans tangents a` S[W] le long de Fi(p) est contenue
dans un hyperplan fixe. D’apre`s le Lemme 8.4.7, c’est l’image d’une droite par v2. On en de´duit
que v∗2 (PB∗(W)) est un tissu line´aire. Comme il est de rang maximal (car e´quivalent a` W), on sait
qu’il est alge´brique. Donc W est bien un tissu alge´brisable : la Proposition 8.4.6 est de´montre´e. 
La preuve qui vient d’eˆtre donne´e explique comple`tement les liens entre les 5-tissus alge´brisables et
leurs surfaces de Blaschke. On ne va dore´navant s’inte´resser qu’aux surfaces de Blaschke des tissus
exceptionnels. Dans toute la suite, W de´signe un 5-tissu de rang 6 qui n’est pas alge´brisable.
Puisqu’on travaille localement, on peut supposer que W (et donc PB∗(W)) est forme´ de 5 feuille-
tages en courbes holomorphes. On vient de voir la particularite´ des feuilles de PB∗(W) en relation
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avec la ge´ome´trie diffe´rentielle projective de la surface S[W]. On a le re´sultat suivant qui va nous
permettre de faire le lien entre PB∗(W) et le tissu de Segre de S[W].
Proposition 8.4.8 (Bompiani). — Soit S une surface ge´ne´rale de CP5 portant un feuilletage
en courbe F au voisinage d’un point p ou` FpS n’est pas nulle. Si le long des feuille de F , les plans
tangents a` S engendrent un hyperplan, alors ces feuilles sont des lignes principales de S.
De´monstration : on garde les notations utilise´es ci-dessus. Quitte a` faire un changement de
coodonne´es, on peut supposer que les feuilles de F sont donne´es par u = cte.
Par hypothe`se, pour (u0, v0) suffisamment proche de l’origine, il existe un hyperplan H(u0) tel que
la re´union des plans tangents a` S le long de la courbe {u = u0} est incluse dans H(u0).
Cela implique que pour tout v ∈ (C, 0), on a :
x(u0, v) ∈ H(u0) , xu(u0, v) ∈ H(u0) et xv(u0, v) ∈ H(u0) ,
et en de´rivant par rapport a` v pour u = u0 fixe´, on obtient que
xuv(u0, v) , xvv(u0, v) , xuvv(u0, v) , xvvv(u0, v) ∈ H(u0) .
On en de´duit l’annulation du de´terminant ci-dessous :∣∣x , xu , xv , xuv , xvv , xvvv ∣∣ = 0 .
Par de´finition de la forme FpS , cette annulation se re´e´crit, pour tout (u, v) ∈ (C2, 0) :
Fx(u, v)(∂v) = 0 .
Ainsi (u, v) 7→ x∗ (∂v) est un champ de directions principales sur S dont les courbes inte´grales
associe´es sont les images par x des segments {u = cte.}, c’est-a`-dire les feuilles de F . La proposition
est de´montre´e. 
On vient de voir que les feuilles de chacun des cinq feuilletages dont PB∗(W) est forme´ satisfont
l’hypothe`se qui permet d’appliquer cette proposition. On en de´duit imme´diatement le
Corollaire 8.4.9. — Soient W un 5-tissu exceptionnel et PB une application de Poincare´-
Blaschke associe´e a` une base de l’espace des relations abe´liennes de W. L’image de W par PB est
le tissu de Segre de S[W]. On a :
PB∗
(W) = W(S[W]) .
On pose alors les de´finitions suivantes :
De´finition 8.4.10. — Une surface de Blaschke est une surface ge´ne´rale S dans CP5 telle que :
1. elle n’est pas incluse dans une surface de Ve´rone`se ;
2. son tissu de Segre est non-de´ge´ne´re´ ;
3. la re´union des plans tangents a` S le long d’une de ses lignes principales engendre un hyperplan.
Une surface de Blaschke est dite exceptionnelle si son tissu de Segre est exceptionnel (i.e. de rang 6).
On introduit alors l’espace des surfaces de Blaschke, note´ BS5, ainsi que l’espace ES5 des surfaces
exceptionnelles :
BS5 :=
{S ∈ GS5 ∣∣ S est de Blaschke } ES5 := {S ∈ BS5 ∣∣ S est exceptionnelle } .
Les espaces de classes d’e´quivalence projective associe´s sont respectivement note´s BS5 et ES5.
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On a alors une application de “ge´ome´trisation” des 5-tissus exceptionnels :
G : EW[5] // ES5
W  // [S[W] ] ,
qui est une bijection : son inverse est l’application qui a` la classe d’e´quivalence projective d’une
surface exceptionnelle S associe la classe d’e´quivalence analytique de´finie par le tissu de Segre de S :
G−1 : ES5 // EW[5][S]  // W[S] .
Si l’on a fait la diffe´rence entre les notions de surface de Blaschke et de surface exceptionnelle, c’est
que l’on ne sait pas a` l’heure actuelle si les conditions projectivo-diffe´rentielles qui de´finissent les
surfaces de Blaschke sont suffisantes pour impliquer que le tissu de Segre soit de rang maximal.
Question : le tissu de Segre d’une surface de Blaschke est-t-il force´ment de
rang maximal ? En d’autres termes, a-t-on ES5 = BS5 ?
Quoi qu’il en soit, il est clair que les conditions que doit satisfaire une surface de Blaschke sont tre`s
restrictives. D’ailleurs Bompiani, dont on ne peut que reconnaˆıtre l’intuition ge´ome´trique, pose le
proble`me (dans [Bom 37]) de montrer qu’il n’existe qu’un seule surface de Blaschke (la surface de
Blaschke du tissu de Bol). Par ailleurs, on a maintenant des outils effectifs performants pour ve´rifier
si un 5-tissu est de rang maximal ou non. Ainsi, sans savoir si la re´ponse a` la question fondamentale
ci-dessus est positive ou non, il semble possible d’entreprendre la de´termination des 5-tissus de rang
maximal, modulo le pseudo-groupe de transformations Diff(C2, 0), par la de´termination des
surfaces de Blaschke, modulo le groupe de Lie PGL6(C). L’inte´reˆt conceptuel de cette nouvelle
approche est e´vident : la the´orie du repe`re mobile et celle des syste`mes diffe´rentiels exte´rieurs ont
toutes deux e´te´ fac¸onne´es (par E´lie Cartan) et utilise´es avec beaucoup d’efficacite´ pour re´soudre
ces questions d’e´quivalences ge´ome´triques, modulo l’action d’un groupe de Lie.
Le proble`me qui se pose est donc le
Proble`me de la de´termination des surfaces de Blaschke.
Il semble que ce soit un proble`me difficile. Les seuls re´sultats ge´ne´raux connus sont dus a` Terracini
et a` Buzano (voir la section 8.4.2 du pre´sent chapitre).
Signalons aussi le fait the´orique important que, via l’application G, les invariants projectivo-
diffe´rentiels des surfaces exceptionnelles constituent une famille comple`te d’invariants analytiques
pour les 5-tissus exceptionnels. On remarquera aussi que, d’un certain point de vue, ce proce´de´ de
“ge´ome´trisation” re´sout e´galement le proble`me de la forme normale pour les 5-tissus exceptionnels.
8.4.1. Courbes et configuration de Poincare´ Blaschke. — On donne ici la construction de
l’objet ge´ome´trique dual de la surface de Blaschke d’un 5-tissu exceptionnel : la configuration des
courbes de Poincare´-Blaschke. L’inte´reˆt de cette notion (qui est totalement e´quivalente a` celle de
surface de Blaschke) est justifie´e par le fait qu’elle est souvent plus simple a` e´tudier que la surface
de Blaschke associe´e a` un tissu exceptionnel.
Soit W un 5-tissu exceptionnel en (C2, 0). A` partir des composantes de ses relations abe´liennes, on
a vu comment construire cinq germes de parame´trisations (i = 1, . . . , 5) :
Zi : (C
2, 0) → CP5 .
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Pour i = 1, .., 5, on pose zi = Zi(0) et on note Ci le germe de courbe (re´gulier en zi) dans CP5
de´fini comme e´tant l’image de Zi. Par de´finition, un tel germe de courbe est une des cinq courbes
de Poincare´-Blaschke associe´es a` W. Leurs re´union forme ce qu’on appelle la configuration (des
courbes) de Poincare´-Blaschke de W et on la note C[W] := { Ci ∣∣ i = 1, . . . , 5}.
PSfrag replacements
z1
C1
z2
C2
z3
C3
z4
C4
z5
C5
Figure 5. configuration des courbes de Poincare´-Blaschke.
On montre sans difficulte´ que la classe d’e´quivalence projective de C[W] ne de´pend que de la classe
d’e´quivalence analytique de W. Mais il y a plus, puisque la donne´e de C[W] est e´quivalente a` celle
de S[W] et permet donc de retrouver la classe d’e´quivalence analytique W de W. Pour montrer
cela, il est ne´cessaire de faire quelques rappels sur la dualite´ projective.
Soit Ω un voisinage de l’origine dans C et soit Z : Ω → CP5 la parame´trisation d’une courbe
holomorphe re´gulie`re note´e C. Par de´finition, la varie´te´ duale de C est l’ensemble des hyperplans
de CP5 qui sont tangents a` C en au moins un de ses points. On la note C ∗. E´tant donne´ qu’un
hyperplan est tangent a` C en z si et seulement s’il contient la droite tangente TzC, il vient que :
C∗ =
⋃
z∈C
(TzC)∗ avec (TzC)∗ :=
{
H ∈ (CP5)∗ ∣∣ TzC ⊂ H } .
Quel que soit z, TzC est de dimension 1 et donc l’espace projectif dual (TzC)∗ dans
(
CP5
)∗
est de
dimension 3. Ainsi C∗ est la re´union des e´le´ments d’une famille a` un parame`tre de 3-plans projectifs
de
(
CP5
)∗
et donc est au plus de dimension 4. Si C∗ est de dimension 3, c’est que c’est force´ment
un CP3 dans le dual
(
CP5
)∗
. Cela implique qu’il existe une droite L ⊂ CP5 qui est incluse dans
n’importe quel hyperplan tangent a` C. On en de´duit facilement que C est un segment de L. Ainsi,
si C n’est pas un segment de droite, C∗ est une hypersurface de l’espace projectif dual.
Au moyen de l’application C 7→ C∗, on peut obtenir “ge´ome´triquement” S[W] a` partir de C[W] de
la fac¸on suivante : notons H l’hyperplan image de l’origine par l’application de Poincare´-Blaschke
conside´re´e ici. Pour κ variant entre 1 et 5, on montre facilement que la courbe Cκ n’est pas un
segment de droite (cela impliquerait que W n’est pas de rang maximal)et on en de´duit que C ∗κ est
un germe d’hypersurface au voisinage de H. Par la de´finition de S[W] au moyen de l’application de
Poincare´-Blaschke en 8.3.2, il est clair qu’au voisinage de H, on a :
S[W] = 5⋂
κ=1
C∗κ .
Cette description de S[W] comme intersection d’hypersurfaces duales de courbes est canonique :
on note {Lκ(λ) |λ ∈ (C, 0) } les cinq familles de lignes principales de S[W] au voisinage de H. Si λ
est suffisamment proche de l’origine, on sait qu’il existe un hyperplan principal H λκ tel que
Lκ(λ) = S[W] ∩Hλκ (κ = 1, . . . , 5) .
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De plus, on peut demander que les applications Hκ : λ 7→ Hλκ soient holomorphes. En conside´rant
les hyperplans de
(
CP5
)∗
comme des points de CP5, on peut conside´rer que les Hκ sont a` valeurs
dans CP5. On montre alors que, sous cette identification, leurs images sont les courbes de Poincare´-
Blaschke Cκ associe´es a` W. On peut donc bien retrouver C[W] a` partir de S[W] comme annonce´.
Soient Cκ cinq germes de courbes en cinq points distincts ζκ de CP5, qui ne sont pas des segments
de droite. Supposons que leur droites tangentes Tζκ Cκ engendrent un hyperplan H. Alors, pour
κ = 1, . . . , 5, C∗κ est un germe d’hypersurface en H et on pose S := C
∗
1 ∩ . . . ∩ C∗5 ⊂
(
CP5
)∗
.
Ge´ne´riquement, on aura S = {H} et donc la dimension de S (note´e δ dans ce qui suit) vaut 0. On ne
conside´rera pas les cas hautement non-ge´ne´riques ou` δ vaut 3 ou 4 et, dans ce qui suit, on suppose
que S est de dimension 2 puisque c’est la situation qui pre´sente un inte´reˆt pour nous (on exclut
aussi le cas “trop ge´ne´ral” δ = 1). Alors, a` l’aide de la Proposition 8.4.8, on montre que dans le cas
ou` S est de dimension deux, c’est une surface de Blaschke. Puisqu’on vient de voir que les surfaces
de Blaschke peuvent toutes eˆtre obtenues par cette construction ge´ome´trique, on peut e´noncer une
version “ge´ome´trique” du proble`me de la de´termination des surfaces de Blaschke pose´ plus haut :
Proble`me de la de´termination des surfaces de Blaschke (forme ge´ome´trique) :
de´terminer les famille {Cκ}5κ=1 telles que C∗1 ∩ . . . ∩ C∗5 soit de dimension 2.
Une telle configuration de courbes {Cκ}5κ=1 sera appele´e une configuration de Poincare´-Blaschke.
Par dualite´, il lui est associe´ la surface de Blaschke S = C∗1 ∩ . . . ∩ C∗5. Quitte a` prendre les Cκ
“suffisamment petites”, les cinq applications Pκ : S → Cκ qui, a` un hyperplan H ∈ S, associent les
points de tangence de H avec Cκ sont bien de´finies. Le tissu de Segre de S est le tissu de´fini par
les Pκ. On peut alors donner une version ge´ome´trique du proble`me de la maximalite´ du rang des
tissus de Segre des surfaces de Blaschke :
Proble`me du caracte`re exceptionnel des surfaces de Blaschke (forme ge´ome´trique) :
soit {Cκ}5κ=1 une configuration de Poincare´-Blaschke. Existe-t-il sur chaque
courbe Cκ six 1-formes holomorphes ω
σ
κ (avec σ = 1, . . . , 6) telles qu’on ait six
relations line´airement inde´pendantes
P ∗1ω
σ
1 + · · ·+ P ∗5ωσ5 = 0 ?
Au vu de l’e´nonce´ du the´ore`me d’Abel-inverse 4.4.1, il est naturel de se poser d’abord le
Proble`me d’Abel-inverse “ge´ne´ralise´” :
Soit {Cκ}5κ=1 une configuration de Poincare´-Blaschke. Supposons que sur
chacune des courbes Cκ, il existe une 1-forme hlomorphe non-nulle ωκ avec
P ∗1 ω1 + · · ·+ P ∗5ω5 = 0 .
Que peut on alors dire des Cκ et des ωκ ?
Ce dernier proble`me est formule´ de fac¸on tre`s ge´ne´rale mais il n’est pas difficile de le pre´ciser de
fac¸on inte´ressante. Par exemple, tous les exemples de configurations de Poincare´-Blaschke que l’on
connaˆıt pour le moment (et qui sont pre´sente´s dans la section 8.5) sont forme´s de courbes “globales”
de CP5 (i.e. des courbes alge´briques ou des courbes entie`res). Est-ce un fait ge´ne´ral ?
Signalons de`s maintenant que certaines configurations de Poincare´-Blaschke sont forme´es de courbes
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Cκ alge´briques qui se recollent dans CP5 de fac¸on bien particulie`re (voir ci-dessous). Dans ces cas-
la`, la courbe C := C1 ∪ . . . ∪ C5 joue un roˆle particulie`rement important dans la description des
relations abe´liennes du tissu de Segre associe´ (voir le chapitre 9). On se permettra alors de parler
de la courbe de Poincare´-Blaschke pour de´signer C.
8.4.2. Sur la de´termination des surfaces de Blaschke. — Dans [Te 37] et [Buz 39], Ter-
racini et Buzano ont entrepris la de´termination des surfaces de Blaschke par l’e´tude des syste`mes
diffe´rentiels line´aires homoge`nes satisfaits par les parame´trisations de ces surfaces.
Avant de s’attaquer a` la de´termination explicite des surfaces de Blaschke qui satisfont certaines hy-
pothe`ses ge´ome´triques particulie`res, Terracini a obtenu des e´quations qui caracte´risent les syste`mes
e´le´ments de GS dont les solutions sont des surfaces de Blaschke.
En 8.2.1.1 on a montre´ qu’a` toute classe d’e´quivalence projective de germe de surface ge´ne´rale, on
peut associer un syte`me diffe´rentiel de la forme suivante :
(F)

xuuu = a1 xuu + b1 xuv + c1 xvv + d1 xu + e1 xv + f1 x ,
xuuv = a2 xuu + b2 xuv + c2 xvv + d2 xu + e2 xv + f2 x ,
xuvv = a3 xuu + b3 xuv + c3 xvv + d3 xu + e3 xv + f3 x ,
xvvv = a4 xuu + b4 xuv + c4 xvv + d4 xu + e4 xv + f4 x ,
avec ai, bi, ci, di, ei, fi ∈ O2 pour i = 1, . . . , 4.
On suppose dore´navant que la classe d’e´quivalence projective conside´re´e est une classe de surface de
Blaschke. On montre facilement qu’un champ de vecteurs ζ ∂u +η ∂v de´finit un champ de directions
principales (via la parame´trisation x) si et seulement si ses composantes ζ et η satisfont l’e´quation
(1) c1ζ
5 + A ζ4η + B ζ3 η2 + C ζ2 η3 + D ζ η4 + a4 η
5 = 0 ,
dans un voisinage de l’origine dans C2, avec
A := 3 c2 − b1 , C := 3 a2 + c4 − 3 b3 ,
B := a1 − 3 b2 + 3 c3 , D := 3 a3 − b4 .
Dans ce qui suit, ζ ∂u + η ∂v de´signera toujours un tel champ de vecteurs.
Quitte a` composer par un biholomorphisme, on peut supposer que les courbes {u = cte.} et
{v = cte.} s’envoient sur des lignes principales. Cela e´quivaut a` ce que les champs ∂v et ∂u soient
des champs de directions principales, et, au vu de l’e´quation pre´ce´dente, cela signifie que c1 et a4
sont identiquement nuls. L’e´quation (1) devient alors
(2) A ζ4η + B ζ3 η2 + C ζ2 η3 + D ζ η4 = 0 .
Les 5 directions principales de la (classe de) surface e´tudie´e sont toutes distinctes (car c’est une
surface de Blaschke), donc le discriminant du polynoˆme homoge`ne (2) est non nul. On a :
D := 18ABCD− 4AC3 − 4DB3 − 27A2D2 + B2C2 6= 0 .
De la preuve de la Proposition 8.4.8, il vient que, pour tout ω ∈ (C2, 0), l’hyperplan princi-
pal note´ H(ω) associe´ a` la direction principale x∗(∂u) en p = x(ω) est engendre´ par les points
x(ω), xu(ω), xv(ω), xuu(ω) et xuv(ω). Si cet hyperplan est fixe pour v fixe´, alors en de´rivant par
rapport a` u, on obtient que xuuu(ω) ∈ H et xuuv(ω) ∈ H. On en de´duit que dans un voisinage de
l’origine, les points xuuu et xuuv sont dans l’espace engendre´ par x, xu, xv, xuu et xuv et donc dans
(F), on a c1 = c2 = 0. Par un raisonnement analogue, on obtient que a3 = a4 = 0.
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Avec ces notations, Terracini montre dans [Te 37] que les coefficients de (F) qui de´finissent une
(classe de) surface de Blaschke sont les solutions d’un certain syste`me diffe´rentiel qu’on peut expli-
citement e´crire. Posons
`0 := Dv + 3D (2 a2 − b3) ,
`1 := Du + Cv + 3D (c3 + a1 − 2 b2) + 2C (2 a2 − b3) ,
`2 := Cu + Bv − 3D b1 + 2C (c3 + a1 − 2 b2) + B (2 a2 − b3) ,
`3 := Bu + Av − 2C b1 + 2B (c3 + a1 − 2 b2) ,
`4 := Au −B b1 .
Alors on a la
Proposition 8.4.11 (Terracini). — Soit un syste`me diffe´rentiel de la forme (F) ci-dessus de
rang 6 et tel que D 6= 0. Alors la (classe de) surface associe´e aux solutions de ce syste`me est une
(classe de) surface de Blaschke si et seulement les e´quations suivantes sont ve´rifie´es :
AD `1 = AC `0 + D
2 `4 ,
AD `2 = AD `0 + CD `4 ,
AD `3 = A
2 `0 + AD `4 .
Une fac¸on de de´terminer toutes les surfaces de Blaschke (et donc tous les 5-tissus exceptionnels) est
de re´soudre ce syste`me. Malheureusement, cela semble tre`s difficile ! Cependant, en faisant certaines
hypothe`ses ge´ome´triques simplificatrices, Terracini et Buzano ont re´ussi le tour de force de trouver
des solutions explicites a` ce syste`me. On a le
The´ore`me 8.4.12 (Terracini [Te 37]). — Il existe exactement quatre surfaces de Blaschke
telles que trois des courbes de Poincare´-Blaschke associe´es soient planes, chacune incluse dans un
2-plan projectif de CP5, ces trois 2-plans ayant un point commun. L’une est la surface de Blaschke
du tissu de Bol, et les trois autres sont les surfaces de Blaschke des tissus Terr(k) pour k = b, c, d.
Par les meˆme me´thodes que Terracini, Buzano e´tablit le
The´ore`me 8.4.13 (Buzano [Buz 39]). — Il existe exactement deux surfaces de Blaschke telles
que trois des courbes de Poincare´-Blaschke associe´es soient planes, chacune incluse dans un 2-plan
projectif de CP5, ces trois 2-plans n’ayant pas de point commun et e´tant tels que deux d’entre eux
engendrent un hyperplan. Ce sont les surfaces de Blaschke des tissus Buz(A) et Buz(B).
Dans la section qui suit, on donne une parame´trisation explicite de chacune des surfaces de Blaschke
donne´es dans ces deux the´ore`mes.
8.5. Exemples
Dans cette partie on de´termine explicitement et on e´tudie les surfaces de Blaschke des tissus ex-
ceptionnels donne´es dans ce chapitre et dans les deux pre´ce´dents.
Pour la majorite´ des tissus conside´re´s, cette e´tude se de´roulera selon le plan suivant : on donnera
un mode`le du tissu avec lequel on va travailler, puis on dressera une base explicite des relations
abe´liennes de ce tissu. Sans chercher a` de´tailler les calculs, on donnera l’expression de l’application
de Poincare´-Blaschke associe´e a` la base conside´re´e. Suivront ensuite, s’il il y a lieu de les faire, di-
verses remarques concernant la surface de Blaschke du tissu. En particulier, par des conside´rations
ge´ome´triques simples sur cette surface de Blaschke (ou sur la configuration de Poincare´-Blaschke
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associe´e), on montre que le tissu conside´re´ n’est pas e´quivalent a` ceux e´tudie´s avant. On donne a`
la fin l’armure et les invariants R3 et R4 du tissu conside´re´.
8.5.1. Ge´ome´trisation du tissu de Bol. — La surface de Blaschke du tissu de Bol a e´te´
de´termine´e par Bol dans [Bol 36]. Avec les notations de cet article, la surface de Blaschke du tissu
de Bol admet une parame´trisation particulie`rement simple. C’est pourquoi, comme mode`le du tissu
de Bol, on prend ici le tissu
B̂ := W ( t1 , t2 , t3 , t4 , t5 , ) := W
(
y
x
,
x+ y − 1
y
,
x− y
1− y ,
1− y
x
,
x(1− x)
(y(1− y)
)
,
dont une base des relations fonctionnelles abe´liennes est donne´e par :
(1) log(t1) + log(t2)− log(1− t4) = 0 ,
(2) log(t2) + log(t3)− log(1− t5) = 0 ,
(3) log(t3) + log(t4)− log(1− t1) = 0 ,
(4) log(t4) + log(t5)− log(1− t2) = 0 ,
(5) log(t5) + log(t1)− log(1− t3) = 0 ,
(6) D2(t1) + D2(t2) + D2(t3) + D2(t4) + D2(t5) = 0 .
Relativement a` ces relations abe´liennes, la surface de Blaschke de B̂ admet la parame´trisation
(x, y) 7→ [ log(t1) : log(t2) : log(t3) : log(t4) : log(t5) : −1] .
Les courbes de Poincare´-Blaschke associe´es sont toutes projectivement e´quivalentes a` l’image de la
parame´trisation
z 7−→
[
1
1− z : 0 :
1
z
:
1
z
: 0 :
log(z)
1− z +
log(1− z)
z
]
.
En particulier ce sont des courbes transcendantes planes.
8.5.2. Ge´ome´trisation des tissus de Terracini. — On donne ici pour la premie`re fois les
relations abe´liennes des tissus de Terracini.
8.5.2.1. Ge´ome´trisation de Terr(b). — On rappelle que :
Terr(b) = W
(
x, y, x+ y, x− y, x2 − y2
)
.
La base de l’espace des relations abe´liennes a` partir de laquelle on travaille est celle qui est donne´e
au chapitre 6. On a :
(1) (x) + (y)− (x+ y) = 0 ,
(2) (x)− (y)− (x− y) = 0 ,
(3) 2 (x)2 + 2 (y)2 − (x+ y)2 − (x− y)2 = 0 ,
(4) (x)2 − (y)2 − (x2 − y2) = 0 ,
(5) 8 (x)4 + 8 (y)4 − (x+ y)4 − (x− y)4 − 6 (x2 − y2)2 = 0 ,
(6) log(x+ y) + log(x+ y)− log(x2 − y2) = 0 .
Relativement a` cette base, on obtient la parame´trisation suivante de la surface de Blaschke associe´e :
(x, y) 7→ [ 32 (x3 + y3) : 32 (x3 − y3) : −12 (x2 + y2) : −24 (x2 − y2) : 1 : 12 (x2 − y2)2 ] .
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La surface de Blaschke de Terr(b) est une surface alge´brique rationnelle de CP5 qui n’est pas une
surface de Ve´rone`se car ses lignes principales ne sont pas inde´termine´es. Donc Terr(b) est exception-
nel et non e´quivalent a` B. Les courbes de Poincare´-Blaschke de Terr(b) sont des courbes alge´briques
rationnelles. Trois sont planes, et parmi celles-ci, deux sont projectivement e´quivalentes. Les deux
autres courbes non-planes sont projectivement e´quivalentes et chacune incluse dans un CP3.
Figure 6. configuration de la courbe de Poincare´-Blaschke de Terr(b)
Les invariants de Terr(b) relatifs aux relations abe´liennes ont e´te´ donne´s a` la fin du chapitre 6.
8.5.2.2. Ge´ome´trisation de Terr(c). — On a :
T err(c) := W (U1, . . . , U5) ,
avec
U1 = x, U2 = y, U3 :=
(x+ y)2
1 + y2
, U4 :=
y(x2y − 2x− y)
1 + y2
, U5 :=
x2y − 2x− y
x2 + 2xy − 1 .
La famille suivante est une base de l’espace des relations abe´liennes de ce tissu :
(1) U21 − U3 − U4 = 0 ,
(2) 2 ln(1 + U 21 )− ln(1 + U 22 )− 2 ln(1− U3)− ln(1 + U 25 ) = 0 ,
(3) 2 arctan(U1) + arctan(U2)− arctan(U5) = 0 ,
(4) ln(U2) + ln(1− U3)− ln(U4) + ln(U5) = 0 ,
(5) arctanh
(
1√
1+U22
)− 2 arctanh(√1 + U24 )− arctanh( 1√1+U25 ) = 0 ,
(6) arcsinh(U2)− 2 arctanh(
√
U3 ) + arcsinh(U5) = 0 .
Relativement a` cette base, on obtient la parame´trisation suivante de la surface de Blaschke associe´e :
(x, y) 7→
[
1 : −3x
2 + 1
2
: 2x3 : −3x
2y2 − y2 − 6xy + 2
1 + y2
:
2 (x− y)3
y3(1 + y2)
3
2
: − 2 (y + x)
3
(1 + y2)
3
2
]
.
Les courbes de Poincare´-Blaschke de Terr(c) sont toutes des courbes entie`res, dont trois sont planes,
les deux autres e´tant chacune incluse dans un CP3. Elles sont toutes distinctes, donc Terr(c) n’est
pas e´quivalents a` Terr(b). D’autre part, ces courbes ne sont pas toutes projectivement e´quivalentes
deux a` deux : une seule de ces cinq courbes est une cubique plane. Cela contraste avec les courbes
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de la configuration de Poincare´-Blaschke de B. On en de´duit que Terr(c) n’est pas e´quivalent a` B :
c’est donc un nouveau 5-tissu exceptionnel.
D’autre part, a` partir de la liste de relations abe´liennes ci-dessus, on e´tablit sans difficulte´ :
ω
[Terr(c)] = (4, 2, 0) R3[Terr(c)] = 4 R4[Terr(c)] = 3 .
8.5.2.3. Ge´ome´trisation de Terr(d). — On rappelle la de´finition de ce tissu :
Terr(d) = W
(
x , y , x+ y ,
x
y
,
x
y
(x+ y)
)
.
On ve´rifie que la famille suivante est une base de l’espace de ses relations abe´liennes :
(1) (x) + (y)− (x+ y) = 0 ,
(2) ln(x)− ln(y)− ln(xy ) = 0 ,
(3) ln(y)− ln(x+ y) + ln(1 + xy ) = 0 ,
(4) 1x − 1x+y − 1“ x
y
(x+y)
” = 0 ,
(5) log(x+ y) + ln
(
x
y
)− log(xy (x+ y)) = 0 ,
(6) log(x)2 − log(y)2 + log(x+ y)2 + 2 log(xy ) log(1 + xy )− log(xy (x+ y))2 = 0 .
Cela prouve que ce tissu est bien de rang maximal. Relativement a` cette base, on obtient la pa-
rame´trisation suivante de la surface de Blaschke de Terr(d) :
(x, y) 7→
[
−1 : 2x+ y + y log(x) : 2 (x+ y) + y log(x
y
)
: x (x+ y) : y
(
1 + log((x+ y)
x
y
)
)
: −y
2
]
.
La surface de Blaschke de T err(d) est une surface globale transcendante de CP5, et donc n’est
pas une surface de Ve´rone`se. On en de´duit que Terr(d) est exceptionnel. La surface S[Terr(d)]
n’e´tant pas alge´brique, elle n’est pas projectivement congruente a` S[Terr(b)], ce qui montre la non-
e´quivalence de Terr(d) avec Terr(b).
Les courbes de Poincare´-Blaschke de Terr(d) sont des courbes transcendantes de CP5. Parmis
ces cinq courbes, deux sont planes : celles-ci sont projectivement e´quivalentes. Les trois autres
sont chacune incluse dans un CP3, et exactement deux de ces trois courbes sont congrues modulo
PGL6(C). En particulier, aucune des courbes formant la configuration de Poincare´-Blaschke de
Terr(d) n’est une cubique plane. Vu 8.5.2.2, cela montre que Terr(d) n’est pas e´quivalent a` Terr(c).
Par ailleurs, a` partir de la liste de relations abe´liennes ci-dessus, on obtient sans difficulte´ :
ω
[Terr(d)] = (5, 0, 1) R3[Terr(d)] = 8 R4[Terr(d)] = 3 .
8.5.3. Ge´ome´trisation des tissus de Buzano. — On donne les relations abe´liennes et de
nouvelles parame´trisations des surfaces de Blaschke des deux tissus de Segre associe´s aux deux
surfaces de Blaschke de´couvertes par Buzano dans [Buz 39].
Avant d’avoir eu connaissance de ce papier de Buzano, nous avions de´couvert deux mode`les de ces
tissus et e´tabli qu’ils sont bien exceptionnels (voir [Pi 04], [PT 04] et le chapitre 6).
Les parame´trisations donne´es par Buzano dans [Buz 39] des surfaces de Blaschke des deux tissus
e´tudie´s ci-dessous sont plus simples que celle que nous obtenons. Mais les noˆtres ont l’avantage de
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ne s’exprimer qu’en termes de fonctions entie`res non ramifie´es. Notons que l’armure et les invariants
R3 et R4 de Buz(A) et Buz(B) ont e´te´ donne´s a` la fin du chapitre 6.
8.5.3.1. Ge´ome´trisation de Buz(A). — Comme mode`le du tissu note´ A par Buzano, on a pris
Buz(A) := W
(
x , y , x+ y , x− y , tanh(x) tanh(y)
)
.
Au chapitre 6, on a donne´ les six relations abe´liennes de Buz(A) :
(1) (x) + (y)− (x+ y) = 0 ,
(2) (x)− (y)− (x− y) = 0 ,
(3) 2 (x)2 + 2 (y)2 − (x− y)2 − (x+ y)2 = 0 ,
(4) log
(
tanh(x)
)
+ log
(
tanh(y)
)− log(U) = 0 ,
(5) log
(
cosh(x+ y)
)− log(cosh(x− y))− log(1+U1−U ) = 0 ,
(6) log
(
cosh(x)
)
+ log
(
cosh(y)
)− log(cosh(x− y))+ log(1− U) = 0 .(
on a pose´ U = tanh(x) tanh(y)
)
.
Relativement a` cette base, on obtient la parame´trisation suivante de la surface de Blaschke associe´e :
(x, y) 7→
[
sh(x+ y)ch(x− y)− (y + x) : sh(x− y)ch(x− y)− (y − x) : 1
2
:
2
(
ch(x)4 ch(y)2 − ch(x)2 sh(x)2 ch(y)2 − ch(x)2 ch(y)2 − sh(x)2 sh(y)2) :
ch(x+ y)2 : ch(x+ y)2 − ch(x− y)2
]
.
C’est la parame´trisation d’une surface transcendante, ce qui prouve que Buz(A) est bien exception-
nel. La configuration de Poincare´-Blaschke C[Buz(A)] est forme´e de trois courbes entie`res planes
(dont l’une est une conique) et de deux autre courbes entie`res chacune contenue dans un CP3. Ces
faits montrent que Buz(A) n’est pas e´quivalent aux tissus exceptionnels ci-dessus.
8.5.3.2. Ge´ome´trisation de Buz(B). — Comme mode`le du tissu note´ B par Buzano, on a pris
Buz(B) := W
(
x , y , x+ y , x− y , ex + ey
)
.
Au chapitre 6, on a donne´ les six relations abe´liennes de Buz(B) :
(1) (x) + (y)− (x+ y) = 0 ,
(2) (x)− (y)− (x− y) = 0 ,
(3) 2 (x)2 + 2 (y)2 − (x− y)2 − (x+ y)2 = 0 ,
(4) ex + ey − (ex + ey) = 0 ,
(5) e2x + e2y + 2 ex+y − (ex + ey)2 = 0 ,
(6) log
(
2 exp(x+y2 )
)
+ log
(
cosh(x−y2 )
)− log(ex + ey) = 0 .
Relativement a` cette base, on obtient la parame´trisation suivante de la surface de Blaschke associe´e :
(x, y) 7→
[
2 ex+y
(
1 + ch(
x− y
2
)2 − (x+ y)) : 2 ex+y (2 + (y − x)− 4 ch(x− y
2
)2 + ex−y
)
: ex+y : −4 (ex + ey) : 1 : 8 ex+y ch(x− y
2
)2
]
.
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C’est n’est pas la parame´trisation d’une surface de Ve´rone`se, donc Buz(B) est bien exceptionnel.
La configuration de Poincare´-Blaschke C[Buz(B)] est forme´e de deux courbes entie`res planes (dont
l’une est une conique) et de trois autres courbes entie`res transcendantes non planes, chacune conte-
nue dans un CP3. Cela montre que Buz(B) n’est pas e´quivalent aux tissus exceptionnels ci-dessus.
8.5.4. Ge´ome´trisation des tissus exceptionnels du chapitre 6. — Certains des tissus
conside´re´s au chapitre 6 avaient de´ja` e´te´ conside´re´s par Terracini et Buzano et on vient de les
e´tudier. On n’en reparlera donc pas ici. Pour l’armure et les invariants R3 et R4 des tissus de la
pre´sente section, on renvoie au tableau a` la fin du chapitre 6.
8.5.4.1. Ge´ome´trisation de W(x , y , x+y , x−y, x2+y2 ). — Ce tissu, note´W dans ce paragraphe,
apparaˆıt pour la premie`re fois dans la note [Pi 04] et a de´ja` e´te´ conside´re´ au chapitre 6. On y donne
la base suivante de l’espace de ses relations abe´liennes :
(1) (x) + (y)− (x+ y) = 0 ,
(2) (x)− (y)− (x− y) = 0 ,
(3) (x)2 − (y)2 − (x2 + y2) = 0 ,
(4) 2 (x)2 + 2 (y)2 − (x+ y)2 − (x− y)2 = 0 ,
(5) 4 (x)4 + 4 (y)4 + (x+ y)4 + (x− y)4 − 6 (x2 + y2)2 = 0 ,
(6) 8 (x)6 + 8 (y)6 + (x+ y)6 + (x− y)6 − 10 (x2 + y2)3 = 0 .
Relativement a` celle-ci, la surface de Poincare´-Blaschke de W admet la parame´trisation
(x, y) 7→
[
16 (x2 − 3xy + y2)(x+ y)3 : 16 (x2 + 3xy + y2)(x− y)3 : ..
· · · 30 (x2 + y2)2 : −15 (x − y)2(x+ y)2 : −5 (x2 + y2) : 1
]
.
C’est encore une surface alge´brique rationnelle de CP5. Ce n’est pas une surface de Ve´rone`se car
ses directions principales ne sont pas inde´termine´es, comme on le ve´rifie facilement. On en de´duit
une preuve “ge´ome´trique” que W est bien exceptionnel. La courbe de Poincare´-Blaschke associe´e
est la re´union de cinq courbes rationnelles de CP5 qui se rencontrent toutes en un meˆme point :
Figure 7. configuration de la courbe de Poincare´-Blaschke de W(x, y, x+ y, x− y, x2 + y2) .
On en de´duit imme´diatement que C[W ] n’est pas projectivement e´quivalente a` C[Terr(b)]. Il en
de´coule que W n’est pas e´quivalent aux 5-tissus exceptionnels conside´re´s ci-dessus.
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8.5.4.2. Ge´ome´trisation de W(x , y , x + y , x − y, sinx sin y ). — Ce tissu, note´ W dans ce
paragraphe, apparaˆıt pour la premie`re fois dans le chapitre 6 de cette the`se. On y donne la base
suivante de l’espace de ses relations abe´lie`nnes :
(1) (x) + (y)− (x+ y) = 0 ,
(2) (x)− (y)− (x− y) = 0 ,
(3) (x)2 − (y)2 − (x2 + y2) = 0 ,
(4) log
(
sinx
)
+ log
(
sin y
)− log(sinx sin y) = 0 ,
(5) cos(x+ y)− cos(x− y) + 2 (sinx sin y) = 0 ,
(6) cos(2x) + cos(2 y)− cos2(x+ y)− cos2(x− y) + 4 (sinx sin y)2 = 0 .
Relativement a` celle-ci, la surface de Poincare´-Blaschke de W admet la parame´trisation
(x, y) 7−→
[
H1(x, y) : H2(x, y) : H3(x, y) : H4(x, y) : H5(x, y) : 1
]
avec
H1(x, y) = 2 (x+ y)
(
2 sin2 x sin2 y − 2 cos2 x cos2 y + 1 )+ 2 sin(x+ y) (4 sinx sin y + cos(x+ y)) ;
H2(x, y) = 2 (x− y)
(
2 sin2 x sin2 y − 2 cos2 x cos2 y + 1)+ 2 sin(x+ y)(cos(x− y)− 4 sinx sin y) ;
H3(x, y) = 2 cos
2 x cos2 y − 4 sin2 x sin2 y − 1 ;
H4(x, y) = −8
(
cos2 x− 1) ( cos2 y − 1 ) ;
H5(x, y) = −8 sinx sin y .
Ce n’est pas une parame´trisation d’une surface de Ve´rone`se : W est donc bien exceptionnel. La
courbe de Poincare´-Blaschke associe´e est la re´union d’une conique plane et de quatre courbes
transcendantes, chacune transforme´e projective de la courbe image de la parame´trisation :
z 7−→ [ sin z : 0 : 0 : z sin z : cos z : sin 2 z sin z ] .
On en de´duit imme´diatement que C[W ] n’est pas projectivement e´quivalente a` une des configura-
tions de Poincare´-Blaschke d’un des tissus e´tudie´s ci-dessus. Il en de´coule que W est un nouveau
tissu exceptionnel.
8.5.4.3. Ge´ome´trisation de W(x , y , x + y , x − y, snk x snk y ). — On fixe k ∈ C \ {0, 1} et on
note Wk le tissu
W
(
x , y , x+ y , x− y, Uk(x, y)
)
,
avec
Uk(x, y) =
θ1(x)
θ4(x)
θ1(y)
θ4(y)
.
Comme base de l’espace des relations abe´liennes de ce tissu, on prend exactement la famille donne´e
a` la section 3 du chapitre 6 dont on garde les notations concernant les fonctions the`tas.
On pose par ailleurs :
u1 = x u2 = y u3 = x+ y u4 = x− y et u5 = Uk ,
ainsi que
F (x) := θ24
θ2(x) θ3(x)
θ1(x) θ4(x)
et S(x) :=
θ′4(x)
θ4(x)
.
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Alors la parame´trisation de S[Wk] associe´e avec notre choix de la base des relations abe´liennes est
(x, y) 7−→ [H1(x, y) : H2(x, y) : H3(x, y) : 1 : H5(x, y) : H6(x, y) : ]
avec
H1(x, y) = F (u1)u
2
5 + F (u2)u
2
5 + 4u1 u5 + S(u1) ,
H2(x, y) = F (u1)u
2
5 − F (u2)u25 + 4u2 u5 + S(u2) ,
H3(x, y) =
F ′(u1)
(
4 u45 − 8u35 + 4 u25
)
+ u5 + 1
1− u25
,
H5(x, y) =
8F ′(u1)u
2
5
(
1− u5
)2
+ 1(
1− u5
)2 ,
H6(x, y) = S
′(u1) + 4u5 .
A` partir de ces formules, on peut aussi obtenir une parame´trisation (relativement complique´e) de
S[Wk] dont les composantes homoge`nes sont des polynoˆmes en x et en les θk(z), les θ′k(z) et θ′′4(x)
(pour k = 1, . . . , 4 et z = x, y). Les surfaces de Blaschke des Wk forment une famille a` un parame`tre
de surfaces exceptionnelles (sans doute transcendantes) dans CP5 qu’il serait inte´ressant d’e´tudier.
8.5.5. Ge´ome´trisation d’autres 5-tissus exceptionnels. — En 5.2.4, on a montre´ que les
tissus ci-dessous sont bien de rang maximal. Il s’ave`re qu’ils sont exceptionnels. Certains ne sont
que des avatars de tissus conside´re´s plus haut. D’autres sont“nouveaux”.
8.5.5.1. Ge´ome´trisation de W(x , y , x+ y , x/y, xy ). — Via le changement de variables x = eX ,
y = eY , on obtient que le tissu conside´re´ ici est e´quivalent a`
W (X , Y , X + Y , X − Y, eX + eY ) ,
et donc est e´quivalent au tissu Buz(B) e´tudie´ plus haut.
8.5.5.2. Ge´ome´trisation de W(x , y , x + y , x/y, x2 + xy + y2 ). — Ce tissu est note´ W dans ce
paragraphe. On ve´rifie que la liste suivante est bien celle d’une base de ses relations abe´liennes :
(1) (x) + (y)− (x+ y) = 0 ,
(2) log(x)− log(y)− log(x/y) = 0 ,
(3) log(y)− log(x+ y) + log(1 + x/y) = 0 ,
(4) (x)2 + (y)2 + (x+ y)2 − 2 (U) = 0 ,
(5) (x)4 + (y)4 + (x+ y)4 − 2 (U)2 = 0 ,
(6) 2 log(y) + log( 1 + x/y + (x/y)2 )− log(U) = 0 .
(On a pose´ U = x2 + xy + y2).
Relativement a` cette base, la surface de Poincare´-Blaschke de W admet la parame´trisation
(x, y) 7→
[
4xy(x+ y) : x2 (x2 − 2xy − 2 y2) : . . .
· · · − (x+ y)2(x2 + 4xy + y2)2 : − (x2 + xy + y2) : 1 : (x2 + xy + y2)2
]
.
C’est donc encore une surface rationnelle de CP5, qui n’est pas une surface de Ve´rone`se puisque les
directions principales ne sont pas inde´termine´es. On en de´duit que W est exceptionnel.
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La courbe de Poincare´-Blaschke associe´e est la re´union de cinq courbes rationnelles et a la confi-
guration suivante :
Figure 8. configuration de la courbe de Poincare´-Blaschke de W(x, y, x+ y, x/y, x2 + xy + y2).
Clairement, cette courbe n’est pas projectivement e´quivalente aux courbes de Poincare´-Blaschke
des tissus exceptionnels e´tudie´s avant, ce qui implique que W(x, y, x+ y, x/y, x2 + xy + y2) est un
nouveau tissu exceptionnel.
D’autre part, a` partir de la liste de relations abe´liennes ci-dessus, on e´tablit sans difficulte´ :
ω
[
W
]
= (4, 2, 0) R3
[
W
]
= 7 R4
[
W
]
= 3 .
8.5.5.3. Ge´ome´trisation de W(x , y , x+ y , x/y, xy/(x+ y)) ). — Par le changement de variable
(x, y) 7→ (x+ y,−y), on obtient que ce tissu est e´quivalent au tissu Terr(d) e´tudie´ ci-dessus.
8.5.5.4. Ge´ome´trisation de W(x , y , x + y , x/y, x(x + y) ). — Via le changement de variable
x = −eX et y = eX + eY , on obtient que le tissu conside´re´ ici est e´quivalent a`
W (X , Y , X + Y , X − Y, eX + eY ) ,
et donc est e´quivalent au tissu Buz(B) e´tudie´ plus haut.
8.5.6. Ge´ome´trisation des sous-5-tissus exceptionnels des tissus K(4) et K(5). — Au
chapitre pre´ce´dent, on a de´couvert que les tissus polylogarithmiques associe´s aux e´quations de
Kummer du te´tralogarithme et du pentalogarithme admettent des 5-tissus exceptionnels comme
sous-tissus. On de´termine leur surface de Blaschke ci-dessous.
8.5.6.1. Ge´ome´trisation de K(4)[1, 2, 3, 7, 8]. — On a :
K(4)[1, 2, 3, 7, 8] = W(x , y , xy , y
1− x ,
xy
1− x
)
.
Dans les nouvelles coordonne´es (X,Y ) de´finies par x = Y/Y et y = Y , ce tissu devient
W(X , Y , X + Y , X
Y
,
X
Y (X + Y )
)
,
et celui-ci est le tissu de Terracini Terr(d), e´tudie´ en 8.5.2.3.
8.5.6.2. Ge´ome´trisation de K(5)[1, 2, 21, 25, 27]. — On note :
W := K(5)[1, 2, 21, 25, 27] = W (X , Y , Y (1−X)2
X(1− Y )2 ,
X(1−X)(1 − Y )2
Y
,
X2Y
(1−X)(1 − Y )2
)
.
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Si on a de´ja` donne´ une base de l’espace des relations abe´liennes de W au chapitre 7 par rapport a`
laquelle on pourrait ge´ome´triser W, on pre´fe`re travailler avec le mode`le suivant de W :
W := W(x , y , x+ y , x
y
, xy (x+ y)
)
qu’on obtient a` partir de W en effectuant le changement de variables (X,Y ) 7→ (x, y) avec
x = −X/Y et x (1− x) y3 = Y/(1− Y )2 .
La liste ci dessous est celle d’une base des relations abe´liennes de W :
(1) (x) + (y)− (x+ y) = 0 ,
(2) log(x)− log(y)− log(x/y) = 0 ,
(3) log(y)− log(x+ y) + log(1 + x/y) = 0 ,
(4) 3 log(x+ y)− (log(1 + x/y) + log(1 + y/x) )− log(U) = 0 ,
(5) (x)3 + (y)2 − (x+ y)3 + 3 (U) = 0 ,
(6) 3 log(x)2 + 3 log(y)2 + 3 log(x+ y)2 − F (x/y)− log(U)2 = 0 .
(on a pose´ U = xy(x+ y) et F (z) := log(z)2 + log(1 + z)2 + ln(1 + 1/z)2).
Relativement a` cette base, la surface de Poincare´-Blaschke de W admet la parame´trisation
(x, y) 7→
[
− 3 (x2 + xy + y2) : x( 2 (x2 + y2) + y(1− log(x))(3x + y) ) :
(x+ y)
(
2(x+ y)2 − 3xy log(xy) ) : −xy(x+ y) ( log(xy(x+ y))− 1 ) : 1
3
: xy
x+ y
2
]
.
Les courbes de Poincare´-Blaschke associe´es sont des courbes entie`res. L’une d’entre elles est plane,
et les quatre autres sont chacune incluse dans un CP3. Parmi ces quatre courbes, trois sont projec-
tivement e´quivalentes a` l’image de la parame´trisation
z 7−→ [ 1 : z : ez : e3z : 0 : 0 ] .
L’armure et les invariants R3 et R4 de W ont de´ja` e´te´ donne´s au chapitre 7 :
R3
[
W
]
= 7 R4
[
W
]
= 1 et ω
[
W
]
= (4, 1, 1) .
CHAPITRE 9
SUR LA NOTION DE TISSU ALGE´BRIQUE
Dans les chapitres pre´ce´dents, on a exhibe´ un nombre relativement conse´quent de nouveaux tissus
exceptionnels. On explique maintenant comment il est encore possible de conside´rer certains de
ces tissus comme des “tissus alge´briques” en proposant une ge´ne´ralisation de cette notion.
Voici un plan sommaire du chapitre : dans l’introduction 9.1, on discute les conside´rations qui
nous ont amene´ a` proposer une ge´ne´ralisation de la notion de tissu alge´brique. Apre`s avoir
rappele´ quelques points concernant les courbes alge´briques dans la section 9.2, on donne une
de´finition des notions de tissu D-alge´brique et de tissu G-alge´brique dans la section 9.3. En 9.4,
on illustre cette nouvelle notion en montrant que le tissu W(x, y, x + y, x − y, x2 + y2), qui est
exceptionnel selon la terminologie de Blaschke et Bol, est alge´brique en ce sens plus ge´ne´ral.
Dans tout ce chapitre, le terme “courbe alge´brique” de´signe un sche´ma sur C de dimension pure
e´gale a` 1, sans composante irre´ductible non-re´duite, mais pas force´ment lisse ni meˆme irre´ductible.
Le plus souvent, une telle courbe sera note´e C.
D’autre part, sauf pre´cision contraire, il sera toujours question de tissu plan.
9.1. Introduction
Au chapitre 4, on a de´fini les notions de relations abe´liennes, de rang et de tissu alge´brique. C’est
relativement a` ces concepts que se formule la proble´matique centrale de cette the`se, a` savoir l’e´tude
et la description des tissus plans exceptionnels.
Ces notions ont e´te´ de´gage´es autour des anne´es 1931-32, principalement par Blaschke, qui a fait
apparaˆıtre l’inte´reˆt de l’ide´e de relation abe´lienne en la reliant a` certains re´sultats d’alge´brisation
pour les tissus. Avec l’aide de Howe, c’est lui qui a e´tabli les re´sultats qui fondent la the´orie
pre´sente´e au chapitre 4 de cette the`se, aux exceptions notables de la borne sur le rang d’un tissu
et de la de´couverte d’un 5-tissu exceptionnel, qui ont e´te´ obtenues par Bol en 1932 et 1936 respec-
tivement. On peut donc dire que le cadre dans lequel s’e´nonce le proble`me de la de´termination des
tissus de rang maximal e´tait bien de´gage´ de`s 1936. Il n’a gue`re e´volue´ depuis.
Concernant la de´termination des tissus exceptionnels, il n’y a eu aucune avance´e pendant pre`s de
70 ans puisque les re´sultats nouveaux sont tre`s re´cents (et datent de 2002). Il s’agit de la preuve
du caracte`re exceptionnel du tissu de Spence-Kummer WSK (par G. Robert et l’auteur, de fac¸on
inde´pendante), ainsi que de la de´couverte de nouveaux k-tissus exceptionnels pour k = 5, 6, 7, 8,
dont certains vont en famille (pour k = 5, 6, 8). On renvoie aux chapitres 6 et 7 de cette the`se pour
davantage de pre´cisions sur ces points.
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Parmi les nouveaux tissus exceptionnels qui ont e´te´ de´couverts, figurent des exemples parti-
culie`rement surprenants de par leur “simplicite´”. On peut citer le tissu note´ W1 ci-dessous, qui a
e´te´ conside´re´ pour la premie`re fois dans [Pi 04] :
W1 := W
(
x , y , x+ y , x− y , x2 + y2 ) .
Ce tissu est forme´ de quatre pinceaux de droites paralle`les dont les sommets forment une division
anharmonique de la droite a` l’infini et du pinceau des cercles centre´s en l’origine.
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Figure 1. Une repre´sentation re´elle de W1 au voisinage de l’origine dans R2.
Les relations abe´liennes de W1 sont particulie`rement e´le´mentaires et peuvent eˆtre de´termine´es a`
la main sans difficulte´. On e´tablit facilement que la liste ci-dessous est bien celle d’une base de
l’espace de ses relations fonctionnelles abe´liennes (modulo les relations triviales) :
(x) + (y)− (x+ y) = 0 ,
(x)− (y)− (x− y) = 0 ,
(x)2 + (y)2 − (x2 + y2) = 0 ,
(x+ y)2 + (x− y)2 − 2 (x2 + y2) = 0 ,
4 (x)4 + 4 (y)4 + (x+ y)4 + (x− y)4 − 6 (x2 + y2)2 = 0 ,
8 (x)6 + 8 (y)6 + (x+ y)6 + (x− y)6 − 10 (x2 + y2)3 = 0 .
Les feuilletages de W1 sont de´finis par des polynoˆmes tre`s simples et toutes ses relations abe´liennes
sont donne´es par des identite´s polynomiales e´le´mentaires. Pourtant ce tissu n’est pas alge´brique au
sens de la De´finition 4.2.4 (nous dirons qu’il n’est pas alge´brique au sens de Blaschke et Bol).
Ce fait surprenant fait apparaˆıtre que la notion classique de tissu alge´brique n’est pas ve´ritablement
satisfaisante. Si la dichotomie tissus alge´briques/tissus exceptionnels(1) a semble´ pertinente pendant
aussi longtemps, c’est sans doute qu’on ne disposait que du tissu de Bol pour en rendre compte.
Quand on la regarde a` la lumie`re des nouveaux tissus exceptionnels que nous avons de´couverts, elle
apparaˆıt comme n’e´tant plus tout a` fait approprie´e.
Dans le chapitre pre´ce´dent, on a explique´ comment il est possible de ge´ome´triser un 5-tissu excep-
tionnel, en lui attachant de fac¸on canonique(2) une surface de CP5, dite de “Blaschke”, obtenue
(1) Avec les de´finitions classiques du chapitre 4.
(2) Modulo PGL6(C).
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comme image d’une parame´trisation construite a` partir des relations abe´liennes du tissu. Quand
on l’applique a` W1, ce proce´de´ de ge´ome´trisation fait apparaˆıtre que la surface de Blaschke de W1
est alge´brique et que ce tissu peut eˆtre de´crit en termes ge´ome´triques (en un sens qu’on pre´cisera
plus loin) relativement a` la courbe de Poincare´-Blaschke associe´e, qui, dans ce cas, est une courbe
alge´brique (voir chapitre 8 et plus particulie`rement 8.5.4.1).
Ce fait peut nous amener aux re´flexions suivantes concernant la notion de tissu alge´brique : la
construction classique permet d’associer un d-tissu sur
(
CP2
)∗
a` toute courbe alge´brique C ⊂ CP2
de degre´ d, sans composante multiple. Elle repose essentiellement sur la dualite´ projective et le
the´ore`me de Bezout, et se ge´ne´ralise donc a` n’importe quelle courbe alge´brique plonge´e dans un
espace projectif. Mais elle ne permet d’obtenir un tissu plan de rang maximal que dans le cas d’une
courbe plane.
Ce qui rend particulie`rement inte´ressants les tissus alge´briques au sens de Blaschke et Bol est qu’ils
forment une vaste classe de tissus de rang maximal. Ce dernier point de´coule du The´ore`me d’addi-
tion d’Abel 4.3.10. La version de ce the´ore`me qu’on a donne´e en 4.3.2 ne porte que sur les courbes
planes et on peut dire qu’elle est e´nonce´e avec le meˆme formalisme que celui utilise´ par Abel il y
a plus de 150 ans. De nombreux progre`s ont depuis e´te´ faits sur le sujet, et les versions modernes
du the´ore`me d’Abel (cf. The´ore`me 9.2.5) s’e´noncent pour toutes les courbes alge´briques, et cela de
fac¸on intrinse`que (i.e. sans que la courbe soit ne´ce´ssairement plonge´e dans un espace projectif).
Dans le formalisme actuel tre`s ge´ne´ral, le the´ore`me d’Abel caracte´rise les sous-ensembles de l’espace
des 0-cycles effectifs sur lesquels les traces des 1-formes re´gulie`res de C s’annulent identiquement.
Pour essayer de de´finir une “nouvelle” notion de tissu alge´brique qui soit plus ge´ne´rale que la notion
classique (et qui par exemple, englobe le tissu W1), l’ide´e est de se placer dans ce cadre a` la fois
plus abstrait et plus naturel.
Le fait est que l’espace C(d) des 0-cycles effectifs de degre´ fixe´ d porte naturellement un d-tissu
de codimension 1, qu’on note W (d)C (voir 9.3). Puisqu’on ne s’occupe que de tissus plans, on va
s’inte´resser aux familles de 0-cycles parame´tre´es par un ensemble analytique T de dimension 2.
Quand c’est bien de´fini, on obtient un d-tissu sur T en tirant en arrie`re le tissu W (d)C .
Lorsque T est une surface alge´brique, on obtient la notion de “tissu D-alge´brique”. Cette notion
est tre`s ge´ne´rale. On de´finira alors ce qu’est un “tissu G-alge´brique” : c’est un tissu D-alge´brique
dont les relations abe´liennes sont toutes donne´es par l’annulation de la trace d’e´le´ments d’un sous-
espace H de l’espace des 1-formes rationnelles sur C. Quand on prend H = H0(C, ω1C), on retrouve
la notion classique de tissu alge´brique si l’on se restreint a` conside´rer des tissus de rang maximal.
Par contre, si l’on se permet d’autres choix pour H, on peut alors de´crire avec ce formalisme des
tissus qui sont exceptionnels selon la terminologie classique.
En 9.4 on illustre les notions introduites auparavant en les illustrant sur un exemple explicite : on
montre que W1 est G-alge´brique bien qu’il soit exceptionnel selon la terminologie classique.
9.2. Quelques rappels sur les courbes alge´briques
Dans cette partie on commence par rappeler les notions de diviseurs, diviseurs effectifs, etc., sur
une courbe alge´brique C. Ces notions sont tre`s classiques en ge´ome´trie alge´brique complexe. Notre
re´fe´rence principale est [ACGH]. On donne ensuite une de´finition analytique de ce qu’est une
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1-forme re´gulie`re sur C.(3) Dans le cas ou` la courbe est singulie`re, cette notion de 1-forme est un
peu subtile et est due a` M. Rosenlicht.
9.2.1. La notion de 0-cycle sur une courbe. — Le lieu singulier d’une courbe C est note´
S(C), ou S quand la confusion n’est pas possible. C’est un ensemble fini. On note reg(C) la partie
re´gulie`re de C. Si C est singulie`re, elle admet essentiellement une unique normalisation
pi : C′ → C
ou` la courbe C ′ est lisse et pi e´tablit un biholomorphisme de C ′ \ pi−1(S) sur C \ S. On note Cd le
produit carte´sien de d exemplaires de C et, pour i = 1, . . . , d, on de´signe par pii la i-e`me projection :
pii :
(
p1 , . . . , pd
) ∈ Cd 7−→ pi ∈ C .
Le groupe syme´trique Sd agit de fac¸on naturelle sur Cd. L’espace quotient pour cette action est
note´ C(d). Par de´finition, c’est le d-ie`me produit syme´trique de la courbe C. On note pidC la projection
Cd → C(d) et reg(C)(d) l’image de reg(C)d par pidC . La diagonale ∆(d) de C(d) est de´finie comme e´tant
la projection par pidC de l’ensemble des e´le´ments (p1, . . . , pd) ∈ Cd tels que deux des pi co¨ıncident.
On note alors
Ĉ(d) := reg(C)(d) \∆(d) .
C’est un ouvert analytique dense inclus dans la partie lisse de C (d), sur lequel on de´finira en 9.3 un
d-tissu de codimension 1 qui jouera un roˆle important dans la suite.
Si P est un point de C(d), on peut l’e´crire comme une somme formelle de points pi de C, deux a`
deux distincts, a` coefficients des entiers positifs ni tels que Σni = d. Plus ge´ne´ralement, un 0-cycle
P sur C est une somme formelle finie, a` coefficients entiers : P = Σimi pi, avec mi ∈ Z, et ou` les pi
sont des points de C deux a` deux distincts.
Si q est un point de C, la multiplicite´ en q d’un tel 0-cycle est le nombre
mq(P ) =
∑
i,pi=q
ni ∈ Z .
On peut alors de´finir le degre´ de P :
deg(P ) :=
∑
p∈C
mp(P ) ∈ Z .
Le support supp(P ) de P est l’ensemble des points de C ou` la multiplicite´ de P n’est pas nulle :
supp(P ) := { q ∈ C |mq(P ) 6= 0 } .
Un 0-cycle est dit effectif s’il n’admet pas de point de multiplicite´ strictement ne´gative. Dans
l’e´criture P = Σi ni pi, cela correspond a` ce que tous les ni soient positifs. On en de´duit que
l’espace des 0-cycles effectifs de degre´ d sur C s’identifie au d-ie`me produit syme´trique C (d) de C.
Soit F ∈ C(C)∗ une fonction rationnelle inversible. Alors au voisinage d’un point p de C, on a une
e´criture F = a/b avec a, b ∈ OC,p et b 6= 0. Si p est un point re´gulier, il existe une coordonne´e
locale holomorphe au voisinage de p = z(0). Il est alors naturel de de´finir la multiplicite´ de F en p,
note´e mp(F ), comme e´tant la diffe´rence m0(a(z))−m0(b(z)), ou` on a note´ m0(c(z)) la multiplicite´
de 0 pour le germe c(z) (avec c = a, b). On montre que cette dernie`re est e´gale a` la dimension de
OC,p/(c) comme C-espace vectoriel. On a donc
mp(F ) = dimC
(OC, p /(a))− dimC (OC, p /(b)) .
(3) Cela donne une de´finition rigoureuse de la notion de “forme de premie`re e´spe`ce utilise´e en 4.3.2.
9.2. QUELQUES RAPPELS SUR LES COURBES ALGE´BRIQUES 225
En prenant cette dernie`re relation comme de´finition quand p est singulier, on de´finit le 0-cycle
principal associe´ a` F , note´ (F ), en posant :
(F ) :=
∑
p∈C
mp(F ) p .
On ve´rifie qu’un tel 0-cycle principal est de degre´ 0.
Soient D et D′ deux 0-cycles de degre´ d sur C a` support dans la partie re´gulie`re de C. On dit qu’ils
sont line´airement e´quivalents si leur diffe´rence D − D ′ est un 0-cycle principal (F ) ou` F est une
fonction rationnelle sur C, re´gulie`re et inversible en les points singuliers de C. On de´finit ainsi une
relation d’e´quivalence sur l’espace des diviseurs de degre´ d qu’on appelle l’e´quivalence line´aire. Si
D est un 0-cycle, on note |D| l’ensemble des 0-cycles effectifs line´airement e´quivalents a` D.
Soit D un 0-cycle effectif tel que supp(D) ⊂ reg(C). On peut lui associer un fibre´ en droites sur
C, note´ O(D). Si σ en est une section globale, on ve´rifie que le diviseur (σ) qu’elle de´finit est
line´airement e´quivalent a` D. On a ainsi une bijection qui fait de |D| un espace projectif :
ΓD : P H
0
(C,O(D)) ∼−→ |D| , [σ] 7−→ (σ) .
La notion de famille me´romorphe de 0-cycles (effectifs, de degre´ d) sur C est rigoureusement de´finie
dans la section 0. de [Fa 03]. On rappelle seulement qu’une telle famille peut eˆtre de´crite a` partir
d’une application me´romorphe(4) φ : T → C(d), ou` T est un espace analytique re´duit. On dit
que φ est une parame´trisation de cette famille. Dans ce chapitre, on se restreindra en prenant
toujours T une varie´te´ complexe connexe et en demandant que φ e´tablisse un bime´romorphisme de
T sur son image.
Quand X est une varie´te´ alge´brique (re´duite), nous dirons qu’une famille me´romorphe de 0-cycles
donne´e par une parame´trisation X → C(d) est une famille alge´brique de 0-cycles (effectifs, de degre´
d) sur C. Par le principe GAGA, on sait que le graphe de cette parame´trisation est un ensemble
alge´brique dans CPn × C(d), ce qui justifie la terminologie. Dans le cas ou` X = CPn, on parle de
famille rationnelle de 0-cycles.
Remarque : ces notions de famille alge´brique ou rationnelle de 0-cycles ne correspondent pas tout
a` fait aux notions classiques. Notons qu’on demande que φ soit birationnelle sur son image.
9.2.2. La notion de formes re´gulie`res sur une courbe. — On donne maintenant une
de´finition analytique rigoureuse de ce qu’est une forme re´gulie`re sur une courbe alge´brique. Si
cette de´finition ne pose pas de difficulte´ quand la courbe conside´re´e est lisse, puisque dans ce cas
c’est une surface de Riemann, la de´finition est plus subtile dans le cas d’une courbe singulie`re.
Il y a diffe´rentes fac¸ons, plus ou moins alge´briques et plus ou moins abstraites, de de´finir ce qu’est
une forme re´gulie`re sur une courbe alge´brique. Le point de vue analytique n’est peut-eˆtre pas le
plus direct ni le mieux formalise´, mais c’est celui pour lequel notre intuition nous fait le moins
de´faut, de par notre formation d’analyste. C’est donc celui que l’on choisira.
On va de´finir localement ce qu’est une forme re´gulie`re au voisinage d’un point p de C (i.e. on va
de´finir le faisceau des germes de formes re´gulie`res sur C, note´ ω1C). Les formes re´gulie`res sur C seront
obtenues par recollement (i.e. seront les sections globales de ce faisceau).
(4) Une application φ : X → Y entre deux espaces analytiques re´duits est dite me´romorphe si elle est holomorphe
sur un ouvert de Zariski dense U ⊂ X et si l’adhe´rence G du graphe Gr(φ|U ) ⊂ U ×Y est un ensemble analytique de
X × Y tel que la projection G → X soit propre.
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Soient p1, . . . , ps les points singuliers de la courbe C. On note S leur re´union qui forme donc la partie
singulie`re de la courbe. Si p est un point re´gulier de C, la de´finition de la fibre en p du faisceau que
l’on cherche a` de´finir ne pose pas de proble`me et est naturelle : on pose
ω1C, p := Ω
1
C, p .
La de´finition de la fibre ω1C en un point singulier pi est plus subtile. On va la donner dans le cadre
analytique plus ge´ne´ral : soit X un germe singulier en q de varie´te´ analytique (re´duite) de dimension
pure e´gale a` un. Soit X = X1 ∪X2 ∪ . . . ∪Xs sa de´composition en composantes irre´ductibles.
Pour k compris entre 1 et s, on conside`re la normalisation :
γk : X
′
k −→ Xk
ou` X ′k est lisse, et γk un home´omorphisme qui e´tablit un biholomorphisme de X
′
k \{qk} sur Xk \{q}
(avec qk := γ
−1
k (q)). On va d’abord de´finir ce qu’est une forme me´romorphe en p :
De´finition 9.2.1. — Soit ω une forme me´romorphe sur X \{q}. Elle est dite me´romorphe en q si,
quel que soit k compris entre 1 et s, la forme γ∗k(ω) se prolonge en une forme me´romorphe sur X
′
k.
Une forme w me´romorphe en (C, 0) est holomorphe si elle n’a pas de poˆle en l’origine, ou, de fac¸on
e´quivalente, si Res0
[
fw
]
= 0 pour tout f ∈ O1. C’est cette dernie`re formulation qui se ge´ne´ralise :
De´finition 9.2.2. — Soit ω une forme me´romorphe sur X. Elle est dite re´gulie`re en q si, pour
tout f ∈ OX, q , on a :
s∑
k=1
Resqk
[
γ∗k
(
fω
) ]
= 0 .
Les germes de 1-formes re´gulie`res en q sur X forment un (OX, q) -module qu’on note ω1X, q .
Revenons a` la courbe alge´brique C. En appliquant la De´finition 9.2.2 quand p est un point singulier,
on de´finit en chaque p ∈ C l’espace des germes de 1-formes re´gulie`res en ce point, note´ ω1C, p . Ces
espaces de germes se recollent pour former un faisceau OC-cohe´rent sur C que l’on note ω1C : c’est le
faisceau des germes de 1-formes re´gulie`res sur C. Si la courbe est lisse, il co¨ıncide avec le faisceau
Ω1C des 1-formes holomorphes (au sens usuel) C. On pose alors la
De´finition 9.2.3. — Une forme re´gulie`re sur C est une section globale du faisceau ω1C .
Remarques : 1. cette appellation n’est pas la plus usite´e, mais aucune n’est commune´ment ac-
cepte´e. On rencontre les terme de “forme abe´lienne”, “forme holomorphe”, “forme de Rosenlicht”,
et parfois le mot “forme” est remplace´ par le terme de “diffe´rentielle”...
2. ω1C est clairement un sous-faisceau du faisceau (note´ M1C) des 1-formes me´romorphes sur C.
L’espace des 1-formes re´gulie`res sur C est l’espace H0(C, ω1C) des sections globales de ω1C . D’apre`s les
the´ore`mes ge´ne´raux sur les faisceaux analytiques cohe´rents sur les espaces analytiques compacts,
celui-ci est de dimension finie. Pour les courbes alge´briques, sa dimension est donne´e par la
Proposition 9.2.4. — La dimension de l’espace des 1-formes re´gulie`res sur C est e´gale au genre
arithme´tique de la courbe :
(∗) dimC H0(C, ω1C) = pa(C) .
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On rappelle que par de´finition, on a pa(C) = 1 − X (OC), ou` X (OC) = h0(OC) − h1(OC) est la
caracte´ristique d’Euler-Poincare´ du faisceau OC . Puisque C est connexe, on a X (OC) = 1−h1(OC),
et la relation (∗) de la proposition ci-dessus s’e´crit dimC H0(C, ω1C) = dimC H1(C,OC). Cette e´galite´
de´coule de l’isomorphisme H0(C, ω1C) ' H1(C,OC)∗, qui est un cas tre`s particulier d’un phe´nome`ne
beaucoup plus ge´ne´ral (la “dualite´ de Serre”).
9.2.3. Le the´ore`me d’Abel. — On rappelle ici la version moderne du the´ore`me d’Abel.
Soit C une courbe alge´brique de genre arithme´tique g suppose´ eˆtre strictement plus grand que 1.
Alors la Proposition 9.2.4 implique que H0(C, ω1C) est de dimension g.
Soit ω = (ω1, . . . , ωg) une base (ordonne´e) de H
0(C, ω1C). Si γ est un lacet sur C qui e´vite ses
singularite´s, alors pour κ = 1, . . . , g l’inte´grale de ωκ le long de γ est bien de´finie, et on peut poser∫
γ
ω :=
( ∫
γ
ω1 , . . . ,
∫
γ
ωg
) ∈ Cg .
On dira qu’un tel g-uplet est un g-uplet de pe´riodes de la courbe C. On montre que l’ensemble ΛC
de ces g-uplets de pe´riodes forme un re´seau discret dans Cg. Le quotient J(C) := Cg/ΛC est donc
une varie´te´ complexe de dimension g, qu’on appelle la jacobienne de C.
Soient p et q deux points quelconques de reg(C). Alors si α de´signe un chemin joignant p a` q dans
reg(C), il est clair que la classe de ∫α ω dans J(C) ne de´pend que de p et q, mais pas de α. Supposons
maintenant que q est fixe´. On peut alors de´finir l’application d’Abel-Jacobi :
AJ : reg(C) // J(C)
p  //
∫ p
q ω
en inte´grant le long de n’importe quel chemin joignant q a` p dans reg(C). Cette application ne
de´pend pas de q, modulo l’addition d’un constante dans J(C). On peut alors e´tendre l’application
d’Abel-Jacobi sur reg(C)(d) en posant
AJ : reg(C)(d) // J(C)∑d
κ=1 pκ
 //
∫ p1
q1
ω + · · ·+ ∫ pdqd ω .
Avec ce formalisme, on peut e´noncer le re´sultat ci-dessous qui est commune´ment appele´ “The´ore`me
d’Abel” dans les livres modernes de ge´ome´trie alge´brique(5) :
The´ore`me 9.2.5 (forme moderne du the´ore`me d’Abel). — Soit P et P ′ deux 0-cycles ef-
fectifs de degre´ d sur C a` support dans la partie re´gulie`re de C. Ils sont line´airement e´quivalents si
et seulement si AJ(P ) = AJ(P ′), ou de fac¸on e´quivalente :
AJ−1
(
AJ(P )
)
= |P | .
9.3. Une ge´ne´ralisation de la notion de tissu alge´brique
Dans cette section, on va de´finir trois notions distinctes de “tissus alge´briques”, chacune e´tant une
ge´ne´ralisation de la suivante :
1. la notion de “tissu alge´briquement de´fini” ;
(5) Sur ce qu’il conviendrait d’appeler “the´ore`me d’Abel”, voir l’article de S. Kleiman dans [AB].
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2. la notion de “tissu alge´brique ge´ne´ralise´” ;
3. la notion de “tissu alge´brique au sens de Blaschke et Bol”.
La troisie`me de ces notions est la notion classique de tissu alge´brique :
De´finition 9.3.1. — Un tissu sur CP2 est dit alge´brique au sens de Blaschke et Bol (ou est
BB-alge´brique) s’il est alge´brique au sens de la De´finition 4.2.4.
Introduisons maintenant la notion de “tissu alge´briquement de´fini”. Comme on l’a dit dans l’in-
troduction de ce chapitre, ces tissus alge´briquement de´finis sont construits de fac¸on naturelle et
intrinse`que sur les espaces de 0-cycles effectifs. Signalons que cette notion apparaˆıt de´ja dans une
remarque de Beauville (cf. [Be 80] page 106).
Soit P un 0-cycle effectif de degre´ d sur C, dont le support est forme´ de d points distincts de reg(C) :
P = p1 + · · · + pd
(
pi ∈ reg(C) , i = 1, . . . , d
)
.
Nume´rotons (de fac¸on arbitraire) les d points distincts du support de P . On se donne des petits
disques Ui sur reg(C) contenant pi (respectivement) de telle sorte que Ui∩Uj = ∅ pour i 6= j. Alors
la projection pidC e´tablit un biholomorphisme de U = U1 × . . .× Ud sur son image
pidC : U
// pi(U) ⊂ C(d)(
q1, . . . , qd
)  // q1 + · · ·+ qd .
Sur U , la restriction de la i-ie`me projection pii : U → Ui est une submersion dont les ensembles de
niveaux vont constituer un feuilletage de codimension 1, note´ Fi . Si l’image pi∗(Fi) de ce feuille-
tage par pi de´pend de la nume´rotation des points du support de P qu’on s’est fixe´e, la collection
{pi∗(Fκ) |κ = 1, . . . , d } est canoniquement attache´e a` C (d) au voisinage de P . Il est clair que les
feuilles des pi∗(Fκ) sont en position ge´ne´rale en tout point de pi(U) ; par conse´quent, ces feuilletages
forment un d-tissu de codimension 1 sur pi(U).
Cette construction peut s’effectuer au voisinage de n’importe quel 0-cycle e´le´ment de Ĉ(d). Les tis-
sus ainsi obtenus se recollent pour former un tissu global qu’on note W (d)C . Il est canoniquement
attache´ a` C et est de´fini sur Ĉ(d)(6). Remarquons que la structure locale de ce tissu est triviale. Ce
qui fait son inte´reˆt est qu’il est globalement de´fini.
On va maintenant expliquer comment construire des tissus plans a` partir deW (d)C puisque ce sont les
tissus de ce type qui nous inte´ressent. Soit T une varie´te´ complexe connexe de dimension plus grande
que 2 et soit Γ : T → C(d) une parame´trisation d’une famille me´romorphe de 0-cycles de degre´ d
telle que, pour t ∈ T ge´ne´rique, Γ(t) est forme´ de d points distincts de reg(C). Alors il va exister un
voisinage ouvert U ⊂ T d’un tel t, ainsi que d applications holomorphes Pκ : U → reg(C) telles que,
pour tout τ ∈ U , on ait
Γ(τ) =
d∑
κ=1
Pκ(τ) .
Par de´finition, nous dirons que la parame´trisation Γ est W-admissible si les Pκ introduits ci-dessus
sont de rang 1 et si les d feuilletages {Pκ = cte. } forment un d-tissu au voisinage de t ge´ne´rique
(cette condition de´finit bien une proprie´te´ de Γ). En d’autres termes, Γ estW-admissible si l’on peut
tirer en arrie`re le tissu W (d)C par Γ au voisinage d’un t ge´ne´rique. Quand cette condition est ve´rifie´e,
(6) On rappelle que bC(d) est l’ensemble des 0-cycles forme´s de d points re´guliers distincts de reg(C).
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les tissus obtenus localement au voisinage des points ge´ne´riques de T se recollent pour former un
d-tissu re´gulier de codimension 1 sur un ouvert de Zariski de T . Ce tissu sera note´ Γ∗
(W(d)C ).
L’ide´e, pour obtenir une notion de tissu alge´briquement de´fini, est alors d’appliquer cette construc-
tion a` des parame´trisations alge´briques de 0-cycles. Puisqu’on ne s’inte´resse qu’aux tissus plans, on
ne conside´rera que des parame´trisations de dimension deux. Soit S une surface alge´brique.
De´finition 9.3.2. — Un tissu Γ∗
(W(d)C ) sur S, associe´ a` une parame´trisation alge´brique W-
admissible Γ : S → C(d), est un tissu alge´briquement de´fini (ou encore, est un tissu D-alge´brique).
Le D de “D-alge´brique” re´fe`re au terme “de´fini” dans l’expression “tissu alge´briquement de´fini”.
Cette notion de tissu alge´brique de´fini est donne´e par des constructions alge´briques naturelles
mais tre`s ge´ne´rales. Bien suˆr, elle ge´ne´ralise celle de tissu BB-alge´brique, mais la D-alge´bricite´
est bien plus ge´ne´rale que cela. On montre facilement que tous les tissus exceptionnels dont il est
question dans cette the`se sont des exemples de tissus D-alge´briques. Plus ge´ne´ralement, un tissu
W(U1, . . . , Ud) de´fini par des fractions rationnelles Ui ∈ C(x, y) est aussi de cette sorte.
Il faut bien comprendre qu’avec la De´finition 9.3.2, on de´finit une classe tre`s e´tendue de tissus,
et pas force´ment des tissus de rang maximal. Intuitivement (et de fac¸on tre`s vague), un tissu est
D-alge´brique s’il est susceptible d’eˆtre de´crit a` partir d’objets alge´briques (tels que des fractions
rationnelles, des fonctions alge´briques, etc.).
Telle qu’elle est de´finie ci-dessus, la D-alge´bricite´ n’est pas une notion ve´ritablement pre´cise, dans
le sens ou` il n’y a pas unicite´ de la courbe C, de la surface S et de la parame´trisation W-admissible
Γ : S → C(d) dans la description d’un tissu comme tissu D-alge´brique.
Par contre, il en va diffe´rement pour les d-tissus exceptionnels (on ne discutera ici que le cas
d = 5). En effet, on a vu au chapitre pre´ce´dent que certains 5-tissus exceptionnels avaient la
particularite´ d’avoir leur configuration de Poincare´-Blaschke forme´e de courbes alge´briques. Soit
W un tel tissu, et C sa configuration de Poincare´-Blaschke, qui est suppose´e eˆtre la re´union de cinq
courbes alge´briques Cκ (pour κ = 1, . . . , 5). Alors la surface de Blaschke S de W est l’intersection
des hypersurfaces duales des courbes Cκ :
S =
⋂
κ=1..5
Cκ∗ .
On de´crit alors W comme tissu D-alge´brique sur S, au moyen de la parame´trisation W-admissible
Γ : S −→ C(5) , H 7−→
∑
mp(H.C)≥2
p .
L’inte´reˆt de cette description dans cette situation est qu’elle est canonique. Le fait qu’il existe
plusieurs exemples de 5-tissus exceptionnels qui peuvent eˆtre de´cris ainsi justifie qu’on pose la
De´finition 9.3.3. — Un 5-tissu exceptionnel est dit canoniquement D-alge´brique si sa configura-
tion de Poincare´-Blaschke est forme´e de courbes alge´briques.
A` l’heure actuelle, on connait seulement trois exemples de 5-tissus exceptionnels canoniquement
D-alge´briques : il s’agit de
W1 , Terr(b) et W
(
x , y , x+ y , x/y , x2 + xy + y2
)
.
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Nous ne savons pas s’il existe d’autres tissus de ce type, mais il serait surprenant que cela ne soit
pas le cas. Ainsi, il nous semble qu’un proble`me inte´ressant est le
Proble`me de la de´termination des 5-tissus exceptionnels a` configuration de
Poincare´-Blaschke alge´brique (i.e. canoniquement D-alge´briques).
Un tissu BB-alge´brique WC a la proprie´te´ d’eˆtre de rang maximal, ses relations abe´liennes e´tant
donne´es par l’annulation des sommes abe´liennes des formes re´gulie`res sur la courbe C. Puisqu’on
cherche a` ge´ne´raliser la notion de tissu alge´brique afin qu’elle englobe certains tissus qui sont
exceptionnels au sens de la De´finition 4.4.8, on va s’inte´resser aux tissusD-alge´briques qui posse`dent
la meˆme proprie´te´, c’est-a`-dire dont les relations abe´liennes sont donne´es par l’annulation des
sommes abe´liennes de “1-formes alge´briques” (i.e. rationnelles) sur la courbe associe´e.
Soient Γ : T → C(d) une parame´trisation W-admissible et ω une 1-forme rationelle sur C. On peut
de´finir la trace TrΓ(ω) de ω relativement a` Γ en posant au voisinage d’un point t ge´ne´rique :
F TrΓ(ω) :=
d∑
κ=1
P ∗κ (ω)
(avec les notations utilise´es dans la de´finition de la notion de “parame´trisation W-admissible”).
On de´finit ainsi une 1-forme me´romorphe sur un ouvert de Zariski de T . On remarquera que, vu F,
la relation TrΓ(ω) ≡ 0 peut s’interpre´ter comme une relation abe´lienne pour Γ∗
(W(d)C ). Toutes les
relations abe´liennes des tissus BB-alge´briques s’obtiennent ainsi a` partir des formes re´gulie`res de
la courbe associe´e. On de´finira une classe plus ge´ne´rale de tissus portant des relations abe´liennes
d’origine alge´brique avec la construction suivante :
De´finition 9.3.4. — Soit H un sous-espace vectoriel de H0
(C,M1C), de dimension finie non nulle.
Un tissu D-alge´brique Γ∗
[W(d)C ] est un tissu alge´brique ge´ne´ralise´ (ou encore est G-alge´brique)
relativement a` H si :
1. pour toute 1-forme ω ∈ H, on a TrΓ(ω) ≡ 0 ;
2. toutes les relations abe´liennes de W sont de ce type.
En d’autres termes, Γ∗
[W(d)C ] est G-alge´brique (relativement a` H) si on a un isomorphisme :
H
∼ // A
[
Γ∗
(W(d)C )]
ω  // TrΓ(ω) ≡ 0 .
Un tissu BB-alge´brique associe´ a` une courbe plane C de degre´ d > 2 est G-alge´brique relative-
ment a` H0
(C, ω1C). Dans la section qui suit, on montrera que la notion de tissu G-alge´brique est
strictement plus ge´ne´rale que celle de tissu BB-alge´brique.
Dans un premier temps, discutons cette nouvelle notion dans le cas d’un tissu D-alge´brique de
rang maximal Γ∗
[W(d)C ] relativement a` H = H0(C, ω1C). L’hypothe`se faite sur le rang implique que
le genre arithme´tique de C vaut (d − 1)(d − 2)/2. D’autre part, du fait que TrΓ(ω) ≡ 0 pour tout
ω ∈ H0(C, ω1C), il de´coule que l’image de Γ dans reg(C)(d) est dans une fibre de l’application d’Abel-
Jacobi AJ : reg(C)(d) → J(C). D’apre`s le the´ore`me d’Abel 9.2.5, cela implique que cette image est
incluse dans une se´rie line´aire comple`te |P | de dimension N ≥ 2 (ou` P est un 0-cycle e´le´ment de
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reg(C)(d)). Notons L le fibre´ O(P ). L’application ΓP nous donne une parame´trisation rationnelle
ΓP : P H
0(C, L) ∼−→ |P | ⊂ C(d)
[σ] 7−→ (σ) .
Il existe une application µ : S → P H0(C, L) birationnelle sur son image telle que Γ = ΓP ◦ µ.
Le fait que Γ soit W-admissible implique qu’elle est sans point base. On en de´duit que ΓP aussi. Si p
est un point de reg(C), alors l’ensemble des sections de L qui s’annulent en p forment un hyperplan
de P H0(C, L) que l’on note H(p). On a donc une application
φ|P | : C // P H0(C, L)∗
p  // H(p)
dont l’image, note´e C, est une courbe alge´brique non-de´ge´ne´re´e dans l’espace projectif dual
P H0(C, L)∗. Parce que Γ a e´te´ supose´e W-admissible, on peut montrer que φ|P | est biration-
nelle, d’ou` on de´duit que la parame´trisation ΓP est elle aussi W-admissible. Il en de´coule que
µ∗ Γ
∗[W(d)C ] = Γ∗P [W(d)C ] est le tissu alge´brique (dans le sens classique) associe´ a` la courbe C, note´
WC . Puisque cela implique que le rang de WC est (d − 1)(d − 2)/2, la courbe C est force´ment
plane : on a N = 2. On conclut finalement que Γ∗[W(d)C ] est e´quivalent au tissu BB-alge´brique WC .
On a donc montre´ que “un tissu de rang maximal, G-alge´brique relativement aux formes re´gulie`res
d’une courbe alge´brique est BB-alge´brique ”. Pour obtenir des tissus alge´briques plus ge´ne´raux que
les tissus BB-alge´briques avec la notion de la De´finition 9.3.4, il faut donc chercher a` obtenir des
relations abe´liennes a` partir de forme rationnelles pas force´ments re´gulie`res.
On a vu que la notion de tissu D-alge´brique a` un sens particulie`rement inte´ressant quand elle
s’applique aux 5-tissus exceptionnels. Il en va de meˆme pour la notion de G-alge´bricite´. On pose la
De´finition 9.3.5. — Soit W un 5-tissu exceptionnel canoniquement D-alge´brique, de courbe de
Poincare´-Blaschke note´e C. Nous dirons qu’il est canoniquement G-age´brique si le tissu de´fini par
la parame´trisation S[W ] → C(5) est G-alge´brique (relativement a` un sous-espace H ⊂ H0(C,M1C)).
En d’autres termes, un tissu exceptionnel est canoniquement G-alge´brique, non seulement si sa
configuration de Poincare´-Blaschke est forme´es de courbes alge´briques, mais si en plus ses relations
abe´liennes proviennent de 1-formes rationnelles sur celle-ci.
On ve´rifie sans difficulte´ que les trois exemples de 5-tissus exceptionnels canoniquement D-
alge´briques connus sont e´galement canoniquement G-alge´briques. On peut se poser le proble`me de
savoir si cela est ve´rifie´ pour tout les tissus exceptionnels canoniquement D-alge´briques :
Question : si un 5-tissu exceptionnel est a` configuration de Poincare´-Blaschke
C forme´e de courbes alge´briques, ses relations abe´liennes sont-elles donne´es
par l’annulation de la trace de certaines 1-formes rationnelles sur C ?
Plus ge´ne´ralement, on peut poser la question suivante, en relation avec le the´ore`me d’Abel-inverse :
Soit Γ : S → C(d) une parame´trisation W-admissible et s0 un point lisse de S
tel que Γ(s0) = P1(s0)+· · ·+Pd(s0), ou` les Pi(s0) sont d points distincts de reg(C).
Supposons qu’on ait d germes de 1-formes holomorphes ωi en Pi(s0) tels que
P ∗1 (ω1) + · · ·+ P ∗d (ωd) = 0
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dans un voisinage de s0. Alors existe-t-il une 1-forme rationnelle ω sur C telle
que ωi soit la restriction de ω au voisinage de Pi(s0), pour tout i = 1, . . . , d ?
9.4. Exemples de tissus exceptionnels G-alge´briques
Dans cette section on va de´tailler l’e´tude du tissu W1. On montre que c’est un exemple de tissu
G-alge´brique. Le fait qu’il ne soit pas line´arisable(7) implique qu’il n’est pas BB-alge´brique, ce qui
montre que la notion de G-alge´bricite´ est strictement plus ge´ne´rale que la notion classique.
9.4.1. Interpre´tation de W1 comme tissu G-alge´brique. — Posons :
U1 = x U2 = y U3 = x+ y U4 = x− y et U5 = x2 + y2 .
Alors, avec ces notations, on a :
W1 = W
(
U1, . . . , U5
)
.
On va commencer par expliciter la configuration de Poincare´-Blaschke de W1.
Dans tout ce qui va suivre, on de´signera par κ un e´le´ment quelconque de l’ensemble d’indices
K := {1, . . . , 5}. On conside`re cinq copies de CP1, une pour chaque κ, que l’on note Cκ.
La liste ci-dessous est une liste de six relations abe´liennes pour W1, sous forme diffe´rentielle et qui
sont line´airement inde´pendantes :
R1 : dU1 + dU2 − dU3 = 0 ,
R2 : dU1 − dU2 − dU4 = 0 ,
(♠) R3 : 2U1 dU1 + 2U2 dU2 − dU5 = 0 ,
R4 : U3 dU3 + U4 dU4 − dU5 = 0 ,
R5 : 4U
3
1 dU1 + 4U
3
2 dU2 + U
3
3 dU3 + U
3
4 dU4 − 3U5 dU5 = 0 ,
R6 : 8U
5
1 dU1 + 8U
5
2 dU2 + U
5
3 dU3 + U
5
4 dU4 − 5U25 dU5 = 0 .
Conside´rons les cinq applications rationnelles Zκ : Cκ → CP5 de´finies par :
Z1 : z 7−→
[
1 : 1 : 2 z : 0 : 4 z3 : 8 z5
]
Z2 : z 7−→
[
1 : −1 : 2 z : 0 : 4 z3 : 8 z5 ]
Z3 : z 7−→
[−1 : 0 : 0 : z : z3 : z5 ] Z4 : z 7−→ [ 0 : −1 : 0 : z : z3 : z5 ]
et Z5 : z 7−→
[
0 : 0 : −1 : −1 : −3 z : −5 z2 ] .
Pour κ ∈ K, l’image de Zκ dans CP5 est une courbe alge´brique rationnelle qu’on note Cκ. La courbe
C5 est une conique plane incluse dans le 2-plan projectif
{
x0 = x1 = x4 = 0
} ⊂ CP5. Quant aux
courbes C3 et C4 (resp. C1 et C2), elles sont projectivement e´quivalentes, chacune incluse dans un CP3.
Vu (♠), il est clair que la configuration de Poincare´-Blaschke de W1 (relativement a` la base de
A[W1] donne´e ci-dessus) est la courbe alge´brique C re´union des Cκ :
C = C1 ∪ C2 ∪ . . . ∪ C5 .
(7) Cela de´coule du fait que sa surface de Blaschke n’est pas une surface de Ve´rone`se (voir 8.5.4.1).
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Ces cinq courbes forment une configuration bien particulie`re dans CP5 que l’on va de´crire. On pose
α :=
[
0 : 0 : 0 : 0 : 0 : 1
] ∈ CP5 .
Pour tout κ, on a Zκ(∞) = α et ce point est l’unique point singulier de Cκ. Les courbes Cκ sont cinq
courbes rationnelles de CP5 qui ont toutes leur unique point singulier en commun. On repre´sente
cela par le sche´ma suivant :
On va maintenant donner explicitement la parame´trisation W-admissible Γ : S [W1]→ C(5) qui, a`
H ∈ S[W1], associe les cinq points de tangence de H avec C.
La surface de Blaschke de W1 est une surface rationnelle. Il existe donc une application birationnelle
(explicite, cf. 8.5.4.1) µ : CP2 → S[W1]. Conside´rons les application de CP2 dans CP1 de´finies par :
Γ1 : [x : y : z ] 7−→ [x : z ] , Γ2 : [x : y : z ] 7−→ [ y : z ] ,
Γ3 : [x : y : z ] 7−→ [x+ y : z ] , Γ4 : [x : y : z ] 7−→ [x− y : z ] ,
et Γ5 : [x : y : z ] 7−→ [x2 + y2 : z ] .
Posons :
Γ′ := Z1 ◦ Γ1 + Z2 ◦ Γ2 + Z3 ◦ Γ3 + Z4 ◦ Γ4 + Z5 ◦ Γ5 : CP2 → C(5) .
On ve´rifie alors qu’on a bien Γ◦µ = Γ′. La parame´trisation Γ′ est la version “en coordonne´es” de la
parame´trisation “canonique” Γ : S[W1]→ C(5). On va voir maintenant que W1 est G-alge´brique.
Pour κ ∈ K, soit ωκ une forme rationnelle sur Cκ ' CP1. Alors
ω := (Z1)∗(ω1) + (Z2)∗(ω2) + (Z3)∗(ω3) + (Z4)∗(ω4) + (Z5)∗(ω5)
est une forme rationnelle sur C. En fait, toutes les formes rationnelles sur C s’e´crivent ainsi (de
fac¸on unique). On prend la convention d’e´crire une telle forme comme une somme
ω1(z1) + ω2(z2) + ω3(z3) + ω4(z4) + ω5(z5) ,
chacune des formes ωκ(z) e´tant une forme rationnelle sur CP1, zκ de´signant la variable Z−1κ .
D’autre part, on ve´rifie sans difficulte´ que si ω = ω1(z1) + · ·+ω5(z5) est rationnelle sur C, alors
TrΓ(ω) =
(
Z1 ◦ Γ1
)∗
(ω) +
(
Z2 ◦ Γ2
)∗
(ω) +
(
Z3 ◦ Γ3
)∗
(ω) +
(
Z4 ◦ Γ4
)∗
(ω) +
(
Z5 ◦ Γ5
)∗
(ω) ,
ce qui s’e´crit, en coordonne´es :
TrΓ(ω) = U
∗
1
(
ω1(z)
)
+ U∗2
(
ω2(z)
)
+ U∗3
(
ω3(z)
)
+ U∗4
(
ω4(z)
)
+ U∗5
(
ω5(z)
)
.
Avec ce formalisme, il est clair que chacune des relations abe´liennes Rκ de W1 s’e´crit
TrΓ(ηκ) = 0
234 CHAPITRE 9. SUR LA NOTION DE TISSU ALGE´BRIQUE
ou` ηκ est une forme rationnelle sur C. Ces formes sont donne´es explicitement par :
η1 = 2 dz1 + dz2 − dz3 ,
η2 = 4 dz1 − dz2 − dz4 ,
η3 = 2 z1 dz1 + 2 z2 dz2 − dz5 ,
η4 = z3 d z3 + z4 d z4 − d z5 ,
η5 = z
3
1 d z1 + 4 z
3
2 d z2 + z
3
3 d z3 + z
3
4 d z4 − 3 z5 d z5 ,
η6 = 8 z
5
1 d z1 + 8 z
5
2 d z2 + z
5
3 d z3 + z
5
4 d z4 − 5 z25 d z5 .
On remarquera que ces formes sont holomorphes sur la partie re´gulie`re de C. Soit H l’espace
engendre´ par les ηκ : H = 〈 ηκ |κ = 1 . . . , 6 〉 ⊂ H0(C,M1C). On peut e´noncer la
Proposition 9.4.1. — Le tissu W1 est G-alge´brique (relativement a` H).
Ces notions de tissus canoniquement D- et G-alge´briques sont inte´ressantes car elle permettent
d’e´tudier qualitativement les tissus exceptionnels. Nous voulons maintenant montrer rapidement
qu’elles ne sont pas spe´cifiques aux 5-tissus exceptionnels.
Soit E(d) = W(U1, . . . , Ud) un d-tissu exceptionnel en (C2, 0). E´tant donne´ nd = (d − 1)(d − 2)/2
relations abe´liennes line´airement inde´pendantes (avec λ = 1, . . . , nd) :
(?)
d∑
i=1
F λi (Ui) dUi = 0 ,
on peut conside´rer les d applications holomorphes (i = 1, . . . , d) :
Zi =
[
F 1i (Ui) : . . . : F
n(d)
i (Ui)
]
: (C2, 0) → CP(nd−1) ,
dont les images sont des germes de courbes dans CP(nd−1), note´s Ci. On de´finit la configuration de
Poincare´-Blaschke de E(d) comme e´tant la famille C[E(d)] = { Cκ ∣∣ κ = 1, . . . , d }. On ve´rifie que
sa classe d’e´quivalence projective est canoniquement associe´e a` la classe d’e´quivalence analytique
E(d) de E(d). De plus, on peut retrouver E(d) a` partir de C[E(d)], comme on va l’expliquer.
Si C est une courbe de CP(nd−1), on note C∗, σ la re´union des hyperplans H ⊂ CP(nd−1) qui
contiennent un σ-plan osculateur de C :
C∗, σ =
⋃
p∈C
(
O(C)σp
)∗ ⊂ (CP(nd−1))∗ .
Pour une courbe C ge´ne´rique, C∗, σ est de dimension nd − σ − 1 (pour σ “suffisamment petit”).
Posons σd = d − 4 > 0. On montre que les relations (?), jointes au fait que les Ui de´finissent un
tissu en (C2, 0), impliquent que l’intersection des C∗, σdi est de dimension 2 dans
(
CP(nd−1)
)∗
. Par
de´finition, c’est la surface de Blaschke de E(d). Celle-ci est note´e :
S[E(d)] := ⋂
1≤i≤d
C∗, σdi ⊂
(
CP(nd−1)
)∗
.
Soit H0 un e´le´ment de S
[E(d)]. Pour tout i = 1, . . . , d, il existe un point pi ∈ Ci tel que H0 contient
le σd-plan osculateur O(Ci)σdpi . Alors Fi(H0) =
{
H ∈ S[E(d)] ∣∣ pi ∈ H } est un germe de courbe sur
S[E(d)], au voisinage de H0. L’ensemble des courbes Fi(H) pour H voisin de H0 est un feuilletage
en courbe sur S[E(d)], que l’on note Fi. On ve´rifie alors que la collection des Fi forme un tissu sur
la surface de Blaschke S[E(d)], et que celui-ci est e´quivalent au tissu exceptionnel initial E(d).
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On a donc montre´ comment on peut obtenir ge´ome´triquement un d-tissu exceptionnel a` partir de
sa configuration de Poincare´-Blaschke (qui, rappellons-le, lui est canoniquement attache´e).
Remarque : cette construction ge´ne´ralise aux d-tissus exceptionnels la construction explicite´e au
chapitre pre´ce´dent (et qui ne concernait que le cas d = 5). Il faut signaler que, puisque l’on ne dis-
pose pas pour le moment d’une ge´ne´ralisation de la notion de direction principale pour les surfaces
d’un espace projectif de dimension nd− 1, on ne sait pas, a priori, s’il est possible de de´terminer la
classe d’e´quivalence analytique d’un d-tissu exceptionnel a` partir de sa surface de Blaschke.(8)
On peut donc de´finir les notions de d-tissus exceptionnels canoniquement D-alge´briques (resp. ca-
noniquement G-alge´briques) pour tout d ≥ 5, en adaptant de fac¸on naturelle la De´finition 9.3.3
(resp. la De´finition 9.3.5).
Ces ge´ne´ralisations sont justifie´es puisqu’on peut donner des exemples de d-tissus exceptionnels
(pour d = 6, 7) qui sont canoniquement G- (et donc D-) alge´briques.
Par exemple, les tissus suivants sont exceptionnels (voir la fin de la section A.2.2 de l’Appendice) :
Wγ(6) = W
(
x , y , x+ y , x− y , xy , x2 + y2 ) ;
Wγ(7) = W
(
x , y , x+ y , x− y , xy , x2 + y2 , x2 − y2 ) .
Qu’ils sont canoniquement G-alge´briques se de´duit facilement du fait que leurs relations abe´liennes
sont toutes de la forme suivante (on pose U1 = x, U2 = y, . . . , U7 = x
2 − y2 et d = 6, 7) :
d∑
i=1
ci
(
Ui
)ni dUi = 0 ,
avec ci ∈ C et ni ∈ Z.
9.5. En guise de conclusion...
Les notions de D- et G-alge´bricite´ sont les premie`res qui permettent de parler qualitativement
du caracte`re exceptionnel d’un tissu. Elles sont de´finies a` partir de l’objet fondamental qu’est la
configuration de Poincare´-Blaschke d’un tissu (exceptionnel) et sont susceptibles d’eˆtre affine´es,
dans le sens suivant : certains tissus (comme le tissu de Bol) ont la proprie´te´ que leur configuration
de Poincare´-Blaschke est forme´e de cinq courbes transcendantes. Ils apparaissent comme e´tant
“plus exceptionnels” (car “moins alge´briques”) que les tissus canoniquement G-alge´briques. Entre
ces deux extreˆmes, on peut trouver des tissus dont la configuration de Poincare´-Blasche est
constitue´e de κ courbes alge´briques et de 5− κ courbes transcendantes (avec 0 < κ < 5).
Plus ge´ne´ralement, soit E(d) un d-tissu exceptionnel. Le nombre κ[E(d)] de courbes alge´briques qui
apparaissent dans sa configuration de Poincare´-Blaschke ne de´pend que de la classe d’e´quivalence
de E(d). C’est donc un invariant. En quelque sorte, il mesure l’existence de de´pendances alge´briques
entre les composantes des relations abe´liennes porte´es par les diffe´rents feuilletages du tissu et
nous renseigne sur son “caracte`re exceptionnel”.
Il nous semble qu’on peut voir se dessiner la possibilite´ de l’e´tude du caracte`re exceptionnel des
tissus via l’e´tude qualitative de leur configuration de Poincare´-Blaschke.
(8) Ce proble`me pose tout d’abord la question inte´ressante de ge´ne´raliser aux surfaces projectives de CP(nd−1) les
notions de directions et d’hyperplans principaux.
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Les tissus exceptionnels E(d) tels que κ[E(d)] = 0 nous apparaissent comme e´tant les plus myste´rieux.
Ceux tels que 0 < κ
[E(d)] < d excitent particulie`rement la curiosite´ puiqu’ils rendent compte de
l’existence d’objets forme´s a` la fois de courbes alge´briques et de courbes transcendantes, et qui sont
inte´ressants d’un point de vue ge´ome´trique.
Enfin, les tissus E(d) tels que κ[E(d)] = d (i.e. les tissus canoniquement D-alge´briques) montrent
l’existence d’un lien entre l’e´tude des tissus exceptionnels et celle des varie´te´s inte´grales des syste`mes
diffe´rentiels engendre´s par les traces de formes rationnelles sur les produits syme´triques de courbes
alge´briques. L’inte´reˆt de ce lien avait de´ja e´te´ souligne´ par Beauville dans [Be 80], ou` il e´crit :
C’est ainsi que l’e´tude des diviseurs et de l’e´quivalence line´aire sur (une courbe
alge´brique) C apparaˆıt e´troitement lie´e a` la ge´ome´trie diffe´rentielle de la varie´te´ C (d),
en particulier aux syste`mes diffe´rentiels et aux tissus de´finis sur cette varie´te´.
La meˆme construction s’applique a` une varie´te´ V de dimension k > 1 ; elle fournit
une relation non-triviale entre les 0-cycles sur V d’une part, les tissus et les syste`mes
diffe´rentiels sur V (d) d’autre part. Cette me´thode d’attaque des 0-cycles semble tre`s pro-
metteuse et donne une motivation puissante pour l’e´tude des tissus.
Les exemples de tissus exceptionnels G-alge´briques pre´sente´s dans ce chapitre nous font penser
qu’a` l’inverse, l’e´tude des varie´te´s inte´grales des syste`mes diffe´rentiels sur les produits syme´triques
de varie´te´s alge´briques pourrait eˆtre fructueuse pour celle des tissus exceptionnels.
APPENDICE A
ALGORITHMES POUR L’E´TUDE EFFECTIVE DU RANG
ET DES RELATIONS ABE´LIENNES
Dans cet appendice, on pre´sente diffe´rents algorithmes de calcul formel qui permettent d’e´tudier le
rang et les relations abe´liennes des tissus plans, d’un point de vue effectif.
Nous avons imple´mente´ ces algorithmes sur le syste`me de calcul formel maple, et c’est selon la
syntaxe de ce logiciel que nous les pre´senterons. Les proce´dures qui suivent requie`rent l’utilisation
de certains packages maple. On commencera donc toujours une session avec les lignes suivantes :
> restart:
> with(linalg):
> with(LinearAlgebra):
On introduit une proce´dure maple ge´ne´rale qu’on utilisera dans les deux sections ci-dessous :
la proce´dure oper de´finie par
oper:=proc(f,g):
diff(f,y)*diff(g,x)-diff(f,x)*diff(g,y):
end proc:
calcule l’expression ∂f∂y
∂g
∂x − ∂f∂x ∂g∂y quand f et g sont deux fonctions.
A.1. La me´thode d’Abel
On utilise la terminologie de la section 2.1.
On va donner le code maple de la proce´dure ABELmethod qui prend comme argument un n-uplet U =
(U1, . . . , Un) ainsi qu’un point base (x0, y0) et qui renvoie les coefficients de l’e´quation diffe´rentielle
line´aire associe´e a` U donne´e par la Proposition 2.1.3. Les arguments seront rentre´s sous la forme
suivante en langage maple : U sera e´crit [U1, U2, . . . , Un] et Pb sera le tableau [x0,y0] des coordonne´es
du point base (x0, y0) choisi. Notons que pour que la proce´dure ABELmethod telle qu’elle est donne´e
ci-dessous marche, il doit exister une unique solution a` l’e´quation U1(x0, y0) = u que maple doit
pouvoir de´terminer de fac¸on explicite. La sortie de ABELmethod est l’e´quation diffe´rentielle line´aire
donne´e par la Proposition 2.1.3 et sera sous la forme
a1(u)
(
d
du
Y(u)
)
+ · · ·+ ak(u)
(
dk
duk
Y(u)
)
+
(
dk+1
duk+1
Y(u)
)
= 0 .
Le corps de ABELmethod fera appel a` plusieurs proce´dures que l’on va commencer par donner. Le
coeur de l’algorithme est en fait la proce´dure ABELimination qui effectue ce que nous avons appele´
“le proce´de´ d’e´limination d’Abel” en 2.1.
238APPENDICE A. ALGORITHMES POUR L’E´TUDE EFFECTIVE DU RANG ET DES RELATIONS ABE´LIENNES
Les proce´dures suivantes manipulent de fac¸on formelle des edfa. L’efda associe´e a` A = (Aji ) :
n∑
i=1
m−i∑
j=1
Aji F (j)i (Ui) = 0
sera code´e sous la forme d’un tableau a` une ligne de tableaux a` une ligne :
AA :=
[[
A[1, 1], A[1, 2], . . . , A[1, m[1] ]
]
,
[
A[2, 1], . . . , A[2, m[2]]
]
, . . . ,
[
A[n, 1], . . . , A[n, m[n]
] ]
,
ou` A[i,j] est l’expression correspondant a` Aji .
La proce´dure Domin ci-dessous renvoie le coefficient A[n,m[n]] quand on lui donne AA :
Domin:=proc(AA);
p:=nops(AA): k:=nops(AA[p]):d:=MM[p][k];
end proc:
On peut alors construire la proce´dure suivante, qui renvoie une “version propre” de l’argument AA :
Normalize:=proc(AA);
p:=nops(AA);c:=AA;
if p>1 then while Domin(c)=0 do
s:=nops(c[p]);
if c[p]=[0] then p:=p-1 ; c:=[seq(c[i],i=1..p)];
else q :=s-1 ; c[p]:=[seq( c[p,i],i=1..q)]; c:=[seq(c[j],j=1..p)]:
end if ;
end do ;
end if ;
c ;
end proc:
On introduit deux proce´dures interme´diaires (de diffe´rentiation) :
opp:=proc(i,j,f,U);
F:=oper(U[j],f)/oper(U[j],U[i]):
end proc:
oppe:=proc(p,i,U);
F:=opp(p-1,p,U[i],U);
end proc:
On construit alors deux proce´dures NOL et NEW qui calculent les coefficients de l’efda obtenue par
une application du proce´de´ d’e´limination d’Abel, a` partir de ceux de l’efda de de´part :
NOL:=proc(U,A,i,j);
p:=nops(A);
kk:=[seq(nops(A[s]),s=1..p)];
if i<p then
if (1<j and j<kk[i]+1) then
N[i,j]:=opp(p-1,p,A[i,j]/A[p,kk[p]],U)+A[i,j-1]*oppe(p,i,U)/A[p,kk[p]];
else
N[i,1]:=opp(p-1,p, A[i,1]/A[p,kk[p]],U);
N[i,kk[i]+1]:=A[i,kk[i]]*oppe(p,i,U)/A[p,kk[p]];
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end if ;
else N[i,j]:=opp(p-1,p,AA[p,j]/AA[p,kk[p]],U);
end if ;
N[i,j];
end proc:
NEW:=proc(U,A,i,j);
p:=nops(A):
for l from 1 to p do
k[l]:=nops(MM[l]);
end do ;
if j=1 then
M[i,1]:=opp(p-1,p,A[i,1]/A[p,k[p]],U);
else
if j=k[i]+1 then
M[i,j]:=A[i,k[i]]*oppe(p,i,U)/A[p,k[p]];
else M[i,j]:=opp(p-1,p,A[i,j]/A[p,k[p]],U )+A[i,j-1]*oppe(p,i,U)/A[p,k[p]];
end if ;
end if ;
M[i,j];
end proc:
On donne alors la proce´dure ABELimination qui effectue le proce´de´ d’e´limination d’Abel lorsque
l’efda est a` plus de deux inconnues :
ABELimination:=proc(U,A):
MM:=Normalize(A);p:=nops(MM);kp:=nops(MM[p]);
if p>1 then
if kp=1 then
p:=p-1;
for i from 1 to p do
kk[i]:=nops(MM[i])+1;
for j from 1 to kk[i] do
M[i,j]:=NEW(U,MM,i,j);
end do ;
end do ;
else for s from 1 to p-1 do
kk[s]:=nops(MM[s])+1:
end do ;
kk[p]:=nops(MM[p])-1;
for i from 1 to p do
for j from 1 to kk[i] do
M[i,j]:=NOL(U,MM,i,j);
end do ;
end do ;
end if ;
for i from 1 to p do
e[i]:=[seq(M[i,j],j=1..kk[i])]:
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end do ;
t:=[seq(e[i],i=1..p)]:
else t:=A ;
end if ;
t ;
end proc:
La proce´dure ci-dessous effectue l’e´limination d’Abel pour les efda en une seule inconnue :
ABELiminationI:=proc(U,A);
MM:=Normalize(A);
p:=nops(MM);
kp:=nops(MM[p]);
s:=kp-1;
if p=1 then
if kp>1 then
if (opp(2,1, MM[1,s]/MM[1,kp],U)<>0) then
for d from 1 to s do
N[d]:=opp(2,1,MM[1,d]/MM[1,kp],U);
end do ;
N:=[[seq(N[d],d=1..s)]];
else N:=Normalize(MM);
end if ;
end if ;
else print(L’argument n’est paq adapte´) ;
end if ;
end proc:
On a maintenant tous les e´le´ments pour construire la proce´dure ABELmethod :
ABELmethod:=proc(Pb,U):
Y0:=Pb[2]:
n:=nops(U);
efda:=[seq(1,i=1..n)];
while (nops(efda)<>1) do
efda:=Normalize(ABELimination(U,efda)):
end do:
edl:=efda:
while nops(ABELiminationI(U,edl)[1])<>nops(edl[1]): do
edl:=Normalize(ABELiminationI(U,edl)):
end do:
z:=solve(U[1]=u,x);
s:=subs(y=Y0,z);
Edl:=subs(y=Y0,x=s,edl);
EDl:=Normalize(Edl):
k:=nops(EDl[1]);
EDL:=sum(’simplify(EDl[1,l]/EDl[1,k])*diff(Y(u),u$l)’,l=1..k);
EDL ;
end proc:
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A.2. Calcul de la courbure et des coefficients de Pantazi
La courbure de Pantazi ainsi que les coefficients de Pantazi ont e´te´ introduits dans la premie`re partie
du cinquie`me chapitre. On commence par donner des routines maple, pour n = 4, 5, qui permettent
de calculer la matrice ainsi que la courbure de Pantazi d’un tissuW[] = W(dx+1 dy, . . . , dx+n dy)
en fonctions des i et des leurs de´rive´es partielles. On donne ensuite diffe´rentes proce´dures qui
permettent de calculer les coefficients de Pantazi des n-tissus W(dx + 1 dy, . . . , dx + n dy) quel
que soit l’entier n plus grand que 3.
A.2.1. Calcul de la courbure de Pantazi. — On a besoin de quelques proce´dures pour ma-
nipuler des 1-formes diffe´rentielles.
La 1-forme f dx + g dy sera e´crite f*DX+g*DY en langage maple. Le logiciel comprendra DX et DY
comme deux variables formelles (qui ne commutent pas). La 2-forme h dx∧dy sera e´crite h*DX*DY.
Les deux proce´dures suivantes calculent respectivement la diffe´rentielle exte´rieure d’une fonction
et d’une 1-forme :
DIFEXT0:=proc(f):
r:=diff(f,x)*DX+diff(f,y)*DY:
end proc:
DIFEXT1:=proc(F):
r:=diff(coeff(F,DY),x)-diff(coeff(F,DX),y):
end proc:
On en de´duit la proce´dure suivante qui calcule la matrice scalaire qui, multiplie´e par DX*DY, donne
la diffe´rentielle exte´rieure d’une matrice de 1-formes :
DIFEXTMATRIX:=proc(A):
n:=Dimension(A):
for i from 1 to n do
for j from 1 to n do
g[i,j]:=DIFEXT1(A[i,j]):
end do:
end do:
R:=Matrix(n,g):
end proc:
Pour calculer le scalaire qui, multiplie´ par d x∧ d y, est e´gal au produit exte´rieur de deux 1-formes,
on fera appel a` la proce´dure
WEDGE:=proc(P,Q):
r:=coeff(P,DX)*coeff(Q,DY)-coeff(P,DY)*coeff(Q,DX):
end proc:
On peut alors construire une proce´dure qui calcule le produit exte´rieur de deux matrices carre´es
de 1-formes :
WEDGEMATRIX:=proc(A,B):
n:=Dimension(A):
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for i from 1 to n do
for j from 1 to n do
g[i,j]:=add(WEDGE(A[i,k],B[k,j]),k=1..n):
end do:
end do:
H:=Matrix(n,g):
end proc:
A.2.1.1. Cas des 4-tissus. — On donne des routines maple qui permettent de calculer les expres-
sions de la partie 5.1.2.2.
E´tant donne´ un 4-uplet de fonctions E=(e[1],e[2],e[3],e[4]) de´finissant un tissu, on construit
les polynoˆmes syme´triques e´le´mentaires en les e[i] :
EE:=(z-e[1](x,y))*(z-e[2](x,y))*(z-e[3](x,y))*(z-e[4](x,y)):
for i from 0 to 4 do sigma[4-i]:=(-1)^i*coeff(EE,z,i):
On de´finit la matrice M [  ] (note´e M) ainsi que son inverse ω[  ] (note´e W) qui jouent des roˆles
importants pour les calculs :
M:=Transpose(VandermondeMatrix(<e[1](x,y), e[2](x,y),e[3](x,y),e[4](x,y)>));
W:=convert(inverse(M),Matrix):
On construit maintenant les composantes L
[k,s]
p,q (note´es L[k,s][p,q] ) des formes L
[k]
p qui sont des
coefficients de la matrice L(S) (voir le paragraphe 5.1.3.2) :
L[1,0][1,3]:=-add(diff(e[k](x,y),x)*W[k,3],k=1..4):
L[1,0][1,4]:=-add(diff(e[k](x,y),x)*W[k,4],k=1..4):
L[1,0][2,3]:=-add((diff(e[k](x,y),y)+e[k](x,y)*diff(e[k](x,y),x))
*W[k,3],k=1..4):
L[1,0][2,4]:=-add((diff(e[k](x,y),y)+e[k](x,y)*diff(e[k](x,y),x))
*W[k,4],k=1..4):
L[2,0][1,3]:=-(add(diff(e[k](x,y),x$2)*W[k,3]+ add(2*diff(e[k](x,y),x)*W[k,p]
*L[1,0][p-1,3],p=2..3),k=1..4)):
L[2,0][1,4]:=-(add(diff(e[k](x,y),x$2)*W[k,4]+ add( 2*diff(e[k](x,y),x)*W[k,p]
*L[1,0][p-1,4],p=2..3),k=1..4)):
for k from 1 to 4 do
a[k]:=diff(e[k](x,y),y)+3*e[k](x,y)*diff(e[k](x,y),x):
b[k]:=diff(diff(e[k](x,y),y)+e[k](x,y)*diff(e[k](x,y),x),x):
end do:
L[2,0][2,3]:=-(add(b[k]*W[k,3]+add(a[k]*W[k,p]*L[1,0][p-1,3],p=2..3),k=1..4));
L[2,0][2,4]:=-(add(b[k]*W[k,4]+add(a[k]*W[k,p]*L[1,0][p-1,4],p=2..3),k=1..4));
for k from 1 to 4 do
alpha[k]:=(diff(e[k](x,y),y)+e[k](x,y)*diff(e[k](x,y),x)):
c[k]:=3*e[k](x,y)*alpha[k]:
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d[k]:=simplify(diff(alpha[k],y)+alpha[k]*diff(e[k](x,y),x)+e[k](x,y)^2
*diff(e[k](x,y),x,x)):
end do:
L[2,0][3,3]:=-(add(d[k]*W[k,3]+add(c[k]*W[k,p]*L[1,0][p-1,3],p=2..3),k=1..4));
L[2,0][3,4]:=-(add(d[k]*W[k,4]+add(c[k]*W[k,p]*L[1,0][p-1,4],p=2..3),k=1..4));
L[2,1][1,4]:=-(add(2*diff(e[k](x,y),x)*W[k,4],k=1..4)) :
L[2,1][2,4]:=-(add( a[k]*W[k,4],k=1..4)):
L[2,1][3,4]:=-(add(c[k]*W[k,4],k=1..4)):
On peut alors construire les coefficients de la matrice de Pantazi Ω

P associe´e. On construit ses
coefficients Ω
[k,s]
p,q (note´s Omega[k,s][p,q]) un par un, avec les lignes de commandes suivantes :
Omega[0,0][2,2]:=(L[1,0][2,3]*DX+add(e[k](x,y)^2*( diff(e[k](x,y),x)*W[k,3]*DY
-DIFEXT0(W[k,3])),k=1..4)):
Omega[0,0][2,3]:=(L[1,0][2,4]*DX+add(e[k](x,y)^2*( diff(e[k](x,y),x)*W[k,4]*DY
-DIFEXT0(W[k,4])),k=1..4)):
Omega[0,0][3,2]:=(add(e[k](x,y)^3*( diff(e[k](x,y),x)*W[k,3]*DY-DIFEXT0(W[k,3])
),k=1..4)+ sigma[3]*L[1,0][1,3]*DY-sigma[2]*L[1,0][2,3]*DY):
Omega[0,0][3,3]:=(add(e[k](x,y)^3*(diff(e[k](x,y),x)*W[k,4]*DY-DIFEXT0(W[k,4])),
k=1..4)+ sigma[3]*L[1,0][1,4]*DY-sigma[2]*L[1,0][2,4]*DY):
Omega[0,1][2,3]:=DY:
Omega[0,1][3,3]:=DX+sigma[1]*DY:
Omega[1,0][3,2]:=(sigma[3]*L[2,0][1,3]*DY-sigma[2]*L[2,0][2,3 ]*DY+(DX+sigma[1]
*DY)*L[2,0][3,3]+add(e[k](x,y)^3*diff(e[k](x,y),x,x)* W[k,3]*DY+add(e[k](x,y)^3*
(2*diff(e[k](x,y),x)*W[k,p]*DY -DIFEXT0(W[k,p]))*L[1,0][p-1,3],p=2..3),k=1..4));
Omega[1,0][3,3]:=(sigma[3]*L[2,0][1,4]*DY-sigma[2]*L[2,0][2,4 ]*DY+(DX+sigma[1]*
DY)*L[2,0][3,4]+ add(e[k](x,y)^3*diff(e[k](x,y),x,x)*W[k,4]*DY+add(e[k](x,y)^3
(2*diff(e[k](x,y),x)*W[k,p]*DY -DIFEXT0(W[k,p]))*L[1,0][p-1,4],p=2..3),k=1..4));
Omega[1,1][3,3]:=(add(e[k](x,y)^3*(2*diff(e[k](x,y),x)*W[k,4]*DY-DIFEXT0(W[k,4])
),k=1..4)+ sigma[3]*L[2,1][1,4]*DY-sigma[2]*L[2,1][2,4]*DY+(DX+sigma[1]*DY)*
L[2,1][3,4]):
On peut alors construire la matrice de Pantazi :
MATRICEPANTAZI:=-<<Omega[0,0][2,2],Omega[0,0][3,2 ],Omega[1,0][3,2 ]>|
<Omega[0,0][2,3],Omega[0,0][3,3],Omega[1,0 ][3,3]>|
<Omega[0,1][2,3],Omega[0,1][3,3],Omega[1,1][3,3]]>>:
Finalement, on calcule sa courbure en utilisant les proce´dures introduites plus haut :
COURBUREPANTAZI:=simplify(matadd(DIFEXTMATRIX(MATRICEPANTAZI),WEDGEMATRIX(MA
TRICEPANTAZI,MATRICEPANTAZI)));
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A.2.1.2. Cas des 5-tissus. — La construction de la matrice de Pantazi et de la matrice de courbure
associe´e dans le cas des 5-tissus que l’on donne ci-dessous suit en gros le meˆme chemin que la
construction analogue pour les 4-tissus.
E´tant donne´ un 5-uplet de fonctions E=(e[1],e[2],e[3],e[4],e[5]) de´finissant un 5-tissu, on
construit les polynoˆmes syme´triques e´le´mentaires en les e[i] :
EE:=(z-e[1](x,y))*(z-e[2](x,y))*(z-e[3](x,y))*(z-e[4](x,y))*(z-e[5](x,y));
for i from 0 to 5 do sigma[5-i]:=(-1)^(i+1)*simplify(coeff(EE,z,i)):
end do:
On calcule ensuite les coefficients Θi[k, σ] (de´finis en 5.1.1.2) :
for i from 1 to 5 do for k from 0 to 5 do for s from 0 to k do
if (s=k)=0 then Theta[k,s][i]:=e[i](x,y): else
Theta[k,s][i]:=binomial(k,s)*diff(e[i](x,y),(k-s)$x):
end if: end do: end do: end do:
On de´finit la matrice M [  ] (note´e M) ainsi que son inverse ω[  ] (note´e W) qui jouent des roˆles
importants pour les calculs :
M:=Transpose(VandermondeMatrix(<e[1](x,y),e[2](x,y),e[3](x,y),e[4](x,y),
e[5](x,y),>)):
W:=convert(inverse(M),Matrix):
On construit maintenant les composantes L
[k,s]
p,q (note´es L[k,s][p,q] ) des formes L
[k]
p qui sont
des coefficients de la matrice L(S) (voir le paragraphe 5.1.3.2). La construction diffe`re du cas des
4-tissus. On se donne a priori la matrice L(S) et on va construire par re´currence les colonnes de
cette matrice.
L(S):=Transpose(<<0,0,0,0>|<0,LL[1][1],LL[2][1],LL[3][1]>|<S[0][2],LL[1][2],
LL[2][2],LL[3][2]>|<S[0][3],S[1][3],LL[2][3],LL[3][3]>|<S[0][4], S[1][4],
S[2][4],LL[3][4]>>):
VV:=multiply(W,L(S)):
for i from 1 to 5 do
for s from 0 to 3 do
nu[s][i]:=simplify(VV[i,s+1]):
end do:
end do :
for i from 1 to 5 do
aa[i]:=simplify(diff(e[i](x,y),y)+e[i](x,y)*diff(e[i](x,y),x)):
end do :
LL[1][1]:=-add(diff(e[i](x,y),x)*nu[0][i],i=1..5):
LL[1][2]:=-add(aa[k]*nu[0][k],k=1..5):
for q from 3 to 5 do
L[1,0][1,q-1]:=coeff(LL[1][1],S[0][q-1]): L[1,0][2,q-1]:=coeff(LL[1][2],
S[0][q-1]): end do:
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L(S):=Transpose(<<0,0,0,0>|<0,LL[1][1],LL[2][1],LL[3][1]>|<S[0][2],LL[1][2],
LL[2][2],LL[3][2]>|<S[0][3],S[1][3],LL[2][3],LL[3][3]>|<S[0][4], S[1][4],
S[2][4],LL[3][4]>>):
VV:=multiply(W,MatL):
for i from 1 to 5 do
for s from 0 to 3 do
nu[s][i]:=(VV[i,s+1]):
end do: end do:
LL[2][1]:=-add(2*diff(e[i](x,y),x)*nu[1][i]+diff(e[i] (x,y),x,x)*nu[0][i],
i=1..5): LL[2][2]:=-add((diff(e[i](x,y),y)+3*e[i](x,y)*diff(e[i](x,y),x))*
nu[1][i]+diff(aa[i],x)*nu[0][i],i=1..5):
LL[2][3]:=-add((aa[i]*e[i](x,y)+2*e[i](x,y)^2*diff(e[i](x,y),x)+diff(e[i]
(x,y)^2,y))*nu[1][i]+(e[i](x,y)^2*diff(e[i](x,y),x,x)+diff(aa[i],y)+diff(
e[i](x,y),x)*aa[i])*nu[0][i],i=1..5)):
for s from 0 to 1 do for q from s+3 to 5 do
L[2,s][1,q-1]:=coeff(LL[2][1],S[s][q-1]): L[2,s][2,q-1]:=coeff(LL[2][1],
S[s][q-1]): L[2,s][3,q-1]:=coeff(LL[2][3],S[s][q-1]):
end do: end do:
L(S):=Transpose(<<0,0,0,0>|<0,LL[1][1],LL[2][1],LL[3][1]>|<S[0][2],LL[1][2],
LL[2][2],LL[3][2]>|<S[0][3],S[1][3],LL[2][3],LL[3][3]>|<S[0][4], S[1][4],
S[2][4],LL[3][4]>>):
VV:= multiply(W,MatL):
for i from 1 to 5 do for s from 0 to 3 do
nu[s][i]:=simplify(VV[i,s+1]):
end do: end do:
for i from 1 to 5 do
delta[2,1][1,i]:=2*diff(e[i](x,y),x):
delta[2,0][1,i]:=(diff(e[i](x,y),x,x):
delta[2,1][2,i]:=simplify(diff(e[i](x,y),y)+3*e[i](x,y)*diff(e[i](x,y),x));
delta[2,0][2,i]:=(diff(aa[i],x)):
delta[2,1][3,i]:=(aa[i]*e[i](x,y)+2*e[i](x,y)^2*diff(e[i](x,y),x)+diff(e[i]
(x,y)^2,y)):
delta[2,0][3,i]:=e[i](x,y)^2*diff(e[i](x,y),x,x)+diff(aa[i],y)+diff(e[i](x,y)
,x)*aa[i]:
end do:
LL[3][1]:=-add((diff(e[i](x,y),x)+delta[2,1][1,i])*nu[2][i]+(diff(
delta[2,1][1,i],x)+delta[2,0][1,i])*nu[1][i]+diff(e[i](x,y),x,x,x)*nu[0][i],
i=1..5):
LL[3][2]:=-add((diff(e[i](x,y)^2,x)+delta[2,1][2,i])*nu[2][i]+(diff(
delta[2,1][2,i],x)+delta[2,0][2,i])*nu[1][i]+diff(delta[2,0][2,i],x)*
nu[0][i],i=1..5):
LL[3][3]:=-add((diff(e[i](x,y)^3,x)+delta[2,1][3,i])*nu[2][i]+(diff(
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delta[2,1][3,i],x)+delta[2,0][3,i])*nu[1][i]+diff(delta[2,0][3,i],x)*nu[0][i],
i=1..5):
LL[3][4]:=-(add(diff(e[i](x,y)^3,y)*nu[2][i]+e[i](x,y)^3*(3*diff(e[i](x,y)
,x)*nu[2][i]+3*diff(e[i](x,y),x,x)*nu[1][i]+diff(e[i](x,y),x$3)*nu[0][i])
+diff(delta[2,1][3,i],y)*nu[1][i]+delta[2,1][3,i]*(e[i](x,y)*nu[2][i]+2*
diff(e[i](x,y),x)*nu[1][i]+diff(e[i](x,y),x$2)*nu[0][i])+diff(delta[2,0][3,i]
,y)nu[0][i]+delta[2,0][3,i]*(e[i](x,y)*nu[1][i]+diff(e[i](x,y),x)*nu[0][i]),
i=1..5):
for s from 0 to 2 do for q from s+3 to 5 do
L[3,s][1,q-1]:=coeff(LL[3][1],S[s][q-1]):
L[3,s][2,q-1]:=coeff(LL[3][2],S[s][q-1]):
L[3,s][3,q-1]:=coeff(LL[3][3],S[s][q-1]):
L[3,s][4,q-1]:=coeff(LL[3][4],S[s][q-1]):
end do: end do:
On peut alors construire les coefficients de la matrice de Pantazi Ω

P associe´e. On construit ces
coefficients Ω
[k,s]
p,q (note´s Omega[k,s][p,q]) un par un, avec les lignes de commandes suivantes :
for p from 3 to 5 do for q from 3 to 5 do
Omega[0,0][p-1,q-1]:=add(e[k](x,y)^(p-1)*(Theta[1,0][k]*W[k,q]*DY-
DIFEXT0(W[k,q]))+add(e[k](x,y)^(p-1)*(DX+e[k](x,y)*DY)*W[k,r]*L[1,0]
[r-1,q-1],r=2..3),k=1..5):
end do: end do :
Omega[0,1][2,3]:=DY: Omega[0,1][2,4]:=0: Omega[0,2][2,4]:=0:
Omega[0,1][3,3]:=DX: Omega[0,1][3,4]:=DY: Omega[0,2][3,4]:=0:
Omega[0,1][4,3]:=-sigma[2]*DY: Omega[0,1][4,4]:=DX+sigma[1]*DY:
Omega[0,2][4,4]:=0 :
for p from 4 to 5 do for q from 4 to 5 do
Omega[1,1][p-1,q-1]:=add(e[k](x,y)^(p-1)*(Theta[2,1][k]*W[k,q]*DY-
DIFEXT0(W[k,q]))+add(e[k](x,y)^(p-1)*(DX+e[k](x,y)*DY)*W[k,r]*L[2,1][r-1,q-1],
r=2..4),k=1..5):
end do: end do:
for p from 4 to 5 do for q from 3 to 5 do
Omega[1,0][p-1,q-1]:=add(e[k](x,y)^(p-1)*Theta[2,0][k]*W[k,q]*DY+add(e[k](x,y)
^(p-1)*(Theta[2,1][k]*W[k,r]*DY-DIFEXT0(W[k,r]))*L[1,0][r-1,q-1],r=2..3)+add
(e[k](x,y)^(p-1)*(DX+e[k](x,y)*DY)*W[k,r]*L[2,0][r-1,q-1],r=2..4),k=1..5);
end do: end do :
Omega[1,2][3,4]:=DY: Omega[1,2][4,4]:=DX+sigma[1]*DY:
for q from 3 to 5 do
Omega[2,0][4,q-1]:=add( e[k](x,y)^4*Theta[3,0][k]*W[k,q]*DY+add(e[k](x,y)^
4*Theta[3,1][k]*W[k,r]*DY*L[1,0][r-1,q-1],r=2..3)+add(e[k](x ,y)^4*
(Theta[3,2][k]*W[k,z]*DY-DIFEXT0(W[k,z]))*L[2,0][z-1,q-1],z=2..4)+add(e[k](x,y)
^4*(DX+e[k](x,y)* DY)*W[k,r]*L[3,0][r-1,q-1],r=2..5),k=1..5):
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end do:
Omega[2,2][4,4]:=add(e[k](x,y)^4*(Theta[3,2][k]*W[k,5]*DY-DIFEXT0
(W[k,5]))+add(e[k](x,y)^4*(DX+e[k](x,y)*DY)*W[k,s]*L[3,2][s-1,4],
s=2..5),k=1..5):
On peut alors construire la matrice de Pantazi :
MATRICEPANTAZI:-Transpose(<<Omega[0,0][2,2],Omega[0,0][2,3],
Omega[0,0][2,4],Omega[0,1][2,3],Omega[0,1][2,4],Omega[0,2][2,4]>|
<Omega[0,0][3,2 ],Omega[0,0][3,3],Omega[0,0][3,4],Omega[0,1][3,3],
Omega[0,1][3,4],Omega[0,2][3,4]>|<Omega[0,0][4,2],Omega[0,0][4,3],
Omega[0,0][4,4],Omega[0,1][4,3],Omega[0,1][4,4],Omega[0,2][4,4]>|
<Omega[1,0][3,2],Omega[1,0][3,3],Omega[1,0][3,4],Omega[1,1][3,3],
Omega[1,1][3,4],Omega[1,2][3,4]>|<Omega[1,0][4,2],Omega[1,0][4,3],
Omega[1,0][4,4],Omega[1,1][4,3],Omega[1,1][4,4],Omega[1,2][4,4]>|
<Omega[2,0][4,2],Omega[2,0][4,3],Omega[2,0][4,4],Omega[2,1][4,3],
Omega[2,1][4,4],Omega[2,2][4,4]>>):
Finalement, on calcule sa courbure en utilisant les proce´dures introduites plus haut :
COURBUREPANTAZI:=simplify(matadd(DIFEXTMATRIX(MATRICEPANTAZI),WEDGE
MATRIX(MATRICEPANTAZI,MATRICEPANTAZI)));
A.2.2. Calcul des coefficients de Pantazi. — On donne maintenant un algorithme qui, rece-
vant un n-uplet  = (1, . . . , n) de fonctions de deux variables de´finissant un n-tissu W[  ], renvoie
les coefficients Pσk [  ] (σ = 0, . . . , n− 3, k = σ + 2, . . . , n− 1) de la De´finition 5.1.15.
On construit d’abord la matrice M [  ] de´finie en 5.1.1.2 a` l’aide de la proce´dure suivante :
MatricePANTAZI:=proc(K):n:=nops(K):F:=<seq(K[i],i=1..n)>:
N:=Transpose(VandermondeMatrix(F)):
end proc:
De meˆme, on construit les Θ
[k,σ]
i en utilisant la proce´dure :
THETA:=proc(R):E:=R:n:=nops(E): pp:=array(1..n,0..n,0..n):
for i from 1 to n do
for s from 0 to n do
for t from 0 to s do
pp[i,s,t]:=binomial(s+1,t)*diff(Ee[i],x$(s+1-t)):
end do:
for t from s+1 to n do pp[i,s,t]:=0:
end do:
end do:
end do:
pp:
end proc :
On peut alors calculer les coefficients L
[k,σ]
p,q des formes line´aires L
[k]
q de la Proposition 5.1.6 :
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FormL:=proc(R):E:=R: n:=nops(E):
LL:=array(0..n,0..n):KK:=array(0..n-1,0..n-1):
P:=array(0..n,0..n,1..n,-1..n):
pp:=THETA(E):
LL[1,0]:=0:
for i from 1 to n do
for k from 0 to n do
for u from 0 to n do
P[u,k,i,-1]:=0:
end do:
end do:
P[1,0,i,0]:=0:
P[2,1,i,0]:=-(diff(E[i],y)+E[i]*diff(E[i],x)):LL[0,i-1]:=0:
end do:
for i from 1 to n do
for u from 3 to n do
P[u,u-1,i,0]:=(diff(P[u-1,u-2,i,0],y)+add(P[u-1,u-2,i,t]*pp[i,t,0],
t=0..u-3)-E[i]^(u-1)*pp[i,u-2,0]):
for t from 1 to u-3 do
P[u,u-1,i,t]:=(diff(P[u-1,u-2,i,t],y)+E[i]*P[u-1,u-2,i,t-1]+add(
P[u-1,u-2,i,q]*pp[i,q,t],q=t..u-3)-E[i]^(u-1)*pp[i,u-2,t]):
end do:
P[u,u-1,i,u-2]:=P[u-1,u-2,i,u-3]*E[i]-diff(E[i]^(u-1),y)-E[i]^(u-1)*
pp[i,u-2,u-2]:
end do: end do:
for i from 1 to n do
for u from 1 to n-1 do
for k from u to n-1 do
P[u,k,i,0]:=diff(P[u,k-1,i,0],x):
for s from 1 to k-2 do
P[u,k,i,s]:=diff(P[u,k-1,i,s],x)+P[u,k-1,i,s-1]:
end do:
P[u,k,i,k-1]:=P[u,k-1,i,k-2]-diff(E[i]^u,x)):
end do ;
end do ;
end do ;
for k from 0 to n-1 do
for u from 1 to min (k+1,n) do
LL[u,k]:=add(add(P[u,k,i,z]*V[i,z],i=1..n),z=0..k-1):end do:
for u from k+2 to n-1 do LL[u,k]:=alpha[u+1,k]:
end do ;
end do ;
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for s from 0 to n-2 do
LL[n,s]:=0:
end do:
LL[n,n-1]:=add(add(P[n,n-1,i,z]*V[i,z],i=1..n),z=0..n-2):
for u from 0 to n-1 do
for k from 0 to n-1 do
K[u,k]:=LL[u,k]:
end do:
end do:
KK:=LL[n,n-1]:
simplify([K,KK]):
end proc :
Alors la proce´dure suivante calcule les coefficients de Pantazi :
COEFFICIENTSdePANTAZI:=proc(E);n:=nops(E):
M:=convert(inverse(MatricePANTAZI(E)),Matrix):
L:=formL(E)[1]:H:=formL(E)[2]:
for s from 0 to n-2 do
X[s]:=<seq(L[u,s],u=0..n-1)>:
W[s]:=MatrixVectorMultiply(M,X[s]):
for j from 1 to n do
VV[j,s]:=(W[s][j]):
end do:
for u from 0 to n-1 do
for k from 0 to n-1 do
for j from 1 to n do
L[u,k]:=simplify(subs(V[j,s]=VV[j,s],L[u,k])):
H:=subs(V[j,s]=VV[j,s],H):
end do ;
end do ;
end do ;
end do ;
X[n-1]:=<seq(L[u,n-1],u=0..n-1)>:
W[n-1]:=MatrixVectorMultiply(M,X[n-1]):
for j from 1 to n do
VV[j,n-1]:=simplify(W[n-1][j]):
end do :
K:=add(E[j]^n*VV[j,n-1],j=1..n)-H:
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for p from 0 to n-3 do
for s from p+3 to n do
P[s,p]:=(coeff(K,alpha[s,p],1)):
end do:
PP[p]:=[seq(P[s,p],s=p+3..n)]:
end do:
PPP:=simplify([seq(PP[p],p=0..n-3)]);
end proc:
Nous allons illustrer l’utilisation de ces proce´dures sur un exemple et en de´duire quelques re´sultats.
On cherche a` savoir pour quelles valeurs du parame`tre s le tissu ci-dessous est de rang maximal :
W( x , xs+ y , x+ y , x− y , xy , x/y ) .
Le n-uplet E associe´ est
E :=
[
0, 1/s, 1,−1, x/y,−x/y]
On calcule les coefficients de Pantazi a` l’aide de la proce´dure COEFFICIENTSdePANTAZI :
P:=COEFFICIENTSdePANTAZI(E):
Alors, on a par exemple
P[4, 1] =
(
2 ∗ s(8 ∗ xˆ3 ∗ y ∗ s + 3 ∗ xˆ4− 10 ∗ xˆ2 ∗ yˆ2− yˆ4)/((x ∗ s− y)ˆ2 ∗ (xˆ2− yˆ2)ˆ2)
P[3, 1] = −2 ∗ 2 ∗ (20 ∗ sˆ2 ∗ y ∗ xˆ5 + 12 ∗ sˆ2 ∗ yˆ3 ∗ xˆ3 + 9 ∗ s ∗ xˆ6− 21 ∗ s ∗ yˆ2 ∗ xˆ4− s∗
∗yˆ4 ∗ xˆ2− 3 ∗ s ∗ yˆ6 + 4 ∗ yˆ3 ∗ xˆ3− 20 ∗ x ∗ yˆ5)/(y ∗ (x ∗ s− y)ˆ2 ∗ (xˆ2− yˆ2)ˆ3)
P[3, 2] = 2 ∗ x ∗ s ∗ (76 ∗ sˆ3 ∗ xˆ5 ∗ yˆ + 12 ∗ sˆ3 ∗ xˆ3 ∗ yˆ3 + 27 ∗ sˆ2 ∗ xˆ6
−134 ∗ sˆ2 ∗ xˆ4 ∗ yˆ2− 29 ∗ sˆ2 ∗ xˆ2 ∗ yˆ4− 18 ∗ s ∗ xˆ5 ∗ y + 56 ∗ s ∗ xˆ3 ∗ yˆ3
−6 ∗ s ∗ x ∗ yˆ5− 4 ∗ xˆ2 ∗ yˆ4 + 20 ∗ yˆ6)/( (x ∗ s− y)ˆ3 ∗ (xˆ2− yˆ2)ˆ3 ∗ (x ∗ s + y) )
etc.
Tous ces coefficients sont nuls pour s = 0. On en de´duit que le tissu ci-dessous est de rang maximal.
Wα(6) := W
(
x , y , x+ y , x− y , xy , x/y ) .
On peut donner une base explicite de l’espace des relations abe´liennes de ce tissu. Notons
qu’il porte les six relations abe´liennes de son sous-5-tissu W(x , y , x + y , x − y , xy) qui
est exceptionnel (voir le chapitre pre´ce´dent)(1) . Il reste a` exhiber quatre autres relations
line´airement inde´pendantes porte´es par x/y.
On ve´rifie que la famille ci-dessous constitue bien la liste d’une base de l’espace des relations
abe´liennes de Wα(6) :
(1) Cela implique que Wα(6) est exceptionnel.
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(1) (x) + (y)− (x+ y) = 0 ,
(2) (x)− (y)− (x− y) = 0 ,
(3) 2 (x)2 + 2 (y)2 − (x+ y)2 − (x− y)2 = 0 ,
(4) (x+ y)2 − (x− y)2 − 4 (xy) = 0 ,
(5) log(x) + log(y)− log(xy) = 0 ,
(6) 2 (x)4 + 2 (y)4 − (x+ y)4 − (x− y)4 + 12 (xy)2 = 0 ,
(7) log(x)− log(y)− log(x/y) = 0 ,
(8) log(y)− log(x+ y) + log(1 + x/y) = 0 ,
(9) log(y)− log(y − x) + log(1− x/y) = 0 ,
(10) 2 log2(x) + 2 log2(y)− log2(xy)− log2(x/y) = 0 .
On en de´duit l’armure de ce tissu :
ω
[
Wα(6)
]
= (7, 2, 1, 0) ,
ainsi que ses invariants Rκ (pour κ = 3, 4, 5) :
R3
[
Wα(6)
]
= 16 et R4
[
Wα(6)
]
= 9 R5
[
Wα(6)
]
= 4 .
On remarquera que les fractions rationnelles qui de´finissent ce nouveau tissu exceptionnel sont
peut-eˆtre les plus simples que l’on puisse imaginer. Notons aussi qu’on a une suite d’inclusions :
W(x , y, x+ y) ⊂ W(x , y , x+ y , x− y) ⊂ W(x, y, x+ y, x− y, xy) ⊂ Wα(6) .
Cette suite de tissus de rang maximal continue. En effet, on a
Wα(6) ⊂ Wα(7) ⊂ W(8) ,
avec
Wα(7) := W
(
x , y , x+ y , x− y , xy , x/y , x2 − y2
)
et W(8) := W
(
x , y , x+ y , x− y , xy , x/y , x2 − y2 , x2 + y2
)
.
Le 8-tissu W(8) est de rang maximal. On ve´rifie que les dix relations abe´liennes de Wα(6) donne´es
ci-dessus jointes aux onze relations abe´liennes donne´es ci-dessous forment bien une base deA[W(8)] :
(11) (x)2 − (y)2 − (x2 − y2) = 0 ,
(12) log(x+ y) + log(x− y)− log(x2 − y2) = 0 ,
(13) 8 (x)4 + 8 (y)4 − (x+ y)4 − (x− y)4 − 6 (x2 − y2)2 = 0 ,
(14) 16 (x)8 + 16 (y)8 − (x+ y)8 − (x− y)8 + 224 (xy)4 − 14 (x2 − y2)4 = 0 ,
(15) 2 log(x+ y)2 + 2 log(x− y)2 − log(x/y−1x/y+1)2 − log(x2 − y2)2 = 0 ,
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(16) (x)2 + (y)2 − (x2 + y2) = 0 ,
(17) 2 log(y) + log
(
1 + (x/y)2
)− log(x2 + y2) = 0 ,
(18) 2 (x)4 + 2 (y)4 − (x2 − y2)2 − (x2 + y2)2 = 0 ,
(19) 8 (x)6 + 8 (y)6 + (x+ y)6 + (x− y)6 − 10 (x2 + y2)3 = 0 ,
(20) 64 (x)8 + 64 (y)8 + 3 (x+ y)8 + 3 (x− y)8 − 14 (x2 − y2)4 − 56 (x2 + y2)4 = 0 ,
(21) 64 (x)12 + 64 (y)12 + (x+ y)12 + (x− y)12 − 1408 (xy)6 − 22 (x2 − y2)6 − 44 (x2 + y2)6 = 0 .
Du fait que W(8) ne soit pas line´arisable, on en de´duit qu’il est exceptionnel.
A` partir de la liste des relations abe´liennes de W(8) donne´es ci-dessus, on e´tablit facilement que
ω
[
W(8)
]
= (11, 4, 3, 2, 1, 0) et R3
[
W(8)
]
= 36 .
Par ailleurs, l’e´tude des sous-tissus de W(8) du point de vue du rang et des relations abe´liennes est
tre`s riche puisqu’elle me`ne a` la de´couverte de nouveaux tissus exceptionnels. En effet, en utilisant
les algorithmes donne´s dans cet appendice, ou en utilisant la liste des relations abe´liennes de W(8),
on montre que ce tissu admet de nombreux sous-k-tissus exceptionnels pour k = 6, 7.
Par exemple, les 6-tissus suivants sont exceptionnels :
Wα(6) = W
(
x , y , x+ y , x− y , xy , x/y
)
,
Wβ(6) = W
(
x , y , x+ y , x− y , x/y , x2 + y2
)
,
Wγ(6) = W
(
x , y , x+ y , x− y , xy , x2 + y2
)
,
Wδ(6) = W
(
x , y , x+ y , x− y , xy , x2 − y2
)
.
Ces tissus Ws(6) (s = α, β, . . . , δ) ne sont pas e´quivalents, comme on le montre maintenant.
Pour s, t∈{α, . . . , δ} distincts, on note N(s, t) l’assertion
“Ws(6) et Wt(6) ne sont pas e´quivalents
′′ .
Si W est un tissu, on note M[W ] la somme des courbures de Blaschke des sous-3-tissus de W et
on de´finit Zk
[
W
]
comme e´tant e´gal au nombre des sous-k-tissus W de W tels que M[W] = 0 :
Zk[W ] :=
{
W ⊂W ∣∣ |W| = k , M[W] = 0 } .
Les entiers Zk
[
W
]
sont clairement des invariants de W .
On e´tablit facilement que
Z5
[
Wα(6)
]
= 4 Z5
[
Wβ(6)
]
= 2 Z5
[
Wγ(6)
]
= 2 et Z5
[
Wδ(6)
]
= 2 ,
d’ou` on de´duit imme´diatement N(s, α) pour s = β, γ, δ. D’autre part, on a :
R3
[
Wα(6)
]
= R3
[
Wβ(6)
]
= 16 et R3
[
Wγ(6)
]
= 10 R3
[
Wδ(6)
]
= 8 .
Il en de´coule N(s, t) pour tout s et tout t distinct de s, ce que l’on voulait de´montrer.
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De meˆme, les tissus ci-dessous sont exceptionnels :
Wα(7) = W
(
x , y , x+ y , x− y , xy , x/y , x2 − y2
)
Wβ(7) = W
(
x , y , x+ y , x− y , xy , x/y , x2 + y2
)
Wγ(7) = W
(
x , y , x+ y , x− y , xy , x2 − y2 , x2 + y2
)
.
A` partir de la liste des relations abe´liennes de W(8), on ve´rifie qu’ils sont bien de rang maximal et
on de´duit qu’il ne sont pas line´arisable du fait qu’ils admettent le tissu exceptionnel W(x, x , y , x+
y , x − y , xy) comme sous-tissu. On obtient que ces trois 7-tissus ne sont pas e´quivalents par la
conside´ration de leurs invariants R3, puiqu’on a :
R3
[
Wα(7)
]
= 23 6= R3
[
Wβ(7)
]
= 25 6= R3
[
Wγ(7)
]
= 15 .
Pour finir, on peut poser la question na¨ıve de savoir si la suite de tissus exceptionnels
Wα(6) ⊂ Wα(7) ⊂ W(8)
est susceptible d’eˆtre prolonge´e, i.e. on peut se poser la question de savoir s’il existe un 9-tissu
W(9) exceptionnel admettant W(8) comme sous-8-tissu ; ou encore, en d’autres termes, existe-t-il
une fonction de deux variables U(x, y) telle que
W
(
x , y , x+ y , x− y , xy , x/y , x2 − y2 , x2 + y2 , U(x, y)
)
soit de rang maximal ?
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