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Synthèse robuste de dispositifs de stockage pour l’optimisation technico économique de la gestion 
de micro-réseaux d’énergie électrique 
Résumé: 
 
Les énergies renouvelables (ER) représentent le futur de la production d’énergie, d’électricité en 
particulier, dans le contexte climatique actuel. Il existe cependant encore de nombreux freins à leur 
développement. La balance production/consommation doit être maintenue en permanence pour 
maintenir un réseau « électrique stable » en tension et fréquence. Les ER sont, pour la plupart, des 
sources intermittentes et difficilement prévisibles. Stocker de l’énergie électrique est difficile et 
couteux, ce qui limite leur taux d’intégration dans le mix énergétique mondial. Cette problématique 
est exacerbée dans un milieu insulaire tel que la Guadeloupe. Afin de répondre à cette 
problématique, des smart-grids et micro-réseaux sont utilisés afin que les producteurs ne soient plus 
seulement des producteurs d’énergie, mais des acteurs de la stabilité du réseau grâce à des services : 
Engagement de production, délestage, réserve primaire/secondaire...  
Le travail proposé dans ce manuscrit s’inscrit dans cet axe : l’objectif est d’étudier une centrale de 
production éolienne couplée à un système de stockage énergétique, dans le cadre d’un engagement 
de production à J-1 sur un réseau insulaire. Le producteur doit s’engager, la veille pour le lendemain 
(J-1), sur le profil de puissance que fournira la centrale au cours de la journée en fonction de ses 
prévisions de production. Ce type de contrat prévoit un tarif avantageux si le producteur respecte 
son engagement et le non-paiement de l’énergie fournie en cas de défaut d’engagement,c’est-à-dire 
quand la puissance produite n’est pas comprise dans une bande de tolérance autour de 
l’engagement pris la veille. Afin de respecter au mieux son engagement, malgré les erreurs de 
prévisions éventuelles, le producteur dispose de système de stockage d’énergie (SSE) et doit mettre 
en œuvre une gestion énergétique dédiée. L’étude proposée s’articule autour de deux 
problématiques principales :  
- La gestion du SSE au cours de la journée afin de maximiser les gains du producteur  
- La prise d’engagement effectuée à J-1 
L’objectif étant d’obtenir des résultats robustes sur des horizons temporels grand (annuels). Pour la 
gestion du SSE, des méthodes de gestion heuristiques (à base de règles) et optimales basées sur la 
programmation linéaire avec variables binaires (Mixed Integer Linear Programming : MILP) ont été 
utilisées. Elles ont permis de montrer que la méthode MILP donnait des résultats concluant même 
lorsque ceux-ci était transposés sur des modèles non linéaires plus complexes. L’analyse du 
comportement de la MILP a aussi permis d’améliorer les méthodes de gestion heuristique jusqu’à 
présent étudiées. Pour la prise d’engagement, une nouvelle modélisation utilisant la MILP a aussi été 
employée et comparée à un algorithme évolutif. Les algorithmes utilisés optimisaient l’engagement 
en parallèle de la gestion des SSE, pour de multiples scénarios. L’analyse de l’erreur de prévision a 
permis de développer un générateur de production aléatoire, nécessaire pour pouvoir réaliser 
l’optimisation et l’évaluation des solutions obtenues. Les résultats obtenus ont pu être testés sur des 
centaines de scénarios différents afin d’éprouver leur robustesse.  La MILP s’est montrée la plus 
performante, mais la différence obtenue avec des méthodes basées sur le bon sens étaient 
relativement faible. Cette étude a surtout mis en avant la faible sensibilité de la prise d’engagement 
sur les résultats dans les différents cahiers des charges pris en compte. L’utilisation des méthodes de 
gestion développées au préalable pour cette étude a tout de même permis de montrer que les 
méthodes développées (MILP et heuristique améliorées) étaient robustes aux variations 
d’engagement pour des centaines de scénarios différents joués sur une année entière.  
La modélisation MILP s’est montrée performante et prometteuse afin d’aider à la conception des 
systèmes à ER intégrés sur le réseau électrique du futur. Cette intégration est en bonne voie malgré 





Robust synthesis of storage devices for the technical and economic optimization of the 
management of electrical power microgrids 
Abstract: 
 
Renewable energies (RE) represent the future of electricity production in the current climate context. 
However, there are still many obstacles to their development. The production / consumption balance 
must be permanently maintained on an electrical network to maintain a “stable” network in voltage 
and frequency. REs are, for the most part, intermittent and difficult to predict sources. Storing 
electrical energy is difficult and expensive, which limits their rate of integration into the global energy 
mix. This problem is exacerbated in an island environment such as Guadeloupe. In order to respond 
to this problem, smart grids and micro-networks are used so that producers are no longer just energy 
producers, but players in the stability of the network thanks to services: production commitment, 
load shedding, primary / secondary reserve ... 
The work proposed in this manuscript is part of this axis: the objective is to study a wind power plant 
coupled with an energy storage system, as part of a production commitment on D-1 on an island 
network. The producer must commit, the day before for the next day (D-1), to the power profile that 
the plant will provide during the day based on its production forecasts. This type of contract provides 
an advantageous price if the producer respects his commitment, and the non-payment of the energy 
supplied in the event of default of commitment. That is to say when the power produced is not 
within a tolerance band around the commitment made the day before. In order to best meet its 
commitment, despite possible forecast errors, the producer has an energy storage system (SSE). The 
proposed study focuses on two main issues: 
 - Management of the SSE during the day in order to maximize the producer's earnings 
 - The commitment made on D-1 
The objective is to obtain robust results over large (annual) time horizons. For the management of 
the ESS, heuristic (rule-based) and optimal management methods based on linear programming with 
binary variables (Mixed Integer Linear Programming: MILP) were used. They made it possible to show 
that the MILP method gave conclusive results even when these were transposed on more complex 
nonlinear models. Analysis of the behaviour of the MILP has also made it possible to improve the 
heuristic management methods studied so far. For the engagement, a new modelling using the MILP 
was also used and compared to an evolutionary algorithm. The algorithms used optimized the 
parallel engagement of HSE management, for multiple scenarios. The analysis of the forecast error 
made it possible to develop a generator of random production, necessary to be able to carry out the 
optimization and the evaluation of the solutions obtained. The results obtained could be tested on 
hundreds of different scenarios, in order to test their robustness. MILP was the best performer, but 
the difference with common sense methods was relatively small. This study especially highlighted the 
low sensitivity of the commitment to results in the different specifications taken into account. The 
use of the management methods developed beforehand for this study still made it possible to show 
that the methods developed (MILP and improved heuristics) were robust to variations in 
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Liste des symboles et abréviations : 
BIGMCF Constante de type "Big M" du modèle MILP - 
CAPEX Capital expenditure (dépenses d'investissement) € 
CF Commitment Failure % 
CFmoyen CF moyen % 
CFP Commitment Failure Penalty % 
Coûtdev Coût déviation de l'engagement € 
Coûtexc Coût excès € 
Coûtlife Li-Ion Coût d'usure de la batterie € 
CoûtLiIon Coût de la batterie € 
Coûtsto Cout stockage € 
CoûtTot Coût total € 
Coutη Li-Ion Coût du rendement de la batterie € 
Crate Taux de charge % 
D Variable d'état de charge/décharge de la batterie - 
DOD Depth of Discharge (profondeur de décharge) % 
DODmax Profondeur de décharge recommandée % 
E0 Tension constante dans la batterie  V 
Eechtot Energie totale échangeable par une batterie sur son cycle de vie kWh 
Enom Energie nominale de la batterie  kWh 
FIT Feed in Tarif (tarif de vente) €/kWh 
Gain Gain € 
Gainmoyen Gain moyen € 
GainrespectCFmax Gain associé à la contrainte de respect Cfmax<5% € 
GainSOC Gain associé à la correction de SOC € 
H1,H2 Heuristiques 1 et 2 - 
I Courant de décharge nominale A 
IBT Courant batterie A 
Ilim Limitation de courant  A 
it  Charge actuelle de la batterie  Ah 
Kcorrection Constante corrective  - 
Kcr, Kdr Résistance de polarisation en charge et en décharge  Ω  
Kcv, Kdv Constante de polarisation en charge et en décharge V/Ah  
Ncycle Nombre de cycles - 
Liste des symboles et abréviations 
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Néval Nombre d'évaluations - 
Ngéné Nombre de génération pour l'algorithme génétique clearing - 
Ninstant Nombres d’instants dans la journée - 
Npop Population pour l'algorithme génétique clearing - 
Nscénarios Nombre de scénarios  - 
Ntotal Nombre total d'échantillons temporels - 
OPEX Operational expenditure (dépenses d'exploitation) € 
Pbat Puissance batterie kW 
Pbat charge max Saturation de puissance de charge  kW 
Pbat décharge max  Saturation de puissance de décharge  kW 
Pcible Puissance cible pour la stratégie heuristique kW 
Pdiff  
Ecart entre la prévision de production effectuée à J-1 et la production 
effective le jour J kW 
Peng Puissance d'engagement kW 
Penginit Puissance d'engagement initiale kW 
Peol Puissance de sortie du générateur éolien  kW 
Pexcès Puissance en excès kW 
Pgrid Puissance transmise au réseau kW 
Pmanquant Puissance manquante pour satisfaire l'engagement kW 
Pprev Puissance prévisionnelle de production kW 
Pprevprod Données Pprev utilisées en lieu et place de Pprod kW 
Pprod Puissance produite kW 
Pst Puissance stockage kW 
Pst
-  Puissance de stockage négative kW 
Pst
+  Puissance de stockage positive kW 
Q Capacité de la batterie Ah 
Qmax Capacité max d'une cellule Ah 
Qact Capacité actuelle de la batterie Ah 
Qexp Capacité dans zone exponentielle Ah 
Qinit Capacité initiale de la batterie Ah 
Qnom Capacité à la tension nominale Ah 
R Résistance interne de la batterie Ω  
SOC State Of Charge (Etat de charge) % 
SOCfin SOC de fin de journée % 
SOCinit SOC initial % 
Liste des symboles et abréviations 
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SOCmax SOC maximum % 
SOCmin SOC minimum % 
SOH State of Health, état de santé de la batterie % 
Tempstotal Horizon temporel de la simulation min 
tol Tolérance kW 
Vcell Tension de la cellule V 
Vchlim Limitation voltage : charge V 
Vdchlim Limitation voltage: décharge V 
Vexp Tension dans zone exponentielle V 
Vfull Tension à charge pleine V 
Vnom Tension nominale V 
α Facteur d'atténuation - 
Δt Pas de simulation  min 
ηcharge Rendement de charge  % 
ηdécharge Rendement de décharge  % 
ηprod Rendement « global » du bloc de production % 








Les problématiques climatiques et écologiques sont au cœur des débats du 21ème siècle. La question 
de l’utilisation de l’énergie : c’est à dire la production et la consommation de l’énergie sous toutes 
ses formes tient une place centrale dans ces problématiques. La production de Gaz à effet de serre 
(GES) est en effet l’un des indicateurs principaux utilisés pour qualifier et quantifier le réchauffement 
climatique. L’industrialisation des grandes puissances économiques mondial s’est construit sur la 
combustion d’énergie fossile (pétrole, charbon, gaz…) très fortement émettrices en GES, et dont la 
raréfaction augmente avec le temps par définition. La fin du 20ème siècle a vu apparaitre l’utilisation 
de sources de production alternatives grâce à l’hydroélectricité. Plus récemment, les éoliennes et 
panneaux solaires ont connu un essor important grâce aux progrès technologiques dans le domaine, 
ainsi qu’un début de prise de conscience générale. D’autres formes de production respectueuses de 
l’environnement sont utilisés à travers le monde comme les centrales houlogénératrices, 
marémotrices ou la combustion de « biogaz » obtenus par des procédés de méthanisation par 
exemple.  Mais les différentes études scientifiques et même le simple constat que nous pouvons tous 
faire sur l’évolution de notre environnement nous montre que ces efforts sont encore insuffisants. 
De nombreuses actions doivent être menées dans le but d’enrayer le réchauffement climatique et de 
participer à l’intégration massive des énergies renouvelables dans le mix énergétique mondial est 
primordial. 
 
Cependant, l’intégration de ces différentes sources d’énergie alternatives sur le réseau pose de 
nombreux problèmes. Les énergies dites « naturelles » ou « fatales », utilisant la force du vent ou 
l’ensoleillement par exemple, ne sont pas pleinement commandables en ce sens qu’elles doivent être 
exploitées à chaque instant selon les conditions d’environnement. Le réseau électrique que nous 
connaissons et utilisons depuis maintenant des années a été pensé dans un mode de consommation 
quasiment instantané et « quasi illimité » : un consommateur peut choisir à tout moment de 
consommer/ ou non la quantité d’énergie qu’il souhaite sur le réseau dans les limites de son 
abonnement. Ce moyen de consommation est adapté à une production à partir d’énergie fossile, 
facilement et rapidement ajustable. Pour des raisons de stabilité du réseau, le taux de pénétration 
des énergies renouvelables est donc limité actuellement à environ 30%. Pour pallier cette limitation, 
des smart gridsou réseaux intelligents sont développés, où les producteurs et parfois les 
consommateurs d’énergie sont appelés à participer à la stabilité du réseau en remplissant des 
services systèmes. L’engagement de production la veille pour le lendemain (Day ahead commitment) 
est l’un de ces services : le producteur s’engage la veille pour le lendemain sur le profil de production 
qu’il fournira à partir des données prévisionnelles et des stockeurs d’énergie sont utilisés pour 
combler les écarts entre l’engagement et la production effective le jour J.  
 
Nous allons étudier ce type de micro-réseau dans ce manuscrit,  plus spécifiquement dans un 
contexte insulaire où la problématique énoncée est exacerbée. La petite taille du réseau et la faible 
diversité de producteurs amplifie en effet les problèmes de stabilité du réseau. L’objectif est de 
développer une méthode d’optimisation de l’engagement et de la gestion robuste des flux d’énergie 
de ce micro-réseau afin de maximiser la balance économique du producteur. 
 
Nous allons tout d’abord effectuer une présentation détaillée de la problématique étudiée, en 
précisant les points clefs et les verrous scientifiques de l’étude. Un état de l’art des travaux effectués 
jusqu’à présent dans le domaine sera ensuite donné afin de mettre en évidence l’originalité de nos 
travaux. 
Le deuxième chapitre est dédié à la présentation des modèles utilisés dans les différentes 
optimisations en situant le contexte économique et en balayant tous les constituants du système. Un 




prévision et de production réelle d’une ferme éolienne nous a permis de modéliser un générateur 
aléatoire de production. 
Le troisième chapitre est consacré à l’étude d’un algorithme d’optimisation de la gestion par 
programmation linéaire mixte à variables entières (Mixed Integer Linear Programming, MILP). Celui-
ci est comparé à une méthode heuristique. Une analyse des résultats est menée, ainsi que des 
vérifications sur la modélisation employée. Cette étude permettra d’améliorer la méthode 
heuristique initialement développée. 
Le quatrième chapitre étudie l’intérêt d’optimiser de façon robuste la prise d’engagement effectuée 
à J-1. Différentes méthodologies sont comparées et l’approcheexploitant l’optimisation MILP est 
étudiée plus en détails. La robustesse des méthodes de gestion par rapport à la variation de 
l’engagement est aussi analysée :elle est éprouvée sur une centaine de scénarios annuels. 
Enfin, ce manuscrit se termine par la conclusion de ces travaux, ainsi que les nombreuses 
perspectives d’études potentielles afin de maximiser l’intégration des énergies renouvelables dans le 
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1 Présentation du problème et état de l’art : la centrale éolienne 




1.1.1 Contexte sociétal 
 
Depuis le début des années 70, le monde entier s'intéresse à la question climatique et au problème 
énergétique associé. Cela commencera officiellement en juin 1972 avec la Conférence des Nations 
Unies sur l'environnement à Stockholm (Suède) ou sera adopté la déclaration du même nom.  
Il faudra tout de même attendre 20 ans plus tard et 2 chocs pétroliers (1973 et 1980) pour que les 
Sommets de la Terre de Rio (1992) et Kyoto (1997) aient lieu. Les états commencent à cibler les Gaz à 
effets de Serre (GES) comme une des sources importantes du dérèglement climatique. Le "protocole" 
de Kyoto est ratifié et les pays industrialisés s'engagent à réduire leurs émissions de GES. Les pays 
considérés en voie de développement sont exemptés, afin de ne pas freiner leur développement qui 
est évidemment corrélé à leur consommation énergétique.  
En Février 2005, 55 pays qui correspondent à 55% des émissions de CO2 de la planète ont ratifié 
l'accord de Kyoto. Malheureusement les Etats-Unis et l'Australie, qui représentaient plus d'un tiers 
des émissions de GES de la planète à l'époque n'en font pas partie. 
En 2007, le premier rapport du GIEC (Groupe d'experts Intergouvernemental sur l'Evolution du 
Climat) dresse un premier bilan alarmant du réchauffement climatique. S'en suit de nombreuses 
réunions de l'ONU, de sommets climatiques entre dirigeants afin d'envisager la suite après le 
"protocole de Kyoto" qui expire en 2012. 
En 2015, la COP21( 21thConférence of The Parties) abouti sur "l'accord de Paris sur le Climat" qui 
entre en vigueur en 2016. En 2017, les Etats Unis se retirent de cet accord qui est tout de même 
ratifié par 195 pays.  
Enfin, malgré ces efforts, en 2019 un deuxième rapport du GIEC prévoie différents scénarios 
climatiques pour le futur,mais tous restent alarmants malgré le début des efforts engagés. Ce dernier 
rapport du GIEC a d'ailleurs confirmé le lien entre activités humaines et réchauffement climatique. La 
part de la production d’énergie pour l’électricité et la chaleurest très conséquente vis-à-vis de l’effet 
de serre : en 2016, ces émissions représentent plus de 40 % des émissions de CO2 totales liées à la 
combustion d'énergie. Dans ce contexte, l’électricité verte est appelée à jouer un rôle clé. 
 
1.1.2 État actuel et tendances 
 
Dans ce contexte environnemental, il est normal que les sociétés modernes cherchent des moyens 
de produire de l'énergie proprement. L'électricité a vite fait l'unanimité comme vecteur énergétique 
pour cette transition propre. En effet, l’utilisation de l'électricité est non polluante et très efficace. 
Cependant, la production massive de cette énergie demeureproblématique d’autant que cette 
énergie se stocke difficilement. Le site de l' "Energie information Administration"[1] regroupe des 






On peut ainsi voir, sur laFigure 1, la production mondiale d'électricité ainsi que la proportion 
d'électricité de sources renouvelables sur les 25 dernières années: 
 
Figure 1: Productionélectrique mondiale [1] 
L'augmentation de la production d'énergie électrique est très importante sur ces 25 dernières 
années. Elle a plus que doublé en passant de moins de 12 milliards de MWh en 1990 a plus de 24 
milliards en 2016. La part de l'énergie renouvelable a elle aussi doublé, en passant d’un peu moins de 
3 milliards de MWh à plus de 6 milliards. On pourra cependant noter que la proportion d'énergie 
renouvelable parmi l'électricité totale est restée à peu près constante (25%) et assez modeste. Il 
reste toujours 18 milliards de MWh produit à partir de sources non renouvelables en 2016. 
 
La Figure 2 et la Figure 3 détaillent plus précisément les données de production électrique de source 
renouvelable: 
 
Figure 2:Production électrique renouvelable mondiale[1] 
La figure précédente montre la part d'énergie renouvelable de source hydro-électrique dans le mix 
électrique. On peut voir que celle-ci représente la majorité de la production d'électricité 
renouvelable (environ 85% en 2010). En effet, la production électrique à partir de barrages 




est développée et utilisée largement à travers le monde. Cependant,on peut voir que sur les 
dernières années cette tendance évolue. En 2016, la production d'électricité à partir de centrales 
hydrauliques n'est plus que de 67%. De nouvelles technologies commencent à prendre une place 
significative dans le mix énergétique. 
 
Figure 3: Productionélectrique mondiale renouvelable de source non hydro-électrique[1] 
La Figure 3 montre la part que prennent ces nouveaux moyens de production dans le mix électrique 
renouvelable sans la partie hydraulique. Les centrales éoliennes, solaires (panneaux photovoltaïques) 
et de biomasse représentent la quasi-totalité de cette électricité. Les centrales géothermiques et 
marémotrices restent encore négligeables sur la production mondiale. 
 
Ces 3 figures nous ont montré que la production d'électricité à partir d'énergie renouvelable 
augmente avec le temps et que de nouveaux moyens de production sont utilisés afin de répondre à 
la problématique climatique. Cependant, ces figures soulignent aussique les progrès obtenus 
n'arrivent pas à compenser l'augmentation de consommation énergétique de notre société moderne. 
Les nouveaux moyens de production énergétiques, ne sont pas aussi flexibles que la production 
d'énergie à partir de combustibles fossiles. Une centrale éolienne produit de l'électricité de façon 
intermittente, relativement imprévisible et non contrôlée : il s’agit d’une énergie fatale en ce sens 
qu’elle se doit d’être consommée ou stockée au moment où l’environnement (le vent) l’impose.C’est 
une raison pour lesquelles les énergies renouvelables gardent du retard par rapport aux énergies 
fossiles même si les progrès techniques et scientifiques permettent chaque jour d'améliorer ce bilan. 
L’émergence des smart grids est la voie qui permettra le développement d’un bouquet énergétique 




1.2.1 Origine et définition 
 
Les réseaux électriques à travers le monde sont des systèmes complexes. L'équilibre entre 
production et consommation doit être réalisé à tout moment afin d'assurer la qualité du service 
électrique (le plan de fréquence et de tension)[2]. Historiquement, les réseaux électriques étaient 




consommateurs (monodirectionnel en puissance). L'ouverture progressive du marché de l'électricité 
à partir du début des années 2000 couplée avec les évolutions sociétales mentionnées en 1.1.2et la 
baisse des couts des renouvelables changent cela[3]. Le réseau électrique se retrouve composé de 
multiples producteurs décentralisés de taille (puissance et énergie) très variable : du simple 
particulier qui a installé quelques panneaux solaires sur sa toiture aux parcs éoliens raccordés en 
moyenne tension jusqu’aux centrales nucléairespour la production massive d’énergie.  
 
Afin de fonctionner, un tel réseau doit respecter des règles strictes. En France, la gestion des réseaux 
de transports est assurée par la RTE (Réseau de Transport de l'électricité) et la distribution par Enedis 
(anciennement ERDF) avec la CRE (Commission de Régulation de l'Energie) qui est chargée de veiller 
au bon fonctionnement de la règlementation. EDF (Electricité de France) n'est plus le seul producteur 
d'électricité sur ce réseau et doit composer avec différents acteurs. La problématique d'équilibrage 
entre production et consommation en ressort amplifiée et complexifiée et les sources renouvelables 
à caractère intermittentes sont a priori désavantagées. On voir alors apparaitre le rôle d'agrégateur 
et de gestionnaire réseau qui ont pour rôle de gérer la répartition entre les différentes sources de 
production et la consommation en favorisant l’adaptation intelligente de cet équilibre par des 
processus tels que l’effacement de consommation. 
 
Afin de répondre à cette problématique, les gestionnaires réseaux ont commencé à demander des 
services systèmes aux centrales de production. Ces dernières ne se contentent plus de simplement 
produire de l'énergie, mais rendent des "services" au réseau. Ces services sont nombreux et variés 
comme la régulation de tension, de fréquence, ou encore des réserves d'énergie disponibles à la 
demande. Ces services sont bien entendu rémunérés et résultentd’incitations tarifaires soit via des 
appels d’offres soit directement sur les tarifs de consommation. 
 
Avec l'évolution du réseau électrique, est apparu la notion de "smart-grid" ou réseau intelligent qui 
se situe au croisement des réseaux d’énergie et d’information[4].La CRE en donne une définition[5]: 
 
"Pour faire face aux mutations du paysage énergétique, il est nécessaire de moderniser le système 
électrique. Le contexte français et européen, dans lequel se sont développés les réseaux électriques, 
conduit à privilégier le déploiement des technologies de Smart grids plutôt que le remplacement et le 
renforcement massif des réseaux. 
L’intégration des nouvelles technologies de l’information et de la communication aux réseaux les 
rendra communicants et permettra de prendre en compte les actions des acteurs du système 
électrique, tout en assurant une livraison d’électricité plus efficace, économiquement viable et sûre.Le 
système électrique sera ainsi piloté de manière plus flexible pour gérer les contraintes telles que 
l’intermittence des énergies renouvelables et le développement de nouveaux usages tels que le 
véhicule électrique. Ces contraintes auront également pour effet de faire évoluer le système actuel, où 
l’équilibre en temps réel est assuré en adaptant la production à la consommation, vers un système où 
l’ajustement se fera davantage par la demande, faisant ainsi du consommateur un véritable acteur" 
Les smart grids sont des réseaux électriques complexes qui utilisent des nouvelles technologies de 
l’information (objets connectés, réseaux de communication) et de l’énergie (stockage, algorithme de 
répartition…) afin d'optimiser les performances énergétiques et économiques du réseau électrique 
global. La définition est générale et on pourrait dire que par définition, le réseau électrique Français 
(voir même Européen) dans sa totalité a toujours été un smart grid. Maintenant, cette responsabilité 
vis à vis du réseau tend à être décentralisée : de nombreux (petits, moyens et gros) acteurs du réseau 
deviennent eux-mêmes des smart grids qui participent (directement ou indirectement grâce à des 
incitations tarifaires) à la stabilité du réseau global.Le réseau électrique est en train d’évoluer pour 









1.2.2 Intégration des E.N.R et service d’ajustement de puissance 
 
Les énergies renouvelables sont vues comme des "contraintes" dans la définition de la CRE. En effet, 
afin de garantir une stabilité du réseau actuel, un taux de pénétration maximal des énergies 
renouvelables doit être respecté [7], [8]. Il semblerait que ce taux soit aux alentours des 30% avec les 
moyens actuels de réglages et la topologie du réseau.Cela rejoint les données présentées en 1.1.2 
(moins de 25% de la production électrique mondiale provient de source renouvelable). L'utilisation 
de smart-grid dans le réseau électrique a notamment pour objectif de remédier à cela et de 
permettre une intégration massive de renouvelables. 
 
La stabilité du réseau est définie par son inertie. L’électricité est produite par des groupes tournant 
(turbines couplée à un générateur).  Lorsque la production est inférieure à la consommation, les 
groupes de production ralentissent et la fréquence diminue. Inversement, si la production est 
supérieure à la consommation, les groupes accélèrent et la fréquence augmente. Les productions 
renouvelables ne fournissent pas d’inertie physique au réseau car celles-ci sont intermittentes ou 
interfacées sur le réseau grâce à des convertisseurs statiques. 
 
Pour répondre au problème de stabilité, le réseau active des réserves d’équilibrage 
(producteur/consommateurs) afin de compenser à tout moment le déséquilibre entre consommation 
et production. Il existe 3 types de réserve, qui ont des rôles différents caractérisés par leur temps de 
réponse[9] : Les réserves primaires et secondaires sont activées automatiquement pour contenir la 
déviation de fréquence. La réserve primaire est décentralisée et doit répondre entre 15 et 30 
secondes. La réserve secondaire est gérée par RTE et activée en 400s. Ces deux mécanismes ont pour 
but de répondre de manière rapide et efficace à un déséquilibre, mais ces réserves sont limitées en 
énergie, et pour faire perdurer l’équilibre dans le temps, les réserves tertiaires ou d’ajustement 
interviennent. Ce phénomène est détaillé sur la figure suivante : 
 
 
Figure 4: Fonctionnement réserve primaire, secondaire et tertiaire (source[9] ) 
La réserve tertiaire a pour objectif de remplir des services d’ajustements au réseau en plus d’une 
production classique d’énergie. La liste de ces services évolue en permanencegrâce aux progrès 
technologiques qui ont lieu dans le domaine, et la prédominance de cette problématique sur le 





L’autoconsommation [10](à différentes échelles), qui signifie équilibre entre production et 
consommation sur un réseau local, est possible pour certains sous-réseaux. Cela permet de se 
déconnecter du réseau et donc de ne plus impacter sur le bilan production/consommation. 
Dans une moindre mesure, l’effacement consiste à une déconnexion (partielle ou totale) négociée 
d’une charge impactant le réseau[11]. Cette déconnexion, à la demande du gestionnaire de réseau, 
est accompagnée d’une contrepartie financière. 
Cette problématique s'inscrit en parallèle d'une autre plus générale que l'on peut retrouver sous le 
nom de "peak load shaving"( "écrêtage des pointes" en Français) dans la littérature [12], [13]. Pour 
faciliter la concordance entre consommation et production, on lisse la courbe de charge en réduisant 
les pointes de consommation. 
Enfin, l’engagement de production à J-1 (Day ahead commitment) [14], [15]de la part des 
producteurs permet au gestionnaire de réseau de gérer la balance plus facilement. Dans ce contexte, 
les producteurs d’énergie s’engagent à fournir un niveau de puissance variable, mais définit à 
l’avance, tout au long de la journée. Cela permet de prévoir une répartition sur le long terme entre 
production et consommation comme cela est nécessaire pour la réserve tertiaire. C’est sur ce service 
d’ajustement que le présent manuscrit s’attardera.  
 
Ces méthodes permettenten plus de diminuer les pertes dans les réseaux de transmission et de 
distribution [16] en optimisant leur utilisation. En lissant la courbe de charge, nous sommes plus à 
même de la faire concorder avec les différents profils de sources de production disponibles (déplacer 
les différents pics de consommation sur la journée dans le cas d'une source photovoltaïque qui ne 
produit pas la nuit par exemple). 
 
Afin de répondre aux problématiques apportées par ces demandes d’ajustement, trois axes de 
réponses principaux sont apparus : 
 - L'utilisation de stockage d'énergie 
 - La connexion de véhicule électriques au réseau 
 - La maitrise de la demande énergétique 
Ces axes de réponses possibles sont bien entendu liés. Les véhicules électriques peuvent servir de 
réserve de puissance/énergie disponible à la pointe de consommation [17], [18] en mode "V2G" 
(vehicule to grid, du véhicule au réseau) où l’on peut simplement optimiser la charge des véhicules 
pour ne pas impacter négativement le réseau(c’est le ‘’G2V’’ : Grid to Vehicle)[19], [20], tout en 
prenant en compte les besoins des consommateurs qui ont des horaires de prédilections pour 
charger leurs véhicules. Cette approche du réseau combine l’utilisation les véhicules électriques à la 
maitrise de la demande.  
La maitrise de la demande par incitation tarifaire permet de déplacer les pics de consommation. La 
notion dite de "Demand response" (réponse du consommateur) apparait ainsi[21], [22]. Cela signifie 
que l'utilisateur va chercher à adapter sa consommation à la demande du gestionnaire de réseau ou 
via son agrégateur en temps quasi réel, à l'échelle du particulier mais aussi à l’échelle industrielle. Les 
incitations tarifaires et la gestion de charges contrôlables (eau chaude sanitaire, chauffage, VE, …), 
c'est à dire des charges sur lesquels le gestionnaire du smart grid peut agir en fonction des demandes 
du réseau permettent cette flexibilité. 
Dans ce contexte lié à l’ajustement production – consommation, l'utilisation de technologies et 
systèmes de stockage d'énergie a toujours été une solution envisagée et étudiée. Mais les faibles 
capacités de stockage et le coût important associé impliquait qu’il était souvent préférable de 
surdimensionner les installations, quitte à gaspiller de l’énergie peu chère à produire[23], [24]. Face 
aux problématiques environnementales et dans le contexte des réseaux intelligents présentés 
précédemment, la flexibilité apportée par les systèmes de stockage devient un atout majeur des 
smart grids.  





1.3 Système étudié et objectifs de l'étude 
 
Dans un milieu insulaire, les différentes problématiques citées précédemment sont exacerbées. Les 
réseaux de petites tailles ne disposent pas d’ « inertie »comme le réseau Françaisou européen. Une 
comparaison précise est réalisée dans [25], mais on pourra tout d’abord apprécier la taille de ces 
réseaux : 
 
  Réunion Guadeloupe France Europe 
Charge nominale 
période creuse  
200 MW 150 MW 30 GW 250 GW 
Tableau 1:Comparaison taille des réseaux électriques insulaires et continentaux 
Le réseau Européen est plus de 1000 fois plus gros que les réseaux insulaires considérées. Cela 
entraine des différences structurelles pour ceux-ci. Un incident de référence est défini lorsque les 2 
groupes de production les plus important sont perdus.  Cela représente une perte de 3 GW pour le 
super réseau européen (1,2% de la charge nominale en période creuse), contre 25MW pour le réseau 
guadeloupéen (16,7% de la charge nominale en période creuse). Un incident aura donc un impact 
beaucoup plus important sur la stabilité fréquentielle d’un réseau insulaire. Dans ce contexte, les 
énergies renouvelables intermittentes et n’apportant pas d’inertie au réseau ne sont pas à leur 
avantage.  
 
Notre travail se situe donc dans le contexte de l’intégration des énergies renouvelables (ENR) au 
réseau électrique, en particulier dans le cadre insulaire. le taux de pénétration actuel des énergies 
renouvelables de 30%, vu comme un maximum actuellement tolérable est souvent approché, si ce 
n’est dépassé sur les réseaux insulaires pour lesquels l’augmentation de la part d’ENR au-delà de ce 
taux limite devient critique et impose de mettre en place des solutions alternatives pour garantir la 
continuité du service électrique[26].  
 
 
Figure 5:Répartition du mix électrique en Guadeloupe[27] 
Le photovoltaïque est l’apport d’énergie renouvelable le plus important. On peut noter sur ces 2 
journées exemples qui représentent les consommations maximales et minimales pour la Guadeloupe 
durant l’année 2016 [27], que cette limite des 30% d’énergie renouvelable dans le mix électrique est 
déjà bien approché.  
 
L’association d’un stockage d’énergie s’avère une solution intéressante par rapport à l’utilisation de 
générateurs basée sur des ressources fossiles (centrale à charbon, turbine à gaz) venant en soutien 
des ENR. L’équipe GENESYS du laboratoire LAPLACE a travaillé sur cette problématique avec plusieurs 
partenaires dans le projet Insulgrid[28]. Ce projet se situedonc dans un cadre insulaire, notamment 




rentabilité de parcs ENR avec stockage Lithium Ion et/ou hydrogène dans l’optique de garantir un 
engagement de production à J-1. De tels parcs seraient la solution pour d’affranchir de la limite des 
30% de production de source renouvelable, car la source ne serait pas considérée comme 
intermittente.  
Nous allons maintenant détailler succinctement notre projet d’étude afin de pouvoir le situer parmis 
les travaux existant. Les détails du contexte utilisé sont explicités plus en profondeur en 2.1.2. 
 
1.3.1 Micro-réseau insulaire et engagement à J-1 
 
En s’inspirant du contexte du projet insulgrid et plus généralement des multiples projets liés à 
l’engagement de production à J-1, nous allons dans cette thèse nous focaliser sur un cas d’étude 
simplifié, comportant l’association d’un parcd’énergie éolienne et d’un équipement de stockage 
permettant au producteur éolien de tenir, vis-à-vis du réseau, un engagement de production pris à J-
1 : couplée à une loi de gestion qui partage les flux d’énergie entre source et stockeur, une telle 
association constitue un exemple de « micro-réseau intelligent » (ou micro smart grid). Ce réseau 
simplifié est représenté sur la Figure 6:Micro-réseau simplifié étudié : 
 
 
Figure 6:Micro-réseau simplifié étudié 
 
Ce réseau est composé d'un parc éolien simplifié ici comme une production éolienne unique qui, 
couplée à un convertisseur de puissance, fournit la puissance d'entrée sur ce micro-réseau. Nous 
aurons la possibilité de stocker de l'énergie dans la batterie ou d’en puiser si nécessaire. Le système 
de production éolien permet un délestage (curtailment) en cas de surproduction : l’énergie est donc 
considérée comme jetée et perdue, sans surcout. 
Avec ce réseau hybride ultra simplifié, l’électricité est transférée au réseau, mais le producteur n’est 
rémunéré qu’en cas de respect du service, soit ici l’engagement de puissance. A contrario, le non-
respect de l’engagement ou défaut d’engagement est couramment nommé :  ‘’Commitment Failure’’ 






L'objectif, en tant que producteur d’énergie,est de respecter un engagement pris la veille pour le 
lendemain comme cela est expliqué sur laFigure 7: 
 
 
Figure 7:Engagement à J-1 
A partir des prévisions météorologiques, une estimation de production en puissance (Pprev) est 
prévue à J-1. On en déduit un engagement de production (Peng), qui doit être fourni la veille pour le 
lendemain (donc à J-1 aussi). Une bande de tolérance (tol, en gris sur la figure) vient ensuite se 
rajouter autour de cet engagement de puissance Peng. L'objectif,en tant que producteur,est que la 




Figure 8: illustration de l’engagement et Commitment Failure 
LaFigure 8 montre que si la puissance envoyée au réseau (Pgrid) est dans la bande de tolérance (en 
vert), alors l'énergie fournie est rémunérée. Si la puissance fournie est en dehors de la bande de 
tolérance (en rouge), alors un Commitment Failure (CF) est déclenché est l'énergie fournie n'est plus 
rémunérée. Afin de récompenser le producteur d’énergie qui est capable de s’engager sur ses 
capacités de production,le prix de rachat de l’électricité de ces installations est supérieur à celui 
d’une installation éolienne classique raccordée au réseau, quand l’engagement est respecté... Ce prix 
dépend des appels d’offres spécifiés par la CRE. 
 
Les détails du micro-réseau et du contexte économique du problème seront explicités dans le 
chapitre 0 de ce manuscrit. Cette rapide introduction permet juste de se situer parmi les travaux 
existants.  
 





Des travaux antérieurs sur l’optimisation de la gestion de ce type de système couplant ENR et 
stockage pour garantir un engagement de production, ont clairement montré la complexité de la 
problématique.  
Les verrous scientifiques identifiés concernent :   
 - La prise en compte du caractère stochastique des ENR et plus spécifiquement l’erreur de 
prévision qui devra être compensée par le stockage.  
 - La mise en place d’une stratégie de gestion optimisée du stockage permettant de garantir 
l’engagement de production. 
 - La mise en place d'une stratégie de prise d'engagement à partir des données 
prévisionnelles. 
 
En effet, les prévisions météorologiques ont toujours été un enjeu majeur pour les sociétés 
modernes. Que ce soit pour l’agriculture, le tourisme, et maintenant les productions d’énergies 
renouvelables. Il faut bien insister sur le fait que le caractère le plus handicapant pour les ENR n’est 
pas seulement leur intermittence, mais aussi l’imprévisibilité relative de cette intermittence. Les 
prévisions météorologiques se sont énormément améliorées ces dernières années. Mais connaitre 
avec précision des facteurs tels que la direction et l’intensité du vent en un lieu plusieurs jours à 
l’avance relève encore de l’approximation. De nombreuses études se penchent sur le sujet dans le 
but d’améliorer les prévisions des centrales de production éolienne [29],[30] et photovoltaïque [31]. 
Les différents modèles associés à la prévision/production de notre parc éolien seront développés 
dans le chapitre 0de ce manuscrit. 
 
La stratégie de gestion utilisée pour gérer le micro-réseau est un choix crucial afin de répondre aux 
différentes problématiques citées jusqu’à présent. Les stratégies utilisées seront détaillées dans 
lechapitre0de ce manuscrit.  
 
Le cadre du problème présenté Figure 7 met en œuvre un exemple à la fois simple et a priori basé sur 
le bon sens : l’engagement pris à J-1 sur l’exemple est égal à la prévision de production effectuée la 
veille : Peng = Pprev[28]. Mais ce choix plutôt trivial n’est peut-être pas la solution optimale. L’analyse 
plus précise des données disponibles et des erreurs de prévision permettrait elle de déterminer un 
engagement optimal et robuste ? De plus, le contexte sociétal et économique peut évoluer. La CRE 
incite les producteurs d’énergie à développer leur flexibilité avec des tarifs de rachat variables au 
cours de la journée qui s’adaptent aux profils de consommation, avec par exemple une tarification 
dissuasive en consommation et au contraire avantageuse en production lors de la pointe de 
consommation, généralement placée en fin d’après-midi [32]. Le stockeur d’énergie aurait donc 
potentiellement 2 utilités (« 2 parts de stockage ») dans ce cas précis : 
- Correction temps réel des erreurs de prévision : respect de l’engagement à J 
- Optimisation de l’engagementde production à J-1 pour permettre des reports sur des 
périodes à meilleure rémunération 
Ces deux objectifs sont, dans le cahier des charges, a priori distincts. Ils sont cependant 
intrinsèquement liés par l’engagement de production qui joue un rôle majeur sur les deux et par le 
fait qu’un seul et unique dispositif de stockage est censé jouer ce « double jeu ». Il faudra donc 
réaliser une optimisation de l’engagement pour permettre des reports de production sur des 
périodes à forte rémunération tout en s’assurant de respecter les engagements de production. 
L’étude du choix de l’engagement à prendre sera détaillée dans le chapitre 4 de ce manuscrit. 
 
Le présent manuscrit aura pour objectif d’adresser ces différents verrous scientifiques. Il est 
important de noter que l'étude proposée est purement théorique. Bien que des données réelles 
issues du projet Insulgrid soient utilisées comme données d'entrée de nos problèmes, tous les 




Nous allons maintenant présenter différents travaux effectués sur ce sujet afin de montrer en quoi 






1.4 Positionnement de l’étude 
 
Dresser un état de l’art exhaustif sur les micro-réseaux est quasiment impossible étant donné 
l’importance que cette problématique prend dans notre société moderne et la multiplicité des 
travaux sous-jacents. Nous allons cependant faire un point sur les principales avancées de la 
communauté scientifique autour des différentes problématiques présentées jusqu’à présent. 
Il existe  de nombreux articles synthétisant les travaux sur l’ajustement de puissance, que ce soit sur 
le développement smart grid[33], la problématique plus spécifique de concordance 
production/consommation [34] ou encore sur les différentes stratégies de « peak load shaving » [35].  
Nous allons donc faire un état de l’art autour des axes sur lesquels nous nous sommes distingués des 
études existantes. 
 
1.4.1 Niveaux de résolution 
 
La décomposition en différents niveaux de résolution des problèmes estune des manières pour 
différentier et structurer les études existantes. Dans les différents problèmes identifiés jusqu’à 
présent, il convient d’identifier 3 niveaux de résolution de problème : 
- La gestion des flux d’énergie dans le micro-réseau ; 
- L’engagement de production pris à J-1 ; 
 
1.4.1.1 La gestion de l’énergie : 
 
Nous prendrons le soin de différencier à ce niveau trois types de stratégies de gestion dont les deux 
premières sont étudiées dans ce mémoire : 
 
- Premièrement, les approches de gestion sans connaissancessur les événements futurs (sans 
a priori). Ces approches relèvent des heuristiques à base de règles déterministes oupar 
logique floue [36], [37], ou encore des techniques de contrôle optimal, telles que le principe 
de maximisation de Pontryagin [38], [39]. Elles ont l’avantage d’être applicables en temps 
réel et sont déjà employées dans des applications industrielles. 
 
- Deuxièmement, des « optimisations globales » où toutes les données passées, présentes et 
futures du problème sont supposées connues (avec a priori). Les algorithmes génétiques 
[40], optimisation par essaims particulaires (particle swarn optimization) [41], ou encore la 
programmation linéaire (LP) [42]–[45] font partie des méthodes qui permettent de d’obtenir 
l’optimum global d’après les hypothèses de modélisation. Cette deuxième classe de méthode 
n’est clairement pas applicable en temps réel, mais peut-être utilisée pour améliorer les 
heuristiques et peuvent être utilisées durant le processus de dimensionnement des 
installations. 
 
- A l’intermédiaire de ces deux approches avec et sans a priori, se trouve la commande 
prédictive telle que la MPC (model prédictive control) qui se fonde sur une trajectoire 
glissante sur laquelle une prédiction (ici de production) est faite.  
 
Cette dernière approche implémentable en temps réel ne sera pas investiguée dans ce travail qui 
vise la problématique de co-optimisation dimensionnement gestion.Nous étudierons plus 
spécifiquement une optimisation globale de la gestion avec a priori, que nous comparerons à une 
heuristique à base de règles déterministe qui constitue la classe de méthodes dominante dans le 
contexte applicatif. Cette dernièrea été appliquée lors du projet Insulgrid et nous servira de 




permettront d’améliorer les performances de l’heuristique initiale. Les détails de cette étape sont 
présentés dans le Chapitre 0.  
1.4.1.2 Robustesse 
 
Pour justifier ces choix, il devient important de définir le concept « d’optimisation robuste » : 
Une méthode d’optimisation est dite « robuste »si elle prend en compte les possibles incertitudes 
dans ses variables de décision. Un résultat d’optimisation est dit robuste si la variation d’une de ces 
variables de décision n’entraine pas une dégradation trop importante de la fonction objectif. Par 
opposition, une optimisation absolue ne prend pas en compte cela et donne un résultat optimal pour 
des valeurs bien précises des variables de décision. La Figure 9 représente un exemple pour un 
exemple à 1 dimension dans un cas de minimisation de la fonction objectif : 
 
Figure 9: Représentation robustesse pour un exemple à une variable de décision 
Le point B correspond à un meilleur optimum absolu que le point A. Mais au voisinage de B, la 
fonction objectif se dégrade fortement et rapidement, alors que le voisinage de A donne une réponse 
stable pour la fonction objectif. La réponse A est considérée plus robuste que B.  
 
Nous cherchons à optimiser un problème complexe dont une grande partie des variables est 
incertaine. La recherche d’un optimum absolu donnerait des résultats qui seraient difficilement 
reproductibles sur un cas réel entaché d’incertitudes. 
Une méthode qui donnerait de très bons résultats pour un jeu de données mais qui n’arriveraient pas 
à s’adapter pour d’autres données de production ne seraient pas applicable. Notre approchevise 
plutôt à rechercher une méthode robuste qui donne des résultats légèrement dégradés, mais qui 
reste de très bonne qualité (bien que sous optimale) pour d’autres jeu de données. 
La recherche d’un optimum robuste nous imposera de jongler entre les deux méthodes de gestion 
(optimisation globale et heuristique) définies précédemment 
 
1.4.1.3 L’engagement de production :  
 
Une grande partie de la littérature existante étudie des productions qui doivent s’adapter à des 
courbes de charges dans des réseaux partiellement ou totalement isolés [43]. Dans le peu d’étude 
effectuée sur ce type de cahier des charges, avec engagement de production à J-1, la solution de 
prendre l’engagement égal à la prévision effectuée à J-1 est généralement privilégiée pour sa 
simplicité[46]. Afin de développer nos méthodes de gestion, nous allons dans un premier temps 
utiliser cette solution, vue comme une référence, où Peng=Pprev.  
 
Nous allons ensuite essayer d’optimiser l’engagement dans différentes conditions, compte tenu des 




L’approche peut se structurer en deux phases : 
- Tout d’abord, avec un contexte tarifaire variable, qui favoriserait potentiellement le report 
de production, et donc le décalage d’engagement.  
- Ensuite, l’objectif est de créer un problème d’optimisation qui englobe la gestion et 
l’engagement tout en prenant en compte les erreurs de prévisions potentielles. Nous 
évaluerons ainsi les engagements proposés par l’optimiseur sur de nombreux scénarios 
éventuels (incertitudes de prévisions) afin d’en éprouver la robustesse.  
 
La force de cette étude sera donc de traiter les problématiques de gestion, de report d’engagement 
et de robustesse simultanément, ce qui n’a actuellement pas encore été fait dans la littérature.  
 
1.4.2 Stockeur d’énergie 
 
Le choix, la modélisation et la prise en compte du stockeur d’énergie est une question primordiale 
pour notre étude. Quelle que soit la technologie utilisée, 3 facteurs clefs sont à prendre en compte 
lors de la modélisation du stockage : 
- Les pertes énergétiques, le rendement  
- Le vieillissement  
- Le coût  
Les caractéristiques techniques des différentes technologies de stockage commencent à être 
identifiées avec précision. A partir de ces identifications, différents modèles plus ou moins précis 
sont utilisés partout dans la littérature. Cependant l’évolution de ces modèles, avec le vieillissement, 
par cyclage du système ou en calendaire, reste encore méconnue malgré quelques travaux 
prometteurs qui mettent en avant la complexité du problèmede dégradation des stockeurs d’énergie 
[47], [48].  
De plus les technologies utilisées pour stocker l’énergie électrique sont relativement récentes et en 
perpétuelle évolution. Tout cela fait qu’il est difficile d’avoir beaucoup d’informations sur la prise en 
compte du vieillissement de ces systèmes dans les modèles.  
Pour ces mêmes raisons de perpétuelle évolution des technologies et du marché économique 
associé, le coût des systèmes de stockage évolue lui aussi très fortement.  
 
 
Figure 10:Evolution du prix moyen de batteries Li-Ion dédiées à la mobilité électrique (prévisions à partir de 2018).       
SOURCE : BNEF 
Il est important de noter que les prix de ces systèmes ne devraienta priorique baisser comme 




industrielle pour leur utilisation poussent en ce sens.Il reste cependant certains paramètres (comme 
la raréfaction des matières premières …) qui pourrait faire évoluer cette tendance : il s’agit là d’une 
autre type d’incertitude sur l’environnement (ici tarifaire). 
 
En dehors des barrages hydrauliques équipés de STEP (Station de Transfert d’Energie par Pompage), 
dont la présence est intrinsèquement liée au contexte géographique, les batteries électrochimiques 
(de type Li-Ion) et les supercapacités sont les systèmes de stockage électrique les plus répandus. On 
les retrouve dans de nombreuses applications de smart grids[49]–[54]. Ce sont des stockeurs qui ont 
des bonnes performances en puissance spécifique mais assez faibles en énergie : l’énergie totale 
stockée est faible en regard de la puissance qu’ils sont capables de débiter.  
 
Il existe aussi d’autres technologies utilisées, comme les volants d’inertie [55], [56], ou encore les 
piles à combustible : systèmes à base de réservoir d’hydrogène et d’électrolyseur[28], [54], 
[57],chacune de ces technologies ayant leurs avantages et leurs inconvénients comme l’illustre le 
classique plan de Ragone : 
 
Figure 11: Classification des technologies de stockage  dans le plan de Ragone 
Pour notre étude, nous avons considéré des batteries de type Li-Ion. La grande utilisation de cette 
solution dans les véhicules électriques tend à généraliser cette technologie et en faire baisser les 
coutsFigure 10. Une utilisation des véhicules connectés au réseau en tant que stockage disponible est 
étudiée[17], [18], tout comme l’utilisation des batteries de voiture usagées en 2ème vie[58],les 
contraintes de poids et volume étant beaucoup moins fortes dans l’application stationnaire que 
représente un smart-grid. 
Dans cette thèse, la modélisation du système de stockage a pour but d’être implémenté dans une 
procédure d’optimisation linéaire robuste. Cette procédure nécessite une formulation particulière 
ainsi que des puissances et des temps de calcul importants. Il va donc falloir trouver un compromis 
entre la précision du modèle utilisé et la complexité de résolution du problème.  
Dans le chapitre 0 de ce manuscrit, nous développerons un modèle non linéaire de batterie Li-Ion à 
partir du modèle de Tremblay Dessaint. Nous verrons qu’un modèle linéaire simplifié et « universel » 
peut être substituable et permettra d’être implémenté dans les algorithmes de résolution type 




problèmes avec d’autres technologies que la batterie Li-Ion en changeant quelques paramètres du 
modèle simplifié universel.  
La prise en compte du vieillissement du système de stockage comprenddeux aspects : 
- La définition de la durée de vie du système, donc la prise en compte du cout de 
remplacement ; 
- L’évolution des paramètres du système de stockage au fur et à mesure de son vieillissement.  
La prise en compte du vieillissement sur l’évolution paramétrique du modèle nécessite une forte 
complexification du modèle et sa sensibilité, à l’échelle d’une analyse technico économique sur cycle 
de vie, n’est pas avérée[28]. Cet aspectet plus généralement la prise en compte plus fine du 
vieillissement des stockeurs est un domaine de recherche ouvert et reste néanmoins une piste 
d’évolution future de cette étude. La solution utilisée pour définir,de façon pragmatique et 
« compacte », la durée de vie de la batterie est basée sur une énergie maximale totale échangeable 
comme c’est détaillé en [28]. Ce modèle de durée de vie s’appuiesur la courbe définissant le nombre 
de cycles échangeables jusqu’à la mise en défaut de l’accumulateur : la courbe« cycles to failure » est 
souvent fournie dans la documentation constructeur [59] qui précise le vieillissement en fonction du 
DOD (Depth of Discharge ou profondeur de décharge). Un modèle plus précis avec comptage précis 
des cycles pourrait être envisagé, mais la simplification proposée [60] est suffisamment précise pour 
une étude systémique dans un objectif de comparaison des approches : les résultats obtenus, bien 
qu’imprécis, montreront des tendances sur l’utilisation et le vieillissement des batteries. La façon 
dont nous prenons en compte le cout de remplacement des batteries est explicitée dans la 
partie3.1.4.3 lors de la définition des fonctions objectifs de l’optimisation.  
 
1.4.3 Fenêtre temporelle de l’étude 
 
Les facteurs temporelsen regard des dynamiques du système sont primordiaux dans cette étude. 
Nous pouvons distinguer deux paramètres d’importance équivalente : 
- L’horizon de la simulation, définissant la durée totale de l’événement simulé Tempstotal 
- Le pas de temps de simulation, d’échantillonnage Δt 
Ces deux paramètres sont intrinsèquement liéspar l’équation triviale suivante, où Ninstant représente 
le nombre d’instants échantillonnés dans la simulation : 
 
𝑇𝑒𝑚𝑝𝑠𝑡𝑜𝑡𝑎𝑙 = 𝑁𝑖𝑛𝑠𝑡𝑎𝑛𝑡 .  𝛥𝑡 (1.1) 
 
Nous disposons de nombreuses études qui étudient le comportement de smart grids sur des horizons 
courts : [49], [51], [61], [62], de quelques dizaines de secondes à quelques minutes.Ces études 
utilisent des modèles dynamiques précis et permettent des modélisations en courant/tension pour le 
réglage de fréquence par exemple.  
 
Les articles [14], [15] étudient un engagement de production à J-1, mais se contentent d’une journée 
d’étude. Il existe des études qui analysent le comportement sur des horizons plus grands, de 
quelques heures à quelques jours [42], [46], [52], [53]. Le niveau de modélisation est plus 
« macroscopique » avec des flux d’énergie et un pas de simulation de l’ordre de plusieurs dizaines de 
minutes voir de l’heure. Ces études permettent des analyses technico économiques pertinentes sur 
des années de simulation.  
 
L’objectif de ce manuscrit est de faire une étude technico économique robuste du micro-réseau. 
L’horizon temporel nécessaire pour ce genre d’analyse est grand : de l’ordre de plusieurs années, 
voire plusieurs dizaines d’années. Nous détaillerons dans les différentes parties de ce manuscrit 
comment nous avons intégré l’équivalent de plusieurs centaines d’années de simulation, afin 
d’obtenir des résultats robustes sur des horizons temporels importants, tout en gardant un pas de 








1.5 Conclusion de l’introduction 
 
Le contexte sociétal mondial a placé les énergies renouvelables au centre des problématiques 
majeures du 21ème siècle. Celles-ci ont du mal à s’imposer face aux avantages qu’apporte l’utilisation 
des énergies fossiles. Les smart-grids sont un moyen de compenser les faiblesses des énergies 
renouvelables afin de les rendre plus flexibles et adaptatives aux intermittences de production et de 
consommation, notamment grâce à l’utilisation de stockeurs d’énergies.  
Dans ce contexte, nous considérons un micro-réseau volontairement simplifié pour se concentrer sur 
une démarche de d’optimisation de la gestion robuste sous incertitude qui constitue le cœur de 
thèse ; la topologie considérée, couplant simplement production éolien et stockage, synthétise bien 
les différentes problématiques associées à ce type de smart-grid : gestion, dimensionnement, 
incertitudes…  
Les différentes études présentées dans la bibliographie se focalisent sur des réseaux similaires et ont 
permis d’approfondir ces différentes problématiques. Cela nous a aussi permis d’illustrer qu’une 
étude sur un horizon de temps aussi long (plusieurs années) en prenant en compte l’ensemble des 
problématiques (gestion, vieillissement, tarification variables, incertitudes…) de manière robuste n’a 
pas encore été effectuée.  
 
Ce chapitre a présenté le contexte général de l’étude et notamment les différents verrous 
scientifiques rencontrés. Le chapitre 2 suivant détaille les différentes parties du modèle ainsi que la 
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2 Modélisation technico économique d’un micro-réseausoumis à des 
incertitudes de production d’énergie électrique 
 
Le chapitre précédent a servi d’introduction visant à présenter le contexte du micro-réseau étudié. 
Ce chapitre 2 va permettre de rentrer dans les détails des différents modèles nécessaires pour 
répondre aux problématiques avancées. La modélisation du micro-réseau simplifié, abordée en 1.3, 
sera détaillée et notamment le contexte technico-économique qui régit les différentes contraintes 
auxquelles le micro-réseau doit se plier. Nous nous intéresserons ensuite à la modélisation du 
système de stockage d’énergie pour répondre aux problématiques de vieillissement et d’intégration 
dans les algorithmes de résolution. Enfin, le caractère aléatoire et imprévisible (incertitudes) des 
sources de production renouvelables a été pointé du doigt comme l’un des problèmes majeurs de ce 
type de micro-réseau, en particulier vis-à-vis de la problématique liée à l’engagement de production 
de la veille pour le lendemain. Nous allons donc clore ce chapitre en détaillant la manière dont nous 
avons pris en compte ce comportement dans nos données d’entrée de production.  
 
Ces différents blocs de modélisation, dont la granularité est dictée par les objectifs de conception 
systémique sur durée de vie, nous permettront par la suite de répondre aux problématiques de 




L’étude qui va être réalisée sur le micro-réseau présenté se veut être une optimisation de la 
gestiondes flux sur un horizon temporel du plusieurs années. Les modèles développés seront des 
modèles discrets d’assez haut niveau en terme de granularité. Le réseau électrique sera modélisé en 
flux d’énergie, comme cela a pu être fait dans [45], [52], [53]. La complexité du problème traité ne 
permet pas d’utiliser des modèles plus précis, et d’obtenir des résultats dans des temps acceptables 
avec les puissances de calcul disponibles. De plus, les techniques de programmation linéaire type 
MILP (Mixed Integer Linear Programming), adoptées pour la gestion de l’énergie sans a priori, 
nécessite la mise en œuvre de modèles linaires ou linéarisables. Des vérifications seront effectuées 
afin de s’assurer de la pertinence et de la cohérence des simplifications effectuées.  
 
2.1.1 Outil de simulation, pas et temps de calcul 
 
Lors de cette étude, les différentes optimisations et simulations ont été réalisées, soit grâce au 
logiciel Matlab et du langage de programmation qui lui est propre, soit en langage python (sous 
l’environnement IDLE). Matlab a été utilisé dans un premier temps par facilité, puis le langage python 
pour réaliser l’optimisation linéaire car celui-ci est plus performant. Le contexte technico-
économique et en particulier les services au réseau liés à l’engagement de puissance à J-1 incluent 
des règles et contraintes qui s’appliquent à l’échelle de la minute : par exemple, le temps de pénalité 
en cas de commitment failure s’étend classiquement à 10 minutes. Malheureusement, un pas de 1 
minute n’est pas compatible avec la complexité du problème comme nous l’illustrons ci-après.  
L’approche robuste souhaitée nécessite en effet un nombre important de simulations différentes 
mettant en jeu un grand nombre de jeu de données d’entrée à tester : ceci est à la fois le cas pour 
réaliser l’optimisation robuste, mais aussi dans un deuxième temps pour l’évaluer. Pour répondre à 
cette problématique, comme cela a été introduit au premier chapitre de ce manuscrit, une approche 
de modélisation linéaire a été envisagée. Ces différentes approches d’optimisation sont détaillées 





Le système que l’on souhaite modéliser est volontairement simple et constitué d’un parc éolien, vu 
comme une unité de production couplée avec un dispositif de stockage d’énergie, le tout relié au 
réseau. La modélisation du réseau électrique en flux d’énergie permet de ne pas s’occuper des 
problématiques de fréquences ou de la répartition en courant/tension. Malgré ces nombreuses 
simplifications, nous montrerons que le nombre de variables à traiter pour résoudre ce type de 
problèmes peut devenir grand très rapidement. Pour le seul problème de gestion, nous pouvons 
avoir une dizaine de variables et de contraintes (CF chapitre 3) par pas de simulation.  
Si la programmation linéaire était adaptée avec un pas de temps de 1min, cela représenterait par 
exemple 14 400 variables de gestion (pour 10 variables sur 60*24=1440 minutes) et autant de 
contraintes associées pour une simulation de 24h. Pour le problème d’optimisation de l’engagement 
robuste (chapitre 4), il faut multiplier ce nombre par 20 au minimum pour avoir, comme nous le 
verrons, une pertinence statistique suffisante : cela représenterait dans cet exemple 288 000 
variables et autant de contraintes, tout cela pour simuler une journée seule alors que nous 
souhaitons simuler une, voire plusieurs années dans le contexte technico économique.  
Cette analyse, sur un exemple typique, illustre la problématique d’explosion combinatoire avec un 
nombre de variables de décision et de contraintes si importantes que des problèmes de convergence 
peuvent intervenir même en programmation linéaire. 
 
Nous avons donc choisi de faire un compromis entre précision des modèles, capacités des solveurs et 
de convergence algorithmique en prenant un pas de temps de calcul de 10min qui parait le bon 
compromis pour un horizon de 24h. Nous simulerons ensuite 365 jeux de données d’entrée 
différents pour obtenir une année de résultats. Cette méthode pose bien entendu des questions sur 
l’indépendance des journées entre elles, dès lors que celles-ci sont simulées indépendamment. A ce 
sujet, nous montrerons dans la partie 3.3.4que cette méthode est tout à fait cohérente.  
 
Nous utiliserons donc les notations suivantes pour présenter les différentes variables dans la suite de 
ce manuscrit : 
∆t : pas de simulation (fixé ici à 10min) 
Ninstant : nombres d’instants (échantillons) dans la journée. (144 pour 24h si ∆t=10min) 
Et les différentes grandeurs physiques du problème seront notées : 
 
𝐸𝑥𝑒𝑚𝑝𝑙𝑒𝑔𝑟𝑎𝑛𝑑𝑒𝑢𝑟  𝑘 ,∀∈k [1..Ninstant] (2.1) 
 
Les outils de simulations étant connus, le détail du contexte technico-économique dans le cas d’un 
service d’engagement de production à J-1 va maintenant être présenté, ainsi que les adaptations 
réalisées pour que le modèlesoit valable pour un pas de simulation de 10min.  
 
2.1.2 Contexte technico-économique 
 
Afin de comprendre les choix de modélisation effectués, le contexte technico-économique du micro-
réseau est impactant. Le contexte lié au service d’engagement de production à J-1, présenté dans le 
premier chapitre, va être explicité ainsi que les conséquences de ce contexte sur la modélisation sur 
une simulation à événements discrets. 
 
2.1.2.1 Définition de l’engagement 
 
Lors de cette étude, le service d’engagement de production nous conduit à nous « substituer » à un 
producteur d’énergie. Notre objectif en tant que « producteur d’énergie », est ainsi de nous engager 
la veille sur un profil de production (Peng) pour la journée du lendemain, en considérant donc un 





L'engagement est basé sur une prévision de production nécessairement erronée, car effectuée à J-1. 
Une marge de tolérance (+/- tol) est acceptée contractuellement par le gestionnaire de réseauautour 
de cet engagement. La tolérance peut varier selon contrat le plus souvent passé suite à un appel 
d’offre. L’appel d’offre auquel le projet Insulgrid a répondu pour le cas particulier d’un milieu 
insulaire en Guadeloupe, sert de référence à l’étude. Il stipule une marge de tolérance (tol) 
décroissante sur les premières années. Cette marge est calculée par rapport à la puissance maximale 
de l’installation : +/-25% la première, 20% la deuxième puis 15% les suivantes.  
 
Afin de se placer dans le cas le plus complexe et défavorable, nous avons choisi de placer notre cas 
d’étude dans la 3ème année avec la plus faible tolérance (15%). Ces contrats étant des contrats de 15 
ans au minimum, les 2 premières années servent à l’adaptation du producteur (ajustement des 
prévisions de production).  
Notre cas d’étude de micro-réseau est constitué de 4 éoliennes de 2MW chacune, soit 8MW installé ; 
la tolérance est donc de tol = +/- 1.2 MW dans notre exemple.  
 
2.1.2.2 Commitment Failure : CF&CFP 
 
Le respect de l’engagement de production est assuré dans le cas insulaire par EDF SEI : sur une 
mesure de puissance moyenne glissante sur 1min, si la puissance est en dehors de la bande de 
tolérance, alors un Commitment Failure (CF) est déclenché. Le producteur n'est alors plus rémunéré 
pour l'énergie qu'il fournit pendant les 10 prochaines minutes.  
 
Figure 12: Définition de la bande de tolérance et du Commitment Failure 
En pratique, on représente plus précisément cette forme de pénalisation grâce à 2 variables binaires. 
La variable CF représente les moments ou Pgrid est en dehors de la bande de tolérance. La variableCFP 
(pour Commitment failure penalty) est quant à elle utilisée pour représenter les moments ou le 
producteur n’est effectivement pas rémunéré. 
 
 




La variable CF, qui représente réellement si le producteur respecte son engagement, devient une 
variable intermédiaire pour déterminer les véritables intervalles de temps pendant lesquels le 
producteur est pénalisé(CFP) : lorsque CFP=1, le producteur n’est plus rémunéré.  
 
On pourra faire plusieurs remarques dans ces conditions : 
 
Premièrement, il faut que Pgrid, soit retourné depuis 10min dans la bande de tolérance pour que 
l’énergie fournie au réseau soit de nouveau rémunérée. Sur la Figure 13, on peut noter qu’une 
réglementation de la sorte à tendance à désavantager le producteur. En effet nous aurons toujours : 
 
 𝐶𝐹 𝑘 <  𝐶𝐹𝑃 𝑘  (2.2) 
 
Le temps de pénalisation (énergie non rémunérée) sera toujours supérieur au temps réellement 
passé hors de la bande.  
 
Deuxièmement, il apparait évident dans ce contexte, que la façon dont s’enchaine les CF est 
importante pour le décompte de CFP final. La Figure 14 montre un exemple de deux cas triviaux où le 
temps de CF est identique, mais le temps de CFP est quasiment doublé :  
 
 
Figure 14: Exemple d’enchainement des CF et conséquences sur le CFP 
Cela peut avoir une influence sur la gestion du réseau, on montre en tout cas que la gestion du 
réseau peut avoir un impact sur la rémunération finale du producteur.  
 
Enfin, La contrainte de respect d’engagement est, comme les variables qui la représentent, binaire. 
La pénalisation est la même que le défaut de puissance par rapport à l’engagement soit plus ou 
moins élevé. Il est même important de noter que ce contexte n’est en fait pas une pénalisation 
financière directement infligée au gestionnaire du parc éolien, mais un manque à gagner : l’énergie 
fournie au réseau pendant le CFP.  
On pourrait même dire dans ce cas-là : que plus la puissance fournie au réseau pendant le CFP est 
faible, moins il y aura de manque à gagner pour le gestionnaire. En relativisant par rapport au niveau 
d’engagement, un écart fort par rapport à la bande de tolérance semble avantageux pour le 
producteur par rapport à un écart faible, ce qui est contre intuitif.  
Cette forme de pénalisation financière peut amener à un comportement parasite du gestionnaire de 
parc éolien.  
On rappelle que ce type de micro-réseau a pour but de favoriser l’intégration des énergies 
renouvelables en réduisant la part de variabilité et d’imprévisibilité dans la production. Plus le niveau 
de défaut de puissance par rapport à l’engagement est important, plus l’impact sur la stabilité du 




favoriser la balance économique produit un effet déstabilisant sur le réseau contre-productif vis-à-vis 
de l’objectif initial.  
 
Ces phénomènes, qu’il faudrait prendre en compte dans la réalité, sont en fait masqués par le pas de 
simulation choisi. En effet, le pas de temps de 10min nous permet de confondre les deux variables CF 
et CFP dans notre cas. Mais cela accentue la problématique du comportement parasite de recharge 
de la batterie. Le pas de temps de simulation ne permet pas de faire des mesures de puissance 
moyenne à la minute, et le calcul de respect ou non de l’engagement se fait donc sur une moyenne 
de 10 min. Cela annule l’effet de la première remarque, qui oblige le producteur à retourner dans la 
bande de tolérance pendant 10min (CF à 0 pendant 10 min) avant que l’énergie soit à nouveau 
rémunérée (CFP qui repasse à 0).  
 
Nous ajouterons donc une contrainte économique supplémentaire : Lorsqu’un CFP est déclenché, 
l’énergie produite doit être directement transférée au réseau : c’est donc une énergie « perdue » 
non rémunérée. Il y a interdiction de recharger la batterie en utilisant cette énergie non rémunérée. 
Nous avons en théorie le droit de décharger la batterie pendant un CF, mais cela n’a ,a priori, aucun 
intérêt car l’énergie transmise au réseau n’est pas rémunérée. Cela pourrait être envisageable pour 




Les contraintes de service au réseau sont importantes sur un dispositif qui privilégie une production 
ENR. Mais le respect de ces services et de meilleures performances ont une contrepartie financière 
puisqu’elles nécessitent des surcoûts d’investissement (CAPEX ) et de maintenance (OPEX) par 
rapport à des parcs ENR classiques (sans stockage). Lors d’un contrat classique de production ENR, 
100% de l’énergie produite est directement transférée au réseau pour une rémunération d’environ 
82€/MWh (FIT, Feed in Tarif) en éolien terrestre. Dans l’appel d’offre CRE sur lequel se fonde le 
projet Insulgrid, si l’engagement de production est respecté, la rémunération est de 230€/MWh. Ce 
chiffre est pour l’instant élevé pour susciter le développement de projets innovants (éolien insulaire 
avec stockage) et va surement baisser dans les années futures, mais ce tarif est la conséquence d’une 
politique qui pousse à développer le genre de smart grid que nous étudions. 
 
Des contrats similaires existent sur d’autres types de centrales de production. Dans le chapitre 4, 
nous avons également extrapolé un nouveau contexte à tarification variable. L’objectif, encore une 
fois, est de favoriser l’intégration des énergies renouvelables. La nouvelle tarification a pour but 
d’inciter les producteurs à déplacer leur production sur la pointe de consommation journalière de 
début de soirée. Le FIT est constant toute la journée avec un bonus de 200 €/MWh pour l’énergie 
fournie pendant les 2h de « pointe ».  L’appel d’offre est prévu pour le milieu insulaire sur le 
territoire français, et prévoyait des horaires de pointe variables en fonction des localisations : 
 
  Corse Guyane Guadeloupe Martinique Mayotte La Réunion 
Heures de 
pointe 
 19h-21h 19h-21h 19h-21h 18h30-20h30 19h-21h 18h-20h 
Tableau 2: Tranche horaire de "pointe" pour les différentes iles Françaises 
La tranche horaire 19h-21h étant la plus utilisée, nous retiendrons celle-ci pour les études effectuées 
dans ce manuscrit. Nous avons arbitrairement choisi 180 €/MWh comme tarif de référence, cela 






Figure 15: FIT variable au cours de la journée 
La méthode développée peut cependant tout à fait être transposée à une tranche horaire différente, 
à des valeurs de FIT différentes, voire à une trajectoire de tarification variable tout au long de la 
journée (mais connue à l’avance).   
 
Nous allons maintenant la modélisation du parc éolien. Nous pourrons ainsi exposer une manière 
d’adapter et d’intégrer ce micro-réseau avec le contexte économique sur une simulation à temps 
discret. 
 
2.1.3 Représentation en flux d’énergie 
 
Maintenant que le contexte économique a été précisé, le parc éolien décrit en 1.3.1 va être présenté 
plus en détails : 
 
Figure 16: Représentation du micro-réseau en flux de puissance 
Du vent fait fonctionner les éoliennes qui produisent de la puissance pour qu’ensuite un 
convertisseur l’adapte aux niveaux de puissance et fréquence du micro-réseau. Vues les 




conversion, avec leur contrôle associé, dans la modélisation. Cela nous permettra de nous concentrer 
sur la gestion énergétique du micro-réseau et ne pas sur-complexifier le modèle inutilement.  
La puissance de sortie du convertisseur : Pprod sera considérée comme la donnée d’entrée du micro-
réseau.  Le moyen d’obtenir ces données d’entrée sera détaillé à la suite de ce chapitre en 2.3.1. 
 
Dans l’hypothèse d’une surproduction, à un moment ou les stockeurs d’énergie sont totalement 
chargés, le gestionnaire du parc peut choisir de réduire la production des éoliennes grâce à des 
méthodes de MPPT (Maximum Power Point Tracking). Ce phénomène sera modélisé comme de la 
puissance produite en excès, virtuellement évacuée : Pexcès. Cela est totalement équivalent en termes 
de bilan de puissance, et cette formulation est très pratique pour la formulation du problème 
d’optimisation (détaillé au chapitre 3). 
 
Il faut noter que l’on fait ici l’hypothèse que le bridage des turbines éoliennes se fait correctement, 
ce qui éviterait, si la production restait au-dessus de la bande supérieure (Peng+ tol), un défaut 
d’engagement (CF) donc une pénalité. Cette pénalité reviendrait à perdre la totalité de la puissance 
transmise au réseau tandis qu’ici on considère que la perte se limite à l’excès de puissance (Pexc). 
C’est là une hypothèse importante de notre étude. 
 
 
Figure 17: Représentation de Pexcèsau-dessus de la bande de tolérance 
Il reste ensuite au gestionnaire le choix entre : 
- Brider la production en perdant Pexcès et envoyer au réseau :Pgrid = Peng+ tol; 
- Charger le système de stockage d’énergie de tout ou partie de la puissance en excès pour 
annuler ou limiter la perte potentielle en surproduction ; 
La puissance de stockage Pst étant bidirectionnelle, la convention générateur sera adoptée tout au 
long de ce manuscrit (𝑃𝑠𝑡 > 0 , décharge, 𝑃𝑠𝑡 < 0, charge). 
 
Le système ainsi présenté permet donc au gestionnaire du parc éolien d’agir sur deux grandeurs pour 
satisfaire ses objectifs : la puissance stockée (ou récupérée) dans la batterie : Pst et la puissance 
virtuellement délestée Pexcès. 
 
Les différentes grandeurs présentées jusqu’à présent sont reliées par un nœud électrique qui répond 
à l’équation de bilan de puissance suivante : 
𝐏𝐩𝐫𝐨𝐝 + 𝐏𝐬𝐭 = 𝐏𝐞𝐱𝐜è𝐬 + 𝐏𝐠𝐫𝐢𝐝 (2.3) 
 
Si on ajoute la contrainte économique de respect de l’engagement, on peut écrire la contrainte 




𝐏𝐞𝐧𝐠 − 𝐓𝐨𝐥 < 𝐏𝐠𝐫𝐢𝐝 < 𝐏𝐞𝐧𝐠 + 𝐓𝐨𝐥 (2.4) 
 
Cette contrainte est dite « molle » car elle peut ne pas être respectée, ce qui provoquerait un CF. Le 
gestionnaire du parc éolien a tout intérêt à la respecter pour maximiser le gain potentiel, mais cela 
ne sera malheureusement pas tout le temps possible. Par opposition, les contraintes de saturations 
de puissances des systèmes de stockage que nous allons exposer en 2.2 sont des contraintes 
« dures » qui seront forcément respectées tout au long de la simulation.  
 
En résumé, les grandeurs utilisées dans la modélisation du micro-réseau en flux d’énergie sont :  
Pprod : Puissance produite (en sortie des convertisseurs de puissance) 
Pst : Puissance envoyée/reçue par le système de stockage 
Pexcès : Puissance en excès délestée (bridage des éoliennes) 
Pgrid : Puissance envoyée au réseau 
Peng : Puissance d’engagement pris la veille 
tol : Largeur de la demi bande de tolérance 
 
Le système ainsi décrit en flux d’énergie est volontairement simplifié pour permettre une étude de co 
optimisation sur durée de vie et sous incertitudes, avec la combinatoire d’évènement sous-jacente. 
L’un des éléments prépondérants du système reste à définir et modéliser : le système de stockage 
d’énergie. Nous allons donc maintenant le présenter. 
 
2.2 Stockeurs d’énergie 
 
Pour cette étude de co optimisation, nous avons choisi la méthode de programmation linéaire. Nous 
allons cependant commencer par étudier un modèle de stockeur d’énergie non linéaire et plus 
précis. Nous utiliserons ce modèle comme référence, pour calibrer et tester notre modèle linéaire 
par la suite. La technologie utilisée est la batterie Li-Ion. Cette technologie est maitrisée et a été 
proposée dans le projet Insul’grid. 
 
2.2.1 Modèle dynamique de la batterie : Tremblay Dessaint 
 
Le modèle présenté est celui de Tremblay Dessaint [63] proposé dans la librairie du logiciel Simulink 
(SimPowerSystems 2ème génération). C’est un modèle qui a déjà fait ses preuves dans différents 
travaux (niveau conception systémique) du Laplace [28], [64] car il constitue un bon compromis entre 
précision et temps de calcul. De plus, ses paramètres sont assez facilement identifiables à partir 
d’essais ou même simplement sur la base de données constructeurs (data sheets).  
 
La donnée d’entrée de ce modèle est le courant batterieIBT[k] échangé à chaque pas avec la batterie. 
Ce courant, dans notre cas peut être estimé au pas actuel (k), à partir de la donnée sur la puissance 
Pbat[k] et de la tension cellule du pas précédent. Une fois la valeur de ce courant connu, on peut 
effectuer des itérations afin de calculer les différentes variables du modèle, en particulier les 
tensions en charge et décharge et le SOC (State of Charge). Le modèle dynamique de la batterie est 












𝑉𝑐𝑕 [𝑘] = E0 − R. 𝑖𝐵𝑇[𝑘] − Kcr . 𝑖
∗[𝑘].
Q
𝑖𝑡[𝑘] − 0.1. Q
− Kcv . 𝑖𝑡[𝑘].
Q
Q − 𝑖𝑡[𝑘]
+ A. 𝑒−B.𝑖𝑡[𝑘] (2.6) 
 




− Kdv . 𝑖𝑡[𝑘].
Q
Q − 𝑖𝑡[𝑘]
+ A. 𝑒−B.𝑖𝑡[𝑘] (2.7) 
 
Avec : 
E0, la tension constante dans la batterie en V, 
R, la résistance interne de la batterie en Ω  
Kcr, Kdr, la résistance de polarisation en charge et en décharge en Ω  
Kcv, Kdv, la constante de polarisation en charge et en décharge en V/Ah  
Q, la capacité de la batterie en Ah  
A, l’amplitude dans la zone exponentielle en V  
B, la constante de temps inverse dans la zone exponentielle en A/h 
it = ∫ idt, la charge actuelle de la batterie en Ah  
i∗, la composante basse fréquence du courant iBT et avec l’implémentation discrète du calcul de la 
charge actuelle it comme : 
 
𝑖𝑡 𝑘 + 1 = 𝑖𝑡 𝑘 + 𝑖𝐵𝑇 𝑘 + 1 . ∆t (2.8) 
 
Où ∆t est le pas de temps. Avec la charge couranteit, on peut estimer l’état de chargede la batterie à 
l’aide de l’expression (State of Charge : SOC) : 
 
𝑆𝑂𝐶 𝑘 + 1 = 𝑆𝑂𝐶 𝑘 −  
𝑖𝑡 𝑘 + 1 
Q
. ∆t (2.9) 
 
Enfin, le courant i∗ calculé en sortie d’un filtre passe bas qui est censé témoigner des phénomènes de 









Avec τ la constante de temps du filtre. L’implémentation discrète du filtre passe bas est donnée par 





    (0 < 𝛼 < 1) (2.11) 
 
Alors le courant filtré à chaque pas de temps peut être calculé à l’aide de l’expression :  
 







L’allure d’une courbe de décharge basée sur ce modèle est la suivante.  
 
 
Figure 18 : Caractéristique de décharge d’une batterie Li-Ion 
 
On considère ici les données issues de cellules SAFT VL41M (3,6V et 41Ah) Ref [65] assemblées sous 
forme de modules et placées dans un Shelter. Cette batterie a une puissance nominale de 1 MW 
pour une capacité nominale d’énergie de 580 kWh.  
 
On peut retrouver différentes méthodes pour obtenir les paramètres de notre batterie pour ce 
modèle [63]. Nous avons utilisé la méthode déjà implémentée par les chercheurs de l’équipe, qui 
consiste en une identification des différents paramètres du modèle sur la courbe de décharge de la 
Figure 6. Les données nécessaires pour ce calcul et les différents détails de l’identification sont 
présents dans l’article de David Hernandez [66].  
 
Ce modèle décrit très bien le comportement de notre batterie en régime dynamique (courbe de 
décharge) dans un modèle avec un pas de temps de l’ordre de ∆t=1s. Les constantes Kcr, Kdr, Kcv, 
Kdvétant mutuellement proches, nous les considérerons égales à K. Une deuxième simplification est 
possible si l’on considère que le fonctionnement de la batterie se fait sur la zone linéaire de la courbe 
de décharge (dû aux limitations par la gestion sur la profondeur de décharge et lesvaleurs extrêmes 
de SOC), cette simplification est proposée par [66]. Ce modèle simplifié, est aussi connu sous le nom 
de “modèle de résistance interne” (Rint).  
 
Ces différentes simplifications nous permettront de simplifier les calculs par la suite.  
 
Paramètre valeur Unités Commentaires 
Vfull 3.95 V Tension à charge pleine 
Vnom 3.6 V Tension nominale 
Qnom 39 Ah Capacité à la tension nominale 
Vexp 3.9 V Tension dans zone exponentielle 
Qexp 1 Ah Capacité dans zone exponentielle 
Q 41 Ah Capacité max d'une cellule 
I 13.67 A Courant de décharge nominale 
Vchlim 4 V Limitation voltage : charge 
Vdchlim 2.7 V Limitation voltage: décharge 
Ilim 100 A Limitation de courant (250A peak pendant 30s) 
DODmax 60 % Profondeur de décharge recommandée 
Tableau 3: Récapitulatif données batterie 
Cette modélisation est utilisée par l'équipe LAPLACE/Genesys dans les simulations concernant ce 




L’ensemble de ce modèle est complété par de simples saturations : 
 - Les puissances de charge/décharge sont limitées (Pbat charge max<0 ; Pbat décharge max >0) : 
 
𝐏𝐛𝐚𝐭𝐜𝐡𝐚𝐫𝐠𝐞𝐦𝐚𝐱  ≤  𝐏𝐛𝐚𝐭  ≤  𝐏𝐛𝐚𝐭𝐝é𝐜𝐡𝐚𝐫𝐠𝐞𝐦𝐚𝐱 (2.13) 
 
 - Le SOC doit être compris entre deux valeurs SOCmin et SOCmax. 
 
SOCmin  ≤  SOC ≤  SOCmax  (2.14) 
 
Ces saturations simples vont, dans le cas de la linéarisation du problème, nous poser quelques 
problèmes de formulation comme nous le verrons par la suite.  
 
2.2.2 Modèle linéaire 
 
Le modèle de Tremblay Dessaint, exposé à la section précédente, bien que très précis, a 
l’inconvénient de ne pas être linéaire. 
Afin de pouvoir utiliser des solveurs linéaires, nous avons modélisé le stockeur sous une forme 
simplifiée linéarisée. Nous prendrons soin par la suite (3.3.1) de vérifier que ce modèle donne des 
résultats similaires au premier, tout au moins à l’échelle et avec les indicateurs technico 
économiques considérés pour cette étude. 
Ce modèle linéaire a l’avantaged’être universel pour tout type de stockage. Il considère juste la 
quantité d’énergie qu’il est possible de stocker (Enom), un rendement de charge/décharge témoin des 
pertes, ainsi que les saturations de puissances associées.  
 
Afin de prendre en compte le rendement linéairement, en charge comme en décharge, nous devons 
séparer la variable Pst(puissance vue du bus échangée avec la batterie) en deux composantes : 
 





+ ≥ 0, puissance de décharge, et Pst
- ≤ 0 puissance de charge (convention générateur). 
On obtient alors : 







Ce qui permet d’introduire des saturations différentes : 
 
𝐏𝐬𝐭








Nous pouvons établir l’équation du SOC sans autres variables intermédiaires à chaque intervalle de 
temps : 
𝑆𝑂𝐶 𝑘 + 1 = 𝑆𝑂𝐶 𝑘 −
𝑃𝑠𝑡








Avec comme précédemment, des saturations entre SOCmin et SOCmax. 
 







2.2.4 Vieillissement : 
 
Dans le contexte technico économique, qui repose sur l’estimation des couts d’opération (OPEX), il 
est important de définir un indicateur pour quantifier le vieillissement des constituants, en particulier 
ici de la batterie. Pour cela, on parle de State of Health SOH (Etat de santé) de la batterie. La norme 
ISO 12405-2 définit la fin de vie d’une batterie lorsque celle-ci atteint 80% de sa capacité initiale. 







Où Qact représente la capacité actuelle de la batterie et Qinitla capacité initiale de celle-ci.  
La prise en compte du vieillissement est un phénomène complexe qui correspond à un domaine de 
recherche ouvert et actif. Différents travaux pointent 4 paramètres majeurs qui jouent sur le 
vieillissement de la batterie [67], [68]:  
1. Le temps  
2. La température  
3. Le taux de charge/décharge (C-rate) 
4. La profondeur de charge/décharge DOD (depth of discharge) 
La batterie suit tout d’abord un vieillissement calendaire, l’oxydation naturelle des matériaux avec 
l’air ambiant cause des pertes de performances de la batterie.  
La température est ensuite un facteur important, jouant tout d’abord sur la résistance interne de la 
batterie : lorsque la température augmente la résistance varie.  
De façon générale, l’interface graphite/électrolyte (Solid electrolyte interface) des stockeurs Li-Ion 
est particulièrement instable : à chaque cycle de charge, l’interface va consommer un peu de Li le 
rendant inactif et réduisant les performances de la batterie. Ce phénomène de dégradation est 
amplifié avec la température.  
Il faut cependant modérer l’influence de ce paramètre dans le cas d’un shelter de batterie climatisé 
tel que le système Intensium pour lequel l’ambiante est maintenue autour de 20°C. 







Sur le modèle de Tremblay Dessaint, ce taux de charge peut être transposé sur les courants de 
charge, en supposant une tension peu variable. Ce taux est donc normalement compris entre 0 et 1. 
La puissance de charge maximale est une indication constructeur, et dans le cas d’étude de « charge 
rapide », on peut parler de C-rate supérieur à 1. Les études s’accordent pour dire que plus le taux de 
charge est important, plus la durée de vie de la batterie va être dégradée : des courants de charge 
trop importants causant des dommages sur la surface de l’électrode en carbone. La charge rapide est 
donc d’autant plus destructrice.  
Enfin, la profondeur de charge joue un rôle important. Les systèmes de stockage ne sont pas toujours 
utilisés sur l’entièreté de leur plage énergétique. Effectuer 5 phases de décharge de 20% de SOC est 
équivalent à une phase de décharge de 100% de SOC d’un point de vue énergétique mais cette 
équivalence ne vaut pas en terme de dégradation : les deux exemples correspondent à un cycle de 







Figure 19: Nombre de cycles en fonction de la profondeur de charge avant la fin de vie du stockeur d’énergie 
La Figure 19, extraite de l’article [67], montre les résultats utilisés pour un exemple de batterie. Il 
apparait sur cet exemple que le nombre de cycles disponibles est relié de manière exponentielle avec 
la profondeur de charge, ce qui est en accord avec le reste de la littérature. L’auteur précise que la 
relation est directement liée à la technologie utilisée pour le système de stockage et change donc 
pour chaque stockeur.  
 
La prise en compte du vieillissement dans les modèles de simulation peut prendre deux aspects : 
- Dégradation des performances du système sur sa durée de vie 
- Détection de la fin de vie du stockeur 
La norme ISO 12405-2 définissait en effet une fin de vie pour les batteries ayant atteint 80% de leur 
capacité initiale. Mais on peut aussi faire varier les paramètres de la batterie (Q, R) en fonction du 
SOH et ainsi dégrader les performances de notre stockeur au fur et à mesure de son utilisation 
comme le proposent les différents articles précédemment cités ou encore  [47], [48].  
 
Cette prise en compte du vieillissement sur les paramètres du stockeur nécessite un « rebouclage » 
dans le modèle de comportement. En effet, le vieillissement dépendant du C-rate et du DOD 
effectivement appliqué à la batterie, il est nécessaire de connaitre la trajectoire utilisée avant de 
pouvoir estimer le vieillissement de la batterie. Nous ne prendrons pas en compte cet effet dans nos 
modèles, car ce serait trop couteux sur une simulation d’un grand nombre de trajectoires planifiées 
sur 24 h. 
 
Cependant, nous intégrons de façon simplifiée, un coût d’usage de la batterie lié au cyclage que 
celle-ci subit, à partir des données constructeurs [59]. 
Pour notre application, les batteries utilisées (SAFT modèle Intensium) sont dans des conteneurs 
réfrigérés qui maintiennent la température inférieure à 25°C. La prise en compte de la température 
n’est donc pas nécessaire. Le modèle dit à énergie échangeable que nous retenons est lui-même 
fondée sur la courbe «number of cycles to failure= f(DOD) » fournie par le constructeur telle que 
présentée la Figure 19. Si l’on se fixe une profondeur de décharge DOD moyenne donnée, on peut 
estimer approximativement le Nombre de cycle qu’on peut espérer sur le cycle de vie batterie, ce 
nombre de cycle permettant d’extraire une certaine quantité d’énergie Ebat. Ce raisonnement permet 
d’extrapoler une quantité totale d’énergie échangeable par la batterie : 
 
𝐸𝑏𝑎𝑡𝑡𝑜𝑡 = 𝑁𝑐𝑦𝑐𝑙𝑒 ∗ 𝐸𝑏𝑎𝑡  (2.22) 
 
Où Ebattotreprésente la quantité d’énergie totale échangeable par le stockeur d’énergie avant que 





La formulation simplifiée de la prise en compte du vieillissement exprimée pour le modèle non-
linéaire est compatible avec la formulation linéaire. La méthode d’énergie totale échangeable sera 
donc retranscrite sur le modèle linéaire.  
 
2.3 Données d’entrée du problème : la production éolienne 
 
Les sources de production utilisée dans ce micro-réseau sont des générateurs éoliens vus ici comme 
une production globalisée. Les éoliennes sont censées pouvoir supporter des vents très important 
voir des tempêtes sans subir de destruction. La vitesse de rotation de l’éolienne ne peut pas 
augmenter indéfiniment sans causer des risques de destruction du système. Il existe pour cela 
plusieurs types de système de régulation de vitesse, les grandes familles étant à pas variable (pitch 
control), frein externe et à pas fixe (stall control).  
Les pales d’éoliennes de type pas fixe sont, comme leur nom l’indique, fixes par rapport à l’axe de 
rotation (calage fixe), mais leur forme vrillée donne en fait un pas variable le long de la pale. Cette 
technologie est un système de régulation passif qui se sert de l’effet stall (décrochage 
aérodynamique) pour réduire la vitesse de rotation en cas de vent trop important. 
Certaines technologies utilisent des systèmes de frein pour réduire la vitesse de rotation, que ce soit 
en ralentissant l’axe de rotation avec des freins à disques ou directement sur la pale avec des volets 
(aérofreins ou spoilers). Ces systèmes peuvent être commandés ou automatisés.  
Enfin, les éoliennes à pas variable utilisent des vérins pour faire varier l’angle de calage de la pale. Ce 
système permet de réduire la vitesse de rotation en cas de vent trop important (en mettant les pales 
en drapeau), mais aussi de maximiser le transfert d’énergie entre le vent et le générateur grâce à la 
MPPT.  
 
C’est cette dernière technologie qui sera utilisée dans notre étude. La technologie à pas variable est 
la technologie la plus efficace mais aussi la plus complexe et qui nécessite le plus d’entretien.  La 
MPPT permet aussi de réduire la puissance transmise au réseau en cas de dépassement de la bande 
de tolérance.  
 
2.3.1 Puissance de sortie éolienne 
 
Le modèle d’une production éolienne sert à calculer la puissance de sortie éolienne en fonction de la 
vitesse du vent. Les modèles plus détaillés pour ces productions sont disponibles dans [69], [70].  
 
Les modèles de turbines utilisés dans le projet Insulgrid sont de type Gamesa G80-2MW et Vestas 
V80-2MW. Pour ces deux turbines, le constructeur fournit la caractéristique de puissance de sortie 
éolienne en fonction de la vitesse du vent instantanée Figure 20.  
 
 




Le modèle de production utilisé dans notre étude est donc un simple modèle de rendement qui 
consiste à corriger la puissance de sortie du générateur éolien (Peol) en fonction des différentes 
pertes : 
 
𝐏𝐩𝐫𝐨𝐝 = 𝛈𝐩𝐫𝐨𝐝 ∗ 𝐏𝐞𝐨𝐥 (2.23) 
 
Avec ηprod, le rendement « global » du bloc de production qui prend en compte : pertes de sillage, 
arrêts sectoriels, pertes électriques, disponibilité réseau électrique, disponibilité éoliennes, 
maintenance préventive, divers en disponibilité et performance (arrêt rafale, foudre, isolement). 
En prenant l’ensemble de ces paramètres, ηprod est estimé à 87.1%.  
Les données fournies par le constructeur nous permettent d’obtenir directement des données de 
production en puissance (kW) et sont fixées au préalable pour réduire la complexité de la simulation.  
La production du micro-réseau estsimplement obtenue en multipliant la production d’une éolienne 
par le nombre d’éoliennes.  
Le site insulaire considéré comprend 4 turbines Gamesa G80, pour une puissance totale de 8MW. 
Pour une année entière de production éolienne, l’énergie totale produite est de l’ordre de20 GWh, 
ce qui représente un facteur de charge de 27,5%, ordre grandeur typique d’une production éolienne 
en site insulaire (zone Guadeloupe).  
 
Nous disposons d’un jeu de donnéesde prévision et de production (Pprev, Pprod) pour une année de 
production. L’étude sous incertitudes nécessiterait d’avoir des dizaines (voir plus) d’années de 
données disponibles pour nourrir le modèle statistique, ce qui n’est malheureusement pas possible. 
Nous allons donc devoir extrapoler des données de production supplémentaires à partir de l’année 
disponible. 
 
2.3.2 Génération de production aléatoire 
 
2.3.2.1 Analyse de l’erreur 
 
Afin de pouvoir simuler de nombreux cas différents, nous avons besoin d’extrapoler le couple de 
données de prévision et de production (Pprev, Pprod). Le problème que nous étudions (i.e. 
l’engagement de production) est sensibilisé par l’écart entre la prévision de production effectuée à J-
1 et la production effective le jour J. On notera cette erreur de prévision Pdiff : 
Pdiff = Pprev − Pprod  (2.24) 
 
Malgré les progrès de modélisation des phénomènes météorologiques [29], [30], les prévisions de 






Figure 21: Erreur de prévision de production pour 1 mois de production sur le site (8MW de puissance installée) 
Cette figure représente l’erreur de prévision obtenue sur un mois de production.  
Nous avons choisi de garder la prévision de production comme donnée stable : la prévision obtenue 
sur l’année de référence sera utilisée pour toutes les simulations. A partir de cette référence, nous 
allons reconstruire des « données de productions fictives » à partir de l’analyse de l’erreur de 
prévision. Pour cela, il est nécessaire de créer un générateur aléatoire d’erreur de prévision qui 
permettrait d’extrapoler des données de production à partir de la prévision de référence.  
 
Nous commençons donc par analyser le signal d’erreur de prévision de nos données d’entrée. Nous 
disposons d’une année de donnée échantillonnée à la dizaine de minute pour Pprod, et à l’heure pour 
la Pprev. En extrapolant Pprev constant sur 6 échantillons successifs, nous sommes capables de calculer 




Figure 22: Distribution de l’erreur de prévision de production 
L’erreur de prévision suit une loi de distribution de type Laplace [71], plutôt qu’une Gaussienne, 
comme le montre la Figure 22. Cela signifie un pic plus marqué au centre et une plus grande 
















Cette identification est confirmée sur la distribution d’erreur cumulée (PDF) : 
 
Figure 23: Distribution de l’erreur de prévision de production cumulée 
Ce type de distribution pour une production éolienne est cohérente avec ce que l’on peut trouver 
dans la littérature [46], [72]. L’objectif étant de créer des nouveaux jeux de données de production, 
nous pourrons nous attacher à certains indicateurs significatifs sur ce jeu de données : 
 
Analyse signal Pprodde référence 
Erreur quadratique 1245 kW 
Pprod moyen 2 260kW 
Energie totale produite 19,8GWh 
Tableau 4: Grandeurs caractéristiques Pprod de référence 
L’erreur quadratique représente l’erreur quadratique moyenne entre Pprod et Pprev sur l’année de 
production : 
 
𝐸𝑟𝑟𝑒𝑢𝑟 𝑞𝑢𝑎𝑑𝑟𝑎𝑡𝑖𝑞𝑢𝑒 =  
1
𝑁𝑡𝑜𝑡𝑎𝑙




Pprod moyen représente la moyenne de Pprod : 
 












La simulation étant discrète cela se calcule : 
 




2.3.2.2 Génération de production 
 
A partir de cette analyse de l’erreur, il est donc possible de recréer des productions aléatoires. Nous 
souhaitons partir de la prévision effectuée à J-1, et rajouter une erreur fictive notée 𝑃𝑑𝑖𝑓𝑓  
 
𝑃𝑝𝑟𝑜𝑑 [𝑘] = 𝑃𝑝𝑟𝑒𝑣 [𝑘] + 𝑃𝑑𝑖𝑓𝑓 [𝑘]  (2.29) 
 





Nous avons testé ce générateur aléatoire pour créer différents jeux de production pour une année 
entière (52 560 échantillons). La distribution d’erreur avait bien l’allure souhaitée pour chacun des 
jeux de données produits, la Figure 24le montre pour deux exemples de génération aléatoire : 
 
 
Figure 24: Distribution erreur pour deux jeux de données 𝑷𝒅𝒊𝒇𝒇 générés aléatoirement 






  Pprod 𝑃𝑝𝑟𝑜𝑑  1    𝑃𝑝𝑟𝑜𝑑  2  𝑃𝑝𝑟𝑜𝑑  3   
Erreur quadratique 1 245 kW 1395 kW 1 399 kW 1 384 kW 
Pprod moyen 2 260kW 2 233 kW 2 243 kW 2 229 kW 
Energie totale 
produite 
19,79 GWh 19,56 GWh 19,65 GWh 19,53 GWh 
Tableau 5:Grandeurs caractéristiques du signal Pprod, et des signaux 𝑃𝑝𝑟𝑜𝑑  générés aléatoirement 
Les signaux créés correspondent donc assez bien à notre référence. L’erreur quadratique est 
légèrement différente, tout en ayant une énergie et un Pprod moyen similaire. La différence vient du 
fait que la répartition réelle de l’erreur n’est pas une Laplacienne parfaite : on peut remarquer cet 
écart sur la Figure 22 et la Figure 23 dans la zone [-4000 kW ;-2000 kW+. La distribution d’origine 
n’est pas totalement symétrique. Cela signifie que les fortes sous-évaluations de productions sont 
moins nombreuses que les fortes surévaluations. Pour justifier cela, il faut remarquer que pour 
atteindre une erreur de valeur Erreur0 par exemple, il faut une prévision au moins égale à cette 
erreur plus la production effective, d’après Erreur ! Source du renvoi introuvable. : 
 
Pdiff < −𝐸𝑟𝑟𝑒𝑢r0        Si      Pprev > Pprod + Erreur0 (2.31) 
 
La différence se retrouve bornée : La production ne pouvant pas être plus faible que nulle. Cette 
répartition devient cohérente avec le fait que le facteur de charge moyen d’une éolienne soit de 25% 
(2000 kW dans notre application). Pour atteindre la zone d’erreur *-4000 kW ; -2000 kW], il faut une 
prévision d’au moins 2000 kW qui correspond au facteur de charge moyen. Il y a donc 
statistiquement moins de chances d’avoir des prévisions supérieures au facteur de charge couplées à 
des faibles productions. Ce facteur de charge moyen à 25% rend les effets des saturations 
asymétriques ce qui explique l’asymétrie de la courbe. Nous ne prendrons pas en compte cette 
légère asymétrie. 
 




Cependant, l’analyse de la distribution d’erreur ne suffit pas à bien représenter un signal de 
production éolien. En effet un phénomène d’autocorrélation entre les pas de temps successifs est à 
prendre en compte [46]. Ce phénomène statistique est tout à fait logique du fait que la vitesse du 
vent, comme tout phénomène réel, est sujet à une forme d’inertie ou de persistance. Les 
échantillons successifs ne sont donc pas complétement indépendants les uns des autres. Concernant 
l’erreur de prédiction : s’il y a plus de vent que prévu à l’instant t, produisant une erreur donnée, il y 
a de fortes chances que l’erreur soit dans le même sens à l’instant suivant, plutôt que de passer à 
une erreur totalement opposée. On parle dans ce cas de corrélation positive. 
Prendre en compte cette corrélation a un impact important sur la simulation dynamique de notre 
système et notamment sur le dimensionnement en Energie de nos stockeurs. Si les erreurs ont 
tendance à se compenser, on n’a pas besoin d’énormément de stockage. Par contre, si les erreurs de 
prédiction s’accumulent dans le même sens on a besoin de plus d’énergie. En revanche, cela n’a, a 








On peut représenter un signal corrélé sous la forme : 
 
𝑃𝑑𝑖𝑓𝑓  𝑘 + 1 = 𝜑 ∗ 𝑃𝑑𝑖𝑓𝑓  𝑘 + 𝜀[𝑘] (2.32) 
 
Avec 𝜑, coefficient de corrélation, une constante telle que : 
 
𝜑 =
𝐶𝑜𝑣(𝑃𝑑𝑖𝑓𝑓  𝑘 , 𝑃𝑑𝑖𝑓𝑓  𝑘 + 1 )
𝑉𝑎𝑟(𝑃𝑑𝑖𝑓𝑓  𝑘 )
 (2.33) 
 
Si on se contente d’une corrélation à l’ordre 1 (corrélation seulement entre P[k]et P[k+1] et pas 
P[k+2], P[k+3] etc…). 
 
L’analyse des données disponibles donne un coefficient de corrélation : 
 
𝜑 = 0.87 (2.34) 
 
Cette valeur est en accord avec les valeurs trouvées dans [46], qui annonce des valeurs de 𝜑 
comprises entre 0.75 et 0.90.  
 





Avec Kcorrection, une constante corrective qui permet d’adapter le signal pour que, malgré 
l’autocorrélation, la distribution d’erreur respecte la distribution de Laplace déterminée auparavant.  
 
𝐾𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 = 2.7 (2.36) 
 
Une fois ce procédé implémenté, la distribution d’erreur du signal créé est la suivante :  
 






Avec les grandeurs caractéristiques suivantes pour les signaux 𝑃𝑝𝑟𝑜𝑑  générés : 
 
  Pprod  𝑃𝑝𝑟𝑜𝑑  1   𝑃𝑝𝑟𝑜𝑑  2   𝑃𝑝𝑟𝑜𝑑  3  
Erreur quadratique 1 245 kW 956 kW 979 kW 966 kW 
Pprod moyen 2 260kW 2 265 kW 2 259 kW 2 266 kW 
Energie totale 
produite 
19,79 GWh 19,84 GWh 19,72 GWh 19,85 GWh 
Tableau 6:Grandeur significatives des  signaux 𝑃𝑝𝑟𝑜𝑑  générés aléatoirement  avec autocorrélation 
Le coefficient de corrélation étant bien de 0.87 pour chacune des productions générées. La 
distribution du signal créé ne suit pas exactement la loi de Laplace définit, mais s’en approche 
suffisamment, tout en étant cohérente sur les grandeurs significatives. En effet, l’énergie totale 
produite ainsi que le Pprod moyen sont similaires. Une légère différence peut être notée sur l’erreur 
quadratique, qui se retrouve sur la distribution d’erreur Figure 25. Nous verrons cependant, dans les 
chapitres suivants, que les résultats obtenus avec le signal de référence ou les signaux générés par 
cette méthode sont tout à fait similaires. 
 
Ce modèle statistique permettra de générer, en prétraitement, des centaines d’années de 
productions aléatoires associées à la prévision réelle. Ces productions permettront à la fois de 
nourrir la démarche d’optimisation robuste sous incertitude, mais aussi d’évaluer les résultats 
obtenus pour d’autres jeux de données.  
 
2.4 Conclusion sur la partie modélisation 
 
Ce chapitre a présenté la modélisation des différentes briques que constituent le système étudié au 
regard du contexte bien particulier de l’optimisation de la gestion sous incertitude d’une centrale de 
production hybride. Le micro-réseau électrique, les systèmes de stockage d’énergie, ainsi que les 
données d’entrée du problème ont ainsi été modélisés en accord avec la méthodologie de résolution 
envisagée et en précisant les paramètres de simulation. La modélisation linéaire peut paraitre 
relativement simpliste, mais nous montrerons, dans les deux chapitres suivants, que la complexité 
viendra de la formulation des problèmes d’optimisation par programmation linéaire pour que ceux-ci 
donnent des résultats exploitables et valables. Nous ne manquerons pas de nous assurer que la 
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3 Gestion du micro-réseau 
 
Le problème central du système décrit jusque-là est la gestion, au cours de chaque journée, des 
différents flux d'énergie entre les sources, les stockeurs d'énergie et le réseau. Différentes études ont 
été menées, que ce soit des optimisations déterministes [53] ou des analyses statistiques[46]. Dans 
l’approche du problème de gestion nous avons dû définir deux classes de problèmes : 
 - les problèmes sans "a priori" (causaux), basés sur des règles heuristiques comme les 
stratégies de management à base de logique floue par exemple ([37], [54]). Ces stratégies sont les 
plus utilisées pour établir des stratégies de gestion en temps réel dans le contexte industriel. 
 - les problèmes « d’optimisation globale » avec "a priori" où toutes les données sur les 
événements passés, présents et futurs sont supposées connues ou prédits. Les algorithmes 
génétiques [40]l’optimisation par essaim de particulaire[41] ou la programmation linéaire (LP) ([42]–
[44]) font partie des classes de méthodes qui fournissent un optimum global. Ces méthodes ne sont 
pas applicables en temps réel mais permettent d’obtenir des informations qui seront utilisées pour 
améliorer les stratégies heuristiques ou pour le design global du système. 
 
Nous allons présenter une méthode de gestion optimale avec "a priori" de type MILP (Mixed Integer 
Linear Programming). Cette méthode sera comparée à une méthode de gestion heuristique à base de 
règle. Nous analyserons en détail les différences de performances entre les deux méthodes puis les 
résultats obtenus permettront d'améliorer la méthode de gestion heuristique utilisée dans un 
premier temps. Nous caractériserons ensuite les performances de cette nouvelle méthode de gestion 
heuristique par rapport à l'ancienne. 
 
3.1 Problème posé 
 
3.1.1 Rappel du contexte général 
 
Le problème que nous allons tenter de résoudre avec les différentes méthodes décrites se base sur 
une production éolienne couplée à des stockeurs d'énergie. Nous nous plaçons dans la position d'un 
producteur d'énergie qui doit respecter un engagement de production à J-1 (Peng) comme cela est 
détaillé sur la figure suivante : 
 
Figure 26: stratégie d’engagement à J-1 
Si la production fournie par l'installation éolienne au réseau (Pgrid) est comprise dans la bande de 
tolérance autour de l'engagement (Peng) alors le producteur est rémunéré à un tarif préférentiel. 
Cependant, si le producteur n'arrive pas à tenir son engagement, alors un CF (Commitment Failure : 
défaut d’engagement) est déclenché, ce qui entraine la non rémunération de l'énergie fournie au 
réseau pour, au moins, les 10 prochaines minutes. La rémunération de l'énergie fournie au réseau 
reprendra une fois que la puissance fournie répondra à l'engagement pris. 
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Dans ce contexte économique, le système étudié est schématisé Figure 27. 
 
 
Figure 27:Représentation en flux de puissance du micro-réseau 
La production éolienne (Pprod) est envoyée au réseau : 
- En cas de surproduction, l'énergie est utilisée pour remplir les systèmes de stockage d'énergie (Pst), 
à condition que ceux-ci le permette. Si cela n'est pas possible (saturation de puissance et/ou 
d'énergie des batteries), nous pouvons délester la production en excès (Pexcès) par dégradation de la 
puissance éolienne.  
- En cas de sous-production par rapport à l'engagement, nous pouvons utiliser la batterie pour pallier 
au manque si son état de charge ou le niveau de puissance requis le permet. Si ce n'est pas possible, 
un CF sera déclenché.  
Nous allons maintenant présenter les différentes stratégies de gestion implémentées ainsi que les 
algorithmes qui les accompagnent. 
 
3.1.2 Comparaisons méthodes Heuristiques et MILP 
 
Le but de ce chapitre va être de développer une méthode de gestion du micro-réseau basée sur un 
algorithme MILP. Afin d'évaluer cette méthode, nous allons la comparer à une méthode de gestion 
heuristique (à base de règles), précédemment utilisée au laboratoire LAPLACE. Ces méthodes 
heuristiques ont été développées sur des modèles non linéaires et ont prouvé leur performance 
même si ces approches sont par nature sous optimales. Notre objectif est donc de développer une 
méthode capable d'obtenir de meilleurs résultats que les méthodes heuristiques sur des modèles 
non linéaires.  
Nous évaluerons donc, au final les deux méthodes sur un modèle non linéaire, ce qui nécessitera 
deux étapes pour la méthode MILP (par nature basée sur un modèle linéarisé) : 
 - Une première phase de résolution sur modèle linéaire synthétisera l’extraction des 
consignes de charge/décharge pour la batterie ; 
 - Une deuxième phase d'évaluation sur le modèle non linéaire à partir des consignes de 
charge/décharge obtenues. 
Nous allons maintenant présenter les différentes méthodes de gestion. 
 
3.1.3 Gestion heuristique 
 
Le LAPLACE/Genesys a développé des méthodes heuristiques pour la gestion d'un micro-réseau au 
cours d’un précédent projet[28]. Ces méthodes de gestion à bases de règles d’expertise sont causales 
et ne dépendent que de l'état présent et des variables d’état (SOC) du système pour prendre une 
décision.  
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Nous avons utilisé la méthode la plus performante utilisée jusqu'à présent qui est présenté sous la 
forme suivante : 
 
 
Figure 28:Stratégie heuristique 
La Figure 28 représente la bande de tolérance (de Peng-tolàPeng+tol) et les différentes possibilités pour 
Pprod, par rapport à cette bande de tolérance. 
La constante "tol" représente ici la demie largeur de la bande de tolérance 
Pciblereprésente la puissance que nous souhaitons transférer au réseau, c'est à dire la valeur cible 
pour Pgrid. 
Pst (pour Pstockage) est utilisée pour la puissance que nous souhaitons transférer vers/depuis le 
stockeur d'énergie. 
Dans ces conditions nous pouvons distinguer 4 zones : 
 
 Zone 1 :entre PengetPeng+tol : 
Pprod se situe dans la partie supérieure de la bande de tolérance. Dans ce cas, si le SOC de la batterie 
est inférieur à 60%, nous profitons de cette légère surproduction pour remplir la batterie. Nous ne 
fournissons que Pcible = Peng et utilisons le reste pour remplir la batterie. Si la batterie est déjà remplie 
(SOC>60%), nous fournissons directement Pprod au réseau sans utiliser les stockeurs d'énergie.  
 
 Zone 2 : entre Peng-toletPeng:  
Pprod se situe dans la partie inférieure de la bande de tolérance en légère sous production. Nous 
fournissons au réseau toute l'énergie produite. 
 
Ces deux premiers cas sont des cas favorables. En effet, si la production se situait toujours dans cette 
zone, nous n'aurions pas besoin de stockeurs d'énergie pour respecter l'engagement.  L'utilisation de 
la batterie qui est faite dans le premier cas (maintien d’un état de charge suffisant, au-delà de 60%) 
est en prévision d'une production future en dehors de la bande de tolérance. 
 
 Zone 3 : entre Peng+tolet Pinstallée:  
Pprod est au-dessus de la bande de tolérance. Dans un tel cas de surproduction, nous sommes obligés 
de cibler un transfert de puissance au réseau à sa valeur maximale autorisée : Peng+tol. La puissance 
en surplus par rapport à cette cible est envoyée à la batterie ou dégradée si la charge est impossible. 
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 Zone 4 : entre 0et Peng-tol:  
Pprod est en dessous de la bande de tolérance. Nous utilisons le stockeur d'énergie en décharge pour 
fournir le complément de puissance en ciblant un transfert au réseau à la valeur limite basse de 
l'engagement Peng-tol. 
 
Bien entendu, ces différentes consignes sont contraintes par les dimensions du stockeur d'énergie. La 
batterie est limitée en énergie et en puissance. Ces contraintes sont prioritaires sur les décisions de 
l'algorithme heuristique et peuvent amener à de nombreux changements : 
 Zone 1 : Dans la première zone, les saturations du stockeur d'énergie ont peu de 
conséquences directes. Tout ce qui n'est pas envoyé dans la batterie peut être envoyé pour 
rémunération directe au réseau. 
 Zone 2 : Non utilisation de la batterie. 
 Zone 3 : En cas de surproduction, le surplus est envoyé au stockeur d'énergie. Dans le cas où 
l'une des saturations de celui-ci serait atteinte (puissance ou énergie), nous avons la possibilité de 
délester la production (MPPT des éoliennes) et donc d’assurer dans tous les cas un Pgrid compris dans 
la bande de tolérance. Nous aurons alors l'apparition d’une puissance en excès Pexcès synonymes de 
perte de productivité.  
 Zone 4 : Le cas de sous production est le cas le plus désavantageux en cas de limitations par 
les stockeurs d'énergie. Si la batterie ne parvient pas à combler l'intégralité de l'écart jusqu'à la 
bande de tolérance, alors un CF est déclenché. Il vaut mieux alors ne pas utiliser du tout la batterie et 
fournir directement Pprod au réseau mais sans rémunérations.  
 
A partir de ces quelques règles nous avons un algorithme de gestion du système capable de prendre 
ses décisions dans toutes les situations envisageables. Cette stratégie heuristique, bien que 
relativement simple, s'est montrée performante et servira de référence de comparaison pour la 
méthode de gestion MILP développée par la suite.  
 
3.1.4 Gestion optimale MILP 
 
Le premier et plus gros problème de l’optimisation par programmation linéaire (LP) est bien entendu 
que cela nécessite un modèle linéaire. C’est pourquoi nous avons présenté le modèle linéaire du 
stockage précédemment. Celui-ci n’est pas aussi précis que le modèle de Tremblay-Dessaint, mais il 
permet une approximation suffisante pour considérer le problème que nous souhaitons résoudre. 
Nous détaillerons par la suite les vérifications que nous avons faites pour s’assurer que les modèles 
linéarisés soient cohérents.  
 
Nous avons précédemment défini un modèle de stockage linéaire, mais la partie complexe de cette 
linéarisation réside dans l'expression des contraintes. En effet, ne pas pouvoir utiliser de fonctions 
non linéaires, saturations, fonction « if », etc. complique l'expression des contraintes. 
 
Dans le but d’exprimer problématique d'engagement à J-1 présentée en introduction, mais avec un 
nombre d'outils réduit, nous avons dû utiliser certaines astuces mathématiques. Ainsi, il a fallu 
passer certaines grandeurs qui ne semblaient pas décisionnelles en premier lieu en tant que variables 
de décision, ceci afin d’être capable d’établir linéairement la fonction objectif(3.1.4.3) et les 
contraintes (0). Il a fallu de plus introduire des variables binaires, ce qui nous a conduit à utiliser une 
formulation MILP et non juste LP, comme dans [42], [44]. 
 
Nous nous concentrons sur un problème déterministe (vis-à-vis de l’erreur de prévision) que nous 
avons défini avec a priori, c’est-à-dire que nous cherchons à obtenir la trajectoire optimale globale 
sur l’ensemble de l’espace de temps considéré [45], [53]. 
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Nous allons commencer par présenter les différentes variables nécessaires à la linéarisation de ce 
problème Nous détaillerons ensuite les contraintes qui régissent notre problème et enfin la fonction 
objectif utilisée. Dans les diverses équations du problème, nous utiliserons les notations et valeurs 
numériques suivantes : 
- ∆t: pas de simulation (10min) 
- Ninstant : nombres d’instants dans la journée. (144 pour 24h et ∆t=10min) 
- Pbatchargemax: Saturation de puissance de charge (600 kW par stack) 
- Pbatdechargemax: Saturation de puissance de décharge (1100 kW par stack) 
- ηcharge: rendement de charge (95%) 
- ηdécharge: rendement de décharge (95%) 
- tol: demie largeur de bande de tolérance (5% de la puissance installée, donc 400kW) 
- Enom: Energie nominale de la batterie (580kWh par batterie) 
- Eechtot: Energie totale échangeable par la batterie au cours de sa vie (5 000 MWh par 
stack) 
- CoûtLiIon: Coût de la batterie (220 k€ par stack) 
 
Nous sommes dans une situation où le nombre de batteries est fixé à 3. 
Nous utiliserons une notation scalaire en précisant le domaine de validité des différentes 
variables/contraintes. 
 
3.1.4.1 Variables de décision 
 




+ , 𝑃𝑚𝑎𝑛 , 𝑃𝑒𝑥𝑐 , 𝑃𝑔𝑟𝑖𝑑 , 𝑆𝑂𝐶, 𝐶𝐹, 𝐷] 
 
X représente la matrice des variables de décision du problème linéaire. Chacune de ces composantes 
s’écrit de la même façon :  
Pst






 , 0 ≤ 𝑃𝑠𝑡
+ (3.1) 
 
Il y a donc Ninstantvariables Pst
+ pour le problème d’optimisation. Il en est de même pour les 7 autres 
variables. Nous allons maintenant détailler ces différentes variables ainsi que leur rôle. 
 
Nous commençons avec Pst
- et Pst
+, les puissances de charge et décharge de la batterie. On rappellera 
que nous sommes en convention générateur pour la batterie. En notant lb et ub, respectivement les 
bornes basse et haute pour chaque variable : 
 
𝑃𝑠𝑡
− 𝑘 ∀ k ϵ [1..Ninstant]   
𝑙𝑏 = −  
𝑃𝑏𝑎𝑡𝑐 𝑕𝑎𝑟𝑔𝑒𝑚𝑎𝑥
𝜂𝑐𝑕𝑎𝑟𝑔𝑒
 ,   𝑢𝑏 = 0  (variable<0) 
 
𝑃𝑠𝑡
+[𝑘]∀ k ϵ [1..Ninstant]  
𝑙𝑏 = 0  𝑢𝑏 =  𝑃𝑏𝑎𝑡𝑑 é𝑐𝑕𝑎𝑟𝑔𝑒𝑚𝑎𝑥 ∗ 𝜂𝑑é𝑐𝑕𝑎𝑟𝑔𝑒  (variable>0) 
Si on note 𝑃𝑠𝑡  le flux de puissance fourni par (si convention générateur) la batterie, nous avons été 
obligé de séparer celui-ci en deux variables  de telle sorte que: 
 
Pst =  Pst
+  +  Pst
− (3.2) 
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Cela permet d'assurer la linéarité lors de l'expression des contraintes, comme nous le détaillerons 
par la suite. 
La variable Pman représente la puissance manquante au flux Pgrid pour que l'engagement soit respecté, 
lorsque la production réelle est en deçà de la bande inférieure Peng-tol: 
𝑃𝑚𝑎𝑛𝑞𝑢𝑎𝑛𝑡 [𝑘]∀ k ϵ [1..Ninstant]  
𝑙𝑏 = 0 
 
La variable Pexcès représente le surplus de puissance délestée en cas de surproduction : 
𝑃𝑒𝑥𝑐 [𝑘]∀ k ϵ [1..Ninstant]    
𝑙𝑏 = 0,  𝑢𝑏 = 𝑃𝑝𝑟𝑜𝑑 [𝑛][𝑘] 
 
Pgrid est le flux de puissance envoyé au réseau : 
𝑃𝑔𝑟𝑖𝑑 [𝑘]∀ k ϵ [1..Ninstant]  
𝑙𝑏 = 0,   
 
La variableSOC,comprise entre 0 et 1 est utilisée pour matérialiser l'état de charge de la batterie 
(State Of Charge). 
𝑆𝑂𝐶[𝑘] ∀ k ϵ [1..Ninstant]   
𝑙𝑏 = 0.3  𝑢𝑏 = 0.9 
Les saturations basse (0.3) et haute (0.9) sont des choix du concepteur effectués afin de maximiser la 
durée de vie de la batterie. 
 
La formulation MILP nous permet l'utilisation de variables binaires. Nous en avons deux dans notre 
problème : 
 
A chaque pas de simulation, la variable CF représente le respect (ou non) de l'engagement : 
𝐶𝐹[𝑘]∀ k ϵ [1..Ninstant]    
Variable binaire 
𝐶𝐹[𝑘] = 1 Correspond à un Commitment Failure à l'instant k. 
 
La variable D impose l'état de la batterie : charge ou décharge. 
𝐷[𝑘]∀ k ϵ [1..Ninstant]   
Variable binaire 
𝐷 𝑘 = 1Signifie qu'à l'instant k la batterie se décharge. 
 
Ces 8 grandeurs physiques représentent un grand nombre de variables de décisions pour 
l’optimiseur :  
 
𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 =  𝑁𝑖𝑛𝑠𝑡𝑎𝑛𝑡 ∗ 8 (3.3) 
 
Nous avons donc un total de 1152 (6*24*8) variables pour notre problème d'optimisation de la 
gestion journalière. Cela peut sembler beaucoup pour un problème où les seuls degrés de liberté 
sont accordés par la possibilité de délestage de production et par la gestion de la batterie. 
On peut en effet noter que des variables telles que Pexcess ou Pgrid ne devraient pas être des variables 
de décision d’un problème non linéaire. En effet, le surplus est défini en fonction de notre 
production, de notre engagement et du SOC : c’est donc une conséquence de la gestion.  
Nous allons cependant montrer, en détaillant les différentes contraintes de ce problème, que ces 
nombreuses variables sont nécessaires à la linéarisation. 
 
  





C1) Saturation décharge : 
Les premières contraintes introduites sont celles de saturation de charge/décharge de la batterie. 
Elles assurent que nous ne dépassons pas les saturations de puissance des stockeurs d'énergie et que 
nous rechargeons pas plus que nous ne produisons (-Pprod) : 
 
𝑃𝑠𝑡
+ 𝑘 ≤  𝑃𝑏𝑎𝑡𝑑 é𝑐𝑕𝑎𝑟𝑔𝑒𝑚𝑎𝑥 . 𝜂𝑑é𝑐𝑕𝑎𝑟𝑔𝑒  . 𝐷 𝑘 ,               ∀ k ϵ [1..Ninstant]  (3.4) 
 
C2) Saturation charge : 
 
𝑃𝑠𝑡
− 𝑘 ≥  𝑚𝑎𝑥  −
𝑃𝑏𝑎𝑡𝑐 𝑕𝑎𝑟𝑔𝑒𝑚𝑎𝑥
𝜂𝑐𝑕𝑎𝑟𝑔𝑒
, −𝑃𝑝𝑟𝑜𝑑  𝑘  .  1 − 𝐷 𝑘   ,           ∀ k ϵ [1..Ninstant]  
(3.5) 
 
Comme on peut le voir, 𝐷 𝑘 = 0 impose 𝑃𝑠𝑡
+ 𝑘 = 0 ce qui signifie que la batterie se charge. 
Inversement 𝐷 𝑘 = 1 impose 𝑃𝑠𝑡
− 𝑘 = 0 et donc un état de décharge.  
Cela permet d'éviter que l'optimiseur choisisse de charger et décharger la batterie en même temps, 
ce qui n'aurait aucun sens physique réel. 
C3) Saturation conversion vers le réseau : 
Cette contrainte assure que Pgridne dépasse pas la bande de tolérance par le haut : 
𝑃𝑔𝑟𝑖𝑑  𝑘 ≤ 𝑃𝑒𝑛𝑔  𝑘 + 𝑡𝑜𝑙∀,         k ϵ [1..Ninstant]  (3.6) 
 
C4) DéfinitionPmant : 
 
𝑃𝑔𝑟𝑖𝑑  𝑘 ≥ 𝑃𝑒𝑛𝑔  𝑘 − 𝑡𝑜𝑙 − 𝑃𝑚𝑎𝑛  𝑘 ,           ∀ k ϵ [1..Ninstant]  (3.7) 
 
Grâce à cette contrainte, dès que 𝑃𝑔𝑟𝑖𝑑  𝑘 est inférieure à la limite basse de la bande de tolérance 
Pengtol, cela imposera un 𝑃𝑚𝑎𝑛𝑞𝑢𝑎𝑛𝑡  𝑘 ≠ 0 comme nous pouvons le voir sur la Figure 29: 
 
 
Figure 29: Définition de Pmanquant 
Nous verrons que la valeur quantitative de cette variable ne nous intéresse pas.Elle sert cependant à 
formuler la définition d'unCF. 
 
C5) Définition CF : 
La contrainte suivante utilise la technique du « Big M »[73]. Autrement dit, nous utilisons une 
constanterelativement grande pour imposer la valeur d’une variable binaire : 
  Chapitre 3 
64 
 
𝐵𝐼𝐺𝑀𝐶𝐹 ∗ 𝐶𝐹 𝑘 ≥ 𝑃𝑚𝑎𝑛𝑞𝑢𝑎𝑛𝑡  𝑘 ,           ∀ k ϵ [1..Ninstant]  (3.8) 
 
Dans l'hypothèse où le BIGMCF choisi respecte : 
 
𝐵𝐼𝐺𝑀𝐶𝐹 ≥ 𝑃𝑚𝑎𝑛𝑞𝑢𝑎𝑛𝑡  𝑘 ,           ∀ k ϵ [1..Ninstant]  (3.9) 
 
A chaque fois que Pmanquant[k]sera différent de zéro, la contrainte(3.8)imposera CF[k]=1, ce qui est 
exactement ce que nous souhaitons.  
C6) Définition de la conservation des flux : 
La prochaine contrainte est une contrainte égalité qui définit la conservation des flux d’énergie dans 
notre système : 
 
𝑃𝑝𝑟𝑜𝑑  𝑘 + 𝑃𝑠𝑡
+ 𝑘 + 𝑃𝑠𝑡
− 𝑘 = 𝑃𝑔𝑟𝑖𝑑  𝑘 + 𝑃𝑒𝑥𝑐𝑒𝑠𝑠  𝑘 ,           ∀ k ϵ [1..Ninstant]  (3.10) 
 
C7) Définition SOC : 
La prochaine contrainte représente l'état de charge de la batterie. Celle-ci est définie par rapport à 
son énergie nominale (Enom) et ses rendements de charge et décharge. 
 












𝑆𝑂𝐶 0 = 𝑆𝑂𝐶𝑖𝑛𝑖𝑡 −
𝑃𝑠𝑡









C’est à ce niveau que la décomposition de Pst en deux variables permet de linéariser le calcul de SOC. 
 
C8) Continuité SOC : 
La simulation étant effectuée sur une journée, puis les résultats agrégés sur l'année, nous 
contraignons l'optimiseur à revenir à l'état de charge initial à la fin de chaque journée. Ceci permet 
de rendre indépendante la gestion de chaque journée : 
 
𝑆𝑂𝐶[𝑁𝑖𝑛𝑠𝑡𝑎𝑛𝑡 ] = 𝑆𝑂𝐶𝑖𝑛𝑖𝑡 (3.13) 
 
C9-10) Contraintes anti décharge/recharge 
Enfin, cette dernière contrainte est là pour empêcher un comportement parasite que notre 
simulation pourrait avoir en fonction de l’échantillonnage de temps.  
 
𝑃𝑠𝑡




+ 𝑘 ≤  1 − 𝐶𝐹 𝑘  . 𝐵𝐼𝐺𝑀𝐴𝑅2,           ∀ k ϵ [1..Ninstant]  (3.15) 
 
Lorsque  𝐶𝐹 𝑘 = 1 Ces deux contraintes imposent  𝑃𝑠𝑡[𝑘] = 0. 
 
Le fait que nous utilisions une simulation échantillonnée à 10 min fausse la définition réelle du CF. 
Dans le cas où nous serions dans l'impossibilité d'empêcher un CF (exemple du cas d’une sous 
production avec batterie vide), rien a priori n’empêche l’optimiseur de recharger la batterie avec 
toute la puissance disponible vu que nous ne sommes de toute façon pas rémunérés. Ce 
comportement n'est pas compatible avec notre système (Plus de détails en2.1.2). Lorsqu'un CF est 
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déclenché, nous fournissons directement l'intégralité de l'énergie produite sans être rémunéré 
jusqu'à ce que nous puissions revenir dans la bande de tolérance. 
Les BIGM correspondants sont définis par : 
 
𝐵𝐼𝐺𝑀𝐴𝑅1 = 𝑃𝑏𝑎𝑡𝑐 𝑕𝑎𝑟𝑔𝑒𝑚𝑎𝑥 /𝜂𝑐𝑕𝑎𝑟𝑔𝑒  (3.16) 
 
𝐵𝐼𝐺𝑀𝐴𝑅2 = 𝑃𝑏𝑎𝑡𝑑𝑒𝑐 𝑕𝑎𝑟𝑔𝑒𝑚𝑎𝑥 ∗ 𝜂𝑑é𝑐𝑕𝑎𝑟𝑔𝑒  (3.17) 
 
Tout comme pour les variables, l’ensemble de ces contraintes représente un nombre important de 
variables pour l’optimiseur.  
 
𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑐𝑜𝑛𝑡𝑟𝑎𝑖𝑛𝑡𝑒𝑠 =  𝑁𝑖𝑛𝑠𝑡𝑎𝑛𝑡 ∗ 9 + 1 (3.18) 
 
Nous avons donc un total de 1297 contraintes pour simuler une seule journée de 144 instants. Nous 
allons maintenant définir la fonction objectif qui, associée à ces contraintes, permettra d'obtenir le 
comportement souhaité. 
 
3.1.4.3 Fonction objectif de la gestion 
 
La fonction objectif de référence est la suivante : 
 
𝑚𝑎𝑥 𝐺𝑎𝑖𝑛 𝑘 ;                         
𝐺𝑎𝑖𝑛 𝑘 = 𝐹𝐼𝑇. 𝑃𝑔𝑟𝑖𝑑  𝑘 . 𝛥𝑡. (1 − 𝐶𝐹 𝑘 ) − 𝐶𝑜𝑢𝑡𝑙𝑖𝑓𝑒𝑙𝑖𝑜𝑛  𝑘  
(3.19) 
 
C'est celle qui correspond à l'approche économique d'un producteur d'électricité dont l'objectif est 
de maximiser l'énergie qui sera revendue au réseau, tout en minimisant les coûts d'exploitation de 
notre système, en l’occurrence dans le cas présent de la batterie.  
Dans notre étude, nous avons fait le choix de ne considérer que les coûts sur lesquels nous pouvions 
influer grâce à la stratégie de gestion. Par exemple, le coût d'entretien du parc éolien aurait pu être 
pris en compte. Mais une action par la gestion via le système de stockage d'énergie ne permet pas 
d'influer sur ce coût d'entretien. Nous pourrions aussi rajouter un coût calendaire constant, mais ce 
dernier n'a aucun intérêt dans cette approche d'optimisation de la gestion par MILP : deux 
trajectoires différentes auraient le même coût d'entretien et cela ne permettrait pas de les 
départager. 
Le seul coût sur lequel nous pouvons agir est le coût relatif au vieillissement par cyclage de la 
batterie. Cette fonction utilise le ratio entre l’énergie échangée au cours d’un pas ∆t et l’énergie 
totale qui peut transiter par la batterie avant sa mise en défaut (CF partie2.2.3) : 





− 𝜂𝑐𝑕𝑎𝑟𝑔𝑒 . 𝑃𝑠𝑡





Cette fonction objectif revient finalement à maximiser l'énergie revendue au réseau, sans utiliser de 
manière abusive les batteries. 
Cependant, nous pouvons voir que l'équation(3.19) utilise la multiplication de deux variables 
(Pgrid[k]et CF[k]), ce qui n'est pas acceptable en formulation MILP car l'expression n'est pas linéaire. 
Nous avons donc reformulé la fonction objectif pour qu'elle devienne linéaire en exprimant le gain 
comme le Gain total potentiel moins les différents coûts associés à la gestion du système : 
 
𝑚𝑎𝑥 𝐺𝑎𝑖𝑛 𝑘 ;                         (3.21) 
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𝐺𝑎𝑖𝑛 𝑘 = 𝐹𝐼𝑇. 𝑃𝑝𝑟𝑜𝑑  𝑘 . 𝛥𝑡. −𝐶𝑜𝑢𝑡𝑡𝑜𝑡 𝑎𝑙  𝑘  
Nous avons montréque l'expression de maximisation du Gain(3.21) et celle de minimisation des 
couts (3.30)étaient équivalents,  en exprimant le coût total de la façon suivante : 
 
𝐶𝑜𝑢𝑡𝑇𝑜𝑡  𝑘 = 𝐶𝑜𝑢𝑡𝑒𝑥𝑐  𝑘 + 𝐶𝑜𝑢𝑡𝜂  𝐿𝑖𝐼𝑜𝑛  𝑘 + 𝐶𝑜𝑢𝑡𝑑𝑒𝑣  𝑘 + 𝐶𝑜𝑢𝑡𝑙𝑖𝑓𝑒𝑙𝑖𝑜𝑛  𝑘  (3.22) 
 
La Figure 30 illustre la source de ces différents coûts basés sur la représentation en flux d’énergie 
Figure 27 : 
 
Figure 30: Bilan des coûts basés sur la représentation en flux de puissances du micro-réseau 
Si on part du gain théorique disponible grâce à Pprod, nous pouvons associer des coûts à chaque perte 
de puissance non rémunérée. Toute énergie non rémunérée peut être vue comme un coût 
d'exploitation de la forme : 
𝐶𝑜𝑢𝑡𝑝𝑒𝑟𝑑𝑢𝑒  𝑘 = 𝐹𝐼𝑇. 𝑃𝑝𝑒𝑟𝑑𝑢𝑒 [𝑘] . 𝛥𝑡 (3.23) 
 
La constante FIT (Feed in Tarif) représente le coût de vente de l’électricité au réseau quand on 
respecte le service. Les coûts exprimés de cette façon représentent les "manques à gagner". 
 
Le premier terme du coût correspond à l’énergie en excès que nous avons défini précédemment. 
Coût excès : 
 
𝐶𝑜𝑢𝑡𝑒𝑥𝑐  𝑘 = 𝐹𝐼𝑇. 𝑃𝑒𝑥𝑐 [𝑘] . 𝛥𝑡 (3.24) 
 
La deuxième partie de la fonction coût prend en compte le rendement des différents composants de 
notre système (convertisseurs et stockeur). On considère que l’énergie dissipée constitue donc une 
perte économique compte tenu du prix de vente. 
Coût rendement : 





+ 𝑘  . 𝛥𝑡 (3.25) 
 
Enfin, nous avons introduit un coût qui correspond aux zones de CF=1 où nous ne sommes pas 
rémunérés. Nous pénalisons le fait de ne pas être rémunéré à la hauteur de l’énergie fournie au 
réseau. 
Coût déviation : 
𝐶𝑜𝑢𝑡𝑝𝑒𝑛 [𝑘] = 𝐹𝐼𝑇. 𝐶𝐹𝑃[𝑘]. 𝑃𝑝𝑟𝑜𝑑 [𝑘] . 𝛥𝑡 (3.26) 
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Remarque : L’expression correcte du coût de pénalité devrait être :  
 
𝐶𝑜𝑢𝑡𝑝𝑒𝑛 [𝑘] = 𝐹𝐼𝑇. 𝐶𝐹𝑃[𝑘]. 𝑃𝑔𝑟𝑖𝑑 [𝑘] . 𝛥𝑡 (3.27) 
 
Le contexte et la vision que nous souhaitons avoir nous encourage à pénaliser à la hauteur de Pgrid. 
Malheureusement, nous ne pouvons pas le faire dans notre cas linéaire, car ceci engendrerait la 
multiplication de 2 variables CF et Pgrid. 
Cependant, grâce aux contraintes anti décharge/recharge pendant le CF (C9,C10 
équations(3.14)(3.15)), nous avons l'égalité suivante: 
 
𝑃𝑝𝑟𝑜𝑑  𝑘 = 𝑃𝑔𝑟𝑖𝑑  𝑘   𝑠𝑖 𝐶𝐹 = 1 (3.28) 
 
Nous obtenons, par ce biais, l’équivalence des deux relations (3.26) et (3.27). 
 
Enfin, le coût de vieillissement que nous voulions prendre en compte dans l'expression du gain, peut 
être rajouté à ce bilan des "manques à gagner" 
Coût de vieillissement : 





− 𝜂𝑐𝑕𝑎𝑟𝑔𝑒 . 𝑃𝑠𝑡






La fonction coût à minimiser est donc la somme de ces différents coûts, calculés pour chaque 
échantillon temporel puis sommés. 
Fonction coût à minimiser : 





3.2 Résultats comparatifs 
 
3.2.1 Etude réalisée et adaptation des modèles 
 
Le but de cette étude est de comparer les performances de la stratégie de gestion heuristique avec la 
méthode MILP. 
La comparaison sur modèle linéaire montre que l’optimisation linéaire est plus performante que la 
méthode de gestion heuristique, ce qui n’est pas surprenant et peu intéressant dans un premier 
temps. 
Afin de réellement évaluer la méthode de gestion MILP développée, les résultats obtenus seront 
testés sur le modèle de batterie non linéaire de Tremblay-Dessaint qui est plus précis et représentatif 
de la réalité.  
Nous avons dans un premier temps réalisé des tests préliminaires sur quelques journées et les 
résultats semblaient concluants. Afin de vérifier et conforter ces résultats, nous avons voulu les 
étendre à une année. Le fait de vouloir simuler une année complète et non des journées 
indépendantes nécessite de prendre des précautions avec les modèles afin que les résultats soient 
valables. 
 
3.2.1.1 Modèle linéaire par rapport à Tremblay-Dessaint 
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Les modèles linéaires et non linéaires des stockeurs d'énergie présentés précédemment (2.2.2) sont 
différents de par leur nature, mais pas dans leur formulation. Les flux principaux (Peng, Pbat, Pgrid …) y 
représentent les mêmes grandeurs physiques et les bilans énergétiques ou économiques peuvent 
être établis de la même façon. Nous avons testé une trajectoire quelconque d’un an sur les deux 
modèles afin de vérifier si les résultats obtenus sont cohérents.  
 
La Figure 31 suivante présente les différents flux de Puissance sur une journée simulée : 
 
 
Figure 31: Flux de puissance pour les modèles linéaires et non linéaires 
Peng, Pprod, et la tolérance sont identiques par définition. Le flux Pgrid peut différer entre les modèles 
mais on peut voir sur cet exemple que la différence est très faible. En valeur moyenne sur l’année, 
l’erreur quadratique sur Pgrid vaut 1.4%. 
 
La Figure 32 permet d’observer les SOC de batterie sur les deux différents modèles. 
 
Figure 32: State of Charge (J 348) 
Cette figure montre que même si les modèles sont légèrement différents, les saturations permettent 
qu’ils se recalent au cours de la journée : A chaque fois que les batteries atteignent 30% ou 90% de 
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SOC les deux modèles redeviennent équivalents. Cela est confirmé sur les données annuelles : la 
différence reste suffisamment faible (2,7% d’erreur quadratique moyenne) pour qu’on puisse 
espérer exploiter les résultats obtenus par la programmation linéaire sur un modèle non linéaire. 
3.2.1.2 Adaptation des modèles 
 
La stratégie heuristique permet de simuler le système sur un temps très long sans discontinuité. 
L'algorithme n'a besoin que des données et des états de l'instant présent (SOC[k], Pprod[k]). Nous 
pouvons donc lancer une simulation où les journées s’enchainent les unes après les autres sur toute 
l’année et la gestion s’effectue pas à pas en regard à l’engagement pris.  
Pour l’optimisation linéaire, on ne calcule la trajectoire optimale que pour une journée (Ninstants sur 
24h). Nous pourrions augmenter le nombre de journées simulées à quelques jours, mais l'algorithme 
prenant en compte l'intégralité de la trajectoire, le temps de calcul exploserait vite. 
Pour assurer l’enchainement des journées sans discontinuité du SOC, la contrainte (C8) assure que le 
SOC de fin de journée soit égal à celui de début de journée. De cette façon, nous sommes sûrs d’avoir 
des journées indépendantes et une simulation qui garde un sens physique sur l’année en assurant la 
continuité du SOC.  
 
Une fois la trajectoire optimisée par l’algorithme MILP sur le modèle linéaire, puis simulée sur le 
modèle non linéaire, le SOCfin du modèle non linéaire sera légèrement différent (3,5% d’erreur 
moyenne quadratique sur l’année) de la valeur initiale SOCinit. Cela crée une légère erreur dans le 
bilan énergétique/économique que nous avons donc décidé de compenser en rajoutant un coût 
relatif à l’écart en SOC : 
 
𝐺𝑎𝑖𝑛𝑆𝑂𝐶 = 𝐹𝐼𝑇 𝑆𝑂𝐶𝑓𝑖𝑛 − 𝑆𝑂𝐶𝑖𝑛𝑖𝑡  . 𝐸𝑏𝑎𝑡  𝑡𝑜𝑡  (3.31) 
 
Ce Gain est relatif, ainsi un SOCfin>SOCinit entraine un gain positif et donc une réduction des coûts de 
la journée, inversement si SOCfin<SOCinit. Le fait que la simulation soit une succession de journées où 
l’on réinitialise le SOCinit à la valeur souhaitée à chaque journée évite au modèle de diverger. 
 
3.2.1.3 Moyens de simulation 
 
Comme expliqué précédemment, le but de cette étude est de confronter une méthode heuristique 
de gestion à une méthode d’optimisation linéaire. Mais afin de s’assurer que les résultats trouvés 
grâce à la programmation linéaire ne sont pas valables uniquement sur des modèles linéaires, nous 
avons testés les trajectoires obtenues sur le modèle non linéaire de stockeur d'énergie de Tremblay 
Dessaint. Cela a nécessité de jongler entre différents logiciels de programmation. 
 
L’optimisation linéaire est réalisée sous Python qui utilise Cplex pour formuler puis résoudre le 
problème du jour J. La trajectoire optimale trouvée pour la journée est ensuite stockée dans un 
fichier de résultat (Pbat[1]…Pbat[144]).  
La trajectoire totale sur l’année trouvée (Pbat[1,1]…Pbat[1,144],Pbat[2,1]…Pbat[365,144]), qui 
représente 144 ∗ 365 = 52 560 instants, est ensuite lancée sur le modèle non linéaire grâce à 
Matlab. La trajectoire obtenue avec la stratégie heuristique est elle aussi simulée sur ce modèle. Les 
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3.2.1.4 Résultats obtenus 
 
3.2.2 Comparaison des coûts 
 
Les coûts de vieillissement et rendement de la batterie étant bien inférieurs aux autres, nous avons 
choisi de les rassembler pour des raisons de visibilité : 
 
𝐶𝑜𝑢𝑡𝑠𝑡𝑜 =  𝐶𝑜𝑢𝑡𝑙𝑖𝑓𝑒𝐿𝑖𝐼𝑜𝑛  +  𝐶𝑜𝑢𝑡𝜂  𝐿𝑖𝐼𝑜𝑛  (3.32) 
La comparaison des coûts montre que l’optimisation par MILP est pertinente même sur modèle non 




Figure 33: Comparaison détaillée des coûts 
En effet, nous pouvons voir une nette amélioration du coût total (+28%) grâce à l’optimisation 
linéaire. En regardant les 2 premiers coûts (déviation et stockage), on pourrait conclure qu’il faut 
simplement utiliser plus la batterie afin d’éviter de déclencher un CF. Cependant, le fait que le coût 
de gaspillage (‘exc’) soit lui aussi nettement amélioré par rapport à l’heuristique montre qu’il ne faut 
pas seulement remplir la batterie dès que l'occasion se présente. Afin de diminuer le gaspillage il faut 
aussi que les stockeurs soient disponibles au bon moment. 
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On peut observer ce comportement en observant les trajectoires de SOC sur une journée exemple : 
 
 
Figure 34 : Comparaison SOC (J 332) 
On peut voir sur cette figure que la trajectoire MILP n’hésite pas à vider la batterie pour pouvoir lare-
remplir par la suite contrairement à la trajectoire heuristique. Ce comportement est possible car 
l’optimisation linéaire fonctionne avec a priori, offrant une marge de progression nette par rapport à 
la méthode sans a priori.  
On peut aussi observer une vérification de la cohérence du modèle linéaire ; on peut en effet noter 
que le comportement global est bien proche au plan énergétique (SOC). 
 
3.2.3 Autres indicateurs de performances 
 
Le coût est la fonction objectif utilisée pour réaliser l’optimisation MILP de la trajectoire. Il est donc 
logique que celui-ci soit amélioré même s’il est intéressant de vérifier que l’optimiseur linéaire est 
performant sur le modèle non linéaire.  
Nous avons cependant analysé d’autres indicateurs de performance, en particulier le taux moyen de 
CF annuel ainsi que le Gain. Le tableau suivant récapitule des résultats obtenus lors de simulations 












𝑉𝑎𝑙𝑒𝑢𝑟 𝐻 − 𝑉𝑎𝑙𝑒𝑢𝑟 𝑀𝐼𝐿𝑃
𝑉𝑎𝑙𝑒𝑢𝑟 𝐻
 
 Gain  4019.1 k€  4135,5 k€ 2,90% 
  Coût 534.6 k€ 418,2 k€ 22,30% 
        Différence 
  CF 8.32% 5,78% 2,54% 
 Tableau 7: Indicateurs de performance: Gain, coût, CF 
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On peut tout de suite noter que la diminution relative sur le coût est d’environ -22%, ce qui est loin 
d’être négligeable. La progression relative du gain n’est en revanche que de 2.53%, ce qui représente 
tout de même une progression de 100 k€ sur un an pour seulement 4 éoliennes. 
On peut aussi noter une progression sur le CF, tout en remarquant que cette progression n’est pas 
sur tous les pas de temps de calculs. L’optimiseur préfère dans certains cas déclencher un CF que la 
stratégie heuristique n’aurait pas déclenché, ceci afin de minimiser le coût global. Cela est possible 
car la pénalité est pondérée à hauteur Pgrid : un CF a donc d’autant moins de poids que l’injection au 
réseau est faible et vice versa. 
Les résultats présentés se basent sur de nombreuses hypothèses : la cohérence entre les modèles 
linéaires/ non linéaires, l'impact de la contrainte de SOC, l'indépendance des journées entre elles... 
Nous allons maintenant présenter certaines études annexes qui ont été réalisées afin de vérifier nos 
hypothèses. 
 
3.3 Vérification de la pertinence de la comparaison réalisée 
 
3.3.1 Cohérence modèles linéaire/non-linéaire 
 
Notre étude a permis de montrer que des consignes optimisées à partir d'un modèle linéaire 
pouvaient être implémentées sur un modèle non linéaire plus complexe. Afin de vérifier la cohérence 
de notre démarche, nous avons lancé la trajectoire linéairement optimisée sur les 2 modèles, linéaire 
et non linéaire. Nous voulons vérifier que le comportement des 2 simulations est presque le même 
que ce soit sur des flux internes à la simulation ou sur des indicateurs de performances extraits de la 
simulation.  
 
Nous avons effectué un calcul d’erreur moyenne quadratique sur chaque pas du signal sur une année 
complète (52 560 échantillons). 
 





Coût total  22,23% 
  Différence relative 
Coût total final 6,81% 
  Différence 
CF moyen 0,52% 
Tableau 8: Erreur quadratique moyenne annuelle entre les modèles linéaires et non-linéaires 
On notera que l’erreur est, à chaque fois, en défaveur du modèle non linéaire qui simule un système 
moins performant que sur le modèle linéaire, ce qui est cohérent car la trajectoire est optimisée sur 
le modèle linéaire. 
On peut voir que l’erreur sur la contrainte de SOCfin est faible : on peut donc considérer que la 
contrainte est, malgré les écarts de modèles, respectée. Notre correction grâce au Gain SOCfin est en 
accord avec l’étude, et permet de rattraper de légères erreurs de modèle sans cacher un 
changement de comportement du système. 
Par ailleurs, on peut voir une erreur sur le CF plutôt importante lorsque l’on regarde l’erreur 
quadratique moyenne (7%).  
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Il est normal d’avoir des différences entre ces deux modèles qui sont loin d’être identiques. On 
pourra tout de même noter la cohérence physique, ainsi que la capacité de l’optimisation linéaire à 
obtenir de meilleures performances sur le modèle non linéaire malgré ces écarts de modèle. 
 
Nous avons effectué une comparaison jour par jour des différents indicateurs. Cela nous a permis de 
cibler puis extraire les journées où les écarts étaient maximaux afin de les étudier. 
 
3.3.2 Comparaison jour par jour 
 
Sur l’ensemble des 365 journées simulées sur l’année, certaines sont plus sujettes à créer des écarts 
que d’autres. Les 3 journées suivantes sont des journées critiques en termes d’écarts de modèles. 
Nous allons pouvoir identifier les sources de ces écarts en observant, comme précédemment, les 
courbes de SOC ainsi que les flux d’énergie. 
 
Figure 35: Comparaison entre modèle linéaire et non linéaire J136 
a) SOC en fonction du temps. b) Puissance en fonction du temps 
Nous pouvons voir qu’à l’état initial, les conditions sont identiques pour les deux modèles. Lorsque 
l’on se rapproche trop près des saturations avec une forte puissance (premier encadré rouge Figure 
35), un écart se créé. Il est causé par une forte augmentation de SOC sur un échantillon de temps, 
dans une zone proche de la saturation haute du stockeur d'énergie où les deux modèles diffèrent 
plus qu'ailleurs. Cet écart est ensuite conservé jusqu’à ce que les modèles aillent buter dans une 
autre saturation (deuxième encadré rouge Figure 35). Nous pouvons voir les résultats sur les coûts 
journaliers dans le tableau suivant : 
J 136 Coût sto Coût exc Coût dev Coût tot 
Linéaire 822 € 121 € 284 € 1 228 € 
Non linéaire 843 € 84 € 1 153 € 2 081 € 
différence -21 € 37 € -869 € -853 € 
Tableau 9: Coûts journaliers modèle linéaire et modèle non linéaire, J 136 
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Les coûts de stockage et dus à l’excès de puissance (exc) sont très proches. L’écart se situe sur le coût 
de déviation (en deçà de la bande de tolérance). En effet, de légers écarts de SOC peuvent, dans une 
situation de sous production (encadré bleu Figure 35), entrainer un CF sur un modèle et non sur 
l’autre. Cela a bien évidemment des conséquences importantes sur le coût de déviation.  
 
Le comportement des modèles est similaire durant les deux journées suivantes : 
 
Figure 36: Comparaison entre modèle linéaire et non linéaire J66  
a)SOC en fonction du temps. b)Puissance en fonction du temps 
J 66 Coût sto Coût exc Coût dev Coût tot 
Linéaire 438 € 2 246 € 1 003 € 3 688 € 
Non linéaire 478 € 2 239 € 1 458 € 4 174 € 
différence -40 € 8 € -455 € -486 € 
Tableau 10: Coûts journaliers modèle linéaire et modèle non linéaire, J 66 
On peut observer le même phénomène sur cette journée. Un léger écart de SOC se créé. Cette 
différence implique un CF pour le modèle non linéaire sur 1 ou 2 échantillons de temps ou le modèle 
linéaire n'est pas en défaut. La différence de coût est donc principalement causée par une différence 
de coût de déviation à l'engagement. L'écart de SOC est ensuite effacé sur une saturation du stockeur 
d'énergie. 
 




Figure 37:Figure 38: Comparaison entre modèle linéaire et non linéaire J184  
a) SOC en fonction du temps. b) Puissance en fonction du temps 
J 184 Coût sto Coût exc Coût dev Coût tot 
Linéaire 471 € 0 € 3 749 € 4 220 € 
Non linéaire 500 € 0 € 4 298 € 4 798 € 
différence -29 € 0 € -549 € -579 € 
Tableau 11: Coûts journalier modèle linéaire et non linéaire, J 184 
Cette troisième journée type montre le même comportement. On pourra remarquer que la 
correction de l'écart de SOC s'effectue sur la saturation basse sur ces 3 journées typiques. Cela est dû 
au fait que ce sont des journées de sous production globale sur l'ensemble de la journée, 
moy(Pprod) < moy(Peng). Ce sont ces journées qui génèrent le plus d'écart entre les modèles et donc 
celles qui sont ressorties pour cette étude. Nous avons toutefois pu observer que les modèles 
pouvaient se réaligner grâce aux saturations haute et basse.  
 
Pour une même trajectoire d'entrée, les modèles linéaires et non linéaires donnent des résultats 
similaires. Les résultats ont montré que, non seulement les indicateurs de performances sont 
proches, mais les différents flux internes à la simulation le sont aussi. Cela nous conforte dans 
l'utilisation du MILP. 
 
3.3.3 Vérification de l’impact de la contrainte SOCinit=SOCfin 
 
Jusqu’à maintenant, nous avions choisi arbitrairement de fixer la contrainte SOCinit=SOCfin à 50% : 
nous allons voir quel est l’impact de ce choix sur les performances de la gestion. 
La contrainte (C8, 3.13) imposée sur le SOCfinest une contrainte forte que nous avons dû rajouter afin 
d’assurer la cohérence physique du modèle par la continuité du SOC. Nous avions pris comme 
hypothèse que cette la valeur fixée pour le maintien du SOC influait peu car l’énergie totale présente 
dans la batterie est faible devant l’énergie totale transitant par notre système sur une journée. Pour 
vérifier cette hypothèse, nous avons réalisé différentes optimisations sur l’année (somme de 365 
journées) pour différentes valeurs de cette contrainte.   
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Les résultats obtenus sont résumés dans le tableau suivant : 
 
SOCinit 30% 40% 50% 60% 70% 80% 90% 
Coûttot (k€) 453 439 432 430 426 427 432 
Coûtsto (k€) 127 127 127 127 126 128 127 
Coûtdev (k€) 161 148 142 140 135 135 138 
Coûtexc 164 163 163 163 164 165 166 
Gain (k€) 4100 4114 4120 4124 4127 4126 4122 
CF (%) 6,73 6,29 6,09 5,97 5,82 5,79 5,89 
Tableau 12: Influence de la constante SOCinit 
On rappellera que 30 et 90% sont les valeurs de butée fixées sur le SOC batterie pour préserver la 
durée de vie de celle-ci. Nous remarquons grâce à ce comparatif que la valeur imposée pour SOCinit et 
SOCfin influe peu. Lorsque l’on fixe cette valeur au minimum (30%), on peut noter une augmentation 
du coût de déviation. Cela est logique car, chaque jour ou nous serons en sous production en début 
de journée, nous n’aurons pas de réserve pour éviter un CF. Inversement, lorsque la contrainte est 
fixée sur la valeur maximale c’est le coût excès qui augmente car nous ne pourrons pas absorber de 
surproduction en début de journée.  
En dehors des cas extrêmes le comportement de notre système reste très similaire que ce soit en 
termes de CF ou de Coût.  
 
Nous avons pu utiliser ces différents jeux de données afin d'extraire les SOC moyens annuels. Nous 
avons rajouté le SOC moyen de la stratégie heuristique comme élément de comparaison : 
 
SOCinit 30% 40% 50% 60% 70% 80% 90% H 
SOC moyen (%) 46,25 50,34 54,84 59,59 64,11 68,3 72,04 73,67 
Tableau 13: SOC moyen annuels pour différents SOCinit 
On pourra noter que le SOC moyen est supérieur à la valeur imposée en début de journée, tant que 
SOCinit reste inférieur à 60% et inversement au-delà. 
De la même façon, le SOC moyen pour la stratégie heuristique est relativement haut (>70%) : La 
batterie est peu cyclée et remplie dès que possible pour pouvoir s'en servir si nécessaire afin d’éviter 
un CF. Cette constatation correspond à l’analyse sur les coûts que nous avons pu faire jusqu'à 
présent : l’heuristique génère un Coûtsto plus faible, et un Coûtexcplus élevé que la MILP. 
 
Nous pouvons globalement assurer que la contrainte SOCinit=SOCfin fixée à 50% est cohérente et ne 
change pas le comportement de notre système. Nous allons maintenant vérifier l'impact de l'ordre 
de l'enchainement des jours sur notre simulation. 
3.3.4 Comparaison de différents Mix journaliers 
 
L’optimisation linéaire est réalisée sur chacune des journées de l’année et les résultats sont ensuite 
concaténés. Pour utiliser cette méthode, nous avions pris comme hypothèse que les journées étaient 
relativement indépendantes entre elles et que leur enchainement importait peu sur le résultat 
global.  
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Pour tester cette hypothèse, nous avons choisi de comparer divers "Mix" de successions de journées 
sur l’année, à partir de données disponibles. Nous avons ensuite joué ces différents scénarios avec la 
stratégie heuristique (qui enchaine les journées de façon non indépendantes), comme nous pouvons 
le voir sur la figure suivante : 
 
 
Figure 39: Présentation des différents "Mix" annuels 
Ainsi, le Mix 0 correspond aux données que nous avions avec les journées s'enchainant dans l'ordre 
initial. Le Mix 1 est une année qui commence avec le jour 8, etc… Nous ferons référence à une 
journée par sa place d’origine dans le Mix 0. Nous pourrons donc comparer la journée 1 dans les 3 
mix. Lorsqu’elle est jouée en 1ère position, en 137ème (Mix 1) ou en 47ème (Mix2).  
Il est important de noter que si l’on cherche à analyser et comparer les résultats sur une journée, la 
seule donnée qui va changer entre les différents Mix sera le SOCinit. 
 
Au final, pour chaque mix, les résultats sont quasiment similaires. Pour 85% des jours, la différence 
de gain est inférieure à quelques dizaines d'euros. Pour certains jours cependant, la différence peut 





Mix 0 Mix 1 Mix 2 
Coûts (k€) 534,6 528,2 533,4 
Tableau 14: Coût totaux sur l’année des Mix 0, Mix1 et Mix2 
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Nous allons extraire une des journées où l’écart est maximal afin d’identifier d’où viennent ces 
différences. 
 
Figure 40: Comparaison entreMix 0 et  Mix1: J90a) SOC en fonction du temps. b)Puissance en fonction du temps 
On peut voir l’influence du SOC initial sur cette journée, étant dans deux cas extrêmes ou l’une des 
batteries est au SOCmin alors que l’autre est quasiment au SOCmax au début de la journée. De plus, sur 
le début de journée nous avons une erreur de prévision de type sous-production qui entraine des CF. 
dès le démarrage, en particulier pour la journée démarrant batterie vide. Cela se ressent tout de 
suite dans le tableau des coûts correspondants : 
 
J 90 Coût sto Coût exc Coût dev Coût tot 
Heuristique mix 0 242 € 0 € 2 097 € 2 340 € 
Heuristique mix1 164 € 0 € 2 933 € 3 098 € 
différence 78 € 0 € -836 € -758 € 
Tableau 15: Comparaison entreT4 Mix 0 et T4 Mix1, J90 
La journée étant globalement de type de « sous production », les conditions initiales permettent, 
dans le Mix 0 d’empêcher les CF du début de journée, ceci étant impossible dans l’autre cas non, ce 
qui impacte directement le coût de déviation et donc le coût total de la journée. 
Cependant, non seulement le nombre de journées ou l'écart est important est faible, mais ces 
erreurs ont autant de chance de se compenser selon les cas de sur ou sous production. Si une 
journée est plus favorable à un Mix, il y a des chances pour que la journée suivante soit plus 
favorable à un autre Mix.  
L'ensemble des résultats sur l'étude des différents Mix montre ainsi que notre hypothèse de journées 
indépendantes était cohérente avec les données étudiées, ce qui place l’heuristique dans des 
conditions qui ne sont plus comparables à la programmation linéaire qui, rappelons-le, assure le 
maintien du SOC en fin de journée.  
 
Nous allons maintenant utiliser les différents résultats obtenus pour tenter d'améliorer les 
performances de notre gestion heuristique et tirant bénéfice de l’expérience acquise grâce à 
l’optimisation linéaire.  
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3.4 Amélioration de la stratégie heuristique 
 
3.4.1 Stratégie heuristique H2 
 
Nous allons tenter de créer une stratégie heuristique, sans a priori, mais qui se rapproche du 
comportement de la stratégie optimale en se basant sur l’observation du comportement de cette 
dernière. Pour rappel, l’heuristique précédente dite, ‘heuristique H1’ avait pour principe : 
 
 
Figure 41: Rappel Stratégie heuristique H1 
La stratégie heuristique définit différentes cible Pcible pour la puissance à transférer vers le réseau en 
fonction d'où se situe Pprod par rapport à l'engagement. En cas de sous production, ce Pcible est atteint 
si le stockeur d'énergie permet de combler la différence avec Pprod tandis que la cible est atteinte 
dans tous les cas de surproduction, soit en chargeant la batterie soit en dégradant la production en 
MPPT. Nous utiliserons le même principe de fonctionnement pour la stratégie heuristique H2. 
3.4.1.1 Stratégie heuristique H2« optimisée » 
 
Nous avons observé que la trajectoire optimale suivie par la méthode MILP utilisait plus souvent la 
batterie que la stratégie heuristique. Le comportement en dehors de la bande de tolérance reste 
quasi inchangé : la gestion tente de rentrer dans la bande en gaspillant le moins d'énergie possible. 
En revanche les stratégies se distinguent dans la bande de tolérance. 
Nous allons donc tenter de modifier le comportement dans la bande de tolérance en distinguant si 
nous sommes dans la partie supérieure ou inférieure de celle-ci comme cela était déjà fait pour 
l’heuristique H1. Les modifications apportées sont fondées sur les analyses et constats suivants : 
- Nous avons donc voulu vérifier l’impact du seuil de SOC (Seuil1=60% pour l’heuristique H1) 
pour le comportement dans la partie supérieure de la bande de tolérance : nous ferons donc 
des tests en modifiant cette valeur.  
- Nous avons rajouté une condition similaire dans la partie inférieure de la bande de tolérance, 
le Seuil2 étant un second paramètre à optimiser.  
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La stratégie heuristique H2 part donc sur les bases suivantes : 
 
 
Figure 42: Tests Stratégie heuristique H2 
Les seuils Seuil1 et Seuil2 restent toujours à déterminer. Nous avons quantifié l’impact des seuils sur 
3 indicateurs : 
 - le coût total défini précédemment 
 - le pourcentage de CF sur l’année 
 - le pourcentage de puissance moyenne gaspillée sur la puissance produite.  
Les 2 derniers indicateurs donnent la même information que les Coûtsdev et Coûtexc définis 
précédemment en étant un peu plus proche de la réalité physique du problème.  
Nous avons donc fait une série de tests consécutifs sur une année, dont voici quelques extraits. Les 
tests ont été effectuées sur une année entière de simulation : dans un premier temps avec le Mix 0, 
puis les Mix 1 et 2 ont été utilisés pour valider les résultats obtenus. Nous avons rajouté les résultats 












60% 90% 529,8 6,60% 5,47% 
 
 
60% 80% 521 6,71% 5,32% 
 
 
60% 70% 516,6 6,89% 5,18% 
 
 
60% 60% 514,835 7,08% 5,08% 
 
 
60% 50% 514,799 7,18% 5,06% 
 
 
60% 40% 517,5 7,38% 5,03% 
 
 
60% 30% 534,6 8,32% 4,98% → Heuristique H1 
   
418,151 5,78% 2,40% MILP 
 
Tableau 16: Tests de Seuil2 sur Stratégie heuristique H2 
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Dans un premier temps, nous avons fixé Seuil1 à la valeur utilisée par la stratégie heuristique H1, puis 
fait varier Seuil2. Nous rappelons que les saturations minimum et maximum sont :SOCmax=90% et 
SOCmin=30%. 
C'est pourquoi, pour Seuil2=30% (correspondant à la saturation min), nous retrouvons la stratégie 
heuristique H1. 
On peut observer un comportement cohérent : la diminution de la valeur de Seuil2 correspond à une 
diminution de l’utilisation de la batterie. Ce qui entraine directement une augmentation du CF car 
nous avons moins souvent la batterie chargée pour palier une éventuelle sous production. 
Cependant, cela entraine aussi une diminution de la puissance gaspillée. En effet, la batterie étant 
moins souvent utilisée, elle est plus souvent capable d’encaisser les surproductions (au-delà de la 
bande de tolérance). 
Tout repose donc sur le fait de trouver un compromis entre ces deux indicateurs, maximisant le coût 
total. Nous fixons donc, dans un premier temps, Seuil2 à 50% qui est la valeur pour laquelle le 
meilleur coût total est trouvé. 
 
Après avoir déterminé une première valeur de Seuil2, nous avons voulu vérifier l’impact de Seuil1 : 
 
Seuil 1 Seuil 2 Coûttot (k€) CF 
Puissance 
gaspillée 
90% 50% 526,7 6,92% 5,39% 
80% 50% 521,1 6,98% 5,27% 
70% 50% 518,3 7,08% 5,16% 
60% 50% 514,8 7,18% 5,06% 
50% 50% 513 7,33% 4,96% 
40% 50% 511,9 7,34% 4,94% 
30% 50% 511,3 7,37% 4,93% 
Tableau 17: Tests à Seuil1 variable pour la stratégie heuristique H2 
Ce résultat montre que la condition Seuil1 n’a plus lieu d’être. Le meilleur résultat est obtenu pour 
une valeur de seuil égale à la saturation basse de SOC. La batterie n'est donc jamais utilisée dans la 
partie supérieure de la bande. Cela peut sembler surprenant dans un premier temps, étant donné 
que c’était sur ce seuil que notre stratégie la plus performante était basée jusqu'à présent. Nous 
avons voulu vérifier la robustesse de notre stratégie en la testant sur les différents Mix présentés 
dans la partie précédente. Nous avons continué à faire varier Seuil2en ayant enlevé Seuil1. 
 
3.4.1.2 Tests du seuil 2 de la stratégie heuristique H2 sur les différents Mix 
 
A partir de maintenant la gestion n'utilise plus la batterie dans la partie supérieure de la bande de 
tolérance. Nous allons donc faire varier le Seuil2. Nous effectuerons ces tests sur les 3 Mix présentés 
précédemment.  
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Les résultats de la stratégie ‘heuristique H2’ pour le Mix 0 en fonction du Seuil2 sont les suivants : 
 
Mix 0 







 90% 526,5 6,65% 5,42% 
 80% 517,6 6,75% 5,27% 
 70% 513,4 6,93% 5,12% 
 60% 510,6 7,10% 5,02% 
 50% 511,3 7,37% 4,93% 
 40% 512,9 7,72% 4,84% 
 30% 541,6 9,36% 4,73% 
 
 
534,6 8,32% 4,98% →Heuristique H1 
 
418,151 5,78% 2,40% → MILP 
Tableau 18: Tests de Seuil2 pour la stratégie heuristique H2 Mix 0 
Tout comme lors des tests effectués précédemment sur la stratégie qui utilisait Seuil1 et Seuil2, il 
apparait que le Seuil2 joue un rôle opposé pour le CF moyen et la puissance gaspillée moyenne. Plus 
Seuil2 est bas, plus le taux de CF est élevé, et le pourcentage de puissance gaspillée faible. 
Inversement, un Seuil2 élevé entraine un taux de CF bas pour une puissance gaspillée élevée. En 
effet, un seuil plus bas revient à remplir moins souvent la batterie. Cela entraine moins de réserve 
disponible pour pallier aux sous-productions mais plus de réserves pour pallier aux surproductions. 
Le Coût total devient une indication du compromis entre CF et puissance gaspillée. La meilleure 
solution est obtenue pour Seuil2=60%. 
Les résultats de la stratégie heuristique H2 pour le Mix1 en fonction du Seuil2 sont les suivants : 
 
Mix 1 







 90% 526 6,45% 5,40% 
 80% 517,5 6,55% 5,25% 
 70% 512,3 6,72% 5,09% 
 60% 508,1 6,86% 4,97% 
 50% 506,5 7,12% 4,86% 
 40% 506,6 7,48% 4,76% 
 30% 533,4 9,13% 4,62% 
 
 
528,2 8,05% 4,92% →Heuristique H1 
 
418,151 5,78% 2,40% → MILP 
Tableau 19: Tests de Seuil2 pour la stratégie heuristique H2 Mix 0 
L'impact de Seuil2 sur les différents indicateurs est le même sur le Mix 1. De la même façon, un 
compromis optimal est trouvé pour Seuil2=50%.  
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Les résultats de la stratégie heuristique H2 pour le Mix2 en fonction du Seuil2 sont les suivants : 
 
Mix 2 







90% 526,4 6,45% 5,40% 
80% 517,6 6,54% 5,25% 
70% 512,3 6,71% 5,10% 
60% 508,8 6,87% 4,99% 
50% 507 7,12% 4,88% 
40% 508,2 7,55% 4,78% 
30% 534,9 9,20% 4,65% 
 
533,4 8,18% 4,95% 
 
418,151 5,78% 2,40% 
Tableau 20:Tests de Seuil2 pour la stratégie heuristique H2 Mix 2 
L'impact de Seuil2 sur les différents indicateurs est le même sur le Mix2. De la même façon, un 
compromis optimal est trouvé pour Seuil2=50%. 
Ces résultats sur les différents Mix confirment les résultats obtenus sur le Mix 0. La meilleure 
stratégie n’utilise pas la condition sur Seuil1 et est pour Seuil2=50%. On peut voir qu’un résultat 
meilleur est obtenu sur le Mix 0 avec 60%, mais de très peu et nous favoriserons la robustesse de 
notre solution aux vues des résultats sur les autres Mix.  
 
Nous avons donc réussi par quelques itérations successives sur les seuils à opter pour la stratégie 
heuristique H2 suivante : 
 
Figure 43: Stratégie heuristique H2 
 
Nous allons maintenant comparer cette stratégie heuristique H2 avec les autres trajectoires 
obtenues auparavant afin d'analyser et comprendre ce qui la rend plus performante que la stratégie 
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3.4.2 Comparaison jour par jour entre heuristique H1et H2 
 
L’analyse des résultats comparatifs journaliers montre que la stratégie heuristique H1 est plus 
performante que la stratégie H2 seulement 2 jours dans l’année. Sur 283 autres jours la stratégie 
H2est supérieure à la stratégie H1. L’amélioration n’est pas énorme, mais nous avons amélioré le 
comportement global de la gestion de manière robuste. Nous allons analyser certaines journées 
types afin d’identifier plus précisément la source de ces écarts.  
 
Nous avons tracé les courbes correspondant à la stratégie heuristique H1, la stratégie heuristique H2 
ainsi que l’optimisation MILP comme éléments de comparaison : 
 
 
Figure 44: Comparaison des flux de puissance entre les stratégies H1 et H2, J 124* 
a)SOC en fonction du temps. b)Puissance en fonction du temps 
Nous avons choisi d'afficher le SOC de la stratégie MILP. Cependant, pour des soucis de lisibilité sur la 
figure, nous n'avons pas affiché le flux Pgrid de la stratégie MILP. 
On peut tout de suite remarquer que la stratégie H2 se comporte comme l’optimisation linéaire sur 
certaines zones contrairement à la stratégie H1. Nous avons volontairement choisi un exemple ou la 
stratégie H2 commence avec un SOC inférieur à celui de la stratégie H1 pour que la différence soit en 
faveur de la stratégie H1 (le SOC initial étant dépendant des journées précédentes pour les stratégies 
heuristiques). Les coûts correspondants sont les suivants : 
 
J 124 Coûtsto Coûtwas Coûtdev Coûttot 
Stratégie H1 509 € 4 € 2 415 € 2 929 € 
Stratégie H2 694 € 4 € 1 470 € 2 169 € 
MILP 486 € 4 € 1 064 € 1 554 € 
Tableau 21: Comparaison des coûts entre les stratégies H1,H2 et MILP, J 124 
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On peut voir que, sur cette journée particulière, la stratégie H2 utilise plus la batterie pour réduire le 
coût de déviation, à l’instar de l’optimisation MILP. Cependant, on peut voir que l’optimisation 
linéaire parvient à réduire davantage le coût de déviation tout en réduisant le coût du stockage pour 
cette journée. Il y a donc encore de la marge de progression disponible.  
 
Nous pouvons observer des résultats similaires sur une deuxième journée type : 
 
Figure 45Comparaison des flux de puissance entre les stratégies H1 et H2, J 132  
a)SOC en fonction du temps. b)Puissance en fonction du temps 
Les coûts associés à cette journée pour les différentes stratégies sont les suivants : 
J 132 Coûtsto Coûtwas Coûtdev Coûttot 
Stratégie H1 509 € 189 € 2 073 € 2 872 € 
Stratégie H2 601 € 352 € 1 168 € 2 121 € 
MILP 701 € 310 € 267 € 1 279 € 
Tableau 22: Comparaison des coûts entre les stratégies H1,H2 et MILP, J 132 
Sur cette journée, le SOCinitest légèrement inférieur pour la stratégie H1. Cependant, nous observons 
les différences de choix dans ces stratégies. Une utilisation plus importante de la batterie entraine 
une diminution du coût de déviation, mais une augmentation du coût dû à l’excès de production, 
Coûtwas. Les deux coûts étant pondérés par des puissances de valeurs différentes : Pprodpour le Coûtdev 
mais seulement la différence entre Pprod et la bande supérieure de l'engagement pour Coûtwas. 
L'algorithme priorise donc l’empêchement des CF en contrepartie d'un petit peu plus de puissance 
gaspillée entraine une baisse significative du coût.  
 
Le comportement en dehors de la bande de tolérance étant identique pour les 2 stratégies, les 
différences entre les stratégies H1 et H2 sont basées sur une la question : faut-il recharger la batterie 
dans la partie supérieure de la bande ou dans la partie inférieure ? 
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Recharger dans la partie supérieure parait logique à premier abord. Nous rechargeons la batterie 
lorsque nous avons de la surproduction pour pouvoir utiliser ce surplus lors des sous productions 
futures. 
Cependant, recharger la batterie seulement dans la partie inférieure n'est pas aberrent non plus aux 
vues des données traitées. En effet, l’idée est ici fondée sur une hypothèse de persistance de l'erreur 
de prédiction, c'est à dire que si nous nous trouvons dans une situation de surproduction 
(respectivement de sous production), il y a de fortes chances pour que cet état continue lors des 
échantillons suivants.  
NB: nous savons que des modèles de persistances sont utilisés classiquement pour modéliser les 
prévisions météorologiques (et donc de production éolienne). C’est sur ce constat que se basait la 
notion d'autocorrélation utilisée dans lamodélisation stochastiquedes puissances produites 
Pprodprésentée au chapitre 2.Ainsi, si on part d’une hypothèse de persistance de l'erreur de prévision, 
il devient logique de ne pas recharger la batterie dans un cas de surproduction car les probabilités 
que nous restions dans cet état (voir que nous sortions de la bande de tolérance par le haut) sont 
importantes. Nous aurons donc potentiellement besoin de charge disponible dans les stockeurs 
d'énergie pour absorber l'excès qui suivra. De la même façon, en cas de sous production, il faut 
recharger ce que nous pouvons dans la batterie pour anticiper les instants futurs de sortie potentielle 
de la bande. 
Ces deux raisonnements semblent logiques même s’ils s'opposent dans l'application. Les différents 
résultats exposés dans cette partie montrent que c'est le raisonnement basé sur l'hypothèse de la 
persistance de l'erreur qui l'emporte à travers l’heuristique H2, cette dernière ayant un 
comportement plus proche du MILP. 
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3.5 Récapitulatifs des résultats et conclusion sur la gestion 
 
Nous proposons un récapitulatif comparatif des différents résultats obtenus et présentés lors de ce 
chapitre. Tous les résultats présentés, le sont sur le modèle non linéaire. 
Dans un premier temps, nous avons effectué la comparaison entre la stratégie MILP développée et la 
stratégie heuristique H1, initiale.  
 
 
MILP H1 mix 0 H1 mix 1 H1 mix 2 
Coûttot 418,151 534,6 528,2 533,4 
Différence relative 27,80% 26,30% 27,60% 
Tableau 23: Comparaison du total Coûttot entre les stratégies MILP et H1 pour les différents mix journaliers 
Nous avons montré qu’une méthode d’optimisation par programmation linéaire permettait d’obtenir 
des résultats intéressants même lorsque ceux-ci sont éprouvés sur un modèle non linéaire.  
Nous avons ensuite montré que l’enchainement des journées dans l’année (Mix) impactait très peu 
et que la méthode d’optimisation linéaire journée par journée, avec maintien du SOC final, était 
pertinente. Nous obtenons plus de 25% d’améliorations des coûts quel que soit le Mix comparé.  
Nous avons ensuite tenté d'améliorer la stratégie heuristique en nous basant sur les enseignements 
de l'analyse de la stratégie MILP: 
 
Mix 0 Coûttot (keuros) CF 
Puissance 
gaspillée 
H1 534,6 8,32% 4,98% 
H2 511,3 7,37% 4,93% 
différence relative 4,60% 
  
Mix 1 Coûttot (k euros) CF 
Puissance 
gaspillée 
H1 528,2 8,05% 4,92% 
H2 506,5 7,12% 4,86% 
différence relative 4,30% 
  
Mix 2 Coûttot (k euros) CF 
Puissance 
gaspillée 
H1 533,4 8,18% 4,95% 
H2 507 7,12% 4,88% 
différence relative 5,20% 
  
Tableau 24:Comparaison entre les stratégies H1 et H2 pour les différents mix journaliers 
La stratégie H2 trouvée est plus performante que la stratégie H1 d’environ 5% sur tous les Mix. La 
nouvelle stratégie est plus performante à la fois pour le taux de CF et le taux de puissance gaspillée. 
La stratégie H2 tend à plus utiliser la batterie que la stratégie H1 pour répondre aux services 
systèmes, tout comme la stratégie MILP. 




MILP  H2 mix 0  H2 mix 1 H2 mix 2 
Coûts 418,151 511,3 506,5 507 
Différence relative  22,30% 21,10% 21,20% 
Tableau 25:Comparaison du Coûttot entre les stratégies MILP et H2 pour les différents mix journaliers 
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Lorsque l’on compare la stratégie H2 à la trajectoire MILP, on se rend compte qu’il reste encore une 
marge de progression importante à combler. Une méthode d’optimisation en temps réel basée sur 
des prévisions courte durée est à envisager si on veut combler cet écart. Nous avons montré que 
l’utilisation d’un modèle linéaire est possible pour ce type de problèmes. 
 
Jusqu'à présent, nous avons résolu des problèmes où l'engagement était considéré comme une 
donnée d'entrée du problème. En particulier dans le cas présent, celui-ci était fixé à la prévision de 
puissance à J-1. Nous allons maintenant utiliser ces travaux préliminaires afin d'étudier l'impact de 
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4 Engagement de production robuste 
 
Après avoir élaboré des méthodes de gestion robustes (au jour J) de stockeurs d’énergie couplées à 
des ENR, cette dernière partie d’étude s’intéressé à la puissance d’engagement fixée à J-1. Jusqu’ici, 
cette grandeur n’était pas considérée comme une variable de décision mais était fixée à la prévision 
de production du lendemain (Peng=Pprev,) ce qui est la démarche généralement adoptée : cette 
solution est qualifiée de « triviale ».  
La modification de l’engagement a pour but de permettre une approche plus robusteque la solution 
triviale utilisée auparavant, donc plus rentable pour le producteur d’électricité. 
 
Les différentes études précédentes ont permis de montrer que l’utilisation d’un modèle linéaire était 
possible. Les résultats obtenus à l’aide de tels modèles sont transposables sur des modèles non 
linéaires plus complexes si les précautions nécessaires ont été prises. Dans ce chapitre, afin de 
s’affranchir du temps de simulation/analyse supplémentaire sur les modèles non linéaires, les études 
ont été seulement réalisées sur les modèles linéaires. 
 
L’importance de jouer sur la variable Peng est d’autant plus forte dans la mesure où la tarification de 
l’énergie fournie au réseauvarierait au cours de la journée. C’est par exemple le cas pour un appel 
d’offre de la CRE du 16 décembre 2016 pour les réseaux insulaires français [32]. 
 
4.1 Variation tarifaire 
 
Un contexte de tarification variable donne du sens à la recherche de trajectoire d’engagement 
différentede la prévision de production. Nous avons donc choisi de rajouter une variation tarifaire au 
cours de la journée en plus du problème d’engagement de production à J-1. 
 
Ainsi, ce contexte tarifaire superpose 2 fonctions différentes et à première vue décolérées mais 
remplies par un seul et même stockeur d’énergie: 
- Optimisation de l’engagement pour permettre le report de production sur une période à 
tarification plus avantageuse ; 
- Engagement robuste établi à J-1 facilitant le respect de cet engagement au jour J. 
 
Jusqu’à présent, les variables de gestion de la batterie permettaient de répondre au respect 
d’engagement le jour J. Nous souhaitons que l’optimisation soit maintenant orientée pour maximiser 
la balance économique en favorisant le transfert d’énergie au réseau sur les moments de plus forte 





Pour rappel, la tarification est fixée à l’avance (contrairement au prix spot), mais variable au cours de 
la journée selon le chronogramme suivant : 
 
Figure 46: Evolution du FIT au cours de la journée 
 
4.1.1 Modification de la problématique 
 
Le changement de cahier des charges, bien qu’à première vue minime, complexifie grandement la 
problématique. 
On pourrait adopter, soit une approche découplée où les deux fonctions sont remplies par des 
stockeurs totalement indépendants, soit une approche combinée : 
 
Figure 47: Approche découplée ou combinée de la problématique d’engagement multi objectif 
 
Cette distinction n’est pas relative à la séparation physique mais relève surtout d’une distinction 
fonctionnelle au niveau du système de stockage. On peut ainsi utiliser une batterie dont on alloue un 
certain % du SOC à chacun des objectifs, ou plusieurs batteries physiques dédiées à chaque objectif. 
Cela concerne la façon de gérer l’énergie disponible : 
- Dans le premier cas, une part de la capacité de stockage est réservée pour chacun des 
objectifs. Les 2 objectifs sont traités indépendamment et gèrent chacun leur réserve 
d’énergie pour l’optimiser. Dans le cas où nous avons besoin d’énergie pour répondre à 
l’objectif 1, mais que la batterie associée est vide, on s’interdit d’utiliser la batterie de 




- Dans le deuxième cas, un stockage d’énergie global est utilisé pour répondre aux 2 
problématiques en même temps. On se sert du stockeur d’énergie si celui-ci est disponible 
combinant l’objectif 1 et 2.  
On pourrait aussi imaginer une méthode mixte, avec une partie du stockage alloué à chaque objectif, 
et une partie commune aux 2 objectifs. 
 
Cependant, en regard de notre problématique, il apparait que l’un des objectifs (le respect de 
l’engagement) est plus important que l’autre (le report). En effet, afin de ne pas entrainer des 
surcout d’investissement trop élevés, les capacités de stockage d’énergie électrique sont faibles 
devant la quantité d’énergie produite. Le report d’énergie à la pointe de consommation est vu 
comme un « bonus », la rémunération principale venant de la production dans le respect de 
l’engagement à la tolérance près.  
 
Dans le cas où on utiliserait une stratégie découplée, il parait difficilement envisageable et 
économiquement justifiable de ne pas utiliser l’énergie disponible pour respecter l’engagement. 
Même dans le cas où la batterie allouée au respect de l’engagement est vide et où celle pour le 
report est pleine,le choix de l’engagement et la gestion de la batterie ne peuvent pas être considérés 
comme deux variables utilisées pour répondre à deux objectifs indépendants. 
 
On peut donc envisager d’utiliser une stratégie de planification découplée à J-1 : se restreindre à 
n’utiliser qu’une partie des stockeurs pour optimiser chacun des objectifs en prévision. Mais le jour J, 
il sera préférable d’utiliser toute la batterie de manière combinée pour remplir les 2 objectifs.  
En effet, en considérant des cas extrêmes, nous pouvons mettre ce phénomène en avant : pour une 
même journée, si on suppose que : 
- Un engagement bas est pris (par rapport à la production effective de la journée) : il n’y aura 
pas (peu) de CF et la stratégie de gestion devra surtout se servir du système de stockage afin 
de diminuer au maximum l’énergie gaspillée par bridage des sources renouvelables 
(curtailment), et ce tout au long de la journée. 
- Un engagement haut est pris (par rapport à la production effective de la journée) :Il y aura 
beaucoup de CF car cela sera difficile de rentrer dans la bande et la batterie sera surtout 
utilisée pour réduire le temps passé en CF. 
 
Dans les 2 cas, si l’engagement pris est trop loin de la production réelle, une grande partie de la 
capacité batterie sera utilisée pour respecter l’engagement et ne pourra pas être utilisée pour 
assurer le report de production afin de vendre plus d’énergie au tarif plus élevé. 
Inversement, si l’engagement est proche de la production effective, la batterie n’aura pas besoin 
d’être utilisée pour assurer le respect de l’engagement. On pourra donc utiliser la majeure partie du 
stockeur d’énergie pour assurer le report de production. 
 
La gestion seule permet de traiter les deux objectifs. Cependant, la variable d’engagement permet un 
degré de liberté supplémentaire s’ajoutant au gestionnaire pour remplir au mieux les deux fonctions.  
 
Nous allons voir que cette légère modification de contexte va nécessiter de changer la formulation 
du problème MILP utilisé. En effet, à partir du moment où l’énergie n’a pas un prix fixe et que la 
rémunération dépend du temps, l’équivalence de fonction objectif entre les fonctions Gain et Cout 






4.1.2 Modification de la fonction objectif 
 
Nous avons montré dans la partie 3.1.4, pour notre première optimisation, que nous avions une 
équivalence entre les fonctions objectifs exprimées en max(Gain) et min(Cout). La modification du 
contexte tarifaire ne permet plus cette équivalence. 
En effet, excepté le cout de vieillissement, la fonction objectif reposait sur le bilan énergétique 




Figure 48: Rappel bilan énergétique 
Minimiser les couts, revenait à maximiser l’énergie rémunérée tout en prenant en compte le cout de 
vieillissement des stockeurs d’énergie (en positifs pour les couts et en négatif pour les gains). Cette 
conversion n’est valable que si le FIT est constant tout au long de la journée. L’objectif de cette 
tarification est justement de mettre en avant un comportement ou l’on va stocker l’énergie à un 
moment de la journée puis maximiser la balance commerciale par une vente d’énergie à un autre 
moment de la journée à un tarif supérieur, les flux de pertes en charge puis décharge dans les 
stockeurs étant ainsi impactés par des FIT distincts.  
 
Nous optons donc à partir de maintenant pour une maximisation de la fonction Gain qui s’exprime 
de la façon suivante pour chaque échantillon temporel de la journée : 
 
𝐺𝑎𝑖𝑛 𝑘 = ∆𝑡 ∗ 𝐹𝐼𝑇[𝑘](𝑃𝑔𝑟𝑖𝑑 𝑘  –𝐶𝐹𝑃 ∗ 𝑃𝑝𝑟𝑜𝑑 𝑘 )





− 𝜂𝑐𝑕𝑎𝑟𝑔𝑒 . 𝑃𝑠𝑡





Avec le premier terme qui correspond au gain pur et le deuxième à la prise en compte du 
vieillissement des stockeurs d’énergie. Les mêmes techniques qu’au 3.1.4.3 sont employées pour 
formuler le gain pur de manière adaptée au formalisme MILP. La fonction objectif qui en découle est 
donc une maximisation du Gain à chaque instant : 
 
Max GainTotal,𝐺𝑎𝑖𝑛𝑡𝑜𝑡𝑎𝑙 =  𝐺𝑎𝑖𝑛[𝑘]𝑘  (4.2) 
 
Cette nouvelle formulation, permet d’intégrer la variation tarifaire. Afin de maximiser la fonction 
objectif, l’optimiseur va pouvoir utiliser les instants où le FIT[k] est maximal.  Cependant, cela réduira 
la sensibilité de l’indicateur utilisé pour rendre compte des performances des méthodes utilisées.  
 
A partir des modifications effectuées, nous allons maintenant détailler l’approche que nous avons 





4.2 Construction méthodologique 
 
Rajouter l’engagement comme variable de décision complexifie grandement le problème et offre 
différentes manières de le traiter. Nous allons dans un premier temps détailler les étapes de notre 
raisonnement, avec les méthodes dites « séquentielle » et « séquentielle bouclées » qui nous ont 
amené sur la solution finale employée. Ces deux premières méthodes ont été employées dans une 
démarche logique de complexification progressive de la résolution : commencer par essayer de 
découpler les problèmes afin de simplifier leurs résolutions indépendantes, pour le complexifier peu 
à peu. Nous allons donc commencer par présenter 3 approches d’optimisation de l’engagement. 
Nous réaliserons ensuite une étude comparative des résultats obtenus entre ces 3 méthodes. 
 
4.2.1 Approche séquentielle 
 
La méthode la plus simple, d’un point de vue résolution, est celle qui découple les deux 
problématiques, traitant successivement les deux problèmes d’optimisation : 
- Optimisation de l’engagement 
- Optimisation de la gestion 
 
L’optimisation de la gestion déployée au Chapitre 3sera utilisée pour la deuxième étape. La seule 
modification sera celle de la variation tarifaire. Le FIT est une constante pour l’optimisation, le fait 
que celle-ci soit variable au cours de la journée ne change en rien le problème d’optimisation. Il 
n’intervient que dans l’équation de la nouvelle fonction objectif (4.1)présentée précédemment.  
 
La méthode envisagée pour l’optimisation de l’engagement a donc été d’utiliser l’algorithme déjà 
utilisé jusqu’à présent en rajoutant l’engagement Pengcomme variable de décision.  
Dans le cas où l’ajout de cette variable est la seule modification apportée au problème, l’optimiseur 
ferait tendre Peng vers Pprod (modulo la bande de tolérance), dans la mesure où la production 
effective de la journée serait connue par l’algorithme d’optimisation. Cette solution est bien 
évidemment utopique. Ainsi, afin que ce problème ait un sens, l’optimisation de l’engagement opère 
ici à partir des données de prévision (Pprev), qui se substituent donc aux données réelles(Pprod). 
L’optimiseur va maximiser le report de production en prenant un engagement qui permet, en 
fonction des capacités de stockage, de reporter l’énergie liée à la trajectoire « Pprev ».  
L’engagement étant un degré de liberté, un tel problème d’optimisation ne peut pas générer de CF, 
comme c’était le cas pour les formulations précédentes. Ce problème est totalement déterministe, la 
bande de tolérance utilisée pour l’optimisation de la gestion perd également son sens.  
Ainsi, pour problème d’optimisation séquentiel, nous utilisons donc la formulation développée 
jusqu’à présent (3.1.4) avec comme modifications :  
- ajouter Peng comme variable de décision 
- substituer Pprev à Pprod 
- enlever la bande de tolérance (tol=0) 
 
Nous noterons Pprevprod, les données Pprev utilisées en lieu et place de Pprod dans l’algorithme. 
Avec les modifications effectuées (tol=0), nous aurons toujours : 
 
𝐏𝐠𝐫𝐢𝐝 =   𝐏𝐞𝐧𝐠 (4.3) 
 
Afin de comprendre le fonctionnement de cet algorithme, nous allons partir du cas où aucune 
capacité de stockage n’est disponible.  





Sans bande de tolérance, la solution triviale apparait comme : 
 
𝐏𝐠𝐫𝐢𝐝 = 𝐏𝐞𝐧𝐠 =  𝐏𝐩𝐫𝐞𝐯𝐩𝐫𝐨𝐝 (4.4) 
 
Toute l’énergie produite est directement transmise au réseau. Cet engagement est la seule solution 
qui permet CF=0 et donc la maximisation de la fonction objectif (excepté les cas particuliers en 
saturations, mais qui ne sont pas significatifs et que nous ne détaillerons pas dans un souci de clarté).  
 
Si maintenant on ajoute desc capacités de stockage au problème, l’optimiseur va pouvoir choisir de 
fournir un Pgrid différent de Pprev, afin d’utiliser les stockeurs d’énergie pour reporter de l’énergie 
durant la pointe de consommation. Mais l’équation (4.3) reste toujours vraie : le report de 
production entrainera un report d’engagement dans cette configuration. Cet écart à l’engagement 
disponible est strictement relié à la capacité des batteries utilisées dans cette étape d’optimisation 
de l’engagement. La Figure 49 suivante permet de visualiser le comportement de l’optimiseur. 
 
 
Figure 49: Représentation étape 1 méthode séquentielle   a) Flux d’énergies   b)SOC 
Cette figure représente les flux d’énergie ainsi que le SOC pour un « cas d’école » où Pprev serait 
constant toute la journée. On peut remarquer que l’optimiseur agit à 3 moments de la journée : 
 
- A1 : La batterie est chargée jusqu’à SOCmax pendant la première partie à FIT bas de la 
journée. 
- B : La batterie est totalement vidée jusqu’à SOCmin pendant la période où le FIT est maximal. 
- A2 : La batterie est re-remplie jusqu’à SOC=SOCinit afin de respecter la contrainte de 
continuité de SOC en fin de journée. 
 
Les différents écarts entre Peng et Pprev sont directement dus à l’utilisation de la batterie. Les aires A1 






𝐵1 = 𝐴1 + 𝐴2 (4.5) 
Et donc l’aire B qui correspond à 60% de diminution du SOC. On voit ici que la quantité de stockage 
utilisé pour l’étape à J-1 est importante : elle détermine l’écart à la prévision que l’engagement peut 
avoir. 
 
Mais une fois que le comportement de cet algorithme d’optimisation est compris, il est important de 
remarquer que le problème tel qu’il est posé dispose d’une infinité de solutions équivalentes et qu’il 
n’y a aucun moyen de les départager, par exemple pour les deux solutions suivantes : 
 
 
Figure 50: Solutions équivalentes de l'étape 1 de l'optimisation séquentielle 
Les différentes actions peuvent se réaliser en plusieurs fois, à différents niveaux de puissance de 
charge et à tout moment dans la zone correspondante, comme cela est illustré sur la Figure 50. 
L’utilisation de la batterie doit cependant être unidirectionnelle dans chaque zone : une 
décharge/recharge dans une même zone, entrainerait des couts d’utilisation du stockeur et des 
pertes supplémentaires qui rendraient la solution moins performante.  
 
Toutes les solutions qui donnent un engagement du type : 
- Un écartcorrespondant à 40% du SOC vers le bas dans la zone 1 
- Un écart correspondant à 60% du SOC vers le haut dans la zone 2 
- Un écart correspondant à 20% du SOC vers le bas dans la zone 3 
Sont des solutions optimales équivalentes de ce problème. Autrement dit, n’importe quelle solution, 
qui respecte strictement les règles suivantes est une solution optimale équivalente : 
- Remplir la batterie dans la Zone 1 
- Vider la batterie dans la Zone 2 
- Re-remplir la batterie jusqu’à son état initial dans la Zone 3 
 
La solution qui apparait évidente parmi celles-ci, est donc un cas particulier de cet ensemble : c’est la 
solution qui minimise en plus l’écart quadratique à l’engagement durant la journée. En effet, 




lendemain, constitue une prise de risque que nous choisissons de limiter. Cela revient à étirer au 
maximum les différentes aires sur leurs zones correspondantes tout en conservant la même énergie 
reportée : 
 
Figure 51: Version finale de la stratégie séquentielle 
 
Cette stratégie répond bien aux critères énoncés pour définir les solutions optimales équivalentes. 
Elle minimise en plus l’écart à la prévision et l’utilisation de la batterie. En effet, cette solution est 
celle qui a la pente de SOC la plus faible des solutions envisagées,ce qui correspond à une puissance 
batterie consacrée au report de production peu importante donc une plus grande partie de cette 
puissance disponible pour assurer le respect de l’engagement à J.  
 
L’analyse simplifiée présentée ici,à travers un cas d’école simple à Pprev constant plutôt qu’un cas 
basé sur des données réelles à Pprevvariables permet d’offrir plus de visibilité pour l’explication du 
fonctionnement de la stratégie séquentielle. Le raisonnement tenu sur cet exemple simplifié à Pprev 
constant toute la journée est tout à fait transposable sur un profil de journée réel. 
La solution finale issue de ce cas d’école associé à la stratégie séquentielle peut bien sûr être résolu 
sans recourir à un algorithme d’optimisation,mais la formulation du problème et ses résultats nous 
ont permis de clarifier notre perception du problème. 
 
A partie de l’engagement déterminédans l’étape 1, le problème de gestion du jour J exploitera 
l’intégralité du stockage. Mais cette solution séquentielle demande d’allouer une partie du stockage 
pour la modification de l’engagementeffectuée à J-1 qui correspond a priori au report de production. 
Nous effectuerons des tests avec 1/3 et 2/3 du stockage total alloué à cette étape. Nous allons 
maintenant développer l’approche suivante envisagée pour répondre à cette problématique.  
 
Les résultats des trois méthodes sont présentés comparativement après la formulation de ces 
approches.  
 
4.2.2 Approche séquentielle bouclée : Clearing 
 
L’utilisation de deux algorithmes d’optimisation successivement n’a pas permis de prendre en 
compte l’aspect robustesse dans la problématique. Cela est dû au fait que les seules données 




résultats de l’étape 2, la première étape reste déterministe et non robuste aux écarts entre 
production réelle et prévision.  
Une approche séquentielle bouclée à 2 niveaux d’optimisation est donc la suite logique de notre 
raisonnement : 
1. La première étape a pour but de déterminer unPeng optimal. Nous commencerons notre 
explication avec un Peng initial (par exemple Penginit=Pprev).  
2. La deuxième étape va ensuite optimiser la gestion de la batterie pour de nombreux scénarios 
(Nscénarios)de puissance produitePprod différents en se basant sur l’engagement prisPeng à 
l’étape 1. Cette 2ème étape est en réalité constituée de Nscénariosoptimisations différentes de la 
gestion. Le Gainmoyen, qui correspond à la moyenne des Gain(i) obtenus pour les différents 
scénarios joués à l’étape 2, est calculé . 
3.  Ce Gainmoyen est rebouclé sur l’étape 1 qui doit optimiser l’engagement pour maximiser ce 
gain moyen. 
 
La Figure 52 résume le fonctionnement souhaité pour cette approche séquentielle. 
 
 
Figure 52: Optimisation séquentielle bouclée  à 2 niveaux : principe de fonctionnement 
Cette méthode s’apparente à des techniques de Monte Carlo[74] : si l’engagement déterminé à 
l’étape 1 maximise le Gainmoyen sur un nombre de scénarios suffisamment grand et représentatifs des 
scénarios possibles du lendemain, on peut supposer qu’il sera le plus robuste aux aléas des 
conditions réelles du lendemain. 
Nous utiliserons, pour cette approche, des données Pprod générées aléatoirement par l’outil 
développé et présenté dans le deuxième chapitre de ce manuscrit. 
 
4.2.2.1 Modélisation de l’approche séquentielle bouclée 
 
Formuler cette approche de résolution à deux étapes intégralement en MILP n’est pas envisageable. 
L’intérêt de cette méthode est de décomposer les différents problèmes en (Nscénarios) problèmes 
distincts à nombre de variables/contraintes relativement faible pouvant être résolus avec des temps 
de calcul relativement bas. La résolution de l’étape 1, indépendamment de l’étape 2, n’est pas 
réalisable en MILP. La solution pour modéliser ce problème en MILP serait de mettre tout le 
problème au même niveau dans un seul et même problème d’optimisation : c’estcette solution que 




Afin de pouvoir conserver cette formulation, nous nous sommes tournés vers une méthodologie 
d’optimisation non linéaire de type « boite noire ». Un algorithme de résolution de type 
évolutionnaire (le Clearing [75])a été retenu pour réaliser l’étape 1. Il faudra être attentif aux 
nombres de variables/contraintes car ce type de méthode n’est pas employable sur des problèmes 
de trop grande taille. Cependant, la réglementation en vigueur imposant de fournir un engagement 
horaire, et comme nous souhaitons effectuer des simulations journalières, seules 24 variables 
d’optimisation,correspondant aux échantillons Peng[k], sont nécessaires pour cette première étape 
d’optimisation. Les Nscénarios optimisations de l’étape 2, correspondent exactement à la formulation 
du problème de gestion développé dans la partie 4.1 de ce manuscrit. La formulation employée avec 
les méthodes de résolution est schématisée sur la figure suivante : 
 
 
Figure 53: Optimisation séquentielle bouclée : méthodes de résolution 
Comme détaillé par la Figure 53, les Nscénarios optimisations MILP ainsi que l’agrégation des résultats 
par le calcul de la moyenne constituent la « boite noire » dans notre raisonnement. L’algorithme 
fourni un Peng qui est utilisée comme variable de décision pour cette boite noire : il maximise un 
Gainmoyen sans avoir d’information directe sur le lien entre la variable de décision et l’évaluation de la 
fonction objectif. 
Il existe plusieurs façons de paramétrer l’algorithme Clearing. Nous avons choisi de limiter le nombre 
de générations de l’algorithme génétique et donc le nombre de fois où l’étape 1 va reboucler sur 
l’étape 2.  
Cela revient à donner un temps limite à l’algorithme pour trouver une solution performante en un 
temps raisonnable. L’un des gros inconvénients de cette méthode est malgré ce le temps de 
simulation. En effet, nous avons dû réaliser différents tests afin de trouver un nombre de générations 
suffisant pour l’algorithme afin de s’assurer que celui-ci converge vers une solution. De plus, nous 
voudrions avoir un nombre de scénarios joués le plus grand possible pour améliorer la robustesse. 
Dans un premier temps, nous avons réalisé destests successifs sur une journée pour paramétrer 
l’algorithme. Les paramètres sont : 




- Le nombre d’individus testés à chaque étape (population) Npop. 
Lorsqu’un couple de paramètre trouvé semble être satisfaisant. On relance successivement 10 fois 
l’optimisation avec exactement les mêmes données afin de s’assurer de la stabilité de la solution 
trouvée : l’algorithme converge toujours vers la même solution. Après différents tests, nous sommes 
tombés sur un nombre de générations de l’algorithme génétique de 200 pour une population de 100 
individus. Le nombre total d’évaluation de la fonction objectif avec cet algorithme est de : 
 
𝑁𝑜𝑚𝑏𝑟𝑒 é𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛𝑠 =  𝑁𝑝𝑜𝑝 . 𝑁𝑔é𝑛é + 2. 𝑁𝑝𝑜𝑝  (4.6) 
 
Avec le terme 2.Npop qui correspond à la phase d’initialisation. De plus, pour chaque évaluation, il 
faut réaliser Nscénarios optimisation MILP. On a donc au total : 
 
𝑁𝑜𝑚𝑏𝑟𝑒 𝑑′𝑜𝑝𝑡𝑖𝑚𝑖𝑠𝑎𝑡𝑖𝑜𝑛𝑠 𝑀𝐼𝐿𝑃 =  𝑁𝑝𝑜𝑝 . 𝑁𝑔é𝑛é + 2. 𝑁𝑝𝑜𝑝  . 𝑁𝑠𝑐é𝑛𝑎𝑟𝑖𝑜𝑠  (4.7) 
 
Finalement, NpopNgéné et Nscénarios se multiplient entre eux pour le nombre de réalisation de 
l’optimisation MILP. Malheureusement, la combinaison de ces différents facteurs ne nous a permis 
de réaliser des simulations pour seulement 10 scénarios différents, ce qui constituait déjà 12h de 
simulation pour seulement 1 journée, et qui correspond à environ 2x105 optimisations MILP 
réalisées. 
A noter que cette explosion combinatoire situe la complexité des démarches de co-optimisation 
(dimensionnement gestion) robuste de façon plus générale. 
 
La première méthode déployée a traité les deux problèmes successivement. La deuxième méthode 
est aussi séquentielle, avec un re-bouclage sur les deux étapes successives. La 3ème et dernière 
méthode que nous allons développer est celle qui consiste à traiter les deux problématiques sur un 
seul et même niveau d’optimisation.  
 
4.2.3 Approche imbriquée formulée en MILP 
 
La solution suivante a donc été de réaliser une modélisation imbriquée où les deux problématiques 
de report d’engagement et de respect robuste de l’engagement sont traitées au même niveau. Cette 
approche permet de modéliser notre problème intégralement en MILP, donc d’avoir plus de latitudes 
par rapport au temps de calcul donc par rapport au nombre de scénarios générées dans le problème.  
Ainsi, une formulation plus compacte offre des gages de robustesse ! 
 






Figure 54 : Méthode imbriquée : principe de résolution 
Tout comme pour la formulation séquentielle bouclée : 
- Une variable de décision commune Peng est utilisée pour résoudre Nscénarios problèmes 
d’optimisations de gestion 
- L’objectif est de maximiser le Gainmoyen de l’ensemble de ces scénarios.  
Mais les problèmes présentés seront traités comme un seul et même problème d’optimisation. La 
séparation en problèmes différents n’est qu’une représentation du sens physique réel de ces 
variables.  
 
Nous allons maintenant détailler la modélisation en formulation « 100% MILP » de ce problème 
imbriqué. Nous allons commencer par présenter les différentes variables nécessaires à ce problème. 
Nous détaillerons ensuite les contraintes qui régissent notre problème, et enfin la fonction objectif 
utilisée. Nous utiliserons des techniques mathématiques similaires (Big M …) que pour résoudre le 
problème de gestion seul. Nous utiliserons les notations suivantes : 
Ninstant : nombres d’instants dans la journée. Pour (∆t=10min, 𝑁𝑖𝑛𝑠𝑡𝑎𝑛𝑡 = 144) 
Nscénarios : Nombres de scénarios simulés 
Comme précédemment, nous utiliserons une notation scalaire en précisant le domaine de validité 
des différentes variables/contraintes.  
 
4.2.3.1 Variables de décision : 
 




+, 𝑃𝑚𝑎𝑛𝑞𝑢𝑎𝑛𝑡 , 𝑃𝑒𝑥𝑐 , 𝑃𝑔𝑟𝑖𝑑 , 𝑆𝑂𝐶, 𝐶𝐹, 𝐷, 𝑃𝑒𝑛𝑔 ] 
 
On en dénombre une de plus que pour le problème de gestion. Il s’agit de la variablePeng définie 
comme tel : 
 
𝑃𝑒𝑛𝑔[𝑘]  ∀k ϵ [1..Ninstant] 
 
Pengest la seule variable commune aux différentsscénarios. Pour le problème d’optimisation, nous 
avons Ninstant variables Peng. L’ensemble de notre problème est échantillonné à 10min. Comme nous 
l’avons vu précédemment, l’engagement de production doit être fait sur un pas horaire. Nous 
devrons rajouter une contrainte pour imposer une variation horaire à Peng. Cela reviendra à l’imposer 





Les variables suivantes sont toutes exprimées pour les Nscénarios problèmes d’optimisations différents. 
Elles représentent les mêmes grandeurs que lors du problème de gestion, avec les mêmes 
spécificités. 
Nous commençons avec Pst
- et Pst
+, les puissances de charge et décharge de la batterie. On rappellera 
que nous sommes en convention générateur pour la batterie : 
 
𝑃𝑠𝑡
−[𝑛][𝑘]  ∀nϵ [1..Nscénarios], ∀k ϵ [1..Ninstant] 
𝑙𝑏 = −  
𝑃𝑏𝑎𝑡𝑐 𝑕𝑎𝑟𝑔𝑒𝑚𝑎𝑥
𝜂𝑐𝑕𝑎𝑟𝑔𝑒
 ,   𝑢𝑏 = 0  (variable<0) 
 
𝑃𝑠𝑡
+[𝑛][𝑘]  ∀nϵ [1..Nscénarios], k ϵ [1..Ninstant] 
𝑙𝑏 = 0  𝑢𝑏 =  𝑃𝑏𝑎𝑡𝑑 é𝑐𝑕𝑎𝑟𝑔𝑒𝑚𝑎𝑥 ∗ 𝜂𝑑é𝑐𝑕𝑎𝑟𝑔𝑒  
 
Il y a donc Nscénarios*Ninstant variables pour Pst
- pour le problème d’optimisation, contrairement au 
problème de gestion qui n’engendrait que Ninstant variables. Ceci est aussi vrai pour Pst
+, ainsi que les 6 
variables suivantes. Ceci est la seule chose qui diffère du problème de gestion développé dans la 
partie3.1.4 pour ces variables  : 
 
𝑃𝑚𝑎𝑛 [𝑛][𝑘]  ∀nϵ [1..Nscénarios], ∀k ϵ [1..Ninstant] 
𝑙𝑏 = 0,  𝑢𝑏 = 𝑃𝑝𝑟𝑜𝑑[𝑛][𝑘] 
 
𝑃𝑒𝑥𝑐 [𝑛][𝑘]  ∀nϵ [1..Nscénarios], ∀k ϵ [1..Ninstant] 
𝑙𝑏 = 0,  𝑢𝑏 = 𝑃𝑝𝑟𝑜𝑑[𝑛][𝑘] 
 
𝑃𝑔𝑟𝑖𝑑 [𝑛][𝑘]  ∀nϵ [1..Nscénarios], ∀k ϵ [1..Ninstant] 
𝑙𝑏 = 0,  𝑢𝑏 = 𝑃𝑝𝑟𝑜𝑑 𝑛  𝑘 + 𝑃𝑏𝑎𝑡𝑑 é𝑐𝑕𝑎𝑟𝑔𝑒𝑚𝑎𝑥   
 
𝑆𝑂𝐶[𝑛][𝑘]  ∀nϵ [1..Nscénarios], ∀k ϵ [1..Ninstant] 
𝑙𝑏 = 0.3  𝑢𝑏 = 0.9 
 
𝐶𝐹𝑃[𝑛][𝑘]  ∀nϵ [1..Nscénarios], ∀k ϵ [1..Ninstant] 
Variable binaire 
 
𝐷[𝑛][𝑘]  ∀nϵ [1..Nscénarios], ∀k ϵ [1..Ninstant] 
Variable binaire 
 
Ces 9 grandeurs physiques représentent un grand nombre de variables de décisions pour 
l’optimiseur :  
 
𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 =  𝑁𝑖𝑛𝑠𝑡𝑎𝑛𝑡 +  𝑁𝑖𝑛𝑠𝑡𝑎𝑛𝑡 ∗ 𝑁𝑠𝑐é𝑛𝑎𝑟𝑖𝑜𝑠  ∗ 8 (4.8) 
 
De la même façon, pour le flux d’entrée Pprod connu par l’optimiseur mais qui n’est pas une variable 
de décision :  il existe Nscénarios trajectoires Pprod différentes (notées Pprod[n][k]).  
 
Si on utilise les valeurs du problème séquentiel bouclé, à titre d’exemple (Ninstant=144, 
Nscénarios=10),l’équation précédentemène à un total de 11 664 variables pour un seul et même 
problème. Nous verrons plus tard que ce type de problème est traitable grâce à la résolution MILP.  
Nous allons maintenant détailler les différentes contraintes de ce problème. 
 





Tout comme la première variable (Peng), la première contrainte se distingue des autres. Cette 
contrainte sert à imposer Peng constant sur un pas horaire. Elle est exprimée pour notre cas 
particulier d’échantillonnage de 10min. 
 
C1) Egalité Peng : 
 
𝑃𝑒𝑛𝑔 6 ∗ 𝑡 = 𝑃𝑒𝑛𝑔 6 ∗ 𝑡 + 𝑘 + 1 , tϵ [1..24], ∀ k ϵ [1..6] (4.9) 
 
Cela représente Ninstant contraintes pour assurer notre engagement horaire. Les contraintes suivantes 
sont exprimées pour les Ninstant et les Nscénarios. Elles sont très similaires au problème de gestion avec 
quelques ajustements pour respecter la formulation MILP malgré le fait que Peng soit devenu une 
variable. 
 
C2) Saturation décharge : 
 
𝑃𝑠𝑡
+[𝑛] 𝑘 ≤  𝑃𝑏𝑎𝑡𝑑 é𝑐𝑕𝑎𝑟𝑔𝑒𝑚𝑎𝑥 . 𝜂𝑑é𝑐𝑕𝑎𝑟𝑔𝑒  . 𝐷[𝑛] 𝑘 , ∀ n ϵ [1.. Nscénarios], ∀k ϵ [1..Ninstant] (4.10) 
 
C3) Saturation charge : 
 
𝑃𝑠𝑡
−[𝑛][𝑘] ≥ [𝑚𝑎𝑥  −
𝑃𝑏𝑎𝑡𝑐 𝑕𝑎𝑟𝑔𝑒𝑚𝑎𝑥
𝜂𝑐𝑕𝑎𝑟𝑔𝑒
, −𝑃𝑝𝑟𝑜𝑑 [𝑛][𝑘] .  1 − 𝐷[𝑛][𝑘] ],  
∀ n ϵ [1.. Nscénarios], ∀k ϵ [1..Ninstant]] 
(4.11) 
C4) Saturation grid: 
 
𝑃𝑔𝑟𝑖𝑑 [𝑛] 𝑘 ≤ 𝑃𝑒𝑛𝑔  𝑘 + 𝑡𝑜𝑙, ∀ n ϵ [1.. Nscénarios], ∀k ϵ [1..Ninstant] (4.12) 
 
C5) Définition Pmanquant : 
 
𝑃𝑔𝑟𝑖𝑑 [𝑛] 𝑘 ≥ 𝑃𝑒𝑛𝑔  𝑘 − 𝑡𝑜𝑙 − 𝑃𝑚𝑎𝑛𝑞𝑢𝑎𝑛𝑡 [𝑛] 𝑘 , ∀ n ϵ [1.. Nscénarios], ∀k ϵ [1..Ninstant] (4.13) 
 
C6) Définition CF : 
 
𝐵𝐼𝐺𝑀𝐶𝐹 ∗ 𝐶𝐹[𝑛][𝑘] ≥ 𝑃𝑚𝑎𝑛𝑞𝑢𝑎𝑛𝑡 [𝑛][𝑘], ∀ n ϵ [1.. Nscénarios], ∀k ϵ [1..Ninstant] (4.14) 
 
 
Lorsque Pengn’était pas une variable, il servait à définir le BIGM. Maintenant Peng est une variable, le 
BIGMCF ne peut être défini qu’avec une constante qui ne dépend ni de k ni de n. 
 
𝐵𝐼𝐺𝑀𝐶𝐹 = 𝑃𝑛𝑜𝑚 − 𝑡𝑜𝑙 (4.15) 
 
oùPnom représente la puissance nominale de notre parc éolien (8MW). 
 
C7) Définition Pgrid : 
𝑃𝑝𝑟𝑜𝑑 [𝑛] 𝑘 + 𝑃𝑠𝑡
+[𝑛] 𝑘 + 𝑃𝑠𝑡
−[𝑛] 𝑘 = 𝑃𝑔𝑟𝑖𝑑 [𝑛] 𝑘 + 𝑃𝑒𝑥𝑐𝑒𝑠𝑠 [𝑛] 𝑘 , 
∀ n ϵ [1.. Nscénarios], ∀k ϵ [1..Ninstant] 
(4.16) 
 
C8) Définition SOC : 
































C9) Continuité SOC : 
 
𝑆𝑂𝐶[𝑛][𝑁𝑖𝑛𝑠𝑡𝑎𝑛𝑡 ] = 𝑆𝑂𝐶𝑖𝑛𝑖𝑡 , ∀ n ϵ [1.. Nscénarios],k =Ninstant (4.19) 
 
C10-11) Contraintes anti recharge 1 et 2 : 
𝑃𝑠𝑡










Avec les BIGM correspondants : 
𝐵𝐼𝐺𝑀𝐴𝑅1 = 𝑃𝑏𝑎𝑡𝑐 𝑕𝑎𝑟𝑔𝑒𝑚𝑎𝑥 /𝜂𝑐𝑕𝑎𝑟𝑔𝑒  (4.22) 
 
 
𝐵𝐼𝐺𝑀𝐴𝑅2 = 𝑃𝑏𝑎𝑡𝑑𝑒𝑐 𝑕𝑎𝑟𝑔𝑒𝑚𝑎𝑥 ∗ 𝜂𝑑é𝑐𝑕𝑎𝑟𝑔𝑒  (4.23) 
 
Tout comme pour les variables, l’ensemble de ces contraintes représente un nombre important de 
variables pour l’optimiseuravec Ninstant contraintes pour C1, Nscénarios contraintes pour C9 et 
Ninstant*Nscénarios pour les 9 restantes représentent : 
 
𝑁𝑜𝑚𝑏𝑟𝑒 𝑑𝑒 𝑐𝑜𝑛𝑡𝑟𝑎𝑖𝑛𝑡𝑒𝑠 =  𝑁𝑖𝑛𝑠𝑡𝑎𝑛𝑡 +  𝑁𝑖𝑛𝑠𝑡𝑎𝑛𝑡 ∗ 𝑁𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜𝑠  ∗ 9 + 𝑁𝑠𝑐𝑒𝑛𝑎𝑟𝑖𝑜𝑠  (4.24) 
 
Toujours à titre d’exemple, (Ninstant=144, Nscénarios=10),l’équation (4.24)donne un total de 13114 
contraintes pour ce problème d’optimisation.  
Nous allons maintenant détailler la fonction objectif utilisée pour ce problème. 
 
4.2.3.3 Fonction objectif approche imbriquée MILP: 
 
L’objectif est de maximiser le gain moyen: 
 
𝐺𝑎𝑖𝑛 𝑛  𝑘 = ∆𝑡 ∗ 𝐹𝐼𝑇(𝑃𝑔𝑟𝑖𝑑 𝑛  𝑘  –𝐶𝐹𝑃 ∗ 𝑃𝑝𝑟𝑜𝑑 𝑛  𝑘 )





− 𝜂𝑐𝑕𝑎𝑟𝑔𝑒 . 𝑃𝑠𝑡





Max Gain :𝐺𝑎𝑖𝑛 =   





L’expression du Gain utilise les mêmes spécificités que pour le problème de gestion. La fonction 
objectif est la somme de tous les Gain[n][k] obtenus pour les différents scénarios joués (indice n) et à 
chaque instant (indice k).  
 
De même que nous avons modélisé le problème séquentiel en un seul problème,l’algorithme 
optimise en un seul niveau l’engagement ainsi que les variables de gestion pour maximiser le Gain 
total des différents scénarios.  
Il est important d’insister sur le fait que cette méthode est utilisée pour obtenir un engagement 
robuste. Nous pourrons dans un second temps comparer les engagements obtenus à d’autres 
engagements issus d’autres approches, ceci en n’effectuant que l’étape de gestion pour éprouver la 
robustesse. 
Nous allons maintenant comparer les différents résultats obtenus avec les différentes méthodes 
présentées. 
 
4.3 Résultats et étude comparative 
 
4.3.1 Journées étudiées et méthodes d’évaluation 
 
Nous allons comparer les résultats obtenus avec les 3 méthodes précédemment décrites. La 
méthode séquentielle bouclée nécessite un temps de calcul important. Nous avons donc décidé de 





Figure 55: Prévision de production sur 4 journées types 
La journée 4 a un niveau de prévision compris entre 2 et 4 kW.La journée 53 un niveau de prévision 
très bas, globalement inférieur à 1kW sur la journée. Les journées 126 et 162 ont des niveaux de 
prévisions élevés, compris entre 4kW et 6kW. Elles se différencient cependant car la journée 126 a 
une production plus importante en début de journée et la 162 en fin de journée. Ces 4 journées 
types vont nous permettre de mettre en avant la performance et la robustesse des différentes 
méthodes dans différentes situations.  
 
Les deux méthodes d’optimisation nécessitant la génération de scénarios aléatoires ont été testées 
sur le même nombre de scénarios. La méthode séquentielle bouclée étant la méthode limitante de 
par son temps de calcul nous a limité à 10 scénarios.  
 
Une fois l’engagement obtenu avec l’une des 3 méthodes présentées précédemment, l’évaluation 
est réalisée de façon identique pour chaque cas, à l’aide de l’optimisation de la gestion développée 
au chapitre précédent. Il est important de différencier 2 niveaux d’évaluation que nous allons 










Figure 56: Evaluation des méthodes d'optimisation de l'engagement 
Nous avons donc, dans un premier temps, évalué les résultats obtenus sur les 10 scénarios utilisés 
pour l’optimisation. Avec cette évaluation, les méthodes d’optimisation sont avantagées : en effet, la 
solution optimale se fonde précisément sur ces scénarios. Cela permet simplement de vérifier la 
cohérence des algorithmes développés et de les comparer entre eux. Cependant, ces résultats ne 
permettent pas d’évaluer la robustesse des solutions obtenues. C’est pourquoi nous avons choisi de 
générer d’autres scénarios uniquement dédiés à l’évaluation (Néval) et non connus lors de la phase 
d’optimisation de l’engagement. Cela correspond plus au problème réel : l’optimisation est réalisée à 
partir de scénarios fictifs que nous avons générés, mais nous ne disposons pas des données de 
production effectives du jour J, qui seront différentes de celles que nous avons généré. De plus, 
l’étape d’évaluation ne nécessite que l’optimisation de la gestion. Celle-ci étant beaucoup plus 
rapide, nous pourrons évaluer la solution trouvée sur un nombre de scénario plus important. Pour 
cette étape, les Néval scénarios utilisés pour l’évaluation 2, seront les mêmes pour les différents 
engagements comparés. 
 
4.3.2 Résultats obtenus 
 
Les résultats sont présentés pour les 3 méthodes d’optimisation de l’engagement. Pour la méthode 
séquentielle, les résultats sont présentés en considérant 1/3 puis 2/3 du stockage pour l’étape 1 
réalisée à J-1. Les résultats pour Peng=Pprev sont présentés à titre de comparaisonet pour fixer une 
‘‘référence’’.  
Nous commençons donc avec les résultats obtenus pour les 10 scénarios utilisés pour les différentes 









Gain (k€)  15 708 
15 722 (1/3)  
15 762 (2/3) 
15 829 15 832 




Tableau 26: Evaluation engagements pour la 1
ère












Gain moyen (k€)  4 526 
4 528 (1/3)  
4 529 (2/3) 
4536 4 536 




Tableau 27:Evaluation engagements pour la 2
ème









Gain moyen (k€)  22 655 
22 637 (1/3)  
22 614 (2/3) 
22 901 22 901 




Tableau 28:Evaluation engagements pour la 3
ème









Gain moyen (k€)  22 234 
22 221 (1/3)  
22 191 (2/3) 
25 364 25 373 




Tableau 29:Evaluation engagements pour la 4
ème
 journée (J162) pour les 10 scenarios de Pprod issus de l'optimisation 
Les deux stratégies d’optimisation sont les plus performantes. Elles génèrent un gain moyen 
supérieur malgré un CF moyen supérieur dans certains cas. Sur les 2 premières journées, que l’on 
peut qualifier de « faible niveau de production », les optimisations ont tendance à augmenter le CF 
moyen par rapport à la référence pour maximiser le Gain moyen. Sur les 2 journées suivantes à « fort 
niveau de production », c’est en réduisant le CF moyen que le Gain moyen est augmenté. Ce 
comportement est cohérent avec le type de pénalisation : lors d’un CF, l’énergie produite n’est pas 
rémunérée. Plus Pprod est important au moment d’un CF, plus la pénalité en termes de gains est 
importante. 
 
La stratégie séquentielle s’écarte peu de la prévision ( = engagement de référence) : de par les degrés 
de liberté de cette méthode, les résultats sont donc très proches. Cela montre clairement que 
compartimenter les taches du stockeur d’énergie dans cette application n’a aucun sens. Il faudrait, 
pour obtenir des différences significatives, allouer une quantité d’énergie au report de production 
supérieure à l’énergie totale disponible le jour J. Le fait de s’écarter plus fortement de la prévision 
que ne le permet cette méthode n’est pas forcément une mauvaise idée (ce que font les autres 
méthodes comme on peut le voir sur les 4 figures suivantes (12-15)). Mais le raisonnement appliqué 
pour cela dans cette méthode n’est pas le bon. Celle-ci montre cependant une tendance qui se 
confirme sur les 4 journées testées : se sur-engager à la pointe tarifaire : 
- Pour les journées de faibles production, entraine une augmentation des gains 
- Pour les journées de fortes production, entraine une diminution des gains 
Cette tendance est confirmée par les tests avec 1/3 ou 2/3du stockage. Plus une partie importante 
du stockage est alloué au report, plus le sur-engagement à la pointe tarifaire sera important et plus la 




On peut retrouver ce comportement sur l’analyse des courbes d’engagement trouvées par les 
différentes méthodes. La méthode séquentielle, jugée inadéquate (car presque superposée à Pprev) 
n’est pas représentée : 
 





Figure 58:Trajectoire d’engagement : Référence, Optimisation séquentielle bouclée, optimisation MILP imbriquée 2ème 
journée (J53) 
Sur ces deux premières journées, à faible niveau de Pprod, on peut voir que l’engagement pris est 
supérieur à la prévision pendant la pointe tarifaire. Il faut noter que, pour la journée 53, la bande de 
tolérance permet d’avoir un engagement minimal égal à la demi largeur de cette dernière : 1200 kW 
dans notre cas. On rappelle que dans le cas où Pprev < Pengmin, Pengsera pris égal à Pengminpour 
l’engagement de référence. Dans ces deux situations, les méthodes d’optimisation n’hésitent pas à 
« prendre des risques », en s’engageant au-dessus de la prévision pendant la pointe tarifaire. Le 














Pour des niveaux de production globalement plus élevés, tels qu’observés sur la Figure 59 et la Figure 
60, on s’aperçoit que l’engagement est moins risqué pour la pointe de 19h-21h. Ceci est cohérent 
avec les Tableau 26-Tableau 29 qui montrent que pour des niveaux de puissances plus élevés, la 
minimisation du CF est le critère principal pour la maximisation des gains.  
On pourra remarquer,en analysant l’ensemble des journées, que les deux méthodes d’optimisation 
se comportent de manière similaire : les engagements sont proches sur l’ensemble des journées. 
Cela est cohérent avec les résultats obtenus. Cependant, les engagements ne sont pas égaux. La 
bande de tolérance permet de « gommer » des écarts d’engagement et d’obtenir un même résultat 
optimal pour des engagements différents. On pourra aussi noter que l’engagement de 18h à 19h, 
juste avant la pointe, est inférieur à la prévision, afin de recharger les batteries juste avant la pointe 
et favoriser le report (exceptées la 2ème journée (J53) où la saturation basse est atteinte pour la 
référence).    
 
Nous allons maintenant comparer les résultats pour 100 nouveaux Pprod générés aléatoirement. Ces 
Pprod, indépendants de ceux utilisés pour l’étape d’optimisation de l’engagement, permettront de 











Gain moyen (€)  14 851 
14 854 (1/3) 
14857 (2/3) 
14 736 14 724 




Tableau 30: Evaluation engagements pour la 1
ère
 journée (J4) pour 100 Pprod indépendants 
 





Gain moyen (€)  4 250 
4 257 (1/3) 
4 262 (2/3) 
4250 4250 




Tableau 31: Evaluation engagements pour la 2
ème









Gain moyen (€)  22 421 
22 431 (1/3) 
22 432(2/3) 
22 294 22 312 













Gain moyen (€)  24 415 
24 211 (1/3) 
24 189(2/3) 
24 159 24 154 




Tableau 33:Evaluation engagements pour la 4ème journée (J62) pour 100 Pprod indépendants 
On peut voir dans ce tableau que la référence obtient de meilleurs résultats que l’optimisation 
développée. Le fait que nous n’ayons pas pu appliquer un nombre de scénarios suffisamment grand 
durant la phase d’optimisation semble être rédhibitoire en termes de robustesse et va à l’inverse de 
l’objectif poursuivi ! 
La solution trouvée correspond bien à une « solution optimale » pour le cas particulier des 10 
scénarios utilisés pour l'optimisation, comme le montre les Tableau 1à Tableau 29. Mais la 
population générée n’est pas suffisamment représentative de la production réelle. La solution créée 
n’est donc pas robuste, ce qui fait que nous obtenons des moins bons résultats que la référence sur 
un échantillon plus grand et plus représentatif comme on peut le voir sur les Tableau 5 à Tableau 8. 
 
Il faut aussi noter la très faible sensibilité de ces différents résultats. La formulation en Gain au lieu 
de d’une fonction objectif en Couts réduit grandement l’impact des différentes mesures mises en 
place. 
Les résultats obtenus nous ont tout de même permis de mettre en avant la solution imbriquée MILP. 




méthode séquentielle bouclée. Le nombre de scénarios lors de l’étape d’optimisation étant limité par 
cette dernière nous pourrons l’augmenter pour la méthode MILP imbriquée. Nous allons donc 
étudier plus en profondeur cette solution dans la partie suivante. 
 
 
4.4 Etude approfondie de l’optimisation imbriquée 100% MILP 
 
Les différentes méthodes utilisées jusqu’à présent n’ont pas permis d’obtenir des résultats 
satisfaisants. Nous avons notamment rencontré des problèmes de temps de calculs, ce qui ne nous 
permettait pas de simuler le nombre de scénarios nécessaires sur les horizons temporels souhaités. 
Nous avons eu aussi des problèmes de sensibilité. Les solutions optimales, si elles étaient obtenues, 
ne permettait qu’une faible amélioration de la fonction objectif par rapport à une solution de 
référence cette dernière étant même plus performante dans certains cas particuliers.  
La formulation MILP imbriquée conduit à des temps de calculs qui nous ont permis de réaliser 
différents tests avec un nombre de scénarios plus élevé, afin d’augmenter la robustesse de notre 
optimisation.  
Nous avons été conduits à modifier le cahier des charges afin de caractériser plus précisément la 
sensibilité du gain. Nous avons notamment modifié la largeur de la bande de tolérance ainsi que les 
conséquences de non-respect de l’engagement : ces modifications sont décrites ci après.  
 
4.4.1 Impact de la bande de tolérance 
 
Jusqu’à présent, la bande de tolérance utilisée pour les simulations était de +/-15% de la puissance 
nominale, c'est à dire une bande de tolérance de 30% de largeur au total. Le gestionnaire dispose de 
la largeur de la bande en exploitant les degrés de liberté offerts par les stockeurs d’énergie pour 
compenser les erreurs d’engagement. Si la largeur de bande est trop importante, le rôle de la prise 
d’engagement et de la gestion est diminué. Au contraire, en réduisant la bande de tolérance, nous 
augmentons l'impact de l'engagement. 
En sachant que nous devrons augmenter le nombre de scénarios par la suite, afin d’obtenir des 
résultats plus robustes, nous avons effectué une première étude de l'impact de cette bande de 
tolérance. 
 
Nous avons testé la modélisation MILP imbriquée pour des tolérances décroissantes de 15% à 2%. La 
rapidité de simulation nous a permis de réaliser les tests sur une année entière. Dans un premier 
temps, l’étude est seulement réalisée avec un nombre de scénarios de 10, comme précédemment. 
Les résultats présentés sont obtenus avec les 10 Pprod utilisés pour l’optimisation : 
 
  tol 15% tol 10% tol 5% tol 2% 
Gain moyen 
Référence(k€) 
3 921 3 752 3 437 3 146 
Gain moyen 
MILP (k€) 
3 960 3 857 3 607 3 363 
Ecart relatif  0,99% 2,80% 4,94% 6,89% 
CF Référence 1,82% 0,05 11,15% 22,43% 
CF MILP 3,34% 8,99% 17,42% 24,37% 
Tableau 34: Essais MILP imbriquée pour différentes bande de tolérance 
On peut voir une sensibilité plus forte, avec augmentation des performances de l'optimisation par 
rapport à la référence en diminuant la bande de tolérance. Nous passons de 1% de progression 




bande de tolérance de 2% de large. Pour rester dans des valeurs cohérentes et ne pas trop s’éloigner 
des cahiers des charges existants nous utiliserons 5% pour la suite de l'étude. 
 
4.4.2 Modification de la fonction objectif : CFmax 5% 
 
En plus de la diminution de la bande de tolérance, nous avons voulu modifier la pénalisation en cas 
de CF. La pénalisation sur le CF reste la même, mais une pénalisation supplémentaire est ajoutée : Si 
le CF moyen de la journée est supérieur à 5%, la journée entière n’est pas rémunérée. Nous avons vu 
dans les chapitres précédents qu'il valait parfois mieux augmenter le CF journalier afin de maximiser 
les gains. Cette contrainte a pour but de contraindre le gestionnaire à un meilleur respect de 
l'engagement. Cette contrainte sur le CF moyen journalier se modélise à l'aide de Nscénarios nouvelles 
contraintes :  
 
C12) CF inférieur à 5%: 
 
 𝐶𝐹𝑃 𝑖  𝑛 < 5% ∗ 𝑁𝑖𝑛𝑠𝑡𝑎𝑛𝑡
𝑁𝑖𝑛𝑠𝑡𝑎𝑛𝑡
1 , ∀ n ϵ [1.. Nscénarios] (4.27) 
 
Nous pourrons remarquer, vue la discrétisation en 144 instants, que cette contrainte revient à 
imposer le nombre d’occurrences de CF inférieur à 7.2 (5% de 144), et donc inférieur à 7, ce qui 
correspond à 4.86% de 144. 
La discrétisation utilisée pour le modèle implique donc que cette contrainte soit en réalité 
équivalente à la contrainte : 
𝐶𝐹𝑃𝑚𝑜𝑦  𝑛 ≤ 4.86%,∀ n ϵ [1.. Nscénarios] 
 
(4.28) 
Ce nouveau cahier des charges demande d'introduire un nouveau critère d’évaluation : le 
GainrespectCFmax. Ce gain est calculé de la même façon que précédemment, sauf que le gain journalier 
est nul pour les journées où la contrainte de CF moyen n'est pas respectée.  
Le Gain utilisé jusqu’à présent est tout de même calculé. Dans le cas où la contrainte de 𝐶𝐹 < 5% 
n’est pas respectée, nous réalisons une optimisation en 2 étapes : 
 1 : Minimiser le CF (seul critère de minimisation) :  CFmin étape1 
 2 : Optimiser le Gain, en imposant le CF égal au CF mini :  CF= CF min étape1.  
Cette méthode permet d’avoir une valeur de Gain, même pour les journées où la contrainte C12 
n’est pas respectée, ainsi qu’une valeur de CF pour la journée même si celui-ci est supérieur à 5%. 
 
4.4.3 Nombre de scénarios 
 
Précédemment, la résolution du problème par la méthode séquentielle bouclée à l'aide du 
Clearingnous a confronté à un problème de temps de calcul limitant fortement le nombre de 
scénarios, ce qui est problématique pour avoir des résultats satisfaisants d'un point de vue 
robustesse. La formulation ‘’100% MILP’’ permet de simuler un nombre de scénarios plus 
grands.Nous avons ainsi simulé le système pour des nombres de scénarios de 10,20 et 30. Si on se 
réfère à la Figure 56 et aux 2 modes d’évaluation, la méthode MILP a déjà fait ses preuves sur 
l’évaluation avec les données utilisées pour l’optimisation (évaluation 1). Les engagements optimaux 
obtenus sont donc ensuite testés sur 100 scénarios de production aléatoires pour éprouver leur 
robustesse (évaluation 2). 
 
Les résultats annuels moyens sont présentés dans le Tableau 35. En plus du Gain moyen, du 
GainrespectCFmax moyen, et du CF moyen, le pourcentage de journées respectant la contrainte 





                 Engagement 
Moyennes 
MILP 1  
(10 scénarios) 
MILP 2  
(20 scénarios) 
MILP 3  
(30 scénarios) 
Gain (k€) 3 216 3 099 3 021 
GainrespectCFmax  (k€) 1 902 2 344 2 506 
CF 6,40% 4,16% 3,26% 
Journées réussies 56% 74% 82% 
Tableau 35 :Méthode 100% MILP imbriquée ; comparaison pour des nombres de scénarios différents sur 100 Pprod 
aléatoires 
Le lien entre robustesse et nombre de scénarios apparait clairement dans ce tableau. Lors de l’étape 
d’optimisation, un engagement est trouvé pour respecter la contrainte journalière de 𝐶𝐹 < 5% pour 
tous les scénarios étudiés. Lorsque l’optimisation n’est réalisée qu’avec 10 scénarios différents, 
l’engagement trouvé ne permet que 56% de réussites sur un échantillon de scénarios différents. Si on 
augmente le nombre de scénarios à 30, on passe à 82% de journées réussies. Cela se ressent tout de 
suite sur le GainrespectCFmax : on peut noter une nette amélioration (plus de 25%) en passant de 10 à 30 
scénarios. On peut aussi noter une diminution du Gain moyen. En effet, comme vu précédemment, 
nous sommes dans une situation où la relation entre CF et Gain pur n’est pas évidente : une 
augmentation du taux deCF permet une augmentation du Gain, ce qui parait contre intuitif et 
pourrait être contreproductif pour une stratégie qui vise à augmenter le taux de pénétration des 
énergies renouvelables et la qualité d’engagement de production de ces dernières. 
 
Maintenant que nous avons vu que nous pouvions augmenter le nombre de scénarios, grâce à la 
nouvelle formulation, nous allons comparer les résultats obtenus avec des engagements de 
référence. 
 
4.4.4 Comparaison avec engagement référence 
 
Nous allons comparer des engagements « de référence » à l’engagement optimal (100% MILP) sur 
différents jeux de données. Nous allons tout d’abord effectuer des simulations pour les 100 scénarios 
annuels aléatoires utilisés dans la partie précédente. Puis, nous allons exploiterdes données réelles 
de production sur une année. L’engagement optimal est comparé à 3 engagements de référence 
déterminés à partir de la prévision : 
 Peng Réf1 :Peng= Pprev 
 Peng Réf2 :Peng = Pprev -tol 
 PengRéf3 : Peng = Pprev -1.5xtol 
 
Comme précédemment, les résultats seront formulés sous la forme de valeurs moyennes pour les 
indicateurs : Gain, GainrespectCFmax,CF. Le pourcentage de journées où la contrainte de (CF<5%) est 
aussi ajouté.  
 
Les résultats pour les 100 scénarios aléatoires sont résumés dans le tableau suivant : 
                 Engagement 
Moyennes 
MILP Réf1 : Pprev Réf1 : Pprev-tol Réf3 : Pprev-1.5xtol 
Gain (k€) 3 021 3 437 3 310 3 184 
GainrespectCFmax(k€) 2 506 1 082 2 037 2 385 
CF 3,26% 11, 24% 5,20% 3,38% 
Journées réussies 82% 36% 65% 78% 
 Tableau 36:Méthode 100% MILP imbriquée ; comparaison avec engagements de référence sur 100 Pprod aléatoires 
Si on regarde seulement le GainrespectCFmax, qui est ici le critère d'optimisation, on s’aperçoit que 




comparant les résultats des différents engagements heuristiques entre eux, il apparait que baisser 
l’engagement par rapport aux niveaux de prévision augmente la robustesse. Le pourcentage de 
journées réussies va dans le même sens que le GainrespectCFmax, ce qui est cohérent. Le Gain montre, 
encore une fois, qu’avec la réglementation en place, il vaut souvent mieux favoriser des CF pour 
maximiser le Gain. 
 
Les résultats obtenus pour les données réelles de production sont résumés dans le tableau suivant : 
 
                     Engagement 
Moyennes 
MILP Réf1 : Pprev Réf1 : Pprev-tol Réf3 : Pprev-1.5xtol 
Gain (k€) 2 885 3 121 3 073 2 987 
GainrespectCFmax(k€) 2 170 1 172 1 727 2 015 
CF 4,43% 16, 37% 8,78% 6,31% 
Journées réussies 77% 40% 61% 71% 
Tableau 37:Méthode MILP imbriquée, comparaison avec engagements de référence pour Pprod réels 
Les résultats obtenus sur les données réelles confirment ceux obtenus avec les 100 scénarios 
aléatoirement générés : l'engagement optimal avec la méthode 100% MILP donne les meilleurs 
résultats. Les données réelles produisent un scénario tout de même moins favorable que les 
scénarios aléatoirement générés : des Gains plus faibles et des CF moyens plus importants. 
 
L’optimisation MILP imbriquée semble parvenir à trouver une solution non seulement optimale mais 
plus robuste. Si on compare les GainrespectCFmaxentre l’engagement optimal et la référence R3 qui est le 
deuxième plus performant pour les 100 scénarios joués, ainsi que pour les données réelles, on 
obtient en moyenne une amélioration de respectivement 5% à 7.7%. 
 
Nous voulons maintenant vérifier que la gestion utilisée pour comparer les résultats n’influe pas sur 
les résultats trouvés. En effet, la gestion optimale développée en MILP effectue « un délit d’initié » 
puisqu’on considère que la trajectoire complète de production est connue à l’avance. On peut même 
supposer que la faible sensibilité de l’engagement est due aux performances de la gestion : même si 
l’engagement est sous optimal, la gestion optimale MILP parviendrait à en tirer le meilleur.   
 
4.4.5 Impact de la gestion sur l’optimisation de l’engagement 
 
Des méthodes de gestion heuristiques ont été étudiés au chapitre3. Nous allons utiliser la stratégie 
heuristique améliorée grâce aux résultats de la gestion optimale. Nous pourrons comparer cette 
gestion à la gestion optimale pour les 100 scénarios aléatoires (différents de ceux utilisés dans 
l’optimisation) ainsi que pour les données réelles. 
 
Les résultats obtenus pour les 100 scénarios aléatoires sont résumés dans leTableau 38. Les résultats 





MILP Réf1 : Pprev Réf2 : Pprev-tol Réf3 : Pprev-1.5xtol 
Gain (k€) 2 927 (3 021) 3 256 (3 437) 3 183 (3 310) 3 068 (3 184) 
GainrespectCFmax (k€) 2403 (2 506) 957 (1 082) 1 910 (2 037) 2 264 (2 385) 
CF 2.62% (3,26) 13.2% (11,24) 5.42% (5,2) 3,17% (3,38) 




Tableau 38: Méthode 100% MILP imbriquée ; comparaison gestion optimale MILP et gestion heuristique pour différents 
engagements sur 100 Pprodgénérés aléatoirement 
Les résultats obtenus pour les données réelles sont résumés dans le tableau suivant: 
 
                    Engagement  
Moyenne MILP Réf1 : Pprev Réf2 : Pprev-tol Réf3 : Pprev-1.5xtol 
Gain (k€) 2 787 (2 885) 2 963 (3 121) 2 943 (3 073) 2 867 (2 987) 
GainrespectCFmax (k€) 2 054 (2 170) 1 125 (1 172) 1 661 (1 727) 1 871 (2 015) 
CF 4.48% (4,43) 18.5% (16,37) 9.45% (8,78) 6.89% (6,31) 
Journées réussies 74% (77) 39% (40) 61% (61) 68% (71) 
Tableau 39: Méthode MILP imbriquée, comparaison gestion optimale et gestion heuristique pour différents engagements 
sur les données réelles 
Les résultats pour les Pprod générés aléatoirement ainsi que pour les Pprod réels abondent encore une 
fois dans le même sens : l’engagement trouvé avec la méthode imbriquée 100% MILP reste plus 
performant et robuste. On confirme aussi que la gestion optimale MILP est plus performante que la 
gestion heuristique sur ce nouveau cahier des charges. Malgré tout, la gestion heuristique reste très 
performante. On peut voir que le nombre de journées réussies diminue très peu par rapport à la 
gestion optimale : pour l’engagement par la méthode MILP imbriquée , 1% de diminution pour 100 
scénarios générés aléatoirement, et 3% sur les données réelles. Ceci montre que l'engagement 
trouvé est robuste aux aléas de gestion. 
 
En comparant l’engagement MILP imbriqué et la référence Réf3, en éprouvant dans les deux cas sur 
la gestion heuristique, on peut noter que le GainrespectCFmaxest amélioré de 6.1% pour les 100 
scénarios, et de 9.8% pour les données réelles. La sensibilité sur le gain a bien été augmentée par 
rapport aux résultats avec la gestion optimale MILP.  
 
L’impact de la gestion heuristique étant faible, et le temps de calculs de celle-ci étant très court, nous 
avons pu explorer plus de résultats et lancer de nombreuses simulations successives. Nous avons 
donc voulu comparer notre solution d'engagement optimale à d’autres engagements de référence. 
Ayant remarqué que diminuer la valeur de l’engagement de référence entraine une augmentation de 
la robustesse, nous allons continuer à diminuer cet engagement afin de voir si la robustesse continue 
d’augmenter. L’engagement optimal a été comparé avec de nouveaux engagements de référence : 
 PengRéf4 :Pprev-2xtol 
 PengRéf5 :Pprev -2.5xtol 
 PengRéf6 :Pprev -3xtol 
 PengRéf7 :Pprev -3.5xtol 
 
Les résultats pour les 100 scénarios aléatoires, avec une stratégie de gestion heuristique sont 
résumés dans le tableau suivant : 










Gain (k€) 2 927 2 919 2 751 2 494 2 397 
GainrespectCFmax (k€) 2 403 2 362 2 408 2 382 2 345 
CF 2.62% 1,75% 0,91% 0,47% 0,23% 
Journées réussies 81% 87% 93% 97% 99% 




Diminuer l’engagement a pour effet d’augmenter le pourcentage de journées réussies. On obtient le 
maximum en GainrespectCFmax pour Réf5 avec 93% de journées réussies. La solution optimale MILP est 
presque identique (0.2% d’écart entre les GainrespectCFmax), pour 12% de journées réussies en moins.   
 
Les résultats pour les données réelles de production, avec une stratégie de gestion heuristique sont 
résumés dans le tableau suivant : 
 










Gain (k€) 2 787 2 759 2 625 2 481 2 338 
GainrespectCFmax (k€) 2 054 1 957 1 961 2 044 2 027 
CF 4.48% 4,90% 3,70% 2,40% 1,46% 
Journées réussies 74% 75% 80% 88% 90% 
Tableau 41:Engagement optimal, gestion heuristique, comparaison avec engagements de référence pour les données réelles 
Sur les données réelles, c’est la solution MILP qui est la meilleure. La meilleure trajectoire de 
référence devient la Réf6. Encore une fois, les résultats sont proches en terme de GainrespectCFmax, pour 
14% de journées réussies en plus pour la référence. L’optimiseur, en utilisant mieux (plus) la batterie 
arrive à maximiser les gains en contrepartie de CF. Les résultats obtenus mettent surtout en valeur la 
faible sensibilité de l’engagement sur cette problématique, le problème d’optimisation étant 
singulièrement plat. Malgré les modifications effectuées sur le cahier des charges, les gains sont 
minimes et la modélisation linéaire utilisée ne permet donc pas de conclure très clairement en faveur 
de la stratégie développée. Cela a tout de même permis d’éprouver la robustesse des méthodes de 
gestion développées. La méthode MILP ou H2 étudiées dans le chapitre 3 se sont montrées 
performantes sur l’ensemble des scénarios testés. 
4.5 Conclusion sur l’engagement robuste 
 
Les résultats obtenus, pour les stockeurs d’énergie utilisés, tendent à montrer d’une part que le 
problème d’optimisation est « plat » (faiblement sensible) et d’autre part qu’il est difficile de faire 
mieux que des méthodes de gestion basées sur le bon sens pour la prise d’engagement. La méthode 
développée est cependant prometteuse, et permet d’obtenir des résultats sur des problèmes de 
taille très importante. L’étude menée a permis de montrer que : 
- Il est indispensable d’avoir un nombre de scénarios suffisamment grand pour l’optimisation 
de l’engagement si on souhaite aboutir à une solution robuste (100 scénarios semble être le 
nombre minimum) 
- L’engagement obtenu, suite à l’optimisation MILP, s’avère être robuste aux variations de 
stratégies de gestion. Ce qui permet d’envisager cette méthodologie lors d’une pré-étude à J-
1, pour appliquer les résultats à une stratégie de gestion en temps réel à J. 
- Un engagement relativement prudent (Pprev- constante) est une solution simple mais robuste 
donc très intéressante car elle permet de se passer de l’optimisation dans les conditions 
(tarifs et formulation des pénalités) étudiées. Cependant cette « constante » est a priori 
difficilement identifiable car dépendant de nombreux paramètres : gisement, tolérance, 
niveau de production moyen de la journée, etc.  
 
La prised’engagement est intimement liéeà l’erreur de prévision. Investir dans la qualité de ces 
prévisions semble être la meilleure solution dans le but de maximiser les profits. Cependant, la mise 
en place des méthodes développées est très peu couteuse et permettrait une automatisation de la 




marché représente (plusieurs millions d’euros annuels pour seulement 4 éoliennes), le moindre % de 
d’améliorationdevient substantiel. Approfondir l’utilisation de la méthode MILP imbriquée a moindre 
coûts en complément d’investissement sur la qualité des prévisions de production parait donc être 





5 Conclusion générale et perspectives 
 
Dans cette thèse de doctorat, nous avons étudié l’optimisation de l’engagement de production et la 
gestion robuste d’une centrale éolienne couplée à des stockeurs d’énergie. Cette approche se situait, 
de façon générale, dans l’optique d’une intégration des énergies renouvelables sur un réseau 
insulaire (par exemple la Guadeloupe ou la Réunion) avec une meilleure qualité d’engagement de 
production à J-1. Cette étude s’inscrit dans un contexte sociétal et climatique qui pousse à la 
production et l’utilisation d’énergie alternatives aux énergies fossiles et s’appuie plus 




Dans le premier chapitre, nous avons introduit le contexte général et les différentes problématiques 
énergétiques à l’échelle mondiale. Cela a permis de mettre en avant les différents services systèmes 
demandés aux producteurs d’énergie afin de devenir des acteurs complets de l’équilibre du réseau, 
parmi lesquelles apparait « l’engagement de production à J-1 » : le producteur s’engage sur le profil 
de puissance produite tout au long de la journée la veille pour le lendemain. On dispose de stockeurs 
énergétiques afin de gommer les erreurs d’engagement. A l’aide de ces degrés de liberté, la 
gestionénergétique se fonde sur la prévision de la production. Ce chapitre a aussi permis de 
positionner cette étude parmi les nombreux travaux existants. 
 
Dans le chapitre 2, nous avons développé les différentes briques de modèles utilisées tout au long de 
ce manuscrit. La modélisation en flux d’énergie du système a été détaillée, ainsi que la prise en 
compte du contexte économique souhaité. Le stockage énergétique utilisé : batterie Li-Ion fut 
ensuite étudié. Un modèle de comportement (courbes de charge/décharge) et de vieillissement ont 
été détaillés.  Plusieurs niveaux de modélisations sont utilisés pour les composants : linéaires et non 
linéaires, en prévision des différentes études développées dans les chapitres suivant. Enfin, après la 
modélisation des différents constituants du micro-réseau, nous nous sommes intéressés à la 
modélisation des entrées de notre modèle, tout particulièrement à leur caractère incertain. Cela a 
permis de modéliser un générateur aléatoire de production, qui a été nécessaire pour la suite de 
notre étude consacrée aux questions de robustesse. 
 
Le chapitre 3 était consacré à l’étude de la gestion des flux d’énergie du système. Deux méthodes ont 
été comparées : une gestion heuristiqueà base de règles d’expert et une gestion optimale fondée sur 
la méthode MILP. Nous avons conduit une étude sur une année entière et mis en avant les 
performances de la méthode de gestion MILP. Nous avons montré que les résultats obtenus par 
cette méthode, basés sur un modèle linéaire par définition, sont transposables et restent très 
performants sur des modèles non linéaires. Une étude poussée du modèle et de l’influence de 
certains paramètres et hypothèses posées a ensuite été effectuée. L’étude du comportement de la 
solution optimale a finalement permis de guider la définition d’une nouvelle solution heuristique plus 
performante.   
 
Dans le chapitre 4, nous nous sommes attachés à optimiser la prise d’engagement effectuée la veille 
pour le lendemain. Jusqu’à présent, celui-ci était pris égal à la prévision. Nous nous sommes placés 
dans un contexte de tarification variable, lui aussi inspiré d’un appel d’offre de la CRE,favorisant le 
report de production. Les nouvelles approches d’optimisation ont été présentées pour cette 
tarifcation variable. Dans un premier temps, 3 méthodes d’optimisation de l’engagement sont 
comparées pour des simulations sur 4 journées types distinctes. Les aspects robustesse de la solution 





scénarios différents sont testés. La méthode dite« 100% MILP imbriquée » se montre la plus 
performante d’un point de vue résultat et surtout en termes de temps de calcul. Une étude 
approfondie de cette méthode est donc effectuée sur une année entière. Encore une fois, des 
centaines de scénarios différents ont été testés pour chaque journée. Cette étude a surtout mis en 
avant la faible sensibilité de la prise d’engagement sur la fonction objectif.  
Une étude de l’impact corrélé de la gestion sur la prise de l’engagement a ensuite été menée, ce qui 
a permis de valider les performances des méthodes de gestion développées dans le chapitre 
précédent, notamment sa robustesse grâce à la multitude de scénarios simulés.  
 
Au travers de ces travaux, la principale problématique a été de concilier la complexité des modèles 
employés pour la formulation des problèmes avec les capacités de résolution disponibles. Dans ce 
but, un effort tout particulier a été porté sur l’approche et la méthodologie employée. Pour 
synthétiser, nos principales contributions à travers ce manuscrit ont été : 
 
Pour la modélisation : 
1. Mise en place de méthodologies de modélisation compatibles avec des horizons temporels 
de simulations important. 
2. Créationun générateur de production aléatoire grâce à l’analyse de données réelles. 
 
Pour la gestion : 
3. Formulation linéaire de la problématique souhaitée en respectant les contraintes MILP du 
micro-réseau, notamment pour respecter la linéarité des contraintes. 
4. Obtention de résultats concluants pour la méthode MILP sur une année entière pour un pas 
de calcul relativement faible (10min), ainsi qu’une étude approfondie du comportement de 
cette méthode. 
5. Utilisation d’un modèle linéaire pour obtenir des résultats performants sur un modèle non 
linéaire. 
6. Création d’un nouvel algorithme de gestion heuristique guidé par l’analyse de comportement 
de la solution MILP. 
 
Pour l’optimisation robuste de l’engagement : 
7. Comparaison de différentes méthodologies d’optimisation pour traiter le problème de prise 
d’engagement. 
8. Mise en avant de la capacité de la méthode 100% MILP à traiter ce problème de façon 
robuste par une approche de type Monte-Carlo. 
9. Mise en évidence de la faible sensibilité de l’engagement de production malgré la diversité 
des cahiers des charges étudiés. 
10. Malgré la faible sensibilité, la robustesse des méthodes de gestion a été mise en évidence sur 
une centaine de scénarios annuelsconfirmant la performance globale. 





L’étude d’une telle problématique ouvre de nombreuses opportunités de prolongements et de 
perspectives. Nous proposons certaines pistes de recherches complémentaires en lien avec la 
thématique de la centrale éolienne couplée à des stockeurs d’énergie.  
 





La problématique du dimensionnement de l’installation d’un dispositif de stockage est bien 
sûr une problématique centrale pour ce type de systèmes. Nous espérions avoir le temps de pouvoir 
aborder ce sujet avec pour objectif une co optimisation dimensionnement – engagement – gestion : 
nous espérons que les développement et contributions précitées permettront à des études futures 
d’atteindre plus aisément cet objectif.  
Le vieillissement des stockeurs a été pris en compte dans le bilan économique, mais il serait 
intéressant de reboucler les dégradations de performances de celui-ci à l’intérieur du modèle de 
comportement. Cela permettrait de prendre en compte la diminution de performance en énergie, 
puissance et rendement du système au cours de son utilisation.  
L’étude de différentes technologies de stockeur d’énergie serait aussi intéressante. Que ce 
soit simplement pour explorer d’autres technologies (volant d’inertie, supercapacité, pile à 
combustible,…), mais aussi et surtout pour envisager un couplage énergie/puissance sur les 
stockeurs, avec par exemple une batterie Lithium pour répondre rapidement aux besoins court 
terme et un stockage hydrogène (tandem pile à combustible – électrolyseur) afin d’autoriser un 
report de production sur un laps de temps plus conséquent jours, semaines, mois ou pour autoriser 
d’autres services vers des centrales de productions d’énergie plus autonomes et résilientes. 
 
Une validation expérimentale des techniques de gestion employées serait aussi pertinente. Avoir la 
possibilité de tester cela sur des sites réels insulaire serait une grande opportunité. A défaut, il serait 
opportun d’émuler le comportement de certains composants du système comme il serait par 
exemple possible de le faire sur la plateforme d’investigation microréseaux du LAPACE. On pourrait 
imaginer émuler le comportement en temps compressé [76]afin d’obtenir, encore une fois, des 
résultats sur des horizons temporels important. 
 
Les possibilitéspour augmenter la complexité et le nombre de degrés de liberté du gestionnaire en 
rajoutant des acteurs sont très grandes. Dans les microréseaux, des charges, commandables ou non, 
prévisibles ou non peuvent être ajoutées à l’étude, avec par exemple la possibilité de devoir gérer le 
délestage de certaines charges en plus des stockeurs d’énergie. Le nombre de possibilité et de degré 
de complexification envisageable est très important.  
 
Une étude de l’impact de la qualité de prévision : que ce soit météorologique, ou de prévision de 
consommation pourrait apporter de nombreuses informations. Les stockeurs d’énergie sont pour 
l’instant utilisés pour palier et lisser les différentes erreurs de prévisions, mais leur taille et leur 
gestion dépend de la qualité de ces prévisions. Il faudrait pour cela disposer du couple Puissance 
prévisionnelle/Puissance effectivement produite sur de nombreuses années pour de nombreux sites, 
avec différentes qualités de prévisions.  
 
Enfin, une étude de l’intégration et de l’impact de ce type de micro-réseaux(amenés à se multiplier) 
sur le réseau global serait très enrichissante. Nous avons montré que les cahiers des charges utilisés 
n’incitaient pas forcément au respect de l’engagement via la minimisation du CF, alors qu’il s’agit là 
d’un critère primordial d’un point de vue stabilité réseau. On pourrait aussi regarder l’impact de 
différents cahiers des charges plus vertueux vis-à-vis des contraintes du réseau.  
Il faudrait aussi regarder, pour ces différents critères, l’impact que pourraient avoir plusieurs 
centrales de ce type interconnectées : est-ce que les incitations proposées ne créeraient pas des 
effets d’interactions néfastes ? Par exemple, quelle conséquence pour le réseau aurait un déficit 
important de production sur la période précédant une pointe tarifaire, du fait que les producteurs 
stockeraient tous le maximum d’énergie durant ce laps de temps pour le revendre pendant la pointe. 






L’ensemble de ces études permettraient de favoriser l’intégration des énergies renouvelables dans le 
mix énergétique mondial. Et nous espérons que nos travaux pourront participer à l’avancée de ces 
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