Time synchronization in highly distributed wireless systems like sensor and ad hoc networks is extremely important in order to maintain a consistent notion of time throughout the network and to support the various timing-based applications. But, cheating behavior by the participating nodes in the network can severely jeopardize the accuracy of the associated time synchronization process. Despite recent advances in this direction, a key fundamental question still remains unanswered: Is it theoretically feasible to secure distributed time synchronization protocols, given complete (or global) time and time difference information in the network?
INTRODUCTION
Wireless ad hoc networks such as sensor networks are fast gaining popularity for a variety of outdoor monitoring and emergency response applications including environment and climate monitoring, forest fire monitoring, target tracking, monitoring enemy movement during wars and intrusion detection systems. Due to the critical nature of these applications, knowledge of the exact order and time of occurrence of the monitored events is extremely essential. In order to maintain time, each mote is normally equipped with an onchip local clock (generally, a quartz crystal oscillating at a specific frequency), which at the time of deployment is synchronized with the other motes in the network. Thus, at the beginning all the nodes 1 in the network have the same notion of time. But over a period of time, motes in the network develop varying notions of time due to various network and mote dependent factors such as fading battery power, longer sleep periods and mote crystals oscillating at different frequencies.
The process of updating the local clocks of each mote in the network such that all the motes have the same notion of time is referred to as time synchronization. Time synchronization can be either absolute or relative. In absolute synchronization, the clocks of all the motes are adjusted to a real-time standard like UTC (Universal Coordinated Time) or some other well-known global value. In relative synchronization, such a global or standard value of time is not known, and the nodes have to be synchronized relative to each other. Several efficient protocols for time synchronization in infrastructure-based computer networks exist in the 1 The term mote and node are used interchangeably literature [32] . Cristian's Remote Clock Reading method [4] , Arvind's Time Transmission Protocol (TTP) [1] , Set-valued Estimation method [18] by Lemmon et al. and Mill's Offset Delay Estimation method employed by the Network Time Protocol (NTP) [22] are a few example of such protocols. These protocols estimate the time offset between the target machine (that needs to synchronize its time) and a source machine (generally a time-keeping server or a machine that has the correct notion of time) using simple message transmissions and time stamping, and use this estimated time difference to determine the local time of the target. But, due to factors such as lack of infrastructure, limited power, limited bandwidth, limited hardware and non-deterministic delays at the MAC layer in sensor motes, the above schemes cannot be directly applied to sensor networks.
Depending on the application, either relative or absolute synchronization may be required by the network. But, for most sensor network applications relative synchronization is generally sufficient. Relative time synchronization algorithms for wireless sensor networks can be further divided into two broad types: sender-receiver synchronization and receiver-receiver synchronization [32] . In senderreceiver synchronization [10, 25, 20] the nodes synchronize themselves with respect to a sender or beacon node. The sender node periodically sends a message (beacon) with its local time to the receiver. The receiver then synchronizes with the sender using the local time-stamp it receives from the sender. The message delay between the sender and the receiver is calculated by measuring the total round-trip time, from the time a receiver requests a time-stamp until the time it actually receives a response. In the receiver-receiver synchronization [5, 29, 21, 33] , instead of interacting directly with a sender, receivers exchange with each other the time at which they received the same message from the same sender, and compute the time offset between them based on the difference in reception times. One thing that is common to all the time synchronization techniques mentioned above is that each mote that wants to synchronize itself, attempts to estimate the time offset (difference) to its neighboring nodes. The number and type of neighboring nodes that the target node estimates time differences to, and the technique used to estimate these time offsets vary and depend on the individual schemes.
In the case when all the nodes behave honestly during time synchronization, all the estimated time differences in the network should follow the triangle law, as shown in node A with respect to node B, and δB,C is the time offset of node B with respect to node C, and so on, then the sum of the time differences δA,B, δB,C and δC,A is zero. This observation was also used by Ganeriwal et al. [9] in their design of secure group synchronization protocol. (In practice, this sum should be less than some constant σ, which denotes an upper bound on the measurement error in the network. Currently, we do not focus on modeling the effects of measurement errors on time synchronization. Thus, the current exposition is simplified by assuming no measurement error.
Although the proposed network model assumes a zero measurement error, the related results are general enough and also hold for a non-zero measurement error.) In other words, if the sum of the time differences is non-zero for a set of nodes in the network then it implies that at least one of the nodes in this set cheats or drastically deviates from correctly executing the protocol. Such inconsistencies in time difference estimates between nodes can severely jeopardize the accuracy of the time synchronization protocol associated with the network. In order to secure time synchronization protocols, one needs to eliminate in an efficient fashion such inconsistent time offset data that is introduced by the cheating or byzantine behavior of the participating nodes. To decide if this problem is feasible or not, is the crux of this paper.
In order to gain a better understanding of the problem of eliminating inconsistent time offset data, a rigorous mathematical formulation of the time synchronization problem itself is extremely crucial. Such a formulation is useful in understanding both the combinatorial and the security related properties of the time synchronization problem. In this direction, we first formulate the time synchronization problem as a Constraint Satisfaction Problem (CSP) in a special type of graph-based model of the network, called the time difference graphs. We next prove an intuitive but fundamental result, which states that the time synchronization problem has a solution (in this model) if and only if the associated time difference graph is consistent, i.e., there exist no inconsistent time offset estimates in the graph. We refer to a time difference graph containing inconsistent time offset values as a partially consistent time difference graph. The problem of eliminating inconsistent time offset values (or cheating behavior) can then be modeled as an optimization problem that determines the largest consistent subgraph of the corresponding partially consistent time difference graph of the network. We also refer to this problem as the Maximum Consistent Time Difference Graph or MCTD. We prove that it is combinatorially infeasible to solve the MCTD problem and show that it is unlikely to even have a polynomial-time approximation algorithm. Due to this negative result for the general case, we study the MCTD problem for a restricted version of time difference graphs, namely completely connected time difference graphs. We prove that even in this case, the MCTD problem is combinatorially hard. But unlike the previous case, there exist polynomial-time approximation algorithms for the completely connected graphs. We prove that the best possible solution quality of these algorithms is bounded by n 1 2 − , for some constant > 0, where n is the number of nodes. We also propose two heuristics for this problem. The first heuristic is based on a greedy selection strategy, while the second is a linear programming based optimization technique. In order to verify the practical efficiency and performance of these heuristics, an empirical evaluation is also presented towards the end.
Background and Related Work
The problem of time synchronization in the presence of malicious motes was first studied by Ganeriwal et al. [9] . They outlined a few attacks on existing time synchronization schemes, including the pulse delay attack, where an adversary deliberately delays the transmission of synchronization messages in order to magnify the time offset between it and the neighboring nodes. The authors also proposed secure single-hop, multi-hop and group time synchronization protocols for wireless sensor networks. Song et al. [30] also proposed two approaches to detect and accommodate the delay attack. The authors proposed schemes that make use of the fact that if there are no malicious motes then the time offsets among the sensor motes should follow the same (or similar) distribution. Sun et al. [31] also proposed secure and resilient pairwise and global time synchronization protocols that use authenticated MAC layer time-stamping and the μ-TESLA broadcast authentication protocol to overcome attacks by malicious motes. The authors claim that their scheme is secure against compromised nodes and external attacks such as sybil attacks. Li et al. [19] proposed a secure time synchronization protocol that verifies the synchronization process between each synchronizing node pair using the node's neighbors as verifiers. Recently, Xianglan et al. [34] proposed a secure light-weight scheme that eliminates the requirement of loose synchronization in the μ-TESLA broadcast authentication protocol.
In summary, all the above schemes only viewed the problem of secure time synchronization from a local or a per-node perspective, which is completely different when observed from a network-wide standpoint. For a large wireless sensor network consisting of thousands of nodes, a set of time offset values might be consistent within a neighborhood (or group) of nodes, but might not be consistent with the rest of the network (or other groups). This issue is more pronounced in de-centralized or infrastructureless time synchronization protocols such as the ones used for sensor networks. We could not find any concrete feasible solution in the literature for securing time synchronization from a network-wide perspective. Although Ganeriwal et al. [11] proposed a group synchronization protocol, their solution works well only for small groups of nodes with a limited number of adversarial nodes. Thus, it is very important to solve the secure time synchronization problem from a global perspective in order to achieve network-wide security. In addition to these issues, we discovered that an elegant formal treatment of the time synchronization problem itself was missing in the literature. Such a formal treatment is very useful in deriving guarantees and fundamental limits on the level of security that can be achieved, and the cost for achieving that. In this work, we attempt to address these unanswered questions.
Paper Organization
In Section 2, we outline the network and adversary model, introduce the notion of time difference graphs and formulate the problem of time synchronization as a CSP. In Section 3, we state the MCTD problem for general time difference graphs and derive the related combinatorial results.
In Section 4, we analyze the MCTD problem for completely connected time difference graphs and present two approximation strategies for it. In Section 5, we discuss the initial simulation results. We conclude the paper with a summary of results in Section 6.
MATHEMATICAL FORMULATION
We begin by providing a brief overview of some important concepts and terminology in complexity theory that will be used throughout this paper. More details on these topics can be found in [13] .
Preliminaries: Complexity Theory
NP is the class of decision problems that have efficiently verifiable proof systems. A decision problem S ⊆ {0, 1}
* has an efficiently verifiable proof system if there exist a polynomial p and a polynomial-time verification algorithm V such that the following two conditions hold:
• Completeness: For every x ∈ S, there exist y of length at most p(|x|) such that V (x, y) = 1.
• Soundness: For every x / ∈ S and every y, it holds that V (x, y) = 0.
A polynomial-time computable function f is called a karpreduction of S to S if, for every x, it holds that x ∈ S if and only if f (x) ∈ S . In this case, S is said to be many-one reducible (or karp reducible) to S in polynomial time. A set S is NP -complete if it is in NP and every set in NP is karp-reducible to it. A set S is NP -hard if every set in NP is karp-reducible to it, but its membership within NP is not known. It is not known whether every problem in NP can be efficiently solved (in polynomial time). But, if any single problem in the set of NP -complete problems can be solved efficiently, then every problem in NP can also be solved efficiently. Thus, NP -complete problems are considered "harder" than NP problems in general, and are believed to have no polynomial-time (efficient) exact solutions. Algorithms for such hard problems, also called optimization problems, that run in polynomial time and produce a near-exact or sub-optimal solution are called approximation algorithms. Approximation algorithms that can guarantee that the solution output by it can be no more (if minimization problem) or less (if maximization problem) than a factor σ times the optimum solution is called a σ-approximation algorithm for that problem.
In this paper, we model the problem of securing distributed time synchronization protocols in wireless sensor networks as an optimization problem. In the following section, we first outline the network model for this problem.
Network Model
Let N = {1, 2, . . . , n} denote the set of n motes in the network. Let P = (p1, p2, . . . , pn) be the local clock vector such that each pi is a function of time pi : t → R + , and gives the local clock value on the mote i at any instant in time t. At the time of network deployment, i.e., at t = 0, pi(t) = pj (t), ∀i, j ∈ N , but this equality ceases to hold with time due to factors such as clock drift, clock skew, etc. [32, 23] . Now, a time difference graph, G = (V, E, w, δ), for the network at any instant in time can be defined as follows (see Figure 2) . The set V = {vi|i ∈ N } contains a vertex corresponding to each operating mote in the network at that instant. A directed edge (vi, vj ) ∈ E exists between two vertices vi and vj in the graph G if and only if i and j are neighbors of each other, and the direction of the edge depends on the role of the nodes during time difference estimation. This is discussed shortly. But first, by "neighbors" we mean that both i and j are in the radio range of each other, and can communicate with each other directly. We assume that each mote is able to securely determine its neighborhood [24] .
Assuming that the degree (combined in and out degree) of a vertex vi is denoted by di, the graph G is associated with a clock function w that assigns a vector wi = {R + } d i of di real values to each vertex vi in the graph. Each scalar value wv i ,v j in this vector signifies the local clock value advertised by i to each of its neighbors j at time t. Ideally, for every
e., the node should advertise its actual local clock value to each of its neighboring node. But in reality, this equality may or may not hold depending on whether the node is honest or not about advertising its actual local clock value, i.e., every scalar value in the clock function vector wi may not be identical and not necessarily equal to the node i's actual local clock value pi(t). For example, as shown in Figure 2 , the clock function vector for node 2 is w2 = {wv 2 ,v 1 = 5, wv 2 ,v 3 = 6, wv 2 ,v 4 = 5, wv 2 ,v 5 = 6}, i.e., node 2 advertises a clock value of 5 to nodes 1 and 4, while a clock value of 6 to nodes 3 and 5. We shall discuss this in detail later in Section 2.4. It is important to note here that for any node i, wv i ,v j is known only to j and not to any other neighbors of i. Now, in each pair of neighboring nodes, one node acts as a sender node and the other node is a receiver, and the receiver node always computes its time difference with respect to the sender. Thus, if i is a sender node and j is a receiver node then the edge (vi, vj) is directed from vi to vj . Intuitively it may seem that such a representation only models the sender-receiver type of time synchronization protocols, but the current graph-based model is very general and also captures the receiver-receiver type of protocols. In the receiver-receiver type of protocols, two nodes estimate the time offset with respect to each other by exchanging the receipt times of a packet from a common node. So in the current model, these two nodes will be modeled both as a sender and a receiver, and there will be a directed edge between the nodes in both directions.
Each edge (vi, vj ) ∈ E is associated with a real weight δv i ,v j , which is nothing but the estimated time offset (difference) computed by the receiver to the sender. Formally, the graph G is associated with a time difference function δ, δ : E → R, such that δ assigns a weight to each edge in the graph signifying the estimated value of the time difference between the two vertices (motes) connected by that directed edge. The weight δv i ,v j is positive (> 0) if the receiver node lags the sender node, δv i ,v j is negative (< 0) if the receiver node leads the sender node, and δv i ,v j is zero if there is no time difference between the receiver and the sender node. We also assume here that the time difference function δ can be efficiently computed. An example of one such efficient implementation of the time difference function was given by Ganeriwal et al. [10] , where the receiver computes the time difference by receiving time stamped messages from the sender. In order to simplify the current exposition, we assume here that the graph G is a simple, connected, directed graph, i.e., there are no self loops and every vertex is reachable from every other vertex through a sequence of edges. In the following section, we present a formulation of the time synchronization problem, given the time difference graph model of the network.
The Time Synchronization Problem
Given a time difference graph G = (V, E, w, δ) of the network, as defined above, the problem of time synchronization can be formulated as a Constraint Satisfaction Problem (CSP). Suppose that V = n, i.e., all motes are operational. We define a set of n variables x1, x2, . . . , xn, one for each vertex vi ∈ V in G. These variables are also referred to as adjustment variables [28] . Each adjustment variable xi has a non-empty domain, which is the set of real numbers R. Each directed edge (vi, vj ) ∈ E defines two constraints. The first constraint, denoted as C 1(v i ,v j ) , gives the relationship between xi, xj and the time difference function δ, and is given as
The second constraint, denoted as C 2(v i ,v j ) , gives the relationship between xi, xj and the clock function w,
Thus, there are a total of 2 · E constraints in the system. The state of the above CSP is defined by an assignment x1 = m1, x2 = m2, . . . , xn = mn, where mi ∈ R, to some or all the adjustment variables. An assignment that does not violate any constraints is called a consistent or legal assignment. A complete assignment is one in which every variable is mentioned, and a solution to the CSP is a complete assignment that satisfies all the constraints. Given a time difference graph, G = (V, E, w, δ), the problem of time synchronization then reduces to determining a complete consistent assignment to the adjustment variables x1, x2, . . . , xn. Intuitively, x1 = m1, x2 = m2, . . . , xn = mn represents the values by which the clocks of the nodes 1, 2, . . . , n must be adjusted such that all the nodes have the same notion of time. The problem of time synchronization, as formulated above, is feasible or solvable if such a complete assignment exists. If such a complete assignment does not exist then it implies that some of the constraints cannot be satisfied, and time synchronization is infeasible or partially feasible. This infeasibility can be due to the cheating or byzantine behavior of the participating nodes, as discussed in the following section.
Adversary Model and Inconsistencies in Time Synchronization
From the point of view of time synchronization, an honest node always accurately advertises its own local clock values and accurately estimates the time difference to its neighboring nodes. On the other hand, nodes can also cheat during time synchronization, as discussed below.
1. Advertise incorrect local clock value: As discussed before, each node advertises its local clock value to each of its neighboring nodes during time difference estimation. A node can cheat by advertising incorrect local clock information to its neighboring nodes. Such a cheating behavior translates to the clock function w assigning incorrect weight vectors to the vertices in the corresponding time difference graph model G of the network, i.e., wv i ,v j = pi(t) for some node i and its neighbor j.
2. Manipulating time difference estimation: During time synchronization, a cheating node can also manipulate message transmissions, for example, by introducing unnecessary delays or changing packet time stamps. This may affect the time difference estimation process and translate to the time difference function δ assigning incorrect weights to the edges in the corresponding time difference graph model G.
There are some important observations that we make at this point. First, the advertised local clock vector wi of an honest node i always follows the equality wi = {pi(t)} d i , while the local clock values advertised by a cheating node are arbitrarily chosen by the adversary. Also, the time difference function δ depends on the clock function w for time difference estimation, for example [10] . As a result, any cheating by a node in the advertised local clock value also translates to an incorrect time difference value between the node and its corresponding neighbors. Moreover, from Equations (1) and (2), we can see that in order to successfully mislead the time synchronization protocol, the cheating node has to maintain consistency between its advertised local clock value and the estimated time offset between it and its neighboring node. Otherwise, it is trivial for a neighboring node to observe the inconsistency between the advertised clock value and the estimated time difference, and as a result, detect the cheating node. In this work, we assume that the adversary is smart and wants to avoid trivially being detected by its neighbors. The adversary will make sure that its advertised local clock value is consistent with the time difference estimate with each neighbor. In other words, cheating on the local clock value translates into a corresponding manipulation of the time difference estimate and vice versa. In either case, if a node cheats with some neighboring node, its association with the other nodes will fail the triangle law verification, as discussed in Section 1. We refer to this as an inconsistency and is described more formally next.
Before moving ahead, we would like to review some important definitions. Definition 1. A Cycle or Circuit in a graph is an alternating sequence of vertices and edges, with each edge being incident to the vertices immediately preceding and succeeding it in the sequence such that all the vertices in the sequence are distinct except the first and the last.
A directed cycle is a directed version of the cycle, with all the edges being oriented in the same direction. In this paper, whenever we refer to a cycle, it will always imply a directed cycle. Also, here we assume simple cycles, i.e., a cycle with no repeated vertices except the first and the last vertex. Now, recall from Section 1 that the triangle law for time offset (time difference) outlined the necessary condition for time difference consistency for a group of three nodes. Let us present a more general notion for this condition, called a consistent cycle. A similar notion was used by Jadliwala et al. in [15] to represent inconsistencies in localization systems.
Cheating behavior by nodes during time synchronization can lead to an inconsistent or partially consistent time difference graph. But, one problem with the current definition of time difference graphs is the presence of connected acyclic loops, as defined in the following section, which are also possible in such directed time difference graphs. Graph consistency, as defined above, considers the consistency of only all (directed) cycles, and none of the connected acyclic loops are verified for consistency. We overcome this problem by adding redundancy, as discussed in the following section. A time difference graph that does not have any directed cycles or connected acyclic loops is always consistent.
Time Difference Graphs -Revisited
In a directed graph such as the time difference graph (from Section 2.2), it is possible that some vertex combinations are connected by edges but do not constitute a (directed) cycle because all these edges are not oriented in the same direction. We call such vertex combinations as connected acyclic loops. An example of such an acyclic loop (v2, v3, v5) in a time difference graph is shown in Figure 2 . Due to such acyclic loops, it is not possible to determine the consistency of the time difference graph just based on the consistency of all the directed cycles. In order to overcome this problem, we add some redundancy to our initial definition of time difference graphs. Given a time difference graph, G = (V, E, w, δ), we define a new graph G = (V , E , w , δ ) as follows. The vertex set V and the clock function w of G are the same as that of G.
This new graph does not add any new information to the time difference graph, and is referred to as a Redundant Time Difference Graph. A redundant time difference graph for the time difference graph of Figure 2 is shown in Figure 3 . As we can see from Figure 3 , for each edge in the time difference graph, a new edge between the same pair of nodes in the opposite direction is added in the corresponding redundant time difference graph. This edge is called the redundant edge as its time difference value is just opposite in sign to the time difference value of the actual edge and it does not provide any new information. This is also intuitive because if a node, say A, lags another node, say B, by m, then the same thing can also be interpreted as B leads A by m. Redundant time difference graphs eliminate acyclic loops in time difference Proof. We first prove the reverse direction. We will show that if the graph G is consistent then the time synchronization problem for G has a solution. In other words, if the graph G is consistent then the CSP for the time synchronization problem has at least one assignment to the adjustment variables x1, x2, . . . , xn such that all the constraints (Equations (1) and (2)) are satisfied. We prove this by a contradiction argument. Since the graph G is consistent, by definition of consistency all simple cycles in G are consistent, i.e., sum of time difference values of all edges in each cycle is zero. Now, let x1 = m1, x2 = m2, . . . , xn = mn be one assignment to the adjustment variables such that there is at least one constraint that is not satisfied. Let this constraint (which is not satisfied) be on the edge (vi, vi+1), i.e., xi+1 − xi = δ(vi, vi+1). Thus, δ(vi, vi+1) = mi+1 − mi. Without loss of generality, assume that δ(vi, vi+1) < mi+1 − mi. Also, let this edge be on some cycle C = (v1, v2), (v2, v3), . . . , (vi, vi+1), (vi+1, vi+2), . . . (vi+r, v1) . Now, since G is consistent, the cycle C is consistent. Thus,
which is a contradiction. This proves the reverse direction. Now for the forward direction, let us assume that the time synchronization problem for the graph G has a solution, i.e., the CSP formulation has at least one assignment to the adjustment variables, x1 = m1, x2 = m2, . . . , xn = mn, such that all the constraints (Equations (1) and (2)) are satisfied. Also, assume that G is not consistent. Without loss of generality, let C = (v1, v2), (v2, v3), . . . , (vi−1, vi), (vi, vi+1),  (vi+1, vi+2) 
which is a contradiction. Thus, there can be no such cycle. Thus, G is consistent. Thus, the proof.
Readers should note that from this point onwards the term time difference graph in this paper would always imply a redundant time difference graph. Given the time difference graph model for time synchronization and the adversary model, we now focus on the problem of securing time synchronization in the following sections.
ELIMINATING INCONSISTENCIES
Up to this point, we have formulated the distributed time synchronization problem as a constraint satisfaction problem in a graph-based model of the network, called time difference graphs, and proved that a solution to the time synchronization problem exists if and only if the corresponding time difference graph is consistent. We have also established that cheating behavior by nodes during time synchronization results in inconsistencies in the corresponding time difference graph model of the network. Thus, in order to secure the time synchronization process in the network, the first step would be to eliminate these inconsistencies in an efficient fashion. In other words, we need to address the problem that given a partially consistent time difference graph, how to obtain the largest consistent subgraph of this graph. This can be formulated as a (graph-based) optimization problem, as formally stated next.
Maximum Consistent Time Difference Graph (MCTD) Problem
A consistent subgraph of a partially consistent time difference graph is obtained by eliminating vertices (and the corresponding edges) until the resulting induced subgraph is consistent, i.e., all simple cycles in the induced subgraph are consistent. The size of the consistent subgraph is the cardinality of its vertex set. The edge size is the cardinality of its edge set. A consistent subgraph is maximal if its vertex set is not a proper subset of the vertex set of any other consistent subgraph of that time difference graph. A maximum consistent subgraph is a maximal consistent subgraph with maximum size. Now, given a time difference graph G, the problem of obtaining the largest consistent subgraph can be formulated as an optimization problem that finds the maximum consistent subgraph of G. We refer to this problem as the Maximum Consistent Time Difference Graph problem or MCTD. A decision (or parametrized) version of MCTD can be stated as, Input: A partially consistent time difference graph G = (V, E, w, δ) and a positive integer k s.t. k ≤ V . Question: Does G contain a consistent time difference subgraph of size k or more?
Hardness of the MCTD Problem
Intuitively, the MCTD problem appears to be hard. Actually, MCTD does belong to the class of highly intractable problems. Currently, we do not have sufficient proof that it even belongs to NP , i.e., the class of non-deterministic polynomial-time algorithms. This is because, it is highly unlikely that MCTD even has a polynomial-time verifier. Given a time difference graph, G = (V, E, δ) 2 and an integer k ≤ V , it is not possible to verify in polynomial time whether a subgraph of G (of size k) contains only consistent cycles. In order to verify the consistency of the subgraph, all the simple cycles in the subgraph have to be verified for consistency. The total number of cycles in the subgraph itself could be exponential, in the worst case. But, we do show that MCTD is NP-hard, i.e., it is at least as hard as every problem in NP . We prove this result by a straightforward polynomial-time many-one (hardness preserving) reduction from a well-known NP -complete problem, the VERTEX-COVER [16] problem. A vertex cover of a directed graph G = (Ṽ ,Ẽ) is a subset of vertices C ⊆Ṽ that contains at least one vertex of every directed edge (ũ,ṽ) ∈Ẽ, and the (minimum) VERTEX-COVER problem is to find such a subset C of the smallest cardinality. The hardness of the MCTD problem is given by Theorem 3.1.
Theorem 3.1. The Maximum Consistent Time Difference Graph (MCTD) problem is NP-hard.
Proof. We show that VERTEX-COVER ≤ P m MCTD, i.e., VERTEX-COVER many-one (m) reduces in polynomial time to the MCTD problem. Construction: We describe a polynomial-time construction that maps an instanceG = (Ṽ ,Ẽ) of the VERTEX-COVER problem to an instance G = (V, E, δ) of the MCTD problem such thatG has a vertex cover of size ≤ k (k ≤ Ṽ ) if and only if G has a consistent subgraph of size ≥ Ṽ −k. Since, consistency can be verified using just the time difference function δ, we can ignore the clock function w. Let, a > 1 be some small constant and Ṽ = n. The construction is shown in Figure 4 . Theorem 3.1 implies that it is unlikely that MCTD will have a deterministic polynomial-time algorithm. Whether it has an efficient approximation algorithm is still an open question. The next result shows the equivalence of the MCTD problem to another combinatorially hard problem, namely the Feedback Vertex Set problem or FVS, which further undermines the possibility of the existence of an efficient polynomial-time approximation algorithm for the MCTD problem.
Solving the MCTD Problem
Before outlining the next result, we need to introduce another graph-based optimization problem, namely the Feedback Vertex Set problem or FVS [12] . The FVS problem is defined as: given a directed or undirected graph, G = (V, E), find a subset F ⊆ V of vertices in the graph such that G − F is acyclic. In simpler words, the FVS problem is to find a (minimum) subset of vertices that covers all the cycles in G. The set F is called the feedback vertex set or FVS of G. Our next proposition gives the relationship between the MCTD problem and the minimum FVS problem.
Proposition 3.1. The MCTD problem for a time difference graph G is equivalent (or corresponds in a one-to-one way) to finding the minimum feedback vertex set of all the simple negative cycles in G.
A negative cycle is a cycle such that the sum of all the edge weights of the cycle is strictly less than 0. We skip the details of the proof for Proposition 3.1, as it follows from a very straightforward polynomial time reduction from the MCTD problem. One point to note here is that in redundant time difference graphs, finding the minimum feedback vertex set of all the positive simple cycles (strictly greater than zero) would also give a solution to the MCTD problem. But, that is not going to affect the hardness of the problem because the construction of the redundant time difference graph guarantees exactly same number of positive and negative simple cycles. Proposition 3.1 implies that (efficient) algorithms for the negative cycle enumeration problem and the minimum FVS problem in weighted directed graphs can be used to obtain a (efficient) solution for the MCTD problem. Based on this result, a simple algorithm for the MCTD problem can be outlined as shown in Algorithm 1. Both the negative cycle enumeration and the minimum FVS problems are known NP -complete problems. Although, deciding the existence and finding a negative cycle in a weighted directed graph is polynomially solvable, and all cycles of a directed or undirected graph can be enumerated efficiently by a simple backtracking algorithm [27] , Kachiyan et al. [17] proved using Gallai's results [8] that (directed) negative cycles in a graph cannot be generated in polynomial time, unless P = NP . Similarly, Karp et al. [16] proved the NP -completeness of the minimum FVS problem. For undirected graphs, there are numerous results for the FVS problem, for example, there are exact algorithms that run in time O (1.9053 n ) [26] and in time O(1.7548 n ) [7] , where n is the number of vertices. There also exist a polynomial-time 2-approximation algorithm for it that was proposed by Bafna et al. [2] . In directed graphs, the FVS problem becomes harder and there has been only a limited progress on it, since Karp [16] proved that to find an FVS in a directed graph of size bounded by some constant k is NPcomplete. No exact algorithms with running time within O(c n n O(1) ), where c < 2, and no polynomial time approximation algorithms with constant ratio have been found [6] . From Proposition 3.1 and the infeasibility result of Kachiyan et al. [17] , we can conclude that it is highly unlikely that the MCTD problem will have a polynomial-time (or efficient) approximation algorithm, let alone a constant ratio polynomial time algorithm.
These negative results for the MCTD problem in connected time difference graphs, prompted us to investigate the combinatorial properties of the MCTD problem for a restricted type of time difference graph, namely a completely connected time difference graph. In the next few sections, we present some analysis and results for this special case.
COMPLETELY CONNECTED TIME DIF-FERENCE GRAPHS
A completely connected (or complete) time difference graph is a special type of redundant time difference graph in which there is an (directed) edge between every pair of vertices in the graph (in both the directions). Although it is very difficult to model existing sensor networks (except extremely dense networks spread over a small area) using such completely connected graphs, it will be worthwhile to study such graphs in the context of the MCTD problem. 
Properties

Property 2. A complete time difference graph is consistent if and only if all the three node (vertex) cycles in the graph are consistent.
Property 1 follows from the definition of the complete time difference graph, while Property 2 follows from Proposition 4.1, as discussed below. Proof. First we prove this result for the simple case of k = 3. We then argue that the result holds for k > 3.
Let us first prove the forward direction for this case. Without loss of generality let us assume that {1,2,3,1} and {1,3,4,1} are the two 3-node independently consistent cycles with the common nodes 1 and 3, as shown in Figure 5 . Thus, by definition of consistency, δ12 +δ23 +δ31 = 0 and δ13 +δ34 +δ41 = 0. The cycle containing all the four nodes and formed by the edges of the above two 3-node cycles is {1, 2, 3, 4, 1}. Now, let cycle {1, 2, 3, 4, 1} be not consistent. Thus,
which is a contradiction. Thus, cycle {1, 2, 3, 4, 1} is consistent. Similarly, the reverse direction is also very straightforward. Now, we argue that this also holds for k > 3. It is easy to see that two k-node cycles with two common vertices can be combined into a single cycle using the same set of edges of the individual cycles if and only if both cycles have the same orientation (i.e., either clockwise or anti-clockwise). As a result, the first k-node cycle has one of the edges (in one direction) between the two common nodes, while the second k-node cycle has the other edge (in the other direction). Since each k-node cycle is consistent, the δ value of the edge in the cycle that is between the common nodes is numerically equal but opposite in sign to the sum of the δ values of all the other edges in the cycle. In other words, the sum of δ value of every edge except the edge between the common nodes in the first k-node cycle is numerically equal in value but opposite in sign to the corresponding sum of δ values of the edges of the other k-node cycle. When the two k-node cycles are combined, the only edges not included in the combined cycle are the ones between the common nodes. Thus, the sum of the δ values of the edges of the resulting cycle will always be zero, which implies that the combined cycle will always be consistent. Similarly, the reverse direction can be proved for k > 3.
Theoretical Results
Contrary to the initial intuition, theoretical analysis, as discussed next, has shown that the MCTD problem is computationally hard even for the completely connected case, although, there exist polynomial-time approximations for it. CLIQUE, a well-known NP -hard problem, for a given graph with n vertices is to find a maximum size clique in it, i.e., a complete subgraph of maximum size [16] . The best known algorithm for approximating CLIQUE has a factor of O( n log 2 n ) [3] . Our next result, proves the approximability of the MCTD problem for complete time difference graphs. Proof. From Theorem 4.2, it is clear that CLIQUE, in general, is not approximable to within n 1 2 − , assuming P = NP . We describe a reduction from CLIQUE to MCTD for complete time difference graphs such that the approximation ratio is preserved, and with only a quadratic blow-up in the input size.
Suppose, we have an instance of CLIQUE,G = (Ṽ ,Ẽ), as shown in Figure 6 (a). We can construct an instance G = ∈Ẽ is covered. It is easy to see that G is a complete time difference graph. Moreover, we can observe that the above construction can be done efficiently, i.e., in polynomial time (in terms of the number of vertices) with only a quadratic increase in the size of the input. This increase is due to the extra edges that are added to the input, which is of the order of O(n 2 ). Next, we need to show that the above construction is approximation preserving, given by Lemma 4.1 below. This completes the proof. β , where β ≥ 1 and a > 1. Otherwise there will be at least one inconsistent cycle in C. Moreover since G is a complete graph, C is also a complete graph. This implies, C is a clique ofG of size p.
Similarly for the forward direction, let us assume that the graphG = (Ṽ ,Ẽ) has a CLIQUE C ⊆Ṽ of size p. From the construction in Theorem 4.3, it is clear that C is also a consistent subgraph of the time difference graph G, and there can be no other consistent graph larger than it.
Heuristics
We now propose two heuristics for the MCTD problem in complete time difference graphs. The first heuristic is based on a greedy strategy, while the second is based on an Integer Programming formulation of the MCTD problem.
Greedy Strategy
This heuristic greedily selects a vertex for inclusion into the solution based on its Consistency Index (CI).
Definition 3. The Consistency Index (CI) of a vertex in a complete time difference graph is the total number of consistent 3-node cycles of the graph that the vertex is a part of.
The heuristic begins by computing the CI for each vertex in the graph. It then sorts the vertices based on their CI values from the highest to the lowest. If there are no vertices with CI greater than zero then there are no consistent three-node cycles, and the heuristic concludes that there is no consistent subgraph. Otherwise, it selects the vertex with the highest CI and places it in the partial solution. It continues to select vertices in the order of their CI's and adds them to the partial solution if and only if they are consistent with all the previous vertices in the partial solution, i.e., all the 3-node cycles after adding the new vertex should be consistent. If there is at least one inconsistent 3-node cycle then the vertex is discarded and not added to the partial solution. During the vertex selection step, if there are more than one vertex with the same CI value then the heuristic picks a vertex at random from such a group. The pseudo-code for this heuristic is shown in Algorithm 2. Let T = v1 8:
for each vertex vi ∈ V (i = 2 to n) do 9:
if vi is consistent with every vertex in T (i.e., all 3-node cycles in T after adding vi are consistent) then 10:
Add 
Integer Programming (IP) Formulation
One drawback of the greedy algorithm is that it makes locally optimal decisions due to which it can get stuck in a local optima, thus resulting in a poor solution quality. To overcome this issue, we propose an alternative heuristic that uses convex optimization to find a globally optimal solution. More specifically, we formulate the MCTD problem for a complete time difference graph as an Integer Program (IP), also called a 0-1 Program, as shown below:
. . , n} and
Now, solving an Integer Program is a well-known NP-hard problem [16] . But, a Linear Program (LP) relaxation for the above Integer program can be solved in polynomial time using efficient techniques such as simplex. If the LP relaxation has an integral solution then that can also be the solution for the above IP. But due to the hardness of the MCTD problem, as proved earlier, getting an integral solution is highly unlikely. In that case approximation strategies such as rounding and branch and bound can be used to obtain a feasible solution.
EMPIRICAL EVALUATIONS
In this section, we discuss the results of some initial simulation experiments conducted for the greedy and the LPbased heuristics. The greedy heuristic is implemented using the C programming language, while the LP-based heuristic is implemented in MATLAB using the linprog LP solver of the MATLAB Optimization toolbox. These implementations are executed on a Pentium dual processor/2GHz/2GB specification machine and running Debian Linux operating system.
We execute the implementation of the greedy heuristic with randomly generated complete time difference graphs as input; the size (n) of these graphs are varied from 500 up to 2000 nodes during the simulations. In each simulation run, we randomly choose k number of nodes as malicious, and assign inconsistent δ values to randomly chosen edges out of each malicious node. The value of k is varied from 0 up to 250 nodes in steps of 25 nodes for each value of n. The distance estimate function δ assigns values only from the set of integers (Z). It is easy to see that if we remove all the malicious nodes and their corresponding edges then the resulting subgraph becomes consistent. This subgraph may or may not be the optimal solution, and we refer to such a subgraph as the sub-optimal solution. Since it is computationally infeasible to get the true optimal solution, especially for large graphs, we measure the solution quality of the greedy heuristic by computing the ratio of the size of the solution returned by the heuristic to the size of the sub-optimal solution. Simulations for each set of parameters is repeated 100 times. The simulation results for the greedy heuristic are shown in Figure 7 . Figure 7 (a) shows the variation of the mean or average (over the 100 runs) value of the solution quality as the number of malicious nodes increase. We can see that the solution quality decreases as the number of malicious nodes increases, which is pretty intuitive. Moreover, as the graph becomes larger in size, i.e., the ratio of malicious to honest nodes decreases, the solution quality improves. In Figure 7 (b), we have plotted the solution quality and the confidence intervals for n = 500, n = 1000 and n = 1500. We can see that the confidence interval is much larger for n = 500 and becomes smaller as the value of n increases. This shows that when the ratio of malicious to honest nodes in the graph is high, the greedy heuristic is much less predictable in its solution quality. This improves when the ratio of malicious to honest nodes decreases. To summarize, we can say that despite the negative result in Theorem 4.3, the solution quality of the greedy heuristic is good for lower values of n and that the solution quality is never better than the sub-optimal solution. Figure 7 (c) shows the execution time of the greedy heuristic for each value of n as the number of malicious nodes increases. From the plot, we can see that there is not much variation in the execution time as the number of malicious nodes increases. But, the execution time increases sharply as the size n of the complete time difference graph increases.
Next, we attempt to simulate the LP-based heuristic under similar simulation parameters. Unfortunately, we are unable to get similar extensive results for the LP-based heuristic because of the inability to simulate the current implementation of the heuristic for very large values of n. From Section 4.3.2, we can see that the total number of constraints in the IP formulation is around 2 · " n 3 « . This makes the LP solver very very slow even for reasonably large values of n. For lower values of n(n < 50), the trends for the solution quality of the LP-based heuristic is similar to the greedy heuristic, i.e., it decreases with increase in the number of malicious nodes, and the average solution quality is always above 0.95. It would be interesting to study the efficiency of the LP-based heuristic for very large complete time difference graphs using a better implementation. We plan to undertake this exercise as a part of future work.
CONCLUSION
In this paper, we have provided a formal treatment for the problem of eliminating cheating behavior in time synchronization protocols for highly distributed systems like wireless sensor networks. We have modeled the time synchronization problem as a constraint satisfaction problem using a graph-based representation of the network, called the time difference graph. The problem of eliminating cheating (or inconsistent) behavior was then formulated as an optimization problem, called MCTD, in such graphs. We have proved that MCTD for the general case is a combinatorially hard problem. We have also showed that a restricted case of MCTD, namely for complete time difference graphs, is also hard (NP -complete) and that there is no algorithm that can approximate it within a factor n 1 2 − , unless P = NP . We have also outlined two simple heuristics for this case and presented some analysis based on initial empirical results.
These hardness results for securing time synchronization may assume less significance in small sensor networks containing only a few nodes, as even exhaustive approaches are feasible in such networks. But, most practical sensor network applications usually consist of thousands of sensor nodes spread over a vast area. In such large networks, the significance of these results can no longer be ignored, as securing network-wide time synchronization using exhaustive techniques can quickly become infeasible.
