Freivalds recently reported a construction of a 2-way probabilistic finite automaton A4 that recognizes the set Iambm : m b 1) with arbitrarily small probability of error. This result implies that probabilistic machines of this type are more powerful than their deterministic. nondeterministic, and alternating counterparts. Freivalds' construction has a negative feature: the automaton A4 runs in O(2" ' 2 n ) expected time in the worst case on inputs of length n. We show that it is impossible to do significantly better. Specifically, no 2-way probabilistic finite automaton that runs in no(1) expected time recognizes (ambm : m b 11 with probability of error bounded away from 1/2. In passing we derive results on the densities of regular sets, the fine structure of Freivalds' construction, and the behavior of random walks controlled by Markov chains.
INTRODUCTION
Freivalds [21 recently reported a surprising result: It is possible for a probabilistic finite automaton to recognize a non-regular set. Specifically, Freivalds constructed a 2-way (the read head can shift both left and right over the input) probabilistic finite automaton that recognizes the set {ambm : m > 1) in the following sense. For all w in { a , b ) *, if w = a"b" for some m 2 1, then the automaton otherwise, the automaton rejects w with probability where the error tolerance c can be fixed as small as we like, subject to 0 < t < 1/2. In contrast, 2-way deterministic, non-deterministic, and even alternating finite automata recognize just regular sets [3,51. Similarly, 1 -way probabilistic finite automata recognize just regular sets, under the notion of recognition described above 181. Freivalds' construction is marked by the fact that the automaton for recognizing ( P b " : m 2 1) runs in 0(2mi" ["3m1(n+m) ) expected time in the worst case on accepts w with probability > 1-t,
inputs of the form a"b".
(In particular, 0(2"n) expected time is used if n = m.) In this paper, we show it is impossible to do significantly better.
probabilistic finite automaton (2pfa) that runs in n expected time on all inputs of length n recognizes {ambm : m 2 1) with error tolerance less than 1/2. The proof is based on a crossing sequence argument, although the counting methods typically used (see reference [31) to characterize the crossing sequences generated by deterministic or non-deterministic machines do not appear to generalize to the probabilistic case. We introduce different methods, which exploit the fact that the crossing sequence is generated by a Markov chain.
On the way to the main result (Theorem 31, we derive results bearing on the fine structure of Freivalds' construction, the densities of regular sets (Theorem l), and the behavior of random walks controlled by Markov chains (Theorem 2).
The paper is organized as follows. Freivalds' algorithm is oblivious, that is, no matter what the input, the read head sweeps back and forth between the first and last input symbols, with no change of direction in between. After some preliminaries (section 2), we focus on oblivious algorithms (section 31, and then on general algorithms (section 4) for recognizing Iambm : m 2 I). In section 5 we prove the main result. We include the results on oblivious algorithms because they are interesting and are not altogether subsumed by the genera1 results.
No 2-wa
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PRELIMINARIES
A 2-way probabilistic finite automaton (2pfa) is the same as a 2-way deterministic finite automaton, except that the automaton may use a random bit generator [2,31. Specifically, the choice of next state and of direction to move the head on the input tape depends on the current state, the symbol currently under the head. and whether the bit generator produces 0 or 1 , where each possibility is equally likely. Thus, the transition diagram of a 2pfa may be represented as a finite directed graph, in which vertices correspond to states and edges to transitions between states. Each vertex is labeled with a direction (left or right), and each edge is labeled with an input symbol (a or b ) and an outcome of the bit generator (0 or 1). When in state U , the machine goes to state v if there is an edge between the corresponding vertices whose label matches the current. input symbol and output of the bit generator. AS an immediate result, the read head moves left one symbol if v is a left state or right one symbol if v is a right state.
We assume that the input w is presented on the input tape as #w#, where # is a special symbol that marks the boundaries of the input. The read head never moves outside of the block of symbols delimited by the #'s. Initially, the machine is in its start state, with its read head scanning the left # . There is a distinguished accepting state, which if entered means that the machine accepts the input. Similarly, there i s a distinguished rejecting state, which if entered means that the machine rejects the input. On accepting or rejecting, the machine halts.
We now introduce some notation for discussing Markov chains, which arise naturally in the analysis of 2pfa's. Let T = (ti,j) be the s x s transition matrix for an s state Markov chain. ( t i j is the probability of a one-step transition from state i to state j . ) The steady state matrix T* = (t*i,j) corresponding to T is given by
(As the chain takes more and more steps, the proportion of steps in which the chain is in state j converges to t*,,,, provided i is the initial state.)
We will need a technical lemma about the effect on T* of small perturbations of T . Let T ( 1 ) = (t,,,(l)) and T ( 2 ) = (t,,,(2)) be the transition matrices of two s x s state Markov chains with respective steady state matrices T * ( l ) = (t*z,J(l)) and T * ( 2 ) = (t*,,/(2)).
Lemma 1: Suppose T ( 1 ) and T ( 2 ) are zero at the same set of entries, and are related a t all non-zero entries by where t is a real constant with 0 < E < 1/2. Then T * ( l ) and T * ( 2 ) are zero at the same set of entries. and are related at all non-zero entries by wher,: c > 0 depends only on the set of zero entries of
T(1) and T ( 2 ) .
Proof : Again, consider T and the associated steady state matrix T * . It follows from the Markov chain tree theorem [61 that t*,,, is a particularly simple rational function of the t,,,. Specifically, t*,,, is a ratio f/g, where both f and g are sums of terms of the form t,,,, where the product is taken over some subset of the non-zero entries of T . By this fact and a simple calculation based on the assumption that ll-ti,j(2)/ti,j(1)l < t, we can find an integer k > 0 such that which after expanding and rearranging yields the result.
OBLIVIOUS ALGORITHMS
In this section we discuss the behavior of oblivious algorithms for recognizing {a'bM : m > 11, beginning with Freivalds' algorithm.
Freivalds' construction depends on two integer parameters, d and t , whose values will be fixed later as a function of the error tolerance E. In the first sweep over the input, the machine tests whether the input is of the form a"bm and, moreover, whether n is congruent to m mod d . If the input fails this test it is rejected Otherwise, the machine initializes to 0 two variables, a and 0, maintained in the finite state, and then runs the following procedure on each sweep over the input. Suppose the input is a " b M . It is not hard to show 121 that if n = m then the probability of rejecting is a t most 2-'+', and if m # n then the probability of accepting is at most 1-(1+2-d)'-t. To complete the construction, fix t sufficiently large that the first probability is less than E. and then fix d sufficiently large that the second is less than E. If n is congruent to rn mod d , then the expected runnin time of the algorithm on input a"b" is @(2m1nfn,m1(n +m)). In particular, the expected running time on input a"bn is B(2"n).
To bring out the underlying structure of this algorithm, it helps to consider a different, but equivalent way to define a probabilistic finite automaton. Instead of supposing the machine has a random bit generator, suppose it has an auxiliary coin toss tape. An infinite sequence of random bits is written on the tape. Each bit represents an independent fair coin toss. At each step, in addition to reading the input tape, the machine reads a bit from the coin toss tape. The head on the coin toss tape always shifts to the right.
From this perspective, in the second phase of Freivalds' algorithm the role of the string of n a's on the input tape is just to delimit a string of the same length on the coin toss tape. The decision whether to increment LY depends on whether the machine detects that the string 1" is written on the coin toss tape. The probability of detecting this string depends on the density of the regular set (1" : n 1). We define the density of a regular set L in {0,1]* to be the real valued function dL with
Freivalds' construction can easily be adapted to use any regular set whose density is O(p"), for some p with 0 < p < 1 , in place of (1" : n 2 1). It turns out that the regular sets are rich in suitable substitutes; the density of every regular set is either of this form, or is close to it.
Theorem 1: For every regular set L in {0,1}*, there is a positive integer p and a positive real number p < 1
where e (0 < t < 1) depends only on n mod 2, n mod 3, ..., and n mod p .
Although the proof is not difficult, this result appears to be new. It follows from the Perron-Frobenius theorem [ I 1 I, an important result in the theory of nonnegative matrices. Using a formal power series method. Salomaa and Soittola [lo] proved d L ( n ) has a finite number of accumulation points in the interval [O,ll, but did not describe the nature of the convergence to these points .
Proof: Let M be a deterministic finite automaton that recognizes L . We use the notation si 1 5 sj to mean M moves from state si to state sj on reading input symbol x ( x is 0 or 1 ) . Let T = (ti .) be the stochastic matrix given by: t i j = 1 if both s i j 0 sj and si IL s j , t i j -112 if either si 1" si or si 1 ' si but not both, and t i j -0 otherwise. Let T" = (ti"j) denote the n-th power of T . Assuming the start state of M is state number 1, and the set of final states is F , the density d L ( n ) is the probability that after n steps M is in some state in F:
It follows from the Perron-Frobenius theorem [ 1 11 that there is an integer p such that if we fix the values of n mod 2, n mod 3, ..., n mod p , and let n tend to w, then each tilj tends to a constant. Furthermore, the convergence proceeds as described in the statement of the Lemma. The parameter p is related to the eigenvalues of certain submatrices of T , and the parameter p to the periodic structure of T. (A great deal is known about the powers of T ; see reference 191.1
As mentioned at the end of section 5, Theorem 1 can be used as the key component in a crossing sequence argument proving an oblivious 2pfa cannot recognize
Intuitively, when sweeping over, say, the block of a's the machine can perform a coin tossing experiment and then save the outcome in its finite state. In essence, the experiment involves the recognition of regular sets on the coin toss tape, and the distribution of the experiment's outcome involves the densities of these sets.
GENERAL ALGORITHMS
We now introduce a non-oblivious algorithm that in polynomial expected time approximately recognizes {a"bm : m 2 1) in the following sense. On input a"bm, the algorithm accepts with probability > 1 -t if n = m , and rejects with probability > 1 -t if m 2 n ( l + 6 ) or where the error tolerance t and the input resolution 6 (e,6 > 0) are arbitrary constants. Using Theorem 1 and an argument similar to the proof of Theorem 3, we can show that no oblivious 2pfa can accomplish this in polynomial expected time. The algorithm differs from Freivalds' mainly in that simulations of simple random walks replace the coin tossing experiments.
In a one dimensional random walk a particle moves in discrete time on integer positions. When at position i, the particle moves either left to position i-1 or right to position i f 1 --the choice is resolved by tossing a coin whose bias p in favor of moving left is fixed. Assume for now that p = 1/2, the walk starts a t position 1 , and stops on hitting the absorbing positions 0 or t , where t > 0 is a parameter. (This is the set up for the well known gambler's ruin problem [4,111.) The probability of hitting t instead of 0 is i-', and the expected number of steps that elapse before hitting one of the two is t-1.
A 2pfa presented with the input a"b" can easily simulate a random walk of this type while scanning within the block of a's or the block of b's. To accomplish this within the block of a's, initially the read head scans the leftmost a . At each step, the machine moves its head either left or right, with each possibility equally likely, and stops as soon as the head scans either the left # (input delimiter) or the leftmost b . Thus, the read head plays the role of the particle, the # the role of absorbing position 0, the n a's the role of positions 1 to n , and the leftmost b the role of absorbing position n + l . Similarly, within the block of b's, the 2pfa can simulate a random walk that starts at 1 and stops on hitting 0 or m + l .
We now provide an algorithm that recognizes {a"b" : m 1 ) in the approximate sense described above. We define the algorithm in terms of two integer parameters d and t , to be fixed later. The first step is a deterministic test that the input is of the form a"b". If In the complementary situation,
The subroutine is repeated until a+/? = t . At that point, the machine accepts if a > d and p 2 d , and rejects otherwise.
Using the strong law of large numbers, we can find integer constants t and d so that the algorithm attains any desired error tolerance E and input resolution 6. Informally, the role of the random walks is to form two coins: one associated with the a's that costs an average of n steps to toss and has bias (n+l)-', and one associated with the b's that costs an average of m steps to toss and has bias (m+l)-'. Under the condition that
these two cases can be reliably distinguished after finitely many tosses. The total expected cost is always
To argue about all possible computations available to a 2pfa on input a"bm, we next consider more general, correlated random walks [1,71. A one dimensional correlated random walk is controlled by a Markov chain W in the following way. As before a particle moves in discrete time on integer positions. We now allow the probabilistic choice of a move's direction to depend on the state of W . Specifically, each state of W is classified as either a left state or a right state. When a t position i, the particle moves to position i-1 if the chain is in a left state, and to position i+l if the chain is in a right state. Just before the next move, the chain changes state, according to the usual rules based on its transition matrix. Assume for now that the walk starts at position 1 with the chain in a given state, and stops on hitting 0 or t , where t > 0 is a parameter. (This is the set up for the gambler's ruin problem for correlated random walks [71.) Let us consider a small example. Figure 1 depicts a two state controlling chain. The state labeled s 1 is a left state and the state labeled s2 is a right state. Let state s 2 be the start state, so that at the first step the particle moves from position 1 to position 2. With probability p s the chain remains in state s2, and with the complementary probability it goes to state sl. Thus, a t step 2 the particle moves to position 3 with probability p and to position 1 with probability 1-p. At step 3, the particle moves , 0 to position 4 with probability p 2 (meaning the sequence of states of the chain up to its third transition is s2, s2, s2), or to position 2 with probability p ( 1 -p ) + (1-p)(l-q) (meaning the sequences of states is s2, s2, sl, or is to position 0 with probability ( I -p ) q (meaning the If p = q = 1/2 then this reduces to the simple random walk described a t the beginning of this section.
s2, SI, s 2 ) , or sequences of states is s2, sl, sl).
Figure 1
To prove the main result we need to understand, given two states U and v of the 2pfa, the probability that the machine exits the block of a's in state v given that it enters the block in state U . We will exploit the fact that when scanning within the block of U ' S the read head performs a correlated random walk.
To see this recall that the transition diagram of a 2pfa is a directed graph, in which each vertex (corresponding to a state of the 2pfa) is labeled with a direction (left or right), and each edge (corresponding to a possible transition) is labeled with an input symbol (a or b ) and an outcome of the bit generator (0 or 1). Suppose that the head is scanning within the block of a's. Then the relevant part of the transition diagram is the subgraph with edges labeled with input symbol b deleted. By the assumption that the bit generator is equally likely to produce 0 as 1, this graph corresponds to the Markov chain where the graph's vertices are the chain's states and a transition from one state of the chain to another has probability 1 if between the corresponding vertices in the graph there is an edge with label 0 and another with label 1, 1/2 if between the corresponding vertices in the graph there is an edge with label 0 or one with label 1, but not both, and 0 otherwise. Naturally, we treat the left and right states of this chain as the ones corresponding to vertices in the transition diagram labeled as such. We treat the read head as the Consider a correlated random walk that starts in position 1, and stops on hitting boundary positions 0 or n + l . We suppose that the probability of eventually stopping is one. Let p i , j ( n ) and q,,,(n) denote the respective probabilities of hitting 0 and n+l, given that the controlling chain is in state i initially and in state j on absorption. We need to know how pi,,(n) and q i J ( n ) depend on n. It turns out that the dependence can be captured by certain rational functions of n and terms of the form A", where X is a root of a certain polynomial. (A rational function of the arguments x I . x 2 , ..., x, is a ratio f / g , where f and g are multivariate polynomials in the x i . In general, the xi and the coefficients o f f and g are complex numbers.) This leads to the following result. Proof: W e present the proof for the p i j . Apart from minor details, the same proof works for the qi,,. The proof has two parts. First, we obtain p i , j ( n ) as part of the solution of a linear system whose form implies p i , j ( n ) can be expressed as a certain rational function. To complete the proof, we uncover some properties of the behavior of this function for large n . It is convenient to first produce a larger set S than the one needed to establish the Theorem. We then argue that the Theorem holds for all sufficiently large n in S . ( We note that a significantly simpler argument works except in the important special case where, in the absence of absorbing positions, the steady state probability of moving left equals the steady state probability of moving right.) Let T be the transition matrix of the controlling chain. Assume the chain has the same number s of left states as right states, so T is 2s x 2s. (If, for example, the number of left states exceeded the number of right states, we could add dummy right states that are unreachable from the other states.) Number the left states 1, 2, ..., s, and the right states s + l , s+2, ..., 2s.
T may then be presented as T = A + B where and the T i j are s x s stochastic matrices describing the transitions between the left and right states as depicted in Figure 2 .
Figure 2
The analysis now proceeds along the lines of Kemeny and Snell's treatment of random walks (141, pages 149-161). Throughout the course of the walk, the particle's next move depends only on the pair [p,u 1, where p is the particle's current position and U the controlling chain's current state. We may regard the walk itself as a 521, the (iJ)-th entry of (Z-QI-lR is the probability that W is absorbed in its j -t h state given that it begins in its i-th state. The boundary hitting probability p i , i ( n ) mentioned in the statement of the Theorem corresponds to the (i,j)-th entry of (Z--Q)-'R
(1 < ij < 2s).
To find each such entry, we solve Az,-l -z, + Bz,+l = 0 for 2 < i < n-1, and the boundary conditions
We solve the system using a standard variation of the method of undetermined coefficients. The general solution for the homogeneous part depends on the roots of the characteristic polynomial det(A -X I + x 2 B ) .
There are r non-zero roots, which we denote as Xi, X2. ..., A,. A root X I is repeated in this list k times, where k is the number of linearly independent eigenvectors associated with it. We write mi for the dimension of the eigenspace of X I . We use the boundary conditions to determine the
('rH1,r)
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. . . and n . Since
all 2s entries of z 1 are also rational functions of the X :
and n. This completes the first part of the proof.
Thus, p , , ! ( n ) = f / g , where f and g are multivariate polynomials in the Xi (1 < k < r ) and n, with complex coefficients. In general the x k are complex, so that X~ = pk(cos@k + for some real p k > O and @, with 0 < @k < 271.. Expand the terms Xi, so that f and g become multivariate polynomials in cos(n@k), sin(nOk), p i (1 6 k 6 r ) , and n , with real coefficients. This is possible because p , , J ( n ) is a probability, so 0 < f / g < 1. As a result, f and g are sums of terms of the form X (n) ns U " . where s is an integer, U is a product of p$ terms, and x ( n ) is a multivariate polynomial in the cos(nOk) and the sin(nOk), with real coefficients. Assume the terms x (n)nsu" have been collected in f and g so that in each no two terms have the same s and U .
We now carry the proof through under the assumption that, for all k (1 < k < r ) , -@k is . rational.
271.
@k . . where p satisfies u , I u 2 < p < 1. On the other hand, suppose u 1 = u2. Since p i , j ( n ) and p i , j ( n + d ) are probabilities, s2 must be greater than or equal to sl, so that for n in S ,
Pi,j ( n ) which leads to for all sufficiently large n in S . Thus, the Theorem @k holds if all -are rational.
a
We now outline how to adapt the argument to work @k . . if -is rational then @k d = 0 and @k n = @ k 27r (mod 29) provided n is in S , and is irrational then I@k dl < 7 and We can no longer guarantee that equation (1) holds for each term x ( n ) n s u n in f or g . However, we can guarantee that either equation (1) I@k n -@ k l < 7 (mod a) provided n is in S .
( 2) for some constant c > 0. The rest of the argument can be adapted so that by using relation (2) in place of equation (1) and by choosing 7 sufficiently small we can establish the Theorem.
MAIN RESULT
We first prove the main result, and then briefly mention some features of a simpler proof of a restricted version for oblivious algorithms. Assume the input is u"bm for some n and m , and is presented on the input tape between # symbols. Initially M scans the left # with the head to move right. Let q denote the number of states of M , and number the states so that state 1 is the start state, state q-1 the rejecting state, and state q the accepting state. Without loss of generality, assume M operates under the following restrictions:
On scanning a # symbol in any state U , M has exactly one choice of next state, which of course may depend on U . 0 M enters the accepting or rejecting state only at some step that causes the read head to move from b to #.
In the course of the computation, M determines a crossing sequence sl, s2, s3 ,... as follows. Define a crossing move to be one in which the read head of M moves either from (1) a to #, (2) from U to b , (3) from b to a , or (4) from b to #. We may view the computation between crossing moves as a correlated random walk, which begins a t position 1 and is absorbed on hitting boundary positions 0 or t , where t depends on the crossing move that initiated the walk. As described in section 4, two types of walks arise: ones within the block of a's, in which case t = n + l , and ones within the block of b's, in which case t = m + l . In both cases, the controlling chain for the walk is defined in terms of the transition diagram for M (cf. section 4). (In particular, the states of the two controlling chains are the states of M . ) The assumption that M has just one choice of next state on hitting # plays the following role. It ensures that the final state of the controlling chain for the t-th walk determines the initial state of the controlling chain for the (t+l)-st walk.
As a result, for all states v o and v 1 (1 < vo,vl < q )
of M , and all types of crossings k o and k,
is a boundary hitting probability in the walk specified by k o and vo. For example, consider the case in which the t-th crossing is from b to a , meaning k, = 3, and M assumes state vo on crossing from a to b . At this point the read head performs a correlated random walk within the block of a's. If the head reaches b before reaching # then s , +~ = (v1,2), where v 1 is the state M assumes on crossing from a to b . Here, the (t+l)-st random walk happens within the block of b's, with the controlling chain initially in state v l . Otherwise, the head reaches # first, in some state v l , and then shifts right deterministically to hit a in some state U , so s~+~ = (vl,l). Here, the (t+l)-st random walk happens within the block of a's, with the controlling chain initially in state U .
In formal terms, the crossing sequence is a Markov chain whose transition matrix T = (tl,,) may be are the respective probabilities of rejecting and accepting the input. We write T and T* as T(n,rn) and T * ( n , m ) to capture their dependence on the input a"b".
We are now in position to compare the behavior of M on input a"bm in the two cases: m = n and m = n+d. In both cases, the stochastic behavior of M within the block of a's is of course identical.
Specifically, the submatrices of T associated with walks that begin within the block of a's, T I , , , TI, , , T3, 1: and T, , , ,  are the same in the two cases. However, within the block of b's, M may behave differently, so that T,,,, T2,4, T,,,, and T4,4 may differ. Focus for the moment on an arbitrary entry ti,.(n,rn) of T belonging to one of these last four submatrices. We know ti,.(n,m) can be regarded as a boundary hitting probability in a correlated random walk, which starts a t position 1 and stops on hitting 0 or m + l . Thus, by Theorem 2, for Suppose that we prune T of its exponentially small entries, that is, for all i and j such that 
Pk
(with k restricted to S I , change t,,,(n,n) and ti,,(n,n+d) to 0. Using the assumption that M runs in expected time no(1) on inputs a"b" and anbn+d, we can show that this pruning changes the probability of accepting or rejecting by a t most no(1 p". Thus, if equation (4) holds for the pruned matrices and all n in S, then it holds for the originals and all sufficiently large.
n in S , which is enough to establish the Theorem. After pruning, for each non-zero entry ( i J ) of T , ti,j ( n ,n+d) 11-t i j (n,n) I<% so that by Lemma I , for each non-zero entry ( i J ) of T* , for some constant c > 0 that depends only on the pattern of 0's in T . Therefore, I t*1,4,(n,n) -t*1,4q(n,n+d) I < c q.
To complete the proof, choose 7 sufficiently small so that the right hand side is less than e.
Notice that we have proved that the machine M fails on an infinity of inputs, not just on one.
If we assume M operates obliviously, then we can simplify the proof, using Theorem 1 in place of Theorem 2, and can strengthen equation (3) Lastly, we note that the proofs hardly use the assumption that the machine uses just fair coin tosses to make random branches. It is straightforward to adapt the proof of Theorem 3 for a more general model with richer branching possibilities, obtained by labeling the edges of the transition diagram for the machine with arbitrary probabilities. Similarly, it is straightforward to extend Theorem 2 to apply to all regular sets, not just those over {0,1].
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