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Minimax Robust Quickest Change Detection
with Exponential Delay Penalties
Timothy L. Molloy, Justin M. Kennedy, and Jason J. Ford
Abstract—Quickly detecting changes in the statistical be-
haviour of measurements is important in many applications of
control engineering involving fault detection and process monitor-
ing. In this paper, we pose and solve minimax robust Lorden and
Bayesian quickest change detection problems for situations where
the cost of detection delays compounds exponentially. We show
that the detection rules that solve our robust quickest change
detection problems are also the rules that solve the standard
(non-robust) problems specified by least favourable distributions
from uncertainty classes of possible distributions that satisfy a
stochastic boundedness condition. In contrast to previous robust
quickest change detection results with nonlinear detection delay
penalties, our results with exponential delay penalties are exact
(i.e., they hold for any false alarm constraint and not only in the
asymptotic regime of few false alarms). We illustrate our results
through simulations.
Index Terms—Information theory and control, Fault detection,
Estimation.
I. INTRODUCTION
THE problem of quickly detecting changes in the statisticaldistribution of a sequence of random variables arises
in many technical fields including process control [1], [2],
automatic control [2]–[6], and image and signal processing
[7]–[9]. Considerable importance has therefore been placed
on finding optimal quickest change detection (QCD) solutions
that minimise a measure of the delay between when a change
occurs and when it is detected whilst avoiding false alarms [7],
[8], [10], [11]. Most treatments of QCD have assumed that
the pre-change and post-change distributions of the random
variables are known, and that the cost of detection delays is
linear [1], [12]. However, in many practical situations, the
true distributions may be unknown, and the cost of delayed
detections may be nonlinear. For example, the cost of delaying
fault detections in an interconnected system can compound
exponentially as faults propagate [1], [13]. In this paper, we
therefore consider the QCD problem with exponential costs
for detection delays when the true distributions are uncertain
and known only to belong to a class of possible distributions.
Quickest change detection may be formulated as a sequen-
tial hypothesis testing problem between a null hypothesis that
no change has occurred (the no-change hypothesis) and an
alternative hypothesis that a change has occurred at some
previous time (the change hypothesis). Two popular formu-
lations of the QCD problem are the Lorden and Bayesian
criteria. Under the Lorden formulation [14], the change-time is
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considered to be a deterministic unknown, and the objective is
to minimise the worst-case detection delay under a constraint
on the rate of false alarms. In contrast, in the Bayesian
formulation [10], the change-time is treated as a random
variable with a known distribution, and the objective is to
minimise the average detection delay under a constraint on the
probability of false alarm. Although the standard Lorden and
Bayesian formulations consider linear delay penalties, both
have recently been modified to accommodate exponential [13]
and polynomial [8] delay penalties.
Regardless of the type of delay penalty, most treatments
of Lorden and Bayesian QCD have assumed that the pre-
change and post-change distributions are known (or can be
estimated). Recently however, robust Lorden and Bayesian
QCD formulations have been posed with linear [12] and
polynomial [15] delay penalties for cases where the pre- and
post-change distributions are unknown but known to belong
to class of possible distributions. In particular, Unnikrishnan
et al., [12] established exact Lorden and Bayesian minimax
robust results for linear delay penalties, whilst Molloy and
Ford [15] established Lorden and Bayesian robustness results
for polynomial delay penalties in the asymptotic regime of few
false alarms. Importantly, the establishment of exact minimax
robust QCD results for nonlinear delay penalties under the
Lorden and Bayesian formulations remains an open problem.
The key contribution of this paper is the proposal and
solution of Lorden and Bayesian minimax robust QCD for-
mulations with exponential delay penalties. In contrast to the
previous asymptotic Lorden and Bayesian robust QCD results
with nonlinear delay penalties of [15], our minimax robustness
results with exponential delay penalties are exact (i.e., non-
asymptotic). Our Lorden results also consider the setting where
there is both pre-change and post-change uncertainty (although
our Bayesian results are limited to the setting where there is
only post-change uncertainty).
The remainder of this paper is structured as follows. In
Section II, we pose our robust QCD problems with exponential
delay penalties. In Section III we describe two solutions. We
present simulation results in Section IV, and conclusions in
Section V.
II. PROBLEM STATEMENT
Consider the sequence of random variables Xk for k ≥ 1
each taking values in the set X ⊂ Rn. The random variables
Xk are independent and identically distributed (i.i.d.) with pre-
change distribution µ ∈ P for 1 ≤ k ≤ λ− 1, and i.i.d. with
post-change distribution ν ∈ P for k ≥ λ. Here, λ ≥ 1 is
an unknown change-time and P is the set of all probability
distributions on X . We will assume that the sequence Xk for
k ≥ 1 is defined on the probability space (Ω,F , Pµ,νλ ) where
Ω is the sample space of infinite sequences {Xk : k ≥ 1} and
F , ⋃∞k=0 Fk is the set of events formed from the filtrations
Fk generated by Xk for k ≥ 1 with the convention that F0 ,
{∅,Ω}. We define Pµ,νλ as the probability measure describing
a change in distribution of Xk from µ to ν at time λ ≥ 1.
We denote the expectation operator associated with Pµ,νλ as
Eµ,νλ [·]. Let Pµ and Eµ [·] denote the probability measure and
expectation, respectively, when the distribution of the process
is µ for all k ≥ 1.
In the problem of QCD, we seek procedures for stopping
quickly after the change-time λ whilst avoiding false alarms.
A QCD procedure is characterised by a stopping time τ with
respect to the filtration Fk, and its design involves making
a trade-off between detection delay and false alarm perfor-
mance [12]. Various measures of detection delay and false
alarm performance have been proposed, with most involving
the linear detection delay τ − λ. However, as argued by
Poor [13], in many applications, the cost associated with a
delayed detection is exponential in the detection delay. Poor
[13] therefore proposes a Lorden formulation of QCD with
exponential delay penalties for when the unknown change-time
is deterministic, and an alternative Bayesian formulation of
QCD with exponential delay penalties for when the unknown
change-time is a random variable.
Under the Lorden formulation of [13], the change-time
is considered to be a deterministic unknown λ ≥ 1. The
exponential detection delay of a QCD procedure τ is defined
as [13]
D(τ, µ, ν) = sup
λ≥1
ess supEµ,νλ
[
α(τ−λ+1)
+ − 1
α− 1
∣∣∣∣∣Fλ−1
]
(1)
for any real number α > 1 where x+ , max{0, x}. The
Lorden formulation of QCD with an exponential delay penalty
is then the optimisation problem [13]
inf
τ∈CT (γ,µ)
D(τ, µ, ν) (2)
for any real number α > 1 where we define CT (γ, µ) as the
set of all stopping times that satisfy the mean time to false
alarm constraint Eµ[τ ] ≥ γ for a given constant 1 < γ <∞.
Under the Bayesian formulation of [13], the change-time
is considered to be a random variable Λ with a geometric
probability distribution pi , {pik : k ≥ 1} where
pik , P (Λ = k) = ρ(1− ρ)k−1
for k ≥ 1, and where 0 < ρ < 1 is a given parameter.
Let us define the probability measure Pµ,νpi describing a
change in distribution from µ to ν with change-time dis-
tribution pi by “averaging” the laws Pµ,νλ in the sense that
Pµ,νpi (G) =
∑∞
λ=1 piλP
µ,ν
λ (G) for all G ∈ F . Let Eµ,νpi [·]
denote the expectation operator associated with Pµ,νpi . The
average exponential delay of a stopping rule τ is defined as
[13]
AD(τ, µ, ν) = Eµ,νpi
[
α(τ−Λ+1)
+ − 1
α− 1
]
(3)
for any real constant α > 1. The Bayesian formulation of
QCD with an exponential delay penalty is then [13]:
inf
τ∈CP (φ,µ)
AD(τ, µ, ν) (4)
for any α > 1 where CP (φ, µ) is the set of all stopping times
with respect to Fk that satisfy the probability of false alarm
constraint Pµ,νpi (τ < Λ) ≤ φ for a given constant 0 < φ < 1.
Here, we note that the probability of false alarm Pµ,νpi (τ < Λ)
does not depend on the post-change distribution ν (see [15]
for more details).
Solving the exponential Lorden (2) and Bayesian (4) prob-
lems in practice is often complicated by the pre-change µ and
post-change ν distributions being unknown. We therefore pro-
pose robust versions of these problems under the assumption
that the pre- and post-change distributions are unknown, but
belong to the known (disjoint) uncertainty classes P0 ⊂ P and
P1 ⊂ P , respectively. Our proposed robust Lorden problem
with exponential delay penalty is
inf
τ∈CT (γ)
sup
(µ,ν)∈P0×P1
D(τ, µ, ν) (5)
for any α > 1 where CT (γ) is the set of stopping rules τ that
satisfy τ ∈ CT (γ, µ) for all µ ∈ P0 and any given 1 < γ <
∞. Our robust Bayesian QCD problem with an exponential
delay penalty is similarly
inf
τ∈CP (φ)
sup
(µ,ν)∈P0×P1
AD(τ, µ, ν) (6)
for any α > 1 where CP (φ) is the set of all stopping rules τ
that satisfy τ ∈ CP (φ, µ) for all µ ∈ P0 and any given 0 <
φ < 1. The rules that solve our robust Lorden (5) and Bayesian
(6) problems will have the attractive minimax robust property
of minimising the worst (i.e., maximum) exponential detection
delays over the uncertainty classes of possible distributions.
Similar robust QCD problems have previously been posed in
[12] with linear delay penalties and [15] for polynomial delay
penalties.
In this paper, we shall solve our robust Lorden problem
(5) with uncertain pre- and post-change distributions, and the
robust Bayesian problem (6) with an uncertain post-change
distribution but a known pre-change distribution. We also
follow the exact (i.e., non-asymptotic) treatments of Bayesian
QCD by assuming a geometric change-time prior [12], [13].
Remark 1: Although our robust Bayesian problem could
be posed for non-geometric change-times, its exact (non-
asymptotic) solution would require the development of new
exact solutions to the non-robust problem (4) since few (if any)
exact QCD results currently exist for non-geometric change-
times (even for linear detection delay penalties).
Remark 2: Our robust Lorden and Bayesian problems could
also be posed for the sublinear case where α < 1 (as in
the non-robust problems of [13]). Here, we focus on the case
α > 1 since there are many immediate practical applications
where the cost of a detection delay compounds exponentially
with α > 1. For example, the costs associated with delays
in detecting disease outbreaks [1], propagating faults in in-
terconnected systems [1], and changes in compound financial
interest rates [13] are all inherently exponential with α > 1.
Consideration of α < 1 will also require the development of
alternative proof techniques compared to those we use here
for the case α > 1.
III. ROBUST QUICKEST CHANGE DETECTION
As discussed in [12], the solution of robust QCD problems
is simplified if least favourable distributions (LFDs) from the
uncertainty classes P0 and P1 can be identified. When LFDs
can be identified, the solutions to our robust problems (5) and
(6) are the stopping rules that solve the non-robust problems
(2) and (4) specified by these LFDs. In this section, we
solve our robust problems (5) and (6) under a joint stochastic
boundedness condition that ensures LFDs can be identified
from the uncertainty classes.
A. Joint Stochastic Boundedness
To present the concept of joint stochastic boundedness, let
us define the log-likelihood ratio
Lµ,ν (X) , log dν
dµ
(X)
where dν/dµ is the Radon-Nikodym derivative and we define
Lµ,ν (X) ,∞ when dν/dµ does not exist.
Definition 3.1 (Joint Stochastic Boundedness [12]): Con-
sider the pair of uncertainty classes (P0,P1). We shall say
that (P0,P1) is jointly stochastically bounded by the pair of
distributions (µ, ν) ∈ P0 × P1 when:
P ν (L∗ (X) ≥ x) ≥ P ν (L∗ (X) ≥ x) (7)
for all x ∈ R and all ν ∈ P1, and
Pµ (L∗ (X) ≥ x) ≥ Pµ (L∗ (X) ≥ x) (8)
for all x ∈ R and all µ ∈ P0 where L∗ (X) , Lµ,ν (X).
The distributions (µ, ν) ∈ P0×P1 that satisfy the definition
of joint stochastic boundedness are those distributions of the
uncertainty classes that are closest in an information-theoretic
sense. Uncertainty classes that satisfy Definition 3.1 and have
methods to determine the bounding distributions (µ, ν) include
-contamination sets, total variation neighbourhoods, and Le´vy
metric neighbourhoods [12]. We will show that when the
uncertainty classes (P0,P1) are jointly stochastically bounded
by (µ, ν), the distributions (µ, ν) are candidate LFDs for our
robust problems (5) and (6).
B. Robust Lorden Result
When the distributions µ and ν are known, a modified
cumulative sum (CUSUM) rule solves the Lorden formulation
(2) for any α > 1 [13, Theorem 2.1]. This modified CUSUM
rule is defined as [13]
ταc (µ, ν) , inf {k ≥ 1 : Sαk (µ, ν) ≥ h} (9)
where h > 1 is a real-valued threshold chosen such that the
false alarm constraint is satisfied (see [13, Theorem 3.1] for
details), and
Sαk (µ, ν) , max
1≤j≤k
(k − j + 1) log (α) + k∑
i=j
Lµ,ν(Xi)

for k ≥ 1. Here, the rule (9) has an efficient recursive form
since Sαk (µ, ν) =
(
Sαk−1 (µ, ν) + L
µ,ν (Xk) + log (α)
)+
for
k ≥ 1 with Sα0 (µ, ν) , 0.
We will exploit the optimality of the modified CUSUM rule
(9) under (2) to solve our robust Lorden problem (5). We first
require the following lemma characterising the performance
of the rule (9) when it is designed with distributions (µ, ν)
that joint stochastically bound (P0,P1).
Lemma 1: Consider the uncertainty classes (P0,P1) and
suppose that (P0,P1) is jointly stochastically bounded by
the pair (µ, ν) in the sense of Definition 3.1. If all of the
distributions µ ∈ P0 are absolutely continuous with µ in the
sense that µ  µ for all µ ∈ P0, then for any α > 1, the
modified CUSUM rule ταc (µ, ν) satisfies
D (ταc (µ, ν) , µ, ν) ≤ D (ταc (µ, ν) , µ, ν) (10)
for all µ ∈ P0 and all ν ∈ P1, and
Eµ [ταc (µ, ν)] ≥ Eµ [ταc (µ, ν)] (11)
for all µ ∈ P0.
Proof: Our proof is similar to that of [12, Theorem III.2].
To prove (10), we shall initially consider the special case
of a singleton pre-change uncertainty set P0 = {µ}. Let us
consider any α > 1, any λ ≥ 1, and any ν ∈ P1, and let us
define the shorthand L∗k for the log-likelihood ratios L
∗ (Xk)
for k ≥ 1. The distribution of L∗k for k < λ is the same under
the probability measures Pµ,νλ and P
µ,ν
λ (with this fact being
trivial when λ = 1 since there is no pre-change regime). Hence
(as in the proof of [12, Theorem III.2]), we assume without
loss of generality, that the ratios L∗k take the same values under
P
µ,ν
λ and P
µ,ν
λ for all k < λ. Under this assumption, we will
now show that
P
µ,ν
λ
(
α(τ
α
c (µ,ν)−λ+1)+ − 1
α− 1 ≤ x
∣∣∣∣∣Fλ−1
)
≤ Pµ,νλ
(
α(τ
α
c (µ,ν)−λ+1)+ − 1
α− 1 ≤ x
∣∣∣∣∣Fλ−1
) (12)
with probability one under both Pµ,νλ and P
µ,ν
λ for all real
numbers x ≥ 0.
We note that since α > 1, the event {(α(ταc (µ,ν)−λ+1)+ −
1)/(α−1) ≤ 0} is equivalent to {(α(ταc (µ,ν)−λ+1)+−1)/(α−
1) = 0}, which is equivalent to {(ταc (µ, ν)− λ+ 1)+ = 0}.
The event {(ταc (µ, ν)− λ+ 1)+ = 0} is Fλ−1−measurable
since ταc (µ, ν) is a stopping time (cf. [12, p. 1611]), and hence
(12) holds with equality for x = 0.
Now we consider x > 0. Recalling that α > 1, algebraic
manipulations give that
Pµ,νλ
(
α(τ
α
c (µ,ν)−λ+1)+ − 1
α− 1 ≤ x
∣∣∣∣∣Fλ−1
)
= Pµ,νλ (τ
α
c (µ, ν) ≤ logα (x(α− 1) + 1) + λ− 1| Fλ−1)
= Pµ,νλ (τ
α
c (µ, ν) ≤ Nx| Fλ−1) (13)
for any ν ∈ P1 and all x > 0 where the second equality
follows from the discrete nature of the stopping rule ταc (µ, ν)
and by defining the integer Nx , blogα (x(α− 1) + 1) +
λ − 1c with b·c denoting the floor operator. By recalling the
definition of ταc (µ, ν) in (9), we have the equivalence of the
events {ταc (µ, ν) ≤ Nx} and max1≤j≤k≤Nx
g(j, k) + k∑
i=j
L∗(Xi)
 ≥ h
 (14)
for all x > 0 where g(j, k) , (k − j + 1) log(α). Hence,
Pµ,νλ (τ
α
c (µ, ν) ≤ Nx| Fλ−1)
= Pµ,νλ
(
f
(
L∗1, ..., L
∗
Nx
) ≥ h∣∣Fλ−1) (15)
for any ν ∈ P1 where we define the continuous function
f(L∗1, ..., L
∗
Nx) , max1≤j≤k≤Nx
g(j, k) + k∑
i=j
L∗i

which is also non-decreasing in each of its components.
Now, the joint stochastic boundedness of P1 implies that
Pµ,νλ (L
∗
k > t) ≥ Pµ,νλ (L∗k > t) for all t ∈ R, all k ≥ λ,
and all ν ∈ P1. This boundedness, the continuous and non-
decreasing properties of f(·, ..., ·), and our assumption that
the log-likelihood ratios L∗k take the same values under the
probability measures Pµ,νλ and P
µ,ν
λ for k < λ, enables
application of [12, Lemma III.1] to (15) which implies that
Pµ,νλ
(
f
(
L∗1, ..., L
∗
Nx
) ≥ h∣∣Fλ−1)
≥ Pµ,νλ
(
f
(
L∗1, ..., L
∗
Nx
) ≥ h∣∣Fλ−1)
= P
µ,ν
λ (τ
α
c (µ, ν) ≤ Nx| Fλ−1)
= P
µ,ν
λ
(
α(τ
α
c (µ,ν)−λ+1)+ − 1
α− 1 ≤ x
∣∣∣∣∣Fλ−1
)
for all ν ∈ P1 and all x > 0 with probability one under both
P
µ,ν
λ and P
µ,ν
λ (since the pre-change log-likelihood ratios L
∗
k
are identical). Here, the last two equalities follow by recalling
that (13) and (15) also hold for ν, and so (12) holds with
probability one under both Pµ,νλ and P
µ,ν
λ for all x > 0.
Now, from (12) we have that
E
µ,ν
λ
[
α(τ
α
c (µ,ν)−λ+1)+ − 1
α− 1
∣∣∣∣∣Fλ−1
]
≥ Eµ,νλ
[
α(τ
α
c (µ,ν)−λ+1)+ − 1
α− 1
∣∣∣∣∣Fλ−1
]
with probability one under both Pµ,νλ and P
µ,ν
λ and so
D (ταc (µ, ν) , µ, ν) ≤ D (ταc (µ, ν) , µ, ν) (16)
for all ν ∈ P1.
We now consider any (non-singleton) set P0 and any pre-
change distribution µ ∈ P0. For any stopping rule τ and post-
change distribution ν ∈ P1, the random variable
Eµ,νλ
[
α(τ−λ+1)
+ − 1
α− 1
∣∣∣∣∣Fλ−1
]
(17)
is a fixed deterministic function of the random variables
{X1, . . . , Xλ−1} drawn from the pre-change distribution µ.
Hence, the essential supremum of (17) only depends on the
support of the pre-change distribution µ. This observation
combined with the lemma condition that µ µ for all µ ∈ P0
implies that
ess supEµ,νλ
[
α(τ
α
c (µ,ν)−λ+1)+ − 1
α− 1
∣∣∣∣∣Fλ−1
]
≤ ess supEµ,νλ
[
α(τ
α
c (µ,ν)−λ+1)+ − 1
α− 1
∣∣∣∣∣Fλ−1
]
for all µ ∈ P0 and all ν ∈ P1. By taking the supremum over
λ ≥ 1 it follows that
D (ταc (µ, ν) , µ, ν) ≤ D (ταc (µ, ν) , µ, ν) (18)
for all µ ∈ P0 and all ν ∈ P1. The first lemma assertion (10)
follows by combining the inequalities (16) and (18).
Now, the definition of ταc (µ, ν) in (9) implies the equiva-
lence of the events {ταc (µ, ν) ≤M} and (14) with Nx = M
for all (arbitrary) integers M > 1. Hence,
Pµ (ταc (µ, ν) ≤M) = Pµ (f (L∗1, . . . , L∗M ) ≥ h)
≥ Pµ (f (L∗1, . . . , L∗M ) ≥ h)
= Pµ (ταc (µ, ν) ≤M)
for all integers M > 1, all µ ∈ P0, and all ν ∈ P1 where the
second line follows from [12, Lemma III.1] by recalling joint
stochastic boundedness and the continuous, non-decreasing
properties of f(·, ..., ·). The second lemma assertion (11)
follows, and completes the proof.
We shall now use Lemma 1 to establish a solution to our
robust Lorden QCD problem (5).
Theorem 1: Consider the pair of uncertainty classes (P0,P1)
and suppose that (P0,P1) is jointly stochastically bounded by
(µ, ν) in the sense of Definition 3.1. If all of the distributions
µ ∈ P0 are absolutely continuous with µ in the sense that
µ µ then the modified CUSUM rule ταc (µ, ν) of (9) solves
(5) for any α > 1 and any 1 < γ <∞.
Proof: For any given 1 < γ < ∞, and any α > 1,
consider the modified CUSUM rule ταc (µ, ν) with threshold
h ≥ 1 chosen such that ταc (µ, ν) ∈ CT (γ, µ). The second as-
sertion (11) of Lemma 1 then implies that ταc (µ, ν) ∈ CT (γ).
We then have that
inf
τ∈CT (γ,µ)
D (τ, µ, ν) = D (ταc (µ, ν) , µ, ν)
= inf
τ∈CT (γ)
D (τ, µ, ν)
≥ D (ταc (µ, ν) , µ, ν)
for all µ ∈ P0 and all ν ∈ P1 where the first line follows from
Theorem 2.1 of Poor [13], the second line follows by noting
that CT (γ) is a subset of CT (γ, µ) with ταc (µ, ν) ∈ CT (γ),
and the third line follows from the first Lemma 1 assertion
(10). It follows that
inf
τ∈CT (γ)
D (τ, µ, ν) = sup
(µ,ν)∈P0×P1
D (ταc (µ, ν) , µ, ν)
and so (ταc (µ, ν) , µ, ν) is a saddle point of our Lorden
minimax robust QCD problem (5). The theorem result follows
since saddle points are minimax solutions (cf. [16, Section
3.4]).
Theorem 1 establishes that when the pair of uncertainty
classes (P0,P1) is jointly stochastically bounded by the pair
of distributions (µ, ν), these bounding distributions are least
favourable for our robust Lorden problem (5) since the modi-
fied CUSUM rule ταc (µ, ν) designed with these distributions
is also the optimal solution to the non-robust QCD problem (2)
specified by these distributions. This result for the exponential
delay case directly mirrors the result for the linear delay case
in [12]. We shall now solve our robust Bayesian problem.
C. Robust Bayesian Result
When the distributions µ and ν are known and the unknown
change-time is a geometrically distributed random variable Λ,
the solution to the non-robust Bayesian QCD problem with
exponential delay penalty (4) is the modified Shiryaev rule
[13, Theorem 4.1]
ταS (µ, ν) , inf
{
k ≥ 1 : R¯αk (µ, ν) ≥ η¯
}
(19)
for any α > 1 where η¯ ≥ 0 is a threshold chosen to satisfy the
probability of false alarm constraint (see [13, Remark 4.4]),
and the test statistic R¯αk (µ, ν) is given by
R¯αk (µ, ν) =
α exp (Lµ,ν (Xk))
1− ρ
(
R¯αk−1 (µ, ν) + ρ
)
(20)
for k ≥ 1 with R¯α0 , 0. For the purpose of establishing our
robust QCD results, we note that the modified Shiryaev rule
(19) can be written equivalently as the rule
ταS (µ, ν) = inf {k ≥ 1 : Rαk (µ, ν) ≥ η} (21)
where η ≥ 0 is a threshold chosen to satisfy the probability
of false alarm constraint (again, see [13, Remark 4.4]), and
Rαk (µ, ν) , log
(
n∑
k=1
pikα
n−k+1 exp
(
n∑
i=k
Lµ,ν (Xk)
))
for k ≥ 1.
As in our robust Lorden developments, we will exploit the
optimality of the modified Shiryaev rule (21) under (4) in order
to identify solutions to our robust Bayesian problem (6). We
first require the following lemma establishing a bound on the
average detection delay of the modified Shiryaev stopping rule
(21) when it is designed with the bounding distributions
(
µ, ν
)
of uncertainty classes that are jointly stochastically bounded
in the sense of Definition 3.1.
Lemma 2: Consider the pair of uncertainty classes (P0,P1)
with P0 = {µ}. If (P0,P1) is jointly stochastically bounded
by the pair of distributions (µ, ν) in the sense of Definition 3.1,
then the rule ταS (µ, ν) satisfies
AD(ταS (µ, ν) , µ, ν) ≤ AD(ταS (µ, ν) , µ, ν) (22)
for all µ ∈ P0, all ν ∈ P1 and any α > 1.
Proof: The proof is similar to that of Lemma 1 and [12,
Theorem III.4]. Consider any α > 1, any ν ∈ P1, and let us
consider Λ = λ for any λ ≥ 1. The joint stochastic bounded-
ness of P1 implies that Pµ,νλ (L∗k > x) ≥ Pµ,νλ (L∗k > x) for
all x ∈ R and all k ≥ λ. Hence, by defining the function
f(L∗1, ..., L
∗
M )
, max
1≤k≤M
log
(
n∑
k=1
pikα
n−k+1 exp
(
n∑
i=k
L∗i
))
,
which is continuous and non-decreasing in each of its com-
ponents for any integer M ≥ 1, the same argument as in the
proof of Lemma 1 gives that
E
µ,ν
λ
[
α(τ
α
S (µ,ν)−λ+1)+ − 1
α− 1
∣∣∣∣∣Fλ−1
]
≥ Eµ,νλ
[
α(τ
α
S (µ,ν)−λ+1)+ − 1
α− 1
∣∣∣∣∣Fλ−1
]
with probability one under both Pµ,νλ and P
µ,ν
λ . Recalling that
the distribution of L∗(Xk) for k < λ is the same under P
µ,ν
λ
and Pµ,νλ , the tower property of expectations gives that
E
µ,ν
λ
[
α(τ
α
S (µ,ν)−λ+1)+ − 1
α− 1
]
≥ Eµ,νλ
[
α(τ
α
S (µ,ν)−λ+1)+ − 1
α− 1
]
for all λ ≥ 1 and all α > 1. The lemma assertion follows by
averaging over λ with the prior distribution pi.
We now use the bound established in Lemma 2 to identify
a solution to our robust Bayesian problem (6).
Theorem 2: Consider the pair of uncertainty classes (P0,P1)
with P0 = {µ}. If (P0,P1) is jointly stochastically bounded
by the pair (µ, ν) in the sense of Definition 3.1, then the
modified Shiryaev rule ταS (µ, ν) solves (6) for any α > 1
and any 0 < φ < 1.
Proof: For any 0 < φ < 1, and any α > 1, consider
the rule ταS (µ, ν) with threshold η ≥ 0 chosen such that
ταS (µ, ν) ∈ CP (φ, µ). Since P0 is a singleton and the prob-
ability of false alarm Pµ,νpi (τ
α
S (µ, ν) < Λ) does not depend
on the post-change distribution ν (see [15] for more details),
it follows that ταS (µ, ν) ∈ CP (φ). Theorem 4.1 of Poor [13]
then gives that
inf
τ∈CP (φ)
AD (τ, µ, ν) = AD (ταS (µ, ν) , µ, ν)
≥ AD (ταS (µ, ν) , µ, ν)
for all ν ∈ P1 where the second line follows from Lemma 2.
It follows that
inf
τ∈CP (φ)
AD (τ, µ, ν) = sup
ν∈P1
AD (ταS (µ, ν) , µ, ν)
and so (ταS (µ, ν) , µ, ν) is a saddle point of our Bayesian
minimax robust QCD problem (6). The theorem result follows
since saddle points are minimax solutions (cf. [16, Section
3.4]).
Similar to Theorem 1, Theorem 2 establishes that if the
distributions (µ, ν) jointly stochastically bound (P0,P1), then
they are least favourable for our robust Bayesian problem (6)
since the rule ταS (µ, ν) designed with these distributions is
also the optimal solution to the non-robust QCD problem (4)
specified by these distributions. An analogous result has been
established for the case of a linear detection delay penalty
in [12]. As was discussed in [12], unlike the non-Bayesian
Lorden minimax robust QCD problem (5), it appears difficult
to established solutions to our robust Bayesian problem (6)
when there is pre-change uncertainty.
IV. SIMULATION EXAMPLE
We now illustrate our Lorden results by detecting a mean-
shift in an i.i.d. Gaussian process with an exponential delay
penalty of α = 1.01. Consider the uncertainty classes
P0 = {N (ψ, 1) : ψ ∈ [−1.5,−0.1]}
P1 = {N (ψ, 1) : ψ ∈ [0.1, 2]} .
These classes are jointly stochastically bounded in the sense
of Definition 3.1 by µ ∼ N (−0.1, 1) and ν ∼ N (0.1, 1).
For the purpose of comparison, we implemented our robust
rule ταc (µ, ν) together with the linear robust rule τ
1
c (µ, ν)
of [12] which corresponds to (9) with α = 1. We simulated
these rules on sequences with a true (unknown) pre-change
distribution of µ = N (−0.1, 1), and true (unknown) post-
change distributions of ν = N (ψ, 1) with ψ ∈ [0.1, 1]. We also
simulated the optimal rule ταc (µ, ν) designed with unrealistic
knowledge of the true pre- and post-change distributions of
these sequences.
The estimated exponential delays D (τ, µ, ν) with α = 1.01
for a range of post-change distributions are shown in Fig. 1.
Here, each rule has been designed for an estimated mean
time to false alarm of Eµ[τ ] = 10000. Fig. 1 suggests that
the maximum exponential delay for all rules occurs when
the post-change distribution ν corresponds to the LFD ν. As
suggested by Theorem 1, our robust rule appears to minimise
this maximum exponential delay since it corresponds to the
optimal rule when ν = ν. The results of Fig. 1 therefore
illustrate the minimax robustness of our robust rule.
Although Fig. 1 illustrates the minimax robustness of our
robust rule, it also suggests that this robustness comes at the
cost of sub-optimal performance for most other distributions
ν 6= ν in the uncertainty class. In particular, the linear robust
rule appears to outperform our (exponential) robust rule for
ν 6= ν. However, the linear robust rule does not appear to
minimise the maximum exponential delay at ν = ν, and so
Fig. 1 suggests that minimax robustness under an exponential
delay penalty cannot be achieved with the existing robust QCD
result of [12]. Our simulations therefore highlight the benefits
of our minimax robust results for cases where the cost of
detection delays compounds exponentially.
V. CONCLUSION
We posed and solved minimax robust Lorden and Bayesian
change detection problems with exponential detection delay
penalties. We identified solutions to our robust Lorden and
Bayesian problems using a least favourable distribution ap-
proach based on the concept of joint stochastic boundedness.
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Fig. 1. Estimated exponential delay D (τ, µ, ν) for α = 1.01 of optimal,
robust, and linear robust rules for different true (unknown) post-change
distributions. The optimal rule has unrealistic prior knowledge of the dis-
tributions. Rules were designed for an estimated mean time to false alarm of
Eµ[τ ] = 10000. The maximum percentage standard errors of the delays and
mean times to false alarm are 9.5% and 2.6%, respectively.
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