Single-step genomic BLUP (ssGBLUP) requires a dense matrix of the size equal to the number of genotyped animals in the coefficient matrix of mixed model equations (MME). When the number of genotyped animals is high, solving time of MME will be dominated by this matrix. The matrix is the difference of two inverse relationship matrices: genomic (G) and pedigree (A 22 ison with the regular ssGBLUP, the total computing time decreased due to omitting the inversion of the relationship matrix A 22 . When APY used 10,000
genotyped animals: the genomic relationship matrix G and the pedigree-based relationship matrix A 22 . When the analysed population has many genotyped animals, the need to construct and invert large matrices may make the use of ssGBLUP model unfeasible. Even if these matrices can be computed explicitly, solving the MME may take too long because the computations using dense matrices are costly.
Equivalent systems of equations have been suggested to allow solving ssGBLUP without the two inverse matrices (Legarra & Ducrocq, 2012) . These equations are based on augmenting the MME by auxiliary variables and involve matrices G and A 22 in the MME. Unfortunately, the equivalent equations tend to have slower convergence by iterative methods than the original MME (Aguilar, Legarra, Tsuruta, & Misztal, 2013; Legarra & Ducrocq, 2012; Strand en & M€ antysaari, 2014) . In addition, the matrices G and A 22 need to be built and stored. When the number of genotyped animals is large, computation, storing and use of dense matrices will slow down the computations considerably.
Another equivalent ssGBLUP approach is based on models where genetic marker effects are solved directly for the genotyped animals and a genotype marker matrix is used without building either G or its inverse. Such approaches have been presented by, e.g. Legarra and Ducrocq (2012) , and Liu et al. (Liu, Goddard, Reinhardt, & Reents, 2014) . The computation of estimates for the marker effects is a desirable property that allows approximate genomic breeding values to be computed for candidate animals when new genomic data is available. However, iterative solving of these models tends to converge slowly (Legarra & Ducrocq, 2012; Strand en & M€ antysaari, 2014 ). An alternative approach is to transform the ssGBLUP problem to marker imputation in all the animals where the MME has unknown marker effects instead of breeding values. Fernando, Dekkers, and Garrick (2014) presented and generalized this full imputation approach to allow the use of Bayesian genomic models with a special case that gives ssGBLUP solutions. They suggest the use of parallel computing for heavy computations.
It is possible to avoid computing G and A 22 inverse relationship matrices altogether within regular ssGBLUP (Legarra & Ducrocq, 2012) . Solving MME by PCG (preconditioned conjugate gradient) requires coefficient matrix times vector d product within each iteration where d has different values every iteration. This involves the multiplication of the vector d by the inverse matrices, i.e. f ¼ G À1 À A 22 ð Þ À1 d 2 where d 2 has elements of d for the genotyped animals. In practice, vector f can be calculated by solving x and z in the equations Gx = d 2 and A 22 z = d 2 , and f = x À z. Consequently, the convergence characteristics of the original MME of ssGBLUP are unchanged. The solution for x and z can be found iteratively, e.g. by the PCG method. However, the iterative solving of x and z within PCG iteration of the regular ssGBLUP is computationally expensive when both of the matrices are large and dense.
An alternative is to use different computing strategies to construct the required inverses. Faux and Gengler (2013) presented an approach to approximate the inverse of A 22 . The method was based on analysis of sparseness in the inverse by searching the pedigree for dependencies among the genotyped animals. The approach decreased the computing time but required storing the produced approximate inverse. Strand en and M€ antysaari (2014) presented the equivalent MME to solve ssGBLUP that was based on using the sub-matrices from A À1 matrix which are simple to form using pedigree information. No A 22 matrix was explicitly built. Genomic relationship matrix is based on available marker information which is typically limited to c. 50,000 SNP markers. This can be considered already an approximation to true genomic relationship matrix. In addition, when the effective population size is limited and the G matrix uses only marker information, rank of the G matrix can be less than number of markers. Thus, the idea of approximating the inverse of relationship matrix by APY (algorithm for proven and young) by Misztal, Legarra, and Aguilar (2014) is to divide the G À1 matrix to core and non-core sub-matrices where the non-core submatrix is assumed to be diagonal. The approach brings sparseness to MME and allows solving ssGBLUP with many genotyped animals (Masuda et al., 2016) . Their approach is based on an explicit inversion of a marker matrix for the core set of animals, typically 10,000 or above for Holstein dairy cattle. Different sets of core animals can give different calculated GEBVs. Selecting core animals using the pedigree information is natural, because younger animals are progeny to older genotyped animals. In practice, the core size has varied according to the number of similar animals, e.g. number of genotyped sires, or cows. However, Fragomeni et al. (2015) and Masuda et al. (2016) showed that random set of core animals gives similar results as selecting by population information such as choosing sires and cows with progeny. Use of random set of core animals in different evaluations is likely to give different GEBVs for some individual animals even when no information is changed, and this can affect selection decisions. Such changes between evaluations are undesirable. Earlier studies selected all animals belonging to a group which does not allow limiting core size to a predefined value. An alternative core selection approach is to use some animal specific information. Thus, an information value is calculated, and the selected core animals have the highest information value.
In this study, we consider approaches to ease computations, reduce computing time and improve numerical stability in ssGBLUP. We will present first a solving approach of ssGBLUP that avoids computing A 22 and its inverse, and secondly use APY for the inverse of genomic relationship matrix. In the computation of the inverse of A 22 , three approaches are tested that are expected to have different computational requirements. For the G matrix, APY approach is presented using the Cholesky decomposition. APY is tested using different core sets of animals based on animal specific information, but keeping the core size equal. We used the Nordic fertility data and multiple-trait ssGBLUP model to illustrate the performance of the developed approaches.
| MATERIAL AND METHODS

| MME for ssGBLUP
Consider a univariate ssGBLUP model:
where the incidence matrix X relates fixed effects b, and the incidence matrix W relates breeding values a to appropriate observation in vector y, and e is random residual vector. Assume that VarðeÞ ¼ Rr 2 e where R is a positive definite matrix such as the identity matrix I or a diagonal matrix with weights (VanRaden, 2008) . In ssGBLUP, the covariance structure for the breeding values is VarðaÞ ¼ Hr 2 a where r 2 a is the genetic variance and H has both pedigree (A) and genomic (G) relationship matrix information (Aguilar et al., 2010; Christensen & Lund, 2010) .
Animals can be assigned to two groups: group 1 with non-genotyped animals and group 2 with genotyped animals. Then, the relationship matrix A and its inverse A
À1
can be expressed by sub-matrices referring to the two groups:
The 0 mixed model equations for the ssGBLUP are
where
2.2 | Calculations involving A 22 ð Þ
According to matrix algebra, the inverse of A 22 can be expressed using the elements of the inverse matrix A À1 :
Substituting (2) to the original formula of H À1 gives
where A 22 no longer appears. When all ancestors of genotyped animals have been genotyped, this simplifies to
The sub-matrices of A À1 can be made easily by going through the pedigree list. Note that in practical calculations involving sub-matrices of A
, the pedigree list can be limited to include only genotyped animals and their ancestors. Thus, none of the other non-genotyped animals need to be considered, reducing the amount of computations substantially.
Solving large MME, such as national genetic evaluations, is commonly done using iterative methods such as PCG (Strand en & Lidauer, 1999; Tsuruta, Misztal, & Strand en, 2001 ). In the PCG method, each iteration requires computing a matrix times vector product where the matrix is coefficient matrix of the MME. When the ssGBLUP equations (1) 
Note that ssGBLUP using H À1 by equation (3) . These submatrices need not be stored in memory. Instead, the computations can be performed by iteration on data approach using the pedigree list information on disk (Henderson, 1976; Quaas, 1976) .
Step 2) can be made by solving y 1 in A 11 y 1 = x 1 . This can be done in many ways.
We considered the following three approaches for step 2): iteration on pedigree (IOP), iteration in memory (IM), and direct solving using CHOLMOD (CM) library (Chen, Davis, Hager, & Rajamanickam, 2008; Davis & Hager, 2009) . In IOP and IM, we used PCG iteration to solve in A 11 y 1 = x 1 . In PCG, the core iteration step involves the multiplication of the direction vector by the matrix A 11 . In IOP, the required computations were done by reading the pedigree list of the non-genotyped ancestors of the genotyped animals without ever explicitly forming A 11 . Because PCG and the ancestral pedigree information of genotyped animals are used, the memory need is small. In IM, the matrix A 11 is stored in memory and used in the PCG iteration. In CM, the matrix A 11 is built in memory as in IM, but sparse Cholesky factorization by CHOLMOD library is used and solving of A 11 y 1 = x 1 is based on the direct method instead of PCG iteration.
The approaches are expected to use different amounts of memory: IOP least, CM most. In IOP, only the pedigree list is read and computations require little extra memory. In IM and CM, the sparse matrix A 11 is stored in memory.
When the number of genotyped animals is large consisting of many generations of animals of one sex as is the case of dairy cattle, matrix A 11 can be expected to be sparse.
The inverse of A 11 might be dense although A 11 is sparse.
Thus, factorization needs to be done with minimal fill-ins of the (sparse) matrix. CHOLMOD includes high-performance left-looking supernodal factorization and solving methods (Ng & Peyton, 1993 ) based on LAPACK (Anderson et al., 1999) and the BLAS (Basic Linear Algebra Subprograms) (Dongarra, Du Croz, Duff, & Hammarling, 1990) . Using CHOLMOD requires two steps: ordering/factorization, and solving. The first step is done only once, and the direct solving is done as needed thereafter. In general, direct methods are fast when sparseness can be preserved. Thus, the approaches are expected to have differences in computing time with CM being fastest and IOP slowest.
| Calculations involving G
À1
We consider the APY approach (Fragomeni et al., 2015; Misztal et al., 2014) and derive alternative formula to the APY inverse genomic relationship matrix. Genomic relationship matrix can be partitioned using sub-matrices for the core (c) and non-core (n) animals and write
where matrix M nn is a diagonal matrix with the elements
cc g ci , with g ii as the i th diagonal element of G nn , and g ci as the i th column of the matrix G cn .
The genomic APY relationship matrix can be easily shown to be
Thus, the difference between G and G APY is that in APY the off-diagonal elements in the block of the non-core animals will be changed but the diagonal elements are kept the same. The simple structure of G APY allows expressing it by Cholesky decomposition. Let G APY = LL 0 where L is the lower triangle matrix of the Cholesky decomposition. The Cholesky decomposition is
cc is the Cholesky decomposition of the genomic relationship matrix of the core animals, M 0:5 nn has square root elements of M nn , and
, the calculation of the matrix M nn is simple after the L nc matrix has been computed.
The inverse of the Cholesky decomposition is
cc . The Cholesky decomposition approach allows the use of the inverted Cholesky decomposition L À1 cc in the computations instead of G À1 cc , which is likely to give more accurate computations for large matrices. In addition, the approach allows the use of efficient LAPACK library routines for the demanding calculations. In the most efficient implementation, the G À1 APY matrix is not formed, but instead the matrix times vector multiplication
| Data
Approaches were tested using data from the joint Nordic genetic evaluation of the Nordic Holstein for female fertility. The single-step genomic evaluation (ssGBLUP) was based on the same multi-trait multi-lactation animal model and variance components as the official routine breeding value evaluation. There were a total of eleven traits, two for heifers, and three for each parity of cows. The heifer traits were non-return rate (NRR) and length of service period (IFL). The cow traits were NRR, IFL, and days from calving to first insemination (ICF). All 11 traits had low heritabilities (0.015-0.04), and high genetic correlations between lactations (0.60-0.88). The data had 7.52 million animals with phenotypic records (Table 1) . The pedigree had 9.73 million animals of which 81,031 were genotyped. Genomic data included animals from the Eurogenomics genotype exchange consortium (Patry, 2015) . Most of the genotyped animals had a Nordic origin (19,106 bulls and 31,795 cows), and the rest were bulls mostly from France, the Netherlands, Germany, and Spain. The number of genotyped cows with phenotypic observations was 20,043. The animals had been genotyped using Illumina Bovine SNP50 Bead Chip (Illumina, San Diego, USA). The pedigrees from Eurogenomics and the joint Nordic evaluations were combined. All the data were provided by NAV Nordic Cattle Genetic Evaluation (Aarhus, Denmark). There were 46,342 markers from 29 bovine autosomes available for the analysis.
| Solving MME
The calculation of ssGBLUP was done using MiX99 software (Strand en & Lidauer, 1999) which uses the PCG method in solving the MME. Block diagonal matrix preconditioner was used, where the block matrices had size number of traits for each class of an effect, e.g. block size of 11 traits were used for each animal with breeding values. Convergence statistic at the iterations round k was
s where x k ð Þ is vector of solutions at round k, r is right hand side of MME, and S is the coefficient matrix of MME. Convergence was declared when c k was less than 10
À6
. In IOP and IM, the calculations in formula (2) of (A 22 ) À1 used PCG with diagonal preconditioner and the same convergence statistic c k .
In the computations requiring H À1 , the pedigree-based inverse relationship matrix A À1 was incorporated into the calculations by going through the pedigree information and using precomputed inbreeding coefficients. The contributions by A 22 ð Þ À1 were done by the three described methods. The genomic relationship matrix G was computed according to the first method in VanRaden (2008):
where Z is n 9 m matrix of marker genotypes, P = 21 n p is n 9 m matrix for centring, p is m 9 1 vector of base population allele frequencies, and
The genotype value in matrix Z is the count of the first allele at the marker locus. Thus, the value is 0 when the individual is homozygous for the first allele, 1 when the individual is heterozygous, and 2 when the individual is homozygous for the second allele. In order to guarantee non-singularity of G matrix, the diagonal elements of G were multiplied by 1.001. The base population allele frequencies were estimated using the approach in McPeek, Wu, and Ober (2004):
The formulation allows a fast estimation of the base population allele frequency for a very large number of markers after the vector v has been computed. The vector v can be computed for a large genotyped population using one of the three methods (IOP, IM, CM) presented for the ssGBLUP.
| Study design
In APY, the number of core animals was 10,000 or 20,000. Core animals were considered by amount of information by three criterions: pedigree, genomic, phenotypic. According to the pedigree information, animals with most progeny can be considered to be the most important, and have most information. These animals have the highest diagonal in A À1 matrix. Similarly, high diagonal value in G À1 can be used as an indication of information for the genotyped animals. According to the phenotypic information, each phenotype is valuable but due to estimation of model effects, there are differences in amounts of information of phenotypes. Effective daughter contributions (EDC) as in Fikse and Banos (2001) allow a simple measure of daughter information for bulls. EDC of sire has accumulated values of effective daughter record contributions (ERC) from daughters. The three information-based core selection methods were contrasted with random selection of core animals. In APYdG, the core animals were chosen with the highest values in the diagonal of G À1 . In APYp, the core animals had the highest number of progeny. In APYerc, the core animals had the highest ERC for cows or EDC for bulls according to an index having all traits weighted equally. In APYr, six independent random core sets were used in APY, and average statistics are reported. APYdG required computing G À1 which is unrealistic when the number of the genotyped animals grows very large, while APYp was simplest to compute among the information-based core selection methods.
| RESULTS AND DISCUSSION
In our first evaluation runs, the A À1 included in the MME was computed without considering inbreeding coefficients. This is computationally tempting because then there is no need to precompute inbreeding coefficients. Such A À1 has behaved well in regular animal model and is commonly used in practical genetic evaluations. In ssGBLUP, however, this approach had convergence problems and the convergence statistic c k did not reach value less than 10 À4 .
Consequently, we changed to using inbreeding coefficients in the iteration on data algorithm to update the multiplications related to A À1 which gave good convergence for the PCG method (Figure 1 ). In theory, inbreeding coefficients should be considered in A À1 computations in ssGBLUP when they are included in A 22 ð Þ À1 . In the analysis of milk production traits, we have not experienced convergence problems (e.g. Koivula, Strand en, P€ os€ o, Aamand, & M€ antysaari, 2015). The analysed fertility traits in this study have low heritabilities (Table 1 ) which lead to higher weight on the covariance structure H À1 compared to the analyses of the production traits. Hence, the inverse relationship matrices A À1 and A 22 ð Þ À1 should be built consistently. Even small discrepancies such as omitting inbreeding coefficients in A À1 can lead to convergence problems in ssGBLUP. The total computing time by the regular ssGBLUP was more than ten times that needed by animal model without genomic information ( Table 2 ). The computations in the regular ssGBLUP due to G À1 À A 22 ð Þ À1 involve computing a matrix times a vector product. For our data, this matrix is large (size of 81,031) and dense (100% nonzeros). When this matrix is dense, computational load increases quadratically on the number of genotyped animals. Typically in the animal model BLUP, MME is very sparse and computations increase linearly on the number of records and the number of pedigree animals. It seems that when the number of genotyped animals in ssGBLUP is even moderate, the dense computations due to genomic data start to dominate computing time.
Use of formula (2) for A 22 ð Þ À1 further increased computing time in the solver, but decreased preprocessing times (Table 2 ). Solving time increased by c. 25% in IOP, c. 11% in IM, and c. 2% in CM. However, in comparison with the regular ssGBLUP, total computing time decreased by almost 30% in CM because preprocessing took less time. The advantage of using CM over the regular ssGBLUP is expected to increase, when the number of genotyped animals increases because computing time for inverting a matrix A 22 increases qubically in number of genotyped animals but the increase in computing time due to formula (2) is linear (Masuda et al., 2016) . Thus, the preprocessing time for the regular ssGBLUP can start to dominate the total computing time. Finally, when the number of genotypes increases sufficiently, preprocessing becomes unfeasible due to too large memory requirements. For example, when genotypes are available from one million animals, the full storage of dense matrix of the size one million in double precision would take about eight terabytes RAM. Even reducing to single precision and using lower triangle storage, storing A 22 would require two terabytes RAM. The memory requirements in the solver for the regular ssGBLUP were almost equal to those of animal model without genomic information, but the memory requirements for solving ssGBLUP increased as the solving times decreased ( Table 2 ). The increase in memory needed for IOP was due to work vectors required in internal renumbering. These vectors were used in IM and CM as well. Furthermore, the IM and CM methods required storing A 11 in memory. There were 81,031 genotyped animals and they had 228,828 non-genotyped ancestors. Thus, in the IM and CM approaches, it was necessary to store the matrix A 11 of size 228,828. The A 11 matrix had 610,534 non-zero elements when built in memory. This means less than 0.01% non-zero elements in A 11 . The needed additional memory due to this matrix was about 10 MB when only the non-zero elements in double precision were stored (Table 2 ). The additional memory is very small and the speed benefit is substantial when comparing IOP and IM. The CM method is based on direct solving approach where reordering of the equations is used to minimize both the memory use and the number of computations in the solving steps. Still, the factorization step of A 11 needs some more memory than the original A 11 in the IM approach (Table 2) . Although the memory requirements by CM were c. 32% more than by the regular ssGBLUP, the peak memory requirement of 4.78 GB is easily manageable. When the number of genotyped animals increases, the needed extra memory will also increase but due to the sparse nature of A 11 the increase can be tolerable in the future (Masuda et al., 2016) . Also, hereafter, for most of the new genotyped animals, at least one of the parents has been genotyped which keeps A 11 sparse.
All the alternative iteration set ups for the ssGBLUP equation systems converged towards correct solutions within about the same number of PCG iterations (Table 2) , i.e. all methods had similar convergence rate. Animal model without genomic information required 1,296 iterations, regular ssGBLUP needed 1,652 iterations, ssGBLUP with IOP needed 1,648 iterations, ssGBLUP with IM needed 1,648 iterations, and ssGBLUP with CM needed 1,616 iterations. The lower number of iterations for the CM method may be due to better numerical accuracy in the computations. The direct decomposition tries to preserve the original sparsity in A 11 and, thus, minimize the number of computations. Consequently, the CM method may be numerically more stable than the iterative methods of IOP and IM. Solving the regular ssGBLUP may have suffered also from lower numerical accuracy because a full inverse for the dense matrix A 22 was computed. The CHOLMOD library can be compiled to use one CPU or several CPUs. Thus, it allows exploiting parallel computing within otherwise single processor solver. In our study, parallel computing was not used. The advantage of the parallel approach may, however, be very small because the computations still involve a fairly small A 11 matrix and are fast. The use of parallel computing may become advantageous when the number of ancestors is larger than in our study.
The APY approach was able to considerably decrease the computing time per iteration round (Table 3) . Computing time by APY per iteration round was c. 36% and 25% less than in the regular ssGBLUP when the APY core had 20,000 and 10,000 animals, respectively. Although the number of iterations increased with the used APY methods, the solving and the total computing times were still considerably lower than with the regular ssGBLUP. There were differences in the number of iterations among the APY approaches. The lowest iteration numbers were by APYp T A B L E 2 Computing times and peak memory needed by the solver for animal model BLUP (AMBLUP) and single-step genomic model (ssGBLUP) when A 22 ð Þ À1 has been precomputed, implicitly accounted by iteration on pedigree with PCG (IOP), in memory with PCG (IM), or CHOLMOD procedure (CM). CPU time in hours for computing and storing A 22 (A 22 ), for inverses of G and
), for preprocessor (P), and for total (T), CPU time per iteration in minutes (I), number of iterations (N), and peak memory use in the solver in gigabytes (Memory) T A B L E 3 Computing time in minutes per iteration (I), number of iterations until convergence (N), total solving time in hours (S), and total computing time in hours (T) by animal model (AMBLUP), regular single step (ssGBLUP), ssGBLUP APY approaches using CHOLMOD library with 10,000 (10K) or 20,000 (20K) animals in core. In APY, the core animals were chosen to have largest diagonal of G À1 (APYdG), number of progeny (APYp), effective record contributions (APYerc), or randomly in six replicates (APYr) and the largest by APYerc for the non-random core selection methods. However, APYr needed even lower numbers of iterations to achieve convergence. Fragomeni et al. (2015) and Masuda et al. (2016) reported also differences in the number of iterations depending on the definition of the core and number of core animals. The increased number of iterations with the core size was observed in Fragomeni et al. (2015) and Masuda et al. (2016) as well. In this study, the block diagonal matrix preconditioner was used in solving ssGBLUP by PCG. The preconditioner was not exactly the same for all the studied cases. The preconditioner for ssGBLUP by IOP, IM, and CM did not have elements from the diagonal of A 22 ð Þ À1 because no A 22 was constructed nor inverted. In the regular ssGBLUP, the preconditioner for the genotyped animals included the diagonal of
IM and CM, the preconditioner had the diagonal of A 22 + G À1 . Interestingly, these gave lower number of iterations (Table 2) than the preconditioner having A 22 ð Þ À1 when no APY was used. When APY was used, convergence was poorer than by the regular ssGBLUP (Table 3) . However, this difference was not due to omitting
in the preconditioner. When this term was included in the preconditioner, number of iterations to convergence was about the same. When the core had 20,000 (10,000) animals, number of iterations with A 22 ð Þ À1 in the preconditioner was 2,374 (1,708) for APYdG, 2,266 (1,750) for APYp, and 2,766 (2,374) for APYerc which are comparable to those in Table 3 . Correlations between GEBV of the genotyped non-core animals by the regular ssGBLUP and by any APY approach were above 99% within every trait when the core included 10,000 animals ( Table 4 ). The correlations for different traits ranged 0.993-0.996 for APYr, 0.993-0.995 for APYdG, 0.999 for APYp, and 0.998-0.999 for APYerc approaches. When the number of core animals increased to 20,000, the correlations increased to 0.999 for APYdG and APYr, and 1.000 for the two other approaches. For the animals in core, the correlations were 0.998-0.999 for APYr, 0.999 with APYdG and core of 10,000 but 1.000 for the other cases. In general, APYp and APYerc reached similar correlations, and were higher than those with APYdG and APYr. Thus, there seemed to be some benefit in using other than genomic or no information when selecting the core. However, all correlations were above 0.99, suggesting the differences to be insignificant. We reached higher correlations than reported by Fragomeni et al. (2015) and Masuda et al. (2016) . This may be due to different core selection methods and smaller number of genotyped animals in our study. In addition, the added genotyped animals from the Eurogenomics co-operation were bulls without daughter phenotypes. Thus, most of the genotyped animals had no progeny, nor phenotype.
The regression coefficients of GEBV by the regular ssGBLUP on those by APY approach were usually above one when GEBV of genotyped non-core animals were analysed (Table 5 ). APYp and APYerc had similar regression coefficients close to one but APYdG and APYr had slightly higher values. Thus, a small or poorly chosen core set may lead to lower standard deviation in GEBVs in APY than in ssGBLUP with original G À1 for the genotyped non-core animals. For the core animals, the regression coefficients were closer to one than for the non-core animals and were more likely to be less than 1.000 for the core of 10,000 than of 20,000. Again, APYp and APYerc were closer than APYdG and APYr to the regular ssGBLUP without APY, giving regression coefficients of above or below 1.000 in about equal times. APYdG had | 271 regression coefficient below 1.000 for eleven (eight) traits out of 11 when 10,000 (20,000) animals were in the core. For APYr, these numbers were eight (three) traits out of 11. Thus, the choice of the core set may lead to GEBV with smaller standard deviation by APY than without APY for the core animals. The regular ssGBLUP and APY ssGBLUP give similar GEBV predictions, which are more similar for the core animals than for the non-core animals. Figure 2 illustrates absolute differences in GEBV for IFL in the second lactation between the regular ssGBLUP and APYp when 10,000 animals were in the core. GEBV by APYp deviated from the regular ssGBLUP solutions, particularly for the non-core animals. The standard deviation of GEBV was about 10 for the genotyped animals for IFL in the second lactation. Number of GEBV deviating more than 2/10 of standard deviation was 31, more than 1.5/10 was 161, and more than 1/10 was 1,914, all being non-core animals. Thus, the proportion of GEBV by APY deviating more than one tenth of GEBV standard deviation of regular ssGBLUP was less than 3%. APY seems to work well, and the results suggest that an optimal core size is close to 10,000, provided the core is properly selected. This is in agreement with other studies for Holstein dairy cattle (Fragomeni et al., 2015; Masuda et al., 2016) .
The core animals selected according to a criterion that did not use genomic information worked very well. This might be because the number of relatives and the amount of phenotypic information are important for the prediction. The genotyped animals with many progeny are important animals in the population. Thus, the number of progeny is also an indicator on high breeding value or genetic importance for the population.
We have also compared validation accuracies of GEBV by APY with those from the regular ssGBLUP without notable differences in validation accuracies (Koivula, Strand en, Aamand, & M€ antysaari, 2016) . The latter is assumed to give more accurate GEBV but this is not guaranteed. When the core has been well selected, the difference may be small or even lost due to numerical errors in the computations. When the G matrix is built by the first method in VanRaden (2008) , G APY has a core of the size equal to the number of markers and the G cc matrix can be inverted, the Cholesky decomposition L has zero matrix for the non-core animals or M nn = 0. Thus, both G APY and F I G U R E 2 Absolute difference in GEBV of length of service period in 2nd lactation for genotyped animals between regular ssGBLUP and APY with largest number of progeny in 10,000 animal core. X-axis has animal rank by the core selection criterion (number of progeny). Grey dots represent the core animals, and black dots the non-core animals G are singular. When singularities in these matrices have been accounted for by some method, the use of both matrices should give the same GEBV. However, when number of core animals is less than number of markers, G APY may be non-singular but G remains singular. This can lead to a numerically better behaving inverse of G APY than of G. Also, the G APY matrix is always sparse for the non-core animals giving numerical stability. Thus, the APY approach is likely to be numerically more stable than the regular ssGBLUP (Misztal et al., 2014) . APY allows GEBV calculation even when the number of genotyped animals is very large. Let us consider singlestep computations for a data having one million (q = 10 6 ) genotyped animals. Then, the memory requirement for storing full genomic relationship matrix using double precision is about 4 terabytes. When APY is used with 10,000 animals in the core, the G
À1
APY matrix needs about 80 gigabytes, and 160 gigabytes with 20,000 in the core. Thus, the memory need is 2% (4%) by APY with 10,000 (20,000) in core of the case of storing the full matrix. The number of computations per PCG iteration follows these proportions as well. When the number of genotyped animals is n = 81,031, computing time per iteration is t AM = 0.25 min in regular animal model, and t ss = 1.19 min in ssGBLUP (Table 1) . Assuming a quadratic increase in the computing time due to the increase in genomic relationship matrix, the increase to one million genotyped animals (q = 10 6 ) would lead to computing time of t ss,1M = t AM + (t ss Àt AM ) 9 (q/ n) 2 = 143.4 min per iteration. Using APY and the core of n c = 10,000 (20,000) animals, computing time would be approximately t AM + (t ss,1M Àt AM ) 9 m/q 2 = 3.1 (5.9) minutes where m = (n c 2 + 2 n c 9 (qÀn c ) + (qÀn c )) is the number of operations per iteration due to APY (Masuda et al., 2016) . If the number of PCG iterations to convergence is 1,600, the regular ssGBLUP would need 159 days, but APY with 20,000 (10,000) in the core would need 6.5 (3.4) days. Thus, APY allows ssGBLUP evaluations up to a very large number of genotyped animals.
| CONCLUSIONS
We presented three alternative computing strategies for the computations involving the A 22 inverse that do not require making A 22 matrix. The fastest approach was based on using CHOLMOD library. We also presented an alternative computational formulation for the APY algorithm based on the Cholesky decomposition. We showed that in the joint Nordic evaluation of Holstein cattle for fertility, computing times were decreased by using APY algorithm with implicit calculation of A 22 inverse in ssGBLUP. The selection strategy of core animals in APY algorithm slightly affected the final GEBVs. The best strategy relied on the number of progeny or the effective number of records per daughter. When the number of core animals can be kept below 20,000, ssGBLUP can be solved with the currently available computers for a much larger number of genotyped animals than used in this study. However, computing time will depend on the numbers of genotyped animals and of animals in the core.
