We examine the robust downlink beamforming design from the point of outage probability constraint. We further reason that since the estimated downlink channel correlation (DCC) matrices form a manifold in the signal space, the estimation error should be measured in terms of Riemannian distance (RD) instead of the commonly used Euclidean distance (ED). Applying this concept of measure to our design constraint, we transform the design problem into a convex optimization which can be solved efficiently by standard methods. Simulation results show that the performance of our design is superior to those of other robust beamformers recently developed.
INTRODUCTION
In a wireless communication system, the base station (BS) is often equipped with multiple antennas so that beamforming can be carried out providing a satisfactory quality of service (QoS) to each user [1] . Beamforming usually assumes that the second order statistics of the channel (represented by the DCC matrices) are exactly known. This assumption is difficult to satisfy in practice because the knowledge of the DCC matrices depends on the accuracy of the channel state information (CSI) available at the transmitter which, in turn, depends on the channel estimation errors caused by channel variability, array calibration, etc., as well as feedback quantization errors and feedback delay resulting in serious degradation in the performance of such techniques [2] − [5] .
In recent years, consideration of the imperfection of CSI gave rise to the design algorithms of robust beamforming which is a class of beamforming techniques aiming to ensure the satisfaction of the QoS requirements of the users in the case of CSI mismatch. Various CSI mismatch models have been considered that lead to different robust beamforming approaches. In the worst case approach the concept is to design beamformers such that the QoS constraints are satisfied for all the channels defined in a bounded uncertainty set around the presumed CSI which is often the instantaneous channel estimates or the estimated second-order statistics of the channels [6] − [13] . Others developed algorithms by expressing QoS constraints in terms of the mean-square errors (MSE)
The generous support of NSERC, Canada is gratefully acknowledged. instead of SINR [14] − [16] . Such formulations, in general, offer no guarantee on outage performance. A different view to robust beamforming is motivated by the random nature of signal-to-interference-noise ratio (SINR) caused by the channel mismatch. This led to the probabilistic approach which guarantees the QoS for the users with a predefined non-outage probability and which relies on the statistical models of the channel mismatches [17, 18, 19] . The difficulty of the problem stands in the fact that in general there are no closed form expressions for the probabilistic SINR constraints. Under different assumptions of CSI error distributions, convex approximations to the initial robust beamforming problem were derived.
In the above approaches, the ED (inner product) is normally used for the treatment of the errors, especially the errors in the estimation of the channels or the errors in the estimation of the DCC matrices. (The equivalent inner product norm for matrices is often called the Frobenius norm.) While the use of the ED is generally well motivated if the mismatch is applied on the instantaneous channel estimates, it is generally not appropriate for modeling the mismatch on the DCC. Our reason is that since DCC matrices are not freely structured, but are Hermitian and positive semi-definite (PSD), therefore, they form a manifold in the signal space. Thus, instead of using the Frobenius norm, the distance between the true and the estimated DCC matrices R andR, should be measured by the Riemannian distance (RD) along the surface of the manifold [20] . This concept is akin to finding the distance between two cities on earth: The Euclidean distance between two cities is neither informative nor accurate.
The application of RD to robust beamforming design was first proposed in [21] in which a worst-case approach to downlink robust beamforming with covariance based CSI feedback at the transmitter was taken. It has been shown that bounding the uncertainty set of the DCC mismatch with a RD yields a convenient convex reformulation and significantly improved beamforming performance as compared to previous approaches based on the Frobenius norm. In this paper, we also employ the RD for measuring the estimation error in the DCC matrices. However, we take the outage probabilistic approach in robust downlink beamforming. The goal of our robust beamforming design is to attain an SINR non-outage probability larger than a certain imposed threshold for each receiver in the system. To facilitate a solution, we define a convex restriction to the beamforming problem such that the probabilistic non-outage constraints are satisfied for all the errors in this set. We show that this goal can be achieved by imposing that the errors in the DCC matrices are bounded based on the RD. We further derive the relation between the SINR outage threshold and the RD-based bound on the covariance mismatch set. Simulations show the improved performance of our approach in terms of transmission power and beamformer accuracy with respect to previous methods.
SIGNAL MODEL, ROBUST BEAMFORMING AND THE RD BETWEEN DCC MATRICES
We consider, for simplicity, a multiuser downlink beamforming scenario in a single cell, for which the BS is equipped with N antennas. Denote the signal transmitted from the BS as x(t), and assuming that there are K users in the cell for which the kth user is receiving signal s k (t), then
where w k ∈ C N is the transmitter beamforming vector for User k, and s k (t), the data stream for User k, is assumed to have zero mean and unit power (i.e., E{|s k (t)| 2 } = 1). Hence, the received signal for User k can be modeled as
where h k ∈ C N is the channel vector from the BS to User k, and n k (t) is the additive Gaussian noise having zero mean and variance σ 2 k . Let R k = E{h k h H k } be the DCC matrix for User k. Due to imperfect CSI knowledge, the estimateR k of R k may contain error so that
where ∆ k is the error matrix in estimating the kth DCC matrix. Therefore, the SINR for User k can be expressed as [1] 
where σ 2 k is the noise variance at the receiver of kth user. The robust beamforming strategy in this paper employs constraints on the probabilistic SINR [17] - [19] . Thus, our algorithm aims at minimizing the transmission power while keeping the SINR outage probability of each user under a specified value. The problem can be formulated as
where γ k is the SINR threshold for User k and k is the corresponding outage probability. Let W i = w i w H i and denote
Then the problem of Eq. (5) can be rewritten as
where H N ×N denotes the set of N × N Hermitian matrices. This is a non-convex problem due to the non-convex constraints. While the rank constraint of Eq. (7c) can be relaxed to a PSD constraint, the non-convex outage probabilistic constraint of Eq. (7b) may present us with difficulties.
Examination of Eq. (7b) shows that the outage probabilistic constraint is now expressed in terms of the random error matrix ∆ k , which is the difference between R k andR k . Thus the constraint will depend on the way this difference is measured. In robust beamforming, the Frobenius norm ∆ k F is usually used to measure the distance between R k andR k . However, as mentioned in Section 1, R k andR k are Hermitian and PSD matrices forming a manifold in the signal space. Thus, we should use the RD to measure the difference between R k andR k on the DCC matrix manifold. A RD convenient for robust beamforming is given by [20] ,
We now apply Eq. (9) to reformulate the constraint in (7b).
REFORMULATION OF DESIGN CONSTRAINT
We first introduce the following lemma [19] Lemma 1: Given a set B ⊂ C
The reverse statement in Lemma 1, however, may not be true in general. Now, the argument in the outage probability constraint in Eq. (7b) can be written as k . Expressing Eq. (10) using the vec(·) function, the outage probability constraint of Eq. (7b) can be re-written as
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The argument of the probability constraint in Eq. (11) is in the same quadratic form as that in Lemma 1, with vec(∆ k ) standing for y. Motivated by Lemma 1, we define suitable convex sets B k , (k = 1, · · · , K) for which the bounds can be related to the non-outage thresholds in Eq. (7) and which allow us to reduce the probabilistic constraints Eq. (7b) to deterministic SINR constraints for all the mismatches in the newly defined set. A natural choice for B k is:
where the constant α 2 k can be evaluated later using the constrained outage probability k . To do that, we first assume that vec(∆ k ) is zero-mean complex Gaussian with known covariance C k . Apply eigenvalue decomposition to C k , so that
where the diagonal elements of Λ k are denoted by λ 1 , λ 2 , · · · , λ q with q ≤ N 2 , q being the number of non-zero eigenvalues, and U k is a unitary matrix. Let
where ζ i = |v ki | 2 , i = 1, · · · , q with v ki being the ith element of v k . Each ζ i is independent with probability density function p(ζ i ) = e −ζi [22] . Thus, p(ζ 1 , ζ 2 , · · · , ζ q ) = q i=1 p(ζ i ) and the probability P of the condition shown in Eq. (13) can be evaluated as
where the lower and upper limits of integration are given by
Integrating consecutively following the index order, we obtain the probability P of the condition in Eq. (13) as a function of α k such that
with
Now, according to the outage probability constraint, we have P (α k ) ≥ 1 − k . Hence, we can write α k = P −1 (1 − k ), where P −1 (·) is the inverse cumulative distribution function which can be obtained numerically from Eq. (15) . From Lemma 1, the outage probability constraint of Eq. (7b) is satisfied if
A CONVEX DESIGN PROBLEM
In order to reduce the infinite number of constraints in Eq. (16) to a tractable set, we can apply the S-lemma [23] here S-lemma: Let f : R n → R and g : R n → R be quadratic functions with g(z) > 0 for somez. It holds that f (z) ≥ 0 for all z : g(z) ≥ 0 if and only if there exists t ≥ 0 such that f (z) − tg(z) ≥ 0 ∀ z ∈ R n . 2 Applying the S-lemma to Eq. (16) and using Schur complement [24] , the constraints in Eq. (16) are equivalent to:
Thus, relaxing the rank-one constraint to a PSD constraint together with the above linear matrix inequality, the optimization problem in (7) can be written as
The design problem now becomes a convex optimization problem and can be solved by standard optimization tools (such as CVX [25] ). If the solutions to this problem are rankone, then they are also the solutions to (7) . If the solutions obtained are of higher ranks, then a random search procedure [26] can be used to obtain the approximate solution. We note, however, that in our simulations, rank one solutions have been obtained in all cases.
NUMERICAL EXPERIMENTS
We now show an example in our computer simulations illustrating the performance of our proposed robust downlink beamforming algorithm. In this example, we choose the same scenario as that in [27] for which there are K = 3 users served by a single BS having N = 6 transmitter antennas. The users are located at θ 1 = 10
• , θ 2 = 10
• + φ and θ 3 = 10
• + 2φ, where φ is the separation angle between two users. Each user is surrounded by a large number of local scatterers corresponding to a spread angle of σ θ = 1
• . The channel is infested with additive zero-mean white Gaussian noise with variance σ here, we assume thatC k = σ 2 e I N with σ 2 e = 0.02, for all k = 1, · · · , K so that all α k are equal. The performance of our proposed algorithm is compared with those of (i) the non-robust (R k is exactly known), (ii) robust beamformer (error bounded by Frobenius norm) [13] , and (iii) robust outage probability beamformer (error measured in Euclidean metric) [17] . Fig. 1 examines the variation of transmission power against the angle of separation between the users. The separation angle φ is varied from 7
• to 10 • while the required SINR level γ k is set at 2dB. It can be observed that the transmission power of all methods decreases as the separation angle is increased. It can also be observed that the proposed robust design using RD requires lower transmission power than all the other robust beamforming methods.
We define the normalized QoS as
For a beamformer, satisfying the QoS constraint requires η k ≥ 1 whereas minimization of transmission power calls for η k to be as close to unity as possible. Fig. 2 shows the distributions of the value of η k for the different beamformers in 1500 trials in which γ k is set at 2dB. It can be observed that in the case of the non-robust technique only about 50% of the trials have the QoS constraint satisfied, while the other three robust techniques have the QoS constraint satisfied in all the trials. Further, the robust Frobenius method [13] is comparatively conservative having all the values of η k substantially larger than 1 while the proposed design using RD has the distribution closest to unity. Fig. 3 depicts the variation of the transmission power with the required level of SINR. Here, all γ k are kept equal in each trial but vary together from −2dB to 4dB from trial to trial. Again, it can be observed that the non-robust beamformer (assuming perfect CSI) requires the lowest transmission power. On the other hand, among the robust beamformers, our algorithm using RD yields the lowest power requirement, whereas the robust beamformer using Frobenius error bound requires the highest transmission power. 
CONCLUSION
In this paper we examine the robust downlink beamforming design from a statistical point of view and guarantee that the QoS constraints are satisfied with an imposed non outage probability. Furthermore, by reasoning that the estimated DCC matrices are Hermitian and PSD thereby forming a manifold in the signal space, we use the measure of RD for the estimation errors instead of the commonly used ED in the formulation of our problem. Applying this measure to our design constraint, we transform the design into a convex optimization problem the solution of which can be obtained efficiently using standard methods. Simulation results show that the performance of our design is superior to those of other robust beamformers recently developed.
Examination of Eq. (18) shows that this turns out to be the same problem re-formulation in [21] , and therefore, the design results would be very similar. This result is not really surprising since in order to transform the design into a convex problem, the original probabilistic constraints have been replaced by sets of quadratic constraints that describe the same feasible sets as the worst case SINR sub-problems in [21] . Thus, even though the starting points of the two approaches are entirely different, the quest for a convex problem reformulation have brought the two together. 
