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Abstract
In this paper we study the Picard modular forms and show a new three terms arithmetic geometric mean
(AGM) system. This AGM system is expressed via the Appell hypergeometric function of two variables.
The Picard modular forms are expressed via the theta constants, and they give the modular function for the
family of Picard curves. Our theta constants are “Neben type” modular forms of weight 1 defined on the
complex 2-dimensional hyperball with respect to an index finite subgroup of the Picard modular group. We
define a simultaneous 3-isogeny for the family of Jacobian varieties of Picard curves. Our main theorem
shows the explicit relations between two systems of theta constants which are corresponding to isogenous
Jacobian varieties. This relation induces a new three terms AGM which is a generalization of Borweins’
cubic AGM.
© 2006 Published by Elsevier Inc.
0. Introduction
In this paper we study the Picard modular forms and show a new three terms arithmetic geo-
metric mean (we use the abbreviation AGM) system. The Picard modular forms are expressed
via the theta constants, given by (1.3), in [S], and they give the modular function for the family
of Picard curves C(ξ) given by (1.1). Our theta constants are “Neben type” modular forms of
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index finite subgroup Γϑ of the Picard modular group. We define a simultaneous 3-isogeny for
the family of Jacobian varieties of C(ξ). Our main result is stated in Theorem 1.1. There we
show the explicit relations between theta constants ϑk(u, v) and ϑk(
√−3u,3v) which are cor-
responding to isogenous Jacobian varieties. In the theory of elliptic theta functions we have the
relation ⎧⎨⎩ϑ200(2τ) =
1
2
(
ϑ200(τ )+ ϑ201(τ )
)
,
ϑ201(2τ) = ϑ00(τ )ϑ01(τ ).
This classical formula corresponds to the Gauss AGM system. Our formula plays an analogous
role in a variant AGM argument. As an application we show a new three terms AGM system that
corresponds to the Appell hypergeometric function F1( 13 ,
1
3 ,
1
3 ,1;x, y). Our results are stated
in Section 2 Theorems 2.1 and 2.2. It is a generalization of Borweins’ cubic AGM, also. This
second part is logically independent from Section 1, but we cannot find it without Theorem 1.1.
1. Isogeny formulas for the Picard modular forms
1.1. Picard modular functions revisited
The Picard modular functions are the counterparts of the elliptic λ-function for the family of
the Picard curves of genus 3 [P]:
C(λ1, λ2) : y3 = x(x − 1)(x − λ1)(x − λ2).
Same as the case of λ(τ), we get an expression of λ1 and λ2 in terms of the Riemann theta
constants [S] that is the inverse of the period map and defined on the period domain. There are
several detailed studies on the Picard modular forms [F,H,S].
Here we review the known results which we use in our arguments. We express the Picard
curve with the projective parameters:
C(ξ) : y3 = x(x − ξ0)(x − ξ1)(x − ξ2), (1.1)
where
ξ ∈ Ξ = {[ξ0 : ξ1 : ξ2] ∈ P2: ξ0ξ1ξ2(ξ0 − ξ1)(ξ1 − ξ2)(ξ2 − ξ0) = 0}.
The Jacobian variety Jac(C(ξ)) of C(ξ) has a generalized complex multiplication by
√−3 of
type (2,1). The moduli space of Picard curves is given as a quotient of a complex ball
B = {η = [η0 : η1 : η2] ∈ P2(C): t ηMη < 0}, M = (0 1 01 0 0
0 0 1
)
(1.2)
by the Picard modular group
Γ = {g ∈ GL3(Z[ω]): t g¯Mg = M}, ω = exp(2π√−1/3).
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ξ →
[∫
A1
dx
y
: −ω2
∫
B1
dx
y
:
∫
A2
dx
y
]
for certain 1-cycles Ai and Bi on C(ξ) [P,S].
Henceforth we denote g = (gij )1i,j3 whenever we need an elementwise argument of
g ∈ Γ . Let H3 be the Siegel upper half space of degree 3. Setting
Ω(u,v) =
⎛⎜⎝
u2+2ω2v
1−ω ω
2u ωu
2−ω2v
1−ω
ω2u −ω2 u
ωu2−ω2v
1−ω u
ω2u2+2ω2v
1−ω
⎞⎟⎠ , with u = η2
η0
, v = η1
η0
,
we have a modular embedding
Ω :B → H3, (u, v) → Ω(u,v).
It is compatible with the homomorphism ρ : Γ → Sp6(Z) given by
ρ(g) =
⎛⎜⎜⎜⎜⎜⎜⎝
a22 − b22 a23 − b23 −b22 b21 b23 a21 − b21
a32 − b32 a33 − b33 −b32 b31 b33 a31 − b31
b22 b23 a22 −a21 −a23 b21
−b12 −b13 −a12 a11 a13 −b11
−b32 −b33 −a32 a31 a33 −b31
a12 − b12 a13 − b13 −b12 b11 b13 a11 − b11
⎞⎟⎟⎟⎟⎟⎟⎠
with g = (gij ) ∈ Γ , gij = aij +ωbij . Namely we have ρ(g) ·Ω(u,v) = Ω(g · (u, v)).
Remark 1.2. The homomorphism ρ does not coincide with σ in [F], because there the affine
coordinates are given by u = η2/η1, v = η0/η1.
Let us consider the following Riemann theta constants and their Fourier expansions (see [S]):
ϑk(u, v) = ϑ
[
0 1/6 0
k/3 1/6 k/3
](
0,Ω(u, v)
)= ∑
μ∈Z[ω]
ω2k trμH(μu)qN(μ) (1.3)
with an index k ∈ Z, where trμ = μ+ μ¯, N(μ) = μμ¯ and
H(u) = exp
[
π√
3
u2
]
ϑ
[
1/6
1/6
](
u,−ω2), q = exp[ 2π√
3
v
]
.
Apparently it holds ϑk(u, v) = ϑk+3(u, v), so k runs over {0,1,2} = Z/3Z.
According to [F,P,S], we have the following:
126 K. Koike, H. Shiga / Journal of Number Theory 124 (2007) 123–141Fact (i). The map
Λ :B → P2, (u, v) → ξ = [ϑ0(u, v)3 : ϑ1(u, v)3 : ϑ2(u, v)3]
gives the inverse of the period map ξ → (u, v) and is invariant under the action of the congruence
group
Γ (
√−3 ) = {g ∈ Γ : g ≡ I3 mod
√−3 }
of level
√−3. It gives a biholomorphic isomorphism B/Γ (√−3 ) ∼= P2, where X indicates the
Satake compactification of X.
Fact (ii) (Finis’ equalities [F]).
H(ωu) = H(u), H(0)2H(√−3u) = −ωH(u)3 −ω2H(−u)3. (1.4)
Fact (iii). The projective group Γ (√−3 )/{1,ω,ω2} is generated by
g1 =
(1 0 0
0 1 0
0 0 ω
)
, g2 =
( 1 0 0
ω −ω2 1 0
0 0 1
)
, g3 =
( 1 0 0
ω − 1 1 ω − 1
1 −ω2 0 1
)
,
g4 =
(1 ω −ω2 0
0 1 0
0 0 1
)
, g5 =
(1 ω − 1 ω − 1
0 1 0
0 1 −ω 1
)
.
Fact (iv). The detailed automorphic behavior of ϑk(u, v) is described in [S, Part II, Section 4],
and we use those exact automorphic factors.
1.2. Automorphic properties of ϑk(u, v)
According to Fact (i) we have
ϑk(g · (u, v))3
ϑ0(g · (u, v))3 =
ϑk(u, v)
3
ϑ0(u, v)3
(
g ∈ Γ (√−3 )),
so there exist characters χk :Γ (
√−3 ) → {1,ω,ω2} such that
ϑk(g · (u, v))
ϑ0(g · (u, v)) = χk(g)
ϑk(u, v)
ϑ0(u, v)
(
g ∈ Γ (√−3 )).
Set
Γϑ =
{
g ∈ Γ (√−3 ): χ1(g) = χ2(g) = 1
}
.
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Proposition 1.1.
(i) Γϑ = {(gij ) ∈ Γ (
√−3 ): g12 ≡ g13 ≡ g32 ≡ 0 mod 3},
Γ (
√−3 )/Γϑ ∼= (Z/3Z)3.
(ii) The map
Λ̂ :B → P2, (u, v) → [ϑ0(u, v) : ϑ1(u, v) : ϑ2(u, v)]
gives a biholomorphic isomorphism B/Γϑ ∼= P2.
Proof. All the automorphic factors of ϑk(u, v) for g1, . . . , g5 are already calculated in [S, Part II,
Lemma 4.2], then we obtain
(
χ1(gi),χ2(gi)
)= { (1,1) (i = 1,2,3),(ω,1) (i = 4),
(ω,ω) (i = 5).
So we see that the map (χ1, χ2) :Γ (
√−3 ) → {1,ω,ω2}2 is surjective, and that Γ (√−3 )/Γϑ ∼=
(Z/3Z)3. Let us define a homomorphism ψi :Γ (
√−3 ) → Z/3Z (i = 1,2,3) by
ψ1(g) = g12√−3 , ψ2(g) =
g13√−3 , ψ3(g) =
g32√−3 mod
√−3.
Referring the explicit form of gj (j = 1, . . . ,5) in Fact (iii) we have
ψ1(gi) =
{0 (i = 1,2,3),
1 (i = 4),
2 (i = 5),
ψ2(gi) =
{0 (i = 1,2,3),
0 (i = 4),
2 (i = 5),
ψ3(gi) =
{0 (i = 1,2,3),
0 (i = 4),
2 (i = 5).
Therefore we get
χ1(g) = exp
[
2π
3
(
ψ1(g)+ψ2(g)
)]
, χ2(g) = exp
[
4π
3
ψ2(g)
]
= exp
[
4π
3
ψ3(g)
]
,
and
χ1(g) = χ2(g) = 1 ⇐⇒ ψ1(g) = ψ2(g) = ψ3(g) = 0
⇐⇒ g12 ≡ g13 ≡ g32 ≡ 0 mod 3.
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B/Γϑ
Λ̂
P2
(cube)
B/Γ (
√−3 ) Λ P2
(cube) : [X : Y : Z] → [X3 : Y 3 : Z3]
we obtain the required isomorphism B/Γϑ ∼= P2. 
Now let us consider the elements of Γ
h1 =
(1 0 0
0 1 0
0 0 −1
)
, h2 =
( 1 0 0
ω2 1 −1
1 0 1
)
.
Note that h1 · (u, v) = (−u,v),h2 · (u, v) = (u+ 1, v − u+ω2).
Lemma 1.1. We have
(i) ϑk(h1 · (u, v)) = ϑk(−u,v) = ϑ−k(u, v),
(ii) ϑk(h2 · (u, v)) = ϑk(u+ 1, v − u+ω2) = ϑk+2(u, v).
Hence h1 and h2 generate the permutations of {ϑ0, ϑ1, ϑ2}.
Proof. (i)
ϑk(−u,v) =
∑
μ∈Z[ω]
ω2k trμH
(
μ(−u))qN(μ) = ∑
μ∈Z[ω]
ω−2k tr(−μ)H(−μu)qN(−μ)
= ϑ−k(u, v).
(ii) The equality is shown by tedious calculation, and we omit details. We have
ϑk
(
u+ 1, v − u+ω2)= ∑
μ∈Z[ω]
ω2k trμH
(
μ(u+ 1)) exp[ 2π√
3
(
v − u+ω2)]N(μ)
=
∑
μ∈Z[ω]
ω2k trμqN(μ)H
(
μ(u+ 1)) exp[ 2π√
3
(−u+ω2)]N(μ)
and
H
(
μ(u+ 1)) exp[ 2π√
3
(−u+ω2)]N(μ)
= exp
[
π√ μ2u2
]
exp
[
π√ μ{2(μ− μ¯)u+ (μ+ 2ω2μ¯)}]ϑ[1/61/6
](
μu+μ,−ω2).
3 3
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ϑ
[
1/6
1/6
](
μu+μ,−ω2)= (−ω2)n−m exp[π√−1(m2ω2 − 2mμu)]ϑ[1/61/6
](
μu,−ω2).
We can show the desired equation by use of above equalities and ω2(n−m) = ωtrμ. 
1.3. Isogeny of Jacobians and the shift of modular forms
Let L(u, v) denote the lattice Ω(u,v)Z3 +Z3 in C3. And let A (u, v) be the Jacobian variety
C3/L(u, v) = Jac(C(ξ)), ξ = Λ(u,v).
Proposition 1.2. We have an isogeny φ :A (u, v) → A (√−3u,3v) with the kernel being iso-
morphic to (Z/3Z)3.
Proof. Let us define a linear map φ :C3 → C3 given by
φ : z =
(
z1
z2
z3
)
→
(3 2(1 −ω)u 0
0
√−3 0
0 2
√−3u 3
)(
z1
z2
z3
)
.
Then we have φ(L(u, v)) ⊂ L(√−3u,v) and φ gives an isogeny. The kernel is generated by
1
3
e1,
1
3
(Ωe2 + e2), 13e3
where ei is the ith unit vector. 
Let a denote the ideal (
√−3 ) of Z[ω]. By an easy calculation we have
Lemma 1.2.
μ ∈ a ⇐⇒ N(μ) ∈ 3Z ⇐⇒ trμ ∈ 3Z.
Now we can show our first isogeny formula
Proposition 1.3 (Arithmetic mean formula).
ϑ0(
√−3u,3v) = 1
3
(
ϑ0(u, v)+ ϑ1(u, v)+ ϑ2(u, v)
)
.
Proof.
2∑
ϑk(u, v) =
2∑ ∑
ω2k trμH(μu)qN(μ) =
∑ ( 2∑
ω2k trμ
)
H(μu)qN(μ).k=0 k=0 μ∈Z[ω] μ∈Z[ω] k=0
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2∑
k=0
ω2k trμ = 1 + (ωtrμ)2 + (ωtrμ)4 = {0 (trμ /∈ 3Z),3 (trμ ∈ 3Z).
According to the above lemma we have
2∑
k=0
ϑk(u, v) =
∑
μ∈a
3H(μu)qN(μ) =
∑
μ∈Z[ω]
3H(
√−3μu)qN(
√−3μ)
=
∑
μ∈Z[ω]
3H(μ
√−3u)q3N(μ) = 3ϑ0(
√−3u,3v). 
This proposition suggests us to define the isogenous modular forms
ϑ

k (u, v) = ϑk(
√−3u,3v) (k = 0,1,2)
and to express them in terms of the original ϑk(u, v)’s. For this purpose, we are requested to know
the exact automorphic behaviors of ϑk (u, v)’s and ϑk(u, v)’s. Let us define an automorphism of
the group
G = {g ∈ GL3(Q[ω]): t g¯Mg = M}
by
g → gˆ = UgU−1, U =
(1 0 0
0 3 0
0 0
√−3
)
.
Then we have
ϑ

k
(
g · (u, v))= ϑk(gˆ · (√−3u,3v)). (1.5)
Lemma 1.3. For any g ∈ Γϑ , we have gˆ ∈ Γ (
√−3 ).
Proof. Let g = (gij ) be an element of Γϑ . By the condition t g¯Mg = M , we have
g12g22 + g12g22 + |g32|2 = 0.
Because g12 ≡ g32 ≡ 0 (mod 3) and g22 ≡ 1 (mod
√−3 ), we may put
g12 = 3x, g22 = 1 +
√−3y, g32 = 3z
(
x, y, z ∈ Z[ω]).
Then the above equation becomes
x(1 − √−3y¯)+ x¯(1 + √−3y)+ 3|z|2 = 0.
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x ∈ a, and therefore that g12 is a multiple of 3
√−3. We can perform the same procedure for g13.
So we see that
gˆ = UgU−1 =
⎛⎝ g11 g12/3 g13/
√−3
3g21 g22 −
√−3g23√−3g31 −g32/
√−3 g33
⎞⎠
is an element of Γ (
√−3 ). 
Lemma 1.4. Theta functions ϑ0(u, v), ϑ1(u, v)3 and ϑ2(u, v)3 belong to the polynomial ring
R = C[ϑ0(u, v),ϑ1(u, v),ϑ2(u, v)].
Proof. By Proposition 1.3, ϑ0(u, v) belongs to R. By the above lemma (and Fact (i)), we see
ϑ

k (g · (u, v))3
ϑ

0(g · (u, v))3
= ϑk(gˆ · (
√−3u,3v))3
ϑ0(gˆ · (
√−3u,3v))3 =
ϑk(
√−3u,3v)3
ϑ0(
√−3u,3v)3 =
ϑ

k (u, v)
3
ϑ

0(u, v)
3
for any g ∈ Γϑ . Proposition 1.1 says B/Γϑ = ProjR = P2. So we get the assertion. 
Lemma 1.5. We have
(i) ϑk (h1 · (u, v)) = ϑk (−u,v) = ϑ−k(u, v),
(ii) ϑk (h2 · (u, v)) = ϑk (u+ 1, v − u+ω2) = ϑk (u, v).
Proof. (i) is deduced from Lemma 1.1(i).
(ii) By Lemma 1.1(ii), we have
ϑ

0
(
h2 · (u, v)
)= 2∑
k=0
ϑk
(
h2 · (u, v)
)= 2∑
k=0
ϑk+2(u, v) = ϑ0(u, v).
So the equality holds for k = 0. By (1.5) we have
ϑ

k
(
h2 · (u, v)
)= ϑk(ĥ2 · (√−3u,3v)) (k = 0,1,2)
and
ĥ2 =
( 1 0 0
−3 − 3ω 1 1 + 2ω
1 + 2ω 0 1
)
, ρ(ĥ2) =
⎛⎜⎜⎜⎜⎜⎜⎝
1 −1 0 −3 2 0
0 1 0 2 0 −1
0 2 1 3 −1 −3
0 0 0 1 0 0
0 0 0 1 1 −2
0 0 0 0 0 1
⎞⎟⎟⎟⎟⎟⎟⎠ .
We can apply the transformation formula of theta functions (see [I]), and we can check that the
automorphic factor of ϑk(u, v) with respect to ρ(ĥ2) does not depend on k. Hence the equation
for k = 1,2 follows from the result for k = 0. 
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ϑ

0(u, v) =
1
3
(
ϑ0(u, v)+ ϑ1(u, v)+ ϑ2(u, v)
)
,
ϑ

1(u, v)
3 + ϑ2(u, v)3 =
1
3
S
(
ϑ0(u, v),ϑ1(u, v),ϑ2(u, v)
)
,
ϑ

2(u, v)
3 − ϑ1(u, v)3 =
1
3
√−3T
(
ϑ0(u, v),ϑ1(u, v),ϑ2(u, v)
)
where
S(x, y, z) = x2y + y2z + z2x + xy2 + yz2 + zx2,
T (x, y, z) = (x − y)(y − z)(z − x).
Proof. The first identity is obtained in Proposition 1.3.
By Lemma 1.1, h1 and h2 give a system of generators of the symmetric group S3 act-
ing on R = C[ϑ0(u, v),ϑ1(u, v),ϑ2u,v)]. Lemma 1.5 means that ϑ1(u, v)3 + ϑ2(u, v)3 is an
S3-invariant and ϑ2(u, v)
3 − ϑ1(u, v)3 is a proper A3-invariant, where A3 is the alternating
group.
Put
δ1(x, y, z) = x3 + y3 + z3,
δ2(x, y, z) = x2y + y2z + z2x + xy2 + yz2 + zx2,
δ3(x, y, z) = xyz.
It must hold
ϑ

1(u, v)
3 + ϑ2(u, v)3 = αδ1(ϑ0, ϑ1, ϑ2)+ βδ2(ϑ0, ϑ1, ϑ2)+ γ δ3(ϑ0, ϑ1, ϑ2)
for some constants α,β, γ ∈ C, because the part of degree three of the graded ring C[x, y, z]S3
coincides with Cδ1 ⊕ Cδ2 ⊕ Cδ3. Putting u = 0 in (1.3), we have the Fourier expansions
ϑ0(0, v) = c
(
1 + 6q + 6q3 + · · ·), ϑ1(0, v) = ϑ2(0, v) = c(1 − 3q + 6q3 + · · ·)
with c = H(0), and
δ1(ϑ0, ϑ1, ϑ2) = c3
(
3 + 162q2 + 216q3 + · · ·),
δ2(ϑ0, ϑ1, ϑ2) = c3
(
6 − 54q3 + · · ·),
δ3(ϑ0, ϑ1, ϑ2) = c3
(
1 − 27q2 + 72q3 + · · ·).
By the same procedure we have
ϑ

1(0, v)
3 + ϑ2(0, v)3 = c3
(
2 − 18q3 + · · ·).
By equating the coefficients we obtain α = γ = 0 and β = 1/3.
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put
ϑ

2(u, v)
3 − ϑ1(u, v)3 = α(ϑ0 − ϑ1)(ϑ1 − ϑ2)(ϑ2 − ϑ0). (1.6)
We must show α = 1/(3√−3 ). According to Finis’ equality (1.4), we have Fourier expansions
ϑ0(u, v) = H(0)+ 3
(
H(u)+H(−u))q + · · · ,
ϑ1(u, v) = H(0)+ 3
(
ωH(u)+ω2H(−u))q + · · · ,
ϑ2(u, v) = H(0)+ 3
(
ω2H(u)+ωH(−u))q + · · · .
Substituting these expansions to the right-hand side of (1.6) it becomes to be
−81√−3α(H(u)3 −H(−u)3)q3 + · · · .
By the same way the left-hand side of (1.6) becomes to be
−9√−3H(0)2(H(√−3u)−H(−√−3u))q3 + · · · .
By using again Finis’ equality (1.4) we have
H(0)2
(
H(
√−3u)−H(−√−3u))= −√−3(H(u)3 −H(−u)3).
This equality means α = 1/(3√−3 ). 
2. A new three terms AGM
2.1. Definitions and the statement of the result
Theorem 1.1 suggests us that the recursion of the CM-isogeny procedure(
ϑ0(u, v),ϑ1(u, v),ϑ2(u, v)
) → (ϑ0(u, v),ϑ1(u, v),ϑ2(u, v))
provides a new AGM system. In fact, we can write down (ϑ0(u, v),ϑ

1(u, v),ϑ

2(u, v)) in simple
algebraic forms of ϑ0(u, v),ϑ1(u, v),ϑ2(u, v). This leads us to
Definition 2.1. Let a, b, c be real positive numbers satisfying a  b c. Set
Ψ (a, b, c) = (α,β, γ ) =
(
a + b + c
3
,
3√
A,
3√
B
)
,
with ⎧⎪⎪⎪⎨⎪⎪⎪⎩
A = 1
6
S(a, b, c)+
√−1
6
√
3
T (a, b, c),
B = 1S(a, b, c)−
√−1√ T (a, b, c).6 6 3
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0 arg 3
√
A<
π
6
, 0 < β + γ.
Remark 2.1. If we make a permutation of a, b, c, it causes only the difference of the choice of
complex conjugates.
We have main theorems:
Theorem 2.1. Let a, b, c be real positive numbers satisfying the condition a  b  c. Set
Ψ n(a, b, c) = (an, bn, cn) (= Ψ (an−1, bn−1, cn−1)). Then there is a common limit
M3(a, b, c) = lim
n→∞an = limn→∞bn = limn→∞ cn.
Theorem 2.2. It holds
1
M3(1, x, y)
= H(x,y) = F1
(
1/3,1/3,1/3,1;1 − x3,1 − y3)
in a neighbourhood of (x, y) = (1,1).
2.2. Proof of Theorem 2.1
Lemma 2.1. For a triple (α,β, γ ) = Ψ (a, b, c), we find uniquely determined real triple
(x, y, z) = Trp(α,β, γ ) such that
(α,β, γ ) = (x, y, z)
(1 1 1
1 ω2 ω
1 ω ω2
) (
ω = exp(2πi/3))
and
x > |y|, x > |z|.
Proof. We obtain the assertion by an easy direct calculation. 
For a general triple (a, b, c) of complex numbers and (x, y, z) = Trp(a, b, c), we have
x = α, x3 − y3 = β3, x3 − z3 = γ 3
with (α,β, γ ) = Ψ (a, b, c), and we do not mind the branches of β,γ .
By using the above notations, we have
Proposition 2.1. For a real triple (a, b, c) with a  b c we can determine
Ψ
(
Ψ (a, b, c)
)= (a′, b′, c′) = (x, 3√x3 − y3, 3√x3 − z3 ).
Especially the twice composite of Ψ induces a real positive triple again.
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Proof. Put β = s + it . Then∣∣β2 + βγ + γ 2∣∣ |β − γ |2 ⇐⇒ s2  t2/3.
Because of our choice of the argument the first inequality holds.
We have ∣∣α3 − β3∣∣∣∣α3 − γ 3∣∣= 27(x2 + xy + y2)(x2 + xz + z2)(y2 + yz + z2)
and
|α − β|3|α − γ |3 = 27(y2 + yz + z2)3.
It holds {(
x2 + xy + y2)− (y2 + yz + z2)= (x − z)(x + y + z) = α(x − z) > 0,(
x2 + xz + z2)− (y2 + yz + z2)= (x − y)(x + y + z) = α(x − y) > 0.
So we obtain the second inequality. 
Proposition 2.2. We have⎧⎪⎪⎨⎪⎪⎩
∣∣β3 − α3∣∣2 = 1
183
(
(a − b)2 + (b − c)2 + (a − c)2)3,∣∣β3 − γ 3∣∣= 1
3
√
3
(a − c)(b − c)(a − b)
and ⎧⎪⎪⎨⎪⎪⎩
|β − γ | 13√4√3 (a − c),
|α − β| 1
3
(a − c), |α − γ | 1
3
(a − c).
Proof. We have∣∣β3 − α3∣∣2 = 1
36
(
a2 − ab + b2 − ac − bc + c2)3 = 1
3623
(
(a − b)2 + (b − c)2 + (a − c)2)3.
So we get the equalities. By using the equalities and the above lemma together with the inequal-
ities
(a − b)2 + (b − c)2  (a − c)2, (b − c)(a − b) 1
4
(a − c)2,
we obtain the required inequalities. 
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|b′ − c′| < 0.1982(a − c), |a′ − b′| < 0.2255(a − c), |a′ − c′| < 0.2255(a − c).
Proof. According to the above proposition we have:
|b′ − c′|3  ∣∣b′3 − c′3∣∣= ∣∣y3 − z3∣∣= 1
3
√
3
|β − γ ||α − β|2
 1
3
√
3
1
3√4√3 (a − c)
1
9
(a − c)2.
So it holds |b′ − c′| 2(−2/9)3(−4/3)(a − c) < 0.1982(a − c). Note that
|y − z| 2(−2/9)3(−4/3)(a − c) < 0.1982(a − c),
√
3
∣∣y −ω2z∣∣= |α − β| 1
3
(a − c).
Hence
|b′ − a′|3  ∣∣b′3 − a′3∣∣= |y|3  ( 1√
3
(|y − z| + |z −ωy|))3

[
1√
3
{
2(−2/9)3(−4/3) + 3(−3/2)}]3(a − c)3.
So we have |a′ − b′| < 0.2255(a − c). By exchanging the roles of β and γ we have |a′ − c′| <
0.2255(a − c). 
Proof of Theorem 2.1. By Propositions 2.2 and 2.3 we have convergent sequences {an}, {bn},
{cn} with a common limit. 
2.3. Functional equation and the Appell hypergeometric function F1
Let x, y be real positive numbers. We have
Ψ (1, x, y) =
(
1 + x + y
3
, β(1, x, y), γ (1, x, y)
)
= 1 + x + y
3
(
1,
3β
1 + x + y ,
3γ
1 + x + y
)
.
By taking the limit of n times operation of Ψ we have
M3(1, x, y) = 1 + x + y
3
M3
(
1,
3β
1 + x + y ,
3γ
1 + x + y
)
.
Proposition 2.4. Setting H(x,y) = 1
M3(1,x,y) , we have the functional equation
H(x,y) = 3
1 + x + yH
(
3β
1 + x + y ,
3γ
1 + x + y
)
.
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a, b, b′, c (see also [Y]):
Definition 2.2.
F1(a, b, b
′, c;x, y) =
∑
m,n0
(a,m+ n)(b,m)(b′, n)
(c,m+ n)m!n! x
myn,
where we use the conventional notation
(λ, k) =
{
λ(λ+ 1) · · · (λ+ k − 1) (k  1),
0 (k = 0).
f = F1(a, b, b′, c;x, y) satisfies the following system of linear partial differential equations⎧⎪⎨⎪⎩
x(1 − x)fxx + (1 − x)yfxy +
(
c − (a + b + 1)x)fx − byfy − abf = 0,
y(1 − y)fyy + (1 − y)xfxy +
(
c − (a + b′ + 1)y)fy − b′xfx − ab′f = 0,
(x − y)fxy − b′fx + bfy = 0.
(2.1)
It has a three-dimensional space of solutions at a regular point, and it has unique holomorphic
solution up to constant at the origin. The third equation is derived from the first and the second.
Proposition 2.5. We have
F1
(
1/3,1/3,1/3,1;1 − x3,1 − y3)
= 3
1 + x + y F1
(
1/3,1/3,1/3,1;
(
1 +ωx +ω2y
1 + x + y
)3
,
(
1 +ω2x +ωy
1 + x + y
)3)
.
Proof. We use the abbreviation
F1(x, y) = F1(1/3,1/3,1/3,1;x, y),
and set
z(x, y) = F1
(
1/3,1/3,1/3,1;1 − x3,1 − y3).
We describe the differential equation for z(x, y) and transform it to an equivalent system under
a change of variables. At first we obtain the system⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
δ1 = 1
x
(
1 − x3)∂xx + x
y2
(
1 − y3)∂xy − 3x∂x + 1
y2
(
1 − y3)∂y − 1,
δ2 = 1
y
(
1 − y3)∂yy + y
x2
(
1 − x3)∂xy − 3y∂y + 1
x2
(
1 − x3)∂x − 1,
δ = (x3 − y3)∂ − y2∂ + x2∂
(2.2)3 xy x y
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X = 1 +ωx +ω
2y
1 + x + y ,
Y = 1 +ω
2x +ωy
1 + x + y ,
{
P = 1 +X + Y,
Q = 1 +ω2X +ωY,
R = 1 +ωX +ω2Y,
{
DX = (ω −X)∂X +
(
ω2 − Y )∂Y ,
DY =
(
ω2 −X)∂X + (ω − Y)∂Y .
Then we have
(1 + x + y)(1 +X + Y) = 3
and ⎧⎪⎨⎪⎩
∂x = 1 +X + Y3 DX,
∂y = 1 +X + Y3 DY .
We can rewrite the system (2.2) in terms of X,Y,DX,DY⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
δ∗1 =
1
9Q
(
P 3 −Q3)(DXDX −DY )
+ Q
9R2
(
P 3 −R3)(DXDY −DY )−QDX + 13R2 (P 3 −R3)DY − 1,
δ∗2 =
1
9R
(
P 3 −R3)(DYDY −DX)
+ R
9Q2
(
P 3 −Q3)(DYDX −DX)−RDY + 13Q2 (P 3 −Q3)DX − 1.
Namely, we have
δ1z = δ2z = δ3z = 0 ⇐⇒ δ∗1Z = δ∗2Z = 0,
where z = z(x, y) = Z(X,Y ) = Z. We obtain the system⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
δ

1 =
1
9Q
(
P 3 −Q3)(DXDX − 3DX + 2)+ Q9R2 (P 3 −R3)(DXDY −DX − 2DY + 2)
−Q(DX − 1)+ 13R2
(
P 3 −R3)(DY − 1)− 1,
δ

2 =
1
9QR
(
P 3 −R3)(DYDY − 3DY + 2)+ R9Q2 (P 3 −Q3)(DYDX −DY − 2DX + 2)
−R(DY − 1)+ 13Q2
(
P 3 −Q3)(DX − 1)− 1,
for Z˜ = Z1+X+Y (= 1+x+y3 z(x, y)). Then we have
δ∗1Z(X,Y ) = δ∗2Z(X,Y ) = 0 ⇐⇒ δZ˜(X,Y ) = δZ˜(X,Y ) = 0.1 2
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from the right-hand side. Namely we get
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
δ

1 =
1
X
(
1 −X3)∂XX + Y
X2
(
1 −X3)∂XY + 1
X2
(
1 − 3X3)∂X − Y∂Y − 1,
δ

2 =
1
Y
(
1 − Y 3)∂YY + X
Y 2
(
1 − Y 3)∂XY + 1
Y 2
(
1 − 3Y 3)∂Y −X∂X − 1,
δ

3 =
1
X2Y 2
(
Y 3 −X3)∂XY + 1
X2
∂X − 1
Y 2
∂Y .
By direct calculation we get the following equality of the differential operators:
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
QR
P
(
Rδ

1 +Qδ2
)= X(1 + 2X)(X − Y 2)δ1
+ Y(1 + 2Y)(Y −X2)δ2 +XY(Y −X)(XY − 1)δ3,
QR√−3P
(
Rδ

1 −Qδ2
)= −X(X − Y 2)δ1 + Y (Y −X2)δ2 +XY(X + Y)(XY − 1)δ3.
So the function F1(X3, Y 3) in the right-hand side satisfies the same hypergeometric differential
equation for Z˜(X,Y ). Because F1(1 − x3,1 − y3)|x=y=1 = F1(0,0) = 1, we obtain the required
equality. 
2.4. Proof of Theorem 2.2
Set
ϕ(x, y) = H(x,y)/F1
(
1 − x3,1 − y3), Ψ (1, x, y) = (α,β, γ ).
According to the functional equations given by Propositions 2.4 and 2.5, we have
ϕ(x, y) = ϕ(β/α,γ /α).
By the iteration of this argument Theorem 2.1 assures
ϕ(x, y) = ϕ(1,1) = 1.
2.5. M3(1, x, y) as a period integral
According to Appell and Picard we have integral representations for F1(a, b, b′, c;x, y) as
follows:
Theorem. (Appell, Picard [App, p. 9])
(1) If we have (a) > 0, (c − a) > 0, it holds
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′, c;x, y) = Γ (c)
Γ (a)Γ (c − a)
1∫
0
ua−1(1 − u)c−a−1(1 − xu)−b(1 − yu)−b′ du
= Γ (c)
Γ (a)Γ (c − a)
∞∫
1
u′b+b′−c(u′ − 1)c−a−1(u′ − x)−b(u′ − y)−b′ du′
(|x| < 1, |y| < 1).
(2) If we have (b) > 0, (b′) > 0, (c − b − b′) > 0, |x| < 1, |y| < 1, it holds
F1(a, b, b
′, c;x, y) = Γ (c)
Γ (b)Γ (b′)Γ (c − b − b′)
∫ ∫
u,v,1−u−v0
ub−1vb′−1(1 − u− v)c−b−b′−1
× (1 − xu− yv)−a dudv.
So our M3(1, x, y) has expressions as period integrals for a family of Picard curves and at the
same time for a family of certain elliptic K3 surfaces (see [S]).
Theorem 2.3. We have
1
M3(1, x, y)
= 1
Γ ( 13 )Γ (
2
3 )
∞∫
1
du
v
= 1
(Γ ( 13 ))
3
∫ ∫
u,v,1−u−v0
dudv
w
,
v3 = u(u− 1)(u− 1 + x3)(u− 1 + y3),
w3 = uv(1 − u− v)(1 − u(1 − x3)− v(1 − y3)) for ∣∣x3 − 1∣∣< 1, ∣∣y3 − 1∣∣< 1,
where we choose the real positive branches of v and w for real x, y.
Remark 2.2. If we put x = y, our M3 coincides with the “cubic AGM” discovered by Bor-
weins [B-B].
3. Relation with the cubic AGM of Borweins
In 1991 J.M. Borwein and P.B. Borwein discovered a variant of the Gauss AGM (see [B-B]).
That is based on the recursion of the procedure with the initial data a, b:
(a0, b0) = (a, b), (an+1, bn+1) =
(
an + 2bn
3
, 3
√
bn
(
a2n + anbn + b2n
))
.
The common limit limn→∞ an = limn→∞ bn is denoted by AG3(a, b). Borweins showed the
following
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1
AG3(1, x)
= 1
Γ ( 13 )Γ (
2
3 )
∞∫
1
dz
3
√
z(z − 1)(z − λ)2 = F
(
2
3
,
1
3
,1;λ
) (
λ = 1 − x3).
By putting (x, y) = (x, x) in our Theorem 2.2 we obtain this theorem. The degenerated case
x = y corresponds to the divisor u = 0 in the moduli space B. So we put u = 0, τ = −i√3v and
we introduce two theta constants⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
θ0(τ ) =
∑
μ∈Z[ω]
qN(μ) =
∑
m,n∈Z
(
e2πiτ/3
)m2−mn+n2
,
θ1(τ ) =
∑
μ∈Z[ω]
e2πi(m+n)/3qN(μ) =
∑
m,n∈Z
e2πi(m+n)/3
(
e2πiτ/3
)m2−mn+n2
,
q = exp[2πiτ/3], N(μ) = μμ¯.
Then our isogeny formula Theorem 1.1 is reduced to the isogeny formula for the cubic AGM:⎧⎪⎨⎪⎩
θ0(3τ) = 13
(
θ0(τ )+ 2θ1(τ )
)
,
θ31 (3τ) =
1
3
θ1(τ )
(
θ20 (τ )+ θ0(τ )θ1(τ )+ θ21 (τ )
)
.
This formula gives the modular interpretation of the Borweins’ AGM system.
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