We study the equation 
1 in for u ∈ E, where E = u ∈ H 1 u is doubly periodic u = 0 and is a rectangle of 2 with side lengths 1/ and 1, 0 < ≤ 1. We establish that every solution depends only on the x-variable when ≤
Introduction
In this article we study solutions of the equation 
Note that Equation (1) and the functional are both invariant under dilations. Thus there is no loss of generality in taking the vertical size of the rectangle to be 1.
In this paper we find an explicit range of parameters and in which every solution of (1) is necessarily one-dimensional (1D solution for short), in the sense that it depends only on the x-variable. As a consequence, we obtain a second range of parameters in which every solution is zero. This range is optimal for ≤ 1/2.
Equations of the type (1) arise in Onsager's vortex theory for one specie in a torus or in S 2 . Another motivation comes from 2 + 1 -dimensional Chern-Simons gauge theory (see Ding et al., 1998; Dunne, 1996; Hong et al., 1990; Jackiw and Weinberg, 1990; Nolasco and Tarantello, 1999; Tarantello, 1996) . More precisely, when the vortex number N = 1 and the Chern-Simons coupling constant tends to zero, Tarantello (1996) showed that the asymptotic behavior of some solutions solve the limiting equation
where K is a preassigned nonnegative function. Here we treat the case K ≡ 1. When ≤ 0, it is easy to verify that the functional is strictly convex. As a consequence, zero is the only solution of (1) when ≤ 0.
Note also that, by Jensen's inequality, 1/ e u ≥ 1 for every u ∈ E. As a consequence, the functional is nonincreasing in . By the Moser-Trudinger inequality (Moser, 1971) , it is easy to verify that the functional is bounded from below if and only if ≤ 8 . In addition, one can check that for < 8 , is coercive and lower semicontinuous, and hence it admits an absolute minimizer (minimizer from now on). Note that since zero is a solution of (1), zero could be a minimizer of . Note also that 0 = 0. Similar existence results when < 8 have been proved in Caglioti et al. (1992) and Kiessling (1993) for the functional considered in H 1 0 (Dirichlet boundary conditions). For = 8 , the existence of a minimizer u ∈ E of is a more subtle question. Nolasco and Tarantello (1999) established that a minimizer exists for every rectangle.
In the case where the functional is unbounded from below, > 8 , Struwe and Tarantello (1998) proved that the trivial solution u ≡ 0 remains a strict local minimum for < 4 2 and = 1, and that the functional 1 exhibits a mountainpass structure leading to the existence of truly two-dimensional solutions for each ∈ 8 4 2 . On the other hand, Ricciardi and Tarantello (1998) proved that > 4 2 is a necessary and sufficient condition for the existence of at least one nonzero onedimensional solution. Moreover, when 4 2 < 8 (i.e., < 2/ ; see Figure 1 ) and ∈ 4 2 8 , an appropriate choice of a test function shows that any minimizer is nonzero (see Ricciardi and Tarantello, 1998, or Proposition 4.1 below) .
In this article we consider the parameter range ≤ 8 . We find an explicit positive function * of such that: if ≤ * then every solution is 1D. The function * depends on the maximum conformal radius R of (see Appendix A for the definition and properties of R ). The explicit expression of * in terms of R is given in the following theorem. Theorem 1.1. Let R be the maximum conformal radius of the rectangle , and let u be a solution of (1). If
then y u ≡ 0. That is, u is a 1D solution, meaning that u depends only on the x-variable.
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The function * satisfies 0 < * < 8 for all ∈ 0 1 . It is pictured with high precision in Figure 1 using expression (4) and the explicit formula (19) (which we prove in an appendix) for the maximum conformal radius R of the rectangle. Note also that lim ↓0 * = 2/3 8 . Since, by Ricciardi and Tarantello (1998) , every 1D solution of (1) In case 8 ≤ 4 2 (i.e., ≥ 2/ ), the existence or nonexistence of nonzero minimizers, and also of nonzero solutions, for some ≤ 8 were open questions. Since * 1 8 × 0 879, from Theorem 1.1 we deduce that for the square ( = 1) and = 4 , problem (1) admits only the zero solution. This improves a result of Struwe and Tarantello (1998) stating that (1) admits only the zero solution for small enough. Note that = 4 is a relevant parameter since it corresponds to one vortex, as in Equation (3).
In region D of Figure 1 it is still not known if there exists a nonzero solution.
The main tool in the proof of Theorem 1.1 is the estimate (11) of Proposition 2.2 below. This estimate is an L bound for solutions of (1) for every < 8 . This kind of estimate for problem (1) is delicate to establish (see Remark 2.3 for more comments on this direction). Our estimate (11) is not the best possible, but it is completely explicit in terms of and . The techniques that lead to our L bound are conformal transformations and an isoperimetric inequality due to Bandle (1973) , stated in Proposition 2.1 below.
Our approach is very close to a work of Kiessling (1995) that established uniqueness results for similar equations, with the difference that here we take into account the maximum conformal radius of the domain . The article is organized as follows. In Section 2 we establish the L bound (11) for solutions of problem (1). In Section 3 we prove a Poincaré inequality, Theorem 1.1, and Corollary 1.2. In Section 4 we establish an upper bound for inf and state some symmetry properties of the minimizers of . Finally, in Appendix A we define the maximum conformal radius of a domain and we prove an explicit formula for it when the domain is a rectangle.
An L Bound for Solutions
This section is concerned with some isoperimetric type inequalities and supremum bounds for subsolutions of the local equation − v = e v . We prove estimate (11) of Proposition 2.2, which is the bound that we will use in the following section to establish Theorem 1.1. 
where
(ii) (Bandle) Let = B R = B R 0 be a ball of radius R and assume that m = B R e v < 8 . Then
Assume that m = e v < 8 and let R be the maximum conformal radius of . Then
Statements (i) and (ii) are well-known. The novelty here is statement (iii) in rectangles, which plays a crucial role in our main result. Note that, since v is periodic, the maximum of v can be located at the origin after a translation. As a consequence of this, Proposition 2.1(iii) gives a bound for exp max v .
Proof of Proposition 2.1. (i) For the sake of completeness we include here a sketch of the proof. We refer to Bandle (1980, Section I.3.6) , Suzuki (1992 Suzuki ( ) or (1994 for detailed proofs.
Consider the conformal metric d 2 = e v dx dy in . Let = d · be the distance to induced by this metric. For t ≥ 0, consider t = x y ∈ x y = t and t = x y ∈ x y > t . The goal is to find a relation between
Note that for t = 0 these quantities coincide with L and m , respectively, as defined in (6).
By the coarea formula, we have
where dl is the Euclidean length element and t * = sup . Moreover, m is differentiable at almost every t and, since = e v/2 (where denotes always the Euclidean gradient), we have that
for almost every t. Hartman (1964) showed that t is a piecewise C 2 curve for a.e. t. Denote the Euclidean curvature of t by K t and note that d/dt = e −v/2 / , where is the Euclidean exterior unit normal to t and d/dt denotes the derivative of a function with respect to t in the direction orthogonal to t . In general, the function L is not everywhere continuous, but for a.e. t, L t = t e v/2 dl is differentiable at t. At such points, by the Gauss-Bonnet formula in case t has no angles, we obtain
It can be shown that this inequality, L t ≤ −2 + m t /2, remains valid when t has angles, and hence for a.e. t.
Multiply now this differential inequality by 2L t and integrate over 0 t * , to obtain formally
where we have used that L t * ≥ 0 and m t * = 0. In Hartman (1964) it is shown that this formal integration is allowed.
(ii) This part is a result due to Bandle (1973 Bandle ( , 1980 . Its proof uses Bol's inequality and, for the sake of completeness, we include it here following Bandle (1980, Lemma 1.2, p. 43) . Set Since 8 − K r > 0 by hypothesis, we obtain
Integrating from r 0 to R, and letting r 0 → 0, it is easy to conclude
(iii) This result follows from the observation that the inequality of part (ii) is conformally invariant. More precisely, let R be the maximum conformal radius of . We know (see Appendix A) that there is a conformal map B 1 0 → , one-to-one and onto, such that 0 = 0 and
, it is easy to check that v = 2 v and log 2 = 0 Thus, by settingṽ = v + log 2 , we have that
Note that B 1 e˜v = e v and e v 0 = e˜v 0 /R 2 . Hence, from part (ii) applied toṽ with R = 1, we immediately obtain (8).
Next, we use Proposition 2.1(iii) to obtain the following estimate for solutions of our nonlocal Equation (1). Since u is doubly periodic, we may place its maximum at the origin. Hence from Proposition 2.1(iii) we obtain
Estimate (12) holds for every solution u. In particular it holds for u ≡ 0, in which case v ≡ log . Using this v in (12) and letting ↓ 0, we deduce
an inequality related to the maximum conformal radius that we will use in several future occasions. First, (13) implies that the constant B 0 defined by (12) satisfies B 0 > , whichever 0 < < 8 is.
Assume now the existence of a constant B n > such that e v / ≤ B n . Then
Since B n > , we have 1 − 1/ B n > 0, and hence the function w = v + log 1 − 1/ B n is a new subsolution of − w = e w . Moreover, it satisfies
Applying Proposition 2.1(iii) to w we deduce that
Note that B n+1 > , since − + / B n < 0. Hence we have obtained a sequence B n defined by
with B n > and such that e v / ≤ B n for all n. Note that B 1 < B 0 follows immediately from the definition of these two constants. Now, by induction, the recurrence relation leads to B n+1 < B n . Hence the sequence is decreasing, and we can use the recurrence relation to find
We conclude that
which is estimate (11).
Remark 2.3. In Ding et al. (1997) and Nolasco and Tarantello (1998) it is proved that for minimizers u and ≤ 8 , the left-hand side of (11) is uniformly bounded by a constant C depending only on . Actually, from a result of Chen and Lin (2002) , such a uniform a priori estimate up to ≤ 8 also holds for every solution u.
However, these proofs use blow-up arguments and hence do not give an explicit value for such a constant C . This is the reason that these estimates up to ≤ 8 cannot be used in our future arguments to obtain explicit ranges of parameters as in Theorem 1.1 and Corollary 1.2. Instead, Proposition 2.2 gives an explicit estimate. However, it is not optimal for fixed, since it blows-up as ↑ 8 .
A Poincaré Estimate. Proof of Theorem 1.1 and Corollary 1.2
To prove our results, we use the a priori estimate (11) of the previous section together with the following Poincaré estimate for the y partial derivative of every solution.
Proposition 3.1. Let u be a solution of (1) with its maximum located at the origin, and let = y u. Then
and, if ≡ 0, we have
Proof. Note that (14) is an immediate consequence of the fact that u is periodic. To prove inequality (15) The periodicity for f implies that ≥ 0. Hence the least eigenvalue is = 0, corresponding to f identically constant. Therefore the first eigenvalue in V is given by = 4 2 . Therefore, recalling that = y u ∈ V , we get from the above discussion that
Finally, assume that ≡ 0 and, arguing by contradiction, that the equality in (16) holds. Then = y u is a multiple of the function sin 2 y and not identically zero. Therefore, there exists some functionũ ∈ E depending only on the variable x such that u x y =ũ x + t cos 2 y with t = 0 (since y u ≡ 0). Since u is a solution to problem (1) we obtain −ũ x + 4 2 t cos 2 y = e˜u x e t cos 2 y e˜u x e t cos 2 y − 1 Taking x = 0 in the last equality and using that 1 cos 2 y e t cos 2 y are linearly independent functions in −1/2 1/2 , we obtain t = 0, a contradiction.
Proof of Theorem 1.1. Let u be a solution of (1). We may assume that > 0 since, as mentioned in the introduction, when ≤ 0 the functional is strictly convex, and hence zero is the only solution of (1).
After a translation we may assume that the maximum of u is located at the origin. Set = y u and assume that ≡ 0. Differentiating Equation (1) 
By Proposition 3.1, the left-hand side of (17) is strictly greater than 4 2 2 . Therefore we deduce
Using (13), one sees that the above polynomial is nonpositive at = 8 . Therefore we must have > * , where * ∈ 0 8 is the first root of the polynomial. Computing the first root explicitly, we arrive at expression (4) for * .
Proof of Corollary 1.2. We recall that Ricciardi and Tarantello (1998) have established that there exists a nonzero one-dimensional solution of (1) if and only if > 4 2 . The first statement of Corollary 1.2 follows from this fact and Theorem 1.1.
To establish the second statement, let ≤ 0 . If ≤ 4 2 , then 0 is the unique solution by the first statement of the corollary, and as a consequence it is also the unique minimizer. Now if 4 2 < ≤ 8 , then inf E < 0 (see Proposition 4.1(iii) for a proof of this fact, already established in Ricciardi and Tarantello, 1998) . Hence, there exists a nonzero minimizer (and therefore a nonzero solution).
Some Properties of and of Its Minimizers
The following result shows that the energy of a minimizer can be estimated from above using the first Bessel function. As a consequence, one obtains that inf < 0 for > 4 2 (see statement (iii) below). This fact, already established in Ricciardi and Tarantello (1998) , has been used in the proof of Corollary 1.2.
Proposition 4.1. (i)
The following equality holds:
(ii) Let ≥ 0 and consider t = t 2 − log I 0 t . Then 
for all integers n ≥ 0. The last equality follows easily integrating by parts y 2n = y 2n−1 cos 2 y . Thus
(ii) Using part (i) we have the equivalences
, then all coefficients of the series in (18) are nonnegative, and hence t ≥ 0 for all t ≥ 0. On the other hand, if < 1/4, then the coefficient corresponding to n = 1 in (18) is negative, and therefore t < 0 for t > 0 small.
(iii) It is easy to check that
The second assertion is an immediate consequence of this equality and of statement (ii).
The following result due to Kawohl (see Kawohl, 1985, p. 82) establishes that minimizers are Steiner symmetric with respect to both axes, up to a translation. This is an interesting symmetry result that, however, we do not use in this paper. More precisely, we have Proposition 4.2 (Kawohl) . Let u be a nonzero minimizer of with its maximum located at the origin. Then, the following hold:
(i) u is an even function of x and of y.
(ii) For every y fixed, u x y is increasing for x ∈ −1/ 2 0 and decreasing for x ∈ 0 1/ 2 . (iii) For every x fixed, u x y is increasing for y ∈ −1/2 0 and decreasing for
Note that (iv) follows from (ii) and (iii), together with the periodicity of u.
A. Maximum Conformal Radius of a Rectangle
We start this appendix recalling the definition and some properties of the conformal radius of a domain. Let be a simply connected domain of 2 and let B 1 = B 1 0 . Given q ∈ , there exists a unique conformal map q B 1 → , one-to-one and onto, such that q 0 = q and q 0 > 0. Define the conformal radius of with respect to q as R q = q 0 , and the maximum conformal radius of as R = sup q∈ R q .
It is easy to prove that if G p q = − 1 2 log p − q + w p q is the Green's function of subject to zero Dirichlet boundary conditions, where w is its regular part, then R q = exp 2 wIf ⊂ and = , then R < R . Indeed, let q ∈ , q be the unique conformal map defining R q , and q be the unique conformal map defining R q . Consider the analytic function q B 1 → , which is not onto. It follows, by the Schwarz lemma applied to −1, that R q = q 0 < q 0 = R q . In particular, the maximum conformal radius of the rectangle , which we denote by R ,
is decreasing in .
The maximum conformal radius of is attained at the center, that is, R = R 0 . Indeed, if R is attained in p ∈ then, as a consequence of the symmetry of , it is also attained in −p. That is, R = R ±p . Let p and −p be the unique conformal maps defining R p and R −p , respectively. Consider p = p + −p /2 B 1 → (which perhaps is not onto) and note that p 0 = 0 and p 0 > 0. Using the Schwarz lemma as before, we deduce that R 0 ≥ p 0 = p 0 + −p 0 /2 = R . Hence the maximum conformal radius is attained at 0. An explicit formula for the maximum conformal radius of a rectangle of sides 1/ and 1 is given by
as stated in page 253 of Pólya and Szegö (1951) . The rest of this section is dedicated to give a proof of this, which we could not find in the literature. As a consequence of (19), lim ↓0 R = 2/ (note that this value can also be computed using a conformal map from the unit disk to the infinite band of width 1) and R 1 0 539.
To prove (19), we introduce some notation. Consider 1 3 ∈ , 2 = 1 + 3 and the lattice = 2 1 + 2 3 . For our purposes, we always take
Definition A.1. Given the lattice , the -Weierstrass function is defined by
Set e i = i , i = 1 2 3. Given ∈ and setting q = e i , the third theta function is defined by
We define 3 z = 3 z where is chosen by = 3 / 1 .
The following properties of these functions can be found in Lawden (1989, pp. 150-163): (1) The function → is doubly periodic, with periods 2 1 and 2 3 . Moreover, −z = z . (2) We have e i ∈ and e 3 < e 2 < e 1 (21) (3) restricted to the rectangle R of vertices O 1 2 3 maps R onto the upper halfplane. (4) From relation (6.8.12) of Lawden (1989) and since is even, we deduce 
We compose the -Weierstrass function with a Möbius map to obtain a conformal mapping from the rectangle R to a ball. As a consequence, we obtain the following formula for the maximum conformal radius of R. Proof of Proposition A.2. Given a conformal map f from R onto the ball B 1 0 , mapping 2 /2 to 0, the maximum conformal radius of R is given by f 2 /2 −1 . On the one hand, the Weierstrass function maps conformally R onto the upper half-plane. On the other hand, by setting p 0 = 2 /2 , the Möbius transformation h z → z − p 0 z −p 0 maps the upper half-plane onto B 1 0 . Therefore h is a conformal map from R onto B 1 0 mapping 2 /2 to 0. Now which yields the first equality of (25). Let us now prove the second equality of (25). On the one hand, using (22) and (21) = 4 e 2 − e 1 e 2 − e 3 e 2 − e 1 1/2 + e 2 − e 3 1/2 2 = 4 e 2 − e 1 e 2 − e 3 i e 1 − e 2 1/2 + e 2 − e 3 1/2 2 = 4 e 2 − e 1 e 2 − e 3 e 2 − e 3 + e 1 − e 2 = 4 e 2 − e 1 e 2 − e 3 e 1 − e 3
From (26), (27), and (24), we finally get which is the second equality of (25).
