Abstract. The function h 0 of a number field is analogous to the dimension of the Riemann-Roch spaces at divisors on an algebraic curve. We provide a method to compute this function for number fields with unit group of rank at most 2, especially in case of large discriminant. This method is based on using LLL-reduced bases and "Jump algorithm" as well as Poisson summation formula.
Introduction
As an analogue of the dimension of the Riemann-Roch spaces of divisors on an algebraic curve, R. Schoof and G. Van der Geer introduced the function h 0 of a number field F (see [16] ). This function is also called the "size function" of F (see [5] [6] , [7] , [8] and [15] ). The properties and a bound of h 0 were provided in [7] , [8] and [16] . After that, in (cf. [11, Section 10.9] ), R. Schoof proposed a method to compute this function by using reduced Arakelov divisors. Basically, we can approximate the value of h 0 at a given class of divisor D by knowing the short vectors of the lattice L associated to D because the main contributions to h 0 (D) come from the shortest vectors of L (see [6] and [16] ). This can efficiently computed if L comes with a "good" basis, i.e, it is reasonably orthogonal.
Here we present a method to approximate the value of h 0 by using the Poisson summation formula (cf. [1, Section 11.22] ) and (cf. [12, Chapter 7] ) as well as some "good" divisors which can be obtained by doing the "Jump algorithm" (cf. [11, Algorithm 10.8] ) and from an LLL-reduction on D (see Section 4, [13] and [14] ). These divisors may not be reduced as the usual sense (see [11] ) but they can be used to compute h 0 efficiently. In this paper, let F be a number field of degree n and discriminant ∆ F . We compute an approximate value of h 0 at the Arakelov divisors of degree 1 2 log |∆ F | that are translated from Arakelov divisors class on P ic 0 F (see Section 4 for more details). In Section 2, we give a brief introduction of Arakelov divisors, the Arakelov class group, the function h 0 of a number field and the Poisson summation formula for lattices. Then we discuss some results in Section 3. In Section 4, we first explain why we compute h 0 at divisors of degree 1 2 log |∆ F | and then we provide an algorithm to approximate the values of h 0 of number fields with large discriminant. Section 5 is devoted to bounding for the error as well as to showing the running time of the algorithm. We also present some numerical examples applying this method to compute h 0 for real quadratic fields and real cubic fields in the appendix part.
Preliminaries
In this part we briefly recall some basic definitions that are used for the next sections. See [11] and [16] for full details.
Let F be a number field of degree n with ring of integers O F and r 1 , r 2 the number of real and complex infinite primes. Denote by F R := F ⊗ Q R σ real R × σ complex C where σ's are the infinite primes of F . Then F R is anétale R-algebra with the canonical Euclidean structure given by the scalar product u, v := T r(uv) for any u = (u σ ), v = (v σ ) ∈ F R . The norm of an element u = (u σ ) σ of F R is defined by N (u) := σ real u σ × σ complex |u σ | 2 .
Arakelov divisors.
Definition 2.
1. An Arakelov divisor is a pair D = (I, u) where I is a fractional ideal and u is an arbitrary unit in σ R * + ⊂ F R . All of Arakelov divisors of F form an additive group denoted by Div F . The degree of D = (I, u) is defined by deg(D) := log N (u)N (I). Let D = (I, u) be an Arakelov divisor. We associate to D the lattice uI := {uf = (u σ · |σ(f )|) σ : f ∈ I} ⊂ F R with the inherited metric from F R (see [2] ). For each f ∈ I, by putting f D := uf , we obtain a scalar product on I that makes I become an ideal lattice as well (cf. [11, Section 4] ).
The covolume of the lattice L = uI associated to
O F the principal ideal generated by f −1 and |f | = (|σ(f )|) σ ∈ F R . It has degree 0 by the product formula.
2.2.
The Arakelov class group. The set of all Arakelov divisors of degree 0 form a group, denoted by Div 0 F . The Arakelov class group of a number field is an analogy to the Picard group of an algebraic curve defined as follows. 
Then Λ is a lattice contained in the vector space (⊕ σ R) 0 . We define
By Dirichlet's unit theorem, T 0 is a compact real torus of dimension r 1 + r 2 − 1 (cf. [3, Section 4.9] ). Denoting by Cl F the class group of F , the structure of P ic 0 F can be seen by the following proposition. Proposition 2.1. Mapping each class of divisor (I, u) to the class of ideal I induces the exact sequence
The function h
0 of a number field. Let D = (I, u) be an Arakelov divisor of F . The effectivity e(D) of D is a number from 0 to 1 defined by
A divisor D is call effective if e(D) > 0. Similar to a Riemann-Roch space of an algebraic curve, we denote by H 0 (D) a set of all elements f of F of which the divisor (f ) + D is effective, i.e.,
Since e((f ) + D) > 0 if and only if f ∈ I \ {0}, the set H 0 (D) is equal to the infinite group I. In order to measure its size, we weight each element f ∈ I with the effectivity of the Arakelov divisor (f ) + D:
By summing up these terms for all f in I including 0 and then taking its logarithm, we obtain the value of the function h 0 at D as
This function is well defined on P ic 0 F (See [16] ).
2.4.
The Poisson summation formula for lattices. Let n ≥ 1 and let L = L 1 ⊕ L 2 be a lattice in the Euclidean space R n . In other words, L 1 and L 2 are discrete subgroups of R n with trivial intersection and their direct sum is cocompact. We do not require that L 1 and L 2 are orthogonal to one another.
Consider the sum
Let W be the subspace L 2 ⊗ R of R n and let π(y) denote the orthogonal projection onto W of a vector y ∈ R n . This implies that for every x ∈ W and y ∈ R n the vectors x + π(y) and y − π(y) are orthogonal. The Pythagorean Theorem implies therefore
Thus, we can write
Writing L ∨ 2 for the Z-dual of the lattice L 2 inside W and applying the Poisson summation formula, we get
Here γ denotes the covolume of the lattice L 2 inside W = L 2 ⊗ R. See [4] and (cf. [12, Chapter 7] ).
Some results
In this section, we discuss some results on "nice" Arakelov divisors obtained from the LLL-algorithm. We first recall Lemma (3.1) (cf. [11, Proposition 4.4] ).
Denote by
We prove the proposition below. i) J −1 is an integral ideal with norm bounded by 2 n(n−1)/2 ∂ F . In particular, we have
ii) There is some s ∈ σ R * + 0 such that s P ic < log 2 
Proof. Since D is obtained from an LLL-reduction on D o , there is an LLL-reduced basis
By Lemma (3.1), there is a nonzero element f ∈ J such that
1 g for some g ∈ I. Furthermore, by the property of LLL-reduced bases, b 1 ≤ 2 (n−1)/2 ug (cf. [10, Section 10] ). This inequality and the fact that ug = u(b 1 f ) = b 1 f lead to
Therefore the first statement in i) is proved. Since covol(J) = |∆ F |N (J), the second statement in i) follows the first one.
The final inequality is because N (J) ≤ 1 since we know that J −1 is integral. For the reason that σ log s σ = 0, we can easily prove that
Using Lemma (3.1) and Proposition (3.1), we can prove the following proposition.
Then we have the following.
i) The class of divisor D has a representative divisor J, s (covol(J))
for some s ∈ σ R * + 0 and s P ic < log 2
ii) The lattice L = s (covol(J))
Proof. i) By Proposition (3.1), there exists some s ∈ σ R * + 0 such that
ii) The lattice L = N (J) −1/n J has covolume |∆ F | (see Section (2)). Since s ∈ σ R * + 0 , it has norm 1, the lattice sL still has covolume |∆ F |. Thus, the covol-
sL is 1.
Compute the function h 0
In this section, let F be a number field with degree n and discriminant ∆ F . We compute an approximate value of h 0 at the Arakelov divisor D = (I, v) with v = |∆ F | For an Arakelov divisor D of a number field F , we get an analogous theorem but the quantity g − 1 is replaced by 1 2 log |∆ F | (see [16] ). In addition, let D be a divisor on a curve, it is well known that log |∆ F | plays a role like g − 1 in the the Riemann-Roch theorem for Arakelov divisors, it is reasonable to compute h 0 at divisors of degree
This is an infinite sum since I is an infinite group. Thus, we can only approximate the value of h 0 (D) with some small error. This can be done by summing up only the large terms, i.e., the terms e −π f D for which f D ≤ M with some given M > 0. In case u is very large, when we collect such short vectors f , it is very easy to miss many of them.
Consequently, we may get a much smaller value of h 0 (D) than its real value. Therefore, we find some "good" divisor D that is obtained from an LLL-reduction on D and has nice properties described in Section (3) then use it for computing h 0 (D 
Every vector of the lattice L = s (covol(J))
n g is the shortest vector of the lattice L if and only if g is the shortest vector of the lattice sJ. As s is short and (covol(J))
n is a small scalar (by Proposition (3.2)), we can easily compute an LLL-reduced basis of sJ and find all the short vectors of the lattice L more efficiently. Therefore, we can compute the value of h 0 (D) more exactly. The great thing of this method is that it still works well even if the discriminant of F is very large and no basis of the unit group is known.
Actually, this method can be applied for computing ω) we can reach to D o after t times doubling, i.e., we have ω 2 t = u. Let ω = (e −yσ ) σ and u = (e −xσ ) σ . Then y σ = 2 −t x σ satisfies n|y σ | < log ∂ F for all σ. Therefore, the number t ≥ 0 is the smallest integer for which n2 −t |x σ | < log ∂ F for all σ. We also have t ∈ O(log|∆ F |).
such that ω 0 P ic < log 2
we obtain a representative divisor for class of divisor
Next, we double D 0 to obtain Figure (4.1) ).
As a consequence, the class of divisor D o has a representative of the form (J, sN (J) −1/n ) for some s ∈ σ R * + 0 and s P ic < log 2
log |∆ F |,
n sJ has an Z-basis b 1 , b 2 , ..., b n which is LLL-reduced. Then any element g ∈ L can be written uniquely as a linear combination of this basis g = n i=1 x i b i with the coefficients x i ∈ Z for all i = 1, 2, ..., n.
So g 2 is always positive and its expression is a quadratic form of variables x 1 , x 2 , ..., x n . Hence, it has a canonical positive quadratic form as below.
We can easily prove that A ii = b * i 2 > 0 for all i = 1, 2, ..., n. 
Remark 4.1. By Proposition (3.2), the lattice L has covolume 1. Then
So, we may have some coefficients A ii are smaller than 1 and some others are larger than 1. In case there are some i such that A ii < 1 then the bounds l i are large. And then the sum in (4.3) has quite many terms and it may take a lot of time to compute. In order to overcome that, we have to "make" these small coefficients become bigger. That is the reason why the Poisson summation formula is used in the next part.
Applying Poisson summation in computing (4.2).
In term of quadratic form, we obtain the following.
xn)
.
A jj is the covolume of the lattice L 2 and Q(x 1 , ..., x n ) = Q 1 (x 1 , ..., x n )+ 2Q 2 (x 1 , ..., x n )i. Moreover, Q 1 a positive definite quadratic form of x 1 , ..., x n as q(x 1 , ..., x n ) in Section (4.3). Explicitly, we have (4.5)
for i ≤ k and B ii = A ii for i > k and Q 2 (x 1 , ..., x n ) = 2 i≤k<j B ij x i x j . We approximate h 0 (D) by summing up the terms e −πQ(x) such that Q 1 (x) ≤ M . From this the bounds l i for the coefficients x i , for i = 1, 2, ..., n are obtained as in Section (4.3) and we get a similar formula as (4.3). 
}. Let
Then we have
In particular, the bound for S goes to zero when M tends to infinity.
Proof. The balls with centers in x ∈ B t and radius λ/2 are disjoint. Their union is contained in the (hyper) annular disk {x ∈ F R :
This leads to
The second inequality is since t > M ≥ λ 2 . Using this inequality, we get
, we have
t , the first integral is less than or equal to
The second one is equal to
Hence the lemma is proved.
Lemma 5.2. Let Q 1 be the positive quadratic form obtained after using the Poisson summation formula in (4.5) of Section (4.4). Then
Proof. Since k is the largest index such that A ii < 1 for all i ≤ k, we obtain
> 1 for all i ≤ k and A k+1,k+1 ≥ 1. Beside that, the coefficients A jj for j = k + 1, ..., n are not changed.
On the other hand, we have
(cf. [10, Section 10] ). Thus, we have showed that all the coefficients B ii = 1 A ii with i ≤ k and B jj = A jj with j ≥ k + 1 are at least 2 −n+1 . In addition, Q 1 (x) is a positive quadratic form in x = (x 1 , ..., x n ) ∈ Z n as in (4.5) of Section (4.4). Therefore,
Let L be the lattice in F R associated to the definite positive quadratic form Q 1 (x) in (4.5) of Section (4.4). Then by Lemma (5.2), the shortest vector of the lattice L has length λ = min
The bound δ depends only on M and the degree n of the number field. Moreover, it goes to zero when M tends to infinity.
Proof. Now let
Then h 0 (D) = log( 1 γ S 0 ). We have
Applying Lemma (5.1) with M > λ 2 ≥ 2 (1−n)/2 , we obtain the following.
Dividing 2 sides of the inequality by S, we obtain
). Since δ > 0, we have that log(1 + 
5.2.
Run time of the algorithm. We first prove the lemma below.
Lemma 5.3. Let t > 1 and B t = {x ∈ Z n : Q 1 (x) ≤ t} where Q 1 is the positive quadratic form obtained in (4.5) of Section (4.4). Then
Proof. Let L be the lattice in F R associated to Q 1 (x). By Lemma (5.2), the shortest vector of the lattice L has length λ ≥ 2 (1−n)/2 . Using an argument similar to the proof of Lemma (5.1) and M = λ 2 ≥ 2 −n+1 , we get the following.
Proposition 5.2. The algorithm for approximating the value of the function h 0 (D) runs in time polynomial in M · log |∆ F |.
Proof. Indeed, the first step, finding a good divisor D close to D o by using "Jump Algorithm", runs in time polynomial in log |∆ F | (cf. [11, Algorithm 10.8] ). After applying the Poisson summation formula (Section (4.4)), we approximate h 0 (D) by summing up the terms e −πQ(x) such that |Q 1 (x)| ≤ M . By Lemma (5.3), there are at most 2 n(n+3)/2 M n/2 such terms. Thus, if we fix the degree n of the number field then the algorithm runs in time polynomial in M · log |∆ F |.
Appendix: Some numerical examples
We compute the value of h 0 of real quadratic fields and number fields with unit group of rank 2. In the examples below, we randomly pick an irreducible polynomial P of large discriminant and compute h 0 for the number field F defined by P . Even though the units of F are unknown, the algorithm still works well.
Here we use pari -gp to compute approximate values of h 0 and use Mathematica to plot h 0 .
Example .1. Let ∆ F = 10 80 + 129 and P = X 2 − ∆ F be the polynomial defining
Then F is a real quadratic field with the discriminant ∆ F and with 2 real infinite primes
R} is the bisector of the second quadrant of the axes. It is a 1-dimensional subspace of R 2 with an orthonormal basis e = (−
).
The connected component of identity of P ic
20 . In other word, we have
), u = e x = (e −x 1 , e −x 2 ) and z = x = 10 20 can be seen as the distance
The input of the algorithm is: Compute the smallest integer t such that n2 −t |x i | < log ∂ F for i = 1, 2, we have t = 61. Let y = 2 −61 x ≈ (−30.66587, 30.66587) ≈ (y 1 , y 2 ) and ω = (e −y 1 , e −y 2 ).
As described in Section(4.1), we denote by iii) Apply Poisson summation formula. Any element g of L has the form g = Example .2. Let P = X 3 − 88998X 2 − 1090173446X − 1000470997815. Then P is an irreducible polynomial with 3 real roots denoted by α 1 = α, α 2 , α 3 . Let F = Q(α). Thus, F is a real cubic field with 3 real infinite primes σ i :
with an orthonormal basis {e 1 = (
), e 2 = (
The connected component of identity of P ic 0 F is the Dirichlet torus
at the "position" (z 1 , z 2 ) = (10 10 , 10 10 ). In other words, we have x = (x 1 , x 2 , x 3 ) = z 1 · e 1 + z 2 · e 2 ≈ (11153550716.50411, −8164965809.27726, −2988584907.22685), u = (e −x 1 , e −x 2 , e −x 3 ) and x ≈ 14142135623.73095 can be considered as the distance from (O F , 1) to D.
The input of the algorithm is: P = X 3 − 88998X 2 − 1090173446X − 1000470997815, the "position" (z 1 , z 2 ) = (10 10 , 10 10 ) and δ ≈ 10 −5 . We compute h 0 (D) as the method given in Section (4). We have that t = 30 is the smallest integer for which n2
−30 x ≈ (10.38755, −7.60422, −2.78333) = (y 1 , y 2 , y 3 ) and ω = (e −y 1 , e −y 2 , e −y 3 ). As in Section(4.1), we denote by
In this table, the second column contains the matrices of which columns are an LLLreduced basis of the lattices J i for all i = 1, 2, ..., 30. with Q(x 1 , x 2 , x 3 ) = Q 1 (x 1 , x 2 , x 3 ) + 2Q 2 (x 1 , x 2 , x 3 )i, where Q 1 (x 1 , x 2 , x 3 ) = 3.66108x and Q 2 (x 1 , x 2 , x 3 ) = 0.11133x 1 x 2 + 0.30461x 1 x 3 .
iv) Finding the short vectors of the lattice L associated to D and computing the sum (.2). In order to approximate h 0 (D) with an error δ < 10 −5 and with n = 3, we can choose Q 1 (x 1 , x 2 , x 3 ) ≤ 11 = M . So, the bounds for for x 1 , x 2 , x 3 are given as |x 3 | ≤ 2 =: l 3 , |x 2 | ≤ 3 =: l 2 and |x 1 | ≤ 1 =: l 1 .
By symmetry, an approximate value of h 0 (D) is obtained as follows. ) and E = (10 10 , 10 10 + 8). The rectangle ABCE is divided into small squares, each one has sides of length 1. After that, we do LLL-reduction at the center of such squares to have good divisors. Let S be the set of all good divisors obtained by this way. Then S has 15 points in total (see Figure (4 E-mail address: tran@axp.mat.uniroma2.it, ha.n.tran@aalto.fi, hatran1104@gmail.com Figure 6 . h 0 of a real cubic field.
