We obtain sufficient conditions for the existence of periodic solutions of nonlinear problems where the nonlinearity vanishes infinitely often.
Introduction
In this paper we consider the existence of 2^-periodic solutions of the nonlinear boundary value problem (1) x" + f(x) = p(t),
where p(t) is 2^-periodic and f(x) assumes the value zero infinitely often. The case when the distance between successive zeros of / approaches infinity, e.g., f(x) = sin(logx)1/2 for large x , was studied in [4] , where the terminology of "expansive" nonlinearities for such / was introduced. For additional results and remarks concerning periodic solutions of boundary value problems involving expansive nonlinearities, one is referred to [5, 3, 6] . In [10] , this concept was further expanded to the class of 0-expanding nonlinearities. We present in this paper a unified result connecting the cases when the distances between zeros of / are expansive, equispaced, or shrinking. Our characterization is in terms of the graph of / between two successive zeros and thus is an attempt at deriving a geometric result.
Notation
We will assume that ( 1 ) can be rewritten in the form
where CH TI P^) is a continuous 27r-periodic function and g, h are continuous nonnegative real-valued functions.
Let &>2n be the space of continuous 2n-periodic functions, and for any y(t) € 3°^ we denote by P the linear projection operator defined bỹ 2n Py(t) = j= [ y(t)dt.
Then, any y € 3°2ii can be expressed uniquely as y -v0 + yx , where v0 = Py, yx = (I -P)y , and ¡¡nyx(t)dt = 0.
As in [1] , the nonlinear problem (2) is equivalent to the operator equation
where (i) N: 3B2n -^ 3>2k is the Nemytskii operator generated by p(t)-g(x)h(x), and (ii) H is the linear operator defined as follows: Vyx(t) suchthat J0nyx(t)dt = 0, let xx (t) = Hyx be the unique solution of
x[(0) = x'x(2n), and / xx(t)dt = 0. Jo
The operator H (I -P) : 3°2n -► 3*^ is compact and bounded, and thus corresponding to (3) we have the homotopic problems (4) xx = kH(I -P)Nx + kPNx -( 1 -k)e(x0 -x) where x = x0 + xx and x, a constant, is to be specified later. Note that (4) is equivalent to the boundary value problem
Estimates
Before we apply the Leray-Schauder principle to equation (4) or (5), we obtain some preliminary estimates for problem (2) . If z = z0 + zx is a solution of (2), we have
Jo Jo
This implies that 1 f2n 1 f2n
Hence (7) \\z"\\v < \\px ||L, + 2n\p0\ + r \g(z)h(z)\dt.
Jo
Noting that g and h are nonnegative, we obtain by (6) that P0 >0.
Using (6) we find, for any solution z = z0 + zx of (2),
P"y< \\pi\\Li+4np0 = ß. Also \zx(t)\ = \zx(t) -zx(tx)\ < ß\t-tx\, from (9) . Thus, for any Ô > 0, we have \zx(t)\<ô, provided \t-tx \ < 6/ß.
Since zx is periodic, it follows that if
Assumption (H-II) implies that, for any a > 0 and e > 0, we can find a < 0 such that
and thus 1 f2n
(12) ^J g(a+px(t))h(a+px(t))dt<L + a for any HpJ^ <y + e.
Finally, we assume:
There exist sequences {ak} , {bk} suchthat {ak} is a positive increasing sequence, {bk} is a positive nonincreasing sequence, Using the above notation, we have for any solution z = zQ + zx ,
> ****, from (12). itß
Using (H-III), we can conclude that for a > 0 and e > 0 (we can use the same a and e as in (12)) there exists a b > 0 such that
When M = oo , we can choose b as large as we want.
Main result
Using the a < 0 and b > 0 from (12) and (13), we can now define (14) Ci=\x(t)€3>2K:x(t) = x0 + xx(t),\\xx\\oo<R0, J xx(t)dt = 0, and a < x0 < b > where R0 > y (defined in (10)). In order to discuss the solvability of (2) (or the equivalent operator equation (3)), we apply the Leray-Schauder principle to the homotopic problems defined by (4) . We choose x = (a + b)/2 in (4), so that when k = 0, equation (4) becomes linear and has a unique solution xx= 0, xQ = (a + b)/2, and this is in the interior of Q.
For any k € (0, 1), note that (4) is equivalent to the differential equation (5) . One can repeat the arguments of §3 that led to the estimate (10) and thereby get a bound on \xx(t)\ for any possible solution to (4) uniformly for k € (0, 1). If we choose R0 to be larger than this estimate, it follows that (4) does not have a solution on the xx -boundary of Í2.
We now show that (4) Hence by the Leray-Schauder principle equation (4) has a solution for k = I ; that is, (2) has a solution.
Note here that a and b are obtainable in a compatible sense. Given p0 and px , we know ß and hence y . Choose a < M/(nß) and e > 0 arbitrary. Now a and b are chosen so that inequalities (11) and (13) are satisfied. In this example, p(t) is 2n-periodic, g(x) = ex , and h(x) = | sinx|, so that the zeros of f(x) = g(x)h(x) are equispaced and are given by xx= kn, k an integer.
Let ak = kn + n/2, the midpoint of the two consecutive zeros kn and (k + l)n . Further, let bk = n/4, so that ak -bk and ak + bk are both interior to [kn, (k + l)n]. and thus p0 > 0 is a necessary condition for the existence of a solution. The above theorem guarantees the existence of a solution when p0 > 0. When p0 = 0, it follows from (16) that x = nn, n an integer. Substituting x = nn in ( 15), we see that px = 0. Hence, when p0 = 0, px =0 and the only solutions of (15) are x = nn , n an integer. 2. We now consider another example where the zeros of h(x) are equispaced. Thus we consider
x" + x+(l+ cos x)=p(t)=pQ +px(t),
where x+(t) = max(0, x(t)). Thus f(x) = g(x)h(x) has zeros when x < 0 and when x = (2n + l)n , n a nonnegative integer. If we proceed as in the previous example, ak = 2kn, bk = n/2, ck = 2kn -n/2, and dk = 1 . Thus lim^^ bkckdk = co. As in Example 1, we have L = 0, M = oo, and, by the theorem, problem ( 17) has at least one solution if 0 < p0 < oo .
As in Example 1, by integrating (17) we see that a necessary condition for the existence of a 2n-periodic solution is p0 > 0.
In the case when p0 = 0, integrating (17) Thus when p0 = 0, (17) has infinitely many solutions for any px(t). 3. Finally we consider the problem " , x, ■ 2, ....
x +e |sin* \=p(t),
This problem has a 2n-periodic solution if 0 < p0 < co. This is a case where the zeros of the nonlinearity ex\ sinx2| are getting closer and closer together as X -» 00 .
Here we take ak = kn + n/2, bk = y/kn + 3n/4 -sjkn + n/2 < sfkñ+n~/2 -sjkn + n/4, ck = exp(ak -bk) = exp(kn + n/2 -y/kn + 3n/4 + y/k~ñ~+ n/2), and dk = l/V2.
x exp I kn + n/2 -Jkn + 3n/4 + Jkn + n/2 J = -I-oo.
the upper limit M is +co . The lower limit is L = limj_>_00 g(s)h(s) = 0. It now follows from the theorem that (18) has a 2^-periodic solution, provided 0 < p0 < oo .
Remarks
The study of the above examples illustrates the general idea behind studying the existence of solutions of (1) when f(x) has infinitely many zeros. In fact, the quantity bkckdk may be viewed as the area of a rectangle inscribed under the curve f(x) between successive zeros of /. Further, when the zeros of h(x) are getting closer as x -* oo, the rapid growth of g(x) can be seen to be critical. Finally, we note that there is no assumption here on the boundedness of g(x)h(x). We do, however, require that g(x)h(x) be bounded on one side.
Remarks on a related but unbounded problem
We conclude this paper with a discussion of the problem x" + x |sinx| =p(t),
where the nonlinearity x | sinx| is nonnegative but "unbounded" both as x -► co and as x -► -co . Since limi_>00g,(5)A(i) = +co , assumption (H-II) is not satisfied. However, one can proceed as in the steps leading to inequality (10) in §3 and obtain a bound on ||x, fl^ . In particular, if x = x0 + xx is a solution to (19), then (20) ||x1||0O< 2*(||p1||il+47r/>0).
One can also proceed as in the steps following (H-III) leading to (14) and show that, for b large enough, 1 r2n 2
x-/ (b + xx(t)) \sin(b + xx(t))\dt>p0
Z7t Jo for any HxJ^ <RQ.
We can now construct the set Í2 as in ( 14) of §4 and see that the corresponding operator equation (4) does not have a solution on the xx -boundary or on the ¿»-boundary of x0 for k € (0, 1). However in order to show that there is no solution on the ¿z-boundary of xQ, we need bounds on p0. In particular, taking a = 0, one can show that if x = xx is a solution on the a-boundary of xQ, then
To reach a contradiction, as we did in proving the theorem, we ask when the left-hand side of (21) is positive. A necessary condition is for
And, for any p0 satisfying (22), we must have
Hence, if p0 satisfies (22) and px satisfies (23), then one can show that (19) has at least one 27i-periodic solution. Finally, as remarked in the earlier examples, if p0 = 0, then px(t) must be identically zero and the solutions are given by x(t) = nn , n an integer.
Remark. We would like to make a few remarks on (19) before we conclude this paper. If we let x = esin(nt), then x is 2n-periodic and satisfies (19) for 2 2 2 ' t p(t) = e sin (nt)\sin(esin(nt))\-n esin(nt).
Choosing e sufficiently small and n sufficiently large, we see that (19) has a solution for p0 arbitrarily close to zero and ||/j.||li arbitrarily large. In this case, H-xll^ is still small.
The question of the existence of solutions of (19) for any pQ > 0 is open. In addition it was proved in [8] that the pendulum-type equation
x"+ asinx = p0 + kpx(t)=p(t), x(0) = x(2n),
x'(0)=x'(2n), where p is 2^-periodic, has the following interesting property: (24) has a periodic solution for any px(t) if p0 = 0 and as \k\ -► co, p0 -* 0 for "any"
P,(t).
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