Abstract. We investigate gcd-monoids, which are cancellative monoids in which any two elements admit a left and a right gcd, and the associated reduction of multifractions (arXiv:1606.08991 and 1606.08995), a general approach to the word problem for the enveloping group. Here we consider the particular case of interval monoids associated with finite posets. In this way, we construct gcd-monoids, in which reduction of multifractions has prescribed properties not yet known to be compatible: semi-convergence of reduction without convergence, semi-convergence up to some level but not beyond, non-embeddability into the enveloping group (a strong negation of semi-convergence).
Introduction
Reduction of multifractions [5, 6] is a new approach to the word problem for Artin-Tits groups and, more generally, for groups that are enveloping groups of monoids in which the divisibility relations have weak lattice properties ("gcdmonoids"). It is based on a reduction system that extends the usual free reduction for free groups.
It is proved in [5] that, when the ground monoid M satisfies an additional condition called the 3-Ore condition, then the associated rewrite system ("reduction ") is convergent, leading to a solution of the word problem for the enveloping group of the monoid whenever convenient finiteness assumptions are met. Next, it is proved in [6] that, even when the 3-Ore condition fails, typically in the case of Artin-Tits monoids that are not of FC type [1, 10] , most consequences of the convergence of reduction, in particular a solution for the word problem of the enveloping group, can still be obtained when a weak form of convergence called semi-convergence is satisfied. It is conjectured that reduction is semi-convergent for every Artin-Tits monoid M . Computer experiments and partial results support this conjecture, but it remains so far open. The connection with the word problem for Artin-Tits groups, an open question in the general case, makes investigating the semi-convergence of reduction both natural and important.
After [6] , little was known about the strength of semi-convergence of reduction. In particular, the following questions were left open: Is semi-convergence strictly weaker than convergence? In the opposite direction, could it be that reduction is semi-convergent for every gcd-monoid M ? The aim of the current paper is to answer the above two questions, in a strong sense. A sequence of approximations of semi-convergence called n-semi-convergence, n even 2, is introduced in [6] . Here we prove Proposition A (Prop. 6.6). There exists an explicit gcd-monoid M A for which reduction is semi-convergent but not convergent.
Proposition B (Prop. 4.4) . There exists an explicit gcd-monoid M B for which reduction is not 2-semi-convergent, which amounts to saying that the monoid M B does not embed into the enveloping group of M B .
Proposition C (Prop. 6.10). For every n 4 even, there exists an explicit gcdmonoid M C,n for which reduction is p-semi-convergent for p < n but not n-semiconvergent. For n = 4, this amounts to saying that there exists a gcd-monoid M C,4 that embeds into the enveloping group of M C,4 but some fraction in this group has more than one irreducible expression.
In order to prove the above results, we appeal to interval monoids of (finite) posets (i.e., partially ordered sets), a particular case of the general family of category monoids (i.e., universal monoids of categories) investigated in [15] . In this approach, to every poset P we associate its interval monoid Int(P ). These monoids prove to be very convenient for investigating the current questions, as a number of properties of Int(P ) and the derived reduction system boil down to combinatorial features involving P , typically the circuits in its Hasse diagram. The point for establishing the above results is then to construct posets with specified properties.
One of the consequences of the current results, in particular the negative result of Proposition C, is that (as could be expected) a possible proof of semi-convergence of reduction for all Artin-Tits monoids will require specific ingredients. However, as explained at the end of the paper, the method used to prove Proposition A may suggest some approaches.
The organization of the paper, which is essentially self-contained, is as follows. After some prerequisites about gcd-monoids and the associated reduction system in Section 2, we describe interval monoids Int(P ) in Section 3. In Section 4, we consider the specific case of 2-semi-convergence, that is, the embeddability of the monoid into its enveloping group. Next, we develop in Section 5 a general method for possibly establishing semi-convergence by restricting to particular multifractions and study this method in the specific case of interval monoids, establishing a simple homotopical criterion involving the ground poset. Positive and negative examples are then described in Section 6. Finally, we briefly discuss in Section 7 the possibility of extending the approach to gcd-monoids that are not interval monoids, in particular Artin-Tits monoids.
Multifraction reduction
Here we recall some background about the enveloping group of a monoid, about gcd-monoids, and about the reduction system that is our main subject of investigation. Most proofs are omitted and can be found in [5, 6] .
2.1. Multifractions. We denote by U gp (M ) the enveloping group (called universal group in [15] ) of a monoid M , which is the (unique) group with the universal property that every morphism from M to a group uniquely factors through U gp (M ). The elements of U gp (M ) can be represented using finite sequences of elements of M , here called mutifractions. Definition 2.1. Let M be a monoid, and let M = {x | x ∈ M } be a disjoint copy of M . For n 1, an n-multifraction on M is a finite sequence (a 1 , ..., a n ) with entries alternatively in M and M (starting with either). The set of all multifractions completed with the empty sequence ∅ is denoted by F ± M . Multifractions are multiplied using the rule (a 1 , ..., a n ) · (b 1 , ..., b p ) =      (a 1 , ..., a n−1 , a n b 1 , b 2 , ..., b p ) for a n and b 1 in M , (a 1 , ..., a n−1 , b 1 a n , b 2 , ..., b p ) for a n and b 1 in M , (a 1 , ..., a n , b 1 , ..., b p ) otherwise, extended with a · ∅ = ∅ · a = a for every a
We use a, b, . . . , as generic symbols for multifractions, and denote by a i the ith entry of a counted from 1. The number of entries in a multifraction a is called its depth, written a . For every a in M , we identify a with the 1-multifraction (a). The following convention is helpful to view multifractions as an iteration of usual fractions: Notation 2.2. For a 1 , ..., a n in M , we put (2.3) a 1 /···/a n := (a 1 , a 2 , a 3 , a 4 , . . . ) and /a 1 /···/a n := (a 1 , a 2 , a 3 , a 4 , . . . );
We say that i is positive (resp., negative) in a if a i (resp., a i ) occurs in (2.3).
The following is then easy:
(ii) Let ≃ ± be the congruence on F ± M generated by (1, ∅) and the pairs (a/a, ∅) and (/a/a, ∅) with a in M , and, for a in
± and, for every a, we have
Hereafter, we identify U gp (M ) with F ± M /≃ ± . A multifraction is called positive if its first entry is positive, trivial if all its entries are trivial (i.e., equal to 1), and unital if it represents 1 in the group U gp (M ). A trivial multifraction is unital, but, of course, the converse is not true.
2.2.
Gcd-monoids. The reduction process we shall consider makes sense when the ground monoid is a gcd-monoid. Here we recall the basic definitions, referring to [5] for more details.
If M is a monoid, then, for a, b in M , we say that a left divides b or, equivalently, that b is a right multiple of a, and write a b, if ax = b holds for some x in M . If M is cancellative and 1 is the only invertible element in M , the left divisibility relation is a partial ordering on M . In this case, the greatest common lower bound of two elements a, b with respect to , if it exists, is called their left gcd, denoted by a ∧ b, whereas their least common upper bound, if it exists, is called their right lcm, denoted by a ∨ b.
Symmetrically, we say that a right divides b or, equivalently, that b is a left multiple of a, written a b, if xa = b holds for some x. Under the same hypotheses, is a partial ordering on M , with the derived right gcd ∧ and left lcm ∨. Definition 2.6. We say that M is a gcd-monoid if M is a cancellative monoid, 1 is the only invertible element in M , and any two elements of M admit a left and a right gcd.
Typical examples are Artin-Tits monoids, that is, the monoids S | R + , where R contains at most one relation s··· = t··· for each pair of generators s, t in S and, if so, it has the form stst··· = tsts···, both sides of the same length [3, 9] .
Standard arguments (see for instance [5, Lemma 2.13] ) show that, if M is a gcdmonoid, then M admits conditional right and left lcms, that is, any two elements of M that admit a common right multiple (resp., left multiple) admit a right lcm (resp., a left lcm) and that, conversely, every cancellative monoid with no nontrivial invertible element that admits conditional left and right lcms is a gcd-monoid.
A cancellative monoid M with no nontrivial invertible element is called noetherian if the proper left and right divisibility relations <, < are both well-founded, that is, they admit no infinite descending sequence. Note that every presented monoid S | R + where R consists of homogeneous relations, that is, of relations u = v with u, v of the same length, is noetherian, and even strongly noetherian, meaning that there exists a map λ from M to nonnegative integers satisfying
Noetherianity implies the existence of atoms, namely elements that cannot be expressed as the product of two non-invertible elements. A noetherian cancellative monoid with no nontrivial invertible element is always generated by its atoms [5, Lemma 2.29].
2.3. Reduction of multifractions. Owing to Proposition 2.4, studying the enveloping group U gp (M ) of a monoid M amounts to understanding the congruence ≃ ± on the multifraction monoid F ± M . To do this, we introduced in [5, 6 ] a family of rewrite rules R i,x acting on multifractions.
Definition 2.7. Assume that M is a gcd-monoid. For a, b in F ± M , and for i 1 and
and there exists x ′ (necessarily unique) satisfying for i 2 positive in a:
We write a ⇒ b if a • R i,x holds for some i and some x = 1, and use ⇒ * for the reflexive-transitive closure of ⇒. The family of all rules R i,x is called reduction (for the monoid M ).
A multifraction a is called reducible if at least one rule R i,x with x = 1 applies to a, and irreducible otherwise.
Reduction as defined above extends free reduction (deletion of factors x −1 x or xx −1 ): applying R i,x to a multifraction a consists in pushing the factor x from the (i + 1)st level to the (i − 1)st level, using the lcm operation to cross the entry a i . This is illustrated in Figure 1 , where the arrows correspond to the elements of the monoid (as if they were morphisms of a category), with concatenation corresponding to multiplication and squares to equalities. Example 2.8. If M is a free commutative monoid, then every sequence of reductions starting from an arbitrary multifraction a leads in finitely many steps to an ... The following result gathers the basic properties of reduction needed for the current paper. We refer to [5, 6] It is proved in [5] and [6] that reduction is convergent for M (meaning that, for every multifraction a, there exists exactly one irreducible multifraction red(a) to which a reduces) if and only if the ground monoid M satisfies the 3-Ore condition, namely that any three elements of M that pairwise admit common right (resp., left) multiples admit a global common right (resp., left) multiple. In this case, one obtains a full control of the congruence ≃ ± and, from there, of the enveloping group U gp (M ): two multifractions a, b with a b are ≃ ± -equivalent if and only if red(a) = red(b) · 1 holds. Then, under convenient finiteness assumptions ensuring the decidability of the relation ⇒ * , one obtains a solution to the word problem for the group U gp (M ).
In many cases, for instance in the case of any Artin-Tits monoid that is not of FC type [1, 10] , reduction is not convergent for M , and there seems to be little hope to amend it, typically by adding new rules, so as to obtain a convergent system. However, some weak forms of convergence might be satisfied in more cases. If reduction is convergent, then (2.10)
A multifraction a is unital if and only if a ⇒ * 1 holds, and it is shown in [6] that most of the consequences of the convergence of reduction, in particular the decidability of the word problem, already follow from (2.10). Moreover, all known examples contradicting convergence of reduction fail to contradict (2.10). This makes (2.10) worth of investigation. Proof. Assume that a is unital, that is, a represents 1 in U gp (M ). Then (2.10) implies a ⇒ * 1 so, by definition, a is either trivial or reducible, and (2.10) implies (2.13). For the other direction, the assumption that M is noetherian implies that reduction for M is terminating, so there exists b irreducible satisfying a ⇒ * b. Then (2.13) implies b = 1. So (2.13) implies (2.10).
By definition, the reduction rules R i,x preserve the depth of multifractions and, therefore, it makes sense to consider the specialization of reduction to n-multifractions. Definition 2.14. For a gcd-monoid M , we say that reduction is n-semi-convergent for M if (2.10) holds for every multifraction a with a n.
We prove in [6] that n-semi-convergence implies (n + 1)-semi-convergence for n = 2, 4, and conjecturally for every even n, so we shall only consider even indices. In this way, we obtain an infinite sequence of stronger and stronger approximations. 
Interval monoids
Our examples and counter-examples involve monoids that are obtained in a uniform way from finite posets, and that are special cases of the monoids investigated in [15] . Here we describe those monoids and, in particular, we recall the characterization, obtained in [15] , of the posets P of which the associated monoid is a gcd-monoid. We also characterize those P of which the associated monoid is noetherian.
3.1. Intervals in a poset. By default, the order of all considered posets is denoted by , and < is the associated strict ordering. For (P, ) a poset and x y in P , we denote by [x, y] the interval determined by x and y, namely {z ∈ P | x z y}. We then put x := ∂ 0 ([x, y]) (the source) and y := ∂ 1 ([x, y]) (the target ). We say that the interval [x, y] is proper if x = y. Definition 3.1. The interval monoid Int(P ) of a poset P is the monoid defined by generators [x, y] , where x, y ∈ P with x y, and relations
The following statement gathers some elementary properties that are valid in every interval monoid, in particular the existence of a distinguished decomposition in terms of the generators of (3.2). It is contained in Lemma 3.4 and Proposition 7.7 of [15] . Proof. We begin with the existence of a normal decomposition. Let a be a nontrivial element of Int(P ). By definition, a can be decomposed into a nonempty product of proper intervals. Starting from such a decomposition and iteratively replacing any length two subsequence of the form ([x, y], [y, z]) with the corresponding length one sequence ([x, z]), one necessarily obtains after finitely many steps a normal sequence which, by construction, is again a decomposition of a.
Next, denote by F gp (P ) the free group based on P . For x < y ∈ P , put
Extend φ to a morphism φ * from the free monoid on the intervals of P to F gp (P ). Then φ * is invariant under the relations of (3.2), hence it induces a well defined morphism, still denoted by φ, from Int(P ) to F gp (P ).
p y p , a freely reduced word in F gp (P ). This first shows that we can recover the normal decomposition of a from φ(a), which implies the uniqueness of the latter normal decomposition. Next, this proves that the morphism φ is injective on Int(P ), which implies that the monoid Int(P ) embeds into a (free) group. By the universal property of the enveloping group, this in turn implies that Int(P ) embeds into its enveloping group. From there, it must be cancellative.
Finally, a finite product of proper intervals [
with p 1 may never be 1, since this would require x 1 < y 1 = x 2 < y 2 = ··· = x p < y p = x 1 , contradicting the assumption that P is a poset.
Remark 3.5. Although the monoid Int(P ) embeds into a free group, its enveloping group may not be free, even for finite P . On the other hand, if P is finite, then the monoid Int(P ) always embeds into a free monoid; see [15] for more details.
Hereafter, we denote by nf(a) the normal decomposition of an element a of Int(P ), and call its length the degree of a, denoted by deg(a).
3.2. Divisibility in Int(P ). Via the normal decomposition, the divisibility relations of an interval monoid reduce to the prefix and suffix ordering of intervals, respectively. 
(ii) If a, b belong to Int(P ), with nf(a) = (I 1 , ..., I p ) and nf(b) = (J 1 , ..., J q ), then a left divides (resp., right divides) b in Int(P ) if and only if we have p q, I k = J k (resp., I p−k+1 = J q−k+1 ) for 1 k < p, and I p J p (resp.,
Proof. The verification of (i) is straightforward. For (ii), we observe that nf(a · c) either is the concatenation of the two sequences nf(a) and nf(c), or it is obtained from this concatenation by merging the last interval of nf(a) with the first interval of nf(c), when the latter match. Expanding b = ac gives the result for .
An interval monoid Int(P ) need not always be a gcd-monoid, but we show now that some simple conditions on the poset P are sufficient. The result below can be established as a straightforward application of [15, Thm. 5.8] ; for convenience sake, we give here a simple direct verification.
For x in a poset P , we put P x := {y ∈ P | y x} and P x := {y ∈ P | y x}.
Definition 3.7. A poset P is said to be a local lattice if, for every x in P , the induced poset P x is a meet-semilattice, and the induced poset P x is a joinsemilattice.
We recall that a poset is a meet-semilattice (resp., a join-semilattice) if any two elements admit a greatest lower bound (resp., a least upper bound). The following result is contained in [15, Prop. 7.9] .
Proposition 3.8. For every poset P , the monoid Int(P ) is a gcd-monoid if and only if P is a local lattice.
Proof. Assume that P is local lattice, and a, b are distinct elements of Int(P ). Let (I 1 , ..., I p ) and (J 1 , ..., J q ) be the normal forms of a and b, respectively. Assume I k = J k for k < r and I r = J r (such an r exists, since a and b are distinct). For ∂ 0 I r = ∂ 0 J r , Lemma 3.6(ii) directly implies that I 1 ···I r−1 is a left gcd of a and b in Int(P ). Otherwise, let x = ∂ 0 I r = ∂ 0 J r , and y = ∂ 1 I r , z = ∂ 1 J r . Then y and z lie in P x , hence they admit a greatest common lower bound, say t. We claim that 
In the case s < r, we directly deduce d c. Assume now s = r. Then we have K r I r = [x, y], which implies K r = [x, u] for some u y. Arguing similarly from the assumption d b, we obtain u z. As t is the greatest lower bound of y and z in P , we deduce u t, whence K r [x, t] and, from there, d c in Int(P ). Finally, s > r is impossible, since it would require K r = I r and K r = J r , whereas I r = J r holds. Hence c is a left gcd of a and b in Int(P ). The argument for right gcds is symmetric, using the assumption that P
x is a join-semilattice. So P being a local lattice implies that Int(P ) is a gcd-monoid.
Conversely, assume that Int(P ) is a gcd-monoid, x lies in P , and y, z belong to P
x . Then the elements [x, y] and [x, z] of Int(P ) admit a left gcd. As the latter left divides the interval [x, y], Lemma 3.6 implies that it is an interval, say [x, t]. We claim that t is a greatest lower bound for y and z in P x . First [x, t] [x, y] in Int(P ) implies t y in P and, similarly, t z. On the other hand, assume u y and u z in P . Then, in Int(P ), we have [
, and, from there, u t in P . So P x is a meet-semilattice. Arguing symmetrically from right gcds in Int(P ), we obtain that P x is a join-semilattice. So Int(P ) being a gcd-monoid implies that P is a local lattice.
3.3. Noetherianity. We turn to the possible noetherianity of the monoid Int(P ). We write x ≺ y when y is an immediate successor of x, that is, x < y holds and no element z satisfies x < z < y. ′ ] holds in Int(P ) if and only if y < y ′ holds in P . Hence the non-existence of an infinite descending chain with respect to proper left divisibility inside the family of intervals starting at x is equivalent to the non-existence of an infinite descending chain in P x . By Lemma 3.6(ii), a b implies that the sequence nf(a) is lexicographically smaller than nf(b), meaning that it is either a prefix or that there exists i such that the first i − 1 entries coincide and the ith entry for a left divides the ist entry for b. By the remark above, the left divisibility order on intervals is well-founded. By standard arguments, this implies that its lexicographical extension is well-founded as well, implying that left divisibility has no infinite descending sequence in Int(P ).
The argument for right divisibility is symmetric, a descending sequence in intervals with given target being discarded because it would entail an infinite ascending sequence of the sources of the intervals. Hence the monoid Int(P ) is noetherian (but not necessarily strongly noetherian when P is infinite).
The characterization of atoms follows from the definitions directly.
Corollary 3.10. For every finite poset P , the monoid Int(P ) is noetherian.
Remark 3.11. The intervals in a monoid Int(P ) form a Garside family, and what is called normal decomposition above is the normal form associated with that Garside family in the sense of [7, Ch. III] . Proposition 3.9 is then an instance of the general result that a monoid with a locally noetherian Garside family is noetherian. A specificity of the monoids Int(P ) is that the family of intervals is a bilateral Garside family, meaning a Garside family both with respect to left greedy and to right greedy decompositions.
Embedding into the enveloping group
We turn to the specific investigation of multifraction reduction in the case of interval monoids. We begin with 2-semi-convergence, that is, with the embeddability of the monoid into its group. Our aim is to prove Proposition B, that is, to construct an example of a gcd-monoid that does not embed into its group. 4.1. Malcev conditions. We aim at constructing a gcd-monoid M that does not embed into its group. Note that, by Proposition 3.3, M cannot be the interval monoid of a poset.
It is known that a monoid embeds into its group if and only if it is cancellative and satisfies an infinite list of quasi-identities known as Malcev conditions [12] , see [4, Ch. 12] and [2, 13] . Malcev conditions are encoded in Malcev words, which are those words in the letters L i , L * i , R i , R * i , i 1 that obey some syntactic constraints described in [4, p. 310] . Then one can show that a gcd-monoid satisfies a number of Malcev conditions.
Proposition 4.1. Assume that M is a gcd-monoid satisfying all Malcev conditions encoded in Malcev words of length at most 2ℓ. Then M satisfies all Malcev conditions encoded in a Malcev word of length ℓ + 2 that contains a factor of the
Proof. We only treat one simple instance, the general scheme being similar. Consider the Malcev word
With the notation of [4, p. 310] , the corresponding quasi-identity is (4.2) (da = AC and db = AD and cb = BD) ⇒ ca = BC.
Assume that a, ..., D satisfy the three left equations of (4.2), see Figure 4 .2. Let e := A ∧ d, and define 
is the left lcm of b and D. As we have cb = BD, this implies that 
4.2.
A counter-example. We now establish Proposition B of the introduction. Proposition 4.1 implies that, if a gcd-monoid fails to satisfy some Malcev condition, the latter has to be complicated. The monoid we construct below turns out to miss the Malcev condition encoded in Proof. The poset (P(Ω), ⊆) is a lattice, hence every subset P(Ω)
x is a meetsemilattice, and therefore so is every subset P x B , since the latter is an initial subset of P(Ω)
x . Similarly, every subset P 
On the other hand, one easily checks on the right hand side diagram of Figure 4 .4 that the relation holds in the group U gp (M B ), as the following derivation shows: [5] .
The monoid M B has 24 atoms. By a systematic computer search, one can find quotients of M B with similar properties, for instance a, ..., k | ab = ba, bc = cb, cd = dc, de = ed, eb = ih, fc = cg, fa = dh, hd = ij, hg = kb, dj = ic, ie = kf + , with 11 atoms, the missing relation ad = cf, and the 6-multifraction ad/e/j/cd/f/b that reduces both to 1 and to ad/cf/1/1/1/1.
Semi-convergence in interval monoids
We now establish sufficient conditions implying that reduction is semi-convergent for the interval monoid of a poset P , and derive explicit examples where these conditions are satisfied. 
Minimal multifractions.
A priori, semi-convergence is an infinitary property, and we first introduce an induction scheme that may, in good cases, reduce it to finitary conditions. To this end, we first introduce a partial ordering on multifractions. Proof. That ⊳ is transitive follows from the associativity of the product. Next, assume a = c·a·d. If c is not ∅, the only possibility for guaranteeing a = c·a·d is that c has depth one, with the sign of a 1 . In that case, a = c·a·d requires a 1 = x 1 a 1 (if 1 is positive in a) or a 1 = a 1 x 1 (if 1 is negative in a) , hence x 1 = 1 in both cases, so c must be trivial. The argument is similar for d. Hence ⊳ is irreflexive, and it is a strict partial ordering on
By definition, a ⊳ b implies a b , hence the sequence a i is non-increasing, and there exists N and n such that a i = n holds for every i N . Now, as above, a = c · a · d requires c 1 and d 1. Assume for instance that 1 is positive and n is negative in a i for i N . Then ′ is well-founded (no infinite descending sequence) whenever O and O ′ are. If M is a noetherian monoid, then, by definition, the partial orders > and > are well-founded, and, therefore, so is >|>, hence a descending chain as above cannot exist. The other sign possibilities for 1 and n in a i are treated similarly, appealing to the various |-combinations of > and >.
Thus we may develop inductive arguments based on the relation ⊳ and, in particular, appeal to ⊳-minimal multifractions, which must exist.
Proposition 5.3. Assume that M is a noetherian gcd-monoid. Then reduction is semi-convergent for M if and only if (5.4) Every nontrivial ⊳-minimal unital multifraction on M is reducible.
Proof. If reduction is semi-convergent for M , then every nontrivial unital multifraction must be reducible, so the condition is necessary. Conversely, assume (5.4). The family of all nontrivial unital pieces of a is nonempty (it contains a at least), hence, by Lemma 5.2, it contains at least one ⊳-minimal element, say b. Then (5.4) implies that b is reducible. By Lemma 2.9, this implies that a itself is reducible. Hence reduction is semi-convergent for M .
Corollary 5.5. Assume that M is a noetherian gcd-monoid that admits finitely many ⊳-minimal unital multifractions. Then for reduction to be semi-convergent for M is a decidable property.
Proof. By Proposition 5.3, deciding whether reduction is semi-convergent for M amounts to checking the reducibility of the finitely many unital multifractions. Now, starting from a finite presentation of M , testing the reducibility of one multifraction is a decidable property, see [5, Prop. 3 .27].
If we consider multifractions with bounded depth, since a ⊳ b implies a b , we obtain the following local version of Proposition 5.3: Proposition 5.6. Assume that M is a noetherian gcd-monoid. Then reduction is n-semi-convergent for M if and only if (5.4) restricted to ⊳-minimal unital multifractions of depth n holds.
Simple multifractions.
We now consider the case of an interval monoid, with the aim of pinpointing a small set of multifractions containing all ⊳-minimal unital multifractions.
We recall that, if P is a poset and I is an interval of P , we write ∂ 0 I (resp., ∂ 1 I) for the source (resp., target) of I. We first extend the notation to nontrivial elements of Int(P ) by putting ∂ 0 (a) := ∂ 0 (I 1 ) and ∂ 1 (a) := ∂ 1 (I p ) for a = I 1 ···I p . Then we extend it to multifractions by putting ∂ 0 a = ∂ 0 a 1 (resp., ∂ 1 a 1 ) for a 1 positive (resp., negative), and ∂ 1 a = ∂ 1 a n (resp., ∂ 0 a n ) for a n positive (resp., negative).
Definition 5.7. Let P be a local lattice, and M = Int(P ). Call a multifraction a on M simple if each entry of a is a proper interval and, moreover, ∂ 1 a i = ∂ 1 a i+1 (resp., ∂ 0 a i = ∂ 0 a i+1 ) holds for each i < a that is positive (resp., negative) in a. By definition, the proper intervals and their inverses are simple and, therefore, every multifraction is a finite product of simple multifractions. Exactly as in Proposition 3.3 for decomposing the elements of M , we have Lemma 5.8. Let P be a local lattice. Call a sequence of simple multifractions (a 1 , ..., a p ) normal if ∂ 1 a i = ∂ 1 a i+1 (resp., ∂ 0 a i = ∂ 0 a i+1 ) holds for each i < a such that a i is positive (resp., negative). Then every signed multifraction on Int(P ) admits a normal decomposition into simple multifractions.
Proof. Start with an arbitrary decomposition of the considered multifraction a as a finite product of simple multifractions. As long as there exist two adjacent entries a k , a k+1 whose product remains simple, shorten the decomposition by replacing (a k , a k+1 ) with (a k · a k+1 ). After finitely many steps, one obtains a normal decomposition.
Our aim is to prove: Proposition 5.9. If P is a local lattice and M is Int(P ), then every ⊳-minimal unital multifraction is simple.
The proof relies on the following technical result. The construction of ψ from ι, introduced in [15] , is called there the highlighting expansion.
Lemma 5.10. If P is a local lattice and M is Int(P ), there exists a unique morphism ψ from the monoid F
for every simple multifraction a. A signed multifraction a is unital if and only if ψ(a) = 1 holds.
Proof. For x < y in P , put ψ([x, y]) := x −1 · ι([x, y]) · y, an element of the group F gp (P ) * U gp (Int(P )), and extend ψ to the free monoid on the proper intervals of P . For x < y < z ∈ P , we find
hence ψ induces a well defined morphism from M to F gp (P ) * U gp (Int(P )). Next, for a in M , we put ψ(a) := ψ(a) −1 , and we extend ψ multiplicatively to a morphism from the monoid F ± M to F gp (P ) * U gp (Int(P )): to check that this morphism is well defined, it suffices to consider the four products ψ(a ε )ψ(b
a, b in M and ε, ε ′ in {±} (where a + stands for a and a − for a), which is straightforward. By construction, (5.11) is valid for the intervals and their inverses, and an obvious induction on the number of intervals extends the equality to all simple multifractions. Thus ψ exists as expected. As simple multifractions generate F ± M , uniqueness is clear.
By Proposition 2.4, a multifraction a is unital, that is, ι(a) = 1 holds, if and only if we have a ≃ ± 1, where ≃ ± is generated by the pairs (1, ∅), (a/a, ∅), and (/a/a, ∅) with a in M . We have ψ(∅) = 1 and ψ is a morphism, so, in order to prove that ι(a) = 1 implies ψ(a) = 1, it is enough to check the values ψ(a/a) = 1 and ψ(/a/a) = 1, which is straightforward.
Conversely, ι(a) is the projection of ψ(a) obtained by collapsing the elements of F gp (P ) when a is simple, whence for every a. Hence ψ(a) = 1 implies ι(a) = 1.
We can now complete the argument.
Proof of Proposition 5.9. Put M := Int(P ). Assume that a is a nontrivial unital multifraction on M . Let (a 1 , ..., a p ) be a normal decomposition of a as provided by Lemma 5.8. If p = 1 holds, then a is simple, and we are done. So assume p 2. By (5.11), the equality
holds in F gp (P ) * U gp (M ). If none of the elements a i is unital, the word on the left hand side of (5.12) is already in normal form in the free product F gp (P ) * U gp (M ), and therefore it cannot represent 1 in this free product, which contradicts the assumption that a is unital. So at least one of the a i is unital. Hence, every nontrivial unital multifraction has a piece that is both simple and unital and, therefore, every nontrivial ⊳-minimal unital multifraction must be simple. Every multifraction in S min M is reducible.
Loops in the Hasse diagram.
If P is a local lattice, then the simple multifractions on the monoid Int(P ) are in one-to-one correspondence with the sequences of positive and negative proper intervals with matching ends. It is then easy to translate the notion of multifraction reducibility to the language of loops in P , that is, in homotopical terms.
Definition 5.15. Let P be a poset. For n 1, a positive (resp., negative) nzigzag in P is a sequence x = (x 0 , ..., x n ) of elements in P such that x i < x i−1 and x i < x i+1 hold for every i odd (resp., i even). The zigzag is called closed for x n = x 0 , and simple if x 1 , ..., x n are pairwise distinct.
The following correspondence is then straightforward: Lemma 5.16. Let P be a local lattice. Putting
defines a one-to-one correspondence between positive (resp., negative) n-zigzags in P and simple positive (resp., negative) n-multifractions in Int(P ). If, moreover, F (x) is unital, then x is closed.
Proof. Put M := Int(P ). The correspondence directly follows from the definitions.
Next, assume that F (x) is unital, that is, ι(F (x)) = 1 holds. By Lemma 5.10, we have ψ(F (x)) = 1. On the other hand, by (5.11), which is valid since F (x) is simple, we have ψ(F (x)) = x Figure 4. ) Let P be a poset. For i < n, an n-zigzag x on P is called reducible at i if there exist y in P satisfying -for i 2 with x i < x i+1 : x i < y x i+1 and x i−1 , y have a common upper bound, -for i 2 with x i > x i+1 : x i+1 y < x i and x i−1 , y admit a common lower bound, -for i = 1 with x 0 < x 1 : x 0 y < x 1 and x 2 y < x 1 , -for i = 1 with x 0 > x 1 : x 1 < y x 0 and x 1 < y x 2 . We say that x is reducible if it is reducible at at least one level i.
case i = 1 with x 0 < x 1 :
case i 2 with x i < x i+1 :
case i 2 with x i+1 < x i : Putting things together, we obtain a sufficient condition for the semi-convergence of reduction:
Proposition 5.20. If P is a finite local lattice and every simple closed zigzag in P is reducible, then reduction is semi-convergent for Int(P ).
Proof. Let a be a ⊳-minimal element of S M (thus necessarily nontrivial). By Lemma 5.16, there exists a closed zigzag x in P satisfying F (x) = a. Let x ′ be a shortest closed subsequence of x containing two vertices at least, which exists since x itself contains at least two vertices. Then x ′ is a simple closed zigzag. Hence, by assumption, it is reducible, and, therefore, so is x. By Lemma 5.19, it follows that a is reducible. By Corollary 5.13, this implies that reduction is semi-convergent for Int(P ).
Note that, if P is a finite poset, then the family of all simple closed zigzags on P is finite, since a zigzag longer than the cardinality of P cannot be simple.
Restricting to n-zigzags amounts to restricting to n-multifractions, and we obtain the following local version of Proposition 5.20:
Corollary 5.21. If P is a finite local lattice and every simple closed p-zigzag in P with p n is reducible, then reduction is n-semi-convergent for Int(P ).
Remark 5.22. By Lemma 5.16, every simple multifraction in a monoid Int(P ) arises from a closed zigzag of P . But, conversely, a closed zigzag in P need not induce a unital multifraction: typically, if P is a bowtie {x 1 , ..., x 4 } with x 1 , x 3 x 2 , x 4 , the monoid Int(P ) is free, and the multifraction [
associated with the closed zigzag (x 1 , x 2 , x 3 , x 4 , x 1 ) is not unital. In fact, the correspondence is one-to-one if and only if the poset P is simply connected, meaning that every loop in P is homotopic to a point, with homotopy defined as adding or removing a pattern (x, y, x) or interchanging (x, y, z) and (x, z) for x < y < z (see, for example, [14] ). When this condition holds, the sufficient condition of Proposition 5.20 is also necessary and, as a consequence, the semi-convergence of reduction for Int(P ) is a decidable property in case P is finite and simply connected.
Examples and counter-examples
The criteria of Proposition 5.20 and Corollary 5.21 enable us to construct explicit examples for various possible behaviours of multifraction reduction. Here we successively describe examples of monoids M for which reduction is semi-convergent, and for which it is p-semi-convergent for p < n but not n-semi-convergent.
6.1. Sufficient conditions. Owing to Proposition 5.20, in order to obtain monoids for which reduction is semi-convergent, it suffices to find local lattices in which all simple closed zigzags are reducible. The question may be difficult in general, but finding sufficient conditions is easy. We begin with a general observation.
Lemma 6.1. For every poset P , and for n 3, every simple closed n-zigzag is reducible.
Proof. By definition, a 1-zigzag is never simple. If (x 0 , x 1 , x 2 ) is a simple closed 2-zigzag, we have x 1 = x 0 = x 2 , and taking y = x 0 witnesses for reducibility. Finally, assume that (x 0 , ..., x 3 ) is a simple closed 3-zigzag. Assume for instance x 0 < x 1 . Then taking y = x 3 witnesses for reducibility at 1, and taking y = x 1 witnesses for reducibility at 2, see the right hand side diagram. The picture is symmetric for x 0 > x 1 .
So only simple closed zigzags of length 4 and above need to be considered. The semi-convergence question may be complicated in general. However, simple conditions turn out to be sufficient. 
Then reduction is semi-convergent for Int(P ).
Proof. We claim that every simple closed zigzag on P is reducible. Indeed, assume that x is a simple closed n-zigzag on P . For n 3, x is reducible by Lemma 6.1. Assume n 4. Then there exists i with 2 i < n such that we have x i−1 < x i and x i+1 < x i , namely i = 3 in case x 0 < x 1 , and i = 2 in case x 0 > x 1 . By (6.3), x i−1 and x i+1 , which admit the common upper bound x i , admit a common lower bound y, and the latter witnesses for reducibility at i. We conclude using Proposition 5.20. Lemma 6.4. Assume that P is a finite local lattice satisfying (6.5) Every simple closed zigzag x in P admits an interpolation center, meaning a vertex y such that x i y x j holds for all x i , x j satisfying x i < x j .
Proof. Assume that x is a positive simple closed n-zigzag with n 4. If y = x 1 , then y witnesses for reducibility at 1 since we have x 0 y x 1 and x 2 y. Assume y = x 1 . Then x 2 < x 3 implies x 2 y x 3 , and therefore x 1 and x 3 admit a common upper bound, which implies reducibility at 2. The argument is symmetric for a negative zigzag. We conclude using Proposition 5.20 again.
For n = 4, the existence of an interpolation center corresponds to the usual interpolation property (IP ). We observed in Remark 4.3 that, in every gcd-monoid, the left divisibility relation satisfies (IP ). Saying that P itself satisfied (IP ) is a stronger hypothesis: (IP ) for divisibility in Int(P ) amounts to restricting to diagrams where x 1 and x 3 admit a common lower bound.
x 1 x 3
x 2 x 4 z 6.2. Examples where reduction is semi-convergent. Finding explicit examples, and therefore establishing Proposition A of the introduction, is then easy. Proposition 6.6. Let P A be the 7-element poset whose Hasse diagram is depicted in Figure 5 , and let M A be the associated interval monoid. Then M A is a noetherian gcd-monoid for which reduction is semi-convergent but not convergent.
Proof. The poset P A is a meet-semilattice and it is easy to check directly that each of the seven posets P x A is a join-semilattice. Hence M A is a gcd-monoid. By Corollary 3.10, the monoid M A is noetherian, since the poset P A is finite. Now (6.3) is clear, since 0 is a common lower bound for all elements of P A . Let M A be the interval monoid of
Then, by Lemma 6.2, reduction is semi-convergent for M A .
On the other hand, M A does not satisfy the 3-Ore condition: a, b, and c pairwise admit common right multiples, but they admit no global right lcm. Therefore, by [5, Prop. 2 .24], reduction cannot be convergent for M A . It may be observed that the enveloping group of Int(P A ) is a free group based (for instance) on {a, a ′ , b, b ′ , c, c ′ }, since the relations of (6.7) define the redundant generators a ′′ , b ′′ , and c ′′ .
Example 6.8. The truncated 4-cube P B of Proposition 4.4 and Figure 3 is a local lattice, and it also satisfies (6.3): two pairs admit a common upper bound in (P(Ω) \ {∅, Ω}, ⊆) if and only if their intersection is nonempty, in which case they also admit a common lower bound (note that P B consists of four glued copies of the poset P A of Proposition 6.6). Similar examples can be obtained by considering the restriction of inclusion to any set {X ∈ P(Ω) | 1 #X 3} with #Ω 4.
The monoid M A of Proposition 6.6 provides an example for which reduction is semi-convergent but not convergent. However, in the case of M A , semi-convergence holds because (6.3) is true and there are very few simple zigzags in P A . Starting from P A , one can construct an infinite series of posets, all leading to semiconvergence without convergence, and admitting simple closed zigzags of arbitrary large size.
Proposition 6.9. For n 1, let P A,n be the 3n + 4 element poset obtained by alternatively gluing copies of P A and its mirror-image as in Figure 6 , and let M A,n be its interval monoid. Then M A,n is a noetherian gcd-monoid for which reduction is semi-convergent but not convergent.
Proof (sketch).
The argument is similar to the one explained below for Proposition 6.10. Comparing Figures 6 (right) and 7 (right) shows that P A,3 is the full subgraph of P C,6 obtained by erasing five adjacent diamonds out of twelve (and shifting the names of the vertices). As a consequence, there exists no simple closed zigzag in P A,3 cycling around a central vertex as in P C, 6 , and, by the argument of Proposition 6.10, all other simple closed zigzags must be reducible. Therefore, reduction must be semi-convergent for M A,n with n 3. The result remains valid for M A,n with n 4, as extending P A,n to P A,n+1 creates new simple closed zigzags, but all eligible for the same reducibility argument. Note that the closed zigzag stemming from the peripheral circuit in the graph of P A,n is simple and has length 2n+2 for n 2.
On the other hand, the failure of the 3-Ore condition in M A remains valid in M A,n for every n, so reduction cannot be convergent. Figure 6 . The Hasse diagram of the poset P A,n , for n = 3, again in two different forms, emphasizing the levels of vertices (left), and as a planar graph (right): P A,1 (in black) coincides with P A , and P A,n+1 is obtained from P A,n by adding 3 vertices and 5 edges (in red for P A,2 , in blue for P A,3 ), so as to form a new copy of P A or its reversed image.
The monoid M A,2 witnesses for another property. By Proposition 6.9, reduction is semi-convergent for M A,2 , so, in other words, the latter satisfies Conjecture A of [6] . However, in M A,2 , let a be the 6-multifraction
corresponding to the outer boundary in Figure 6 (right). Then a is unital, and it reduces to 1 as semi-convergence requires. But applying to a maximal tame reduction [6, Prop. 4 .18] at the successive levels 1, 2, 3, 4, 5, 1, 2, 3, 1 yields the multifraction 1/[x 1 , y 0 ]/1/1/[x 1 , y 0 ]/1, which is not trivial. This shows that the universal recipe of [6, Def. 4 .27] may fail in M A,2 and, therefore, the latter does not satisfy Conjecture B of [6] . Thus, Conjecture B may be strictly stronger than Conjecture A.
6.3.
Examples where reduction is not semi-convergent. In the other direction, we now describe examples where reduction is not semi-convergent; more precisely, we establish Proposition C of the introduction by constructing for every even integer n a monoid for which reduction is p-semi-convergent for p < n, but not n-semi-convergent. So, we look for posets in which some closed zigzags are irreducible, the point being to ensure that the local lattice condition is true and all short zigzags are reducible.
Proposition 6.10. For n 4 even, let P C,n be the poset with domain {y} ∪ {x i , y i , z i | i = 1, ..., n} and relations x i y i z i and x i y i−1 z i for i = 1, ..., n with y 0 = y n , and x i y z j for i odd and j even, and let M C,n be its interval monoid. Then M C,n is a noetherian gcd-monoid for which reduction is p-semiconvergent for p < n but not n-semi-convergent.
Proof. The local lattice condition is checked directly by considering the various types of vertices in P C,n : typically, for i odd, P xi C,n is a 4-element lattice whereas, for i even, it consists of x i plus the six elements y i , y i−1 , y, z i−1 , z i , z i+1 and is a copy of the meet-semilattice P A of Proposition 6.6. Hence M C,n is a gcd-monoid. Moreover, as P C,n is finite, M C,n is noetherian.
As M C,n is an interval monoid, it embeds into its group by Proposition 3.3 and, therefore, reduction is 2-semi-convergent.
Consider the n-multifraction
which corresponds to the exterior loop in the right hand side diagram for P C,n . As the diagram is tiled by squares that correspond to defining relations of the monoid, a is unital. We claim that it is irreducible. Indeed, assume i even, hence negative in a. The only nontrivial left divisor of [ ] admit no common right multiple in M C,n , since z i and z i+1 admit no common upper bound in P C,n . Hence reduction is not n-semi-convergent for M C,n . Now, we claim that, for p < n even, all simple closed p-zigzags in P C,n are reducible. Indeed, assume that x is a simple closed zigzag of length p < n. Let γ be a loop in the Hasse diagram of P C,n connecting the points of x (such a path is not unique: in each diamond, one can choose one side or the other). We claim that, if γ does not visit the central vertex y, then x must be reducible: indeed, p < n implies that γ is too short to circle around y (in the sense of the right hand side diagrams in Figure 7 ) and, therefore, it must contain a U-turn that corresponds either to a pattern s, t, s (one arrow crossed back and forth) or to a pattern s, t, u, s (four arrows around a diamond), both directly implying that x is reducible. Now assume Figure 7 . The Hasse diagram of the poset P C,n , for n = 4 (top) and n = 6 (bottom), viewed as a necklace of n connected diamonds plus a central n-ray cross connecting each other endpoint (left) and as a planar graph (right).
that γ visits y, and consider what happens in the preceding steps: owing to the symmetries, we can assume with loss of generality that γ reaches y from z 1 , which must be an entry of x, since it is maximal in P C,n . Before z 1 , γ can come either from y, in which case x is reducible since γ includes the pattern y, z 1 , y, or from y 1 , or from y n , the latter two cases being symmetric. So assume γ contains y 1 , z 1 , y. Before that, γ can come either from z 1 , in which case x is obviousy reducible, or from z 2 (downwards), or from x 1 or x 2 (upwards). If γ contains z 2 , y 1 , z 1 , y, then x, which then contains the entries z 2 , y 1 , z 1 , x for some x y < z 1 , is reducible, because y and y 1 admit the common lower bound x 2 . If γ contains x 1 , y 1 , z 1 , y, the vertex before x 1 must be either y 1 , in which case x is reducible, or y n , in which case x is also reducible as we have y n < z 1 . Finally, if γ contains x 2 , y 1 , z 1 , y, then x is reducible, because we have x 2 < y. By applying Corollary 5.21, we conclude that reduction is p-semi-convergent for M C,n . (For n 6, in the special case of 4-zigzags, we can alternatively observe that the vertices y i and y witness that the poset P C,n has the interpolation property and apply Lemma 6.4.) Remark 6.11. Say that (c 1 , ..., c n ) is a central cross for an n-multifraction b if b i = c i−1 c i (resp., b i = c i c i−1 ) holds for every i positive (resp., negative) in b (with the convention c 0 = c n ). The right hand side diagrams in Figure 7 show that the multifraction
admits a central cross and that the multifraction a witnessing for the failure of nsemi-convergence is an lcm-expansion of b, meaning [5] that, for each i n, there are decompositions
) for i positive (resp., negative) in b. Multifractions admitting a central cross are, in some sense, the simplest unital multifractions, and they are always reducible; their lcm-expansions, which are also unital, appear as the next complexity step in the family of unital multifractions. Thus, if we say that reduction is weakly n-semi-convergent for M if every lcm-expansion of an n-multifraction with a central cross is either trivial or reducible, then reduction fails not only to be n-semi-convergent, but even to be weakly n-semi-convergent for M C,n .
Remark 6.12. The monoid M C,n contradicts the known alternative forms of semi-convergence. For instance, the element g = [
On the other hand, the 6-multifraction
turns out to be reducible both to 1 and to a · 1, where a is the irreducible multifraction in the proof of Proposition 6.10, contradicting weak confluence in M C,4 .
As in Section 4, some quotients of the monoids M C,n share their properties but have fewer atoms. Starting from M C,4 , which has 20 atoms, one finds that a, ..., f, x, y | ab = ba, cd = dc, ef = fe, db = x 2 , eb = y 2 , ca = xy, fa = yx + is a gcd-monoid M for which reduction fails to be 4-semi-convergent (and even weakly 4-semi-convergent): the unital 4-multifraction ac/bd/af/be is irreducible. Similarly, starting from M C,6 , which has 30 atoms, we find that a, ..., f, x, y, z | ab = ba, cd = dc, ef = fe, ea = xy, ae = yx, db = zy, bd = yz, fc = xz, cf = zx + , is a gcd-monoid in which ac/ed/fb/ca/de/bf is unital and irreducible, contradicting 6-semi-convergence-and even weak 6-semi-convergence-whereas ac/ed/f/a/b/c/de/bf reduces both to 1 and to the previous nontrivial multifraction. However, it is not clear that, in the above quotients, 2-semi-convergence is preserved, that is, that these monoids embed into their respective groups.
Extending the method
We briefly discuss further extensions of the previous results.
7.1. Category monoids. To any poset P one can associate a (small) category Cat(P ), whose objects are the elements of P and where there is an arrow from x to y, which is then unique, if and only if x y holds. Now to every category C, one can associate its universal monoid U mon (C), defined by the generators f , where f is an arrow of C, and the relations f g = f · g , whenever f g is defined, (7.1)
whenever f is an identity of C . Equivalently, viewing a monoid as a category with exactly one object, U mon (C), together with the canonical functor (morphism of categories) C → U mon (C), f → f , is an initial object in the category of all functors from C to a monoid.
In [15] , many of the results proved here for the construction P → Int(P ) are established in the more general context of universal monoids of categories. Let us consider, for example, Proposition 3.3. Part (ii) of that result, about the existence of a unique normal form, can be extended to the universal monoid of any category: this is contained in [15, Lemma 3.4] , and can ultimately be traced back to Higgins [11] . On the other hand, Part (i) of Proposition 3.3, which states the embeddability of Int(P ) into its group, cannot be extended to an arbitrary category, simply because there are monoids that cannot be embedded into any group (consider non-cancellative monoids!).
Nevertheless, it is proved in [15, Thm. 10.1] that, for any category C, the monoid U mon (C) embeds into its group if and only if there are a group G and a functor ϕ : C → G such that the restriction of ϕ to every hom-set of C is one-to-one. This is applied, in [15, Ex. 10.2] , to the example below, leading us to a new gcd-monoid for which reduction is semi-convergent but not convergent. and the relations (7.4) satisfied. Zigzags need to be replaced by finite composable sequences x of non-identity arrows of either C 6 or its opposite category, with the source and the target of x identical. The crucial point is the observation that Proposition 5.9 can be extended, with a similar proof, to any category. Finally, reduction is not convergent for M D , as the 3-Ore condition fails in the monoid M D : the elements a, b, c pairwise admit common right multiples, but they admit no global common right multiple. 7.2. Artin-Tits monoids. Multifraction reduction was primarily introduced for investigating Artin-Tits monoids, which differ from the interval monoids of posets considered above in many aspects. However, the method of proof developed in Section 5 might extend to further monoids. Owing to Proposition 5.3, the point would be to identify a family that contains all ⊳-minimal unital multifractions and study their reduction. The approach may be of any interest only if that family is significantly smaller than the family of all multifractions-as is the family of simple multifractions in the case of an interval monoid.
What makes interval monoids (and, more generally, the category monoids of Subsection 7.1) specific is the existence of the source and target maps ∂ 0 , ∂ 1 , and the possibility of using them to split the elements of the monoid and the multifractions. As mentioned in Remark 3.11, the normal decomposition of Proposition 3.3 is a special case of the greedy normal form associated with a Garside family, and, in this case, simple multifractions are obtained by gluing matching elements of the smallest Garside family. A smallest Garside family exists in every gcd-monoid, and imitating the construction of Section 5 suggests to call a multifraction simple if its entries lie in the smallest Garside family and are matching, in some sense to be defined. In the case of an Artin-Tits of spherical type, or more generally of FC type, the notion of a signed word drawn in a finite fragment of the Cayley graph of M as considered in [8, Def. V.2.2] could provide a natural candidate. However, in contrast with the case of interval monoids, the family of ⊳-minimal multifractions is infinite in general: for instance, if M is the free commutative monoid on {a, b, c} (which satisfies the 3-Ore condition, and even the 2-Ore condition), the 6-multifraction a p /b p /c p /a p /b p /c p is unital and ⊳-minimal for every p 1. Thus, even in such an easy case, describing all ⊳-minimal multifractions is not obvious, and there seems to be still a long way before completing the approach for an arbitrary Artin-Tits monoid.
