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a b s t r a c t
The general problem in location theory deals with functions that find sites to minimize
some cost, or maximize some benefit, to a given set of clients. In the discrete case sites
and clients are represented by vertices of a graph, in the continuous case by points of a
network. The axiomatic approach seeks to uniquely distinguish certain specific location
functions among all the arbitrary functions that address this problem by using a list of
intuitively pleasing axioms. The median function minimizes the sum of the distances to
the client locations. This function satisfies three simple and natural axioms: anonymity,
betweenness, and consistency. They suffice on tree networks (continuous case) as shownby
Vohra (1996) [19], and on cube-free median graphs (discrete case) as shown by McMorris
et al. (1998) [9]. In the latter paper, in the case of arbitrary median graphs, a fourth axiom
was added to characterize the median function. In this note we show that the above
three natural axioms still suffice for the hypercubes, a special instance of arbitrary median
graphs.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Facility location problems involve a set of ‘clients’ at various given positions. One seeks a set of positions acceptable for
the providing of a given service. Graphs and networks are natural for this type of problem since they can model a network
of roads. Indeed, hundreds of papers have been written about location problems on graphs and networks using the geodesic
metric, see for example the reference lists in [12,16]. The specific application dictates which objective function might be
appropriate. To locate a site for an emergency service, one might seek to minimize the greatest distance to any client: hence
the center is a good choice. For a facility designed for the delivery of goods, the median set is reasonable. Many versions of
‘central’ subgraphs have been considered on various classes of graphs, see [5,21,22,18,17].
In social choice theory, voters or clients provide a list of preferences for the outcomes of a decision procedure. One seeks
a ‘consensus’, namely a set of outcomes that best satisfy the voters’ preferences. See the list of references in [20] for surveys
of social choice functions.
In both settings, that of consensus and that of location, numerous researchers have addressed the issue of identifying
an objective function via a succinct ‘wish list’ of desired properties. The goal here is to identify functions for which this
list, or something close, gives a characterization. This method allows one to argue in favor of a particular set of locations
(or particular consensus) as being precisely that satisfying certain desirable properties. Another perspective is that one
requires that consensus be achieved in a rational way, that is, the objective function should satisfy certain rational rules
or ‘consensus axioms’. In 1951 Arrow [1,2] initiated this approach for consensus functions by showing that certain sets of
axioms could not be satisfied.
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Fig. 1. The 3-cube and a balanced profile.
Three location functions have been studied axiomatically: the center function, the median function, and the mean
function. For the center function [11,15] and the mean [4,19,8], characterizations have been obtained only on trees and
tree networks. Characterizations beyond trees seem to be very difficult for these functions.
Themedian function is more promising. This function satisfies three simple and basic axioms: (A) Anonymity, the clients
are anonymous; (B) Betweenness, any location strictly between two clients minimizes the sum of the distances to these
two clients; and (C) Consistency, if two different sets of clients both prefer location x, then the union of all these clients also
prefer location x. On most graphs and networks these axioms are not sufficient to characterize the median function. Hence
the question arises: ‘‘On which graphs (networks) is the median function characterized by these three basic axioms?’’
Vohra [19] obtained a characterization of the median function on tree networks using three simple axioms, which can
be easily rephrased as (A)–(C). McMorris et al. [9] discussed the discrete case. They characterized the median function by
means of (A)–(C) on an important class of graphs that generalizes trees, namely ‘cube-free median’ graphs. To extend this
characterization to arbitrary ‘median’ graphs, the same authors [9] required a fourth less intuitively appealing ‘convexity’
axiom. In [6] another axiom, 12 -Condorcet, was introduced that did the same trick. For a survey of the results obtained so far
see [10].
A median graph is a graph in which any three vertices have a unique median vertex. Besides trees, examples are the
grid graphs and the hypercubes. Many applications of median graphs have been found in such diverse fields as biology,
chemistry, literary history, social choice, economics, and location theory, see e.g. [13,6,7,14]. There is a rich structure theory
for median graphs. Loosely speaking, a median graph can be obtained from a set of hypercubes by gluing these together
along subcubes in a tree-like fashion. Note that a tree can be obtained by gluing together 1-dimensional cubes (edges) along
0-dimensional cubes (vertices) such that no cycle arises. A cube-free median graph does not contain the 3-cube Q3, so only
edges and 4-cycles are used in this gluing process.
In [9] an example is given of a set of four clients on the 3-cube Q3. We recreate this example in Fig. 1 above, where the
black vertices represent the four clients. In fact this provided a bottleneck: the proofs for the cube-free case did not work
for this example, see [9]. Therefore a fourth axiom, Convexity, was introduced by McMorris et al. to make things work for
arbitrary median graphs. Implicitly it was suggested that this example could also serve as counter-example for the arbitrary
case. But basically it was an open problem: do the three axioms (A)–(C) suffice on the 3-cube to characterize the median
function or is this fourth axiom really necessary?
In this note we settle this open problem. To our surprise, it turns out that the three basic axioms (A)–(C) are sufficient to
characterize the median function on all hypercubes. The case for general median graphs remains open.
Recently a nice paper [3] appeared on the remoteness function: for a set of clients and a specific location the remoteness is
the sum of the distances of this location to the clients. The median function minimizes remoteness, the antimedian function
maximizes this value. This paper also explores this function on the hypercube. So there are similar ideas there. But the
problems considered are different: in [3] metric properties of these functions are studied with emphasis on the antimedian
function, here we seek axiomatic characterizations.
2. Preliminaries
Let G = (V , E) be a graph. For any u, v ∈ V , we denote the geodesic distance between u and v by d(u, v). The interval
between v and u in G is the set
IG(u, v) = {w | d(u, w)+ d(w, v) = d(u, v)},
in other words all vertices ‘between’ u and v. When no confusion arises, we write I(u, v).
A profile π of length k is a sequence π = (x1, x2, . . . , xk) of vertices of V with repetitions allowed. A profile represents
the location of the clients, wheremore than one client can be located at the same vertex. When π is a profile of finite length,
H.M. Mulder, B. Novick / Discrete Applied Mathematics 159 (2011) 939–944 941
we denote its length by |π |. We define V ∗ to be the set of all profiles of finite length. The concatenation of profiles π and ρ is
denotedπρ. For convenience,wewrite L(x1, . . . , xk) instead of L((x1, . . . , xk)), for any function L defined on profiles, butwill
keep the brackets where needed. A median of a profile π = (x1, x2, . . . , xk) is an element x ∈ V minimizing∑ki=1 d(x, xi).
Themedian set M(π) of π is the set of all medians of π . We also think ofM as a function, namely theMedian Function, from
V ∗ to 2V − ∅. Note that trivially, we have M(x) = {x}, and M(x, y) = I(x, y). Moreover, if I(u, v) ∩ I(v,w) ∩ I(w, u) ≠ ∅,
thenM(u, v, w) = I(u, v) ∩ I(v,w) ∩ I(w, u).
A consensus function on G is a function L : V ∗ → 2V − ∅. The three basic axioms for our consensus functions are
(A) Anonymity. For any profile π = (x1, x2, . . . , xk) on X and any permutation σ of {1, 2, . . . , k}, we have L(π) = L(πσ ),
where πσ = (xσ(1), xσ(2), . . . , xσ(k)).
(B) Betweenness. L(u, v) = I(u, v), for all u, v ∈ V .
(C) Consistency. If L(π) ∩ L(ρ) ≠ ∅ for profiles π and ρ, then L(πρ) = L(π) ∩ L(ρ).
It is an easy and well known result that (A)–(C) are satisfied by the median function for all graphs (in fact for all metric
spaces).
If anonymity holds, then a profile π might be considered as a multiset, where any element x occurs an equal number
of times in the profile as in the multiset. In the case of multisets α and β , we define α \ β in the usual way. Many authors
consider multisets only. For the definition of a median, we prefer the profile to be a sequence. But once in a while, below, it
is convenient to use the multiset approach. It belongs to folklore that (B) and (C) are independent. The consensus function
L on V defined by L(π) = V , for all π , clearly is anonymous and consistent, but does not satisfy betweenness unless G is
K1 or K2. The consensus function L on V defined by L(x, y) = I(x, y) for any x and y, and L(π) = V for all other π , satisfies
anonymity and betweenness, but not consistency, again, unless G is K1 or K2.
The n-cube, or n-dimensional hypercubeQn is the graphwhose vertex set is the collection of all subsets of {1, 2, . . . , n}with
two subsets A and B adjacent if and only if their symmetric difference contains exactly one element, that is |(A\B)∪(B\A)| =
1.We equate a subset A of {1, 2, . . . , n}with its incidence vector χA, namely the 0, 1-vector of length n having a 1 as the i-th
coordinate if and only if i ∈ A. We will refer to a vertex of Qn and its corresponding incidence vector interchangeably. For
any pair of vertices x, y of Qn, the quantity d(x, y) is equal to the Hamming distance between x and y, namely the number of
coordinates in which x and y differ. Note that in Qn the intervals are precisely the sub-hypercubes. For convenience, we will
denote the vertex set of Qn by Qn as well.
Let π = (x1, . . . , xm) be a profile on Qn. We define R(π) to be the m × n 0, 1-matrix whose rows are the 0, 1-vectors
x1, . . . , xm. We denote the i-th row of R(π) by Ri(π) (or simply Ri). We denote the j-th column by Rj(π) (or simply Rj). The
ij-th entry is Rij(π), or Rij. The following proposition is straightforward, but also follows from results in [13].
Proposition 1. The median set of any profile π of Qn is the sub-hypercube having 0-s (respectively 1-s) precisely in those
coordinates j for which the 0-s outnumber the 1-s (respectively the 1-s outnumber the 0-s) in Rj(π). In particular, when |π |
is odd, M(π) is a single vertex.
A profile π is balanced if every column Rj(π) in R(π) has an equal number of 0’s and 1’s. The profile (x1, x2, x3, x4) in
Fig. 1 above, is balanced. The complement v¯ of a vertex v in Qn is the vertex obtained from v by replacing all 0’s with 1’s and
all 1’s with 0’s. In Fig. 1 we have xi = y¯i for 1 ≤ i ≤ 4.
An immediate consequence of Proposition 1 is the following fact, cf. [9].
Corollary 2. The median set of a balanced profile is Qn. In particular M(v, v¯) = Qn, for every vertex v in Qn.
We define the complement of a profile π = (v1, v2, . . . , vk) by π = (v¯1, v¯2, . . . , v¯k). If π ′ is a subsequence of the profile
π then π − π ′ will denote the profile obtained by removing the elements of π ′ from π , and we will say that π ′ ⊆ π .
Amedian graph is a graph G = (V , E) such that, for any three vertices u, v, w
|I(u, v) ∩ I(v,w) ∩ I(w, u)| = 1.
It follows from results in [13] that this is equivalent to every profile of length 3 having a unique median. Observe that in a
median graph we haveM(u, v, w) = I(u, v) ∩ I(v,w) ∩ I(w, u) = M(u, v) ∩M(v,w) ∩M(w, u).
3. Lemmas
The first lemma applies to all graphs.
Lemma 3. Let L be a consensus function on a graph G satisfying axioms (A)–(C). Let π be a profile of minimum length for which
L(π) ≠ M(π). Then |π | ≥ 3.
Proof. If π is a single vertex x, then by consistency and betweenness we have
∅ ≠ L(x) = L(x) ∩ L(x) = L(x, x) = I(x, x) = {x} = M(x).
If π = (x, y), then by betweenness L(x, y) = I(x, y) = M(x, y). 
The next lemma applies to all median graphs.
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Lemma 4. Let L be a consensus function on a median graph G. Assume that L satisfies axioms (A)–(C). Let π be a profile of
minimum length for which L(π) ≠ M(π). Then |π | ≥ 4.
Proof. From Lemma 3 we have |π | ≥ 3. Let π = (x, y, z). From anonymity, betweenness, consistency and the definition of
median graph, it follows that
L(π) = L(x, y, z) = L(x, y, z) ∩ L(x, y, z)
= L(x, y, z, x, y, z) = L(x, y, y, z, z, x)
= L(x, y) ∩ L(y, z) ∩ L(z, x)
= I(x, y) ∩ I(y, z) ∩ I(z, x) = M(π). 
The remaining four lemmas apply to consensus functions on Qn.
Lemma 5. If a profile π is balanced, then M(π ′) = M(π − π ′), for any proper subprofile π ′ of π .
Proof. Let J0 (respectively J1) be the set of all indices j for which the 0’s outnumber the 1’s (respectively the 1’s outnumber
the 0’s) in Rj(π ′). Profile π being balanced implies that for each j ∈ J0, the 1’s outnumber the 0’s in Rj(π − π ′) and hence
the 0’s outnumber the 1’s in Rj(π − π ′). Similarly, for each j ∈ J1, the 1’s outnumber the 0’s in Rj(π − π ′). It follows that
M(π ′) and M(π − π ′) are identical: namely the sub-hypercube of Qn having a 0 in each coordinate j ∈ J0 and a 1 in each
coordinate j ∈ J1. Note that, when π ′ is balanced, we have J0 = J1 = ∅ andM(π ′) = M(π − π ′) = Qn. 
Lemma 6. Let L be a consensus function on Qn satisfying (A)–(C), and let π be a profile in Qn. Then L(ππ) = Qn.
Proof. Write π = (x1, . . . , xk). Then, for i = 1, . . . , k, we have L(xi, x¯i) = I(xi, x¯i) = Qn, by betweenness. So we get
Qn = L(x1, x¯1) ∩ · · · ∩ L(xk, x¯k)
= L(x1, x¯1, . . . , xk, x¯k) (by consistency)
= L(ππ) (by anonymity). 
We like to refer to the next result as the ‘all or nothing’ lemma. It is stated and proven in a slightly more general form
than we need for our main result.
Lemma 7. Let L be a consensus function satisfying (A)–(C) with L ≠ M. Let π be a profile on Qn of minimum length for which
L(π) ≠ M(π). If π is balanced, then either
(i) M(π ′) ⊆ L(π) for all π ′ ( π , or
(ii) M(π ′) ∩ L(π) = ∅ for all π ′ ( π.
Proof. Suppose that (ii) is false. Then for some π ′ ( π we haveM(π ′)∩ L(π) ≠ ∅. We claim thatM(π ′) ⊆ L(π). First note
that, by minimality of π , we have L(π ′) = M(π ′) as well as L(π − π ′) = M(π − π ′). Then we have
∅ ≠ L(π) ∩M(π ′) = L(π) ∩M(π − π ′) (by Lemma 5)
= L(π) ∩ L(π − π ′) (by minimality of π )
= L(π(π − π ′)) (by consistency)
= L(π ′(π − π ′)(π − π ′)) (by anonymity).
On the other hand we have
∅ ≠ M(π ′) = L(π ′) (by minimality of π )
= L(π ′) ∩ Qn = L(π ′) ∩ L((π − π ′)(π − π ′)) (by Lemma 6)
= L(π ′(π − π ′)(π − π ′)) (by consistency).
We conclude thatM(π ′) = L(π) ∩M(π ′), implying thatM(π ′) ⊆ L(π), as claimed.
We still need to show that (i) holds for arbitrary π ′ ( π . Our assumption of anonymity allows us to replace sequences
with underlying multisets and to speak interchangeably about profiles and multisets. Clearly one can transition from the
multiset π ′ ( π to any other multiset ρ ( π by sequentially removing an element in π ′ \ ρ or adding an element in ρ \ π ′.
Hence it suffices to show that, for any π ′ ( π withM(π ′) ⊆ L(π), we have
(a) M(π ′x) ⊆ L(π) for all x ∈ π − π ′, if |π ′| < |π | − 1
(b) M(π ′ − y) ⊆ L(π) for all y ∈ π ′, if |π ′| > 1.
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In fact we show something a bit stronger. Let α and β be any two subprofiles each strictly contained in π and having the
property thatα andβ differ by exactly one element, so |β| = |α|±1. Note that the sequenceβ is obtained from the sequence
α by either deleting an element from α or inserting an element somewhere in α. The sub-hypercubesM(α) andM(β) have
nonempty intersection unless for some index j, the column Rj(α) has more 1’s than 0’s (respectively more 0’s than 1’s) and
column Rj(β) has more 0’s than 1’s (respectively more 1’s than 0’s). But since the columns Rj(α) and Rj(β) differ in length
by exactly one element and for the rest are equal, such a scenario is not possible. Now if the median set of one of the two
profiles, say α, is contained in L(π), then the nonempty intersection of M(α) and M(β) is also contained in L(π), hence
M(β) ∩ L(π) ≠ ∅. By our argument above we haveM(β) ⊆ L(π). 
If π is a profile on Qn we say that π has the consecutive 0, 1 property if for every column Rj of R(π) every 0 occurs in a
row with smaller index than does every 1.
Lemma 8. Let L be a consensus function on Qn satisfying (A)–(C). Let π be a profile with the consecutive 0, 1 property. Then
L(π) = M(π).
Proof. The proof is by induction on the length m of the profile. By Lemma 4, the statement holds for m ≤ 3. Take m ≥ 4,
assume that the statement holds for profiles of length less than m and let π = (x1, . . . , xm) have the consecutive 0, 1
property. Removing the first and last element x1 and xm from π will not destroy the consecutive 0, 1 property. Hence by the
inductive assumption, L(x2, x3, . . . , xm−1) = M(x2, x3, . . . , xm−1).
Let R = R(π). Any column j for which R1j = 1 consists entirely of 1’s. Denote this set of columns by J1. Any column j for
which Rmj = 0 consists entirely of 0’s. Denote this set of columns by J0. Hence, every element x ∈ M(x2, x3, . . . , xm−1) has
0’s in all coordinates j ∈ J0 and 1’s in all coordinates j ∈ J1. Also note thatM(x1, xm) is the sub-hypercube whose set of 0’s is
J0 and whose set of 1’s is J1. It follows thatM(x2, x3, . . . , xm−1) is contained in, and hence has nonempty intersection with,
M(x1, xm). Therefore, by induction and the three axioms, we have
M(π) = M(x2, x3, . . . , xm−1) ∩M(x1, xm)
= M(x2, x3, . . . , xm−1) ∩ I(x1, xm)
= L(x2, x3, . . . , xm−1) ∩ L(x1, xm)
= L(π). 
4. Main result
In this section we establish our main result: the only consensus function on Qn satisfying (A)–(C) is the median function.
We require an operation on profiles: the 0-percolation. Let π be a profile which fails to enjoy the consecutive 0, 1 property.
Let j be the smallest index for which Rj(π) has at least one 1 in a row having smaller index than some 0. Let i be the smallest
index such that Rij(π) = 1 but R(i+1,j)(π) = 0. We define perc(π) to be the profile with R(perc(π)) identical to R(π) but
with Rij(perc(π)) = 0 and R(i+1,j)(perc(π)) = 1. So we interchange 1 and 0 in the most upper left case where R violates the
consecutive 0, 1 property.
Theorem 9 (Main Result). Let L be a consensus function on Qn. Then L satisfies (A)–(C) if and only if L = M.
Proof. The if direction is known:M satisfies (A)–(C). For the only if direction, let L be a consensus function on Qn satisfying
(A)–(C). We will show that L is the median function M . Assume to the contrary that there is a profile π for which
L(π) ≠ M(π). Choose π of smallest possible length. By Lemma 4 we have |π | ≥ 4. It is clear that a sufficient number
of repeated applications of the 0-percolation operation to any profile of length |π | will result in a profile π∗, of the same
length, that does have the consecutive 0, 1 property. Then, by Lemma 8, we have L(π∗) = M(π∗). Therefore, it is legitimate
to make one further assumption about π : namely, that π is the penultimate profile for which L ≠ M as the repeated
0-percolation operation is applied. Hence one more application results in L(perc(π)) = M(perc(π)). Denote perc(π) by π˜ .
So L(π) ≠ M(π), but L(π˜) = M(π˜). Since 0-percolation does not change the numbers of 0’s and 1’s in each column of the
matrices, the corresponding profiles still have the same median set, soM(π) = M(π˜).
Note that thematrices R(π) and R(π˜) are identical except in two entries: say in row i, column j and in row (i+1), column
j. Specifically, Rij(π) = 1, R(i+1,j)(π) = 0, Rij(π˜) = 0, and R(i+1,j)(π˜) = 1. Denote the row vector Ri(π) by a, the row vector
Ri+1(π) by b, the row vector Ri(π˜) by a˜, and the row vector R(i+1)(π˜) by b˜. Note that we have π˜ = (π − (a, b))(a˜, b˜).
We claim that L(a, b, a˜, b˜) = M(a, b, a˜, b˜). Indeed, if we assume the contrary, then (a, b, a˜, b˜) having length 4 must be
a minimal profile for which L ≠ M . Clearly, it is balanced. Hence Lemma 7 applies. But M(a, a˜) is the (n − 1)-dimensional
sub-hypercube with all 1’s in the j-th coordinate and M(b, b˜) is the (n − 1)-dimensional sub-hypercube with all 0’s in the
j-th coordinate. The union of these two sub-hypercubes is the entire Qn. Since L(a, b, a˜, b˜) ≠ ∅, it follows that L(a, b, a˜, b˜)
intersects at least one of these two complementary sub-hypercubes. So case (i) of Lemma 7 holds, which implies that
Qn = M(a, a˜) ∪M(b, b˜) ⊆ L(a, b, a˜, b˜) ⊆ Qn.
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So we have L(a, b, a˜, b˜) = Qn.
It is also easy to check, using consistency and betweenness, that
L(a˜, a˜, b˜, b˜) = I(a˜, a˜) ∩ I(b˜, b˜) = Qn = M(a˜, a˜, b˜, b˜).
We use these two facts, and together with consistency and anonymity we get:
L(π) = L(π) ∩ Qn = L(π) ∩ L(a˜, a˜, b˜, b˜) = L(π(a˜, a˜, b˜, b˜))
= L((π − (a, b))(a˜, b˜)(a, b, a˜, b˜))
= L(π˜(a, b, a˜, b˜)) = L(π˜) ∩ L(a, b, a˜, b˜)
= L(π˜) ∩ Qn = L(π˜) = M(π˜) = M(π).
This contradicts our choice of π , by which we have completed the proof. 
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