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Abstract: In 1997, X. Xu [18, 19] invented a concept of Novikov-Poisson algebras (we
call them Gelfand-Dorfman-Novikov-Poisson (GDN-Poisson) algebras). We construct a
linear basis of a free GDN-Poisson algebra. We define a notion of a special GDN-Poisson
admissible algebra, based on X. Xu’s definition and an S.I. Gelfand’s observation (see
[9]). It is a differential algebra with two commutative associative products and some
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extra identities. We prove that any GDN-Poisson algebra is embeddable into its universal
enveloping special GDN-Poisson admissible algebra. Also we prove that any GDN-Poisson
algebra with the identity x◦ (y · z) = (x◦ y) · z+(x◦ z) · y is isomorphic to a commutative
associative differential algebra.
Key words: Poincare´-Birkhoff-Witt theorem; GDN-Poisson algebra; special GDN-
Poisson admissible algebra.
AMS Mathematics Subject Classification (2000): 16S10, 17A30, 17A50.
1 Introduction
I.M. Gelfand and I.Ya. Dorfman [9], in connection with Hamiltonian operators in the
formal calculus of variations, invented a new class of nonassociative algebras, defined by
identities
x ◦ (y ◦ z)− (x ◦ y) ◦ z = y ◦ (x ◦ z)− (y ◦ x) ◦ z (left symmetry),
(x ◦ y) ◦ z = (x ◦ z) ◦ y (right commutativity) (1)
S.I. Gelfand (see [9]) introduced an important subclass of new algebras (1). Namely,
any associative commutative differential algebra (C, ·) is an algebra (1) under a new
multiplication x ◦ y = x(Dy). Independently, S.P. Novikov ([3, 11]) invented the same
algebras in connection with linear Poisson brackets of hydrodynamic type. J.M. Osborn
[12–15] gave the name Novikov algebra (he knew both papers [3, 9]) to this kind of algebras
and began to classify simple Novikov algebras as well as irreducible modules.
Considering the contributions of Gelfand and Dorfman to Novikov algebras, in this
paper we call Novikov algebras as Gelfand-Dorfman-Novikov algebras (GDN algebras for
short), Novikov-Poisson algebras as Gelfand-Dorfman-Novikov-Poisson algebras (GDN-
Poisson algebras for short).
As it was pointed out in [11], E.I. Zelmanov answered to a Novikov’s question about
simple finite dimensional GDN algebras over a field of characteristic 0. He proved that
there are no such algebras, see [23]. V.T. Filippov [8] found first examples of simple
infinite dimensional GDN algebras of characteristic p ≥ 0 and simple finite dimensional
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GDN algebras of characteristic p > 0. J.M. Osborn and E.I. Zelmanov [16] classified sim-
ple GDN algebras A over an algebraically closed field of characteristic 0 with a maximal
subalgebra H such that A/H has a finite dimensional irreducible H-submodule (V. Gulli-
men’s type of condition) (up to isomorphisms of B. Weisfeiler associated graded algebras).
A. Dzhumadil’daev and C. Lo¨fwall [7] constructed a linear basis of a free GDN algebra
using trees and a free commutative associative differential algebra. There were also quite
a few papers on the structure theory (for example, X. Xu [17–19], C. Bai and D. Meng
[1, 2], L. Chen, Y. Niu and D. Meng [6], D. Burde and K. Dekimpe [5]) and combinatorial
theory of GDN algebras, and irreducible modules over GDN algebras, with applications
to mathematics and mathematical physics.
In [18–20], X. Xu introduced a concept of GDN-Poisson algebras in order to study
the tensor theory of GDN algebras. Then he classified GDN-Poisson algebras whose
GDN algebras are simple with an idempotent element. Moreover, he showed that a
class of simple GDN algebras without idempotent elements can be constructed through
GDN-Poisson algebras. Certain new simple Lie superalgebras induced by GDN-Poisson
algebras are also introduced by him. X. Xu connected certain GDN-Poisson algebras
with Hamiltonian superoperators and proved that they induce Lie superalgebras, which
are natural generalizations of the super-Virasoro algebras in special cases.
Since then, there have been several papers on GDN-Poisson algebras, see [22, 24].
There are also papers about embedding on GDN-Poisson algebras, for example [21]; papers
on GDN-Poisson algebras and associative commutative derivation algebras [25].
The paper is organized as follows. In section 2 we first introduce the concept of a
special GDN-Poisson admissible algebra and then construct a linear basis of a free GDN-
Poisson algebra over an arbitrary field. In section 3 we prove a Poincare´-Birkhoff-Witt
(PBW for short) theorem: any GDN-Poisson algebra is embeddable into its universal
enveloping special GDN-Poisson admissible algebra. In section 4 we show that any GDN-
Poisson algebra (with unit e with respective to ·) satisfying the identity x ◦ (y · z) =
(x ◦ y) · z + (x ◦ z) · y is isomorphic to a commutative associative differential algebra both
as GDN-Poisson algebra and as commutative associative differential algebra.
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2 Free GDN-Poisson algebras
A GDN algebra ([3]) A is a vector space with a bilinear operation ◦ satisfying the two
identities
x ◦ (y ◦ z)− (x ◦ y) ◦ z = y ◦ (x ◦ z)− (y ◦ x) ◦ z (left symmetry),
(x ◦ y) ◦ z = (x ◦ z) ◦ y (right commutativity).
A GDN-Poisson algebra ([18]) A is a vector space with two bilinear operations “ · ”
and “ ◦ ” such that (A, ·) forms a commutative associative algebra and (A, ◦) forms a
GDN algebra with the compatibility conditions:
(x · y) ◦ z = x · (y ◦ z),
(x ◦ y) · z − x ◦ (y · z) = (y ◦ x) · z − y ◦ (x · z), x, y, z ∈ A.
Throughout the paper, we only consider GDN-Poisson algebras with unit e with re-
spect to ·.
As usual, let F (Ω, X) be a free Ω-algebra generated by X , where Ω is a given set of
operator symbols and X is a non-vacuous set. The set of words in F (Ω, X) is denoted
by W (Ω, X) (for definitions of Ω-algebra and words, see [4] and Chapter 2 in [10]). For
example, let GDNP (X) be a free GDN-Poisson algebra over a field k generated by X .
Then (i) x, e are words in GDNP (X) for any x ∈ X ; (ii) If u, v are words in GDNP (X),
then ·uv and ◦uv are words in GDNP (X). For convenience, we will write (uδv) instead
of δuv if δ is a binary operator. Moreover, we always omit the leftmost “(” and the
rightmost “)” of a word. For example, ((x1 ◦ x1) · (x1 ◦ e)) ◦ x2 is a word in GDNP (X).
For any words w1, w2, . . . , wn ∈ W (Ω, X) and binary operators δ1, δ2, . . . , δn−1 ∈ Ω,
define
[w1δ1w2δ2 · · · δn−1wn]L := (. . . ((w1δ1w2)δ2w3)δ3 · · · δn−2wn−1)δn−1wn
(left-normed bracketing) and
[w1δ1w2δ2 · · · δn−1wn]R := w1δ1(w2δ2 · · · δn−3(wn−2δn−2(wn−1δn−1wn)) . . . )
(right-normed bracketing).
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For any word T in GDNP (X), define
|T |◦ := the number of “ ◦ ” that appears in T,
|T |
X
:= the number of elements in X that appears in T .
For example, let T = (x1 ◦ x1) · (x1 ◦ e). Then |T |X = 3, |T |◦ = 2.
We call w a GDN tableau ([7]) over a well-ordered set X , if
w = (. . . ((a1,r1+1 ◦ A1) ◦ A2) ◦ · · · ◦ An) (left-normed bracketing),
where Ai = (ai,ri ◦ · · · ◦ (ai,3 ◦ (ai,2 ◦ai,1)) . . . ) (right-normed bracketing), 1 ≤ i ≤ n, ai,j ∈
X, satisfying that (i) ri ≥ ri+1, (ii) ai,1 ≥ ai+1,1 if ri = ri+1, i ≥ 1, (iii) a1,r1+1 ≥ a1,r1 ≥
· · · ≥ a1,3 ≥ a1,2 ≥ a2,r2 ≥ · · · ≥ a2,3 ≥ a2,2 ≥ an,rn ≥ · · · ≥ an,3 ≥ an,2.
Let [X ] be the commutative monoid generated by X with unit e. We call T = u ·w a
GDN-Poisson tableau over X , if u = b1 · · · bm ∈ [X ] (each bi ∈ X) and w = (· · · ((a1,r1+1 ◦
A1) ◦A2) ◦ · · · ◦An) is a GDN tableau over X ∪ {e} (e < x for any x ∈ X) satisfying that
(i) an,2 ≥ b1 ≥ · · · ≥ bm, (ii) if an,2 = e, then m = 0, i.e., T = w.
We call [a1 ◦ a2 ◦ · · · ◦ an]R a row in GDNP (X) if ai ∈ [X ], for all 1 ≤ i ≤ n.
We will prove that the set of the GDN-Poisson tableaux over X is a linear basis of
GDNP (X).
Unless otherwise stated, throughout the paper, we use a, b, c, . . . to denote elements in
X ∪{e}, α, β, γ, . . . elements in the field k, u, v, . . . words in the commutative associative
monoid [X ], T word in GDNP (X), m,n, p, q, t, l, i, j, . . . nonnegative integer numbers.
Moreover, we may omit ·, if · is a commutative and associative bilinear operation. For
example, T1 · T2 · T3 (with any bracketing) in GDNP (X) is simply denoted by T1T2T3.
Definition 2.1. A special GDN-Poisson admissible algebra (A, ·, ∗, D) is a vector space
with bilinear operations ·, ∗ and a linear operation D such that (A, ·) forms a commuta-
tive associative algebra with unit e, (A, ∗) forms a commutative associative algebra and
“·, ∗, D” are compatible in the sense that the following identities hold:
(x · y) ∗ z = x · (y ∗ z),
D(x ∗ y) = (Dx) ∗ y + x ∗ (Dy),
D(x · y) = (Dx) · y + x · (Dy)− x · y · (De).
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Let (A, ·, ∗, D) be a special GDN-Poisson admissible algebra. Then for any x, y, z ∈ A,
we have
(x · y) ∗ z = x · (y ∗ z),
(x ∗ y) · z = (y ∗ x) · z = z · (y ∗ x) = (z · y) ∗ x = x ∗ (z · y) = x ∗ (y · z).
Therefore, for any y1, . . . , yn ∈ A, δ1, . . . , δn−1 ∈ {·, ∗}, we have [y1δ1y2δ2 · · · δn−1yn]L =
(y1δ1y2δ2 · · · δn−1yn) (with any bracketing), and thus y1δ1y2δ2 · · · δn−1yn makes sense.
Lemma 2.2. Let (A, ·, ∗, D) be a special GDN-Poisson admissible algebra. The operation
◦ on A is defined by
x ◦ y := x ∗Dy, x, y ∈ A.
Then (A, ·, ◦) forms a GDN-Poisson algebra.
Proof. The proof is straightforward. For example,
(x ◦ y) · z − x ◦ (y · z)
= (x ∗Dy) · z − x ∗ (Dy · z)− x ∗ (y ·Dz) + x ∗ (y · z ·De)
= −x ∗ y ·Dz + x ∗ y · z ·De
= (y ◦ x) · z − y ◦ (x · z).
The other identities can be proved similarly.
Define D0a := a, a ∈ X ∪ {e}. Let Y = {Dia, ·, ∗ | i ∈ Z≥0, a ∈ X ∪ {e}} and Y
+ be
the free semigroup generated by Y ,
C[X ] := {Di1a1 ∗ · · · ∗D
ijaj ·D
ij+1aj+1 ·D
ij+2aj+2 · · ·D
inan ∈ Y
+ | n ≥ 1, 1 ≤ j ≤ n,
(i1, a1) ≥ · · · ≥ (in, an) lexicographically, and if j < n, then (in, an) 6= (0, e)},
where Z≥0 is the set of nonnegative integer numbers.
For any w1 = D
i1a1 ∗ · · · ∗D
inan ·D
in+1an+1 · · ·D
in+man+m, w2 = D
j1b1 ∗ · · · ∗D
jpbp ·
Djp+1bp+1 · · ·D
jp+qbp+q ∈ C[X ], define w1 = w2 if and only if n = p,m = q, (il, al) = (jl, bl)
for all 1 ≤ l ≤ n +m.
Let kC[X ] be the linear space with a k-basis C[X ] and w1, w2 be as above. Let
Dl1c1, . . . , D
ln+m+p+qcn+m+p+q be a reordering ofD
i1a1, . . . ,D
in+man+m,D
j1b1, . . . ,D
jp+qbp+q,
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such that (l1, c1) ≥ · · · ≥ (ln+m+p+q, cn+m+p+q) lexicographically. For convenience, we de-
fine (ln+m+p+q+1, cn+m+p+q+1) = (0, e).
We define the bilinear operations ·, ∗ and the linear operation D on kC[X ] as follows:
(i) w1 · w2 := D
l1c1 ∗ · · · ∗ D
ln+p−1cn+p−1 · D
ln+pcn+p · · ·D
ltct, where t = n + p − 1 if
(ln+p, cn+p) = (0, e); otherwise, n+p ≤ t ≤ n+m+p+q, (lt, ct) > (0, e) = (lt+1, ct+1).
(ii) w1 ∗ w2 := D
l1c1 ∗ · · · ∗ D
ln+pcn+p · D
ln+p+1cn+p+1 · · ·D
ltct, where t = n + p if
(ln+p+1, cn+p+1) = (0, e); otherwise, n+ p+1 ≤ t ≤ n+m+ p+ q, (lt, ct) > (0, e) =
(lt+1, ct+1).
(iii) D(w1) :=
∑
1≤t≤n+m[D
i1a1δ1D
i2a2δ2 · · · δt−1D
it+1atδt · · · δn+m−1D
in+man+m]L−mw1·
De, where δ1 = · · · = δn−1 = ∗ and δn = · · · = δn+m−1 = ·.
With notations as above, we have
Lemma 2.3. (kC[X ], ·, ∗, D) is a special GDN-Poisson admissible algebra.
Proof. By definitions of · and ∗, we have [Di1a1∗· · ·∗D
inan·D
in+1an+1 · · ·D
in+man+m·e]L =
w1 = w1·e = e·w1 and w1·w2 = [D
l1c1∗· · ·∗D
ln+p−1cn+p−1·D
ln+pcn+p · · ·D
ln+m+p+qcn+m+p+q]L .
It follows immediately that · is associative and commutative. Similarly, ∗ is associative
and commutative. Moreover, the identity x · (y ∗ z) = (x · y) ∗ z follows by the above
arguments. Let Din+m+1an+m+1 = D
in+m+2an+m+2 = · · · = D
in+m+lan+m+l = e. Then
D([w1 ·D
in+m+1an+m+1 ·D
in+m+2an+m+2 · · ·D
in+m+lan+m+l]L) = D(w1)
= [D(w1) ·D
in+m+1an+m+1 ·D
in+m+2an+m+2 · · ·D
in+m+lan+m+l]L
+
∑
n+m+1≤t≤n+m+l
[w1 ·D
in+m+1an+m+1 · · ·D
it+1at · · ·D
in+m+lan+m+l]L − lw1 ·De
=
∑
1≤t≤n+m+l
[Di1a1δ1 · · · δt−1D
it+1atδt · · · δn+m+l−1D
in+m+lan+m+l]L
−(m+ l)[w1 ·D
in+m+1an+m+1 ·D
in+m+2an+m+2 · · ·D
in+m+lan+m+l]L ·De,
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where δ1 = · · · = δn−1 = ∗ and δn = · · · = δn+m+l−1 = ·. Therefore,
D(w1 · w2)
= D([Dl1c1 ∗ · · · ∗D
ln+p−1cn+p−1 ·D
ln+pcn+p · · ·D
ln+m+p+qcn+m+p+q]L)
=
∑
1≤t≤n+m+p+q
[Dl1c1δ1D
l2c2δ2 · · · δt−1D
lt+1ctδt · · · δn+m+p+q−1D
ln+m+p+qcn+m+p+q]L
−(m+ q + 1)w1 · w2 ·De
=
∑
1≤t≤n+m
[Di1a1η1D
i2a2η2 · · ·ηt−1D
it+1atηt · · ·ηn+m−1D
in+man+m]L · w2 −mw1 ·De · w2
+
∑
1≤t≤p+q
[Dj1b1ν1D
j2b2ν2 · · · νt−1D
jt+1btνt · · · νp+q−1D
jp+qbp+q]L · w1 − qw2 ·De · w1
−w1 · w2 ·De
= D(w1) · w2 +D(w2) · w1 − w1 · w2 ·De,
where δ1 = · · · = δn+p−2 = η1 = · · · = ηn−1 = ν1 = · · · = νp−1 = ∗ , δn+p−1 = · · · =
δn+m+p+q−1 = ηn = · · · = ηn+m−1 = νp = · · · = νp+q−1 = ·.
D(w1 ∗ w2)
= D([Dl1c1 ∗ · · · ∗D
ln+pcn+p ·D
ln+p+1cn+p+1 · · ·D
ln+m+p+qcn+m+p+q]L)
=
∑
1≤t≤n+m+p+q
[Dl1c1δ1D
l2c2δ2 · · · δt−1D
lt+1ctδt · · · δn+m+p+q−1D
ln+m+p+qcn+m+p+q]L
−(m+ q)w1 · w2 ·De,
=
∑
1≤t≤n+m
[Di1a1η1D
i2a2η2 · · ·ηt−1D
it+1atηt · · ·ηn+m−1D
in+man+m]L ∗ w2 −mw1 ·De ∗ w2
+
∑
1≤t≤p+q
[Dj1b1ν1D
j2b2ν2 · · · νt−1D
jt+1btνt · · · νp+q−1D
jp+qbp+q]L ∗ w1 − qw2 ·De ∗ w1
= D(w1) ∗ w2 +D(w2) ∗ w1,
where δ1 = · · · = δn+p−1 = η1 = · · · = ηn−1 = ν1 = · · · = νp−1 = ∗ , δn+p = · · · =
δn+m+p+q−1 = ηn = · · · = ηn+m−1 = νp = · · · = νp+q−1 = ·.
It follows that (kC[X ], ·, ∗, D) is a special GDN-Poisson admissible algebra.
Let C(X) be a free special GDN-Poisson admissible algebra generated by X and
C[X ]′ := {[w]
L
| w ∈ C[X ]}. Then we have
Lemma 2.4. The set C[X ]′ is a linear generating set of C(X).
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Proof. Given a word w ∈ C(X), we can apply D(x ∗ y) = Dx ∗ y + x ∗ Dy and
D(x ·y) = Dx ·y+x ·Dy−x ·y ·De (if any) to rewrite w as a linear combination of words of
the form (Di1a1δ1D
i2a2δ2 · · · δn−1D
inan) (with some bracketing), where n ≥ 1, a1, . . . , an ∈
X∪{e}, i1, . . . in ∈ Z≥0. Noting that for any x, y, z ∈ C(X), (x·y)∗z = x·(y∗z) and (x∗y)·
z = x ∗ (y · z), we have [Di1a1δ1D
i2a2δ2 · · · δn−1D
inan]L = (D
i1a1δ1D
i2a2δ2 · · · δn−1D
inan)
(with any bracketing). Since [x · y ∗ z]
L
= (x · y) ∗ z = z ∗ (x · y) = (z ∗ x) · y =
(x ∗ z) · y = x ∗ (z · y) = x ∗ (y · z) = (x ∗ y) · z = [x ∗ y · z]
L
, we may assume that, in
[Di1a1δ1D
i2a2δ2 · · · δn−1D
inan]L , δ1 = δ2 = · · · = δl = ∗, δl+1 = δl+2 = · · · = δn−1 = · for
some 0 ≤ l ≤ n − 1. Finally, by applying the commutativity of · and ∗, we get that any
element of C(X) can be written as a linear combination of elements of C[X ]′.
Lemma 2.5. The algebra (kC[X ], ·, ∗, D) is isomorphic to C(X).
Proof. Define a special GDN-Poisson admissible algebra homomorphism η : C(X) −→
kC[X ] induced by η(a) = a for any a ∈ X . Since C[X ]′ is a linear generating set of C(X)
and η([w]
L
) = w for any w ∈ C[X ] and C[X ] is a linear basis of kC[X ], we have that
C[X ]′ is a linear basis of C(X). It follows that η is an isomorphism.
From now on, we identify C[X ]′ with C[X ].
Let w = Di1a1 ∗ · · · ∗D
ijaj ·D
ij+1aj+1 ·D
ij+2aj+2 · · ·D
inan ∈ C[X ]. Define
wt(w) := (
∑
1≤t≤n
it)− (j − 1), |w|∗ := j − 1, ord(w) := (|w|∗, i1, a1, . . . , in, an,−1).
We order the set of C[X ] as follows:
w1 < w2 ⇔ ord(w1) < ord(w2) lexicographically.
The proof of the following lemma is straightforward.
Lemma 2.6. (i) For any w1, w2, w3 ∈ C[X ], we have
w1 < w2 ⇒ w1 ∗ w3 < w2 ∗ w3, w1 · w3 < w2 · w3.
(ii) Let w = Di1a1 ∗ · · · ∗ D
ijaj · D
ij+1aj+1 · D
ij+2aj+2 · · ·D
inan. If (i1, a1) > (i2, a2),
then
D(w) = Di1+1a1 ∗ · · · ∗D
ijaj ·D
ij+1aj+1 ·D
ij+2aj+2 · · ·D
inan,
where f is the leading word of f ∈ kC[X ].
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Define
GDNP
0
(X) := spank{w ∈ C[X ] | wt(w) = 0},
which is the subspace of C(X) spanned by the set {w ∈ C[X ] | wt(w) = 0}. Then
it is clear that (GDNP
0
(X), ·, ◦) is a GDN-Poisson subalgebra of (C(X), ·, ◦). We will
prove that GDNP
0
(X) is a free GDN-Poisson algebra generated by X , i.e., GDNP (X) ∼=
GDNP
0
(X), see Lemma 3.1.
Definition 2.7. Let Ω = {·, ◦}, where ·, ◦ are binary operator symbols. A root function
from the set of words of a free Ω-algebra F (Ω, X ∪ {e}) to Z≥0 is defined as follows: for
any words T1, T2,
(i) r(a) = 0 for any a ∈ X ∪ {e};
(ii) r(T1 · T2) = r(T1) + r(T2);
(iii) r(T1 ◦ T2) = r(T1) + 1 if |T2|◦ = 0, and r(T1 ◦ T2) = r(T1) + r(T2) if |T2|◦ ≥ 1.
We call r(T ) the root number of T . It is clear that r(T1 ◦T2) = r(T1)+max{1, r(T2)}.
For any word T ∈ GDNP (X), we can take T as a word in F (Ω, X ∪ {e}). Then r(T )
also makes sense.
Example 2.8. For any ui ∈ [X ], i ≥ 1, n ≥ 1, we have r([u1 ◦ u2 ◦ · · · ◦ un]L) = n− 1.
By definition, we have the following lemmas.
Lemma 2.9. For any words x, y, z ∈ F (Ω, X ∪{e}), we have r((x◦y)◦ z) = r((x◦ z)◦y)
and r((x · y) ◦ z) = r(x · (y ◦ z)).
Lemma 2.10. For any words T1, T2, T ∈ F (Ω, X ∪ {e}), if r(T1) > r(T2), then we have
(i) r(T1 ◦ T ) > r(T2 ◦ T );
(ii) r(T ◦ T1) > r(T ◦ T2) if r(T1) > 1, r(T ◦ T1) = r(T ◦ T2) if r(T1) = 1.
Lemma 2.11. For any word T ∈ GDNP (X), if |T |◦ ≥ 1, then T = T1 ◦ T2 for some
words T1, T2 ∈ GDNP (X).
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Proof. If T = T1 ◦T2, the result follows. Otherwise, we may assume that T = T1T2 · · ·Tl,
where |T1|◦ ≥ · · · ≥ |Tl|◦ and T1 = T11 ◦ T12. Then T = (T11T2 · · ·Tl) ◦ T12.
Lemma 2.12. For any word T ∈ GDNP (X) with |T |◦ = n − 1, we have r(T ) ≤ |T |◦
and the equality holds if and only if T = [u1 ◦ u2 · · · ◦ un]L for some u1, u2, . . . , un ∈ [X ].
Proof. By Example 2.8, we just need to prove that (i) r(T ) ≤ |T |◦, (ii) if r(T ) = |T |◦,
then T = [u1 ◦ u2 · · · ◦ un]L, where each ui ∈ [X ]. Induction on |T |◦. If |T |◦ ≤ 1, the
result follows by Lemma 2.11. Let |T |◦ = n > 1 and T = T1 ◦ T2. If |T2|◦ ≥ 1, then by
induction we have r(T ) = r(T1) + r(T2) ≤ |T1|◦ + |T2|◦ = |T |◦ − 1 < |T |◦. If |T2|◦ = 0,
then by induction we have r(T ) = r(T1) + 1 ≤ |T1|◦ + 1 = |T |◦. Moreover, r(T ) = |T |◦
implies that T2 = un and T1 = [u1 ◦ u2 ◦ · · · ◦ un−1]L by induction.
For any words T, T ′ ∈ GDNP (X), we define
T → T ′ if T = T ′ +
∑
1≤i≤n
αiTi
for some n ∈ Z≥0, words Ti ∈ GDNP (X), αi ∈ k, such that for any 1 ≤ i ≤ n, |T |◦ =
|T ′|◦ = |Ti|◦, |T |X = |T
′|
X
= |Ti|X , r(T ) = r(T
′) < r(Ti).
It is clear that T → T ′ → T ′′ ⇒ T → T ′′.
For any A = [ur ◦ · · · ◦ u2 ◦ u1]R ∈ GDNP (X), u1, . . . , ur, vj ∈ [X ], we define
Auˆi := [ur ◦ · · · ◦ ui+1 ◦ ui−1 ◦ · · · ◦ u2 ◦ u1]R,
Aui 7→vj := [ur ◦ · · · ◦ ui+1 ◦ vj ◦ ui−1 ◦ · · · ◦ u2 ◦ u1]R,
Aui↔uj := [ur ◦ · · · ◦ ui+1 ◦ uj ◦ ui−1 ◦ · · · ◦ uj+1 ◦ ui ◦ uj−1 ◦ · · · ◦ u1]R.
Lemma 2.13. For any A = [ur ◦ · · · ◦ u2 ◦ u1]R ∈ GDNP (X), r ≥ 3, u1, . . . , ur ∈ [X ], we
have A→ Aui↔uj and A→ uj ◦ Auˆj for any r ≥ i > j ≥ 2.
Proof. Since
A = [ur ◦ · · · ◦ (uj+1 ◦ uj) ◦ uj−1 ◦ · · · ◦ u1]R + [ur ◦ · · · ◦ uj ◦ uj+1 ◦ uj−1 ◦ · · · ◦ u1]R
−[ur ◦ · · · ◦ (uj ◦ uj+1) ◦ uj−1 ◦ · · · ◦ u1]R ,
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we have A→ [ur ◦ · · · ◦ uj ◦ uj+1 ◦ uj−1 ◦ · · · ◦ u1]R. By a similar argument, we have
A → [ur ◦ · · · ◦ uj ◦ uj+1 ◦ uj−1 ◦ · · · ◦ u1]R
→ · · ·
→ [ur ◦ · · · ◦ ui+1 ◦ uj ◦ ui ◦ ui−1 ◦ · · ·uj+1 ◦ uj−1 ◦ · · · ◦ u1]R
→ [ur ◦ · · · ◦ ui+1 ◦ uj ◦ ui−1 ◦ ui ◦ · · ·uj+1 ◦ uj−1 ◦ · · · ◦ u1]R
→ · · ·
→ [ur ◦ · · · ◦ ui+1 ◦ uj ◦ ui−1 ◦ · · ·uj+1 ◦ ui ◦ uj−1 ◦ · · · ◦ u1]R.
Similarly, we have A→ uj ◦ Auˆj for any j ≥ 2.
Lemma 2.14. Let A = [ur+1 ◦ · · · ◦ u2 ◦ u1]R , B = [vm ◦ · · · ◦ v2 ◦ v1]R ∈ GDNP (X).
Then A ◦B → Aui 7→vj ◦Bvj 7→ui. Moreover, let T = b1 · · · bm · [u1,r1+1 ◦A1 ◦A2 ◦ · · · ◦An]L,
where each Ai = [ui,ri ◦ · · · ◦ ui,2 ◦ ui,1]R , 1 ≤ i ≤ n. Then T → (T )ui,j↔up,l, j, l ≥ 2 and
T → (T )bt↔ui,j , j ≥ 2, 1 ≤ t ≤ m.
Proof. By Lemma 2.13, we get
A◦B → (ui◦Auˆi)◦B → (ui◦B)◦Auˆi → (vj◦Bvj 7→ui)◦Auˆi → (vj◦Auˆi)◦Bvj 7→ui → Aui 7→vj◦Bvj 7→ui.
Since T = b1 · · · bm · [u1,r1+1 ◦A1 ◦A2 ◦ · · · ◦An]L = b1 · · · bm · [u1,r1+1 ◦Ai ◦Ap ◦A1 ◦ · · · ◦
Aˆi ◦ · · · ◦ Aˆp ◦ · · · ◦ An]L and
T = b1 · · · bˆt · · · bmu1,r1+1 · [bt ◦ A1 ◦ A2 ◦ · · · ◦ An]L (if (i, j) = (1, r1 + 1), we are done.)
→ b1 · · · bˆt · · · bmu1,r1+1 · [bt ◦ Ai ◦ A1 ◦ · · · ◦ Aˆi ◦ · · · ◦ An]L
→ b1 · · · bˆt · · · bmu1,r1+1 · [ui,j ◦ (Ai)ui,j 7→bt ◦ A1 ◦ · · · ◦ Aˆi ◦ · · · ◦ An]L
→ b1 · · · bˆt · · · bmui,,j · [u1,r1+1 ◦ (Ai)ui,j 7→bt ◦A1 ◦ · · · ◦ Aˆi ◦ · · · ◦ An]L
→ b1 · · · bˆt · · · bmui,,j · [u1,r1+1 ◦ A1 ◦ · · · ◦ (Ai)ui,j 7→bt ◦ · · · ◦ An]L,
the result follows immediately.
Define the deg-lex order on [X ] as follows: for any u = x1 · · ·xn, v = y1 · · · ym ∈ [X ],
x1 ≥ · · · ≥ xn, y1 ≥ · · · ≥ ym, where each xi, yj ∈ X , u > v if and only if n > m, or n =
m and for some p ≤ n, xp > yp, xi = yi for all 1 ≤ i ≤ p− 1.
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Lemma 2.15. For any word T ∈ GDNP (X), we have T =
∑
αlTl, where each Tl is of the
following form: Tl = [u1,r1+1◦A1◦A2◦· · ·◦An]L, where each Ai = [ui,ri◦· · ·◦ui,2◦ui,1]R, 1 ≤
i ≤ n, ui,j ∈ [X ], such that the following conditions hold:
(i) r(Tl) ≥ r(T ), |Tl|◦ = |T |◦, |Tl|X = |T |X ;
(ii) r1 ≥ · · · ≥ rn;
(iii) If ri = ri+1, then ui,1 ≥ ui+1,1 by deg-lex order on [X ];
(iv) u1,r1+1 ≥ · · · ≥ u1,2 ≥ u2,r2 ≥ · · · ≥ u2,2 ≥ · · · ≥ un,rn ≥ · · · ≥ un,2 by deg-lex order
on [X ].
Proof. Induction on |T |◦. If |T |◦ = 0 or 1, then the result follows by Lemma 2.11.
Suppose that the result holds for any T with |T |◦ < t. Let |T |◦ = t ≥ 2. Induction on
|T |◦ − r(T ).
If |T |◦−r(T ) = 0, then r(T ) = t ≥ 2. By Lemma 2.12, we get T = [u1◦u2◦· · ·◦ut+1]L.
By right commutativity, the result follows.
If |T |◦ − r(T ) ≥ 1, then by Lemma 2.11, we have T = T1 ◦ T2 for some words T1, T2 ∈
GDNP (X). By induction, we have T1 =
∑
αiTi, T2 =
∑
βjTj , where αi, βj ∈ k and
Ti, Tj satisfy the claimed conditions. Then r(Ti ◦ Tj) ≥ r(Ti ◦ T2) ≥ r(T1 ◦ T2) = r(T ) by
Lemma 2.10. Say Ti = [u◦A1 ◦A2 ◦ · · · ◦Ap]L, Tj = [v ◦B1 ◦B2 ◦ · · · ◦Bq]L , where p, q ≥ 0,
and each Am, Bm′ is a row.
If |Ti|◦ ≥ 1, then p ≥ 1. Induction on q. If q = 0 or 1, then by right commutativity,
Lemmas 2.9, 2.13 and 2.14 and induction hypothesis, the result follows. If q > 1, then
Ti ◦Tj = [u ◦A1 ◦A2 ◦ · · · ◦Ap−1 ◦Tj ◦Ap]L. By induction, [u ◦A1 ◦A2 ◦ · · · ◦Ap−1 ◦Tj]L =∑
α′lT
′
l , r(T
′
l ) ≥ p− 1+ q. So r(T
′
l ◦Ap) ≥ p+ q = r(Ti ◦ Tj) ≥ r(T ). Since |T
′
l |◦ ≥ 1 and
r(Ap) = 1, the result follows by the above argument.
If |Ti|◦ = 0, then |Tj|◦ ≥ 1, q ≥ 1. If q = 1, by Lemma 2.13 and induction hypothesis,
the result follows. If q > 1, then Ti ◦ Tj = (Ti ◦ [v ◦B1 ◦B2 ◦ · · · ◦Bq−1]L) ◦Bq + [v ◦B1 ◦
B2 ◦ · · · ◦ Bq−1]L ◦ (Ti ◦ Bq) − [v ◦ B1 ◦ B2 ◦ · · · ◦ Bq−1 ◦ Ti]L ◦ Bq. By induction and the
above argument for the case |Ti|◦ ≥ 1, the result follows.
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Lemma 2.16. For any u ∈ [X ], a1, a2, . . . , an ∈ X, n ≥ 1, we have
u ◦ (a1 · · · an) =
∑
1≤i≤n
(ua1 · · · aˆi · · ·an) ◦ ai − (n− 1)(ua1 · · · an) ◦ e.
Proof. Induction on n. If n = 1, the result follows. If n > 1, then
u ◦ (a1 · · · an) = u · (e ◦ (a1 · · · an))
= u · ((e ◦ (a1 · · · an−1)) · an) + u · ((a1 · · · an−1) ◦ (e · an))− u · (((a1 · · · an−1) ◦ e) · an)
= uan ◦ (a1 · · · an−1) + (ua1 · · · an−1) ◦ an − (ua1 · · · an−1an) ◦ e
=
∑
1≤i≤n−1
(ua1 · · · aˆi · · · an) ◦ ai − (n− 1)(ua1 · · · an) ◦ e+ (ua1 · · ·an−1) ◦ an
=
∑
1≤i≤n
(ua1 · · · aˆi · · · an) ◦ ai − (n− 1)(ua1 · · · an) ◦ e.
Lemma 2.17. For any T = [u1,2 ◦ u1,1 ◦ u2,1 ◦ · · · ◦ un,1]L ∈ GDNP (X) where u1,2, u1,1,
. . . , un,1 ∈ [X ], n ≥ 1, we have T =
∑
αlTl where each Tl is a GDN-Poisson tableau with
r(Tl) = r(T ) = |Tl|◦ = |T |◦, |Tl|X = |T |X .
Proof. We may assume that u1,1 ≥ · · · ≥ un,1 by the deg-lex order on [X ] and u1,2 =
b1 · · · bm, b1 ≥ · · · ≥ bm, b1, . . . , bm ∈ X, m ≥ 0.
Let t = max{i | |ui,1|X > 1, 1 ≤ i ≤ n}. Induction on t. If t = 0 and m ≤ 1, then T is
a GDN-Poisson tableau. If t = 0 and m > 1, then T = b2 · · · bm[b1 ◦ u1,1 ◦ u2,1 ◦ · · · ◦ un,1]L
is a GDN-Poisson tableau.
If t > 1 and u1,1 = a1 · · · aq ∈ [X ], then T = [u1,2 ◦ (a1 · · · aq) ◦ u2,1 ◦ · · · ◦ un,1]L =∑
1≤i≤q[(u1,2a1 · · · aˆi · · · aq)◦ai◦u2,1◦· · ·◦un,1]L−(q−1)[(u1,2a1 · · · an)◦e◦u2,1◦· · ·◦un,1]L.
By induction, the result follows.
Lemma 2.18. The set of the GDN-Poisson tableaux over X forms a linear generating
set of GDNP (X).
Proof. Induction on |T |◦. If |T |◦ = 0, then it is obvious. Suppose that the result holds
for any T with |T |◦ < t. Let |T |◦ = t ≥ 1. Induction on |T |◦ − r(T ).
If |T |◦ − r(T ) = 0, then by Lemmas 2.12 and 2.17, the result follows.
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Suppose that the result holds for any T with |T |◦ < t, or |T |◦ = t, |T |◦ − r(T ) < p.
Let |T |◦ = t, |T |◦ − r(T ) = p. By Lemma 2.15, we may assume that T = [u1,r1+1 ◦ A1 ◦
A2 ◦ · · · ◦ An]L , where Ai = [ui,ri ◦ · · · ◦ ui,2 ◦ ui,1]R for all 1 ≤ i ≤ n.
Suppose ui,1 = c1 · · · cq, q ≥ 2 for some 1 ≤ i ≤ n. If ri = 1, then by Lemma 2.16, we
have
T = [u1,r1+1 ◦ A1 ◦ A2 ◦ · · · ◦ An]L = [u1,r1+1 ◦ Ai ◦ A1 ◦ · · · ◦ Aˆi ◦ · · · ◦ An]L
=
∑
1≤l≤q
[(u1,r1+1 · c1 · · · cˆl · · · cq) ◦ cl)]R ◦ A1 ◦ · · · ◦ Aˆi ◦ · · · ◦ An]L
−(q − 1)[(u1,r1+1c1 · · · cq) ◦ e)]R ◦ A1 ◦ · · · ◦ Aˆi ◦ · · · ◦ An]L .
If ri > 1, then by Lemma 2.16, we have
T = [u1,r1+1 ◦ A1 ◦ A2 ◦ · · · ◦ An]L = [u1,r1+1 ◦ Ai ◦ A1 ◦ · · · ◦ Aˆi ◦ · · · ◦ An]L
=
∑
1≤l≤q
[u1,r1+1 ◦ [ui,ri ◦ · · · ◦ ui,3 ◦ (ui,2 · c1 · · · cˆl · · · cq) ◦ cl)]R ◦ A1 ◦ · · · ◦ Aˆi ◦ · · · ◦ An]L
−(q − 1)[u1,r1+1 ◦ [ui,ri ◦ · · · ◦ ui,3 ◦ (ui,2c1 · · · cq) ◦ e)]R ◦ A1 ◦ · · · ◦ Aˆi ◦ · · · ◦ An]L .
Repeating this process if there is some other j such that |uj,1|X > 1. So by induction
hypothesis and Lemma 2.14, we may assume that |ui,1|X ≤ 1 for any 1 ≤ i ≤ n.
Induction on |T |
X
. If |T |
X
= 0, then T is a GDN-Poisson tableau over {e}. Suppose
that the result holds for any T with |T |◦ < t, or |T |◦ = t, |T |◦ − r(T ) < p, or |T |◦ =
t, |T |◦ − r(T ) = p, |T |X < q. Let |T |◦ = t, |T |◦ − r(T ) = p, |T |X = q.
If |u1,r1+1|X ≤ 1, then T is already a GDN-Poisson tableau. If |u1,r1+1|X > 1, say
u1,r1+1 = b1 · · · bm, then T = b2 · · · bm · [b1 ◦A1 ◦A2 ◦ · · · ◦An]L. By induction and Lemma
2.14, the result follows.
Theorem 2.19. The set of the GDN-Poisson tableaux over X forms a linear basis of
GDNP (X).
Proof. By Lemma 2.18, it is enough to show that the set of the GDN-Poisson tableaux
over X is linear independent. By Lemma 2.2, (C(X), ·, ◦) is a GDN-Poisson algebra.
Now we show that the GDN-Poisson algebra homomorphism ϕ : (GDNP (X), ·, ◦) −→
(C(X), ·, ◦) induced by ϕ(a) = a, a ∈ X , is injective. Given any GDN-Poisson tableau
T = b1 · · · bm[a1,r1+1 ◦ A1 ◦ · · · ◦ An]L , where Ai = [ai,ri ◦ · · · ◦ ai,2 ◦ ai,1]R , 1 ≤ i ≤ n, by
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Lemma 2.6, we have ϕ(T ) = Dr1a1,1 ∗D
r2a2,1 ∗ · · · ∗D
rnan,1 ∗a1,r1+1 ∗ · · · ∗a1,2 ∗a2,r2 ∗ · · · ∗
a2,2∗· · ·∗an,rn ∗· · ·∗an,2 ·b1 · · · bm. Suppose that
∑
1≤i≤t αiTi = 0, where each αi ∈ k, Ti is
a GDN-Poisson tableau and Ti 6= Tj for any i 6= j, 1 ≤ i, j ≤ t. Then
∑
1≤i≤t αiϕ(Ti) = 0.
Since Ti 6= Tj ⇒ ϕ(Ti) 6= ϕ(Tj), we have αi = 0 for any 1 ≤ i ≤ t.
3 A Poincare´-Birkhoff-Witt theorem
For any S ⊆ C(X), let us denote by Id[S] the ideal of C(X) generated by S and C(X|S) :=
C(X)/Id[S] the special GDN-Poisson admissible algebra generated by X with defining
relations S. Noting that w ∗Dts = w ∗Dts · e = w ∗ e ·Dts, we have
Id[S] = spank{w ·D
ts | w ∈ C[X ], j, t ∈ Z≥0, s ∈ S}.
By Lemma 2.2, (C(X), ·, ◦) becomes a GDN-Poisson algebra with respect to f ◦ g =
f ∗Dg, for any f, g ∈ C(X).
Recall that GDNP
0
(X) = spank{w ∈ C[X ] | wt(w) = 0} and GDNP0(X) is a
subalgebra of (C(X), ·, ◦) (as GDN-Poisson algebra).
Lemma 3.1. Let ϕ : (GDNP (X), ·, ◦) −→ (GDNP
0
(X), ·, ◦) be the GDN-Poisson alge-
bra homomorphism induced by ϕ(a) = a, a ∈ X. Then ϕ is an isomorphism.
Proof. It is clear that ϕ(GDNP (X)) ⊆ GDNP
0
(X). To show that GDNP (X) ∼=
GDNP
0
(X), we only need to show that for any word w ∈ C[X ] with wt(w) = 0, we have
w ∈ ϕ(GDNP (X)). Since wt(w) = 0, we have
w = Dr1a1,1 ∗ · · · ∗D
rnan,1 ∗ c ∗ a1,r1 ∗ · · · ∗ a1,2 ∗ · · · ∗ an,rn ∗ · · · ∗ an,2 · b1 · · · bm ∈ C[X ]
for some n ≥ 0, m ≥ 0, ri ≥ 1, c, ai,j ∈ X∪{e}, bl ∈ X, 1 ≤ i ≤ n, 1 ≤ j ≤ ri, 1 ≤ l ≤ m.
Let T = b1 · · · bm[c ◦ A1 ◦ A2 ◦ · · · ◦ An]L, where Ai = [ai,ri ◦ · · · ◦ ai,2 ◦ ai,1]R , 1 ≤ i ≤ n.
Then ϕ(T ) = w.
Induction on w. If w = e, then w = ϕ(e) ∈ ϕ(GDNP (X)). Suppose that the result
holds for any word < w. Since ϕ(T ) = w, by induction we have w−ϕ(T ) ∈ ϕ(GDNP (X)).
Thus w ∈ ϕ(GDNP (X)).
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Lemma 3.2. Let S be a nonempty subset of GDNP
0
(X) and Id(S) be the ideal of
(GDNP
0
(X), ·, ◦) generated by S. Then
Id(S) = spank{w ·D
ts | w ∈ C[X ], t ∈ Z≥0, s ∈ S, wt(w ·Dts) = 0}.
Proof. It is clear that the right part is a GDN-Poisson algebra ideal that contains S. We
just need to show that w ·Dts ∈ Id(S) whenever wt(w ·Dts) = 0. Since wt(w ·Dts) = 0,
we have
w ·Dts = Dts ∗ d1 ∗ · · · ∗ dt ∗D
r1c1 ∗ · · · ∗D
rncn ∗ a1 ∗ · · · ∗ am · b1 · · · bl,
where w = Dr1c1 ∗ · · · ∗D
rncn ∗ a1 ∗ · · · ∗ am ∗ d1 ∗ · · · ∗ dt ∗ b1 · b2 · · · bl, n ≥ 0, m ≥ 0, t ≥ 0,
m = r1+ · · ·+ rn−n and rn ≥ rn−1 ≥ · · · ≥ r1 ≥ 1. So the lemma will be clear if we show
(i) Dts ∗ d1 ∗ · · · ∗ dt ∈ Id(S) whenever s ∈ S;
(ii) f ∗Drc ∗ a1 ∗ · · · ∗ ar−1 ∈ Id(S) whenever f ∈ Id(S).
To prove (i), we use induction on t. If t = 0, it is clear. Suppose that it holds for any
t ≤ p. Then
Dp+1s ∗ d1 ∗ · · · ∗ dp+1
= dp+1 ∗D
p+1s ∗ d1 ∗ · · · ∗ dp
= dp+1 ◦ (D
ps ∗ d1 ∗ · · · ∗ dp)− dp+1 ∗
∑
1≤i≤p
Dps ∗ d1 ∗ · · · ∗Ddi ∗ · · · ∗ dp
= dp+1 ◦ (D
ps ∗ d1 ∗ · · · ∗ dp)−
∑
1≤i≤p
(Dps ∗ d1 ∗ · · · ∗ di−1 ∗ di+1 · · · dp+1) ◦ di ∈ Id(S).
To prove (ii), we use induction on r. If r = 1, it is clear. Suppose that it holds for any
r ≤ p. Then
f ∗Dp+1c ∗ a1 ∗ · · · ∗ ap
= f ◦ (Dpc ∗ a1 ∗ · · · ∗ ap)− f ∗
∑
1≤i≤p
Dpc ∗ a1 ∗ · · · ∗Dai ∗ · · · ∗ ap
= f ◦ (Dpc ∗ a1 ∗ · · · ∗ ap)−
∑
1≤i≤p
(f ∗Dpc ∗ a1 ∗ · · · ∗ ai−1 ∗ ai+1 ∗ · · · ∗ ap) ◦ ai ∈ Id(S).
So Id(S) = spank{w ·D
ts | w ∈ C[X ], t ∈ Z≥0, s ∈ S, wt(w ·Dts) = 0}.
The following theorem is a Poincare´-Birkhoff-Witt theorem for GDN-Poisson algebras.
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Theorem 3.3. Any GDN-Poisson algebra GDNP (X|S) can be embedded into its uni-
versal enveloping special GDN-Poisson admissible algebra C(X|S).
Proof. By Lemmas 3.1 and 3.2, we get GDNP (X) ∼= GDNP0(X) and
GDNP (X)
Id(S)
∼=
GDNP
0
(X)
Id(ϕS)
=
GDNP
0
(X)
GDNP
0
(X) ∩ Id[ϕS]
∼=
GDNP
0
(X) + Id[ϕS]
Id[ϕS]
≤ C(X|ϕS),
where ϕ is defined in Lemma 3.1.
4 Differential GDN-Poisson algebras
Definition 4.1. A differential GDN-Poisson algebra (A, ·, ◦) is a GDN-Poisson algebra
satisfying the following identity:
x ◦ (y · z) = (x ◦ y) · z + (x ◦ z) · y (♦)
Let DGDNP (X) denote a free differential GDN-Poisson algebra generated by a well-
ordered set X . It is clear that
DGDNP (X) = GDNP (X|♦) :=
GDNP (X)
Id(♦)
,
where Id(♦) is the ideal of GDNP (X) generated by (♦). So for any GDN-Poisson al-
gebra A generated by X , if A satisfies (♦), then A ∼= DGDNP (X|R) for some R ⊆
DGDNP (X). For any x ∈ DGDNP (X), since x ◦ e = x ◦ (e · e) = x ◦ e+ x ◦ e, we have
x ◦ e = 0.
For any word T in F (Ω, X ∪ {e}), the number of e that appears in T will be denoted
by |T |e. For any word T ∈ DGDNP (X), we consider T as a word in F (Ω, X∪{e}). Then
|T |e also makes sense. For example, let a, b ∈ X, T = ((((e · e) ◦ a) ◦ (a ◦ (b ◦ e))) · e) · e.
Then |T |
X
= 3, |T |e = 5.
Define
[e ◦ e ◦ · · · ◦ a]i := [e ◦ e ◦ · · · ◦ e︸ ︷︷ ︸
i times
◦a]
R
, i ≥ 0, a ∈ X.
We call T a normal word if
T = [e ◦ e ◦ · · · ◦ a1]i1 · [e ◦ e ◦ · · · ◦ a2]i2 · · · [e ◦ e ◦ · · · ◦ an]in (T = e if n = 0),
where a1, . . . , an ∈ X, (i1, a1) ≥ · · · ≥ (in, an), n ∈ Z≥0.
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Lemma 4.2. For any normal word T ∈ DGDNP (X), we have e ◦ T =
∑
i αiTi, where
each αi ∈ k, Ti is normal with |Ti|X = |T |X .
Proof. Let T = [e ◦ e ◦ · · · ◦ a1]i1 · · · [e ◦ e ◦ · · · ◦ an]in , n ∈ Z≥0. Induction on n. If n = 1,
the result follows. Let n = t ≥ 2. Then e ◦ T = (e ◦ [e ◦ e ◦ · · · ◦ a1]i1) · [e ◦ e ◦ · · · ◦
a2]i2 · · · [e ◦ e ◦ · · · ◦ at]it + (e ◦ ([e ◦ e ◦ · · · ◦ a2]i2 · · · [e ◦ e ◦ · · · ◦ at]it)) · [e ◦ e ◦ · · · ◦ a1]i1.
The result follows by induction.
Lemma 4.3. For any word T ∈ DGDNP (X), we have T =
∑
i αiTi, where each αi ∈ k
and Ti is normal.
Proof. Induction on |T |
X
. If |T |
X
= 0, then it is clear that T = 0 or e. Let |T |
X
= n ≥ 1.
Now, induction on |T |e.
If |T |e = 0, then T = T1 ·T2 or T = T1◦T2 = (T1 ·e)◦T2 = T1 ·(e◦T2), where |T1|X < n,
|e◦T2|X = |T2|X < n. By induction hypothesis, the result follows. Suppose that the result
holds for any T with |T |
X
< n, or |T |
X
= n, |T |e < t. Let |T |X = n, |T |e = t ≥ 1, T = T1·T2
or T = T1 ◦ T2 = T1 · (e ◦ T2).
If |T1|X < n and |e◦T2|X = |T2|X < n, then the result follows by induction. If |T1|X = 0
and |T2|X = n, then T1 = 0 or e, and |T2|e < t. By induction, we may assume that T2
is normal. Then T1 · T2 = 0 or T1 · T2 = T2; T1 ◦ T2 = 0 or T1 ◦ T2 = e ◦ T2. By Lemma
4.2, the result follows. If |T1|X = n and |T2|X = 0, then T2 = 0 or e, and |T1|e < t. Then
T1 · T2 = 0 or T1 · T2 = T1; T1 ◦ T2 = 0. By induction, the result follows.
Let k{X} be a free commutative associative differential algebra generated by a well-
ordered set X (De = 0) with unit e and one linear derivation D. Then it is clear that the
set [DωX ] of a linear basis of k{X} consists of
T = Dr1a1 · · ·D
rnan (T = e if n = 0),
where a1, . . . , an ∈ X , each ri ≥ 0, (r1, a1) ≥ · · · ≥ (rn, an).
Let (A, ·, D) be a commutative associative differential algebra with one derivation D.
Define the operation ◦ on A by x ◦ y := xDy, x, y ∈ A. Then (A, ◦) forms a GDN-
Poisson algebra ([19]). Moreover, for any x, y, z ∈ A, we have x ◦ (yz) = xD(yz) =
x(Dy)z + xyDz = (x ◦ y)z + (x ◦ z)y.
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Lemma 4.4. The set of normal words forms a linear basis of DGDNP (X). In partic-
ular, (DGDNP (X), ·, ◦) ∼= (k{X}, ·, ◦) as GDN-Poisson algebras, where ◦ in k{X} is
defined as f ◦ g = fDg for any f, g ∈ k{X}, and (DGDNP (X), ·, ∂) ∼= (k{X}, ·, D)
as commutative associative differential algebras, where ∂ in DGDNP (X) is defined as
∂(f) = e ◦ f for any f ∈ DGDNP (X).
Proof. Let θ : DGDNP (X) −→ k{X} be a GDN-Poisson algebra homomorphism
induced by θ(a) = a, a ∈ X . Then it is clear that θ is an isomorphism. So the set
θ−1([DωX ]) of normal words forms a linear basis of DGDNP (X).
It is clear that (DGDNP (X), ·, ∂) forms a commutative associative differential alge-
bra. Moreover, θ(∂(uv)) = θ(e◦(uv)) = θe◦θ(uv) = e◦(uv) = D(uv) = D(u)v+uD(v) =
θ((e ◦ u)v) + θ((e ◦ v)u) = θ((∂u)v+ (∂v)u), so θ is a commutative associative differential
algebra isomorphism.
Theorem 4.5. Let θ : DGDNP (X) −→ k{X} be a GDN-Poisson algebra homomor-
phism induced by θ(a) = a, a ∈ X. Then any GDN-Poisson algebra GDNP (X|S) satis-
fying (♦) is isomorphic to k{X|θ(S)} both as GDN-Poisson algebras and as commutative
associative differential algebras.
Proof. Let Id(θ(S)) be the ideal of (k{X}, ·, ◦) as GDN-Poisson algebra and Id[θ(S)]
the ideal of (k{X}, ·, D) as commutative associative differential algebra. It is clear that
Id[θ(S)] = {
∑
αiuiD
ri(θsi) | αi ∈ k, ui ∈ k{X}, si ∈ S}. Since D
rg = [e ◦ e ◦ · · · ◦ e︸ ︷︷ ︸
r times
◦g]
R
for any g ∈ k{X}, it is straightforward to show that Id(θ(S)) = Id[θ(S)]. By Lemma 4.4,
we have
GDNP (X|S) =
GDNP (X)
Id(S)
∼=
θ(DGDNP (X))
Id(θ(S))
=
k{X}
Id[θ(S)]
= k{X|θ(S)}.
Corollary 4.6. (♦) holds in a GDN-Poisson algebra A if and only if A is embeddable
into a commutative associative differential algebra B with one derivation D, where ◦ is
defined as f ◦ g = fDg for any f, g ∈ B.
Proof. If (♦) holds in A, then by Theorem 4.5, A can be embedded into a commuta-
tive associative differential algebra. Conversely, assume that θ : A −→ B is an embedding.
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Then for any x, y, z ∈ A, we have θ(x ◦ (yz)) = θ(x) ◦ (θ(y)θ(z)) = θ(x)D(θ(y)θ(z)) =
(θ(x)Dθ(y))θ(z) + (θ(x)Dθ(z))θ(y) = (θ(x) ◦ θ(y))θ(z) + (θ(x) ◦ θ(z))θ(y) = θ((x ◦ y)z +
(x ◦ z)y). Since θ is injective, (♦) holds in A.
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