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Abstract
We use the structure of the homotopy groups of the connective spectrum tmf of
topological modular forms and the elliptic and Adams-Novikov spectral sequences to
compute the homotopy groups of the non-connective version Tmf of that spectrum.
This is done separately for the localizations at 2, 3 and higher primes.
1 Introduction
The complete computation of the homotopy groups of spheres appears to be an untractable
problem. An approximation to the stable homotopy groups of spheres can be given by
the cohomology of the Steenrod algebra A. More precisely the Adams spectral sequence
with ExtA(Fp,Fp) as E2-term abuts to the p-component of the stable homotopy groups of
spheres. There is a sequence of ring spectra characterized by the the fact that their mod 2
cohomology is a quotient of the Steenrod algebra A. The first spectrum is the Eilenberg-
MacLane spectrum HZ/2 and its cohomology is the whole Steenrod algebra. Then comes
HZ whose cohomology is A//⟨Sq1⟩. After that come the connective complex and real K-
theory spectra ku and ko whose cohomologies are given by respectively A//⟨Sq1,Sq2Sq1 +
Sq1Sq2⟩ and A//⟨Sq1,Sq2⟩ (see [1] for details). The Adams spectral sequences whose
E2-term is the cohomology of the respective finite dimensional subalgebras as their E2-
terms, converge to the homotopy groups of the corresponding ring spectra. A bigger
subalgebra gives a better approximation of ExtA(F2,F2), and thus of the homotopy groups
of spheres. This paper is concerned with the spectrum whose mod 2 cohomology is given by
A//⟨Sq1,Sq2,Sq4⟩. This spectrum is the spectrum of topological modular forms localized
at 2 (see [19]) and denoted tmf . The next quotient of A in this sequence is not realizable
as the mod 2 cohomology of a spectrum, so in this sense tmf gives the best possible
approximation of the stable homotopy groups of the spheres.
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In the remainder of this introduction, we sketch the construction of some variants of the
spectrum of topological modular forms and we outline our strategy for computing their
homotopy groups.
Following Hopkins, Miller and Goerss, [11], a presheaf of elliptic homology theories on the
moduli stack of elliptic curves Mell is constructed. One then uses some heavy machinery to
lift this presheaf to a sheaf of E∞ ring spectra [3]. Once we have such a sheaf, we can take
its global sections over Mell, which gives us the periodic spectrum of topological modular
forms TMF . Similarly we get the non-connective spectrum of topological modular forms
Tmf associated to the Deligne-Mumford compactification Mell, and a connective spectrum
of topological modular forms tmf .
The paper is organized as follows. We will start with some background on elliptic curves,
see §1.1, elliptic cohomology theory, see §1.2, and Weierstrass equations, see §1.3. People
familiar with topological modular forms might want to skip to §1.4, where we start the
actual computation of the homotopy groups. The homotopy groups pi∗tmf of the connective
spectrum of topological modular forms have been calculated by Bauer [2]. It is fairly easy
to deduce pi∗TMF from this calculation, namely by pi∗TMF = pi∗tmf [∆−24]. The goal of
this paper is to fill the niche that is left and compute the homotopy groups of the non-
connective Tmf , which is done in Theorem 1.2. The main computational tool is the use
of spectral sequences based on the cohomology of Mell with coefficients in some graded
sheaves. We split the computation of pi∗Tmf into three cases: away from the primes 2 and
3 (in Section 3), localized at 3 (in Section 4) and localized at 2 (in Section 5).
We assume that the reader is familiar with general algebraic geometry concepts, like
sheaves, schemes, cohomology [9]. We view stacks mainly as pseudo-functors of groupoids,
as in §3.1.2 of [21].
1.1 The moduli stack of elliptic curves
An elliptic curve over a field K is a genus 1 non-singular projective algebraic curve over
K with a marked point over K. An elliptic curve over a scheme S is subsequently defined
as a proper, flat finitely presented morphism of schemes p ∶ C → S equipped with a section
e ∶ S → C, such that every geometric fiber of p is an elliptic curve in the previous sense.
The marked point of such a fiber is then given by the section e.
To classify algebro-geometric objects, such as elliptic curves, one generally sets up a moduli
problem. In our case of interest, this is the functor F ∶ Affop → Sets which sends an affine
scheme Spec(R) to the set of isomorphisms classes of elliptic curves over Spec(R). Now
suppose that F is representable, say by an scheme M . By definition of representability
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this means that there exists a natural isomorphism
Hom(Spec(R),M) ≃ F (Spec(R)) = {iso. classes of elliptic curves C → Spec(R)} (1)
for any affine scheme Spec(R). The identity element in Hom(M,M) would correspond via
this natural isomorphism to a particular elliptic curve over M , which we call universal.
However, because the the automorphism group of an elliptic curve is non-trivial, this
natural isomorphism cannot exist, and F is not representable by a scheme. The moduli
problem F ∶ Affop → Sets defined by equation (1) is too naive. The correct way to set
up things is to look at F as a stack of elliptic curves, F ∶ Affop → Groupoids where
F (Spec(R)) is the groupoid of elliptic curves over Spec(R). So we do not have a moduli
scheme, but a moduli stack.
Let Mell denote the moduli stack of elliptic curves over Spec(Z). Let Mell denote the
moduli stack of generalized elliptic curves, i.e. we allow fibers of p ∶ C → S to be curves
with a nodal singularity, but the section e must be contained in the smooth locus of the
fibers. This stack is called the Deligne-Mumford compactification of Mell. Furthermore,
we let M +ell be the moduli stack of Weierstrass elliptic curves, i.e. we even allow fibers to
have a cusp away from the section e. So we have the embeddings Mell ↪Mell ↪M +ell as
open substacks.
1.2 Universal elliptic cohomology theory
We recall that a generalized cohomology theory is a sequence of presheaves of abelian
groups {En(−)} on the category of topological spaces along with coboundary homomor-
phisms, which satisfy the Eilenberg-Steenrod axioms. We write E∗(−) = ΠnEn(−) for the
corresponding functor with values in graded abelian groups. By Brown representability,
there exist spaces En such that for every space X we have En(X) = [X,En], the set of
homotopy classes of maps from X to En. The Eilenberg-Steenrod axioms imply that there
are natural isomorphisms En(X) → En+1(ΣX), which induce maps σn ∶ ΣEn → En+1. We
denote the resulting spectrum by E = {En, σn}. This spectrum also allows us to define
a corresponding homology theory {En(−)} and we write E∗(−) for ⊕nEn(−). From the
definitions, it follows immediately that pi∗E ∶= E−∗(pt) ≃ E∗(pt).
In the nineties Landweber, Ravenel, and Stong introduced some interesting cohomology
theories called elliptic cohomology theories [16]. We call a generalized cohomology theory
E∗(−) even and weakly periodic if E∗(pt) is concentrated in the even degrees, E2(pt) is
an invertible E0(pt)-module and the natural map
E2(pt)⊗E0(pt) En(pt) ≃Ð→ En+2(pt)
is an isomorphism for all n ∈ Z. An elliptic cohomology theory is defined to be a generalized
cohomology theory E∗(−) which is even and weakly periodic, such that there exists an
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elliptic curve C over a ring R, an isomorphism pi∗E ≃ R and an isomorphism of formal
groups SpfE(CP∞) ≃ Cˆ, where Cˆ is the formal completion of C along the identity section
e ∶ Spec(R)Ð→ C.
By definition of Mell as a moduli stack, an elliptic curve C over a ring R is equivalent to
a map f ∶ Spec(R) Ð→Mell from Spec(R) to the moduli stack. The formal completion Cˆ
of this elliptic curve C along the identity section e ∶ Spec(R) Ð→ C has the structure of a
formal group.
Let us digress a little on formal groups. The zeroth space of the periodic complex cobor-
dism spectrum MP = ⋁m∈Z Σ2mMU is denoted by MP0. When a formal group Cˆ over
R admits a choice of local coordinates, then by Quillen’s theorem [1] it corresponds to a
ring homomorphism MP0 Ð→ R [17]. This gives a map from the stack of formal groupsMFG to the stack associated to the Hopf algebroid (MP0,MP0MP ), which we denote byM(MP0,MP0MP ). By a theorem of Quillen, Landweber and Novikov [14], we even know that
this map is a natural isomorphism. A formal group law MP0 Ð→ R is called Landweber
exact if the functor R⊗MP0 − is exact on the category of (MP0,MP0MP )-comodules [12].
By the Landweber exact functor theorem [15], a formal group law MP0 Ð→ R is Landweber
exact if and only if the corresponding morphism
Spec(R)Ð→ Spec(MP0)Ð→M(MP0,MP0MP ) ≃MFG
is flat [10].
Back to our case at hand, we have constructed a morphism of stacks F ∶Mell Ð→MFG by
sending C to Cˆ ∶MP0 Ð→ R. Hopkins and Miller showed that F is flat [10]. So provided
that the map f is flat, the composite
Spec(R) fÐ→Mell FÐ→MFG
will also be flat. Hence the formal group Cˆ ∶MP0 Ð→ R is Landweber exact and therefore
the functor
EllC/R(−) =MP∗(−)⊗MP0 R
is a homology theory [10]. We define the presheaf Ohom on the site of affine flat schemes
over the moduli stack of elliptic curves by sending f to the homology theory corresponding
to the formal group belonging to that elliptic curve, Ohom(f) = EllC/R. So we have the
contravariant functor
Ohom ∶ (Aff/Mell)op Ð→ Homology Theories,
C/R z→ EllC/R.
So, roughly speaking, there is one elliptic cohomology for every elliptic curve. A natural
question to ask is whether there is a universal elliptic cohomology theory, i.e. an initial
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object in the category of elliptic cohomology theories. Such a universal theory should be
related to a universal elliptic curve. However, we have seen in the previous section that
there is no such universal elliptic curve. Hence, in this naive sense, there is no universal
elliptic cohomology theory.
Another perspective on the reason for the absence of a naive universal elliptic homology
theory is the following. To build such a global object from the presheaf Ohom we would like
to take global sections. However, in the site of affine flat schemes over the moduli stack of
elliptic curves there is no initial object and therefore no notion of global sections. Now we
might try to resolve this by taking the limit of the theories Ohom(f), where f runs over all
e´tale maps from an affine scheme to Mell. Unfortunately, this naive approach fails because
the category of homology theories is not complete and this limit doesn’t exist.
We recall that a homology theory can be represented by a spectrum. The category of
spectra is better suited for our purposes; it has homotopy limits. So we would like a
presheaf of spectra which corresponds to the presheaf of homology theories Ohom. The
main theorem of the approach of Hopkins, Miller and Goerss is that such a presheaf does
indeed exist.
Theorem 1.1 (Hopkins-Miller-Goerss) There exists a sheaf Otop of E∞ ring spectra on(Mell)e´t, the e´tale site of the moduli stack of elliptic curves, whose associated presheaf of
homology theories is the presheaf Ohom built using the Landweber Exact Functor Theorem.
The spectrum TMF is defined to be Otop (Mell). This is the universal spectrum we have
been looking for. Because the morphism Mell Ð→MFG is also flat, just like the morphism
F ∶Mell Ð→MFG, we can also construct and evaluate a sheaf Otop on the stack of general-
ized elliptic curves. The spectrum Tmf is consequently defined as Tmf = Otop (Mell). The
sensible step to make next is trying to evaluate Otop on the stack of Weierstrass elliptic
curves. The morphism M +ell Ð→MFG, however, is not flat, and there is no such sheaf overM +ell. The spectrum tmf is defined as the connective cover tmf = τ≥0 (Otop (Mell)), mean-
ing that pintmf = 0 for all n < 0, and there exists a morphism of spectra tmf → Otop (Mell)
such that the induced map pintmf → pinOtop (Mell) is an isomorphism for all n ≥ 0.
Because Otop is a sheaf of E∞ ring spectra, it makes sense to talk about pi∗ (Otop (Mell)).
There is a spectral sequence relating this to (pi∗Otop) (Mell) or rather to H∗ (Mell, pi∗Otop),
as we will see in §1.4. We observe that pinOtop is a presheaf of abelian groups partially
defined on (Mell)e´t which allows a sheafification pi†nOtop. Because the sheaf Otop is asso-
ciated to the presheaf Ohom we know that for an element f ∶ Spec(R) →Mell of the e´tale
site (Mell)e´t, the ring spectrum Otop(f) is even and weakly periodic. This means that
pi2Otop(f) is a invertible pi0Otop(f)-module and pin+2Otop(f) ≃ pinOtop(f)⊗pi2Otop(f). Be-
cause f is affine, the sheafification yields that pi†nOtop(f) ≃ pinOtop(f). Hence pi†n+2Otop(f) ≃
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pi†nOtop(f)⊗pi†2Otop(f) and writing ω for the invertible sheaf pi†2Otop we find an isomorphism
pi†2tOtop ≃ ω⊗t. (See [3] for a survey on the proof.)
1.3 Weierstrass equations
Any elliptic curve over a field K is isomorphic to a curve in affine coordinates defined by
a Weierstrass equation (see [20])
y2 + a1xy + a3y = x3 + a2x2 + a4x + a6. (2)
If both 2 and 3 are invertible in K, then we can write down the change of coordinates
x = x1 − 112a21 − 13a2 and y = y1 − 12a1x1 + 124a31 + 16a1a2 − 12a3, which results in the Weierstrass
equation
y21 = x31 − 27c4x1 − 54c6, (3)
for some c4 and c6. The discriminant ∆ ∶= 11728(c34 − c26) is nonzero iff the curve is smooth.
Now we take a Weierstrass elliptic curve over a scheme S and we look at the section
e ∶ S → C, which is a relative Cartier divisor. Like in the case of elliptic curves over
an algebraically closed field, we can use Riemann-Roch to show that p∗O(ne) is locally
free of rank n. In particular the rank of p∗O(e) is 1 and, because p∗O(e) contains the
constant sections, it contains only the constants. For n = 2 we find that p∗O(2e) is of rank
2. Assuming it is free, we pick a second generator, call it x. Because p∗O(3e) is of rank
three, it must contain another function besides those generated by 1 and x. Let us pick
a third generator of p∗O(3e) and call it y. Because p∗O(6e) is of rank 6, the elements
of {1, x, y, x2, xy, y2, x3} cannot be linearly independent, which gives us a global version of
the Weierstrass equation (2) where x and y are now functions. If 2 and 3 are invertible in
the base scheme S, then we can write this equation in the form of (3). See §2.2 of [13] for
more details.
We are interested the groupoid of elliptic curves over a scheme S. So let us look at isomor-
phisms of an elliptic curve. Suppose we have elliptic curves C p
//S
e
ww
and C ′
p′ //S
e′uu
and
chosen elements x ∈ p∗O(2e), y ∈ p∗O(3e), x′ ∈ p′∗O(2e′), and y′ ∈ p′∗O(3e′). Furthermore
suppose we are given an isomorphism ϕ ∶ C → C ′. Then we know that p = p′ ○ ϕ and
e′ = ϕ ○ e, so we find that ϕ also induces an isomorphism of sheaves
p′∗O(ne′) ≃Ð→ (p′ ○ ϕ)∗O(ϕ−1 ○ ne′) = p∗O(ne).
Hence ϕ induces a change of bases in p∗O(ne). Because x ∈ p∗O(2e) and y ∈ p∗O(3e) such
a base change is of the form x = u2x′+r and y = u3y′+u2sx′+ t, for some invertible function
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u. When we substitute this in the Weierstrass equation (2) we find the following relations
between the coefficients of the two Weierstrass equations:
ua′1 = a1 + 2s,
u2a′2 = a2 − sa1 + 3r − s2,
u3a′3 = a3 + ra1 + 2t,
u4a′4 = a4 − sa3 + 2ra2 − ta1 − rsa1 − 2st − 3r2,
u6a′6 = a6 + ra4 − ta3 + r2a2 − rta1 + r3 − t2.
(4)
When we substitute this in the Weierstrass equation (3) we get relations between the
coefficients given by
u4c′4 = c4,
u6c′6 = c6,
u12∆′ = ∆.
To simplify the coming calculations, we set u equal to 1. This means we only look at strict
isomorphisms of elliptic curves. We capture the above groupoid structure in the Hopf
algebroid A ⇉ Γ, where A = Z[a1, a2, a3, a4, a6], Γ = A[r, s, t], the left unit is given by the
canonical inclusion A ↪ Γ and the right unit by the relations in (4). This Hopf algebroid
assigns to an affine scheme Spec(R) a groupoid with Hom(A,R) as the set of objects and
Hom(Γ,R) as the set of morphisms. This assignment is a sheaf, but it is almost never a
stack. Let us write M(A,Γ) for the stackification of this sheaf.
Every element of A determines a Weierstrass equation (2), which in turn uniquely deter-
mines a Weierstrass elliptic curve as well as a choice of local coordinates modulo degree
5. The algebra Γ on the other hand paramatrizes the strict isomorphisms of Weierstrass
elliptic curves. Hence there is a morphism of stacks pi ∶M(A,Γ)Ð→M +ell.
This morphism can be used to relate the cohomology of the Hopf algebroid A⇉ Γ with the
cohomology Hq(M, ω⊗ 12p), which we introduced at the end of the previous section. The
category of (A,Γ)-comodules has enough injectives and we define
Hq,p(A,Γ) = Extq(A,Γ)−comod(A,A[−p]),
where A[−p] is a copy of A with the grading shifted: (A[−p])n = An+p. Following Example
1.14 of [6] there is a sheaf Fp defined by Fp(Spec(R)→M(A,Γ)) = R⊗AA[−p] such that
we have a natural ismorphism to sheaf cohomology
Extq(A,Γ)−comod(A,A[−p]) ≃Hq(M(A,Γ),Fp).
There is an obvious map of stacks ρ ∶ M +ell → Spec(Z). The composition M(A,Γ) piÐ→M +ell ρÐ→ Spec(Z) allows us to write Hq(M(A,Γ),Fp) = Rq(ρ ○ pi)∗Fp. The Grothendieck
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spectral sequence corresponding to (ρ ○ pi)∗ starts with (Rrρ∗ ○Rspi∗)Fp and converges to
Rr+s(ρ ○ pi)∗Fp. Because all fibers of pi look like Gm, we know that pi∗ has no derived
functors. Hence the Grothendieck spectral sequence collapses and gives an isomorphism of
sheaf cohomologies
Hq(M(A,Γ),Fp) ≃Hq (M +ell, ω⊗ 12p) ,
which is zero when 12p /∈ Z. We conclude that
Hq,p(A,Γ) ≃Hq (M +ell, ω⊗ 12p) .
One definition of integral modular forms of weight k (and level 1) is as the global sections
of ω⊗k over M +ell; that is, MF∗ = H0(M +ell, ω⊗∗) is the ring of integral modular forms.
By the above isomorphism we may think of elements in this ring in terms of elements of
A. When 2 and 3 are invertible equation (3) is universal and the ring of Z[16]-modular
forms is the polynomial ring Z[16][c4, c6]. The ring of integral modular forms is generated
by the modular forms c4, c6, and ∆ of weights 4, 6, and 12 respectively and there is an
isomorphism of graded rings
MF∗ ≃ Z[c4, c6,∆]/(c34 − c26 − 1728∆).
See [4] for a proof. Note that 1728 = 123, which is a manifestation of the fact that the
primes 2 and 3 are special in this subject.
1.4 Computation of the homotopy groups
We use the following grading convention for the cohomology of the stacks: Hq,p(M) =
Hq(M, pi†pOtop) =Hq(M, ω⊗ 12p) and Hq(M) =Hq,∗(M). We say that the elements of Hq,p
are of bidegree (q, p). By elements of degree p we mean the elements of H∗,p of M +ell orMell. The elements of Hq,∗(M) =Hq(M) are said to be in filtration q.
We may compute the homotopy groups of the spectra of topological modular forms using
the convergent spectral sequences
Hq (Mell, ω⊗p)⇒ pi2p−qTMF , (5)
Hq (Mell, ω⊗p)⇒ pi2p−qTmf , (6)
Hq (M +ell, ω⊗p)⇒ pi2p−qtmf . (7)
The convergence of the first elliptic spectral sequence, converging to pi∗TMF , is proven in
detail in [5]. The second elliptic spectral sequence, converging to pi∗Tmf , follows from anal-
ogous arguments. The third follows from a MU∗-based Adams-Novikov spectral sequence.
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Its convergence may be checked by arguments given in [7]. The edge homomorphism, which
maps the E∞-sheet of a spectral sequence to the zero filtration of the E2-sheet, gives a map
pi∗tmf Ð→MF∗. This is why the elements of these spectra are called topological modular
forms.
The homotopy groups of the spectrum tmf have been computed in [2], [18] and [19]. From
the homotopy groups of tmf we can the retrieve homotopy groups of the periodic spectrum
TMF in the following way. A Weierstrass elliptic curve is non-singular if and only if the
discriminant ∆ of the corresponding Weierstrass equation is invertible, soMell =M +ell[∆−1].
When we unravel the definitions we find that
Hq,p (Mell) =Hq,p (M +ell[∆−1]) =Hq (M +ell[∆−1], (ω∣M+ell[∆−1])⊗ 12p) .
We know that the function ∆ represents a class in MF∗ = H0(M +ell) and every section of
ω∣M+ell[∆−1] can uniquely be restricted to a section of ω[∆−1] on M +ell. So we find that
Hq (M +ell[∆−1], (ω∣M+ell[∆−1])⊗ 12p) =Hq (M +ell, (ω[∆−1])⊗ 12p) =Hq,p(M +ell)[∆−1].
We conclude that H∗(Mell) = H∗(M +ell[∆−1]) = H∗(M +ell)[∆−1], which justifies our nota-
tion M +ell[∆−1] for the substack of M +ell where ∆ is invertible. Following the computations
in [2] we find that the elements ∆8, ∆3 and ∆ are non-zero-divisor generators in pi∗tmf
localized at respectively 2, 3 and higher primes. Hence adding the inverse of ∆ to the third
spectral sequence gives H∗(M +ell)[∆−1] ⇒ pi∗tmf [∆−24]. When we compare this with the
first spectral sequences we see that we can retrieve the periodic spectrum TMF from the
connective spectrum tmf by the relation
pi∗TMF = pi∗tmf [∆−24].
We remark that the period of TMF is 242 = 576.
In [2] Bauer shows how to compute the cohomology of the moduli stack M +ell of Weierstrass
elliptic curves. Using his results we are going to compute the cohomology of the moduli
stack Mell of generalized elliptic curves. We will then run the spectral sequence (6) to
compute the homotopy groups of Tmf .
We have seen that a Weierstrass elliptic curve is non-singular if and only if the discriminant
∆ of the corresponding Weierstrass equation is invertible. A singular Weierstrass elliptic
curve has no cuspidal singularities if and only if c4 is invertible. Together the substacksM +ell[∆−1] and M +ell[c−14 ] form an open cover of the moduli stack of generalized elliptic
curves: Mell =M +ell[c−14 ] ⊔M+ell[c−14 ,∆−1]M +ell[∆−1] ⊂M +ell.
Just like ∆ the function c4 represents a class in H0(M +ell), hence we also know that
H i(M +ell[c−14 ]) = H i(M +ell)[c−14 ] . In general, for a stack M and a function a ∈ H0(M),
9
we have the equality H i(M[a−1]) = H i(M)[a−1]. For any ring we write ia ∶ R → R[a−1]
and we observe that x ∈ ker ia if and only if there exists an n ∈ N such that xan = 0 in R.
For the above reason we call this the localization of R away from a.
In particular we have the maps
i∆ ∶H i(M +ell)[c−14 ]Ð→H i(M +ell)[c−14 ,∆−1]
and
ic4 ∶H i(M +ell)[∆−1]Ð→H i(M +ell)[c−14 ,∆−1].
Just as for spaces we can calculate H i(Mell) with the Mayer-Vietoris long exact sequence
⋯ DÐ→H i−1(M +ell)[c−14 ,∆−1] dÐ→H i(Mell) ρÐ→H i(M +ell)[c−14 ]⊕H i(M +ell)[∆−1] DÐ→ ⋯, (8)
where ρ sends a class to the direct sum of its restriction to the substacks and where D
sends v ⊕w to i∆v − ic4w. The long exact sequence also induces a short exact sequence
0Ð→ cokeri−1D Ð→H i(Mell)Ð→ keriD Ð→ 0, (9)
where cokeri−1D is our notation for the cokernel of D in the i − 1th cohomology filtration
and keriD is the kernel of D in the ith cohomology filtration.
Theorem 1.2 The Z-module pi∗Tmf only has torsion at the primes 2 and 3. In positive
degrees, one can write down a basis of the torsion-free part of pi∗Tmf in terms of the
standard basis {cj4ck6∆l} of MF∗. The basis consists of elements 2a3bcj4ck6∆l in degree 8j +
12k + 24l with j, l ≥ 0 and k ∈ {0,1}, where
a =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 if k = 1,
3 if j = k = 0 and l ≡ 1,3,5,7 mod 8,
2 if j = k = 0 and l ≡ 2,6 mod 8,
1 if j = k = 0 and l ≡ 4 mod 8,
0 else,
and
b = ⎧⎪⎪⎨⎪⎪⎩1 if j = k = 0 and l ≡ 1,2 mod 3,0 else.
In negative degrees, there is a basis of the torsion free part of pi∗Tmf consisting of elements[2a3bcj4ck6∆l] in degree 8j + 12k + 24l − 1, with j, l ≤ −1 and k ∈ {0,1}, where a and b are
10
now given by
a =
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1 if j < −1 and k = 1,−2 if j = −1, k = 1 and l ≡ 0,2,4,6 mod 8,−1 if j = −1, k = 1 and l ≡ 3,5 mod 8,
0 else,
and
b = ⎧⎪⎪⎨⎪⎪⎩−1 if j = −1, k = 1 and l ≡ 0,1 mod 3,0 else.
The values of m and n of the goups Z/(2m3nZ) which build up the torsion can be found in
Theorem 5.3 and Theorem 4.1 respectively.
Proof: In Theorem 3.1 we will find that pi∗Tmf [16] is built up additively by copies of Z[16].
This implies that there is only torsion at the primes 2 and 3. At the same time this
determines the multiplicative structure of the torsion free part of pi∗Tmf up to powers of
two and three. We find these values of a and b by localizing at two in Theorem 5.3 and
at three in Theorem 4.1. These two theorems also compute the torsion and the rest of the
multiplicative structure of pi∗Tmf . ◻
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2 Drawing the spectral sequences
The spectral sequences we will be looking at start with the doubly graded cohomology
Hq,p(M) of some stack M as the E2-sheet. We draw this sheet using Adams indexing. In
the square with coordinates (x, y) we draw the group Hy,x+y. All the following sheets will
be drawn in the same picture and we will sometimes allow ourselves to talk about elements
of Hq,p, while we actually mean the corresponding element in Eq,pr for some r ≥ 2. Notice
that, because we use the Adams indexing, a given homotopy group pikTmf corresponds to
a column of the E∞-sheet.
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• We introduce the following symbols for our drawings localized at a prime n.
n = 3 ⋅ [c−34 ∆] [c34∆−1] [c−34 ∆, c34∆−1]
Z(3) ◻ ⧅ ⧄ ⊠
Z/3 ● ⦸ ⊘ ⊗
n = 2 ⋅ [c−34 ∆] [c34∆−1] [c−34 ∆, c34∆−1]
Z(2) ◻ ⊟ q ⊞
Z/2 ● ⊖ ⦶ ⊕
To be more precise we say this in words below.
– A dot ● represents a copy of Z/n.
– A square ◻ represents a copy of Z(n).
– A dashed square ⧅ resp. a dashed circle ⦸ represents a copy of Z(3)[c−34 ∆] resp.
Z/3[c−34 ∆].
– A dashed square ⧄ resp. a dashed circle ⊘ represents a copy of Z(3)[c34∆−1] resp.
Z/3[c34∆−1].
– A crossed square ⊠ resp. a crossed circle ⊗ represents a copy of Z(3)[c−34 ∆, c34∆−1]
resp. Z(3)[c−34 ∆, c34∆−1].
– A square with a horizontal line ⊟ resp. a circle with a horizontal line ⊖ represents
a copy of Z(2)[c−34 ∆] resp. Z/2[c−34 ∆].
– A square with a vertical line q resp. a circle with a vertical line ⦶ represents a
copy of Z(2)[c34∆−1] resp. Z/2[c34∆−1].
– A crossed square ⊞ resp. a crossed circle ⊕ represents a copy of Z(2)[c−34 ∆, c34∆−1]
resp. Z(2)[c−34 ∆, c34∆−1].
• Furthermore, a circled dot represents a copy of Z/n2 and a doubly circled dot a copy
of Z/n3.
• A line of positive slope denotes a multiplication by α, h1 or h2 (see fig. 2 and 14).
• An arrow of negative slope denotes a differential. Classes that do not survive in
higher sheets of the spectral sequence are drawn in gray.
When computing H∗(Mell) localized at the primes 2 and 3 we will find that in most
bidegrees either the kernel of D = (i∆,−ic4) or the cokernel of D is zero. This implies
that the short exact sequence (9) induces an isomorphism for these bidegrees. There are
a few cases however where both the kernel and the cokernel are non-zero. In these cases
the Mayer-Vietoris sequence (8) or the induced short exact sequence are not enough to
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determine the additive structure of Hq,p(Mell). To resolve this problem we will have to
resort to cohomology with Z/n-coefficients, by which we mean
Hq (M, ω⊗ 12p ⊗Z Z/n) .
The relation between integral cohomology and cohomology with Z/n-coefficients is given
by a version of the Universal Coefficient Theorem. The short exact sequence
0Ð→ ω ⋅nÐ→ ω Ð→ ω ⊗Z Z/nÐ→ 0
of sheaves induces a exact sequence for sheaf cohomology
0Ð→Hq(M, ω⊗ 12p)⊗Z Z/nÐ→Hq(M, ω⊗ 12p ⊗Z Z/n)Ð→ Tor(Hq+1(M, ω⊗ 12p),Z/n)Ð→ 0,
which splits, but not naturally. In line with the abreviation Hq(M) = Hq(M, ω⊗ 12p) we
will adopt the notation Hq(M,Z/n) =Hq(M, ω⊗ 12p ⊗Z Z/n).
Because the exact sequence splits we may pretend that Hq(M) and Hq+2(M) are zero for
the moment, calculate Hq(M,Z/n) and Hq+1(M,Z/n) from Hq+1(M) and take the direct
sum over all q afterwards. When Hq+1(M) = Z, we get Hq(M,Z/n) ≃ Tor(Z,Z/n) = 0 and
Hq+1(M,Z/n) ≃ Z⊗Z/n ≃ Z/n. If we have Hq+1(M) = Z/nk, then we find Hq(M,Z/n) ≃
Tor(Z/nk,Z/n) ≃ Z/gcd(nk, n) = Z/n and Hq+1(M,Z/n) ≃ Z/nk ⊗Z/n ≃ Z/n.
Z-coefficients Z/n-coefficients
Z ◻
Z/n
Z/n2
Z/n3
3 pi∗Tmf when 6 is invertible
We recall that we compute the homotopy groups of the non-connective spectrum of topo-
logical modular forms Tmf using the convergent elliptic spectral sequence
Hq (Mell, ω⊗p)⇒ pi2p−qTmf
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and the Mayer-Vietoris long exact sequence (8) or the induced short exact sequence (9).
In this section we localize our moduli problem away from 2 and 3. In this case tmf becomes
a complex oriented spectrum and we find that H∗(M +ell) =H0(M +ell) = Z[16 , c4, c6,∆]/(c34 −
c26 − 1728∆ = 0), the polynomial algebra over Z[16] with generators c4 and c6. We can also
write this additively as Z[16 , c4,∆]⊗E(c6) with E(c6) the exterior algebra in c6, because c26
can be expressed in terms of 16 , c4 and ∆. Finally, we can also rewrite Z[16 , c4,∆]⊗E(c6) as
Z[16] {ca4cb6∆c}a ≥ 0b = 0,1c ≥ 0 , by which we mean the Z[16]-algebra generated by the elements ca4cb6∆c
with a ≥ 0, b ∈ {0,1} and c ≥ 0. We find furthermore that
H∗(M +ell)[c−14 ] = Z[16 , c±14 ,∆]⊗E(c6) = Z[16] {ca4cb6∆c}a ∈ Zb = 0,1c ≥ 0
and
H∗(M +ell)[∆−1] = Z[16 , c4,∆±1]⊗E(c6) = Z[16] {ca4cb6∆c}a ≥ 0b = 0,1c ∈ Z .
Both maps ic4 and i∆ have trivial kernel, so D(v ⊕ w) = i∆(v) − ic4(w) = v − w. Now we
compute the kernel, the image, and the cokernel of D as follows:
kerD = {v ⊕ v ∶ v ∈H∗(M +ell)} ≃H∗(M +ell),
imD = H∗(M +ell)[c−14 ] +H∗(M +ell)[∆−1] = Z[16] {ca4cb6∆c, cc4cb6∆a}a ≥ 0b = 0,1c ∈ Z ,
cokerD = Z[1
6
] {ca4cb6∆c}a < 0b = 0,1c < 0 = c−14 c6∆−1 ⋅Z[16] {ca4cb6∆c}a ≤ 0b = 0,−1c ≤ 0 .
So the basis elements of the cokernel are just c−14 c6∆−1 times the inverses of basis elements
of H∗(M +ell). We will adopt the notation
(H i(M +ell))−1 ∶= Z[16] {(ca4cb6∆c)−1 ∶ ca4cb6∆c ∈H i(M +ell)} .
We know that H i(M +ell) = 0 for i > 0, so we have derived that the E2-sheet of the elliptic
spectral sequence is formed by
H0(Mell) ≃H0(M +ell), H1(Mell) ≃ c−14 c6∆−1 ⋅ (H0(M +ell))−1 .
We denote the basis elements of H1(Mell) by [c−14 c6∆−1t−1] where t is a basis element of
H0(M +ell). By degree reasons there can be no differentials. Hence the E2-sheet is also the
E∞-sheet and we have proven the following theorem.
Theorem 3.1 Additively pi∗Tmf [16] is given by
Z[1
6
] {cj4ck6∆l} j ≥ 0k = 0,1l ≥ 0 ⊕Z[16] {[cj4ck6∆l]} j ≤ −1k = 0,1l ≤ −1
14
with cj4c
k
6∆
l in degree 8j+12k+24l and [cj4ck6∆l] in degree 8j+12k+24l−1. The multiplicative
structure is generated by the relation c34 − c26 − 1728∆ = 0 and the product on basis elements
given by
cj4c
k
6∆
l ⋅ cj′4 ck′6 ∆l′ = cj+j′4 ck+k′6 ∆l+l′ ,
cj4c
k
6∆
l ⋅ [cj′4 ck′6 ∆l′] = ⎧⎪⎪⎨⎪⎪⎩[c
j+j′
4 c
k+k′
6 ∆
l+l′] if j + j′ ≤ −1, l + l′ ≤ −1,
0 if j + j′ > −1, l + l′ > −1,[cj4ck6∆l] ⋅ [cj′4 ck′6 ∆l′] = 0.
−40 −38 −36 −34 −32 −30 −28 −26 −24 −22 −20 −18 −16 −14 −12 −10 −8 −6 −4 −2 00 ◻
◻[c−14 c6∆−1]◻◻◻
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40
0 ◻ ◻c4 ◻c6 ◻ ◻ ◻∆ ◻c34 ◻ ◻◻ ◻◻ ◻◻
Figure 1: pi∗Tmf when 6 is invertible.
Here every ◻ denotes a copy of Z[16] and the elements c4, c6, ∆, c34 and [c−14 c6∆−1] are
noted. The kth column of this E∞-sheet corresponds to pikTmf .
4 pi∗Tmf localized at the prime 3
As indicated before, the spectrum Tmf , as well as the other spectra of topological modular
forms, behaves rather differently at the primes 2 and 3 than at the other primes. Of these
two cases pi∗Tmf turns out to be significantly simpler at the prime 3. The following picture
from [2] will be our starting point.
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40
0
2
4
6
8
◻ α β◻c4 ◻c6 ◻ ◻ ◻∆ ◻ ◻ ◻◻ ◻◻ ◻◻
Figure 2: H∗(M +ell) localized at 3.
Here, every ● denotes a copy of Z/3 and every ◻ denotes a copy of Z(3). Recall that a line
connecting two classes indicates a multiplication, in this case by α.
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4.1 The cohomology of Mell
Because c4α = c6α = 0, the map ic4 ∶ H∗(M +ell) Ð→ H∗(M +ell)[c−14 ] sends α and β to zero.
For the elements in filtration zero, ic4 acts as an inclusion, so
H∗(M +ell)[c−14 ] =H0(M +ell)[c−14 ] = Z(3)[c4,∆, c−14 ]⊗E(c6).
We find, for example, that H0,0(M +ell)[c−14 ] ≃ Z(3)[c−34 ∆] and H0,4(M +ell)[c−14 ] = c−14 c6 ⋅
H0,0(M +ell)[c−14 ].
−8 −6 −4 −2 0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 320 ⧅ ⧅ ⧅ ⧅c−14 c6 ⧅ ⧅ ⧅ ⧅ ⧅ ⧅ ⧅
Figure 3: H∗(M +ell)[c−14 ] localized at 3.
Here, every ⧅ denotes a copy of Z(3)[c−34 ∆].
On the other hand, ∆ is a not a zero divisor inH∗(M +ell), so i∆ ∶H∗(M +ell)Ð→H∗(M +ell)[∆−1]
is an inclusion. Writing H0,0(M +ell)[∆−1] = Z(3)[c34∆−1], the filtration zero looks the same
as above, but with c34∆
−1 instead of c−34 ∆.
−8 −6 −4 −2 0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 320
2
4
6
8
10
⧄ ⧄ ⧄ ⧄ ⧄c4 ⧄c6 ⧄ ⧄ ⧄∆ ⧄ ⧄α β
Figure 4: H∗(M +ell)[∆−1] localized at 3.
Notice that every ⧄ denotes a copy of Z(3)[c34∆−1], but that a ● just denotes a copy of Z/3.
At this point it is easy to construct H∗(M +ell)[c−14 ,∆−1], for example by starting from
H∗(M +ell)[c−14 ] and localizing away from ∆.
−8 −6 −4 −2 0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 320 ⊠ ⊠ ⊠ ⊠ ⊠c4 ⊠c6 ⊠ ⊠ ⊠∆ ⊠ ⊠
Figure 5: H∗(M +ell)[c−14 ,∆−1] localized at 3.
Here, every ⊠ represents a copy of Z(3)[c−34 ∆, c34∆−1].
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To compute H∗(Mell) we observe that i∆ ∶ H∗(M +ell)[c−14 ] Ð→ H∗(M +ell)[c−14 ,∆−1] is just
the inclusion and that ic4 ∶ H∗(M +ell)[∆−1] Ð→ H∗(M +ell)[c−14 ,∆−1] maps α and β to zero
and is an inclusion in filtration zero. The kernel of D ∶H∗(M +ell)[c−14 ]⊕H∗(M +ell)[∆−1]Ð→
H∗(M +ell)[c−14 ,∆−1] is the sum of two pieces. The first piece consists of the elements of
H∗(M +ell)[∆−1] in filtration one or higher and the second piece consists of those elements
that appear in filtration zero of both H∗(M +ell)[c−14 ] and H∗(M +ell)[∆−1]. So we end up
with
kerD = (0⊕ α ⋅Z/3[β,∆±1])⊕ (0⊕ β ⋅Z/3[β,∆±1])⊕{v ⊕ v ∶ v ∈ Z(3)[c4,∆]⊗E(c6)} .
For the cokernel of D, we remark first that the image of D is given by
imD = Z(3) {ca4cb6∆c, cc4cb6∆a}a ∈ Zb = 0,1c ≥ 0 ⊂H∗(M +ell)[c−14 ,∆−1] =H0(M +ell)[c−14 ,∆−1].
The cokernel is now found by taking the quotient H0(M +ell)[c−14 ,∆−1]/ imD. We continue
to compute H∗(Mell) using the short exact sequence (9) by looking at different filtrations
separately.
For i ≠ 1 we have H i−1(M +ell)[c−14 ,∆−1] = 0. Hence cokeri−1D = 0 and H i(Mell) = keriD.
On the other hand for i = 1 we find ker1D = α ⋅ Z(3)[∆±1], which only has elements in
bidegrees (1,24j + 4) for all j ∈ Z, and coker0D ≃ c−14 c6∆−1 ⋅ (H0(M +ell))−1. So H1(Mell) is
given by H1(M +ell) in the positive degrees and looks in general like c−14 c6∆−1 ⋅(H0(M +ell))−1
in the negative degrees, with the exception of H1,−24j+4(M +ell) with j > 0. Indeed, these are
the cases where both the cokernel and the kernel are non-zero and we find for the short
exact sequence
0 Ð→ H0,24(j−1)(M +ell) Ð→ H1,−24j+4(Mell) Ð→ α∆−j ⋅Z/3 Ð→ 0,
t z→ [c−14 c6∆−1t].
This leaves us with the following two possibilities:
H1,−24j+4(Mell) ≃ ⎧⎪⎪⎨⎪⎪⎩Z
j(3) or
Zj(3) ×Z/3 . (10)
4.2 The mod 3 cohomology of Mell
The trick to find out which of the two cases in (10) is true, is to compute the same
groups with Z/3-coefficients; that is, we are going to compute H∗(Mell,Z/3), which is our
shorthand for Hq(Mell, ω⊗ 12p⊗ZZ/3). We start by using the Universal Coefficient Theorem
on the first diagram of this section, Figure 2.
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0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40
0
2
4
6
8
α
β
a2 ∆
Figure 6: H∗(M +ell,Z/3) localized at 3.
Every ● denotes a copy of Z/3 and we labelled the new generator in bidegree (0,4) by a2.
We approach the computation of H∗(Mell,Z/3) in the same manner as the computation
of H∗(Mell). So we start by localizations away from a2 and ∆ and then we use the Mayer-
Vietoris sequence (8). It is clear that a2α = 0 and a22β = 0, so H∗(M +ell,Z/3)[a−12 ] is very
easy.
−8 −6 −4 −2 0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 320 ⦸ ⦸a
−1
2 ⦸ ⦸a2 ⦸ ⦸ ⦸ ⦸ ⦸ ⦸ ⦸
Figure 7: H∗(M +ell,Z/3)[a−12 ].
Here, every ⦸ represents a copy of Z/3[a−62 ∆]. The computation of H∗(M +ell,Z/3)[∆−1]
isn’t that complicated either and we find the following picture.
−8 −6 −4 −2 0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 320
2
4
6
⊘ ⊘∆−1a52 ⊘ ⊘a2 ⊘ ⊘ ⊘ ⊘ ⊘∆ ⊘ ⊘α β
Figure 8: H∗(M +ell,Z/3)[∆−1].
In this picture every ⊘ denotes a copy of Z/3[a62∆−1] and a ● still denotes a copy of Z/3.
We construct H∗(M +ell,Z/3)[a−12 ,∆−1] by inverting ∆ in H∗(M +ell,Z/3)[a−12 ].
−8 −6 −4 −2 0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 320 ⊗ ⊗a
−1
2 ⊗ ⊗a2 ⊗ ⊗ ⊗ ⊗ ⊗ ⊗ ⊗
Figure 9: H∗(M +ell,Z/3)[a−12 ,∆−1].
Every ⊗ represents a copy of Z/3[a62∆−1, a−62 ∆]. Now we can compute the kernel and the
cokernel of the difference map D used in the Mayer-Vietoris long exact sequnce (8). That
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isn’t necessary, though, because we are only interested in very specific parts of the picture.
More specifically we see that coker0,−20D = 0, so
H1,−20(Mell,Z/3) ≃ ker1,−20D ≃ Z/3.
It follows by the Universal Coefficient Theorem that H1,−20(Mell) ≃ Z(3) and by a similar
computation that
H1,−24j+4(Mell) ≃ Zj(3), for all j ∈ N.
4.3 The elliptic spectral sequence
We have resolved the issue stated in (10), so let us look at the multiplicative structure of
H∗(Mell) concerning the groups H1,−24j+4(Mell). These groups are part of the short exact
sequence
0Ð→H0,24(j−1)(M +ell)Ð→H1,−24j+4(Mell)Ð→ α∆−j ⋅Z/3Ð→ 0,
of which we now know that it looks like
0Ð→ Zj(3) Ð→ Zj(3) Ð→ Z/3Ð→ 0.
The first map is multiplication by 3 in one of the copies of Z(3) and the second map is
the projection to that copy modulo 3. When we identify H0,24(j−1)(M +ell) with its image in
H1,−24j+4(Mell), then a basis element t ∈H0,24(j−1)(M +ell) is sent to an element, denoted as
before by [c−14 c6∆−1t−1], which is three times the generator of H1,−24j+4(Mell). This is why
we write [13c−14 c6∆−1t−1] for the generator of H1,−24j+4(Mell) and we draw a ◻ with a 13 in
it for this bidegree. On the other hand, the generator of H1,−24j+4(Mell) is sent to α∆−j,
which is why we also denote it by ⟨α∆−j⟩. In general, we will use the notation ⟨xy⟩ for an
element of H∗(Mell) when x or y is not in H∗(Mell) and when this element corresponds
to the product xy in the kernel of D.
−52 −48 −44 −40 −36 −32 −28 −24 −20 −16 −12 −8 −4 0 4 8 12 16 20 24 28 320
2
4
6
8
10
12
14
◻ ◻c4 ◻c6 ◻ ◻ ◻∆ ◻ ◻ ◻◻13
[1
3
c−14 c6∆−1]◻◻◻◻◻[c−44 c6∆−1] 13[1
3
c−14 c6∆−2]◻ α
β
Figure 10: H∗(Mell) localized at 3.
Now that we have H∗(Mell), we proceed to compute the differentials in the elliptic spectral
sequence that abuts to pi∗Tmf . We make use, again, of the computations in [2]. The dif-
ferentials which are calculated by Bauer for H∗(M +ell) are also found periodically repeated
in H∗(M +ell)[∆−1]. We can take the pull-back of these differentials via the map
ρ ∶H i(Mell)Ð→H i(M +ell)[c−14 ]⊕H i(M +ell)[∆−1].
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Define the Z-module T +, which is depicted in Figure 12, as
T + = Z(3) {cj4ck6∆l} j ≥ 0k ∈ {0,1}l ∈ {0,1,2}
j + k > 0 ⊕Z(3)⊕3∆Z(3)⊕3∆2Z(3)⊕Z/3Z{α,β,αβ, β2, β3, β4, α∆, αβ∆} ,
(11)
with cj4c
k
6∆
l in degree 8j + 12k + 24l and with αaβb∆l in degree 3a + 10b + 24l. Define the
Z-module T −, which is depicted in Figure 13, as
T − = Z(3) {[cj4ck6∆l]} j ≤ −1k ∈ {0,1}l ∈ {−3,−2 − 1}
j + k < 0 ⊕ [c−14 c6∆−1]Z(3) ⊕ [13c−14 c6∆−2]Z(3) ⊕ [13c−14 c6∆−3]Z(3)⊕Z/3Z{⟨β∆l⟩, ⟨αβ∆l⟩, ⟨β2∆l⟩, ⟨αβ2∆l⟩, ⟨β3∆l⟩, ⟨β4∆l⟩, ⟨αβ∆l+1⟩, ⟨αβ2∆l+1⟩} , (12)
with [cj4ck6∆l] in degree 8j +12k+24l−1 and with ⟨αaβb∆l⟩ in degree 3a+10b+24l. In this
section we have proven the following theorem.
Theorem 4.1 Additively pi∗Tmf (3) is given by
pi∗Tmf (3) = (Z[∆3]⊗ T +)⊕ (Z[∆−3]⊗ T −),
with T + and T − as defined above in equations (11) and (12).
Multiplication of elements cj4c
k
6∆
l, [cj4ck6∆l], αaβb∆l and ⟨αaβb∆l⟩ is done without tak-
ing brackets into account, and then adding brackets such that the result is an element of
pi∗Tmf (3). If this cannot be done, then the result is 0, except for
α ⋅ α∆ = β3, (13)
α ⋅ [1
3
c−14 c6∆l] = α⟨α∆l⟩ = ⟨β3∆l−1⟩ with l < −1, l ≡ 1 mod 3, (14)
c26 = c34 − 1728∆, (15)
and multiplicative consequences of these equations. Equations 13 and 14 are also depicted
in the figures.
−52 −48 −44 −40 −36 −32 −28 −24 −20 −16 −12 −8 −4 0 4 8 12 16 20 24 28 320
2
4
6
8
10
12
14
◻ ◻c4 ◻c6 ◻ ◻ 3∆ ◻ ◻ ◻◻◻[c
−1
4 c6∆
−1]◻◻◻◻◻13◻
Figure 11: pi∗Tmf localized at 3.
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The next two diagrams are close-ups of the positive degrees, and of the negative degrees.
In filtration zero the first diagram has generators c4, c6, and ∆. In the higher filtrations,
the diagram is repetitive with period 72 generated by ∆3. In filtrations higher than 1, the
second diagram is repetitive with period −72.
0 4 8 12 16 20 24 28 32 36 40 44 48 52
0
2
4
6
8
10
12
14
◻ ◻c4 ◻c6 ◻ ◻ 3∆ ◻ ◻ ◻◻ ◻◻ ◻◻ ◻◻ 3∆2 ◻ ◻◻
Figure 12: pi∗Tmf localized at 3, the positive degrees.
−72 −68 −64 −60 −56 −52 −48 −44 −40 −36 −32 −28 −24 −200
2
4
6
8
10
12
14
◻[c−14 c6∆−1]◻◻◻◻◻13◻◻◻◻◻◻◻◻◻◻◻13
Figure 13: pi∗Tmf localized at 3, the negative degrees.
5 pi∗Tmf localized at the prime 2
Now that we have done the computation localized at 3, we continue with the more elaborate
case of the prime 2. The approach is the same, but the details are more involved, especially
towards the end of the computation. Again we start with the picture of H∗(M +ell) taken
from [2].
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0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40
0
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4
6
8
◻h1 h2 b c d
g
◻c4 ◻c6 ◻ ◻ ◻∆ ◻ ◻ ◻◻ ◻◻ ◻◻
Figure 14: H∗(M +ell) localized at 2.
Recall that from now on a ● denotes a copy of Z/2 and a ◻ denotes a copy of Z(2).
Furthermore we find some circled dots; one circle means a copy Z/4, two circles mean a
copy Z/8. Lines of slope 1 denote a multiplication with h1, while lines of slope 13 denote a
multiplication with h2.
There are several remarks that should be made about this picture. In H∗(M +ell) localized
at 2 we know that t∆ = 0 implies t = 0 and that tg = 0 implies t = 0. Secondly observe that
the result of multiplying dh2 with h2 is not g, represented by the bullet, but 4g represented
by the outermost circle. The result of multiplication by c4 should be made clear in a few
cases. We have
c4h2 = c4c = c4d = 0, c4b = c6h1. (16)
Furthermore we find
c4g = ∆h41, c42g = 2∆h41 = 0. (17)
5.1 The cohomology of Mell
With the above remarks it is easy to compute H∗(M +ell)[c−14 ].
−8 −6 −4 −2 0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 320
2 ⊟ ⊖ ⊟c−24 c6 ⊖ ⊟ ⊖ ⊟c−14 c6 ⊖ ⊟c4 ⊖ ⊟c6 ⊖ ⊟ ⊖ ⊟ ⊖ ⊟ ⊖ ⊟ ⊖ ⊟
Figure 15: H∗(M +ell)[c−14 ] localized at 2.
Here every ⊟ represents a copy of Z(2)[c−34 ∆] and ⊖ a copy of Z/2[c−34 ∆]. Note that
b = c−14 c6h1, so b is presented in this picture whilst it is not explicitly drawn. The same is
true for g
InH∗(M +ell) the equation t∆ = 0 implies t = 0, so the map i∆ ∶H∗(M +ell)Ð→H∗(M +ell)[∆−1]
is an inclusion.
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Figure 16: H∗(M +ell)[∆−1] localized at 2.
Now we have q for a copy of Z(2)[c34∆−1] and ⦶ for a copy of Z/2[c34∆−1]. This time
b /∈ h1c24c6∆−1 ⋅Z/2[c34∆−1],
so we draw b separately. The same argument holds for g.
For H∗(M +ell)[c−14 ,∆−1] we get an easy description again via H∗(M +ell)[c−14 ].
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Figure 17: H∗(M +ell)[c−14 ,∆−1] localized at 2.
Every ⊞ denotes a copy of Z(2)[c−34 ∆, c34∆−1] and every ⊕ denotes a copy of Z/2[c−34 ∆, c34∆−1].
There is also a map ic4 from H
∗(M +ell)[∆−1] to H∗(M +ell)[c−14 ,∆−1], which we will need for
the computation of H∗(Mell). The c4-multiplications given in the equations (16) and (17)
imply that the map ic4 sends h2, c, d, 2g to 0, sends b to h1c
−1
4 c6, and sends g to h
4
1c
−1
4 ∆.
Now we are ready to compute H∗(Mell) using the Mayer-Vietoris long exact sequence (8)
⋯ D=(i∆,−ic4)Ð→ H i−1(M +ell)[c−14 ,∆−1] dÐ→H i(Mell) (ic4i∆)Ð→ H i(M +ell)[c−14 ]⊕H i(M +ell)[∆−1] D=(i∆,−ic4)Ð→ ⋯.
(18)
First we determine for every element of H∗(M +ell)[c−14 ] ⊕H∗(M +ell)[∆−1] whether or not
it is in the kernel of D. After that we turn to analyzing the cokernel of D, which is the
quotient of H∗(M +ell)[c−14 ,∆−1] by the image of D.
Lemma 5.1 There is an isomorphism between the kernel of D and the subset of H∗(M +ell)[∆−1]
generated by the products containing h2, c, d or 2g and terms bhgih
j
1c
k
4c
l
6∆
m with i+m ≥ 0.
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Proof: Because the map i∆ ∶ H∗(M +ell)[c−14 ] Ð→ H∗(M +ell)[c−14 ,∆−1] is an inclusion, an
element is in the kernel of D precisely when it is of the form (u, v) ∈ H∗(M +ell)[c−14 ] ⊕
H∗(M +ell)[∆−1] with u = ic4(v). This means that any element of the kernel of D is of the
form (ic4(v), v) with v ∈H∗(M +ell)[∆−1] and this element of the kernel can then be identified
with v. Hence we can view kerD as a subset of H∗(M +ell)[∆−1]; the subset of elements
v ∈ H∗(M +ell)[∆−1] such that ic4(v) ∈ H∗(M +ell)[c−14 ]. Every product in H∗(M +ell)[∆−1]
containing h2, c, d or 2g is in the kernel of D because ic4 maps these elements to 0, which
is surely an element of H∗(M +ell)[c−14 ]. What is left is to decide whether products of b, g, h1,
c4, c6 and ∆ are in the kernel. Given an element of the form bhgih
j
1c
k
4c
l
6∆
m ∈H∗(M +ell)[∆−1]
we compute
ic4(bhgihj1ck4cl6∆m) = hh+4i+j1 c−h−i+k4 ch+l6 ∆i+m.
This belongs to H∗(M +ell)[c−14 ] precisely when i +m ≥ 0. This fully determines the kernel
of D. ◻
Lemma 5.2 The cokernel of D is generated by the classes that can be represented by an
element hw1 c
x
4c
y
6∆
z of H∗(M +ell)[c−14 ,∆−1] whose exponents satisfy the inequalities z < 0 and
w + 4x + 3y < 0.
Proof: The group H∗(M +ell)[c−14 ,∆−1] is spanned by the elements hw1 cx4cy6∆z with w ≥ 0,
x ∈ Z, y ∈ {0,1} and z ∈ Z. Such a basis element is in the image of D precisely when it is
in the image of ic4 or in the image of i∆.
We observe that hw1 c
x
4c
y
6∆
z is in the image of i∆ if and only if it is an element ofH∗(M +ell)[c−14 ],
i.e. precisely when z ≥ 0.
On the other hand, hw1 c
x
4c
y
6∆
z is in the image of ic4 if and only if it can be written as
hh+4i+j1 c−h−i+k4 ch+l6 ∆i+m, with i, j, k ≥ 0 and h, l, h + l ∈ {0,1}. So if hw1 cx4cy6∆z is in the image
of ic4 then we find that
w + 4x + 3y = (h + 4i + j) + 4(−h − i + k) + 3(h + l) = j + 4k + 3l ≥ 0.
Conversely, if we start with w, x, y, z such that w + 4x + 3y ≥ 0, then we choose
i = ⌊w
4
⌋,
h = ⎧⎪⎪⎨⎪⎪⎩1 if w − 4i > 0 and y = 1,0 else,
j = w − 4i − h,
k = x + h + i,
l = y − h,
m = z − i.
(19)
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These coefficients happen to satisfy the property hh+4i+j1 c−h−i+k4 ch+l6 ∆i+m = hw1 cx4cy6∆z. Now
we claim that
i, j, k ≥ 0,
h, l, h + l ∈ {0,1}, (20)
which would imply that bhgihj1c
k
4c
l
6∆
m is an element of H∗(M +ell)[∆−1] and thence places
hw1 c
x
4c
y
6∆
z in the image of ic4 .
Let us check the claims in (20) using the definitions in (19). It is clear that i ≥ 0, because
w ≥ 0. That h ∈ {0,1} is obvious. By definition of i we know that w−4i ≥ 0, so if h = 0 then
j ≥ 0. If h > 0, then we find that w−4i > 0 and h = 1 and in this case we get j = w−4i−h ≥ 0
as well. Now we turn to estimating k. First of all the given estimation w + 4x + 3y ≥ 0
implies that
k = x + h + i = 1
4
(4x + 4h + 4i) ≥ 1
4
(−w − 3y + 4h + 4i).
If w − 4i = 0, then h = 0 and −w − 3y + 4h + 4i = −3y ≥ −3. If 3 ≥ w − 4i > 0, then y = h and−w − 3y + 4h + 4i ≥ −w + 4i ≥ −3. Hence
1
4
(−w − 3y + 4h + 4i) ≥ −3
4
> −1,
so k > −1 and because k is an integer we have k ≥ 0. Because y ∈ {0,1} we have
h, l, h + l ∈ {0,1}. We have checked all the statements of (20), thus we have derived
that bhgihj1c
k
4c
l
6∆
m ∈ H∗(M +ell)[∆−1] and ic4(bhgihj1ck4cl6∆m) = hw1 cx4cy6∆z is in the image of
ic4 . We conclude that h
w
1 c
x
4c
y
6∆
z is in the image of ic4 if and only if w + 4x + 3y ≥ 0.
Thus the image of D is generated by elements hw1 c
x
4c
y
6∆
z with either z ≥ 0 or w+4x+3y ≥ 0.
Subsequently the generators of the cokernel of D correspond to elements with z < 0 and
w + 4x + 3y < 0. ◻
Now we can draw H∗(Mell) localized at 2 almost completely. The only obstacles remaining
are those bidegrees where both the kernel and the cokernel are non-empty. When we draw
25
the picture we observe this is the case in the following bidegrees:
H1,−24k+4(Mell) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(Z(2))k or(Z(2))k ×Z/2 or(Z(2))k ×Z/4 ,
H4j+5,−24k+4(Mell) = ⎧⎪⎪⎨⎪⎪⎩(Z/2)
k−1 ×Z/8 or(Z/2)k ×Z/4 ,
H4j+3,−24k−4(Mell) = ⎧⎪⎪⎨⎪⎪⎩(Z/2)
k−1 ×Z/4 or(Z/2)k+1 ,
H4j+3,−24k−12(Mell) = ⎧⎪⎪⎨⎪⎪⎩(Z/2)
k−1 ×Z/4 or(Z/2)k+1 ,
H4j+2,−24k−14(Mell) = ⎧⎪⎪⎨⎪⎪⎩(Z/2)
k−1 ×Z/4 or(Z/2)k+1 .
(21)
In Figure 18 we have labelled these bidegrees with a question mark, but we have also drawn
the answers to these questions, which will be explained afterwards.
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5.2 The mod 2 cohomology of Mell
To resolve the problems listed in (21) we resort to the Universal Coefficient Theorem.
Applying this theorem to Figure 14 we get Figure 19. The Universal Coefficient Theorem
gives all the elements of the bigraded algebra, but it does not say anything specific about
the algebraic structure. Some extensions, for example, are not carried over by the functor
Tor(−,Z/2). Take the surjection Z/pk ↠ Z/pl with k > l. This map induces a commutative
diagram of two short exact sequences used to define Tor
0 // Z/2 ⋅2k //
⋅0

Z/2k+1 ⋅1 //
⋅1

Z/2k //
⋅1

0
0 // Z/2 ⋅2l // Z/2l+1 ⋅1 // Z/2l // 0
Notice that the first vertical map is the zero map, hence the induced map between Tor(Z/2k,Z/2)
and Tor(Z/2l,Z/2) must also be zero. Another multiplication that is absent when we work
with Z/2-coefficients is dh22 = 4g because 4g = 0 mod 2. We will give all these absent
extensions a grey color in the upcoming picture.
On the other hand, there are also some multiplications that are not apparent from the
conversion to Z/2-coefficients. We are not going to explain these, but they will be drawn
with dashed lines. The resulting picture can also be found in [2].
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Figure 19: H∗(M +ell,Z/2) localized at 2.
Every ● denotes a copy of Z/2. In this picture g and ∆ are also generators and the relation
between them is ga41 = h41∆. In the next picture we introduce some notation; namely the
elements x and y.
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Figure 20: H∗(M +ell,Z/2) localized at 2.
In order to compute H∗(Mell,Z/2), we proceed with localizing this cohomology. Because
c4 ≡ a41 mod 2 we might as well invert a1 instead of c4. We know that xa21 = da21 = ya1 = 0
and g = h41a−41 ∆, so inverting a1 yields the following 2-periodic picture, in which every ⊖
denotes a copy of Z/2[a−121 ∆].
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Figure 21: H∗(M +ell,Z/2)[a−11 ] localized at 2.
The element ∆ is a non-zero-divisor generator inH∗(M +ell,Z/2) and the algebraH∗(M +ell,Z/2)[∆−1]
also has an easy description. It is periodic with period ∆ to both the left and the right,
and the map i∆ is an inclusion.
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Figure 22: H∗(M +ell,Z/2)[∆−1] localized at 2.
A ● still represents a copy of Z/2 and a ⦶ represents a copy of Z/2[a121 ∆−1].
ForH∗(M +ell,Z/2)[a−11 ,∆−1] we get the following, where every ⊕ denotes a copy of Z/2[a−121 ∆, a121 ∆−1].
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Figure 23: H∗(M +ell,Z/2)[a−11 ] localized at 2.
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To calculate H∗(Mell,Z/2), we work with the version of (18) with Z/2-coefficients.
For the kernel of D, we recall from the proof of lemma 5.1 that any element (u, v) of the
group kerD ⊂ H∗(M +ell,Z/2)[a−11 ] ⊕H∗(M +ell,Z/2)[∆−1] satisfies u = ia1(v) and that we
can use this to identify kerD with the subset of elements v ∈H∗(M +ell,Z/2)[∆−1] such that
ia1(v) ∈ H∗(M +ell,Z/2)[a−11 ]. We note that products in H∗(M +ell,Z/2)[∆−1] containing h2,
x, d or y are sent to zero by ia1 , so these products are certainly in kerD. The remaining
part of H∗(M +ell,Z/2)[∆−1] is spanned by elements of the form hj1gkal1∆m and we compute
that
ia1(hj1gkal1∆m) = hj+4k1 al−4k1 ∆k+m.
This belongs to H∗(M +ell,Z/2)[a−11 ] if and only if k +m ≥ 0. We now have a complete
description of the kernel of D.
We continue with the computation of the cokernel of D. This group is generated by the
basis elements of H∗(M +ell,Z/2)[a−11 ,∆−1] that are not hit by i∆ and ia1 . So let’s look at
an element a = hx1ay1∆z with x ≥ 0 and y, z ∈ Z. Then a /∈ i∆ (H∗(M +ell,Z/2)[a−11 ]) precisely
when z < 0. We have that a /∈ ia1 ∈ (H∗(M +ell,Z/2)[∆−1]) iff it cannot be written in the form
hj+4k1 al−4k1 ∆k+m with j, k, l ≥ 0. That is if and only if ⌊x4 ⌋+ ⌊y4⌋ < 0 or equivalently x < 4⌈−y4 ⌉.
We conclude that the cokernel is generated by the classes of the elements hx1a
y
1∆
z with
4⌈−y4 ⌉ > x ≥ 0 and z < 0.
Now we can compute H∗(Mell,Z/2) with the short exact sequence (9) induced by the
Mayer-Vietoris sequence. Because we are working with Z/2-coefficients, this sequence
splits and the ring H i(Mell,Z/2) is entirely determined by cokeri−1D and keriD. There is
only one possible result, namely
H i(Mell,Z/2) = cokeri−1D ⊕ keriD.
As can be seen in Figure 18 we are only interested in the negative degrees, so we have
focussed the following picture on this part.
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Figure 24: H∗(Mell,Z/2) localized at 2.
This resolves all the issues raised in (21) and we find that
H0,−24k+4(Mell,Z/2) ≃ 0 so H1,−24k+4(Mell) ≃ (Z(2))k,
H4j+5,−24k+4(Mell,Z/2) ≃ (Z/2)k so H4j+5,−24k+4(Mell) ≃ (Z/2)k−1 ×Z/8,
H4j+3,−24k−4(Mell,Z/2) ≃ (Z/2)k+1 so H4j+3,−24k−4(Mell) ≃ (Z/2)k+1,
H4j+3,−24k−12(Mell,Z/2) ≃ (Z/2)k+1 so H4j+3,−24k−12(Mell) ≃ (Z/2)k+1,
H4j+2,−24k−14(Mell,Z/2) ≃ (Z/2)k+1 so H4j+2,−24k−14(Mell) ≃ (Z/2)k+1.
5.3 The elliptic spectral sequence
We first look at the multiplicative structure of H∗(Mell) for a moment. For the bidegree
H1,−20(Mell) ≃ Z(2) the short exact sequence
0Ð→ coker0,−20D Ð→H1,−20(Mell)Ð→ ker1,−20D Ð→ 0,
boils down to
0Ð→ Z(2) Ð→ Z(2) Ð→ Z/4Ð→ 0.
So the map coker0,−20D Ð→ H1,−20(Mell) is multiplication by 4 and the generator of
H1,−20(Mell) is 14 times the image of the generator of coker0,−20D. We denote the generator
of coker0,−20D by c−14 c6∆−1, hence we denote the generator of H1,−20(Mell) by [14c−14 c6∆−1].
31
This generator is sent to the element h2∆−1 in ker1,−20D, which we view as a subset of
H∗(M +ell)[∆−1]. Hence we denote the generator of H1,−20(Mell) also by ⟨h2∆−1⟩.
As before, we will use the notation [1cxy] with c ∈ N for an element of H∗(Mell) when x
or y is not an element of H∗(Mell) and when c times [1cxy] corresponds to the product xy
in the cokernel of D. We will use the notation ⟨xy⟩ for an element of H∗(Mell) when x or
y is not in H∗(Mell) and when this element corresponds to the product xy in the kernel
of D.
We recall from the beginning of this section that dh22 = 4g in H∗(M +ell), as well as the
relations stated in (16) and (17). We remark that the generator of H4,−24(Mell) is ⟨2g∆−2⟩
and we compute that h2⟨dh2∆−2⟩ = 2⟨2g∆−2⟩. Let f denote the generator of H5,−20(M +ell)
(see figure 25). Because 2h1 = 0, we observe that h41[c−24 c6∆−1] ∈H5,−20(Mell) is an element
of order 2. Hence we find that h41[c−24 c6∆−1] = 4f . Analogously we see that h2⟨2g∆−2⟩ ∈
H5,−20(Mell) must be an element of order 4, which implies an h2⟨2g∆−2⟩ = 2f .
From the E5-sheet of the spectral sequence on there is another interesting extension in the
negative degrees. This extension follows from and is very similar to the extension 4 ⋅ gh2 =
gh31 in the positive degrees. Let us denote the generator h1[c−24 c6∆−1] of H2,−26(Mell) by
g′ (see figure 25). Then the computation
h31g
′∆2 = h41[c−24 c6∆−1]∆2 = 4f∆2 = 4⟨h2g∆−2⟩∆2 = ⟨h31g∆−2⟩∆2 = h31g
implies that g′∆2 = g and 2 ⋅ g′ = ⟨2g∆−1⟩, which is the generator of the class H4,−24(Mell).
Looking at the resulting picture, which is drawn on the next page, we observe a rotational
symmetry between the positive and the negative degrees. The multiplicative structure in
the neighborhood of gk∆l for k + l < 0 looks precisely like the multiplicative structure in
the neighborhood of gk∆l for k + l ≥ 0 rotated 180 degrees. This phenomenon can also be
observed in H∗(Mell,Z/2).
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We now have the E2-sheet of the elliptic spectral sequence (6) which converges to pi∗Tmf .
We would like to compute the differentials in this spectral sequence. We start with the
differentials that are calculated by Bauer for the spectral sequence
Hq (M +ell, ω⊗p)⇒ pi2p−qtmf .
We saw in the introduction that this relates to the spectral sequence of pi∗TMF by
Hq (Mell, ω⊗p) ≃Hq (M +ell, ω⊗p) [∆−1]⇒ pi2p−qtmf [∆−24] ≃ pi2p−qTMF .
Hence the differentials in this spectral sequence are multiples of the ones calculated by
Bauer by factors ∆−24k. The inclusion of stacksMell ↪Mell induces a map of cohomologies
H∗ (Mell)→H∗ (Mell). This map can be factored as
H∗ (Mell) ρÐ→H∗ (Mell) [c−14 ]⊕H∗ (Mell) [∆−1]Ð↠H∗ (Mell) [∆−1] ≃H∗ (Mell) . (22)
It induces a map from the spectral sequence for pi∗Tmf to the spectral sequence for pi∗TMF
and we pull back the differentials of this last spectral sequence along this map.
Secondly we calculate the d3-differentials using the Leibniz rule
d3(tb) = (d3t)b + t(d3b)
with b ∈ H1,6 (Mell) and t an element of the form hj1[c−k4 cl6∆−m]. We already know that
d3b = h41, so when d3(tb) = 0 and h41t ≠ 0 we find that (d3t)b = t(d3b) = th41 ≠ 0. Hence
d3t ≠ 0 and there is a d3-differential supported by t. Because bc6 = 0, we know that
d3(tb) = d3(0) = 0 for all t which satisfy l = 1. Hence all t satisfying l = 1 and h41t ≠ 0 support
a differential. This leaves only room for d3-differentials from h21[c−14 ∆−m] to h51[c−34 c6∆−m]
for all m ≥ 1. Would this differential exist, then it would imply a d3-differential between
h31[c−14 ∆−m] and h61[c−34 c6∆−m]. Because the latter differential does not exist, neither does
the former.
We have already noted that f and 4f are in the same bidegree, as opposed to h2g and 4h2g,
and that g′ and 2g′ are in different bidegrees (from the E5-sheet on), as opposed to g and
2g. This has as a consequence that a dn-differential in the spectral sequence for pi∗TMF
might constitute, via the map (22), in a dn±2-differential (for (n ± 2) ≥ 5) in the spectral
sequence for pi∗Tmf . In the spectral sequence for pi∗TMF there are no dk-differentials for
k > 23, so in the present case there are no dk-differentials with k > 25. Hence the spectral
sequence collapses at the E26-sheet, meaning that E∞-sheet equals the E26-sheet.
Let e2 be the function assigning to a non-zero integer a the highest integer b such that 2b
divides a, together with the convenient choice of e2(0) = 3. Define the Z-module R+ as
R+ = (Z(2) ⊕ 2c6Z(2) ⊕ h1Z/2Z⊕ h21Z/2Z) {cj4∆l} j > 07 ≥ l ≥ 0 ⊕ 7⊕
l=0 ∆l (23−e2(l)Z(2) ⊕ 2c6Z(2)) ,
(23)
34
with hi1c
j
4c
k
6∆
l in degree i+ 8j + 12k + 24l, of which a few elements are drawn in filtration i
in Figure 26. Define S+ as the direct sum of the other groups of degree smaller than 192
drawn in Figure 26. Notice that these are all in filtration 1 till 22. Similarly, define R− as
the Z-module
R− = (Z(2) ⊕ 2c6Z(2) ⊕ h1Z/2Z⊕ h21Z/2Z) {[cj4∆l−1]} j < −1−7 ≤ l ≤ 0 ⊕
0⊕
l=−7[c−14 ∆l−1] (Z(2) ⊕ 2e2(l)−3 ⋅ 2c6Z(2) ⊕ h1Z/2Z⊕ h21Z/2Z) , (24)
with [hi1cj4ck6∆l] in degree i+ 8j + 12k + 24l − 1, of which only the terms 2e2(n)−2[c−14 c6∆n−1]
are drawn in filtration 1 in Figure 27. Define S− as the direct sum of the other groups of
degree bigger then -212 drawn in Figure 27. Notice that these are all in filtration 2 till 23.
Theorem 5.3 Additively pi∗Tmf (2) is given by
pi∗Tmf (2) = (Z[∆8]⊗ (R+ ⊕ S+))⊕ (Z[∆−8]⊗ (R− ⊕ S−)) ,
where R+, R−, S+ and S− are as defined above, in (23), (24)and the subsequent sentences.
The multiplicative structure is generated by
I. multiplications by c4, c6, 23−e2(l)∆l, with 1 ≤ l ≤ 8, and c34 − c26 − 1728∆ = 0,
II. multiplications by h1 and h2, which are all drawn in the Figures 26 and 27,
III. multiplications by c, d, g, ⟨h1∆⟩, ⟨2h2∆⟩, ⟨c∆⟩, ⟨h2∆2⟩ pulled back from H∗(M +ell)[c−14 ,∆−1]
along D, together with the extensions
(1) c⟨d∆8i⟩ = h21⟨g∆8i⟩ for all i ∈ Z,
(2) d⟨d∆8i⟩ = c⟨g∆8i⟩ for all i ∈ Z,
(3) d2⟨d∆8i⟩ = h21g⟨g∆8i⟩ for all i ∈ Z,
(4) c ⋅ ⟨c∆8i+1⟩ = 2g⟨g∆8i⟩ for all i ∈ Z,
(5) c ⋅ ⟨2h2∆8i+1⟩ = h1d⟨g∆8i⟩ for all i ∈ Z,
(6) d ⋅ ⟨2h2∆8i+1⟩ = h1g⟨g∆8i⟩ for all i ∈ Z,
(7) c ⋅ ⟨h2∆8i+2⟩ = ⟨h1dg∆8i+1⟩ for all i ∈ Z,
(8) ⟨h1∆⟩4 = g5,
(9) ⟨2h2∆⟩2 = dg2,
(10) ⟨h1∆⟩ ⋅ ⟨h2d∆4⟩ = ⟨h21g2∆4⟩.
Proof: I. These multiplications all follow from the map (22). From the E5-sheet the
elements of R+ (in filtration 2 or less) cannot support any differentials any more,
except for the pure powers of ∆. Because the structure of these terms is quite clear
we’ll omit them from E0,365 on. The same is true in the negative degrees for elements
of R−.
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II. Most of these extensions also follow from the map (22). The few extensions that do
not, are derived from an other extension by multiplication by an element of H∗(Mell).
These extensions that follow from the multiplicative structure are drawn with a
dashed line (see Figure 27).
We have made one amendment to the picture of Tilman Bauer. Define p as the
map p ∶ H∗(Mell) Ð→ pi∗Tmf . Then Bauer draws a line between the generators
with coordinates (65,3) and (66,10), i.e. h2d∆2 and h21g2∆. These elements are
representatives of the classes p(h2d∆2) and p(h21g2∆), so this line would indicate an
η-multiplication between those two classes. There is also an element with coordinates(65,9), namely h1g2∆ of which we already know that ηp(h1g2∆) = p(h21g2∆). We
also know that p(h2d∆2 + h1g2∆) = p(h2d∆2), so h2d∆2 plus any multiple of h1g2∆
is also a representative of p(h2d∆2). Hence the drawn multiplication between (65,3)
and (66,10) holds no extra information on the level of homotopy groups of Tmf .
Furthermore we fixed one missing multiplication in the positive degrees; from (122,2)
to (125,21).
III. (1) From theE5-sheet of the spectral sequence on, we have that h31⟨g∆8i⟩ = 4h2⟨g∆8i⟩ =
h32⟨d∆8i⟩ = h1c⟨d∆8i⟩. This implies that h21⟨g∆8i⟩ = c⟨d∆8i⟩ from the E5 sheet
on.
(2) In the Bockstein spectral sequence that converges to the E2-sheet, we have
the Massey products ⟨⟨d∆8i⟩,2, h22⟩ = h1⟨g∆8i⟩ en ⟨2, h22, c⟩ = h1d. The Massey
product shuffling lemma gives
h1⟨g∆8i⟩ ⋅ c = ⟨⟨d∆8i⟩,2, h22⟩c = ⟨d∆8i⟩⟨2, h22, c⟩ = ⟨d∆8i⟩dh1.
(3) By the previous two statements, we have cd2⟨d∆8i⟩ = cd ⋅d⟨d∆8i⟩ = h21g ⋅ c⟨g∆8i⟩.
(4) We recall that, for i < 0, the element ⟨h2∆8i+2⟩ is also denoted by [14c−14 c6∆8i+2].
Looking at Figures 26 and 27 we see that
cg ⋅ ⟨c∆8i+1⟩ = h1c⟨h2∆8i+2⟩ = h32⟨h2∆8i+2⟩ = 2g2⟨g∆8i⟩.
(5) Using the Massey product shuffling lemma in the elliptic spectral sequence, we
find
c ⋅ ⟨2h2∆8i+1⟩ = ⟨⟨g∆8i⟩, h2,2h2⟩c = ⟨g∆8i⟩⟨h2,2h2, c⟩ = h1d⟨g∆8i⟩.
(6) We derive the statement from h1d⋅⟨2h2∆8i+1⟩ = cd⟨g∆8i⟩ = h21g⟨g∆8i⟩ by dividing
by h1.
(7) This is a direct result from h2 ⋅ ⟨h1c∆8i+2⟩ = 2g2⟨g∆8i⟩ = h1⟨h1dg∆8i+1⟩, which is
drawn in Figure 26.
(8) From the Massey product shuffling lemma it follows that⟨h1∆⟩4 = ⟨h1∆⟩3 ⋅ ⟨h1∆⟩ = ⟨h1∆⟩3⟨g, h2, h1⟩ = ⟨⟨h1∆⟩3, g, h2⟩h1 = ⟨h2∆4⟩h1.
As seen in Figure 26, we know that ⟨h2∆4⟩h1 = g5.
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(9) We compute that
⟨2h2∆⟩2 = ⟨2h2∆⟩ ⋅ ⟨g, h22,2⟩ = ⟨⟨2h2∆⟩, g, h22⟩2 = ⟨h22∆2⟩2 = dg2.
(10) This is immediate by the extension ⟨h1∆⟩ ⋅ ⟨h2d∆4⟩ = h2⟨h1d∆5⟩ = ⟨h21g2∆4⟩,
which we find in Figure 26.
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