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1. Introduction and statement of the main results
A polynomial vector ﬁeld X in R3 is a vector ﬁeld of the form
X = P (x, y, z) ∂
∂x
+ Q (x, y, z) ∂
∂ y
+ R(x, y, z) ∂
∂z
, (1)
where P , Q and R are polynomials in the variables x, y and z with real coeﬃcients. We denote by m = max{deg P ,deg Q ,
deg R} the degree of the polynomial vector ﬁeld X . In what follows, X will denote the above polynomial vector ﬁeld.
Let S2 be the 2-dimensional sphere {(x, y, z) ∈ R3: x2 + y2 + z2 = 1}. A polynomial vector ﬁeld X on S2 is a polynomial
vector ﬁeld in R3 such that restricted to the sphere S2 deﬁnes a vector ﬁeld on S2; i.e. it must satisfy the equality
xP (x, y, z) + yQ (x, y, z) + zR(x, y, z) = 0, (2)
for all points (x, y, z) of the sphere S2.
The vector ﬁeld (1) is called time-reversible if there is a smooth involution φ : R3 → R3, i.e. φ ◦ φ = id, satisfying the
relation
X
(
φ(x, y, z)
)= −dφ(x, y, z)X(x, y, z), (x, y, z) ∈R3. (3)
In particular, if the dimension of the ﬁxed point set of φ, Fix{φ}, is equal to k, then (1) is said to be of (3,k)-type reversibility.
It is clear that 0 k < 3 (see [1]).
Various types of reversible systems have been investigated for many authors. For example, in [12] all (2,1)-type re-
versible systems are classiﬁed, in [2] (2,0)-type, and in [8] (3,2)-type. In [4], there is an exploration on (3,1)-type reversible
vector ﬁelds having a nilpotent linear part.
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is a homogeneous polynomial vector ﬁeld on R3. The quadratic homogeneous polynomial vector ﬁelds on S2 have been
studied in [5–7,10]. In these papers, the main problems in the qualitative theory of ordinary differential equations, like
determination of limit cycles, bifurcations and center-focus problem, are studied. More precisely, the authors solve the
center-focus problem, study the Hopf bifurcation and give a topological classiﬁcation of all global phase portraits to this
kind of vector ﬁelds modulo limit cycles. The next step in this direction is to study the quadratic polynomial vector ﬁelds
on S2 of (3,k)-type reversibility with a linear involution and k = 1,2.
In this paper we study quadratic polynomial vector ﬁelds on S2 of (3,1)-type reversibility with a linear involution.
The main results of this paper are the following ones.
The ﬁrst theorem gives us the general expression of the quadratic polynomial vector ﬁelds on S2 of (3,1)-type reversibility
with a linear involution.
Theorem 1. Let X be a quadratic polynomial vector ﬁeld on R3 . Then X is a polynomial vector ﬁeld on S2 of (3,1)-type reversibility
with a linear involution if and only if the system associated to X can be written as
x˙ = P (x, y, z) = −a4 − b1 y + a4x2 + (a4 − b3)y2 + a4z2,
y˙ = Q (x, y, z) = b1x− c1z + b3xy + (c4 − c3)yz,
z˙ = R(x, y, z) = −c4 + c1 y + c4x2 + c3 y2 + c4z2. (4)
The next theorem characterizes the centers of the quadratic polynomial vector ﬁelds on S2 of (3,1)-type reversibility with
a linear involution.
Theorem 2. Let X be a quadratic polynomial vector ﬁeld on S2 of (3,1)-type reversibility with a linear involution and let p be an
isolated singularity of X ; i.e. the system associated to X can be written in the form (4) with b21 + c21 = 0.
(a) If c1 = 0, then p is a center of X if and only if c4 = c3 .
(b) If c1 = 0, then p is a center of X if and only if b3 = (c3 − c4)b1/c1 .
The following theorem classiﬁes the phase portraits of the quadratic polynomial vector ﬁelds on S2 of (3,1)-type re-
versibility with a linear involution.
Theorem 3. Let X be a quadratic polynomial vector ﬁeld on S2 of (3,1)-type reversibility with a linear involution. Then its phase
portrait is equivalent to one of the phase portraits of Figs. 1, 2 or 3.
Corollary 4. Let X be a quadratic polynomial vector ﬁeld on S2 of (3,1)-type reversibility with a linear involution. Then X has no limit
cycles on S2 .
Theorem 1 will be proved in Section 2. Theorems 2, 3 and Corollary 4 will be proved in Section 4.
2. Reversible quadratic polynomial vector ﬁelds on S2
In what follows we assume that m = 2, i.e. P , Q , R are quadratic polynomials. Therefore, X is the vector ﬁeld associated
to the differential system
x˙ = a0 + a1x+ a2 y + a3z + a4xy + a5xz + a6 yz + a7x2 + a8 y2 + a9z2,
y˙ = b0 + b1x+ b2 y + b3z + b4xy + b5xz + b6 yz + b7x2 + b8 y2 + b9z2,
z˙ = c0 + c1x+ c2 y + c3z + c4xy + c5xz + c6 yz + c7x2 + c8 y2 + c9z2. (5)
Moreover, we assume that X is of (3,1)-type reversibility with a linear involution φ. Thus, doing a rotation of SO(3), we
can suppose that φ(x, y, z) = (−x, y,−z) and so the Fix{φ} = {x = z = 0}.
Proposition 5. Let X be the vector ﬁeld associated to (5). Then X is of (3,1)-type reversibility with linear involution if and only if
system (5) can be written as
x˙ = P (x, y, z) = a0 + a1 y + a2x2 + a3 y2 + a4z2,
y˙ = Q (x, y, z) = b1x+ b2z + b3xy + b4 yz,
z˙ = R(x, y, z) = c0 + c1 y + c2x2 + c3 y2 + c4z2. (6)
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Proof of Theorem 1. If X is a polynomial vector ﬁeld on S2, then it satisﬁes Eq. (2) with (x, y, z) ∈ S2. Now, if X is a
quadratic polynomial vector ﬁeld of (3,1)-type reversibility with linear involution, by Proposition 5, then the system asso-
ciated to X is given by (6). Using the sphere coordinates x = sin(θ) cos(σ ), y = sin(θ) sin(σ ) and z = cos(θ), the left side of
Eq. (2) becomes the trigonometric polynomial F (θ,σ ) =∑11i=1 αi f i(θ,σ ), were
f1 = cos(θ), f2 = sin(θ) cos(σ ), f3 = cos(σ ) sin(σ ), f4 = cos(θ) cos2(σ ),
f5 = cos(θ) sin(θ) sin(σ ), f6 = cos3(θ), f7 = sin(θ) cos3(σ ),
f8 = cos2(θ) sin(σ ) cos(σ ), f9 = cos2(θ) sin(θ) cos(σ ),
f10 = cos3(θ) cos2(σ ), f11 = cos2(θ) sin(θ) cos3(σ ),
and the αi ’s are expressions involving the parameters of (6).
We have that
F
(
θ,
π
2
)
= α1 f1
(
θ,
π
2
)
+ α5 f5
(
θ,
π
2
)
+ α6 f6
(
θ,
π
2
)
.
Now, the Wronskian determinant of { f1, f5, f6} on the variable θ , at the point (θ, π2 ), is not identically zero. Therefore,{ f1(θ, π2 ), f5(θ, π2 ), f6(θ, π2 )} is linearly independent and so, F (θ, π2 ) = 0 if and only if α1 = α5 = α6 = 0. In the same
way, for F ( π2 , σ ), we obtain that α2 = α3 = α7 = 0. The last condition implies that the coeﬃcients of (6) satisfy a1 = −b1,
a2 = −a0, b2 = −c1, b3 = −a0 − a3, b4 = c4 − c3 and c0 = −c4. Hence, F becomes
F (θ,σ ) = (−2c4 + 2c2) f4(θ,σ ) + (2a0 + 2a4) f9(θ,σ ) + (2c4 − 2c2) f10(θ,σ ).
Finally, as the Wronskian determinant of the set { f4, f9, f10} on the variable θ is not identically zero, it follows that
F (θ,σ ) = 0 if and only if c2 = c4 and a0 = −a4. Therefore, substituting a0 = −a4, a1 = −b1, a2 = a4, b2 = −c1, b3 = a4 − a3,
b4 = c4 − c3, c0 = −c4 and c2 = c4 in (6) we obtain (4). 
3. Stereographic projection
We identify R2 as the plane z = 0. Then we denote the points of R2 as (u, v,0). Let π : R2 → S2 \ {(0,0,1)} be the
diffeomorphism given by π(u, v) = (x = 2u/(1 + u2 + v2), y = 2v/(1 + u2 + v2), z = (u2 + v2 − 1)/(1 + u2 + v2)). That is,
π is the inverse map of the stereographic projection π−1 : S2 \ {(0,0,1)} →R2 deﬁned by
π−1(x, y, z) =
(
u = x
1− z , v =
y
1− z ,0
)
. (7)
Through the stereographic projection π−1, system (4) associated to polynomial vector ﬁeld X on S2 becomes the differential
system
u˙ = 1+ u
2 + v2
2
( P¯ + uR¯),
v˙ = 1+ u
2 + v2
2
(Q¯ + v R¯),
on the plane R2. Here P¯ , Q¯ and R¯ are respectively P¯ = P (π(u, v)), Q¯ = Q (π(u, v)) and R¯ = R(π(u, v)). If t denotes the in-
dependent variable in the above differential system, then this system becomes polynomial introducing the new independent
variable s through ds = 1/(1+ u2 + v2)dt , i.e.
u˙ = −b1v + c1uv − 2b3v2 + 2(c3 − c4)uv2 − b1u2v − b1v3 + c1uv3 + c1u3v,
v˙ = c1
2
+ b1u + (c3 − c4)v + 2b3uv + c1v2 + b1uv2 + (c4 − c3)u2v + b1u3 + (c3 − c4)v3 − c1
2
u4 + c1
2
v4. (8)
4. Phase portraits for quadratic polynomial vector ﬁelds on S2 of (3,1)-type reversibility
In this section we study the topological phase portraits of the quadratic polynomial vector ﬁelds on S2 of (3,1)-type re-
versibility. This problem is equivalent to the study of the phase portraits of system (8) induced from (4) by the stereographic
projection (7).
First we will prove Theorem 3. Theorem 2 and Corollary 4 will be proved later.
206 W.F. Pereira, C. Pessoa / J. Math. Anal. Appl. 371 (2010) 203–209Fig. 1. The phase portrait of system (4) for b1 = c1 = 0 and c4 = c3.
Proof of Theorem 3. We distinguish two cases.
Case 1. b1 = c1 = 0. In this case system (8) becomes
u˙ = −2b3v2 + 2(c3 − c4)uv2,
v˙ = (c3 − c4)v + 2b3uv + (c4 − c3)u2v + (c3 − c4)v3. (9)
This system has a straight line of singularities given by v = 0. Introducing the new time variable τ through dτ = v dt ,
system (9) becomes
u˙ = −2b3v + 2(c3 − c4)uv,
v˙ = (c3 − c4) + 2b3u + (c4 − c3)u2 + (c3 − c4)v2. (10)
If c3 = c4, then system (10) has two singularities given by
u =
−b3 ±
√
(c4 − c3)2 + b23
c4 − c3 , v = 0,
with eigenvalues ±i2
√
(c4 − c3)2 + b23. Therefore, as system (10) is invariant by the change of variables (u, v, t) →
(u,−v,−t), i.e. it is symmetric with respect to the straight line v = 0, its singularities are centers. Note that system (10)
has the invariant straight line (c4 − c3)u + b3 = 0. Now, if c3 = c4 and b3 = 0 (the case b3 = 0 is trivial), system (10) is a
linear system with a center on the origin. Moreover, the case c3 = c4 is equivalent to the case c3 = c4 by the change of
linear variables
( x
y
z
)
=
⎛
⎜⎜⎝
b3√
b23+(c3−c4)2
0 c3−c4√
b23+(c3−c4)2
0 1 0
− c3−c4√
b23+(c3−c4)2
0 b3√
b23+(c3−c4)2
⎞
⎟⎟⎠
( x˜
y˜
z˜
)
.
We conclude that the phase portrait of (4) when b1 = c1 = 0 is equivalent to Fig. 1.
Case 2. b21 + c21 = 0. Here, we can suppose that c1 = 0 in system (8), because if c1 = 0, on the variables (x˜, y˜, z˜), given by
( x
y
z
)
=
⎛
⎜⎜⎝
b1√
b21+c21
0 c1√
b21+c21
0 1 0
− c1√
b21+c21
0 b1√
b21+c21
⎞
⎟⎟⎠
( x˜
y˜
z˜
)
,
the coeﬃcients of system (4) become a˜4 = (a4b1−c4c1)/
√
b21 + c21, b˜1 =
√
b21 + c21, b˜3 = (c1(c3−c4)+b1b3)/
√
b21 + c21, c˜1 = 0,
c˜3 = (c1(a4 − b3) + b1c3)/
√
b21 + c21 and c˜4 = (c1a4 + c4b1)/
√
b21 + c21. Hence we have to study the system
u˙ = −b1v − 2b3v2 + 2(c3 − c4)uv2 − b1u2v − b1v3,
v˙ = b1u + (c3 − c4)v + 2b3uv + b1uv2 + (c4 − c3)u2v + b1u3 + (c3 − c4)v3, (11)
with b1 = 0.
The origin is the unique singularity of (11) and its linear part on this singularity has eigenvalues
c3 − c4 ±
√
(c3 − c4)2 − 4b21
. (12)2
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Fig. 3. The phase portraits of system (4) for b1 = 0 and c4 = c3.
If c4 = c3, introducing the new independent variable τ through dτ = b1 dt , system (11) assumes the form
u˙ = −v − 2b3
b1
v2 − u2v − v3,
v˙ = u + 2b3
b1
uv + uv2 + u3. (13)
This system has a center in the origin, because the eigenvalues of its linear part are ±i (where i = √−1) and it is invariant
by change of variables (u, v, t) → (−u, v,−t), i.e. it is symmetric with respect to the straight line u = 0. Hence, the phase
portrait of system (4), in this case, is equivalent to Fig. 2.
If c3 = c4, by (12), the origin of system (11) is a node when |c3 − c4|  2|b1| and is a focus when |c3 − c4| < 2|b1|. In
the next section (see Proposition 6), we will prove that system (11) has no limit cycles. Therefore, the phase portrait of
system (4), in this case, is equivalent to Fig. 3. 
Proof of Theorem 2. Consider the system (4) with b21 + c21 = 0. If c1 = 0, then p = (0,0,±1) are the unique singularities of
X and, by the proof of Theorem 3, p is a center if and only if c4 = c3. Now, if c1 = 0, on the variables (x˜, y˜, z˜), given by
( x
y
z
)
=
⎛
⎜⎜⎝
b1√
b21+c21
0 c1√
b21+c21
0 1 0
− c1√
b21+c21
0 b1√
b21+c21
⎞
⎟⎟⎠
( x˜
y˜
z˜
)
,
the coeﬃcients of system (4) become a˜4 = (a4b1−c4c1)/
√
b21 + c21, b˜1 =
√
b21 + c21, b˜3 = (c1(c3−c4)+b1b3)/
√
b21 + c21, c˜1 = 0,
c˜3 = (c1(a4 − b3)+ b1c3)/
√
b21 + c21 and c˜4 = (c1a4 + c4b1)/
√
b21 + c21. Therefore on the variables (x˜, y˜, z˜), the singularity p is
a center if and only if c˜4 = c˜3, i.e. b3 = (c3 − c4)b1/c1 in the variables (x, y, z). 
Proof of Corollary 4. It is a straightforward consequence of the proof of Theorem 3. 
5. Rotated vector ﬁeld family
In this section, we summarize the behavior of the limit cycles in the special one-parameter family given by a rotated
family of planar vector ﬁelds. The earliest work about these families can be found in the paper [3] of Duff in 1953. Later on
Seifert [11], Perko [9] and Chen Xiang-Yan [13–15], etc. successively improved the work of Duff.
Consider the vector ﬁelds Xα(x, y) = (P (x, y,α), Q (x, y,α)) depending on the parameter α. Suppose that when α varies
on an interval (a,b), the singular points of the vector ﬁelds Xα remain unchanged, and for any ﬁxed point p = (x, y) and
any parameters α1 < α2 ∈ (a,b), we have∣∣∣∣ P (x, y,α1) Q (x, y,α1)P (x, y,α ) Q (x, y,α )
∣∣∣∣ 0 (or  0), (14)2 2
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Xα is called a (generalized) rotated family with respect to the parameter α. Here, the interval (a,b) can be either bounded or
unbounded.
The geometric meaning of condition (14) is the following. At any ﬁxed point p = (x, y), the oriented area between the
vectors (P (x, y,α1), Q (x, y,α1)) and (P (x, y,α2), Q (x, y,α2)) has the same (or opposite) sign as sgn(α2 − α1). That is,
at any point p = (x, y), as the parameter α increases, the vector (P (x, y,α), Q (x, y,α)) can only rotate in one direction;
moreover, the angle of rotation cannot exceed π .
In the following we present four important results concerning periodic orbits and limit cycles for rotated vector ﬁeld
families Xα .
(i) Non-intersection property: For distinct α1 and α2, the periodic orbits of the vector ﬁeld Xα with α = α1 and of the
vector ﬁeld Xα with α = α2 cannot intersect.
(ii) Stable and unstable property: When the parameter α changes slightly and monotonically, the stable and unstable limit
cycle cannot disappear; it expands or contracts monotonically.
(iii) Semistable property: When the parameter α varies in the suitable direction, a semistable limit cycle bifurcates into one
stable and one unstable limit cycle. When α varies in the opposite direction, the semistable limit cycle disappears.
(iv) Ending or starting property: When the parameter α varies, a family of limit cycles only can disappear or appear either at a
singular point, or in a semistable limit cycle, or in a separatrix cycle, or at inﬁnity (i.e. the family becomes unbounded).
Consider system (11) with b1 = 0. This system has only one singularity at (0,0). We saw in the proof of Theorem 3 that
this singularity can be either a node or a strong focus or a center.
We can write system (11), after a rescaling of the independent variable, in the form
u˙ = −v − 2av2 + 2buv2 − u2v − v3,
v˙ = u + bv + 2auv + uv2 − bu2v + u3 + bv3, (15)
where a = b3/b1 and b = (c3 − c4)/b1. By the proof of Theorem 3, we have that if b = 0 (i.e. c3 − c4 = 0), then (0,0) is a
center of system (15); and if b = 0, then it is a node or a strong focus.
Proposition 6. The vector ﬁeld associated to system (15) (or equivalently (11)) does not have limit cycles.
Proof. If a = 0 in (15), we consider the one-parameter family of vector ﬁelds (P (u, v,a), Q (u, v,a)) associated to system
u˙ = −v − 2av2 + 2kauv2 − u2v − v3,
v˙ = u + kav + 2auv + uv2 − kau2v + u3 + kav3. (16)
System (16) is obtained of (15) doing b = ka. We have that
∣∣∣∣ P (u, v,a) Q (u, v,a)P (u, v, a˜) Q (u, v, a˜)
∣∣∣∣= −(a˜ − a)kv2(1+ v2 + u2)2.
Therefore, system (16) determines a rotated vector ﬁeld family with respect to the parameter a. Now, for a = 0, (0,0) is a
center of this family. Then, by the non-intersection property (i) and the ending or starting property (iv), system (16) does
not have limit cycles.
If a = 0 in (15), we consider the one-parameter family of vector ﬁelds (P (u, v,b), Q (u, v,b)) associated to system
u˙ = −v + 2buv2 − u2v − v3,
v˙ = u + bv + uv2 − bu2v + u3 + bv3. (17)
We have that∣∣∣∣ P (u, v,b) Q (u, v,b)P (u, v, b˜) Q (u, v, b˜)
∣∣∣∣= −(b˜ − b)v2(u2 + v2 + 1)2.
Therefore, system (17) determines a rotated vector ﬁeld family with respect to the parameter b. Now, for b = 0, (0,0) is a
center of this family. Therefore, as in case of system (16), system (17) does not have limit cycles.
We conclude that system (15) has no limit cycles. 
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