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a b s t r a c t
The set partitioning problem is a fundamental model for many important real-life
transportation problems, including airline crew and bus driver scheduling and vehicle
routing.
In this paper we propose a new dual ascent heuristic and an exact method for the set
partitioning problem. The dual ascent heuristic finds an effective dual solution of the linear
relaxation of the set partitioning problem and it is faster than traditional simplex based
methods. Moreover, we show that the lower bound achieved dominates the one achieved
by the classic Lagrangean relaxation of the set partitioning constraints. We describe a
simple exact method that uses the dual solution to define a sequence of reduced set
partitioning problems that are solved by a general purpose integer programming solver.
Our computational results indicate that the new bounding procedure is fast and produces
very good dual solutions. Moreover, the exact method proposed is easy to implement and
it is competitive with the best branch and cut algorithms published in the literature so far.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The Set Partitioning problem (SP) is one of the fundamental models in combinatorial optimization and can be presented
as follows. LetM = {1, . . . ,m} be a set ofm objects and N = {1, . . . , n} be the index set of n subsets R1, . . . , Rn ofM , where
each subset Rj has an associated cost cj. The SP is the problem of finding a minimum cost family of subsets Rj, j ∈ N , which
is a partition of M . The SP can be used to model many important real-life transportation problems, including airline crew
scheduling [23,7,32], vehicle scheduling [33,8,21,10] and vehicle routing [1,20,11,29]. Additional applications are described
by Balas and Padberg [3] and El-Darzi and Mitra [18].
A good deal of research has been devoted to developing exact and heuristic methods for the SP. The more successful of
the exact algorithms that have solved large SP instances are either branch and bound or branch and cut methods. The latter
methods improve the LP relaxation of SP by adding strong valid inequalities (see [3,31]).
LP relaxation provides a tight enough lower bound but it is highly degenerate. Despite all the progress in linear
programming, solving LP relaxation with the dual or primal simplex methods can be, in some cases, a challenge (see [5]). To
avoid the drawbacks of the traditional linear programming methods, Fisher and Kedia [19] and Chan and Yano [12] propose
various heuristics to obtain optimal or near optimal dual solutions of the LP relaxation. Recently, Barahona and Anbil [5]
use an extension of the subgradient algorithm, called the volume algorithm proposed by Barahona and Anbil [4], to produce
a valid lower bound as well as an approximate primal solution of LP relaxation. Other interesting algorithms based on a
primal–dual approach have been proposed by Hu and Johnson [24], Klabjan et al. [28] and Barnes et al. [6].
Among exact solutionmethods, Harche and Thompson [22] introduce a column subtraction algorithm,Wedelin [34] uses
a Lagrangean dual approach and Hoffman and Padberg [23] describe a branch and cut algorithm. Borndörfer [9] presents
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new reduction procedures and a branch and cut method which is to some extent a reimplementation of the Hoffman and
Padberg method. Exact algorithms which take advantage of parallel computing are proposed by Esö [17] and by Joseph [26].
Among recent heuristic solution procedures, Atamturk, Nemhauser and Savelsbergh [2] discuss an approximation method
which combines the Lagrangean method of Wedelin [34] and the branch and cut algorithm of Hoffman and Padberg [23].
Chu and Beasley [14] present a genetic algorithm and Linderoth, Lee and Savelsbergh [30] propose a linear programming
based heuristic which is designed to exploit parallel processing.
In this paper we propose a new dual ascent heuristic which finds a near optimal dual solution of the LP relaxation of SP.
This method is an alternative to the dual heuristics proposed by Fisher and Kedia [19] and Chan and Yano [12] and to the
volume algorithm proposed in [5].
The dual ascent heuristic considered here is based on a parametric relaxation of the SP similar to the one proposed in
[13] for the vehicle routing problem. The new dual ascent procedure makes use of Lagrangean relaxation and subgradient
optimization to produce at each iteration a feasible dual solution of the LP relaxation of the SP. The lower bound achieved is
almost equal to the value of the LP relaxation and strictly dominates the lower bound obtained by the classical Lagrangean
relaxation of SP. This procedure requires much less computing time than simplex based LP solvers since it is not affected by
the typical degeneration of these lattermethods. Moreover, it is faster than the boundingmethod proposed by Barahona and
Anbil [5] and produces better lower bounds.We also describe a simple exactmethod for the SP that uses the dual SP solution
to define a reduced SP having a limited subset of variables that is solved by a general purpose integer programming solver. If
the integer solution obtained cannot be shown to be optimal, then the procedure is iteratively repeated with a larger subset
of variables until either optimality is proved or the distance from optimality is below an a priori defined threshold level.
The computational results of test problems derived from the literature show the effectiveness of both the newdual ascent
heuristic and the exact method.
2. A new dual ascent heuristic for the SP
In this section we describe a dual ascent heuristic for computing a near optimal dual solution of the LP relaxation of SP.
The mathematical formulation of SP is as follows:
(P) min zP =
∑
j∈N
cjxj (1)
s.t.
∑
j∈Ni
xj = 1, i ∈ M, (2)
xj ∈ {0, 1}, j ∈ N, (3)
where Ni ⊂ N is the index set of the subsets (columns of P) covering the object (row) i ∈ M (i.e. Ni = {j ∈ N : i ∈ Rj}).
Let u = (u1, . . . , um) be the vector of the dual variables associated with constraints (2). The dual problem of the LP
relaxation of SP is:
(D) max zD =
∑
i∈M
ui (4)
s.t.
∑
i∈Rj
ui ≤ cj, j ∈ N, (5)
ui ∈ R, i ∈ M. (6)
We denote by z∗P and z
∗
D the costs of the optimal solutions of problems P and D, respectively. Furthermore, for the sake of
simplicity, we assume that the SP has a feasible solution.
The dual ascent heuristic is based on a parametric relaxation of the SP that derives from the formulation of P by
substituting each variable xj by
∣∣Rj∣∣ binary variables yij ∈ {0, 1}, i ∈ Rj, where yij is equal to 1 if and only if row i ∈ Rj is
covered by column j. The way to substitute variables xj, j ∈ N , is as follows. Let us associate with each row i ∈ M a positive
realweight qi and let q(Rj) =∑i∈Rj qi be the totalweight of column j ∈ N . Then, variables xj, j ∈ N , are substituted according
to the following expressions:
xj =
∑
i∈Rj
qi
q(Rj)
yij, j ∈ N. (7)
Expression (7) imposes that if xj = 1 then yij = 1, for each i ∈ Rj, while if xj = 0 then yij = 0, for each i ∈ Rj.
The parametric relaxation of the SP, called RP(q), obtained from Eqs. (1)–(3) using expressions (7) now becomes:
(RP(q)) zRP(q) = min
∑
j∈N
∑
i∈Rj
cj
qi
q(Rj)
yij (8)
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s.t.
∑
j∈Ni
∑
k∈Rj
qk
q(Rj)
ykj = 1, i ∈ M, (9)∑
j∈Ni
yij = 1, i ∈ M, (10)
yij ∈ {0, 1}, i ∈ M, j ∈ N. (11)
Note that the feasible solution set of RP(q) contains the feasible solution set of P because expressions (7) transform any
solution of P into a RP(q) solution but can also transform a RP(q) solution into a fractional solution of P.
Problem RP(q) can be relaxed, dualizing constrains (9) by means of the penalty vector λ ∈ Rm, to derive a Lagrangean
problem, called LRP(λ, q), that provides a lower bound zLRP(λ, q) on zRP(q) for any pair of vectorsλ ∈ Rm and q > 0. Problem
LRP(λ, q) is as follows:
(LRP(λ, q)) zLRP(λ, q) = min
∑
i∈M
(∑
j∈Ni
(cj − λ(Rj)) qiq(Rj)y
i
j + λi
)
(12)
s.t.
∑
j∈Ni
yij = 1, i ∈ M, (13)
yij ∈ {0, 1}, i ∈ M, j ∈ N, (14)
where λ(Rj) =∑i∈Rj λi.
Problem LRP(λ, q) is decomposable into M subproblems, one for each object i ∈ M , and can be solved by inspection as
follows.
Let ji ∈ Ni be the index of the column covering row i ∈ M such that:
qi(cji − λ(Rji))/q(Rji) = minj∈Ni qi(cj − λ(Rj))/q(Rj), (15)
then, an optimal solution y of problem LRP(λ, q) is obtained by setting:
yiji = 1 and yij = 0, ∀j ∈ Ni \ {ji}, i ∈ M. (16)
The cost zLRP(λ, q) of the optimal solution y of problem LRP(λ, q) given by expressions (15) and (16) is:
zLRP(λ, q) =
∑
i∈M
(qi(cji − λ(Rji))/q(Rji)+ λi). (17)
The following Theorem 1 shows that any optimal solution of problem LRP(λ, q) also provides a feasible, but not necessarily
optimal, solution of problem D.
Theorem 1. Any optimal LRP(λ, q) solution, for a given pair of vectors λ ∈ Rm and q > 0, provides a feasible solution u of the
dual problem D of cost zD(λ, q) = zLRP(λ, q) that is given by the following expressions:
ui = qi(cji − λ(Rji))/q(Rji)+ λi, i ∈ M, (18)
where ji ∈ Ni is, as defined above, the index of the subset that satisfies equality (15) for object i ∈ M.
Proof. Let us consider the dual constraint (5) corresponding to variable j. As j ∈ Ni,∀i ∈ Rj, then the following inequalities
hold:
qi(cji − λ(Rji))/q(Rji) ≤ qi(cj − λ(Rj))/q(Rj), ∀i ∈ Rj. (19)
From expressions (18) and (19) we obtain
ui ≤ qi(cj − λ(Rj))/q(Rj)+ λi, i ∈ Rj, (20)
and by adding inequalities (20) we derive:∑
i∈Rj
ui ≤
∑
i∈Rj
qi(cj − λ(Rj))/q(Rj)+
∑
i∈Rj
λi = cj. (21)
It is quite obvious to note that the cost zD(λ, q) of the dual solution u given by expressions (18) is equal to zLRP(λ, q). 
Corollary 1. For every pair of vectors λ ∈ Rm and q > 0 the following inequalities hold:
zLRP (λ, q) ≤ z∗D. (22)
Proof. It follows directly from Theorem 1. 
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2.1. Comparing relaxation LRP(λ, q) with the classical Lagrangean relaxation of the SP
The classical Lagrangean relaxation of SP is obtained from problem P dualizing the constrains (2) bymeans of the penalty
vector λ ∈ Rm. The resulting Lagrangean problem, called CLR(λ), is as follows:
(CLR(λ)) zCLR(λ) = min
∑
j∈N
(cj − λ(Rj))xj +
∑
i∈M
λi (23)
s.t. xj ∈ {0, 1}, j ∈ N. (24)
ProblemCLR(λ) can be solved by inspection as follows. Let N¯ = {j ∈ N : cj−λ(Rj) < 0}be the index set of all variables having
negative Lagrangean cost in the objective function (23). An optimal CLR(λ) solution is attained by setting xj = 1, j ∈ N¯ , and
xj = 0, j ∈ N \ N¯ , and has a cost equal to:
zCLR(λ) =
∑
j∈N¯
(cj − λ(Rj))+
∑
i∈M
λi. (25)
In the following Theorem2we show that the cost zLRP(λ, q) of an optimal solution of problem LRP(λ, q) given by expressions
(15) and (16), for a given pair of vectors λ and q, dominates the cost zCLR(λ) of the optimal solution of problem CLR(λ) using
the same penalty vector λ. The conditions under which the dominance becomes strict are also described by Theorem 2 and
illustrated with a numerical example.
Theorem 2. The following inequality holds:
zLRP(λ, q) ≥ zCLR(λ), ∀λ ∈ Rm and ∀q > 0. (26)
Moreover, inequality (26) becomes strict (i.e. zLRP(λ, q) > zCLR(λ)) if there exists at least one row i that satisfies the following
inequality:
cj − λ(Rj) > 0, ∀j ∈ Ni. (27)
Proof. Using the solution y of problem LRP(λ, q) define the variables xj, j ∈ N , according to expressions (7). Let J = {j ∈ N :
xj > 0} and N˜ = {j ∈ J : cj − λ(Rj) < 0}. The cost zLRP(λ, q) of the optimal solution y of problem LRP(λ, q) can be written
as:
zLRP(λ, q) =
∑
j∈N˜
(cj − λ(Rj))xj +
∑
j∈J\N˜
(cj − λ(Rj))xj +
∑
i∈M
λi. (28)
Since
∑
j∈J\N˜(cj − λ(Rj))xj ≥ 0, then from expression (28), we derive the following inequality:
zLRP(λ, q) ≥
∑
j∈N˜
(cj − λ(Rj))xj +
∑
i∈M
λi. (29)
As xj ≤ 1, j ∈ J , and N˜ ⊆ N¯ , we have:∑
j∈N˜
(cj − λ(Rj))xj ≥
∑
j∈N¯
(cj − λ(Rj)) (30)
and, from expressions (29) and (30) we obtain the following inequality
zLRP(λ, q) ≥
∑
j∈N¯
(cj − λ(Rj))+
∑
i∈M
λi = zCLR(λ) (31)
that corresponds to inequality (26).
Moreover, if condition (27) holds, we have
∑
j∈J\N˜(cj − λ(Rj))xj > 0 and, from expressions (28) and (30) we derive:
zLRP(λ, q) >
∑
j∈N¯
(cj − λ(Rj))+
∑
i∈M
λi = zCLR(λ).  (32)
The strict dominance considered by Theorem 2 is, for example, attained by any SP instance with non negative costs and
λ = 0. In the following we give an example of a SP instance that satisfies zLRP(λ, q) > zCLR(λ) for a given λ 6= 0.
Example. Consider the SP instance with m = 7 rows and n = 9 columns whose (0, 1) incidence matrix is shown in
Fig. 1 and the cost vector is c = (2, 2, 1, 1, 1, 6, 7, 5, 6). Let us compute the lower bounds zLRP(λ, q) and zCLR(λ) for
λ = (1, 1, 1, 1, 0, 0, 0) and q = (1, 1, 1, 1, 1, 1, 1).
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Fig. 1. SP matrix of the example.
Let c ′j = cj − λ(Rj), j = 1, . . . , 9. We have c′ = (0, 0, 1, 1, 1, 4, 4, 3, 4), therefore, the optimal CRL(λ) solution is given
by xj = 0, j = 1, . . . , 9, and zCLR(λ) =∑i∈M λi = 4.
An optimal solution of problem LRP(λ, q) is as follows: from expression (15) we have j1 = 1, j2 = 1, j3 = 2, j4 = 2,
j5 = 3, j6 = 4 and j7 = 5 and from expression (16) we obtain y11 = y21 = y32 = y42 = y53 = y64 = y75 = 1 and yij = 0
otherwise. The cost of this LRP(λ, q) solution is, according to expression (17):
zLRP(λ, q) = 0× 12y
1
1 + 0×
1
2
y21 + 0×
1
2
y32 + 0×
1
2
y42 + 1× 1y53 + 1× 1y64 + 1× 1y75 +
7∑
i=1
λi = 7
that is strictly greater than zCLR(λ) = 4.
Moreover, in this case, expression (7) provides xj = 1, j = 1, . . . , 5, and xj = 0, j = 6, . . . , 9, which is an optimal SP
integer solution of cost z∗P = zLRP(λ, q) = 7.
2.2. Improving the lower bound zLRP(λ, q)
Theorem 1 states that any optimal LRP(λ, q) solution, for a given pair of vectors λ ∈ Rm and q > 0, provides a feasible
solution u of the dual problem D of cost zLRP(λ, q). The lower bound zLRP(λ, q) can be improved, if there exists a row i ∈ M
where every column j ∈ Ni has a strictly positive reduced cost cj−∑i∈Rj ui, by increasing the dual variable ui. The following
iterative procedure, at each iteration, updates the dual solution maintaining its feasibility.
Let ut be the dual solution of cost ztLRP(λ
t , q) obtained at iteration t using the vectors λt and q. At iteration t + 1 a better
solution ut+1 of cost zt+1LRP (λ
t+1, q) ≥ ztLRP(λt , q) can be achieved by setting λt+1 = ut , finding the subset ji ∈ Ni,∀i ∈ M , that
satisfies Eq. (15) using the pair λt+1 and q. As ut is a feasible dual solution, then cj − λt+1(Rj) = cj −∑i∈Rj uti ≥ 0,∀j ∈ N ,
therefore, at iteration t + 1 we have:
zt+1LRP (λ
t+1, q) =
∑
i∈M
(qi(cji − λt+1(Rji))/q(Rji)+ uti ) ≥
∑
i∈M
uti = ztLRP(λt , q). (33)
Notice that if all columns covering a row i ∈ M have a positive reduced cost, i.e., cj −∑i∈Rj uti > 0, the solution cost strictly
improves, i.e., zt+1LRP (λ
t+1, q) > ztLRP(λ
t , q). This procedure terminates at iteration t∗ as soon as ut∗ = ut∗−1, because for
every row i ∈ M there exists a column ji ∈ Ni where cji − λt+1(Rji) = 0 and no further improvement can be obtained. Since
the number of iterations can be not finite we stop the procedure as soon as
∥∥ut−1 − ut∥∥ < ε, where ε > 0 is a parameter
fixed a priori.
Our computational experiments indicate that the lower bound zt
∗
LRP(λ
t∗ , q) strongly depends on the initial values of vector
λ and can be much smaller than the optimal value of the LP relaxation of P.
The following Corollary 2 shows that the best lower bound that can be achieved maximizing zLRP(λ, q) with respect to
λ and q is equal to the optimal solution cost z∗D of problem D and that this value can be obtained by fixing q arbitrarily and
searching for the maximum of the function zLRP(λ, q), with respect to λ ∈ Rm.
Corollary 2. The following equalities hold:
max
λ,q
[zLRP (λ, q)] = max
λ
[
zLRP
(
λ, q′
)] = z∗D, ∀q′ > 0. (34)
Proof. It follows directly from Theorems 1 and 2 and the well-known result that the Lagrangian dual in this case equals the
LP value. 
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Note that, given the optimal dual solution u∗ of the cost z∗D of problem D, by setting λ = u∗ we have zLRP(u∗, q′) =∑
i∈M u
∗
i = z∗D,∀q′ > 0.
From Corollary 2 it follows that for finding the best lower bound it is sufficient to keep the values of q fixed and to solve
the following Lagrangean dual problem with respect to λ:
max
λ
[zLRP(λ, q)]. (35)
The lower bound zLRP(λ, q) achieved for a given pair of vectors q and λ can be improved by modifying both vectors λ and q
according to the following Corollary 3. This result is used by the dual heuristic algorithm described in Section 2.3 to increase
both the speed and the rate of convergence of the procedure.
Corollary 3. Let u be the dual SP solution of cost zD(λ, q) = zLRP(λ, q) derived by expression (18) from the solution of problem
LRP(λ, q), for a given pair of vectors λ ∈ Rm and q > 0.
A better lower bound zLRP(λ′, q′) ≥ zLRP(λ, q) can be obtained by solving problem LRP(λ′, q′) using the vectors q′ and λ′
instead of q and λ, wherein q′ and λ′ are derived from the dual solution u as follows:
q′i = ui − k,
λ′i = k,
}
i ∈ M,
where k = min [ui : i ∈ M]− 1.
 (36)
Proof. An optimal LRP(λ′, q′), where q′ and λ′ are computed according to expression (36), is given by expressions (15) as
follows. Let ji ∈ Ni be the index of the column covering row i ∈ M such that:
(ui − k)
[
cji − k
∣∣Rji ∣∣
u(Rji)− k
∣∣Rji ∣∣
]
= (ui − k)min
j∈Ni
[
cj − k
∣∣Rj∣∣
u(Rj)− k
∣∣Rj∣∣
]
. (37)
From expression (36) we have q′i ≥ 1, i ∈ M , and, since there are no empty rows (we have assumed that a feasible SP
solution exists), we have:∑
i∈Rj
q′i = u(Rj)− k
∣∣Rj∣∣ > 0, ∀j ∈ N. (38)
From inequality (38) and because u is a SP dual solution (i.e. u(Rj) ≤ cj,∀j ∈ N), we obtain cj − k
∣∣Rj∣∣ ≥ u(Rj) − k ∣∣Rj∣∣ >
0,∀j ∈ N , that imply:
(ui − k)
[
cji − k
∣∣Rji ∣∣
u(Rji)− k
∣∣Rji ∣∣
]
+ k ≥ ui, ∀i ∈ M. (39)
Finally, from inequality (39) we derive:
zLRP(λ′, q′) =
∑
i∈M
(
(ui − k)
[
cji − k
∣∣Rji ∣∣
u(Rji)− k
∣∣Rji ∣∣
]
+ k
)
≥
∑
i∈M
ui = zD(λ, q) = zLRP(λ, q).  (40)
Note that if there exists at least one row i such that
∑
k∈Rj uk < cj,∀j ∈ Ni, then inequality (40) becomes strict as, in this
case, for such a row iwe have
cji−k
∣∣∣Rji ∣∣∣
u(Rji )−k
∣∣∣Rji ∣∣∣ > 1 and, consequently, (ui − k)
[
cji−k
∣∣∣Rji ∣∣∣
u(Rji )−k
∣∣∣Rji ∣∣∣
]
+ k > ui.
2.3. A dual ascent heuristic for computing the lower bound on the SP
In this section we describe a dual ascent heuristic, called DA, for computing the lower bound on the SP that, iteratively,
solves problem LRP(λ, q), uses subgradient optimization to modify the vector λ and modifies the vector q according to
Corollary 3.
The dual ascent heuristic DA is an iterative procedure that uses expressions (15) and (16) to solve problem LRP(λ, q),
expression (18) to compute a dual solutionu′ of the SP and subgradient optimization to improve the lower bound. The values
of vector q are initialized by setting qi = 1, i ∈ M . However, every time a better feasible dual solution u′ is found, the values
of vectors λ and q are changed, according to Corollary 3. In order to reduce the computational effort required by expression
(15), the dual ascent heuristic uses a classical column generation technique. We denote by P¯ the core problem derived from
P by replacing N with a subset N¯ ⊂ N of limited size. At each iteration, the procedure computes a feasible solution u of the
dual problem, called D¯, of the LP relaxation of P¯ . If u is not a feasible solution of problem D (i.e. cj −∑i∈Rj ui < 0, for some
j ∈ N \ N¯) then the procedure adds to N¯ a limited subset Q ⊂ N \ N¯ of the variables whose dual constraints are violated.
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In order to evaluate the practical effectiveness of the new bounding procedure DA, in Section 4.3 we compare on a bunch
of test problems procedure DAwith the dual simplex of CPLEX and the classical subgradient optimization algorithm, called
CLR, for the SP. Algorithm CLR iteratively solves problemCLR(λ), described in Section 2.1, and uses subgradient optimization
to change the penalty vector λ in order to maximize the value of the lower bound zCLR(λ). Our computational results (see
Section 4.3) indicate that, in practice, the proposed algorithm DA converges substantially faster than CLR and produces a
better lower bound.
The scheme of procedure DA is as follows.
Dual ascent heuristic DA
Step 1. [Compute an initial dual feasible solution u′]
The initial dual solution u′ is computed by an iterative procedure based on expression (18) and Theorem 2. The
procedure is as follows.
(a) Initialize the vectors q and λ by setting qi = 1, i ∈ M , and λ = 0. Set u′ = 0 and z ′D = 0.
(b) Solve problem LRP(λ, q) and compute the SP dual solution u of cost zD(λ, q) = zLRP(λ, q) using expression (18).
(c) If zD(λ, q) > z ′D, then set u′ = u, z ′D = zD(λ, q), update the vectors q and λ according to Corollary 3 and return
to step (b) above to perform a new iteration.
Step 2. [Define the initial core problem P¯]
The core problem P¯ is derived from P by replacing N with the subset N¯ ⊂ N containing the minimum number of
variables with the lowest reduced cost c ′j = cj −
∑
i∈Rj u
′
i such that |N¯i| ≥ ∆a for every i ∈ R, where N¯i = N¯ ∩Ni and
|Ni| ≤ ∆a is a parameter a priori fixed. Set λ = u′ and iter = 1. We denote by LRP(λ, q) the Lagrangean problem
(12)–(14) associated with the core problem P¯ and by D¯ the dual of problem P¯ .
Step 3. Let y be the optimal solution of problemLRP(λ, q) given by expressions (15) and (16). Use expression (18) to compute
the solution u of cost zD¯(λ, q) = zLRP(λ, q) of the dual problem D¯. If zD¯(λ, q) ≤ z ′D then go to Step 5.
Step 4. Extract from N \ N¯ the largest subset Q of variables having the most negative reduced cost with respect to u and
such that |Q | ≤ ∆¯. We have two cases:
(i) Q = ∅, then u is a feasible solution of problem D as it satisfies all dual constraints (5), and zD¯(λ, q) is a valid
lower bound. Set z ′D = zD¯(λ, q) and u′ = u, update q and λ according to Corollary 3 and, then, return to step 3.
(ii) Q 6= ∅, then u is not a feasible solution of problem D and zD¯(λ, q) is not a valid lower bound. Update N¯ = N¯ ∪Q .
If |N¯| ≥ ∆b, then iteratively remove from N¯ the variables with the most positive reduced costs until |N¯i| = ∆a,
for some i ∈ M .
Step 5. Set iter = iter + 1. If iter > Maxt , then Stop, otherwise update λi = λi+β zUB−zD¯∑
i∈N θ2i
θi, i ∈ M , where zUB is the value of
a known upper bound on the SP and θi =∑j∈Ni ∑k∈Rj qkq(Rj)ykj − 1 is computed according the solution y of LRP(λ, q).
Return to step 3.
In Step 1 we start with λ = 0. In our computational experiments we tested other criteria to choose the starting penalty
vector λ, but without improving our results.
3. An exact method for solving the SP
We propose a two phases procedure for solving the SP. In the first phase a near optimal solution u′ of cost z ′D of problem
D is computed using procedure DA. In the second phase the dual solution u′ is used by an exact procedure which iteratively
extracts from problem P a reduced problem P′ involving at most ∆max variables having the minimum reduced cost with
respect to the dual solution u′. Then problem P′ is solved to optimality using a general purpose integer programming solver.
The procedure terminates when the optimal solution of problem P′ can be shown to be an optimal SP solution.
This procedure is easy to implement and, in our computational experience, it is competitive with the best branch and
cut methods proposed in the literature for solving the SP. The scheme of the proposed method, hereafter called BMR, is as
follows.
Exact algorithm BMR
Phase1. (Computing a lower bound z ′D on the SP)
Compute a solution u′ of the dual problem D of cost z ′D using procedure DA.
Phase2. (Finding an optimal SP solution)
Step 1. Set z∗P = ∞ and iter = 1. Let c ′j = cj −
∑
i∈Rj u
′
i be the reduced cost of variable j ∈ N with respect to the dual
solution u′.
Step 2. [Define the reduced problem P′]
Let F be the largest subset of the lowest reduced cost variables j ∈ N such that c ′j < min[gmax, z∗P ′ − z ′D] and|F | ≤ ∆max. Define the reduced problem P′, replacing the variable setN with the subset F and replacing the original
cost cj with the reduced cost c ′j .
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Step 3. [Solve problem P′]
Use a general purpose integer programming code (e.g. CPLEX), to solve the integer program P′. Let z∗P ′ be the cost of
the optimal solution x∗ obtained. We assume z∗P ′ = ∞ if the set F does not contain any feasible SP solution. Update
z∗P = min[z∗P , z∗P ′ + z ′D].
Step 4. [Test if the solution x∗ of problem P′ is an optimal SP solution]
Let Newb = max[c ′j : j ∈ F ], if F ⊂ N , while Newb = ∞, if F = N . We have two cases:
(a) z∗P ′ ≤ Newb, then Stop as x∗ is guaranteed to be an optimal SP solution.
(b) z∗P ′ > Newb, then x
∗ is not guaranteed to be an optimal SP solution, but z ′D + Newb is a valid lower bound on
the SP.
Step 5. Increase∆max = 2∆max and gmax = 2gmax, set iter = iter + 1 and go to Step 2.
The performance of the algorithm BMR strongly depends on both the quality of the dual solution u′ and the effectiveness
of the integer programming code used at step 3 to solve the reduced problem P′. The better the dual solution u′ the smaller
the reduced costs of the variables of an optimal SP solution and, hopefully, the smaller the size of the subset of variables F
that must be considered to solve the SP.
Algorithm BMR can be improved by initializing, at step 1, z∗P with the value of a near optimal SP solution. However, the
heuristics for the SP presented in the literature are time consuming and sometimes fail in finding a feasible solution. In
our computational experience we applied the procedure BMR as described above and, in several cases, the computing time
to achieve an optimal solution was inferior to the computing time required by the best published heuristic to find a near
optimal solution.
An effective heuristic for the SP can be derived from the algorithm BMR by simply changing step 5 so that the algorithm
terminates when either the percentage distance (z∗P ′ + z ′D − Newb)/Newb from optimality of the optimal solution cost of P′
is less than or equal to a user defined value, or after an user defined maximum number of iterations has been performed.
4. Computational results
The algorithms proposed in this paper were implemented in FORTRAN 77 using Digital Visual Fortran 6.0 and tested on
three sets of instances called set I, set II and set III. All computational results were obtained on a laptop based on a Pentium
IV Intel 2.5 GHz using CPLEX 11.0 (see [15]) as the integer programming solver in the algorithm BMR described in Section 3.
In order to compare our computational results with the ones reported in the literature, in our tableswe have transformed
all the computing times into Pentium IV Intel 2.5 GHz CPU seconds. To compute fair multiplication factors we have used the
Linpack benchmark reported byDongarra [16]. Since the performance of a computer depends onmany parameters (operating
system, development environments, number of processors, etc.), but in the literature only the computer model is reported,
we have computed the multiplication factors using the worst performance index reported for the same model. Therefore,
our Laptop Pentium IV Intel 2.5 GHz is about 60 times faster than the IBM RS/6000 Model 550, about 54 times faster than
the Convex Model C-220, about 17 times faster than the Sun Ultra Sparc 1 Model 170E and about 10 times faster than the
Sun Ultra Sparc 2 Model 200E.
4.1. Test problem sets
The test problems used are described in the following.
Test problem set I: It contains 8 of the 55 problems proposed by Hoffman and Padberg [23]. We are not
reporting any computational results of the other 47 instances because they are very easy and our method,
as well as other methods, can solve optimally each one of these instances in less than 20 s. The web page
http://people.brunel.ac.uk/~mastjjb/jeb/orlib/sppinfo.html contains all these instances.
Test problem set II: It contains 7 of the 9 problems used by Barahona and Anbil [5]. We do not report results for the two
instances SP13 and SP16 since the reduction procedure indicates that problem SP13 has no integer solution, while problem
SP16 is not currently available. These 7 problems are considered to be very hard and no integer feasible solutions of these
problems are known. Moreover, Barahona and Anbil [5] show that it is also very difficult to solve the LP relaxation of these
instances.
Test problem set III: It contains 7 of the 14 instances proposed by Borndörfer [9], corresponding to the ‘‘clustering’’ set
partitioning problems arising in its model for public transports. We are not reporting any computational results of the other
7 instances because they are easy and our method as well as other methods can solve optimally each one of these instances
in less than 20 s.
4.2. Problem reductions and parameter settings
We perform a preprocessing to apply to all instances the reductions described by Fisher and Kedia [19] that remove
redundant rows and dominated columns. In Tables 1, 3 and 5we show the original size and the resulting size after reductions
of each instance of the sets I, II and III, respectively. We have also tried to reduce further the sizes of the instances using the
new reduction procedures proposed by Borndörfer [9], Esö [17] and Klabjan [27]. However, our computational experience
indicates that these procedures are time consuming and produce only a few reductions that do not improve the performance
of our algorithms.
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Fig. 2. Comparison of DA,DA′ , CLR, DS-Cplex and BA on instance SP6.
Table 1
Comparison of lower bounds on problem set I
Problem After reductions z∗P DS-Cplex BA DA0 DA
Name n m n m Time zLP Gap Time Gap Time Gap Time Gap Time Cols
aa01 8904 823 7687 620 0.2 56137 55535.11 1.07 1.9 1.22 1.1 1.08 5.9 1.08 1.4 641
aa04 7195 426 6200 343 0.1 26374 25877.60 1.88 0.5 1.96 0.6 1.89 4.4 1.89 0.7 357
nw03 43749 59 38964 59 0.4 24492 24447.00 0.18 0.9 0.22 3.9 0.18 30.3 0.18 0.8 96
nw04 87482 36 46190 36 0.5 16862 16310.67 3.27 1.0 3.27 9.7 3.27 35.4 3.27 1.3 59
nw05 288507 71 202603 71 2.2 132878 132878.00 0.00 6.2a 0.02 25.1 0.00 212.7 0.00 4.1 125
nw16 148633 139 138951 139 1.7 1181590 1181590.00 0.00 13.2a 0.00 24.1 0.00 154.2 0.00 5.1 294
nw17 118607 61 78186 61 0.9 11115 10875.75 2.15 1.9 2.18 12.1 2.16 68.4 2.16 1.4 52
us01 1053137 145 351018 86 6.3 10036 9963.07 0.73 18.2 0.79 39.3 0.73 645.7 0.73 8.5 63
%GapOpt 1.16 1.21 1.16 1.16
a Integer solution obtained by CPLEX LP solver.
In all our experiments we used the following parameter values. In procedure DA we define∆a = 2,∆b = 10 000, ∆¯ =
25,Maxt = 20 000 and β = 4. In the second phase of algorithm BMR we set ∆max = 10 000 + ⌊ m1000⌋ × 15 000 and
gmax = 0.02z ′D.
Our exact algorithm BMR cannot find an optimal integer solution of any instance of set II within a time limit of 2 h.
4.3. Comparison of lower bounds
Wecompared the lower bound given by the newdual heuristicDA, described in Section 2.1, with the ones obtained by the
Dual Simplex of Cplex 11.0 with the default settings, called DS-Cplex, by the classic subgradient algorithm CLR, described
in Section 2.2, and by a variation of DA, called DA′, where the values of the weight vector q are not updated, at steps 1
and 4, but the initial values assigned to q remain unchanged until the end of the algorithm. Furthermore, we compared DA
with the procedure proposed by Barahona and Anbil [5]. They propose a subgradient algorithm, called the volume algorithm,
that produces dual solutions as well as approximate primal solutions. The volume algorithm terminates when the difference
between the lower bound and the value of the approximate primal solution is less than 1% and each constraint (2) is violated
at most 0.02. We denote the volume algorithm of Barahona and Anbil with BA.
To plot the results obtained by BA in Fig. 2 we have used the open source code of the volume algorithm available at
http://www.coin-or.org.
The five bounding procedures show on all test problems the same performances that are reported in Fig. 2 for the
instance SP6 of the set II. Fig. 2 shows the best lower bound values obtained by DA,DA′, CLR, DS-Cplex and BA during
the execution sampling every 1 s for DS-Cplex and every 0.01 s for DA,DA′, CLR and BA. Fig. 2 clearly indicates that both DA
and DA′ converge significantly faster than CLR and DS-Cplex. Algorithm BA is competitive with DA′ only in the middle of
the execution, but at the beginning and, above all, at the end DA′ as well as DA dominates BA. After 10 s, DA and DA′ obtain
157383.12 and 157240.23, respectively, while CLR, DS-Cplex and BA achieve a lower bound of 128090.09, 120924.35 and
156914.33, respectively. Furthermore, DA and DA′ produce lower bounds greater than the best one achieved by BA in 6.1
and 9.2 s, respectively.
Algorithm DA converges faster than DA′. After the first iterations, algorithm DA gives significantly better lower bounds
thanDA′. However, at the end, the advantage ofDA overDA′ decreases and theDA lower bound becomes only slightly better
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Table 2
Comparison of exact algorithms on problem set I
Problem MIP-Cplex HP B Exact method BMR
Name z∗P Time Time Time Time Cols1 L1 Cols2 L2
aa01 56137 20.8 240.7 23.9 17.5 6944 56639.85
aa04 26374 15.0 2322.3 31.9 11.2 4747 26393.66
nw03 24492 2.1 0.4 0.7 0.8 285 24935.73
nw04 16862 69.6 44.0 31.9 6.7 891 16636.47 2739 16962.67
nw05 132878 6.2a 3.6 3.1 4.2 1508 135535.54
nw16 1181590 13.2a 3.2 0.7 5.3 5595 1205221.78
nw17 11115 81.9 1.5 2.9 1.5 192 11092.75 225 ∞
us01 10036 1518.9 26.1 22.9 8.7 1479 10161.61
a Integer solution obtained by CPLEX LP solver.
than the one obtained by DA′. This behaviour of DA and DA′ is an experimental confirmation of Corollary 2 that states that
the maximum of the function zLRP(λ, q) can be obtained by fixing q and searching for the maximumwith respect to λ only.
To obtain the optimal LP solution of instance SP6, algorithm DS-Cplex requires 233.7 s, but it requires 231.5 s to reach the
lower bound value 157402.08 provided by DA. Giving to DS-Cplex a time limit of 11.4 s, that corresponds to the computing
time required by DA to reach the best lower bound value equal to 157402.08, DS-Cplex obtains the lower bound value of
122151.20which is inferior to the lower bound achieved byDA by 22.3%. However,DS-Cplex reaches the optimal LP solution
equal to 157414.8, while the best lower bound provided by DA is 157402.08. Further research is required to understand if
this gap is due to numerical instability or because DA does not converge in a finite number of steps.
4.4. Computational results for test problem set I
The computational results on the instances of set I are reported in Tables 1 and 2.
Table 1 shows the comparison of procedure DAwith the Dual Simplex of Cplex 11.0 (DS-Cplex), the algorithm BA (using
the open source code available at http://www.coin-or.org) and the procedure, calledDA0, which results fromDAby removing
the column generation component, i.e. by setting ∆a = ∆b = n. For DS-Cplex we show the optimal solution value zLP of
the LP relaxation. While, for each bounding procedure we show the percentage distance Gap = 100(z∗P − LB)/z∗P of each
lower bound LB from the optimal solution cost and the computing time (Time) which includes the time spent in making the
problem reductions of Fisher and Kedia [19]. Table 1 also shows the number of columns considered in the core problem at
the end of procedure DA. The last row of Table 1 reports the average value (%GapOpt) of the percentage distance Gap of
each lower bound from the optimal solution cost.
Table 1 shows thatDA produces a lower bound that is almost equal to the value of the LP relaxation produced byDS-Cplex
and, on average, it requires less computing time. The effectiveness of the column generation technique implemented in DA
is evident by comparing the computing times taken by DA and by DA0.
Table 2 shows the comparison of our exactmethodBMRwith theMIP solver of Cplex 11.0 (MIP-Cplex) andwith the exact
branch and cut methods of Hoffman and Padberg [23] (HP) and of Borndörfer [9] (B). For each instance, Table 2 reports the
optimal integer solution cost (z∗P ) and the total computing time (Time) of each algorithm. BMR was able to find the optimal
solution of all problems at the first iteration and it requires to make a second iteration to prove optimality only for the two
instances nw04 and nw17.
The computing times of both BMR andMIP-Cplex include the time spent in making the problem reductions. In Table 2
it is shown for algorithm BMR the number of columns of problem P′ (called Cols1 and Cols2) and the values of z ′D + Newb
(called L1 and L2) for each one of the two iterations.
Table 2 clearly indicates that BMR is faster that MIP-Cplex and is on average faster than HP . In particular, it is several
time faster than HP in solving instances aa01, aa04, nw04 and us01. B is faster than BMR in 3 problems out of 8 but BMR is
faster in solving instances aa01, aa04, nw04, nw17 and us01.
From the results of Tables 1 and 2, we can conclude that DA produces a lower bound that is almost equal to the value of
the LP relaxation and that BMR is competitive with the branch and cut procedures HP and B on those instances where the
value of the LP relaxation of the SP is a tight lower bound.
4.5. Computational results for test problem set II
The computational results on the instances of set II are reported in Tables 3 and 4.
Table 3 shows a comparison of the lower bounds obtained by DA, the volume algorithm BA of Barahona and Anbil [5]
and the Dual Simplex of Cplex 11.0 (DS-Cplex). Table 3 reports the computing time (Time) of each procedure, the value of
the LP relaxation (zLP) obtained by DS-Cplex and the percentage distance Gap = 100(zLP − LB)/zLP of each lower bound LB
from the optimal solution cost zLP of the LP relaxation. Table 3 also shows the number of columns considered in the core
problem at the end of procedure DA. The last row of Table 3 reports the average value %GapLP of the percentage distance
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Table 3
Comparison of lower bounds on problem set II
Problem After reductions DS-Cplex BA DA
Name n m n m Time zLP Gap Time Gap Time Gap Time Cols
SP6 50722 2504 41235 2212 1.3 157414.8 0.00 233.7 0.19 35.9 0.01 11.4 2069
SP7 43459 2991 36661 2477 2.2 162350.0 0.00 377.8 0.49 26.9 0.08 12.7 2601
SP8 91123 4810 72493 3855 5.3 368265.5 0.00 1126.9 0.09 133.1 0.01 24.3 5028
SP9 50013 2917 29343 1853 1.1 166704.3 0.00 100.8 0.27 38.9 0.02 10.0 2022
SP12 84746 3218 74634 2822 3.1 248004.5 0.00 1040.5 0.29 41.9 0.00 19.6 3326
SP14 47214 3217 42888 2756 2.0 250196.2 0.00 720.6 0.30 28.4 0.01 18.3 3352
SP15 207205 10764 192560 6083 15.1 69371.4 0.00 3816.9 0.19 174.9 0.02 40.8 5941
%GapLP 0.00 0.26 0.02
Table 4
Comparison of lower bounds on problem set II
Problem DS-Cplex BA+OSL DA+DS-Cplex
zLP Time zBA Time LB Time
SP6 157414.8 233.75 157414 41.87 157414.8 29.98
SP7 162350.0 377.81 162350 41.87 162350.0 65.58
SP8 368265.5 1126.89 368268a 154.02 368265.5 97.97
SP9 166704.3 100.81 166704 44.86 166704.3 23.38
SP12 248004.5 1040.55 248004 62.80 248004.5 76.91
SP14 250196.2 720.62 250199a 46.36 250196.2 62.02
SP15 69371.4 3816.95 69372a 200.38 69371.4 242.44
a zBA exceeds the LP value zLP .
Table 5
Comparison of exact algorithms on problem set III
Problem After reductions z∗P MIP-
Cplex
B Exact method BMR
Name n m n m Time Time Gap Time Time Cols1 L1 Cols2 L2 Cols3 L3
v0416 19020 1771 11628 1514 0.1 2725602 10.4 0.00 7.1 5.3 11628 2769797.0
v0417 143317 1765 56150 1440 0.6 2611518 44.4 0.00 10.2 23.6 25000 2603495.7 50000 2603923.8 56150 ∞
v1616 67441 1439 53232 1439 0.5 1006460 42.4 0.00 248.2 46.2 25000 1003991.6 50000 1005386.0 52843 ∞
v1617 113655 1619 85925 1619 0.8 1102586 92.4 0.02 423.6a 70.0 25000 1099039.8 50000 1099657.7 85842 ∞
v1618 146715 1603 91170 1603 0.9 1153871 556.8 0.13 424.8a 877.8 25000 1148273.7 50000 1148833.5 91170 ∞
v1619 105822 1612 86167 1612 0.8 1156338 170.3 0.02 423.9a 124.8 25000 1151854.3 50000 1152546.3 86118 ∞
v1620 115729 1560 89775 1560 0.8 1140604 99.7 0.00 325.1 58.6 25000 1137559.6 50000 1138184.7 88468 ∞
a Total time exceeds time limit of 423.53 s (i.e., 7200 s of a Sun Ultra Sparc 1 Model 170E) because the last LP is solved before stopping.
Gap of each lower bound from the value of the LP relaxation. For algorithm BAwe report the computing time in Pentium IV
Intel 2.5 GHz CPU seconds obtained by using the open source code of the volume algorithm.
Table 3 indicates that DA produces better lower bounds than BA. Moreover, DA is much faster than BA.
Table 4 compares two methods for solving the LP relaxation as alternatives to the dual simplex of Cplex 11.0.
The first method, called BA + OSL is described by Barahona and Anbil [5] and it is as follows. Let u¯ and x¯ be the dual and
approximate primal solutions obtained by BA. Procedure BA + OSL chooses a set S of 20000 variables having the smallest
reduced costs, and then, from the remaining variables, it adds to S those with x¯j > 10−3. The resulting problem, where the
original costs are replaced by the reduced costs, is solved by the dual simplex method of the OSL package [25]. Note that
procedure BA + OSL cannot prove that the solution obtained is an optimal solution of the LP relaxation of P.
The second method, called DA + DS-Cplex, uses DS-Cplex to solve the LP relaxation of the original problem P but the
variable costs are replaced by the reduced costs computed with respect to the dual solution u′ achieved by DA.
The results of Table 4 indicate that DA + DS-Cplex and BA + OSL have on average similar computing time, but it is
difficult to compare BA + OSL with DA + DS-Cplex as they use different LP solvers and BA + OSL uses only a subset of
20000 variables. However, BA + OSL is not able to find the optimal LP solution of problems SP8, SP14 and SP15.
4.6. Computational results for test problem set III
The computational results of the instances of set III are reported in Table 5.
Table 5 shows the comparison of our exact method BMR with the MIP solver of Cplex 11.0 (MIP-Cplex) and with the
exact branch and cut methods of Borndörfer [9] (B). For each instance, Table 5 reports the optimal integer solution cost
(z∗P ) and the total computing time (Time) of each algorithm. The computing times of both BMR andMIP-Cplex include the
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time spent in making the problem reductions. Table 5 also shows, for algorithm BMR, the number of columns of problem P′
(called Cols1, Cols2 and Cols3) and the values of z ′D + Newb (called L1, L2 and L3) for each one of the three iterations.
The new algorithm BMR outperforms MIP-Cplex in 5 instances out of 7 and B in 6 instances out of 7. The algorithm B
outperforms both BMR and MIP-Cplex for instance v0417, but it is not able to solve to optimality instances v1617, v1618
and v1619. However, for instance v1618, the time limit of B is smaller than the computing time of BMR and MIP-Cplex.
Table 5 shows that for all instances algorithm BMR has required to include all columns into the core problem to prove the
optimality of the solution found.
5. Concluding remarks
We have described a new dual ascent heuristic to obtain an optimal or near optimal dual solution of the LP relaxation of
the Set Partitioning problem. The dual solution is used by an exact algorithm to define a sequence of reduced set partitioning
problems that are iteratively solved by a general purpose integer programming solver until the optimal solution of one of
these problems turns out to be an optimal set partitioning solution. The computational results for the instances that we
have studied indicate that the proposed dual ascent heuristic is fast and it is an effective alternative to the methods based
on simplex LP solvers. The proposed exact method is easy to implement and it is competitive with the best branch and cut
algorithms.
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