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ABSTRACT
The ubiquitous theory of quantum mechanics has sparked many controversial
debates about possible interpretations and its place in fundamental physical
theory. Perhaps most sustained of all the questions is the quest for a complete
explanation of the process behind the reduction from quantum to classical phe-
nomena. This thesis shall examine this question through detailed investigation
of specific models. The models include a careful exposition of quantum entan-
glement through the original EPR thought experiment for continuous variables
and its mathematical transcription. The transcription is compared with ex-
isting methods from quantum optics for achieving experimentally verifiable
Bell-type inequality violations, which are commonly interpreted as violations
of locality. In further development of this famous paradox, the mathemat-
ical model is extended to tripartite continuous variable states, and detailed
measures of their violation of locality are presented.
Having carefully examined quantum phenomena by the EPR-paradox and its
extension to tripartite cases, the investigation proceeds by considering the ef-
fect on quantum systems by an environment. This involves a re-examination of
some well-known quantum system-environment models: the spin-1
2
Spin-Boson
and Kondo models, in which a two-level quantum system interacts with a bath
of bosons or fermions respectively. The technicalities of the interactions are
exposed in intricate detail, with a careful description of the constructive boson-
isation and transformation methods involved. The thorough analysis leads to
a new observation about the elliptic, or fully anisotropic, Kondo model. Im-
portantly, the re-examination of the detailed structure of fermion-gas impurity
models and their connection to quantum dissipative systems enables a com-
prehensive extension of the family of models to include in particular a new
three-level dissipative system. To underline the importance of this model, it
is shown that the model is exactly solvable by admitting a reparametrisation
of the scattering matrix in terms of R-matrices which obey the Yang-Baxter
equation.
The examination of the interaction between the quantum and the classi-
cal concludes with an investigation of entanglement criteria in the system-
environment models discussed. A variational Ansatz for the ground state is
used to demonstrate the numerical calculation of entropy expressions for the
three-level systems, while the Feynman-Hellmann Theorem is used to give in-
principle exact results for the entropy corresponding to the specific three-level
model Hamiltonian introduced in this thesis. Throughout we provide sev-
eral suggestions for further work, procedures for experimental verification and
practical application.
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Chapter 1
Introduction
Quantum entanglement is a phenomenon that has fascinated and perplexed
all who have considered it almost since the inception of quantum mechanics
itself. Physicists, mathematicians and philosophers have argued for nearly a
century about its implications and applications, and despite enduring interest
in the subject there is no completely satisfactory account of its place in current
theory. For many theoretical physicists who investigate fundamental physical
laws and the interpretation of quantum mechanics, there is an uneasy tension
caused by the paradox made evident by the Einstein-Podolsky-Rosen thought
experiment and its related verified tests. The paradox highlights inconsisten-
cies in our description of reality, and hinges on the analysis of quantum en-
tanglement and the quantum to classical transition. Speculations about this
transition have resulted in diverse beliefs about reality, including the well-
known but metaphysically crowded many-worlds interpretation [51, 52], and
conjectures about mechanisms that might enforce a directionality of time,
which is not currently required by accepted fundamental laws of physics (see
for example [69, 94, 97, 64, 139, 75, 46, 93, 76] and references therein for a
philosophical introduction).
This thesis is a project in theoretical physics devoted to the careful develop-
ment of individual quantum-mechanical features and the interaction between
simple quantum systems coupled to a classical environment. Although the
majority of the analysis pertains directly to the explanation of the technical-
ities of each system, we shall keep in mind the more general interpretational
context. The details provided herein may therefore be of some use to those
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who search for the advancement of fundamental physical theory. Although
an entirely theoretical investigation, we acknowledge another essential aspect
of scientific development by making constant connections to experimentally
verifiable outcomes.
Each chapter of this thesis will deal with a different aspect of the relationship
between the quantum and the classical, and a comprehensive introduction to
the specific models used for each chapter is reserved for their relevant sections.
In this chapter we will introduce the general concepts and background to the
investigations, providing motivation for the specific examinations. We begin
by defining quantum entanglement in Section 1.1 and reviewing its histori-
cal origins and some philosophical implications in Section 1.2. The effect of
classical systems on quantum phenomena is introduced in Section 1.3, before
the specific system-environment models that we will use later are outlined in
Section 1.4. Entropic criteria for entanglement are considered in Section 1.5
before Section 1.6 closes this general introduction with an overview of the
structure of the thesis.
1.1 Entanglement
The term ‘entangled state’ was coined by Erwin Schro¨dinger in 1935 [112,
113, 114] and is a translation from the German “verschra¨nkter Zustand”. It
is used to describe any composite quantum state |ψ〉AB that is not separable,
where the composite state can be described by this wave function only, even
if the subsystems of the compound system become spatially separated. By
composite system |ψ〉AB we mean the tensor product of the wavefunctions
representing each subsystem A and B (|ψ〉A and |φ〉B respectively). If the
bases of these subsystem wavefunctions are taken to be {|i〉A} and {|j〉B}, in
the respective Hilbert spaces HA and HB, the subsystem wavefunctions can
be written as
|ψ〉A =
∑
i
ai|i〉A, |φ〉B =
∑
j
bj|j〉B. (1.1)
1.1. ENTANGLEMENT 3
In the tensor product space, the general composite state |ψ〉AB which can
represent either a separable or an entangled composite system is thus:
|ψ〉AB =
∑
i,j
cij|i〉A ⊗ |j〉B. (1.2)
The separability condition is a condition on the coefficients cij: the state is
separable if cij = aibj, but if cij 6= aibj then the state is not separable. This is
an entirely quantum description with no classical analogue, which can lead to
conventionally unintuitive circumstances. Entangled systems may be created
by any process that generates inextricably linked properties, and typically
occurs as a result of natural or induced collisions of particles resulting in
entangled or ‘linked’ product particles.
A well-known example of an entangled state is the ‘Bell singlet state’:
|ψ〉AB = 1√
2
(|0〉A ⊗ |1〉B − |1〉A ⊗ |0〉B) . (1.3)
This is one of a family of four maximally entangled Bell states using two
subsystems (A and B) of eigenbasis {|0〉, |1〉}. States taking this eigenbasis
are called ‘qubits’, in analogy to the classical computing ‘bit’ which takes
values 0 or 1. Qubits can take the values 0 or 1, or a superposition of the
two, as is the case for the subsystems A and B in the Bell states (e.g. (1.3)).
One might hypothesise this state of superposition to mean that the qubit
somehow has both these values at the same time (the famous Schro¨dinger’s
Cat thought experiment [112, 124] is an extrapolation of such an interpretation
to macroscopic components). An alternative familiar presentation of the Bell
singlet (1.3) in which the superposition of states is arguably more clear is
|ψ〉AB = 1√
2
(|−〉 ⊗ |+〉 − |+〉 ⊗ |−〉) , (1.4)
where the qubits in question consist of the following combination of basis
vectors:
|+〉 = 1√
2
(|0〉+ |1〉), |−〉 = 1√
2
(|0〉 − |1〉).
It is important to note that it is in general difficult to ascertain whether a
state is entangled or not. In some instances it is possible to perform a basis
transformation to re-express a state that initially appeared entangled into a
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form that is separable. This is an entire field unto itself, and one that we shall
not consider further in this thesis, restricting our investigations to states that
have been confirmed to be entangled.
It has recently been reported that entanglement may exist for even a single par-
ticle [47]. The authors suggest that the philosophical implications may be to
strengthen the assertion that ‘particle’ is a concept that should instead be de-
scribed as “an excitation of a given mode of the field representing the particle”
[130]. The proposition is that the nonlocality exhibited by the single particle
can be described as a superposition of the single-particle wavefunction and the
vacuum, in what Greenberger, Horne and Zeilinger termed ‘partlycles’ [65]. It
has also been conjectured that this observation suggests that the concepts of
entanglement and decoherence (the term often given to the reduction of quan-
tum to classical phenomena, which we shall discuss further in Section 1.3) are
in essence the same ‘mystery’ [47]. This is one of many philosophical stipula-
tions which add to the growing need for re-examination and re-evaluation of
current concepts and theory regarding the quantum-classical transition, and
in what follows we shall re-visit the historical origins of the philosophical prob-
lems highlighted by entanglement, before examining some specific models that
inform the discussion.
1.2 EPR and philosophical implications
The advent of quantum theory provided the solution to a multitude of long-
standing problems in physics, such as the ultraviolet catastrophe of black body
radiation, the photoelectric effect and the structure and behaviour of sub-
atomic particles. Having satisfactorily resolved these phenomena, it seemed
implausible to most that such a theory could be inaccurate. Amongst some
of the developers of quantum theory there was, however, speculation that
the theory was still incomplete, as some predictions appeared highly counter-
intuitive. At the root of the discontent was the principle of superposition,
demonstrated in (1.3), which is at the foundation of the Copenhagen interpre-
tation of quantum mechanics developed by Niels Bohr and Werner Heisenberg
(and subsequently many others). The Copenhagen interpretation stipulates
that a compound state will ‘collapse’ into precise single values for a subsystem
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only when a measurement is made. Erwin Schro¨dinger and Albert Einstein in
particular were unsatisfied with such a hypothesis, and designed a number of
thought experiments to highlight this fact.
In 1935, Einstein, Podolsky and Rosen (EPR) posited [49] that either quantum
mechanics must be incomplete, with room for a hidden variable theory, or
spatiotemporal locality must be violated when a measurement of an entangled
pair of particles is performed. Spatiotemporal locality requires that physical
processes occurring at one point in spacetime should have no immediate effect
on elements of reality at another point. Consequently, to demonstrate locality
violation the measurement must be performed after the particles have been
separated such that no classical communication channels are open when the
wavefunction collapses. EPR concluded that quantum mechanics must be
incomplete by considering a thought experiment that is now known as the
EPR paradox. The thought experiment was designed to expose what they
believed to be the absurd conclusions of quantum theory.
The experiment is deceptively simple in its construction: create an entangled
system of two particles; Alice and Bob (A and B) each take one part of the sys-
tem to opposite sides of the Earth; Alice measures her subsystem, and knows
instantly what the outcome of the measurement on Bob’s particle would be,
if he performed it in the same basis as she did. Despite the simple construc-
tion, there has been long-standing philosophical debate about the implications
of EPR’s underlying assumptions. However, for the purposes of the present
investigation we can obtain significant insight into the physical paradox with-
out delving into the more metaphysical debates of ontology, which contend
what may legitimately be given the term “real”. In essence, the paradox relies
on two important physical principles that were by this time well established,
corroborated and considered irrefutable:
1) Heisenberg’s uncertainty principle [70]: values of observables with non-
commuting operators cannot be measured precisely at the same time. For
the example of the non-commuting operators of position and momentum, the
consequence for their corresponding observables x and p is famously written
as the non-zero product of differences ∆x∆p ≈ ~.
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2) A consequence of Einstein’s own special theory of relativity [48]: nothing
can travel faster than the speed of light.
To get a clear understanding of the paradox and violation of spatiotemporal
locality, consider the following:
• Alice measures the spin of her particle (one subsystem of the entangled
pair) in the x-direction, and can therefore know precisely the value of
this physical quantity at Bob’s location even before he measures it. EPR
defined any element that can be known precisely before measurement as
an element of physical reality.
• We know from the uncertainty principle that Alice cannot know definite
values of the spin along the x− and z−directions simultaneously.
• Alice’s decision on which measurement to carry out on her particle (spin
in x- or z-direction) thus has an immediate effect on elements of physical
reality at Bob’s location, violating the principle of locality.
• This results in the apparently absurd conclusion that Alice’s choice at
one point affects reality at another, instantaneously. According to EPR,
the only alternative is that the particle must have been programmed with
the outcome of all measurements, in any direction, prior to measurement.
This pre-programming amounts to the particles storing hidden variables
– ‘hidden’ because we know we cannot access this information due to the
uncertainty principle.
Although it was the spark that prompted what is arguably the most hotly de-
bated topic in fundamental quantum mechanics, at the time of its publication
the EPR thought experiment appeared much less astounding to many than it
perhaps seems today. Niels Bohr penned a rapid reply to EPR [30, 29], stating
that the EPR experiment contained ‘an ambiguity’, in that their description
of reality did not appropriately deal with quantum phenomena. Bohr’s reply
was, by many at the time, considered to be a ‘conclusive’ rebuttal, although
it can be argued that he simply failed to accept the problem (see for example
Werner’s brief historical survey [138]). While this subdued the nonlocality
question for a short period, the EPR thought experiment nevertheless dis-
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mantled the usual interpretation of a measurement process as a physical dis-
turbance of a measured system – that measuring position by scattering with
a photon in turn causes the uncertainty in the position – since it highlights
that complete knowledge of a spatially separated subsystem can be determined
without direct observation of that subsystem.
It was not until 1965 that the first experimental tests of the EPR paradox
were conducted by John Bell [23]. Bell recorded a series of outcomes of mea-
surements on entangled systems, and arrived at the astounding conclusion
that hidden variables are not compatible with quantum mechanical probabil-
ity outcomes. In fact he demonstrated that it was possible to construct an
inequality, the violation of which must involve states that are not describable
by hidden variable theory. Bell’s conclusions were strongly supported by a se-
ries of experiments by Alain Aspect and co-workers in the 1980s [13, 12]. We
shall examine such inequalities and their violation in detail in Chapter 2. Bell’s
inequality, also called Bell’s theorem, was later complemented by the Kochen
Specker theorem [86], which showed that there is a contradiction between two
assumptions of hidden variable theory: that all observables have definite val-
ues at a given time, and that their values are intrinsic and independent of the
measuring device.
Despite raising fundamental questions about the nature of quantum theory and
the theory of measurement, the paradox still does not always trouble many
pragmatic experimentalists. It can be argued that we can violate locality with-
out violating causality since Alice can in no way influence the outcome of her
measurement, and has no means of transmitting information to Bob faster
than the speed of light. For many pragmatists, this is the only matter of im-
portance, as we can only ever be observers, and quantum mechanics describes
accurately the results of all directly measurable outcomes. Thus, although
there appears to be a paradox, unless it results in problems for measurement,
why should a paradox matter? My own answer in this thesis is that a paradox
does nevertheless point to inconsistencies which may, on examination, reveal
new ways of not only progressing fundamental theory but also advancing ex-
perimental tests for new technological uses.
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CLASSICAL ON THE QUANTUM
1.3 Decoherence and the impact of the
classical on the quantum
So far we have discussed quantum entanglement and some of the questions it
raises about our understanding of fundamental physics. Some detailed exam-
ples and further discussion on this will be presented in Chapter 2. There we
shall demonstrate some applications most directly reliant on these quantum
features, and consider the interplay between quantum mechanics and its im-
plications for macroscopic measurements. Those discussions therefore concern
the effect of quantum phenomena on classical outcomes. For a more detailed
investigation into the quantum-classical transition we must also investigate
the effect of the classical on the quantum. The precise relationship between
the quantum and the classical physical theories is not established, and is the
subject of continued debate. By investigating some of the simpler examples
where the effects of their relationship can be demonstrated most clearly, we
hope with this thesis to bring some interesting new information to inform the
debate.
Quantum entanglement between two specific subsystems as discussed in Sec-
tion 1.1 does not persist indefinitely, but is suppressed extremely quickly, as we
know well from our every day, predominantly classical, experiences. This rapid
suppression of quantum features is referred to as “decoherence” in the liter-
ature (see e.g. [155, 63, 81, 110]) and corresponds to a rapid diagonalisation
of the system Hamiltonian. Despite becoming a widely used term, the precise
reason and mechanism for the suppression remains largely unexplained (al-
though there have been some tentative suggestions – see for example [155, 63]
and references therein). There has been much discussion and controversial
debate on the subject of decoherence, which we shall not review here, but will
note a few main points relevant to our particular investigation.
There have been some proposals for quantitative measures for the timescales
of decoherence [80, 154, 84] confirming the rapid nature of the effect. Joos and
Zeh [80] calculated a decoherence time of 10−23 seconds for a superposition of
two states with a difference of 1cm between their centres at low environmental
temperature. Roger Penrose [105, 106] and others have argued that decoher-
ence is intricately related to brain processes and consciousness. It may be
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informative to note that temperature dependent decoherence measures (scal-
ing as
√
T ) have been compared with timescales for neuron firing excitation
in the brain [120], where it was found that neuron firing is significantly slower
than decoherence timescales, seemingly refuting Penrose’s suggestions.
There are many who, in a similar manner to Penrose, would like to appeal to
the unexplained facets of quantum theory to explain persistent philosophical
problems, such as consciousness, and the apparent directionality of time. Be-
cause decoherence is still somewhat open to interpretation there has sometimes
been a tendency in the literature to refer to decoherence as a “measurement”
of the system by the environment, with the assumption that measurement
causes and explains the suppression of the quantum features. The concept of
measurement carries no intrinsic explicative powers or imperatives on the time
directionality of fundamental laws, and so the transfer of explanation from de-
coherence to measurement is not a useful one, leaving us instead with the
famous problem of measurement. It is clear that for further insight we must
continue to examine the quantum-classical transition explicitly, a longstanding
pursuit that we aim to contribute to here.
Caldeira and Leggett [34] suggested that suppression of quantum features is
linked to dissipation of energy with an analogue of the standard friction co-
efficient, and for much of the early development of the theory of decoherence
it was considered synonymous with dissipation and friction. However, it is
pointed out in [84] that decoherence can occur at a much faster rate than
dissipation, and it is argued that the two are distinct. This is now a widely
held belief (although it is by no means universally adopted) but the exact re-
lationship between the two descriptions is not fully formalised. In Chapters 3
and 4 of this thesis we will develop some quantum system-environment models
and provide explicit details of their interaction. Specifically, we will examine
the well-known Spin-Boson [95, 96, 136] and Kondo [87] models, and provide
a comprehensive extension of these systems to new three-level dissipative sys-
tems. Chapter 4 will investigate criteria for entanglement in these models via
entropy measures.
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1.4 Quantum system-environment models
Spin-Boson and Kondo models are simplified system-environment models in
which a spin-1
2
impurity interacts with an environment – or bath – of bosons or
fermions respectively. The Kondo model is one of a class of models designed to
investigate the theory of magnetism, as originally proposed by Werner Heisen-
berg in 1928 [71]. More specifically, the Kondo model was originally devised to
describe conduction electron resistivity in dilute magnetic alloys, and contin-
ues to be of great importance in the development of that field. The Spin-Boson
model has, on the other hand, been used primarily to investigate the quantum-
classical link for some time [95, 96, 34]. The Spin-Boson (SB) model has been
shown to be equivalent to the standard anisotropic Kondo model, which we
outline in Subsection 3.3.1. This equivalence is of quintessential importance to
our investigation, as it permits an extension of the link between fermion-gas
impurity models and quantum dissipative systems. The link will also aid the
investigation of the interaction in system-environment models more generally
by facilitating interpretation of individual contributions to the coupling terms
that emerge in the joint system-bath Hamiltonian.
In isolation, a quantum two-level system such as the spin-1
2
impurity in the
SB model can be considered as a two-level double potential well, with the two
wells corresponding to the two possible spin states ±1
2
of the impurity. In this
case the wavefunction describing the system would be a superposition showing
the impurity as being in the two wells at the same time. When this system
is coupled to an (in principle infinite) environment or bath the interactions
between a quantum impurity and its environment results in a sharing of infor-
mation between them, meaning the joint system is generally regarded as an
“open”, or dissipative system. When any experimental measurement is made
of this joint system, one would observe a localisation of the state of the system
to a single well and the destruction of the superposition description of the
quantum state. Mathematically, this corresponds to a rapid diagonalisation
of the interaction Hamiltonian (decoherence), which removes the possibility
of tunnelling between the two wells. Any measurement on the system would
subsequently reveal a quantum system localised to one of the two wells.
In this thesis we will concentrate on the suppression of quantum features which
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is demonstrated in specific system-environment models. In order to gain fur-
ther insight into the relationship between the components of these models,
the careful examination will require several mathematical tools, which will
be discussed in detail in Section 3.2. In particular, we shall use constructive
bosonisation [67, 132], which permits a formal identification between fermionic
and bosonic operators. The careful re-examination of the structure of fermion-
gas impurity models enables the construction of a new exactly solvable three-
level dissipative model in Section 3.4, with several potential applications in
condensed matter physics.
The specific system-environment models that are examined herein are of par-
ticular interest since they have been shown to be exactly solvable [145, 21, 17].
This means we can investigate the asymptotic limits of the models and evalu-
ate physical parameters with precision. Systems that are exactly solvable are
extremely valuable for this reason, and there are a number of established tests
that check whether any particular system conforms to the requirement. Once
we have constructed the new system-environment model in Section 3.4, we
show in Subsection 3.4.1 that this model remains exactly solvable by demon-
strating that the scattering matrix associated with the interaction in the model
corresponds to a standard trigonometric R-matrix.
1.5 Entanglement criteria
After the structures of the system-environment models have been discussed
and the details of the couplings between the quantum system and the bath have
been analysed in Chapter 3, we take the further step of calculating the criteria
for entanglement in the models in Chapter 4. Investigating entanglement in
many-body systems is a relatively young venture, and an overview of recent
developments can be found in [5]. Initial investigations into entanglement in
spin chains began around 2001, when O’Connor and Wootters [100] reported
on maximizing pairwise entanglement in isotropic Heisenberg rings. Impurities
were not introduced into these systems until 2003 when Osenda et al [102]
reported that the impurity could in some sense be used to tune the level of
entanglement. Vedral [130] studied entanglement effects in the Fermi gas (and
in bosonic systems), stating that bipartite entanglement disappears beyond
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distances of the inverse Fermi wavenumber.
Some initial investigations into entanglement in Spin-Boson and Kondo models
have also been proposed. Costi and McKenzie [45] provide a quantitative de-
scription of entanglement for the ground state of the Spin-Boson model via the
anisotropic Kondo model, using numerical renormalisation group treatment.
Kopp and Le Hur [88] present a similar analysis for the interacting resonant
level model, which is equivalent to the anisotropic Kondo model in the long
time approximation [127]. (A refermionisation [132] of the Spin-Boson Hamil-
tonian gives the interacting resonant level Hamiltonian.) Extensions of the
standard Kondo model to a two-impurity Kondo model have also been con-
sidered [41]. Some discussion exists on electron-electron entanglement in the
standard two-level Kondo model [101], but entanglement between the com-
ponents of the bath will not be considered in this work as we are interested
primarily in the effect of and on the impurity (and it is indicated in [101] that
the impurity has little effect on the entanglement between the conduction
electrons themselves).
A measure of entanglement is any function of a quantum state that is zero
for separable states and non-negative and real for other states, provided that
the value of the function cannot increase under local operations and classical
communication. This has resulted in several proposals for measures of entan-
glement (see for example [5] and references therein), but we shall focus in this
thesis on the use of entropy – specifically the quantum Re´nyi [74, 135, 121]
and related von Neumann [133] entropies – as a criterion for entanglement.
This will be discussed in more detail in Chapter 4, but note here that entropy
measures are a relative measure between the fully mixed and the pure states.
The fully mixed bipartite state has a von Neumann entropy measure of one,
and pure states have zero entropy. The use of zero entropy for pure states
indicates that no further information is necessary in order to predict the out-
come of measurement. It is argued in [116] that this fails to take account of
the inherent uncertainties of measurement, and that rather than a pure state
with zero entropy there should instead be a ‘minimum uncertainty pure state’.
Because we are concerned in this thesis with an entanglement criterion and
not a measure, using an established inequality criterion that has been shown
to hold for all separable states, it will be sufficient for this thesis to follow
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convention regarding the entropy of pure states.
The entanglement criteria calculations that we present in Chapter 4 will focus
on the extension of two methods that have been used previously by other
authors to investigate entanglement in the spin-1
2
two-level case. In particular,
we will use a variational Ansatz to suggest a possible ground state for the
three-level model in Section 4.2, and find the reduced density matrices of the
relevant subsystem following the method in [101]. We shall also provide an in-
principle exact density matrix for the three-level model in Section 4.3 using the
Feynman-Helmann Theorem, along with the corresponding entropy measures.
Full details of the methods will be reserved for discussion in Chapter 4.
Using entropy as an entanglement criterion bridges the gap between theo-
reticians and experimentalists. The use of entropy will also make the results
more directly relevant to those philosophers of science who wish to make links
between the laws of thermodynamics and time. Although we shall make no
direct conclusions about this matter here, the detailed experiments described
herein will be informative to the discussion, especially with further work into
entanglement measures. It is the author’s view, however, that empirically de-
rived laws about dynamics, such as the second law of thermodynamics, should
not be used to argue for more fundamental relations. Nevertheless, there are
several other reasons why investigations using entropy as a criterion and mea-
sure of entanglement can be most informative. Certainly empirical evidence
is useful in indicating areas of interest, and provides an essential framework
for theoretical development. One might well expect that this empirical data
would be informative to the foundations of quantum mechanics, and provide
information that might eventually lead to a more unified theory. Indeed, there
are already such speculations in the literature. For example, we have already
mentioned Dunningham and Vedral [47], who assert that entanglement and
superposition are the same mystery, and Karyn Le Hur [92] argues that, using
entanglement entropy, one can ‘make a unification between entanglement of
the spin with its environment, decoherence, and quantum phase transitions’.
In a cosmological, ‘quantum gravity’ context, it has also been argued that
decoherence and entropy are different manifestations of the same phenomenon
[82] (also [76]).
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1.6 Overview of thesis structure
This thesis will present the detailed investigation of specific models involv-
ing quantum entanglement that may aid the interpretation of the quantum-
classical transition. Each theoretical model is explained, contextualised and
thoroughly extended, and several connections to experimental applications are
suggested throughout. The general outline of the thesis is as follows. Chapter
2 will examine the EPR paradox in more detail through the Bell inequalities
that have mediated experimental testing of the entanglement phenomenon.
The rigorous first-principles transcription of the paradox is compared in Sec-
tion 2.2 with states from experimental quantum optics that have already been
shown to exhibit entanglement. In the bipartite case, it is demonstrated that
the two descriptions approach equivalence in Subsection 2.2.1. The methods
are comprehensively extended to tripartite states in Section 2.3, and some
significant differences with current experiments are highlighted.
Chapter 3 introduces the idea of interaction between a quantum system and its
environment. We give a thorough introduction to the Spin-Boson and Kondo
system-environment models, and expose the intricacies of the methods used in
relating a fermion-gas impurity model to a dissipative system in Section 3.2.
With this as a basis we introduce the larger class of Kondo models in Section
3.3, and discuss the established equivalence between the Spin-Boson and stan-
dard anisotropic Kondo model in Subsection 3.3.1. We extend the analysis
in Subsection 3.3.2 to reveal a new structure for the well-studied elliptic, or
fully anisotropic Kondo model. Furthermore, we apply the analysis to another
member of the family of fermion-gas impurity models, the anisotropic Coqblin-
Schrieffer (ACS) model for three-component fermions, in Section 3.4. The ACS
model is shown to relate to three-level dissipative systems, and moreover it is
shown to be exactly solvable in Subsection 3.4.1.
Chapter 4 extends the analysis of the dissipative systems discussed in Chapter
3 by calculating entanglement criteria for the new ACS model. A numerically
accessible variational method is used in Section 4.2, following a similar anal-
ysis of the corresponding two-level system. Placing emphasis on the exactly
solvable nature of the ACS model, we also demonstrate how to calculate ex-
act values of the density matrix and the related entropy measures using the
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Feynman-Hellmann method in Section 4.3. We conclude the thesis in Chapter
5 with a summary of the main results and their development, and provide
an overview of their place in a more general theory. In addition, some inter-
pretative suggestions are given, and some open questions discussed. At the
end of the thesis we provide some appendices with further details of selected
calculations from each chapter. For ease of reference, an index of main terms
and concepts is given after the bibliography.
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Chapter 2
Quantum Entanglement and
regularized EPR-type states
This chapter discusses in detail a direct mathematical transcription of the EPR
paradox, and the results are compared with current experimental approaches
to the EPR limit from quantum optics. The established EPR transcription
for bipartite continuous variables is introduced and extended by regularisation
in Section 2.2. The role of these states in Bell-type inequalities for local
realistic theories are investigated using a Wigner function representation. A
comprehensive development of the methods to tripartite states is performed in
Section 2.3, and we conclude with an extensive discussion of the implications
and importance of this work in Section 2.4. The material of this chapter has
been published in a condensed form in Journal of Physics A [77].
2.1 Introduction – testing the EPR paradox
In Chapter 1 we discussed the origins of entanglement as described by the
EPR thought experiment. The first experimentally testable form of the EPR
paradox was pioneered by David Bohm (1951) [28], in terms of discrete spin-1
2
particles. This was a departure from the original EPR thought experiment
which had been phrased in terms of the continuous variables of position and
momentum. In the discrete case of electrons with spin up or down, their ma-
trix representations are in finite dimensional space, and measurements of an
observable in this case will give a discrete distribution of real values. Until
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recently, the infinite-dimensional spaces necessary for dealing with continuous
variables were too much of a technical difficulty for further development and
practical implementation. For continuous variables, the N canonical bosonic
modes are represented by H= ⊗Nk=1Hk, with Hk as the infinite dimensional
Fock spaces associated with the single modes. Due to the complexities asso-
ciated with continuous variables, we were restricted to considering discretised
quantum phenomena until very recently – indeed this continues to be the stan-
dard fare of most undergraduate quantum mechanics courses, involving such
things as the determination of an electron’s energy in an atom, for example.
The discretised form of the EPR paradox thus uses the standard notation for
entangled pairs of spin-1
2
particles (electrons in this case), with each quantum
state represented by a vector in a two-dimensional Hilbert Space. The Hilbert
Space for the pair is the tensor product of their respective Hilbert Spaces. The
spin singlet state is akin to (1.3):
|ψ〉 = 1√
2
(|+ z〉 ⊗ | − z〉 − | − z〉 ⊗ |+ z〉) ,
where here | ± z〉 denote eigenstates of the spin operator Sz corresponding to
the spin in the z-direction. The spin operators Sx, Sy, Sz can be represented
using standard Pauli matrices σx, σy, σz respectively by Sx,y,z =
1
2
σx,y,z~, where
the Pauli matrices are:
σx =
[
0 1
1 0
]
, σy =
[
0 −i
i 0
]
, σz =
[
1 0
0 −1
]
. (2.1)
When we make a measurement on |ψ〉 in the z-direction, the state of the system
‘collapses’ into an eigenvector of Sz, according to the Copenhagen interpreta-
tion of quantum mechanics. The entanglement correlation thus dictates that,
for the singlet state above1, if Alice measures her subsystem to have the eigen-
value +z, then Bob must have the corresponding eigenvalue of −z. It is easy
to show that the spin operators Sx, Sy, Sz do not commute, such that they
cannot have definite values simultaneously.
Bohm’s discretised translation of the EPR paradox was taken up by John Bell
in 1965 [23], who used the transcription to test the paradox experimentally,
1The other three states in the family of maximally entangled Bell states dictate other
correlations but describe the same feature.
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with some startling results. Bell showed that hidden variables were not per-
mitted in the EPR case if we preserve both the assumptions of standard theory
(such as locality) and the probabilities predicted by quantum mechanics. Bell
demonstrated this by constructing an inequality from a combination of the
probabilities of outcomes of measurements by Alice and Bob. This inequality
must be less than or equal to 2 if we allow hidden variables and locality (see
(2.2) below), and we shall call this the classical bound. The equivalent inequal-
ity with quantum mechanical predictions show that an upper bound of 2
√
2
is possible (see (2.3) below), called the Cirel’son bound. To date, all experi-
mental evidence has supported the quantum mechanical prediction, and there
were a series of famous experiments by Alain Aspect and his co-workers in the
1980s which lent overwhelming support to the violation of Bell’s inequalities
by certain classes of correlations [13, 12].
The Bell inequality has now been superseded by generalised versions, originally
introduced in 1969 by Clauser, Horne, Shimony and Holt, and consequently
dubbed the CHSH inequalities [42]. These can appear in many different guises,
but essentially demonstrate the same feature. Here we outline the main steps
to give an understanding of the emergence of the classical bound as differing
from the quantum mechanical.
As before, Alice (A) receives one part of the system and Bob (B) receives the
other. They can independently choose a direction in which to measure the
spin of their component (say A measures in the direction of unit vector a and
B in the direction b), and in each instance there are two possible outcomes of
measurement, denoted by A(a, λ) = ±1;B(b, λ) = ±1. Here we also assume
a hidden variable λ to be present and shared between each subsystem to be
measured. With ρ(λ) as the probability measure of λ, and the integral of ρ(λ)
being equal to one, the average from a joint series of measurements can be
found from:
P (a, b) =
∫
ρ(λ)A(a, λ)B(b, λ)dλ.
Due to the joint history of the particles, if their spins are measured along the
same axis one would get A(a, λ) = −B(a, λ) (or other correlations depending
on which singlet state is used), in which case P (a, b) would be (−1). Note
also that 1/A(a, λ) = A(a, λ). Bob is not constrained to measure along b, but
could instead choose to measure along b′ (and indeed A could measure along
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a′). From these considerations it is straightforward to show the emergence of
the classical bound in the form of Bell’s inequality by considering the following
combination of the possible measurements:
|P (a, b)− P (a, b′)| ≤ 1 + P (b, b′).
In realizable measurements [42] it is necessary to make the additional assump-
tion that the probability of the joint detection of any pair held by A and B
is independent of their direction of measurement. In the most frequently used
formulation of the inequality the probabilities of measurements are thus ex-
pressed in terms of the rate of coincidence detection – that is, given in terms
of conditional probabilities [24, 42] – giving combinations of correlations:
|C(A(a)B(b)) + C(A(a)B(b′)) + C(A(a′)B(b))− C(A(a′)B(b′))| ≤ 2. (2.2)
This is the common form of the CHSH inequality [42] showing a classical
bound of 2 on the right hand side. To get an intuitive understanding of this
bounding value, a useful transcription of the inequality (2.2) is:∫
{(A(a,λ) (B(b,λ)+B(b′,λ))+A(a′,λ) (B(b,λ)−B(b′,λ)))} ρ(λ)dλ ≤ 2.
Since the possible measurement outcomes for B are ±1, then one of either
(B + B) or (B − B) in the above must be zero, with the other having a
maximum value of 2. The prefactor A can have a maximum value of +1, and
it is clear that the inequality holds.
By contrast to (2.2), the quantum mechanical prediction of measurement out-
comes results in the Cirel’son bound 2
√
2 on the right hand side. This is best
seen by considering the conventional construction whereby Alice can choose
to make measurements in the x- or z-direction, denoted by A(x) and A(z),
while Bob can measure along his x′- or z′-directions (B(x′) and B(z′)), where
his coordinate system is rotated by 45 degrees with respect to Alice’s. Alice’s
measurement outcomes A(x) and A(z) are then given by the spin operators
Sx ⊗ I and Sz ⊗ I respectively, where I is the identity, while Bob’s B(x′) and
B(z′) are given by (− 1√
2
I ⊗ (Sz + Sx)) and ( 1√2I ⊗ (Sz + Sx)) respectively.
It is then straightforward to find the Cirel’son bound for the corresponding
combination of expectation values of joint measurement outcomes using the
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singlet state of (1.4) to give:
〈A(x)B(x′)〉+ 〈A(x)B(z′)〉+ 〈A(z)B(x′)〉 − 〈A(z)B(z′)〉
=
1√
2
+
1√
2
+
1√
2
−
(
− 1√
2
)
= 2
√
2. (2.3)
Note that it is well documented that violation of Bell inequalities is not a
necessary condition for entanglement [62, 131], and as such may not be a good
measure of entanglement in general. Gisin [62], for example, showed that some
(entangled) states satisfying the Bell inequality initially could be manipulated
using local filtering to later produce violations. However, this condition is
not symmetrical, and all states violating the inequalities must be entangled.
Thus if we determine that the inequality is violated we know that we have an
entangled state and can produce a relative violation measure.
In the following sections we will make use of a specific transcription of the
CHSH inequalities to indicate the presence of entanglement in new bipartite
and tripartite continuous variable states. These states and measures of their
entanglement will then be compared with results that are well-established in
quantum optics. We highlight some interesting similarities and important dif-
ferences of these states, and provide an extensive discussion section to indicate
further work and useful applications of the study.
2.2 Bipartite entangled states and
quantum optics
In Section 2.1 we discussed some of the early background into experimental
testing of the EPR paradox by making use of its discretised transcription. It is
only recently that experimental testing of the paradox in its original continuous
variable form has been possible, but the importance and value of continuous
variable states has become increasingly apparent. The advent of probing the
nature of CV states has allowed for the investigation of quantum computation,
teleportation and communication in an entirely new framework. Experiments
using entanglement to probe the EPR limit of maximal inequality (locality)
violation have required the development of a range of new tools [14]. Herein
we will concentrate on one significant contribution – the so-called NOPA state
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that is now commonplace in quantum optics [108, 103, 104, 15, 16]:
|NOPA〉 = er(a†b†−ab)|00〉. (2.4)
NOPA states are produced by Nondegenerate Optical Parametric Amplifica-
tion, and approach maximal inequality violation in the limit of strong squeez-
ing (r →∞), which we shall discuss further below. The creation and annihi-
lation operators a†, a, b†, b satisfy the standard bosonic commutation relations
[a, a†] = 1 and [b, b†] = 1, where a, a† act on the first space and b, b† act on
the second space as indicated by the two-mode vacuum state |00〉 ≡ |0, 0〉.
Creation and annihilation operators are discussed in more detail in Subsec-
tion 3.2.1, but we note here that bosonic annihilation operators annihilate the
ground state (in this case the vacuum), meaning that a|0〉 = 0, for exam-
ple. The NOPA state has already been shown to be a genuinely entangled
state that produces violations of the CV transcription of the CHSH inequality
[15, 104, 90].
The NOPA state was designed to approach the ideal EPR state with strong
squeezing, with particular Wigner function behaviour (see later sections) and
was not explicitly derived from the EPR first principles. For a first principles
investigation we must re-visit the original case considered by EPR in [49]. This
discusses the simultaneous diagonalisation of the two commuting variables
of difference in position (X1 − X2) and total momentum (P1 + P2), where
Xj, Pj, j = 1, 2 are a standard pair of canonically conjugate variables with
[Xj, Pk] = iδjk (note we have set ~ = 1). Fan and Klauder [54] prove that an
explicit form for the common eigenvectors of the relative position and total
momentum for two EPR particles can be found:
(X1 −X2) |η〉 =
√
2η1|η〉, (P1 + P2) |η〉 =
√
2η2|η〉, (2.5)
where the common eigenvector |η〉 is expressible as
|η〉 = e− 12 |η|2+ηa†−η∗b†+a†b†|00〉. (2.6)
This makes (2.6) an ideal mathematical transcription of the EPR proposal
from first principles. Here η = η1 + iη2 is an arbitrary complex number and
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the coordinate and momentum operators are definable as:
X1 =
1√
2
(
a+ a†
)
, X2 =
1√
2
(
b+ b†
)
,
P1 =
1
i
√
2
(
a− a†) , P2 = 1
i
√
2
(
b− b†) . (2.7)
As a genuine representation of ideal generalised EPR states, with appropriate
orthonormality and completeness, |η〉 is singular. Consequently, it is not possi-
ble to use this state to calculate expectation values directly, for use in Bell-type
inequalities testing the EPR paradox. In order for the mathematical transcrip-
tion to be useful experimentally, we shall instead consider a regularised state
which approaches the singular state for a particular value of the regularisation
parameter2. In [77] we introduced the following regularised version of Fan and
Klauder’s first-principles EPR transcription (2.6):
|η〉s := N2 e−
1
2s2
|η|2+ 1
s
ηa†− 1
s
η∗b†+ 1
s2
a†b†|00〉, (2.8)
with normalisation3
|N2| =
∣∣∣∣(s4 − 1)1/2s2 exp
(
−1
2
|η|2 (s
2 − 1)
s2(s2 + 1)
)∣∣∣∣ , (2.9)
tending to the EPR ideal (2.6) in the regularisation limit s→ 1 (see Appendix
A.1 for details). The state (2.8) contains a natural regularisation as it is the
simplest generalisation of (2.6) that introduces one regularisation parameter
for each mode a†, b†, which we have chosen to be equal (1/s).
Note here that we shall at times use an alternative, more explicit notation for
the state (2.8) – especially in the extension of the notation to tripartite states
in Section 2.3. The alternative notation indicates the individual components
of |η〉s corresponding to the respective modes, with |η〉s ≡ |η, η′〉s. Here it is
clear that η is associated with the first mode and η′ with the second mode,
and we recover (2.8) when η′ = −η∗.
The NOPA states (2.4) do, as mentioned above, tend towards maximal Bell-
type inequality violation in the limit of strong squeezing. The inequalities
2This is as opposed to what is often referred to as ‘regularising’ in experimental quantum
optics, which means ‘to make the state more regular’.
3Note misprint in the paper [77], which quoted |N2
2
| instead of |N2|, and chose the η = 0
limit.
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used are a generalised N -mode transcription of the continuous variable CHSH
inequalities (see for example [98, 40]), and we shall introduce these in the
following subsection. Having proposed a regularisation to the established
first-principles transcription of the EPR paradox, we are now in a position
to compare other aspects of the NOPA state and this more direct transcrip-
tion. The methods of comparison will then be extended to tripartite states in
Section 2.3.
2.2.1 Bipartite CHSH inequalities, Wigner functions
and comparisons
The Wigner function [143, 73], was an attempt to provide the Schro¨dinger
wavefunction with a probability in phase space. The time-independent func-
tion for one pair of conjugate x and p variables is4:
W (x, p) =
1
π~
∫ ∞
−∞
dyψ∗(x+ y)ψ(x− y)e2ipy/~. (2.10)
Alternatively, it has been shown that a useful expression of the Wigner function
is in the form of quantum expectation values [99, 109]. For N modes, the
Wigner function for a state |ψ〉 may be expressed as the expectation value
of the displaced parity operator, where the parity operator itself performs
reflections about phase-space points αj =
1√
2
(xj + ipj), with j = 1, 2, . . . , N
denoting the mode:
W (α1, α2,...,αN ) =
(
2
pi
)N〈Πˆ(α1, α2,...,αN)〉 = ( 2pi)NΠ(α1, α2,...,αN). (2.11)
The displaced parity operator is:
Πˆ(α1, α2,..., αN ) = ⊗
N
j=1
Dj(αj)(−1)njD†j(αj), (2.12)
where nj are the number operators for each mode j, and the corresponding
Glauber displacement operators Dj(αj) are:
Dj(αj) = e
αja
†
j−α∗jaj . (2.13)
4The generalised expression of (2.10) to include mixed states replaces ψ∗(x+ y)ψ(x− y)
with the density matrix description ρ(x+ y, x− y).
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CHSH inequalities for bipartite systems can be written in terms of the bipartite
Bell operator B2, which consists of the following combination of expectation
values [15, 129]:
B2 = Π(0, 0) + Π(0, β) + Π(α, 0)− Π(α, β), (2.14)
where |B2| ≤ 2. (2.15)
Π(α, β) is the expectation value of the displaced parity operator (2.12) and
α, β denote phase space points relating to the modes 1 and 2 respectively. This
transcription means that the Bell operator (2.14) can be expressed in terms
of Wigner functions (2.11). Originally, Bell argued that because the Wigner
function for the original EPR state was positive everywhere it would permit
a hidden variable theory and as such would not exhibit nonlocality. However,
Banaszek and Wodkiewicz [15] demonstrated that the Wigner function of the
two-mode squeezed vacuum NOPA states (2.4) is positive definite while the
states exhibit non-local character.
For the regularised bipartite |η〉s state (2.8), the corresponding Wigner func-
tion therefore becomes:
W (α, β) = ( 2
pi
)2
s
〈η, η′|eαa†−α∗aeβb†−β∗b(−1)na+nbeα∗a−αa†eβ∗b−βb†|η, η′〉s (2.16)
Explicit details of the evaluation process for these Wigner functions will be
reserved for the more complex tripartite extension in the next section. In gen-
eral, we evaluate matrix elements of the form (2.16) by first commuting mode
operators with the parity operator and rearranging using Baker-Campbell-
Hausdorff (BCH) identities
eAeB = eA+B+
1
2
[A,B]+ 1
12
[A,[A,B]]− 1
12
[B,[A,B]]− 1
48
···
≡ eAeBe−AeA
= ee
ABe−AeA
= eB+[A,B]+
1
2
[A,[A,B]]+ 1
3!
[A,[A,[A,B]]]+···eA, (2.17)
before casting the operators into anti-normal ordered form5. In this case, the
5Normal ordering will be discussed in Subsection 3.2.1, and here anti-normal ordered is
understood to mean the arrangement of creation operators to the right of the annihilation
operators.
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bipartite Wigner function (2.16) becomes:
W (α, β) = ( 2
pi
)2
s
〈η, η′| e2|α|2e2|β|2e−2α∗ae−2β∗be2αa†e2βb†︸ ︷︷ ︸
F (α,β)
(−1)na+nb|η, η′〉s.
Substituting in (2.8) and remembering that in this case η′ = −η∗, the parity
operator causes a change in sign for each mode to give6
W (α, β) = ( 2
pi
)2〈00| exp (− 1
4s2
|η|2 − 1
4s2
|η′|2 + 1
s
η∗a+ 1
s
η′∗b+ 1
s2
ab
)
F (α, β)
× exp (− 1
4s2
|η|2 − 1
4s2
|η′|2 − 1
s
ηa† − 1
s
η′b† + 1
s2
a†b†
) |00〉. (2.18)
This form of the Wigner function allows us to make an important argument
to facilitate the comparison between the |η〉s and |NOPA〉 states.
By making the generic substitutions
α = α′ + A(η, s),
β = β′ +B(η′, s), (2.19)
into F (α, β) in equation (2.18) (and using A(η, s) = A,B(η, s) = B) we find
F (α′, β′):
F (α′, β′) = e2|α
′|2+4α′A+2|A|2e2|β
′|2+4β′B+2|B|2
·e−2α′∗a−2A∗ae−2β′∗a−2B∗be2α′a†+2Aa†e2β′b†+2Bb† . (2.20)
By comparing the terms in (2.20) with the Wigner function (2.18), we can see
that setting
A(η, s) =
η
2s
, A∗(η, s) =
η∗
2s
,
B(η′, s) =
η′
2s
, B∗(η′, s) =
η′∗
2s
. (2.21)
will cancel the operator-dependent components of |η, η′〉s. The remaining
terms are not operator dependent and can be combined into a single func-
tion E(α′, β′, η, η′), which does not impact on the behaviour of the Wigner
function. We can express this as:
Wη,η′(α
′, β′) = E(α′, β′, η, η′)W0,0(α, β). (2.22)
6Note that the prefactor ( 2
pi
)2 was omitted in [77].
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That is, the Wigner function with the shifted parameters is equivalent to a
function of the η- and shift-parameters multiplied by the original Wigner func-
tion (2.18) with η-parameters set to zero. Since the function E(α′, β′, η, η′)
does not impact on the Wigner function behaviour we can set its value to one.
We can thus effectively set η = η′ = 0 in |η, η′〉s without loss of generality.
Taking η = η′ = 0 therefore corresponds to a shift in the phase-space param-
eters of the displacement operators α′ = α − η
2s
, β′ = β − η′
2s
, which leads
to:
|η = 0〉s = N2 e
1
s2
a†b†|00〉. (2.23)
In order to compare the NOPA state (2.4) with the state (2.23), we follow [148]
on reordering SU(1, 1) operators, to arrange (2.4) into the following form:
|NOPA〉 = er(a†b†−ab)|00〉
= era
†b†e−2 ln cosh(r)
1
2
(a†a+b†b+1)e−rab|00〉
=
√
1− tanh 2r etanh ra†b†|00〉. (2.24)
Hence we arrive at the result that the |η〉s and |NOPA〉 methods of investi-
gating the EPR limit approach equivalence, with tanh r = 1/s2.
The approach to equivalence between the NOPA and the η-states is also re-
flected in their application to the CHSH inequalities. In the NOPA case, the
all-imaginary parameters α = β = i
√
J , where J is a real displacement param-
eter J ≥ 0, are substituted into equation (2.14) giving the value Bmax2 ≈ 2.19
[129, 15]. The same choice for α, β for the bipartite |η〉s (2.8) achieves, as
expected, a maximum value of Bmax2 ≈ 2.19 as s→ 1+ (explicit calculation of
the Wigner functions is reserved for Section 2.3). This maximum value of B2
is clearly the same value achieved for NOPA with r → ∞ [15, 129]. A mesh
plot of the B2 value on a portion of the (J, s) plane is illustrated in Figure
2.1, which shows clearly that the value of B2 (=B2) increases as s→ 1+ and
J → 0 (graphical illustrations generated by Maple).
2.3 Tripartite states
Having established the similarity of the bipartite NOPA and η-states both in
terms of their structure and CHSH-inequality violation, we extend the meth-
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Figure 2.1: Plot of bipartite CHSH (2.14) using |η〉s (2.8), with an all-
imaginary choice for α and β. Reaches a maximum value of Bmax2 ≈ 2.19
as s→ 1 and J → 0. This is equivalent to the NOPA case.
ods to consider analogous tripartite states. We begin by introducing the tri-
partite Greenberger-Horne-Zeilinger (GHZ) NOPA-like state currently used in
quantum optics, and compare it with the tripartite extension of the more di-
rect regularised EPR transcription (2.8). The comparison reveals differences
between the two approaches to the EPR limit that were not present in the
bipartite example. The structure of the proposed tripartite |η〉s is therefore
thoroughly investigated and explained in this section. In Subsection 2.3.1 we
compare the tripartite Wigner functions of the tripartite NOPA and η-states,
and we use these in Subsection 2.3.2 to compare behaviour and violations of
tripartite CHSH inequalities.
The method for deriving the experimentally realizable tripartite NOPA-like
states is described in [128], which involves the beamsplitter operation Bab(θ),
where θ is the angle of application7:
Bab(θ) :
{
a → a cos θ + b sin θ
b → −a sin θ + b cos θ. (2.25)
Firstly, two phase-free beamsplitters B23(θ) and B12(θ) are applied at the
respective angles θ = π/4 and θ = arccos(1/
√
3). The operators a, b and c
relate to the modes 1, 2 and 3 as before, meaning that in this case (2.25) entails
7An additional overall relative sign (180◦ phase shift) between the two modes has been
omitted; see for example [68].
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the following transformations
B23
(π
4
)
:
{
b → 1√
2
(b+ c)
c → 1√
2
(c− b) ,
B12(arccos(1/
√
3)) :
{
a → 1
3
(
√
3a+
√
6b)
b → 1
3
(
√
3b−√6a) . (2.26)
The beamsplitters act on one momentum squeezed state and two position
squeezed states of mode 1, 2 and 3 respectively, which may be written:
|NOPA(3)〉 = B23
(π
4
)
B12
(
arccos
1√
3
)
× exp
(r
2
(
a2−a†2)) exp(−r
2
(
b2−b†2)) exp(−r
2
(
c2−c†2))|000〉.
(2.27)
Note that expressions that have the form of the squeezing operator S(z), where
z = eiθ, can be written as a product of exponentials [125]8:
S(z) = exp
[
1
2
(za†2 − z∗a2)]
= exp
[
1
2
(eiθ tanh r)a†2
]
× exp[−2(ln cosh r)(1
2
a†a+ 1
4
)
]
exp
[−1
2
(e−iθ tanh r)a2
]
, (2.28)
using the BCH relations (2.17).
Applying the beamsplitter operations at the specified angles, and using ma-
nipulations of the form (2.28) we find the tripartite NOPA state (2.27) may
be written in second-quantised form with an appropriate normalisation:
|NOPA(3)〉 = (1− tanh2(r))3/4
× exp(−1
6
tanh r
(
a†2+b†2+c†2
)
+ 2
3
tanh r
(
b†c†+a†b†+a†c†
))|000〉.
(2.29)
By contrast, a suitable tripartite analogue of the bipartite |η〉s-state (2.8)
tending to the EPR limit, which we analyse in detail below, is defined by:
|η, η′, η′′〉s = N3 e−
1
4s2
|η|2− 1
4s2
|η′|2− 1
4s2
|η′′|2+ 1
s
(ηa†+η′b†+η′′c†)+ 1
s2
(a†b†+a†c†+b†c†)|000〉,
(2.30)
8Note the misprint in the sign of the last exponential in [125]; see [61].
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with normalisation9 |N3|2 =
∣∣∣ (s4−1)√s4−4s6 e−F (η,η′,η′′)∣∣∣, where F (η, η′, η′′) is given
in Appendix A.2. In the bipartite case discussed in Subsection 2.2.1, we used a
shift in the parameters of the displacement operators in the Wigner functions
for these states to show that it was possible to set η = η′ = 0 in the η-state
without loss of generality. When we set these parameters to zero we found that
the expression for |η〉s approached the same EPR limit as the bipartite NOPA
case. In the current tripartite case (2.30), we might expect that a similar shift
could be possible and that a similar equivalence to the NOPA-like states would
occur. With the parameters η = η′ = η′′ = 0 the tripartite EPR-like state
becomes:
|η = η′ = η′′ = 0〉s = N3e
1
s2
(a†b†+a†c†+b†c†)|000〉. (2.31)
A direct comparison of (2.29) and (2.31) makes it clear that in this instance
the NOPA- and η-states differ significantly. To understand the importance
of these differences more fully, we analyse the structure of the tripartite |η〉s
state in detail below.
Note here that, while the set of states (2.31) belong to the well known pure,
fully symmetric three-mode Gaussian states, the more general state (2.30)
where the parameters η, η′ and η′′ are retained is not symmetric, since the pa-
rameters can all differ. However, currently only Gaussian states are accessible
experimentally. For discussion of Gaussian states in relation to entanglement
in CV systems in general, see [2] and references therein.
Whereas the bipartite state (2.8) was a simultaneous eigenstate of (X1−X2)
and (P1+P2), in the tripartite case (2.30) the choice of relative variables is no
longer immediately apparent. In order to analyse its structure we follow the
general method outlined in [54] for the construction of (2.6), extending to a
regularised tripartite transcription. By acting separately on the state (2.30)
with the annihilation operators a, b, c and using manipulations of the type:
aeA = eA
{
a− [A, a] + 1
2
[A, [A, a]] + . . .
}
, (2.32)
it is readily established that generically |η, η′, η′′〉s is an eigenstate of the fol-
9The value quoted in [77] was for the η = 0 case.
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lowing combinations:(
a− 1
s2
(
b† + c†
)) |η, η′, η′′〉s = 1
s
η|η, η′, η′′〉s,(
b− 1
s2
(
c† + a†
)) |η, η′, η′′〉s = 1
s
η′|η, η′, η′′〉s,(
c− 1
s2
(
a† + b†
)) |η, η′, η′′〉s = 1
s
η′′|η, η′, η′′〉s. (2.33)
From this we can deduce the different values of s that will dictate limiting
cases for singular eigenvalues of various choices of relative variables. Keeping
s general and substituting with the relevant phase-space operator equivalents
of the mode operators using (2.7), the eigenvalue equations can be written:
1√
2
(
s+
1
s
)
(X1−X2) + i√
2
(
s− 1
s
)
(P1−P2)|η, η′, η′′〉s = (η−η′)|η, η′, η′′〉s,
1√
2
(
s+
1
s
)
(X2−X3) + i√
2
(
s− 1
s
)
(P2−P3)|η, η′, η′′〉s = (η′−η′′)|η, η′, η′′〉s,
1√
2
(
s− 2
s
)
(X1+X2+X3) +
i√
2
(
s+
2
s
)
(P1+P2+P3)|η, η′, η′′〉s =
(η+η′+η′′)|η, η′, η′′〉s.
(2.34)
By inspecting (2.34) it is clear that the singular cases will occur for s = 1
and s =
√
2. For the case s = 1 we evidently have a singular eigenstate of
the relative coordinates, while remaining a squeezed state [134] of the total
momentum. Conversely, for s =
√
2 we have a singular eigenstate of the total
momentum, but a squeezed state of the relative coordinates.
If we construct mode operators corresponding to the Jacobi relative variables
and the canonical centre-of-mass variables, say
arel =
1
2
(X1 −X3) + i
2
(P1 − P3) ,
brel =
1
2
√
3
(X1 +X3 − 2X2) + i
2
√
3
(P1 + P3 − 2P2) ,
acm =
1√
6
(X1 +X2 +X3) +
i√
6
(P1 + P2 + P3) , (2.35)
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then we find, from (2.34) for general s:(
sarel +
1
s
a
†
rel
)
|η, η′, η′′〉s = 1√
2
(η − η′′) |η, η′, η′′〉s,(
sbrel +
1
s
b
†
rel
)
|η, η′, η′′〉s = 1√
6
(η − 2η′ + η′′) |η, η′, η′′〉s,(
sacm − 2
s
a
†
cm
)
|η, η′, η′′〉s = 1√
3
(η + η′ + η′′) |η, η′, η′′〉s. (2.36)
By inspection of (2.36) it is again obvious that for s = 1 or s =
√
2, canonical
combinations arise in the first two, and last cases respectively. On the other
hand, the non-canonical combinations appearing for s = 1 in the third, and
s =
√
2 in the first two cases, allows us to calculate the squeezing parameter z
in each instance. Using the notation of [134] to find the squeezing parameter
z = re2iφ, the squeezing operator S(z) = exp(1
2
(z∗a2−za†2)) gives the following
transformations of creation and annihilation operators:
S†(z)aS(z) = a cosh(r)− a†e−2iφ sinh(r)
S†(z)a†S(z) = a† cosh(r)− ae2iφ sinh(r). (2.37)
For a generic normalised combination of creation and annihilation operators
with coefficients α and β as in (2.36), we set the phase φ = π/2 in (2.37) to
get
αa+ βa†√
α2 − β2 = cosh(z)a+ sinh(z)a
†, (2.38)
from which we can find the squeezing parameter:
z = ln(ez) = ln(cosh(z) + sinh(z))
= ln
(
α+ β√
α2 − β2
)
=
1
2
ln
(
α+ β
α− β
)
. (2.39)
Clearly the values α =
√
2, β = 1/
√
2 in the first two cases of (2.36) and
α = 1, β = 2 in the last case show that the squeezing parameters have the
values z = 1
2
ln 3 in each instance.
Having established the structure of the tripartite EPR-like states (2.30), we
shall now examine their behaviour when applied to Wigner functions, and the
consequences of using these states in CHSH inequalities.
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2.3.1 Tripartite Wigner functions
We have determined that the tripartite |η, η′, η′′〉s state (2.30) differs signif-
icantly from the tripartite NOPA-like state (2.29) in its structure, and will
now compare and contrast their respective Wigner function behaviours. The
Wigner function (2.11) for (2.30) becomes
W (α, β, γ) =
(
2
pi
)3
N23 e
− 1
2s2
|η|2− 1
2s2
|η′|2− 1
2s2
|η′′|2
×〈000| exp (1
s
(η∗a+ η′∗b+ η′′∗c) + 1
s2
(ab+ ac+ bc)
)
× eαa†−α∗aeβb†−β∗beγc†−γ∗c (−1)na+nb+nc eα∗a−αa†eβ∗b−βb†eγ∗c−γc†
× exp (1
s
(
ηa† + η′b† + η′′c†
)
+ 1
s2
(
a†b† + a†c† + b†c†
)) |000〉.
(2.40)
By commuting creation and annihilation mode operators with the parity oper-
ator (−1)na+nb+nc we can rearrange (2.40) into anti-normal ordered form using
BCH-type identities (2.17) to become:
W (α, β, γ) =
(
2
pi
)3
N23 e
− 1
2s2
|η|2− 1
2s2
|η′|2− 1
2s2
|η′′|2
×〈000| exp (1
s
(η∗a+ η′∗b+ η′′∗c) + 1
s2
(ab+ ac+ bc)
)
× e2|α|2e2|β|2e2|γ|2e−2α∗ae−2β∗be−2γ∗ce2αa†e2βb†e2γc†
× exp (1
s
(
ηa† + η′b† + η′′c†
)
+ 1
s2
(
a†b† + a†c† + b†c†
)) |000〉.
(2.41)
As mentioned in Section 2.2, annihilation operators acting directly on the vac-
uum to the right would annihilate the state, and similarly creation operators
acting directly on the vacuum to the left annihilate the state. To avoid this,
we can insert a complete set of coherent states∫ ∫ ∫
|u, v, w〉〈u, v, w|d
2ud2vd2w
π
, (2.42)
between the annihilation and creation operators in their anti-normal ordered
form. This means we can make use of the properties of coherent states:
〈u, v, w|a† = u∗〈u, v, w|, a|u, v, w〉 = u|u, v, w〉
〈u, v, w|b† = v∗〈u, v, w|, b|u, v, w〉 = v|u, v, w〉
〈u, v, w|c† = w∗〈u, v, w|, c|u, v, w〉 = w|u, v, w〉
, (2.43)
34 2.3. TRIPARTITE STATES
and
〈000|u, v, w〉〈u, v, w|000〉 = e−|u|2−|v|2−|w|2 . (2.44)
After inserting (2.42) into (2.41) and using (2.43) and (2.44), the Wigner
function becomes:
W (α, β, γ) =
(
2
pi
)3
N23 e
− 1
2s2
|η|2− 1
2s2
|η′|2− 1
2s2
|η′′|2
×
∫∫∫
exp
(
1
s
(η∗u+η′∗v+η′′∗w) + 1
s2
(uv+uw+vw)
)
× exp(2|α|2 + 2|β|2 + 2|γ|2 − 2α∗u− 2β∗v − 2γ∗w)
× exp(−|u|2 − |v|2 − |w|2) exp(2αu∗ + 2βv∗ + 2γw∗)
× exp (1
s
(ηu∗+η′v∗+η′′w∗) + 1
s2
(u∗v∗+u∗w∗+v∗w∗)
)
×d
2ud2vd2w
π
. (2.45)
The exponential factors within the integral may now be manipulated into a
form suitable for use in the formula [25, 53]:∫ n∏
i
[
d2zi
π
]
exp
(
−1
2
(z, z∗)
(
A B
C D
)(
z
z∗
)
+ (µ, ν∗)
(
z
z∗
))
=
[
det
(
C D
A B
)]− 1
2
exp
[
1
2
(µ, ν∗)
(
A B
C D
)−1(
µ
ν∗
)]
=
[
det
(
C D
A B
)]− 1
2
exp
[
1
2
(µ, ν∗)
(
C D
A B
)−1(
ν∗
µ
)]
, (2.46)
where matrices A and D must be symmetrical, and matrix C = BT . In order
for (2.45) to satisfy this form, we find that the generic vectors (z, z∗) and
(µ, ν∗) must in this case be:
(z, z∗) = (u, v, w, u∗, v∗, w∗) ,
(µ, ν∗) =
(
1
s
η∗−2α∗, 1
s
η′∗−2β∗, 1
s
η′′∗−2γ∗,−1
s
η+2α,−1
s
η′+2β,−1
s
η′′+2γ
)
.
Furthermore, we have the matrix
(
C D
A B
)
=

1 0 0 0 − 1
s2
− 1
s2
0 1 0 − 1
s2
0 − 1
s2
0 0 1 − 1
s2
− 1
s2
0
0 − 1
s2
− 1
s2
1 0 0
− 1
s2
0 − 1
s2
0 1 0
− 1
s2
− 1
s2
0 0 0 1
 , (2.47)
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which has inverse
(
C D
A B
)−1
=
s4
(s4−4)(s4−1)

s4−3 1 1 2 s−2 s4−2
s2
s4−2
s2
1 s4−3 1 s4−2
s2
2 s−2 s
4−2
s2
1 1 s4−3 s4−2
s2
s4−2
s2
2 s−2
2 s−2 s
4−2
s2
s4−2
s2
s4−3 1 1
s4−2
s2
2 s−2 s
4−2
s2
1 s4−3 1
s4−2
s2
s4−2
s2
2 s−2 1 1 s4−3

.(2.48)
Note also that[
det
(
C D
A B
)]− 1
2
=
[
(s12 − 6s7 + 9s4 − 4)/s12]− 12 , (2.49)
such that the N23 cancel in the Wigner function when η = η
′ = η′′ = 0.
By direct extension of the argument in Subsection 2.2.1, we can show that it
is possible to set η = η′ = η′′ = 0 without impacting on the Wigner function
behaviour by considering the following shifts in phase space parameters:
α′ = α− η
2s
, β′ = β − η
′
2s
, γ′ = γ − η
′′
2s
. (2.50)
This is equivalent to expressing the Wigner function as
Wη,η′,η′′(α
′, β′, γ′) = E(α′, β′, γ′, η, η′, η′′)W0,0,0(α, β, γ) (2.51)
E(α′, β′, γ′, η, η′, η′′) = exp
(
1
s
(α′η∗ + α′∗η + β′η′∗ + β′∗η′ + γ′η′′∗ + γ′∗η′′)
)
.
We are again free to choose instances where E(α′, β′, γ′, η, η′, η′′) = 1 as it
is not operator dependent, which corresponds to setting η = η′ = η′′ = 0
in the Wigner function. We shall henceforth assume η = η′ = η′′ = 0 unless
otherwise stated, and write simplyW (α, β, γ) to avoid the cumbersome dashed
notation of the shifted parameters. With this shift, the Wigner function for
our tripartite state becomes:
W (α, β, γ) = 8
pi3
exp
(
1
(s4−4)(s4−1) [C1(|α|2 + |β|2 + |γ|2)
+ C2(αβ + αγ + βγ + α
∗β∗ + α∗γ∗ + β∗γ∗)
+ C3(αβ
∗ + αγ∗ + βα∗ + βγ∗ + γα∗ + γβ∗)
+ C4(α
2 + β2 + γ2 + α∗2 + β∗2 + γ∗2)
] )
, (2.52)
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where
C1 = −2(s8 − s4 − 4) , C2 = 4s2(s4 − 2) , C3 = −4s4 , C4 = 4s2. (2.53)
We may now compare this Wigner function with the corresponding function
for the tripartite GHZ NOPA-like states (2.29). This may be obtained by
substituting (2.29) into (2.11) and rearranging the exponentials into a form
suitable for manipulation by (2.46). The Wigner function WN(α, β, γ) for the
tripartite NOPA-like state then becomes:
WN(α, β, γ) =
(
2
π
)3
exp
{(
2− 4
1− tanh 2r
)(|α|2 + |β|2 + |γ|2)
− 2 tanh r
3 (1− tanh 2r)
(
α∗2 + β∗2 + γ∗2 + α2 + β2 + γ2
)
+
8 tanh r
3 (1− tanh 2r) (αβ + βγ + γα+ α
∗β∗ + β∗γ∗ + γ∗α∗)
}
=
8
π3
exp
{
(−2 cosh(2r)) (|α|2 + |β|2 + |γ|2)
−1
3
sinh(2r)
(
α∗2 + β∗2 + γ∗2 + α2 + β2 + γ2
)
+
4
3
sinh(2r) (αβ + βγ + γα+ α∗β∗ + β∗γ∗ + γ∗α∗)
}
.(2.54)
This is the result quoted by van Loock and Braunstein in [129], and further
explication can be found in that paper.
Comparing the Wigner functions (2.52) and (2.54) for the |η, η′, η′′〉s and
NOPA-like states respectively, the most important point to note is the emer-
gence of mixed conjugate/non-conjugate pairs (e.g. αβ∗) in (2.52), which do
not appear with the second-quantised NOPA-like optical analogue (2.54). As
such it may be reasonable to expect that the differences propagate to become
important in application to the CHSH inequalities and the violation of locality.
This will be examined in the following subsection.
2.3.2 Tripartite CHSH inequalities
Having calculated the Wigner functions for the tripartite NOPA and η-states,
these may now be used as components for generating their respective CHSH
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inequalities. The tripartite CHSH inequality appears analogously to (2.14)
[15, 129]:
B3 = Π(0, 0, γ) + Π(0, β, 0) + Π(α, 0, 0)− Π(α, β, γ), (2.55a)
|B3| ≤ 2, (2.55b)
in which Π(α, β, γ) again represents the expectation value of the displaced
parity operator (2.12). Whereas we knew that in the bipartite case the limits
for the NOPA and |η〉s states both tended to the same EPR ideal for specific
values of their regularisation parameters, there are a wealth of other choices
that may extremise the CHSH inequality in the tripartite case. To make the
behaviour of the Wigner function (2.52) in the asymptotic region clearer, the
parameters α, β and γ are written in polar form, α = |α|eiφα etc. The Wigner
function for the tripartite η-state thus becomes:
W (α,β,γ) =
8
π3
exp
(
1
(s4 − 4)(s4 − 1)
[
C1
(|α|2 + |β|2 + |γ|2)
+2C2(|α||β| cos(φα+φβ) + |β||γ| cos(φβ+φγ) + |γ||α| cos(φγ+φα))
+ 2C3(|α||β| cos(φβ−φα) + |β||γ| cos(φγ−φβ) + |γ||α| cos(φγ−φα))
+ 2C4
(|α|2 cos(2φα) + |β|2 cos(2φβ) + |γ|2 cos(2φγ))]
)
, (2.56)
where C1, C2, C3 and C4 are given by (2.53).
Examining (2.56) facilitates the search for choices that will minimize the last
term in (2.55a). In the bipartite case, we approached the EPR limit s → 1+
by choosing all-imaginary parameters α, β = i
√
J . In this tripartite case
(2.56), since α = |α|eiφα , this corresponds to choosing all phases φα = φβ =
φγ =
pi
2
, and all magnitudes |α| = |β| = |γ| = √J . The tripartite CHSH
inequality (2.55a) will then be constructed using (2.11) from a combination of
the following four Wigner functions:
W (i
√
J, 0, 0) =W (0, i
√
J, 0) =W (0, 0, i
√
J) =
8
π3
exp
(
− J(s
4−s2+2)
(s2+1)(s2−2)
)
,
W (i
√
J, i
√
J, i
√
J) =
8
π3
exp
(
−3J(s
2+2)
s2−2
)
.(2.57)
Consequently B3 (2.55a) becomes:
B3 = 3 exp
{
− J(s
4 − s2 + 2)
(s2 + 1)(s2 − 2)
}
− exp
{
−3J(s
2 + 2)
(s2 − 2)
}
. (2.58)
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In the region s → 1+, B3 never reaches a value greater than 2 (Figure 2.2),
meaning the inequality is not violated in this region for this parameter choice.
Nevertheless, a violation corresponding to the EPR limit s→ 1+ can be found
by making the choice α = −β = −√J ; γ = 0, for which (2.56) gives:
W (−
√
J, 0, 0) =W (0,
√
J, 0) = exp
{
− J (s
4 + s2 + 2)
(s2 − 1) (s2 + 2)
}
,
W (−
√
J,
√
J, 0) =
8
π3
exp
(
− 2J(s
2 + 1)
(s− 1)(s+ 1)
)
,
W (0, 0, 0) = 1, (2.59)
and B3 becomes (Figure 2.3):
B3 = 1 + 2 exp
{
− J (s
4 + s2 + 2)
(s2 − 1) (s2 + 2)
}
− exp
{
−2J (s
2 + 1)
(s2 − 1)
}
. (2.60)
In this case, as s → 1+, J → 0, the maximum value is Bmax3 ≈ 2.09, which
can be checked both analytically and numerically.
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Figure 2.2: Tripartite s-modified CHSH. With an all-imaginary choice for α,
β and γ, B3 never reaches a value greater than 2 as s→ 1.
However, what is more interesting still is exploring an auxiliary regime of
the regulator, s → √2+, in equation (2.58). This is shown in Figure 2.4.
Analytically, we can approximate the maximum of (2.58) for s→ √2+ to the
lowest order in s−√2 = ǫ. We note that a pole exists in (2.58) at (s2−2) and
therefore substitute s =
√
2+ such thatB3 = 3x−xλ, where x = exp(−4J/3ǫ2),
and λ = 9. To find the value of x at which B3 reaches its maximum value we
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Figure 2.3: Tripartite s-modified CHSH. With α = −β = −√J , γ = 0, B3
reaches a maximum value of ≈ 2.09 as s→ 1+ and J → 0.
find the derivative dB3/dx = 0 which shows x =
(
3
λ
) 1
λ−1 . At this value of x
we find the maximum value
Bmax3
∼= (λ− 1)
(
3
λ
) λ
λ−1 ∼= 2.32. (2.61)
This can be confirmed numerically for s→ √2+, J → 0. The values of Bmax3
correspond exactly to those calculated for the experimentally verified NOPA-
like states, whose maximisation as r →∞ is also governed by (2.61).
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Figure 2.4: Tripartite s-modified CHSH. With an all imaginary choice for α,
β and γ, B3 reaches a maximum value of ≈ 2.32 as s→
√
2+ and J → 0.
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2.4 Discussion and further pursuits
In this new era of experimental realisation and utilization of CV EPR states,
we have shown here that a rigorous framework from first principles in the bi-
partite case can be extended naturally to tripartite states. Given the necessity
of working with normalisable states which still approximate the ideal EPR-
type limit for practical implementation of CHSH inequalities, we examined
a family of such regulated states parameterized by a regulating parameter s.
This family of states was compared with those relating to multipartite NOPA-
like states. The NOPA states have been shown to manifest CHSH violations,
and have the advantage of being directly accessible by experiment via stan-
dard quantum optics protocols such as multiparametric heterodyne detection
techniques and beam splitter operations. However, as an extension of a direct
transcription of the EPR paradox, this new η-family of regularised states pro-
vides an alternative, systematic description of the approach to the ideal EPR
states for relative variables.
In the bipartite case, we showed that the NOPA and η-states can be tran-
scribed to approach equivalence with tanh r = 1/s2, with equivalent violation
of the CHSH inequality in this limit. In developing the regularised tripartite
state analysis we found expressions for their eigenstates. It became appar-
ent that there are two regimes of the regularisation parameter in which these
states become singular: in one case (s → 1) we have a singular eigenstate
of the relative coordinates while remaining squeezed in the total momentum;
in the other limit (s → √2) we have a singular eigenstate of the total mo-
mentum, but squeezed in the relative coordinates. In these two regimes we
have explored CHSH inequalities via Wigner functions regarded as expecta-
tion values of displaced parity operators. Violations of the tripartite CHSH
bound (B3 ≤ 2) are established analytically and numerically, with B3 ∼= 2.09
in the canonical regime (s→ 1+), as well as B3 ∼= 2.32 in the auxiliary regime
(s → √2+). This maximal violation is the same as the maximal violation
achieved with the NOPA-like states.
Related tripartite entangled states have recently been constructed by Fan [56].
However, despite those states being accessible by standard quantum optics
techniques, they are not true generalisations of ideal ‘EPR’ states. That is,
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while they diagonalise one centre-of-mass variable (for example, X1+X2+X3),
they are coherent states [85] of the remaining relative Jacobi observables (that
is, they diagonalise their annihilation mode operators a, b). This is different
from the s→ √2 limit of our EPR-type tripartite states, which as stated above
turn out to be squeezed states of these relative degrees of freedom (eigenstates
of a linear combination 1√
3
(2a+a†), 1√
3
(2b+b†) in the relative mode operators,
with the value 1
2
ln 3 for the squeezing parameter). Moreover, in the case of
the tripartite entangled states of [56], no regularisation has been given.
The Wigner functions for the tripartite NOPA-like states (2.29) show peaks
at zeroes of Xi − Xj and Pi + Pj for all distinct pairs i, j [16], which may
not appear to be consistent with simultaneous diagonalisation of commuting
observables. It can, however, be inferred from the agreement between (2.29)
and a recent complementary proposal for the construction of true multipartite
entangled states [57, 55] that do approach the ideal EPR limit, that the two
constructions are in agreement. The second-quantised form for the tripartite
entangled state proposed in [55] is
|p, ξ2, ξ3〉 = 1√
3π
3
4
exp [A+ i
√
2p
3
∑3
i=1 a
†
i +
√
2ξ2
3
(a†1 − 2a†2 + a†3)
+
√
2ξ3
3
(a†1 + a
†
2 − 2a†3) + S†
]
|000〉,
A ≡ −p
2
6
− 1
3
(ξ22 + ξ
2
3 − ξ2ξ3),
S ≡ 2
3
3∑
i<j=1
aiaj − 1
6
3∑
i=1
a2i , (2.62)
from which we can deduce that in the infinite squeezing limit tanh(r) = 1, the
tripartite NOPA state (2.29) approaches the same EPR limit as (2.62) for the
case p = ξ2 = ξ3 = 0.
We have discussed the composition of the NOPA-like states, which are con-
structed with a view to experimental realisability, and, in the bipartite case,
to manufacture specific properties of the Wigner function. In this sense, the
new suggestions for regularised states stemming from a direct transcription of
the EPR paradox in terms of the simultaneous diagonalisation of commuting
observables can be seen as a more general or fundamental description. As
the regularised tripartite EPR-type state proposed in this chapter produces
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a different Wigner function from the NOPA-type, with two singular limits
rather than one, this new regularisation may potentially suggest that alter-
native experimental ways to achieve violations of the CHSH inequalities are
possible. The current construction of EPR-type states also considers in more
detail the structure of tripartite EPR-type states, compared to the compre-
hensive [55] which finds n-partite representations of entangled states through
their Gaussian-form completeness relation without exploring regularisations,
Wigner function behaviour and CHSH inequality violation. For a review of
Gaussian states, and discussions of the realisability of entangled states, we
refer to [2, 1, 59, 14], and references therein.
In further work, it would be worth establishing the full experimental ramifi-
cations of the constraints placed on the choices of displacement parameters
entailed by the shift in η. The current discussion might also easily be ex-
tended to include a presentation of the alternative bipartite starting point
of conjugate variable choice X1 +X2 and P1 − P2, and its tripartite counter-
part. Furthermore, one can extend the analysis to an N -partite generalisation,
where one might reasonably expect the mode combination to take the form[
exp
(
1
s2
(∑
i<j a
†
ia
†
j
))]
(see for example [123], which discusses the canonical
combinations for any number of modes). We also discussed the choice of regu-
larisation for the η-states, which introduced a single regularisation parameter
for each mode. In this case these all took the same value 1/s, which was
the simplest possible choice that preserved the symmetry of the state. One
could, however, consider alternative regularisations, which could potentially
suggest a whole family of previously uninvestigated experimentally accessible
entangled states.
Since the publication of this work in [77], the practical implementation of
many of the ideas considered herein have been discussed with the experimental
quantum optics group at the Australian National University (ANU), headed
by Prof. Hans Bachor, and work on this is ongoing. Unfortunately the ANU
facility does not have the sensitive photon counter equipment necessary to
test the η-state locality violation directly. However, there is great interest
in finding a clear transcription between current experimental EPR variance
calculations and the single Bell operator parameter (B2, B3, etc) discussed in
this thesis. The experimental variance calculations rely on a combination of
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the variance for the level of squeezing achieved and the variance for equipment
efficiencies (see [14] for an introduction to the practicalities of experiments in
quantum optics). On measuring combinations of variables such as X1 − X2,
there will be an associated variance from the inaccuracies of the measurement.
The variances are combined in a way to produce a number between 0 and 1,
which is called ‘EPR’ in quantum optics terms, where the number less than
1 indicates how close one is to the perfect EPR state and thus the degree of
non-locality achieved.
In experimental quantum optics, attempts to increase the degree of violation
are currently concentrated on improving the level of squeezing. The two re-
gions of violation s→ 1 and s→ √2 demonstrated by the regularised tripartite
η-state might indicate that a different way of achieving violation is possible,
which would have immediate implications for production, measurement and
implementation. For further development of these ideas it is necessary to de-
fine clearly the relationship between the regularisation parameter ‘s’ and the
experimental measurement factors and variance parameters.
Note also that this work was recently cited in connection with the construction
of a generalized multi-mode bosonic realization of the SU(1, 1) algebra and its
corresponding squeezing operator [147]. There, the Wigner function represen-
tations of their multi-mode squeezed vacuum states are used to examine CHSH
inequality violations in the same manner as discussed herein. This underscores
the utility of the method of analysis of entangled states, and broadens its field
of application to non-linear optical processes and Bose-Einstein condensation
in dilute gases.
In this chapter we have examined the structure and interpretation of entan-
glement through its role in the EPR paradox, which is only one approach
among many in a vast literature on the subject. Nevertheless, the information
presented here contributes considerable detail to one of the most famous ex-
periments in fundamental quantum mechanics. We have presented a rigorous
extension of Fan and Klauder’s general EPR-like states to the regularised tri-
partite CV case for relative variables, and we have discovered an interesting
new structure. The CHSH inequalities constructed with component Wigner
functions for this case show significant violation of the classical bound, which
we have compared with current quantum optics implementations and have
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identified a number of differences and areas for further investigation. Having
seen some of the drastic consequences of the quantum phenomenon of en-
tanglement on classical interpretation, we can now ask what the effect of a
classical phenomenon is on quantum interpretation, which we shall address in
the coming chapters.
Chapter 3
Quantum Dissipative Systems
The exposition of this chapter follows the development of two specific quan-
tum system-environment models, namely the Spin-Boson and Kondo models,
before describing the construction of a new dissipative system starting from an
anisotropic Coqblin-Schrieffer model. Using the tools of constructive bosonisa-
tion and exact solvability, it is shown that the Spin-Boson model is equivalent
to the XXZ-type anisotropic Kondo model, and a new observation is made
about the structure of the fully anisotropic XY Z-type Kondo model. The
methods are extended to three-component fermions, which presents a new,
exactly solvable three-level dissipative system. The main results of this chap-
ter have been published in a condensed form in [78] and supplementary results
are being prepared for submission.
3.1 Introduction
In Chapter 2 we examined one of the most baffling features of entanglement
– the apparent violation of locality by systems of two (or more) quantum
particles. The example highlighted the gulf between current theory and a
satisfactory description of what is by now an easily reproducible and experi-
mentally accessible phenomenon. The EPR experiment and its related proofs
demonstrate that one cannot preserve both the postulates of quantum me-
chanics and special relativity. The experiment is therefore deserving of its
status as a paradox, given our otherwise dependable reliance on these theories
in fundamental physics. Despite nearly a century of sustained effort to find a
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consistent theory that can avoid this paradox, there is still little consensus in
the literature. Clues to a more complete theory can be found by looking closely
at the interaction between quantum and classical systems, and consequently
this chapter will expound in detail certain elements of that interface.
Several branches of both classical and quantum physics address the challenge
of many-body interactions. In three-dimensional mechanics it is believed that
the problem cannot be solved exactly for three or more bodies, but for lower di-
mensions many models may be solved precisely. This chapter will investigate a
subclass of one-dimensional exactly solvable models in detail, in which a quan-
tum particle interacts with a dissipative bath. Specifically, we will demonstrate
the connection between fermion gas-impurity models and quantum dissipative
systems using the Spin-Boson (SB) and Kondo models, and by extension of the
analysis we will also consider an Anisotropic Coqblin-Schrieffer (ACS) model,
resulting in a new three-level exactly solvable dissipative system. More gen-
erally, it becomes evident that these workable system-environment models are
an invaluable resource for investigating the quantum-classical boundary.
The origins of the SB model were discussed by Leggett et al in 1987 [95,
96]. The model is reviewed clearly and comprehensively therein, and more
recently in [136]. The model describes a single two-state quantum system,
such as a spin-half particle, interacting with a bath or reservoir of oscillators,
which are described by bosonic statistics (hence the term Spin-Boson). This
clearly makes the SB model an example of a two-level quantum dissipative
system (2LQDS). Since the bath is only very weakly perturbed by the quantum
system, the joint system’s classical dynamics may be represented by linear
equations. In [95] it is argued that the model for a double potential well (see
figure 3.1) can be truncated to the Hamiltonian for an interacting two-state
system. For this to be the case the thermal energy (proportional to kBT , where
kB is the Boltzmann constant and T is the temperature) must be smaller than
the energy between the excited states, so that we are concerned only with the
ground states of the wells. These would now be linked only by any possibility
of tunnelling between wells.
The Hamiltonian for the isolated two-state system may be written as H =
−1
2
~∆0σx +
1
2
ǫσz, with the eigenvalues of σz corresponding to the particle be-
ing in either the left or right wells. ∆0 here indicates the ‘bare’ tunnelling
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Figure 3.1: Double potential well with potential V(q) for extended coordinate
q, showing the two-state limit. The eigenvalues of σz correspond to the particle
being in either the left or right wells. ωb is the smallest characteristic classical
frequency and ǫ is the detuning parameter. The possibility of quantum tun-
nelling is accounted for in an effective tunnelling matrix element ∆ discussed
in-text. The Hamiltonian describing the overall system is given in (3.1b).
matrix element, but to take account of higher-frequency effects impacting on
the system we shall later use a renormalised effective tunnelling matrix ele-
ment ∆ (see for example [136], section 18.1), where a physical cutoff parameter
resolves the ultraviolet divergence of the renormalisation integral. The like-
lihood of tunnelling between the two potential wells (an entirely quantum
phenomenon) is clearly dependent on the relative heights of the wells. The
difference between the ground-state energies of the two wells when there is
no tunnelling is the detuning (ǫ) of the system. It is clear then that the dy-
namics of the eigenstates of σz are dependent on this detuning parameter.
In the symmetric well limit (ǫ = 0), the probability of finding the system in
the right well PR minus the probability of finding it in the left well PL be-
comes P (t) = PR − PL = cos(∆0t), meaning the eigenstates of the wells are
delocalised and oscillating. That is, the system may be in either well by a su-
perposition of their respective wave functions, providing an excellent workable
model for entanglement and the loss of entanglement.
When a two-level system as described above interacts with an environment
there is a suppression of the quantum features. These systems are consid-
ered to be “open” dissipative systems in that interactions between the system
and the environment result in sharing of information with so many degrees of
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freedom that it is unlikely that this information can all be recorded and the
interaction reversed. This can be summarised in an entropy measure (which
we shall discuss further in Chapter 4), and some authors attempt to use such
explanations to rely on the second law of thermodynamics to explain the ap-
parent directionality of time. However, it would seem such arguments are vi-
ciously circular as they already assume a preferred time direction in order for
the system to ‘evolve’ in this way [76]. In this investigation we shall minimise
our interaction with this philosophical minefield, and confine our discussion
to more intricate details of the models concerned, with entropy used only as
a relative measure between any two particular states of interest.
In the case of quantum systems in a superposition of states, it is well known
that measurement reduces the system to a single eigenstate – commonly known
as the wave function collapse, a suppression of the quantum features. Because
system-environment models also present a suppression of quantum features,
some authors refer to the systems as being “measured” by the environment,
and that there is a similar “collapse” which describes this suppression. As
mentioned in the Introduction, Kiefer and Joos [84] provide arguments to the
contrary, warning that this reasoning assumes a premature conflation of the
ideas of dissipation and decoherence. Explanations of the exact relationship
between the two descriptions are not complete, but the following two chapters
will provide some further insight into their interplay. The current chapter
will describe in detail the construction of quantum dissipative systems, and
Chapter 4 will investigate entanglement criteria in those models.
In the present case of the two-level quantum system, we shall suppose that the
environment is a bath of harmonic oscillators, as is often the case in practical
applications [34]. The overall system Hamiltonian then includes the sum of all
the oscillator terms. It is argued in [34]-Appendix C (see also [35]), that the
assumption of a harmonic oscillator environment is equivalent to the assump-
tion of linear dissipation, so the Hamiltonian acquires a (linear) coupling term
to describe the interaction between the system and the bath, resulting in the
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overall SB Hamiltonian [95]:
HSB = −1
2
~∆σx +
1
2
ǫσz +
∑
i
(
1
2
miω
2
i x
2
i +
p′2i
2mi
)
+
1
2
q0σz
∑
i
C ′ixi (3.1a)
≡ −1
2
~∆σx +
1
2
ǫσz + ~
∑
i
ωi
(
b†ibi +
1
2
)
+
1
2
σz~
∑
i
Ci(bi + b
†
i ). (3.1b)
Here we have included the Hamiltonian with the traditionally recognisable har-
monic oscillator terms in (3.1a), and its second quantised counterpart (3.1b),
which is the notation that will be used throughout the rest of the chapter. The
index i denotes the ith harmonic oscillator, and q0 is a measure of the distance
between the two potential minima. We have used the standard relations
xi =
√
~
miωi
qi, qi =
1√
2
(bi+b
†
i ), p
′
i =
√
~miωipi, pi =
1
i
√
2
(bi−b†i ). (3.2)
Note also that the zero-point energy (1
2
~
∑
i ωi) from the third term in (3.1b)
is commonly ignored.
It is important to note the relationship between the coupling terms C ′i and
Ci in (3.1a) and (3.1b), as the different conventions have resulted in different
nomenclature being used in the literature. Clearly the coupling term C ′i has
dimensions Joules per meter squared, and we can see that
Ci =
qoC
′
i√
2~miωi
has dimensions of frequency. These coupling coefficients are used to create
a single term to describe the interaction and dynamics of the overall system,
commonly known as the spectral function. In fact, the term spectral function
is often used for both the Spin-Boson case (3.1b) and for continuous models,
because the two bear a simple relation. The spectral function for the case
(3.1b) is given by the definition [34, 136]
G(ω) :=
∑
i
C2i δ(ω − ωi), (3.3)
which relates to the continuous spectral function J(ω) as follows [136]:
G(ω)=
(
q20
π~
)
J(ω) =
(
q20
π~
)
π
2
∑
i
C ′ 2i
miωi
δ(ω−ωi). (3.4)
We can see that the function G(ω) has dimension frequency, and J(ω) has
dimension mass times frequency squared.
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In general, it is assumed that J(ω) varies as a power law of ω (with an ex-
ponential cutoff), and it is treated as a continuous and smooth function by
assuming that the oscillator frequency spectrum is dense, and that there is
nonpathological coupling and mass distribution [95]:
J(ω) = Aγωse−ω/ωc . (3.5)
The frequency ω will be affected by a cutoff frequency ωc that is large compared
to ∆, and the cutoff will be discussed in detail in Subsection 3.2.3. The power
(s) of ω in J(ω) indicates whether the bath is Ohmic (s = 1), super-Ohmic
(s > 1) or sub-Ohmic (s < 1) (see (3.65) for demonstration of Ohmic relation).
For Hamiltonian (3.1b) we consider the Ohmic regime, for which one sets1
A =
π~
q20
. (3.6)
The parameter γ in (3.5) is a dimensionless parameter (see Subsection 3.3.1)
that now governs the system dynamics. In rough terms, the range 0 < γ < 1/2
gives damped coherent oscillations, the value γ = 1/2 provides the crossover
to incoherent oscillations, 1/2 < γ < 1 gives exponential decay, and 1 < γ
gives localisation.
The SB model, or 2LQDS, described above is closely related to the original
Kondo model [87] (sometimes also referred to as the s−d exchange model from
its original formulation by Zener in 1951 [153]). The Kondo model describes
the interaction between a single spin-half magnetic impurity and otherwise
non-interacting electrons (i.e. one spin-half system in a bath of fermions –
a spin-fermion model, if you will). Laflorencie et al discuss the relationship
between the standard “free electron” Kondo model and the Kondo effect for
a chain of spins [91]. The Kondo model has been studied in great detail as
it is readily accessible by experiment, but the analysis has often been with a
different objective than to investigate the quantum-classical transition. With
such a wealth of literature to consider however, the Kondo model is a highly
useful, practical way in which to study the effect of external environments on
small, controlled systems.
1It has been argued that this choice for A is directly proportional to the classically
measurable friction coefficient of the extended system, at least in the case of “strictly linear”
dissipation [34].
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In the case of Ohmic coupling between the quantum system and its environ-
ment, it can be shown [95, 44] that the standard anisotropic Kondo Hamil-
tonian is equivalent to the SB Hamiltonian (see Subsection 3.3.1 for details).
This equivalence relies on the methods of constructive bosonisation (see Sec-
tion 3.2) and unitary transformation, and the example highlights the impor-
tance of these principles in relating fermion gas-impurity models to their dissi-
pative system counterparts. Indeed we shall use these methods in this chapter
to show that similar links exist between more examples of this family of mod-
els.
The Kondo problem is one of a class of several models investigating the theory
of magnetism, as originally proposed by Werner Heisenberg in 1928 [71]. The
isotropic Heisenberg Hamiltonian treats the spins of the magnetic systems
quantum mechanically, with each spin sitting on a lattice point:
H = −J
N∑
l=1
Sxl S
x
l+1 + S
y
l S
y
l+1 + S
z
l S
z
l+1 − 2h
∑
l=1
Szl , (3.7)
where h is the magnetic field aligned in the z-direction. The ground state
has all spins aligning spin-up, and the total z-component of spin Sz is N/2.
In a similar manner, the original isotropic Kondo Hamiltonian, which will be
discussed in detail in Section 3.3, often takes the form:
HK =
∑
k,σ
ǫ(k)c†kσckσ + JS · s(0). (3.8)
In this standard form of the Hamiltonian, the magnetic field component gµBhSz
is omitted, where g is the gyromagnetic ratio and µB the Bohr magneton. The
indices on the spin operators in the Kondo model are dropped to subscripts,
providing a more consistent notation for subsequent sections, where there is no
summation over lattice points. The coupling parameter in the Kondo model
is given the symbol J , and its value dictates the regime of the model: J > 0
indicates the anti-ferromagnetic regime, and J < 0 indicates the ferromagnetic
regime (note that individual authors may use different sign conventions of the
model (3.8), as some authors prefer to keep the Heisenberg form of negative
J). Depending on the level of isotropy in the coupling parameter J , we can
identify these simplified one-dimensional models with labels pertaining to the
anisotropy of the internal (spin) degrees of freedom. These broader models are
labelled XXX for the isotropic case, and XXZ and XY Z for the anisotropic
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Kondo models (AKM), just as they were for the original Heisenberg chains.
The Kondo Hamiltonian (3.8) and its related anisotropic models will be dis-
cussed in detail later in this chapter, and further comment will be reserved for
such sections.
In order to investigate the asymptotic limits of the models and to determine
the precise effect of the parameters, we shall restrict our analysis to com-
pletely integrable systems – that is, those systems which are exactly solvable
by the star-triangle (or now more widely know as the Yang-Baxter) equa-
tion. The exact solution for the ferromagnetic XXX model was found as
early as 1931, by Hans Bethe using his now famous Bethe Ansatz [26]. The
Ansatz is used to find energy eigenstates of one-dimensional versions of in-
teracting, localized spin-half particles in Heisenberg models of solids, where
nearest neighbours can interact, with periodic boundary conditions. In gen-
eral, the N -body wavefunction is written as a linear combination of N ! plane
waves with N quasi-momenta which must satisfy the Bethe Ansatz equations.
By solving these equations one can find the energy density (energy per unit
length), and most thermodynamical quantities of interest. In 1966, Yang and
Yang [145] showed that the method was applicable to the XXZ model, and
it was confirmed through Baxter’s so-called six-vertex model [21]. In 1972,
Baxter [17] solved the XY Z model by a generalisation of the Bethe Ansatz,
through its link to the related eight-vertex model [18, 19, 20]. Unbeknown
to Baxter [21], Sutherland had shown in 1970 [117] that the transfer matrix
of any zero-field eight-vertex model commutes with an XY Z operator Hamil-
tonian (thus having the same eigenvectors). A little later, Takhtadzhan and
Faddeev neatly related the XY Z model to the quantum inverse problem [119].
Having established some important features and problems with entanglement
as part of a consistent fundamental physical theory in Chapters 1 and 2,
this chapter will investigate the interaction between the simple quantum sys-
tems outlined above and a medium which suppresses the quantum features.
The investigation will require a re-examination of the well-known bosonisa-
tion method and its application to anisotropic Kondo models, which we do
in Sections 3.2 and 3.3. The detailed re-examination unveils some previously
unreported results regarding the structure of the elliptic XY Z-type Kondo
model, which is explained in Subsection 3.3.2. In Section 3.4 the methods
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are comprehensively extended to a new three-level model, and we show that
this model is exactly solvable (main results published in [78]). Such solvable
many-body interaction systems are extremely rare and important in condensed
matter systems, and we suggest a range of potential applications and directions
for further work in Section 3.5. Some further extensions of the models and
discussion of their relationship to entanglement will be reserved for Chapter 4.
3.2 Constructive bosonisation
We begin the analysis of fermion gas-impurity models with an introduction
to the method of constructive bosonisation. Although this is an established
method, often used in quantum field theory and condensed matter for example,
we shall go on to show that the approach warrants re-examination in its ap-
plication to a wide variety of models, and gives access to a range of previously
unknown results.
It has long been known that fermion fields have a bosonic description, with
the original field theoretic formulation often accredited to Tomonaga (1950)
[122]. We shall be using the so-called ‘constructive bosonisation’ approach
of Haldane, from 1981 [67]. In condensed matter physics, bosonisation and
refermionisation is often used to diagonalise Hamiltonians, but the method
has a more general utility, despite some criticism of the approximations used
in the method (see [66] and Section 3.3 for further comment). The simplifi-
cations afforded by a bosonic description, such as the use of bosonic density
fluctuations, are especially important for the case of one-dimensional mod-
els where Landau Fermi liquid theory fails. For the models considered herein,
however, the greatest asset of the bosonic transcription is to present the model
as exactly solvable. The emphasis is on the bosonisation enabling a mapping
from interesting models that have not been solved analytically, to systems for
which the dynamics and thermodynamics are either already known or allow
for solutions easily.
The comprehensive paper on the dynamics of the dissipative two-level sys-
tem by Leggett et al [95] introduces dissipation of two-state systems through
coupling to bosons in the SB model. The Kondo model, on the other hand,
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describes a spin-half impurity interacting with a fermion bath. At the time
of writing, a complete and exact mapping between the Spin-Boson and the
Kondo model had not been established, but [95] outlines a clear physical corre-
spondence nevertheless. The relationship between the 2LQDS and the Kondo
model is shown by the equivalence of the models through the bosonisation of
the XXZ-type AKM. This equivalence had been discussed some time earlier
by Anderson and Yuval [8, 149], and Blume, Emery and Luther [27, 50] using
the alternative partition function description. The partition function is found
as a power series by analogy with transitions caused by an X-ray knocking an
electron from a low-lying atomic level of a solid [50] (see also Chakravarty [38],
and Bray and Moore [33]). We will not investigate this method further here,
but note that the method is a useful alternative way of deriving dynamical
and thermodynamical properties.
Although Leggett et al show the bosonisation only heuristically, the full boson-
isation is done by taking proper account of the Klein factors (see Subsection
3.2.2), as in [44, 151]2. Aside from the inclusion of Klein factors, the proce-
dure outlined by Costi and Zara´nd in [44] is identical to [95]. The result is
that a unitary transformation of the bosonised XXZ-type anisotropic Kondo
Hamiltonian corresponds to the standard SB Hamiltonian: UHBXXZU
† ≡ HSB.
The reason for this seemingly fortuitous correspondence is that the fermion
field ψα(x) acting on the ground state of the Fermi sea is an eigenstate of the
bosonic operators which create the boson field, such that it has a coherent
state representation in terms of the bosonic operators.
3.2.1 Creation and annihilation operators and operator
normal ordering
Before detailing the bosonisation procedure, we review briefly the relation-
ship and differences between fermionic and bosonic notation for creation and
annihilation operators, as well as the concept of normal ordering. Creation
and annihilation operators act on physically realisable many-particle states
and retain the symmetry of the state they act on (taking account of normal
ordering). The multi-particle space is a direct sum of the tensor product of
2Note that the paper by Zara´nd and von Delft [151] was published as an eprint in its
extended form, with an abridged version appearing in Physical Review B [152].
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single-particle states, and the inner product of states with different particle
numbers is orthogonal. The bosonic operators bp and b
†
p satisfy the usual Bose
commutation relations [bp, b
†
p′ ] = δpp′ , whereas fermionic operators satisfy the
corresponding anticommutation relations:{
ci, c
†
j
}
= cic
†
j + c
†
jci = δij{
ci, cj
}
=
{
c†i , c
†
j
}
= 0. (3.9)
While the bosonic creation operator maps an N -particle state to an N + 1
state, a fermionic creation operator will map to zero if that state is already
occupied, due to the Pauli exclusion principle (i.e. (c†i )
2|0〉 = 0). Application
of fermionic operators is accompanied by a change of sign, and an increase or
decrease of the particle number in the orbital specified by the index ‘i’.
The number of particles Ni in any given state |ψ〉 is found by applying the
number operator to that state, which takes the same form for both fermionic
and bosonic operators, generically denoted by N̂i = a
†
iai, where ai reduces the
number of particles in that state by one and a†i increases it by one back to the
original. This means that N̂i|ψ〉 = Ni|ψ〉, and the total number of particles in
the space is found by N =
∑
iNi for the eigenvalues Ni. The number operator
is clearly a diagonal matrix with elements Ni, which are the eigenvalues for
the operator equation. Note now that the reverse-ordered operator N̂i = aia†i
is also a diagonal matrix, but in this case will have different eigenvalues for
bosons and fermions, respectively given by:
bib
†
i → Ni + 1, cic†i → 1−Ni. (3.10)
The ordering of the operators is thus of great importance, and yields different
results for fermionic and bosonic operators.
A crucial identification for the bosonisation procedure is the transcription of
an infinite number of fermionic modes of species α to bosonic modes by the
bilinear combinations (see for example [132]):
b†pα = (bpα)
† = in−1/2p
∞∑
k=−∞
c†k+p αckα
bpα = −in−1/2p
∞∑
k=−∞
c†k−p αckα. (3.11)
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For finite system length L, the fermionic wavenumbers k are quantized as
k =
2π
L
(nk − δn/2), (3.12)
where δn is 0 for complete periodicity, or 1 for antiperiodicity. It is clear that
the fermionic operators rely on the discrete k’s being unbounded from below,
while the bosonic operators themselves are only defined for discretised positive
wave number p = 2πnp/L. In most practical situations, implementing the
procedure will result in non-normal ordered expressions.
Normal ordering requires the ordering of creation and annihilation operators
to annihilate the ‘vacuum’, which in many cases demands that the standard
creation operators be to the left of the annihilation operators. Normal order-
ing is indicated by the notation : . . . :, with the expression between the two
colons being normal ordered. The procedure is the same for both fermions
and bosons, although they annihilate different states: fermions annihilate the
vacuum state, or Fermi sea, denoted by |0〉0 or |F 〉, while ‘vacuum’ state for
bosonic operators may be regarded as the ground-state |Ni〉0. Explicitly we
have
ckα|0〉0 = 0 for k > 0,
c†kα|0〉0 = 0 for k ≤ 0,
bpα|Ni〉0 = 0, (3.13)
where bpα is defined for p > 0 only. The case k = 0 is on the Fermi surface,
and indicates the highest filled level of |0〉0. As an example of normal ordering,
the number operator N̂α for electrons of species α would be written explicitly
as:
N̂α =
∞∑
k=−∞
: c†kαckα :=
∞∑
k=−∞
[c†kαckα −0〈0|c†kαckα|0〉0]. (3.14)
Normal ordering is often equivalent to the “point-splitting” regularisation tech-
nique used in field theory in that their electron densities : (ψ†α(z)ψα(z)) : agree
[132]. Point splitting evaluates the products at points a short distance apart
and subtracts the divergence, a superfluous mechanism in normal ordering.
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3.2.2 Klein factors
The Klein factors Fα are unitary laddering operators between N -particle
Hilbert spaces, raising or lowering the fermion number by one (see e.g. [132]).
They ensure different species of fermion fields anticommute, and they com-
mute with all bosonic operators. The effect is to alter the ground state (but
not the set of bosonic excitations) to contain either more or less α-fermions.
Consequently, they must obey the relations{F †α,Fα′} = 2δαα′ for all α, α′
{F †α,F †α′} = {Fα,Fα′} = 0 α 6= α′
[Fα, bpα′ ] = [Fα, b†pα′ ] = 0 for all α, α′
[Nα,F †α′ ] = δαα′F †α′
[Nα,Fα′ ] = −δαα′Fα′ .
(3.15)
Moreover we can deduce that, when i 6= k and the shorthand Fji = F †jFi:
[Fji,Fkj] = −2F †kFi (3.16)
{Fji,Fkj} = 0. (3.17)
Klein factors can be ignored only when the Hamiltonian conserves the number
of every species α, such that the correlation functions are non-zero, with equal
numbers of ψ†α and ψα. The factors are often written as an exponential of a
phase-type operator F †α ≡ eiθα , but as von Delft and Schoeller highlight [132],
this notation leads to mistakes. In the Kondo model, if these phase operators
were to be absorbed into the boson field, a linear transformation would be
meaningless, as these factors would then be ill-defined. Further information
about the origins, action and importance of these operators may be found in
[132] and references therein.
3.2.3 Bosonisation procedure
This subsection outlines the important considerations for creating the explicit
identification between fermionic and bosonic fields, which occurs at the level
of operators on Fock space, and further useful expressions pertinent to the
procedure that will be implemented in the remainder of the chapter.
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One dimensional multicomponent local fermion fields ψα(x) can be written in
terms of the fermionic annihilation operator ckα using Fourier series as follows:
ψα(x) =
√
2π
L
∑
k
e−ikxckα. (3.18)
Consequently, the fermionic annihilation and creation operators are respec-
tively found by:
ckα = (2πL)
−1/2
∫ L/2
−L/2
eikxψα(x)dx,
c†kα = (2πL)
−1/2
∫ L/2
−L/2
e−ikxψ†α(x)dx. (3.19)
The normalisation for these expressions can vary in the literature. Here the
fermion fields are normalised to 2π as in [132], as opposed to 1 as in [44].
Fermion fields normalised to 2π result in correlation functions normalised to
1.
As demonstrated in Subsection 3.2.1, there exists a formal transcription be-
tween an infinite number of such fermionic modes and bosonic operators, which
may now be conferred upon the respective fermionic and bosonic fields (ψα(x)
and ϕα(x) respectively). The corresponding bosonic field in one dimension is:
ϕα(x) = −
∑
p>0
√
2π
L
(e−ipxbpα + eipxb†pα), (3.20)
yielding the identification at the level of operators on Fock space:
ψα(x) =
√
2π
L
Fα : e−iϕα(x) :, (3.21)
which includes the Klein factors Fα to ladder between states with differ-
ent fermion numbers and ensure correct anticommutation relations between
fermionic operators (see Subsection 3.2.2).
In order to regulate the non-normal ordered expressions that arise on imple-
mentation of the bosonisation procedure, we introduce a regularisation param-
eter a → 0 for the ultraviolet divergent momentum states in the non-normal
ordered expressions (see Subsection 3.2.1). The regularisation then sets the
scale for the suppression of contributions from wavenumbers |k| & a−1 away
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from the Fermi surface and maintains the rigorous fermion-boson correspon-
dence and isomorphism of Hilbert spaces. The parameter is introduced at the
quantum field level by modifying (3.20) to become
ϕα(x) = −
∑
p
√
2π
L
(e−ipxbpα + eipxb†pα)e
−ap/2. (3.22)
Importantly, this lets us re-express the normal-ordered (3.21) in terms of or-
dinary operator products in an expansion in powers of a:
ψα(x) = lim
a→0
(Fα√
a
e−iϕα(x)
)
. (3.23)
The parameter a is sometimes referred to, perhaps misleadingly, as the lattice
spacing because it can be of the order 1/kF , where kF is the wave number
at the Fermi surface. However, since its inception Haldane stressed that the
parameter itself is not intended to play the role of a ‘cutoff length’ [67]. In-
stead, the bosonic ‘momentum cutoff’ comes in the form exp(−ap/2) as in
(3.22). Von Delft and Schoeller suggest that perhaps effective bandwidth is
a more appropriate description ([132], p16). Gulacsi [66] rejects this notion,
asserting instead that it measures the minimum wavelength of the density
fluctuations which satisfy the bosonic commutation relations. He maintains
this would include the effective bandwidth as a special case, specifically in the
one-component model, and the interpretation can be extended to systems with
two components.
Clearly equation (3.23) does not hold for the case a = 0. In this instance it
is necessary to use the strictly normal-ordered expressions for the Fermi field
[132]:
ψα = Fα
(
2π
L
)1/2
e−i
2pi
L
(N̂α− 12 δn)xe−iφ
†
α(x)e−iφα(x). (3.24)
This expression contains charge-dependent phase factors deriving from the
number operator N̂α, which implies that (3.23) is valid as an operator iden-
tity only when acting on the zero fermion number sectors of the fermionic
Hilbert spaces. It is often the case that the phases tend to cancel, because
the bosonisation transcription entails expressions that are bilinear with re-
spect to fermions and field quantities evaluated locally at x = 0 and so may
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in general be ignored. However, some further discussion on the N̂α-dependent
terms and their treatment in relation to the three-level case is included in the
appendix, B.1. The case a = 0 itself will not be considered further here.
Using (3.11), (3.18) and (3.22), the electron density may be expressed as:
1
2π
: ψ†α(x)ψα(x) :=
1
2π
∂xϕα(x) +
Nα
L
. (3.25)
Note that we may write ϕα(x) = φα(x) + φ
†
α(x), where
φ†α(x) = (φα(x))
† ≡ −
∑
p
n−1/2p e
ipxb†pαe
−ap/2, (3.26)
for which we have the following useful commutation relations [132]:[
φα(x), φα′(x
′)
]
=
[
φ†α(x), φ
†
α′(x
′)
]
= 0, (3.27)[
φα(x), φ
†
α′(x
′)
]
= δαα′
∑
p
1
np
e−p(i(x−x
′)+a)
= −δαα′ ln
[
1− e−i2pi/L(x−x′−ia)]
L→∞→ −δαα′ ln
[
i2π/L(x− x′ − ia)], (3.28)
i.e. in the limit of large L only terms of the order 1/L contribute to the
expansion of the exponential.
The commutator of the bosonic field with its derivative is commonly expressed
as [ϕα(x), ∂x′ϕ
′
α(x
′)] = 2πiδ(x−x′), but occasionally it is necessary to consider
the order of the limits a → 0 and L → ∞ for a more careful analysis. For
these cases we have [132]:
[ϕα(x), ∂x′ϕ
′
α(x
′)]
a→0,L→∞→ 2πi (δ(x− x′)− 1/L) δαα′ (3.29a)
L→∞,a→0→ δαα′2πi(
∑
n∈Z
δ(x− x′ − nL)− 1/L). (3.29b)
Moreover, there is a clear problem of evaluation at x = 0, where one would
not take the limit a→ 0, but use a smeared delta function [151].
The principles outlined above will be utilised in an illustrative example in
Subsection 3.3.1, showing the well-known equivalence between the Spin-Boson
and Kondo models. Subsequently the method will be used to find new results
for the XY Z-type AKM in Subsection 3.3.2, and the new three-level model in
Section 3.4.
3.3. SPIN-1/2 KONDO MODELS 61
3.3 Spin-1/2 Kondo Models
The original Kondo model [87] was designed to describe conduction electron
resistivity in dilute magnetic alloys. In simple metals and non-magnetic al-
loys the resistivity decreases monotonically with temperature T , but for dilute
magnetic alloys resistivity instead passes through a minimum before rising as
T → 0, meaning the impurity or impurities dramatically change the macro-
scopic properties of the whole system. A perfect lattice should have infinite
conductivity at zero temperature. However, phonons resulting from a finite
temperature in the system will cause some scattering, and hence dissipation
of the electron current (resistivity). There are fewer phonons at lower tem-
perature, so as T → 0 scattering with any impurities begins to dominate.
Looking at the s− d model with perturbative techniques, Kondo verified [87]
that there is a difference in scattering at third order perturbation: for simple
metals, electron-phonon backscattering dominates, whereas there is singular,
divergent spin scattering between conduction electrons and impurity at third
order. Kondo cites experimental evidence suggesting the resistance minimum
is due to a spin interaction, rather than any other impurity features and more-
over shows it to be proportional to impurity concentration.
The perturbational approach breaks down at low temperatures, which prompted
the development of several many-body techniques to solve this low-temperature
‘Kondo Problem’ (see Hewson [72] for a brief history of magnetic impurities
in metals3). Anderson [7] applied a ‘poor man’s scaling’ approach to the task.
While this was also perturbational, meaning it still broke down at low temper-
atures, it could be assumed by analogy to other models that the results could
be extended into the low-temperature region. This suggested that there would
be infinite coupling between the impurity and one of the conduction electrons
to form a magnetically neutral spin-singlet state4 at low temperatures. This
3Hewson’s title “The Kondo Problem to Heavy Fermions” refers to so-called ‘Heavy
fermion’ models, which include, for example, Ce or Y b with Tm impurities, where the
definition of ‘heavy’ is in this context a mass ratio m/me ∼ 100− 1000.
4A spin singlet describes the case where particles combine into a correlated state with
total angular momentum zero, as discussed in Chapter 2. If two electrons, for example,
combine they can form a state with spin 0, which is called the singlet state, or spin 1, which
is called the triplet state. (The electron itself would be referred to as a doublet, having two
possible spin values ±1/2.) Note that the term singlet state can also refer to a particle with
vanishing spin.
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result was corroborated by Wilson’s numerical renormalization group meth-
ods [144], for which he received the Nobel prize in 1982, and later verified
separately by Andrei [9] (see also his extensive summary [10]) and Wiegmann
[141, 142, 60, 58] using the exact Bethe Ansatz solutions to the Kondo model.
A comprehensive summary and explanation is also given in [127]. The ‘Kondo
Temperature’ TK is a measure of the temperature below which these singlets
may form (below the conduction electron bandwidth). It is the temperature at
which the series included in Kondo’s perturbative approach becomes divergent,
and is found by the relation [72]
kBTK ∼ De−1/2Jρ0 , (3.30)
where D and ρ0 are the conduction electron bandwidth and density of states
respectively, kB is the Boltzmann constant and J the usual coupling coefficient.
(The expression (3.30) is found by the Bethe Ansatz, while some other methods
predict an additional factor |2Jρ0|1/2 [72], where the missing
√
J factor is
thought to be due to the ad-hoc nature of the Bethe Ansatz cut-off scheme).
As mentioned in the introduction to this chapter, the isotropic Kondo Hamil-
tonian is often written as (3.8):
HK =
∑
k,α
ǫ(k)c†kαckα + JS · s(0).
This expression uses dimensionless spin operators S = 1
2
σ (σ being the vec-
tor of 2 × 2 Pauli matrices (2.1)) and s(0) = 1
2
∑
k,k′ ,α,α′ c
†
kασαα′ck′α′ , which
indicates that the position of the impurity is at the origin. It is otherwise
common for spin operators to have dimension ~, and thus the second term in
(3.8) can sometimes be seen in the literature with a denominator of ~. The use
of dimensionless spin operators therefore entails a change in the dimensions of
the coupling parameter J from frequency to Joules, and we shall follow this
convention here. The operator c†kα creates an electron with spin label α and
wave vector k. Equation (3.8) assumes antiferromagnetic coupling J > 0, and
as discussed in the introduction, the second term of the Hamiltonian may be
split into components relating to the anisotropy of the internal (spin) degrees
of freedom. The resultant split to three coupling parameters thus dictates the
labels for the formulations of the model: XXX for the istotropic (3.8) and
XXZ or XY Z for the anisotropic models, demonstrated respectively in (3.33)
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and (3.34). Moreover, the different anisotropy labels broadly correspond to
the rational, trigonometric and elliptic R-matrices respectively in the exactly
solvable cases (see later sections). It is well-known that the spin-1
2
AKM is
exactly solvable through the relation to these R-matrices [21, 127].
As is explained carefully in [95], the construction of (3.8) assumed only s-
wave scattering (pointlike exchange interactions). Thus when the plane elec-
tronic waves are expanded in spherical waves about the impurity (c†kα =∑
l
∑l
lm=−l Ylm(k/k)c
†
klmα), only electrons with angular momentum quantum
numbers l = m = 0 will be affected. This means the states may be charac-
terised by the magnitude of the wave vector |k|, rendering the model essentially
one dimensional. Furthermore, it is assumed that the interaction amplitudes
are small, and uses the Fermi surface value (kF ) as the momentum reference.
Since the dominant excitations are closest to the Fermi surface for long times
and low temperatures, the dispersion relation can be linearised around the
Fermi energy ǫF :
ǫ(k) = ǫF + ~vF (|k| − kF ). (3.31)
Therefore, with the new momentum reference k˜ = |k| − kF , the free fermion
Hamiltonian is
HF0 = ~vF
∑
k˜α
k˜c†
k˜α
ck˜α, (3.32)
where the operator c†
k˜α
creates an electron with spin label α and momentum
|k| = k˜ + kF , and clearly k˜ cannot be less than (−kF ).
In modifying the model to XXZ-type anisotropy, one splits the coupling term
from (3.8) into parallel and perpendicular terms to find the XXZ-type Hamil-
tonian5:
HFXXZ = H
F
0 +H
F
|| +H
F
⊥
= ~vF
∑
k˜,α=1,2
k˜c†
k˜α
ck˜α +
J||
2
∑
k˜,k˜′
(c†
k˜↑ck˜′↑ − c
†
k˜↓ck˜′↓)Sz
+
J⊥
2
∑
k˜,k˜′
(
σ+c
†
k˜↑ck˜′↓ + σ−c
†
k˜↓ck˜′↑
)
. (3.33)
5Note that we will use the second quantised notation throughout, although the method
was very new when Bethe was originally working with the XXX Heisenberg model. Dirac
developed second quantisation for Bose statistics in 1927, and a year later Wigner and
Jordan extended it to fermionic particles.
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Notice that in this representation the dual notation for the spin labels α, β =
1, 2 indicates that the values enumerated by 1, 2, correspond directly to the
explicit ↑, ↓ eigenvalues of σz, such that 1 ≡↑, 2 ≡↓. The sign of J⊥ is ir-
relevant, since it can be compensated for by a rotation of the impurity spin.
Similarly, to obtain the XY Z-type anisotropic Hamiltonian one separates the
internal, spin degrees of freedom into three coupling components:
HFXY Z = ~vF
∑
k˜,α=1,2
k˜c†
k˜α
ck˜α +
Jx
2
∑
k˜,k˜′
(
c†
k˜↑ck˜′↓ + c
†
k˜↓ck˜′↑
)
Sx
+
Jy
2i
∑
k˜,k˜′
(
c†
k˜↑ck˜′↓ − c
†
k˜↓ck˜′↑
)
Sy + Jz
∑
k˜,k˜′
(
c†
k˜↑ck˜′↑ − c
†
k˜↓ck˜′↓
)
Sz.
(3.34)
A Kondo impurity in the bulk of a metal can be viewed as a single quantum
spin interacting with an ideal electron gas via an antiferromagnetic coupling
(i.e. J > 0 in this convention), a point which shall be important in later sec-
tions. The equivalence of the Kondo problem and the ground state of a spin
S = 1
2
interacting with a free electron gas was demonstrated by Anderson and
Yuval [8]. The interaction gives rise to singular scattering at the Fermi surface
while at the same time screening the impurity spin with the conduction elec-
tron spins. One should remember, however, that this particular equivalence
holds only provided we linearise the momentum states around the Fermi sur-
face, such that only states near the Fermi surface contribute – what Tsvelick
and Wiegmann call the ‘long-time’ approximation [127]. With this lineari-
sation approximation, one may also make the simplification that charge and
spin density waves do not interact and the charge excitations are free parti-
cles [127]. Gulacsi [66] highlights the general problem with the linearisation
approximation, where any finite interaction strength will clearly introduce an
energy excitation a finite distance from the Fermi surface and result in finite
errors. He cites Haldane as establishing that these non-linear dispersion effects
destroy the exactly solvable nature of simple models, and cites Matveenko and
Brazovskii in determining the loss of absolute spin-charge separation. For our
purposes, the linearisation is nevertheless a suitable approximation, and we
show in detail, where appropriate, that the models remain exactly solvable.
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3.3.1 Equivalence of Spin-Boson and XXZ-type
Anisotropic Kondo Model
The spin-1
2
XXZ-type Anisotropic Kondo Model (AKM) is widely discussed
in the literature, and here we outline the standard working to demonstrate
the equivalence of the XXZ-type AKM and the SB models. For reference we
include some further details of the working in Appendix B.2. This example
emphasises the role of the bosonisation and unitary transformation procedure,
clarifying the methods before applying them to the XY Z-type and three level
models in later sections. The equivalence illustrated below is for zero detuning
(ǫ), or bias, which corresponds to zero magnetic field in the Kondo case.
Recall from Section 3.2 that formal fermion-boson correspondence relies on
the fermionic wavenumbers being unbounded from below, whereas the k˜ in
(3.33) and (3.34) cannot be less than (−kF ). In establishing the equivalence
between the SB and Kondo models then, the practice is to extend the limit
on k˜ downwards to negative infinity, such that it can be denoted by the usual
fermion wave number k, and imposing a high energy cutoff of the order of
the bandwidth. This cutoff corresponds to the bosonic momentum cutoff dis-
cussed in Subsection 3.2.3, which introduced the regularisation parameter a.
The implication for the oscillator frequency ωk is the imposition of a cutoff fre-
quency ωc = vF/a, which should be remembered when considering the Fermi
velocity vF = ωk/k in (3.31), for example. In practice, as the Kondo model is
the large Coulomb repulsion limit of the Anderson model [6, 72], this can be
used to determine the scale of the high energy cutoff.
Having extended the limit of k˜ to become k, we may bosonise (3.33) using
the procedure described in Subsection 3.2.3. As a result, the kinetic, free
Hamiltonian (3.32) becomes:
HF0 = ~vF
∑
k,α
kc†kαckα
(HB0 ) = ~vF
∑
p>0
p(b†p↑bp↑ + b
†
p↓bp↓) (3.35)
= ~vF
∫ L/2
−L/2
dx
2π
1
2
: (∂xϕα(x))
2 : (3.36)
= ~vF
∫ L/2
−L/2
dx
2π
1
2
: (∂xϕC)
2 + (∂xϕS)
2 : . (3.37)
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As indicated in Subsection 3.2.3, the bosonisation also entails fermion-number-
dependent terms. Further comment as to their resolution is reserved for Sec-
tion 3.4 and B.1. The subscripts S and C indicate a spin/charge combination
as ϕS =
1√
2
(ϕ↑ − ϕ↓) and ϕC = 1√2(ϕ↑ + ϕ↓), and similarly for bosonic opera-
tor combinations which will be denoted bS, bC later. The equivalence between
(3.32), (3.35) and (3.36) is the one used in the literature (see for example
[95, 44, 132]). A careful working of the details between equations (3.35) and
(3.36) is given in Appendix B.2.1 and reveals that there would in general
be an exponential damping term dependent on the regularisation parameter.
However, as discussed in [95], the cutoff may be imposed on the interaction
terms of the Hamiltonian, while leaving the momenta unrestricted in the free
Hamiltonian. Consequently this factor has been ignored in keeping with this
convention.
Bosonising the perpendicular coupling term in the Hamiltonian (3.33) involves
straightforward substitution with (3.19) and (3.23) to get6
HF⊥ =
J⊥
2
∑
k,k′
(
σ+c
†
k↑ck′↓ + σ−c
†
k↓ck′↑
)
(HB⊥ ) =
J⊥L
4πa
(
F †↑F↓ei
√
2ϕS(0)S− + F †↓F↑e−i
√
2ϕS(0)S+
)
, (3.38)
where S± = Sx ± iSy.
Furthermore, using (3.19) and the electron density (3.25) produces the bosonised
parallel coupling Hamiltonian:
HF|| =
J||
4
σz
∑
k,k′
(
c†k↑ck′↑ + c
†
k↓ck′↓
)
(HB|| ) =
J||L
2π
Sz
√
2∂xϕS(0). (3.39)
Having bosonised the individual terms in the XXZ-type AKM Hamiltonian,
the mapping to the SB model proceeds by applying the unitary operator U =
ei
√
2SzϕS(0) to these terms. Unitary transformation of the kinetic term (3.37)
makes use of the Hadamard lemma for this formulation of the Baker-Campbell-
6Note that a common transcription of the standard two-level Kondo/Spin-Boson equiv-
alence uses Wannier operator notation, where the coupling constant dimensions are scaled
by a factor proportional to the system size (see for example [95]).
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Hausdorff (BCH) formula:
eABe−A = B + [A,B] +
1
2!
[A, [A,B]] +
1
3!
[A, [A, [A,B]]] . . . (3.40)
and gives (further details in Appendix B.2.2):
UH0U
† = H0 +
[
i
√
2SzϕS(0), H0
]
= H0 − 2ivF~Sz
∑
p>0
√
πp
L
e−ap/2
(
bpS − b†pS
)
. (3.41)
Applying the BCH rule in the unitary transformation of the perpendicu-
lar component (3.38) removes the exponential factors (further details in Ap-
pendix B.2.2) to give
UH⊥U † =
J⊥L
4πa
(
F †↑F↓S− + F †↓F↑S+
)
. (3.42)
Using (3.16) and (3.17) we find that operators of the form S ′+ = F †↓F↑S+,
S
′
− = F †↑F↓S− have the appropriate commutation relations to express
UH⊥U † =
J⊥Lσx
4πa
. (3.43)
Unitary transformation of the parallel component of the Hamiltonian (3.39) is
straightforward and can be expressed (see (B.4)):
UH||U
† = H|| + constant
=
J||LSz
√
2
2π
∂xϕS(0) + constant
=
J||L
π
Sz
∑
p>0
√
πp
L
e−ap/2 i (bpS − b†pS) + constant. (3.44)
Combining and rearranging the expressions (3.41), (3.43) and (3.44), the fully
transformed bosonised XXZ-type Hamiltonian becomes:
UHBXXZU
† = vF~
∑
p>0
p(b†p↑bp↑ + b
†
p↓bp↓) +
J⊥Lσx
4πa
+
(
J||L
2π
− vF~
)√
2Sz
∑
p>0
√
2πp
L
e−ap/2
(
bpS+b
†
pS
)
+const., (3.45)
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which is written in the conventional coordinate-coupled form of (b+ b†) rather
than the imaginary momentum combination i(b−b†) by employing a canonical
transformation b† → −ib†, b→ ib. By making the following identifications, it
is evident that this model is equivalent to the SB model (3.1b):
−~∆
2
=
J⊥L
4πa
, −√γ = J||L
2πvF~
− 1, ωp = vFp, ωc = vF
a
, (3.46)
where we identify the coupling coefficient Ci = Cp, with
Cp = −
√
2
√
γ
(
2πvFωp
L
)1/2
e−ωp/2ωc . (3.47)
This leaves a dimensionless coupling parameter γ = (1 − ρLJ||)2, where ρ =
(2π~vF )
−1 is the density of states of the conduction electrons. This identifi-
cation of the parameter γ indicates that the critical value γc = 1 separates
the ferromagnetic and anti-ferromagnetic regions. Note that the identifica-
tions (3.46) and (3.47) appear slightly differently to several appearances in
the wider literature which often make use of the Wannier operator convention
as mentioned above, and a tendency to set ~ = 1. However, we have avoided
these conventions in this exposition to be explicit about the dimensionality of
each term and their relationship to each other.
3.3.2 Spin-12 XY Z-type Anisotropic Kondo Model
Applying the same procedure of bosonisation and unitary transformation out-
lined in Subsection 3.3.1 above to the spin-1
2
XY Z-type AKM (3.34) will
produce once again a connection to a two-level dissipative system. As in the
previous example, the XY Z-type model is well-known to be exactly solvable.
However, despite the wealth of literature that exists on this more complex
generalisation of the XXZ model, re-analysis via bosonisation exposes a pe-
culiarity of the model which has not been mentioned previously. These results
are currently being prepared for submission for publication.
Recall the spin-1
2
XY Z-type AKM Hamiltonian of (3.34):
HFXY Z = ~vF
∑
k,α=1,2
kc†kαckα +
Jx
2
∑
k,k′
(
c†k↑ck′↓ + c
†
k↓ck′↑
)
Sx
+
Jy
2i
∑
k,k′
(
c†k↑ck′↓ − c†k↓ck′↑
)
Sy + Jz
∑
k,k′
(
c†k↑ck′↑ − c†k↓ck′↓
)
Sz.
3.3. SPIN-1/2 KONDO MODELS 69
The bosonisation of the free component of the Hamiltonian will proceed as in
the previous section (3.37), so we will concentrate here on the interaction part
of the Hamiltonian intHFXY Z . On substitution with (3.19) we find
intHFXY Z =
JxL
4π
(
ψ†↑(0)ψ↓(0) + ψ
†
↓(0)ψ↑(0)
)
Sx
+
JyL
4πi
(
ψ†↑(0)ψ↓(0)− ψ†↓(0)ψ↑(0)
)
Sy
+
JzL
2π
(
ψ†↑(0)ψ↑(0)− ψ†↓(0)ψ↓(0)
)
Sz. (3.48)
We can now substitute the fermion field expressions in terms of their bosonic
field expressions in the usual way (3.23), noting that the Klein factors commute
with the boson creation and annihilation operators, giving:
intHBXY Z =
JxL
4πa
(F †↑F↓ei
√
2ϕS(0) + F †↓F↑e−i
√
2ϕS(0))Sx
+
JyL
4iπa
(F †↑F↓ei
√
2ϕS(0) −F †↓F↑e−i
√
2ϕS(0))Sy
+
JzL
√
2
2π
∂xϕS(0)Sz. (3.49)
An alternative arrangement of (3.49) uses the notation J ′ = (Jx−Jy)/2, J⊥ =
(Jx + Jy)/2, J|| = Jz, and combines operators into S
′′
+ = F †↑F↓S+, S
′′
− =
F †↓F↑S−, S
′
+ = F †↓F↑S+, S
′
− = F †↑F↓S− from which the reduction to the
XXZ-type model when Jx = Jy is clear (see (3.38) and (3.39)):
intHBXY Z =
J ′L
4πa
(
ei
√
2ϕS(0)S ′′+ + e
−i√2ϕS(0)S ′′−
)
+
J⊥L
4πa
(
ei
√
2ϕS(0)S ′− + e
−i√2ϕS(0)S ′+
)
+
J||L
√
2
2π
∂xϕS(0)Sz. (3.50)
Unitary transformation of the Hamiltonian (3.50) with the operator U =
exp(i
√
2SzϕS(0)) produces
U intHBXY ZU
† =
J ′
4πa
(
ei2
√
2ϕS(0)S ′′+ + e
−i2√2ϕS(0)S ′′−
)
+
J⊥
4πa
(
S ′− + S
′
+
)
+
Jz
√
2
2π
∂xϕS(0)S
z. (3.51)
Recall that in the XXZ case unitary transformation removed the residual ex-
ponential terms accompanying the J⊥ in (3.38). This is still the case; however,
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the same operation in the present XY Z case instead reinforces the exponen-
tials in the J ′ term. The result is a Hamiltonian with non-minimal system-bath
interactions between the upper and lower states (in contrast to the interac-
tions discussed in [95]), which we shall call bath-mediated tunnelling. The
new coupling coefficients Dp are found using (3.20) for the coefficients of the
exponential multiplying the new S ′′± operators in the J
′ term:
J ′ ∝ S ′′+ exp(i2
√
2ϕS(0)) + h.c.
= S ′′+ exp
(
−2i
∑
p
n−1/2p e
−ap/2(bpS + b
†
pS)
)
+ h.c.
= S ′′+ exp
(
−i
∑
p
Dp(bpS + b
†
pS)
)
+ h.c. (3.52)
That is, the coupling coefficients are Dp = 2(np)
−1/2e−ap/2.
Figure 3.2 clarifies and emphasizes the role of the Klein factors in these sys-
tems. The application of the standard spin operators S± indicates a vertical
shift to a different eigenvalue of Sz, whereas application of a combination of
Klein operators introduces a shift to the left or the right on the lattice. Con-
sequently, application of the compound operators S ′± and S
′′
± result in shifts
along the diagonal lines indicated in the diagram.
Sz = −
1
2
Sz = +
1
2
1
2
(N1−N2) −
1
2
N−K 1
2
N1
2
N−1 1
2
N+Kr+ 1
2
(−K,N+K)
−
1
2
N+1−1
2
N
(N1, N2) (N, 0)(N−1, 1) (N+K,−K)
(1
2
N+r− 1
2
, 1
2
N−r+ 1
2
)
(1
2
N+r+ 1
2
, 1
2
N−r− 1
2
)(1,N−1)(0,N)
m
=
1
2 N
+
1
2
m
=
1
2 N
−
1
2
m
=
r
m
=
r
+
2
S′± S
′′
±
Figure 3.2: The figure illustrates the compound operator projections S
′′
± and
S
′
± on a lattice. Application of the standard spin operators S± introduces a
vertical shift to a different eigenvalue of Sz, while application of a combination
of Klein operators represents a horizontal shift. N is the sum of the number
of particles (N1 + N2), while r is a parameter representing an arbitrary line
of constant m = 1
2
(N1 −N2)± Sz. The parameter K → ∞. (Figure adapted
from private communication with P.D. Jarvis.)
The Klein-dressed operators S ′+ and S
′
− together with Sz generate SU(2) on
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states of fixed N , m, Sz and oscillator quantum numbers |N,m;α, {np}〉. The
total number of particlesN is the sum of the number of particles of each species
α: N =
∑
αNα with Nα =
∑
p,p′ : c
†
pαcp′α :. We have defined m =
1
2
M + α,
withM = N↑−N↓ being the difference in number between the different species.
By contrast, the Klein-dressed compound operators S ′′+ and S
′′
− that appear
in the XY Z case have the same matrix elements in spin space as S±, while
simultaneously shifting m by ±2, as can be seen from Figure 3.2. The XY Z-
type Hamiltonian therefore does not conserve 1
2
(N↑ − N↓) + Sz such that in
this case, as opposed to the XXZ-case, projection onto a single eigenvalue is
not possible. As mentioned in the introduction it is well known that also the
XY Z model is exactly solvable, so it is evident that it in fact corresponds to
an exactly solvable, extended two-level system with the upper and lower levels
having infinite degeneracy. This particular peculiarity of the bosonised elliptic
case, which shows a more intricate structure than might be inferred from the
simpler XXZ-type case, has not been discussed in the literature previously.
This new structure could, for example, aid the development of new models
for (continuous time) quantum random walks [4, 83]. In particular, since the
charge sectors have infinite extension to the left and right in Fig.3.2, the walker
is not restricted to a walk in a confined domain. In this case the Bethe Ansatz
methods for giving explicit solutions to the model could potentially provide
new analytic insight into the walk behaviour.
3.4 Anisotropic Coqblin-Schrieffer Model
In this section, the methods of bosonisation and unitary transformation are ap-
plied to another fermion gas system – an anisotropic Coqblin-Schrieffer model
– resulting in a new model for a three-level exactly solvable quantum dissi-
pative system. This result was first announced in the paper [78]. Models of
solvable dissipative systems are both rare and important, with many practical
applications, especially in the field of condensed matter systems. This section
will describe in full the intricacies of the model, as well as providing explicit
detail of the relevant calculations.
The starting point is an equivalent of the spin-1
2
XXZ-type AKM (see Sub-
section 3.3.1) for three component fermions rather than spin-1
2
. The Coqblin-
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Schrieffer model [43] describes isotropic, magnetic, multicomponent fermion
systems. For the new system, we extend the interactions between the local and
‘impurity’ spins to include anisotropic components, resulting in an Anisotropic
Coqblin-Schrieffer (ACS) model. The associated fermionic Hamiltonian is the
direct analogue of the XXZ-type Kondo Hamiltonian (3.33), with kinetic and
magnetic terms, as well as transverse and longitudinal interactions at the ori-
gin (complex phases ζαβ are included for generality):
HFACS =
3∑
k,α=1
~vFk :c
†
kαckα:+
∑
α
hαSαα
+
∑
k,k′,α
J‖ :c
†
kαck′α:Sαα + J⊥
∑
k,k′,α<β
(
eiζαβc†kαck′βSβα+h.c.
)
. (3.53)
In equation (3.53), the labels α, β = 1, 2, 3 correspond to the three independent
fermionic components, while k is the fermion wavenumber as before. The
magnetic impurity operators Sαβ are generators of the SU(3) Lie algebra for
α, β = 1, 2, 3, provided S11 + S22 + S33 = 0. However, we may drop this
condition and regard the 9 independent operators Sαβ as generators of U(3).
In fact, it is useful to reparametrise the modes and couplings with a relabelling
from the double-index notation to a set employing the standard Gell-Mann
matrix labels λA for diagonal and off-diagonal matrices (A = 3, 8, 0 for the
diagonals, and A = 1, 2, 4, 5, 6, 7 for the off-diagonals – see Appendix B.3 for
further notational explanation). In this case, diagonal quantities xαβ, α, β =
1, 2, 3 would be expressed using the standard Jacobi three-body combinations:
x3 =
1√
2
(x11−x22), x8 = 1√6(x11+x22−2x33), x0 = 1√3(x11+x22+x33).
The magnetic term would be expressible as:
3∑
α=1
hαSαα ≡ h3S3 + h8S8 + h0S0. (3.54)
Similarly, reparametrising the kinetic term of (3.53) and bosonising (see Sub-
section 3.2.3) produces:
3∑
k,α=1
~vFk :c
†
kαckα: =
∑
p>0
~vFp
(
b†
3pb3p + b
†
8pb8p + b
†
0pb0p
)
. (3.55)
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As in (3.37), we would expect fermion number-dependent terms in (3.55).
However, the absence of the terms will be explained at the end of this section,
with additional details in Appendix B.1.
The transverse ‘spin’ interaction terms of (3.53) remain off-diagonal on boson-
isation, and are not affected by normal ordering, leading to the three-level
analogue of (3.38):
L
2πa
J⊥
∑
α<β
(
eiζαβe−i(ϕα(0)−ϕβ(0))F †βFαSαβ + e−iζαβei(ϕα(0)−ϕβ(0))F †αFβSβα
)
.(3.56)
By contrast, the longitudinal ‘spin’ couplings (with diagonal fermion bilin-
ears) simply become combinations of the oscillator modes themselves when
the bosonisation is implemented, in a similar manner to (3.39), in the form
J‖
∑
k,k′,α
:c†kαck′α:Sαα = J‖
∑
p>0
√
pL
2π
e−pa/2
×i
(
S3(b3p−b†3p) + S8(b8p−b†8p) + S0(b0p−b†0p)
)
(3.57)
– again together with additional terms proportional to fermion-number.
As in the two-level case, a unitary transformation of the model allows it to
be brought into a QDS form (see Subsection 3.3.1). The analogue three-level
operator to perform the conjugation is in this instance
U = exp(i
∑
αϕα(0)Sαα) ≡ exp(i(ϕ3(0)S3 + ϕ8(0)S8 + ϕ0(0)S0)). (3.58)
From the U(3) Lie algebra relations [Sαα, Sαβ] = Sαβ, [Sββ, Sαβ] = −Sαβ (with
α 6= β), (3.40) and the exponential expansion, it is straightforward to show
that the action on an operator Sαβ will be
USαβU
−1 = exp(i
∑
αϕα(0)Sαα)Sαβ exp(−i
∑
αϕα(0)Sαα)
= Sαβ + [i
∑
αϕα(0)Sαα, Sαβ]
+ 1
2!
[i
∑
αϕα(0)Sαα, [i
∑
αϕα(0)Sαα, Sαβ]] + . . .
= exp(i(ϕα − ϕβ))Sαβ. (3.59)
As such, applying the unitary transformation to the transverse coupling terms
of (3.56) will cancel the corresponding scalar exponentials. The longitudinal
term (3.57), however, commutes with U , returning only itself in the form of
(3.57).
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The kinetic terms (3.55) acquire an additional commutator contribution from
the BCH-type rearrangements, which is of the same overall structure as the
longitudinal terms. A further term arising from the double commutator in the
conjugation by the exponential yields a power series in a whose sum can be
removed as an additional overall constant. Explicitly, the transformation of
the kinetic terms becomes:
U
∑
p>0
~vFp
(
b†
3pb3p+b
†
8pb8p+b
†
0pb0p
)
U−1 =
∑
p>0
~vFp
(
b†
3pb3p+b
†
8pb8p+b
†
0pb0p
)
−~vF
∑
p>0
√
2πp
L
e−pa/2 i
(
S3(b3p−b†3p) + S8(b8p−b†8p) + S0(b0p−b†0p)
)
.
(3.60)
The fully transformed transcription of the ACS Hamiltonian (3.53) is there-
fore the combination of the magnetic (3.54), transverse (3.56) with exponen-
tial coupling terms exorcised, longitudinal (3.57) (which we can write in the
coordinate-coupled convention in the same way as (3.45)) and kinetic terms
(3.60):
UHBACSU
† = h3S3 + h8S8 + h0S0 +
∑
p>0
~vFp
(
b†
3pb3p+b
†
8pb8p+b
†
0pb0p
)
+
L
2πa
J⊥
∑
α<β
(
eiζαβF †βFαSαβ + e−iζαβF †αFβSβα
)
+
∑
p>0
√
2πp
L
vF~e
−pa/2
(
1− J||L
2π~vF
)
·
(
S3(b3p+b
†
3p) + S8(b8p+b
†
8p) + S0(b0p+b
†
0p)
)
. (3.61)
By analysing this bosonised and transformed Hamiltonian, the first link to
quantum dissipative systems is found by considering the composite operators
composed of the combination of Klein operators and the off-diagonal genera-
tors of U(3), Sαβ, α 6= β. It is straightforward to check that, provided the Sαβ
are elementary 3×3 matrices so that the operator condition eijekl = δjkeil can
be applied, the composite operators defined by
S ′αβ := −F †βFαSαβ, S ′αα := F †αFαSαα = Sαα (3.62)
fulfil the usual U(3) commutation relations and can be identified with opera-
tors acting between the states of the quantum three-level system in the QDS
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interpretation (see (B.13)). This calculation is included in Appendix B.3.1 for
reference.
The operator S0 is proportional to the 3 × 3 identity matrix (provided the
original doubly indexed operators are indeed represented with elementary ma-
trices) and one can recognise that it is the linear Casimir invariant of U(3).
Consequently, terms involving b0p and b
†
0p are entirely quadratic or linear.
Completing the square for these displaced oscillator modes combines their
contribution into a sum of kinetic energy terms for an infinite set of oscillator
modes, together with an unimportant (infinite) shift in the energy. These do
not interact with the remainder of the system, so can be dropped from the
final model. The same reasoning applies to the magnetic term, allowing h0S0
to be dropped as well.
By employing the standard 3×3 Gell-Mann matrices λA, A = 1,· · ·, 8 as a basis
for the SU(3) generators in the fundamental representation (these would play
the role of the Pauli matrices in the similar two-level case – see Appendix B.3)
the transformed ACS (3.61) can be written in a clear QDS form:
HBQDS := ε3λ3 + ε8λ8 +∆(λ1+λ4+cos ζλ6 + sin ζλ7) +∑
p
~ωp(b
†
3pb3p+b
†
8pb8p) +
∑
p
~C3pλ3(b3p + b
†
3p) + ~C8pλ8(b8p + b
†
8p).
(3.63)
The detuning parameters ε3 and ε8 correspond directly to h3 and h8 respec-
tively. From the kinetic terms it is evident that the oscillator baths have
frequency spectrum ωp = vFp provided ω ≪ ωc, where ωc is the cutoff fre-
quency ωc = vF/a. The tunnelling matrix elements are given in terms of the
transverse coupling strength of the original model, ∆ ≡ −J⊥L/2πa, modu-
lated by a complex phase. By an appropriate basis choice, this phase may be
shifted on to the 2, 3 spin-label sector, and expressed in the Cartesian basis by
a combination of the corresponding Gell-Mann matrices, namely λ6 and λ7,
rotated by angle ζ := ζ23 − ζ13 + ζ12 (see (3.53) and also (3.68), (3.70) below).
It is evident that the overall dissipative coupling coefficients C3p and C8p are
equal, taking the form:
C3p = C8p ≡ Cp = vF
√
2πp
L
e−ωp/2ωc
(
1− J‖L
2π~vF
)
. (3.64)
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In the limit a→ 0 the spectral function J(ω) is found directly from (3.3) and
(3.4) such that J(ω) = A
∑
iC
2
i δ(ω−ωi), where A is given by (3.6). Thus, for
any test function f(ω), remembering that the spectrum of bath frequencies
vFp = ωp ≡ ωnp = 2πvF/L · np, we have:∫
J(ω)f(ω)dω =A
∑
np
C2pf(ωp) =
2πvF
L
∑
np
Aγωnpe
−ωnp/ωcf(ωnp)
→ 2πvF
L
∫
dnpAγωnpe
−ωnp/ωcf(ωnp) ≡
∫
dω
(
Aγωe−ω/ωc
)
f(ω).
(3.65)
This relies on the approximation that f(ω) is supported in the region ω ≪ ωc,
and we can infer that the spectral function will have the Ohmic form with
dimensionless coupling coefficient γ:
J(ω) = Aγ ωe−ω/ωc , where γ :=
(
1− J‖L
2pi~vF
)2
. (3.66)
The introduction of S ′αβ, with implicit Klein factors, as effective U(3) gener-
ators implies that the three states of the quantum system in fact lie across
different charge sectors. This situation, and at the same time the treatment
of the residual fermion-number dependent terms, is resolved by noting that
the original model (3.53) has three conserved quantum numbers N̂α + Sαα,
α = 1, 2, 3 or N̂3 + S3, N̂8 + S8, and N̂0 + S0 in terms of relative degrees of
freedom. S0 is proportional to the identity matrix, and so a projection onto an
eigenspace with fixed eigenvalue M0 is tantamount to fixing the total fermion
number at N0, which is a conserved quantity. Furthermore, the system admits
a projection onto fixed eigenspaces of the remaining two operators with eigen-
values M3 and M8, which leaves the form of (3.63) unchanged. However, the
detuning parameters ε3, ε8 need to be shifted from their orignial values h3, h8
to absorb additional M3- and M8-dependent contributions (see Appendix B.1
for details).
3.4.1 Exact solvability
In the last section it was demonstrated that by the method of constructive
bosonisation and unitary transformation, the three component ACS Fermi
gas-impurity model has a dissipative system counterpart. To underline its
utility, this section will confirm that the starting model is exactly solvable.
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The issue of integrability, or exact solvability, concerns the number of con-
served quantities involved in the system: if the number of conserved quantities
is greater than or equal to the number of degrees of freedom, then the system is
integrable. The analysis for standard coordinate models is equivalent to that of
the algebraic formulation for the associated XXZ and XY Z-type Heisenberg
spin chains, which requires for integrability that the model admits an R-matrix
satisfying the elegant star-triangle, or Yang-Baxter equation. Furthermore,
this equation is a necessary condition for the factorisation of multiparticle
scattering, or S-matrices, and when S-matrices are factorisable, conservation
of particle number and momenta is ensured [17, 21]. Note that it was shown
in [22] that R-matrices simultaneously satisfying conditions of automorphic-
ity, crossing-symmetry, unitarity, specific behaviour at the asymptotes and
structure at the poles will satisfy the Yang-Baxter equation, but this is not a
necessary condition.
As demonstrated in [127], single particle-impurity scattering matrices S can
be expressed as the exponential of the interaction component of the model
Hamiltonian. This can in turn be reparametrised in terms of an R-matrix
R(xγ=1, q) for some arbitrary but fixed value of the (additive) spectral param-
eter, say γ = 1, such that
S = eiHint(J‖,J⊥) ≡ R(xγ=1, q). (3.67)
As such, the parameters x, q become functions of the couplings J‖, J⊥.
By this method we can find the scattering matrix for our particular system
Hamiltonian, and compare this with a standard R-matrix that is known to
satisfy the Yang-Baxter equation. If a mapping between the S- and R-matrices
can be found then the system is indeed exactly solvable. For explicit evaluation
of S for our system we use (3.53) and elementary 3×3 matrices eαβ to isolate
the interaction Hamiltonian for the ACS model:
Hint = J‖
∑
α
eαα ⊗ eαα + J⊥
∑
α<β
(
eiζαβeαβ ⊗ eβα+e−iζαβeβα ⊗ eαβ
)
,
which we shall write in terms of the matrices P =
∑
α eαα ⊗ eαα and T =∑
α<β
(
eiζαβeαβ ⊗ eβα+e−iζαβeβα ⊗ eαβ
)
for ease of calculation:
Hint = J‖P + J⊥T .
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By (3.67) it is then straightforward to find the corresponding S matrix:
S = eiJ‖PeiJ⊥T
=
∞∑
l=0
1
l!
(iJ||P )
l
(∞∑
k=1
(
1
(2k−1)!(iJ⊥)
2k−1T+
1
(2k)!
(iJ⊥)2k(I−P )
)
+I
)
=
(
(eiJ|| − 1)P + I) (i sin(J⊥)T + (cos(J⊥)− 1)(I − P ) + I)
= eiJ‖
∑
α
eαα ⊗ eαα + cos J⊥
∑
α 6=β
eαα ⊗ eββ
+i sin J⊥
∑
α<β
(
eiζαβeαβ ⊗ eβα+e−iζαβeβα ⊗ eαβ
)
, (3.68)
where we have used P 2 = P , PT = 0 and I is the identity matrix as usual.
Having established an explicit form of the S-matrix, we can compare this with
the standard forms for trigonometric R-matrices of the appropriate dimension
[79, 11] (see also [22]):
R(x, q) = (qx− q−1x−1)∑
α
eαα ⊗ eαα + (x− x−1)
∑
α 6=β
eαα ⊗ eββ
+(q − q−1) ∑
α<β
(
xeαβ ⊗ eβα + x−1eβα ⊗ eαβ
)
. (3.69)
By comparing expressions (3.68) and (3.69), it is clear that (3.69) has the
correct structure to be identified with the scattering matrix S if ζ12 = ζ13
= ζ23 with phase factors identified with x. Since the interaction Hamiltonian is
hermitian, we must have x−1 = x∗, and so we adopt the logarithmic parameters
x = eif , q = eµ, where f and µ are explicitly real parameters. We can see that
this means ζ ≡ f , and the R-matrix is expressible, up to an overall factor of
2, as
R(x, q) = sinh(if + µ)
∑
α
eαα ⊗ eαα + i sin(f)
∑
α 6=β
eαα ⊗ eββ +
+sinh(µ)
∑
α<β
(
eifeαβ ⊗ eβα + e−ifeβα ⊗ eαβ
)
. (3.70)
Following the method of [127], we compare the ratios of coefficients of the first
two terms in (3.70) and (3.68) (or equally we can compare ratios of the first
and third terms):
sinh(if + µ)
sinh(if)
=
cos(J‖)
cos(J⊥)
+
i sin(J‖)
cos(J⊥)
,
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giving
cosh(µ)− i cot(f) sinh(µ) = cos(J‖)
cos(J⊥)
+
i sin(J‖)
cos(J⊥)
, (3.71)
Equating real parts of (3.71) leads directly to the reparametrisation of µ
in terms of J‖ and J⊥, and equating imaginary parts and using sinh
2(µ) =
cosh2(µ)− 1 identifies the reparametrisation of f :
cosh(µ) =
cos J‖
cos J⊥
; cot2(f) =
sin2 J‖
sin(J⊥+J‖) sin(J⊥−J‖) . (3.72)
This demonstrates that the S-matrix of the three-level model admits a reparam-
etrisation to, and hence equivalence with, the exactly solvable standard trigono-
metric R-matrix, confirming that this new 3LQDS belongs to the rare and
important class of exactly solvable dissipative systems. It is worth noting that
these transcriptions appear to be the opposite of the standard transcriptions
in the XXZ-type case which are written as cos(µ), coth2(f) on the left hand
side of (3.72) (see for example [127, 150, 44]), because we have written f and
µ to be explicitly real. For the specific values of ζ(≡ f¯) = 0 and π, relating
directly to measurements of specific tunnelling systems, the above generalised
expressions (3.72) can be reduced to the isotropic case, while there is no apri-
ori reason why ζ should be constrained to those values for physical systems in
general.
Note that we have used the most common trigonometric R-matrix (3.69) which
corresponds to the A12 series of the generalised Toda systems describing one-
dimensional lattice models with nearest-neighbour interactions. There are
several alternative R-matrices which correspond to different series (see for ex-
ample [79]). It is anticipated that scattering matrices from models related to
the current three-level model will correspond to these alternative R-matrices,
exhibiting solvable limits for particular parameters. The prospect of revealing
other exactly solvable three-level dissipative systems with different applica-
tions thus shows the importance of further development of the work demon-
strated here.
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3.5 Discussion
This chapter has presented the method of constructive bosonisation and uni-
tary transformation as a method for re-examining the detailed structure of
fermion-gas impurity models and spin chains, exposing their connection to
models for quantum dissipative systems. The focus has been on presenting
the details of the interaction between a quantum system and its environment
in these models. We began by introducing the standard spin-1
2
Spin-Boson
and Kondo models, and outlined the well-known transcription between the
two, which relies on the method of bosonisation. Subsection 3.3.2 extended
the detailed analysis to the two-level XY Z-type generalisation of the AKM,
and special emphasis was placed on the role of the Klein factors in physical
interpretations of the resultant quantum dissipative system. The additional
bath-mediated tunnelling present in the XY Z-type model exposed a struc-
ture that has not been reported previously. The analysis highlighted that the
system in fact corresponds to an exactly solvable, extended two-level system
with the upper and lower states having infinite degeneracy. This new insight
into the otherwise well-discussed model may well facilitate development of new
models for quantum random walks, where at each step the walker jumps to a
neighbouring lattice site. Further investigation of the system might also reveal
the details of the influence of the oscillator bath on the walker’s performance.
Further emphasising the utility of the bosonisation method, the chapter con-
cludes with a careful exposition of the new three-level model proposed in [78].
It is demonstrated that bosonisation and unitary transformation can be ap-
plied not only to existing models for further insight, but are invaluable tools
in developing new exactly solvable quantum dissipative systems, such as the
Anisotropic Coqblin-Schrieffer model discussed in Section 3.4. As a generalisa-
tion of the two-level Spin-Boson/Kondo model correspondence, this three-level
analogue belongs to the same large family of related problems and models. The
family of models has been studied extensively by a range of different methods,
and it is beyond the scope of this thesis to provide detailed analysis of the re-
lationship between the ACS model and these existing investigations. It would,
however, be instructive to formalise the relationship between the ACS model
and related ones, which would require explanations of crossover fields and lan-
guage. For example, it is interesting to investigate the relationship to the
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triangular lattices and quantum Brownian motion discussed in [3]. It appears
that the transverse field terms in (3.63) are equivalent to hops on this trian-
gular lattice. The model in [3] is shown to correspond to the two-dimensional
3-state Potts model with a boundary, meaning the link to integrable models is
clear. However, the analysis and language of that paper is to investigate the
critical behaviour derivable through c = 2 boundary conformal field theory,
something which the present discussion of the ACS model does not consider.
Furthermore, it has been pointed out that the ACS model bears connections
to quantum wire junctions, the dissipative Hofstadter model and open string
theory as presented in [39]. The ACS model contains further generalisations
to these systems by including marginal operators coupled to the diagonal ele-
ments of the SU(3) algebra. As such it could be argued that the two models
stand in the same relation as the dissipative two-level system and the boundary
sine-Gordon model.
It is clear then that such models are important in a range of fields, and
the range of applications is equally diverse. Examples of three-level system-
environment models where the ACS model might be applied include three-level
quantum dots, single qubit systems addressed by an ancillary state, or qutrit
states, triatomic triple well potentials, such as ammonia (NH3) and the methyl
(−CH3), as well as Bose-Einstein condensate atomic transistors [115], which
have a three well structure. The method of constructive bosonisation can
be applied to other Fermi-gas Hamiltonians in attempts to find more exactly
solvable dissipative systems and, as mentioned in Subsection 3.4.1, for par-
ticular parameters of related three-level models, solvable limits may be found
by their correspondence with alternative R-matrices. Further study will re-
veal more insights into the physics of the system, and it would be of great
interest to resolve the full spectrum and eigenstates of the Hamiltonian via
the Bethe Ansatz [26]. This will enable calculation of a range of useful dy-
namical and thermodynamical quantities, such as magnetic susceptibility and
specific heat (see for example [118] and [60]). Other authors have discussed
vacuum sector dependence [132] and finite size effects [152] in the bosonisation
of related models, and development along these lines may also be of interest.
Finally, entanglement between quantum systems and dissipative environments
[5, 101] may also be examined within this impurity-bath system, which will
be addressed in the following chapter.
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Chapter 4
Entanglement Criteria and Further
Extensions to QDS and Fermi-gas
Models
This chapter extends the investigation of the three-level quantum dissipa-
tive system discussed in Chapter 3 by finding the Re´nyi (and von Neumann)
entropy as a criterion for entanglement in the model. Two different experi-
mentally accessible approaches to finding entropy measures are discussed. In
Section 4.2 we provide a careful extension of an existing variational method
for calculating entanglement for the spin-1
2
Kondo model to the ACS case
for three-component fermions. Utilising the exactly solvable nature of the
ACS model, we find expressions for the exact values of the entropy using the
Feynman-Hellmann Theorem in Section 4.3, and provide several comments
and suggestions for further work in Section 4.4. The results of this chapter are
being prepared for submission for publication.
4.1 Introduction
Calculating measures of the degree of entanglement is an interesting and im-
portant problem from both a theoretical and experimental perspective. As
mentioned in Chapter 2, however, the differences in terminology and method-
ology in their approaches often does not always facilitate easy application of
the results to both sectors. The use of quantum entropy measures, as we
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shall investigate herein for the ACS model, provides a good approach that
is both useful for the theoretician, and applicable to the experimentalist. In
the introduction to this thesis we mentioned that an entanglement measure is
simply any function of a quantum state that is zero for separable states and
non-negative and real for other states, provided that the value of the function
cannot increase under local operations and classical communication. As such,
there are a myriad of different proposals for entanglement measures (see for ex-
ample [5, 107] and references therein). In Chapter 2 we discussed the Bell and
CHSH inequalities, and mentioned that these were not always an appropriate
entanglement measure, since not all entangled states violate the inequalities.
As a more definitive measure of entanglement, there is increasing propensity
to use entropy. The von Neumann entropy [133] is arguably the most com-
mon of all entropy measures, and if multiplied by the Boltzmann constant kB
the von Neumann entropy gives the usual thermodynamic entropy. The von
Neumann entropy is, however, a particular limiting case of the more general
Re´nyi entropy, which has the quantum counterpart [74, 135, 121]:
SR(ρ) :=
1
1− δ lnTr
(
ρδ
)
, δ > 1, (4.1)
where ρ is the density matrix of the system in question. Using L’Hoˆpital’s rule
for δ = 1 in (4.1) produces the von Neumann entropy as the limiting case:
SvN(ρ) = −Tr (ρ ln ρ) . (4.2)
Note that in (4.1) and (4.2) we have used the natural logarithm following the
convention of [74] for the Re´nyi entropy. However, it should be remembered
that the Re´nyi and von Neumann entropies are generalisations of the classical
Shannon entropy, which uses a logarithm to base 2, and so expressions such
as (4.1) and (4.2) are often understood to be in units normalised to an overall
factor of ln(2), since log2(n) = ln(n)/ ln(2) (see below for further discussion).
This formality is often assumed implicitly in the literature, with statements
such as appears in [101], that for ρ = 1
2
I, the von Neumann entropy is S(ρ) =
−Tr(ρ ln ρ) = 1, with no further indication of convention. Other authors (e.g.
[92]) prefer to write S(ρ) = −Tr(ρ log2 ρ) = 1 for the same case. Note also
that for increasingly high δ in (4.1) the Re´nyi entropy measure is increasingly
determined by only high probability events, whereas for low δ the events are
weighted more equally.
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A measure of the entanglement in terms of entropy is a relative measure be-
tween the fully mixed and the pure states, quantified by the way the entropy
grows with spatial extent of the subsystem region (see for example [92]). If the
overall system is in a pure state, then the entropy of one subsystem can be used
as a measure of its degree of entanglement with the other subsystems. A pure
state is indicated by an idempotent density matrix (ρ2 = ρ), with trace equal
to one. Thus we can see from (4.1) that the Re´nyi entropy is zero for pure
states. Similarly, the von Neumann entropy is zero for pure states, since an
idempotent density matrix would require SvN(ρ) = −Tr(ρ ln ρ) = −Tr(2ρ ln ρ).
Note that the use of the von Neumann and Re´nyi entropies for entanglement
measures is still a somewhat controversial issue. Because these are quantum
generalisations of the classical Shannon entropy, which assumes additivity and
that properties of matter exist independently of measurement, it could be
argued that this does not adequately account for the structure of entangled
states. Furthermore, one could argue that a pure state with zero entropy fails
to take account of intrinsic quantum uncertainties, and therefore the Re´nyi and
von Neumann entropies are not appropriate measures. See [116], for example,
for an argument for a minimum uncertainty pure state with non-zero entropy.
For the current discussions the use of the Re´nyi entropy as a relative measure
will, however, be adequate, since we are concerned with the entropy as an
established entanglement criterion only, and not as a measure. We will also
provide the von Neumann entropy for interest, and leave a fuller evaluation of
the appropriate measures of entanglement to further work.
For any general composite system with density matrix ρAB and two subsystems
A and B, the reduced density matrix for one subsystem, ρA say, requires the
‘tracing out’ of the other subsystem (B) from ρAB. This can be expressed
as the sum of the expectation values of the composite system using the basis
vectors |j〉B of B:
ρA = TrB(ρAB) =
∑
j
B〈j |ρAB |j 〉B . (4.3)
For an explicit example, consider one of the standard Bell states (1.3). The
density matrix for the entangled bipartite system is thus ρAB = |ψ〉ABAB〈ψ|,
and the reduced density matrix for the second subsystem ρB, say, is found by
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tracing out all the degrees of freedom of the first subsystem (A):
ρB = TrB(ρAB)
=
1
2
(Tr (|0〉〈0|) |1〉〈1|−Tr (|0〉〈1|) |1〉〈0|−Tr (|1〉〈0|) |0〉〈1|+Tr (|1〉〈1|) |0〉〈0|)
=
1
2
(|1〉 〈1|+ |0〉 〈0|) = 1
2
I. (4.4)
Since the basis vectors of B are {|0〉, |1〉} we see that we have used (4.3) in
(4.4) with a = 0, 1 such that:
Tr (|a〉〈a|) =
∑
j
〈j| (|a〉〈a|) |j〉 = 〈0|a〉〈a|0〉+ 〈1|a〉〈a|1〉 = |〈a|a〉|2, (4.5)
and in the case (4.4) our bases are orthonormal such that |〈a|a〉|2 = 〈a|a〉 = 1.
We know that the Bell states are maximally entangled bipartite states, and
these are well-known to have a von Neumann entropy of one in the ‘binary’
log2 sense (or ln(2) for natural logarithms), which we can verify for the above
example using (4.4):
SvN(ρB) = −TrAρ ln ρ
= −Tr
(
1
2
I ·
(
ln 1
2
0
0 ln 1
2
))
= − ln(1
2
) = ln(2). (4.6)
As mentioned above, using entropy as an entanglement measure is a rela-
tive gauge calculated from the change in entropy with spatial extent in the
subsystem region. Its bounds are the fully mixed and pure states, and as
demonstrated with the pure Bell state above, this means that for bipar-
tite systems maximum entanglement is indicated by a von Neumann entropy
SvN(ρ) = ln(2) (4.6). For the more general Re´nyi entropy (4.1), the condition
on entanglement is expressed as the violation of the following inequality, which
has been shown to hold for all separable (non-entangled) states, and for all
δ ≥ 1 [74]:
SR(ρ) ≥ max (SR(ρA), SR(ρB)) . (4.7)
A violation of (4.7) for any δ ≥ 1 thus indicates entanglement for that δ.
The first step to finding entropy measures for the entanglement criterion is
to acquire the density matrix of the system in question, which is in general
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a difficult task. One way of achieving this is to first find the eigenstates of
the model. For the ACS model in (3.4) we showed that the model is exactly
solvable and that one can therefore in principle use the Bethe Ansatz [26] to
find the exact eigenstates. As we outlined in Section 3.1, the procedure is
to write the N -body wavefunction as a linear combination of N ! plane waves
with N quasi-momenta, which must satisfy the Bethe Ansatz equations. The
simpler ground state wave function is a sum of these wave functions acting
on the ‘vacuum’ state of all the bath having spin-up, for example, with one
impurity-spin lowering operator per impurity. There exists a vast literature
on the Bethe Ansatz, and it is comprehensively reviewed in [127] for example,
but in general it is difficult to implement. As a result, it is often avoided in
favour of numerical approaches, despite the clear advantage of providing exact
results. While we do not provide the Bethe Ansatz solution to the ACS model
in this thesis, we will demonstrate both a possible approach for finding the
density matrix and calculating the entropy numerically, as well as detailing a
clear procedure for an exact measure.
In the first instance, we shall in Section 4.2 extend to the three-component case
a variational method utilised previously by Oh and Kim [101] to find measures
of the entanglement in the spin-1
2
Kondo model. One proceeds by proposing
a possible ground state for the system, which includes variational parameters
that can be optimised to achieve the lowest possible expectation value of the
Hamiltonian, and thus the ground state energy of the system. This state is
used to generate a reduced density matrix from which one can calculate the
entropy and entanglement measures. The reliance of the method on variational
parameters means that the results are not exact, but numerical calculations
can be done to a high level of accuracy. To utilise the exactly solvable nature
of the model we shall obtain in-principle exact results in Section 4.3. We find
the density matrix for the system Hamiltonian directly using the Feynman-
Hellmann theorem, which enables the calculation of exact expressions for the
entropy. The entropy measures found by both these experimentally accessible
methods provide criteria for entanglement in the three-level system via the
violation of (4.7). The chapter concludes with a summary of the findings in the
Discussion section 4.4, and suggests further work to continue the investigation
into entanglement in the three-level model.
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4.2 Variational approach to entanglement
Oh and Kim [101] examined entanglement in the single (spin-1
2
) impurity
Kondo model by a variational Ansatz (as proposed by Yosida [146]). In gen-
eral, the variational principle is used to estimate the ground state energy Eg
from the expectation value of a Hamiltonian H, using 〈H〉 ≥ Eg. It assumes
a form for the normalised wavefunction that relies on variational parameters.
These parameters can then be optimised to find the value producing the lowest
possible expectation value, so the method clearly provides an upper bound for
the ground state energy. The variational method is not an ideal way to es-
tablish entanglement measures, since exact solutions would be available from
the Bethe Ansatz. However, it is informative to follow the method of [101]
to provide the three-level analogue analysis to Oh and Kim’s two-level entan-
glement measures. The result is an interesting extension to generalised states
that permits a strong condition on entanglement through the Re´nyi entropy
(4.1).
In the two-level case, Oh and Kim proposed that when the impurity spin and
the Fermi sea are maximally entangled the state is represented by the Kondo
singlet:
|Ψs〉 = 1√
2
(|ω↓〉|χ↑〉 − |ω↑〉|χ↓〉) . (4.8)
Here |ω↓〉 and |ω↑〉 denote conduction electron states with one extra down-
and up-spin respectively, and |χ↑〉 and |χ↓〉 are the impurity spin-up and down
states (i.e. |ω↓〉 has N/2 up-spin and N/2+1 down-spin conduction electrons)
[72]. Using real variational parameters Γk, the conduction electron states |ω↓〉
and |ω↑〉 can be written
|ωα〉 = 1√
M
∑
k>kF
Γkc
†
kα|F 〉, (4.9)
where |F 〉 is the filled Fermi sphere (introduced in Subsection 3.2.1 and dis-
cussed further below), M is some normalisation constant and c†kα are the usual
creation operators for fermions (3.9) with wave number k and spin α = 1, 2
having the same dual notation as used in Chapter 3 where 1 ≡↑, 2 ≡↓. The
impurity spin states |χ↑〉 and |χ↓〉 are defined in a second-quantised notation
by introducing creation operators χˆ†σ for the impurity with spin σ = 1, 2 (where
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again 1 ≡↑, 2 ≡↓) as:
|χσ〉 = χˆ†σ|0〉. (4.10)
In this two-level case, the variational parameters can be found to be dependent
on the Kondo temperature TK (see (3.30)), wave number k, Boltzmann con-
stant kB and the single particle energy ǫk via the relation: Γk = 1/(ǫk+kBTK)
[101].
Oh and Kim used the variational estimate for the ground state wavefunction
(4.8) to find measures of the entanglement present in the standard spin-1
2
AKM
[101]. The results presented therein report that the impurity spin is maximally
entangled with all the conduction electrons, while the entanglement within the
conduction electron screening cloud1 is barely affected by the impurity. This
is in contrast to the conventional belief that the entanglement is generated
by consecutive interaction with the impurity [89], and the authors suggest the
entanglement is instead due to the Pauli exclusion principle. Furthermore, the
two-spin reduced density matrix of the impurity and one conduction electron
is found to be a Werner state [137], and hence it is relatively straightforward
to rearrange the parameters characterising the state to demonstrate whether
it is separable or entangled. In that case the regime of parameters is such
that the entanglement vanishes between the impurity and a single conduction
electron, and it was suggested that this is because there are so many conduction
electrons that entanglement to any single one is negligible.
In this section we will use the variational principle to suggest a possible ground
state for the three-level model from Chapter 3, and use this to find the reduced
density matrices of the system. In this generalised case it is not immediately
clear whether the reduced density matrices of the three-level system can be
brought into a Werner state form but they can, nevertheless, be used to in-
vestigate entanglement criteria in terms of the entropy, as discussed in the
introduction to this chapter.
1See [31] and references therein for calculation of measures of this screening cloud as
impurity-spin-conduction-electron-spin correlation functions. [31] also shows that any fi-
nite temperature introduces an energy scale beyond which the Kondo correlations vanish
exponentially.
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4.2.1 Extension to three-component fermions
In the spin-1
2
case discussed in Section 4.2 above, one could instead have
analysed the alternative ground state possibilities such as the triplet state
with total spin s = 1 rather than the singlet case (4.8) with s = 0. For
the generalisation to three-component fermions we shall consider one ground
state possibility in direct analogue with the singlet-state analysis presented in
[101]. Allowing for three possible “spin” values for the labels α, β = 1, 2, 3
as in Chapter 3, the three-component singlet state analogue now becomes an
antisymmetric triplet:
|Ψ〉 = 1√
2
(|ωα〉|χβ〉 − |ωβ〉|χα〉) , (4.11)
taking α 6= β by definition.
To find an entropy measure for use in the entanglement criterion (4.7), we first
find the density matrix of the entire system:
ρ = |Ψ〉〈Ψ|
=
1
2
(|ωα〉|χβ〉〈χβ|〈ωα| − |ωα〉|χβ〉〈χα|〈ωβ|
−|ωβ〉|χα〉〈χβ|〈ωα|+ |ωβ〉|χα〉〈χα|〈ωβ|) . (4.12)
The reduced density matrix for the impurity ρim is found by tracing out all
the fermionic bath degrees of freedom in direct analogy with (4.4) to give:
ρim = Trbath(ρ)
=
1
2
(|χα〉〈χα|+ |χβ〉〈χβ|) . (4.13)
For α = 1, β = 2 this gives:
ρim =
1
2
diag(1, 1, 0), (4.14)
and other particular α, β subsystems will give a permutation of the diagonal
elements. These reduced density matrices will again have a von Neumann
entropy SvN(ρim) = ln(2), as in (4.6), showing that the impurity spin is max-
imally entangled with the Fermi gas since this is a direct analogue of the
standard bipartite situation. This is thus an expected result as we started
with a singlet state analogue. However, it provides an important upper bound
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for the criterion (4.7) when we find the condition for entanglement between the
impurity and a single conduction fermion below. The proposed wavefunction
(4.11) is of course only one of many possible starting points for such analysis,
but here we will follow the direct analogue to the standard bipartite spin-1
2
situation as it is an illustrative example revealing the details of the method
and highlights some important generalisations and complications. Some dis-
cussion of alternative approximations to the ground state behaviour will be
included in Section 4.4.
Reduced density matrix for impurity and one bath fermion
In order to find the criterion for entanglement between the impurity and a
single fermion from the environmental bath, we follow the general method of
[101], although the procedure for finding the reduced density matrix increases
significantly in complexity. This involves the tracing out of all degrees of
freedom except for the impurity spin and one conduction spin from the joint
system density matrix (4.12). In effect, this leaves a reduced density matrix
ρred for one conduction fermion at an arbitrary position r and the impurity,
which we shall choose to be at the origin. As we will show below, the elements
that populate this reduced density matrix can be found by the following ex-
pectation value expression:
ρredσγ,σ′γ′(r) =
1
2
〈Ψ|ψˆ†γ′(r)χˆ†σ′(0)χˆσ(0)ψˆγ(r)|Ψ〉. (4.15)
In the one-dimensional case that we are considering here, the creation operator
for one fermion of spin γ′ at position r in the bath is:
ψˆ†γ′(r) =
1√
V
(∑
l≤kF
eil.rc†lγ′ +
∑
l>kF
eil.rc†lγ′
)
, (4.16)
where V is the volume of the Fermi gas. The creation operator χˆ†σ′ for the im-
purity at the origin is still as given in (4.10). We shall demonstrate (4.15)
to be true by considering the following example for bipartite basis states
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{|αa〉 ≡ |α〉 ⊗ |a〉}. For wavefunctions of the form
|ψ〉 =
∑
α,a
ψαa|α〉|a〉, (4.17)
we have the inner product
〈βb|ψ〉 = ψβb. (4.18)
The reduced density matrix for the first space corresponding to this state is
found by tracing over space (2) in a similar fashion to that used to obtain
(4.13), with ρ(1) = Tr(2)ρ. Using (4.3) and (4.18), the expectation value of the
reduced density matrix ρ(1) thus becomes the general
〈α|ρ(1)|β〉 =
∑
a
〈αa|ψ〉〈ψ|aβ〉 =
∑
a
ψαaψ
†
βa. (4.19)
We can represent the current three-level case by writing the components of
the basis vectors in the above example as |α〉 = χˆ†α|0〉, |a〉 = ψˆ†a|F 〉, where |F 〉
is a pseudo-vacuum first introduced in Subsection 3.2.1. Consequently, the
expectation value of generic impurity operators χˆ†cχˆd becomes:
〈χˆ†cχˆd〉 = 〈ψ|χˆ†cχˆd|ψ〉
=
∑
α,a,α′,a′
ψ†α′a′〈a′α′|χˆ†cχˆd|αa〉ψαa
=
∑
α,a,α′,a′
ψ∗α′a′〈0F |ψˆa′χˆα′χˆ†cχˆdχˆ†αψˆ†a|F0〉ψαa
=
∑
α,a,α′,a′
ψ†α′a′ψαaδa′aδα′cδdα
=
∑
a
ψ†caψda. (4.20)
From (4.19) and (4.20) we can thus see that this leads to the rule
〈α|ρ(1)|β〉 ≡ 〈χˆ†αχˆβ〉. (4.21)
This is equivalent to equation (4.15), in which particular matrix elements of the
reduced density matrix are obtained by calculating the expectation values of
impurity operators χˆ†σ′(0)χˆσ(0), and the fermionic operators ψˆγ(r) and ψˆ
†
γ′(r)
pick out the single bath fermion at position r.
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The generalised equation (4.15) for calculating the elements of the reduced
density matrix of the three-level system can thus be found using (4.9), (4.10),
(4.11) and (4.16) to be expressible as:
ρredσγ,σ′γ′(r) =
1
2MV
∑
k>kF
Γk (〈0|〈F |χβckα − 〈0|〈F |χαckβ)
·
(∑
l≤kF
eil.rc†lγ′ +
∑
l>kF
eil.rc†lγ′
)
χ†σ′χσ
·
(∑
m≤kF
e−im.rcmγ +
∑
m>kF
e−im.rcmγ
)
·
∑
p>kF
Γp
(
c†pαχ
†
β|F 〉|0〉 − c†pβχ†α|F 〉|0〉
)
, (4.22)
where we have dropped the circumflex (ˆ) notation for convenience as we shall
be dealing with operators throughout.
Expanding all the terms in (4.22) produces a form from which we can deduce
which elements of the reduced density matrix are non-zero. We remember
that in the notation |F 〉|0〉 ≡ |F 〉 ⊗ |0〉 ≡ |F0〉, the Fermi sea |F 〉 acts as
a pseudo-vacuum, which we shall discuss in more detail below. We write all
four sums implicitly in a simplified notation that combines sums for elements
either above or below (and on) the Fermi surface. Consequently, the expanded
form of (4.22) becomes (see overleaf):
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ρredσγ,σ′γ′(r) =
1
2MV
( ∑
k,p>kF
∑
l,m≤kF
ΓkΓpe
il.re−im.r〈χβckαc†lγ′χ†σ′χσcmγc†pαχ†β〉 (4.23a)
−
∑
k,p>kF
∑
l,m≤kF
ΓkΓpe
il.re−im.r〈χβckαc†lγ′χ†σ′χσcmγc†pβχ†α〉 (4.23b)
+
∑
k,m,p>kF
∑
l≤kF
ΓkΓpe
il.re−im.r〈χβckαc†lγ′χ†σ′χσcmγc†pαχ†β〉 (4.23c)
−
∑
k,m,p>kF
∑
l≤kF
ΓkΓpe
il.re−im.r〈χβckαc†lγ′χ†σ′χσcmγc†pβχ†α〉 (4.23d)
+
∑
k,l,p>kF
∑
m≤kF
ΓkΓpe
il.re−im.r〈χβckαc†lγ′χ†σ′χσcmγc†pαχ†β〉 (4.23e)
−
∑
k,l,p>kF
∑
m≤kF
ΓkΓpe
il.re−im.r〈χβckαc†lγ′χ†σ′χσcmγc†pβχ†α〉 (4.23f)
+
∑
k,l,m,p>kF
ΓkΓpe
il.re−im.r〈χβckαc†lγ′χ†σ′χσcmγc†pαχ†β〉 (4.23g)
−
∑
k,l,m,p>kF
ΓkΓpe
il.re−im.r〈χβckαc†lγ′χ†σ′χσcmγc†pβχ†α〉 (4.23h)
−
∑
k,p>kF
∑
l,m≤kF
ΓkΓpe
il.re−im.r〈χαckβc†lγ′χ†σ′χσcmγc†pαχ†β〉 (4.23i)
+
∑
k,p>kF
∑
l,m≤kF
ΓkΓpe
il.re−im.r〈χαckβc†lγ′χ†σ′χσcmγc†pβχ†α〉 (4.23j)
−
∑
k,m,p>kF
∑
l≤kF
ΓkΓpe
il.re−im.r〈χαckβc†lγ′χ†σ′χσcmγc†pαχ†β〉 (4.23k)
+
∑
k,m,p>kF
∑
l≤kF
ΓkΓpe
il.re−im.r〈χαckβc†lγ′χ†σ′χσcmγc†pβχ†α〉 (4.23l)
−
∑
k,l,p>kF
∑
m≤kF
ΓkΓpe
il.re−im.r〈χαckβc†lγ′χ†σ′χσcmγc†pαχ†β〉 (4.23m)
+
∑
k,l,p>kF
∑
m≤kF
ΓkΓpe
il.re−im.r〈χαckβc†lγ′χ†σ′χσcmγc†pβχ†α〉 (4.23n)
−
∑
k,l,m,p>kF
ΓkΓpe
il.re−im.r〈χαckβc†lγ′χ†σ′χσcmγc†pαχ†β〉 (4.23o)
+
∑
k,l,m,p>kF
ΓkΓpe
il.re−im.r〈χαckβc†lγ′χ†σ′χσcmγc†pβχ†α〉
)
. (4.23p)
All the operators involved in (4.23) are fermionic and must therefore neces-
sarily adhere to the standard fermionic anticommutation relations (3.9). The
impurity and bath operators act on separate fermionic spaces, meaning we can
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write all sixteen of the fermionic strings in (4.23) as two blocks of the generic
form
〈0|χaχ†bχcχ†d|0〉〈F |cec†fcgc†h|F 〉. (4.24)
By using the fermionic anticommutation relations we can write any particular
combination of fermionic operators in this arrangement as
〈χaχ†bχcχ†d〉 = 〈(δab − χ†bχa)(δcd − χ†dχc)〉
= 〈δabδcd − δabχ†dχc − δcdχ†bχa + δadχ†bχc − χ†bχ†dχaχc〉
= δabδcd. (4.25)
The last line uses the definition of normal ordering (see Subsection 3.2.1),
which demands that the vacuum expectation value of normal ordered operators
is zero. Note that Wick’s theorem [140] makes this deduction much simpler
for longer strings of products of creation and annihilation operators, in the
case where the model is extended to more than one impurity, for example.
In deducing which terms of (4.23) are non-zero for any particular ρredσγ,σ′γ′(r)
matrix element, the first step is to note that both parties of any operator
pairing in the delta-function combinations indicated by (4.25) must be either
both above or both below the Fermi sea. This means we can immediately
halve the number of terms in (4.23) by ignoring (4.23c,d,e,f,k,l,m,n), which we
can see from the summation convention involve terms with only one operator
below (or on) the Fermi surface (e.g. c†lγ′ in (4.23c)).
For the remaining terms in (4.23), consider first the impurity space. It is clear
from (4.25) that the possible outcomes are
〈χβχ†σ′χσχ†β〉 = δβσ′δσβ, (4.26a)
〈χβχ†σ′χσχ†α〉 = δβσ′δσα, (4.26b)
or the symmetrically opposite outcomes in α, β, remembering that α 6= β by
definition from (4.11). These are the conditions for the expectation values of
the string of impurity operators to be non-zero. From (4.24) it is clear that
the conditions (4.26) must coincide with the instances where the expectation
values of the fermionic bath operators are also non-zero. We can apply the
same reasoning for the bath operators as for (4.25) to get:
〈ckαc†lγ′cmγc†pα〉 = δklδmp, (4.27a)
〈ckαc†lγ′cmγc†pβ〉 = δklδmp, (4.27b)
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and again with the symmetrically opposite expressions in α, β. Note that for
(4.27a) to be non-zero, we must also have γ′ = γ = α, and similarly (4.27b)
demands γ′ = α; γ = β. For the equations (4.27) it is again important
to consider the position of the operators relative to the Fermi sea. That is,
(4.27) is only non-zero for the terms (4.23g,h,o,p) where all operators are
above the Fermi sea. It would seem that we should have to discount the terms
(4.23a,b,i,j), because (4.27) demands δklδmp, which we know must yield zero
since k and p are above the Fermi surface while l and m are both below (or
equal to) kF . However, we must consider the implications of the Fermi sea
itself. Because the bath operators in reality act on the Fermi sea and not
the vacuum, we will show below that for (4.23a,j) it is possible to pair the
operators c†lγ′ and cmγ with their counterparts from the Fermi sea, leaving the
possibility of ckα to pair with c
†
pα. The terms (4.23b,i) can, however, never
exist even in this instance, because it results in an attempt to pair ckα with
c†pβ (and ckβ with c
†
pα), which is precluded by the fact that α 6= β by definition.
Until now we have considered the Fermi sea |F 〉 to be a pseudo-vacuum,
whereas in fact it is a product of fermionic operators up to the Fermi sur-
face, one of which would match the indices l and m from (4.23a,j):
〈F | = 〈0|cN . . . cl . . . c1
|F 〉 = c†1 . . . c†m . . . c†N |0〉. (4.28)
Since the operators in (4.28) anticommute we can move cl and c
†
m to the right
and left of their respective strings of operators, taking account of the sign
changes to become
〈F |F 〉 = 〈0|cN . . . c1cl(−1)l−1(−1)m−1c†mc†1 . . . c†N |0〉. (4.29)
This means that the expectation value 〈ckαc†lγ′cmγc†pα〉 in (4.23a) (and its sym-
metric in β counterpart (4.23j)) can be written:
〈Fl|clckαc†lγ′cmγc†pαc†m|Fm〉, (4.30)
where the shorthand 〈Fl| and |Fm〉 has been used to indicate that the respective
operators cl and c
†
m are missing from each. Now remember that in (4.23a) and
(4.23j) the indices k, p > kF and l,m ≤ kF , meaning that we can use the
anticommutation relations for their respective operators to write (4.30) as
〈Fl|clc†lγ′ckαc†pαcmγc†m|Fm〉 = 〈Fl|δllδkpδmm|Fm〉. (4.31)
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This is clearly zero unless l = m (which importantly also requires that γ′ = γ),
so for (4.23a) and (4.23j) we can effectively write
〈ckαc†lγ′cmγc†pα〉 = δkpδlm. (4.32)
We have now deduced the full set of conditions for any terms of (4.23) to
be non-zero, which provide the elements of the generalised density matrix
for the system. We have argued that only six terms from (4.23) need to be
considered, (4.23a,g,h,j,o,p), and we have shown that the expectation values in
these remaining terms can each be written as products of four delta functions.
These delta functions indicate how the matrix elements depend on the specific
α, β subsystem of interest. Specifically, we can see that (4.23a) requires (4.26a)
and (4.32) (and similarly (4.23j) requires the corresponding conditions for
α instead of β). As such, these terms will appear in the matrix elements
ρredσγ,σ′γ′ = ρ
red
βγ,βγ (and ρ
red
σγ,σ′γ′ = ρ
red
αγ,αγ) only. Similarly, (4.23g,h,o,p) require
(4.26) and (4.27) (and their respective symmetric counterparts), and thus these
terms appear only in the matrix elements ρredβα,βα, ρ
red
αβ,βα, ρ
red
βα,αβ and ρ
red
αβ,αβ,
respectively. Together, these terms populate the general 9×9 reduced density
matrix for the three-level system for all α 6= β as follows:
ρred =

ρred11,11
ρred12,12 ρ
red
12,21
ρred13,13 ρ
red
13,31
ρred21,12 ρ
red
21,21
ρred22,22
ρred23,23 ρ
red
23,32
ρred31,13 ρ
red
31,31
ρred32,23 ρ
red
32,32
ρred33,33

, (4.33)
where precise expressions for the matrix elements are calculated from (4.23),
as discussed further below.
It is clear that for any particular α, β subsystem only one of the three off-
diagonal pairs will exist, and one of the 3×3 diagonal blocks will have all zero
elements. As a simple guide to which elements are non-zero, we can further
simplify each of the remaining terms in (4.23) by noting that the respective
delta-functions imply that
ρredαβ,αβ(r) = ρ
red
βα,βα(r) = −ρredαβ,βα(r) = −ρredβα,αβ(r) = f, (4.34)
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with
f = f(r) =
1
2MV
∑
k,p>kF
Γke
i(k−p).rΓp, (4.35)
and density-like terms are found when the exponentials are unity from δlm:
ρredαγ,αγ(r) = ρ
red
βγ,βγ(r) = d, (4.36)
where
d =
1
2MV
∑
k>kF
Γ2k
∑
l≤kF
1 =
kF
2MV
∑
k>kF
Γ2k. (4.37)
Expressions (4.34) and (4.36) thus provide a straightforward recipe for deduc-
ing the non-zero elements of the reduced density matrix for any particular
α, β subsystem. For the three-level model in question, the subsystem density
matrices are provided explicitly in Appendix C. The reduced density matrix
can be used to deduce many physical properties of the system, but in par-
ticular we are here interested in the entropy measures with a view to finding
entanglement criteria.
4.2.2 Entropy measures
As discussed in Section 4.1, the density matrix and reduced density matrices
can be used to find the corresponding Re´nyi entropy (4.1):
SR(ρ) :=
1
1− δ lnTr(ρ
δ), δ > 1.
This provides a generalised entropy expression for the system, and provides a
strong condition for the presence of entanglement via the violation of (4.7).
On inspection of (4.33) for the current generalised three-level system, it can
be shown that for all possible α, β subsystems with α 6= β (see (C.2), (C.4),
(C.6) in Appendix C), the trace of the reduced density matrix raised to the
power δ can be found by the succinct closed expression:
Tr((ρred)δ) = 6dδ +
δ∑
i=1
(
2i
i!
)
δ!
(δ − i)!d
δ−if i, (4.38)
where f and d are given by (4.35) and (4.37) respectively.
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For example, the Re´nyi entropy (4.1) with δ = 2 for all α, β subsystems is
found to be:
SR(ρ
red) = − ln(6d2 + 4df + 4f 2). (4.39)
As mentioned in the introduction, the popular von Neumann entropy measure
SvN(ρ) is the δ = 1 limit of the Re´nyi entropy, and is given by (4.2). For
the current three-level system the von Neumann entropy for the possible α, β
subsystems is
SvN(ρ
red) = 5d ln(d) + (d+ 2f) ln(d+ 2f). (4.40)
The expressions for subsystem entropy contributes to the criteria for entangle-
ment in the system via (4.7). Notice that we started with the three-level singlet
state analogue (4.11), and traced out all of the bath except for a single bath
fermion. Using only this information to provide entropy measures, we find
an expression for the entanglement between the original whole bath-impurity
system and a single bath fermion plus the impurity. In this case, the criterion
can be expressed using the Re´nyi entropy for the maximally entangled state
(4.12), which will be zero since this is a pure state, and the entropy for the
α, β subsystems, which is calculated by combining (4.1) and (4.38). The crite-
rion for entanglement between the whole bath plus impurity and a single bath
fermion plus impurity is thus the violation of the following inequality:
0 ≥ 1
1− δ ln
(
6dδ +
δ∑
i=1
(
2i
i!
)
δ!
(δ − i)!d
δ−if i
)
, (4.41)
valid for any δ > 1, or alternatively for δ = 1 we replace the right hand side
of (4.41) with the von Neumann entropy limit (4.40).
Since we showed with (4.14) that the impurity is maximally entangled with the
entire bath, it would seem reasonable to expect that the inequality (4.41) will
be violated for most values of the parameters. Perhaps the more interesting
criterion is therefore for the entanglement between the single bath fermion and
the impurity. In this case we use the density matrices represented by (4.33)
(see (C.2), (C.4), (C.6)) to represent the entire system, and note that the effect
of tracing out the impurity from this joint system produces the same density
matrices as was calculated for (4.13), which gave an entropy value of ln(2).
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Thus the criterion for entanglement between the single bath fermion and the
impurity in this model is found by the violation of the following inequality:
1
1− δ ln
(
6dδ +
δ∑
i=1
(
2i
i!
)
δ!
(δ − i)!d
δ−if i
)
≥ ln(2), (4.42)
which is again valid for any δ > 1, or alternatively for δ = 1 we replace the left
hand side of (4.42) with the von Neumann entropy (4.40). This is a powerful
criterion for entanglement, and allows numerical solutions for entropy measures
and hence entanglement criteria in the model to be found given estimates of
the variational parameters Γk,Γp. Although it was reported in [101] that there
is no entanglement between the impurity and the single bath fermion in the
two-level case, it is not immediately apparent that this will be the case for
(4.42). We leave this important question open to consideration in further
work.
4.3 Feynman-Hellmann method
In the introduction to this chapter we outlined the method of using entropy as
a criterion for entanglement, and in Section 4.2 we applied this to an estimate
of the ground state of the bosonised ACS model using the variational principle.
This produced entropy measures in terms of quantities that were dependent on
variational parameters. As discussed in Sections 3.1 and 4.1, exact values of the
ground state, and indeed all the energy eigenstates of the model, may be found
by means of the Bethe Ansatz. While the results of the Bethe Ansatz are not
presented in this thesis, we show in the current section that, where an exact
ground state is available, the method for finding the correspondingly exact
values of the entropy can be extended to the case of the three-level dissipative
system of Chapter 3. We shall refer to this method as the Feynman-Hellmann
method, and the exposition follows the general argument outlined for the two-
level system in [92, 88].
For two-level systems, the expectation values of spin operators can be com-
bined to produce an expression for the density matrix of that system via
ρ =
1
2
I +
∑
i=x,y,z
〈σi〉σi. (4.43)
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As discussed in the introduction to this chapter and in Section 4.2, the density
matrix provides a wealth of information about the system, and can be used to
find entropy measures which may in turn be used as entanglement criteria and
also to indicate the degree of entanglement in the model. In the two-level case,
the Feynman-Hellmann Theorem has been used to find expressions for the ex-
pectation values of the spin-1
2
operators for the Spin-Boson Hamiltonian (3.1b)
[92, 88]. The Feynman-Hellmann Theorem states that the partial derivative
of the energy E(τ) of a system, with respect to some variable τ , is equal to
the expectation value of the partial derivative of the system Hamiltonian with
respect to that same variable (see for example [32]):
∂E(τ)
∂τ
=
〈
∂H(τ)
∂τ
〉
. (4.44)
When an exact eigenstate of a model is available, by solution of the Bethe
Ansatz for example, the Feynman-Hellmann Theorem thus enables exact cal-
culation of the expectation values derived from the system Hamiltonian. This
was done for the ground state of the delocalised phase of the two-level case in
[92], for example. Therein, entanglement measures for the Spin-Boson model
(3.1b) were found using the von Neumann entropy (4.2), which is easily cal-
culated in the two-level case, once the density matrix has been diagonalised,
to be
SvN(ρ) = −p+ ln p+ − p− ln p−. (4.45)
Here p± = (1 ±
√〈σx〉2 + 〈σy〉2 + 〈σz〉2)/2 are the eigenvalues of the density
matrix, and σx,y,z are the usual Pauli matrices (2.1). Notice that the expecta-
tion value 〈σy〉 = 0 because the SB Hamiltonian (3.1b) is invariant under the
transformation σy → −σy.
From the analogue expression for (4.43) in the three-level case we can find the
density matrix corresponding to the exactly solvable three-level Hamiltonian
(3.63) from Chapter 3. In the following subsection we will present the deriva-
tion of this three-level density matrix and in Subsection 4.3.2 we will discuss
the nature of the roots and the entropy calculation.
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4.3.1 Finding the three-level density matrix
For the three-level quantum dissipative system that was introduced in Chapter
3, the Feynman-Hellmann method of finding exact values for the entropy has
the same overall structure as for the two-level case but increases in complexity.
The 3 × 3 density matrix can be found by the analogue to (4.43) as the sum
of the expectation values of the Gell-Mann matrices λA (see (B.7)) as follows:
ρ = sI +
∑
A=1..8
〈λA〉λA, (4.46)
where s is a constant that normalises the trace of the density matrix to one,
and I is the 3× 3 identity matrix.
Recall the Hamiltonian for the three-level dissipative system (3.63):
HBQDS := ε3λ3 + ε8λ8 +∆(λ1+λ4+cos ζλ6 + sin ζλ7) +∑
p
~ωp(b
†
3pb3p+b
†
8pb8p) +
∑
p
~C3pλ3(b3p + b
†
3p) + ~C8pλ8(b8p + b
†
8p).
It is immediately clear that by discrete parity symmetry the Hamiltonian is
invariant under λ2 → −λ2 and λ5 → −λ5, meaning the expectation values
〈λ2〉 = 〈λ5〉 = 0. The main problem for finding the density matrix (4.46) for
this system is thus that the matrices λ6 and λ7 come weighted by trigonometric
factors. To deal with this, let us define another pair of matrices λ′
6
and λ′
7
,
which remain orthogonal to the standard Gell-Mann matrices:
λ′
6
= cos ζλ6 + sin ζλ7 =
 0 0 00 0 e−iζ
0 eiζ 0
 ,
λ′
7
= − sin ζλ6 + cos ζλ7 =
 0 0 00 0 −ie−iζ
0 ieiζ 0
 . (4.47)
It is straightforward to show that the combination 〈λ6〉λ6 + 〈λ7〉λ7 that is
required as a component of the density matrix (4.46) is identical to the combi-
nation 〈λ′
6
〉λ′
6
+ 〈λ′
7
〉λ′
7
. However, since the Hamiltonian (3.63) contains only
λ′
6
and not λ′
7
, we can argue by the same token as for λ2 and λ5 that the
Hamiltonian is invariant under λ′
7
→ −λ′
7
, meaning we can set 〈λ′
7
〉 = 0. This
leaves the following terms in the density matrix:
ρ = sI + 〈λ1〉λ1 + 〈λ3〉λ3 + 〈λ4〉λ4 + 〈λ′6〉λ′6 + 〈λ8〉λ8. (4.48)
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In order to find an explicit and exactly calculable expression for (4.48) we
use the Feynman-Hellmann Theorem (4.44) to find the required component
expectation values. By differentiating (3.63) with respect to ∆, ǫ3 and ǫ8
respectively we obtain the following expectation values immediately:
∂E
∂∆
= 〈(λ1 + λ4 + cos ζλ6 + sin ζλ7)〉
∂E
∂ǫ3
= 〈λ3〉
∂E
∂ǫ8
= 〈λ8〉 . (4.49)
Observe that the expectation value of the sum of operators in the first term is
linear and may therefore be separated to give:
∂E
∂∆
= 〈λ1〉+ 〈λ4〉+ cos ζ 〈λ6〉+ sin ζ 〈λ7〉 , (4.50)
= 〈λ1〉+ 〈λ4〉+ 〈λ′6〉 . (4.51)
We can further simplify the expression (4.48) for the density matrix of this sys-
tem by noting that the Gell-Mann matrices λ1, λ4 and λ
′
6
satisfy the following
symmetry. For the operator U and inverse
U =
 0 0 11 0 0
0 1 0
 , U−1 =
 0 1 00 0 1
1 0 0
 , (4.52)
we have
Uλ1U
−1 = λ6, Uλ6U−1 = λ4, Uλ4U−1 = λ1. (4.53)
Consider now the matrix R(ζ) and its inverse:
R(ζ) =
 1 0 00 1 0
0 0 eiζ
 , R−1(ζ) =
 1 0 00 1 0
0 0 e−iζ
 . (4.54)
Using the operators U and R(ζ) in combination shows that we can transform
matrices λ1 → λ′6 → λ4 → λ1:
R(ζ)Uλ1U
−1R−1(ζ)=λ′
6
, R(ζ)Uλ′
6
U−1R−1(ζ)=λ4, R(ζ)Uλ4U−1R−1(ζ)=λ1.
This means that we can effectively write (4.51) as
∂E
∂∆
= 3 〈λ1〉 ≡ 3 〈λ4〉 ≡ 3 〈λ′6〉 . (4.55)
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With these simplifications the density matrix (4.48) can now be written in
terms of precise values, which we know may be calculated exactly by the
Bethe Ansatz:
ρ =
1
3
I + 〈λ1〉λ1 + 〈λ3〉λ3 + 〈λ1〉λ4 + 〈λ1〉λ′6 + 〈λ8〉λ8
=
1
3
I +
1
3
∂E
∂∆
(λ1 + λ4 + λ
′
6
) +
∂E
∂ǫ3
λ3 +
∂E
∂ǫ8
λ8
=
1
3
I +
 b+
c√
3
a a
a −b+ c√
3
ae−iζ
a aeiζ −2c√
3

=
1
3
I + ρ˜, (4.56)
where we have used the shorthand notation
a =
1
3
∂E
∂∆
, b =
∂E
∂ǫ3
and c =
∂E
∂ǫ8
. (4.57)
Note also that for this 3 × 3 system we have Tr(ρ) = 3s and so to normalise
Tr(ρ) = 1 we have set s = 1
3
.
In finding the exact values of the entropy using the derivatives that make up
the components of the density matrix, it is important to remember that ζ
is not a free parameter, but in fact sets the limit within which the model is
exactly solvable via the relation (3.72):
cot2(ζ) =
sin2 J‖
sin(J⊥+J‖) sin(J⊥−J‖) . (4.58)
In Section 3.4 we found the relationship between the coupling parameters
J‖, J⊥ and the calculable components ∆, Cp3 and Cp8 of the three-level dissi-
pative system.
We have now found the density matrix for the three-level dissipative system
Hamiltonian (3.63). In the following subsection we will find the nature of
the roots of this matrix and outline the method for finding the corresponding
entropy, which provides an in-principle exact upper bound on the inequality
(4.7), the violation of which indicates entanglement. We will conclude the
chapter with some observations and suggestions for further work.
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4.3.2 Nature of the roots and entropy measure
In order to find the entropy measure for use in the entanglement criterion
(4.7), we find the roots of the density matrix (4.56) of the three-level Hamil-
tonian (3.63). We may find the nature of the roots of this density matrix by
considering the characteristic polynomial corresponding to ρ˜ from (4.56), for
ease of calculation. The characteristic equation for ρ˜ with eigenvalues x is the
following cubic function:
x3 − (3a2 + b2 + c2)x−
(
2b2c√
3
− 2c
3
3
√
3
+ 2a3 cos(ζ)
)
= 0, (4.59)
where a, b and c are given by (4.57). Notice in particular that the diagonal
elements in ρ˜ sum to zero, meaning there are no quadratic terms in x in (4.59).
We can find the nature of the roots of (4.59) by differentiating, which gives
3x2 − 3a2 − b2 − c2 = 0, (4.60)
and corresponding discriminant
36a2 + 12b2 + 12c2. (4.61)
Since the Hamiltonian (3.63) is hermitian, we must have real parameters a, b, c,
and consequently we can see that the discriminant (4.61) of the derivative
of the characteristic equation (4.59) must always be strictly positive. This
confirms that ρ˜ from (4.56) must always have three real roots. Moreover,
since we know that the density matrix (4.56) must be positive we can say that
the three roots must always be greater than or equal to zero.
The characteristic equation (4.59) has the generic form
x3 − ax− b = 0. (4.62)
Cardano’s method [36, 37] provides a straightforward method for solving such
cubic functions, yielding roots:
x = u+
a
3u
, (4.63)
where
u =
3
√
−b
2
±
√
b2
4
+
a3
27
. (4.64)
In the current case there are three distinct real roots x1, x2, x3, which can be
found by considering the three cube roots in u, i.e. the primary root, and the
primary root multiplied by the factors (−1
2
±
√
3i
2
) = −e± ipi3 .
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Explicit calculation for zero bias
If we consider the case of zero bias (ǫ3 = ǫ8 = 0), the characteristic equation
(4.59) becomes
x3 − 3a2x− 2a3 cos(ζ) = 0, (4.65)
which we know from (4.63) and (4.64) will have roots
x = u+
a2
u
, (4.66)
with
u =
3
√
a3 cos(ζ)±
√
a6 cos2(ζ)− a6
= ae±
iζ
3 . (4.67)
Explicitly, the three distinct real roots x1, x2, x3 are found by considering the
three cube roots in u, from the primary root (4.67) and the primary root
multiplied by the factors −e± ipi3 :
u1 = ae
± iζ
3 ,
u2 = −ae±
i(ζ+pi)
3 ,
u3 = −ae±
i(ζ−pi)
3 . (4.68)
Combining (4.68) with (4.66) gives the final solutions for the eigenvalues x:
x1 = a
(
e
iζ
3 + e−
iζ
3
)
= 2a cos
(
ζ
3
)
,
x2 = −a
(
e
i(ζ+pi)
3 + e−
i(ζ+pi)
3
)
= −2a cos
(
(ζ+pi)
3
)
,
x3 = −a
(
e
i(ζ−pi)
3 + e−
i(ζ−pi)
3
)
= −2a cos
(
(ζ−pi)
3
)
. (4.69)
Since the matrix ρ in (4.56) differs from ρ˜ by a third times the identity matrix,
it is clear that the eigenvalues r1, r2, r3 of ρ are given by the three real, positive
eigenvalues x1, x2, x3 of ρ˜:
r1 =
1
3
+ 2a cos
(
ζ
3
)
, r2 =
1
3
− 2a cos
(
(ζ+pi)
3
)
, r3 =
1
3
− 2a cos
(
(ζ−pi)
3
)
.(4.70)
From this one can deduce the Re´nyi entropy from (4.1):
SR(ρ) =
1
1− δ ln
(
rδ1 + r
δ
2 + r
δ
3
)
, (4.71a)
=
1
1− δ ln
((
1
3
+ 2a cos
(
ζ
3
))δ
+
(
1
3
− 2a cos
(
(ζ+pi)
3
))δ
+
(
1
3
− 2a cos
(
(ζ−pi)
3
))δ)
, (4.71b)
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and the corresponding von Neumann entropy from (4.2):
SvN(ρ) = −Tr(ρ ln ρ)
= −(r1 ln r1 + r2 ln r2 + r3 ln r3) (4.72a)
=
(
1
3
+ 2a cos
(
ζ
3
) )
ln
(
1
3
+ 2a cos
(
ζ
3
) )
+
(
1
3
− 2a cos
(
(ζ+pi)
3
))
ln
(
1
3
− 2a cos
(
(ζ+pi)
3
))
+
(
1
3
− 2a cos
(
(ζ−pi)
3
))
ln
(
1
3
− 2a cos
(
(ζ−pi)
3
))
. (4.72b)
The Re´nyi entropy (4.71b) provides the upper bound for the criterion on en-
tanglement by (4.7) in the case of zero bias, where a violation of the inequality
for any δ > 1 indicates entanglement, and similarly the von Neumann entropy
(4.72b) provides the upper bound for the case δ = 1. For the general case
of characteristic equation (4.59), the expressions (4.71a) and (4.72a) give a
direct, and in principle exactly calculable, upper bound for the criterion for
entanglement in the three-level dissipative system from Chapter 3.
4.4 Discussion
In Chapter 3 we developed a new exactly solvable three-level dissipative sys-
tem by bosonisation of an Anisotropic Coqblin-Schrieffer (ACS) model. The
development followed the analogous case of the bosonisation of the spin-1
2
anisotropic Kondo model, and we were investigating this family of exactly
solvable models to expose the details of the interaction between a quantum
and a classical system. In the current chapter we have broadened the analysis
of this quantum-classical interaction by extending two existing methods for
calculating measures of entanglement in bipartite system-environment models
to the three-level case. In the first instance we generalised a method relying
on a variational approximation to the ground state of the model in Section
4.2, and in Section 4.3 we demonstrated the in-principle exact calculation of
entanglement measures using the Feynman-Hellmann method. Both methods
are experimentally accessible, and both have previously been used to study
entanglement in the bipartite case.
The development of the variational approach in Section 4.2 found the 9 × 9
reduced density matrix of the system and found all of its non-zero elements
108 4.4. DISCUSSION
explicitly by utilising the anticommutation relations of the fermionic operators
involved, and the possibility of pairing with operators from the Fermi sea.
From the reduced density matrix we found a closed form for its trace to a
general power for use in the Re´nyi entropy in Subsection 4.2.2. An expression
for the von Neumann entropy was also calculated, as this is often quoted
as an entanglement measure in the literature, and gives the entanglement
criterion for the case δ = 1. Using the pure state density matrix for the
entire bath and impurity system to provide the upper bound for the entropic
inequality (where a violation of the inequality demonstrates entanglement),
the criterion for entanglement between this whole composite system and the
system of a single bath fermion plus the impurity was presented. Furthermore,
the criterion for entanglement between the single impurity and a single bath
fermion was presented, where the entropy for the reduced density matrix of the
impurity alone provides the upper bound of the inequality. Numerical results
for these entropy criteria may be calculated experimentally with estimates for
the variational parameters.
The variational approach to entanglement is by its nature a numerical approx-
imation. It was shown in Chapter 3 that the ACS model was exactly solvable,
and to make use of this we found analytic expressions in Section 4.3 from which
the density matrix could be calculated exactly. The Feynman-Hellmann the-
orem was used to find the density matrix of the three-level dissipative system
Hamiltonian in terms of derivatives of the ground state energy, which is in
principle exactly calculable from the Bethe Ansatz. Clear expressions for the
density matrix and its components were given, and we demonstrated the en-
tropy calculations explicitly for the case of zero bias. These entropy measures
can again serve as the upper bound on the entanglement criterion. As men-
tioned in the introduction to this chapter, entropy measures can be used to
give a measure of the degree of entanglement, which is an exciting prospect
for further work on this model, promising more insight into the relationship
between the system and its environment.
We have argued that the Re´nyi entropy is adequate as a criterion for en-
tanglement. In consideration of the above suggestion to extend the work of
this chapter to discuss entanglement measures, it is of course important to
establish conclusively the validity of the Re´nyi and von Neumann entropies
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for this purpose. This would require a detailed examination of their handling
of the structure of entangled states. The non-locality suggested by a violation
of the CHSH inequalities might, for example, indicate that some non-additive
entropic measure such as the Tsallis entropy [126] is a better choice of measure.
There are a number of other possible further extensions to the methods and
models discussed in this chapter. In Section 4.2 we used an extension of
the two-level singlet state with variational parameters as the approximation
to the ground state of the three-level system. Alternative representations of
low-lying states include the symmetric (sextet) analogue of the antisymmetric
triplet which we have studied, and an anonymous reviewer has suggested that
using a hole wavefunction
|Ψ〉 =
∑
α,k
Γkck,αχ
†
α|F 〉, (4.73)
which is an SU(3) singlet, might have lower energy and thus be a better ap-
proximation to the ground state. In further work it would thus be informative
to find the entropy and entanglement measures relating to these alternative
starting points. Furthermore, the careful exposition of the details of calculat-
ing the non-zero elements of the reduced density matrices can also be adapted
easily to alternative system-environment Hamiltonians, and include multiple
impurities, for example. Similarly, the Feynman-Hellmann method for deduc-
ing the exactly calculable elements of the density matrix as described in Section
4.3 can be extended to other exactly-solvable system-environment Hamiltoni-
ans.
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Chapter 5
Conclusion
This thesis in theoretical physics has investigated quantum entanglement with
specific examples of the relationship between quantum and classical systems
in order to help clarify the transition from quantum to classical theory. We
motivated this investigation in the Introduction by highlighting the lack of
consistent fundamental theory as demonstrated by the EPR paradox. Exper-
imental confirmation of the entanglement phenomenon confirms the tension
between the uncertainty principle and special relativity, compounding the need
to re-assess the approach to the quantum-classical boundary, which this thesis
begins to address.
5.1 Chapter summary
We began, in Chapter 2, by outlining the construction of experimentally verifi-
able tests of the EPR paradox. We demonstrated how the exact, mathematical
transcription of the paradox could be given a regularisation to facilitate com-
parison with current experimentally accessible states from quantum optics.
We showed that current tests using bipartite NOPA-states approach the same
EPR limit as the exact transcription, with the same maximum level of locality
violation as measured by the CHSH inequalities through their Wigner function
transcription. Furthermore, we proposed a regularised mathematical tran-
scription of the EPR paradox extended to tripartite continuous variable states
(η-states). We demonstrated carefully the structure of these states and again
compared them with their GHZ NOPA-type quantum optics counterpart. In
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this case, we showed that the GHZ NOPA-type and regularised η-states have
significant differences in their structure, and their mathematical transcriptions
do not approach equivalence. Whereas the GHZ NOPA-type states approach
maximal inequality violation for a single value of the regularisation parameter
(corresponding to infinite squeezing), the regularised η-states exhibit two re-
gions of violation. This opens the question as to whether there are alternative
experimental ways to approach CHSH and locality violation.
The locality violation demonstrated in Chapter 2 highlighted the curious clas-
sical interpretation of the effects of a quantum phenomenon. In contrast, we
considered the effects of classical phenomena on quantum descriptions in Chap-
ter 3. This included a discussion of the examples of the Spin-Boson and Kondo
models in which a quantum impurity interacts with an environment or bath.
The exposition followed the explicit mathematical development of the models
in order to reveal the details of this interaction. We demonstrated the well-
known equivalence of the Spin-Boson and spin-1
2
XXZ-type anisotropic Kondo
model for the special case of ohmic coupling, and used this established method
of relating a fermion gas-impurity model to its dissipative system counterpart
to investigate an extension of the equivalence to other exactly solvable models.
The careful re-examination of the link between these models used the meth-
ods of constructive bosonisation and unitary transformation, with emphasis
on the role of the Klein factors and coupling coefficients in the interpretation
of the structure of the model. The details revealed a previously unreported
observation regarding the fully anisotropic XY Z-type Kondo model, which
we showed corresponds to an exactly solvable, extended two-level system with
the upper and lower levels having infinite degeneracy.
The analysis of fermion gas-impurity models continued in Chapter 3 by show-
ing that an extension of the methods to exactly solvable three-level quantum
dissipative systems (3LQDS) was possible. This was demonstrated in detail
starting from an Anisotropic Coqblin-Schrieffer model, using the methods of
bosonisation and unitary transformation. As in the XY Z-type case, partic-
ular attention was given to the role of the Klein factors, and the coupling
parameters. The model was shown to be exactly solvable by demonstrating
that the scattering matrix of the model could be reparametrised in terms of
the trigonometric R-matrix for the A12 series which obeys the Yang-Baxter
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equation.
In Chapter 4 we found expressions for the criterion for entanglement in the
three-level dissipative system discussed in Chapter 3. We demonstrated the
construction of a reduced density matrix from a proposed ground state wave-
function, using a variational Ansatz as an example. Recognising that an exact
solution to the 3LQDS model is in principle calculable by the Bethe Ansatz we
found the exact joint system density matrix directly from the model Hamilto-
nian via the Feynman-Hellmann Theorem. In both instances we extended the
explicit procedure for the methods involved from the known two-level case to
the three-level model in a way that may be extended further easily to a range
of other systems of interest. In each case we gave entropy measures for these
density matrices to provide a criterion for entanglement in the model, and
laid the foundations for developing entanglement measures in the three-level
model.
5.2 Discussion and further work
This thesis has examined and extended in intricate detail some well-known
models from theoretical physics, to help bring some further information to the
debate regarding the quantum-classical transition. Throughout the develop-
ments we have been careful to include frequent indicators of the experimental
accessibility of results, in recognition of the importance that such corrobora-
tion has for scientific advancement. The discussion sections of each chapter
provide several suggestions for practical applications and further work, some
of which we will summarise here and provide some further comment.
The emergence of differences between the tripartite EPR-type η-states and the
GHZ NOPA-type states in Chapter 2 suggests the possibility that these may
translate into experimental differences. The theory that led to the develop-
ment of the tripartite η-states may be extended with relative ease to include a
whole family of such potentially interesting states. Firstly, note that the pre-
sentation discussed the canonically conjugate pair of difference in position and
total momentum. A parallel exposition may easily be presented for the alter-
native starting point of difference in momentum and total position, along with
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the tripartite counterpart to this example. Moreover, the η-state regularisa-
tion parameters can be exchanged for any other regularisation parameter that
preserves the state symmetry, and can include cases where the regularisation
weighting of each mode is considered independently (i.e. three regularisation
parameters for the tripartite state). In Subsection 2.3.2 we examined a few
clear choices for phase space parameters to extremise the CHSH inequalities
using the η-states, but a fuller investigation could document the behaviour of
these inequalities for the entire parameter space. A similar analysis can also
be conducted with the N -partite state generalisation.
We have chosen to present in this thesis the CHSH violation of the Gaussian
limit η = 0 for the EPR-type states, as this is required for current experimental
protocols. However, it may well be of theoretical interest to examine the full
non-Gaussian expressions in more detail, and they may in the future provide
some experimentally accessible information. To further develop the practical
applicability of the current results it will be instructive to formalise the re-
lationship between the Bell-operator notation for the CHSH inequalities and
the variance calculations used in quantum optics, as well as the experimental
interpretation of the new regularisation parameters and their limits.
In the thesis we used the EPR example with CHSH inequality violation to
highlight the inconsistency in current fundamental theory. In terms of the
interpretation of this inequality violation, we mentioned in the Introduction
that it is regarded as a violation of locality, and that there is some contro-
versy over what this means in practical terms, with the distinction between
locality and causality. The EPR experiment, which gives rise to correlations
repeatedly confirmed by experiment, is simply a mathematical consequence
of entangled states, and in itself offers no explanation of its relationship to
classical environments or special relativity. Nevertheless the example is clear
in its confirmation of a paradox in fundamental physical theory by juxtapos-
ing the clear understanding of the mathematical structure of entangled states
and the strange consequences for classical interpretation – that locality can be
violated.
Having seen the effect of quantum structures on classical interpretation, we
continued the investigation into the quantum-classical relationship by study-
ing the effects of a classical environment interacting with a quantum system in
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Chapters 3 and 4. In the process we demonstrated the utility of the construc-
tive bosonisation method for relating fermion gas-impurity models to their
quantum dissipative system counterpart, and exposed the intricacies of the
technique. It is worth noting that while we applied the bosonisation proce-
dure to Hamiltonians in this thesis the method applies equally well to the
bosonisation of states, and it may be informative to bosonise the fermionic
bath from the Kondo model, for example.
The re-analysis of the well-known XY Z-type model in Subsection 3.3.2 us-
ing the detailed bosonisation procedure showed the model corresponds to an
exactly solvable, extended two-level system with the upper and lower levels
having infinite degeneracy. This may facilitate new developments for quantum
random walks, where each step of the walk is interpreted as a jump to a neigh-
bouring site on the lattice. Bethe Ansatz methods may provide new analytic
insight into the walker behaviour, and further investigations may reveal the
details of the influence of the oscillator bath on the walker performance.
The analysis of an Anisotropic Coqblin-Schrieffer model in Section 3.4 led to
a new exactly solvable three-level dissipative system. It might be possible to
map the bosonised ACS model to other dissipative systems through alterna-
tive standard R-matrices. Since the ACS Hamiltonian is only one of many
possible Fermi-gas starting points for the bosonisation procedure, it could be
expected that the same method might reveal more exactly solvable dissipa-
tive systems. The range of applications and importance of such models in
condensed matter theory makes this an exciting prospect indeed. The theory
for the three-level system discussed herein applies to any triatomic triple well
potential, such as ammonia, the methyl −CH3 and Bose-Einstein condensate
atomic transistors, to mention only a few. Due to the many applications of
models similar to the bosonised ACS model, there are a wealth of different ap-
proaches to their analysis in the literature. The ACS model deserves a rigorous
contextualisation within this greater body of research, but this is beyond the
scope of this thesis. A review of the models and the relationship between their
mathematical descriptions would require a detailed analysis, but the yield in
terms of interpretational clarity may well make the task worthwhile.
It was demonstrated in Subsection 3.4.1 that the ACS model is exactly solv-
able. The consequence is that one of the most important extensions to the
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work on the ACS model is finding its exact solution by the Bethe Ansatz.
Not only does this enable the calculation of a range of useful dynamical and
thermodynamical quantities such as magnetic susceptibility and specific heat,
but also the exact values of entropy calculations through the derivatives of
the energy eigenvalues as indicated in Chapter 4. For the cases where an
exact solution is not known, we showed in Section 4.2 that useful entropy
measures may be found nevertheless, using a variational approach. We gave
clear procedures for calculating these, and calculations of the reduced den-
sity matrices showed a more subtle dependency on the particular states of
the impurity and bath than was apparent in the spin-1
2
Kondo case. Explicit
numerical evaluation of the entropy measures can be done by finding the val-
ues of the variational parameters involved. Moreover, the investigation can
be extended by considering alternative possible ground states for the model
and finding the corresponding entropy measures. A most interesting extension
for both the variational and Feynman-Hellmann approaches is the calculation
of entanglement measures, rather than simply entanglement criteria from the
entropy. However, as mentioned in Section 4.4, the validity of any particular
entropy measure for dealing with the structure of entangled states should also
be considered in more detail.
So far we have mentioned a range of generalisations and suggestions for further
work for each of the investigations covered in this thesis. The overarching topic
of this thesis – the quantum-classical transition – is of course so wide that we
could never hope to touch on every facet in one thesis. We have only very
lightly introduced the concept of decoherence, and discussed its relationship
to dissipation, but it is clear that a fuller investigation of its relationship with
all the parameters in the models is of crucial importance to the topic. In that
regard, one might also want to consider the relationship between all four of the
canonical system-environment models used to discuss dissipation and decoher-
ence. The four include spin-boson and spin-spin models as discussed herein, as
well as boson-boson models (quantum Brownian motion) and boson-spin mod-
els [111]. Much work has been done in formalising the relationship between
the Spin-Boson and Kondo models, but the details of this fuller canonical set
of models may contain further insights.
The emphasis of this thesis has been on exposing explicit details of simple mod-
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els relating to the quantum-classical interface. The investigation has revealed
new insights and the development of new models, and we have suggested sev-
eral possibilities for practical applications. Particular focus has been on high-
lighting the tension between quantum and classical theory and establishing
the structure of entangled states, using quantum system-environment models
to reveal details of their interaction, and providing a means for investigating
their entanglement relationship. The further work suggested in this chapter
– in particular solving the Bethe Ansatz for the ACS model, finding explicit
and exact values for the entanglement criteria, and extending the investigation
to precise entanglement measures – shows great promise for further develop-
ing the examination of the quantum-classical transition. As such the work
presented herein provides a firm foundation for the re-examination of this re-
lationship more generally.
Appendix A
Additional notes and working to
Chapter 2
A.1 Normalisation of bipartite |η〉s
The regularised bipartite EPR-state transcription is given by (2.8):
|η〉s := N2 e−
1
2s2
|η|2+ 1
s
ηa†− 1
s
η∗b†+ 1
s2
a†b†|00〉.
In order to normalise we first find
s〈η′|η〉s = 〈00|N2e−
1
2s2
|η′|2+ 1
s
η′∗a− 1
s
η′b+ 1
s2
ab ·N2e−
1
2s2
|η|2+ 1
s
ηa†− 1
s
η∗b†+ 1
s2
a†b†|00〉.
We inset a complete set of coherent states (2.42) to get:
s〈η′|η〉s = N
2
2
π
e−
1
2s2
(|η′|2−|η|2)
·
∫ ∫
〈00|e 1s η′∗a− 1s η′b+ 1s2 ab|w, z〉〈w, z|e 1s ηa†− 1sη∗b†+ 1s2 a†b†|00〉d2wd2z
=
N22
π
e−
1
2s2
(|η′|2−|η|2)
·
∫ ∫
e−(|w|
2+|z|2)e
1
s
η′∗w− 1
s
η′z+ 1
s2
wze
1
s
ηw∗− 1
s
η∗z∗+ 1
s2
w∗z∗d2wd2z.
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We rearrange the exponentials in the integral to fit the form required for
Berezin’s formula (2.46) to get:
s〈η′|η〉s = N
2
2
π
e−
1
2s2
(|η′|2−|η|2)
∫∫
exp
−12(w, z, w∗, z∗)

0 − 1
s2
1 0
− 1
s2
0 0 1
1 0 0 − 1
s2
0 1 − 1
s2
0


w
z
w∗
z∗

+
(
1
s
η′∗,−1
s
η′,
1
s
η,−1
s
η∗
)
w
z
w∗
z∗

 d2wd2z.
On using the formula (2.46) this becomes:
s〈η′|η〉s = N22 e−
1
2s2
(|η′|2−|η|2)
det

1 0 0 − 1
s2
0 1 − 1
s2
0
0 − 1
s2
1 0
− 1
s2
0 0 1


−1/2
× exp
12
(
1
s
η′∗,−1
s
η′,
1
s
η,−1
s
η∗
)
1 0 0 − 1
s2
0 1 − 1
s2
0
0 − 1
s2
1 0
− 1
s2
0 0 1

−1
1
s
η
−1
s
η∗
1
s
η′∗
−1
s
η′


= N22 e
− 1
2s2
(|η′|2−|η|2)
√
s8
s8 − 2s4 + 1
× exp
 s22(s4 − 1)
(
1
s
η′∗,−1
s
η′,
1
s
η,−1
s
η∗
)
s2 0 0 1
0 s2 1 0
0 1 s2 0
1 0 0 s2


1
s
η
−1
s
η∗
1
s
η′∗
−1
s
η′


=
N22 s
4
(s4 − 1)e
− 1
2s2
(|η′|2−|η|2) exp
(
s2
2(s4 − 1)
×
(
η′∗η − 1
s2
η′∗η′ + η′η∗ − 1
s2
η′η′∗ − 1
s2
ηη∗ + ηη′∗ − 1
s2
η∗η + η∗η′
))
.
Setting η′ = η we find
s〈η|η〉s = N
2
2 s
4
(s4 − 1) exp
(
− 1
s2
|η|2 + s
2
2(s4 − 1)
(
4|η|2
(
1− 1
s2
)))
=
N22 s
4
(s4 − 1) exp
(
|η|2 (s
2 − 1)
s2(s2 + 1)
)
,
making the normalisation condition:
N22 s
4
(s4 − 1) exp
(
|η|2 (s
2 − 1)
s2(s2 + 1)
)
= 1,
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with the result
|N2| =
∣∣∣∣(s4 − 1)1/2s2 exp
(
−1
2
|η|2 (s
2 − 1)
s2(s2 + 1)
)∣∣∣∣ . (A.1)
A.2 Normalisation of tripartite |η, η′, η′′〉s
The normalisation of the tripartite state (2.30) proceeds in the same way as
the construction of (A.1), by inserting a complete set of coherent states (2.42)
and integrating using Berezin’s formula (2.46). In this case the relevant inverse
matrix and determinant are the same as shown in-text for the tripartite Wigner
function in (2.48) and (2.49) respectively. This leads to
s〈η, η′η′′|η, η′, η′′〉s = N
2
3 s
6
(s4 − 1)√s4 − 4 exp
((
s4− 1
2s2
− 3
)(|η|2 + |η′|2 + |η′′|2)
+
(
s4 − 2
s2
)
(η∗η′∗ + η∗η′′∗ + η′′∗η′∗ + η′η + η′′η + η′′η′)
+η′η∗ + η′′η∗ + ηη′∗ + η′′η′∗ + ηη′′∗ + η′η′′∗
+
1
s2
(
η2 + η′2 + η′′2 + η∗2 + η′∗2 + η′′∗2
))
=
N23 s
6
(s4 − 1)√s4 − 4 exp(F (η, η
′, η′′)), (A.2)
from which we deduce
|N3|2 =
∣∣∣∣(s4 − 1)
√
s4 − 4
s6
e−F (η,η
′,η′′)
∣∣∣∣ . (A.3)
Appendix B
Additional notes and working to
Chapter 3
B.1 Charge sector projection
This section of the appendix is a reproduction of the original appendix which
appeared in J.Phys.A 43(25):255305 [78].
It was pointed out in the text that the bosonisation transcription was carried
out to the neglect of various terms accumulating fermion-number (charge)
dependent factors. For example the longitudinal couplings in the three-level
model (3.57) certainly amount to a sum over not only the bosonic modes,
which is of course one source of the dissipative coupling, but also contain an
explicit number operator term. Similarly the standard expression for the bi-
linear fermion kinetic energy term (involving as it does a derivative of the
fermion field, albeit evaluated at zero) is known to contain a term quadratic
in the respective charge operators (in fact the coefficients can also differ for
different fermionic boundary conditions, but we do not need this option for
our basic derivation). Overall we assume that the residual fermion number
terms amount to an additional contribution from these sources of
C
∑
α
N̂2α +
∑
α
CαN̂α ≡ C
(
N̂2
3
+ N̂2
8
)
+
(
C3N̂3 + C8N̂8
)
+
(
CN̂2
0
+ C0N̂0
)
.
As mentioned already, total fermion charge is conserved, so for N̂0 taken fixed
at eigenvalue N0 say, the last term is an additive constant. For the remaining
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terms we turn to the relative conserved quantities N̂3 + S3, N̂8 + S8 and to
the projections onto fixed eigenspaces with eigenvalues M3, M8, respectively.
Introduce weight labels |m, y〉 for the basis of the three-dimensional represen-
tation of SU(3) corresponding to the the impurity system states, where m,
y are the eigenvalues of λ3, λ8 (so that
1
2
m, 1
2
y are the correctly normalised
eigenvalues of 1
2
λ3 = S3 and
1
2
λ8 = S8, or isospin and hypercharge, respec-
tively). Imposing the projections, we see that for the total states |m, y;ψ〉, the
fermionic part |ψ〉 must have charges N3 = M3 − 12m, N8 = M8 − 12y and the
charge dependent piece becomes on these states
C
(
M2
3
+M2
8
)
+ 1
4
(m2 + y2) + (C3M3 + C8M8
)
−(CM3 + 12C3)m− (CM8 + 12C8)y. (B.1)
Finally note that the weight basis of the three-dimensional fundamental repre-
sentation is |±1, 1/√3〉 and |0,−2/√3〉, so that by construction (m2+y2) ≡ 4
3
for all states. Thus the first line of the transcription is a further additive
constant, while the second line amounts to an external ‘magnetic’ coupling
and hence an adjustment to the detuning parameters ε3, ε8, by a shift of
−(CM3 + 12C3), −(CM8 + 12C8), respectively.
B.2 Equivalence of SB Model and XXZ-type
spin-12 Kondo model
B.2.1 Constructive bosonisation
Here we demonstrate the equivalence of equations (3.35) and (3.36), setting
~ = vF = 1 for convenience in this intermediate working. The emergent
exponential damping term dependent on the regularisation parameter a is
commonly ignored in the literature, as Leggett et al discuss in [95] that the
free Hamiltonian may be left unrestricted when the cutoff is imposed on the
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coupling terms. Starting with (3.36) we find:
HB0 =
∫ L/2
−L/2
dx
2π
1
2
: (∂xϕα(x))
2 :
=
∫ L/2
−L/2
dx
2π
1
2
:
(
∂x
(
−
∑
p>0
1√
np
(eipxb†pµ + e
−ipxbpα)e−ap/2
))2
:
=
∫ L/2
−L/2
dx
2π
1
2
:
(
−
∑
p>0
ip√
np
(eipxb†pα − e−ipxbpα)e−ap/2
)2
:
=
∫ L/2
−L/2
dx
2π
1
2
:
(∑
n>0
2πi
√
n
L
(e2piinx/2b†nα − e−2piinx/2bnα)e−apin/L
)
×
(∑
n>0
2πi
√
n
L
(e2piinx/2b†nα − e−2piinx/2bnα)e−apin/L
)
:
=
1
4π
(
2πi
L
)2 ∑
m>0
∑
n>0
√
mn
∫ L/2
−L/2
e−api(m+n)/L
× : [e2piix(m+n)/Lb†nαb†mα − e2piix(m−n)/Lbnαb†mα
−e2piix(m−n)/Lb†nαbmα + e2piix(m+n)/Lbnαbmα
]
: dx.
Note we dropped the q subscript on the n since it was superfluous in the
calculation. Looking at the individual parts of the integral we see that:
∫ L/2
−L/2
e
i2pix(m+n)
L dx =
L
2πi(m+ n)
[
eipi(m+n) − e−ipi(m+n)] = 0, m, n > 0.∫ L/2
−L/2
e
i2pix(m−n)
L dx = 0, ∀ m 6= n
= L, if m = n.
Thus we have remaining terms for the case m = n only, giving:
HB0 = −
π
L2
∑
n>0
ne
2pian
L :
[−Lbnαb†nα − Lb†nαbnα] :
=
π
L
∑
n>0
ne
−2pian
L :
[
2b†nαbnα
]
:
=
∑
p>0
pb†pαbpαe
−ap. (B.2)
Here we used the fact that bb† is b†b in normal ordered form.
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B.2.2 Unitary mapping
Here we provide further calculational details for the derivation of equations
(3.41) and (3.42) in the main text. See also Appendix B.1 for comment on the
fermion number dependent terms which are omitted here.
Unitary operation with operator U = ei
√
2SzϕS(0) on the free Hamiltonian H0
from (3.37) produces
UH0U
† = H0 +
[
i
√
2SzϕS(0), H0
]
= H0 +
√
2ivF~Sz
4π
(∫ L/2
−L/2
[
ϕS(0), (∂xϕS(x))
2] dx)
= H0 +
√
2ivF~Sz
4π
(∫ L/2
−L/2
(2πiδ(0−x)∂xϕS(x) + ∂xϕS(x)2πiδ(0−x)) dx
)
= H0 +
√
2ivF~Sz
4π
(4πi∂xϕS(0))
= H0 −
√
2vF~Sz∂xϕS(0)
= H0 − 2ivF~Sz
∑
p>0
√
πp
L
e−ap/2
(
bpS − b†pS
)
, (B.3)
where we have used the fact that charge/spin combinations commute and
∂ϕS
∂x
∣∣∣∣
x=0
=
∂
∂x
1√
2
(ϕ↑(0)− ϕ↓(0))
=
1√
2
∑
p
n−1/2p ipe
−ap/2
(
bp↑ − b†p↑ − bp↓ + b†p↓
)
=
∑
p
√
2πp
L
ie−ap/2(bpS − b†pS). (B.4)
The perpendicular term (3.38) requires the BCH rule and exponential expan-
sion to remove the exponential factors. We have made use of the commutation
relations
[Sz, S−] = −S−
[Sz, [Sz, S−]] = [Sz,−S−] = S−, (B.5)
in the exponential expansion showing unitary transformation of the spin op-
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erators results in
US−U † = S−
(
1− i
√
2ϕS +
1
2
(i
√
2ϕS)
2 − 1
3
(i
√
2ϕS)
3 + . . .
)
= e−i
√
2ϕS(0)S−
US+U
† = ei
√
2ϕS(0)S+. (B.6)
B.3 Gell-Mann matrix notation for
Section 3.4
Gell-Mann matrices λA are one of the many possible representations of the
special unitary group SU(3), and are the 3×3 equivalent of the Pauli matrices
(2.1) as used in the two-level cases outlined in Subsections 3.3.1 and 3.3.2
because they are traceless, hermitian and Tr(λiλj) = 2δij. The group has
dimension 8 and the standard representation is:
λ1 =
 0 1 01 0 0
0 0 0
 , λ2 =
 0 −i 0i 0 0
0 0 0
 , λ2 =
 1 0 00 −1 0
0 0 0
 ,
λ4 =
 0 0 10 0 0
1 0 0
 , λ5 =
 0 0 −i0 0 0
i 0 0
 , λ6 =
 0 0 00 0 1
0 1 0
 ,
λ7 =
 0 0 00 0 −i
0 i 0
 , λ8 = 1√
3
 1 0 00 1 0
0 0 −2
 . (B.7)
Any 3×3 traceless matrix x, with elements xαβ, can then be expressed in terms
of orthogonal coordinates xA via
xαβ =
1
2
∑
8
A=1 xA
(
λA
)
αβ
, xA =
1
2
Tr(xλA), (B.8)
including of course the elementary matrices themselves. Quantities may also
be manipulated using the completeness relation
δαβδγδ =
1
3
δγβδαδ +
1
2
∑
8
A=1
(
λA
)
γβ
(
λA
)
αδ
. (B.9)
The right hand side may be written uniformly over an extended set of λ-
matrices λA, A = 0, 1, 2, · · · , 8 by introducing λ0 =
√
2
3
13×3 to stand in for the
identity matrix.
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Note now that an alternative form of (3.33) is
HAKM ≡
∑
p,α
~vFp:c
†
pαcpα:+ J‖
∑
p,α,p′,α′
:c†pα(σz)αα′cp′α′:Sz
+1
2
J⊥
∑
p,α,p′,α′
(
c†pα(σ−)αα′cp′α′S+ + c
†
pα(σ+)αα′cp′α′S−
)
. (B.10)
In interpreting one-particle operators in second-quantised form, when consid-
ering 3 states |α〉 := c†α|0〉 associated with a fixed fermionic creation mode it
is clear that
〈γ|c†αcβ|δ〉 = δδαδβγ ≡ (eαβ)δγ, (B.11)
– that is, that the combination c†αcβ plays the role of elementary matrices on
such labelled states. By extension, the Gell-Mann matrices play the role of
the Pauli matrices in (B.10) for the three-level model in Section 3.4. A term
in the particle-impurity interaction such as λA ⊗ λA may be written (omitting
the ⊗):
λA ⊗ λA →
∑
α,β
1
2
Tr(λAeαβ)c
†
αcβ · λA ≡
1
2
∑
αβ
c†α(λA)αβcβ · λA. (B.12)
B.3.1 Algebra of S ′αα, S
′
αβ operators
This appendix will confirm the algebraic structure of the operators defined in
(3.62):
S ′αβ := −F †βFαSαβ, S ′αα := F †αFαSαα = Sαα.
In order to satisfy the usual closed SU(N) algebraic structure, operators must
obey the commutation relation:
[Oij, Okl] = δjkOil − δilOkj.
Since these are composite operators, we note the useful commutator identities
for combinations of operators:
[AB,A′B′] = AA′[B,B′] + [A,A′]B′B
[A,BC] = [A,B]C +B[A,C].
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Explicit calculation of the following commutators will thus check whether the
operators satisfy the SU(3) algebra. Due to the symmetries of the commuta-
tion relations, these are the only combinations that require explicit calculation.
It becomes clear immediately that the operators Sαβ must be elementary ma-
trices, so that we can also apply the condition eijekl = δjkeil.[
S ′αα, S
′
αβ
]
= [Sαα,−F †βFα]Sαβ −F †βFα[Sαα, Sαβ],
= −F †βFαSαβ = S ′αβ.[
S ′αβ, S
′
βα
]
= F †βFαF †αFβ[Sαβ, Sβα] + [F †βFα,F †αFβ]SβαSαβ,
= Sαα − Sββ.[
S ′αβ, S
′
γα
]
= F †βFαF †αFγ[Sαβ, Sγα] + [F †βFα,F †αFγ]SγαSαβ,
= −F †αFγSγβ = −S ′γβ[
S ′αβ, S
′
γβ
]
= F †βFαF †βFγ[Sαβ, Sγβ] + [F †βFα,F †βFγ]SγβSαβ
= 0. (B.13)
It is thus clear that, provided the Sαβ are elementary matrices, the operators
S ′αα and S
′
αβ satisfy the SU(3) algebra.
Appendix C
Appendix to Chapter 4
C.1 Explicit 9× 9 subsystem density matrices
for three-level dissipative system
This appendix provides the explicit form of the three possible subsystem den-
sity matrices for Subsection 4.2.1. For each particular subsystem, the elements
are calculated using (4.33), (4.34) and (4.36). Note that we consider only the
cases α < β since the cases α > β are equivalent to their symmetric counter-
part, and α = β is precluded by the definition (4.11).
Reduced density matrix for α = 1, β = 2
Using the recipe for finding the non-zero elements of (4.33) we find that for
α = 1, β = 2, (4.34) and (4.36) become
ρred12,12(r) = ρ
red
21,21(r) = −ρred12,21(r) = −ρred21,12(r) = f,
ρred1γ,1γ(r) = ρ
red
2γ,2γ(r) = d, (C.1)
to give
ρred =

d
d+f −f
d
−f d+f
d
d
0
0
0

. (C.2)
Note that this is equivalent to the case α = 2, β = 1.
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Reduced density matrix for α = 1, β = 3
The non-zero elements for the subsystem with α = 1, β = 3 are found from
(4.34) and (4.36), which become
ρred13,13(r) = ρ
red
31,31(r) = −ρred13,31(r) = −ρred31,13(r) = f,
ρred1γ,1γ(r) = ρ
red
3γ,3γ(r) = d, (C.3)
to give
ρred =

d
d
d+f −f
0
0
0
−f d+f
d
d

. (C.4)
Note that this is equivalent to the case α = 3, β = 1.
Reduced density matrix for α = 2, β = 3
The non-zero elements for the subsystem with α = 2, β = 3 are found from
(4.34) and (4.36), which become
ρred23,23(r) = ρ
red
32,32(r) = −ρred23,32(r) = −ρred32,23(r) = f,
ρred2γ,2γ(r) = ρ
red
3γ,3γ(r) = d, (C.5)
to give
ρred =

0
0
0
d
d
d+f −f
d
−f d+f
d

. (C.6)
Note that this is equivalent to the case α = 3, β = 2.
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