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a b s t r a c t
We consider the following problem: Given an unsorted array of n elements, and a
sequence of intervals in the array, compute the median in each of the subarrays defined
by the intervals. We describe a simple algorithm which needs O(n log k + k log n) time
to answer k such median queries. This improves previous algorithms by a logarithmic
factor and matches a comparison lower bound for k = O(n). The space complexity of
our simple algorithm is O(n log n) in the pointer machine model, and O(n) in the RAM
model. In the latter model, a more involved O(n) space data structure can be constructed
in O(n log n) time where the time per query is reduced to O(log n/ log log n). We also
give efficient dynamic variants of both data structures, achieving O(log2 n) query time
using O(n log n) space in the comparisonmodel and O((log n/ log log n)2) query time using
O(n log n/ log log n) space in the RAM model, and show that in the cell-probe model, any
data structure which supports updates in O(logO(1) n) time must have Ω(log n/ log log n)
query time.
Our approach naturally generalizes to higher-dimensional range median problems,
where element positions and query ranges are multidimensional—it reduces a range
median query to a logarithmic number of range counting queries.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction and related work
The classic problem of finding themedian is to find the element of rank ⌈n/2⌉ in an unsorted array of n elements.2 Clearly,
the median can be found in O(n log n) time by sorting the elements. However, a classic algorithm finds the median in O(n)
time [4], which is asymptotically optimal.
More recently, the following generalization, called the Range Median Problem (RMP), has been considered [16,13]:
Input: An unsorted array A with n elements, each having a value. Furthermore, a sequence of k queries Q1, . . . ,Qk, each
defined as an interval Qi = [Li, Ri]. In general the sequence of queries is given in an online fashion and we want the answer
to a query before the next query, and k is not known in advance.
Output: A sequence y1, . . . , yk of values, where yi is the median of the elements in A[Li, Ri], i.e. the set of all elements whose
index in A is at least L and at most R.
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Note that instead of the median, any specified rank might be of interest. We restrict ourselves to the median to simplify
notation, but a generalization to arbitrary ranks is straightforward for all our results except the ones in Section 8. RMP
naturally fits into a larger group of problems, in which an unsorted array is given, and for a query one wants to compute a
certain function of all the elements in a given interval. Instead of the median, natural candidates for such a function are:
– Sum: This problem can be trivially solved with O(n) preprocessing time and O(1) query time by computing prefix sums,
since each query can be answered by subtracting two prefix sums.
– Semigroup operator: This problem is significantlymore difficult than the sum since subtraction is not available. However,
there exists a very efficient solution: For any constant c , preprocessing in O(nc) time and space allows to answer queries
in O(αc(n)) time, where αc is the inverse of a certain function at the (c/2)th level of the primitive recursion hierarchy. In
particular, using O(n) processing time and space, each query can be answered in O(α(n)) time, where α(n) is the inverse
Ackerman function [28]. A matching lower bound is known [29].
– Maximum,Minimum: For these particular semigroup operators, the problem can be solved slightlymore efficiently:O(n)
preprocessing time and space is sufficient to allow O(1) time queries (see e.g. [10]).
– Mode: The problem of finding the most frequent element within a given array range is still rather open. Using
O(n2 log log n/ log2 n) space (in words), constant query time is possible [23], and with O(n2−2ε) space, 0 < ε ≤ 1/2,
O(nε) query time can be achieved [22]. Some earlier space–time tradeoffs were given in [16].
– Rank: The problem of finding the number of elements smaller than a query element within a query range. This problem
has been studied extensively. A linear space data structure supporting queries in O(log n/ log log n) time is presented
in [14], and a matching lower bound in the cell-probe model for any data structure using O(n logO(1) n) space is shown
in [20,21].
In addition to being a natural extension of the median problem, RMP has applications in practice, namely obtaining a
‘‘typical’’ element in a given time series out of a given time interval [13].
Natural special cases of RMP are an offline variant, where all queries are given in a batch, and a variant where we want
to do all preprocessing up front and are then interested in good worst case bounds for answering a single query.
The authors of [13] give a solution of the online RMPwhich requires O(n log k+k log n log k) time and O(n log k) space. In
addition, they give a lower bound ofΩ(n log k) time for comparison-based algorithms. They basically use a one-dimensional
range tree over the input array, where each inner node corresponds to a subarray defined by an interval. Each such subarray
is sorted, and stored with the node. A range median query then corresponds to selecting the median from O(log k) sorted
subarrays (whose union is the queried subarray) of total length O(n), which requires O(log n log k) time [26]. The main
difficulty of their approach is to show that the subarrays need not be fully sorted, but only presorted in a particular way,
which reduces the construction time of the tree from O(n log n) to O(n log k).
Concerning the preprocessing variant of RMP, [16] give a data structure to answer queries in O(log n) time, which uses
O(n log2 n/ log log n) space. They do not analyze the required preprocessing time, but it is clearly at least as large as the
required space in machine words. Moreover, they give a structure which uses only O(n) space, but query time O(nε) for
arbitrary ε > 0. To obtain O(1) query time, the best-known data structure [23] requires O(n2(log log n/ log n)2) space (in
words), which improves upon [16] and [22].3
Our results. First, in Section 2 we give an algorithm for the pointer machine model which solves the RMP for an online
sequence of k queries in O(n log k + k log n) time and O(n log k) space. This improves the running time of O(n log k +
k log n log k) reported in [13] for k ∈ ω(n/ log n). Our algorithm is also considerably simpler. The idea is to reduce a range
median query to a logarithmic number of related range counting queries. Similar to quicksort, we descend a tree that
stems from recursively partitioning the values in array A. The final time bound is achieved using the technique of fractional
cascading. In Section 2.1, we explain why our algorithm is time-optimal in the comparison model for k ∈ O(n) and at most
Ω(log n) from optimal for k ∈ ω(n).
In Section 3 we achieve linear space in the RAM model using techniques from succinct data structures — the range
counting problems are reduced to rank computations in bit arrays. To achieve the desired bound, we compress the recursive
subproblems in such away that the bit arrays remain dense at all times. The latter algorithm can be easilymodified to obtain
a linear space data structure using O(n log n) preprocessing time that allows arbitrary range median queries to be answered
in time O(log n). In Section 4we increase the degree of the partitioning of A toΘ(logε n) and by adopting bit-tricks and table
lookups we reduce the query time to O(log n/ log log n)while keeping linear space and O(n log n) preprocessing time. Note
that the previously best linear space data structure required O(nε) query time [16].
This means that in the RAMmodel we get an algorithm for the batched RMP that uses O(n log k+ k log n/ log log n) time
and O(n) space as follows. If k ≤ √nwe use the simple data structure and use O(n log k) time. If k > √nwe build the more
complicated RAM data structure in O(n log n) = O(n log k) time and do the k queries in O(k log n/ log log n) time. Our data
structures also give solutions with the same query bounds for the range rank problem, which means that our structure also
solves the range rank problem optimally [20].
We discuss dynamic data structures for RMP in Section 5. Our dynamic data structure uses O(n log n/ log log n) space and
supports queries and updates in O((log n/ log log n)2) time. In Section 6 we prove anΩ(log n/ log log n) time lower bound
3 Note that the data structures in [16,22,23] work only for a specific quantile (e.g. the median), which must be the same for all queries.
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Fig. 1. An example with the array A = [3, 7, 5.5, 4, 9, 6.2, 9, 4, 2, 5]. The median value used to split the set of points is 5. For the query L = 3, R = 8, there
are two elements inside A.low[L, R] and four elements in A.high[L, R]. Hence, the median of A[L, R] is the element of rank p = ⌊(2 + 4)/2⌋ − 2 = 1 in
A.high[L, R].
on range median queries for data structures that can be updated in O(logO(1) n) time using a reduction from the marked
ancestor problem [1], leaving a significant gap to the achieved upper bound. We note that for dynamic range rank queries,
anO(n) space data structure that supports queries inO((log n/ log log n)2) time and updates inO(log4+ϵ n/(log log n)2) time
is described in [17], and a matching lower bound for data structures with O(logO(1) n) update time is proved in [20]. After
a few remarks on generalizations for higher-dimensional inputs in Section 7, we consider random input arrays and give a
construction with constant expected query time using O(n3/2) space in expectation in Section 8. Section 9 concludes with a
summary and some open problems.
2. A pointer machine algorithm
Our algorithm is based on the following key observation (see also Fig. 1): Suppose we partition the elements in array A
of length n into two smaller arrays: A.low which contains all elements with the n/2 smallest4 values in A, and A.highwhich
contains all elements with the n/2 largest values. The elements in A.low and A.high are sorted by their index in A, and each
element e in A.low and A.high is associated with its index e.i in the original input array, and its value e.v. Now, if we want
to find the element of rank p in the subarray A[L, R], we can do the following: We count the numberm of elements in A.low
which are contained in A[L, R]. To obtain m, we do a binary search for both L and R in A.low (using the e.i fields). If p ≤ m,
then the element of rank p in A[L, R] is the element of rank p in A.low[L, R]. Otherwise, the element of rank p is the element
of rank p−m in A.high[L, R].
Hence, using the partition of A into A.low and A.high, we can reduce the problem of finding an element of a given rank
in array A[L, R] to the same problem, but on a smaller array (either A.low[L, R] or A.high[L, R]). Our algorithm applies this
reduction recursively.
Algorithm overview. The basic idea is therefore to subdivide the n elements in the array into two parts of (almost) equal
size by computing the median of their values and using it to split the list into a list of the n/2 elements with smaller values
and a list of the n/2 elements with larger values. The two parts are recursively subdivided further, but only when required
by a query (this technique is sometimes called ‘‘deferred data structuring’’, see [15]). To answer a range median query, we
determine in which of the two parts the element of the desired rank lies (initially, this rank corresponds to the median,
but this may change during the search). Once this is known, the search continues recursively in the appropriate part until a
trivial problem of constant size is encountered.
We will show that the total work involved in splitting the subarrays is O(n log k) and that the search required for any
query can be completed in O(log n) time using fractional cascading [6]. Hence, the total running time is O(n log k+ k log n).
Detailed description and analysis. Algorithm 1 gives pseudocode for the query, which performs preprocessing (i.e., splitting
the array into two smaller arrays) only where needed. Note that we have to keep three things separate here: values that are
relevant for median computation and partitioning the input, positions in the input sequence that are relevant for finding
the elements within the range [L, R], and positions in the subdivided arrays that are important for counting elements.
Let us first analyze the time required for processing a query not counting the ‘preprocessing’ time within lines 4–6: The
query descends log n levels of recursion.5 On each level, find-operations for L and R are performed on the lower half of the
4 To simplify notation we ignore some trivial rounding issues and also sometimes assume that all elements have unique values. This is without loss of
generality because we could artificially expand the size of A to the next power of two and because we can use the index of an element in A to break ties in
element comparisons.
5 Throughout the paper, log n denotes the binary logarithm of n.
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Algorithm 1: Query(A, L, R, p)
Input: range select data structure A, query range [L, R], desired rank p1
if |A| = 1 then return A[1]2
if A.low is undefined then3
Compute the median value y of the elements in A4
A.low := ⟨e ∈ A : e.v ≤ y⟩5
A.high := ⟨e ∈ A : e.v > y⟩6
{ ⟨e ∈ A : Q⟩ is an array containing all elements e of A satisfying the given7
conditionQ, ordered as in A }8
{ Find(A, q) returns max {j : A[j].i ≤ q} (with Find(A, 0) = 0) }9
l := Find(A.low, L− 1) ; // # of low elements left of L10
r := Find(A.low, R) ; // # of low elements up to R11
m := r − l ; // # of low elements between L and R12
if p ≤ m then return Query(A.low, L, R, p)13
else return Query(A.high, L, R, p−m)14





) = Θlog2 n.
However, the fact that in all these searches, we search for the same key (L or R) allows us to use a standard technique called
fractional cascading [6] that reduces the search time to a constant, once the resulting position of the first search is known.
Indeed, we only need a rather basic variant of fractional cascading, which applies when each successor list is a sublist of
the previous one [9]. Here, it suffices to augment an element e of a list with a pointer to the position of some element e′ in
each subsequent list (we have two successors: A.low and A.high). In our case, we need to point to the largest element in the
successor that is no larger than e. We get a total search time of O(log n).
Now we turn to the preprocessing code in lines 4–6 of Algorithm 1. Let s(i) denote the level of recursion at which
query i encountered an undefined array A.low for the first time. Then the preprocessing time invested during query i is
O(n/2s(i)) if a linear time algorithm is used for median selection [4] (note that we have a linear recursion with geometrically
decreasing execution times). This preprocessing time also includes the cost of finding the pointers for fractional cascading
while splitting the list in lines 4–6. Since the preprocessing time during query i decreases with s(i), the total preprocessing
time is maximized if small levels s(i) appear as often as possible. However, level j can appear no more than 2j times in the
sequence s(1), s(2), . . . , s(k).6 Hence, we get an upper bound for the preprocessing time when the smallest ⌊log k⌋ levels
are used as often as possible (‘filled’) and the remaining levels are ⌈log k⌉. The preprocessing time at every used level is O(n)
giving a total time of O(n log k). The same bound applies to the space consumption since we never allocate memory that is
not used later. We summarize the main result of this section in a theorem:
Theorem 1. The online range median problem (RMP) on an array with n elements and k range queries can be solved in time
O(n log k+ k log n) and space O(n log k).
Another variant of the above algorithm invests O(n log n) time and space into complete preprocessing up front.
Subsequently, any range median query can be answered in O(log n) time. This improves the preprocessing space of the
corresponding result in [16] by a factor log n/ log log n and the preprocessing time by at least this factor.
2.1. Lower bounds
We briefly discuss how far our algorithm is from optimality. In [13], a comparison-based lower bound of Ω(n log k) is
shown for the range median problem.7 As our algorithm shows, this bound is (asymptotically) tight if k ∈ O(n). For larger k,
the above lower bound is no longer valid, as the construction requires k < n. Yet, a lower bound ofΩ(n log n) is immediate
for k ≥ n, by reduction to the sorting problem. Furthermore,Ω(k) is a trivial lower bound. Note that in our algorithm, the
number of levels of the recursion is actually bounded by O(min{log k, log n}), and thus for any k ≥ n our algorithm has
running time O(n log n+ k log n), which is up toΩ(log n) from the trivial linear bound.
In a very restricted model (sometimes called ‘‘Pointer Machine’’), where a memory location can be reached only by
following pointers, and not by direct addressing, our algorithm is indeed optimal also for k ≥ n: it takes Ω(log n) time
to even access an arbitrary element of the input (which is initially given as a linked list). Since every element of the input
is the answer to at least one range query (e.g. the query whose range contains only this element), the lower bound follows.
For a matching upper bound, the array-based algorithm described in this section can be transformed into an algorithm for
the strict pointer machine model by replacing the arrays A.low and A.high by balanced binary search trees.
6 Indeed, for j > 0 the maximal number is 2j−1 since the other half of the available subintervals have already been covered by the preprocessing
happening in the layer above.
7 The authors derive a lower bound of log l, where l := n!
k!((n/k−1)!)k , and n is a multiple of k < n. Unfortunately, the analysis of the asymptotics of l given
in [13] is erroneous; however, a corrected analysis shows that the claimedΩ(n log k) bound holds.
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Algorithm 2: Query(A, L, R, p)
Input: range select data structure A, query range [L, R] and desired rank p1
if |A| = 1 then return A[1]2
if A.low is undefined then3
Compute the median y of the values in A4
A.lowbits := BitVector(|A|, {i ∈ [1, |A|] : A[i] ≤ y})5
A.low := ⟨A[i] : i ∈ [1, |A|], A[i] ≤ y⟩6
A.high := ⟨A[i] : i ∈ [1, |A|], A[i] > y⟩7
deallocate the value array of A itself8
l := A.lowbits.rank(L− 1)9
r := A.lowbits.rank(R)10
m := r − l11
if p ≤ m then return Query(A.low, l+ 1, r , p)12
else return Query(A.high, L− l, R− r , p−m)13
An interesting question iswhether a lower boundΩ(k log n) could be shown inmore realisticmodels. However, note that
any comparison-based lower bound (as the one in [13]) cannot be higher thanΩ(n log n): With O(n log n) comparisons, an
algorithm can determine the permutation of the array elements,which suffices to answer any querywithout further element
comparisons. Therefore, one would need to consider more realistic models (e.g. the ‘‘cell-probe’’ model), in which proving
lower bounds is significantly more difficult.
3. A linear space RAM implementation
Our starting point for a more space efficient implementation of Algorithm 1 is the observation that we do not actually
need all the information available in the arrays stored at the interior nodes of our data structure. All we need is support for
the operation Find(x) that counts the number of elements e in A.low that have index e.i ≤ x. This information can already be
obtained froma bit-vectorwhere a 1-bit indicateswhether an element of the original array is in A.low. For this bit-vector, the
operation corresponding to Find is called rank. In the RAMmodel, there are data structures that need space n+o(n) bits, can
be constructed in linear time and support rank in constant time (e.g., [7,19]8). Unfortunately, this idea alone is not enough
since we would need to store 2j bit arrays consisting of n positions each on every level j. Summed over all levels, this would
still needΩ(n log2 n) bits of space even if optimally compressed data structures were used. This problem is solved using an
additional idea: for a node of our data structure with value array A, we do not store a bit array with n possible positions but
only with |A| possible positions, i.e., bits represent positions in A rather than in the original input array. This way, we have n
positions on every level leading to a total space consumption ofO(n log n) bits. For this idea towork,we need to transform the
query range in the recursive call in such a way that rank operations in the contracted bit arrays are meaningful. Fortunately,
this is easy because the rank information we compute also defines the query range in the contracted arrays. Algorithm 2
gives pseudocode specifying the details. Note that the algorithm is largely analogous to Algorithm 1. In some sense, the
algorithm becomes simpler because the distinction between query positions and array positions for counting disappears (if
we still want to report the positions of themedian values in the input, we can store this information at the leaves of the data
structure using linear space). Using an analysis analogous to the analysis of Algorithm 1, we obtain the following theorem:
Theorem 2. The online range median problem (RMP) on an array with n elements and k range queries can be solved in time
O(n log k+ k log n) and space O(n) words in the RAM model.
By doing all the preprocessing up front, we obtain an algorithmwith preprocessing time O(n log n) using O(n) space and
query time O(log n). This improves the space consumption compared to [16] by a factor log2 n/ log log n.
4. Improving query time
In this section, we describe how for the offline variant of the problem, the query time for selecting the element of rank s
in the array A[L, R] can be reduced to O(log n/ log log n) time while still using O(n) space (in machine words) only.
The initial idea is to use a tree with branching factor f = ⌈logϵ n⌉ for some 0 < ϵ < 1, instead of a binary tree. This
reduces the depth of the tree to O(log n/ log log n), but this is only useful if the branching decision can still be computed in
constant amortized time per level. It turns out that using word-level parallelism, this can indeed be achieved. We first give
a brief overview before describing the algorithm in detail. As before, a query is answered by descending the tree, starting
from the root, until the element of the given rank s in A[L, R] is found. However, there will now be two different cases for
computing the child to which to descend: First, an attempt is made to identify the correct child in O(1) time, by computing,
8 Indeed, since we only need the rank operation, there are very simple and efficient implementations: store a table with ranks for indices that are a
multiple of w = Θ(log n). General ranks are then the sum of the next smaller table entry and the number of 1-bits in the bit array between this rounded
position and the query position. Some processors have a POPCNT instruction for this purpose. Otherwise we can use look-up tables.
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Fig. 2. A graphic overview of the data structure. As shown in the tree, yd < yb < ye < ya < yc and they are all contained in Tv . A concrete example of a
matrix is shown in Fig. 3.
for every l ∈ {1, . . . , f }, an approximation of howmany elements of A[L, R] lie in the first l children’s subtrees of the current
node (called prefix count in the following). Note that the element of rank s is contained in the leftmost subtree of Tv whose
prefix count is at least s. To compute all approximate prefix counts in constant time, the approximation is only accurate
up to g = O(log n/f ) bits. This computation reduces the branching decision to an interval [ℓ1, ℓ2] among which the child
containing the element of rank s is contained. If [ℓ1, ℓ2] contains only one or two indices, the branching decision in this node
can be made in constant time, by exactly computing the prefix count for these indices. Yet, since only an approximation is
used, this attemptmay fail, i.e., more than two children remain as candidates for containing the desired element. In this case,
the correct child is computed using a binary search (where in each step, one computes the exact prefix count for a given
subtree), which takes O(log f ) = O(log log n) time. As we will show, after each such binary search, the number of bits in all
prefix counts that are relevant for the search is reduced by g . Therefore, this second case can only occur O(log n/g) = O(f )
times, and the total time for the search remains O(f log log n+ log n/ log log n) = O(log n/ log log n).
For clarity, we initially describe a data structure that uses slightly more than O(n) space. Then we reduce the space to
linear using standard space compression techniques.
4.1. Structure
The data structure is a balanced search tree T storing the n elements from A = [y1, . . . , yn] in the leaves in sorted order.
The fan-out of T is f = ⌈logε n⌉ for some constant 0 < ε < 1. For a node v in T , let Tv denote the subtree rooted at v,
and |Tv| the number of leaves in Tv . We also use Tv to refer to the set of elements stored in the leaves of Tv . With each node
v ∈ T , we associate f · |Tv| prefix sums: For each element yi ∈ Tv , and for each child index, 1 ≤ ℓ ≤ f , we denote by t iℓ the
number of elements from A[1, i] that reside in the first ℓ subtrees of Tv . These prefix sums are stored in |Tv| bit-matrices, one
matrix,Mi, for each yi ∈ Tv . The ℓth row of bits inMi is the number t iℓ. The rows form a non-decreasing sequence of numbers
by construction. The matrices are stored consecutively in an array Av , i.e. Mi is stored before Mj if i < j, and the number of
elements from A[1, i] in Tv , is the position ofMi in Av . Each matrix is stored in two different ways. In the first copy each row
is stored in one word. In the second copy each matrix is divided into sections of g = ⌊log n/f ⌋ = Θ(log1−ε n) columns. The
first section contains the first g bits of each of the f rows, and these are stored in one word. This is the g most significant
bits of each prefix sum stored in the matrix. The second section contains the last three bits of the first section and then the
following g − 3 bits,9 and so on. The reason for this overlap of three bits will become clear later. We think of each section as
an f × g bit-matrix.
For technical reasons, we ensure that the first column of each matrix only contains zero-entries by prepending a column
of zeros to all matrices before the division into sections.
An overview of the data structure is shown in Fig. 2.
4.2. Range selection query
Given L, R and s, a query locates the sth smallest element in A[L, R]. Consider the matrixM ′, whose ℓth row is defined as
tRℓ − tL−1ℓ (in other words,M ′ = MR − ML−1 with row-wise subtraction). We compute the smallest ℓ such that the ℓth row
inM ′ stores a number greater than or equal to s, which defines the subtree containing the sth smallest element in Tv . In the
following pages we describe how to compute ℓwithout explicitly constructing the entire matrixM ′.
The intuitive idea to guide a query in a given node, v, is as follows. Let K be the number of elements from A[L, R] contained
in Tv . We consider the section from M ′ containing the ⌈log K⌉th least significant bit of each row. All the bits stored in M ′
9 Here and in the following sections we assume that ε and n are such that the overlap is strictly smaller than g .
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Fig. 3. A concrete example of the matrices used. In this example, f = 4 and g = 5. The figure shows the matrices ML,MR and M ′ , how they appear when
they are divided into sections. The figure also shows the f × g matrix wL,R a query produces. Notice that the third row of wL,R stores a number one larger
than the corresponding bits in matching section ofM ′ (underlined).
before this section are zero and thus not important. Usingword-level parallelismwe find an interval [ℓ1, ℓ2] ⊆ [1, f ], which
contains the indices to all rows of M ′ where the g bits in M ′ match the corresponding g bits of s, plus the following row.
By definition, this interval contains the index of the subtree of Tv that contains the sth smallest element in Tv . We then
try to determine which of these subtrees contains the sth smallest element. First, we consider the children of v defined
by the endpoints of the interval, ℓ1 and ℓ2. Suppose neither of these contains the sth smallest element in A[L, R], and
consider the subtree of Tv containing the sth smallest element. This subtree then contains approximately a factor of 2g
fewer elements from A[L, R] than Tv does, since the g most significant bits of the prefix sum of the row corresponding
to this subtree are the same as the bits in the preceding row. In this case we determine ℓ in O(log log n) time using a
standard binary search. The point is that this can only occur O(log n/g) times, and the total cost of these searches is
O(f log log n) = O(logε n log log n) = o(log n/ log log n). In the remaining nodes we use constant time.
There are several technical issues that must be worked out. The most important is that we cannot actually produce the
needed section ofM ′ in constant time. Instead, we compute an approximation where the number stored in the g bits of each
row of the section is at most one too large when compared to the g bits of that row inM ′. The details are as follows.
In a node v ∈ T the search is guided usingMp(L) andMp(R), where p(L) and p(R) are themaximal indices less than L−1 and
R respectively and yp(L) and yp(R) are contained in Tv . For clarity we useML−1 andMR for the description. A query maintains
an index c , initially one, defining which section of the bit-matrices is currently in use. We maintain the following invariant
regarding the cth section of M ′ in the remaining subtree: in M ′, all bits before the cth section are zero, i.e., the important
bits ofM ′ are stored in the cth section or to the right of it (in sections with higher index). For technical reasons, we ensure
that the most important bit of the cth section ofM ′ is zero. This is true before the query starts since the first bit in each row
of each stored matrix is zero.
We compute the approximation of the cth section of M ′ from the cth section of MR and ML−1. This approximation we
denotewL,R and think of it as a f ×g bit-matrix. Basically, the word containing the cth section of bits fromML−1 is subtracted
from the corresponding word inMR. However, subtracting the cth section of g bits of tL−1ℓ from the corresponding g bits of
tRℓ does not encompass a potential cascading carry from the lower order bits when comparing the result with the matching
g bits of tRℓ − tL−1ℓ , the ℓth row of M ′. This means that in the cth section, the ℓth row of ML−1 could be larger than the ℓth
row of MR. To ensure that each pair of rows is subtracted independently in the computation of wL,R, we prepend an extra
one bit to each row of MR and an extra zero bit to each row of ML to deal with cascading carries. Then we subtract the c
section ofML−1 from the cth section ofMR, and obtainwL,R. After the subtraction we ignore the value of the most significant
bit of each row inwL,R (it is masked out). After this computation, each row inwL,R contain a number that either matches the
corresponding g bits ofM ′, or a number that is one larger. Since the most important bit of the cth section ofM ′ is zero, we
know that the computation does not overflow. An example of this computation is shown in Fig. 3.
Searching wL,R. Let sb = s1, . . . , sg be the g bits of s defined by the cth section, initially the g most important bits of s. If
we had actually computed the cth section of M ′, then only rows matching sb and possibly the first row containing a larger
number can define the subtree containing the sth smallest element. However, since the rows can contain numbers that are
one too large, we also consider all rows matching sb + 1, and the first row storing a larger number. Therefore, the algorithm
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locates the first row of wL,R storing a number greater than or equal to sb and the first row greater than sb + 1. The indices
of these rows we denote ℓ1 and ℓ2, and the subtree containing the sth smallest element corresponds to a row between ℓ1
and ℓ2. Subsequently, it is checked whether the ℓ1th or ℓ2th subtree contains the sth smallest element in Tv using the first
copy of the matrices (where the rows are stored separately). If this is not the case, then the index of the correct subtree is
between ℓ1 + 1 and ℓ2 − 1, and it is determined by a binary search. The binary search uses the first copy of the matrices. In
the cth section ofM ′, the g bits from the ℓ1 + 1th row represent a number that is at least sb − 1, and the (ℓ2 − 1)th row a
number that is at most sb + 1. Therefore, the difference between the numbers stored in row ℓ1 − 1 and ℓ2 − 1 in M ′ is at
most two. This means that in the remaining subtree, the cth section of bits from M ′ (tRℓ − tL−1ℓ for 1 ≤ ℓ ≤ f ) is a number
between zero and two. Since the following section stores the last three bits of the current section, the algorithm safely skips
the current section in the remaining subtree, by increasing c by one, without violating the invariant: we need two bits to
express a number between zero and two, and the third bit ensures that the most significant bit of the cth section of M ′ is
zero. After the subtree Tℓ, containing the sth smallest element, is located, s is updated as before: s := s− (tRℓ−1 − tL−1ℓ−1). Let
rL−1 = tL−1ℓ − tL−1ℓ−1 be the number of elements from A[1, L− 1] in Tℓ, and let rR = tRℓ − tRℓ−1 be the number of elements from
A[1, R] contained in Tℓ. In the subsequent node the algorithm uses the rL−1th and the rRth stored matrix to guide the search
(fractional cascading).
In the next paragraph we explain how to determine ℓ1 and ℓ2 in constant time. Thus, if the search continues in the
ℓ1th or ℓ2th subtree, the algorithm used O(1) time in the node. Otherwise, a binary search is performed, which takes
O(log f ) time, but in the remaining subtree an additional section is skipped. An additional section may be skipped at most
⌈1 + log n/(g − 3)⌉ = O(f ) times. When the search is guided using the last section there will not be any problems with
cascading carries. This means that the search continues in the subtree corresponding to the first row of wL,R where the
number stored is at least as large as sb, and a binary search is never performed in this case. We conclude that a range
selection query takes O(log n/ log log n+ f log f ) = O(log n/ log log n) time.
The data structure stores a matrix for each element on each level of the tree, and every matrix uses O(f ) of space. There
are O(log n/ log log n) levels giving a total space of O(nf log n/ log log n) = O(n log1+ε n/ log log n).
We briefly note that range rank queries can be answered quite simply in O(log n/ log log n) time using a similar data
structure: Given L, R and an element e in a rank query we use a linear space predecessor data structure (van Emde Boas
tree [25]) that in O(log log n) time yields the predecessor ep of e in the sorted order of A. Then, the path from ep to the root
in T is traversed, and during this walk the number of elements from A[L, R] in subtrees hanging off the path to the left are
added up using the first copy of the bit-matrices.
Lemma 1. The data structure described uses O(n log1+ε n/ log log n)words of space and supports range selection and range rank
queries in O(log n/ log log n) time.
Determining ℓ1 and ℓ2. The remaining issue is to compute ℓ1 and ℓ2. A query maintains a search word, sw , that contains f
independent blocks of the g bits from s that corresponds to the cth section. Initially, this is the g most important bits of s.
To compute sw we store a table that maps each g-bit number to a word that contains f copies of these g bits. After updating
s we update sw using a bit-mask and a table look-up. A query knows wL,R = v11, . . . , v1g , . . . , vd1, . . . , vdg and sw which is
sb = s1, . . . , sg concatenated f times. The g-bit block vℓ1, . . . , vℓg from wL,R we denote wL,Rℓ and the ℓth block of s1, . . . , sg
from sw we denote sℓw . We only describe how to find ℓ1, since ℓ2 can be found similarly. Remember that ℓ1 is the index of
the first row inwL,R that stores a number greater than or equal to sb. We make room for an extra bit in each block and make
it the most significant. We set the extra bit of eachwL,Rℓ to one and the extra bit of each s
ℓ
w to zero. This ensures thatw
L,R
ℓ is
larger than sℓw , for all ℓ, when both are considered g+1 bit numbers. sw is subtracted fromwL,R and because of the extra bit,
this operation subtracts sℓw from w
L,R
ℓ , for 1 ≤ ℓ ≤ f , independently of the other blocks. Then, all but the most significant
(fake) bit of each block are masked out. The first one bit in this word reveals the index ℓ of the first block where wL,Rℓ is at
least as large as sℓw . This bit is found using complete tabulation.
4.3. Getting linear space
In this section we reduce the space usage of our data structure to O(n) words. Let t = ⌈f log n⌉. In each node, the
sequence of matrices/elements is divided into chunks of size t and only the last matrix of each chunk is explicitly stored. For
each of the remaining elements in a chunk, ⌈log f ⌉ bits are used to describe in which subtree it resides. The description for
d = ⌊log n/⌈log f ⌉⌋ elements are stored in one word, which we denote a direction word. Prefix sums are stored after each
direction word summing up all previous direction words in the chunk. After each direction word we store f prefix sums
summing up all the previous direction words in the chunk. Since each chunk stores the directions of t elements, at most
⌈f ⌈log t⌉/ log n⌉ = O(1) words are needed to store these f prefix sums. We denote these prefix words. The data structure
uses O(n)words of space.
Range selection query. The query works similarly to above. The main difference is that we do not use the matrices ML−1
andMR to compute wL,R since they are not necessarily stored. Instead, we use two matrices that are stored which are close
to ML−1 and MR. The direction and update words enable us to exactly compute any row of MR and ML−1 in constant time
(explained below). Therefore, the main difference compared to the previous data structure is that the potential difference
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between the computed approximation of the cth section of M ′ and the cth section of M ′ is marginally larger, and for this
reason the overlap between blocks is increased to four.
In a node v ∈ T a query is guided as follows. Let rL and rR be the number of elements from A[1, L−1] and A[1, R] in Tv re-
spectively, and let L′ = ⌊rL/t⌋ andR′ = ⌊rR/t⌋.Weuse thematrices contained in the L′th andR′th chunk respectively to guide
the search, and we denote theseMa andMb. Since v stores a matrix for every tth element in Tv , we have tRℓ − tbℓ ≤ t for any
1 ≤ ℓ ≤ f . Now consider the matrix M¯ = Mb−Ma, the analog toM ′ for a, b. Then the ℓth row of M¯ is at most t smaller than
or larger than the ℓth row ofM ′. If we add the difference between the ℓth row of M¯ andM ′ to the ℓth of M¯ and ignore cascad-
ing carries then only the least ⌈log t⌉ = ⌈(1+ ε) log log n⌉ significant bits change. Stated differently, unless we use the last
section, the number stored in the ℓth row of the cth section of M¯ is at most one from the corresponding number stored inM ′.
We can obtain the value of any row in MR as follows. For each ℓ between 1 and f , we compute how many of the first
rR − R′t elements represented in the R′ + 1th chunk that are contained in the first ℓ children from the direction and prefix
words. These are the elements considered inMR but not inMb. Formally, the p = ⌊(rR − R′t)/d⌋th prefix word stores how
many of the first pd elements from the chunk reside in the first ℓ children for 1 ≤ ℓ ≤ f . Using complete tabulation on the
following direction word, we obtain a word storing howmany of the following rR−R′t−pd elements from the chunk reside
in the first ℓ children for all ℓ, 1 ≤ ℓ ≤ f . Adding this to the pth prefix word yields the difference between the ℓth row ofMR
and Mb, for all 1 ≤ ℓ ≤ f . The difference between Ma and ML−1 can be computed similarly. Thus, any row of MR and ML−1,
and the last section ofMR andML−1 can be computed in constant time.
If the last section is used, it is computed exactly in constant time and the search is guided as above. Otherwise, we
compute the difference between each row in the cth section ofMa andMb, yieldingwa,b. As above, the computation ofwa,b
does not consider cascading carries from lower order bits and for this reason the ℓth row ofwa,b may be one too large when
compared to the same bits in M¯ . Furthermore, the number stored in the ℓth row of M¯ could be one larger or one smaller
than the corresponding bits ofM ′.
We locate the first row of wa,b that is at least sb − 1 and the first row greater than sb + 2 as above, and the subtree we
are searching for is defined by a row between these two, and if it is none of these, a binary search is used to determine it. In
this case, by the same arguments as earlier, each row in the cth section ofM ′ in the remaining subtree, represents a number
between zero and six. Since we have an overlap of four bits between sections, we safely move to the next section after every
binary search.
Range rank queries are supported similarly to above.
Lemma 2. The data structure described uses linear space and supports range selection and range rank queries in O(log n/ log
log n) time.
4.4. Construction in O(n log n) time
In this section we describe how to construct the linear space data structure from the previous section in O(n log n) time.
We sort the input elements, and build a tree with fan-out f on top of them. Then we construct the nodes of the tree level by
level starting with the leaves.
In each node v, we scan the elements in Tv in chunks of size t ordered by their positions in A, and write the direction and
prefix words. After processing each chunk, we construct its correspondingmatrix.We use an array C of length f , there is one
entry in C for each child of v. We scan the elements by their position in A, and if yi is contained in the ℓth subtree then we
add one to C[ℓ], and append ℓ to the description word using ⌈log f ⌉ bits. After ⌊log n/⌈log f ⌉⌋ steps we build a prefix word
by making an array D such that D[i] =∑iℓ=1 C[i] and store it in O(1)words. After t steps we store D as a matrix, i.e., the ℓth
row of the matrix stores the number D[ℓ]. We make the second copy of the matrix by repeatedly extracting the needed bits
from the first copy. For the next chunk we reset C and repeat. When we build the next matrix we add the numbers stored
in D to the previously built matrix, and get the first copy. The second copy is computed as before.
Merging the f lists of elements from the children takes O(|Tv| log f ) time. Adding a number to a direction word takes
constant time. Constructing a prefix word takes O(f ) time andwe do that for every O(log(n)/ log f )th element. Constructing
the matrices takes O(f ) time for the first copy and O(f 2) time for the second, and we do this for every O(f log n)th element.
We conclude that we use O(n log f ) = O(n log log n) time per level of the tree, and there are O(log n/ log log n) levels.
Theorem 3. The data structure described uses linear space, supports range selection and range rank queries in O(log n/ log log n)
time, and it can be constructed in O(n log n) time.
5. Dynamic range medians
In this section, we consider a dynamic variant of the RMP, where a set of points, S = {(xi, yi)}, is maintained under
insertions and deletions. A query is given values L, R and an integer s and returns the point with the sth smallest y value
among the points in S with x-value between L and R.
Using standard dynamization techniques (a weight-balanced tree, where associated data structures are rebuilt from
scratch when a rotation occurs), the simple data structure of Section 2 yields a dynamic solution with O(log n) query
time, O(log2 n) amortized update time and O(n log n) space (for details, see [11]). In the rest of this section, we describe
a dynamic variant of the data structure in Section 4, which uses O(n log n/ log log n) space and supports queries and updates
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in O((log n/ log log n)2) time, worst case and amortized respectively. It is based on the techniques just mentioned, but some
work is needed to combine these techniques with the static data structure.
We store the points from S in a weight-balanced search tree [18,2], ordered by y-coordinate. In each node of the tree we
maintain the bit-matrices, defined in the static structure, dynamically using a weight-balanced search tree over the points
in the subtree, ordered by x-coordinate. Themain issue is efficient generation of the needed sections of the bit-matrices used
by queries. The quality of the approximation is worse than in the static data structure, and we increase the overlap between
sections to O(log log n). Otherwise, a search works as in the static data structure.
We note that using this dynamic data structure for the one-dimensional RMP, we can implement a two-dimensional
median filter, by scanning over the image, maintaining all the pixels in a strip of width r . In this way, we obtain a running
time of O(log2 r/ log log r) per pixel, which is a factor log log r better than the state-of-the-art solution for this problem [12].
5.1. Structure
The data structure is a weight-balanced B-tree T with B = ⌈logε n⌉, where 0 < ε < 12 , containing the n points in S in
the leaves, ordered by their y-coordinates. Each internal node v ∈ T stores a ranking tree Rv . This is also a weight-balanced
B-tree with B = ⌈logε n⌉, containing the points stored in Tv , ordered by their x-coordinates. Each leaf in a ranking tree stores
Θ(B2) elements. Since the data structure depends on n, it is rebuilt every Θ(n) updates. Let h = O(logB n) be the maximal
height the trees can get and f = O(B) the maximal fan-out of a node (until the next rebuild).
Let v be a node in T and denote the a ≤ f subtrees of v by T1, . . . , Ta. The ranking tree Rv stored in v is structured as
follows. Let u be a node in Rv and denote its b ≤ f subtrees by R1, . . . , Rb. The node u stores a bit-matricesMu1 , . . . ,Mua . In
the matrix Muq the pth row stores the number of elements from

1≤i≤q Ri that are contained in

1≤i≤p Ti. Additionally, u
also stores up to B2 updates, each describing from which subtree of v the update came, from which subtree of u ∈ Rv the
update came, and whether it was an insert or a delete. These updates are stored in O(B2 log B/ log n) = O(1)words.
As in the static case, each matrix is stored in two ways. In the first copy each row is stored in one word. For the second
copy, each matrix is divided into sections of g = ⌊log n/f ⌋ bits, and each section is stored in one word. These sections have
⌈log(2h+ 2)⌉ + 1 = O(log log n) bits of overlap.
Finally, a linear space dynamic predecessor data structure [3] containing the |Tv| elements in Rv , ordered by x, is also
stored.
If we ignore the updates stored in update blocks, each matrix Mj, as defined in the static data structure, corresponds to
the row-wise sum of at most h matrices from Rv . Consider the path from the root of Rv to the leaf storing the point in Tv
with maximal x coordinate smaller than or equal to j, i.e. the predecessor of j in Tv when the points are ordered by x their
coordinates. Starting with the zeromatrix we add upmatrices as follows. If the path continues in the ℓth subtree at the node
u, then we add the ℓ − 1th matrix stored at u (Muℓ−1) to the sum. Summing up, the pth row of the computed matrix is the
number of points, (x, y) ∈ Tv where x ≤ j, contained in the first p subtrees of Tv , and this is exactly the definition of Mj in
the static data structure.
5.2. Range selection query
Given values L, R and an index s in a query, we perform a topdown search in T . As in the static data structure, wemaintain
an index c that defines which section of the matrices is currently in use and approximate the cth section of the matrixM ′.
In a node v ∈ T , we compute an approximation,wL,R, of the cth section ofM ′ from the associated ranking tree as follows.
First, we locate the leaves of the ranking tree containing the points with maximal x-coordinates less than L− 1 and R using
the dynamic predecessor data structure. Then we traverse the paths from these two leaves in parallel until the paths merge,
which must happen at some node because both paths lead to the root. We call them the left and right path.
Initially, we set wL,R to the zero matrix. Assume that we reach node uL from its pLth child on the left path and the node
uR from its pRth child on the right path. Then we subtract the cth section from the pL − 1th matrix stored in uL from the cth
section of the pR − 1th matrix stored in uR. The subtraction of sections is performed as in the static data structure. We add
the result towL,R. If the paths are at the same node we stop, otherwise, we continue up the tree.
Since we do not consider cascading carries, each subtraction might produce a section containing rows that are one to
large. Similarly, we add a section to wL,R in each step, which ignores cascading carries from the lower order bits, giving
numbers that could be one to small. Furthermore, we ignore up to B2 updates in each step.
Now consider the difference betweenwL,R and the cth section ofM ′. First of all we have ignored up to B2 updates in two
nodes on each level of T , which means that in the matrices we consider the combined number that is stored in the ℓth row
may differ by up to 2hB2 compared toM ′. As in the static data structure, unless we are using the last section, this only affects
the number stored in each row by one.
Furthermore, in the computation of wL,R we do h subtractions and h additions of sections and each of these operations
ignores the lower order bits. Combining this with the ignored updates, we get that each row of wL,R is at most h smaller or
larger than the corresponding value inM ′.
Let sb be the number defined by the cth section of g bits from s. The query locates the first row that is at least sb − h and
the first row greater than sb + h. Then the algorithm checks whether either of these corresponds to the subtree containing
the answer. If not, the cth section of the remaining matrices store a number between zero and 2h, and for this reason the
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overlap between sections is set to ⌈log(2h + 1)⌉ + 1 = O(log log n) bits. In this case we use a binary search that in each
step traverses Rv as above (path up from leaves containing the maximal x-coordinate less than L − 1 and R) to compute
the needed rows of M ′ exactly using the first copy of the stored matrices and the information stored in the update words.
Extracting information from update words is done by complete tabulation on each of the O(1) update words.
If we are using the last section, there will not be problems with the lower order bits in the additions and subtractions of
sections. We add the changes stored in the update words on the paths and obtain the last section ofM ′ exactly, and a binary
search is never performed in this case. As before, the current section is skipped in the remaining subtree in this case.
5.3. Updates
An element e is inserted into the data structure as follows. First, e is added to T . If a node in T splits, two new structures
are built from the existing one, and the parent node is rebuilt. Then, we traverse path from e to the root. In each node v ∈ T
on this path, e is inserted into the ranking tree Rv , and the dynamic predecessor data structure. If a node splits in Rv , two
new nodes are constructed from the old one, and the parent rebuilt. After Rv has been updated, e is inserted in each node
in Rv on the path from e to the root, by appending a description of the update to the update words. When B2 updates have
been appended to a node in a ranking tree, all bit-matrices in this node are recomputed and the update words are cleared.
Deletes are handled similarly, except that updates to the base tree and ranking trees are handled using global rebuilding,
e.g. deleted nodes are marked and after n/2 updates the tree is completely rebuild.
Theorem 4. The data structure uses O(n log n/ log log n) words of space and queries and updates are supported in
O((log n/ log log n)2) time worst case and amortized respectively.
Proof. The height of T is O(log n/ log B) = O(log n/ log log n) and in each node on a path we traverse a ranking tree
of height O(log n/ log B) = O(log n/ log log n). We do a binary search O(log n/B) times and each binary search takes
O(log B log n/ log log n) = O(log n) time. The combined time for all binary searches is O(log2 n/B) = o((log n/ log log n)2)
time.
Updating the base tree T (splitting nodes) takes O(B) time amortized per update. Updating a ranking also takes O(B) time
amortized per update andO(log n/ log B) ranking trees are changed in each update. Furthermore, an update is appended to a
node on each level of a ranking tree, on each level of T . This means that O((log n/ log log n)2) update words are changed. The
matrices stored in a node in a ranking tree can be recomputed in O(f 2) = O(B2) time. This amounts to O(1) time amortized
per update added to the node. Each element defines a node in a ranking tree on each level of T . A node in a ranking tree stores
at most f bit-matrices, each storing f numbers, and up to B2 updates, each using O(log B) bits of space. Thus, a node in the
ranking tree uses O(f 2 + B2 log B/ log n) = O(B2)words of space, and each ranking tree, Rv , contains O(|Tv|/B2) nodes. 
6. Lower bound for dynamic data structures
In this section we describe a reduction from the marked ancestor problem to a dynamic range median data structure. In
the marked ancestor problem the input is a complete tree of degree b and height h. An update marks or unmarks a node of
the tree, initially all nodes are unmarked. A query is provided a leaf v of the tree and must return whether there exists a
marked ancestor of v. Let tq and tu be the query and update time for a marked ancestor data structure. Alstrup et al. proved
the following lower bound trade-off for the problem: tq = Ω( log nlog(tuw log n) ), wherew is the word size [1].
Reduction. Let T denote a marked ancestor tree of height h and degree b. We associate two pairs of elements with each
node v in T , which we denote start-mark and end-mark. We translate T into an array of size 4|T | by a recursive traversal of
T , where for each node v, we output its start-mark, then recursively visit each of v’s children, and then output v’s end-mark.
Start-marks are used to mark a node, and end-marks ensure that markings only influence the answer for queries in the
marked subtree. When a node v is unmarked, start-mark = end-mark = (0, 1) and when v is marked, start-mark is set to
(1, 1) and end-mark to (0, 0).
A marked ancestor query for a leaf v is answered by returning yes if and only if the range median from the subarray
ranging from the beginning of the array to the start-mark element associated with v is one. If zero nodes are marked, the
array is of the form [0, 1, 0, 1, . . . , 0, 1]. Since themedian in any range that can be considered by a query is zero, anymarked
ancestor query returns no. If v or one of its ancestors is marked there will bemore ones than zeros in the range for v, and the
query answers yes. A node u that is not an ancestor of v has both its start-mark and end-mark placed either before v’s marks
or after v’s marks, and independently of whether u is marked or not, it contributes an equal number of zeros and ones to v’s
query range. Since the reduction requires an overheadofO(1) for both queries andupdatesweget the following lower bound.
Theorem 5. Any data structure that supports updates in O(logO(1) n) time uses Ω(log n/ log log n) time to support a range
median query.
7. Higher dimensions
Since our algorithm from Section 2 decomposes the values rather than the positions of elements, it can be naturally
generalized to higher-dimensional point sets. We obtain an algorithm that needs O(n log k) preprocessing time plus the
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time for supporting range counting queries on each level. The amortized query time is the time for O(log n) range counting
queries. Note that query ranges can be specified in any way we wish: (hyper)-rectangles, circles, etc., without affecting the
way we handle values. For example, using the data structure for 2D range counting from [14] we obtain a data structure
for the 2D rectangular range median problem that needs O(n log n log k) preprocessing time, O(n log k/ log log n) space,
and O(log2 n/ log log n) query time. This not only applies to 2D arrays consisting of n input points but to arbitrary two-
dimensional point sets with n elements.
Unfortunately, further improvements, e.g. to logarithmic query time, seemdifficult. Although the query range is the same
at all levels of recursion, fractional cascading becomes less effective when the result of a rectangular range counting query
is defined by more than a constant number of positions within the data structure because we would have to follow many
forwarding pointers. Also, the array contraction trick that allowed us to use dense bit arrays in Section 3 does not work
anymore because an array with half the number of bits need not contain any empty rows or columns.
Another indication that logarithmic query time in two dimensions might be difficult to achieve is that there has been
intensive work on the more specialized median-filtering problem in image processing where we ask for all range medians
with query ranges that are squares of size (2r+1)× (2r+1) in an image with n pixels. The best previous algorithms known




[12] unless the range of values is very small [24,8]. Our result above improves this by a factor
log log r (by applying the general algorithm to input pieces of size 3r × 3r) but this seems to be of theoretical interest only.
8. Towards constant query time
Using O(n2) space, we can trivially precompute all medians so that the query time becomes constant. This space
requirement is reduced by somewhat less than a logarithmic factor in [16,22]. An interesting question iswhetherwe can save
more than a polylogarithmic factor. We now outline an algorithm that needs space O(n3/2) (machine words), preprocessing
time O(n3/2 log n) and achieves constant query time on the average, i.e., the expected query time is constant for random
inputs.10 Note that the results of this section only apply to computing range medians rather than general range selection.
We first consider median queries for a range [L, R] where L ≤ a + 1 and R ≥ n − a with a ∈ Θ(√n), i.e., the range
contains a large middle part C = A[a+ 1, n− a] of the input array. Furthermore let B = A[1, a] and D = A[n− a+ 1, n].
A =
B  
1 · · · L · · · a
C⊇C ′  
a+ 1 · · · n− a
D  
n−a+1 · · · R · · · n
If the median value v of A[L, R] comes from C , then its rank within C must be in [⌈ n2⌉ − 2a, ⌈ n2⌉] because the median of the
elements in C has rank ⌈ n2⌉ − a, and adding at most 2a elements outside C can increase or decrease the rank of the median
by at most a. The basic idea is to precompute a sorted array C ′[1, 2a+1] of these central elements. The result of a query then
only depends on A[L, a], C ′, and A[n− a+ 1, R]. For a start, let us assume that all elements in B and D are either smaller than
C ′[1] or larger than C ′[2a+ 1]. Suppose A[L, a] and A[n− a+ 1, R] contain sl and sr values smaller than C ′[1], respectively.
Then the median of A[L, R] is C ′[a+1+⌊ b−s2 ⌋], where s := sl+ sr and b := R− L+1+2a−n− s (b is the number of values
larger than C ′[2a+ 1] in A[L, a] and A[n− a+ 1, R]). Note that sl can be precomputed for all possible values of L using time
and space O(
√
n) (and the same is true for sr and R). For general contents of B and D, elements in B and Dwith value between
C ′[1] and C ′[2a+1] are stored explicitly. Since, for a random input, each element from B and D has probabilityΘ(1/a) to lie
within this range, only O(1) elements have to be stored on the average. During a query, these extra elements are scanned11
and thosewith positionwithin [L, R] aremoved to a sorted extra array X . Themedian of A[L, R] is then the elementwith rank
a+1+⌊ b−s2 ⌋+ |X |2 in C ′∪X . Equivalently, we can take the elementwith rank |X |/2 in C ′[a+1+⌊ b−s2 ⌋, a+1+⌊ b−s2 ⌋+|X |]∪X .
We are facing a selection problem from two sorted arrays of size |X | which is possible in time O(log |X |) (see e.g. [26]), i.e.,
O(1) on the average.
To generalize for arbitrary ranges, we can cover the input array A with subarrays obeying the above rules in such
a way that every possible query can be performed in one subarray. Here is one possible covering scheme: In category
i ∈ [1, √n] we want to cover all queries with ranges R − L + 1 in [i2, i2 + 2i]. Note that these ranges cover all of [1, n]
since i2 + 2i+ 1 = (i+ 1)2, i.e. subsequent range intervals [i2, i2 + 2i] and [(i+ 1)2, (i+ 1)2 + 2(i+ 1)] are contiguous. In
category i, we use subarrays of size 2i+ (i2 − i)+ 2i such that the central part C of the jth subarray starts at position ij+ 1
for j ∈ [0, n/i − i].12 A query [L, R] is now handled by category i = √R− L+ 1.13 It remains to determine the number j
of the subarray within category i. If R − L + 1 ∈ [i2, i2 + 1] we use j = ⌊L/i⌋, otherwise j = ⌊L/i⌋ + 1. In both cases, L is
within part B of the jth subarray and R is within part D of the jth subarray.
A subarray of category i needs space O(i) and there are O(n/i) arrays from category i. Hence in total, the arrays of
category i need spaceO(n). SinceO(
√
n) categories suffice to cover the entire array, the overall space consumption isO(n3/2).
10 The analysis is for inputs with distinct elements where every permutation of ranks is equally likely. The queries can be arbitrary.
11 An algorithm that is more robust for nonrandom inputs could avoid scanning by using a selection algorithm working on one sorted array and a data
structure that supports fast range rank queries (see also Section 3). This way, we would get an algorithm running in time logarithmic in the number of
extra elements.
12 We pad the input array A on both sides with random values in order to avoid special cases.
13 Note that we can precompute all required square roots if desired.
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Precomputing the arrays of category i can be done in time O(n log i) by keeping the elements of the current subarray in a
search tree sorted by element values. Finding the central elements for the next subarray then amounts to i deletions, i
insertions and one range reporting query in this search tree. This takes time O(i log i). The remaining precomputations can
be performed in time O(i). Summing over all categories yields preprocessing time O(n3/2 log n).
The above bounds for space and preprocessing time are deterministicworst case bounds. The average space consumption
can be reduced by a factor log n: First, instead of precomputing the counts for sl and sr they can be computed using a bit
array with fast rank operation (see also Section 3). Second, instead of blindly storing the worst case number of 2a+1 central
elements, we may only store the elements actually needed by any query. This number is upper bounded by the number of
elements needed for queries of the form [a+1, R] plus the number of elements needed for queries of the form [L, n−a]. Let
us consider the position of the median in queries of the form [a+ 1, R] as a function of R. This position (ignoring rounding)
performs a random walk on the line with step-width 1/2. In a = O(√n) steps, the expected maximum distance from its
starting point reached by such a random walk is O(
√
n) = O(n1/4). Queries of the form [L, n− a] behave analogously.
9. Conclusion
We have presented improved upper bounds for the range median problem. Except for the results in Section 8, they
generalize to finding the element of any given rank inside the query range. In the comparison model, the query time of our
solution is asymptotically optimal for k ∈ O(n). For larger values of k, our solution is at most a factor log n from optimal. In
a very restricted pointer model where no arrays are allowed, our solution is optimal for all k. Moreover, in the RAMmodel,
our data structure requires only O(n) space, which is clearly optimal. It is open whether the term O(k log n/ log log n) in the
query time could be reduced to O(k) in the RAM model when k is sufficiently large. The interesting range here is when k
lies between Θ(n) and Θ(n2). Making the data structure dynamic adds an amortized factor log n to the query time in the
pointer machine model, or log n/ log log n in the RAMmodel. We obtain all these bounds also for the range rank problem.
Given the simplicity of some of our data structures from Section 3, a practical implementation would be easily possible.
To avoid the large constants involved when computing medians for recursively splitting the array, one could consider using
a randomized scheme for selecting pivots, which works well in practice.
It would be interesting to find faster solutions for the dynamic RMP or the two-dimensional (static) RMP: Either would
lead to a faster median filter for images, which is a basic tool in image processing [27].
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