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Abstract 
The introduction of cyber-physical systems in production and logistics is a catalyst for a shift from centralized to decentralized production 
planning and control. However, equipping logistic objects (e.g. machines, products, transportation equipment) with the necessary technology is 
associated with high investment costs for companies. This paper presents a multiple attribute decision-making (MADM) method, which is 
suitable for identifying those machines of the production system, where an investment in technology for decentralized control leads to the 
largest increase in performance of the overall system. For this purpose production systems are modeled as complex networks, in which nodes 
represent machines and edges represent the material flow between them. Finally, we evaluate the performance of the proposed method taking a 
machine tool manufacturer with a job shop manufacturing as a research example.  
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Scientific Committee of 48th CIRP Conference on MANUFACTURING SYSTEMS - CIRP CMS 
2015. 
Keywords: Production; control; complex networks. 
1. Introduction 
Current production systems are characterized by constantly 
increasing dynamic and complexity, which causally results 
from heterogeneous markets with fluctuations in demand and 
short product lifecycles [1]. This development is further 
reinforced by high product variance and changes in customer 
requirements. In addition, the rapid change of information and 
communication technology, such as ubiquitous computing, 
radio-frequency identification (RFID), and wireless 
communication, also contributes to the growing complexity in 
production systems. In order to address the challenges 
outlined, production systems have to be able to react flexibly. 
For this purpose, production systems transform, as described 
by the Industry 4.0 concept, into Cyber-Physical Systems 
(CPSs) [2]. CPSs have intelligent sensors and actuators, which 
enable them to perceive and influence their environment. 
Therefore, in Cyber-Physical Production Systems (CPPSs) 
machines are capable to react rapidly and flexibly, for 
example, to customer needs or operating conditions [3]. As a 
result of these developments, a fundamental paradigm shift 
from a centralized to a decentralized production control takes 
place.  
Numerous simulation studies have shown that 
decentralized logistic systems are able to manage internal and 
external dynamics [4]. Furthermore, they react much more 
quickly and flexibly to disturbances than central or externally 
controlled systems and thus have a better achievement of 
logistical goals [5]. Most prior research presume the 
widespread use of decentralized control systems in production 
systems. We assume that in the context of high investment 
costs and the necessary change process it is unrealistic to 
equip all the machines with the required technology at once. 
Furthermore, individual machines have different meanings 
with regard to the performance of the overall system. Thus, for 
example, there are machines which exert significant influence 
over the surrounding machines due to their high level of 
activity. In the event that these machines are equipped with 
additional technology, they are not only able to selectively 
control themselves, but rather also their neighboring 
machines. Thus, through the modification at specific points, 
the maximum possible effect of the decentralized control can 
be achieved with regard to the increase in performance of the 
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overall system. Under these conditions, we come up with the 
following hypothesis: Some machines are better suited for 
being equipped with decentralized control systems than others, 
because of their position in the production system. The aim of 
this paper is to identify key machines in order to support a 
progressive introduction of decentralized control in production 
systems.  
The remainder of the paper is structured as follows. In the 
next section, we provide a brief overview of the concept of 
centrality in complex networks. In Section 3, the proposed 
method is described. Subsequently, in Section 4, a case study 
investigates the performance of the proposed method. The 
paper concludes with a summary and suggestions for plans for 
future works.  
2. Centrality in Complex Networks 
In this paper, the identification of key machines is based on 
the idea of node centrality from the area of complex networks. 
In formal terms, complex networks are presented as a graph G 
= (V, E) consisting of a set of nodes V = {v1, v2,…,vn} and a 
set of edges E = {e1, e2,…,en}. In the context of production 
systems every machine represents a single node and the 
material flow between two machines is represented as a 
directed edge. In the investigation of complex networks many 
researchers demonstrate that nodes in a complex network are 
not equivalent, for example, there are nodes that are more 
central or important than other nodes due to their position in 
the network [6]. Thus, there are nodes that have significant 
influence on the reliability of networks [7].  
For the identification of important nodes there exist a 
variety of different measures. They can be distinguished by 
their understanding of node centrality [8]. Section 3.1 gives a 
brief insight into the variety of different centrality measures. 
Due to this variety, the selection of a single measure is 
difficult. For this reason, researchers have suggested a multi 
attribute decision making (MADM) methods for the 
identification of important nodes [9, 10]. In comparison to 
other approaches, in this case, several centrality measures are 
simultaneously involved in the evaluation of node importance. 
As it seems to be a promising approach, this method is 
implemented here in order to check its applicability for 
production systems. 
3. Proposed Methodology 
In this paper, we use the work of Zhang et al. [10] as a 
template and investigate the following eight measures: The 
four standard centrality measures are Degree-Centrality, 
Betweenness-Centrality, Closeness-Centrality, and 
Eigenvector-Centrality. Furthermore, we will use structural 
holes measures to identify important nodes. Structural holes 
arise due to non-redundant contacts in a network. They are 
conceptualized by the following four measures: Effective 
Size, Efficiency, Constraint, and Hierarchy. In the remainder 
of this work, these eight measures form the evaluation criteria 
for the MADM methods. As a first step, the individual 
measures will be weighted by means of a fuzzy analytic 
hierarchy process (FAHP). Afterwards a ranking of the 
important nodes is determined by a technique for order 
preference by similarity to an ideal solution (TOPSIS). 
However, both methods are only explained briefly here (see 
e.g. [10] for more information). Finally, the performance of 
the proposed method is evaluated. 
3.1. Centrality measures 
3.1.1. Degree-Centrality  
The defining equation of Degree-Centrality is 
d(v)(v)Cd = .                             (1) 
The degree d(v) of a node v is the number of ties to other 
nodes. Thus, a node is central if it has many connections to 
other nodes [6]. Furthermore, a node with a high degree is 
characterized by a high level of embeddedness in networks. 
Disadvantageous is the fact that only direct connections to 
other nodes are considered. In order to ensure the 
comparability of data the Degree-Centrality is normalized, 
which can be expressed as:  
1−
=
n
(v)C(v)C dD .                             (2) 
The value lies in the range from 0 to 1. The higher the return 
value, the more central is a node. 
3.1.2. Betweenness-Centrality  
Betweenness-Centrality is calculated by Eq. (3), where 
gjk(v) represents the number of shortest paths between nodes j
and k which contains node v. gjk is the number of shortest 
paths between nodes j and k. Following, a node is central 
when it is often situated on the shortest, or even the only paths 
between the other nodes [6]. In comparison to Degree-
Centrality, also indirect connections are considered. 
¦ <= kj
jk
jk
b g
(v)g(v)C .                             (3) 
The equation for normalized Betweenness-Centrality is as 
follows: 
( )( )[ ]221 /nn
(v)C(v)C bB
−−
= .                             (4) 
The value range is from 0 to 1. In this context, the most 
important node achieves the highest value of Betweenness-
Centrality.  
3.1.3. Closeness-Centrality  
In conjunction with Closeness-Centrality a node is 
important if it is connected to all other nodes on short 
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geodesic distances [6]. However, also indirect connections are 
considered. Eq. (5) shows the calculation of Closeness-
Centrality:  
[ ] 1
1
−
=
¦= ny vyc d(v)C ,                             (5) 
where dvy is the shortest path between the nodes v and y. 
Finally, Closeness-Centrality is normalized to ensure 
comparability: 
(v))C(n(v)C cC 1−= .                             (6) 
The measure reaches values between 0 and 1. The higher the 
ratio, the more central is a node. 
3.1.4. Eigenvector-Centrality 
Eigenvector-Centrality represents the extension of the 
simple Degree-Centrality. The importance of a node increases 
if it is connected to many other important nodes [11]. 
Therefore, a node that is connected to other important nodes, 
is also important itself. The equation for Eigenvector-
Centrality is as follows: 
¦
=
−
=
n
j jvjv eAȜe 11 ,                 (7) 
where Ȝ is a constant (eigenvalue), A is the adjacency matrix 
of the complex network, and e denotes the eigenvector. The 
value lies in the range from 0 to 1. Furthermore, important 
nodes take large values.  
3.1.5. Effective-Size  
The Effective-Size is given by: 
( ) ji,q,mpES j q jqvqv ≠−=¦ ¦1 , (8)
where j means all the neighbors of node v, q designates all 
nodes in the network except j and v, and pvqmjq denotes the 
level of redundancy between node v and j. Summarized, 
Effective-Size is calculated as network size minus 
redundancy, which is the average number of connections that 
each node j has to other neighbors of node v [12]. 
Accordingly, Effective-Size is reduced by the number of 
connections among the direct neighbors of node v. The larger 
the value, the more important the node.  
3.1.6. Efficiency  
Efficiency is calculated as ratio between Effective-Size and 
size of the network [12]. The higher the ratio, the more central 
is a node. 
3.1.7. Constraint  
In the context of structural holes it is assumed that a node 
is constrained in its influence if his neighbors are 
interconnected [12]. Hence, the lower the Constraint is, the 
more important is the node. The defining equation of 
Constraint is:  
¦= j vjv CC                              (9) 
Cvj is defined as: 
( )2¦ ≠≠+= jvq qjvqvjvj pppC , (10) 
where pvj denotes the ratio of the investment of node v in 
concrete connection with j. Whereas pvqpqj describes the ratio 
of the investment of node q in concrete connection with j.  
3.1.8. Hierarchy  
Hierarchy determines the extent to which a single node is 
the source of constraint [12]. A high value of Hierarchy 
indicates that a node is constraint by a single neighbor. In 
cases where it is spread to several neighbors, it is low. The 
Hierarchy is given by:  
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N is the number of neighbors of node v. The calculation of the 
parameter Cvj is shown in Eq. (10). In this context, the most 
important node achieves the lowest value of Hierarchy. 
3.2. Fuzzy Analytic Hierarchy Process (FAHP) 
The analytic hierarchy process (AHP) is a decision method 
which was developed by Saaty [13] for solving multicriteria 
decision problems. For this purpose, the criteria used are first 
brought into a hierarchical structure. In this way, the decision 
problem is divided into smaller problems. Following the 
formation of hierarchy, the weights of the individual criteria 
are determined. At this point, the AHP method differs from 
others by weighting of criteria by pairwise comparison. 
Disadvantageous is the fact that AHP is not taking the human 
way of thinking into consideration [14]. For this reason, the 
AHP method was combined with fuzzy sets in many works.  
Fuzzy Set Theory enables the participation of fuzzy 
information into the decision making process [15]. It 
represents the generalization of the classical set theory. 
Furthermore, fuzzy set is described unambiguously by the 
membership function, which assume any number between 0 
and 1. There are some standard shapes of membership 
functions. In this work, the triangular membership function is 
used, because it is the standard function in fuzzy applications. 
According to Buckley [16], FAHP consists of three steps: 
In the first step, we construct a pairwise comparison matrix 
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among all the centrality measures. For this purpose, the 
individual measures will be rated by using linguistic variables, 
which are summarized in Table 1. The measurement scales on 
the linguistic variables are represented with the term 
“importance”. The next step here will be to use the geometric 
mean technique to determine the fuzzy geometric mean and 
fuzzy weights of each centrality measure. Finally, the fuzzy 
weights are defuzzified to define the best nonfuzzy 
performance (BNP) value. 
Table 1. Membership function of linguistic scales. 
Linguistic variables Triangular fuzzy number 
Equal Importance  (1, 1, 2) 
Moderate Importance  (2, 3, 4) 
Strong Importance  (4, 5, 6) 
Very Strong Importance  (6, 7, 8) 
Extreme Importance (8, 9, 10) 
3.3. TOPSIS 
A technique for order preference by similarity to an ideal 
solution (TOPSIS) was developed by [17]. TOPSIS is a 
ranking method that puts emphasis on the selection of an 
alternative, which has the shortest distance from the positive-
ideal solution and the longest distance from the negative ideal 
solution. We use the method to rank nodes in the complex 
network.  
This method entails the following steps: First of all, we 
compute the individual centrality measures. Subsequently, the 
decision matrix is normalized. Here, a distinction is made 
between benefit type and cost type measures. Constraint and 
Hierarchy are counted among cost type and the remaining 
measures denote as benefit type [10]. In step 3, we construct 
the weighted normalized decision matrix. For this purpose, 
the normalized decision matrix is multiplied by the fuzzy 
weights from FAHP. In the following, the positive-ideal and 
the negative-ideal solutions are determined. To this end, 
choose the best and the worst value for each case from the 
columns of the matrix from step 3. In case of cost type 
measures the highest values are the worst and the lowest 
values the best. The opposite is true for benefit type measures. 
In step 5, the distance of each node from the positive-ideal 
and the negative-ideal solution is calculated. In the final step, 
the closeness coefficients are calculated. The following 
applies: The higher the closeness coefficient, the more 
important the node.  
3.4. Evaluation Methods 
Finally, the results of the proposed method are compared 
with those of other measures from the field of complex 
networks. Since production systems are usually represented as 
directed graphs, we use measures constructed for directed 
graphs. This consists of In-Degree-Centrality, Out-Degree-
Centrality, and PageRank. The In-Degree-Centrality of node v
is defined as the number of connections to its direct 
predecessors. Thus, the Out-Degree-Centrality of node v is the 
number of connections to its direct successors [18]. The main 
idea of PageRank, which is an algorithmic method, is to 
assign a weight to each node. The more nodes, with a high 
weight as possible, point to node v, the more important is v. 
This measure was originally developed to evaluate the 
importance of websites [19]. To compare the ranking results 
we will determine the spearman’s rank correlation coefficient 
(for further details see [20]).  
To assess the significance of the different important nodes 
relevant for the reliability of the network, we will remove the 
important nodes sequentially. The quality of the remaining 
complex network is determined by diameter [21]. Diameter 
describes the longest shortest path between any two nodes in 
the network. In this paper we assume that the diameter 
increases when the most important nodes in the network are 
removed. Furthermore, we will investigate how the removal 
of important nodes influence the network topology. Basically 
it is assumed that the network will be split into its components 
in the course of time. For this purpose, the relative size of the 
largest cluster is calculated [21]. In connection with 
production systems an increase in diameter and a 
fragmentation of networks may lead to the fact that the 
material flow between certain machines only takes place to 
limited extend or not at all. As a result, the system collapses 
from a certain fraction of removed nodes. 
4. Empirical Illustration  
In the present case study a real production system is 
examined. The used data sets were extracted from the 
Manufacturing Execution System (MES) of a machine tool 
manufacturer who applies job shop manufacturing. Job shop 
manufacturing is usually characterized by a heterogeneous 
order structure. For this reason, there is usually a strong 
dynamic in this type of manufacturing organization. As 
mentioned earlier, decentralized production control is able to 
manage dynamics. Since the objective of this paper is the 
progressive introduction of decentralized control, the job shop 
manufacturing is a good research example.   
The investigated production system consists of 51 
machines. According to the data set 3708 different orders 
have been processed, which in turn are usually made of 
several operations. The number of operations per job varies 
from 1 to 31. Furthermore, the average number of operation 
per job is eight. The present production system is modeled as 
a complex network. In order to transfer the given production 
data in a graph structure, the data are first sorted by the 
processing start time and then grouped by order-ID. The 
nodes represent the machines and the connection between the 
nodes the material flow. 
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Fig. 1. Overview of the scenarios. 
In cases where the material flows repeatedly between two 
machines, the connections are weighted. For the investigation 
the data was divided into different time ranges (see Fig. 1). In 
the first scenario, the observation period is one day each. In 
all, three consecutive days are investigated. Also in the second 
scenario the observation period is one day each, however, it 
then increases the time interval by one day. It follows that the 
last time interval aggregates three days. Finally, the 
observation period in scenario 3 is nine days. In the next step, 
all created graphs have been verified whether they are 
connected. Thereby, a graph is connected if between every 
pair of nodes is a path. The results show that only in scenario 
3 a connected graph is generated. As for the calculation of 
some centrality measures a complete graph is assumed [18], 
the third scenario is considered in more detail below. In this 
specific example we only have unweighted connections. 
In this paper, we use FAHP to determine the weights of the 
different centrality measures for the identification of key 
pairwise comparison matrix which reflects the views of all 
surveyed logistics experts. The FAHP results are the 
normalized BNP values of the different centrality measures. 
The first four important measures for the identification of 
important nodes are Constraint (0.211), Eigenvector-
Centrality (0.191), Betweenness-Centrality (0.162), and 
Hierarchy (0.162). Moreover, Closeness-Centrality (0.040) is 
the less important measure. The Table 2 summarizes the 
ranking of the five important nodes in our research example 
based on TOPSIS. In comparison with the others the nodes 
19, 41, and 20 are the most important. Finally, we compared 
the ranking results of the proposed method with those of the 
measures In-Degree-Centrality, Out-Degree-Centrality, and 
PageRank. Table 3 shows the rank correlation among the 
measures. The rank correlation coefficients for the proposed 
method in combination with each other measure result in 
negative values. 
Table 2. The ranking result for the proposed method. 
 Nodes Closeness-
Coefficient 
Rank 
19 0.945 1 
41 0.769 2 
20 0.769 3 
42 0.346 4 
40 0.331 5 
Whereas the rank correlation coefficients for the three last 
pairs is positive. In summary, the ranking results for In-
Degree-Centrality, Out-Degree-Centrality, and PageRank are 
similar.   
Table 3. Spearman’s Rank Correlation Coefficient between the different 
values.  
Values Rank Correlation 
Coefficients 
Proposed method, Out-Degree -0.889 
Proposed method, In-Degree -0.895 
Proposed method, PageRank -0.873 
Out-Degree, PageRank 0.777 
In-Degree, PageRank 0.965 
Out-Degree, In-Degree 0.818 
As mentioned earlier, there are nodes that have significant 
influence on the reliability of networks. For this reason, the 
important nodes calculated by the proposed method and Page-
Rank have been removed sequential. In the following, Page-
Rank is a representative of the other measures. The results are 
compared in Fig. 2. The diameter for the proposed method 
decreases slowly. The values are between 0 and 4. The 
diameter for the Page-Rank rose steadily from 4 to a peak of 
9. In addition, from 60 percent of the removed nodes the value 
of diameter fell to zero. Summarized, the results show that the 
distance between the remaining nodes increases in absence of 
important nodes for PageRank. Following, the important 
nodes ranked by PageRank have more influence on the 
network quality.  
Fig. 2. Performance of diameter with a declining number of nodes in the 
network.  
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Fig. 3. Performance of relative size of the largest cluster with a declining 
number of nodes in the network.  
The results in Fig. 3 present that the relative size for the 
largest cluster decreases in a linear manner with the fraction 
of removed nodes for the proposed method. Whereas, the 
removal of important nodes ranked by PageRank causes a 
network division in smaller components.   
To conclude, our results from the comparison with the 
proposed method and other centrality measures indicate that 
the algorithmic method is more appropriate to identify 
important nodes than the proposed method. Following the 
idea of Borgatti [22] centrality measures are not applicably in 
an universal way across all network types, so that there is a 
discrepancy between the centrality measures used by the 
MADM method and their applicability for production 
systems.  
5. Conclusion and Research Outlook 
The aim of this paper is to identify key machines in order 
to support a progressive introduction of decentralized control 
in production systems. For this purpose, we applied a method 
based on FAHP and TOPSIS. In the process of identifying 
key machines, we utilized the concept of node centrality from 
the field of complex networks. To evaluate the performance, 
we compared the ranking results of the proposed method with 
the results of measures constructed for directed graphs. To 
this end, we assessed the significance of the different 
important nodes relevant for the reliability of the network by 
removing the important nodes sequentially. Furthermore, we 
investigated how the removal of important nodes influences 
the network topology. 
The experimental results on our research example show 
that the algorithmic method has a larger influence on the 
network topology. As already discussed, the investigation 
should be repeated with centrality measures that are more 
appropriate for production systems. Furthermore, the next 
question would be how results of the proposed method and 
the measures constructed for directed graphs affect the 
performance of logistical target achievement.  
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