We propose to generalise classical maximum likelihood learning to density matrices. As the objective function, we propose a quantum likelihood that is related to the cross entropy between density matrices. We apply this learning criterion to the quantum Boltzmann machine (QBM), previously proposed by [1] . We demonstrate for the first time learning a quantum anti-ferromagnetic Heisenberg Hamiltonian and spin glass Hamiltonian from quantum statistics using this approach. The learning problem is convex and has a unique solution for finite temperature. For zero temperature the problem is ill-posed. We show how the proposed quantum learning formalism can also be applied to a purely classical data analysis. Representing the data as a rank one density matrix introduces quantum statistics for classical data. These statistics may violate the Bell inequality, as in the quantum case. We show that quantum learning yields results that can be significantly more accurate than the classical maximum likelihood approach. An example is the parity problem, that can be learned by a QBM without hidden units and not by the classical BM. The solution shows entanglement, quantified by the entanglement entropy.
Current successes in machine learning [2] [3] [4] has ignited interesting new connections between machine learning and quantum physics, loosely referred to as quantum machine learning. Quantum annealing [5, 6] has been successfully applied to optimisation problems that arise in machine learning [7, 8] . Machine learning methods also find useful applications in quantum physics, such as characterizing the ground state of a quantum Hamiltonian [9] or to learn different phases of matter [10] .
In addition, there are efforts to exploit quantum mechanical features for learning and coding [11] . In particular, attempts have been made to extend probability calculus to quantum density operators [12] [13] [14] . Recently, [1] have proposed a learning method for density matrices called the quantum Boltzmann machine (QBM). Their approach is to maximise the classical likelihood L = s q(s) log p(s|w), with p the diagonal of the density matrix ρ. As the authors remark, this approach faces difficulties because the gradients of the likelihood are hard to evaluate. See supplementary material for details. For this reason, they introduce a lower bound on the likelihood using the Golden-Thomson inequality and maximise this bound. But this has the disadvantage that parameters of quantum statistics cannot be learned.
Classical learning can be viewed as minimizing the cross entropy between distributions. The cross entropy naturally generalises to density matrices. We define quantum learning as an optimisation problem between a density matrix ρ, that defines our model, and a density matrix η that represents the data. This approach does not suffer from the difficulties in [1] . In the case that the model is classical (ie. the model density matrix is diagonal) the quantum likelihood reduces to the classical likelihood.
We restrict ourselves to discrete problems and apply this idea to both quantum and classical systems.
In general this defines a convex optimization problem.
For quantum systems, we consider the problem of learning the density matrix and Hamiltonian of a quantum spin system from observed stationary quantum statistics. This problem is strictly convex for finite temperature and has a unique solution. We demonstrate this numerically for the quantum anti-ferromagnetic Heisenberg Hamiltonian and spin glass Hamiltonian. For zero temperature the solution is degenerate. The learned Hamiltonian reproduces all correct statistics but is not unique. For classical systems, we construct a rank one density matrix η = |ψ ψ| with s|ψ = q(s) and q(s) the empirical data distribution. This allows us to compute quantum statistics from classical data. The quantum statistics provides features of the data that are not available from low order classical statistics and may be useful for classical data analysis. We give an example where the QBM can learn a parity problem on visible quantum spins while the classical Boltzmann machine (BM) cannot.
QUANTUM LEARNING
We first briefly review classical learning. Consider a data set of samples s µ , µ = 1, . . . P , where each sample s µ is a vector of length n. The data set can be written as a so-called empirical probability distribution q(s) = 1 P µ δ s,s µ . Consider a probability distribution p(s). Classical learning can be defined to find p that minimize S(q, p), with S the cross entropy between the distributions q and p
Minimizing S with respect to p is equivalent to maximizing the classical likelihood
In the quantum case, we represent both the data and the model as a density matrix. A density matrix ρ is a Hermitian positive definite matrix with components ρ(s, s ′ ) and Trρ = 1. ρ has real eigenvalues λ s ≥ 0 and s λ s = 1. The density matrix is a generalization of a probability distribution and reduces to the latter when it is diagonal.
The notion of expectation value for probability distributions is generalised for density matrices. The expectation value of a matrix A is defined as A ρ = Tr (Aρ), with Aρ the matrix product. When A is a Hermitian matrix, A ρ is real. When A is a diagonal matrix, A ρ = A p with p the diagonal of ρ. In this case we call A a classical statistics. When A is a non-diagonal matrix, A ρ are statistics of ρ that do not have a classical analogue. We call these quantum statistics.
The cross entropy between density matrices is defined as [15] S(η, ρ) = Tr (η log η) − Tr (η log ρ)
with log ρ the matrix logarithm of ρ. The cross entropy Eq. 3 is an important concept in quantum information theory, in particular for the quantification of entanglement [16, 17] . Here, we propose it for learning from data. When η is the density matrix of the data and ρ is the model density matrix, we define quantum learning to find ρ that minimises S. This is equivalent to maximizing the quantum likelihood
We consider density matrices of the form
with e H is the matrix exponential of H. H and H r are Hermitian matrices and w = {w r , r = 1, . . .} are given real parameters. The model Eq. 5 is referred to as the quantum Boltzmann machine (QBM) [1] .
It can be shown that S(η, ρ) ≥ 0. When η > 0 (its eigenvalues are positive), then S is strictly convex in ρ and S = 0 if and only if ρ = η (Klein's inequality, see [15] ). In this case the target Hamiltonian can be recovered exactly from the quantum statistics. An example are finite temperature quantum systems of the form η ∼ e βH . When the statistics are taken from the ground state |ψ of a quantum system, the density matrix η = |ψ ψ| is not positive (it has eigenvalues zero), S is not strictly convex and the reconstructed Hamiltonian is not unique.
The quantum likelihood Eq. 4 for the QBM Eq. 5 is
Learning is defined as gradient ascent on the quantum likelihood. Since H is linear in the parameters, 
with ǫ a small number. For the rest of the paper we consider binary quantum spin systems with Hamiltonian
are Pauli spin 1/2 operators (see supplementary material). For this Hamiltonian, the learning rule Eq. 7 becomes
The QBM reduces to the classical BM (see SM) when k takes only the value k = z in Eqs. 8 and 9.
LEARNING A QUANTUM HAMILTONIAN
We show that we can accurately learn the density matrix of an unknown quantum system from observed quantum statistics. As a first example, we consider the antiferromagnetic Heisenberg model in 1 dimension. The ground state wave function |ψ of this quantum system is a singlet state that is fully entangled. From |ψ , the quantum statistics σ of course not the correct signs. In SM fig. 1 we show that these results generalise to the one dimensional XYZ model.
These results illustrate that it is essential to recover the correct phase (sign) of the wave function in order to model the quantum statistics. Here, these are ob- tained through the density matrix formalism and a reconstruction of the quantum Hamiltonian. They cannot be obtained by minimizing the classical cross entropy of | s|ψ | 2 directly. [18] show that by using multiple bases representations of the wave function simultaneously, one can also obtain the correct phase information.
We repeat these experiments for a quantum spin glass Hamiltonian H (Eq. 8) on n = 8 spins with random couplings w and ∆L = 10 −15 at convergence, the error in the reconstructed quantum statistics does not depend on β. The intuitive explanation is that for increasing β the minimum gets flatter and when β → ∞ the solution is no longer unique.
QUANTUM STATISTICS IN CLASSICAL DATA
We can also apply the QBM to learn classical data. In this case, we construct a rank one density matrix from the data or from its distribution q as follows
and optimize the quantum likelihood Eq. 4. The optimal solution ρ is a density matrix that represents the quantum statistics in the classical data and has no equivalent in terms of a probability distribution. When ρ is diagonal, ρ(s, s ′ ) = p(s)δ s,s ′ , the quantum likelihood reduces to the classical likelihood Eq. 2. Thus, quantum learning is the generalisation of classical learning to density matrices. It can find better solutions because the optimisation is over a larger class of models. In addition, it learns from quantum statistics that have no classical analogue.
All classical and quantum statistics are directly computable from the classical data distribution q. While the classical statistics is linear in q, the quantum statistics are quadratic in √ q. See supplementary material Quantum Boltzmann machine for details.
The QBM is significantly more accurate than the BM. This was tested on a set of random instances proposed in [1] (see SM fig. 2 ). Average results over 10 instances give quantum cross entropies S(η, ρ qbm ) = 0.282 ± 0.14 and S(η, ρ bm ) = 3.53 ± 0.11. In addition, the QBM can learn problems that cannot be learned by the classical BM.
As an extreme example, we consider the parity problem on n spins. The data distribution is the Gibbs distribution of a fully connected classical ferro magnet on n − 1 spins: q(s 1:n−1 ) ∝ exp 1 n−1 i>j s i s j and spin n is the parity of the other spins s n = n−1 i=1 s i . The quantum cross entropies after learning are S(η, ρ qbm ) = 0.404 and S(η, ρ bm ) = 2.735. Since ρ qbm is close to rank one, we can visualise the solution by defining a probability distribution p qbm (s) = | s|ψ | 2 with |ψ the largest eigenvector of ρ qbm . In fig. 3 we show that p qbm correctly represents the parity problem while p bm does not capture any structure in the data.
The data density matrix η in Eq. 10 corresponds to a pure state and shows entanglement, which is defined as the quantum mutual information between subsets of It is easy to show (SM Entanglement) that this condition is equivalent to the statement that s i is a arbitrary deterministic function of (a sub set of) the other variables. For the parity problem in fig. 3 , σ x i η = 0 for all i, because the value of each spin is fixed once the value of the other spins are given.
The quantum statistics can violate the Bell inequalities [19] . This is well known for quantum systems, but is also true when we use quantum statistics to describe purely classical data. Consider three observables a, b, c (classical or quantum). If we assume that their interrelation can be captured by a classical probability distribution, then [20] | ab − ac | + bc ≤ 1 (11) where . . . denotes the expectation value (classical or quantum). Therefore, if we can construct a, b, c that violate this inequality, the reverse is true and a, b, c cannot be described simultaneously by a classical distribution. When the classical data, as given by q, is promoted to a rank one density matrix η, it describes the same classical statistics, but in addition also quantum statistics, which can violate the Bell inequality. In figure 4 we show an adaptation of a well known example, with η constructed from a probability distribution for two fully correlated binary variables. When θ = φ = 0, a, b, c are classical, commuting, observables (mean values) and their pair-wise statistics (correlations) do not violate the Bell inequality. When (θ, φ) = π 3 , 2π 3 , the pair-wise (quantum) correlations of a, b, c cannot be reproduced by any classical probability distribution.
For large simulations, learning the QBM is intractable. In each learning iteration one must compute statistics H r ρ for the current estimated density matrix ρ. In principle, it requires O 2 2n operations and memory to compute the entire density matrix. To generate the results of fig. 1 we effectively made use of a low rank approximation using L = 6 extreme eigenvectors and a sparse representation, requiring O (L2 n ) computation. But, clearly, this does not scale to large problem instances. As in classical BM learning, one can apply various approximate inference methods to estimate H r ρ . When estimating a quantum Hamiltonian from zero temperature statistics, one can use zero temperature methods that minimize the Raleigh quotient to estimate the ground state wave function with a particular variational Anzats for the wave function [21, 22] . In particular, [9] use a classical Boltzmann machine as the variational ansatz for the wave function that shows great potential. In general, when the density matrix has finite temperature and is not a rank one matrix, one may need to estimate the statistics using diffusion Monte Carlo [23, 24] or mean field methods [25, 26] .
The hard computational step of the QBM learning algorithm is to compute the quantum statistics for a given Hamiltonian, which is repeated for each learning iteration. If this computation could be done on physical quantum hardware, this could lead to a massive speed-up. Initial encouraging results were obtained to implement the approximate quantum learning rule [1] using quantum annealing on a D-wave computer [27] . An obvious next step is to use the quantum learning rules proposed here to improve these results.
Boltzmann machine
For convenience we review the maximum likelihood learning for the classical Boltzmann machine. The state space consists of all vectors s = (s 1 , . . . , s n ) with s i = ±1 binary spin variables. The Boltzmann machine derives its name from the fact that the probability distribution p(s|w) that is learned is a Boltzmann distribution
with H(s|w) = r H r (s)w r linear in w r . H r (s) are interaction terms involving a typically a small subset of the components of s such for instance s i , s i s j , . . .. For p of the form Eq. 12 the likelihood main text (MT) Eq. 2 becomes
where H q is the expectation value of H with respect to the distributions q. The maximisation can be performed by gradient ascent on L:
where we used that ∂ log Z ∂wr = H r p and . . . p is expectation with respect to the probability distribution p. Learning stops when the gradients are zero, ie. when the statistics defined by H r are equal: H r q = H r p . When H(s|w) = i w i s i + i>j w ij s i s j , the learning rule becomes
Eq. 15 is the well-known Boltzmann Machine learning rule [28] .
Quantum Boltzmann machine details
In the Hamiltonian MT Eq. 8, σ 
Since η is real symmetric, the expectation of complex Hermitian observables such as σ N . This computation is O (N log N ) . Subsequently, we can compute each quantum statistics linear in N .
QBM learning proposed by [1] [1] use the classical likelihood for learning the QBM by considering the diagonal of the density matrix. Because of Λ s does not commute with e Ht , the time integration remains and the expression cannot be easily evaluated. [1] address this problem by deriving a lower bound on their likelihood using the Golden-Thompson inequality and maximizing this bound. However, as the authors admit, this procedure is clearly suboptimal and is inconsistent when learning transverse field components.
Entanglement
The von Neumann, or quantum, entropy of a density matrix ρ is defined as
It is easy to show that S(ρ) = − s λ s log λ s , with λ s ≥ 0 the eigenvalues of ρ. The entropy is maximal when all λ s are equal. The minimal entropy S(ρ) = 0 when λ s = δ s,s * for some state s * . In this case ρ is a rank one matrix and can be written as ρ = |ψ ψ|. ρ is called a pure state. When ρ is diagonal: ρ(s, s ′ ) = p(s)δ s,s ′ , the quantum entropy is equal to the classical entropy S(ρ) = − s p(s) log p(s).
Entanglement is a feature of a quantum system that has no classical analogue. Consider a density matrix ρ on n variables and consider a sub set of variables A and its complement B. The entanglement between A and B is defined as the quantum mutual information
with S(ρ) the quantum entropy of ρ and S(ρ A ), S(ρ B ) the quantum entropies of the marginal density matrices
on the sub sets A, B, respectively [12] . ( In components, write s = (s A , s B ) with s A , s B the variables in A and B, respectively. Then ρ(s, s
.) There exists a large literature on different measures of entanglement, quantum mutual information being one of them [16] .
The quantum mutual information is the generalisation to density matrices of the classical mutual information
with p a probability distribution on all variables and p A,B the marginal probability distributions on variables A and B, respectively and H(p) the classical entropy of distribution p. The classical mutual information I c AB satisfies
The upper bound on I c AB can be easily derived by noting that the conditional entropy
The lower bound follows when because I c AB is the KL divergence between p and p A p B , which is non-negative. The quantum mutual information may violate the bound Eq. 21. Instead, we have
The lower bound follows from the fact that I AB = S(ρ, ρ A ⊗ ρ B ) ≥ 0 with S the cross entropy MT Eq. 3. The upper bound follows from the Akari-Lieb inequality [29] S(ρ) ≥ |S(ρ A ) − S(ρ B )| Note that this inequality allows cases where S(ρ A ) = S(ρ B ) > 0 and S(ρ) = 0. This would be classically forbidden. An example is the fully entangled two spin system, where S(ρ) = 0 and S(ρ A ), S(ρ B ) > 0.
In the case of quantum learning η = |ψ ψ|, with s|ψ = q(s), is a rank 1 density matrix and S(η) = 0. Since |ψ is a pure state, it allows a Schmidt or singular value decomposition [30] . Write s|ψ =ψ(s A , s B ) as a matrix with components s A , s B . Thenψ 
and S(η A ) = S(η B ) = − i λ i log λ i . Thus, the quantum entropies of the two subsystems are identical and the entanglement is I AB = 2S(η A ).
It is useful to compute the entanglement of a single variable s i , ie. A = i and B are all other variables. In general, the density matrix of a binary variable s = ±1 can be written as a linear combination of Pauli spin matrices σ x,y,z and the identity matrix:
with m x,y,z the real expected value of σ x,y,z : m k = Tr(σ k ρ), k = x, y, z. The eigenvalues of ρ are
Thus ρ is positive provided that m ≤ 1. The entropy of ρ is
In the case of classical data, m i = 0 iff s i is a deterministic function of (a sub set of) the other variables. This is because m x i (Eq. 16) is a sum of non-negative terms and can only be zero when all terms are zero. This can only be true when for each s \i for which q(s \i ) > 0, either q(s i = 1|s \i ) = 0 or q(s i = −1|s \i ) = 0.
Bell inequality
Consider two fully correlated binary variables s = (s 1 , s 2 ) with joint probability distribution Comparison of QBM and BM solution on a problem of n = 10 spins. The data are generated from a mixture of 8 random patterns with 10 % added noise as in [1] . Scatter plot of p bm (s) and p qbm (s) versus the true probability q(s). Average results over 10 instances give quantum cross entropies S(η, ρ qbm ) = 0.282 ± 0.14 and S(η, ρ bm ) = 3.53 ± 0.11.
Further comparison on classical distributions
We compare the BM and QBM on the problem suggested in [1] . The data distribution is generated from a mixture of 8 random patterns with 10 % added noise. A typical result is shown in fig. 6 . The QBM is significantly more accurate than the BM.
