At a time of growing concern over the ethics of animal experimentation, mouse models are still an indispensable source of insight into the cardiovascular system and its most frequent pathologies. Nevertheless, reference data on the murine cardiovascular anatomy and physiology are lacking. In this work, we developed and validated an in silico, one dimensional model of the murine systemic arterial tree consisting of 85 arterial segments. Detailed aortic dimensions were obtained in vivo from contrast-enhanced micro-computed tomography in 3 male, C57BL/6J anesthetized mice and 3 male ApoE -/-mice, all 12-weeks old. Physiological input data were gathered from a wide range of literature data. The integrated form of the Navier-Stokes equations was solved numerically to yield pressures and flows throughout the arterial network. The resulting model predictions have been validated against invasive pressure waveforms and noninvasive velocity and diameter waveforms that were measured in vivo on an independent set of 47 mice. In conclusion, we present a validated one-dimensional model of the anesthetized murine cardiovascular system that can serve as a versatile tool in the field of preclinical cardiovascular research.
Introduction
Cardiovascular disease is often studied in a preclinical setting since small animal models offer more flexibility, easier access to in and ex vivo tissues, and faster disease progression than humans. Mice in particular are a common model in hypothesis-driven cardiovascular research (Treuting et al., 2012) due to their short lifespan, their small size, the similarity of their well-decrypted genome with the human one and, most importantly, the possibility to induce genetic modifications (Pennacchio, 2003) . Genetically or pharmacologically altered mouse models have provided insight into (amongst many other cardiovascular applications) abdominal aortic aneurysm (Trachet et al., 2014a,b) , stable and unstable atherosclerotic plaque (Van der Donckt et al., 2014; De Wilde et al., 2015) , diabetes (Reed and Herold, 2015) , hypertrophy (Yamaguchi et al., 2007) and Marfan syndrome (Campens et al., 2015) . However, since mice have a much smaller (aortic dimensions are 10x smaller, Tab. 1) and faster (average, non-anesthetized heart rate is 10x higher) cardiovascular system, the interpretation of these results requires a cautious translation between murine and human systems. Striking similarities between human and murine aortic flow velocity and pressure waveforms (Nichols et al., 2011) , as well as a highly similar branching pattern of the aortic arch (Casteleyn et al., 2010) , have been reported in literature. However, in-depth research on aortic anatomy and physiology is not straightforward since, both in humans and mice, (non-)invasive measurements are (i) technically difficult to obtain, (ii) limited to a restricted number of aortic locations, and (iii) need to be justified from an ethical perspective. In a human setting, these limitations can be circumvented since reference data for both anatomy and physiology are readily available for many arterial locations. The development of a wide range of 1D models of the human arterial circulation (Avolio, 1980; Bessems et al., 2007; Mynard and Smolich, 2015; Sherwin et al., 2003; Stergiopulos et al., 1992; Wemple and Mockros, 1972) has allowed researchers to study the effect of alterations in anatomy or physiology (Vardoulis et al., 2011) without the ethical and technical limitations of in vivo measurements. In mice, the available data are focused on arterial physiology rather than anatomy. To the best of our knowledge, the most complete computational model of the murine arterial tree is the FSI model of Cuomo et al. (2015) . They set up a 3D model to investigate the effect of invasive pressure measurements on local hemodynamics, while accounting for ventricular-vascular coupling. However, their 3D model was based on a single mouse and only included the major branches. An extensive description of the 'reference' murine arterial anatomy and physiology has, to the best of our knowledge, never been reported and a validated in silico model describing the average murine systemic tree and its hemodynamics is lacking. A validated numerical model of the murine circulation could facilitate the implementation of the 3R's principle (Refine, Reduce, Replace) in small animal research and contribute to minimize the use of animals by providing valuable insight into murine hemodynamics without animal suffering.
In this work, we used high-resolution, contrast-enhanced micro-CT to obtain reference data on the in vivo anatomy of the entire systemic arterial tree in mice. We subsequently combined these measurements with a wide range of literature data to translate an existing one-dimensional model of the human systemic arterial tree (Reymond et al., 2009 ) into a murine setting. The resulting in silico model of the anesthetized murine systemic arterial tree includes 85 arterial segments and predicts pressure and velocity waveforms at all arterial locations without the need for arduous invasive measurements. We demonstrated the validity of the model by comparing its predicted pressure, velocity and diameter waveforms to those measured in vivo in a large sample of young, male laboratory mice.
Animals, materials and methods

In vivo measurements
Mice All procedures were approved by the Ethical Committee of Canton Vaud, Switzerland (EC 2647.1 for the wild type mice, EC 2647.2 for the apolipoprotein E gene-deleted [ApoE -/-] mice) and performed according to the guidelines from Directive 2010/63/EU of the European Parliament on the protection of animals used for scientific purposes. Male wild type C57BL6/J and male ApoE -/-mice on a C57BL6/J background were purchased from Janvier (Saint-Berthevin, France). All surgery and measurements were performed under isoflurane anesthesia, and all efforts were made to minimize suffering. The 3R (refine, reduce, replace) principle was applied to minimize the number of laboratory animals. Initial micro-CT, invasive pressure and ultrasound measurements were performed on five wild type, male C57BL/6J mice, 12-15 weeks old, that served as control animals in a study on murine abdominal aortic aneurysms (AAA) (Trachet et al., 2014b) . Subsequent micro-CT (n = 3) and ultrasound (n = 47) measurements were performed on male ApoE -/-mice on a C57BL/6J background, 12 weeks old, that served as baseline data in a follow-up study on murine AAA . Mice were housed in the controlled environment of the EPFL animal facility, which is a part of the Lemanic animal facility network, and had ad libitum access to water and food (standard rodent chow). The overall well-being of the animals was inspected twice per day. Both wild type and ApoE -/-mice were euthanized at humane endpoints defined by their respective studies (just after micro-CT for wild types, after 10, 18 or 28 days of angiotensin IIinfusion for ApoE -/-mice).
Contrast-enhanced micro-CT
Animals were anesthetized by inhalation of 1.5% isoflurane and injected intravenously in the lateral tail vein with 100 µl/25 g body weight of Exitron (Miltenyi Biotec, Germany). The animals were subsequently scanned in vivo in dorsal recumbency with a Quantum FX micro-CT scanner (Caliper Life Sciences, Hopkinton, Massachusetts), which has been optimized for longitudinal studies owing to its low radiation dose. Acquisition was performed with a 90 kVp tube voltage and a current of 160 µA. Each animal underwent 5 consecutive scans, with region of interest focused on the head, thorax, abdomen, legs and tail, respectively. Each scan lasted for 2 minutes, and images were obtained with a 24 mm transverse field of view and a theoretical spatial pixel size of 50 µm. Micro-CT images were reconstructed using an in-house method based on the iterative maximum-likelihood polychromatic algorithm (De Man et al., 2001) .
Invasive pressure
In five wild type mice, a 1.2 F Scisense catheter (Transonic, Maastricht, The Netherlands) with two pressure sensors spaced 2 cm apart was inserted via an incision in the femoral artery. The catheter was guided into the correct position using simultaneous long axis BMode ultrasound, and allowed to settle for 10 minutes. Continuous pressure waveforms were recorded with the tip of the catheter (i.e., the first pressure sensor) at the descending, thoracic and abdominal aorta.
High-frequency ultrasound
Ultrasound imaging was performed with a high-frequency ultrasound device (Vevo 2100, VisualSonics, Toronto, Canada). During the procedure animals were anesthetized by inhalation of 1.5% isoflurane and fixed on the imaging table in dorsal position. Physiological function (respiration and heart rate obtained from ECG) was monitored while the animal was positioned on the heated handling table. All measurements were performed by a single, experienced operator. In 5 wild type mice and 47 ApoE -/-mice, pulsed Doppler measurements were obtained in the ascending, descending, and 5 locations along the thoracoabdominal aorta: the thoracic aorta, the supraceliac region just cranial to the bifurcation of the celiac artery, the paravisceral region cranial to the trifurcation of the mesenteric and right renal arteries, the pararenal region caudal to the trifurcation of the mesenteric and right renal arteries and the infrarenal region caudal to the bifurcation of the left renal artery. Pulsed Doppler measurements were also obtained in the celiac, mesenteric and renal (left and right) arteries. In the 5 wild type mice additional pulsed Doppler measurements were obtained prior to pressure probe insertion in the brachiocephalic trunk, common, internal and external carotid arteries (left and right), caudal and iliac arteries.
Ultrasound Pulsed Doppler waveforms were traced within a custom-made environment in Matlab. For each measurement location, the average of three different waveforms was calculated. The resulting waveform vectors were subsampled to MMode image from RF data as described in previous work . For each measurement, 3 cardiac cycles were subsequently selected and plotted as a reference for semiautomatic wall segmentation guided by the user. The tracked aortic wall movement yielded highly accurate in vivo diameter waveforms (Fig. 4) .
In silico model
For an in-depth description of the governing equations and assumptions that were made in the modeling approach, we refer to a previous manuscript describing the human model (Reymond et al., 2009 ). Here, a synopsis of the most important modeling assumptions is given, with emphasis on the aspects in which the murine modeling assumptions differ from the human ones.
Arterial tree
As literature data on murine anatomy are scarce and restricted to the main aorta, we based the arterial tree only on dedicated in vivo measurements. For n = 3 C57BL/6J mice, reconstructed micro-CT images were converted into TIFF format and imported into the 3D segmentation software package Mimics (Materialise, Leuven, Belgium). Arterial branches were segmented when micro-CT resolution allowed so, and when their inclusion was judged physiologically relevant for future applications. This resulted in an averaged tree consisting of 85 segments (Tab. 1). For each segment, inlet and outlet areas were measured perpendicular to and segment length was measured along the centerline that was calculated in Mimics. To account for variation due to differences in genetic background, the detailed data from 3 wild type mice were complemented with diameters and lengths of the main aorta and its major branches (carotids, celiac, mesenteric and renal arteries) from micro-CT scans of the thorax and abdomen in 3 ApoE -/-mice. The schematic representation of the resulting arterial tree is shown in Figure 1 . The 8 pairs of intercostal arteries were accounted for by introducing a single vessel with a blood flow equivalent of the set of the 8 intercostal pairs, similar to what was done in the human model (Reymond et al., 2009 ).
Governing equations
The murine systemic arteries were modeled as compliant tapering cylindrical vessels with a viscoelastic wall. The 1-D formulation of the continuity equation and the incompressible, axisymmetric Navier-Stokes equations for a Newtonian fluid governed the propagation of blood flow and pressure in the model (while taking into account the Fåhraeus-Lindqvist effect on viscosity, see below). A third, constitutive equation was used to relate the distending pressure to the local cross-sectional area, thus describing the viscoelastic properties of the arterial wall. The system of three equations with three unknowns (pressure, flow and area) was solved numerically with an implicit finite difference scheme over 8 cardiac cycles, using an in-house MATLAB code previously developed for the human arterial tree (Reymond et al., 2009 ). The Witzig Womersley theory was implemented to approximate the pulsatile effects on the velocity profile, which was needed to calculate convective acceleration and wall shear stresses in the momentum equation. 501 points and filtered using a Savitsky-Golay filter of an order 3 and window width 51. All blood flow velocity ultrasound measurements were divided by a factor of 2, assuming that the ultrasound velocity measurements correspond to the maximum centerline velocity of a parabolic velocity profile (Reddy et al., 2003) .
In wild type mice RF (radio frequency) diameter waveforms were obtained with long axis MMode imaging at the same locations as invasive pressure measurements, while in ApoE -/-mice RF diameter waveforms were measured with MMode at the ascending aorta and at 2 locations in the abdominal aorta (cranial to the celiac and caudal to the left renal artery). A customwritten platform in Matlab, based on the algorithm described by Rabben et al. (2002) , was used to reconstruct the complete Guo and Kassab, 2003; Guo et al., 2006; Herold et al., 2009; Luo et al., 2009; Reddy et al., 2003; Wagenseil et al., 2005; Wang, 2005; Williams et al., 2007) . If local ex vivo pressure-diameter curves or distensibility values were reported, these were converted into local pulse wave velocities (PWV) using the Bramwell-Hill equation. To allow for comparison with the human model, PWV values were subsequently plotted against lumen area (Fig. 2) . In spite of some well anticipated dispersion, we found an inverse relation between artery size and PWV:
The coefficients obtained for the best fit (PWV in m/s, diameter in m) were α = 0.3693 and b = 0.3359, with R 2 = 0.6, which is a better fit than what was obtained in the human model (Reymond et al., 2009) .
The viscoelastic area component, A v (t), was calculated by the convolution product between the elastic area, A e , and the derivative of a creep function, J(t):
Measurements on visco-elastic properties of mouse arterial tissues were kindly provided by Tian et al. (2013) , but as there was much scattering in the data we did not manage to obtain a physiologically reasonable fit. Following Reymond et al. (2009) , we used Holenstein's fitted values for τ1 (0.00081s) and τ2 (0.41s), which had been fit on canine data from Bergel (1961) . Further, we assumed that the viscoelastic coefficient ᾶ increases linearly from the heart to the distal beds:
Since the dimensions of the human brain vasculature (0.5-4 mm) are approximately of the same order of magnitude as the murine systemic arteries (0.13 to 1.54 mm), we decided to apply the fit obtained for the human brain vasculature in the murine systemic arteries. This resulted in values of a1 = -0.0062 mm -1 and b1 = 0.34.
Fåhraeus-Lindqvist effect
The Fåhraeus-Lindqvist effect describes a significant decrease of apparent blood viscosity in tubes of diameters less than 300 µm (Fahraeus and Lindqvist, 1930 ) and down to approximately 10 µm (Sugihara-Seki and Fu, 2005) . In the murine anatomy obtained for our model, 26 arterial segments out of 85 were of a diameter below the critical 300 µm. We therefore implemented an empirical relationship to account for the dependence of relative apparent viscosity on tube diameter and hematocrit, based on in vitro and in vivo observations, for a hematocrit equal to 45% (Secomb and Pries, 2013) .
Viscoelastic modeling of the wall
Holenstein's model (Holenstein et al., 1980) was implemented to describe the viscoelastic wall behavior. The instantaneous lumen area under a distending pressure P was expressed as the sum of a nonlinear elastic and a viscoelastic component:
The elastic component of the local area, Ae relates to the distending pressure by its elastic compliance, . To account for both pressure and location dependence, we assumed that elastic area compliance was the product of a pressure-dependent function, termed , and a location-dependent function, termed . As Langewouters (Langewouters, 1982 (Langewouters, , 1984 proposed for the pressure dependency of the static compliance:
Fitting of the parameters was based on literature (Le et al., 2011) as well as in house pressure-diameter measurements on excised C57BL/6 murine aortas, which resulted in the following values: Cm = 17.3 m 2 /mmHg, PmaxC = 27.2 mmHg and Pwidth = 20 mmHg. The local diameter-dependent variation of the elastic area compliance was derived from the following equation:
In order to model the location-dependent compliance, local aortic stiffness data were gathered from a wide range of literature data (Agianniotis and Stergiopulos, 2012; Bolduc et al., 2012 ; 
Distal vasculature model and boundary conditions at terminal vessels
A three-element windkessel model was used to account for the cumulative resistance and compliance of all vessels distal to the terminal segments. Following Reymond et al. (2009) , the windkessel compliance was assumed to be proportional to the area compliance of the terminal vessel at its distal end:
where is the part of the total volume compliance attributed to peripheral vessels beyond the termination sites.
The addition of the segments' volume compliance and the compliance of the peripheral beds yielded the total systemic vascular compliance:
where n = 85 is the total number of arterial segments and m = 39 is the total number of terminal beds. The volume compliance for each segment was calculated by integrating the area compliance over the segment length. Volume compliances (and, in order to preserve consistency, distensibilities) were adjusted to match the literature value of 2.67 x 10 -4 ml/mmHg for the compliance of the murine central aorta including some of its major branches (Guo and Kassab, 2003) .
For the estimation of the total terminal compliances, we followed the assumption that 20% of the total systemic compliance lies in the terminal beds (Reymond et al., 2009; Stergiopulos et al., 1992) . Terminal resistances were calculated based on flow rates into major branches that were reported by Trachet et al. (2011) . At locations where no experimental data were available, we completed the values assuming that the mean wall shear stress (given by Poiseuille's law) was the same as for nearby arteries. Unlike the human model, where the entire mean pressure drop was assumed to occur in the distal beds, we accounted for losses within the system by subtracting the pressure drop predicted by Poiseuille's law prior to calculating the terminal resistances.
Arterial bifurcations
Continuity of pressure and flow were imposed across each branching point. To minimize forward wave reflections, the characteristic impedances of all segments were adapted so that the absolute value of the reflection coefficient was <0.1 at all bifurcations.
Heart model
At its proximal end, the arterial tree was coupled to a varying elastance model of the left ventricle (Sagawa, 1981) . Following the argumentation of Reymond et al. (2009) , we imposed the following expression for the varying elastance of an ejecting heart: where E * represents the elastance that would be measured during an isovolumic (non-ejecting) contraction, and k a constant relating the internal resistance of the left ventricle to the ventricular pressure during an isovolumic contraction. We derived the isovolumic elastance E * from the global normalized elastance curve reported by Senzaki et al. (1996) , given the striking similarity in normalized elastance curves between humans and mice (Georgakopoulos et al., 1998) . This required the use of a "standard" aortic flow waveform, which we obtained from averaged flow velocity and aortic diameter waveforms at the ascending aorta in 47 ApoE -/-mice. The value of k was derived iteratively, by minimizing the difference between the elastance resulting from the 1-D model and the original one from Senzaki et al. (1996) . The final k-value was 0.42 s/ml. Other parameter values for the heart model were obtained from literature and, where needed, calculated from reported P-V loops. Due to the large variety of measurement methods for mice of different strains under different anesthesia methods, the mean literature values of minimum (Cingolani and Kass, 2011; Georgakopoulos et al., 1998; Pacher et al., 2008; Shioura et al., 2007; Yang et al., 1999) and maximum (Cingolani and Kass, 2011; Lips et al., 2004; Nemoto et al., 2002; Pacher et al., 2008; Shioura et al., 2007) elastance as well as dead volume (Cingolani and Kass, 2011; Georgakopoulos et al., 1998; Grieve et al., 2004) were subsequently tuned to yield a physiological pulse pressure and velocity waveform at the proximal aorta. The final values were 0.1 µl for the dead volume, 0.09 mmHg/µl for the minimum elastance and 6.2 mmHg/µl for the maximum elastance. Enddiastolic pressure was taken equal to the mean of the literature values (Cingolani and Kass, 2011; Grupp et al., 1993; Pacher et al., 2008; Shioura et al., 2007; Yang et al., 1999) , which was 4.6 mmHg. Given the lack of reports on venous resistance values for mice, we decided on a value of 0.23 mmHg·s·ml -1 , which yielded physiological heart parameters (presented in the results section). Anesthetized heart rate was set equal to 445 bpm, i.e., the average of the measured heart rate values (during ultrasound acquisition) of the 47 ApoE -/-, and was close to the mean heart rate of 480 bpm of several literature reports (Cingolani and Kass, 2011; Grupp et al., 1993; Pacher et al., 2008; Shioura et al., 2007; Yang et al., 1999) . The time to maximum elastance was set equal to 59 ms for a heart cycle of 0.135 s.
Lumped parameter windkessel model
Global arterial properties can be estimated by coupling the timevarying elastance heart model to a lumped parameter windkessel model representing the whole arterial tree (Segers et al., 2000 (Segers et al., , 2002 Stergiopulos et al., 1999; Westerhof et al., 2009) . For an overall validation for the model, we coupled the heart model to a four-element windkessel model so as to compare the arterial model parameters of total systemic resistance, total compliance and aortic characteristic impedance to values reported by Segers et al. (2005) .
Cerebral circulation
The carotid arteries are expected to be susceptible to returning waves from the highly resistant cerebral sites (Reymond et al., 2009) . We therefore investigated the effect of the presence of the cerebral vasculature on the blood flow and pressure estimates in the right carotid artery. In order to ensure a fair comparison, the murine arterial tree with the four-element lumped parameter windkessel model yielded the parameters reported in Table 3 . Maximum values of Womersley and Reynolds numbers within the murine circulation were 2.5 and 175, respectively.
Model predictions vs in vivo measurements
Model predictions of blood flow velocity, mean blood pressure and pulse pressure as well as the mean value of the validation set of 47 in vivo measurements are summarized for all major arterial sites in Table 2 . Figure 3 displays the modeled blood flow velocity waveforms against in vivo measurements performed on a set of 47 ApoE -/-mice at 6 sites along the arterial tree. Due to the great variability in heart rate among different measurements, the duration of the cardiac cycle has been normalized to allow for comparison between different measurements and the model prediction. The bottom panel of Figure 3 shows the model blood flow velocity waveforms along the aorta, starting from the proximal ascending aorta and ending in the infrarenal aortic part, before the iliac bifurcation. The mean waveform of in vivo velocity measurements performed on the same aortic locations is also displayed separately in the bottom panel. A good overall agreement in amplitude and waveform can be noted. The only arterial sites where the model prediction presents a similar waveform but different amplitude from the in vivo measurements are the descending and thoracic aorta.
In Figure 4 , the modeled diameter and pressure waveforms are compared with the corresponding in vivo measurements. Similar to the flow velocity waveforms of Figure 3 , the heart cycle duration has been normalized in order to facilitate the comparison between the diameter waveforms. The mean pressure of the model prediction falls within the range of the measured pressure waveforms at all locations, yet the latdistal sites of the carotids and vertebral arteries were terminated with lumped three-element WK models appropriately tuned to account for the same total terminal resistance and compliance as with the presence of the brain model.
Pressure in the tail
The mouse tail is a specific region of interest, since tail-cuff pressure measurements are the most common noninvasive method to determine arterial blood pressure in mice. Yet, thermoregulatory vasomotion in the tail of the mouse can cause a significant variance in tail blood flow (Gordon, 1993) and, hence, in tailcuff pressure measurements (Hoyt et al., 2007) . The modeled percentage of proximal aortic blood flow to the caudal artery was 3%. In order to simulate different thermoregulatory states, a parameter study was performed in which the blood flow to the caudal artery was varied between 1% and 5% of the proximal aortic blood flow.
Results
General physiological parameters
Main hemodynamic parameters estimated from the 1D model are presented in Table 3 , along with values of the 3D model published by Cuomo et al. (2015) . Cardiac output was 14 ml/ min, stroke volume was 31.4 µl, heart ejection fraction was 61% and mean blood pressure in the proximal aorta was 98 mmHg. The aortic PWV was calculated with the transit time method between the proximal ascending aorta and the distal abdominal aorta just before the iliac bifurcation and was found equal to 4.44 m/s. In the proximal aorta, systolic pressure was 121 mmHg and diastolic pressure was 79 mmHg, with the mean flow equal to 0.23 ml/s. Modeling of the entire 
Parameter studies
Figure 5a displays the effect of inclusion of the brain vasculature on the model flow velocity and pressure waveform prediction in the right external carotid artery. In the first panel (i) the modeled flow velocity waveform compares relatively well to in vivo measurements performed in the right external carotid artery. Middle (ii) and right (iii) panels show that considerable differences occur in the carotid flow and pressure waveforms with and without inclusion of the cerebral vasculature into the model. In the absence of the cerebral tree, there is non-physiological backflow and a substantially altered waveform. Figure 5b shows the Fåhraeus-Lindqvist effect in the posterior cerebral segment, which has a mean diameter equal to 220 µm. Inclusion of the Fåhraeus-Lindqvist effect into the model results in a 0.6% decrease in mean pressure and a 2.1% decrease in mean flow velocity at this location.
The effect of the Witzig-Womersley formulation for wall shear stress and convective acceleration is small on predicted pressure and flow: in the common iliac artery, use of the WitzigWomersley formulation leads to a 0.1% decrease in the mean pressure and marks no change in the mean flow rate prediction, while in the thoracic artery it leads to a 0.1% decrease in mean pressure and a 0.2% decrease in mean flow rate.
When the inflow rate at the tail was reduced from 3% to 1%, central pressure slightly increased from 98 to 99 mmHg, while ter suffer from high inter-subject variability (cf. Tab. 2). The modeled pulse pressure is 41.7 mmHg in the ascending aorta and drops to 40.2 mmHg in the infrarenal aorta. The in vivo diameter waveforms are similar in shape to the in vivo pressure waveforms (e.g., panel C). The modelled inner lumen diameter change from diastole to systole (Δd) in the ascending aorta is 0.22 mm, whereas in the supraceliac aortic region it is 0.13 mm and 0.08 in the infrarenal aortic region. This corresponds very well to the in vivo diameter measurements which yielded mean Δd values of 0.23 ± 0.07 mm in the ascending aorta, 0.15 ± 0.03 mm in the supraceliac aortic region and 0.09 ± 0.02 in the infrarenal part of the aorta. velocity, pressure and diameter waveforms measured in a large sample of mice. Despite its generic character, the resulting in silico model provides pressure and flow velocity waveforms that faithfully reproduce the actual wave characteristics at all arterial locations.
Overall model validation
To the best of our knowledge, the most elaborate model of the murine vasculature is the recent FSI model of an anesthetized mouse by Cuomo et al. (2015) . This model was developed based on data from one single animal and incorporates the central aorta and its major branches. Table 3 compares our 1D model output to values predicted by Cuomo et al. (2015) and literature values. Cardiac output, stroke volume, ejection fraction and mean central pressure of the 1D model are within the range of published values. The central aPWV in both our 1D model and the 3D model of Cuomo et al. (2015) were above the range of aPWV values that have been measured with transit time methods. The reason is that in the 1D model we adapted the initial distensibility of the central aortic segments (Fig. 2) to match the central aortic compliance obtained by Guo and Kassab (2003) . Transit time aPWV is not the most reliable measurement in mice since the relative measurement error on the transit distance is much larger than in humans (Cuomo et al., 2015; Trachet et al., 2015) . Therefore, we judged that the global value of accumulated local in vivo pressure-diameter loops performed by Guo and Kassab (2003) yielded a more acthe mean blood pressure in the tail increased from 83 mmHg to 90 mmHg. In this case, the systolic and diastolic blood pressure in the tail were 109 mmHg and 74 mmHg, respectively. When the flow in the caudal artery was increased to 5%, central pressure slightly decreased to 97 mmHg, while the mean blood pressure in the tail dropped to 77 mmHg. The systolic and diastolic blood pressure in the tail decreased to 93 mmHg and 64 mmHg, respectively.
Discussion
The original 1D model of the human systemic arterial tree that formed the basis of this work was developed (Stergiopulos et al., 1992) and improved (Reymond et al., 2009 ) in our lab, and has been successfully used as a research tool in a number of subsequent studies (Vardoulis et al., 2011 (Vardoulis et al., , 2012 . Due to the fact that it includes a heart model, ventricular-vascular coupling, a detailed description of the cerebral circulation, and a detailed description of shear stress and wall viscoelasticity, the original model can be considered the most complete model available in literature. The effect of separate features on model predictions are demonstrated and discussed in detail in the original publication by Reymond et al. (2009) . Combining data from a wide range of literature with a detailed description of the murine arterial anatomy, we have managed to translate the model into a murine setting, and to validate its predictions with in vivo flow spond to the centerline velocity. Another possibility is that, because of the spatially skewed velocity profile at the descending aorta (Feintuch et al., 2007) , the ultrasound measurement at the center of the vessel did not correspond to the peak velocity of an ideal, perfectly parabolic velocity profile. Both effects would lead to an underestimation of the measured velocities.
It is important to remark that the diameters shown in Figure  4 were not a direct output of the model, but were calculated a posteriori based on the nonlinear elastic instantaneous lumen area change under a distending pressure. Nevertheless, the diameter waveforms predicted by the model showed very good agreement with measured MMode diameter waveforms. Moreover, the general morphology of diameter and pressure waveforms was highly similar, as could be expected from literature (Hartley et al., 2005) .
The pressure measurements were obtained in a set of C57BL/6J animals (n = 5). Despite the similar genetic background, age, gender and diet of the used experimental mice, pressure measurements showed significantly more inter and intra mice variability than the velocities or diameters (Tab. 2, Fig. 4 ). As discussed in previous work , we hypothesize that this was most likely induced by (i) the invasive nature of the pressure measurements, as the inserted pressure probe alters local hemodynamics (Cuomo et al., 2015) since it blocks the femoral artery and significantly obstructs the flow in the distal part of the abdominal aorta, and (ii) the long period of anesthesia (around 45 min) required for the combination of surgery (probe insertion) and pressure measurements. Therefore, we judged the velocity and diameter model validations most trustworthy for validation purposes.
The modelled blood pressure in the tail was lower than the central blood pressure, and was found to be dependent on the amount of blood flow in the caudal artery. Higher blood flow to the caudal artery leads to higher viscous losses, resulting in a decrease of the mean blood pressure in the tail. As mice regulate the blood flow in the tail during thermoregulation, especially during anesthesia, these results confirm earlier findings that tail-cuff blood pressure measurements in anesthetized mice are to be interpreted with caution (Gordon, 1993; Zhao et al., 2011) . curate and trustworthy value for central aortic compliance. This hypothesis is further corroborated by the close match of our total volume compliance with the value that was obtained by Segers et al. using ventricular pressure-volume loops in n = 17 anesthetized mice (Segers et al., 2005) , while the latter was not used as an input for the model.
Model validation at major arterial locations
When interpreting the model validation, it is important to keep in mind that the model is based on averaged data and by definition provides generic pressure and flow waveforms. While these aim to be representative for the average young, male laboratory mouse on a C57BL/6J background, they can only be compared qualitatively, and not quantitatively, to individual measurements. Ideally, full validation would require a mouse-specific approach, where all input parameters defining the model (geometry, elastic properties, peripheral resistances, varying elastance of the heart) would be tuned to each specific animal, after which predicted pressures and flows could be compared quantitatively with the measured waveforms in the same animal. Clearly, this is an impossible task, as the technical limitations hampering such precise measurements are the very reason we need an in silico model. Instead, we opted to compare the model predictions to measurements obtained in mice that were not used to define the input for the model (i.e., the local flow split, pressure and distensibility) at these locations.
In general, modeled flow velocities correspond well to the in vivo measurements (Fig. 3) . However, while the modeled flow velocity predictions exhibit a gradual dampening along the main aortic segment, the in vivo measurements show a drop in the descending and thoracic aortic mean flow velocities, which is then followed by an increase of mean flow velocity in the abdominal aorta. Since there is no physiological reason for the velocity to drop locally, we believe that this discrepancy is due to a systematic underestimation of the measured velocity at the descending and thoracic arteries, rather than an error in the model. Given the curvature and branching of the local geometry in the descending aspects of the aortic arch, it is likely that the ultrasound measurements at these locations did not corre- CO: cardiac output; SV: stroke volume; eF: ejection fraction; MAP: mean arterial pressure; aPWV: aortic pulse wave velocity; R: total systemic vascular resistance; C: total arterial compliance; Z: aortic characteristic impedance. Values for R, C, Z are means ± SD. Numbers refer to the publications reporting the values, i.e., 1 Cingolani and Kass, 2011 , 2 Laflamme et al., 2012 , 3 Hartley et al., 2000 , 4 Reddy et al., 2003 , 5 Wang et al., 2000 , 6 Segers et al., 2005 . *values refer to both adult C57Bl/6 Wt mice and Apoe -/-mice. percholesterolemic mice develop atherosclerotic plaques when they are put on a Western diet, and aneurysms when they are infused with angiotensin II. At the time of the measurements, they were on a normal diet, at a young age, and had not yet been subjected to any surgical or pharmacological intervention.
To account for any variability induced by the different genetic background, we compared micro-CT measurements of the main aorta and major branches of 3 ApoE -/-mice with the arterial tree obtained in wild type mice. Since no significant difference in segment diameters or segment lengths could be detected, dimensions from both groups were combined in the final arterial tree. Since we did not observe any morphological differences between diameter and flow velocity waveforms obtained from both strains, and since genetic background, age, gender and diet were similar in both groups, we decided to combine all data into one single model.
Of mice and men
Despite the many similarities between human and murine arterial anatomy, it would be wrong to simply dismiss the murine cardiovascular system as a smaller and faster version of the human one, which is also the reason why we acquired mousespecific input for the entire geometry and all boundary conditions, rather than downscaling the existing human model. For instance, while murine dimensions are much lower and murine heart rate is much higher, both blood viscosity and blood flow velocity are similar in mice and men. This has a number of implications. First of all, mice have a much lower Reynolds and Womersley number (Suo et al., 2007; Trachet et al., 2009) and thus murine flow is more laminar and organized than human flow (Trachet et al., 2011) . In the numerical model of the human arterial tree, the Womersley number falls below 2.5 only in the radial, tibial and cerebral arteries. The Reynolds number drops below 175, which is the highest value it attains in the murine arterial tree, in the human cerebral segments, vertebral and external carotid arteries, as well as in the coronary arteries, the inner iliac and the inferior mesenteric artery. The Fåhraeus-Lindquist effect has been included in our model to account for the drop in apparent blood viscosity in small vessels, but appears to have no significant effect on our results, even in the smallest vessels of the cerebral arterial network. Arterial pulse wave velocity values in mice are slightly lower but in the same order of magnitude as values measured in humans (Nichols et al., 1998) , which means that pulse wave travels at similar speed in a much shorter system. In the human 1D model that formed the basis for this work, the aPWV was equal to 5.66 m/s (Boutouyrie and Vermeersch, 2010 ) and the heart rate was 75 bpm (1.25 Hz), resulting in a wavelength of 4.5 meters predicted by the wave equation. At the same time the central aorta in the human model measured 0.51 m, which is only 11.3% of the wavelength. In our murine model, the aPWV value of 4.44 m/s and a heart rate of 445 bpm (7.4 Hz) result in a wavelength of approximately 0.6 m. The central aorta in the murine model equals 47.3 mm, which corresponds to 7.9% of wavelength. Since the ratio of wavelength to total aortic length is similar in the two cases, we would expect similar wave propagation behavior. However, there is no pulse
Model validation in small side branches
Model predictions in smaller branches could not be validated, since such measurements are technically very challenging: a rigid invasive pressure probe with a diameter of 0.4 mm cannot be inserted into the small side branches (Cuomo et al., 2015; Trachet et al., 2015) , while high-frequency ultrasound flirts with the limits of the achievable resolution at these locations. Nevertheless, confirming previous results in the human 1D model (Reymond et al., 2009) , we found that inclusion of the cerebral tree is necessary for the accuracy of model predictions in the carotid arteries (Fig. 5, panel A) . Moreover we have recently demonstrated the previously undetected role of small branches in the early phase of cardiovascular pathology (Trachet et al., 2014a) . Therefore, we decided to include the cerebral tree and other small branches in the model, despite the lack of proper validation. In the near future, improvements in imaging technology might lead to a more extensive validation that would include physiological measurements at these locations.
Anesthesia
All in vivo experiments (micro-CT, high-frequency ultrasound as well as invasive pressures) were performed under anesthesia, and so were all flow rates, cardiac parameters and local stiffness data that were extracted from literature. We did not attempt to convert all input and validation data into values that are representative for conscious mice. Instead, we chose to restrict the input of the model to measurements obtained under anesthesia, and thus de facto construct an in silico model representing the average anesthetized mouse. This choice was partly made for practical reasons, as it is neither possible nor ethically acceptable to perform in vivo measurements in conscious mice. Moreover a conversion of anesthetized to conscious data would have induced additional uncertainty and variability into the model. But we also believe that a model of anesthetized mice will prove more useful for the research community than a model for conscious mice, as it allows to investigate the influence of changes in anatomy or physiology in silico and compare the outcome to actual values measured in vivo (i.e., under anesthesia). Anesthesia slows down heart rate, reduces cardiac output (Janssen et al., 2004) , and reduces pulse pressure, and it is important to take these factors into account when interpreting model predictions.
Genetic background
Model predictions were initially compared to a limited number (n = 5) of non-invasive flow velocity and invasive pressure measurements in C57BL/6J mice. To account for the biological variation in our initial validation data, we complemented them with velocity and diameter measurements from n = 47 ApoE -/-that were readily available as baseline data from a study on abdominal aortic aneurysm . This strategy enabled a more extensive, accurate and ethically justifiable validation of the model predictions since (i) many more animals and arterial locations could be included in the validation, and (ii) no additional animals needed to be sacrificed, which was after all the final goal of developing an in silico model.
It is, however, important to keep in mind that ApoE -/-mice are genetically different from wild type C57BL/6J mice. These hy-obviously never be replaced by generic modelling results, our versatile 1D model is perfectly suited to serve as an alternative for in vivo proof-of-concept studies. Rather than performing cumbersome invasive measurements that often require to sacrifice the animals in order to gain insight into the physiology of altered experimental conditions (e.g., in case of the ligation of a specific artery or the increase of aortic stiffness), a wide range of different physiological conditions can be simulated in the model without sacrificing a single animal. The ability to simulate cardiovascular pathology (e.g., aortic valve insufficiency, aortic aneurysm, stenosis, hypertension) or operative measures affecting the arterial anatomy (e.g., aortic ligation, castration, amputation) prior to or instead of sacrificing animals, can lead to the reduction and ultimate replacement of the amount of sacrificed animals in (the pilot stage of) newly developed experimental techniques and thus facilitate the implementation of the 3R's principle in research practice. The model could also lead to the derivation of central pressures from tail cuff measurements, through a transfer function.
pressure amplification in the mouse model as we move from the proximal aorta (PP = 41.7 mmHg) to the iliac bifurcation (PP = 40.2 mmHg). Instead, the pulse pressure is gradually dampened from the heart to the periphery. At the same time the model yields a drop in mean pressure of 5.5 mmHg from the proximal aorta to the distal abdominal part. On the other hand, when assuming inviscid flow, the model does exhibit a pulse pressure amplification of 36 mmHg in the proximal aorta to 42 mmHg at the iliac bifurcation, which is similar to the pulse pressure amplification observed in the human model. The high frictional losses thus override the effect of pulse pressure amplification in the mouse.
Model limitations and possibilities for improvement
Limitations related to the in vivo measurements (anesthesia, inter-mouse variability, genetic background) have been discussed above. From a modeling point of view, we believe that our model is state-of-the-art, as we managed to translate all features of the state-of-the-art 1D-model of the human arterial tree into a murine setting. Both the assets and the limitations of our model are therefore comparable to those of the human 1D model. The model neglects the venous circulation, the pulmonary circulation and the circulation of cerebrospinal fluid surrounding intracranial arteries. Windkessel models employed in the cerebral circulation are based on assumptions and should be investigated in more detail. The varying elastance curve may not be invariant in the presence of cardiovascular disease (Jegger et al., 2007) , and the varying elastance model may not be the most appropriate to account for changes in pressure and volume during the cardiac cycle in anesthetized mice (Claessens et al., 2006) . Viscoelastic parameters were obtained from a limited number of canine arteries (Bergel, 1961) , and additional datasets on aortic wall viscoelasticity are needed to refine this aspect for both the human and the murine model. Finally, the input and validation of the model have been restricted to young male mice, while the cardiovascular anatomy and physiology change significantly with age as well as gender (Reddy et al., 2003) . Future work will focus on the development of dedicated age-and gender dependent models, in which arterial dimensions, wall properties, peripheral impedances and cardiac function will be appropriately adjusted.
Conclusions and future work
We presented a versatile numerical model of the systemic arterial tree in mice. Detailed measurements of anatomy (obtained from in vivo micro-CT measurements) and physiology (obtained from high-frequency ultrasound measurements and literature data) were combined with a 1-D implementation of the Navier-Stokes equations to predict pressure and flow waveforms in 85 different branches. The output of the model has been shown to correspond well with pressure, diameter as well as velocity measurements obtained in mice that were not used as an input for the model.
At a time of strong ethical considerations over animal testing, we believe that computational models have an important role to play. While specific biological experiments can and will
