We discuss the existence of solutions for a Caputo type multi-term nonlinear fractional differential equation supplemented with generalized integral boundary conditions. The modern tools of functional analysis are applied to achieve the desired results. Examples are constructed for illustrating the obtained work. Some new results follow as spacial cases of the ones reported in this paper.
Introduction
Fractional calculus received overwhelming interest in view of its vast applications in the mathematical modeling of real world phenomena occurring in scientific and engineering disciplines. Fractional-order operators give rise to more realistic models than the ones relying on classical calculus due to their nonlocal nature, which takes into account the past effects of the phenomena under consideration. Applications of fractional calculus appear in numerous fields such as continuum mechanics [1] , bioengineering [2] , physics [3] , financial and economy dynamics [4] , disease models [5] , ecology [6] , etc. For further details, one can see the texts [7] [8] [9] [10] .
Fractional-order initial and boundary value problems, involving different kinds of derivatives such as Riemann-Liouville, Caputo, and Hadamard type, have been studied by many authors. The literature on the topic is rapidly augmented with a variety of interesting and useful results during the past few years (see, for instance, [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] and references therein).
In this paper, we introduce and study a nonlinear nonlocal-terminal value problem consisting of multiple Caputo fractional derivatives and generalized integral boundary conditions. In precise terms, we investigate the following problem: 
where c D χ denotes the Caputo fractional derivatives of order χ ∈ {α, β, p} with 0 < χ < 1, p < β,
is the generalized fractional integral, γ i > 0, δ i , θ i , κ i , λ i ∈ R, i = 1, 2, . . . , n, a i , b i ∈ R, i = 1, 2 and f , g : [0, T] × R → R are given continuous functions.
Here, it is imperative to note that the generalized integral boundary conditions [27] introduced in the problem in Equation (1) are quite general in nature and lead to Riemann-Liouville, Hadamard, Erdélyi-Kober and Katugampola type conditions for particular values of the parameters in these conditions (see Remark 1) .
The rest of the paper is organized as follows. In Section 2, we recall some basic concepts of fractional calculus and prove a lemma relating the problem in Equation (1) with an integral equation, while the main results, relying on Krasnoselskii fixed point theorem, Leray-Schauder nonlinear alternative and Banach contraction mapping principle, are presented in Section 3. Section 4 contains illustrative examples for the obtained results. In Section 5, we deduce some new results by fixing the the parameters in the derived results.
Preliminary Concepts and Integral Solution
Let us begin this section with some basic definitions [7] . Definition 1. The Riemann-Liouville fractional integral of a locally integrable real-valued function µ of order
where Γ denotes the Euler gamma function.
In the sequel, we represent Riemann-Liouville fractional integral and Caputo fractional derivative by J τ and c D τ , respectively, when a 1 = 0. Lemma 1. With the given notations, the following equality holds:
where c i (i = 0, 1, . . . , n − 1) are arbitrary constants [7] .
Definition 3 ([27]
). Let f ∈ X p c (a 1 , a 2 ), α, β > 0 and ρ, η, κ ∈ R. The generalized fractional integral is defined by
if the integral exists.
Letting f (t) = t q , a 1 = 0 in the above definition, we obtain the formula:
Remark 1. The integral operator in Equation (3) reduces to: (i) Riemann-Liouville fractional integral for κ = 0, η = 0 and ρ → 1; (ii) Hadamard fractional integral for β = α, κ = 0, η = 0, and ρ → 0+; (iii) Erdélyi-Kober fractional integral for β = 0 and κ = −ρ(α + η); and (iv) Katugampola fractional integral for β = α, κ = 0 and η = 0. For more details, see [27] .
In the sequel, we set the following notations for the sake of computational convenience.
Lemma 2.
Let Ω = 0. Then, the function y is a solution of the problem
if and only if
Proof. Applying the operator J α on both sides of the fractional differential equation in Equation (10), we get D β y(t) − g(t, y(t)) = J α f (t, y(t)) + c 1 , where c 1 ∈ R is an arbitrary constant and moreover
where c 2 ∈ R is an arbitrary constant. Taking Riemann-Liouville fractional derivative and the generalized fractional integral of order δ i , γ i > 0 of Equation (12), respectively, yields
Using the boundary conditions given by Equation (10) together with Equations (12)- (14), we obtain
where A i , B i , i = 1, 2 are given by Equations (5)-(8). Solving the system of Equations (15) and (16) for c 1 and c 2 , we find that
and
Substituting the values of c 1 and c 2 in Equation (12), we obtain the solution in Equation (11) . By direct computation, it is easy to accomplish the converse of the lemma. The proof is complete.
Existence and Uniqueness Results
Using Lemma 2, we define an operator F : C([0, T], R) → C([0, T], R) by
where C([0, T], R) denotes the Banach space of all continuous functions from [0, T] to R endowed with the sup-norm.
In the forthcoming analysis, we write C = C([0, T], R) and use the notations:
Existence Result via Kransnoselskii's Fixed Point Theorem
In the following existence result, we apply Krasnoselskii fixed point theorem [28] .
Theorem 1. Let the following assumptions hold:
Then, the BVP in Equation (1) has at least one solution on [0, T], provided
where Λ 1 is given by Equation (18).
where F 1 and F 2 are given by
For any x, y ∈ B ρ , we have
A direct application of the condition in Equation (20) implies that F 1 is a contraction mapping. In view of the continuity of f , it follows that the operator F 2 is continuous.
Finally, we prove the compactness of the operator F 2 .
For that, we define sup (t,x)∈[0,T]×B ρ | f (t, y)| =f < ∞ and take t 1 , t 2 ∈ [0, T], t 1 < t 2 . Then,
independently of y ∈ B ρ . Thus, F 2 is equicontinuous. In view of the foregoing arguments, the Arzelá-Ascoli theorem applies and hence F 2 is compact on B ρ . Thus, the hypothesis of Krasnoselskii fixed point theorem [28] is satisfied, which leads to the conclusion that there exists at least one solution on [0, T].
Existence Result via Leray-Schauder Nonlinear Alternative
Here, we prove the existence of solutions for the problem in Equation (1) by means of a nonlinear alternative for single valued maps [29] .
Theorem 2. Suppose that (G 1 ) and the following conditions are satisfied:
(H 1 ) There exist constants d 1 < 1/Λ 1 and d 2 ≥ 0 such that such that | f (t, y)| ≤ p(t)ψ( y ) for each (t, y) ∈ [0, T] × R.
(H 3 ) There exists a constant M > 0 such that
where Λ 1 and Λ 2 are respectively given by Equations (18) and (19) .
Then, the BVP in Equation (1) has at least one solution on [0, T].
Proof. We establish in several steps that the operator F : C([0, T], R) → C([0, T], R) defined by Equation (17) is continuous and completely continuous.
Step 1: F is continuous.
Let {y n } be a sequence such that y n → y in C([0, T], R). Then,
+|a 2 |J β−p |g(η, y n (η)) − g(η, y(η))| + |b 2 |J β−p |g(T, y n (T)) − g(T, y(T))|
Since f , g are continuous functions, we have F(y n ) − F(y) ≤ Λ 1 g(·, y n ) − g(·, y) + Λ 2 f (·, y n ) − f (·, y) → 0 as n → ∞.
Step 2: F maps bounded sets into bounded sets in C([0, T], R).
Let us show that there exists a positive constant˜ such that F(y) ≤˜ for each y ∈ B θ = {y ∈ C([0, T], R) : y ≤ θ}, where θ is any positive real number. For each t ∈ [0, T], it follows by (H 1 ) and (H 2 ) that
Thus,
Step 3: F maps bounded sets into equicontinuous sets of C([0, T], R).
Let y ∈ B θ , where B θ is a bounded set of C([0, T], R). Then, for t 1 , t 2 ∈ [0, T], with t 1 < t 2 , we have (as in Step 2)
independently of y ∈ B θ . As argued in the proof of the last theorem, we deduce that the operator F : C([0, T], R) −→ C([0, T], R) is continuous and completely continuous.
Step 4:
There exists an open set U ⊆ C([0, T], R) with y = µF(y) for µ ∈ (0, 1) and y ∈ ∂U.
Let y ∈ C([0, T], R) be such that y = µF(y) for some 0 < µ < 1. Then, for each t ∈ [0, T], we have
As argued in Step 2, one can obtain
which can be expressed as
By Condition (H 3 ), we can find M > 0 such that y = M. Introduce a set U = {y ∈ C([0, T], R) : y < M} and observe that the operator F : U → C([0, T], R) is continuous and completely continuous. By the choice of U, we cannot find a y ∈ ∂U satisfying y = µFy for some µ ∈ (0, 1). Consequently, we deduce by the nonlinear alternative of Leray-Schauder type [29] that F has a fixed point y ∈ U which is a solution of the problem in Equation (1). This finishes the proof.
Uniqueness Result via Banach Fixed Point Theorem
Theorem 3. Assume that:
(H 4 ) There exists a nonnegative constant k such that |g(t, x) − g(t, y)| ≤ k x − y , for t ∈ [0, T] and every x, y ∈ R;
and every x, y ∈ R.
Then, there exists a unique solution for the BVP in Equation (1) on the interval [0, T] provided that
where Λ 1 , Λ 2 are defined by Equations (18) and (19), respectively.
Proof. In the first step, we prove that FB r ⊂ B r , where the operator F :
where Λ 1 and Λ 2 are, respectively, given by Equations (18) and (19) . For y ∈ B r , using (H 4 ) and (H 5 ), we get
which implies F(y) ≤ r after taking the norm on [0, T]. Thus, F maps B r into itself. Next, we show that the operator F is a contraction. For y, z ∈ C([0, T], R), we obtain by using the notations in Equations (18) and (19) that
Consequently, we get
which implies that F is a contraction by the condition in Equation (21) . Hence, we deduce by Banach contraction mapping principle that the operator F has a unique fixed point, which corresponds to a unique solution of the problem in Equation (1) on [0, T]. The proof is completed.
Examples
This section is devoted to the illustration of the results derived in the last section. Consider the boundary value problem: 
where α = 2/5, β = 4/5, p = 1/5, η = 1/2, A 2 , B 1 , B 2 , Ω, Λ 1 and Λ 2 are, respectively, given by Equations (5)-(9), (18) and (19) . To demonstrate the application of Theorem 1, let us take
sin y + cos t 25 (23) and note that f (t, y) and g(t, y) satisfy the hypothesis of Theorem 1 with ψ(t) = 1 90(1+t 2 ) + 1 25 , φ(t) = (π+2e −t ) 12 √ 900+t 2 and k = 1/90. In addition, kΛ 1 ≈ 0.1884115140 < 1. Thus, the conclusion of Theorem 1 applies to the problem in Equation (22) with f (t, y) and g(t, y) given by Equation (23) (22), with f (t, y) and g(t, y) given by Equation (24), has at least one solution.
Next, we illustrate Theorem 3 by taking f (t, y) and g(t, y) given by Equation (24). Clearly, Conditions (H 4 ) and (H 5 ) hold true with = 1/90 and k = 1/90. In addition, kΛ 1 + Λ 2 ≈ 0.3588182848 < 1. Clearly, the hypothesis of Theorem 3 is satisfied and hence its conclusion implies the existence of a unique solution of the problem in Equation (22) on [0, 2] with f (t, y) and g(t, y) given by Equation (24).
Conclusions
We have discussed the existence and uniqueness of solutions for a nonlocal multi-term fractional boundary value problem involving generalized integral boundary conditions. Our results are new and enrich the existing literature on multi-term Caputo type fractional differential equations. The work presented in this paper is of quite general nature as the derived results specialize to the ones associated with Riemann-Liouville, Hadamard, Erdélyi-Kober and Katugampola type integral boundary conditions by fixing the parameters involved in generalized integral boundary conditions appropriately (see Remark 1) . Furthermore, several new results for multi-term Caputo type fractional differential equations follow by taking the appropriate values of the parameters in the problem in Equation (1) . Here are some examples.
• Letting a 1 = a 2 = 0 and b 1 = b 2 = 1 in the boundary conditions of the problem in Equation (1), we get the ones with the boundary conditions:
• If we choose a 1 = a 2 = 1 and b 1 = b 2 = 0 for the problem in Equation (1), our results lead to the ones for nonlocal multi-point conditions:
• Fixing λ i = 0 (i = 1, 2, 3, ..., n), c = 0 and a 1 = a 2 = b 1 = b 2 = 1 in the results of this paper, we obtain the ones supplemented with parametric type anti-periodic fractional boundary conditions: y(η) = −y(T), c D p y(η) = − c D p y(T), η ∈ (0, T), which are indeed new for multi-term Caputo type fractional differential equations.
