Neural networks are one of the most popularly used methods in machine learning and artificial intelligence nowadays. Due to the universal approximation theorem (Hornik, Stinchcombe and White, 1989) , a neural network with one hidden layer can approximate any continuous function on a compact support as long as the number of hidden units is sufficiently large. Statistically, a neural network can be classified into a nonlinear regression framework. However, if we consider it parametrically, due to the unidentifiability of the parameters, it is difficult to derive its asymptotic properties. Instead, we considered the estimation problem in a nonparametric regression framework and use the results from sieve estimation to establish the consistency, the rates of convergence and the asymptotic normality of the neural network estimators. We also illustrate the validity of the theories via simulations.
1. Introduction. With the success of machine learning and artificial intelligence in researches and industry, neural networks have become popularly used methods nowadays. Many new machine learning methods nowadays developed are based on deep neural networks and have achieved great classification and prediction accuracy. We refer interested readers to Goodfellow et al. (2016) for more background and details. In classical statistical learning theory, the consistency and the rate of convergence of the empirical risk minimization principle are of the great interest. Many upper bounds have been established for the empirical risk and the sample complexity based on the growth function and the Vapnik-Chervonenkis dimension (see for example, Vapnik (1998) ; Anthony and Bartlett (2009) ; Devroye, Györfi and Lugosi (2013) ). However, few studies have focused on the asymptotic properties for neural networks. As Thomas J. Sargent said, "artificial intelligence is actually statistics, but in a very gorgeous phrase, it is statistics." So it is natural and worthwhile to explore whether a neural network model possesses nice asymptotic properties. As if it does, it may be possible to conduct statistical inference based on neural networks. Throughout this paper, we will focus on the asymptotic properties of neural networks with one hidden layer.
In statistics, fitting a neural network with one hidden layer can be viewed as a parametric nonlinear regression problem:
where 1 , . . . , n are i.i.d. random errors with E[ ] = 0 and E[ 2 ] = σ 2 < ∞ and σ(·) is an activation function, for example σ(z) = 1/(1 + e −z ), which will be the main focus in this paper. White and Racine (2001) obtained the asymptotic distribution of the resulting estimators under the assumption that the true parameters are unique. In fact, the authors implicitly assumed that the number of hidden units r is known. However, even if we assume that we know the number of hidden units, it is difficult to establish the asymptotic properties for the parameter estimators. In section 6.1, we conducted a simulation based on a single-layer neural network with 2 hidden units. Even for such a simple model, the simulation result suggests that it is unlikely to obtain consistent estimators. Moreover, since the number of hidden units is usually unknown in practice, such assumption can be easily violated. For example, as pointed out in Fukumizu (1996) and Fukumizu et al. (2003) , if the true function is f 0 (x) = ασ(γx), that is the true number of hidden units is 1, and we fit the model using a neural network with two hidden units, then any parameter θ = [α 0 , α 1 , . . . , α r , γ 0,1 , . . . , γ 0,r , γ T 1 , . . . , γ T r ] T in the high-dimensional set {θ : γ 1 = γ, α 1 = α, γ 0,1 = γ 0,2 = α 2 = α 0 = 0}∪ {θ : γ 1 = γ 2 = γ, γ 0,1 = γ 0,2 = α 0 = 0, α 1 + α 2 = α} realizes the true function f 0 (x). Therefore, when the number of hidden units is unknown, the parameters in this parametric nonlinear regression problem are unidentifiable. Theorem 1 in Wu (1981) showed that a necessary condition for the weak consistency of nonlinear least square estimators is that
2 → ∞, as n → ∞, for all θ = θ in the parameter space as long as the error distribution has finite Fisher information. Such condition implies that when the parameters are not identifiable, the resulting nonlinear least squares estimators will be inconsistent, which hinders further explorations on the asymptotic properties for the neural network estimators. Liu and Shao (2003) and Zhu and Zhang (2006) proposed some techniques to conduct hypothesis testing under loss of identifiability. However, their theoretical results are not easy to implement in the neural network setting. Even though a function can have different neural network parametrizations, the function itself can be considered as unique. Moreover, due to the Universal Approximation Theorem (Hornik, Stinchcombe and White, 1989) , any continuous function on a compact support can be approximated arbitrarily well by a neural network with one hidden layer. So it seems natural to consider it as a nonparametric regression problem and approximate the underlying function class through a class of neural networks with one hidden layer. Specifically, suppose that the true nonparametric regression model is
where 1 , . . . , n are i.i.d. random variables defined on a complete probability space (Ω, A, P) with E[ ] = 0, Var[ ] = σ 2 < ∞; x 1 , . . . , x n ∈ X ⊂ R d are vectors of covariates with X being a compact set in R d and f 0 is an unknown function needed to be estimated. We assume that f 0 ∈ F, where F is the class of continuous functions with compact supports. Clearly, f 0 minimizes the population criterion function
A least squares estimator of the regression function can be obtained by minimizing the empirical squared error loss Q n (f ):
However, if the class of functions F is too rich, the resulting least squares estimator may have undesired properties such as inconsistency (van de Geer, 2000; Shen and Wong, 1994; Shen, 1997) . Instead, we can optimize the squared error loss over some less complex function space F n , which is an approximation of F while the approximation error tends to 0 as the sample size increases. In the language of Grenander (1981) , such a sequence of function classes is known as a sieve. More precisely, we consider a sequence of function classes,
approximating F in the sense that ∞ n=1 F n is dense in F. In other words, for each f ∈ F, there exists π n f ∈ F n such that d(f, π n f ) → 0 as n → ∞, where d(·, ·) is some pseudo-metric defined on F. With some abuse of notation, an approximate sieve estimatorf n is defined to be
where η n → 0 as n → ∞. Throughout the rest of the paper, we focus on the sieve of neural networks with one hidden layer and sigmoid activation function. Specifically, we let
|α j | ≤ V n for some V n > 4 and max
where r n , V n , M n ↑ ∞ as n → ∞. Such method has been discussed in previous literatures (see for example White (1989) and White (1990) ). In those papers, consistency of the neural network sieve estimators has been established under a random design. However, there are few results on the asymptotic distribution of the neural network sieve estimators, which will be established in this paper. Moreover, throughout this paper, we focus on the fixed design. Hornik, Stinchcombe and White (1989) showed that n F rn is dense in F under the sup-norm. But when considering the asymptotic properties of the sieve estimators, we use the pseudo-norm f 2 n = n −1 n i=1 f 2 (x i ) (see Proposition 6.1 in the Appendix) defined on F and F rn .
In section 2, we discuss the existence of neural network sieve estimators. The weak consistency and rate of convergence of the neural network sieve estimators will be established in section 3 and section 4, respectively. Section 5 focuses on the asymptotic distribution of the neural network sieve estimators. Simulation results are presented in section 6.
Notation: Throughout the rest of the paper, bold font alphabetic letters and Greek letters are vectors. C(X ) is the set of continuous functions defined on X . The symbol means "is bounded above up to a universal constant" and a n ∼ b n means an bn → 1 as n → ∞. For a pseudo-metric space (T, d) , N ( , T, d) is its covering number, that is the minimum number of -balls needed to cover T . Its natural logarithm is the entropy number and is denoted by H( , T, d).
Existence.
A natural question to ask is whether the sieve estimator based on neural networks exists. Before discussing this question, we first study some properties of F rn . Proposition 2.1 shows that the sigmoid function is a Lipschitz function with Lipschitz constant L = 1/4. Proposition 2.1. A sigmoid function σ(z) = e z /(1 + e z ) is a Lipschitz function on R with Lipschitz constant 1/4.
Proof. For all z 1 , z 2 ∈ R, σ(z) is continuous on [z 1 , z 2 ] and is differentiable on (z 1 , z 2 ). Note that
By the Mean Value Theorem, we know that
which means that σ(z) is a Lipschitz function on R with Lipschitz constant 1/4.
The second proposition provides an upper bound for the envelope function sup f ∈Fr n |f |.
Proof. For any f ∈ F rn with n fixed, note that for all x ∈ X , we have
Since the right hand side does not depend on x and f , we get sup
Now we quote a general result from White and Wooldridge (1991) . The theorem tells us that under some mild conditions, there exists a sieve approximate estimator and such an estimator is also measurable.
Theorem 2.1 (Theorem 2.2 in White and Wooldridge (1991) ). Let (Ω, A, P) be a complete probability space and let (Θ, ρ) be a pseudo-metric space. Let {Θ n } be a sequence of compact subsets of Θ. Let Q n : Ω×Θ n →R be A ⊗ B(Θ n )/B(R)-measurable, and suppose that for each ω ∈ Ω, Q n (ω, ·) is lower semicontinuous on Θ n , n = 1, 2, . . .. Then for each n = 1, 2, . . .,
Note that
Since the randomness only comes from i 's, it is clear that Q n is a measurable function and for a fixed ω, Q n is continuous in f . Therefore, to show the existence of the sieve estimator, it suffices to show that F rn is compact in C(X ), which is proved in the following lemma.
Lemma 2.1. Let X be a compact subset of R d . Then for each fixed n, F rn is a compact set.
For n fixed, Θ n is a bounded closed set and hence it is a compact set in R rn(d+2)+1 . Consider a map
Note that F rn = H(Θ n ). Therefore, to show that F rn is a compact set, it suffices to show that H is a continuous map due to the compactness of Θ n .
Let θ 1,n , θ 2,n ∈ Θ n , then
Hence, for any > 0, by choosing δ = / Vn 4 (1 ∨ x ∞ ) r n (d + 1) , we observe that when θ 1,n − θ 2,n 2 < δ, we have
which implies that H is a continuous map and hence F rn is a compact set for each fixed n.
As a corollary of Lemma 2.1 and Theorem 2.1, we can easily obtain the existence of sieve estimator.
Corollary 2.1. Under the notations above, for each n = 1, 2, . . ., there existsf n : Ω → F rn , A/B(F rn )-measurable such that Q n (f n (ω)) = inf f ∈Fr n Q n (f ).
3. Consistency. In this section, we are going to show the consistency of the neural network sieve estimator. The consistency result leans heavily on the following Uniform Law of Large Numbers. We start by considering a simple case with V n ≡ V for all n. In such a case, n F rn is not dense in F but rather in a subset of F with functions satisfying a certain smoothness condition.
Lemma 3.1. Let 1 , . . . , n be i.i.d. sub-Gaussian random variables with sub-Gaussian parameter
Proof. For any δ > 0, we have
For (I), by Weak Law of Large Numbers, we know that there exists N 1 > 0 such that for all n ≥ N 1 we have
Now, we are going to evaluate (II). From the sub-Gaussianity of 1 , . . . , n , we know that i (f (x i ) − f 0 (x i )) is also sub-Gaussian with mean 0 and subGaussian parameter σ 0 |f (x i ) − f 0 (x i )|. Hence, by using the Hoeffding inequality,
From Proposition 2.2, we know that sup f ∈Fr n f n ≤ V . Hence, based on Corollary 8.3 in van de Geer (2000) , (II) will have an exponential bound if there exists some constant C and δ > 0, σ > 0 satisfying V > δ/σ and
Now, we are going to show that (3.1) holds in our case. It follows from Theorem 14.5 in Anthony and Bartlett (2009) , which gives an upper bound of the covering number for F rn ,
. By letting
and noting that V 2 − eV + 4e ≥ 0 for all V , we have log
i.e. (3.1) holds with C = 1 and n ≥ N 2 . Hence, based on Corollary 8.3 in van de Geer (2000), for n ≥ N 2 , (3.2)
Thus we conclude that for any δ > 0, by taking n ≥ max{N 1 , N 2 , N 3 }, we have
which proves the desired result.
Remark 3.1. Lemma 3.1 shows that if we have a fixed number of features, the desired Uniform Law of Large Numbers holds when the number of hidden units in the neural network sieve does not grow too fast. Now, we are going to extend the result to a more general case. In Lemma 3.1, we assume that the errors 1 , . . . , n are i.i.d. sub-Gaussian and V n ≡ V . In the following lemma, we are going to relax both restrictions.
Lemma 3.2. Under the assumption that
Proof. As in the proof of Lemma 3.1, it suffices to show that
By Markov's inequality, (3.3) holds if we can show
Note that E[ ] = 0 and each f ∈ F rn has its corresponding parametrization θ n . Since θ n is in a compact set, we know that there exists a sequence
for each x ∈ X . From Example 2.3.4 in van der Vaart and Wellner (1996) , we know that F rn is P -measurable and by symmetrization inequality, we have
where ξ 1 , . . . , ξ n are i.i.d. Rademacher random variables independent of such that for all n ≥ N 1 ,
) is a sub-Gaussian process indexed by f ∈ F rn . Suppose that (Ξ, C, µ) is the probability space on which ξ 1 , . . . , ξ n are defined and let
with f ∈ F rn and ω ∈ Ξ. As we have shown above, we have f k → f and by continuity, Y (f k , ω) → Y (f, ω) for any ω ∈ Ξ. This shows that {Y (f, ω), f ∈ F rn } is a separable sub-Gaussian process. Hence Corollary 2.2.8 in van der Vaart and Wellner (1996) implies that there exists a universal constant K and for any f * n ∈ F rn with n ≥ N 1 ,
where the second equality follows from Proposition 2.
so that the last inequality follows by noting that
We then evaluate these two terms. For the first term, for n ≥ N 1 , by CauchySchwarz inequality, we have
By choosing f * n = π rn f 0 and using the universal approximation theorem introduced by Hornik, Stinchcombe and White (1989) , we know that sup x∈X |f * n (
Therefore, by choosing n ≥ N 1 ∨ N 2 , we get
For the second term, we use the same bound from Theorem 14.5 in Anthony and Bartlett (2009) as we did in the proof of Lemma 3.1:
. Let
where by choosing N 3 so that r n (d + 2) + 1 ≥ 2 √ σ 2 + 1, the last inequality follows by noting that V 2 n − V n + 4 ≥ 0 for all V n so that log
= log(2 √ σ 2 + 1). We also have
and hence for all n ≥ N 1 ∨ N 3 ,
where the last part follows by noting that log
Under the assumption given in the Lemma, there exists N 4 > 0, such that for all n ≥ N 4 , we have
, based on what we have shown, for n sufficiently large, we have
which completes the proof.
Based on the above lemmas, we are ready to state the theorem on the consistency of neural network sieve estimators.
Theorem 3.1. Under the notation given above, if
Proof. Since Q is continuous at f 0 ∈ F and Q(f 0 ) = σ 2 < ∞, we have for any > 0,
Hence, it follows from Lemma 2.1, Lemma 3.2 and Corollary 2.6 in White and Wooldridge (1991) that
Remark 3.2. We discuss the condition (3.4) in Theorem 3.1 via some simple examples here. If α j = O(1) for j = 1, . . . , r n , then V n = O(r n ) and
Therefore, a possible growth rate for the number of hidden units in a neural network is r n = o (n/ log n) 1/3 . On the other hand, if we have a slow growth rate for the number of hidden units in the neural network, such as r n = log V n , then we have
Hence, a possible growth rate for the upper bound of the weights from the hidden layer to the output layer is V n = o n 1/2 / log n .
Rate of Convergence.
To obtain the rate of convergence for neural network sieves, we are going to apply Theorem 3.4.1 in van der Vaart and Wellner (1996) .
Lemma 4.1. Let f * n = π rn f 0 ∈ F rn . Then under the notations given above, for every n and δ > 8 f * n − f 0 n , we have
Proof. First, we note that
In order to show the result, we need to provide an upper bound for Q n (f * n )− Q n (f ) in terms of f − f * n n . Due to the fact that · n is a pseudo-norm, the triangle inequality gives
By squaring both sides, we obtain
Lemma 4.2. For every sufficiently large n and δ > 8 f * n − f 0 n , we have
Proof. Note that
we have
By using the symmetrization inequality and Corollary 2.2.8 in van der Vaart and Wellner (1996), we have
where the last inequality follows since f * n ∈ F rn for n sufficiently large.
Now we are ready to apply Theorem 3.4.1 in van der Vaart and Wellner (1996) to obtain the rate of convergence for neural network sieve estimators.
Theorem 4.1. Given the above notations, if
Proof. Using the same bound from Theorem 14.5 in Anthony and Bartlett (2009) as we did before, we have
Therefore, for δ < 1,
n , and note that
Based on this observation, Lemma 4.1 and Lemma 4.2, Theorem 3.4.1 in van der Vaart and Wellner (1996) implies that
By using the triangle inequality, we can further obtain
If we assume f 0 ∈ F and F is the space of functions, which have finite first absolute moments of the Fourier magnitude distributions, i.e.,
where µ f is a complex measure on R d ; |µ f | denotes the total variation of µ f , i.e., |µ|(A) = sup ∞ n=1 |µ(A n )| and the supremum is taken over all measurable partitions {A n } ∞ n=1 of A; and Makovoz (1996) shows that δ n :
. So by letting ρ n = δ −1 n and V n ≡ V in the proof of Theorem 4.1, δ n must also satisfy the following inequality:
One possible choice of r n to satisfy such condition is r n (n/ log n) 4d/(5d+3) .
In such a case, we obtain
This is a slightly better result compared with the following result
which was obtained by Chen and Shen (1998) . It is interesting to note that in the case of d = 1, our result provides f n −f 0 n = O p (n/ log n) −1/2 , which is a rate between O p (n −1/2 ), the optimal convergence rate in parametric statistical inference, and O p (n −1/3 ), the convergence rate in non-parametric least square problems when the class of functions considered has bounded variation in R (see Example 9.3.3 in van de Geer (2000)). As shown in Proposition 6.3 in the Appendix, F rn is a class of functions with bounded variation in R. Therefore, we can consider a neural network model as a semiparametric model since it has parametric formulation but with nonparametric properties. In the case of d = 1, the convergence rate obtained in Chen and Shen (1998) is f n − f 0 = O p (n/ log n) −1/3 , which is a slower rate compared with O p (n −1/3 ).
5. Asymptotic Normality. To establish the asymptotic normality of sieve estimator based on neural network, we follow the idea in Shen (1997) . We start by calculating the Gâteaux derivative of the empirical criterion function
Then the remainder of first-order functional Taylor series expansion is
As we will see later, the rate of convergence for the empirical process
f ∈ F rn } plays an important role in the proof of asymptotic normality. We first establish a lemma, which will be used to find the desired rate of convergence.
Lemma 5.1. Let X 1 , . . . , X n be independent random variables with X i ∼ P i . Define the empirical process {ν n (f )} as
for some 0 < r < 2 and u ∈ (0, a], where a is a small positive number, and there exists a positive constant
Proof. The proof of the lemma is similar to the proof of Corollary 2.2 in Alexander (1984) and the proof of Lemma 1 in Shen and Wong (1994) . Since H(u, F n , · ∞ ) ≤ A n u −r for some 0 < r < 2, we have
Based on our assumption,
where
√ n , t 0 < M . Based on Theorem 2.1 in Alexander (1984) , we get the desired result.
Theorem 5.1 (Asymptotic Normality). Suppose that 0 ≤ η n = o(n −1 ) and the following two conditions hold
Before we proceed to the proof of the theorem, let us focus on the conditions (C1) and (C2). For condition (C1), note that if (C1) holds, then
so it is a sufficient condition to ensure the consistency of the neural network sieve estimator. As in Remark 3.2, we consider some simple scenarios here.
n log r n so that a possible growth rate for r n is r n = o n 1/6 /(log n) 2/3 . On the other hand,
n (log V n ) 2 and a possible growth rate for V n is V n = o(n 1/2 /(log n) 4 ). Thus, in both cases, the growth rate required for the asymptotic normality of neural network sieve estimator is slower than the growth rate required for the consistency as given in Remark 3.2. One explanation for this is that due to the Universal Approximation Theorem, a neural network with one hidden layer can approximate a continuous function on compact support arbitrarily well if the number of hidden units is sufficiently large. Therefore, if the number of hidden units is too large, the neural network sieve estimatorf n may be very close to the best projector of the true function f 0 in F rn so that the error n i=1 f n (x i ) − f 0 (x i ) can be close to zero and the variations in this quantity can be small. By allowing for a slower growth rate of the number of hidden units, the variations in the quantity
increase, which makes the asymptotic normality more reasonable. Moreover, slower growth rate of r n can make the sieve estimatorf n more stable, which reduce the variance of the estimator. On the other hand, condition (C2) dictates that the approximation rate of a single layer neural network cannot be too slow, otherwise it may require a huge number of samples to reach the desired approximation error. This helps to reduce the bias of the sieve estimatorf n . Therefore, conditions (C1) and (C2) can be considered as a trade-off between bias and variance.
Proof of Theorem 5.1. The main idea of the proof is to use the functional Taylor series expansion for Q n (f ) and carefully bound each term in the expansion. For any f ∈ F rn ,
Consider the local alternativef n = (1 − δ n )f n + δ n (f 0 + ι) where 0 ≤ δ n = η 1/2 n = o(n −1/2 ) and ι(x) ≡ 1. Then replacing f in (5.2) byf n and π rnfn , we get
Subtracting these two equations yields
Now note that
where the last inequality follows from the Cauchy-Schwarz inequality. Since
we have according to the definition off n ,
where the last inequality follows by noting that (1−δ n ) 2 −1 = −2δ n +δ 2 n ≤ δ 2 n . From the condition (C1), we can get
Combining the above result with Theorem 3.1, we obtain that f n − f 0 n = o p (1), and hence δ 2 
. Therefore, equation (5.1) is satisfied with r = 1 and
and by (C1),
we obtain that 2 n
Finally, according to Theorem 4.1, we get
Now from the condition (C2), we have
Based on these observations and equation (5.3), we can see that
which implies that
By replacing ι with −ι, we can obtain the same result and hence
Therefore,
and the desired result follows from the classical Central Limit Theorem.
6. Simulation. In this section, simulations were conducted to evaluate the theoretical results obtained in the previous sections. We first used a simple simulation to show that it is difficult for the parameter estimators in a neural network with one hidden layer to reach consistency. Then the consistency of the neural network sieve estimators were examined under various simulation settings. Finally, in the last part, we checked the asymptotic normality of the neural network sieve estimators.
6.1. Parameter Inconsistency. As mentioned in the introduction, due to the loss of identifiability of the parameters, the parameter estimators obtained in a neural network model are unlikely to be consistent. In this simulation, we use empirical results to confirm such observations. We simulated the response through the following model:
where the total sample size n = 500, x 1 , . . . , x n ∼ i.i.d.N (0, 1), 1 , . . . , n ∼ i.i.d.N (0, 0.1 2 ), and
In other words, the true model is a single-layer neural network and the number of hidden units is 2. When we conducted the simulation, we also used a single-layer neural network to fit the data. When fitting the neural network, we set the learning rate as 0.1 and performed 3e4 iterations for the back propagation. The value for the cost function after 3e4 iterations is 0.0106. Table 1 summarizes the estimated values for the parameters in this model. Based on the results in Table 1 , it is clear that the estimators for most of the weights and biases (except α 0 ) are far from reaching consistency. On the other hand, if we compare the curve of the true function and the curve of the fitted function as shown in Figure 1 , we can see that most parts are fitted extremely well except for the tail parts. The approximation error f − f 0 n is almost zero as shown in the Figure. This suggests that we could study the asymptotic properties of the neural network based on the estimated function instead of the estimated parameters.
6.2. Consistency for Neural Network Sieve Estimators. In this simulation, we check the consistency result obtained in Section 3 and the validity of the assumption made in Theorem 3.1. Based on our construction of the neural network sieve estimators, in each sieve space F rn , there is a constraint on the 1 norm for α: rn i=0 |α i | ≤ V n . So finding the nearly optimal function in F rn for Q n (f ) is in fact a constrained optimization problem. A classical approach to optimize this problem is through introducing a Lagrange multiplier for each constraint. Nevertheless, it is usually hard to find an explicit connection between the Lagrange multiplier and the upper bound in the inequality constraint. Instead, we use the subgradient method as discussed in section 7 in Boyd and Mutapcic (2008) . The basic idea is to update the parameter α 0 , . . . , α rn through
where δ k > 0 is a step size and δ k is chosen to be 0.1/ log(e + k) known as a nonsummable diminishing step size rule. g (k) is a subgradient of the objective or the constraint function rn j=0 |α j | − V n at α (k) . More specifically, we take We still used equation (6.1) as our simulation model. Instead, we assumed that the random error 1 , . . . , n are i.i.d. N (0, 0.7 2 ) throughout the simulation. We considered the following three functions as the underlying function f 0 (x):
(1) Neural network with single hidden layer and 2 hidden units, which is the same as in equation (6.2). (2) A trigonometric function:
(3) A continuous function having a non-differential point
We then trained a neural network using the subgradient method mentioned at the beginning of this subsection and set the number of iterations used for fitting as 20,000. We set the growth rate on the number of hidden units r n = n 1/4 and the upper bound for 1 norm of the weights and bias from the hidden layer to the output layer V n = 10n 1/4 . Such choice satisfies the condition mentioned in Remark 3.2 and hence satisfies the condition in Theorem 3.1. We compared the errors f n − f 0 2 n and the least square errors Q n (f n ) under different sample sizes. The results are summarized in Table 2 . Table 2 Comparison of errors f n − f0 2 n and the least square errors Qn(fn) after 20,000 iterations under different sample sizes.
Sample Sizes
Neural Network Sine Piecewise Continuous f n − f0 As we can see from Table 2 , the errors f n − f 0 2 n indeed has a decreasing pattern as the sample size increases. Nevertheless, there are some cases where the error becomes a little bit larger as the sample sizes increases (e.g. the errors using 500 sample in all scenarios is larger than those errors using 200 sample). One explanation is that the number of hidden units increase from 3 (for 200 sample) to 4 (for 500 sample) under our simulation setup. So there may be some variations among the estimation performance. Overall, our simulation result shows that the estimated functionf n is indeed consistent with the theoretical result, f n − f 0 n = o p (1). Figure 2 illustrates the fitted functions and the true function, from which we can visualize the result more straightforwardly.
6.3. Asymptotic Normality for Neural Network Sieve Estimators. The last part of the simulation focuses on the asymptotic normality derived in Theorem 5.1. We considered the same three types of true functions as introduced in section 6.2, while the random errors are sampled from the standard normal distribution. We still used the subgradient method to obtain the fitted model and set the number of iterations at 20,000. The only difference of this simulation from previous simulations we did in section 6.2 is the different growth rates for r n and V n . As mentioned in section 5, the growth rates required for asymptotic normality are slower than those required for consistency. Therefore, in the simulation we chose r n = n 1/8 and V n = 10n 1/8 , which satisfies the conditions in Theorem 5.1. We repeated the simulation 200 times to get the normal Q-Q plot for 
is N (0, 1) under all scenarios. Another implication we can obtain from the Q-Q plots is that the statistic n −1/2 n i=1 f n (x i ) − f 0 (x i ) is robust to the choice of f 0 . Therefore, as long as the true function f 0 is continuous, N (0, 1) can serve as an appropriate asymptotic distribution for
and can be used to conduct hypothesis testing.
Besides the Q-Q plots, we also conducted the normality tests to check whether n −1/2 n i=1 f n (x i ) − f 0 (x i ) follows the standard normal distribution. Specifically, we used the Shapiro-Wilks test and Kolmogorov-Smirnov test to perform the normality test. Table 3 summarizes the p-values for both normality tests. In all cases, we failed to reject the null hypothesis that the distribution of n −1/2 n i=1 f n (x i ) − f 0 (x i ) follows the standard As we can see from all 3 cases, the fitted curve becomes closer to the truth as the sample size increases. normal distribution at significance level 0.05. Appendix. In this appendix, we are going to explore some basic properties of the parameter space (F, · n ) discussed in the main text.
Proposition 6.1. The space (F, · n ) is a pseudo-normed space.
Proof. Note that f n = 1 n n i=1 f 2 (x i ) 1/2 , then (i) Based on the definition of · n , it is clear that f n ≥ 0, for any f ∈ F. (ii) For any λ ∈ R and f ∈ F,
(iii) For any f, g ∈ F,
where we have used the triangle inequality for classical Euclidean norm.
Let G = g : R → R, g (z) dz ≤ M be the class of functions of bounded variation in R (see Example 9.3.3 in van de Geer (2000)). The following proposition shows that F rn ⊂ G for a fixed n.
Proposition 6.3. For a fixed n, F rn ⊂ G.
Proof. For any f ∈ F rn , we have
Without loss of generality, we assume that γ j = 0 for j = 1, . . . , r n . Then note that
|f ( Therefore, f ∈ G and the desired result follows.
