We consider parametric hypotheses testing for multidimensional ergodic diffusion processes observed at discrete time. We propose a family of test statistics, related to the so called φ-divergence measures. By taking into account the quasi-likelihood approach developed for studying the stochastic differential equations, it is proved that the tests in this family are all asymptotically distribution free. In other words, our test statistics weakly converge to the chi squared distribution. Furthermore, our test statistic is compared with the quasi likelihood ratio test. In the case of contiguous alternatives, it is also possible to study in detail the power function of the tests.
Introduction
In the last years there has been a growing interest around diffusion processes defined by means of stochastic differential equations. Indeed, diffusion models are useful for describing the random evolution of real phenomena studied, for instance, in physics and biology. These random processes have often been applied in mathematical finance and econometric theory to describe the behavior of stock prices, exchange rates, interest rates. Although, the underlying random model evolves continuously in time, the time data are always recorded at discrete instants (e.g. weekly, daily or each minute). For these reasons the inference problems for discretely observed diffusion processes have been tackled by several authors in order to provide useful statistical tools for the applied researchers and practitioners.
Let X t , t ∈ [0, T ], be a d-dimensional diffusion process solution of the following d-dimensional stochastic differential equation dX t = b(α, X t )dt + σ(β, X t )dW t , where functions b and σ are suitably regular and known up to the parameters α ∈ R p and β ∈ R q . The process X t is discretely observed at times t i , such that t i − t i−1 = ∆ n < ∞ for 1 ≤ i ≤ n. In order to test the parametric vector θ = (α, β) of the process X t , t ∈ [0, T ], this paper proposes the construction of a family of test statistics for the following hypotheses testing problem
The problem of testing parametric hypotheses for diffusion processes is still a developing stream of research. In continuos time, Kutoyants (2004) and Dachian and Kutoyants (2008) considered the problem for ergodic diffusion models; Kutoyants (1984) considered the same problem for small diffusion processes. In discrete time, Lee and Wee (2008) dealt with a parametric version of the score marked empirical process test statistics, while Aït-Sahalia (1996), Giet and Lubrano (2008) and Chen et al. (2008) proposed tests based on the several distances between parametric and nonparametric estimation of the invariant density of ergodic diffusion processes.
The test statistics introduced in this paper has been inspired by the φ-divergence theory that we recall briefly in the following. Let {p(X, θ), θ ∈ Θ} be a family of probability densities. Denote by E θ the expected value with respect to P θ , the true law of the observations X. Let φ : [0, ∞) → R be a convex and continuous function. Furthermore, its restriction on (0, ∞) is finite, two times continuously differentiable and such that φ(1) = φ ′ (1) = 0 and φ ′′ (1) = 1. Then the φ-divergence measure between the two models p(X, θ) and p(X, θ 0 ), θ = θ 0 , is defined as D φ (θ, θ 0 ) = E θ0 φ p(X, θ) p(X, θ 0 ) (1.1)
We remind that φ-divergences are contain as special cases many divergences like the α-divergences (Csiszár, 1967 ) the Kullback-Leibler and the Hellinger divergences the Rényi's divergence, the powerdivergences studied in Cressie and Read (1984) .
The φ-divergence measures have been used for testing hypotheses in parametric models. The reader can consult on this point, for example Morales et al. (1997) and Pardo (2006) . Morales et al. (2004) applied modified Rényi's divergence for testing problems on the family of exponential models.
Given a sample of n independent and identically distributed (i.i.d.) observations and some asymptotically efficient estimatorθ n , to test H 0 : θ = θ 0 against H 1 : θ = θ 0 the φ-divergence test statistic is given by D φ (θ n , θ 0 ). For a one-dimensional diffusion process with β = β * assumed known, the φ-divergence is formally given by D φ (θ, θ 0 ) = φ dP θ dP θ0 dP θ0 (1.2) where dP θ dP θ0 = exp
The study of φ-divergences for continuous time observations of diffusion processes has been considered in Vajda (1990) . Explicit derivations of the Rényi information on the invariant law of ergodic diffusion processes have been presented in De Gregorio and Iacus (2009) . Küchler and Sørensen (1997) provide several results on the likelihood ratio test statistics statistics for exponential families of diffusion processes. For small diffusion processes, Uchida and Yoshida (2004) derived information criteria using Malliavin calculus. For discrete time observations, Rényi divergence measures has been considered in Rivas et al. (2005) . Formula (1.2) is not useful for testing problems on discretely observed diffusion processes. Therefore, we take into account an alternative approach. Let us consider the following statistic
where p i (·) is a suitable (gaussian) approximation of the transition density of the process X t from X ti−1 to X ti . Notice that the function D φ,n is not a true φ-divergence, nor a proper approximation of it, but its behaviour is studied in Section 4.
Letθ n be any consistent estimator of θ, then the family of test statistics is defined as follows T φ,n (θ n , θ 0 ) := 2nD φ,n (θ n , θ 0 ). By exploiting the quasi-likelihood approach developed by Genon-Catalot and Jacod (1993), Florens-Zmirou (1993), Kessler (1997) and Yoshida (1992 Yoshida ( , 2011 , we derive the asymptotic distribution of the tests under the null hypothesis and under the case of contiguous alternatives.
The paper is organized as follows. In Section 2 we introduce the notations, the model, the regularity conditions and the asymptotic framework. Section 3 contains preliminary results needed in Section 4 where the family of test statistics are introduced and studied. Section 5 is devoted to numerical analysis of the performance of the tests for small sample sizes. The methodology developed in this paper can be applied to other diffusion models, Section 6 discuss this point. The Appendix contains some auxiliary but useful results for the proofs of this presented in this work. The tables are collected at the end of the paper.
Notation and basic assumptions
Let X t , t ∈ [0, T ], be a d-dimensional diffusion process solution of the following multivariate stochastic differential equation
where
We assume that the functions b and σ are known up to the parameters α and β. The sample path of X t is observed only at n + 1 equidistant discrete times t i , such that t i − t i−1 = ∆ n < ∞ for 1 ≤ i ≤ n (with t 0 = 0 and t n = T ). The asymptotic scheme adopted in this paper is the following: T = n∆ n → ∞, ∆ n → 0 and n∆ 2 n → 0 as n → ∞. The previous scheme is called rapidly increasing design, where the number of observations grows over the time but no so fast.
The following notations will be used throughout the rest of the paper:
• We denote by θ = (α, β) ∈ Θ p × Θ q = Θ the (p + q) × 1 parametric vector and with θ 0 = (α 0 , β 0 ) its unknown true value. The parameter space Θ is a compact set of R p+q .
• X n = {X ti } 0≤i≤n represents our random sample with values in R (n+1)×d .
• For a matrix A, we denote by A −1 the inverse of A and by |A| 2 = tr(AA ′ ), i.e. the sum of squares of the elements on the diagonal of matrix A.
• We set Σ(β,
..,m denotes the Hessian matrix.
• If f : Θ × R d → R, we denote by f i (θ) the value f (θ, X ti ); for example Σ i (β) = Σ(β, X ti ). Furthermore, if f is a tensor, we indicate with the upper index its components: when f is a matrix f l,m represents its (l, m)-component.
• Let u n be a R-valued sequence. We indicate by R a function Θ × R d → R for which there exists a constant C such that
We need some assumptions on the regularity of the process X t , t ∈ [0, T ]:
A 3 . the process X t , t ∈ [0, T ], is ergodic for θ = θ 0 with invariant probability measure µ θ . Thus
as T → ∞, where f is a µ θ -integrable function.
A 4 . if the coefficients b(α, x) = b(α 0 , x) and σ(β, x) = σ(β 0 , x) for all x (µ θ0 -almost surely), then α = α 0 and β = β 0 ;
A 5 . for all m ≥ 0 and for all θ ∈ Θ, sup t E|X t | m < ∞;
A 6 . for every θ ∈ Θ, the coefficients b(α, x) and σ(β, x) are five times continuously differentiable with respect to x and the derivatives are bounded by a polynomial function in x, uniformly in θ;
A 7 . the coefficients b(α, x) and σ(β, x) and all their partial derivatives with respect to x up to order 2 are three times continuously differentiable with respect to θ for all x in the state space. All derivatives with respect to θ are bounded by a polynomial function in x, uniformly in θ.
We observe that the assumption A 1 ensures the existence and uniqueness of a solution to (2.1) for the value θ 0 = (α 0 , β 0 ) of θ ∈ Θ, while A 4 is the identifiability condition. Hereafter, we assume that the conditions A 1 − A 7 hold. These conditions are equivalent to the ones in Uchida and Yoshida (2005) and Kessler (1997) for what concerns the regularity of the model.
Preliminary results
Since the transition density between X ti−1 and X ti is almost always unknown, for the estimation of stochastic differential equations it has been developed an alternative tool with respect to the likelihood function. Therefore, in order to introduce the test statistics for the stochastic differential equation (2.1), we consider a quasi-likelihood approach based on a suitable contrast function. In other words, we deal with the negative quasi-loglikelihood function H n :
The function (3.1) is obtained by discretization of the continuous time stochastic differential equation (2.1) by Euler-Maruyama scheme, that is
and the increments (X ti − X ti−1 ) are (approximately) conditionally independent Gaussian random variables for i = 1, ..., n.
The quasi-likelihood (3.1) has been used by, e.g., Florens-Zmirou (1993), Yoshida (1992 Yoshida ( , 2011 ), Genon-Catalot and Jacod (1993) and Kessler (1997) to make inference for stochastic differential equations. This last author considered a more general asymptotic scheme, that is n∆ p n → 0, p ≥ 2, and generalizes the contrast function (3.1) improving the convergence results. For the sake of simplicity we focus our attention to the case n∆ 2 n → 0. Letθ n : R (n+1)×d → Θ be the quasi-maximum likelihood estimator of θ ∈ Θ, based on (3.1), that iŝ
and let us consider the matrix
where I p and I q are respectively the identity matrix of order p and q. The regularity conditions A 1 − A 7 imply some fundamental results which have a crucial role for analyzing the asymptotic distributional behavior of the estimators (and thus of our test statistics as we will show in the next Section). Indeed, as shown in Kessler (1997) and Yoshida (2011) ,θ n is a consistent estimator of θ 0 and asymptotically Gaussian with rate of convergence given by ϕ(n) −1/2 , i.e.
where I(θ 0 ) is the positive definite and invertible Fisher information matrix at θ 0 given by
The matrix ϕ(n) plays the role of the rate of convergence in the estimation problem for the stochastic differential equation (2.1). The Bayes type estimatorθ n = (α n ,β n ) for θ is defined bỹ
where α * is an arbitrary constant and π 1 (β) and π 2 (α) are the prior distributions of β and α respectively. Yoshida (2011) proved thatθ n is a consistent estimator for θ 0 and that the weak convergence (3.2) still holds for this estimator. Other classes of estimators with similar asymptotic properties exist in the literature, for a recent review see Sørensen (2004) .
The next result on the score function will be useful in the study of the asymptotic behavior of the test statistics.
Under the conditions A 1 − A 7 , the following property holds true
Proof. For the sake of simplicity we denote by
In order to prove (3.3), we deal with the following expressions 5) and show that
by means of Lemma 7.4. Let us start proving the result (3.6). Bearing in mind Lemma 7.2-7.3, we get that
The proof of the result (3.7) is developed as follows
where in the last step we have used the following relationship
and, once again, Lemma 7.2-7.3. In order to prove that
we use the same arguments in (3.10) and further note that
which is a consequence of Lemma 7.1. By using the previous arguments, we get that
This last step concludes the proof.
The family of test statistics
Let us remind that φ : [0, ∞) → R is convex and continuous. Furthermore, its restriction on (0, ∞) is finite, two times continuously differentiable. The goal of this section is to construct a family of test statistics for the following hypotheses testing problem
concerning the stochastic differential equation (2.1). To this aim, let us consider the following quantity
pi(θ0) which measure the discrepancy between two (approximated) parametric models given the sample X n . The statistics D φ,n (θ, θ 0 ) is not an approximation of the φ-divergence (1.1) because it does not converge to
but it proves to be useful in the construction of a new class of asymptotically distribution free test statistics as we will see in what follows. The next result establishes the convergence in probability of D φ,n (θ, θ 0 ). 
uniformly in θ, where
Proof. Let us define
and
By taking into account (7.1), one has that
Therefore, the following result holds
uniformly in θ, where in the last step we have used Lemma 7.3. Now, by means of the same arguments it is not hard to prove that
In conclusion Lemma 7.4 and the results (4.4), (4.5) implies the statement of the present Theorem.
We point out that for φ(x) = log(x), from Theorem 4.1 we derive that
which coincides with the result (4.1) in Kessler (1997) . Remark further that D φ,n (θ, θ 0 ) can be used as a contrast function to derive minimum contrast estimatorsθ n which solve D φ,n (θ n , θ 0 ) = 0 whose properties can be studied using Theorem 4.1.
Hereafter we assume, as before, that φ : [0, ∞) → R is convex and continuous, its restriction on (0, ∞) is finite, it is two times continuously differentiable and, in addition, that φ(1) = φ ′ (1) = 0 and φ ′′ (1) = 1.
Now introduce the family of test statistics defined as follows
The above quantity is similar to that used by Morales e al. (1997) , where D φ,n (θ, θ 0 ) is replaced by the true φ-divergence. Letθ n be the quasi maximum likelihood of the Bayes-type estimator defined in Section 3. The first step is to prove that the family of test statistics
is asymptotically distribution free under H 0 .
Theorem 4.2.
Under H 0 and the conditions A1 − A7, as n → ∞, we have that
Proof. By Taylor's formula, we have that
where in the last step we have used the fact that φ(1) = φ ′ (1) = 0. We note that the (j, k)-element of the
and then
By taking into account Lemma 3.1 and the convergence result (3.2), the statement of the Theorem follows immediately.
Given the level α, such test rejects H 0 if T φ,n > c α where c α is the 1 − α quantile of the limiting random variable χ 2 p+q . The power function of the proposed test is equal to
This power function can be studied under the contiguous alternative setup. Indeed, in this case we are able to approximate β 
where in the last step we have taken into account the convergence in (3.2) and that sup n |I(θ) − I(θ 0 )| = o P (1) which is implied by the continuity of I(θ) in θ 0 . Therefore, by means of the same arguments exploited in the proof of Theorem 4.2, we can write that
It is well known that the likelihood ratio test is the uniformly most powerful test for all sample sizes for testing θ 0 against any simple alternative θ 1 . In the framework of this paper, the natural benchmark test statistics is the generalised quasi-likelihood ratio test (GQLRT), that is
(i.e. when θ 0 is estimated using the maximum likelihood estimator). We observe that S n (θ n , θ 0 ) is not a member of the family of tests (4.6), because it could be obtained from (4.6) for φ(x) = log(x) which does not satisfy the requirement of this Section. Nevertheless, the limiting distribution of GQLRTs is the same of T φ,n (θ n , θ 0 ) as it is easy to verify, namely
This implies, as expected, that all test statistics T φ,n (θ n , θ 0 ) are asymptotically equivalent to the S n (θ n , θ 0 ). Next section investigates the behaviour for small sample sizes.
Numerical analysis
Although all test statistics T φ,n of Section 4 satisfy the same asymptotic results of Theorems 4.7 and 4.8, for small sample sizes the performance of the test is determined by the statistical model generating the data and the sample size. In our numerical study we will consider the power of the test under local alternatives as in Theorem 4.8 for different φ functions, sample sizes of n = 50, 100, 250, 500, 1000 observations and T = n for the parameters in the diffusion coefficient, h is taken in a grid from 0 to 1, and h = 0 corresponds to the null hypothesis H 0 . We consider the following φ functions, which are all such that φ(1) = φ ′ (1) = 0 and φ ′′ (1) = 1.
• φ(x) = 1−x+x log(x): the true φ-divergence based on this function is equivalent to the KullbackLeibler divergence, but in our setup this is not true. We use the label AKL in the table for this approximate KL;
, λ = −1, 0: this corresponds to the power divergence studied in Cressie and Read (1984) . We use λ = k in the tables, with k = −30, −10, −3;
• φ(x) = x−1 x+1 2 : this was proposed in the Balakrishnan and Sanghvi (1968), we name it BS in the tables.
For the data generating process, we consider the following statistical models OU: the one-dimensional Ornstein-Uhlenbeck model solution to dX t = (α − βX t )dt + σdW t , X 0 = 1, with θ 0 = (α, β, σ) = (0.5, 0.5, 0.25);
GBM: the one-dimensional geometric Brownian motion model solution to dX t = (α−βX t )dt+σX t dW t , X 0 = 1, with θ 0 = (α, β, σ) = (0.5, 0.5, 0.25);
CIR: the one-dimensional CIR model solution to dX t = (α − βX t )dt + σ √ X t dW t , X 0 = 1, with θ 0 = (α, β, σ) = (0.5, 0.5, 0.125);
MOU: the two-dimensional Ornstein-Uhlenbeck model solution to dX
In all experiments, the process have been simulated at high frequency using the Euler-Maruyama scheme and resampled to obtain n = 50, 100, 250, 500, 1000 observations. The T φ,n statistics is constructed using the quasi maximum likelihood estimator. Each experiment is replicated 1000 times and the Tables  1, 2 , 3, and 4 contain the empirical power function, i.e. the average values
and the empirical level of the test
wherec α is the estimated α quantile of the empirical distribution of T φ,n , with α = 0.05. The choice of using the empirical thresholdc α instead of the theoretical threshold c α from the χ 2 d distribution, is due to the fact that otherwise the test are non comparable, i.e the level of test are not α and, for example, when h = 0 the test for different φ's produces different empirical level of the test.
In the Tables 1, 2 , 3, and 4 we have used the bold face font to put in evidence the test statistics with the highest empirical power function β h for a given local alternative h > 0. As mentioned before, the natural benchmark test statistics is the generalised quasi likelihood ratio test GQLRT.
From the numerical analysis we can see several facts
• the test statistic based on the AKL φ function is not equivalent to the GQLRT as in the case of true φ-divergence test statistics;
• the GQLRT test statistics appears to be (almost) uniformly more powerful for small h when the sample size is small (n = 50) but, as soon as the sample size increases, other divergences test statistics T φ,n have higher power;
• in all cases, the GQLRT is not most powerful test for all alternatives and most of the times, the power divergences are more powerful;
• there seems to be no uniformly most powerful test in among the set of φ-test statistics proposed here.
In conclusion, this paper proposed a new family of test statistics for discretely observed diffusion processes. Although closely related to the φ-divergence test statistics, the test proposed here is different and new. The empirical analysis shows that, despite the asymptotic equivalence of all test statistics proposed here, for small sample size and different statistical models, there is no uniformly most powerful test among the members of this family. Furthermore, the generalised quasi likelihood test statistics, which does not belong to this class, is not necessarily the optimal test as well.
Extension to other classes of diffusion processes
The methodology developed in this paper is quite general and under suitable conditions can be applied for testing other ergodic diffusion models observed at discrete times. Therefore, in this Section we discuss, briefly, some possible extensions of the test statistics (4.6) without delving into the technical aspects.
Let us start considering a generalization of (2.1) given by an ergodic multidimensional diffusion process with jumps, that is
where p(dt, dz) is a Poisson random measure on
is a nonnegative function and F α (z) represents a probability density. The parametric estimation of (6.1) has been tackled by Shimizu and Yoshida (2006) and Ogihara and Yoshida (2011) with a similar but slightly different contrast function. Shimizu (2006) dealt with M -estimators for the same statistical problem. Now, we give some sketches on the contrast function used in the previous papers to which we refer for major details about the parametric estimate of the stochastic differential equation model (6.1). In particular, Ogihara and Yoshida (2011) introduced the following quasi-likelihood function
where D > 0, ρ is a suitable constant, Ψ(y, x) = f θ (c −1 (x, y, θ))|J(x, y, θ)| where J(x, y, θ) is the Jacobian of c −1 (x, y, θ) and 0 ≤ ϕ n (x, y) ≤ 1 is a sequence of real valued functions satisfying condition [H10] in Ogihara and Yoshida (2011) .
The introduced contrast function is very natural since it is split in two parts: the first component is the contrast for an usual diffusion process, and the second one emerges from the discretization of the likelihood function of an compound Poisson process with Levy density f α . Therefore, if |X ti −X ti−1 | ≤ D∆ ρ n the function H n (X n , θ) judges no jumps occur in the interval (t i−1 , t i ] and it reduces to the quasilikelihood function for a diffusion process without jumps; otherwise H n (X n , θ) judges a jumps occurs in the previous time interval.
By taking into account a rapidly increasing scheme, under suitable assumptions, Ogihara and Yoshida (2011) proved that the quasi-maximum likelihood estimator and a Bayes type estimator based on (6.2) are consistent and asymptotically gaussian. Furthermore, it is possible to prove that Lemma 3.1 holds. This implies that the test statistics T φ,n , opportunely modified for testing (6.1), weakly converges to a chi-squared random variable.
Another random model which attracted the attention of the researchers has been the small-diffusion process. In this case we consider the following stochastic differential equation 
In this framework ε → 0 as n → ∞. Under suitable conditions, it is possible to show thatθ ε,n = (α ε,n ,β ε,n ) = min θ H ε,n (X n , θ) is consistent and
where I(θ) is the Fisher information matrix for (6.3). Furthermore, Lemma 3.1 admits a version based on the small diffusion process (6.3). Then the test statistics (4.6) constructed by means of (6.4) have the asymptotic properties proved in Theorem 4.7-4.8.
Appendix
We collect in the following some results which assume a crucial role in the proofs of the present work.
Proof. It is an application of the Gronwall-Belman lemma (see the proof of Lemma 6 in Kessler, 1997).
Lemma 7.2. Let
Under the assumptions A1-A7, for k j = 1, 2, ..., d and j = 1, 2, 3, 4, we have that
Proof. Crucial for the proof is the following result. If f ∈ C 2(l+1) , by applying Ito's formula repeatedly, we can prove that
represents the infinitesimal generator for
is the identity function.
We only prove the last equality in the statement of Lemma. The others equalities follow by similar arguments and require a less number of calculations.
Let
, from (7.1) for l = 2, we obtain that
Therefore, we can write that
and thus
Similar and cumbersome calculations lead to the following equality
Therefore, by taking into account the equalities (7.3) and (7.4) the expansion (7.2) leads to the result present in the statement of Lemma.
Lemma 7.3. Let f : R d × Θ → R be such that f is differentiable with respect to x and θ, with derivatives of polynomial growth in x uniformly in θ. Under the assumptions A1-A7, we have that
Proof. See the proof of Lemma 8 in Kessler (1997) .
., n are random variables G i -measurable, then the two following conditions imply
Proof. See Lemma 9 in Genon-Catalot and Jacod (1993). Table 4 : Empirical power function β h , for different sample sizes n and local alternatives h. The empirical power and theoretical power is α = 0.05. Data generating model: the 2-dimensional Ornstein-Uhlenbeck process.
