ABSTRACT
INTRODUCTION
Computational gene identification plays an important role in genome projects. Numerous programs have been developed to address this problem. Some of these programs predict protein-coding regions in genomic DNA sequences, while others predict a set of spliceable exons, or explicitly assemble genes. The methods used in these programs include use of hidden Markov models, linear discriminant analysis, and probabilistic models of gene structure that rely on features such as compositional differences and signals.
In this paper we evaluate several commonly used computer programs designed to predict the structure of protein coding genes in DNA sequences. Some of these algorithms must be 'trained' for a particular organism. Thus, the quality of the prediction strategies employed in these programs can vary from organism to organism. Despite these limitations, existing methods of gene prediction and models of gene structure are often applied to newly sequenced organisms, for which no model or method has yet been tuned. Thus, it is important to assess the accuracy of these methods when applying them to a new organism. Here, we wish to evaluate the ability of these programs to accurately predict gene structure for a particular organism, Neurospora crassa, an organism of interest as a well-studied representative of the filamentous fungi. Thus, no previously defined data set is available that meets our needs. However, related experiments have been performed (Fickett and Tung, 1992; Singh and Krawetz, 1994; Lopez et al., 1994; Snyder and Stormo, 1995; Burset and Guigo, 1996) , and we draw upon the methodology applied in these studies.
In weighing and applying the results presented here, the reader must be aware of the methodology involved. A critical element of the type of work we describe is the location of a 'good data set'. Ideally, this data set would consist of a large, representative set of experimentallyverified annotations. As stated above, such a data set does not yet exist.
Instead, we have relied upon existing sets of annotated sequences, some of which have been annotated using the programs we wish to evaluate. A few sequences exist for which more 'manual' means were employed, involving the location of Open Reading Frames (ORFs) and consensus regulatory sequences, BLAST analysis, and matching cosmid sequences with cDNA sequences. Let us refer to the annotations produced by these methods as 'actual', and those produced by the programs we evaluate as 'predicted'. Note that the 'actual' annotations do not necessarily correspond to the 'true' annotations (experimentally verified). Thus, we run the risk of creating what one reviewer refers to as a 'devil's circle'. That is, instead of evaluating the results of these programs against the 'true' annotations, we instead evaluate them against a set of 'actual' annotations that may have been influenced by the programs that we wish to evaluate. Even if the annotations against which we evaluate the programs have been produced by some other program completely unrelated to the program we wish to evaluate, we still are not able to evaluate the program's ability to predict the 'true' set of annotations. Rather, any evaluation we perform will measure a program's ability to produce annotations that correlate well with the method used to produce the 'actual' annotations. Unfortunately, this is the nature of the beast in performing such studies. If an adequate set of experimentally verified sequences were to already exist, it is likely that we would be in a stage of study with the organism of interest in which we would no longer need the computational gene prediction tools we seek to create. In summary, the reader should be cautioned that the results presented here represent the correlation of the predictions of these five programs with annotations produced by the methods described. As additional experimentally verified sequences become available, the set of 'actual' annoations will change, and our perception of the quality of each of these programs for finding genes in N.crassa will change with that. Thus, studies such as the one we describe should be periodically repeated, with the gap between the 'true' annotations and what we use as 'actual' annotations in our studies gradually closing.
SYSTEMS AND METHODS

Sequences
In this evaluation we compare the results of five gene prediction programs on five manually annotated sequences. Of these, three annotated sequences were obtained from the PEDANT web site (PEDANT, 2000) , one sequence from the University of New Mexico (Bean et al., 2001) and a cosmid sequence H123E02 from the University of Georgia (Kelkar et al., 2001) .
The PEDANT database, compiled at the Munich Information Center for Protein Sequences (MIPS) (PEDANT, 2000) , contains a detailed annotation of Neurospora gene models for many of the sequences. The sequenced cosmids and BACs are subjected to an elaborate, manually supervised and evaluated annotation routine. The annotation process (Mannhaupt, 2000) involves BLAST searching (using human and arabidopsis matrices), as well as the application of several separate gene-prediction programs, including GenScan (Burge and Karlin, 1997) , GeneFinder (Sulston et al., 1992) and GeneMark (Lukashin and Borodovsky, 1998) . Further evidence from EST matches and from the structure of predicted protein matches is used to create a 'corrected' gene, which is reported on the web site. Curators of the site note on their web pages that the training of gene modelling programs for Neurospora is still under way. Therefore, for the PEDANT automatic processes they had to use a default setting in the gene prediction for eukaryotes, and they note that these programs may fail to produce a reliable gene prediction using these settings. We looked at three contig sequences for which gene predictions were available: b9j10 (66 923 bp, 15 genes), 2a23 (36 732 bp, 10 genes), and 4e5 (16 820 bp, 3 genes). Also evaluated was a 36 kbp cosmid insert, representing genomic DNA from N.crassa. This sequence was obtained from Natvig and Nelson in the Department of Biology at the University of New Mexico, where it was sequenced and characterized (Bean et al., 2001) . The sequenced region contains homologs to SNZ1 and SNO1 from Saccharomyces cerevisiae, and possesses at least 13 protein-coding genes. The cosmid, G6G8 from the Orbach/Sachs cosmid library, was obtained from the Fungal Genetics Stock Center at the University of Kansas Medical Center, Kansas City, grown, subcloned, and sequenced according to the procedure described in Bean et al. (2001) . Basecalling was performed using Phred (Ewing et al., 1998) , vector screened using Crossmatch (Green, 1996) , and then assembled into contiguous fragments using Phrap (Green, 1996) . The sequence was then annotated and deposited in GenBank (accession number AF309689).
The sequence analysis procedure involved using MacD-NASIS version 3.2 to find ORFs using the codon bias for N.crassa, searching for consensus sequences associated with translational start sites and intron splicing, and using BLAST to compare with protein and nucleotide databases at NCBI. Many putative ORFs were eliminated from consideration because they overlapped verified genes; none of the ORFs excluded from the list exhibited a strong pattern of N.crassa codon preference. In total, thirteen putative protein-coding genes were predicted in this sequence. Eleven of these putative genes were verified by identification of a homologous sequence using BLAST search. One putative gene was verified by its length (encoding 426 amino acids without interruption) and its strong N.crassa codon bias. One more tentative gene was verified by matching it to a N.crassa cDNA sequence.
The fifth sequence, H123E02, sequenced in the Arnold Labratory at the University of Georgia, is a 54 728 bp cosmid sequence that complements the qa-2 mutation of N.crassa, and has been previously analyzed and predicted to contain 12 genes (Kelkar et al., 2001) . In our study, we annotated this sequence using a procedure similar to that used in annotating the Natvig sequence. In particular:
(1) MacVector TM 7.0 was used to locate all possible ORFs.
(2) The Gribskov codon preference plotting method was used with the codon usage table for N.crassa to find those ORFs that have a low likelihood of being in a coding region. These ORFs were removed from the original ORF list.
(3) Sequence files were created for each of the ORFs in the list. In order to verify the putative ORFs, a small computer program was written to search for those consensus regulatory sequences involved in transcription (Bruchez et al., 1993a) and translation (Bruchez et al., 1993b) . ORFs containing fewer than 7 of the 8 consensus sequences (see Table 2 ) were removed from the list.
(4) BLAST searches were performed for ORFs longer than 500 bp, and each gene verified by comparison with BLAST analysis. If two or more ORFs were found to overlap, the ORF representing a verified gene and in the correct frame was kept and the other ORFs were removed from the list.
(5) Because this sequence had been previously annotated by other means, we compared our results with the published results, and found that a gene, qa-2, was missing. We then returned to the complete ORF list originally generated by the MacVector program, and selected those ORFs that reside in the region between the sequences that flank qa-2 in the published map (Kelkar et al., 2001) . Searching with BLAST on these ORFs succeeded in locating the ORF for the qa-2 gene, which had been eliminated in one of the screens in prior steps.
(6) To avoid missing a gene, we then added back to the ORF list any predicted ORF of length greater than 1000 bp not in the current list. BLAST searches on these newly added long ORFs did not produce any significant hits. Thus, they were again removed from the ORF list.
(7) BLASTX (Gish and States, 1993) was used to locate the exons in the verified ORFs.
The ORFs and exon structure deduced using this method are shown in Table 1 .
Gene prediction programs
Five programs were evaluated, GenScan (Burge and Karlin, 1997) , HMMGene (Krogh, 1997) , GeneMark (Borodovsky and McIninch, 1993) , Pombe (Chen and Zhang, 1998), and Find Fungal Gene (FFG) , developed at the University of Georgia and described here. Although FFG was designed specifically for gene-finding in N.crassa, the model parameters have not yet been fully 'tuned', and the program should thus be viewed as an initial prototype. The other four programs were neither designed nor tuned for N.crassa. GenScan (Burge and Karlin, 1997 ) is a general-purpose gene identification program that analyzes genomic DNA sequences from a variety of organisms including human, other vertebrates, invertebrates and plants. For each sequence, the program applies a probabilistic model of the gene structure and compositional properties of the genomic DNA for the given organism to determine the most likely gene structure. This model includes consensus sequences involved in transcription and translation, length distributions, and compositional differences. GenScan identifies complete intron/exon structures of a gene in genomic DNA, is able to predict multiple genes, can deal with both partial and complete genes, and can predict consistent sets of genes that occur on either or both strands of DNA. The GenScan program may be accessed through: http://genes.mit.edu/GENSCAN.html. Parameter settings include a choice of organism (vertebrate, arabidopsis, or maize) and a suboptimal exon cutoff value (1.0, 0.50, 0.25, 0.10, 0.05, 0.02, 0.01). In our evaluation, we used arabidopsis at a cutoff value of 1.0.
HMMGene (Krogh, 1997 ) is a program for prediction of genes in anonymous DNA, designed for prediction of vertebrate and Caenorhabditis elegans genes. The program predicts whole genes, and can be used on whole cosmids or even longer sequences. It can also predict splice sites and start/stop codons. If some features of a sequence are known, such as hits to ESTs, proteins, or repeat elements, these regions can be locked as coding or non-coding and then the program will find the best gene structure under these constraints. The program is based on a hidden Markov model, a probabilistic model of the gene structure. HMMgene can also report the n best gene predictions for a sequence. This is useful if there are several equally likely gene structures and may even indicate alternative splicing. HMMgene takes an input file with one or more DNA sequences in FASTA format. It also has a few options for changing the default behavior of the program. The output is a prediction of partial or complete genes in the sequences. The output specifies the location of all the predicted genes and their coding regions and scores for whole genes as well as exon scores. The HMMgene program is available at: http://www.cbs. dtu.dk/services/HMMgene. Through the web page, users may enter sequences, select an organism (vertebrate or C.elegans), specify whether or not to predict signals, and specify the number of predictions (1-5) to report. In our evaluation, we specified C.elegans, did not predict signals, and reported the best prediction.
The GeneMark gene prediction software takes several forms. The original GeneMark program (Borodovsky and McIninch, 1993 ) relied on inhomogeneous Markov chain models of both coding and non-coding regions, based on analysis of known genes and on the Bayes decision making function, to predict genes in Escherichia coli DNA sequences, and was then retrained for Haemophilus influenzae, Mycoplasma genitalium, and other organisms. GeneMark-Genesis, developed for analysis of organisms such as Methanococcus jannaschii and Helicobacter pylori, was designed for the situation in which no experimentally studied segments are available for training. The GeneMark.hmm algorithm (Lukashin and Borodovsky, 1998) generates a maximum-likelihood parse of the DNA sequence into coding and non-coding regions, and is designed to more precisely locate the exact gene boundaries. This program is available both through e-mail servers (at Georgia Tech and the EMBL Outstation of the European Bioinformatics Institute (EBI)) and through several web pages. Links to the web server, instructions for the e-mail server, and other related information may be found through the GeneMark home page: http://genemark.biology.gatech. edu/GeneMark. We evaluated both the e-mail server for GeneMark and the GeneMark.hmm program at: http://dixie.biology.gatech.edu/GeneMark/eukhmm.cgi. Through the e-mail server for GeneMark, the options specified were 'spombe' (Schizosaccharomyces pombe) for the organism and exon for the orflist option; otherwise, default values were accepted. Through the web server for GeneMark.hmm, Arabidopsis thaliana was specified for the organism. In analyzing the results of these two programs we found that better results were obtained with GeneMark.hmm using A.thaliana as the model organism. Thus, we report only those results here. Note that we considered using the GeneMark.hmm server at: http://dixie.biology.gatech.edu/GeneMark/whmm.cgi because it has an option for 'low eukaryotes' and provides S.cerevisiae, which is similar to N.crassa, as a model organism. However, we found that the output of this version does not provide exon/intron boundary information.
The Pombe program was developed to find genes and predict exon-intron structure in S.pombe (Chen and Zhang, 1998) . In developing the program, the authors first extracted a training data set from GenBank, checked the annotations for accuracy, and removed redundancy. Execution of the program involves a number of linear discriminant analyses. For example, one analysis differentiates between {sites, introns, exons} and {pseudo sites, pseudo introns, pseudo exons}. Initiation sites, donor sites, and acceptor sites are identified. Exon and intron predictions are the result of the combination of three linear discriminant functions. Other factors considered include oligonucleotide preferences, positional triplet preferences, and the location of ORFs. The results of these intermediate analyses are then combined through dynamic programming to predict gene structure. Pombe is freely available for academic use and is available through the web site at: http://argon.cshl.org/genefinder/Pombe/pombe.htm FFG is a pattern-directed program for gene-finding in N.crassa, based on statistical analysis of sequence features with genes from N.crassa performed by Edelman and Staben (1994) , and conversations with Staben. This study found that sequence features such as translation initiation sites, codon usage in ORFs, intron length, exon length, intron donor sites, intron branch points, and intron acceptor sites within genes from N.crassa are distinctive.
Specifically, coding regions were found to have higher GC content and to exhibit a bias toward codons in which the last nucleotide is C, with a secondary preference for G. Also, the stop codon UAA is more commonly used than either UAG or UGA. An ATG initiator codon and surrounding consensus sequence (CAMMATGGCT) were identified. Most N.crassa genes were found to have at least one intron. Introns also tended to be short, with average length 63, median length 70, and a range from 52 to 691 bases. Exon length varied more widely, from 3 to 5367, with an average length of 509 and median length of 148. Consensus sequences identified for the 5 donor site, splice branch sites, and 3 acceptor sites are GˆGTAAGTnnYCnYY, WRCTRACMnnnnnnYY, and WACAGˆ, respectively (Edelmann and Staben, 1994) .
The FFG algorithm begins by identifying possible start and stop sites, as well as left (5 donor) sites, center (splice branch) sites and right (3 acceptor) sites. Frame numbers are associated with start and stop sites. Any subsequence matching the pattern 'GTRNGT' is identified as a potential left site; any subsequence matching the pattern 'CTRAC' is identified as a potential center site; and any subsequence matching the pattern 'YAG' is identified as a potential right site.
Then, the algorithm traverses the list of start sites and builds a list of 'primitive' ORFs. Each ORF ends at the first stop site encountered in the same reading frame in the sequence. At this point, each ORF has one exon.
Next, the algorithm repeatedly traverses the ORF list. For each ORF, the algorithm examines the last exon in its list and attempts to extend the ORF to include another exon. This is possible if a splice site can be found within the exon. That is, if the exon contains a 'left' (5 donor) site and both a 'center' (branch site) and 'right' (3 acceptor) site can be found within an acceptable distance (currently set to 300 base pairs). If these are located, another exon is added to the list for that ORF; otherwise, the ORF is marked as complete. Extension terminates when all ORFs are marked as complete.
Finally, the algorithm deletes ORFs that are less than 300 bp in length (an ORF less than 300 bases is not likely to be a gene). When several ORFs overlap, the longest one is selected and the others are deleted. The reverse complement strand is then generated and the process repeated.
FFG accepts input sequences in FASTA or plain text format, and produces output in the GFF format (Sanger Center: GFF, 2000), a sequence annotation format developed with gene finding in mind. A more highly tuned FFG program that uses a genetic algorithm to tune parameters such as the required homology to the consensus sequences, the relative weights of each of the sites, lengths, and distances, and including dinucleotide composition and codon bias, is under development, and will make use of the evaluation performed in this study.
THE EVALUATION METHODOLOGY
In our study, we evaluated only the accuracy of the prediction, and did not evaluate factors such as execution time or memory requirements. In general, prediction accuracy can be measured at three levels: at the level of the coding nucleotide, at the level of exonic structure, and the level of the predicted protein product. At the protein product level, the protein encoded by the actual gene is compared with the protein encoded by the predicted gene. We focus our evaluation on the exon level, but have developed and apply here a technique that provides combined information about both ability to predict sequence coding regions and how well signals are identified, which we explain later in this section.
Measurements of accuracy at the coding level compare predicted coding value with the actual coding value for each nucleotide along the test sequence. In this widely used approach predictions are divided into four categories:
• True Positive (TP) = nucleotides classified as coding in both actual and predicted.
• True Negative (TN) = nucleotides classified as noncoding in both actual and predicted.
• False Positive (FP) = classified as coding in predicted, but as non-coding in actual.
• False Negative (FN) = classified as non-coding in predicted, but as coding in actual.
Sensitivity is defined as the proportion of coding nucleotides that have been correctly predicted as coding. That is, sensitivity = TP/(TP + FN). Specificity is the proportion of non-coding nucleotides that have been correctly predicted as non-coding. That is, specificity = TN/(TN + FP). An issue that arises in evaluating specificity is that the frequency of non-coding nucleotides in genomic DNA sequences is much greater than the frequency of coding nucleotides, so that TN tends to be much larger than FP, with the result of a tendency toward very large non-informative values for specificity. Thus, in much of the literature on gene structure prediction, specificity is instead defined to be TP/(TP + FP), the proportion of predicted coding nucleotides that are actually coding. Other commonly used metrics based on these categories are the Correlation Coefficient (CC), defined as: (Burset and Guigo, 1996) .
While nucleotide-level metrics are often used to evaluate how well the program locates sequence coding regions, exonic structure metrics are typically used to evaluate how well the sequence signals (splice sites, start codons, stop codons) are identified (Burset and Guigo, 1996) . Our evaluation focused on measuring the accuracy of predictions at the exon level, by comparing predicted and actual exons along the test sequence. Although this approach is widely used, no unique criterion has been used to consider an exon as 'correctly' predicted. The strictest criterion would score an exon prediction as a correct match only if an exact match exists between actual and predicted start and stop locations, both splicing boundaries correctly identified. We label these as 'type 1' predictions. A looser criterion scores a prediction as correct if a partial match occurs, if at least one of the splice sites has been correctly identified. We label these as 'type 2' predictions. Finally, a predicted exon may be scored as correct if the overlap between actual and predicted exceeds some threshold. We label these as 'type 3' predicted exons. While the first two approaches are more stringent, the advantage of the third approach is that an evaluation performed using this method provides combined information about both the ability of the program to locate sequence coding regions and how well sequence signals are identified. Type 4 predicted exons do not overlap with any actual exon.
The notions of sensitivity and specificity are still applicable in measurements performed at the exon level. Sensitivity is the proportion of actual exons in the test sequence that are correctly predicted. Specificity is the proportion of predicted exons that are correctly predicted. Also useful are the notions of Missing Exons (ME) and Wrong Exons (WE). ME indicates the proportion of actual exons with no overlap to predicted exons. WE indicates the proportion of predicted exons with no overlap to actual exons.
Determining the criteria to use in selecting a threshold for the type 3 exons proved challenging. To address this problem, we developed a method of selecting a threshold for overlap between actual and predicted exons that relies on the notions of overlap-sensitivity and overlapspecificity and an initial empirical evaluation.
From all of the predicted exons obtained by running all of the programs on four of the five test sequences (annotations for H123E02
were not yet available) we selected all the type 2 and preliminary type 3 (any overlap at all) exons. For each of these exons, we calculated the overlap-sensitivity, overlap-specificity, and combined overlap percentage. Overlap-sensitivity is the number of nucleotides in the overlapping region between the predicted exon and the actual exons, divided by the number of nucleotides in the actual exon. Overlap-specificity is the number of nucleotides in the overlapping region, divided by the number of nucleotides in the predicted exon. A Combined Overlap Percentage (COP) was defined to be (OverlapSn + OverlapSp)/2. We then divided the exons into different groups based on the value of COP, such as group 100, [95, 100), [90, 95) , . . . , [0, 10). Then we calculated the fractions of the exons falling into each of the above groups and drew a curve (Figure 1 ) with the y-axis representing the COP value and the x-axis representing the fraction of exons with a COP value equal to or greater than the corresponding y value. As can be seen from Figure 1 , the 'knee' of the curve falls between 70 and 90 on the x-axis, and appears to be linear in this range. Based on this curve, 'greater than 80%' was determined to be a reasonable threshold to define a type 3 exon. In reporting the results of our evaluations, we define three categories, labeled one-star ( * ), two-star ( * * ), and three-star ( * * * ). The one-star category includes only the type 1 exons. The two-star category includes only the type 1 and type 2 exons. Both of these categories may be used to evaluate the ability of a program to exactly locate exon and intron boundaries. The three-star category combines this information with a measure of the ability of a program to correctly predict coding regions, and consists of type 1 exons, type 2 exons for which the COP exceeds the threshold (80%), and type 3 exons for which the COP exceeds the same threshold.
RESULTS AND DISCUSSION
Annotation of the H123E02 cosmid sequence Our annotations for the N.crassa cosmid H123E02 sequence are shown in Table 1 . As described in the Section Systems and methods, we used a method similar to that employed in the annotation of the Natvig sequence. All of the 12 genes predicted by Kelkar et al. (2001) are 'recovered' in our study, and two additional hypothetical genes (Hypothetical protein SPAC1F12.09 and Hypothetical protein YGR277c) are predicted. We note, however, that in the absence of Kelkar's annotations, only 11 of those 12 genes would have been recovered. Specifically, the Catabolic 3-Dehydroquinase (qa-2) gene would have been missed, indicating that the methodology described may have some room for improvement. Two elements of the screening process are possible culprits in the omission of the ORF that represents the Catabolic 3-Dehydroquinase. One possibility is that it was eliminated because it exhibited a low codon preference when using the Gribskov codon preference plotting method. Although the Gribskov method can help to locate highly and moderately expressed genes very well, and can save substantial effort in analyzing unlikely ORFs, it is not good at distinguishing weakly expressed genes from non-genes (Gribskov et al., 1984) . Thus, those ORFs that were removed because of low Gribskov plotting likelihood might represent weakly expressed genes.
The other possibility is that the qa-2 gene was removed during the process of verifying the presence of the consensus sequences. In this study, eight consensus sequences, seen in Table 2 along with the acceptance criteria: the CAAT box, the TATA box, the +1 sequence consensus, the polyadenylation signal sequences, the intron splicing 5 signal, the lariat sequence, the intron splicing 3 signal (Bruchez et al., 1993a) and the Kozak sequence (Bruchez et al., 1993b) were searched for in those putative ORFs. The screen for these consensus sequences is fairly stringent, and thus some actual ORFs may have been eliminated.
To locate exons within the ORFs, we simply used the BLASTX (Gish and States, 1993) method to deduce the exon boundaries. Ideally, we would have incorporated the information derived from aligning the cDNA clone with the ORFs. In that way, the boundaries would be more precisely located.
Prediction accuracy analysis for Natvig sequence
Results of analysis for the Natvig test sequence are shown in Table 3 . For this sequence, it seems that regardless of the method used to define the exon, the GenScan program has the best sensitivity followed by the FFG and GeneMark.hmm programs. For specificity, the FFG program behaves best, for all definitions of an actual exon.
Prediction accuracy analysis for the H123E02 cosmid
The result for the cosmid H123E02 is shown in Table 4 . None of the five programs predicted exons that have the same boundaries as the actual exons. Since an important deviation of our hand annotation procedure from that used (1) ζ : the criteria we used in accepting a given sequence as a consensus sequnce; the given sequence must match the minimum number of nucleotides with the consensus sequence to be accepted.
(2) (a) Bruchez et al. (1993a) ; (b) Bruchez et al. (1993b) . (3) The subscript number indicates the percent occurrence of the particular nucleotide.
(4) Symbol '-' indicates the splicing site.
(5) If a nucleotide is quoted, it indicates the conserved absence of that particular nucleotide.
in the annotation of the Natvig sequence is that we did not compare and align those putative ORFs with the cDNA sequence, it illustrates the importance of cDNA sequence in the hand annotation procedure. As a consequence, the three-star ( * * * ) category is the most informative for this sequence. The results in Table 4 show that, for this sequence, none of the programs performed well and all programs performed similarly in sensitivity except that HMMGene's score for sensitivity is relatively low. The FFG program has a relatively better specificity.
Prediction accuracy analysis for the contig b9j10
For this test sequence, the result shown in Table 5 indicates that the GenScan program has the best sensitivity and specificity. It also has relatively low ME and WE. The GeneMark.hmm program also has a relatively good sensitivity and the HMMGene program has a relatively good specificity. We note that the GenScan program was used in the annotation process for the PEDANT sequences (b9j10, 2a23, 4e5), thus biasing the results with these sequences in favor of the GenScan program.
Prediction accuracy analysis for the contig 2a23
The result for the contig 2a23 is shown in Table 6 , and indicates that the GenScan program has the best sensitivity and the lowest ME. The FFG program has a relatively good performance on specificity for this sequence.
Prediction accuracy analysis for the contig 4e5
The result for this test sequence is shown in Table 7 . The GenScan program shows the best performance on sensitivity and ME. In regard to specificity, although the HMMGene program is not good at locating the exons exactly, it is good at roughly locating the exons with the highest Sp * * and Sp * * * .
Summary
The average results for evaluating the prediction accuracy on these five test sequences is shown in Table 8 . Overall, the GenScan program has the best performance on sensitivity and ME. But as for specificity, the HMMGene and the FFG program have good performance in locating the exons roughly, since they both have relatively high average scores on Sp * * and Sp * * * . This result encourages heavier weighting of the factors considered by GenScan and HMMGene in the parameterized method being developed for the refined FFG program. In another study, GeneMark.hmm was suggested as the most accurate exon prediction program for the Arabidopsis genome (Pavy et al., 1999) . In our study, however, GeneMark did not perform as well. This suggests the importance of evaluating programs based on the particular organism that one wishes to study.
The results also show that most of the programs performed better at sensitivity than at specificity. On one hand, this may indicate that our original annotation for these test sequences is too stringent. Alternatively, the gene finding programs may be too liberal in retaining unlikely ORFs and exons.
Although the three test sequences contig b9j10, contig 2a23, and contig 4e5 were annotated using GenScan, thus biasing the results with these sequences in favor of GenScan, we note that the relatively good performance of GenScan is consistent in all of these five sequences. Ideally, those sequences that have been annotated using a testing program should not be used to evaluate that program. However, the dearth of sequences annotated by other means was a major factor in our decision to include these sequences.
In summary, none of the gene-finding programs evaluated consistently performs well at finding genes in N.crassa. The programs may have failed because the models they use are inappropriate for this organism, or the models may be appropriate but the model parameters may be inappropriate. Further investigation is necessary to determine the reasons that these programs failed.
The FFG algorithm is designed for N.crassa. Model parameters include homology to consensus sequences, relative weights of donor, branch, and acceptor sites, distances between these sites, and lengths of introns and exons. We are working to parameterize the model used in FFG to obtain a more accurate gene-finding program for this species. A program that uses a genetic algorithm has been designed and implemented, with the goal of determining appropriate weights for these parameters in the prediction formula, and for including dinucleotide composition and codon bias. However, this tuning process requires the existence of a 'seed' set of reliably annotated sequences. The studies described in this paper were performed in the process of obtaining such a data set, and work on this refined version of FFG continues. Thus, the FFG algorithm evaluated in this paper should be viewed as a prototype version.
We note that we have used only five test sequences in our evaluation, and note further that despite the small number of sequences, the evaluation process was quite tedious and time-consuming. To address this problem we are developing a tool to automate the process of performing these studies, permitting rapid evaluation of a set of programs and/or parameters for those programs against a set of annotated sequences. The existence of such a tool will permit the scientist working with a 'new' organism to evaluate the ability of existing programs to 'correctly' predict (that is, in a way that correlates with the current best annotation procedure) genes in a newly studied organism, and to select the best parameter sets for those programs. Further, we seek to obtain sequences that have been experimentally verified, and to expand our evaluation to include additional programs (GeneWise and NEX have been suggested). Finally, we plan to perform periodic re-evaluations to include additional programs, as existing programs are updated, and as more and/or more reliable data becomes available.
