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N otação
Notação m atem ática padrão é utilizada nesta monografia. Letras maiúsculas representam  
matrizes. Letras minúsculas em geral representam  vetores ou escalares, sendo feita menção 
explícita em cada caso, a não ser quando a aplicação é óbvia do contexto. Letras caligráficas 
maiúsculas representam  conjuntos. São abaixo arrolados ainda alguns símbolos utilizados com 
seus respectivos significados.
/>(•) posto de um a m atriz
| • | determ inante de um a matriz
se e somente se
A por definição
L f V derivada de Lie
o conjunto dos números reais
€ H m atriz Hurwitz
A(-) autovalor de um a m atriz
7V(.) traço de um a m atriz
d a fronteira de um conjunto aberto
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Resum o
Esta monografia aborda o problem a de estabilidade de sistemas de potência. O problem a é co­
locado sob o prisma do projeto de controles estabilizantes, partindo da modelagem m atem ática 
do sistema. Uma concepção m atem aticam ente rigorosa do problem a de estabilidade é assim 
formulada, e convergências e divergências entre esta abordagem e a tradicional classificação 
do problema de estabilidade são analisadas. Diversos mecanismos de instabilidade são identi­
ficados, e medidas corretivas para  cada um destes são propostas. Estas soluções apresentam  
problemas de projeto que são identificados e então abordados no contexto da teoria de sistemas 
de controle. 0  problema de controle de sistemas com ponto de equilíbrio desconhecido é anali­
sado, dando origem a um a solução concebida como um controle adaptativo, onde o parâm etro 
incerto é uma função contínua do equilíbrio desconhecido. Resultados de estabilidade e regras 
de projeto para este controladores adaptativos são fornecidos. Uma nova classe de controladores 
também emerge desta análise: o controle L gV  dinâmico. Propriedades destes controladores são 
demonstradas por análise de Liapunov, destacando-se o alargamento de estimativas da região 
de atração do equilíbrio. Estes conceitos são aplicados ao projeto de um controle de excitação 
para máquinas síncronas baseado em análise de Liapunov. Análise de estabilidade e de de­
sempenho é fornecida, e resultados de simulação para um sistem a teste são apresentados. 0  
controle proposto não somente m elhora o amortecimento da m áquina, como aum enta os tem ­
pos críticos de eliminação de faltas para  a m áquina não regulada. A extensão deste projeto 
para máquinas reguladas é tam bém  apresentada. A estabilidade de sistemas m ultim áquinas é 
tra tada  no âmbito da estabilidade de pequenos sinais. É proposta a estabilização robusta do 
sistema por meio de um esquem a de controle onde os diversos controladores são projetados de 
maneira coordenada. Estes controladores são estabilizadores de sistemas de potência e controles 
adicionais para FACTS (Sistemas de Transmissão AC Flexíveis). 0  problema é formulado no 
domínio do tem po e abordado por meio da equação de Riccati. Propriedades de um a equação
de R iccati modificada são dem onstradas, e um algoritmo de projeto é destas propriedades de­
rivado. O m étodo é aplicado a um  sistem a teste de médio porte, e sua robustez e desempenho 
são dem onstrados por meio de análise de autovalores e simulações.
xxii RESUMO
A bstract
This work tackles the power system stability problem. The problem is approached from a control 
point of view, taking as the starting point the system ’s m athem atical modeling. The problem  is 
thus formulated in a m athem atically rigorous way, and the similarities and differences between 
this approach and the traditional classification of the stability problem are analized. Several 
instability mechanisms are identified, and corrective measures for each one of these mechanisms 
are proposed. These solutions for the instability mechanisms bring on some design issues th a t 
are identified and then approached within a control systems framework. The control of systems 
with unkown equilibria is analized, and an adaptive control approach for its solution is given. 
Stability results and design guidelines for these adaptive controllers are provided. This analysis 
also yields a new class of controllers: the dynamic L g V  controllers. Lyapunov analysis is used to 
dem onstrate some properties of these controllers, among them  the enlargement of estim ates for 
the equilibrium’s basin. These concepts are applied to  the  design of a Lyapunov based excitation 
controller for synchronous machines. Stability and performance analysis are provided, as well 
as simulation results for a case study. The proposed controller not only enhances the m achine’s 
damping, but also improves critical clearing tim es for the unregulated machine. The extension 
of this design for regulated machines is also given. M ultimachine systems stability is dealt with 
within the small-signal stability framework. A control scheme where the controllers, namely 
the PSS’s and the additional controllers for FACTS (Flexible AC Transmission Systems), are 
designed in a coordinated fashion is proposed for the robust stabilization of m ultim achine 
systems. The problem is formulated in the tim e domain and approached by means of Riccati 
equations. Properties of a modified Riccati equation are dem onstrated, and a design algorithm  
based on these properties is given. The m ethod is applied to a medium size test system , and 
eigenvalue analysis and simulation results show its performance and robustness.
Capítulo 1 
Introdução Geral
0  desenvolvimento dos sistemas de potência, iniciado ao ocaso do século XIX, é provavel­
mente o avanço tecnológico de maior impacto social da história recente da humanidade. Com 
efeito, a possibilidade de transformação e transporte da energia natural, e conseqüentemente 
sua disponibilidade para aproveitam ento industrial possibilitou, e contribuiu para, a segunda 
revolução industrial. Por outro lado, o consumo da energia assim disponível gerou padrões de 
qualidade de vida inimagináveis até as vésperas do alvorecer desta revolução e alterou radical­
mente hábitos e costumes. A evolução das demandas sociais e das possibilidades tecnológicas 
refletem-se drasticam ente na evolução dos sistemas de potência, criando um  fluxo contínuo de 
novos problemas teóricos e práticos, muitos destes de elevado grau de complexidade, a serem 
resolvidos, e possibilidades a serem exploradas no atendim ento destas demandas.
Os primeiros sistemas de potência consistiam de geradores alim entando redes de lâm padas 
incandescentes distribuídas em um  raio de poucos quilômetros de distância do gerador. A função 
dos sistemas era quase que exclusivamente de abastecim ento da reduzida rede de iluminação, 
logo os requisitos de qualidade a serem atendidos eram mínimos, e a estabilidade de tais sistemas 
não era um a preocupação im portante. Com o crescimento da dem anda surge a necessidade de se 
gerar grandes quantidades de energia elétrica, o que não é possível nos centros m etropolitanos. 
Logo surge a necessidade de transportar a energia por longas distâncias e a diferentes pontos 
geograficamente dispersos. Por outro lado, com o desenvolvimento dos motores de indução e 
sua pronta aplicação às linhas de produção, as cargas não só aum entaram  brutalm ente como 
tam bém  os requisitos de qualidade: as indústrias exigem tensão e freqüência constantes para 
a operação de seus motores, além da confiabilidade do serviço para garantir a continuidade da 
produção.
D esta forma, a qualidade da energia elétrica fornecida ao consumidor final torna-se um pro­
blem a de crescente im portância. Os aspectos relevantes da qualidade são então identificados 
como a constância da tensão e da freqüência, e a confiabilidade do serviço. Mais ainda, percebe- 
se que o sistem a deve atender a estes requisitos de qualidade para um a dem anda amplamente 
variável, e com m ínim o custo operacional. Eventuais fenômenos de instabilidade no sistema 
causariam  flutuações na tensão e na freqüência, e eventualm ente a perda de sincronismo dos 
geradores, interrom pendo o serviço. Logo a estabilidade está diretam ente relacionada à quali­
dade da energia fornecida, em todos os seus aspectos. Por outro lado, o sistem a torna-se cada 
vez mais complexo, e a transm issão de blocos de energia a distâncias cada vez maiores cria um a 
tendência de surgim ento de problemas de instabilidade. D esta forma, a evolução dos sistema* 
de potência e de sua função social traz o problem a de estabilidade à tona.
A im portância do problem a de estabilidade de sistemas de potência foi primeiramente re­
conhecida nos anos 20. N esta época começaram a surgir os primeiros problemas sérios de 
estabilidade, associados a  unidades geradoras que supriam energia a áreas metropolitanas por 
meio de linhas de transm issão m uito longas. A perda de sincronismo dos geradores, e con­
seqüente interrupção do serviço, m uitas vezes se seguia a um curto-circuito em um a linha de 
transm issão. Os m étodos de análise então utilizados para compreender os fenômenos envolvidos 
na  estabilidade tinham  de ser simples, já  que cálculos tinham  de ser feitos à mão ou por meio de 
ferram entas rudim entares como réguas de cálculo. Métodos gráficos, baseados em forte apelo 
in tuitivo , como o critério das áreas iguais, foram desenvolvidos nesta época.
Um grande passo na evolução da análise foi o desenvolvimento, nos anos 30, dos analisadores 
de rede, que perm itiam  a análise de sistemas multim áquinas, atendendo assim à necessidade 
criada pela interconexão entre subsistemas. A ênfase da análise, no entanto, continuava sendo 
sobre a rede, em detrim ento  do com portam ento dinâmico dos geradores. Esta era um a res­
trição p rática, pois os m étodos computacionais então disponíveis eram  adequados à solução de 
equações algébricas, m as não de equações diferenciais. Neste contexto, surge a contrapartida 
da análise no controle, com o desenvolvimento de métodos rápidos de eliminação de faltas e 
reguladores autom áticos de tensão rápidos e com alta tensão de saturação. A contribuição 
benéfica destes equipam entos para o aum ento das margens de estabilidade do sistema é clara 
da  teoria  a té  então desenvolvida.
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A prática logo demonstrou que os sistemas com estes reguladores de tensão rápidos tendiam  
a apresentar comportamento oscilatório. Este tipo de com portam ento passou a ser um a fonte 
de preocupação, em lugar da instabilidade monotônica, que foi virtualm ente elim inada. Foi 
percebido que a análise destes fenômenos exigia um a modelagem mais detalhada das máquinas 
e de seus controladores. No entanto, as ferram entas computacionais e os métodos de análise 
teórica então disponíveis não eram adequados para ta l análise. Modelos e métodos adequados 
para o estudo desta nova forma de instabilidade foram desenvolvidos nos anos 50. A modulação 
da tensão de referência dos reguladores de tensão por meio de controladores em realim entação 
mostrou-se eficaz para amortecer estas oscilações. A partir de meados dos anos 60 estabeleceu- 
se um método de projeto para estes controladores, baseado em um modelo dinâmico linearizado 
para as máquinas síncronas e conceitos de controle clássico, que é aplicado até os dias de hoje.
Desde então os métodos de análise têm  evoluído bastante, envolvendo desde m étodos com­
putacionais avançados para a análise de autovalores em sistemas de grande porte, a té  aplicações 
de análise de Liapunov ao problema de estabilidade transitória. As tendências recentes no pla­
nejamento e operação de sistemas de potência resultam  em diferentes formas de problem as de 
estabilidade. Novas condições, principalm ente de ordem pecuniária e legal, levam as empresas 
de energia elétrica a operar os seus sistemas com menor redundância e mais próximos aos seus 
limites de estabilidade. As interconexões continuam  a crescer, inclusive com a aplicação de no­
vas tecnologias como a transmissão de corrente contínua em alta tensão e os sistemas flexíveis de 
transmissão em corrente alternada1. Estas tendências contribuem para m udanças substanciais 
nas características dinâmicas dos sistemas de potência. As formas de instabilidade são cada vez 
mais complexas e requerem a consideração sim ultânea de vários aspectos da estabilidade. Em 
particular, estabilidade de tensão e oscilações interárea, problemas que usualm ente ocorriam 
apenas em situações isoladas, hoje são preocupações cada vez maiores. M uita pesquisa tem  sido 
feita nos últimos anos a fim de obter um  m elhor entendim ento dos aspectos físicos destes novos 
problemas de estabilidade e desenvolver métodos analíticos para sua análise. Desenvolvimentos 
na teoria de controle e métodos numéricos tiveram  um a influência significativa neste trabalho.
Esta evolução observada na análise não teve ainda sua contrapartida no desenvolvimento 
de métodos de controle. O mesmo esquem a de controle, projetado pelos mesmos métodos
^lexib le AC Transmission Systems (FACTS).
de controle clássico, vem sendo utilizado há cerca de três décadas. Um esquema de controle 
adequado, baseado nestes novos conceitos da análise, tem  o potencial de perm itir a operação do 
sistem a em  condições m uito mais exigentes, com reservas de geração e transmissão sensivelmente 
m enores do que aquelas hoje adotadas, conforme as exigências da nova realidade na operação 
dos sistem as. E n tretan to , a lite ra tu ra  preocupada em dar forma a esta potencialidade é escassa. 
A aplicação dos conceitos contemporâneos de análise à síntese de controles estabilizantes passa 
necessariam ente por um a aproximação entre a aplicação e a teoria, como um estreitam ento do 
vácuo existen te entre a teoria e a p rática de controle. Os conceitos tradicionais de estabilidade 
de sistem as de potência, baseados na form a de manifestação de fenômenos de instabilidade, 
não apresentam  o rigor m atem ático necessário para o tra tam ento  complexo que a m atéria 
m erece sob o ponto de vista de controle. Por outro lado, a teoria e os métodos de controle 
hoje existentes não contem plam  certos aspectos relevantes para o projeto de controladores em 
sistem as de potência.
N esta monografia o problema de estabilidade de sistemas de potência é abordado sob a 
perspectiva da síntese de um  esquema de controle para melhorar suas características de estabi­
lidade. Diversos fenômenos físicos que podem  levar o sistem a à instabilidade são identificados e 
analisados. A análise parte  do modelo m atem ático  do sistema, e não da forma de manifestação 
da instabilidade, como usual. E assim dem onstrado que fenômenos essencialmente distintos 
podem  causar com portam entos similares. 0  problem a de estabilização de sistemas de potência 
é dividido no controle, ou "correção” , de cada um  dos diversos fenômenos dinâmicos que po­
dem  causar instabilidade. Problemas de projeto são identificados no controle de cada um destes 
fenômenos, lançando desafios teóricos em diversas frentes no âm bito da teoria de controle. Estes 
desafios são então abordados, resolvidos do ponto de v ista teórico, e estas soluções são aplicadas 
a  sistem as teste.
O tex to  é organizado como segue. No Capítulo 2 o problema de estabilidade de sistemas 
de potência  é abordado. A classificação tradicional para o problem a é apresentada e discutida. 
O problem a de estabilidade é então abordado tom ando como ponto de partida  a modelagem 
m atem ática  do sistem a. Diversos mecanismos de instabilidade são identificados. A classificação 
tradicional é parcialm ente justificada desta forma, bem  como suas limitações. Três exemplos 
são apresentados, m ostrando que em certas situações, particularm ente quando o sistema está
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operando com margens de estabilidade exíguas, os conceitos clássicos não são suficientes para 
obter o entendimento do problema capaz de gerar métodos de síntese de controle. O problema 
de melhoria da estabilidade é então dividido, de acordo com a análise anterior, em problemas 
locais, de natureza não linear, e problemas globais, de natureza linear. O problem a da síntese 
do controle é abordado no Capítulo 3. Mais um a vez a abordagem clássica é sum ariada, parci­
almente justificada pela análise teórica, e suas limitações apontadas por meio da m esm a análise
v
teórica e de um exemplo. A luz da análise e da divisão do problema apresentadas no Capítulo
2 , os modelos de projeto para o controle são apresentados. Problemas de projeto a serem en­
frentados, que não são resolvidos pela teoria corrente de sistemas de controle, são identificados. 
Cada um destes problemas será alvo de análise teórica nos Capítulos subseqüentes. No Capítulo
4 o problema de controle de sistemas com ponto de equilíbrio desconhecido é formalizado, ana­
lisado e resolvido. Exemplos acadêmicos de aplicação destes conceitos são apresentados com 
finalidade didática. 0  controle de excitação de um  sistema de um a m áquina contra um  bar- 
ramento infinito visando aumento de amortecimento e dos tempos críticos de eliminação de 
faltas é abordado no Capítulo 5. Um controlador não linear, projetado a p a rtir de análise 
de Liapunov, e utilizando ainda os conceitos e métodos apresentados no Capítulo anterior, 
é apresentado e aplicado a um sistem a teste. Resultados de simulação m ostram  o aumento 
obtido tanto no amortecimento quanto no tem po crítico de eliminação de faltas. 0  projeto 
faz uso ainda de projeto em cascata2 para estender o resultado para máquinas equipadas com 
regulador automático de tensão. O projeto robusto e coordenado dos diversos controladores em 
um sistema multimáquinas é abordado no Capítulo 6 por meio de equações de Riccati. Um 
resultado teórico que une as propriedades de diferentes generalizações da equação de Riccati, 
obtendo assim robustez e atendim ento de restrições estruturais a um  só tempo, é apresentado. 
Deste resultado é derivado um algoritmo de projeto dos controladores, que é aplicado ao projeto 
coordenado de estabilizadores e controladores para FACTS em um sistema te s te .. Análise de au­
tovalores e simulações são apresentadas, m ostrando o desempenho e a robustez do esquema de 
controle. Um resultado ainda mais conveniente do ponto de vista teórico, envolvendo a solução 
de desigualdades m atriciais lineares no lugar da equação de Riccati, é tam bém  apresentado. 
Finalmente, o Capítulo 7 é dedicado a conclusões e comentários finais.
2Backstepping design.
Dem onstrações são fornecidas para todos aqueles resultados teóricos apresentados de forma 
original neste texto. Para  resultados teóricos já  conhecidos, as referências onde podem ser en­
contradas as respectivas demonstrações são indicadas. A ocorrência dos fenômenos de instabili­
dade discutidos é dem onstrada m atem aticam ente e enfatizada por meio de exemplos. Exemplos 
são apresentados tam bém  com finalidade didática, quando conveniente, para a ilustração dos 
conceitos introduzidos. Os métodos de controle desenvolvidos são aplicados a sistemas teste, 
sendo apresentados análise de estabilidade e resultados de simulação para estas aplicações.
Alguns dos conceitos utilizados para o desenvolvimento são tópicos bastante recentes ou 
pouco divulgados na teoria de controle: teoria de perturbações singulares, projeto em cascata 
u tilizando a teoria de Liapunov, e alguns aspectos da teoria de sistemas dinâmicos recente­
m ente ”descobertos” pelos engenheiros. Por esta  razão, sumários destes tópicos teóricos são 
apresentados como Apêndices ao tex to  (Apêndices A, B e C), fixando notação e nomenclatura 
e tornando o tex to  autocontido. Tam bém  aparecem em Apêndices dados dos sistemas teste 
utilizados (Apêndice D), desenvolvimentos algébricos não essenciais à compreensão do texto 
(Apêndice E) e alguns resultados teóricos adicionais (Apêndice F).
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Capítulo 2
A nálise de E stabilidade de S istem as  
de Potência
2.1 Introdução
A estabilidade de sistemas de potência é um  problema único mas estudá-lo como tal é, pelo 
menos, inconveniente. Por esta razão o problem a de estabilidade de sistemas de potência é divi­
dido em diversos subproblemas, dando origem a um a classificação. Esta classificação é baseada 
principalmente na forma de manifestação da estabilidade. São tam bém  considerados outros fa­
tores, como o tam anho das perturbações consideradas, os elementos do sistem a envolvidos nos 
fenômenos e as escalas de tem po em que estes ocorrem, e os métodos m atem áticos disponíveis 
para a análise do problema.
A estabilidade de sistemas de potência é essencialmente a estabilidade das variações dos 
ângulos de carga dos geradores síncronos e o problema de estabilidade é basicam ente o da 
m anutenção do sincronismo entre os diversos geradores quando da ocorrência de perturbações 
no sistema[57, 6 , 71, 101]. Por outro lado, o problema de m anutenção de níveis adequados 
de tensão é usualmente tra tado  em separado[96]. Esta visão do problem a dá origem a um a 
classificação do problema, classificação esta já  clássica, que é apresentada na Tabela 2.1 [57,101].
Tabela 2.1: Classificação tradicional da estabilidade de sistemas de potência.
Estabilidade de Sistemas de Potência
Estabilidade Angular Estabilidade de Tensão
Estática Transitória Estática Dinâmica
Oscilatória Monotônica
A p a rtir  desta classificação são buscados modelos m atem áticos para representar os fenômenos 
envolvidos em cada classe de estabilidade. A visão do problem a de estabilidade de sistemas 
de potência adotada nesta  monografia segue o caminho inverso: o ponto de partida  da análise 
é a m odelagem  m atem ática  do sistem a. Veremos de que forma a classificação tradicional está 
relacionada à modelagem, e que esta  classificação pode ser parcialm ente derivada da mesma. 
Assim, a classificação tradicional é até  certo ponto justificada, ao mesmo tem po que algumas 
lim itações são apontadas. Conceitos são desenvolvidos a partir de modelos simplificados, em 
p articu la r sistemas de um a m áquina contra um  barram ento infinito, e um a nova classificação, 
baseada nos efeitos dinâmicos prevalecentes conforme vistos do ponto de vista da análise de 
sistem as dinâmicos e nos métodos de controle que podem ser utilizados para a melhoria da 
estabilidade, é apresentada. E sta classificação não visa substituir ou mesmo representar um 
m elhoram ento da classificação tradicional, m as constitui um a abordagem do problema voltada 
antes à  m elhoria da estabilidade do que à sua análise.
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Como a estabilidade de sistemas de potência está essencialmente associada aos geradores 
síncronos, é a  estes que devemos nos voltar para  o estudo de estabilidade. 0  modelo do sistema 
deve então representar a dinâm ica dos geradores síncronos interconectados. Modelos para a 
d inâm ica da m áquina síncrona têm  sido estudados desde longa data[91, 75], tendo sido desen­
volvidos um a compreensão teórica bastan te  com pleta dos fenômenos envolvidos e modelos bas­
ta n te  acurados para  descrevê-los[55, 48, 84]. A partir de um a modelagem já  consagrada para os 
geradores, bem  como para  as linhas de transm issão que os conectam[7], um  modelo é construído 
p a ra  o sistem a. 0  estudo do com portam ento dinâmico deste modelo, analisando a existência e 
a estabilidade dos seus pontos de equilíbrio, revela os diversos mecanismos dinâmicos presentes 
no sistem a, e de que form a estes se relacionam  com a operação estável do mesmo. Diversos 
m ecanism os de instabilidade são assim identificados, e um a classificação da estabilidade de 
sistem as de potência de acordo com o mecanismo físico associado é proposta. Desta forma 
torna-se m etódico e objetivo o procedim ento de síntese de soluções para cada um a destas novas 
classes de estabilidade assim definidas.
2.2 M odelagem
2.2.1 O modelo da máquina síncrona
Modelos bastante rigorosos e completos são conhecidos para descrever o com portam ento dinâmico 
da m áquina síncrona[55]. Características essenciais da operação da m áquina síncrona podem 
ser identificadas nestes modelos, levando a modelos simplificados que, em bora menos acurados, 
são equivalentes do ponto de vista qualitativo àqueles mais complexos. 0  modelo E q [7, 6] 
representa a dinâmica mecânica da m áquina, que constitui a própria essência do problema, e 
tam bém  o efeito de decaimento de fluxo. Este últim o é im portante para um a descrição mais 
adequada da dinâmica eletromecânica[71, 102] e essencial para a utilização como modelo de pro­
jeto para controle de excitação1. Modelos mais detalhados levam em consideração transitórios 
elétricos no estator, dinâmica de enrolamentos amortecedores e outros efeitos físicos, mas não 
apresentam diferenças conceituais com relação aos modelos simplificados, apenas descrevendo 
de m aneira mais acurada os mesmo fenômenos[84].
O modelo E q para a m áquina síncrona pode ser escrito como
8 =  w (2 .1)
2 H
---- w =  (Pm - Pe) -  Dw  (2.2)
w*.
T'doÈ'q = - E ' q + ( X d - X ' d) l d + E } (2.3)
O estado da m áquina é então definido por




onde 8 , w e E'q representam respectivam ente o ângulo de carga da m áquina, o desvio da veloci­
dade do rotor com relação à velocidade síncrona, e a tensão interna de eixo em quadratura[55]. 
A tensão de campo (E f ) e a potência m ecânica fornecida ao eixo pela turb ina (Pm) são as en­
tradas neste modelo. A corrente de eixo direto (Id) e a potência elétrica consumida pelo estator 
(Pe) dependem ainda das conexões externas da máquina. Os parâm etros w s, H ,  T'd0, X d e X'd 
representam respectivamente a velocidade angular síncrona2, a constante de inércia, a cons­
tante de tempo transitória, e as reatâncias síncrona e transitória de eixo direto. Finalm ente,
^ a so  este ponto não esteja claro para o leitor a esta altura, o presente Capítulo e o subseqüente pretendem 
torná-lo.
2Usualmente tem-se ws =  120?r rad/s.
o parâm etro  D  representa um  am ortecim ento equivalente, que dá conta do amortecimento na­
tu ra l da m áquina, da contribuição dos enrolamentos amortecedores e do efeito amortecedor da 
carga [84].
O domínio de validade deste modelo não é todo o espaço de estados (definido por SR3), 
m as delim itado pelas seguintes considerações físicas. A tensão de eixo em quadratura E'  é 
proporcional à m agnitude do cam po m agnético concatenado do rotor, e portanto está restrita 
a  assum ir valores positivos. Por outro lado, as máquinas não adm item  escorregamento de 
pólos durante  operação normal; ta l ocorrência causaria a atuação de proteção e conseqüente 
isolam ento da m áquina. P ortan to  o ângulo de carga 6 está restrito  a assumir valores entre —7r 
e 7T. A região de validade 7Z do modelo é então dada por
n =  { x e  &3 : S e  [ - ^ , 4  E'q > 0} (2.5)
e o com portam ento do sistem a será estudado somente dentro desta região de operação de 
viabilidade m atem ática.
Os geradores em um  sistem a de potência são equipados com reguladores automáticos de 
tensão (RAT). Os R A T’s são dispositivos que implementam um a lei de controle proporcional
E f  =  K a(Vr -  Vt) (2.6)
onde VT é a tensão de referência e Vt é a tensão term inal do gerador. Um RAT prático é usual­
m ente um  dispositivo bem  mais complexo do que a simples realim entação unitária com ganho 
proporcional de erro representada em (2.6)[7], mas o efeito qualitativo do RAT é representado 
por esta  equação. Reguladores modernos, implementados digitalm ente, são adequadamente des­
critos por (2.6). O RAT a tu a  sobre a excitação do gerador, e o atraso decorrente da dinâmica do 
a tuador é usualm ente im portan te  no com portam ento do sistema, pelo menos em termos quan­
tita tivos. E sta  dinâm ica pode ser representada por um sistem a de prim eira ordem, resultando 
em um a descrição do RAT pelo seu ganho e um a constante de tem po, como abaixo:
È J  =  +  /C (V , -  V,)] (2.7)
■L a
2.2.2 O m odelo com pleto do sistem a
A m odelagem  de sistem as de potência passa pela modelagem de cada um  de seus geradores e da 
rede que os conecta. P a ra  sistemas reais, de grande porte, modelos de ordem reduzida devem ser
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obtidos agregando geradores eletricam ente próximos em geradores equivalentes[22, 23, 109, 79]. 
As conexões externas a cada um a das m áquinas são descritas pelas equações da rede e envolvem 
as variáveis algébricas Pe e I j  no modelo (2.1)-(2.3) para a m áquina síncrona e Vt no modelo 
do RAT. Outras variáveis algébricas surgem na formulação das equações da rede. A fim de 
formular estas equações, defina-se N  como o número de geradores no sistema e represente-se 
pelo subscrito i as grandezas relativas ao i-ésimo gerador. Desprezando as resistências dos 
geradores, as equações que descrevem o sistem a são dadas por[7]:





K i  +  x « * «




(2.11)y/Ki  +  v i
e a equação de desempenho da rede (após redução que m antém  apenas as barras de geração)
' I n  - [ Vrl 1




. ImN . _ VmN -
(2.12)
onde Y  é a m atriz de adm itâncias da rede e os subscritos r e m  representam  respectivam ente 
as partes real e imaginária das grandezas complexas. As cargas do sistem a são m odeladas por 
impedâncias constantes e incorporadas à m atriz de admitâncias.
As tensões e correntes de cada gerador devem ser levadas a um eixo de referência comum. 
Esta tarefa é efetuada pela transform ação de coordenadas
' Vri ' cos Si — sin
Vir,;v mi sin Si cos t
Vqr
Vdi (2.13)
e da mesma m aneira para as correntes
' Iri ' COS Si — sin <5




Pode-se eliminar a decomposição em parte  real e imaginária de cada tensão e corrente substi-
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tu indo a transform ação de coordenadas acim a correspondente a cada barra em (2 .12):
r i,i 1 \ V* 1hi vdl
h 2 V.2
hl = Tf'YTs vd2
IqN VqN




cos 6 \ — sin <$! 0 0 0 0
sin <$i cos Si 0 0 0 0
0 0 COS 82 — sin 82 . 0 0
0 0 sin 82 COS 82 0 0
0 0 cos 8 jv — sin 8n
0 0 . sin 8n COS
(2.16)
O m odelo pode então ser colocado na forma[41]
x  = f ( x , z ) 
0 =  g ( x , z )
(2.17)
(2.18)
onde x é o  estado do sistem a, z é o vetor de variáveis algébricas, e as funções /( • , •) e g(-, ■) foram 
definidas na  exposição acima. Com o modelo de terceira ordem (2.1)-(2.3) para as máquinas 
síncronas e o modelo de prim eira ordem  (2.7) para o RAT, o vetor de estado e o vetor de 
variáveis algébricas são dados por















E ste m odelo será utilizado para  todos os desenvolvimentos nesta monografia e, por repre­
sen tar os fenômenos relevantes para  o estudo da estabilidade, será chamado de modelo completo 
do sistema de potência. Note que neste modelo não foram especificadas entradas de controle; 
estas o serão no próxim o Capítulo.
2.2.3 Modelo linearizado
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Linearizando as equação do modelo completo (2.17)-(2.18) em torno do ponto de operação 
(x°,z°), o modelo de pequenos sinais abaixo é obtido
A 'v
(2 .20)A x ' J i A x0 .  J 3 J 4 A z
onde as jacobianas
Jl = f x J2 = f f
J 3 =  ãf J* = ãf
(2.21)
são calculadas no ponto de operação x  =  x°e, z =  z°, e portanto dependem do mesmo.
As variáveis A z  podem ser eliminadas de (2.20). Efetuando esta eliminação e om itindo A 
para simplificar a notação, a equação dinâm ica para o sistema pode ser escrita como
x  = A x  (2.22)
onde A  =  J\ —
2.2.4 Uma máquina contra um barramento infinito
Estudaremos os conceitos de estabilidade de sistemas de potência a partir do modelo local de 
um a máquina, em que o restante do sistem a é modelado como um a fonte de tensão ideal, modelo 
este comumente denominado sistema máquina barra infinita (MBI). O modelo MBI descreve 
adequadam ente as propriedades de estabilidade locais a um gerador, que envolvem as trocas de 
energia deste gerador com o restante do sistema. Neste caso as variáveis algébricas podem  ser 
eliminadas das equações, sendo assim obtida um a representação em variáveis de estado para o 
sistema MBI. Nesta representação redefinimos a notação utilizada para o estado do sistem a3:
(2.23)
A eliminação das variáveis algébricas, apresentada no Apêndice E, resulta, para um a m áquina 
sem RAT4, após desprezar o torque de relutância (ver Apêndice E), no modelo abaixo[71].
(2.24)
'  X \  ' A '  <5 ‘
X2 — w
.  X 3 . [E 'q
X  i  =  X2
, X2 = —b-íx3smxi — l ) x 2 + p
£3 =  &3 COS £1 — 64X3 +  E
(2.25)
(2.26)
3Esta mudança de notação tem a finalidade de padronizar a notação na representação em variáveis de estado.
4 A inclusão do RAT neste modelo é simples e não tem relação com a eliminação das variáveis algébricas.
onde os parâm etros deste modelo satisfazem:
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b, > 0 (2.27)
bz > Ò4 >  0 (2.28)
D > 0 (2.29)
P > 0 (2.30)
E > 0 (2.31)
Se no modelo (2.24)-(2.26) é desprezada a variação da tensão de eixo em quadratura (x3 =  0), 
então o modelo clássico de gerador é obtido:
xi =  x 2 (2.32)
&2 = —biX3smxi — D x 2 + P  (2.33)
Nas linhas que seguem estudarem os o modelo (2.24)-(2.26), tom ando como ponto de partida 
para  o desenvolvimento de conceitos o modelo clássico de gerador (2.32)-(2.33).
2.3  P o n to s de equilíbrio  do sistem a M B I
2.3.1 O m odelo clássico
Os pontos de equilíbrio do modelo clássico situados dentro da região de estudo 7Z' =  7^ 01^1  x 
£ 2} são todos aqueles pontos dentro desta região para os quais as derivadas no modelo (2.32)- 
(2.33) se anulam . Estes pontos são dados por
= ^q6 (2.34)
tais que
b\x3e sin x u  = P  (2.35)
O valor de equilíbrio da variável x 3e depende apenas da entrada E:
E
x 3e = 7-  (2.36)04
S ubstitu indo (2.36) em (2.35) tem-se:
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A equação (2.35) e, de m aneira equivalente, a equação (2.37), descreve a conhecida curva P  x 6 
do gerador. Desta últim a fica claro que, para valores moderados da entrada P , tais que <  1, 





com x je E [0 , | )  e x \ t £ (f,7r], tais que x \ e = 7r — x je. À m edida que o lado direito de (2 .37) é 
aumentado, por exemplo aumentando P , os dois equilíbrios se aproximam até o ponto em que 
=  1, quando então eles tornam-se idênticos e a partir deste ponto desaparecem[103, 104, 2]: 
o sistema perde os pontos de equilíbrio por um a bifurcação nó-sela[38, 40, 108]. E sta  bifurcação 
representa a m áxim a capacidade de transferência de potência do sistema com um a dada tensão 
de excitação Pmax ( E ), que é dada por
PmaX{E) = ^ E
64
(2.39)
Note tam bém  que esta bifurcação ocorre para o m áximo valor do lado esquerdo de (2.37), ou 
seja, para Xie =  7r/2.
2.3.2 O m odelo E'q





com Xie e X3e satisfazendo as equações:
bi sin(x ie)x3e =  P  
-&3 cos(xie) +  b4x 3e = E
(2.41)
(2.42)
e a restrição xe € 7Z. Isolando x3 em (2.41)
XZe =
ò i  s i n ( x i e )
e substituindo esta expressão em (2.42) tem-se
P
(2.43)
-  ò 3 c o s ( x i e )  +  6 4 7 — :
61 sin(xle)
=  E (2.44)
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M ultiplicando (2.44) por sin-^ --^ e usando a identidade 2 sin(a) cos(a) =  sin(2a) chega-se a
sin(xle) +  ^  sin(2xle) =  (2.45)
É in teressante com parar a equação acim a com (2.37). 0  lado direito das duas equações é o 
m esm o, enquanto que o lado esquerdo tem  o term o ex tra  63/ 2E  sin(2x le) adicionado a ele em 
(2.45). U m a vez m ais um a bifurcação nó-sela ocorrerá ao se aum entar a potência P , mas agora
o ângulo neste ponto de bifurcação satisfaz x i  < 7t / 2 . 0  ângulo para o qual a bifurcação ocorre 
pode ser m elhor especificado. Derivando a expressão no lado esquerdo de (2.45):
b*
cos(a:ie) +  — cos(2xie) =  0 (2.46)
E
o que im plica que cos(xle) e cos(2x le) devem ter sinais diferentes e portanto x \ e € (f jf )>  
quaisquer que sejam os parâm etros do sistema.
A equação (2.45) tam bém  fornece um a intuição da influência do RAT na configuração dos 
equilíbrios do sistem a. A fim de m anter o nível de tensão em condições de carga mais elevada, o 
RAT ten d erá  a  elevar a tensão de campo, compensando com um valor elevado de E  o efeito do 
valor elevado de P  no lado direito da equação. D esta forma, o RAT cria um processo automático 
de regeneração dos pontos de equilíbrio do sistem a quando a dem anda de potência varia: se 
para  um a dada tensão de excitação não é possível atender a demanda, o RAT autom aticam ente 
aum en tará  a  tensão de campo até o valor necessário para atendê-la. Claro está que isto vale 
até  se a tingir o valor m áximo de tensão de cam po da máquina. Após atingida a saturação da 
tensão de cam po a  análise com tensão de cam po constante volta a ser válida. Por outro lado, 
ao elevar E ,  o RAT leva o ponto de bifurcação para mais próximo a 7t / 2 , como pode ser visto 
na  equação (2.46).
2.4  A n á lise  de estab ilid ad e por linearização
D eterm inada a configuração dos pontos de equilíbrio do sistema, podemos estudar a estabilidade 
dos mesm os, o que é feito inicialmente por meio de linearização. A estabilidade dos equilíbrios 
do sistem a M BI é estudada e condições de ocorrência de bifurcações são determinadas.
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a m atriz  dinâm ica A e > pode ser escrita como
A E>q
n 1 0
— k\ 0 — k2 
— &3 0 — k4
(2.56)
U m a vez que todos os 6,-’s são positivos e x e Ç 7Z, os parâm etros í'3 e k4 são estritam ente 
positivos. Mais ainda, ki >  0 V x le Ç (0 , 7t / 2 ) e k 1 < 0 V x ie £ (ir/2 , ir). O polinómio 
característico de Ae< é dado por
p( \ )  — A3 k4\  -f- k\X -(- (fcjk4 — k2k%^j 
A plicando o critério de Routh-Hurwitz a este polinómio:
(2.57)
A3 1 h
A2 k4 kik 4 — k2 k3
A1 ki ki kd
A° k \k 4 — k2 k3
(2.58)








As duas prim eiras condições são sem pre satisfeitas pela própria definição dos k^s,  mas a 
ú ltim a  m erece atenção. Com algum a m anipulação algébrica chega-se a
k \k 4 — k2kz — 2ò3 cos2(xie) + E  cos(a;ie) — 63 >  0 (2.62)
P a ra  X\e =  0 esta  desigualdade claram ente é satisfeita. Para x u  =  |  ela claramente é 
violada. P ortan to  o sistem a linearizado é estável para todo equilíbrio tal que X\e < x m m, onde 
xiiim é solução da equação:
2è3 cos2(^ 1/im) +  E  cos(xuim) - b 3 =  0 (2.63)
Usando na equação acima a identidade
cos2(a) =  -[1 +  cos(2a)] (2.64)
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tem-se
b3 cos(2xiiim) +  E  cos(£iíjm) =  0 (2.65)
que é .exatamente a equação (2.46), que indica o ponto de bifurcação nó-sela em que os pontos 
de equilíbrio cessam de existir. A equação (2.65), sendo a mesma, dem onstra que o ponto de 
equilíbrio deixa de ser estável exatam ente quando deixa de existir, confirmando a existência da 
bifurcação nó-sela. 0  atendim ento do familiar critério de estabilidade de regime permanente[25] 
k-[k4 — > 0 significa a não ocorrência desta bifurcação.
2.5 A nálise de estab ilidade pelo  m étod o d ireto de Lia­
punov
A análise linear acima demonstrou a estabilidade assintótica. do ponto de operação do sistem a 
MBI. 0  mesmo resultado pode ser derivado por análise de Liapunov. Esta análise, além de 
estabelecer as características de estabilidade dos pontos de equilíbrio, fornece estim ativas para 
a velocidade de convergência ao equilíbrio estável e para a região de atração do mesmo. 0  
conhecimento de um a função de Liapunov perm ite ainda o projeto de um controlador para 
aum entar esta velocidade e esta estim ativa, como apresentado no Capítulo 4 desta monografia.
Num primeiro momento a relevância, da análise de Liapunov está associada à estim ativa da 
região de atração que ela fornece. 0  tam anho da região de atração é de grande im portância para 
a estabilidade de um sistema de potência, pois está diretam ente relacionado ao tem po crítico 
de eliminação de curto-circuito[71, 111, 20, 62, 99]. Com efeito, após a ocorrência de um a 
falta, o sistema retornará ao ponto de operação estável somente se a sua tra je tó ria  durante a 
falta não deixou a região de atração do equilíbrio estável pós-falta. Caso a tra je tó ria  do sistem a 
tenha ultrapassado a fronteira desta região o sistema perderá sincronismo. Portanto um a maior 
região de atração implica que o sistem a possa resistir a um a falta mais severa, que causa um a 
trajetória de falta mais longa. Não é demais enfatizar que a análise pelo método direto de 
Liapunov fornece um a estim ativa, em geral conservativa, para esta região: sejam A  a região de
atração e A  a sua estim ativa; então:
Â Ç A  (2 .6 6 )
Sob hipóteses bastan te  genéricas, existe um a função de Liapunov tal que a igualdade é obtida 
na equação (2.66)[39, 98, 54, 21]. No entanto, a síntese destas funções só é computacionalmente 
viável em casos m uito simples. Exceção feita a estes casos, que não incluem os modelos de 
sistem as de potência, a expressão exata desta região não pode ser obtida analiticamente. O 
m elhor que se pode fazer nestes casos é obter um a estim ativa analítica por meio de um a função 
de Liapunov e visualizar graficamente a fronteira da região de atração exata por meio de 
simulação em tem po reverso[34] (ver Apêndice A).
2.5.1 O m odelo clássico
Considere inicialm ente o modelo clássico
x\  =  x 2 (2.67)
x 2 =  —òix3e sinx i — Z?x2 -f-P  , (2 .68)
Este sistem a tem  dois equilíbrios na região VJ , x° = [xje 0]T e x\  — [x\e 0]T, com x°le G [0, | )  
e x \ e £ ( f  jTt]- Estes equilíbrios satisfazem
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^ l e
x 2 e
arcsin( iá b )
o (2.69)
A região de atração do equilíbrio estável x° é lim itada pela variedade estável do equilíbrio 
instável x le. Não é possível obter um a expressão analítica para este conjunto nem mesmo para 
este caso simples. No entanto  um  gráfico mostrando a fronteira desta região pode ser obtido. 
A Fig. 2.5.1 m ostra  a fronteira da região de atração do equilíbrio (os sinais representam 
os equilíbrios x° e x le) p a ra  o modelo clássico (2.32)-(2.33) com os parâm etros P  =  28,22, 
D  =  0,001, e bix3e =  34,29.
U m a função de Liapunov tipo energia pode ser construída para o modelo clássico [71]
11 /*Xl
V ( x u x 2) = 7^ 2 + /  —{P -  bix3esm z)dz
1  J X\ e'  \
1 -2=  • - X 2 + b\Xse(cOS Xle — COS X\) — P (x \  — Xle) (2.70)
A função de Liapunov V (x i ,x 2) é positiva definida e estritam ente crescente em torno do 
equilíbrio estável x° por construção. Esta é um a propriedade local, válida somente em um a
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Figura 2.1: Fronteira da região de atração do equilíbrio estável para o modelo clássico de 
gerador.
região V  C <Rn, com x°e G T>'. A  fim de caracterizar esta região, os pontos de extrem o de 
V { x \ , x 2) devem ser buscados. Desde que V { x \ , x 2) é analítica e é um a candidata a função de 
Liapunov, ela tem  um  mínimo em x°. Ademais, V(x \ ,  x 2) é estritam ente crescente em qualquer 
esfera centrada no equilíbrio estável que não contenha nenhum outro elemento crítico6. As 
primeiras derivadas de V (x i,x 2) são dadas por:
d V
dxi
d V  
d x 2




As derivadas parciais se anulam  nos extremos. Devido à forma de construção de V, os 
extremos são exatam ente os pontos de equilíbrio. Calculando as derivadas segundas de V(x i ,  x 2)
= biCosxix3e (2.73)
d 2V
dx \  
d 2V  
dx \
d2v
d x i x 2
=  1 
=  0
Vê-se então que a m atriz ham iltoniana da função de Liapunov
'  d2V d2V  I r  -|d x f d x \  X2 6 i c o s x i a ; 3 e 0




5Uma propriedade evidente, dado que V(') é analítica.

h ' h \-(x3 -  x3e) +  ò^cosxie -  cosxi)]x3 -  D x 2
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b3
=  y-[b4(x3 -  x3e) +  ò3(cosx ie -  cos Xi)][ò3 cos Xi -  b4x 3 +  E\ -  D x \  
b3
=  — T -^{[—63(cOS X\ -  cos x ie) +  ò4(x3 -  x3e)]2 -  D x \  (2.81)
b3
e V  <  0 \/x G 3£3. Além disto, V  = 0 h i G  M ,  onde M. é o conjunto definido por
M  =  {x  G 9£3 : —63(cosxi — cosx ie) +  64(^3 — ^3e) =  0; x2 =  0} (2.82)
Ambos equilíbrios pertencem  a este conjunto, mas x* não pertence a V,  portanto  x° é o único 
conjunto invariante dentro de T> D M. e logo sua estabilidade assintótica fica estabelecida pelo 
princípio da invariância de LaSalle[46]. O argumento é válido mesmo para D = 0, ao contrário 
do caso do modelo clássico, quando para D  =  0 tem-se estabilidade mas não estabilidade 
assintótica. Uma estim ativa da região de atração é dada por P ,  a região do espaço de estados 
delim itada pela superfície de nível da função de Liapunov V(x)  = V (x’ ), definida pela equação 
(2.80).
2.6 E xem plos
Três exemplos de sistemas MBI são apresentados a seguir. O primeiro exemplo é um sistema 
MBI operando com tensão de excitação constante, e fornecendo à barra infinita um a potência 
muito próxima à m áxim a transferência de potência com esta tensão de excitação. O sistema 
está portanto próximo a um a bifurcação nó-sela. O segundo sistem a consiste de um a m áquina 
alimentando um a carga por um a linha de transmissão curta e conectada a um  barram ento 
infinito por uma linha longa, operando próximo a um a bifurcação com baixa carga. O terceiro 
sistema é também um sistem a MBI, porém com um capacitor em derivação para controle de 
tensão no meio da linha, e m ostra um caso em que o fluxo de potência converge para o ponto 
de equilíbrio instável x^. Nos três casos simulações da resposta do sistem a a  faltas dem onstram  
as dificuldades encontradas ao se ten tar interpretar o comportamento do sistema sob o prism a 
da classificação tradicional.
24 CAPÍTULO 2. A N Á L I S E  DE ESTABILIDADE DE S IS T E M A S  DE POTÊNCIA
Figura 2.2: T rajetória  sobre a fronteira da região de atração do sistema MBI.
2.6.1 Um  sistem a M BI
O sistem a a ser estudado é um sistem a MBI sem RAT com os parâm etros dados no Apêndice D. 
A condição de operação considerada tem  E j  =  1,3pu e Pm = 1 pu. Nesta situação os equilíbrios 
estável e instável são
1.12 rad 1.18 rad
< = 0 <  = 0
0.914 pu 0.886 pu
O sistem a está  m uito próximo a um a bifurcação nó-sela. N esta condição de operação é 
possível obter um  gráfico que m ostra a fronteira da região de atração do equilíbrio estável, o 
que é bastan te  ilustrativo e m uito difícil de ser obtido em outras condições de operação.
A fronteira da região de atração do equilíbrio estável x° é a, variedade estável do equilíbrio 
instável x le. E sta  fronteira pode ser visualizada por meio de um a tra je tó ria  do sistema comple­
tam en te  contida nela. Este tra je tó ria , por sua vez, pode ser obtida por simulação em tempo 
reverso[34] (ver Apêndice A). A Fig. 2.2 m ostra uma ta l tra je tó ria  para o sistem a em estudo.
Define-se o tem po de eliminação de falta  t ci como o tem po que esta falta demora para 
ser elim inada do sistem a por ação dos dispositivos de proteção. 0  tem po crítico t CT pode ser 
definido para  um a falta  como o m áxim o tem po de eliminação que pode ser suportado de tal 
form a que o sistem a ainda retorne ao ponto de operação após esta eliminação. Dada uma 
condição de operação estável pré-falta e um  curto-circuito eliminado com sucesso, o sistema
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Figura 2.3: Trajetória espacial do estado do sistema para t c\ — 92 ms.
retornará ao ponto de operação pós-falta (neste caso igual ao pré-falta) desde que durante a 
falta a tra je tó ria  do sistema tenha se m antido dentro da região de atração do equilíbrio. Logo 
o tem po crítico, que é um a im portante m edida da margem de estabilidade de um  sistem a, está 
diretam ente relacionado ao- tam anho da região de atração do equilíbrio estável x°.
Considere um  curto-circuito nos term inais do gerador, com im pedância X cc = X \ / 10. A 
atuação de um RAT durante a falta é simulada pela elevação da tensão de campo a seu valor 
máximo neste período. As Figs. 2.3 e 2.4 m ostram  o comportamento do sistem a para  t ci = 
92 ms.  A Fig. 2.3 m ostra a tra je tó ria  do sistem a no espaço de estados em 100 s de simulação, 
enquanto que a Fig. 2.4 m ostra o com portam ento do ângulo S e da tensão in terna E '  durante 
os primeiros 20 s desta trajetória. Partindo do ponto de equilíbrio estável x°, durante  a falta 
o sistema evolui afastando-se deste equilíbrio. Após a eliminação do curto-circuito a tra je tó ria  
do sistem a evolui de m aneira oscilatória, mantendo-se muito próxima à fronteira da região de 
atração, até aparentem ente estabilizar próxim a ao equilíbrio instável x\.  A partir daí o sistem a 
diverge lentam ente, formando a ”cauda” observada na trajetória da Fig. 2.3.
A instabilidade do sistema se m anifesta por um a queda muito lenta da tensão. À m edida que 
a tensão cai o ângulo aum enta, de forma que ângulo e tensão divergem, com desvio de freqüência 
desprezível, e com potência elétrica constante[102]. Não está claro aqui em qual classe da classi­
ficação tradicional deve ser enquadrado este comportamento. As oscilações eletrom ecânicas do
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F igura 2.4: Ângulo (x i, linha contínua) e tensão de eixo em quadratura (x^, linha tracejada) 
p a ra  t ci = 92 m s.
sistem a são estáveis. A julgar pelo critério usual de estabilidade transitória[57, 48], o sistema 
resistiu  às prim eiras oscilações e portan to  não é observada instabilidade transitória. A insta­
bilidade observada se m anifesta macroscopicamente de m aneira similar a um a instabilidade de 
tensão, no en tan to  o sistem a tem  um  equilíbrio estável na condição pós-falta e portanto  a tra ­
dicional concepção está tica  do fenômeno de estabilidade de tensão não explica a instabilidade 
observada.
A instabilidade observada deve-se ao fato de o sistema abandonar a região de atração durante 
a  falta. No que diz respeito à análise m atem ática do problema de instabilidade e ao futuro 
controle do sistem a a fim de resolver este problema, o aspecto relevante da instabilidade é 
o m odelo m atem ático  adequado para descrever o fenômeno e não a forma macroscópica de 
observação do mesmo. Note ainda que, de acordo com a definição adotada acim a para tempo 
critico, a sim ulação dem onstra que o tem po crítico foi ultrapassado. Pode-se determ inar, por 
meio de simulações, este tem po crítico como t cr — 90 ms.  No entanto, segundo critérios usuais, o 
tem po crítico de elim inação desta fa lta  não teria  ainda sido alcançado, pois o sistem a sobreviveu 




Figura 2.5: Diagrama unifilar do sistema exemplo.
2.6.2 Instabilidade com baixa carga
0  segundo exemplo é extraído de [102]. O diagram a unifilar é dado na Fig. 2.5, e os parâm etros 
na Tab. D.4 do Apêndice D. Este sistem a foi concebido para reproduzir os fenômenos obser­
vados em um  incidente real descrito em [45].
O sistema tem  dois pontos de bifurcação nó-sela, um para alta  carga e outro para carga 
leve. Na condição de operação considerada, o sistema está bastante próximo à bifurcação de 
baixa carga, como se pode inferir dos autovalores resultantes da linearização do sistem a neste 
ponto de operação, A12 =  (—0,0766 ±^9,6989) s -1 e A3 =  —0,0071 s -1 . O com portam ento do 
sistema nesta condição é bastante similar ao do exemplo anterior. A resposta do sistem a a um 
curto-circuito sólido nos term inais da m áquina, com t ci =  12 m s, é apresentada na Fig. 2.67.
2.6.3 Operação no ponto de equilíbrio instável
O terceiro exemplo, extraído de [64], tem  o mesmo diagrama unifilar do exemplo anterior,
representado na Fig. 2.5, porém  conectado à barra 2 tem-se, em lugar da carga, um  capacitor
para controle de tensão. Os dados de modelo e de fluxo de potência são reproduzidos no
Apêndice D. O modelo utilizado para a m áquina síncrona é de quinta ordem, adicionando ao
modelo E'q as equações subtransitórias[7].
7Nesta simulação a tensão de excitação não foi levada ao seu valor máximo durante a falta, como no exemplo 
anterior, mas mantida constante durante toda a simulação.
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Figura 2.6: Ângulo (cci, linha contínua) e tensão de eixo em quadratura  (x3, linha tracejada) 
para  t ci — 12 ms.
A linearização do sistem a na condição de operação dada pelo fluxo de potência apresentado 
fornece os seguintes autovalores (em s -1 )[64].
Ai = - 3 5 . 5  A23 = - 0 . 3 9 9  ± j 4 . 3 3  A4 = + 0 . 1 9 6  As = - 2 . 8 1  (2.84)
Este resu ltado  m ostra que o ponto de operação encontrado é instável, não obstante a ausência 
de regulador de tensão no sistema. No entanto, um ponto de operação estável existe para 
este m esm o fluxo de potência, como dem onstram  os resultados apresentados a seguir. As Figs.
2.7 a 2.9 m ostram  a resposta do sistem a após um a perturbação em suas condições iniciais. O 
sistem a encontra-se inicialm ente em repouso sobre o equilíbrio instável. A perturbação coloca o 
estado do sistem a dentro da região de atração do equilíbrio estável8, para onde o sistema então 
converge. Após 90 segundos um curto-circuito é aplicado ao sistem a para m ostrar que o ponto 
p a ra  o qual o sistem a convergiu é, com efeito, estável. Note que este novo ponto de operação 
atende à m esm a especificação de fluxo de potência, porém em outro nível de tensão.








2.6. EXEM PLO S
Figura 2.7: Angulo do gerador síncrono.
Figura 2.8: Potência elétrica fornecida pelo gerador.
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Figura 2.9: Tensões nas barras do sistema.
2.7  C lassificação
Os exem plos apresentados acima indicam limitações da classificação tradicional para o pro­
blem a de estabilidade de sistemas de potência. Esta classificação, nascida principalm ente da 
observação da evolução do sistem a quando da ocorrência de fenômenos de instabilidade, mostra- 
se insatisfatória  em certas situações, particularm ente em sistemas operando com margens de 
estabilidade estreitas. Por outro lado, com a abordagem adotada nesta monografia, que tom a 
como ponto de p a rtid a  a modelagem m atem ática  do sistem a, observa-se que o sistema MBI 
pode perder estabilidade basicam ente por três mecanismos, a saber:
1. inexistência de pontos de equilíbrio pela ocorrência de um a bifurcação nó-sela;
2 . pertu rbação  do sistem a além das fronteiras da região de atração do equilíbrio estável por 
u m a fa lta  severa;
3 . instabilização do equilíbrio pelo regulador de tensão.
P artindo  do sistem a não regulado, a fim de obter um  esquem a de controle que melhore suas 
características de estabilidade, o problem a de estabilidade é classificado de acordo com cada 
um  destes m ecanism os. Com esta concepção do problema, controladores deverão ser projetados 
para  rem ediar cada um  destes aspectos da estabilidade, ou seja, para
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1. criar um ponto de equilíbrio onde este não existir;
2 . aum entar a região de atração de um equilíbrio estável;
3 . estabilizar um equilíbrio instável.
No que diz respeito a sistemas m ultim áquinas, em que fenômenos interárea são relevantes, 
a existência do equilíbrio não deve ser motivo de preocupação, um a vez que a existência de 
equilíbrio em cada um dos modelos locais implica a. existência de equilíbrio no modelo global. 
Com efeito, o comportamento estático de todo o sistem a é representado indiretam ente na 
modelagem MBI, sendo desprezada nesta modelagem apenas a dinâmica associada aos geradores 
restantes[71, 111]. Por outro lado, a análise da região de atração em sistemas m ultim áquinas 
é inviável com a teoria hoje disponível, que tra ta  de caracterizar de m aneira m uito vaga a 
região de atração. Resultados tratando de estim ar esta região utilizam modelos simplificados, 
particularm ente modelando de m aneira pouco acurada os efeitos de decaimento de fiuxo[71], o 
que os torna inadequados pelo menos para a síntese de controle. De mais a mais, a evolução 
do estado do sistema durante um a falta sofre pequena influência da dinâmica de elementos do 
sistema distantes do ponto de falta, dada a escala de tem po rápida em que esta evolução se dá. 
Portanto o modelo MBI deve ser adequado para a descrição e correção de instabilidade associada 
à ultrapassagem dos limites da região de atração. Finalm ente, claro está que a estabilidade de 
um equilíbrio de um sistema multim áquinas não decorre da estabilidade de cada um  dos modelos 
MBI locais neste sistema, visto que a instabilidade de fenômenos interárea só pode ser observada 
em um modelo que abranja todo o sistema. A estabilidade assintótica do equilíbrio de sistemas 
multimáquinas deve então ser tra tad a  como um problem a separado daquele da estabilidade dos 
equilíbrios de cada um dos sistemas MBI. Assim sendo, apenas o aspecto 3 deverá a esta  a ltura 
ser considerado em sistema multim áquinas, e este aspecto, em se tratando exclusivamente da 
estabilidade assintótica, pode ser tratado  adequadam ente por modelos e métodos lineares. Isto 
posto, a classificação proposta para a estabilidade de sistemas de potência é apresentada na 
Tab. 2.2.
0  problema de concepção do esquema de controle e do projeto dos controladores envolvidos 
a partir deste entendim ento do problema é formalizado no próximo Capítulo. Os problemas 
específicos de projeto são então identificados, e estes problemas serão resolvidos no seguimento
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Tabela 2.2: Divisão da estabilidade de sistem as de potência a partir da modelagem m atem ática 
do sistem a e com vistas ao controle.
Estabilidade de Sistemas de Potência










2.8 C on clu sões
A classificação tradicional para o problem a de estabilidade de sistemas de potência é de grande 
valor no entendim ento  do problema, dividindo um  problema de dimensões colossais em diversos 
subproblem as que apresentam  apelo intuitivo e são m atem aticam ente tratáveis. Esta classi­
ficação é baseada principalm ente na form a de manifestação dos fenômenos de estabilidade, e a 
m odelagem  m atem ática  é usualm ente um a fase posterior à classificação na análise de estabili­
dade. 0  problem a de estabilidade tem  sido abordado desta m aneira desde longa data, e nas 
condições norm ais de operação de sistemas de potência esta abordagem tem  sido bem sucedida.
E n tre tan to , em sistemas operando com margens de estabilidade m uito estreitas, como nos 
exemplos apresentados neste Capítulo, os conceitos tradicionais de estabilidade se confundem e 
um a ten ta tiv a  de m elhorar as características de estabilidade do sistema baseada nestes conceitos 
está  fadada ao fracasso. Os sistemas operando nestas condições exigentes são exatam ente os 
que m ais necessitam  das ações de controle, e estas condições têm  se tornado cada vez mais 
comuns na operação de sistemas de potência. Logo, ao se encarar o problema sob o ponto de 
v ista  de síntese de controladores para a m elhoria das propriedades de estabilidade do sistema 
em condições nas quais esta não é satisfatória, é fundam ental atacar diretam ente os fenômenos 
físicos em  sua essência. A modelagem m atem ática  dos fenômenos envolvidos aparece como o 
critério p a ra  divisão do problem a de estabilidade em diversas classes. Cada um a destas classes 
apresenta então um  com portam ento claram ente identificável no modelo, facilitando o projeto 
do esquem a de controle por métodos m atem aticam ente rigorosos, e perm itindo explorar as 
técnicas m ais avançadas de análise e síntese de controladores hoje existentes.
N este sentido, foi apresentada em detalhe a  modelagem de sistemas de potência. 0  ponto
de partida do projeto do esquema de controle, e portanto  da análise, deve ser o sistem a não 
regulado, pois a regulação de tensão será função do esquema de controle a ser concebido.
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Capítulo 3 
O Problem a de Síntese do Controle
3.1 Introdução
A partir dos conceitos e da classificação tradicionais em análise de estabilidade de sistemas de 
potência surge um a estratégia de melhoria destas características de estabilidade, cada um a das 
classes de estabilidade recebendo um tra tam ento  m atem ático próprio. Estabilidade de tensão 
e estabilidade angular são entendidas e portanto  solucionadas como dois problemas separados. 
Mais ainda, a estabilidade angular é subdividida em subclasses (transitória e estática, e esta 
em monotônica e oscilatória) e a cada um a destas subclasses é dada um a solução distinta[57]. 
Ademais, os modelos utilizados para descrever o sistem a nem sempre são suficientemente de­
talhados. Desta forma, por vezes o remédio aplicado para um a classe pode deteriorar a outra  
devido à interação existente entre os diferentes problemas e que foi desprezada quando do 
projeto, e tam bém  devido à excessiva simplificação na modelagem de cada problema.
As soluções que têm  sido aplicadas pela indústria, derivadas desta forma de encarar o 
problema, sofrem das limitações inerentes à própria formulação do mesmo. P ara  as condições 
típicas de operação de sistemas de potência estas limitações não se m anifestam  claram ente, 
e as soluções aplicadas têm  se mostrado assaz satisfatórias. No entanto, a nova realidade 
dos sistemas de potência demanda que sua operação seja feita em condições cada vez menos 
favoráveis do ponto de vista das margens de estabilidade[57, 72, 37, 43]. A operação dos 
sistemas de potência em condições cada vez mais próximas de seu lim ite operacional vem 
reduzindo substancialm ente as suas margens de segurança, e as limitações da estru tu ra  e do 
projeto de controle hoje utilizados começam a se manifestar.
Por outro lado, a evolução dos equipam entos utilizados em sistemas de potência abre novas
possibilidades para  o controle dos mesmos. 0  desenvolvimento dos sistemas de transmissão em 
CA flexíveis, conhecidos como FACTS1, cria novas alternativas com relação à utilização apenas 
da excitação dos geradores como meio físico de controle. A utilização de turbinas rápidas em 
unidades térm icas, ainda que de menor im pacto do que os FACTS, perm ite vislumbrar num 
futuro próxim o a utilização prática deste meio físico adicional para a estabilização do sistema.
N este novo am biente, o esquema de controle é muito mais complexo, envolvendo diversos 
controladores distribuídos por todo o sistem a, controladores estes que interagem entre si, e as 
exigências são m uito  m ais rigorosas com relação ao desempenho e às margens de estabilidade do 
sistem a. A fim de atender aos requisitos rigorosos da operação, a natureza não linear do sistema 
de potência e o caráter m ultivariável e global do esquema de controle devem necessariamente ser 
levados em consideração no projeto. Um a compreensão e um a modelagem mais adequadas ao 
problem a de síntese do controle devem ser buscadas. Métodos de controle clássico são incapazes 
de tra ta r  adequadam ente o problem a assim formulado, e portanto  métodos mais sofisticados 
devem ser buscados para  o projeto do esquema de controle[37, 72].
N este Capítulo são inicialm ente discutidos os meios físicos de que se dispõe atualm ente para 
a estabilização de sistem as de potência. . A abordagem clássica para a solução do problema 
de estabilidade é revista, sendo rein terpretada à luz dos conceitos apresentados no Capítulo
2. Suas lim itações são apontadas do ponto de vista conceptual e através de um exemplo. Em 
seguida são apresentados os modelos de projeto para o esquema de controle de acordo com os 
conceitos de estabilidade expostos no Capítulo 2. Com base nestes modelos e nos objetivos 
de controle, são especificados problemas de projeto não contemplados pela teoria corrente de 
controle a nível de m étodos de síntese, problemas estes que serão abordados nos Capítulos 
subseqüentes desta  monografia.
3.2 E n trad as de controle
A regulação das tensões nas diversas barras de um sistem a de potência se utiliza de meios 
físicos variados. Em  barras de geração esta é feita através da excitação dos geradores, com 
os reguladores autom áticos de tensão. Em  outras barras, elementos reativos de impedância 
controlável podem  ser utilizados, com um laço de realimentação para efetuar a regulação. Estes
xDo inglês Flexible AC Transmission Systems.
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elementos reativos podem tam bém  ser utilizados para regular outras grandezas no sistema.
0  controle de sistemas de potência visando a estabilização de fenômenos dinâmicos pode 
ser levado a efeito por estas mesmas entradas de controle. Sinais podem ser adicionados à 
referência de cada um destes dispositivos, que tornam -se então as entradas de controle do 
sistema no projeto do controle estabilizador. A adição de sinais adicionais aos RAT’s tem  sido 
utilizada desde longa data, e os controladores que geram estes sinais adicionais são conhecidos 
por estabilizadores de sistemas de potência (ESP’s). Neste caso a entrada de controle é a 
referência de tensão do RAT. No caso de FACTS, a en trada de controle será tam bém  o sinal 
de referência para a variável regulada pelo dispositivo.
3.2.1 Controle de excitação dos geradores
0  controle de excitação dos geradores é utilizado para regular a tensão term inal dos mesmos. 
Os reguladores de tensão têm  tam bém  efeito benéfico sobre a estabilidade do sistema. Este 
consiste da redução da tra je tó ria  do sistema durante faltas severas e da eliminação de perda 
monotônica de sincronismo dos geradores. Este últim o efeito é um a manifestação do fato de 
que o RAT altera a topologia de bifurcações do sistema[103], fornecendo um ponto de equilíbrio 
ao sistema (ver Capítulo 2). No entanto, para os altos valores de ganho exigidos do RAT para 
uma boa regulação de tensão, e em condições normais de operação do sistema, este equilíbrio 
muitas vezes é instável, sendo então observada instabilidade oscilatória do sistema. É então 
necessário um controle suplem entar para estabilizar este ponto de equilíbrio.
Este controle suplem entar pode ser efetuado tam bém  por meio da. excitação dos geradores. 
Um sinal é adicionado à en trada de referência de tensão dos reguladores de tensão. Seja Vp 
este sinal adicional; tom ando os modelos apresentados no Capítulo anterior e adicionando este 
sinal, a equação que descreve o sistema de excitação dos geradores passa a ser
E f  = K a(Vr - V t + Vp) (3.1)
para o modelo estático de regulador e
É, = h - E ,  + Ka(V, -  V, + Vp) 1 (3.2)
-*■ a
para o modelo que considera a constante de tem po do atuador.
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3.2.2 FACTS
Os FACTS têm  sido bastan te  discutidos e aplicados recentemente[42, 92, 57, 66 , 70, 65, 93, 33]. 
O conceito FACTS consiste basicam ente na inserção de dispositivos eletrônicos no sistema de 
transm issão com o objetivo de efetuar regulação sobre variáveis do sistem a tais como fluxos de 
potência ativa, fluxos de potência reativa, tensões em barras, etc. Não obstante seu objetivo 
prim ordial ser o controle estático, estes dispositivos podem ser equipados com sinais suplemen­
tares, à m aneira do controle de excitação dos geradores, visando a m elhoria das características 
de estabilidade do sistem a.
D entre outros dispositivos associados a este conceito, destacam -se o Capacitor Série Cha- 
veado (CSC) e o Com pensador Estático de Reativo (CER). Estes são os únicos dispositivos 
FACTS a serem considerados nesta  monografia, mas está claro que os princípios básicos dos 
m étodos de análise e controle aqui apresentados são independentes dos dispositivos particulares 
considerados. O C ER  é um  elemento em derivação cuja adm itância é controlada por tiristores. 
P a ra  estudos de estabilidade o CER pode ser modelado por um a função de transferência de 
prim eira ordem cuja saída é a susceptância em derivação, como m ostrado na Fig.3.1. O con­
trole prim ário do C ER  regula a tensão da barra à qual o CER está  conectado. Um controle 
suplem entar pode ser adicionado, como indicado na Fig. 3.1 [65, 57].
.V t
V r e f  '
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1+ sT 3
Figura 3.1: Modelo de Compensador Estático de Reativo.
O CSC é um  elem ento série cuja adm itância pode ser variada por tiristores. Usualmente 
esta  facilidade é u tilizada para controlar o fluxo de potência ativa em linhas de transmissão. 
Um  controlador proporcional-integral (PI) é aplicado com esta finalidade. O modelo do CSC 
com controle P I de fluxo de potência é representado na Fig. 3.2. A saída neste modelo é a 
adm itância  série en tre  os nós term inais do CSC. Uma vez mais um  controle suplementar pode 
ser adicionado. Conforme indicado na Fig. 3.2, o controle suplem entar a tua  diretamente no 
disparo dos tiristores[66 , 57].
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Figura 3.2: Modelo de Capacitor Série Chaveado.
3.3 A solução clássica do problem a de estab ilidade
3.3.1 A teoria clássica
Uma abordagem no domínio da freqüência, a partir do modelo linearizado do sistem a MBI, 
tem sido utilizada para explicar os fenômenos de estabilidade angular estática de sistemas de 
potência desde longa data[25, 6 , 57]. Segundo esta abordagem, o torque elétrico increm en­
tal aplicado ao rotor da m áquina síncrona pode ser decomposto em duas componentes, um a 
proporcional à velocidade do rotor e outra proporcional ao ângulo do mesmo:
A T e = ksA 6 + kdA w  (3.3)
onde A representa variações com relação aos valores de regime perm anente. Desde que w = 
as duas componentes estão defasadas entre si de 7r/2  rad. A estabilidade do sistem a depende 
da existência de suficiente torque restaurador do equilíbrio, sendo então necessário que ambas 
as componentes de torque sejam suficientemente grandes.
Os primeiros problemas de instabilidade observados em sistemas de potência consistiam 
de perda monotônica de sincronismo. Dentro do contexto da análise acima, esta form a de 
instabilidade é explicada pela falta de torque sincronizante. Com o surgimento dos reguladores 
de tensão rápidos e de alto ganho, o problema mais comum de estabilidade passou a ser o 
surgimento de oscilações mal amortecidas, ou mesmo instáveis. A interpretação é então de que 
o RAT fornece torque sincronizante, mas reduz o torque amortecedor, que já  era naturalm ente 
pequeno. A partir deste entendim ento do problema, a solução natural é incluir um  controle 
suplementar que não interfira na regulação de tensão nem no torque sincronizante e que aum ente 
o torque amortecedor. Este procedimento tem  sido adotado pela indústria desde meados da 
década de sessenta, e os controladores que fornecem este torque amortecedor extra tornaram -se
conhecidos como estabilizadores de sistemas de potência (ESP 's). O projeto de ESP’s tem  sido 
levado a. cabo por m étodos de controle clássico, como métodos de resposta em freqüência[25], 
lugar das raízes[59], e diagram as de Nyquist[64].
Porém , como visto no Capítulo 2, a própria linearização do sistem a em torno de um equilíbrio 
inexistente carece de rigor m atem ático. Ao contrário do que sugere a interpretação clássica, o 
RAT não m elhora as características dinâmicas de um ponto de equilíbrio do sistema. Será apre­
sentada a seguir um a reinterpretação da solução clássica, à luz da teoria de sistemas dinâmicos 
e sob o enfoque dado no Capítulo 2. Mais do que um exercício de diletantismo, que visasse 
puram ente form alizar m atem aticam ente os conceitos tradicionais ou apontar inconsistências 
de um a abordagem  de resultados práticos insofismáveis, esta reinterpretação dá origem a uma 
nova filosofia de solução do problema, adequada à nova realidade dos sistemas de potência.
3.3.2 A  abordagem  clássica segundo a teoria de sistem as dinâmicos
Tome como ponto de p a rtida  o sistem a de potência sem regulação de tensão, e considere inici­
alm ente um a condição norm al de operação. O sistema apresenta então um equilíbrio estável, 
no qual se dá a sua operação em regime perm anente. Os níveis de tensão neste sistema devem 
ser regulados m anualm ente, o que é claram ente inconveniente do ponto de vista operacional, e 
tam bém  do ponto de v ista  da estabilidade do sistema. U m a m udança súbita na condição de 
operação (um  aum ento de carga, por exemplo) pode levar o sistem a a perder estabilidade por 
um a bifurcação nó-sela. O controle m anual é lento demais para  a justar a tensão de campo em 
um  valor adequado ao atendim ento desta nova dem anda e à m anutenção do nível de tensão 
term inal antes de o sistem a perder sincronismo. Ademais, a tensão de campo sendo constante, 
a queda na tensão term inal que ocorre durante um a falta perm ite que o sistema seja bastante 
alijado do seu ponto de equilíbrio durante a falta, o que im plica em baixos tempos críticos de 
elim inação de faltas, conforme discussão no Capítulo 2.
A fim de m anter os níveis desejados de tensão no sistem a, foram criados os reguladores 
autom áticos de tensão. Além de cum prir sua função prim ordial, foi verificado que os RAT’s 
reduzem  a tra je tó ria  do sistem a durante a falta, desta form a aum entando os tem po críticos 
de elim inação de faltas. E sta  característica, juntam ente com o aum ento substancial da veloci­
dade dos disjuntores, contribuiu sobremaneira para a m elhoria da estabilidade dos sistemas de
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potência. Ademais, o aum ento autom ático da tensão de campo com a finalidade de m anter o 
nível de tensão traz como subproduto o aumento autom ático da capacidade de transm issão de 
potência, evitando assim a ocorrência da bifurcação nó-sela que levaria à perda do equilíbrio e 
portanto da estabilidade do sistema.
Portanto, o RAT é benéfico para o com portam ento do sistem a na medida em que fornece 
um ponto de equilíbrio no qual o sistem a possa operar. Esta contribuição do RAT é um 
efeito estático, ou seja, que diz respeito ao com portam ento do sistem a em regime perm anente. 
A contribuição do RAT rápido e de alto ganho para o com portam ento do sistem a do ponto 
de vista dinâmico não é benéfica: este ponto de equilíbrio é, para m uitas condições típicas de 
operação, instável. Com efeito, ao se analisar o efeito da inclusão do RAT na m atriz dinâm ica do 
sistema linearizado, vê-se que a realimentação de tensão tende a levar os autovalores complexos 
do sistema para o semi-plano direito do plano complexo.
Este efeito prejudicial deve então ser compensado por um controle suplem entar. O equilíbrio 
criado pelo RAT deve ser estabilizado por este controle. Esta é a função exercida pela estru tu ra  
RAT-ESP: criar um ponto de equilíbrio (função do RAT) e, em seguida, estabilizá-lo (função 
do ESP). Devido a esta estru tu ra  particular, ao se projetar o ESP não se conhece exatam ente 
o ponto de equilíbrio, o que tem  implicações im portantes no projeto2.
Note aqui a diferença conceptual na interpretação do problema, com relação à teoria clássica: 
o RAT não fornece estabilidade ao ponto de operação do sistema; ele fornece a existência de 
um equilíbrio onde antes este não existia e, devido às características do próprio RAT, este 
equilíbrio muitas vezes é instável. A análise clássica, comparando os autovalores da m atriz 
dinâmica com e sem RAT, carece de sentido no nosso contexto, visto que com RAT não há 
ponto de equilíbrio em torno do qual se possa linearizar o sistem a e portanto esta m atriz não 
tem significado físico nesta situação. A clássica interpretação de decomposição de componentes 
de torque mencionada acima é assim substituída por um a análise mais rigorosa e completa 
do problema. A solução clássica para o problema de estabilidade, com a estru tu ra  RAT-ESP, 
continua sendo perfeitam ente lógica sob o ponto de vista desta análise. As implicações desta 
reinterpretação serão vistas na seqüência deste trabalho.
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2Este ponto será discutido no final deste Capítulo e exaustivamente explorado no restante desta monografia.
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o * m
o + ^ ~
Figura 3.3: D iagram a unifilar do sistem a New England.
3.3.3 Lim itações da abordagem  clássica
Limitações da abordagem  clássica para a estabilização de sistemas de potência são ilustradas 
por um  exemplo de sua aplicação. O sistem a teste é o sistem a New England, largamente 
utilizado para estudos de estabilidade desde longa data[16]. 0  diagram a unifilar do sistema é 
dado na Fig. 3.3. Como em [76, 32], algumas modificações são introduzidas no sistema com 
relação aos dados originais de [16], a saber:
•  o modelo de regulador de tensão (3.2) é adotado;
• a m áquina na b a rra  39 é m odelada pelo modelo clássico de gerador e sua inércia e reatância 
são alteradas de form a que a m áquina se aproxime de um a barra  infinita;
• o modelo E'q é utilizado para  todas as outras máquinas.
Os parâm etros de modelo para  as m áquinas e as linhas são os mesmos de [16], bem como 
os dados de fluxo de carga para o caso base. Quando todos os geradores estão equipados com 
R A T s, o sistem a no caso base apresenta quatro pares de autovalores complexos instáveis. Estes 
autovalores são apresentados na  Tab. 3.1.
Tabela 3.1: Autovalores instáveis do sistema New England sem ESP’s.
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+0,0024 ± j 7 , 0606
+0,1261 ± j 6,0564
+0,0355 ± 3 6 ,2696
+0,0683 ± j4 ,0736
Tabela 3.2: Ajuste dos ESP’s para o sistema New England, caso base.
ESP K e s p Tj t 2
1 10,49 0,4544 s 0,044 s
2 1,17 0,4335 s 0,051 s
3 4,00 0,4681 s 0,048 s
4 4,00 0,4124 s 0,037 s
5 4,00 0,3701 s 0,074 s
6 1,54 0,3626 s 0,053 s
7 4,00 0,2711 s 0,059 s
8 1,23 0,3202 s 0,045 s
9 4,00 0,3130 s 0,094 s
A necessidade de controle adiconal é clara. ESP’s são adicionados a todos os geradores do 
sistema. Estes ESP’s têm  a função de transferência usual em aplicações:
e s p ( s )  =  Y M  =  K e s p ( i  +  ^  ^ (3.4)w(s) (1 + \ +  T....S
e são projetados para o caso base pelo método clássico [25, 6 , 57], Os ESP’s assim concebidos 
serão chamados de E S P ’s clássicos. 0  ajuste obtido para os E SP’s é apresentado na Tab. 3.23.
Os ESP’s clássicos com este ajuste fornecem bom amortecimento na condição de operação 
para a qual eles foram projetados, ou seja, o caso base. No entanto, em condições de operação 
muito distintas desta, o desempenho dinâmico do sistema é sensivelmente deteriorado, chegando 
mesmo à instabilidade em alguns casos. Seja, por exemplo, a condição de operação caracterizada 
pelas seguintes modificações com relação ao caso base:
• queda da linha entre as barras 21 e 22;
•  aumento da carga na barra  16 para 500 MW, 50 MVAr e na barra 21 para 400 MW, 150 
MVAr;
3Uma constante de tempo Tw =  10 s é utilizada para o estágio de ”wash-out”.
Tabela 3.3: Autovalores associados aos modos eletromecânicos do sistem a New England com 
E S P ’s clássicos.
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-8 ,0 6 6 8 ± ;9 ,3 7 2 0
-0 ,3 4 7 3 =fcj8,4526
- 0 ,  7332 ± j8 ,5 1 6 5
-0 ,8 3 6 3 ±  .78,0806
-0 ,4 1 5 0 ± j 7 , 1419
-0 ,3 1 7 4 ± ;6 ,9 9 7 8
-0 ,5 0 1 8 ±  j5 ,9962
-1 ,1 0 0 3 ± j5 ,4371
-0 ,4 8 6 7 ±  ^5,2377
+0,1880 ± j3 ,4 4 2 9
•  aum ento da geração na barra 7 para 900 MW.
O sistem a nesta  condição de operação apresenta modos de oscilação instáveis, mesmo com 
a presença dos E S P ’s. Os autovalores do sistem a associados aos modos de oscilação eletro- 
m ecânica nestas condições são apresentados na Tab. 3.3, onde percebe-se a presença de um 
par de autovalores com parte  real positiva e outros dois pares de autovalores com amorteci­
m ento inferior a 5%. Logo, nesta  condição de operação, os E P S ’s clássicos não são capazes 
de garantir a estabilização do sistem a. M uitas outras condições de operação para as quais os 
E S P ’s clássicos não são satisfatórios existem , particularm ente em condições nas quais as ca­
racterísticas dinâm icas do sistem a em m alha aberta (sem E S P ’s) são sensivelmente distintas 
daquelas do caso base. Ademais, é fato bem  conhecido de p rática de operação que os ESP’s, 
em algumas ocasiões, causam  a instabilidade do sistema e por esta razão são desligados pelos 
operadores.
Do ponto de v ista  conceptual pode-se im ediatam ente identificar as limitações da abordagem 
clássica para o p ro jeto  de E SP’s:
1. um  modelo linear invariante no tem po de baixa ordem é utilizado para o projeto de cada 
um  dos estabilizadores;
2. a  interação en tre  os diversos estabilizadores não é considerada de m aneira sistemática no 
projeto  do esquem a de controle global;
3. um a estru tu ra  particu lar, restritiva, é im posta ao estabilizador;
4. apenas a excitação dos geradores é considerada como entrada de controle.
. De mais a mais, esta abordagem visa a solução de um a classe de estabilidade dentre aquelas 
da classificação tradicional: a estabilidade angular estática. 0  efeito destas medidas sobre as 
outras formas de estabilidade desta classificação não é claro.
Os sistemas de potência são sistemas não lineares de grande dimensão que devem operar 
em condições muito variadas. Os dispositivos utilizados para seu controle, devido às suas 
características operacionais e à sua distribuição geográfica, devem ter ação localizada e, no 
entanto, os seus efeitos são observados por todo o sistema. ’’Para ser bem aceito na indústria 
de geração de energia elétrica, qualquer método de síntese de controladores deve ser capaz de 
tra ta r a grande dimensão do sistema e a variação das suas condições de operação em um a larga 
faixa” [37]. Mais ainda, a complexidade e dem anda crescentes sugerem a utilização do maior 
número possível de diferentes dispositivos de controle, expediente tornado possível pelo advento 
dos FACTS. Esta realidade leva às seguintes considerações no que diz respeito às limitações da 
abordagem clássica apontadas acima:
1. a modelagem adotada lim ita o projeto a considerar apenas um ponto de operação;
2. a coordenação sistem ática dos diversos controladores, não contem plada na abordagem 
clássica, pode aum entar a eficiência dos mesmos, cujo efeito, sem esta coordenação, pode 
ser m utuam ente prejudicial;
3. a função de transferência utilizada para o ESP é perfeitam ente adequada à formulação 
adotada para o problema, mas não atende a especificações mais ambiciosas de controle;
4. esta estru tura  de controle resulta em um a solução de baixo custo, no entanto  novas 
alternativas, tam bém  de custo baixo, como o uso de sinais adicionais em dispositivos 
FACTS já  existentes no sistema, estão hoje disponíveis.
3.4 M odelos de projeto
São adotados dois modelos de projeto para solucionar os problemas de estabilidade, de acordo 
com a classificação proposta na Tab. 2.2: um modelo MBI não linear para o projeto do 
controle visando a estabilidade local a cada gerador e um  modelo global linear para o projeto
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do esquem a de controle como um  todo. Estes modelos consistem da adição de entradas de 
controle aos modelos de análise apresentados no Capítulo 2 e são apresentados a seguir.
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3.4.1 M odelo local
0  m odelo de projeto  para  estabilidade local é dado pelo modelo MBI (2.24)-(2.26) adicionando 
o sinal adicional do sistem a de excitação conforme a equação (3.1).
Xi =  x 2 (3.5)
x 2 =  —bix3s m x i  — D x 2 + P  (3.6)
x 3 = b3 cos xi -  64X3 -f K a(Vr -  Vt (x1, x 3) +  Vp) (3.7)
Se o RAT dinâm ico (3.2) for considerado, o modelo de projeto é
x \  = x 2 (3.8)
x 2 = —bix3s m x 1 — D x 2 + P  (3.9)
i’3 =  b3 cos xi — Ò4.T3 +  x4 (3.10)
x 4 = j r [ - X 4  +  K a(Vr -  V t ^ ! , ^ )  +  Vp)} (3.11)
a
onde x 4 = E j .
3.4.2 M odelo global
O m odelo de pro jeto  global é obtido da m esm a m aneira que o modelo (2 .22), linearizando 
o m odelo com pleto para  o sistema global, e eliminando as variáveis algébricas deste modelo 
linearizado. D esta feita, no entanto, além dos geradores e suas conexões, estão representados 
no modelo com pleto a dinâm ica dos FACTS e as entradas de controle. De m aneira similar ao 
modelo apresentado no Capítulo 2 , o modelo para projeto pode ser escrito como:
i  =  f ( x , z , u )  
0 =  g ( x , z , v )
(3.12)
(3.13)
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onde o vetor de estado (com RAT estático) é dado por
xgi















x s í  =  [-B] (3.15)
e o vetor de entradas é composto pelas saídas dos ESP’s e dos controles suplem entares de cada 
um dos dispositivos FACTS:







Vp, Vc e Vs são respectivamente os sinais adicionados aos reguladores autom áticos de tensão, 
aos CSC’s e aos CER’s; np, n c e n s são respectivamente o números de geradores, de CSC’s e de 
CER’s equipados com sinais suplementares.
Linearizando estas equações obtém-se
r. 1 r ,  1 d
(3.17)
Eliminando as variáveis algébricas tem-se finalmente o modelo linear em espaço de estados:
x = A x  + B u  (3.18)
onde
X ' Jx h  ' X ' B i  ‘
0 . J 3 J 4 z
+
. ^ 2  .
A  — J\ — J 2J 4 ^J3 
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A G 9tnxn
ß  çz Sjfjnxínp+nc+n*)
(3.21)
(3.22)
onde n =  3n p +  2n c +  n s é a  ordem do sistem a dinâmico (3.18), supondo que todos os geradores 
e todos os dispositivos FACTS sâo equipados com sinais adicionais4.
0  exam e dos modelos considerados neste trabalho revela que a m atriz B 2 é nula, e portanto 









J(np+ n c+ n s ) .
onde cada &,• é o vetor de en trada de um  dos dispositivos de controle. Considere-se o modelo E' 
(2.1 )-(2.3) para  os geradores, com o regulador de tensão estático (3.1), e os modelos apresentados 
nas Figs. 3.1 e 3.2 para  os dispositivos de controle em FACTS. Então os vetores de entrada do 
modelo para  os geradores são dados por
bi =
P ara  os CSC ’s tem-se









b- —~  T,
P rob lem as de p rojeto  do esquem a de controle
(3.25)
(3.26)
A m elhor concepção do esquem a de controle depende dos problemas encontrados em cada 
sistem a em particular. Se os problem as mais críticos encontrados em um  dado sistema estão 
associados ao com portam ento local de alguns de seus geradores, então controle local deve ser 
adicionado a cada um  destes geradores, e o projeto de cada um  destes controladores deve ser
4Esta hipótese é feita com a única finalidade de simplificar a notação e a apresentação, e claramente não tem 
implicação alguma sobre os resultados apresentados nesta monografia.
levado a efeito sobre o modelo de projeto MBI (3.5)-(3.7). 0  objetivo deste projeto seria - 
obter um sistema em m alha fechada com com portam ento dinâmico adequado e cujo ponto de 
equilíbrio tenha um a região de atração de tam anho suficiente, a fim de obter tempos críticos de 
eliminação de faltas adequados. Se, por outro lado, os problemas mais críticos estão associados 
a oscilações interárea, então a síntese do esquema de controle deve considerar o modelo linear 
(3.18), e o objetivo de projeto passa a ser garantir que os autovalores do sistem a em m alha 
fechada sejam suficientemente estáveis para todas as condições de operação a que o sistem a 
deve ser submetido.
Em um caso genérico, em que se deseje melhorar ambos aspectos da estabilidade, um a 
solução seria fazer inicialmente um projeto local, com o projeto de controle local para melhoria 
das margens de estabilidade em pontos críticos do sistema. 0  sistema global, já  equipado 
com estes controladores locais, seria então modelado e um projeto de melhoria da estabilidade 
global levado a efeito. Esta, seria, reiteramos, uma estratégia possível para a concepção do 
esquema de controle como um  todo. Enfatizamos um a vez mais que foge ao escopo desta 
monografia a justificação e /ou  análise desta ou de outras estratégias. E, este sim, objetivo da 
presente monografia identificar e resolver, sob um enfoque analítico, os problemas de projeto, 
fornecendo assim métodos que perm itam  a síntese sistem ática do esquema de controle e de 
cada um dos controladores envolvidos neste esquema, independente do esquema de controle 
particular no qual estes controladores se inserem.
Em suma, os diversos controladores a serem projetados visam, para o modelo MBI, o alarga­
mento da região de atração do ponto de operação e o amortecimento do sistema. P ara  o modelo 
global, é buscada a estabilização dos fenômenos interárea, que podem ser descritos por um  mo­
delo linear incerto, e que exige um esquema de controle coordenado. Em ambos os casos, o meio 
físico utilizado será o controle suplem entar de dispositivos que regulam determ inadas variáveis 
do sistema, e portanto  a estabilização de um ponto de equilíbrio desconhecido é buscada.
Assim sendo, alguns problemas fundamentais que não estão completamente resolvidos na 
teoria de controle atual se apresentam  no projeto, a saber:
1. o desempenho do esquema de controle em diferentes condições de operação;
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2. a coordenação entre os diversos controladores no sistem a global;
3. o desconhecim ento do ponto de equilíbrio na implementação das leis de controle suple­
m entar;
4. pro jeto  de controladores visando o alargamento da região de atração do equilíbrio estável.
Estes problem as têm  sido abordados, ainda que não necessariamente neste exato contexto, 
na lite ra tu ra  recente de sistem as de potência, e são discutidos a seguir. Cada um destes proble­
mas é estudado no seguim ento desta monografia. Soluções para cada um deles serão obtidas, 
sem pre em basadas em análise m atem ática rigorosa. E im portante ressaltar que soluções exis­
tem  na lite ra tu ra  para  os itens 1 e 2. Com efeito, vasta é a teoria de controle robusto, bem 
como de controle descentralizado, e aplicações destes resultados teóricos a sistemas de potência 
têm  sido propostas recentem ente ([93, 94, 80, 50, 89, 88, 76], por exemplo). No entanto, estes 
resultados consideram  um  ou outro aspecto separadam ente, e o que buscamos aqui são métodos 
que contem plem  a um  só tem po ambos objetivos.
3.5.1 Ponto de operação desconhecido
Ao se u tilizar um a realim entação para estabilização que não aquela que está sendo regulada, 
surge um  problem a: a realim entação em geral m udaria o ponto de equilíbrio do sistema, afe­
tando o valor de regime perm anente da variável regulada. Este é o caso dos ESP’s convencionais, 
em que um  sinal de saída (velocidade do rotor, por exemplo) é utilizado para realimentação. 
A solução no caso dos. E S P ’s é a inclusão de um filtro passa-altas, conhecido como filtro de 
wash-out, que elim ina a ação do controlador em regime perm anente. ESP’s clássicos são proje­
tados com base em um  modelo linearizado do sistema MBI (o modelo de Heffron-Phillips) e um 
argum ento de resposta em freqüência [25], e neste caso a aplicação destes filtros é justificada 
no mesm o contexto: desde que o filtro passa-altas tenha um a freqüência de corte muito inferior 
às freqüências de operação do sistem a ele não terá  influência sobre o desempenho do sistema 
nesta  faixa de freqüência. Neste caso o filtro tem  influência sobre o comportamento do sistema 
apenas em regim e perm anente e não precisa ser considerado quando do projeto do ESP.
Ao se u tilizar o u tra  estru tu ra  de realim entação a solução pode não ser tão simples. Para uma 
realim entação de estados não está  claro que se possa adotar como solução os filtros de wash-out, 
pois o argum ento de resposta em freqüência deixa de ser válido. Se esta realimentação for não 
linear, a questão é ainda mais problem ática.
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Este problema tem  sido verificado em recentes aplicações de controle por realim entação 
linearizante propostas na litera tura  para a estabilização de sistemas de potência[4, 49, 19]. 
A solução proposta nestas publicações, que se baseia em trabalhos de síntese de pontos de 
equilíbrio[113, 112], é bastante complexa e não apresenta prova de estabilidade. Em tantas 
outras publicações envolvendo controle não linear de sistemas de potência[63, 61, 106, 105, 68, 
69] o problema não é tratado e as leis de controle são implementadas a nível de simulação 
utilizando o conhecimento do equilíbrio, o que não seria implementável na prática.
3.5.2 Coordenação
Ao se conceber o esquema de controle global para o sistema, diversos controladores são pro­
jetados, um para cada m áquina ou dispositivo FACTS. Estes controladores são usualm ente 
projetados utilizando modelos locais para o sistema, em que se despreza tan to  a dinâm ica do 
restante do sistema quanto o efeito dos outros controladores. Dificuldades são usualm ente en­
contradas na solução do problema global de estabilidade: um a vez que os fenômenos interárea 
não são observados no modelo de projeto, não se pode esperar que o controlador projetado com 
base neste modelo seja efetivo para a solução deste problema. Ademais, cada controlador pode 
ter efeitos adversos sobre a atuação dos outros, e grande engenho e arte são dispendidos em 
procedimentos de ajuste seqüencial iterativo dos parâm etros dos controladores. A m edida que 
os problemas de estabilidade se tornam  mais críticos, exigindo ajustes mais finos de um  número 
cada vez maior de controladores em um sistem a de dimensão crescente, estes procedimentos 
empíricos tornam-se cada vez mais ineficientes.
O problema de estabilidade global deve então ser tratado como tal, ou seja, como o pro­
jeto de controladores sobre um modelo global do sistema. Os diversos controladores devem ser 
projetados de m aneira coordenada, de forma que o desempenho do esquema global de controle 
seja tra tado  explícita e diretam ente no projeto, evitando que os controladores sejam m utua­
mente prejudiciais sem a necessidade de procedimentos empíricos e iterativos de ten tativa e 
erro. Neste sentido um a abordagem de controle subótimo com restrições estruturais foi pro­
posta para a síntese de controladores em sistemas de potência[76, 32, 88, 33]. N esta abordagem 
os diversos controladores no sistema são vistos como um único controlador descentralizado, e 
todos os E S P’s e sinais adicionais para dispositivos FACTS são projetados a um  só tem po, de
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m aneira coordenada. O projeto passa pela solução de um a equação de Riccati modificada, e o 
controlador global resultante garante a otim alidade do sistem a em m alha fechada segundo um 
índice de desem penho quadrático.
3.5.3 R obustez
Os parâm etros no modelo (3.12)-(3.13) são obtidos a partir dos parâm etros físicos dos elementos 
do sistem a, e portan to  são conhecidos com um a precisão que depende da precisão na medida 
destes parâm etros físicos. Mais ainda, estes parâm etros variam quando a topologia do sistema é 
alterada. No caso do modelo linearizado (3.18), variações ainda maiores em seus parâm etros são 
causadas pela simples m udança de ponto de operação do sistema, mesmo com topologia fixa. 
Os elem entos da m atriz  dinâm ica neste modelo dependem fortem ente dos valores de equilíbrio 
das variáveis do sistem a no ponto de operação, e variam em um a am pla faixa quando variações 
no padrão de carga são consideradas.
Se o controle é projetado, como usualm ente o é, para garantir a estabilidade do sistema 
para  um  dado ponto de operação, o com portam ento do sistema pode ser bastante degradado 
pela variação das condições de operação, eventualm ente levando o sistem a à instabilidade. E 
im portan te  então a consideração explícita da variação param étrica do sistem a no projeto do 
controlador, utilizando um  método de projeto que resulte em um controlador que garanta a 
estabilidade e o desempenho do sistem a em qualquer condição de operação pré-estabelecida. 
M étodos de análise e síntese de controle robusto têm  sido aplicados ao projeto de controladores 
em sistem as de potência recentem ente, explorando principalm ente métodos de projeto da 
abordagem  freqüencial ao controle robusto[94, 14, 92, 93, 50, 80, 1, 105]. A modelagem do 
sistem a e das incertezas no domínio do tem po, que perm ite a modelagem param étrica, tem  sido 
pouco explorada[28, 82].
3.5.4 A largam ento da região de atração
Um cam po am plam ente inexplorado na teoria de controle é o efeito do controle sobre o tamanho 
da região de atração do equilíbrio em sistemas não lineares. Se a nível de análise a literatura 
é escassa[52], a nível de síntese ela é v irtualm ente inexistente. Em sistemas de potência o 
tam anho  da região de atração do ponto de operação tem  grande im portância, com efeito claro
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e direto sobre um  dos critérios mais im portantes de estabilidade do sistema, o tem po crítico 
de eliminação de faltas. Assim, é claramente desejável que o controle não só garanta  um 
desempenho dinâmico adequado ao sistema mas tam bém  um a região de atração de tam anho 
adequado ao ponto de operação. 0  projeto de controladores visando especificamente este fim 
deve então ser considerado.
3.6 C onclusões
A regulação estática das variáveis de um sistem a de potência se vale de diversos meios físicos de 
controle, principalm ente do controle de excitação dos geradores e dos dispositivos FACTS. 0  
controle de sistemas de potência visando à estabilização de fenômenos dinâmicos é usualm ente 
feita por meio dos E SP’s, que constituem sinais suplem entares à regulação de tensão no controle 
de excitação dos geradores. A estabilização pode valer-se também de sinais suplem entares 
em dispositivos FACTS. A inclusão destas entradas de controle nos modelos apresentados no 
Capítulo 2 leva à obtenção de modelos de projeto que serão utilizados para a solução de cada 
um dos problemas de estabilidade conforme apresentados no Capítulo 2.
Analisando os objetivos de controle e os modelos de projeto, alguns problemas de projeto são 
identificados. A inclusão a um só tem po da coordenação e da robustez dos controladores como 
um requisito a priori no projeto, o desconhecimento do ponto de equilíbrio a ser estabilizado, 
e a obtenção de regiões de atração de tam anho adequado são problemas não resolvidos pela 
teoria de controle corrente e que devem ser abordados no projeto dos controladores para  a 
estabilização do modelo do sistema como apresentado nesta monografia. Estes problem as serão 
resolvidos a nível teórico no seguimento desta monografia, e estas soluções serão aplicadas a 
exemplos de sistemas de potência.
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C apítulo 4 
Seguim ento cio P onto de Equilíbrio
4.1 Introdução
Conforme discutido no Capítulo 3, do ponto de vista do projeto do controle adicional em 
sistemas de potência tem-se um ponto de equilíbrio a ser estabilizado, mas este ponto de 
equilíbrio é desconhecido. Este problem a é enfrentado não só em projeto de sinais adicionais em 
sistemas de potência, mas tam bém  em outros problemas de controle. É o caso de estabilização 
de trajetórias de veículos, por exemplo[3, 60]. A solução usual para o problem a é p ro je tar o 
controle como se o ponto de equilíbrio fosse conhecido e adicionar a este controle um  filtro 
passa-altas com freqüência de corte m uito baixa, usualm ente denominado filtro de wash-out. 
Tal procedimento é sustentado por um argumento de resposta em freqüência[25, 6], e tem  sido 
utilizado nestas e outras aplicações. Tem sido tam bém  sustentado que o uso de filtros de wash- 
out oferece vantagens mesmo quando não se fazem necessários[2], inclusive para o controle de 
caos e bifurcações[107, 97].
No entanto não existe um  embasamento teórico para este procedimento no caso geral. O 
argumento de resposta em freqüência não é suficiente para demonstrar estabilidade do sistem a 
em m alha fechada com o filtro de wash-out. Não há garantia de que os filtros de wash-out 
possam ser aplicados com controladores de estru tu ra  complexa, ou análise de seus efeitos em 
sistemas multivariáveis ou não lineares. Tal análise, além de fornecer um argum ento teórico 
para explicar os efeitos benéficos dos filtros de wash-out, pode indicar suas limitações e fornecer 
alternativas de solução para o problema. Um tal embasamento teórico para o problem a de 
controle de sistemas com ponto de equilíbrio desconhecido é fornecido neste Capítulo.
Prim eiram ente  o problem a é colocado de m aneira genérica, e um a solução é proposta1. 
Dois casos básicos são identificados como os mais im portantes, e cada caso é estudado em 
profundidade. C ada um  destes casos abrange um  dos modelos de projeto para sistemas de 
potência apresentados no Capítulo 3 desta monografia. Condições para estabilidade e métodos 
de pro je to  do esquem a de controle são derivados. Ao longo do estudo é demonstrado que o 
filtro de w ash-out é um  caso particular do esquema proposto, que sua aplicação é lim itada a 
um a determ inada classe de problemas, e que o esquema proposto é aplicável a um a classe muito 
mais am pla de problem as. Além da dem onstração m atem ática de todos os resultados, exemplos 
ilustrativos são tam bém  apresentados a fim de esclarecer os conceitos introduzidos[10, 11].
4.2 C olocação  do prob lem a
Seja o sistem a dinâm ico não linear, afim na entrada, com as hipótese usuais para existência e 
unicidade de soluções[46]:
x = f ( x ) + g ( x ) u  (4.1)
com x 6  e «  €  3ím. Assuma que o sistem a em m alha aberta
x = f ( x )  (4.2)
tem  um  ponto de equilíbrio isolado x° no qual ele deve operar em regime permanente:
f « ) =  0 (4.3)
onde o sobrescrito o indica o ponto de operação. Assuma ainda que um a lei de controle
u = <j>(x,xl) (4.4)
foi p ro je tad a  de ta l form a que x° é um  ponto de equilíbrio assintoticam ente estável do sistema 
em m alha  fechada. E ntão  o sistem a em m alha fechada é
x = f ( x )  + g(x)<j)(x,x0e) (4.5)
0  ponto de equilíbrio é um a constante e portanto pode ser visto como um parâm etro na lei 
de controle (4.4). A fim de que o controle não desloque o ponto de operação deseja-se
« < , * : )  = 0 (4.6)
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Problem as similares, ainda que em um contexto ligeiramente distinto, são tratados em [31, 26]
Claro está que, a fim de projetar adequadam ante a lei de controle atendendo à restrição (4.6), 
deve-se ter conhecimento do ponto de operação x°. Ademais, mesmo que o projeto desta lei de 
controle sem esta informação seja possível2, a sua implementação não o é. A im plementação da 
lei de controle (4.4) exige portanto o conhecimento a priori do ponto de operação x°. Quando 
esta informação não está disponível, esta lei de controle não pode ser implementada.
4.3 A estru tura  de adaptação
0  projeto e implementação da lei de controle (4.4) atendendo à restrição (4.6) não são possíveis 
devido ao desconhecimento do ponto de equilíbrio. Ou seja, o equilíbrio é um parâm etro incerto 
na lei de controle. Esta interpretação sugere a utilização de um estim ador para este parâm etro 
e a implementação de um a lei de controle adaptativa baseada no princípio de equivalência3[83]:
u = <j>(x,0) (4.7)
ê =  il>(x,ê) (4.8)
onde foi definido o parâm etro incerto 6 =  j (x°) ,  com 7 (-) um a função contínua e derivável, e 9 
é uma estim ativa para este parâm etro, obtida como a saída do estim ador (4.8). E im portante 
notar que a função de controle •) em (4.7) foi redefinida com relação a (4.4), pois agora seu 
segundo argumento não é mais o equilíbrio, mas um a função dele. Ou seja, o controle deve ser 
escrito como
u = <j)(x ,~f(x°e)) (4.9)
e não como em (4.4).
0  sistema em m alha fechada com o esquema adaptativo de controle (4.7)-(4.8) é então
x  =  f ( x )  + g(x)<f)(x,9) (4.10)
ê -  4>(x,6) (4.11)
A lei de controle da qual é derivado o controle adaptativo, neste caso genérico dada por (4.9), 
será doravante denominada controle estático, e o esquema adaptativo correspondente (4.10)- 
(4.11) a extensão dinâmica deste controle, ou controle dinâmico.
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20  que ocorre se a função </>(•,•) é de uma certa estrutura particular, como será visto mais adiante.
30  princípio de ” certainty equivalence”.
0  parâm etro  desconhecido 6 pode ser o próprio equilíbrio x°, como sugerido pela discussão 
acim a, m as não necessariam ente. Pode-se tam bém  definir o parâm etro incerto como sendo uma 
função conhecida do equilíbrio. Dois casos básicos se apresentam  naturalm ente e serão tratados 
em detalhe neste Capítulo.
0  prim eiro surge quando o projeto da lei de controle (4.9) é feito após um a mudança de 
variáveis z = x — x° que desloca o ponto de operação para a origem do espaço de estados. Neste 
caso o controle é da form a
u = <f>{x, l{x°e)) =  ip{z) = (f(x -  x°e) (4.12)
Mas z é um a variável fictícia e portanto  não mensurável, e a única m edida possível é o estado 
original do sistem a x.  Portan to  a im plementação do controle acim a requer o conhecimento ou a 
obtenção em tem po real do equilíbrio x°e. Se isto não é possível, definimos o parâm etro 6 = x° 
e utilizam os um a estim ativa para este parâm etro na lei de controle:
u =  (p(x — 6) (4-13)
Neste caso tem -se j ( x )  = x  e diz-se que há adaptação no estado.
Por outro lado, se o controle é projetado diretam ente no modelo original do sistema, sem 
m udança de variáveis, e particularm ente a partir de métodos de Liapunov, é comum se obter 
um  controle da form a
u = (j){x, 7 (x")) =  <p(x) -  y(x°)  (4.14)
Pode-se então definir o parâm etro  incerto 6 =  y>(x°) e utilizar um a estim ativa para este 
parâm etro:
u = ip(x) — ê (4-15)
Neste caso tem -se *y(x) = <p(x) e diz-se que há adaptação no controle.
A  fim de m an ter o ponto de operação na sua posição original, a lei de controle (/>(-,•) e a 
função de estim ação devem satisfazer
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<f>(x,~f(x))  =  0 Vx €  3?"
0) = 0 <-► (j>(x, 6) = 0
(4.16)
(4.17)
F a to  4.1 Considere o sistema (4-10)-(4-ll), com as funções de controle <^(-,-) e de adaptação 
satisfazendo (4-16) e (4-17). Então a cada equilíbrio x e do sistema em malha aberta 
(4-2) corresponde um e apenas um equilíbrio do sistema em malha fechada (4-10)-(4-ll), e este 
equilíbrio é dado por [x^ j T(xe)]T .
O
P ro v a: Um dado ponto [x$ 6q]t  é um equilíbrio do sistema (4-10)-(4-ll) se e somente se as 
duas equações abaixo são satisfeitas.
.f{xo) +  g{x0)4>(xo, 0o) =  0 (4.18)
V>(zoÂ) =  0 (4.19)
Devido a (4-17), (4-18)-(4-19) são equivalentes a:
f { x  o) =  0 (4.20)
4>(x0,ê 0) = 0 (4.21)
Portanto, [xq 6q]t é um equilíbrio de (4-10)-(4.11) se e somente se x0 e um equilíbrio do 
sistema em malha aberta (4-2) e 6q = 'y(xo).
. □
O ponto de operação original é mantido de forma robusta, no sentido de que esta propriedade 
independe dos parâm etros do controlador e do sistema. Por outro lado, todos os pontos de 
equilíbrio são mantidos, e não apenas o ponto de operação. E sta ú ltim a propriedade pode ser 
conveniente ou não, dependendo da aplicação.
Uma estru tura  particular é proposta para o estim ador. Esta consiste de um estim ador 
linear:
Í>(x,0) = M ( ' y ( x ) - Ô)  (4.22)
onde 'y(x) é a função do estado que foi definida como parâm etro desconhecido (7 (2 ) =  x  6 
no caso de adaptação no estado e 7 (1 ) =  <p(x) € no caso de adaptação no controle) e M  é 
uma matriz quadrada, com dimensões apropriadas e posto completo. E fácil verificar que este 
estimador atende à restrição (4.17). As propriedades de estabilidade do sistem a adaptativo 
(4.10)-(4.11) com o estim ador linear acima serão estudadas a seguir para os casos de adaptação 
no estado e adaptação no controle.
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4.4  A d ap tação  no estad o
4.4.1 A nálise global
Considere o sistem a (4.1) com o ponto de equilíbrio isolado x° e a lei de controle (4.9). Assuma 
que esta  lei de controle foi pro jetada após um a mudança de variáveis z =  x — x°e que desloca o 
ponto de equilíbrio para  a origem do espaço de estados (z° =  0). Então a lei de controle tem  a 
form a
u = <t>(x,i(x°e)) = <p{z) = <p{x-x°e) (4.23)
com </>(0) =  0 e o sistem a em m alha fechada com este controle é descrito pela equação
x =  f ( x )  + g{x)ip{x -  x°e) (4.24)
O parâm etro  desconhecido neste caso é o próprio ponto de operação 6 — x°e. O mecanismo 
de adaptação linear (4.22) é utilizado para este parâm etro. O sistem a em m alha fechada com
o controle dinâm ico é dado por
® =  f ( x ) + g(x)(p(x -  ê) 
6 = M ( x - ê )
(4.25)
(4.26)
com M  € &nxn.
Neste caso podemos analisar as propriedades locais de estabilidade do sistema acima. Sejam 
as m atrizes jacobianas
Jo  =  %,  Jc  = J o + g ^  (4.27)
calculadas no equilíbrio x°, ou seja, para z =  0. A m atriz Jo  será cham ada de jacobiana em 
malha aberta e Jc  de jacobiana de malha fechada estática, porque Jc  é a jacobiana de (4.24). 
Sejam A,-(-) o i-ésimo autovalor de um a m atriz e | • | o determ inante de um a matriz.
F a to  4 .2  A linearização de (4-25)-(4-26) em torno do equilíbrio [x°T x°T]T ■
X X
.  ê .
=  A ci-
ê
com






M i l  B \ ,
(4.31)
□
Para que o ponto de operação x° seja assintoticamente estável, A ci deve ser um a m atriz 
Hurwitz, o que impõe um a restrição na m atriz de adaptação M.
F a to  4 .3 Uma condição necessária para que a matriz A ci seja Hurwitz é que a paridade do 
número de autovalores instáveis de —M  deve ser igual àquela da jacobiana de malha aberta Jo-
O
P ro v a : Tomando o sinal dos dois membros da equação (4-31) tem-se:
sgn(\ A cl I) =  sgn(\ - M  || J0 |) (4.32)
Seja r o número de autovalores instáveis de Jo e s o número de autovalores instáveis da matriz 
—M , a ser determinado. Se todos os autovalores de A ci têm parte real negativa então (4-32) 
resulta em
( - 1 ) 2" =  ( _ i ) " - ( _ i ) « - r  ( 4 . 3 3 )
Desenvolvendo ambos os lados desta equação tem-se
1 =  ( _ i ) - » ( _ i ) - '  =  ( _ ! ) * + * ■  ( 4 . 3 4 )
o que implica que s +  r é par.
□
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satisfaz
2 n  n  n
n M * ) = n w n 4 ( - « )
~t=i j=i k=i
P ro v a : Usando as propriedades genéricas nf=i K{ P)  —\ P  \ VP £ e | A B  
e o complemento de SchurfllO, 36], obtém-se
1 ^ 1  =  \ J c \ \ - M  +  M J ? g ^ \
=  \ j c \ \ - M \ \ J c l \ \ J c - g ^ \
' =  I Jo  || —M  I
C o ro lá r io  4.1 Suponha que o número de autovalores instáveis de Jo é ímpar. Então para que 
a matriz  A c\ seja Hurwitz é necessário que —M  tenha também um número ímpar de autovalores 
instáveis.
O
O Corolário acim a dem onstra um a característica interessante do esquema de controle dinâmico. 
Se o mecanismo de adaptação (4.22) é visto como um subsistem a cujo estado é a estimativa 9 
e cuja en trada  é o estado x  do sistem a x:
0 — —M d  +  M x  (4.35)
então — M  é a m atriz dinâm ica deste sistem a. Sob as condições do Corolário acima esta matriz 
deve te r ao menos um  autovalor instável, e portanto este subsistem a seria necessariamente 
instável neste caso.
4.4.2 Adaptação lenta
Suponha agora, como é usual em controle adaptativo[83, 81] que a adaptação é lenta quanto 
com parada à dinâm ica do estado x  do sistema:
0 = eM. {x  -  0) (4.36)
onde 0 <  e <  <  1 é um  parâm etro  pequeno. 0  sistema em m alha fechada é então descrito por
x = f ( x )  +  g{x)<p(x -  0) (4.37)
0 = e M { x - 0 )  (4.38)
U m a análise por perturbações singulares pode então ser levada a cabo.
Em  term inologia padrão em perturbações singulares a equação algébrica
f ( x )  + g(x)(p(x — 0) =  0 (4.39)
é a  equação de çwasi-regime-permanente e sua solução é anotada x = h(0),  e o conjunto definido 
pela equação (4.39):
{(*,£) : f ( x ) +g(x)<f{x -  0) = 0} (4.40)
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é a variedade lenta do sistem a dinâmico (4.37)-(4.38). 0  sistema
x =~f (x)  + g(x)ip(x -  Ô) (4.41)
com 6 constante é o sistem a rápido e
ê = eM{h{0)  -  ê) (4.42)
é o sistema reduzido de (4.37)-(4.38) [51].
Se os equilíbrios destes dois subsistemas são ambos exponencialmente estáveis então a esta­
bilidade exponencial do equilíbrio correspondente no sistem a global para £ suficientemente pe­
queno decorre de um resultado conhecido em teoria de perturbações singulares[51] (ver Apêndice 
B). A estabilidade exponencial do sistem a rápido deve ser garantida pelo projeto da lei de con­
trole u =  tp(x — xl).  Nossa tarefa é determ inar um a m atriz de adaptação tal que, dada esta lei 
de controle, o equilíbrio do sistem a reduzido seja exponencialmente estável. Isto por sua vez 
garantirá a estabilidade do sistem a (4.37)-(4.38) para e suficientemente pequeno, ou seja, para 
adaptação suficientemente lenta. 0  Teorema abaixo fornece o resultado necessário para tanto.
T eo rem a  4.1 Suponha que
1. existe uma lei de controle u =  <p(x — x°) tal que x° é um equilíbrio exponencialmente 
estável do sistema (4 -2 4 );
2. Jc  e Jo são não singulares.
Sob estas condições, existem uma matriz M  € üft"xn e um escalar e* >  0 tais que, Ve € [0,£*); 
[x°T x lT]T é um equilíbrio exponencialmente estável do sistema (4-37)-(4-38).
O
P rova: A hipótese 1 implica que (4-4V  tem um equilíbrio exponencialmente estável, e esta 
estabilidade é uniforme no parâmetro 9 (ver Apêndice B). Por outro lado, a linearização do 
sistema reduzido (4 -4 2 ) em torno do equilíbrio 0° = x° é
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Tomando a derivada com relação a 6 em (4-39) e notando que <p(-) se anula neste equilíbrio 
obtém-se
dh d y . d h
J o —r +  g — f—r — 7 = 0  (4.44)dO d x l dO 1
dh
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Isolando na equação acima tem-se
Então
dh  j dip 
—- — I  =  J r  9 õ -----1de dx
= ~ J 5 l Jo (4.46)
e (4-43) pode ser escrita como
Ô = - e { M J c l J o ) ê (4.47)
Da hipótese 2 decorre que J q 1J o é não singular e portanto 3M  tal que —M . J q XJ o é Hurwitz: 
basta escolher arbitrariamente uma matriz Hurwitz (digamos H )  e fazer M  = —H ( J q 1J o )~1. 
Se uma tal matriz M  é escolhida como a matriz de adaptação, então a estabilidade exponencial 
do equilíbrio x°e de (4-41) é garantida. Uma vez que os dois subsistemas apresentam estabilidade 
exponencial, a estabilidade exponencial do equilíbrio do sistema composto (4-37)-(4-38) para e 
suficientemente pequeno segue ([51], Capítulo 1, Corolário 2.3).
□
A m atriz  de adaptação  M  é obtida a p a rtir de uma relação envolvendo a jacobiana de malha 
aberta , que é dada no problem a, e a jacobiana estática de m alha fechada, que é determinada 
pelo projeto  do controle <p(x — x°). Estas m atrizes nem sempre podem ser calculadas porque elas 
dependem  do equilíbrio, que é desconhecido. Entretanto, em certos casos é possível obtê-las, e 
em outros podem  ser usadas aproximações. Os exemplos apresentados ao final deste Capítulo 
ilustram  estes pontos. A inda assim, os resultados e comentários acim a não resolvem o problema 
do projeto  do controle no caso geral. Um m étodo de projeto é apresentado no Apêndice F.
O sistem a em m alha fechada (4.37)-(4.38) apresenta um com portam ento de duas escalas de 
tem po. O estado do sistem a original x é o estado rápido e a estim ativa 6 para o parâm etro é
o estado lento. Para uma condição inicial dentro da região de atração do ponto de operação o 
sistema inicialmente convergirá para a variedade lenta definida por (4.39) com 0 constante, e 
em seguida evoluirá lentam ente dentro desta variedade até alcançar o ponto de equilíbrio x°. 
Pode-se assumir que a condição inicial no estado lento é próxima ao ponto de operação, pois 
estas variáveis são as do controlador e portanto não estão diretam ente expostas a perturbações 
externas. Neste caso o desempenho do sistema do ponto de vista do estado rápido x  é muito 
semelhante àquele do sistema (4.5). Também estas questões ficarão mais claras com os exemplos 
apresentados ao final deste Capítulo.
4.4.3 Filtros de wash-out
Será demonstrado em seguida que os filtros de wash-out representam  um  caso particular do 
controlador adaptativo acima descrito. Seja em (4.38), M  = I.  Então
Ô = e ( x - 0 )  (4.48)
Definindo
x j  = x — 0 (4.49)
tem-se
x f  = x — 0 = x — e(x — 0) = x — ex j  (4.50)
Se s representa a variável complexa e o sobrescrito i indica a i-ésima componente de um vetor, 
então podemos escrever (4.50) no domínio da freqüência como
x'f(s) = -------x*(s) ; i = 1 , . . . ,  n (4.51)
S | £
Ou seja, o sinal x j  é obtido passando o estado x  por um filtro passa-altas com um a constante 
de tem po muito grande: um filtro de wash-out. Mas x j  é o argumento da lei de controle <£>(•) 
em (4.37). Logo o controle é obtido aplicando a lei de controle c^(-) sobre um a versão filtrada 
do estado x. O resultado abaixo é um Corolário do Teorema 4.1 e especifica sob que condições 
filtros de wash-out podem ser aplicados.
C o ro lá rio  4.2 Seja, em (4-38), M  = I , e e suficientemente pequeno. Então [x°T x ° ^ Y  é 
um equilíbrio exponencialmente estável de (4-37)-(4-38) se e somente se —J q XJ o é uma matriz 
Hurwitz.
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4.5  A d ap tação  no controle
Considere novam ente o sistem a (4.1) com o ponto de equilíbrio isolado x° e a lei de controle 
(4.9). A ssum a que a lei de controle tem  a forma
u =  <f>(x, 7(*e)) =  VÍX) ~  V>Úe)
E ntão  o sistem a em m alha fechada com este controle é descrito pela equação
x = f ( x )  +  g(x)((p(x) -  v(x°e))
(4.52)
(4.53)
0  parâm etro  desconhecido neste caso é o valor da função <p(-), assum ida contínua e derivável, 
para  o ponto  de operação x°.  O mecanismo de adaptação linear (4.22) é utilizado para este 
parâm etro . O sistem a em m alha fechada com o controle dinâmico é dado por
x  =  f ( x )  + g(x){<p{x) -  6) 
ê = M( <p ( x ) - ê )
(4.54)
(4.55)
com M  e  3?mxm.
Podem os analisar as propriedades locais de estabilidade do sistem a acim a de m aneira similar 
ao caso de adaptação no estado. Sejam as m atrizes jacobianas
Jo = U ,  J c  = Jo + g —dx (4.56)
calculadas no equilíbrio [ i f  ípT ( x ° ) Y • Novamente a m atriz Jo  será cham ada de jacobiana em 
malha aberta e Jc  de jacobiana de malha fechada estática, por ser a jacobiana de (4.53).




. ê . —  Aci • ê
A Jc - g1 : M  ¥dx - M
e satisfaz
n + m
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Prova: De maneira similar ao Fato 4-2, mas utilizando ainda | I + A B  | =  | I- \-B A  \[110, 36], 
obtém-se
= \ j c \ \ - M \ \ J c l \ \ J c - g ^ \
=  | Jo  II - M  | (4.60)
□
Novamente um a restrição à m atriz de adaptação M  é imposta.
Fato 4.5 Uma condição necessária para que a matriz A ci seja Hurwitz é que a paridade do 
número de autovalores instáveis de —M  deve ser igual àquela da jacobiana de malha aberta Jo-
O
Prova: Tomando o sinal dos dois membros da equação (4-30) tem-se:
sgn (| A d I) =  sgn(\ - M  \\ J0 |) (4.61)
Seja r o número de autovalores instáveis de Jo e s o número de autovalores instáveis da matriz 
—M , a ser determinado. Se todos os autovalores de A ci tem parte real negativa então (4-61) 
resulta em
( - i ) n+m =  ( - l ) " - r ( - l ) TO- s =  ( - l ) n+m( - l ) - r-* (4.62)
Simplijicando, tem-se
1 = ( - l ) - ( - i r  (4.63)
o que implica que s +  r é par.
□
4.5.1 Adaptação lenta
Suponha agora que a adaptação é lenta quando comparada à dinâm ica do estado x  do sistema:
9 = eM. (( f (x)  ~  9) (4.64)
onde 0 <  £ <<  1 é um  parâm etro pequeno. 0  sistema em m alha fechada fica então
* '  =  (4.65)
9 — e M( i p ( x ) — ê) (4.66)
Seja x = h(9) a solução da equação algébrica
f ( x )  + g(x){<p(x) -ê)  = 0 (4.67)
E ntão  o sistem a rápido é dado por
x -  f { x ) g ( x ) ( i f ( x )  -  6) (4.68)
com 9 constante e
6 =  eM(<p(h{9)) -  9) (4.69)
é o sistema reduzido de (4.65)-(4.66).
T e o re m a  4 .2  Suponha que
1. existe uma lei de controle u =  <p(x) — tal que x° é um equilíbrio exponencialmente 
estável do sistema (4-53);
2. a matriz J ^ 1g ( x ) — I  é não singular para x = x°e.
Sob estas condições, existem uma matriz M  G e um eScalar e* >  0 tais que, Ve € [0,e*),
[;x°T ^ T\x°e) Y  é um equilíbrio exponencialmente estável do sistema (4-65)-(4-66).
O
P ro v a :  A hipótese 1 implica que (4-68) tem um equilíbrio exponencialmente estável, e esta 
estabilidade é uniforme no parâmetro 9 (ver Apêndice B). Por outro lado, a linearização do 
sistema reduzido (4-69) em torno do equilíbrio 9° = >^{x°e) é
'è = M<a£ j r , ) è  ( 4 ' 7 0 )
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Tomando a derivada com relação a 6 em (4-67), e observando que, no equilíbrio, ip = ô, obtém-
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se
J o a4 + g l ^ a- Í - I ] =  0 (4.71)de dxde v '
Isolando na equação acima tem-se
OU
Então
e (4-70) pode ser escrita como
^  =  J c l9 (4.72)
dÔ
ê = - e M ( ^ J õ lg - I ) ê  (4.74)
Da hipótese 2, 3M  tal que —M ( ^ J c 1g — I)  é Hurwitz: basta escolher arbitrariamente uma
matriz Hurwitz (digamos H ) e fazer M  = —H ^ ^ J ç ^ g  — I ) - 1 . Se uma tal matriz M  é escolhida 
como a matriz de adaptação, então a estabilidade exponencial do equilíbrio x° de (4-74) é 
garantida. Uma vez que os dois subsistemas apresentam estabilidade exponencial, a estabilidade 
exponencial do equilíbrio do sistema composto (4-37)-(4-38) para e suficientemente pequeno 
segue ([51], Capítulo 7, Corolário 2.3).
□
4.5.2 Filtros de wash-out
Seja em (4.66), M  = I.  Então
Definindo
6 =  £(<f(x) -  6) (4.75)
Uf =  ip(x) — § (4.76)
tem-se
Se s representa a variável complexa e o sobrescrito i indica a i-ésima componente de um vetor, 
então podemos escrever (4.77) no domínio da freqüência como
u)(s)  = — $ ‘(s) ; Vi =  (4.78)
S £
onde $ (s )  é a transform ada do sinal <p(x(t)). Ou seja, o sinal uj  é obtido passando a função de 
controle <p(x) por um  filtro passa-altas com um a constante de tempo muito grande: um filtro 
de wash-out. O resultado abaixo é um Corolário do Teorema 4.2 e especifica sob que condições 
filtros de wash-out podem  ser aplicados.
C o ro lá r io  4 .3  Seja, em (4-66), M  = I ,  com e suficientemente pequeno. Então [x°? <pT(xl)]T 
é um equilíbrio exponencialmente estável de (4-65)-(4-66) se e somente se a matriz | ^  g(x) — 
I , calculada neste equilíbrio, é Hurwitz.
O
4.6 A d ap tação  no controle em  sistem as estáveis
4.6.1 Controle LgV
A ssum a que x° é um  ponto de equilíbrio assintoticam ente estável do sistem a em m alha aberta
(4.2). E ntão  existem  um a função de Liapunov V(:r) e um a vizinhança T> do equilíbrio {x° € 
T> C 3ín) tais que V( x )  satisfaz, para todo x € X>[100],
V (z). >  0 
V ( < )  =  0 
L , V( x )  < 0
onde
L , V ( x ) = ? ^ - f ( x ) (4.79)
é a derivada de Lie de V (x) ao longo do cam po vetorial f ( x ) .  Algumas condições de continuidade 
são assum idas para  a  função V(x):
1. V( x )  é contínua para  todo x  Ç T>.
2. £v(cx) D Cv{c2) <-► ci > c2 Vci : Cv{c\ )  C V .
onde Cv { c ) é o in terior da superfície de nível V (x) =  c.
Sob estas condições um a lei de controle u =  — k ( LgV( x ) ) T, k > 0 é denominada controle 
L gV  e V ( x )  é cham ada um a função de Liapunov para controle LgV  para o sistem a (4.1). O
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sistem a em malha fechada fica
i  = f ( x )  -  kg(x) (LgV{x) )T (4.80)
Controladores L gV  são úteis para aum entar o amortecimento ou a velocidade de con­
vergência ao equilíbrio de sistemas estáveis. Tais controladores apresentam  algumas propri­
edades bastante convenientes. Um a de tais propriedades é que controladores L gV  apresentam  
margem de ganho infinita[86], ou seja, o sistema em malha fechada é assintoticam ente estável 
para qualquer valor positivo do ganho k. O utra é que o ponto de operação é invariante sob um 
tal controle, pois
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e portanto o controle se anula para x =  x°.
Será demonstrada abaixo outra  propriedade im portante de controladores L gV\ eles sempre 
aum entam  a estim ativa da região de atração do ponto de operação que é obtida com a mesma 
função de Liapunov. Prim eiram ente é definida a notação adequada e são estabelecidos alguns 
fatos necessários no enunciado e na prova do teorema que estabelece esta propriedade.
Seja Mo o maior subconjunto conexo de T> contendo x° (x° 6 M0 C V )  ta l que, dentro deste 
conjunto, Lj V( x )  < 0. Então um a estim ativa da região de atração de x° é
710 = £ v {ã0) (4.82)
onde ã0 =  maxa : £ y (a )  Ç J\f0. Da mesma maneira, um a estim ativa da região de atração de 
x° em malha fechada é
n c =  Cv (ãc) (4.83)
onde ãc =  max„ : £ y (a )  Ç M c e ÁÍC é o maior subconjunto conexo de V  contendo x°e ta l que, 
dentro deste conjunto, L f V ( x )  — k( LgV( x) ) ( LgV( x) ) T < 0.
Seja d  a fronteira de um  conjunto. Os fatos abaixo decorrem diretam ente das definições 
acima e das hipóteses sobre a função de Liapunov.
Fato 4.6
L f V ( x )  = 0 Vx € dÁfo (4.84)
e
L f V{x)  -  k ( LgV{x) ) {LgV( x ) ) T = 0 Vx G dAíc (4.85)
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Fato 4.7
d h o  n  dMo í  0 (4.86)
e
d7 lc n  <9A/; ^  0 (4.87)
O
Fato 4 .8  Se J\íc D J\í0 D ÍZ0 então dÍZ0 D dM0 D  dil0 D  ÕAÍC.
O
T eorem a 4.3 Seja V ( x ) uma função de Liapunov para controle LgV  do sistema (4-l)> satis­
fazendo as condições de continuidade mencionadas, e considere o sistema em malha fechada 
(4-80). Então n c ^  n o. Se se assume ainda que LgV(x)  ^  0 Vx Ç djV0Ç\d1Z0, então 1ZC d 1 Z 0-
O
Prova: A derivada temporal Vc(x) da função de Liapunov V( x )  em malha fechada é
Vc{x) = L } V( x )  -  k ( LgV( x) ) ( LgV{x) ) T < L } V( x)  (4.88)
o que implica que J\íc D J\í0. Mas então Cv{ã0) C jVc e portanto Cv{ãc) D Cv{ã0), ou seja,
n c =? n 0.
Devido a Aíc D Af0 D  ÍZ0, temos que dlt0C\dJ\fc Ç dll0C\dJ\f0. Mas, por hipótese, LgV(x)  ^  
0 Va: (E dTÍ0 n  dAÍ0, o que implica Vc{x) <  0 V i G dito  D dj\f0, e portanto (do Fato 1) nenhum 
ponto x  €  dito  H dM 0 pertence a dÁÍc. Conclui-se então que d l i 0 fl ÕAÍC =  0, logo, do Fato 2, 
ÍZC ^  ií-o e portanto
Kc D Ko (4.89)
□
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4.6.2 Controle LgV dinâmico
Considere em (4.10) um  controle LgV  que pode ser escrito na forma
u = <f>{x,-f(x°e)) = —k(LgV( x) ) T = ifi(x) -  <p(x°e) (4.90)
para alguma função <£>(•) e seja
ip(x, 6) = M(ip(x) — Ô) (4.91)
com M  (E 3?mxm, M  = M T > 0. O parâm etro desconhecido é 9 = ^>(x°e).
O sistema em m alha fechada com este controle fica
x = f ( x )  +g{x)(<p(x) -  6) (4.92)
9 =  M((p(x) — 0) (4.93)
Será provado que este controle preserva a estabilidade e a margem de ganho infinita do 
controle LgV  original (4.90). O alargam ento da estim ativa da região de atração tam bém  será 
provado, mas este exige um a interpretação prévia, já  que o espaço de estados em m alha fechada 
não tem  a mesma dimensão do espaço de estados em m alha aberta.
Considere a representação do sistem a em malha fechada (4.92)-(4.93) nas variáveis de estado 





6 0  : A9  = 0} (4.94)
Seja l t c a região de atração do ponto de operação x°e do sistem a em m alha fechada (4.92)- 
(4.93). Então nós estamos interessados no tam anho do conjunto ÍZC fl X , ou seja, nas direções 
da região de atração associadas ao estado do sistema original.
T e o re m a  4 .4 Seja F (x ) uma função de Liapunov para controle LgV  do sistem,a (4-1) e u =  
<p(x) — <fi(x°) = —k(LgV( x ) ) T . Então [ j f  <^ T(x°)]T e um equilíbrio assintoticamente estável do 
sistema em malha fechada (4-92)-(4-93) e o controle tem margem de ganho infinita. Ademais, 
■Rcf \X  D 'R.q. Finalmente, se é assumido que LgV( x)  ^  0 Vx G 57t0ncW 0, então 7Ícn X  D “fio .
O
P ro v a :  Seja
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u = <p{x) - 9  = - k . ( L gV{x) )T +  0 - 0 (4.95)
Então
U(x , 9)  = V(x)  +  ^ ( 0  -  6 f M - \ 0  -  0)
Ü(x,Ô) = L f V( x )  + L gV ( x ) { i p { x ) - ê )  + ^ { d - 9 ) TM - 1( - M ( i p ( x ) - ê ) )  
=  L j V ( x )  -  ± ( v ( x )  -  9)T(<p(x) -  0) <  L/V(a:) <  0
(4.96)
(4.97)
estabelecendo a estabilidade assintótica de x°. Que este controle tem margem de ganho infinita 
está claro em (4-97), uma vez que U é negativa definida para todo k > 0.
Considere um ponto [xf 0 f]T G dC u(ã0), ou seja, U(xi , 6i )  =  a0; então
V (x ,) = ã0 -  - ^ ( 0  -  01)r M - 1(0 -  0a) <  ã0 (4.98)
e, devido às hipóteses de continuidade de V(x),  x\ G Cy{a0). Mas Cv ( a 0) Ç M0 e logo
G jCu{ã0) -> i i  G M0 (4.99)
Xi
h
(4-97) implica também Ü(x, 6)  <  0 V[xT, 9T]T : x G M0, de forma que x  G M0 —► [xT ÔT]T G 




9 G Mc (4.100)
Mas isto é o mesmo que
Mc 2  £ [/(ao) (4.101)
o que implica ãc > ã0, e portanto £ y ( ã c) D Cv{ã0). Mas Cu(ãc) fl X  =  £ y (ã c) e logo
Cu{ac) n  X  D Cv(a0) (4.102)
o que e o mesmo que
n c o x D n 0 (4.103)
Agora suponha que TZc C\X = % 0. Então, desde que Ü c = Cu(ãc), Í t 0 — Cv{ã0) e Cu(ãc) D 
X  =  £ y ( ã 0), tem-se ãc =  á0. Uma vez que £ u ( ã 0) é a região de atração em malha fechada,
dCu(ã0) D dÁÍc 7^  0. Está claro de (4-96) e (4-97) que dCu(ã0) fl dJ\fc C X , já  que se dCu(ã0) 
não intersecta dJ\fc com 6 = 6 então esta interseção tampouco ocorre para nenhum outro 6. 
Portanto dCu{ã0) H dK'c =  dCv{ã0) H djVQ- Devido a J\fc D J\f0, dCv{ã0) fl dM 0 ^  0. Então 
3x £ d£ v { ã 0) ’• Ü{x,6)  = 0. Mas uma vez que LgV( x)  ^  0 W e  dCv{ã0) fl dJ\í0, Ü(x, 6)  < 
0 \/x € dCv{ã0) n  dj\í0 e tem-se uma contradição. Conclui-se então que ÍZC fl X  =£ 7Z0, o que, 
juntamente com (4-103) resulta em
n c n X D n 0 (4 .104)
□
4.7 E xem plos
Dois exemplos serão apresentados a fim de ilustrar as idéias contidas na exposição acima. 0  
primeiro exemplo é um sistema de prim eira ordem cujo ponto de operação escolhido é instável 
em m alha aberta. 0  segundo exemplo é um  oscilador de Van der Poli em tem po reverso.
4.7.1 Sistema de primeira ordem
Considere um sistema não linear de prim eira ordem, linear na entrada:
x = f ( x )  +  u (4.105)
com f ( x° )  =  0, e o  controle linear
u = - k ( x - x ° e) (4.106)
O equilíbrio x° será exponencialmente estável em m alha fechada com este controle para qualquer 
ganho de realimentação k tal que
i df (x)
> dhT  |r=*? (4’107)
Considere agora a extensão dinâm ica deste controle
u = —k(x — 6) (4.108)
ê = a ( x - ê )  (4.109)
A linearização de (4.108)-(4.109) em torno do equilíbrio x° tem  a seguinte m atriz dinâmica
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A  d — á í M -  k kdx
a  — a
(4.110)
A m atriz  A ci é Hurwitz se e somente se as condições abaixo são satisfeitas.
df (x
a  + k - í M  > 0 (4.112)
dx
D a prim eira  desigualdade acima depreende-se que se o equilíbrio é instável em m alha aberta 
é necessário te r a  <  0. Isto representa a expressão do Corolário 4.1 no presente caso. A segunda 
das desigualdades m ostra que que neste caso o mínimo ganho de realim entação necessário para 
g aran tir que A ci seja um a m atriz Hurwitz é maior do que aquele necessário para estabilizar o 
equilíbrio com o controle estático (4.106).
Considere agora o caso particular em que f ( x )  = sin(;r) — 1/2, ou seja:
x  =  sin x — — +  u (4.113)
Suponha que o ponto de operação desejado seja x° =  7r / 6 . Este equilíbrio é instável em malha 
aberta . A realim entação linear u — —k(x — x°)  pode ser utilizada para estabilizar este equilíbrio, 
e qualquer k > \ /d /2  garantirá a estabilidade exponencial de x°.
A extensão dinâm ica do controle acim a é dada por (4.108)-(4.109). O equilíbrio do sis­
tem a em  m alha fechada com o controle dinâmico será exponencialmente estável desde que seja 
escolhido a  <  0 e k > \ /3 /2  — a . A Fig. 4.1 m ostra a resposta do sistem a com os dois con­
troladores (estático e dinâmico) para k =  2 e a  = —0.02. Uma das principais características 
do controle dinâm ico fica aparente neste gráfico: o estado converge com velocidade bastante 
próxim a daquela obtida com o controle estático (4.106) para o equilíbrio do sistema rápido, 
cuja coordenada x  é próxim a mas não igual à do ponto de operação x°. A partir daí o sistema 
passa a  convergir lentam ente para x°. Note que um filtro de wash-out neste caso representaria 
a  e s tru tu ra  (4.108)-(4.109) com a  >  0, e portanto  estabilidade em m alha fechada não seria 
obtida.
A Fig. 4.2 m ostra a fronteira da região de atração obtida com o controle dinâmico, com x 
no eixo horizontal e 6 no eixo vertical. O círculo representa o ponto de operação e os pontos 
m arcados com ”x” representam  os equilíbrios instáveis que estão na fronteira da região de 
atração  do equilíbrio estável, x ei =  0ei =  57r /6  e x e2 — 9e2 =  —7t / 6 . A linha pontilhada 
representa  a linha x  — 9. As linhas sólidas representam  as variedades estáveis de cada um dos
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< 0 (4.111)
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Figura 4.1: Resposta à condição inicial X q  =  [0 t t / 6] com o controle estático (linha pontilhada) 
para k = 2 e com o controle dinâmico (linha contínua) para k =  2 , a  =  —0 .02.
equilíbrios instáveis e formam portanto  a fronteira da região de atração. Note que a região da 
atração se estende muito além das coordenadas x  dos equilíbrios instáveis x e\ e x e2 .
4.7.2 O oscilador Van der Poli
Considere um a versão modificada do oscilador de Van der Poli em tem po reverso[52]:
x\  =  —(x2 + d)
x 2 — X] (1 x \ ) {x2 + d) + r + u
(4.114)
(4.115)
onde d e r  são sinais de perturbação constantes e u é um a entrada de controle. O sistem a em
\




Este equilíbrio é estável desde que | r |<  1, que será o único caso a ser considerado, como 
pode ser verificado pela função de Liapunov quadrática
V{x)  = (x -  x°e)TP (x  -  < ) ;  P 1.5 -0 .5  -0 .5  1 (4.117)
Esta função de Liapunov é aquela que fornece a melhor estim ativa para a região de atração 
do equilíbrio, ou seja, a estim ativa com m áximo volume, dentre todas as funções de Liapunov
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F igura 4.2: Fronteira da região de atração do ponto de equilíbrio (x  no eixo das abscissas e 6 
no eixo das ordenadas).
quadráticas quando r = d = 0 [24]. Seja o controle LaV  baseado nesta função de Liapunov
u =  - c L g V  =  c[0.5(xa +  r) -  (x2 + d)] (4.118)
com c > 0. Os parâm etros incertos nesta  lei de controle são r  e d. A extensão dinâmica para 
este controle é dada por
u =  kT( x - 6 ) (4.119)
9 = M ( x  — 0) (4.120)
' 0.5c ' *1 ê = ' ê i  ‘X  =— c x 2 ^2
com
k =
N este caso a  solução de çuasz-regime-permanente para o estado rápido, x 
ob tida  explicitam ente. Ela é dada pela relação linear abaixo
x = H9  -f w
(4.121) 
h(ê),  pode ser
(4.122)
onde
r o.5c — c —r—cd
H  = 1+0.5c 1+0.5c w = 1-0.5 c
0 0 —d (4.123)
0  sistema rápido é então
i i  — —x 2 — d (4.124)
x 2 — (1 +  0.5c)xi — cx2 — (1 — x \ ) ( x 2 + d) — O.õc^i +  +cd2 +  r (4.125)
e o sistema reduzido é
9 =  M {H  -  I )ê  + M w  (4.126)
Note que H  — I  é Hurwitz para todo c > 0. Então basta tom ar M  = a i ,  a  > 0, e [x°T x°T]T 
será um equilíbrio exponencialmente estável do sistem a em malha fechada.
Alguns resultados de simulação são apresentados para c = 2. A Fig. 4.3 m ostra a resposta 
do estado x \  para um a condição inicial em m alha aberta  (linha contínua), com o controle 
estático (4.118) (linha tracejada) e com o controle dinâmico (4.119)-(4.120) com a  =  0.025 
(linha pontilhada). O desempenho com ambos controladores é muito similar. O sistem a em 
malha fechada com o controlador dinâmico apresenta um  ciclo-limite similar àquele do sistem a 
em malha aberta, mas este ciclo-limite não é mais um a curva plana. A Fig. 4.4 m ostra o ciclo- 
limite para o sistem a em m alha aberta  e com o controle estático, e a projeção do ciclo-limite 
para o sistem a com o controle dinâmico sobre o plano Xi x x 2. A curva mais interna representa 
o sistema em m alha aberta, a mais externa o sistem a em m alha fechada com o controle estático 
(4.118), e a curva interm ediária representa o sistem a com o controle dinâmico (4.119)-(4.120) 
com a  =  1. Esta ú ltim a curva não representa exatam ente a interseção da região de atração 
com o plano x\  x x 2, um a vez que a fronteira da região de atração é a variedade estável deste 
ciclo-limite e este não coincide com a projeção do ciclo-limite sobre este plano. No entanto, 
simulações confirmam que a curva apresentada é um a boa aproximação para esta  interseção.
4.8 C onclusões
Neste Capítulo o problema de controle de sistemas com ponto de operação incerto foi form ali­
zado num contexto genérico. Uma estratégia de controle adaptativo foi então proposta. E sta 
baseia-se no princípio de equivalência do controle adaptativo: parte-se de um a lei de controle 
estabilizante que tem  o ponto de operação, ou um a função contínua dele, como parâm etro, 
e constrói-se um  estim ador para este parâm etro desconhecido, neste caso um  estim ador li­
near. Dois casos particulares de maior im portância são estudados em separado, casos estes que
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Figura 4.3: R esposta do sistem a em m alha aberta  (linha contínua) e com o controle estático 
(linha tracejada) à condição inicial x\  =  1, =  0 , e com o controle dinâmico à condição inicial 
x \  =  1, X2 =  0\ = 02 =  0 (linha pontilhada).
F igura 4.4: C iclo-lim ite do sistem a Van der Poli em m alha aberta (curva interna) e com o 
controle está tico  (curva externa), e projeção do ciclo-limite sobre o plano X\ x x 2 com o controle 
dinâm ico.
revelar-se-ão diretam ente aplicáveis a sistemas de potência nos Capítulos subseqüentes desta 
monografia. Propriedades locais no entorno do equilíbrio foram demonstradas para cada um 
destes casos. Como é natural e usual em implementações adaptativas, a adaptação é feita em 
um a escala de tem po mais lenta do que aquela na qual evolui o estado. Assim, propriedades 
adicionais são obtidas, e regras de projeto do mecanismo de adaptação foram derivadas a partir 
destas propriedades. O desempenho do sistem a com o controlador dinâmico proposto é similar 
ao que seria obtido caso fosse conhecido o ponto de operação e implementado o controle estático 
associado.
No caso particular em que o equilíbrio é assintoticam ente estável em m alha aberta  e o 
controle visa melhorar o desempenho dinâmico do sistema, obtém-se resultados mais fortes. 
Neste caso pode-se aplicar um controle LgV,  derivado da análise de Liapunov. Um a nova 
propriedade deste conhecidos controladores foi demonstrada: a estim ativa da região de atração 
obtida em m alha fechada é sempre maior do que aquela obtida em m alha aberta. Este é um 
resultado atípico na teoria de controle, no sentido de que o efeito do controle sobre o tam anho 
da região de atração poucas vezes foi alvo de estudos teóricos. Foi demonstrado ainda que o 
controle dinâmico derivado do controle LgV , denominado controle LgV  dinâmico, herda esta e 
outras propriedades convenientes do controle L gV.
Por fim, dois exemplos foram apresentados com finalidade didática. Além de ilustrar os 
conceitos apresentados, estes exemplos dem onstram  o comportamento em duas escalas de tem po 
do sistem a controlado, e a influência do controle sobre o tam anho da região de atração do ponto 
de operação. A aplicação dos conceitos desenvolvidos neste Capítulo a sistemas de potência 
será explorada em projetos de controladores nos Capítulos subseqüentes, especialm ente no que 
segue de imediato.
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Capítulo 5 
Controle N ão Linear para o S istem a  
M BI
5.1 Introdução
0  controle de sistemas de potência utilizando modelos não lineares para o projeto tem  sido 
objeto de bastante especulação científica recentemente. Um número significativo de trabalhos 
envolvendo aplicação de realimentação linearizante foram apresentados[106, 105, 19, 49, 68 , 69, 
61, 63, 4]. O controle por realimentação linearizante[44, 90, 31, 95, 56] visa a estabilidade global 
do sistema, mas problemas de robustez associados à complexidade da lei de controle resultante 
e ao excessivo esforço de controle são inerentes a esta estratégia de controle[95], um a vez que 
ela cancela todas as características naturais do sistema.
Por outro lado, o controle por realimentação linearizante sofre do desconhecimento do 
equilíbrio do sistema, havendo basicamente duas situações distintas: ou o controle utiliza a 
informação da posição do equilíbrio para estabilizá-lo ou o equilíbrio é deslocado pelo controle. 
Neste último caso perde-se regulação de tensão e um controle suplem entar seria necessário para 
recuperá-la. Com efeito, os trabalhos supracitados apresentam  o controle da m áquina não re­
gulada (sem RAT), e aqueles que dentre estes se preocupam com o problema da regulação de 
tensão propõem um a estru tu ra  de controle em que a regulação de tensão deveria ser providen­
ciada por um  controle adicional[106, 19, 49].
Neste Capítulo apresentamos um controle de excitação não linear que não envolve linea­
rização por realimentação. Pelo contrário, o controle proposto ” respeita” o sistem a, ao invés 
de cancelar todas as suas não linearidades, e a expressão analítica obtida para o controle é 
muito mais simples. A lei de controle proposta é um controle LgV  para a m áquina síncrona
não regulada. U tilizando a extensão dinâm ica deste controle, o mesmo pode ser implementado 
sem o conhecim ento do equilíbrio, e sem que este seja deslocado pelo controle. Naturalm ente, 
todas as propriedades m encionadas e dem onstradas para o controle L gV  dinâmico no Capítulo 
4 são obtidas para  o sistem a MBI com este controle. Análise de estabilidade e resultados de 
sim ulação são apresentados[12].
0  p ro jeto  pode ser estendido para m áquinas equipadas com regulador de tensão com relativa 
facilidade. O controlador é modificado de forma que o sistem a com RAT apresente desempenho 
dinâm ico sim ilar ao sistem a controlado sem RAT. Desta forma obtém-se a regulação de tensão 
ao mesm o tem po em que o desempenho dinâmico é melhorado. Não se propõe portanto uma 
e s tru tu ra  de controle diferente da atual, mas um  controle adicional de excitação mais ambicioso 
do que o ESP clássico, pois volta-se diretam ente ao modelo não linear do sistema. Este controle 
é não linear, p ro jetado  a partir de análise de Liapunov utilizando os conceitos apresentados no 
Capítulo 4.
5.2 O con trolador LgV
A função de Liapunov previam ente utilizada para provar a estabilidade no sistema MBI será 
u tilizada como um a função de Liapunov para controle L gV. 0  objetivo inicial do controle é 
aum entar o am ortecim ento do sistema. Uma vez que o controlador L gV  aum enta a estimativa 
da região de a tração  do equilíbrio estável, um aumento no tem po crítico pode tam bém  ser 
almejado.
0  sistem a é descrito pelo modelo apresentado no Capítulo 3:
xi = x 2 (5.1)
x 2 =  —b\x3 sin x i — D x 2 +  P  (5.2)
x 3 =  b3 cos x\  — &4X3 + E  + u (5.3)
e a função de Liapunov é dada por
1 b b 
V( X1, X2 ,X3) = - x \ +  bxx 3(cosx le -  cos^ i) -  P ( x i -  x le) +  -r-7- ( z 3 -  x 3e)2 (5.4)
„ L  L  O3
A derivada tem poral de V( x)  ao longo das trajetórias do sistem a em malha fechada é 
V( x )  = L f V( x )  + LgV{x)u
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=  - T - { [ v ( x ) -  v i K ) } 2 + [<p(x) -  v(x°e)\ u ) -  D x 2 (5.5)03
onde
ip(x) =  ò3 cos a,-i — Ò4X3 (5-6)
Seja agora um controle LgV  estático para o sistem a (5.1)-(5.3)
u = - k L g V  = k[tp(x) -  v?(^e)] ; ^ >  0 (5.7)
Então
V ( x ) = - ( k  + l ) ^ - [ i f ( x ) - i f {x°e)}2 -  Dx l  (5.8)
03
e o amortecimento do sistem a é aumentado, já  que a derivada da função de Liapunov foi 
aum entada em módulo[17] (ver Apêndice A).
Conforme dem onstrado no Capítulo 4, o controle L gV,  além de m anter a estabilidade as- , 
sintótica e melhorar o amortecimento do sistema, garante margem de ganho infinita para o 
ganho k. Foi tam bém  provado que a estim ativa da região de atração obtida para o sistem a 
em malha fechada com um tal controle contém a estim ativa obtida com a mesma função de 
Liapunov para o sistem a em m alha aberta.
Considere como sistem a teste o mesmo sistema MBI do Capítulo 2, na m esm a condição 
de operação. Os parâm etros de modelo são dados no Apêndice D. Considere ainda a m esm a 
falta considerada nas simulações apresentadas no Capítulo 21. As Figs. 5.1 e 5.2 m ostram  a 
resposta deste sistem a nesta condição de operação com o controle (5.7) com k =  1 para  um  
curto-circuito com t ci =  70ms.  A trajetória  do sistem a apresentada na Fig. 5.2 representa um  
tempo de simulação superior aos 20 s da Fig. 5.1.
Conforme previsto pela análise, as oscilações eletromecânicas apresentam am ortecim ento 
bem superior ao de m alha aberta  (compare com a Fig. 2.4). No entanto, o sistem a diverge 
monotonicamente após as oscilações terem  sido amortecidas. Se definimos o tem po crítico como 
sugerido no Capítulo 2 , ou seja, como o tempo máximo que a perturbação pode ser suportada 
sem provocar perda de estabilidade, e não pela definição usual de perda de estabilidade no 
primeiro ciclo, então podemos dizer que o tem po crítico com o controle foi reduzido para  menos 
de 270 má, comparado com os 90 ms  do sistema sem controle.
curto-circuito no terminal do gerador com impedância X cc — -Xj/10, com a tensão de campo sendo 
levada ao seu valor máximo durante a falta.
20  tempo crítico é 69 ms.
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Figura 5.1: Ângulo de carga e tensão interna com o controle L gV  estático; k =  1, t ci =  70 ms.
Figura 5.2: T raje tó ria  do sistem a no espaço de estados com o controle LgV  estático; k — 1, 
t ci =  70 ms.
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Figura 5.3: Trajetória na fronteira da região de atração do equilíbrio estável com o controle 
LgV  estático.
Esta redução na margem de segurança do sistema deve-se a um a pequena redução da região 
de atração do equilíbrio. A Fig. 5.3 m ostra a fronteira da nova região de atração em m alha 
fechada. Isto parece estar em contradição com o Teorema 4.3. No entanto aquele teorem a afirma 
apenas que a estimativa para a região de atração jamais é reduzida pelo controle LgV.  Este 
resultado nos perm ite alm ejar que ocorra o mesmo com a região da atração real, desde que se 
tenha um a boa estimativa. No nosso caso, a estim ativa da região de atração é o próprio domínio 
de positividade da função de Liapunov, a região V  (ver Capítulo 2). Logo, a estim ativa da região 
de atração não pode ser alargada por nenhum controle, e apenas a parte do Teorema 4.3 que 
afirma que esta não é reduzida é aplicável. Por outro lado, a estim ativa obtida com esta função 
de Liapunov é bastante conservativa se o sistema tem  amortecimento natural considerável[111], 
como é o caso do sistema exemplo aqui apresentado.
Esta redução na margem de estabilidade, reduzindo a severidade da m áxim a perturbação 
suportável pelo sistema em regime transitório, é claramente indesejável e seria um preço alto 
demais a ser pago pelo aum ento obtido no amortecimento do sistema. Na próxim a Seção 
veremos que a extensão dinâm ica do controle acima proporciona o mesmo amortecim ento sem 
apresentar este problema.
5.3 O controlador d inâm ico
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O controlador L gV  estático apresentado acim a não é implementável devido à necessidade de 
conhecim ento do equilíbrio. Ademais, se implementado, poderia piorar a margem de estabili­
dade do sistem a, conforme visto no exemplo apresentado. A extensão dinâm ica deste controle, 
denom inada controle L gV  dinâmico, é dada por
<pe = a(ip(x) -  <pe) (5.9)
com a  > 0, e a equação de saída
u = k(<p(x) -  fie) (5.10)
Tom ando a derivada do controle
, rdu?(x) , , , „ ,, , rdtp(x) u , 
u = k[— ^ — -  a((p(x) -  <pe)} = k [ ~ ------a - }  (5.11)
ou, no domínio da freqüência
u(s)  = k —-j—  $ (s ) (5.12)
onde s é  a variável com plexa e $(.s) é a transform ada s do sinal <p(x(t)) .  O controle é a saída 
de um  filtro passa-altas cuja en trada  é o sinal <p(x). Note porém que este não é um filtro de 
wash-out, pois a constante de tem po do filtro não está restrita  a um a escala de tempo diferente 
daquela do estado do sistema.







Xi = x 2
&2 = —b\ sin XiX3 — D x 2 +  P
x 3 =  b3 cos x i — b4x 3 + E  +  k[tp(x) -  <pe]
V?e =  a(<p(x) -  (fie)
com a  >  0 e k >  0.
Seja a função candidata  de Liapunov
K1( * , ^ )  =  V'(x) +  - i - ( , > « ) - & ) 2
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Figura 5.4: Trajetória do sistem a em m alha fechada com o controle LgV  dinâmico; k = 1, 
a  = 1, t ci =  108 ms.
Então, um a vez que u =  k[(p(x) — tpe] =  — k.LgV(x)  +  y>[x°e) — <£e,
V i(x ,^ e) =  £/V(aO -  -< ^ e]2 <  2//V(x) (5.18)
e o equilíbrio x° é assintoticam ente estável. Além disto, conforme o Teorema 4.4, o controle 
dinâmico acima apresenta as mesmas propriedades de margem de ganho infinita e alargamento 
da estimativa da região de atração do equilíbrio do controlador LgV  estático (5.7).
As Figs. 5.4-5.6 m ostram  a resposta do sistema (5.13)-(5.16), com os mesmos parâm etros 
da Seção anterior, a um curto-circuito com t ci — 108 m s  para um ganho k =  1 e um a constante 
de adaptação a  =  1.
O sistema retorna ao ponto de equilíbrio estável após esta perturbação. Pode ser verificado 
que este valor de tem po de eliminação do curto-circuito é exatam ente o valor crítico para 
o sistema com este controle. Portanto um  aumento de 20% no tem po crítico é obtido e o 
amortecimento é sensivelmente aum entado com relação ao sistema sem controle. O aum ento 
do tempo crítico é devido a um  sensível alargamento da região de atração do equilíbrio, como 
pode ser visto na Fig. 5.7. Agora a região de atração real3 é aum entada sensivelmente pelo 
controle. A fim de obter um a melhor comparação visual das duas regiões de atração (em m alha 
aberta e com o controle LgV  dinâmico), as Figs. 5.8 e 5.9 apresentam  a projeção das mesmas
30 u  sua interseção com o subespaço X.
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Figura 5.5: Ângulo de carga e tensão in terna em malha fechada com o controle LgV  dinâmico; 
k  =  1, q  =  1, t ci = 108 m s.
Figura 5.6: Saída do controlador L gV  dinâmico; k  =  1, a  =  1, i c/ =  108 ms.
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Figura 5.7: Trajetória sobre a fronteira da região de atração do equilíbrio com o controle L gV  
dinâmico.
sobre o plano x x 3.
5.4 S istem as com  regulador de tensão
Para condições de baixo carregamento o sistem a MBI sem RAT apresenta um equilíbrio as- 
sintoticam ente estável e outro instável, e o sistem a só perde estabilidade para condições de 
alta carga através de um a bifurcação nó-sela, após a qual o sistem a não apresenta equilíbrio 
algum. 0  regulador autom ático de tensão perm ite a operação do sistema em condições de 
carga mais exigentes, criando um ponto de equilíbrio para um a condição de carga para  a qual 
este não existia. Por outro lado, o regulador de tensão tam bém  substitui a bifurcação nó-sela 
por um a bifurcação de Hopf. Para altos valores de ganho do regulador de tensão, típicos na 
operação de sistemas de potência, o sistema m uitas vezes está além desta bifurcação no espaço 
paramétrico. 0  ponto de equilíbrio criado pelo RAT é então instável, e sua instabilidade é de 
natureza oscilatória, visto que nasce de um a bifurcação de Hopf[103].
Portanto, a influência do RAT na estabilidade do sistem a pode ser dividida em três aspectos. 
Primeiro, a presença do RAT leva a tensão de campo do gerador ao máximo durante um a falta, 
reduzindo a. distância percorrida pelo sistema no espaço de estados durante a mesma. Este 
efeito altam ente benéfico diz respeito exclusivamente ao com portam ento do sistem a durante
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í d / s )
Figura 5.8: Projeção da tra je tó ria  sobre a fronteira da região de atração em malha aberta sobre 
o plano X\ x x 3.
í d / s )
Figura 5.9: Projeção da tra je tó ria  sobre a fronteira da região de atração com o controle LgV  
dinâm ico sobre o plano x \  x x3.
a falta e é entendido no nosso contexto como o fornecimento de um a condição inicial mais 
adequada (mais próxima do ponto de operação) ao sistema pós-falta. Por outro lado, o RAT 
modifica a estru tu ra  de regime perm anente do sistema, criando um equilíbrio onde antes não 
existia. Finalm ente, ao ser aum entado o ganho do RAT para obter boa regulação de tensão, 
o equilíbrio criado passa por um a bifurcação de Hopf e torna-se instável. Ao controle de 
excitação, que já  leva a efeito com o RAT a tarefa de regulação de tensão, fornece um  ponto de 
equilíbrio ao sistem a e um a condição inicial mais próxima a este equilíbrio, resta ainda a tarefa 
de estabilizar este equilíbrio. Esta tarefa deverá ser efetuada por um controle adicional, como 
faz o ESP convencional.
5.4.1 O exemplo
0  mesmo sistem a acima apresentado, quando em outra condição de operação, ilustra  o compor­
tam ento típico de um  sistema MBI e as idéias acima sobre a influência do RAT. Os parâm etros b 
do modelo (5.1)-(5.3) são os mesmos, já  que independem da condição de operação. A potência 
ativa fornecida pelo gerador é a mesm a considerada anteriormente, sendo a lterada apenas a 
relação de potências reativas. Assim sendo, a potência mecânica fornecida ao gerador não se 
altera, mas apenas a tensão de campo.
C om portam ento sem  regulação
De acordo com o exposto acima, a única diferença no modelo é a constante E , cujo valor neste 
ponto de operação é E  = 0,3630. A região de atração do ponto de operação x° é delim itada 
pela variedade estável do equilíbrio instável x\. A Fig. 5.10 m ostra a resposta do sistem a a um 
curto-circuito sólido, eliminado após t ci = 100 m s , nos terminais do gerador.
C om portam ento com  regulação
Seja um  RAT estático
E f  = I<a(Vr -  V í(x!,x3) +  VP) (5.19)
A região de atração do equilíbrio estável é agora delim itada pela variedade estável de um 
ciclo-limite instável[103].
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Figura 5.10: Ângulo de carga e tensão in terna do sistema MBI típico sem RAT em resposta a 
um  curto-circuito  sólido com tci =  100 m s.
Considere inicialm ente um valor m oderado para o ganho do RAT, K a =  5. A Fig. 5.11 
m ostra  a resposta do sistem a nesta  condição a um  curto-circuito sólido, eliminado após t ci = 
100 m s, nos term inais do gerador. A um entando o ganho do regulador de tensão, o que é 
neccessário para  obter boas características de regulação, um a bifurcação de Hopf é provocada, 
e o ponto  de operação passa a ser instável. O comportamento do sistem a com um ganho 
K a =  50 é apresentado na Fig. 5.12.
O controlador L gV  e sua extensão dinâm ica apresentados anteriorm ente foram projetados 
p a ra  m elhorar a estabilidade de um a m áquina síncrona não regulada. Este resultado pode 
ser estendido p ara  o caso de m áquinas equipadas com reguladores de tensão. O controlador 
apresentado acim a pode ser modificado de ta l forma que garanta para o sistem a com regulador 
de tensão um  desem penho bastante sem elhante àquele obtido no caso da m áquina não regulada. 
Isto é feito cancelando o efeito dinâm ico do RAT e m antendo o seu efeito em regime permanente. 
E sta  idéia é d ire tam ente  im plem entável no caso de um  RAT estático, mas exige um  passo de 
p ro je to  em  cascata (ver Apêndice C) no caso de um RAT dinâmico.
5.4.2 R egulador de tensão estático
O sistem a M BI com um a m áquina equipada com RAT estático é descrito pelo modelo (5.1)-
(5.3) acrescido de um  term o na equação relativa a x$. A derivada da função de Liapunov (5.4)
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Figura 5.11: Angulo de carga e tensão interna do sistem a MBI típico com RAT (K a =  5) em 
resposta a um curto-circuito sólido com t ci =  100 ms.
Figura 5.12: Angulo de carga e tensão interna do sistem a MBI típico com RAT (K a = 50) em 
resposta a um curto-circuito sólido com t c\ =  100 ms.
neste caso é
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Seja agora
V( x )  =  ~^[<p(x)  -  +  Ka{Vr - V t + «)] (5.20)
03
u =  - ( y f - y te) +  ^  (5.21)
a
onde Vte é o valor de equilíbrio da tensão term inal Vt , Então
V( x )  = - ^- [<p(x) -<p(x0e)][ip(x) + K a(VT - V te) + v]
03
=  — — ^(^e)]2 +  [^(^) — V^(^e)]^} (5-22)
03
um a vez que K a(Vr — Vte) =  —íp(x°). B asta então fazer o controle
v = k[(f(x) — (p(x°)\ (5.23)
como no caso sem RAT, para obter a m esm a expressão para a derivada da função de Liapu­
nov. O controle então é dado por (5.21)-(5.23). A função de Liapunov é a mesma utilizada 
anteriorm ente e, com este controle, a sua derivada é igual àquela obtida para a m áquina não 
regulada com o controle L gV  (5.7). Portanto  o com portam ento do sistema em m alha fechada 
é o mesm o, sendo que a característica estática do regulador de tensão determ ina o valor de E.
N ote que o controle (5.21) não interfere na regulação de tensão. Esta característica é obtida 
graças à  utilização na lei de controle do valor de regime perm anente Vte da tensão terminal, 
valor este que não está  disponível: um a vez mais tem-se um  equilíbrio desconhecido cuja posição 
gostaríam os de u tilizar na  lei de controle. Um a extensão dinâm ica pode ser obtida para este 
controle, chegando ao controlador dinâmico descrito por:
u = k[tf(x) — <?i] +  Vt — ê2 (5.24)
'^ 1  =  Oii[p(x) -  êi) (5.25)
92 =  c*2[K — ^2] (5.26)
ou, no dom ínio da freqüência,
u( s ) =  k — -— $( s )  -|-------— V(s)  (5.27)S +  C t \  S  +  0(2
onde $ (á )  e V (s) representam  as transform adas dos sinais <p(x) e Vt respectivamente.
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Figura 5.13: Diagrama de blocos do controlador.
O term o extra na lei de controle cancela o efeito dinâmico da realimentação de tensão 
terminal, m antendo seu efeito em regime perm anente. Este cancelamento garante a estabilidade 
no sistema dinâmico, mas é prejudicial ao com portam ento do sistema durante um a falta. Com 
efeito, a atuação do regulador de tensão durante a falta, levando a tensão de cam po a seu 
valor máximo e reduzindo assim a extensão da tra je tó ria  do sistema neste período, contribui 
sensivelmente para a estabilidade em regime transitório. A fim de que a realimentação de tensão 
não seja cancelada durante a falta, basta  incluir um a lim itação na entrada de controle (5.27). 
Os usuais limites da ordem de 0,1 pu para ESP’s são adequados. O controlador proposto é, 
finalmente, descrito pelo diagrama de blocos da Fig. 5.13.
Este controle suplem entar de excitação é aplicado ao sistem a MBI de teste. Os parâm etros 
deste controlador são ajustados empiricamente para este caso como a.\ =  a 2 =  0,1  s -1 e k  =  2 . 
As Figs. 5.14-5.15 m ostram  a resposta do sistem a a um curto-circuito com t c\-= 100 m s.
5.4.3 Regulador de tensão dinâmico
A extensão do projeto para o caso de um RAT dinâmico pode ser feita por meio de projeto  em 
cascata utilizando funções de Liapunov para controle[56]. Para tanto, defina-se a variável
X4 — E j  E j e (5.28)
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t e m p o  ( s )
Figura 5.14: Ângulo de carga e tensão in terna do sistem a MBI típico com ESP não linear (5.27) 
(q j =  oí2 =  0,1 5_1 e k  =  2); tci =  lOOms.
t i m e  ( s )
Figura 5.15: Saída do ESP não linear do sistem a MBI típico; t ci = 100m,s.
onde E f e é o valor de equilíbrio da tensão de campo E j ,  valor este dado por
Efe = ' ^ ( V r  ~  14«)
a
5.4. SISTEM AS COM R E G U L A D O R  DE TE NSÃO
Então tem-se
E  + u = E } 
-ío
de tal forma que a nova variável 14 é o controle utilizado para o sistema (5.1)-(5.3) 
"pseudocontrole” para o projeto. A nova equação de estado é
Í4 -  7jr[~x 4 + Ka(Vt -  Vte + )^]
a







e, por conveniência de notação, a função
(j)(x) = (p(x) -  y{x°)
Tomando a função de Liapunov
Vb(x) = V  +  ~{x4 +  k<f>(x))2
onde <j)(x) = tp(x) — <p{xl), tem-se
Vb =  -4>2 + x 4(j>+(x4 +k(j>(x))(x4 + k ^ )  =
1 d(f>,
-<f> + (x4 + k<f>- k<j>)<f) + {x4 + k(t>(x))( —  [ - x 4 +  I<a(Vt -  Vte +  u)] +  k — )
dt
1 d<f>,
=  - ( k  + 1 )<j>2 +  (x4 +  H )  +  {-[<j> - x 4 + K a(Vt -  Vte + v )] +  k - ^ }
Tomando
v =  V te ~  V t  +  -^r-[kTab3x.2 sinxx +  (kTab4 + kb4 -  k -  Ta)<£\
e usando













V b  —  ~ ~ { k  +  l)*^ 2 — (1 — t > 4 ) ( X 4  +  k ( f ) ) 2
Como usual nesta  m etodologia de projeto, a derivada da função de Liapunov consiste de 
um a som a de duas parcelas: a  prim eira parcela é igual à derivada da função de Liapunov 
obtida sem a inclusão do RAT e a segunda parcela é um term o quadrático da diferença entre 
o pseudocontrole e o valor desejado para o mesmo segundo o projeto para o sistema sem RAT. 
Assim sendo, novam ente o com portam ento do sistema em m alha fechada deve ser similar àquele 
obtido para  o sistem a em m alha fechada sem RAT com o controle LgV .
5.5 C on clu sões
Um controle de excitação para m áquinas síncronas que melhora as propriedades de estabilidade 
do sistem a M BI foi apresentado neste Capítulo. O controle se vale da função de Liapunov 
u tilizada para  a análise da estabilidade do sistema sem regulação de tensão para obter um 
controle que aum enta  o am ortecim ento do sistema; um controlador L g V  é utilizado. Aplicando 
o esquem a de adaptação da Seção 4.6.2 para o seguimento do ponto de equilíbrio, um controlador 
dinâm ico é obtido. O am ortecim ento obtido com este controlador dinâmico é similar àquele 
obtido com o controle L gV  estático. Ambos controladores, conforme demonstrado no Capítulo
4, aum entam  a estim ativa  da região de atração do equilíbrio. No entanto no caso apresentado 
apenas o controlador dinâm ico efetivam ente aum enta a região de atração real. Um aumento 
de 20% no tem po crítico de eliminação de curto-circuito foi obtido com relação ao sistema sem 
controle para o sistem a teste.
O regulador de tensão estático pode ser considerado no projeto eliminando sua ação em 
regime dinâm ico por meio de um  term o extra na lei de controle. A regulação de tensão é m antida 
e o com portam ento  dinâm ico do sistem a é sim ilar àquele obtido no sistema sem regulador de 
tensão. D esta form a as contribuições benéficas do RAT para a estabilidade do sistema são 
m antidas, bem  como a regulação de tensão, e o equilíbrio é tornado estável pelo controle 
adicional. A extensão dinâm ica deste controle foi apresentada, e simulações em um sistema 
teste  m ostram  a estabilização do sistem a por este controlador dinâmico não linear. O RAT 
dinâmico, onde se considera a constante de tem po do atuador, pode ser incluído no projeto por 
um  pro jeto  em cascata utilizando funções de Liapunov para controle.
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Capítulo 6
Coordenação e R obustez para o 
Sistem a G lobal
6.1 Introdução
Sistemas de potência devem operar em diversas condições distintas, devido às variações nor­
mais de carga, padrões distintos de geração, mudanças topológicas na rede e outros fatores. 
Para cada um a destas condições de operação a linearização do sistema fornece um modelo com 
parâmetros distintos e o esquem a de controle deve garantir a estabilidade de m alha fechada para 
cada um destes modelos. Em  outras palavras, o controle deve apresentar robustez às variações 
paramétricas do sistema. Por outro lado, o esquema de controle é composto de diversos contro­
ladores dispersos pelo sistem a, cada um atuando sobre um a m áquina ou dispositivo eletrônico. 
Cada um destes controladores está restrito, por razões práticas, a utilizar informações locais do 
elemento que ele equipa, e no entanto a sua atuação se faz sentir por todo o sistema. P ara  que 
a atuação dos diversos controladores seja efetiva, o seu projeto deve ser levado a efeito a um só 
tempo, levando em conta a interação entre eles. É im portante que se faça o projeto efetuando 
uma coordenação dos diversos controladores.
Tanto a robustez quanto a coordenação têm  sido considerados em aplicações a sistemas de 
potência. 0  projeto coordenado de ESP’s e sinais adicionais para FACTS utilizando controle 
subótimo com restrições estru turais tem  sido explorado recentemente[32, 88, 89]. Por outro 
lado, diversos trabalhos têm  proposto a aplicação de métodos de controle robusto ao projeto 
destes controladores, porém  sem considerar a coordenação entre eles. A maioria destes trabalhos 
utiliza a modelagem freqüencial para o sistema[93, 14, 94, 50, 80, 1, 73, 105], e poucos trabalhos 
exploram a modelagem no domínio do tempo, como proposto nesta monografia[82, 28].
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Em sistem as de potência ambos aspectos, robustez e coordenação, são relevantes, e por isto 
um  m étodo de pro jeto  que contem ple a ambos deve ser buscado[9, 67]. A modelagem temporal 
facilita a m odelagem  de incertezas param étricas e ainda perm ite a formulação do problema 
de controle descentralizado de m aneira simples. Por esta razão adota-se nesta monografia 
um a modelagem no dom ínio do tem po para o sistema. Os diversos controladores no sistema 
são vistos como um  único controlador com estru tu ra  descentralizada, e este controlador deve 
garantir a estabilidade do sistem a em diversas condições de operação pré-determinadas. A 
robustez do controle é form ulada no contexto de estabilidade quadrática, e o problema de 
projeto  é abordado por meio da equação de Riccati. Um resultado teórico original envolvendo 
equações de Riccati m odificadas é apresentado[29]. Com base neste resultado um procedimento 
num érico de projeto  é proposto. A aplicação deste m étodo de projeto ao projeto de ESP’s e 
sinais adicionais para  FACTS em um  sistem a teste é apresentada[87]. Finalmente, um método 
sim ilar de projeto, m as abordando o problem a por meio de desigualdades matriciais lineares, é 
apresentado e as vantagens e desvantagens de cada um  dos métodos são discutidas.
6.2 F orm ulação do prob lem a
O modelo linearizado para  o sistem a global, que descreve as trocas de energia entre as diversas 
àreas de um  sistem a de potência, foi derivado no Capítulo 3. Este modelo é dado por1
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*Se apenas RAT’s estáticos são considerados.



















onde os ò,’s são vetores coluna que representam  os vetores de entrada de cada um dos dispositivos 
de controle (RAT’s, CSC’s e C ER ’s) e foi definido ncont =  np +  n c +  n s como o número de 
controladores. Esta modelagem foi detalhada no Capítulo 3.
O projeto dos ESP’s e dos controles suplementares para os dispositivos FACTS é abordado 
como o projeto de um único controlador por realimentação de estados para o sistem a global 
(6.1):
u = K x  (6.6)
Se este controlador global está restrito a realim entar variáveis de um a m áquina apenas para a 
entrada desta mesma m áquina, então o ganho K  deve ter um a estru tu ra  bloco-diagonal como 
abaixo.
K  =








Os ki’s são vetores linha, com ki G 9£3 para RAT’s, ki G 3í2 para CSC’s e ki G 9R1 para C ER ’s. 
Logo
K  G 9fe"“ »»XB (6.8)
onde n é a ordem do sistem a dinâmico (6.1). Cada bloco na m atriz de realim entação K  
representa um controlador local (um  ESP ou um sinal adicional para FACTS) e os diferentes 
controladores no sistema são vistos como um único controlador com estru tu ra  descentralizada
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para  fins de projeto. Restrições estru turais genéricas, incluindo a restrição de descentralização 
(6.7), podem  ser representadas sob a forma[35, 76, 32]
F ( K )  = 0 (6.9)
U m a e stru tu ra  de realim entação dinâm ica de saída tam bém  pode ser obtida por meio da 
inclusão de um a restrição estru tural. Se o sistem a tem  como equação dinâm ica a equação (6.1) 
e como equação de saída
y = C x  (6.10)
com C  G 3£sxn e p ( C) =  s, e o ganho K  satisfaz à restrição estru tural
F ( K  ) =  K ( I  -  C ‘ i C C Tr ' C j  =  0 (6.11)
então o controle (6 .6 ) pode ser escrito como
u = K x  =  GCx  =  Gy (6.12)
onde G = K C T{C C T) - \
Finalm ente , se o ganho satisfaz à restrição
h C j ( C i C j ) ~ l Cx 
k 2  C [ ( C 2 C [ ) ~ 1 C 2  
k n Co n t  C n c o n t  ( C - n c o n t  C l o n t ) 1 C .
=  0 (6.13)
onde
Vi — C {X , % — 1 , . . . ,  f i cont (6.14)
são as saídas locais a cada controlador, então um a estru tura de realim entação descentralizada 
de saídas é obtida.
E stá  claro da definição da m atriz  dinâm ica no modelo de projeto (6.1) que os valores de seus 
elem entos dependem  do ponto de operação do sistema, refletindo a variação das características 
dinâm icas do sistem a à m edida que as condições de operação m udam . M udanças na topologia 
e na carga do sistem a são refletidas em variações nos valores dos elementos das submatrizes J \ , 
J 2, J$ e J 4, o que pode fazer com que os valores dos elementos da m atriz A  variem em uma 
larga faixa. Diz-se então que os elementos da m atriz A  são incertos e que a própria m atriz A  é 
incerta , e que esta  incerteza é param étrica. Tem-se então não um a única m atriz dinâmica que
representa o sistema, mas um a m atriz dinâmica distinta para cada condição de operação. Se q 
é o número de condições de operação nas quais o sistema deve operar, então tem-se q matrizes 
dinâmicas:
A 1, A 2, . . . , A q (6.15)
e o controlador u =  K x  deve garantir a estabilidade do sistema em todas as condições de 
operação:
{Ai  +  B K )  € H,  i =  1 , 2 , . . . ,  q (6.16)
O problema de projeto do esquema de controle global pode então ser formalizado como 
segue.
P ro b le m a  6.1 Dado um conjunto de matrizes dinâmicas
Ai, i = 1 , 2 , . . . , q (6.17)
e uma matriz de entrada B ,  encontrar K  tal que (6.9) e (6.16) sejam satisfeitas.
6.3 R ob ustez
6.3.1 M odelagem das incertezas
O conjunto de modelos dinâmicos oriundo da linearização do sistema nas diferentes condições 
de operação está contido em um conjunto de modelos descrito pela equação[77, 85, 27]
p
x(t)  =  [Ao + ri(t)Ei]x(t) + Bu( t )  (6.18)
1 = 1
\ r i ( t )  | <  l *  =  l , . . . , p  (6.19)
onde Ao é um a m atriz ’’nom inal” , p é  o número de parâm etros incertos, o vetor2 r(t)  G 3íp 
representa as incertezas e as matrizes E t- são matrizes constantes de posto unitário, o que 
implica que estas matrizes podem ser escritas como
Ei — diej ,  i = 1 , . . .  , p  (6.20)
com di, ei 6 Note que esta decomposição não é única.
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2r, denota a i-ésima componente deste vetor.
Incertezas na m atriz  B  podem  ser modeladas da mesma m aneira, e os resultados a serem 
apresentados, salvo quando explicitam ente mencionado, continuam válidos neste caso. Em 
sistem as de potência a variação do ponto de operação gera incertezas apenas na m atriz dinâmica, 
e não na m atriz  de entrada. Incertezas na m atriz de entrada são devidas apenas a incertezas 
nos parâm etros de modelo e tendem  a ser de menor magnitude. Assim sendo, as incertezas 
na m atriz  de en trada  não serão consideradas, e apenas este caso particular - sem incertezas na 
m atriz  de en trada  - será tra tado , a fim de m anter a exposição tão simples quanto possível.
A seguinte in terpretação geom étrica pode ser dada a este conjunto de modelos. Seja S  um 
espaço de modelos, no sentido que a cada ponto deste espaço corresponde um sistema linear 
representado por um  par de m atrizes (A, B ) .  Cada direção deste espaço vetorial está associada 
a  um  dos p  elem entos incertos do modelo (6.18). Os vários possíveis valores das matrizes de 
incerteza, originários no nosso caso da linearização do sistema em torno de cada um dos q 
diferentes pontos de operação, geram  um conjunto de q  pontos V  6 S .  Tomando os valores 
m áxim o e m ínim o de cada elem ento incerto, um poliedro V  £ S  é gerado de tal forma que 
V  D V .  O par (Ao, B )  representa exatam ente o centro geométrico deste poliedro. A variação 
tem poral do vetor de incertezas r ( t )  im plica que o modelo varia dentro do poliedro V .  Quando o 
vetor de incertezas tem  cada um a de suas componentes assumindo um  de seus valores extremos 
(1 ou -1), então o sistem a está em um  dos vértices deste poliedro. A Fig. 6.1 ilustra estes 
conceitos para  p  =  2, ou seja, quando S  = 3f2. Nesta figura, cada ponto assinalado representa 
um  dos q  diferentes sistem as, e o retângulo ali traçado representa o poliedro V .
E sta  m odelagem  das incertezas perm ite a aplicação de conceitos de estabilidade quadrática[15, 
8, 47, 27]. No contexto de estabilidade quadrática usualmente busca-se um a função de Liapunov 
quad rá tica  cuja derivada tem poral seja negativa definida para toda incerteza admissível, o que 
im plica que um a m esm a função de Liapunov deve servir para todos os modelos do conjunto. 
N ote que o modelo incerto (6.18) c o n t é m  o conjunto de modelos obtidos com a linearização do 
sistem a nos diversos pontos de operação, mas não se restringe a estes q  modelos. Os modelos 
incluídos em (6.18) são todos aqueles contidos no menor hipercubo que contém todos estes q 
modelos.
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Figura 6.1: Representação da variação do modelo do sistema no espaço de modelos.
6.3.2 Abordagem pela equação de Riccati
No problema RLQ3 a solução da equação de Riccati fornece um a lei de controle e um a função 
de Liapunov para o sistema em m alha fechada com este controle. Além disto esta lei de controle 
é ótim a, no sentido de que minimiza um  custo quadrático[5, 58]. A inclusão de term os extras 
na equação de Riccati perm ite aplicar soluções similares para sistemas incertos[18, 77, 78, 53]. 
Estes termos extras são construídos de tal forma a compensar o efeito das incertezas na derivada 
da função de Liapunov resultante[85].
Sejam as matrizes
T ± ± d t d f  U ± ± e t e ?  (6 .21 )
t=i «=i
onde os vetores di e e* são como definidos em (6.20).
Teorema 6.1 [ 8 5 ,  7 7 ]  S e j a m ,  Q  e R  m a t r i z e s  s i m é t r i c a s  p o s i t i v a s  d e f i n i d a s , c o m  d i m e n s õ e s  
a p r o p r i a d a s ,  e s c o l h i d a s  a r b i t r a r i a m e n t e .  S e ,  p a r a  a l g u m  t  >  0 ,  a  e q u a ç ã o  d e  R i c c a t i  a u m e n t a d a
P A 0 +  A tq P - P [  ^ - { 2 B R ~ 1 B t ) - T } P  +  U +  e Q  = 0 (6.22)
a d m i t e  u m a  s o l u ç ã o  s i m é t r i c a  p o s i t i v a  d e f i n i d a  P ,  e n t ã o
u ( t ) =  K x ( t )
3Regulador Linear Quadrático.
(6.23)
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com
K  =  - - R ~ 1B t P  (6.24)
e
e uma lei de controle estabilizante para o sistema incerto (6.18).
O
E im portan te  notar que a existência de um a solução positiva definida P  para a equação 
de R iccati aum entada (6.22) não é clara como no caso da equação de Riccati no contexto de 
controle ótimo[13, 58]. De fato, o resultado acim a fornece um a condição apenas suficiente para 
a existência de um a lei de controle estabilizante; Pode ocorrer que a equação (6.22) não tenha 
solução positiva definida para nenhum  e, mesmo quando o sistem a incerto (6.18) adm ite um a 
lei de controle estabilizante.
As m atrizes Q  e R  desem penham  papel sim ilar ao das matrizes de peso no problema RLQ, 
e são escolhidas pelo projetista. Tam bém  a decomposição das matrizes E,- é um parâm etro 
de projeto . No entanto  a decomposição é um parâm etro de projeto mais crítico. A escolha 
das m atrizes Q  e R  pode determ inar m udanças no resultado final do projeto, mas não na 
existência de solução, conforme im plica o Teorema abaixo. Este Teorema não é válido quando 
há incertezas tam bém  na m atriz de entrada[85].
T eorem a 6.2 [7 7 ] A  ssuma que, para dadas matrizes positivas definidas Q e R , existe um e >  0 
tal que a equação (6.22) admite uma solução definida positiva. Então, para quaisquer Q ' e R ' 
definidas positivas, existe um e* com a seguinte propriedade: para qualquer e' € (0, e*] a equação
P A o  +  A t0 P  -  P[ j t (2 B I ? - 1 B T) -  T  } P  +  U +  t 'Q ' = 0 (6.25)
admite uma solução positiva definida.
O
O Teorem a 6.2 im plica que a existência de solução não depende da escolha das matrizes 
Q  e R .  Ao contrário, resultado sim ilar não existe para as matrizes T  e U] com efeito, para 
algum as escolhas de decomposição pode ser encontrada um a solução para o problema e para 
outras escolhas não. O Teorema 6.2 im plica ainda que se existe solução positiva definida para 
um  dado valor de e, então para qualquer valor menor esta tam bém  existirá. Graças a este
resultado, a solução da equação (6.22) pode ser buscada de m aneira iterativa pelo algoritmo 
abaixo.
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A lg o ritm o  6.1 1. Escolher matrizes Q e R, e um escalar t;
2 . determinar se a equação (6 .2 2 ) apresenta uma solução definida positiva4; em caso afir­
mativo, o algoritmo é terminado com sucesso;
3 . substituir e por fie, com 0 <  fi < 1 ;
4 -- se t  é menor do que uma tolerância pré-especificada então declare que 0 algoritmo falhou, 
caso contrário volte ao Passo 2.
O
F a to  6.1 [77] Se 0 algoritmo 6.1 falhar, então a equação (6.22) não admite solução positiva 
definida para nenhuma escolha de Q, R  e t  maior do que a tolerância.
O
6.4 M elhoram ento teórico
A abordagem da equação de Riccati aum entada para o problema de controle robusto é tem a 
bastante explorado na literatura. E sta equação consiste na adição de um  term o à equação 
de Riccati, term o este que representa um  lim ite superior para a contribuição perniciosa das 
incertezas na derivada de um a função candidata de Liapunov (ver Seção 6.3). A idéia central 
do projeto consiste em aplicar o Teorema 6.1 ao sistema incerto (6.18), obtendo um  contro­
lador robusto para o sistema. Porém o modelo (6.18) representa o sistema global. Logo se 
um a realimentação de estados for projetada para o sistema assim modelado, ta l realim entação 
apresentará em geral ’’ganhos cruzados” , ou seja, realimentação de sinais de um a m áquina para 
a entrada de excitação de outras. A implementação de um tal esquema de controle exigiria 
o envio de sinais de comunicação entre as unidades geradoras, e entre estas e os dipositivos 
FACTS, o que é altam ente indesejável.
4Este passo pode ser levado a cabo aplicando métodos conhecidos para solução de equações de Riccati[13] e 
verificando se a solução obtida é definida positiva.
A fim de ev itar os ganhos cruzados, o ganho de realimentação deve ser forçado a atender 
à restrição estru tu ra l (6.7). Em um problem a de controle ótimo o ganho pode ser forçado 
a a tender a restrições estru turais genéricas por meio da adição de um term o na equação de 
Riccati[35, 32]. No caso de projeto de controladores para sistemas de potência, é im portante 
considerar ambos aspectos, robustez e atendim ento de restrições estruturais. P ara  tanto, adici­
onam os à equação de Riccati ambos os term os constantes de cada um a das abordagens acima, 
esperando que as soluções desta nova equação apresentem as propriedades de cada um a das 
equações modificadas. O Teorema abaixo dem onstra que estas propriedades são, com efeito, 
obtidas. -  ------  ------
T eorem a 6 .3  Sejam Q = QT >  0 e R  = R T > 0 matrizes de dimensões apropriadas, e 
L  6 9?mxn, escolhidas arbitrariamente. Se, para algum e > 0, a equação matricial
PAo + A l P - P [ ^ ( B R ~ 1B T) - T } P  + U + e{Q + L TR L } = 0 (6.26)
admite uma solução simétrica positiva definida P , então o sistema incerto em malha fechada
i ( t )  = (Ao +  A A (t)  +  B K )x ( t )  (6.27)
com
K  = - 1-R ~ ' B t P  +  L  (6.28)
e assintoticamente estável para qualquer A A (t)  admissível.
O
Prova: Seja  V (x) =  x TP x  uma função candidata de Liapunov para o sistema em malha 
fechada (6.27). A  sua derivada ao longo das trajetórias do sistema é
V {x)  =  x T{(A0 +  AA -  B K f P  +  P (A 0 +  AA -  B K ) } x  (6.29)
Usando (6.28)
V { x ) =  x T { A l P  +  P A 0 -  <^-P B R - 1 B t P  +  L t B t P  +  P B L ) x  +  x T{& A TP  + P A A } x  (6.30) 
Usando o fato que
x T{ A A TP  + P A A ) x  = 2xTP A A x  (6.31)
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2 x T P Y 2 ri{t)Aix  — 2 x T P ^ r . d i e ]  
i= 1 t=l
T
< 2^P | x T P d i e f x  |
í=i
< ^2(xTPdi)2 + 5^ (e,-x) 
i=l «=1
=  xT p djdj Px + xT y  eje;
\2
T a;
=  x T P T P x  +  x TUx (6.32)
segue que
V (x) < x t {A tqP  +  P A 0 -  * P B E T 1B t P  + L t B t P  + P B L  +  P T P  +  U }x  (6.33) 
Agora, usando (6.26)
V (x )  < x T{L TB TP  + P B L - ^ P B R ~ 1 B TP - e { Q  + L TR L } } x  
= x T{ - ( ( t R ) ~ 1B TP  -  L )TeR({eR)~1 B TP  -  L) -  eQ}x  
< —€xTQx < 0 (6.34)
e a estabilidade assintótica é assegurada.
□
6.4.1 O m étodo de projeto
Uma vez que o Teorema 6.3 é válido para qualquer m atriz L, esta m atriz pode ser escolhida 
para forçar o ganho K  resultante a satisfazer a restrição estru tural desejada. No caso de descen­
tralização, por exemplo, aplica-se o Teorema com L  =  \ { R q 1 B TP  — blocodiagonal{R^xB TP }) .  
Ou seja, a m atriz L é composta por aquela parte do ganho K  que não é desejada na solução 
final, os ’’ganhos cruzados” . No entanto, neste caso a m atriz L  não é conhecida a priori; ela 
própria depende do ganho K . Claro está que o mesmo aconteceria para qualquer restrição 
estrutural, pois sempre a m atriz L  seria função da própria solução da equação (6.22).
De acordo com o Teorema 6.3, se duas m atrizes P  e L  tais que as condições do teorem a 
são satisfeitas forem encontradas e í  =  F ( \ R ~ 1 B TP ) : então a realimentação de estados K  =
— ~t R ~ 1 B t P  + L  satisfaz a restrição estru tural F ( K )  = 0 e garante estabilidade quadrática para 
qualquer incerteza admissível. Um algoritmo que busca iterativam ente tais matrizes P  e L  é 
apresentado abaixo. Antes, porém, defina-se, para simplificar a notação na apresentação do 
algoritm o:
T ( P )  = P A o + A Z P - P {  ^ B R - ' B t  - T ] P  + U (6.35)
A lgoritm o 6.2 •  Passo 1 - Escolha Q  =  Q T  > 0 , R  = R T >  0, e =  e0, a  <  1, f3 e tol 
como números positivos pequenos, e inicialize j  — l = 1 e L  =  0TOXn-
•  Passo 2 - Resolva T (P i)  =  - e { Q  + L T(R  -1- 0 I ) L }  para P\.
•  Passo 3 - Se não há solução então e =  ae senão vá para o Passo 5.
•  Passo 4 --Se e <  tol então PA R E senão vá para o Passo 2.
•  Passo 5 - Faça K  =  —^R ~ l B TP\ e tjj = || K  ||.
o Passo 6  - Se j  = 1 então j  = j  +  1, e =  ae e vá para o Passo 2.
•  Passo 7 - Se í/j_i — T]j > tol e r]j >  tol então e =  ae e vá para o Passo 2.
•  Passo 8  - Faça Li+i = F ( —^R ~ 1 B TPi); Se / =  1 então i/;+i = || L;+1 || e vá para o Passo 
1 0  senão v i +x =
• Passo 9  - Se v \  — v i +1 < tol e i//+1 > f3 então PA R E.
•  Passo 10 - Se ui+1 <  (H então vá para o Passo 12 senão 1 = 1 + 1.
• Passo 11 - Resolva T (P{) = —e{Q +  L j ( R  +  (3I)Li}; Se não há solução então PARE  
senão vá para o Passo 8 .
•  Passo 12 - Faça K  = — B TPi +  L\+\.
O
O passo 1 apenas inicializa as variáveis do algoritmo. Nos passos 2 a 4 o algoritmo reduz 
progressivam ente o escalar t  a té  que, para um dado valor cj, a equação (6.26) apresente uma 
solução positiva definida (se isto for possível). Até aqui o algoritmo reproduz o algoritmo 6.1. 
A equação (6.22) te rá  solução para qualquer t  < t\ (ver Teorema 6.2). Os passos 5 a 7 então
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seguem reduzindo e na busca de um a solução de m ínim a norm a para o ganho5. Até este ponto 
nenhuma restrição estrutural foi im posta ao controlador, pois L = 0, e as equações (6.22) e 
(6.26) são equivalentes. Obtido um ganho sem restrição estrutural com mínima norm a, a partir 
do passo 8 o algoritmo passa a eliminar deste ganho aquilo que não atende à restrição estrutural, 
da mesma forma que no algoritmo para projeto de controle subótimo com restrições estruturais 
de [35, 76, 32]. Assim, de m aneira similar ao resultado teórico, o algoritmo representa um a 
composição adequada dos resultados conhecidos de controle robusto e controle subótim o com 
restrições estruturais. A inclusão do term o extra (3LjLi na solução da equação de Riccati no 
Passo 11 perm ite compensar o efeito na derivada da função de Liapunov da diferença entre os 
valores da m atriz L em diferentes iterações (ver Seção 6.6).
O projeto coordenado e robusto dos controles suplementares para RAT’s e FACTS pode 
então ser sumariado como segue.
1. escolher o conjunto de condições de operação para as quais o controlador deve ser efetivo;
2. linearizar o sistem a em cada condição de operação escolhida;
3. m ontar a matriz das médias Ao e as matrizes de incertezas E^  como descritas na equação
(6.18);
4. decompor as matrizes E, como em (6.20) e construir as matrizes T  e U  conforme a equação 
(6 .21);
5. aplicar o Algoritmo 6.2;
6. se não há solução ou a solução não é satisfatória então volte ao Passo 4.
Diversos casos de projeto coordenado e robusto de ESP’s e sinais adicionais para disposi­
tivos FACTS foram testados ([29, 9, 87], por exemplo), e o procedimento numérico acim a tem  
apresentado boas características de convergência.
5Na totalidade dos experimentos levados a efeito com este método, a redução progressiva de e conduz a uma 
redução da norma do ganho até um determinado ponto, a partir do qual o ganho tende a aumentar; este ponto 
de mínima norma é encontrado pelo algoritmo.
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Tabela 6.1: Autovalores de m alha aberta  para o caso base.
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- 0 .2 9
COCO
00o1 ±  J8.54
COCOo1 H- 0° Òv
- 0 .0 6 ±  ^6.03
- 0 .2 4 H- O* O
- 0 . 0 9 ±  J7.10




6.5 U m  ex em p lo  de p rojeto
N esta Seção é descrita um a aplicação de E S P ’s e controles suplem entares para FACTS visando a 
m elhoria da estabilidade dinâm ica do sistem a New England[16]. 0  projeto destes controladores 
é feito a um  só tem po, de m aneira coordenada, e levando em consideração diversas condições 
de operação para  o sistem a. Este sistem a foi utilizado como exemplo no Capítulo 3, e a mode­
lagem aqui u tilizada é a mesma então descrita, porém algumas modificações adicionais foram 
introduzidas no sistem a para  os nossos propósitos. Dois dispositivos FACTS foram adicionados 
ao sistem a: um  C ER  foi colocado na barra 29 controlando a tensão nesta barra e um CSC foi 
colocado en tre  as barras 26 e 28, controlando a potência ativa entre estes terminais. As posições 
em que estes dispositivos foram colocados foram escolhidas de tal forma a maximizar seu efeito 
no am ortecim ento dos modos eletromecânicos do sistema, utilizando fatores de controlabilidade 
dados no program a PACDYN[66, 65].
Um caso base é determ inado tom ando a configuração de carga e geração usual no estudo 
deste sistem a. Os autovalores associados aos modos eletromecânicos do sistema sem controle 
adicional são apresentados na Tabela 6.1. Todos são fracam ente amortecidos e o modo interárea 
é instável, o que indica a necessidade de controle adicional. Seis condições de operação são 
selecionadas para  o estudo, incluindo o caso base mais cinco outras condições descritas na Tab. 
6.2 pelas modificações que elas representam  com relação ao caso base.
Cinco E S P ’s são adicionados aos geradores nas barras 32, 34, 35, 36 e 38, e os dispositivos 
FACTS são equipados com sinais suplem entares. Cada um  destes controladores consiste de um a 
realim entação de estado local. O projeto destes controladores é levado a efeito pelo método
Tabela 6.2: Condições de operação selecionadas.







base - - -
1 +  15% todas barras - 21,22
2 +20% todas barras +20% nas barras 30, 31, 32, 34, 36, 38 21-22
3 -20% todas barras -20% todas barras 21-22
4 -30% todas barras - 21-22
5 +50% nas barras 16 e 21 +60% na barra 36 21-22
descrito, utilizando o Algoritmo 6.2, implementado em MATLAB. Este esquema de controle 
proposto será denominado controle robusto e coordenado nas linhas que se seguem.
As constantes de tem po dos RAT’s dos geradores equipados com ESP’s são desprezadas no 
projeto, ou seja, o modelo de projeto considera o modelo estático para os RAT’s (3.1), mas as 
simulações são levadas a efeito com os modelos dinâmicos. Se o gerador em um a dada barra  i 













X  = (6.36)
com
para a barra infinita G39,
xgí






para os geradores equipados com ESP’s (G32, G34, G35, G36 e G38),
Si
Ui
XG i  r v  
9«
E/ i  j
(6.39)
para  os geradores não equipados com E S P’s (G30, G31, G33 e G37) e, para os FACTS,
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x s  = [B]
x c = íBkj
(6.40)
(6.41)
São parâm etros de pro je to  as m atrizes de peso Q e R, e a decomposição das matrizes E».
A escolha destes parâm etros passa por um  procedimento de ten tativa e erro. A escolha das
m atrizes de peso segue linhas similares àquelas aplicadas em problemas RLQ. São tomadas
m atrizes diagonais, com R  > 0 e Q > 0 . Os únicos estados que são ponderados pela matriz de
pesos Q são as velocidades dos nove geradores síncronos. Assim sendo, os únicos elementos não
nulos da m atriz  Q são aqueles arrolados abaixo, onde 9; indica o elemento da linha i, coluna i.
q3 =  2 x 105
94 =  1 x 105 
q7 = 1 x 105 
qu  =  1 X  105
q14 = 1 X  105
9i7 =  3 x 105 
<720 =  3 x 105 
924 =  3 x 105
927 =  5 x 104
931 =  4 x 106
(6.42)
A m atriz  de ponderação das entradas é escolhida como
diag{R)  = [  200 200 25,0 200 8,33 33,3 5,00 x 104 (6.43)
onde diag(-) indica os elem entos da diagonal da matriz.
De acordo com a m odelagem  adotada para as incertezas, cada um a das matrizes de incertezas 
E; contém  apenas um  elem ento não nulo, As incertezas são então decompostas como
0
o
o . . .  VTi ••• 0 (6.44)
Finalm ente, os parâm etros restantes do algoritmo são arbitrados como
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Tabela 6.3: Autovalores com o pior amortecimento para o sistem a com os dois esquemas de 
controle, clássico e robusto e coordenado (RC).
CASOS Clássico RC
base -0 .2 0  ± j  6.91 -0 .2 7  ± j  8.51
caso 1 -0 .1 6  ± j  6.91 -0 .2 5  ± j  8.42
caso 2 -0 .0 4  ± j  3.75 -0 .2 5  ± j  8.41
caso 3 -0 .1 6  ± j  6.82 -0 .2 7  ± j  8.24
caso 4 +0.20 ± j  3.04 -0 .2 7  ± j  8.24





Com estes parâm etros, e aplicando o método de projeto desenvolvido acima, os ganhos de 
realimentação obtidos para cada um dos controladores são como abaixo.
k ü  32 = 49,1 -3 ,3 2 -1 4 ,0
& G 34 = 11,0 -4 ,8 6 —4,61
& G 35 = 49,2 -6 ,8 0 -1 3 ,8
& G 36 = 8,65 -9 ,6 8 -5 ,1 1
& G 38  = 58,3 -3 4 ,8 -2 3 ,8
k s  = 3,18
k c  — -5 ,5 3  5,70
(6.49)
Este ganho de realim entação garante então a estabilidade do sistema em qualquer das 
condições de operação consideradas, apresentadas na Tab. 6.2. Para fins de comparação, é 
analisada a situação em que cinco ESP’s clássicos são aplicados aos mesmos cinco geradores 
considerados no projeto acima. A Tab. 6.3 apresenta o autovalor com menor am ortecim ento 
para cada condição de operação com cada um dos dois esquemas de controle, o esquema clássico 
e o esquema robusto e coordenado (RC). Em bora forneça bom amortecimento na condição de 
operação para a qual foi projetado (o caso base), para alguns casos o esquema clássico não é 
capaz de garantir estabilidade. O modo de oscilação interárea tende a ser instável com este 
esquema de controle. Enquanto isto, o esquema robusto e coordenado garante am ortecim ento 
satisfatório em todos os casos. O modo de oscilação com menor amortecimento no caso do 
esquema robusto e coordenado é o modo local de um  gerador não equipado com ESP.
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Figura 6.2: R esposta do sistem a para o caso base com E S P ’s convencionais.
Simulações representando a resposta do sistema a um curto-circuito sólido na barra 17, 
elim inado com sucesso após 50 m s, são apresentadas a seguir. As Figs. 6.2 e 6.3 mostram os 
desvios de ângulo de carga dos geradores, quando o sistem a é controlado pelo esquema clássico, 
para os casos base e 5 respectivam ente. As Figs. 6.4 e 6.5 m ostram  a resposta do sistema 
controlado pelo esquem a robusto e coordenado nestes mesmos caso. A robustez do esquema 
proposto fica aí aparente: bom am ortecim ento é obtido para ambas as condições, enquanto que 
com o esquem a clássico o caso 5 é instável. Para outras condições de operação do conjunto 
escolhido para  estudo os resultados são similares.
6.6 U m a  ab ord agem  por desigualdades m atriciais line­
ares
O Teorem a 6.3 apresenta um  resultado conservativo, no sentido que a existência de um a solução 
definida positiva para  a equação (6.26) é um a condição apenas suficiente, e não necessária, para 
a existência de um a solução ao Problem a 6.1. A multiplicidade das possíveis decomposições das 
incertezas piora este problem a, pois para um  mesmo sistem a incerto a equação de Riccati pode 
te r solução definida positiva para  algumas decomposições e para outras não. Com efeito, mui­
tos casos solucionados apresentaram  esta característica. Mais ainda, este efeito torna-se mais 


















.6. UMA A B O R D A G E M  P O R  DESIGUALDADES M A TRICIAIS  L IN E A R E S 119
tirr»# (m c .)
Figura 6.3: Resposta do sistem a para o caso 5 com E SP’s convencionais.
Figura 6.4: Resposta do sistem a para o caso base com o esquema robusto e coordenado.
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F igu ra  6.5: R esposta do sistem a para  o caso 5 com o esquema robusto e coordenado.
do m étodo pode ser elim inada reform ulando o problema por meio de desigualdades matriciais 
lineares. N esta nova formulação não é necessária a obtenção a priori, pelo projetista, de uma 
decomposição adequada para as incertezas. Novamente o problem a é apresentado e resolvido 
para  o caso em que as incertezas estão presentes apenas na m atriz dinâmica, mas os resultados 
e o m étodo de projeto  são igualm ente aplicáveis para sistemas com incertezas na matriz de 
en trada.
6.6.1 R esultado teórico
Considere um a vez mais o sistem a incerto (6.18) e defina as matrizes
D  = [<*!••• dv) (6.50)
E  = [ei • • • ep]T (6.51)
S  =  diag(s\ ■ ■ ■ sp) (6.52)
onde os s,-’s são escalares positivos e os vetores d{'s e e;’s representam  um a decomposição das 
incertezas como definido na equação (6.20). No entanto, na formulação a ser apresentada serão 
introduzidos fatores de escala, que são variáveis do problema, o que é equivalente a modificar 
a  decomposição adotada.
Considere ainda o custo quadrático associado ao sistem a (6.18):
roo
J ( x 0, u(t), A A ( t) )  = /  {x '( t)Q 0x(t)  +  u'(t)Rou(t)}dt  (6.53)
J o
D efin ição  6.1 [53, 30] Se existem um controle ü(t) e um custo J ( x o) tais que, para o sistema
(6.18) com este controle, o custo (6.53) satisfaz
J ( x 0 , ú ( t ) , A A ( t ) ) < J ( x o) Vxo (6.54)
para toda A A ( t)  admissível, então j ( x o) é dito um  custo garantido para o sistema (6.18) e ü(t) 
é dito um controle a custo garantido.
6.6. UMA A B O R D A G E M  P O R  DESIGUALDADES M A T R IC IA IS  LIN E AR E S  121
T e o re m a  6 .4 Considere o sistema incerto (6.18), o custo associado (6.53), e as matrizes 
D e E  como definidas em (6.50) e (6.51), e sejam f3 um escalar positivo pequeno e L uma 
dada matriz de dimensões m  x n. A minimização do custo garantido J ( x 0) com Q 0 < /?-1 /  
e Ro < /?-1/  é assegurada pelo controle a custo garantido ü(t) se o seguinte problema de 
otimização tem um conjunto solução não vazio (M , W , S) com W  e W  matrirzes simétricas 
positivas definidas e S  uma matriz diagonal positiva definida:
min T r (M )  
m ,w ,s  v '
(0
M  I
I  W > 0
AoW +  B R õ xB T -  D S D t W E ' w W L T
E W S 0 0
W 0 Qõ1 0
L W 0 0
1 O
(**)
Sob estas condições o controle a custo garantido é dado por
ü(t) = K x ( t )
(6.55)
- f 3 I >  0
(6.56)
com
e o valor do custo garantido é
K  = —R q 1 B q W ~ 1 +  L




Finalmente, a minimização do traço da matriz M  sob a restrição (6.55.1) implica a mini- 
mização do traço da matriz P , já  que aplicando o complemento de Schur à desigualdade (6.55.Í) 
tem-se M  > P. A minimização do traço de P  por sua vez claramente implica a minimização 
do custo garantido J ( x o).
□
Este resultado representa um avanço teórico significativo com relação ao Teorema 6.3: a 
obtenção a priori de um a decomposição adequada para as incertezas não é mais necessária. 
A m atriz diagonal S , subproduto da solução do problem a de otimização associado, representa 
escalas introduzidas na decomposição inicialmente adotada, de forma que tem-se um a ’’decom­
posição equivalente” . Desta forma, o problema de otimização procura por um a decomposição 
adequada. Mais ainda, ele busca a decomposição ótim a dentre aquelas que levam a um a solução 
factível.
6.6.2 Algoritm o de projeto
Um algoritmo de busca do ganho K  é construído baseado no Teorema 6.4. 0  algoritm o é 
concebido à imagem e semelhança do algoritmo 6.2.
A lg o ritm o  6 .3 • Passo 1 - Escolha Qo = Qq > 0, R 0 = Rq > 0, /3 e tol como números 
positivos pequenos, e inicialize 1 = 0 e L = 0mXn.
• Passo 2 - Encontre a solução Si) do problema de otimização (6.55) com L = Li; 
Se não há solução e n tã o  P A R E .
• Passo 3 - Faça Li+x = F I —R ^ B q W ^ 1) e
0  0  0  W i { L t + 1  -  L t ) T  '  
0 0 0 0 
0  0  0  0
(Li-i-i — Li)Wi 0  0  0
• Passo 4 - S e /? /  — A > 0  e n tã o  vá para o Passo 6 .
• Passo 5 - Faça 1 = 1+  1 e vá para o Passo 2.
• Passo 6  - Faça W  = Wi e K  = —R q 1 B q W ~ 1 -f Li+i.
O
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F a to  6 .2  Se o Algoritmo 6.3 converge então ü(t)  =  K x ( t ) e um. controle a custo garantido para 
o sistema incerto (6.18) com custo garantido J(xç>) — X q W~ 1x 0 e o ganho de realimentação K  
satisfaz a restrição estrutural F ( K )  =  0.
O
P ro v a : Que o ganho K  satisfaz à restrição estrutural é claro da forma como ele é calculado. 
Por outro lado, para provar que ü =  Kx ( t )  e um controle a custo garantido basta substituir 131 
por A  em (6.55.U), proceder como na demonstração do Teorema 6-4 e observar que f3I > A .
□
Este algoritm o incorpora o avanço teórico descrito na Seção anterior: resultados obtidos com 
este algoritm o serão menos conservativos do que com o Algoritmo 6.2. Isto significa que nos 
casos em  que o Algoritm o 6.2 falha devido à escolha de um a decomposição inadequada para as 
incertezas, o Algoritm o 6.3 será bem sucedido. Mais ainda, mesmo quando um a decomposição 
adequada é encontrada a priori e o Algoritmo 6.2 é term inado com sucesso, esta decomposição 
pode não ser a m ais adequada. O Algoritmo 6.3, por sua vez, apresenta um a característica de 
otim alidade: a decomposição obtida como subproduto da solução do problema de otimização 
associado, caracterizada pelos fatores de escala na m atriz S , é aquela que fornece a melhor 
solução de acordo com o custo adotado. Note ainda que no Algoritmo 6.3 não existe o parâm etro 
e presente no A lgoritm o 6.2, o que se traduz em simplicidade, pois a busca por um valor 
adequado deste parâm etro  é elim inada do algoritmo. O ponto fraco do Algoritmo 6.3 está 
ju stam en te  no esforço com putacional necessário para a solução do problema de otimização no 
Passo 2. Com os m étodos m atem áticos e os computadores hoje disponíveis, mesmo a solução 
de um  problem a de m édio porte  como o apresentado na Seção 6.5 seria problemática.
6.7  C on clu sões
O projeto  dos E S P ’s e controladores para FACTS em um  esquema de controle complexo e vi­
sando objetivos de controle ambiciosos, de acordo com as necessidades dos sistemas de potência 
m odernos, deve ser feito de m aneira coordenada e robusta. Resultados teóricos que contemplam 
a robustez ou a coordenação são bem  conhecidos e têm  sido aplicados recentemente a sistemas
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de potência. A obtenção de coordenação e robustez a um só tem po foi abordada por meio 
da equação de Riccati, partindo da formulação de cada um destes problemas em separado por 
esta mesma abordagem. Uma propriedade fundamental de um a equação de Riccati modificada 
de maneira conveniente foi dem onstrada. A solução desta equação leva a um a realimentação 
de estados que fornece estabilidade robusta ao sistema incerto e obedece à restrição estru tural 
imposta.
Um algoritmo de projeto coordenado e robusto para o esquema de controle, baseado neste 
resultado teórico, foi apresentado. O controlador resultante garante a estabilidade assintótica 
do sistema incerto para todas as condições de operação previamente arbitradas. Este método 
foi aplicado ao sistem a exemplo New England, para um conjunto de condições de operação 
bastante amplo. Com efeito, ESP’s clássicos projetados para um  caso base não são capazes 
de garantir a estabilidade do sistem a para todas estas condições. Análise de autovalores e 
resultados de simulação foram apresentados sustentando estas afirmativas.
A necessidade de obtenção de um a decomposição adequada para as incertezas é um  limi­
tante no desempenho do método. Neste sentido, o problema foi reformulado no contexto de 
desigualdades matriciais lineares, eliminando esta necessidade. 0  resultado teórico obtido neste 
contexto é portanto mais forte, e o algoritmo de projeto mais simples. No entanto a aplicação 
deste método a sistemas de potência ainda não é viável, devido ao esforço computacional en­
volvido na solução do problem a de otimização associado, salvo para sistemas de pequeno porte.
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Capítulo J 7  
Conclusões e C om entários Finais
A pesquisa apresentada nesta monografia busca soluções de alto desempenho para a melhoria 
da estabilidade de sistemas de potência. Estas soluções devem ser genéricas, logo com firme e 
completo embasamento teórico, e adequadas à nova realidade dos sistemas de potência, onde as 
margens naturais de estabilidade são cada vez menores, os sistemas cada vez mais complexos 
e as exigências de qualidade cada vez mais rigorosas. A busca de soluções deve necessaria­
mente iniciar por um a compreensão profunda do com portam ento do sistema. Com este intuito, 
iniciamos identificando, a partir do estudo do modelo m atem ático do sistema, os diferentes 
mecanismos que podem levar os sistemas de potência à instabilidade. Nada mais lógico como 
ponto de partida para o projeto analítico de controladores, já  que a função destes é exatam ente 
corrigir estes fenômenos. A identificação destes mecanismos de instabilidade justifica até certo 
ponto a classificação tradicionalm ente adotada para o problema, ao mesmo tem po que sugere 
suas limitações. Estas limitações emergem em sistemas operando com exíguas margens de es­
tabilidade, conforme m ostram  os exemplos apresentados no Capítulo 2. N aturalm ente estas 
limitações são herdadas pela estru tu ra  de controle adotada para a estabilização de sistemas de 
potência, já  que esta é concebida a partir daqueles conceitos tradicionais com relação à análise 
de estabilidade.
Foram em seguida identificados os meios físicos à disposição para o controle em sistemas 
reais, a saber os sinais suplem entares em RAT’s e FACTS, e problemas de projeto a serem 
enfrentados, problemas estes não resolvidos ou sequer abordados pela atual teoria de controle:
• projeto a um  só tem po robusto e coordenado para os E S P’s e controladores para FACTS;
• implementação do controle com ponto de equilíbrio desconhecido;
•  obtenção de um a região de atração de tam anho adequado.
Estes problem as são abordados ao longo da monografia no âm bito da teoria de controle, dando 
origem  a novos m étodos de projeto. Estes novos métodos são diretam ente aplicáveis a modelos 
de sistem as de potência. Aplicações foram m ostradas, e simulações em sistemas teste demons­
tram  a eficácia dos controladores assim projetados. A formulação m atem aticam ente rigorosa 
do problem a abre horizontes mais amplos sob o ponto de vista do controle, possibilitando o 
alcance de objetivos m ais ambiciosos. Nos problemas específicos, os controladores derivados das 
m etodologias desenvolvidas dem onstram  superioridade de desempenho e robustez com relação 
aos controladores hoje adotados na indústria.
O controle L gV  dinâm ico aum enta o amortecimento e a região de atração do ponto de 
operação do sistem a M BI, levando a um  aum ento significativo do tem po crítico para a máquina 
sem RAT. A regulação de tensão pode ainda ser obtida pela adição do RAT, mantendo o 
am ortecim ento do sistem a sem RAT. 0  aum ento de tempos críticos neste caso não é claro 
ainda, sendo necessários mais análise teórica e experimentos a nível de simulação.
O pro jeto  coordenado e robusto para sistemas m ultim áquinas torna-se possível com a criação 
de um  algoritm o iterativo  de projeto, baseado em uma propriedade de um a equação de Riccati 
m odificada. Resultados de simulação em sistemas de porte médio m ostram  a adequação e 
efetividade do m étodo de projeto, ainda que estas sejam lim itadas pela fato de o próprio 
resultado teórico ser conservativo. A m edida que a ordem do sistem a é aum entada, o resultado 
torna-se mais conservativo, não devido à ordem do sistem a per se, mas devido ao aumento 
do núm ero de parâm etros incertos. Além disto, e tam bém  por causa disto, a decomposição 
das incertezas torna-se m ais crítica à m edida que a ordem do sistem a é aumentada. Neste 
sentido o problem a foi reform ulado no contexto de desigualdades m atriciais lineares, obtendo 
um  m étodo de pro jeto  que não exige um a decomposição adequada a priori. No entanto, com 
os m étodos com putacionais hoje existentes, o algoritmo de projeto não pode ser aplicado a 
sistem as de médio porte  como o exemplo apresentado para o m étodo da equação de Riccati. 
O utro  ponto a ser explorado no sentido de reduzir as limitações do m étodo é a formulação do 
problem a d ire tam ente  em term os da m atriz jacobiana não reduzida, reduzindo assim o número 
de parâm etros incertos.
A fim de sum ariar as principais contribuições desta monografia, elas são divididas em duas
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categorias1: contribuições objetivas e subjetivas. Por contribuições objetivas são entendidos 
os resultados teóricos formais e algoritmos, e ainda os resultados numéricos de projeto e de 
aplicação a nível de simulação a sistemas teste. São contribuições classificadas como sub­
jetivas aquelas que consistem de novos conceitos e abordagens ao problema de estabilidade. 
Claro está que estas últimas encontram-se em um  nível hierárquico superior àquelas primeiras, 
subordinando-as. Com efeito, o entendim ento do problema leva à formulação dos problemas 
m atem áticos objetivos a serem resolvidos, e as contribuições objetivas referidas consistem exa­
tam ente da solução de tais problemas. Por outro lado, algumas destas contribuições objetivas 
têm  valor não restrito ao campo de sistemas de potência; destes resultados podem  valer-se 
tam bém  outras aplicações. Estas contribuições objetivas inserem-se antes no âm bito da teoria 
de sistemas de controle, com vida independente de sua aplicação a sistemas de potência.
São contribuições subjetivas deste trabalho:
• colocação do problema de estabilidade de m aneira mais adequada à finalidade de projeto 
do controle;
•  compilação e reinterpretação de resultados clássicos de estabilidade de sistemas de potência;
• identificação e formalização do problem a de controle de sistemas com ponto de equilíbrio 
desconhecido;
• formulação do problema de estabilização robusta do sistema de potência no domínio do 
tem po dentro do contexto de estabilidade quadrática;
•  inclusão de FACTS no esquema de controle robusto e coordenado.
São contribuições objetivas:
• solução do problema de controle de sistemas com ponto de equilíbrio desconhecido;
•  demonstração de um a nova propriedade de controladores LgV ,  a saber, que eles aum entam  
o tam anho da estim ativa da região de atração do equilíbrio;
1 Procedemos a esta classificação não por atrelamento ao hábito de classificar ou por pernosticismo - e mesmo 
temendo incorrer involuntariamente neste último - mas a fim de enfatizar os dois níveis lógico-hierárquicos 
envolvidos neste trabalho.
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o desenvolvim ento de um a nova classe de controladores, o controle LgV  dinâmico, que 
herda  as propriedades do controle Lg V\
um  controle de excitação para m áquinas síncronas que melhora o desempenho dinâmico 
e aum enta  os tem pos críticos de eliminação de faltas;
dem onstração de um a propriedade de um a equação de Riccati modificada;
um  m étodo de projeto de controladores robustos com restrições estruturais, baseado na 
propriedade citada acima;
aplicação do m étodo supracitado ao projeto  robusto e coordenado de ESP’s e sinais su­
plem entares para FACTS em sistem as de potência;
form ulação do problem a de projeto robusto com restrições estruturais como um pro­
blem a de otim ização convexo, obtendo ainda a minimização de um índice de desempenho 
quadrático.
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Teoria de S istem a N ão Lineares
A pêndice A
A .l  D efin ições
Considere o sistema dinâmico não linear autônomo
x = f ( x )  (A .l)
com x £ 3?" e o campo vetorial /( • )  atendendo às hipóteses usuais para existência e unicidade 
de solução. A solução de (A .l) com a condição inicial x0 é anotada como ^ ( t ,  x q ) .  A jacobiana 
de (A .l) é a função m atricial J( x )  =  .
Definição A .l  Pontos de equilíbrio.
Um vetor x e é dito um equilíbrio (ou ponto de equilíbrio) de (A .l)  se e somente se
f { x e) = 0 (A.2)
Um equilíbrio x e é dito hiperbólico se nenhum dos autovalores da jacobiana calculada em x e tem 
parte real nula. Seja rii o número de autovalores com parte real positiva da jacobiana calculada 
em um equilíbrio hiperbólico x e e n e o número de seus autovalores que tem parte real negativa. 
O número rii é chamado o tipo do equilíbrio hiperbólico x e. Um equilíbrio de tipo n é dito uma 
fonte; um de tipo 0 e dito um sumidouro; equilíbrios com tipos diferentes destes são chamados 
de pontos de sela.
- •
Note que os únicos equilíbrios estáveis são os sumidouros. Sumidouros serão anotados como 
x°e e equilíbrios instáveis (fontes e pontos de sela) como x %e.
D efin ição A .2 C iclo-lim ite.
Uma trajetória 7 do sistema (A. 1) é dita um ciclo-limite se e somente se ty( t ,x)  =  x para 
algum x  £ 7  e algum t ^  0. Um ciclo-limite é dito hiperbólico se e somente se para todo ponto 
x \  £ 7 , n — 1 cios autovalores da jacobiana de ty( t , x)  calculada em x^ têm módulo diferente da 
unidade1 [2 0 ],
- •
D efin ição A .3 E lem ento  crítico.
Um elemento crítico de (A..1) é todo equilíbrio ou ciclo-limite de (A .l) .
■ •
D efin ição A .4 Invariância. (Invariância Positiva)
O conjunto S  é dito invariante com relação ao sistema (A. l )  se e somente se
x ( t0) £ S  —> x( t )  £ S  Ví >  to (A.3)
Sem pre que não houver dúvida com relação ao sistema em questão, diremos simplesmente 
que o conjunto é invariante.
D efin ição A .5 Variedades e região de atração2.
A variedade estável de um equilíbrio hiperbólico M .e(xe) é definida como o conjunto de 
condições iniciais a partir das quais o sistema converge assintoticamente ao equilíbrio:
M e(xe) = {a: £ 3?" : lim ^ ( t ,  x) = x e] (A.4)
E m  particular, a variedade estável de um sumidouro é chamada de região de atração deste 
equilíbrio e anotada ,4 (x“), ou simplesmente A ,  se não há dúvida sobre qual o equilíbrio em 
questão.
1Um destes autovalores é sempre igual a 1.
2Para uma definição rigorosa do conceito de variedade ver [74, 44]. No que nos diz respeito, variedades são 
conjuntos definidos no espaço de estados e que atendem a certas condições convenientes de regularidade.
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A .2 . A  R EG IÃO  DE A T R A Ç Ã O  
A .2 A região de atração
F a to  A .l  [20] A  é um conjunto aberto e invariante de dimensão n.
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O
F a to  A .2 [20] d A  é um conjunto fechado e invariante de dimensão n — 1.
O
F a to  A .3 [111] Se não há nenhuma fonte na fronteira da região de atração, então a região de 
atração é ilimitada3.
O
0  Teorema abaixo apresenta o resultado mais im portante no nosso contexto.
T e o re m a  A . l  [20, 1 1 1 ] A fronteira da região de atração d A  é dada pela união das variedades 
estáveis de todos os equilíbrios instáveis que pertencem a d A :
d A =  U  M e{xi) (A .5)
onde m  e o número de equilíbrios instáveis pertencentes à fronteira da região de atração.
O
São apresentados abaixo dois corolários do Teorema A .l que representam os casos observados 
em sistemas MBI. 0  primeiro respresenta o sistem a sem RAT, e o segundo a situação típica 
em sistemas com RAT.
C o ro lá rio  A . l  Assuma que só existe um elemento crítico além do equilíbrio estável x°, e que 
este elemento crítico é um equilíbrio hiperbólico, anotado x \. Então a fronteira da região de 
atração do equilíbrio estável é a variedade estável deste equilíbrio:
dA (x°)  =  M e(x[) (A .6)




AP ÊN D IC E A. TE O R IA  DE SISTEM A N ÃO  L INE ARES
C o ro lá r io  A .2 Assum a que só existe um elemento crítico além do equilíbrio estável, e que 
este elemento crítico é um ciclo-limite hiperbólico. Então a fronteira da região de atração do 
equilíbrio estável é a variedade estável deste ciclo-limite.
O
A fronteira  da região de atração de um  equilíbrio estável pode ser visualizada por meio 
de sim ulação do sistem a em tem po reverso, conforme descrito a seguir[34, 20]. Seja \I>/(í,£o) 
um a tra je tó ria  do sistem a iniciada exatam ente sobre a fronteira da região de atração, ou seja, 
x o € dA {x°) .  Então, do Fato A.2, esta tra je tó ria  está to talm ente contida nesta variedade:
* ( í , x 0) C 3 4 K )  (A.7)
Mais ainda, esta  tra je tó ria  converge a algum equilíbrio estável (ou ciclo-limite) pertencente a 
ÕA(x°). Assum a, por simplicidade, que a condição do Corolário A .l é atendida, ou- seja, que 
há apenas um  equilíbrio, x \,  sobre a fronteira da região de atração. Então d A ( x °) =  M e(xte). 
Se o sistem a for sim ulado a partir de um a condição inicial pertencente a esta fronteira, porém 
d istan te  do equilíbrio x'e, então a visualização da tra je tó ria  resultante, que converge pára x le 
m antendo-se sem pre sobre a fronteira da região de atração, perm itiria visualizar parcialm ente 
esta  ú ltim a.
No en tan to  a obtenção de um a ta l condição inicial é impossível em geral. Por esta razão, 
a tra je tó ria  ']//(£, :r0) é ob tida  por meio de simulação em tem po reverso, ou seja, integrando 
a equação dinâm ica do sistem a desde 0 para  tempos negativos a partir de um ponto muito 
próxim o ao equilíbrio x le. Desta form a a simulação inicia a um a distância ínfima do ponto de 
equilíbrio x le, p a ra  onde a simulação em tem po direto convergiria, e converge para a ’’condição 
inicial” xo, de onde a  simulação em tem po direto partiria.
E  fácil verificar que as trajetórias do sistem a
x - - f ( x )  (A.8)
são exatam en te  a.s tra je tó rias  do sistem a (A .l) em tem po reverso, logo a tra je tória  desejada 
pode ser o b tida  sim ulando o sistem a (A .8). O método de visualização da fronteira da região de 
atração  pode então ser sum ariado como segue.
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A lgoritm o A .l  [34]
1. Obtenha o equilíbrio instável x'e;
2 . linearize o sistema em torno de x le, calcule os seus autovalores e autovetores neste ponto, 
e escolha uma direção associada a um autovalor estável;
3 . determine uma condição inicial xi como uma perturbação muito pequena do equilíbrio 
instável na direção escolhida;
4 - simule o sistema x  =  —f ( x )  a partir da condição inicial X\ pelo tempo necessário.
O
A .3 A nálise pelo  m étodo d ireto  de Liapunov
Nesta Seção são sumariados os principais conceitos e resultados relativos ao m étodo direto 
de Liapunov[100, 46]. A análise da estabilidade de sistemas dinâmicos pelo m étodo direto de 
Liapunov é m uito mais poderosa do que a análise por linearização. Dentre as informações que 
podem ser obtidas pelo método direto, as mais im portantes em nosso contexto são:
• um a estim ativa para a região de atração do equilíbrio;
• projeto de controle não linear;
• estim ativa da ” velocidade” do sistema.
Como de praxe em análise de estabilidade, é assumido, sem perda de generalidade, que o 
equilíbrio cujas características estão sendo estudadas é a origem.
A .3.1 Estabilidade
Definição A .6 Função definida em  sinal.[100]
Seja T> € 3?" um domínio contendo a origem (0 E V ). Uma função continuamente di- 
ferenciável V(-) : T> é dita positiva semi-definida no domínio V  se e somente se ela
satisfaz
V(0) =  0 (A.9)
V( x)  > 0 V x e { D - 0 }  (A .10)
V(-) e dita positiva definida se e somente se a desigualdade em (A. 10) é estrita. V(-) é dita 
negativa (semi)-definida se e somente se —V(-) é positiva (semi)-definida.
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T e o re m a  A .2 (Teorema da estabilidade de Liapunov)[46, 100] Seja x e =  0 um equilíbrio 
de ( A. l )  e T> C um domínio tal que x e £ T>. Seja ainda uma função positiva definida 
V(-) : T> t—> tal que a sua derivada temporal V( x )  é sem,i-dtfinida negativa; então a origem 
é estável. Se V( x )  é definida negativa, então a origem é assintoticamente estável.
O
Sob as condições do teorem a acima, a função V(-) é cham ada função de Liapunov para o 
sistem a (A .l) . A derivada tem poral da função de liapunov V( x )  é obtida por
V ( x ) = ? ¥ & x  =  L j V ( x ) (A .11)
Estabilidade assintótica pode ser assegurada mesmo quando a derivada é apenas semi- 
definida negativa, bastando um a hipótese adicional.
T e o re m a  A .3 (Teorema de LaSalle)[46] Seja x e =  0 um equilíbrio de (A .l)  e T> €  3?” um 
domínio tal que x e £  T>. Sejam ainda uma função positiva definida V(-) : T> i—> 3? tal que a 
sua derivada temporal V(íc) e semi-definida negativa, e o conjunto S  = {x Ç V  : V{x)  =  0}. 
Suponha que a origem é a única solução do sistema (A. l )  que pode permanecer indefinidamente 
dentro do conjunto S .  Então a origem é assintoticamente estável.
O
T e o re m a  A .4 [46] Seja
O sistema ( A . l )  e exponencialmente estável se e somente se todos os autovalores da matriz A  
tem parte real negativa.
O
T eo rem a  A .5 [46] Suponha que a origem é um equilíbrio exponencialmente estável de (A .l) .  
Então existe uma função definida positiva V(-) : T> i—> -K tal que a sua derivada temporal V( x)  
é definida negativa.
O
No caso de estabilidade exponencial a função de Liapunov atende ainda a maiores restrições 
do que aquelas do Teorema acima, mas isto não é relevante no nosso contexto.
A .3.2 Estim ativa para a região de atração
D efin ição  A .7 S u p e rf íc ie  de  n ível.
Seja o conjunto
Cv{a)  = {x  : V(x) <  a} (A .13)




V(x) =  a Vx £ dCv(a)  (A .14)
e que, se V(-) é estritam ente crescente, então £v ( a )  é um conjunto conexo para todo a > 0 e
V(x)  = a <-> x £ dCy(a)  (A .15)
T e o re m a  A .6 [46] Sejam M  o maior conjunto conexo contendo a origem tal que, dentro deste 
conjunto, V (z) < 0 ,  e ã o valor que define a maior curva de nível da função de Liapunov V( x)  
contida em J\í, ou seja,
ã =  max : Cv(a)  Ç J\f (A .16)
Então a região de atração da origem satisfaz
Á 2 Cv(ã)  (A .17) 
O
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0  conjunto Cv { ã ), que representa o interior da maior curva de nível da função de Liapunov 
ta l que V ( x )  é negativa, fornece então um a estim ativa para a região de atração da origem. 
E sta  estim ativa é quase sem pre conservativa, ou seja, quase sempre a relação de pertinência na 
equação (A .17) é estrita .
U m a aplicação im portan te  da análise de Liapunov a sistemas de potência é a estim ativa de 
tem pos críticos de elim inação de curto-circuito. 0  tem po crítico é aquele que leva o sistema 
à fronteira da região de atração durante a falta. Da m esm a forma, um a estim ativa para o 
tem po crítico é aquele tem po de falta que leva o sistema à fronteira da estim ativa da região 
de atração. Este ú ltim o tem po-pode-ser-obtido integrando o sistem a com falta, monitorando o 
valor da função de Liapunov, até que esta a tin ja  o valor correspondente à fronteira da estimativa 
da região de atração. A estim ativa t cr para o tem po crítico é dada por[71]
V ( x ( t cr)) = ã = V ( x íe) (A.18)
U m a vez que a estim ativa para a região de atração é conservativa (equação (A. 17)), a 
estim ativa para  o tem po crítico tam bém  o é, ou seja,
tcr > Lr (A. 19)




r  =  max (A.20)
X V{x)
* £ >  <  - I v , „  , A , »
dV( x)  dt
1 7 T T  < -----  (A.22)V \ X)  T
Integrando os dois lados desta equação entre 0 e <  tem-se
( A ' 2 3 )
o que resu lta  em
V(x( t ) )  < V (a;(0))exp_:;: (A.24)
Desde que V(-) é um a função crescente de seu argumento, a desigualdade acim a deve im ­
plicar que tam bém  o estado x(t)  decresça no tem po de acordo com um a equação similar. Se a 
origem é exponencialmente estável, entãò
£*i || x  ||2< V(:r) < q 2 II x  ||2 (A .25)
com a i < «25 ambos escalares positivos. Utilizando (A .25) em (A.24) obtém-se o resultado 
desejado




x = f { x , z )  (B .l)
e i =  g(x , z )  (B.2)
com x G 3?" e 2 6 3Jm. Assuma que os campos vetoriais /  e g são continuam ente diferenciáveis 
um número suficiente de vezes em seus argumentos. 0  escalar e >  0 representa um  parâm etro 
pequeno e é denominado parâm etro de perturbação singular porque ao se fazer e —* 0 a equação 
diferencial (B.2) degenera em um a equação algébrica e a ordem do sistema (B.1)-(B.2) é redu­
zida d e n  +  m para n.
A presença do parâm etro de perturbação singular determ ina um a separação em duas escalas 
de tempo para o com portam ento do sistema. Com efeito, com e muito pequeno, a derivada do 
vetor z é inicialmente m uito grande pois
z = ^ - g ( x , z )  (B.3)
e portanto
2 »  x  (B.4)
Logo as variáveis 2 evoluem inicialmente m uito mais rapidam ente do que as variáveis x.  Por 
esta razão z é denominado estado rápido e x  o estado lento do sistema (B.1)-(B.2). Num 
primeiro momento, z »  x e portanto  x pode ser visto como um a constante na evolução do 
estado rápido. Logo o sistem a
z =- ^ g ( x o , z )  (B.5)
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com £o representando a condição inicial do estado x, descreve a evolução inicial do sistema e é 
cham ado de sistem a rápido do sistem a (B.1)-(B.2). Se este sistem a tem  um equilíbrio assinto- 
ticam ente  estável, então este equilíbrio será rapidam ente atingido e a evolução subseqüente do 
sistem a dar-se-á obedecendo à condição de quasi-regime perm anente:
g( x , z )  = 0 (B.6)
Se z =  h(x)  é um a raiz da equação (B.6) então, substituindo na equação diferencial referente 
ao estado lento, tem -se
x  =  f ( x ,  h(x))  ------  - (B.7)
A equação (B.7) representa o sistem a reduzido, ou sistema lento, do sistem a (B.1)-(B.2). Sejam 
x( t )  a  solução do sistem a lento (B.7) e z(t )  a solução do sistem a rápido (B.5). Sob condições 
bastan te  genéricas, a solução (x(t) ,  z( t ))  do sistem a (B.1)-(B.2) pode ser aproximada uniforme­
m ente pelas soluções do sistem a lento e do sistem a rápido.
T e o re m a  B . l  (Teorema de Tikhonov)[51, 46]
A ssum a que
1 . a origem é um equilíbrio assintoticamente estável do sistema (B.5), esta estabilidade é 
uniforme no parâmetro xq, e que Zq — h (xo) pertence à região de atração da origem;
2 . todos os autovalores da matriz jacobiana
T ,  <a 8 >
calculada ao longo de z =  h(x)  tem parte real menor ou igual a um escalar c <  0.
Então as aproximações
x( t )  — x( t )  = 0(e)  (B.9)
z( t )  — h( x ( t )) — z(t) = 0(e)  (B.10)
são válidas uniformemente em t para qualquer intervalo de tempo finito.
O
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Sob estas condições o com portam ento do sistem a (B.1)-(B.2) apresenta um a separação em 
duas escalas de tempo, um a rápida e outra  lenta, e pode ser descrito como segue. Dada 
um a condição inicial (xo, 2o) o estado rápido do sistema evolui de acordo com o modelo (B.5), 
enquanto que o estado lento perm anece constante, até atingir o equilibro do modelo (B.5), 
dado por ze = h(xo). Em ou tra  escala de tempo, esta lenta, o estado lento evolui de acordo 
com o modelo (B.7), mantendo-se sempre dentro da variedade definida pela equação de quasi 
regime perm anente (B.6). Note que o com portam ento acima descrito é, segundo o Teorema de 
Tikhonov, um a aproximação 0 ( e ) para o com portam ento real do sistema.
Se estamos interessados apenas na estabilidade exponencial do sistem a (B.1)-(B.2), então a 
aplicação do teorema abaixo é suficiente.
T e o re m a  B .2  ([51], Capítulo 7, Corolário 2.3) Sejam f , g e h  continuamente diferenciáveis. 
Suponha que x =  0 seja um equilíbrio exponencialmente estável do sistema reduzido (B.7) e 
z = h(x) seja um equilíbrio exponencialmente estável do sistema rápido (B.5), uniformemente 
em x, isto é,
|| z ( t )  — h(x)  ||<  K e ~ aT  || 2(0) — h(x)  || (B .ll)
com a  e K  independentes de x . Então existe um e* tal que, para qualquer t  < e*, a origem 
x =  0, 2 =  0 é um equilíbrio exponencialmente estável do sistema (B .1)-(B .2).
O
A pêndice C
P rojeto  em  C ascata pela Teoria de  
Liapunov
0  método aqui apresentado é aquele conhecido na literatura  de língua inglesa como backstepping 
design[56, 46].
Seja o sistem a
x = f ( x ) + g ( x ) ( ,  (C .l) 
è = M x , 0 + g Á x , 0 u (C .2)
onde t i é a  entrada de controle, e x  e £ são escalares. Note que £ aparece de form a afim na 
equação de x.  Suponha que seja conhecida um a função a(x)  tal que, se a variável £ fosse um a 
variável de controle, a lei de controle £ =  a (x ) estabilizaria a origem do subsistem a (C .l), isto 
é, a origem de
x =  f ( x )  +  g (x )a(x ) (C .3)
é assintoticam ente estável. A função o:(:e) é denominada função estabilizante e £ é o pseudo- 
controle para o subsistema (C .l). Nestas condições, existe um a função de Liapunov V( x )  que 
satisfaz
d V
—  (x)[/(a:) +  £(x)a(x)] < - W ( x )  < 0 (C.4)
onde W(-) é um a função positiva semi-definida.
Seja agora um a função candidata de Liapunov para o sistema (C.1)-(C.2), definida como a 
soma da função de Liapunov V( x)  com um  term o quadrático que envolve a diferença entre o 
valor do pseudocontrole £ e seu valor desejado a(x):
V1(x ,f)  =  V'(x) +  i [ f - Q(x)]2 (C.5)
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A derivada desta  função candidata ao longo das trajetórias do sistem a (C.1)-(C.2) é
^ i ( s , 0  =  - W ( x )  + [ t - a ( x ) ] { ^ { x ) g ( x )  + f i {x,Ç)  + g i ( x , í ) u - ^ { x ) [ f ( x )  + g{x)Ç]} (C.6)
e resta  escolher um a lei de controle u = c*i(x,£) que torne a expressão acima negativa definida. 
Se /  0 V x,£, então um a tal lei de controle é dada por
a i (z ,É )  =  ~  ~  +  +  9{x)tt} (C.T)
com Ci >  0. Com efeito, com esta lei de controle a derivada em (C.6) torna-se
Vi(*,£) =  ~ W (* ) -  c i[í -  c*(x)]2 <  0 .........  (C .8)
A lei de controle (C .7) cancela todos os term os não lineares em (C.6) e insere um termo que 
resu lta  em  um a form a quadrática na expressão final da derivada da função de Liapunov. Esta 
é apenas um a lei de controle que garante a negatividade da derivada em (C.6), cuja existência 
pode ser assegurada em um  caso bastan te  genérico. Outras leis de controle podem existir em 
cada caso particu lar, e a tarefa de projeto consiste exatam ente em achar a melhor dentre elas.
O procedim ento  acim a pode ser estendido para  um  m étodo iterativo para sistemas de ordem 
superior. O m étodo é aplicável a sistemas na form a estritam ente realimentada:
x  =  f ( x )  + g ( x ) ^  (C.9)
Í i  =  / i ( z , 6 )  + # i ( z , 6 ) 6  (C .10)
£2 =  +  P2(£,£l,£2)£3 (C.11)
: (c .i2 )
i k -1 =  • • • , £k- i )  + Sfc- i (z ,6>6i  • • • ,£k-i)tk  (C .13)
ék — fk(x,£i ,£2i---i£,k)~i~9k—'l{xi£l ,£2i---i£k)u (C .14)
com x  €  e £1, . . .  escalares. Note que cada função /,■ e gi depende apenas das variáveis 
x  e p a ra  todo  j  < i, daí o nome de form a estritam ente realimentada.
Considere a variável £1 como um  pseudocontrole para o subsistema (C.9). Se um a função 
estab ilizadora a( x )  é p ro je tada  ta l que, para £1 =  <2(2:), existe um a função de Liapunov V(x) 
que satisfaz
d V
— (x )[/(x ) +  # (x )a(x )] < -W (x )  <  0 (C .15)
com W( x )  positiva definida, então um pseudocontrole £2 =  c*i(£»£i) pode ser projetado para 
o subsistema (C.9)-(C.10) como descrito anteriorm ente. A partir desta lei de controle, pode-se 
então projetar da mesma forma um pseudocontrole £3 =  a\{x,  £1,^2) para o subsistem a (C.9)- 
(C.10)-(C.12), e assim sucessivamente até chegar ã entrada de controle u na ú ltim a equação 
que estabilizará então o sistem a global (C.9)-(C.14).
Se a lei de controle em cada passo for escolhida como em (C.7), cancelando todas as não 
linearidades do sistema, então a lei de controle final será um controle linearizante. Logo, o 
sucesso do método em encontrar um a lei de controle é garantido se o sistem a é linearizável 
por realimentação. Condições necessárias e suficientes para tanto estão bem estabelecidas na 
literatura[44]. No entanto, conforme comentado anteriorm ente, a lei de controle linearizante 
não é a única opção em cada passo do procedimento iterativo, o que confere um a flexibilidade 
muito maior ao método, se comparado com a linearização por realimentação. Leis de controle 
mais adequadas podem ser projetadas evitando o cancelamento de termos não lineares que 
contribuem para a estabilidade do sistema, ou mesmo aquelas não linearidades cujos efeitos 
podem ser majorados por alguma lei de controle ao invés de canceladas. D esta form a um 
controle mais simples, com menor esforço de controle, e que respeita as características naturais 
do sistema que são benéficas para sua estabilidade, e portanto mais efetivo e mais robusto,
■ pode ser obtido de m aneira sistemática[56].
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Parâm etros de M odelo para os 
Sistem as de T este
A notação aqui utilizada é padronizada[7]. Para todos os sistemas a freqüência é de / s =  60Hz,  
logo tem-se ws =  1207T rad/s.  A resistência e as capacitâncias em derivação das linhas de 
transmissão são desprezadas em todos os exemplos, bem como as resistências das máquinas 
síncronas.
D .l  S istem a M B I
Todos os dados nesta Seção estão na base de 100 MVA.
Tabela D .l: Dados da m áquina síncrona
A pêndice D
T 'do 5,400 s
H 6,680
x d 1,070 pu
x , 0,660 pu
K 0,408 pu
D  0,000
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Tabela D .2: Dados de linha e de barra
X i 0,415 pu
V g 0,806 pu
Voo 1,000 pu
P g 1,000 pu
P oo -1,000 pu
Q g 0,746 pu
Q  oo -0,100 pu
Na Tabela D .2, os subscritos G e  oo indicam  que as variáveis referem-se respectivamente à 
m áquina e à barra  infinita. Com os dados acima, pode-se calcular os parâm etros do modelo 
(2.24)-(2.26), apresentados na Tab. D .3.







D .2 S istem a  M B I com  carga e linha longa
Todos os dados nesta  Seção estão na base de 1.000 MVA.
Tabela D .4: Dados da máquina síncrona
T 'do 9,000 s
H 0,500 pu
x d 1,000 pu
Xg 1,000 pu
X'd 0,300 pu
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Tabela D.5: Dados de linha e de barra
x l2 0,300 pu
X 23 1,000 pu
V.I 1,006 pu










Q 3 2,828 pu
D .3 S istem a M B I com  capacitor no m eio da linha
Todos os dados nesta Seção estão na base de 300 MVA.
>
Tabela D.6: Dados da m áquina síncrona
T 'do 8,500 s
rpt!
-*• do 0,030 s
rpn
QO 0,900 s
H 3,840 kW s/kVA
x d 2,720 pu
2,600 pu
X * 0,360 pu
Xé 0,260 pu
X " 0,260 pu
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Tabela D .7: Dados de linha e de barra
A'i2 0,500 pu











q 2 -100 MVA
Q 3 61,500 MVA
A pêndice E
Elim inação das Variáveis A lgébricas 
do M odelo M B I
Seja o modelo do sistem a MBI descrito pelas equações diferenciais:





e pelas equações algébricas[7]:
(Pm -  Pe) -  Dw  
-- - E 'q + ( X d - X ' d)Id +-Ef  
Vq = E'q + X'dI d 
Vd 
Pe
- X qI q
As conexões externas são descritas pela Lei de Kirchoff aplicada ao circuito








onde Vt éa. tensão term inal da m áquina, I t é a corrente que flui da m áquina para a barra infinita, 
Voo é a, tensão da barra  infinita e Zi = Ri + j X i  é a im pedância da linha de transmissão. Note 
que todas estas variáveis são complexas (por isto a notação 7). Seja ainda a m udança de eixo 
de referência para as tensões e correntes:
cos 8 — sin 8 Q . .
sin 8 cos 8 D  v • J
onde Q e D são as componentes em eixo direto e quadratura para a grandeza em questão e R 
e I são as suas componentes em eixo real e imaginário.
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A fim de simplificar a notação e a exposição subseqüentes, a tensão da barra infinita é 
tom ada como base de tensão e como referência de ângulo, de form a que pode-se esccrever 
Voo =  1 +  ;0. Além disto, a resistência da linha de transmissão é desprezada (i?/ =  0).
Tom ando as parte  real e im aginária da equação (E.7) e utilizando a transformação de eixos 
(E .8) as seguintes equações são obtidas:
VqCOsS — Vdsen 8  — 1 =  —Xi ( I qsen8 +  I dcos8 ) 
Vqsen 8 -f Vdcos8  =  X i ( I qcos8 — I dsen 8 )
Substituindo Vq em  (E.4) e Vd em (E .5) nas equações acima:
(E.9) 
(E.10)
(E. l l )
Resolvendo esta  equação m atricial para  I q e Id estas são obtidas como função das variáveis 
de estado <5 e E'q:
sen 8
' ( X d + X ,)cos 8 ( X q +  Xi ) sen 8 '  h 1 — E'qcos8
_ {X'd + X i ) s e n 8 — { X q +  Xi)cos8 .  ^  . —senS
Id =
X q +  X, 
cosó — E'„
X'd +  X {




XiE'q +  X'dcos8
■ X'd + X,
—X q S e n è
X q + Xt
U tilizando (E .12), (E .13), (E .14) e (E .15) em (E.6):






(E.16){Xq + X,){X'd + X,)
e tem -se todas as variáveis algébricas (I q, I d, Vg, Vd e Pe) expressas em função das variáveis de 
estado. Definindo ainda os parâm etros
1
u  Abo —
bá =
2 H{X'd +  X,_
x q - x ' d
2 H{X'd + X , ) ( X q + X , )  
X d - X ' d
T L  (X>d + X t) 
X d + X t 






pode-se reescrever as equações (E.1)-(E.3) como[71]:
w = —b\E'qsen8 +  b2senócosê — Dw  +  P  (E .22)
Èg — b3cosó — b4E'q +  E  (E .23)
6 =  w  (E .21)
onde
p â  w  ( E ' 2 4 )
E  =  (E.25)
do
Se o regulador de tensão deve ser tam bém  considerado, então deve-se fazer uso da expressão
v? =  V? +  vt1 (E.26)
que, após substituição de (E .14) e (E .15), resulta em
Vt =  \J a \E '2 +  a2E'gcos6 +  a3cos26 + a4sen 26 (E .27)
onde
°> =  l x ï T x f  <E -28>
2 X i X '
° 2 “  ( X ï + X , ) *  (E '29* 
«3 =  (E .30)
04 = ( j ç h ?  <E-31>
O segundo term o em (E .22) representa o torque de relutância da máquina, usualm ente 
muito menor do que o torque representado pelo primeiro term o nesta mesma equação[55]. Em 
particular, em máquinas de rotor liso o parâm etro b2 se anula.
P rojeto  R obusto  com  Equilíbrio 
D esconhecido
0  modelo para projeto a ser considerado é
z =  A z  +  B u  (F .l)
com 2 £ üft", u £ A  e B  são matrizes incertas de dimensões apropriadas que podem  assumir 
quaisquer valores dentro de dadas regiões politópicas convexas A  £ A  e B  £ B . O problem a de 
projeto é então obter um a realim entação de estados tal que o sistema em m alha fechada seja 
quadraticam ente estável para todas as incertezas admissíveis.
Uma realimentação estática de estados
u =  K z  =  K ( x  — x°e) (F .2)
não é implementável devido ao desconhecimento do equilíbrio x°. A sua extensão dinâm ica é 
dada por
u = K ( x - 9 )  (F .3)
Ô = M ( x - 0 )  (F .4)
onde a m atriz de adaptação M  £ 3ínXn deve ser projetada. Defina por conveniência
y = ô - x ° e (F .5)
Então
A pêndice F
x — 6 = z — y (F.6)
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y = M ( z  -  y)
O sistem a em m alha fechada com o controle (F.3)-(F.4) é então
(A  +  B K )  - B K  




.  y .
(F.7)
(F.8)
O problem a de projeto é então aquele de encontrar, se possível, m atrizes K  e M  tais que 
o sistem a (F .8) seja quadraticam ente estável para toda incerteza admissível. Este problema é 
abaixo form ulado através de um problem a de otimização convexo sujeito a restrições em forma 
de desigualdades m atriciais lineares. U m a vez o problema formulado desta m aneira, métodos 
num éricos bastan te  eficientes estão disponíveis para solucioná-lo, ou declarar com certeza que 
o p roblem a não tem  solução[15].
Seja T  € 3J2nx2n um a transform ação de similaridade. Defina-se, por conveniência de notação
T  (F .9)
■ (F.10)
(F. l l )  
(F.12)
Ad = T ~ l A  +  B K  M
- B K
- M











B 0 = T ~ l
A O '  
0 0
Co = I I  T
Note que a m atriz  A ci pode ser escrita como
A ci — A q +  B q KM Co (F.13)
U m a condição necessária e suficiente para que o sistema em m alha fechada (F.8) seja qua­
d ra ticam en te  estável[8] para  toda incerteza admissível é a existência de um a m atriz simétrica 
P  de dim ensões com patíveis ta l que as desigualdades matriciais abaixo sejam satisfeitas [15].
A'clP  + PAci < 0 
P  > 0 (F.14)
A fim de poder u tilizar òs métodos numéricos de otimização mencionados acima, as de­
sigualdades que representam  as restrições devem ser lineares nas variáveis de otimização. A 
fim de ob ter um  problem a com desigualdades lineares, procedemos como segue. Pre e pós 
m ultip licando (F.14) por W  =  P ~ l obtém-se
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Assuma que existe um a m atriz quadrada N ,  de dimensão compatível, tal que
I  - I  T W  = N  \ I  - I (F.16)
Note que, dadas matrizes não singulares T  e W ,  se um a tal m atriz N  existe então tam bém  ela 
é não singular.
De (F .9) e (F.16) tem-se
A ciW  =  A qW  +  Bo






[I - / ]
(F.17)
Com a mudança de variáveis
F  = K NM N
chega-se a
A clW  = AoW  + BoF[ I  - / ]
(F.18)
(F .19)
e, finalmente, de (F.16), (F .19) e (F .15) obtém-se
-f- B 0F  
W > 0  ,
/  -  1} + (A 0W  +  B 0F  [I - / ] ) ' <  0 
I  —I  1 T W  = N  \ I  - I (F .20)
que é um problema de desigualdades m atriciais lineares nas variáveis F , N  e W , e portanto  é 
um problema de factibilidade convexo para o qual existem pacotes computacionais diretam ente 
aplicáveis[15]. Uma vez resolvido este problem a para F, N  e W ,  as m atrizes K  e M  são obtidas 
de (F.18) como
= F N ~ l (F .21)KM
Seja np o número de parâm etros incertos que variam de m aneira independente nas m atrizes A  
e B. Então as regiões politópicas A  e B são definidas por nv = 2np vértices. Sejam (A,-, Bi), i = 
1 , . . .  , n v estes vértices. Para assegurar a estabilidade quadrática do sistem a (F .8) para toda 
incerteza admissível é necessário satisfazer um a desigualdade m atricial linear como (F .20) para 
cada vértice:
' A oíW  + B oíF [ I  - I }  + (A0iW  + B 0iF { I  - / ] ) ' <  0 
W  > 0 para i — 1, . . .  , n v 
I  - I  T W  = N  I  - I
(F .22)
onde (A0j,i? 0i) é obtido de (F .9) substituindo ( A , B )  por seus vértices (Ai,  Bi),  como abaixo.
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A0t =  T ~ l 
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