Nonlinear Observability via Koopman Analysis: Characterizing the Role of
  Symmetry by Mesbahi, Afshin et al.
ar
X
iv
:1
90
4.
08
44
9v
3 
 [c
s.S
Y]
  1
0 F
eb
 20
20
NonlinearObservabilityviaKoopmanAnalysis:
Characterizing theRole of Symmetry
Afshin Mesbahi a, Jingjing Bu a, MehranMesbahi a
aWilliam E. Boeing Department of Aeronautics and Astronautics, University of Washington,WA 98195
Abstract
This paper considers the observability of nonlinear systems from a Koopman operator theoretic perspective–and in particular–
the effect of symmetry on observability. We first examine an infinite-dimensional linear system (constructed using independent
Koopman eigenfunctions) such that its observability is equivalent to the observability of the original nonlinear system. Next,
we derive an analytic relation between symmetry and nonlinear observability; it is shown that symmetry in the nonlinear
dynamics is reflected in the symmetry of the corresponding Koopman eigenfunctions, as well as presence of repeated Koopman
eigenvalues. We then proceed to show that the loss of observability in symmetric nonlinear systems can be traced back to the
presence of these repeated eigenvalues. In the case where we have a sufficient number of measurements, the nonlinear system
remains unobservable when these functions have symmetries that mirror those of the dynamics. The proposed observability
framework provides insights into the minimum number of the measurements needed to make an unobservable nonlinear system,
observable. The proposed results are then applied to a network of nano-electromechanical oscillators coupled via a symmetric
interaction topology.
Key words: Nonlinear observability; Koopman operator; Symmetry
1 Introduction
Dynamic systems are described by a set of interacting
internal variables, collectively referred to as the system
state. The interdependence between internal variables,
in turn, provides the possibility of reconstructing the
state by tracking only a subset of these variables. A nat-
ural question that arises in this context pertains to the
(minimal) number of measurements required to allow
estimating the entire (internal) state. The observability
problem addresses this issue by establishing connections
between the state dynamics and measurements in order
to uniquely deduce the state (or its initial condition).
For linear systems, observability is examined via nec-
essary and sufficient linear algebraic conditions–each
method providing unique insights supported by effi-
cient algorithmic realizations–in order to determine
if measurements are adequate for such a reconstruc-
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A preliminary version of this work has ap-
peared in the 2019 American Control Confer-
ence A. Mesbahi, Bu, and Mesbahi (2019).
tion. Analogously, nonlinear observability can be ex-
amined via theoretical or numerical methods. Theo-
retical observability analysis utilizes constructs from
algebra and differential geometry. Most of the existing
approaches in this direction provide sufficient condi-
tions for observability by computing the dimension
of the subspace spanned by the gradients of the Lie
derivatives of the measurements Bartosiewicz (2016);
Hermann and Krener (1977); Kawano and Ohtsuka
(2017); Martinelli (2019); Zabczyk (2007). Differential
geometric approaches to nonlinear observability, how-
ever, are generally difficult to realize in terms of efficient
algorithms, nor are they amenable to online, data-driven
scenarios. The “empirical” observability provides an al-
ternate framework to examine nonlinear observability,
leading to a numerical procedure for computing the rank
of the observability Gramian around a nominal trajec-
tory of a nonlinear system Aston and Dellnitz (1995);
Krener and Ide (2009); Lall, Marsden, and Glavasˇki
(2002); Powel and Morgansen (2015). In the meantime,
empirical observability might not be applicable in cer-
tain scenarios, as it requires the ability to simulate the
system from perturbed initial conditions for each state,
and comparing the corresponding measurements.
This work delves into characterizing the effect of dis-
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crete symmetries on nonlinear observability. Symme-
try is a fundamental property of many natural and
technological systems Field and Golubitsky (2009);
Golubitsky and Stewart (2002). For example, symme-
tries are common in systems such as social, cellular, and
oscillatory networksAlaeddini, Alemzadeh, Mesbahi, and Mesbahi
(2018); Emenheiser et al. (2016). For linear sys-
tems, fundamental links between discrete symmetries
(parametrized in terms of an automorphism group) and
observability have been studied Chapman and Mesbahi
(2014, 2015); Rahmani, Ji, Mesbahi, and Egerstedt
(2009). Characterizing the effect of discrete symmetries
on nonlinear observability, in the meantime, requires
more intricate analysis.
It is known that nonlinear systems with discrete sym-
metries may become unobservable Letellier and Aguirre
(2002); Liu, Slotine, and Baraba´si (2013); Martinelli
(2011). In the case that a control-affine nonlinear sys-
tem is symmetric, the unobservable subspace can in
fact be identified using the kernel of the observability
matrix Martinelli (2011). Through numerical simu-
lations, it has also been shown that the existence of
discrete symmetries in a network of nonlinear sys-
tems may decrease its observability and controllability
Whalen, Brennan, Sauer, and Schiff (2015). Of special
interest in this work are observations reported in the
literature that the so-called “reflectional” symmetries
in the network may lead to unobservability, and net-
works with only “rotational” symmetries may remain
observable. One of the main objectives of this paper is
to theoretically explain why rotational and reflectional
symmetries have different effects on the observability of
nonlinear systems.
The approach adopted in this work for understanding
connections between symmetries and observability is
based on the Koopman operator formalism initiated
in Mezic´ (2005); Mezic´ and Banaszuk (2004), utiliz-
ing the operator theoretic representation of nonlin-
ear dynamics introduced in Koopman (1931). Over
the past decade, there has been tremendous inter-
est to utilize spectral properties of the Koopman
operator for understanding complex nonlinear phe-
nomena Bollt, Li, Dietrich, and Kevrekidis (2018);
Kaiser, Kutz, and Brunton (2018); Korda and Mezic´
(2018);Mauroy and Goncalves (2020);Mauroy and Hendrickx
(2017);Mauroy and Mezic´ (2016); Mesbahi and Mesbahi
(2019); Proctor, Brunton, and Kutz (2018); Sootla and Ernst
(2018); Sootla and Mauroy (2017); Sootla, Mauroy, and Ernst
(2018); Surana (2016); Hudoba de Badyn, Alemzadeh, and Mesbahi
(2017). The Koopman operator encodes the time evo-
lution of the observable functions along the trajectories
of the nonlinear system Mezic´ (2013); Schmid (2010);
Tu, Rowley, Luchtenburg, Brunton, and Kutz (2014);
furthermore, this operator can be approximated using
data-driven techniques Li, Dietrich, Bollt, and Kevrekidis
(2017); Lusch, Kutz, and Brunton (2018);Williams, Kevrekidis, and Rowley
(2015); Williams, Rowley, and Kevrekidis (2015). Con-
sequently, the Koopman operator framework has be-
come an attractive technique for analyzing dynamical
systems using the time-series data. This approach has
also been used in system-theoretic settings. For example,
controllability and observability of nonlinear systems
wit affine structure have been studied based on a trun-
cation or approximation of the infinite-dimensional lin-
ear system in the Koopman space Goswami and Paley
(2017); Surana (2016).
In this paper, we first examine the representation of
the nonlinear system as an infinite-dimensional linear
system using independent Koopman eigenfunctions. Al-
though, this representation is infinite-dimensional, there
exist necessary and sufficient conditions for checking its
observability due to its linearity. These conditions can be
checked through the rank of the so-called observability
matrix Curtain and Zwart (1995); Klamka (1991); Son
(1990); Triggiani (1976). Subsequently, we show that an-
alyzing the observability of the original nonlinear sys-
tem is equivalent to checking the observability of this
“transformed” infinite-dimensional linear system.
Analyzing the observability problem from the Koopman
operator perspective provides a “spectral” bridge be-
tween discrete symmetries and observability of nonlin-
ear systems. This is accomplished by showing how sym-
metries in the dynamics are reflected in the spectra of
the Koopman operator A. Mesbahi et al. (2019). Using
this spectral approach, one can also uncover the distinct
effects of the so-called rotational and reflectional sym-
metries on nonlinear observability, previously reported
using simulation studies in Whalen et al. (2015). For ex-
ample, it is shown that Koopman eigenfunctions with re-
flectional symmetries lead to repeated Koopman eigen-
values in contrast with those with only rotational sym-
metries. In the case of reflectional symmetries, we show
that the loss of observability can then be traced back
to the presence of repeated eigenvalues. In this case, the
number and structure of measurements are the main
indicators for evaluating observability. In particular, if
the measurements mirror the same type of symmetry as
the underlying dynamics, repeated Koopman eigenval-
ues lead to trajectories from distinct initial conditions
that are indistinguishable from each other through the
respective measurements. However, nonlinear systems
with repeated Koopman eigenvalues can still be observ-
able if the measurements do not have the same type of
symmetries as the underlying dynamics. In this case,
the number of repeated Koopman eigenvalues is critical
to determine the minimum number of measurements re-
quired to “observe” the internal state. In the meantime,
rotational symmetries do not lead to repeated Koopman
eigenvalues. Therefore, nonlinear systems with only ro-
tationally symmetric Koopman eigenfunctions may still
be observable.
The remainder of the paper is organized as follows. §2
contains mathematical preliminaries on the observabil-
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ity problem and the Koopman operator. In §2.3, we
provide a procedure to transform the nonlinear system
into an infinite-dimensional linear system by using inde-
pendent Koopman eigenfunctions. In §3, we formulate
the nonlinear observability problem in terms of the ob-
servability of a “transformed” infinite-dimensional lin-
ear system. §4 presents our results on the connection be-
tween discrete symmetries in the nonlinear system and
its observability via the spectral properties of the corre-
sponding Koopman operator. In §5, we provide three ex-
amples to demonstrate the applicability of our theoreti-
cal results. One of these examples pertain to the observ-
ability analysis of coupled nanoelectromechanical sys-
tems (NEMS) on a ring topology. Finally, §6 includes the
concluding remarks and future directions of this work.
2 Preliminaries
In this section, we provide an overview of the notation
and preliminary background on the observability analy-
sis and the Koopman operator.
Let N, R, and C denote the natural, real, and complex
numbers, respectively; j =
√−1 and real and imaginary
parts of a complex number will be denoted by Re and
Im, respectively. A\B denotes the relative complement
of the setB with respect to setA, the set of elements that
are members of A but not B. The notation |c| and ∠c
refer to the magnitude and phase of the complex number
c. The inner product between a pair of vectors x and y
is denoted by 〈x,y〉. The identity matrix is denoted by
I (its dimension implied in the context); 1 denotes the
vector of all ones.; rank(A) and A⊤ represent the rank
of the matrix A and its transpose, respectively. The Lie
derivative of a tensor field, e.g., a scalar function ψ, along
the vector field f , is denoted by Lfψ =
〈∇ψ, f〉.
2.1 Observability
We consider a class of nonlinear systems of the form,
x˙(t) = f
(
x(t)
)
, y(t) = h
(
x(t)
)
, (1)
where the state space M ⊆ Rn is a smooth manifold
of dimension n, x denotes the system state evolving in
M, f : M → M is the C∞-smooth vector field, and
h : M → Rq is a set of C∞-smooth (nonlinear) mea-
surements consisting of q scalar-valued functions. Given
t ≥ 0, the flow map Φt
(
x0
)
:M→M evolves the state
x0 = x(t0) to the future state x(t+ t0) as,
Φt
(
x(t0)
)
= x(t+ t0) = x(t0) +
∫ t+t0
t0
f
(
x(τ)
)
dτ. (2)
The flow map, in conjunction with the measurements,
induce a composition map h ◦ Φt that is of particular
interest in the context of observability analysis. In fact,
observability of (1) pertains to the ability of identifying
the initial state x0 from the image of the composition
map h ◦ Φt for some t > 0. 1 Although, various notions
of observability for linear systems (consisting of linear
state dynamics, augmented with linear measurements)
are equivalent and can be tested using for example, the
rank of the observability matrix, there are several dis-
tinct notions of observability for nonlinear systems. In
this work, we use the notion of nonlinear observability
as adopted in Hermann and Krener (1977).
Definition 1 The system (1) is locally weakly observable
at x0 if there exists a neighborhood D containing x0 such
that for every open neighborhood U of x0 contained in D
and for every state x1 ∈ U (x0 6= x1),
h ◦ Φt
(
x0
) 6= h ◦ Φt(x1),
for some (finite) t > 0. The system (1) is called locally
weakly observable if it is locally observable for all x0 ∈
M. The system (1) is called observable if it is locally
weakly observable and the corresponding neighborhoods
can be taken asM.
Observability as defined above essentially dictates that
distinct initial conditions should lead to distinct mea-
surement trajectories for some t > 0. The standard ap-
proach to address nonlinear observability utilizes con-
structs from differential geometry. This is in view of the
fact that the observability of the system (1) can be ex-
pressed based on themeasurement h and its higher-order
Lie derivatives with respect to the differential flow map
f , or equivalently, based on the span of time deriva-
tives of the measurement h along all possible trajecto-
ries Hermann and Krener (1977); Zabczyk (2007). The
higher order Lie derivatives of ψ with respect to the vec-
tor field f are defined as Lkfψ =
〈∇Lk−1f ψ, f〉, where
L0fψ = ψ and k ∈ N. Then system (1) is locally weakly
observable at x0 if
rank
(
d
dx


L0fh
...
Lk−1f h


|x=x0
)
= n;
here, k represents the number of required higher or-
der Lie derivatives for determining the observability
by checking the rank condition of the corresponding
kq×n-dimensional matrix Hermann and Krener (1977);
Zabczyk (2007). The minimum number of Lie deriva-
tives required for satisfying the rank condition is k = n.
In the meantime numerical approaches for testing non-
linear observability, via for example, the empirical
observability Gramian, have become popular in prac-
tice Aston and Dellnitz (1995); Krener and Ide (2009);
Lall et al. (2002); Powel and Morgansen (2015). In this
direction, let us consider perturbations of the state x0
assuming the form x±i = x0± ǫei, and the correspond-
ing measurements as y±i, where ǫ is a real positive scalar
1 That is, in principle, there is an algorithm that can identify
the initial condition from the observation time history.
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and ei ∈ Rn denotes the unit vector with one at the ith
entry and zero elsewhere. The empirical observability
Gramian at x0 is then the n× n-dimensional matrix,
Gǫt
(
x(t0)
)
=
1
4ǫ2
∫ t
0
Φǫτ
(
x(t0)
)⊤
Φǫτ
(
x(t0)
)
dτ,
where
Φǫτ =
[
y+1 − y−1, . . . , y+n − y−n
]
.
It is known that the system (1) is locally weakly observ-
able at x0 if
rank
(
lim
ǫ→0
Gǫt
(
x(t0)
))
= n.
We note that empirical observability analysis can be ex-
pensive as it requires computing solutions to a nonlin-
ear system from 2n distinct initial conditions; in some
scenarios, perturbing the initial condition at will is also
prohibitive.
In this work, we examine the observability of nonlinear
systems from the perspective of the Koopman opera-
tor, a linear operator that facilitates a spectral approach
for understanding nonlinear phenomena. One of the ad-
vantages of adopting an operator theoretic approach
for nonlinear observability analysis is the ability to dif-
ferentiate unobservable and observable dynamics based
on the corresponding spectral decomposition. Moreover,
this approach allows for a modal perspective on how the
existence of discrete symmetries leads to unobservabil-
ity of the system, analogous to similar results for linear
systems such as Popov-Belevitch-Hautus test Zabczyk
(2007). Lastly, the Koopman analysis facilitates reason-
ing about theminimum number ofmeasurements needed
to make an otherwise unobservable system, observable.
2.2 Koopman Operator
We use the terminology of an “observation” function
φ : M→ C as a scalar-valued C1 function on the state
space; 2 in turn, F denotes the collection of all such
observation functions. For a given φ ∈ F and nonlinear
flow map Φt (2), the Koopman operator Kt : F → F is
defined as the map for which,
Ktφ
(
x
)
= φ ◦ Φt
(
x
)
,
for every x ∈ M Budiˇsic´, Mohr, and Mezic´ (2012);
Mezic´ (2013) ; see Figure 1. For a given flow map Φt and
the observation function φ, we denote the correspond-
ing Koopman operator as KΦ,φt ; in the case that both Φ
and φ are clear from the context, we simply write Kt to
denote the corresponding Koopman operator.
2 Note that in our terminology, measurements and obser-
vation functions refer to rather distinct objects; The mea-
surement is an output function as typically used in dy-
namics and control, physically realized for example by a
sensor. An observation function–on the other hand–is de-
fined on the state space of the dynamical system for the
purpose of a Koopman analysis Mauroy and Mezic´ (2016);
Williams, Kevrekidis, and Rowley (2015).
MM
C
φ
C
φ
Φ
Nonlinear map
KtLinear operator
Fig. 1. The Koopman operator evolves the observable of a
nonlinear system.
Wefirst note that theKoopman operator associatedwith
any (potentially nonlinear) flow map is linear; that is,
the Koopman operator corresponding to the linear com-
bination of two observation functions is the linear com-
bination of the Koopman operator applied to each. Con-
sistent with the definition of the Koopman operator Kt,
the variable,
φ¯t
(
x
)
= Ktφ
(
x
)
is the solution of the partial differential equation,
∂φ¯t
(
x
)
∂t
= Lf φ¯t
(
x
)
, φ¯0
(
x
)
= φ
(
x0
)
,
wherex0 is the initial condition of (1) Lasota and Mackey
(1994); we refer to Lf as the Koopman generator
Budiˇsic´ et al. (2012); Mezic´ (2013); note that the Koop-
man generator satisfies the equation,
Lfψi
(
x
)
= λiψi
(
x
)
, i ∈ N,
where λi ∈ C and ψi :M→ C are the Koopman eigen-
value and eigenfunction, respectively. As such, the Koop-
man operator can be described by its spectral properties,
namely its eigenfunctions and eigenvalues. Let (λi, ψi)
be an eigenvalue/eigenvector pair for Kt; then for all
x ∈ M,
Ktψi
(
x
)
= eλitψi
(
x
)
.
Note that we are implicitly restricting our attention to
the case where the Koopman operator has a countable
point spectra (i ∈ N).
Even though the Koopman operator is linear, it is
generally infinite-dimensional for nonlinear as well
as linear systems. As such, the Koopman opera-
tor may have point and continuous spectrum Mezic´
(2013). It is known that the discrete spectrum
characterizes the almost periodic part of dynami-
cal systems, while the continuous part correspondeds
to either a shear flow behavior or chaotic dynam-
ics Govindarajan, Mohr, Chandrasekaran, and Mezic
(2019); Mezic´ (2013); Schmid and Henningson (2001);
Sharma, Mezic´, and McKeon (2016). In other words,
the discrete spectrum describes the behavior of the dy-
namical system over isolated frequencies Lusch et al.
(2018). In this work, we only consider the point spectra
of the Koopman operator in our observability anal-
ysis as it is sufficient for describing the evolution of
observables in many physical and engineering systems
Goswami and Paley (2017); Korda and Mezic´ (2018);
Mauroy and Mezic´ (2016); Sootla et al. (2018); Surana
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(2016); Susuki and Mezic´ (2012).
Let Υ : M → Cno be an no-tuple of observation func-
tions. If this observationΥ
(
x
)
lies within the closure of
the span of Koopman eigenfunctions, the vector-valued
observation can be expressed as,
Υ
(
x
)
=
∞∑
j=1
ψj
(
x
)
vj , (3)
where vj ∈ Cno is a set of vector-valued coefficients
Budiˇsic´ et al. (2012); Mezic´ (2013) and the convergence
is interpreted as point-wise absolutely convergent in
the 2-norm; namely,
∑∞
j=1 ‖ψj
(
x
)
vj‖2 < ∞. Although
Koopman eigenvalues and eigenfunctions are intrinsic
characteristics of the dynamics (1), vector-valued coef-
ficients vj depend on the choice of the observable Υ.
For the case of full-state observable Υ
(
x
)
= x, the cor-
responding vector-valued coefficients vj ’s are called the
Koopman modes, that can be viewed as components
of the projection of the state on the span of Koopman
eigenfunctions.
We note that if the Koopman operator Kt has a pair of
eigenvalues λ1 and λ2 with the corresponding eigenfunc-
tions ψ1 and ψ2, then Kt also has eigenvalues α1λ1 +
α2λ2 and eigenfunctions cψ
α1
1 ψ
α2
2 , where c ∈ C and
α1, α2 ∈ N Budiˇsic´ et al. (2012); Mezic´ (2013). A set
of independent Koopman eigenfunctions whose associ-
ated Koopman modes are nonzero will be referred to as
the Koopman set Ψ. 3 An important assumption in our
subsequent analysis is that full-state observation vector
Υ
(
x
)
= x lies in the span of the Koopman set Ψ. As
such, nonlinear systems of interest in this work can be
described by the eigenspace of the Koopman operator
via the Koopman eigenfunctions. To summarize, in this
work the following statements hold by construction: (a)
the Koopman set Ψ is nonempty, as the constant func-
tion c ∈ C is always a trivial eigenfunction of the Koop-
man operator with zero eigenvalue, (b) when referring to
Koopman eigenfunctions ψ1, ψ2, . . . ∈ Ψ, we are implic-
itly assuming their linear independence, (c) Koopman
modes v1,v2, . . . , associated with Koopman eigenfunc-
tions ψ1, ψ2, . . . ∈ Ψ, are nonzero; this follows from our
adopted definition for the Koopman set.
Koopman operator facilitates the representation of a
nonlinear system as an infinite-dimensional linear sys-
tem, once the set of observation functions is fixed. The
setup has been used extensively in model identification,
particularly in the context of the so-called dynamic
mode decomposition (DMD), where a finite-dimensional
representation of the Koopman operator is constructed
using the time-series data. It is thus of interest to explore
the extent by which the Koopman operator representa-
tion of a nonlinear system can facilitate their system-
3 Note that a Koopman set is not necessary of finite cardi-
nality.
theoretic analysis. Such an approach has been ex-
plored in Mauroy and Mezic´ (2016); Sootla and Mauroy
(2017); Susuki and Mezic´ (2012) for stability analy-
sis, Korda and Mezic´ (2018); Sootla and Ernst (2018);
Sootla et al. (2018) for control design, Kaiser et al.
(2018); Proctor et al. (2018); Surana (2016) for estima-
tion, andMauroy and Goncalves (2020);Mauroy and Hendrickx
(2017) for system identification.
In this work, we examine how observability of non-
linear systems can be approached from a Koopman
operator theoretic perspective. Of particular inter-
est to us is how discrete symmetries of the underly-
ing nonlinear system effects the spectral properties of
the corresponding Koopman operator and how these
spectral properties mirror their finite dimensional ana-
logue as examined in the context of networked sys-
tems M. Mesbahi and Egerstedt (2010). However prior
to detailing these connections, we examine a canonical
representation of the Koopman operator that proves to
be useful in our subsequent analysis.
2.3 Koopman Operator and Infinite-Dimensional Lin-
ear Systems
Koopman eigenfunctions are invariant directions of the
dynamics. As such, we can consider representing the dy-
namics of the state x within the span of the Koopman
set Ψ. In this direction, recall vj ’s are Koopman modes
associated with observable Υ(x) = x and we propose a
new transformation, inspired by the so-called Koopman
Canonical Transform introduced in Surana (2016); the
transformation assumes the form,
T (x) =


φ1 ◦ x
φ2 ◦ x
· · ·

 , (4)
where the observation functions are defined using the
Koopman eigenfunctions ψi ∈ Ψ as,

φi (x) = viψi (x) , if λi ∈ R[
φi (x)
φi+1 (x)
]
=
[
Re (viψi (x))
Im (viψi (x))
]
, if λi ∈ C ;
the indexing convention also assumes that λi+1 = λ¯i
when λi ∈ C. We note that the transformation T (x) is
constructed only on the discrete part of the Koopman
spectrum. The updated state representation
z = T (x) ,
can reconstruct the original state x via the Koopman
modes,
x(t) = V z(t), (5)
where the blocks of columns of V are,

νi = In, if λi ∈ R[
νi
νi+1
]
=
[
In
0
]
, if λi ∈ C.
Note that in our notation every entry of z(t) is an el-
ement of Rn. Moreover, in light of assumption (3), z ∈
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ℓ2(R). This transformation is of interest in our subse-
quent observability analysis as it converts the nonlinear
system (1) to an infinite-dimensional linear system of
the form (6),
z˙(t) = (Λ⊗ In)z(t),
y(t) = h (V z(t)) ,
(6)
with z0, the initial condition of z(t), belongs to a real,
separable infinite-dimensional Hilbert space Z := ℓ2(R),
and Λ is a block diagonal matrix defined according to,

Λi,i = λi, if λi ∈ R[
Λi,i Λi,i+1
Λi+1,i Λi+1,i+1
]
=
|λi|
[
cos(∠λi) sin(∠λi)
− sin(∠λi) cos(∠λi)
] if λi ∈ C .
Theorem 2.1.1 in Singh and Manhas (1993) exam-
ines conditions under which operators such as Λ are
bounded; furthermore, Proposition 2.3 in H. Fattorini
(1966) considers reducing an unbounded operator to a
bounded one using its resolvent. In a nutshell, approxi-
mate observability of infinite-dimensional linear systems
(6) and (8) with an unbounded operator Λ can be re-
duced to those with a bounded operator Triggiani (1975,
1976). As such, in our subsequent analysis boundedness
of the operator Λ will be assumed. We also note that in
the context of infinite dimensional linear systems, the
(approximately) observability concepts are dual to those
of (approximately) controllability; see Lemma 4.1.13
in Curtain and Zwart (1995) and Delfour and Mitter
(1972). The system (6) admits a unique “mild” solution
z(t) with the initial condition z0 satisfying,
z(t) = S(t)z0,
where S(t) is a continuous semigroup generated by
a bounded linear operator Λ Curtain and Pritchard
(1978); van Neerven (1996).
Since the state measurement is assumed to lie in the clo-
sure of the span of the Koopman eigenfunctions, we are
able to make a connection between the observability of
(1) and its representation as an infinite-dimensional lin-
ear system (6). In particular, the measurement function
h can be expanded in terms of the (linearly independent)
Koopman eigenfunctions ψi ∈ Ψ as,
h (V z(t)) =
(
C ⊗ 1⊤) z(t) =


〈z(t), c1 ⊗ 1⊤〉
· · ·
〈z(t), cq ⊗ 1⊤〉

 , (7)
where cj ⊗ 1⊤ is the j-th row of C ⊗ 1⊤ : Z → Rq,
for j = 1, . . . , q. We now note that replacing (7) for (6)
results in the infinite-dimensional linear system,
z˙(t) = (Λ⊗ I) z(t),
y(t) =
(
C ⊗ 1⊤)z(t). (8)
As such, we proceed to analyze the observability of (8),
and subsequently make a connection between its observ-
ability and that of the original system (1). In order to
discuss the observability of the infinite-dimensional lin-
ear system (8), we consider the approximate observabil-
ity as defined in Curtain and Zwart (1995).
Definition 2 The infinite-dimensional linear system
(8) is approximately observable on [0, τ ], for some finite
τ > 0, if knowledge of the measurement function y in
L2 ([0, τ ];y) 4 uniquely determines its initial state.
In a nutshell, approximate observability is the ability
to estimate initial state based on the knowledge of the
measurement data over a finite time interval.
3 Observability Measures
Consider the operator Λ characterizing the infinite-
dimensional linear system (8) having a discrete spectrum
consisting of isolated (countable) Koopman eigenvalues
λi, each with multiplicity ri, for i ∈ N. The operator
Λ admits a complete set of orthonormal eigenvectors
wij corresponding to eigenvalues λi for i ∈ N and
j = 1, . . . , ri (using the Gram-Schmidt process) Halmos
(1957). If all nonzero eigenvalues have finite multiplicity,
the corresponding semigroup S(t) can be expanded as
S(t)z(0) =
∞∑
i=1
eλit
ri∑
j=1
ψij (z0)wij ,
where z0 is the initial condition and wij ’s are eigen-
vectors of Λ and ψij (z0) = 〈z0,wij〉 Klamka (1991);
Leman´czyk (2009). We now note that the functional an-
alytic theory of infinite-dimensional linear systems (on a
separable space) leads to a criteria for approximate ob-
servability in the Koopman space. In this direction, we
consider a set of q×(nri)-dimensional constant matrices
Oi of the form, for i ∈ N,
Oi =


〈wi1, c1 ⊗ 1⊤〉 · · · 〈wiri , c1 ⊗ 1⊤〉
...
...
...
〈wi1, cq ⊗ 1⊤〉 · · · 〈wiri , cq ⊗ 1⊤〉

 , (9)
constructed in order to investigate the observability
problem. The following result provides a necessary
and sufficient condition for approximate observabil-
ity of an infinite-dimensional linear system (8) based
on the spectral decomposition method discussed in
Curtain and Zwart (1995); Klamka (1991); Son (1990).
Lemma 1 The system (8) is approximately observable
(over a finite time interval) if and only if for all i ∈ N,
rank(Oi) = nri. (10)
Proof It is known that (8) is unobservable if there is
an eigenvalue of infinite (or arbitrarily high) multiplic-
ity H. O. Fattorini (1967); Knowles (1981); Triggiani
(1976). On the other hand, when the highest eigenvalue
multiplicity is finite, (10) is essentially the generalization
of the familiar rank condition for observability of linear
4 L2 ([0, τ ];y) denotes the set of Lebesgue measurable func-
tions with
∫
τ
0
‖f(t)‖22dt < +∞.
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finite-dimensional systems. The proof of this generaliza-
tion has been proposed for linear infinite-dimensional sys-
tems in Theorem 5.3 in Triggiani (1976) and Theorem
4.2.1 in Curtain and Zwart (1995).
We now provide a condition for the observability of the
nonlinear system (1) based on the representation (8).
Theorem 1 Suppose that the full-state observableΥ
(
x
)
is in the span of Koopman eigenfunctions. Then the non-
linear system (1) is observable if and only if for all i ∈ N,
rank(Oi) = nri. (11)
Proof Let us assume that there exists i ∈ N for which
condition (11) is not satisfied. Lemma 1 thus implies that
the system (8) is not approximately observable. Since (8)
is diagonal, at least one of the Koopman eigenfunctions
associated to λi can not be uniquely identified by the mea-
surements. Therefore, the state x can not be uniquely
constructed via (3), as eigenfunctions are independent
and Koopman modes are assumed to be nonzero. As such,
the original system (1) is not approximately observable
following (5).
Now, let us assume that condition (11) is satisfied for
all i ∈ N; that is, based on Lemma 1, the system (8)
is approximately observable. According to the diagonal
structure of the system (8), all eigenfunctions are ap-
proximately observable. Therefore, the full-state x(t) is
approximately observable following the transformation
(5), as the Koopman modes are nonzero. Since the ap-
proximate observability is the same as observability for
finite-dimensional systems, according to Theorem 17 in
Boscain, Gauthier, Rossi, and Sigalotti (2015), the orig-
inal system (1) is observable, thus completing the proof.
The necessary condition of Theorem 1 indicates that
the number of independent measurements q, must be at
least equal to the maximum multiplicity of eigenvalues
of the operator Λ. Consequently, supi=1,2,... ri plays an
important role in investigating the observability of the
nonlinear system (1).
Corollary 1 The nonlinear system (1) is not observable
if q < supi=1,2,... ri.
Proof According to Lemma 1 and Theorem 1, the non-
linear system (1) is unobservable if supi=1,2,... ri = ∞.
Let us thus assume that q < supi=1,2,... ri < ∞; hence
there exists an eigenvalue λi for which rank(Oi) ≤ nq <
nri. The proof now follows by noting that condition (11)
in Theorem 1 is not satisfied.
Corollary 1 and Theorem 1 can be used to determine a
set of measurements that facilitate “observing” the sys-
tem state. In addition, the structure of the observability
matrix (9) and the operatorΛ provide new insights into
how symmetries in the system measurements can lead
to unobservability, a topic we examine next.
4 Discrete Symmetries, Koopman Spectra, and
Observability
Analyzing nonlinear systems in an infinite-dimensional
setting using independent Koopman eigenfunctions
leads to effective means of characterizing connections
between symmetry and nonlinear measures of observ-
ability. In this section, we examine structural properties
of Koopman eigenvalues, eigenfunctions, and modes of
a “symmetric” nonlinear system (1).
We call the dynamic system (1) state symmetric 5 if
there exists a nontrivial permutation matrix P : M→
M such that
f
(
Px
)
= P f
(
x
)
, (12)
whereP k = I, for some k ∈ {2, 3, . . .}Aguilar and Gharesifard
(2014); Letellier and Aguirre (2002); Salova, Emenheiser, Rupe, Crutchfield, and D’Souza
(2019). Moreover, we refer to the nonlinear system (1)
as symmetric if there exists a nontrivial permutation
matrix P :M→M such that
f
(
Px
)
= P f
(
x
)
, h (Px) = h (x) , (13)
whereP k = I, for some k ∈ {2, 3, . . .}; a system is called
asymmetric if no such nontrivial permutation exists. 6 In
this section, we examine how discrete symmetries in the
nonlinear system is reflected in its Koopman operator.
Theorem 2 The dynamic system (1) is symmetric (with
respect to a nontrivial permutation matrix P ) if and only
if having ψi
(
x
)
as the Koopman eigenfunction associated
with eigenvalue λi implies that ψi
(
Px
)
is also a Koop-
man eigenfunction associated with the same Koopman
eigenvalue, for i ∈ N.
Proof Let us assume that ψi
(
x
)
is the Koopman eigen-
function corresponding to the Koopman eigenvalue λi.
Since 〈∇ψi(x), f(x)〉 = λiψi(x),
replacing x by Px results in,〈∇ψi(Px), f(Px)〉 = 〈∇ψi(Px),P f(x)〉 = λiψi(Px).
By subtracting the two sides of the above identity from〈∇ψi(x), f(x)〉 = λiψi(x), we obtain,〈∇ψi(x), f(x)〉−〈P⊤∇ψi(Px), f(x)〉
= λiψi
(
x
)− λiψi(Px)
implying that〈
∇
(
ψi
(
x
)− ψi(Px)), f(x)〉 = λi(ψi(x)− ψi(Px)).
Henceψi
(
x
)−ψi(Px) is a Koopman eigenfunction asso-
ciated Koopman eigenvalue λi. Since ψi
(
x
)
and ψi
(
x
)−
ψi
(
Px
)
are both Koopman eigenfunction with the same
5 Note that state symmetry only concerns the state dynamics
x˙(t) = f(x(t)) without any constraints on the observable
y(t) = h(x(t)).
6 We note that one can generalize this by allowing general
group actions on M beyond the symmetric group (of per-
mutations). For the purposes of this paper however, we are
primary interested in symmetries induced by the automor-
phism group of a nonlinear network.
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eigenvalue λi, ψi
(
Px
)
is also a Koopman eigenfunction
associated with this Koopman eigenvalue.
Next we show that the nonlinear system is symmetric if
ψi
(
Px
)
is also a Koopman eigenfunction associated with
the Koopman eigenvalue λi, when ψi(x) is the Koopman
eigenfunction with the same eigenvalue λi, for i ∈ N. We
first note that ψi
(
Px
)
+ ψi
(
x
)
, as a linear combination
of two eigenfunctions, is itself an eigenfunction of the
Koopman operator. Accordingly,〈
∇
(
ψi
(
Px
)
+ ψi
(
x
))
, f
(
x
)〉
= λi
(
ψi
(
Px
)
+ ψi
(
x
))
,
implying that,〈
P⊤∇ψi
(
Px
)
, f
(
x
)〉
+
〈∇ψi(x), f(x)〉
= λiψi
(
Px
)
+ λiψi
(
x
)
.
By subtracting the above equation from
∇ψi
(
Px
)⊤
f
(
Px
)
= λiψi
(
Px
)
and
〈∇ψi(x), f(x)〉 = λiψi(x), we conclude that〈∇ψi(x),P f(x) − f(Px)〉 = 0, for i ∈ N. As the
full-state observation function Υ(x) = x lies in the
algebraic span of Koopman eigenfunctions, the iden-
tity matrix, i.e., Jacobian of Υ(x), lies in the span of
the gradient of the Koopman eigenfunctions. In other
words, {∇ψi(x)} spans Rn for every x ∈ M. Conse-
quently, P f(x) − f(Px) = 0, i.e., f(x) is symmetric
with respect to P , thereby completing the proof.
Theorem 2 states that the presence of symmetry in the
nonlinear system is reflected in the structure of its Koop-
man eigenfunctions. In this case, the “projected sym-
metry” of a Koopman eigenfunction is either along the
same direction as the original eigenfunction or along a
new distinct direction. The notions of rotational and ref
lectional symmetry further clarify this distinction.
The Koopman eigenvalue/eigenfunction pair (λi, ψi) is
said to have a rotational symmetry if the action of the
symmetry (from the dynamics) on the Koopman eigen-
function leads to a linearly dependent Koopman eigen-
function, i.e.,
ψi
(
x
)
= cψi
(
Px
)
, (14)
where c ∈ C. On the other hand, we refer to the Koop-
man eigenfunction as reflectional when the action of the
symmetry on this eigenfunction leads to a linearly in-
dependent Koopman eigenfunction (with respect to the
original one). In this case, there exists another Koop-
man eigenfunctionψj(x), not alongψi(x), with the same
Koopman eigenvalue λi, such that
ψj
(
x
)
= cψi
(
Px
)
, (15)
where c ∈ C. Hence, Theorem 2 states that the pres-
ence of symmetry in the nonlinear system leads to either
rotational and reflectional symmetry in the Koopman
eigenfunctions.
Lemma 2 Suppose that the dynamic system (1) is sym-
metric and the full-state observation vector and the mea-
surement are in the span of the Koopman set. Then if the
Koopman set includes a reflectional eigenfunction, the
“reflected” eigenfunction belongs to the Koopman set.
Proof Without loss of generality, let us assume that the
eigenfunctions ψf1
(
x
)
, ψf2
(
x
)
, . . . ∈ Ψ, with the asso-
ciated eigenvalues λf1, λf2, . . . , have rotational symme-
try, that is, ψfi
(
Px
)
= cfiψfi
(
x
)
, and ψr1
(
x
)
, ψt1
(
x
)
,
ψr2
(
x
)
, ψt2
(
x
)
, . . . ∈ Ψ, with the associated eigenval-
ues λr1, λt1, λr2, λt2, . . . , have the reflectional symmetry
such that ψri
(
Px
)
= criψti
(
x
)
, ψti
(
Px
)
= ctiψri
(
x
)
,
λri = λti, and reflectional eigenfunctions ψn1
(
x
) ∈ Ψ
with the associated eigenvalues λn1, while ψn1
(
Px
)
/∈ Ψ,
and cfi, cti, cri ∈ C. Then, the state x can be represented
as,
x(t) =eλn1ψn1
(
x
)
vnj +
∞∑
j=1
eλfjψfj
(
x
)
vfj
+
∞∑
i=1
eλtiψti
(
x
)
vti +
∞∑
i=1
eλriψri
(
x
)
vri.
Replacing x by Px and using rotational and reflectional
symmetry of the eigenfunctions result in,
Px(t) =eλn1ψn1
(
Px
)
vn1 +
∞∑
j=1
eλfj cfiψfj
(
x
)
vfj
+
∞∑
i=1
eλrictiψri
(
x
)
vti +
∞∑
i=1
eλticriψti
(
x
)
vri.
In the meantime, left multiplication by P k−1 leads to
another expansion of the state x as,
x(t) = eλn1ψn1
(
Px
)
P k−1vn1
+
∞∑
j=1
eλfjψfj
(
x
)
cfiP
k−1vfj +
∞∑
i=1
eλriψri
(
x
)
ctiP
k−1vti
+
∞∑
i=1
eλtiψti
(
x
)
criP
k−1vri.
Consequently, the full state x is in the span of the set
ψn1
(
Px
) ∪ Ψ \ ψn1(x). Therefore, ψn1(Px) is in the
span of Ψ and
ψn1
(
Px
)
=µn1ψn1
(
x
)
+
∞∑
j=1
µfjψfj
(
x
)
+
∞∑
i=1
µtiψti
(
x
)
+
∞∑
i=1
µriψri
(
x
)
,
(16)
where there exist µfj 6= 0, µti 6= 0, or µri 6= 0 since
ψn1
(
x
)
and ψn1
(
Px
)
are linearly independent. Replac-
ing x by Px in equation (16) and applying equation (16)
result in
ψn1
(
P 2x
)
= µ2n1ψn1
(
x
)
+
∞∑
j=1
µfj(µn1 + cfj)ψfj
(
x
)
+
∞∑
i=1
µti(µn1 + cri)ψti
(
x
)
+
∞∑
i=1
µri(µn1 + cti)ψri
(
x
)
.
By repeating the above procedure k−1 times, replacing x
by Px and applying (16) and considering P k = I, result
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in
ψn1
(
P kx
)
=ψn1
(
x
)
= ξn1ψn1
(
x
)
+
∞∑
j=1
ξfjψfj
(
x
)
+
∞∑
i=1
ξtiψti
(
x
)
+
∞∑
i=1
ξriψri
(
x
)
,
where ξn1, ξfj, ξti, and ξri are functions of µn1, µfj, µti,
µri, cfj, cti, and cri. Therefore, ψn1
(
x
)
lies in the span
of the set Ψ \ ψn1
(
x
)
. This is in contradiction with the
independence assumption of the Koopman set Ψ.
We now proceed to show how symmetries in a dynamic
system are reflected in the corresponding Koopman
modes.
Corollary 2 Suppose that the dynamic system (1) is
symmetric and the full-state observation vector and the
measurement are in the span of the Koopman set. Then,
the following statements hold for some cfi, cri ∈ C,
a) if there exists a rotational symmetric eigenfunctions
ψi in the Koopman set, then vi = cfiP
k−1vi, where
vi is its associated Koopman mode.
b) if there exists a pair of reflectional symmetric eigen-
functions ψi and ψj in the Koopman set, then vj =
criP
k−1vi, where vi,vj are the associated Koopman
modes.
Proof According to Lemma 2, the Koopman set cannot
contain only one pair of reflectional symmetry eigenfunc-
tions. Without loss of generality, let us assume that the
eigenfunctions ψf1
(
x
)
, ψf2
(
x
)
, . . . ∈ Ψ, with the as-
sociated eigenvalues λf1, λf2, . . . , have the rotational
symmetry, that is, ψfi
(
Px
)
= cfiψfi
(
x
)
, and ψr1
(
x
)
,
ψt1
(
x
)
, ψr2
(
x
)
, ψt2
(
x
)
, . . . ∈ Ψ, with the associated
eigenvalues λr1, λt1, λr2, λt2, . . . , have the reflectional
symmetry such that ψri
(
Px
)
= criψti
(
x
)
, ψti
(
Px
)
=
ctiψri
(
x
)
, λri = λti, for i ∈ N, and cfi, cti, cri ∈ C.
Then, the state x can be expanded as,
x(t) =
∞∑
j=1
eλfjψfj
(
x
)
vfj +
∞∑
i=1
eλtiψti
(
x
)
vti
+
∞∑
i=1
eλriψri
(
x
)
vri.
Replacing x by Px and using rotational and reflectional
symmetry of the eigenfunctions result in,
Px(t) =
∞∑
j=1
eλfjcfjψfj
(
x
)
vfj +
∞∑
i=1
eλrictiψri
(
x
)
vti
+
∞∑
i=1
eλticriψti
(
x
)
vri.
In the meantime, left multiplication by P k−1 leads to
another expansion of x as,
x(t) =
∞∑
j=1
eλfjψfj
(
x
)
cfjP
k−1vfj
+
∞∑
i=1
eλriψri
(
x
)
ctiP
k−1vti +
∞∑
i=1
eλtiψti
(
x
)
criP
k−1vri.
By defining a new set of Koopman modes as v¯fj =
cfjP
k−1vfj, v¯ri = ctiP
k−1vti, and v¯ti = ctiP
k−1vri,
we can now express the state x as,
x(t) =
∞∑
j=1
eλfjψfj
(
x
)
v¯fj +
∞∑
i=1
eλriψri
(
x
)
v¯ri
+
∞∑
i=1
eλtkψti
(
x
)
v¯ti.
Note that the coefficients associated with the same eigen-
function in the first and last expansions of x are iden-
tical. Therefore, vfj = cP
k−1vfj, vti = cP
k−1vri, and
vti = cP
k−1vri, thus completing the proof.
Theorem 2 and Corollary 2 highlight how symmetry in
a dynamic system is reflected in the spectral properties
of the corresponding Koopman operator. The following
result shows that when the nonlinear system is symmet-
ric, the corresponding infinite-dimensional linear system
has repeated eigenvalues.
Lemma 3 Suppose that the nonlinear system (1) is sym-
metric (with respect to a nontrivial permutation matrix)
and the full-state observation vector and the measure-
ment are in the span of the Koopman set. Then, the
infinite-dimensional linear systems (6) and (8) have re-
peated eigenvalues.
Proof If the Koopman set includes reflectional eigen-
functions, then the proof is completed since reflectional
eigenfunctions admit a repeated set of Koopman eigen-
values. Without loss of generality, let us assume that the
Koopman set Ψ contains only rotational eigenfunctions
ψf1
(
x
)
,ψf2
(
x
)
, . . . ,with the associated eigenvalues λf1,
λf2, . . ., such that ψfi
(
Px
)
= cfiψfi
(
x
)
and λfi 6= λfj ,
for i 6= j and cfi ∈ C. Since the measurement h (x(t)) is
in the span of the Koopman set Ψ, it can be expanded as,
h (x) =
∑∞
j=1 e
λfjψfj
(
x
)
qfj , where q ∈ Rq. Replacing
x by Px and using the symmetry of the measurement
(h (Px) = h (x)) result in,
h (x) = h (Px) =
∞∑
j=1
eλfjψfj
(
Px
)
qfj
=
∞∑
j=1
eλfj cfiψfj
(
x
)
qfj .
Since these Koopman eigenfunctions are linearly inde-
pendent, we conclude that cfi = 1 by comparing the ob-
tained expansion and the original expansion of the mea-
surement equation. Therefore, ψfi
(
Px
)
= ψfi
(
x
)
. Now,
we expand the state x as, x(t) =
∑∞
j=1 e
λfjψfj
(
x
)
vfj .
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Replacing x by Px and using ψfi
(
Px
)
= ψfi
(
x
)
result
in,
Px(t) =
∞∑
j=1
eλfjψfj
(
Px
)
vfj =
∞∑
j=1
eλfjψfj
(
x
)
vfj
= x(t).
Since this identity holds for all x(t), we conclude that
P = I. This however is a contradiction, as P is assumed
to be a nontrivial permutation.
We now observe a commutativity property for nonlin-
ear symmetric systems that is rather analogous to their
linear counterparts.
Lemma 4 When the nonlinear system (1) is symmetric
and the full-state observation vector and the measure-
ment are in the span of the Koopman set, then the sys-
tem (8) is symmetric with respect to a nonidentity op-
erator Q ⊗ I : Z → Z, for which (Q⊗ I) (Λ⊗ I) =
(Λ⊗ I) (Q⊗ I) and C ⊗ 1⊤ = (C ⊗ 1⊤) (Q⊗ I).
Proof According toTheorem 2, the Koopman eigenfunc-
tions associated with same eigenvalues, are symmetric
with respect to some non-trivial permutation P . It thus
follows from Lemma 3 that the corresponding Koopman
set includes reflectional eigenfunctions and the corre-
sponding operator Λ has repeated eigenvalues. Without
loss of generality, let the eigenfunctions ψr1
(
x
)
, ψt1
(
x
)
,
ψr2
(
x
)
, ψt2
(
x
)
, . . . ∈ Ψ, with the associated eigenval-
ues λr1, λt1, λr2, λt2, . . . have the reflectional symmetry
such that ψri
(
x
)
= criψti
(
Px
)
, ψti
(
x
)
= ctiψri
(
Px
)
,
λri = λti, and eigenfunctions ψf1
(
x
)
, ψf2
(
x
)
, . . . ∈ Ψ,
with the associated eigenvalues λf1, λf2, . . . , have the
rotational symmetry, ψfi
(
Px
)
= cfiψfi
(
x
)
.
We now construct the diagonal operator Λ with di-
agonal elements λf1, λf2, . . ., λr1, λt1, λr2, λt2, . . ..
Define the permutation operator Q that exchanges the
ri-th and ti-th elements, for i ∈ N. Since λri = λti,
QΛ = ΛQ, and consequently (QΛ)⊗ I = (ΛQ)⊗ I ⇒
(Q⊗ I) (Λ⊗ I) = (Λ⊗ I) (Q⊗ I). Thus, the oper-
ators Λ and Λ ⊗ I are symmetric with respect to the
non-identity permutation Q and Q⊗ I, respectively.
Applying the transformation (5) in h (Px) = h (x)
and taking into account that (Q⊗ I) (Λ⊗ I) =
(Λ⊗ I) (Q⊗ I) results in h (V (Q⊗ I) z) = h (V z).
This latter identity can now be written based on the
expansion (7) as
(
C ⊗ 1⊤) z = (C ⊗ 1⊤) (Q⊗ I) z =(
CQ⊗ 1⊤) z. Since the elements of z(t) are nonzero
for all times and the operator Q is not identity, it follows
that C = CQ and C⊗1⊤ = (C ⊗ 1⊤) (Q⊗ I). There-
fore, the system (8) is symmetric with respect to Q⊗ I.
We are now in the position to clarify how discrete sym-
metries in a nonlinear system lead to its unobservability.
4.1 Role of Discrete Symmetries on Observability
We now analyze the observability of a discrete symmet-
ric nonlinear system. One of the unique features of our
approach is utilizing the symmetry in the Koopman rep-
resentation of the nonlinear system for such an analy-
sis. This is done by showing that the symmetry in the
nonlinear system induces a multiplicity in the Koopman
spectra, leading to unobservability of the system.
Theorem 3 Suppose that the nonlinear system (1) is
symmetric and the full-state observation vector and the
measurement are in the span of the Koopman set; then
the system (1) is unobservable.
Proof Since the nonlinear system (1) is symmetric,
Lemma 4 implies that (8) is symmetric with respect to
matrix Q ⊗ I and there exists a repeated eigenvalue λi
for the corresponding Λ with multiplicity ri ≥ 2 and
C ⊗ 1⊤ = CQ ⊗ 1⊤ = (C ⊗ 1⊤) (Q⊗ I). As such,
there exists a set of eigenvectors wij associated with the
repeated eigenvalue λi such that (Q⊗ I)wij is also an
eigenvector. Hence, (Q⊗ I)wij −wij is also an eigen-
vector of the matrix Λ ⊗ I corresponding to the eigen-
value λi, for j = 1, . . . , ri. However, the eigenvector
(Q⊗ I)wij −wij is orthogonal to C ⊗ 1⊤ as
〈(Q⊗ I)wij −wij ,C ⊗ 1⊤〉
= 〈(Q⊗ I)wij ,C ⊗ 1⊤〉 − 〈wij ,C ⊗ 1⊤〉
= 〈wij ,
(
C ⊗ 1⊤) (Q⊗ I)〉 − 〈wij ,C ⊗ 1⊤〉
= 〈wij ,C ⊗ 1⊤〉 − 〈wij ,C ⊗ 1⊤〉 = 0.
This, on the other hand, implies that rank(Oi) < nri.
Consequently, the system (1) is not observable following
Theorem 1.
Theorem 3 states that the presence of symmetry in the
nonlinear system is sufficient for unobservability. Our
next result pertains to the relation between unobserv-
ability and the number of measurements for nonlinear
systems.
Corollary 3 Suppose that the dynamic system (1) is
symmetric, the full-state observation vector and the mea-
surement are in the span of the Koopman set, and the
Koopman set includes eigenfunctions with same eigen-
values. If the maximummultiplicity of a Koopman eigen-
value is greater than the number of measurements, then
(1) is unobservable.
Proof Let us assume that the nonlinear dynamic system
is symmetric and λi is a repeated eigenvalue of the corre-
sponding Λ with multiplicity greater than the number of
measurements, ri > q. Since Λ⊗ I is diagonal (and the
underlying Hilbert space is separable), the standard or-
thonormal basis can be considered as the set of its eigen-
vectors. Let us define the matrix Ei = [ei1, . . . , ei(nri)]
such that vector eij is an eigenvector of Λ ⊗ I associ-
ated with eigenvalue λi, where eij is the unit vector, for
j = 1, . . . , nri. Since ri > q, there exist n (ri − q) or-
thogonal unit vectors
{
vi1, . . . ,vi(n(ri−q))
} ∈ Rri such
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that 〈vij , [〈eij , ck ⊗ 1⊤〉, . . . , 〈eiri , ck ⊗ 1⊤〉]⊤〉 = 0, for
j = 1, . . . , n(ri − q) and k = 1, . . . , q. Orthogonal unit
vectors
{
vi1, . . . ,vi(nri)
}
are constructed as a basis for
Rnri , where
{
vi1, . . . ,vi(n(ri−q))
}
are now constructed by
applying the Gram-Schmidt orthogonalization procedure
Halmos (1957). The new set of eigenvectors associated
with eigenvalue λi are thereby obtained as[
wi1, . . . ,wi(nri)
]
= Ei
[
vi1, . . . ,vi(nri)
]
.
Consequently, wij is orthogonal to C ⊗ 1⊤, for j =
1, . . . , (n(ri − q)) and rank(Oi) = n(ri − q) < nri. The
application of Theorem 1 now completes the proof.
Corollary 3 states that the minimum number of the mea-
surements needed to make the system observable is the
maximum multiplicity of the Koopman eigenvalues.
It is instructive to note that a more streamlined alge-
braic approach to nonlinear observability can be used to
prove Theorem 3 when the underlying symmetry is an
involution (P 2 = I).
Remark 1 The results proposed in Section 4 are ob-
tained under the assumption that the measurement lie in
the span of the Koopman set. This assumption can be
satisfied by proper choice of the Koopman set.
We note that without the stated assumptions, Theorem
3 and Corollary 3 are less straightforward to prove. In
the meantime, Corollary 3 has been numerically demon-
strated through simulation studies in Whalen et al.
(2015) (where the system with reflectional symmetries
and a single measurement is shown to be unobservable).
Furthermore, Theorem 3 and Corollary 3 clarify the role
of repeated Koopman eigenvalues in the observability
analysis; in particular, why symmetric nonlinear sys-
tems containing only rotational symmetries may remain
observable, while symmetric nonlinear systems with the
reflectional symmetry are always unobservable.
5 Illustrative examples
In this section, we consider three examples that demon-
strate the application of the results discussed in the
paper. The first example pertains to linear networks
over undirected and directed graphs; the second exam-
ple, pertains to a suitably constructed nonlinear system,
and in the third example, we examine the application
of the developed theory to a network of nanoelectrome-
chanical systems.
Example 1. We consider the consensus problem in undi-
rected and directed networks of 3 dynamic agents with
topologies shown in Figure 2. Based on the Laplacian
of graph Gu and graph Gd M. Mesbahi and Egerstedt
(2010), the dynamics of these networks can be written
1
2 3 2
1
3
Fig. 2. Undirected graph Gu and directed graph Gd used for
consensus problems.
as,
x˙u = Auxu =


−2 1 1
1 −2 1
1 1 −2

xu,
x˙d = Adxd =


−1 0 1
1 −1 0
0 1 −1

xd.
Both networks have symmetry with respect to,
P =


0 0 1
1 0 0
0 1 0

 .
The Koopman eigenfunctions and eigenvalues of the
systems are obtained according to Section 4.1 in
Williams, Kevrekidis, and Rowley (2015). The undi-
rected network has a rotational eigenfunction and a pair
of reflectional eigenfunctions as
ψu1 = xu1 + xu2 + xu3,
ψu2 = −1.3223xu1 + 1.0954xu2 + 0.2269xu3,
ψu3 = 1.0954xu1 + 0.2269xu2 − 1.3223xu3,
with the corresponding Koopman eigenvalues as
λu1 = 0, λu2 = −3, λu3 = −3,
respectively. The directed network has three rotational
eigenfunctions as
ψd1 = xd1 + xd2 + xd3,
ψd2 = xd1 + e
j2π/3xd2 + e
−j2π/3xd3,
ψd3 = xd1 + e
−j2π/3xd2 + e
j2π/3xd3,
with the corresponding Koopman eigenvalues as
λd1 = 0, λd2 = −
√
3e−j5π/6, λd3 = −
√
3ej5π/6,
respectively. Since the undirected network has the pair
of reflectional eigenfunctions, the Koopman set includes
eigenfunctions with a repeated eigenvalue with multi-
plicity 2. Now, we study the observability problem of
networks with respect to the measurements as
yu = xu1, yd = xd1.
Since the undirected network has the repeated eigen-
value with multiplicity two, then the system is not ob-
servable according to Corollary 3. However, the directed
network has only rotational eigenfunctions, therefore the
system is observable, based on Theorem 1. Now, let us
consider the measurement such that it is also symmetric
with respect to P as,
yu = xu1 + xu2 + xu3,
yd = xd1 + xd2 + xd3.
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Therefore, both directed and undirected networks
are unobservable, according to Theorem 3. These re-
sults are supported using the linear algebraic condi-
tions for the observability problem of linear systems
M. Mesbahi and Egerstedt (2010).
Example 2. Consider the dynamic system,
x˙1(t) = x1(t),
x˙2(t) = x2(t),
x˙3(t) = − 2x21(t)− 2x22(t) + 4x3(t),
y(t) = x21(t) + x
2
2(t) + x3(t);
(17)
see Surana (2016). This system can be written in
the form (1) by defining x(t) = [x1(t), x2(t), x3(t)]
⊤.
The construction of the basis eigenfunctions Ψb
is inspired by Surana (2016); in this case we let
Ψb = {ψ1, ψ2, ψ3, ψ4, ψ5}, where,
ψ1 = x1(t), ψ2 = x2(t), ψ3 = x
2
1(t), ψ4 = x
2
2(t),
ψ5 = −x21(t)− x22(t) + x3(t),
with the corresponding Koopman eigenvalues as
λ1 = 1, λ2 = 1, λ3 = 2, λ4 = 2, λ5 = 4,
respectively. For the case of full-state observable
Υ (x(t)) = x(t), the Koopman modes are,
v1 =


1
0
0

 ,v2 =


0
1
0

 ,v3 =


0
0
1

 ,v4 =


0
0
1

 ,v5 =


0
0
1

 .
In the meantime, the system (17) is symmetric with re-
spect to the permutation matrix
P =


0 1 0
1 0 0
0 0 1

 .
Theorem 2 and Corollary 2 now imply that symmetry
in the dynamics is reflected in Koopman eigenfunctions,
modes, and eigenvalues as,
ψ1(x) = ψ2(Px),v1 = Pv2, λ1 = λ2,
ψ2(x) = ψ1(Px),v2 = Pv1, λ2 = λ1,
ψ3(x) = ψ4(Px),v3 = Pv4, λ3 = λ4
ψ4(x) = ψ3(Px),v4 = Pv3, λ4 = λ3
ψ5(x) = ψ5(Px),v5 = Pv5.
Furthermore, the nonlinear system (17) can be written
in the form of the linear system,
z˙(t) = (Λ⊗ I) z(t) =




1 0 0 0 0
0 1 0 0 0
0 0 2 0 0
0 0 0 2 0
0 0 0 0 4


⊗ I


z(t),
y(t) =
(
C ⊗ 1⊤) z(t) = ([0 0 2 2 1]⊗ 1⊤) z(t).
(18)
The measurement h
(
x(t)
)
= x21(t) + x
2
2(t) + x3(t) satis-
fies h
(
Px
)
= h
(
x
)
. It thus follows that (18) is symmet-
ric with respect to,
Q⊗ I =


0 1 0 0 0
1 0 0 0 0
0 0 0 1 0
0 0 1 0 0
0 0 0 0 1


⊗ I.
We now note that according to Theorem 3, the nonlinear
system (17) is unobservable. Figure 3 demonstrates this
as two different initial conditions x1(0) = [1, 2, 1]
⊤ and
x2(0) = [2, 1, 1]
⊤ lead to identical measurement time
histories. In this case, there are two Koopman eigenval-
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Fig. 3. A visual representation of the measurement
time history for two different initial conditions where
x1(0) = Px2(0). The two initial conditions are not distin-
guishable form the system measurement.
ues with multiplicity 2. As such, at least two measure-
ments are required to make the system observable– this
is a direct consequence of Corollary 3 . Furthermore,
Theorem 3 suggests that the measurements should not
be symmetric with respect to P . Let us examine the sys-
tem measurement of the form,
y¯(t) =
[
2x1(t)− x22(t) + x3(t)
−x21(t) + x2(t) + x3(t)
]
.
Using the Koopman eigenfunctions, the system (17) can
be expanded in the form of the linear system,
z˙(t) = (Λ⊗ I) z(t),
y¯(t) =
(
C¯ ⊗ 1⊤) z(t) =
([
2 0 1 0 1
0 1 0 1 1
]
⊗ 1⊤
)
z(t).
(19)
In this case, since
(
C¯ ⊗ 1⊤) 6= (Q⊗ I) (C¯ ⊗ 1⊤), the
linear system (19) is not symmetric with respect toQ⊗I.
In fact, (19) and the nonlinear system (17) are both
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observable as conditions (10) and (11) are satisfied, and
Lemma 1 and Theorem 1 become applicable.
Although, the initial conditions x1(0) = [1, 2, 1]
⊤ and
x2(0) = [2, 1, 1]
⊤ are not distinguishable from the
measurement y(t), Figure 4 depicts how the “non-
symmetric” measurement y¯(t) can distinguish the two
distinct initial conditions.
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
Time (s)
-15
-10
-5
0
5
O
ut
pu
t m
ea
su
re
m
en
t
First nonsymmetric output measurement
First initial condition
Second initial condition
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
Time (s)
-20
-15
-10
-5
0
5
O
ut
pu
t m
ea
su
re
m
en
t
Second nonsymmetric output measurement
First initial condition
Second initial condition
Fig. 4. Two distinct initial conditions for which
x1(0) = Px2(0) are distinguishable from non-symmetric
measurements.
Example 3. Consider a ring of eight reactively coupled
nanoelectromechanical oscillators Emenheiser et al.
(2016); Matheny et al. (2019), depicted in Figure 5,
with the local dynamics governed as,
dxi
dt
= −1
2
xi+ j|xi|2xi+ xi
2|xi| + j
β
2
(
xi+1− 2xi+xi−1
)
,
(20)
where xi ∈ C denotes the amplitude and phase of the
i-th oscillator, x0 = x8, and x9 = x1, for i ∈ 1, . . . , 8.
1
2
3
4
5
6
7
8
Fig. 5. A visual representation of the ring of NEMs oscilla-
tors. The presence of network symmetry is depicted using
same colored nodes for encoding the underlying automor-
phism.
The complex-valued weighted nonlinear representation
of this network (20) can be decomposed in terms of its
amplitude and phase components as,
dai
dt
=− ai − 1
2
− β
2
(
ai+1sin(φi+1 − φi)
+ ai−1sin(φi−1 − φi)
)
,
dφi
dt
=αa2i +
β
2ai
(
ai+1cos(φi+1 − φi)
+ ai−1cos(φi+1 − φi)− 2
)
,
(21)
where xi = aie
jφi such that ai ∈ R and φi ∈ R are, re-
spectively, the amplitude and phase of the i-th oscillator,
for i ∈ 1, . . . , 8. Let us define the measurement as
h
(
x1, . . . , x8
)
=
8∑
i=1
cos(φi − φi+1).
Hence, the structure of the network and the output mea-
surement h have a reflectional symmetry with respect
to,
P =


0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0


.
Now we examine the simulation results for two differ-
ent initial conditions, x1(0) = [x1(0), . . . , x8(0)]
⊤ and
x2(0) = Px1(0), for α = 1 and β = 0.1. Figures 6
and 7 demonstrate the amplitude and phase trajectories
in a ring of eight oscillators with the coupling β = 0.1
and nonlinearity α = 1. The amplitude and phase tra-
jectories of the 1st, 2nd, 3rd, and 4th oscillators for
the first initial condition are identical to those of 5th,
6th, 7th, and 8th oscillators, respectively. We note that
the NEMs network (21) is not “projectively” symmet-
ric with respect to P . As such, Theorem 3 now im-
plies that the NEM network in a ring topology, shown
in Figure 5, is unobservable. Figure 8 shows the (indis-
tinguishable) measurements of this system for two dis-
tinct initial conditions, x1(0) = [x1(0), . . . , x8(0)]
⊤ and
x2(0) = Px1(0), respectively.
6 Concluding Remarks
This paper presents an approach for examining nonlinear
observability in a Koopman operator-theoretic frame-
work, with less emphasis on geometrical and algebraic
approaches typically adopted to examine this problem.
This is achieved by transforming the nonlinear system
into an infinite-dimensional linear system based on inde-
pendent Koopman eigenfunctions that facilitates deter-
mining the observability of the system via the spectral
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Fig. 6. A visual representation of the amplitude trajectories
of NEMs for two reflectional initial conditions.
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Fig. 7. A visual representation of the phase trajectories of
NEMs for two reflectional initial conditions.
properties of the corresponding infinite dimensional lin-
ear system. These spectral properties are examined in
terms of the rank of a finite-dimensional matrix. Further,
we examined how discrete symmetries in the dynamics
are reflected in the spectral properties of the correspond-
ing Koopman operator. In particular, it is shown that
such symmetries have implications in terms of symme-
tries in the Koopman eigenspace as well as the presence
of repeated eigenvalues. These observations in turn en-
abled use to spectral methods for identifying the impli-
cations of symmetry for nonlinear unobservability.
Future directions for this work include using the Koop-
man operator framework for addressing controllability
of nonlinear systems. It is also of interest to design more
efficient and accurate numerical algorithms for comput-
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Fig. 8. A visual representation of the output
measurements for two different initial conditions
x1(0) = [x1(0), . . . , x8(0)]
⊤ and x2(0) = Px1(0). These
sets of initial conditions are not distinguishable form the
corresponding measurements.
ing Koopman properties of symmetric dynamical sys-
tems; see Salova et al. (2019).
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