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Abstract
We introduce the ‘No Panacea Theorem’ for classiﬁer
combination in the two-classiﬁer, two-class case. It states
that if the combination function is continuous and diverse,
there exists a situation in which the combination algorithm
will always give very bad performance. Thus, there is no
optimal algorithm, suitable in all situations. From this the-
orem, we see that the probability density functions (pdf’s)
play an important role in the performance of combination
algorithms, so studying the pdf’s becomes the ﬁrst step in
ﬁnding a good algorithm.
1. Introduction
For almost any pattern recognition problem, there exist
many classiﬁers which provide potential solutions to it.
Combination of these classiﬁers may provide more accurate
recognition than any individual classiﬁer. There is, how-
ever, little general agreement upon the underlying theory of
classiﬁer combination apart from various results and ideas
scattered in the literature. A popular analysis of combi-
nation schemes is based on the well-know bias-variance
dilemma [1]. Tumer and Ghosh [4] showed that combining
classiﬁers using a linear combiner or order statistics com-
biner reduces the variance of the actual decision boundaries
around the optimum boundary. Kittler et al. [2] developed
a common theoretical framework for a class of combination
schemes and gave a possible reason why the sum rule
often outperforms the product rule. Notwithstanding these
theoretical studies, this paper describes some ‘pessimistic’
aspects of classiﬁer combination. We prove that there is no
‘perfect’ combination algorithm suitable for all situations.
Such a property, which is called the ’no panacea’ principle
by Kuncheva [3], appears widely acknowledged, but no
strict mathematical proof exists for it.
The ‘No Panacea Theorem’ for classiﬁer combination
can be regarded as a special case of the ‘No Free Lunch’
theorem. Wolpert and Macready [8] proved that no op-
timisation algorithm exists which is always better than
any other. In [7], Wolpert further extended the ‘No Free
Lunch’ idea to supervised learning and concluded that the
performance of any learning algorithm is the same when
averaging over all prior probability distributions, which is
very similar to the conclusion of this paper.
Another origin of our proof comes from the Chentsov
theorem [5] in statistics, which states that for any estima-
tor  l(A) of an unknown probability measure deﬁned on
the Borel subsets A ⊂ (0,1), there exists a measure P
for which  l(A) does not provide uniform convergence.
Our method to construct the probability density functions
in Section 3 is very similar to the proof of this theorem.
2 Background
Suppose there are two classiﬁers, each assigning an
input X to one of two classes, ω1 and ω2, as described by
two score functions f1(X) and f2(X). The decision rule of
the kth classiﬁer (k =1 ,2)i s :
Decide

X ∈ ω1 : if fk(X) > 0
X ∈ ω2 : if fk(X) < 0
We will use x1 and x2 to represent f1(X) and f2(X).
If the input data has a subscript, such as Xi, we will
use x1i and x2i to represent f1(Xi) and f2(Xi). Based
on these deﬁnitions, every combination algorithm deﬁnes
a combination function F(x1,x 2), with the decision rule:
Decide

X ∈ ω1 : if F(x1,x 2) > 0
X ∈ ω2 : if F(x1,x 2) < 0 (1)
A combination function divides the domain of all points
{x1,x 2} into two regions, denoted by Dω1 and Dω2.
Dω1 = {{x1,x 2}|F(x1,x 2) > 0}
Dω2 = {{x1,x 2}|F(x1,x 2) < 0}
Finally, we deﬁne the joint probability density functions
of x1,x 2 given that the input data satisfy:
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According to our previous deﬁnitions, we can obtain the
classiﬁcation error rate as a function of p1 and p2:
P(error)=P(ω1)P(error|ω1)+P(ω2)P(error|ω2) (2)
where P(error|ω1)=

D2
p1(x1,x 2)dx1dx2
P(error|ω2)=

D1
p2(x1,x 2)dx1dx2
Here P(ω1) and P(ω2) are the prior probability that an
input data X belongs to ω1 and ω2 respectively.
In order to build the theorem, two assumptions for the
combination function need to be added.
Assumption 1 [Continuous assumption]. The combina-
tion function F(x1,x 2) is continuous with respect to x1
and x2. More speciﬁcally, for any point {x10,x 20}, and
for any  >0, there is a δ = δ( ) > 0 such that
If

(x1 − x10)2 +( x2 − x20)2 <δ ,then
|F(x1,x 2) − F(x10,x 20)| < 
A useful corollary can be deduced from the continuous
assumption which will be used in our proof of the ‘No
Panacea Theorem’.
Corollary 1 If F(x1,x 2) is continuous, then for
any F(x10,x 20) > 0 (or < 0), there exists an open
ball B (X0,δ) so that for every {x1,x 2}∈B (X0,δ),
F(x1,x 2) > 0 (or < 0).
Here B (X0,δ) refers to the set of points {x1,x 2} which
satisﬁes the following relationship.

(x1 − x10)2 +( x2 − x20)2 <δ
Assumption 2 [Diverse assumption]. The combination
function takes both positive and negative values. That is,
∃{x1ω1,x 2ω1}, such that F(x1ω1,x 2ω1) > 0
∃{x1ω2,x 2ω2}, such that F(x1ω2,x 2ω2) < 0
This assumption is called diverse because it guarantees
the combination function makes diverse decisions.
3 Proof of the ‘No Panacea Theorem’
We ﬁrst deﬁne the characteristics of the training data.
Given M + N training data pints, we assume the ﬁrst M
points, X1,X 2,...,X M, belong to ω1 and the follow-
ing N, XM+1,X M+2,...,X M+N,t oω2. Their scores
given by the two classiﬁers are represented as {x11,x 21},
{x12,x 22}, ..., {x1(M+N),x 2(M+N)}.N o w w e h a v e t h e
following theorem.
Theorem 1 Given the M + N training points as de-
scribed above, if a combination function F(x1,x 2) satisﬁes
the continuous and diverse assumptions, then there exist
two continuous probability density functions p1(x1,x 2)
and p2(x1,x 2) such that for any given P>0 and any
  ∈ (0,1), the following two properties holds:
1. p1(x1i,x 2i) >P, i =1 ,2,...,M
p2(x1i,x 2i) >P, i = M +1 ,M+2 ,...,M+ N
2. P(error), which is calculated by equation (2), is
greater than 1 −  .
For this two-classiﬁer, two-class problem,
every combination algorithm needs to generate a
combination function F(x1,x 2) based on the training
data X1,X 2,...,X M+N. But, as can be seen from
equation (2), the performance of the combination algorithm
is not only associated with the function F(x1,x 2), but also
associated with the probability density functions p1(x1,x 2)
and p2(x1,x 2). However, the pdf’s p1(x1,x 2) and
p2(x1,x 2) can not be completely revealed by ﬁnite
training data, so for any combination algorithm, there may
exist some pdf’s which make the performance very bad.
Thus, properties (1) and (2) give criteria for how bad the
performance of the combination may be. Property (1)
states that there exist pdf’s which make the density on the
training data very high. Property (2) states that such pdf’s
also make the error rate very high. Generally, these two
properties indicates that for any combination algorithm
which satisﬁes the continuous and diverse assumptions,
there exist pdf’s which can very possibly generate the
training data, but the combination function trained by these
data may give very poor performance. The main idea of
our proof is to generate Gaussian mixture distributions
which have high density in the ‘wrong’ areas (where the
combination function gives incorrect classiﬁcation).
Proof. Because F(x1,x 2) satisﬁes the diverse as-
sumption, there exist two points {x1ω1,x 2ω1}∈ω1
and {x1ω2,x 2ω2}∈ω2, so that F(x1ω1,x 2ω1) > 0
and F(x1ω2,x 2ω2) < 0. Because F(x1,x 2) is con-
tinuous, by Corollary (1), there exist δ1 and δ2 which
make B(Xω1,δ 1) ⊆ D1 and B(Xω2,δ 2) ⊆ D2.
Now we will prove that the following forms of p1 and p2
satisfy these properties.
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
M
M +1
 

t11(x1,x 2)+

1 −
M
M +1
 

t12(x1,x 2)
p2(x1,x 2)=

N
N +1
 

t21(x1,x 2)+

1 −
N
N +1
 

t22(x1,x 2)
Here t11 and t21 are mixture Gaussian distributions,
and t12 and t22 are Gaussian distributions.
t11(x1,x 2)=
1
M
1
2πσ2
1
M 
j=1
e

−
(x1−x1j)2+(x2−x2j)2
2σ2
1

t12(x1,x 2)=
1
2πσ2
ω2
e

−
(x1−x1ω2)2+(x2−x2ω2)2
2σ2
ω2

t21(x1,x 2)=
1
N
1
2πσ2
2
M+N 
j=M+1
e

−
(x1−x1j)2+(x2−x2j)2
2σ2
2

t22(x1,x 2)=
1
2πσ2
ω1
e

−
(x1−x1ω1)2+(x2−x2ω1)2
2σ2
ω1

σ1, σ2, σω1 and σω2 are parameters to be decided. In the
following, we prove that when σ1, σ2, σω1 and σω2 are
small enough, property (1) and (2) will hold.
We ﬁrstly prove that when σ1 is small enough,
P1(x1i,x 2i) >Pfor i =1 ,2,...,M:
p1(x1i,x 2i) ≥
 
2π(M +1 ) σ2
1
e

−
(x1i−x1i)2+(x2i−x2i)2
2σ2
1

=
 
2π(M +1 ) σ2
1
So if we choose:
σ1 <

 
2π(M +1 ) P
(3)
we will always have p1(x1i,x 2i) >P. The same deduction
can be used to prove that if:
σ2 <

 
2π(N +1 ) P
(4)
then p2(x1i,x 2i) >P(i = M +1 ,M+2 ,...,M+ N).
Thus, we have proved property (1).
For property (2), we will prove that when σω1 and σω2
are small enough, both P(error|ω1) and P(error|ω2) are
greater than 1 −  .
P(error|ω1)=

D2
p1(x1,x 2)dx1dx2
≥

D2

1 −
M
M +1
 

t12(x1,x 2)dx1dx2
Since B(Xω2,δ 2) ⊆ D2,w eh a v e :
P(error|ω1) ≥

1 −
M
M +1
 

×

B(Xω2,δ2)

t12(x1,x 2)dx1dx2
=

1 −
M
M +1
 

1
2πσ2
ω2
×

B(Xω2,δ2)

e

−
(x1−x1ω2)2+(x2−x2ω2)2
2σ2
ω2

dx1dx2
≥

1 −
M
M +1
 

×
	 x1ω2+
δ2 √
2
x1ω2−
δ2 √
2
1
√
2πσω2
e

−
(x1−x1ω2)2
2σ2
ω2

dx1


×
	 x2ω2+
δ2 √
2
x2ω2−
δ2 √
2
1
√
2πσω2
e

−
(x2−x2ω2)2
2σ2
ω2

dx2


=

1 −
M
M +1
 
	 δ2 √
2
−δ2 √
2
e

− x2
2σ2
ω2

dx

2
For a Gaussian distribution with mean 0 and variance σ,
we have the Chernoff bound [6] for the integral.
P(−δ ≤ X ≤ δ)=
 δ
−δ
1
√
2πσ
e

− x2
2σ2

dx
≥ 1 − 2e

− δ2
2σ2

Thus we can ﬁnally obtain:
P(error|ω1) ≥

1 −
M
M +1
 
	
1 − 2e

−
δ2
2
4σ2
ω2

2
So if we choose:
σω2 <
δ2
2

ln2 − ln

1 −

M+1−(M+1) 
M+1−M 
 (5)
then P(error|ω1) will be greater than 1 −  . Similarly, if:
σω1 <
δ1
2

ln2 − ln

1 −

N+1−(N+1) 
N+1−N 
 (6)
then P(error|ω2) will be greater than 1 −  . If both
P(error|ω1) and P(error|ω1) are greater than 1 −  ,f r o m
equation (2), the total error rate P(error) is also greater
than 1 −  . Thus, we have proved property (2).
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Suppose we have four training data points, two of which
belong to ω1 and two belong to ω2 (i.e., M =2and N =
2). The scores of the two data points from ω1 are given
as {x11,x 21} = {1,2} and {x12,x 22} = {2,1}; and
the scores of the two data points from ω2 are given as
{x13,x 23} = {−1,−2} and {x14,x 24} = {−2,−1}.W e
assume that the combination function F(x1,x 2) follows the
simple sum rule:
Decide

X ∈ ω1 : if x1 + x2 > 0
X ∈ ω2 : if x1 + x2 < 0
It is obvious that this rule is continuous and diverse. We
can choose the corresponding {x1ω1,x 2ω1} = {1,1}, and
{x1ω2,x 2ω2} = {−1,−1}. For the sum rule, there is a δ1 =
1 which makes B({1,1},δ 1) ∈ D1, and a δ2 =1which
makes B({−1,−1},δ 2) ∈ D2. Finally, we choose   =0 .1
and P =2 .
Eqns. (3), (4), (5) and (6) yield σ1 = σ2 =0 .0515
and σω1 = σω2 =0 .2304. Figure 1 shows p1(x1,x 2)
and p2(x1,x 2) obtained by setting σ1, σ2, σω1 and σω2 as
above. Figure 1(a) shows that more than 90% (1 −   =
0.9) of the probability that the input data belong to ω1 is
accumulated near the point {−1,−1}. At this point, the
sum rule gives an incorrect classiﬁcation. It can also be seen
that high probability also exists near the training data {1,2}
and {2,1}, which indicates that in such a distribution, it is
very possible to have these training data, but impossible to
obtain correct classiﬁcation by the sum rule.
It may be argued that such a ‘strange’ probability dis-
tribution, which is so biased in the ‘wrong’ areas and
near the training data, is not a distribution that nature
‘favours’. However, in situations which are not so extreme,
we can show that a given combination rule also can not
guarantee good performance. However, space precludes
further examples.
5 Conclusions
We have proved the ‘No Panacea Theorem’ for classiﬁer
combination, which states that if the combination function
is continuous and diverse, there exists a situation in which
thecombinationalgorithmwillmakeverybadperformance.
Thus, there is no optimal combination algorithm which is
suitable in any situation. Although the proof is based on the
two-classiﬁer and two-class problem, it can be generated to
the case of multiple classiﬁers and multiple classes.
Our aim in presenting this theorem is not to criticise any
particular algorithms for combining classiﬁers, but rather
to point out the difﬁculties we might encounter in this
area. From this theorem, we see that a good combina-
tion algorithm is not only dependent on the combination
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Figure 1. An example of the probability
density functions which give bad perfor-
mance for combination by the sum rule.
(a) p1(x1,x 2);( b )p2(x1,x 2)
function, but also on the probability density functions, so
studying the pdf’s becomes the ﬁrst step in ﬁnding a good
combination algorithm.
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