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Estimation
by Yovany Cordero Hernandez
The goal of Data Assimilation (DA) is to estimate, with the aid of numerical methods,
the true state of a dynamical system, taking into account observations (measurements),
a forecast model and state, as well as statistical information of observation, model and
forecast errors. DA is also crucial for improving mathematical models, which are defec-
tive or inaccurate and contain unproven data and unknown parameters respectively, for
simulation and control. This research field has an extraordinary number of application
areas, being the simulation and computation of climate and ocean models among the
most important and studied.
In the context of data assimilation problems it is common that models depend on poorly
known parameters. A well-known approach is to solve both problems, data assimilation
and parameter estimation, at the same time following the so-called augmented state
approach. The idea is to solve a modified DA problem, where the parameters are con-
sidered state variables and included in an augmented state vector, and the parameter
evolution dynamics are incorporated into a new augmented forecast model.
Typically, parameters are not directly observed; therefore, their estimation depends on
the ability of the assimilation scheme to infer parameter updates using the information
obtained from the observational data. The interrelation between state variables and
parameters is given by their correlations. In this work we investigate the influence of
the augmented state covariance matrix on the joint state-parameter data assimilation
problem. Moreover, using the augmented approach we propose a novel method based
on a low-cost update of the augmented state covariance matrix. Furthermore, we find
necessary and sufficient conditions for the convergence of 3D-Var methods, and in par-
ticular of our proposed strategy, when applied to linear state-parameter DA problems.
The suitability of our proposed method is tested using several benchmark problems.
Zusammenfassung
Das Ziel der Datenassimilation ist es, mit der Hilfe von numerischen Methoden, den
wahren Zustand eines dynamischen Systems abzuscha¨tzen, unter Beru¨cksichtigung von
Beobachtungen (Messungen), eines Vorhersage-Modells und Vorhersagen des Zustandes,
Informationen u¨ber die Statistik der Beobachtungen sowie Fehler des Modells und der
Vorhersagen. Sie ist außerdem entscheidend, um mathematische Modelle fu¨r Simula-
tionen und Kontrollen zu verbessern, welche fehlerhaft oder ungenau sind und nicht
nachgewiesene Daten bzw. unbekannte Parameter enthalten. Dieses Forschungsfeld
hat eine außergewo¨hnlich hohe Anzahl an Anwendungsgebieten; die wichtigste und am
besten untersuchte Anwendung ist die Simulation und Berechnung von Klima- und
Ozeanmodellen.
Im Zusammenhang mit dem Datenassimilations-Problem ist es nicht unu¨blich, dass Mod-
elle auf wenig bekannten Parametern beruhen. Ein u¨blicher Ansatz in diesem Fall ist es,
beide Probleme gleichzeitig zu lo¨sen, Datenassimilation und Parameter-Abscha¨tzung, in-
dem man dem Ansatz des vergro¨ßerten Zustandes folgt. Die Idee ist es, ein modifiziertes
Datenassimilationsproblem zu lo¨sen, wobei die Parameter als Zustandsvariablen betra-
chtet und in einen Zustandsvektor eingebracht werden. Die Dynamik der Parameter
wird inkooperiert in ein neues vergro¨ßertes Vorhersagemodell.
Typischerweise werden Parameter nicht direkt beobachtet, daher ha¨ngt ihre Scha¨tzung
von der Fa¨higkeit des Assimilations-Schemas ab, mit der Parameteraktualisierung zu in-
terferieren, unter Benutzung von Daten gegeben von Beobachtungen. Die Relation zwis-
chen Zustandsvariablen und Parametern ist durch ihre Korrelationen gegeben. In dieser
Arbeit untersuchen wir den Einfluss der Zustands-Covarianz-Matrix auf das Problem des
Zustandes und der Parameterscha¨tzung. Wir schlagen einen Hybrid-Ansatz vor unter
Beru¨cksichtigung einer kostengu¨nstigen Aktualisierung der Zustands-Covarianz-Matrix.
Weiterhin finden wir notwendige und ausreichende Bedingungen fu¨r die Konvergenz von
3D-Var-Methoden, und insbesondere fu¨r unsere vorgeschlagene Strategie, bei Anwen-
dung auf lineare Parameter und Zustands-Datenassimilations-Problemen. Die Eignung
unseres Ansatzes wird getestet durch die Nutzung einfacher Benchmark-Probleme.
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Chapter 1
Introduction
Mathematical models are used to describe the behaviour of dynamical systems, for
forecasting and simulation. They represent a simplification of reality and are associated
with an underlying physical problem; for example, mathematical models arising in the
context of weather forecast, oil extraction, complex microelectronic systems, among
others. These models, which can take the form of a differential or algebraic equation, are
typically too complicated to be solved analytically. Therefore it is necessary to simplify
and/or approximate them by appropriate numerical schemes, inevitably introducing
errors in the mathematical model. Besides, in practical applications the information
about the initial state of the system is often imprecise. These inaccuracies can drastically
affect the ability of the model to correctly predict the behaviour of the system, as the
errors tend to propagate over time. In order to improve the forecast, observations of
the system along a time window can be used as feedback. In real applications, these
observations are typically prone to errors, generated during the capture, transmission,
storage or processing of the information [119].
Data assimilation (DA) is a process which combines observational data and a numerical
model, taking into account all sources of errors, to estimate the most probable state
of a dynamical system. This research field has an extraordinary number of application
areas; being the simulation and computation of climate and ocean models one of the
most important and explored.
An important aspect of any DA scheme is the precise estimation of the errors involved.
Though some methods, like particle filters (see [82]), approximate the exact statistical
distribution of the error, the majority of DA methods rely on a good approximation
of the error covariance. The covariances of the error in the state estimation and the
error associated with the observational data are used as weights, to indicate whether the
state forecast should be closer to the a priori estimate (a previous estimate of the state,
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coming from a former process of assimilation-forecast, but without processing the new
observations) or to the observations.
In the context of DA problems, it is common that models depend on poorly known
parameters. Because of the typically high sensitivity of the model with respect to the
parameters, even with perfect initial data, the forecast operator can fail to accurately
predict the future state of the system if the parameters are not properly estimated.
In many models, parameters do not represent any specific physical property of the
system, but account for characteristics of the underlying physical dynamics which are
too complex to be included explicitly into the mathematical model. As an example,
imagine a model describing a tsunami striking coastal communities, in which a viscosity
parameter is used to represent the interaction between the water and fallen buildings.
This implies that in general parameters cannot be measured or observed, which makes
their calibration a much more complicated task.
Classical model calibration techniques consist in finding an optimal set of parameters
which minimizes the mismatch between the system output and observational data. A
serious limitation of such methods is that during the process only parameter errors
are taken into account, while ignoring other sources of uncertainty. It means that a
wrong estimation of the system state or simply very noisy observations can lead to
completely wrong estimations of the parameter. This has motivated the developments
of DA techniques to estimate the unknown parameters, which take into account all
sources of error. This is the case of the augmented state approach (see [35]), which
consists in considering a modified DA problem, where the parameters are added to the
state vector, and the model forecast operator incorporates the equations reflecting the
evolution of the parameters in time. Then, one could try to solve the augmented problem
using a standard DA method. In the new problem the augmented state error covariance
matrix B can be written as the block matrix
B =
(
Bxx Bxp
Bxp Bpp
)
(1.1)
where the state-state error covariance Bxx represents the covariances between errors in
the estimation of state variables, the state-parameter error covariance Bxp covariances
between errors in the state and parameters estimates, and the parameter-parameter
error covariance Bpp the covariances between parameter errors.
Though in the last few years an important number of publications have reported the use
of the augmented state approach for the joint state-parameter estimation (for example
in [7], [62] and [139]) most of them present only empirical results for very specific models.
Chapter 1. Introduction 3
In this thesis we show that even for simple models, the joint state-parameter estimation
via state augmentation can fail when a standard DA method is applied, mainly due to a
wrong estimation of Bxp and Bpp. Because the model parameters are never observed, the
only way to estimate them is by transporting the information coming from the observed
states to the parameters through the state-parameter error covariance. We also show
that by modifying the way these covariances are updated the assimilation results can be
drastically improved.
The update of the state-parameter error covariance is therefore a crucial aspect of the
joint state-parameter DA problem. In her doctoral thesis [101] Smith investigates the
performance of a Three-Dimensional Variational (3D-Var) scheme (see e.g. [125], [11]
and [10]) applied to a simple model with only one parameter. This method is based on
processing the observations sequentially, producing updates of the state vector. Never-
theless, the covariance matrix B is kept fixed along the assimilation windows. In the
aforementioned thesis it is shown that considering a time-invariant Bxp is insufficient
to correctly estimate the parameter. Instead, [101] proposes a hybrid approach, where
the sequential 3D-Var ideas are combined with a flow-dependent state-parameter error
covariance.
In this study we show that the results obtained by Smith can be improved if the state-
state error covariance is also updated along the assimilation window. We propose a novel
method which updates Bxx, as well as Bxp, at a low computational cost if the number
of parameters is small. The flow-dependent Bxx not only contributes to improve the
state estimation but the parameter estimation as well. The suitability of our strategy is
tested using simple nonlinear models.
The following sections present the main aims of this investigation (Section 1.1) and a
summary of the main results of this study (Section 1.2). Further, Section 1.3 presents
the general structure of the rest of the thesis.
1.1 Goals of this investigation
A main goal of this investigation is to study the joint state-parameter DA problem via
state augmentation. For this purpose we focus on the classical Extended Kalman Filter
(EKF) update formulas applied to the augmented state problem. Using a simple single-
parameter model we intend to asses the suitability of the EKF error covariance update
for the joint parameter-state data assimilation, considering different configurations of
observations and initial parameter estimates.
Chapter 1. Introduction 4
Another important objective of this thesis is to study the hybrid approach proposed by
Smith [101] and to develop a mathematical foundation for the proposed state-parameter
error covariance update. Furthermore, our goal is to present a new hybrid method
based on Smith’s update of the state-parameter error covariance, by incorporating a
flow-dependent structure of the state-state error covariance. We intend to asses the
suitability of the proposed method through numerical experiments, using different non-
linear models.
It is also important to find convergence conditions for the sequential 3D-Var and the
hybrid approaches presented in this investigation, applied to the linear joint parameter-
state data assimilation problem. Here we refer to the convergence in the sense that the
state and parameter estimates tend to be unbiased when more and more observations
are assimilated. To our knowledge this issue has not been addressed in any previous
investigation.
1.2 Contribution of the thesis
Among the most relevant results of this investigation we show that when using the
augmented state approach for the joint state-parameter assimilation under perfect model
conditions, the EKF is sometimes overconfident in the estimation of the parameter. This
causes the failure of the assimilation process. Nevertheless, the results can be drastically
improved by a simple modification of the state-parameter or parameter-parameter error
covariance update. Besides, it is possible to obtain better results if we consider that using
an incorrect value of the parameter causes an error in the forecast and the corresponding
model error covariance is used to update the state error covariance during the forecast
update.
It is shown in Chapter 5 that the state-parameter error covariance update of Smith’s
method is closely related to the one obtained using an empirical covariance matrix
approach (i.e., when a finite ensemble of states is used to approximate the covariance).
Furthermore, we propose a new sequential hybrid approach for the joint state-parameter
data assimilation via state augmentation. The method is based on a low computational
cost update of the state-state and state-parameter error covariances. Our proposed
method combines a stationary state-state error covariance with a flow-dependent term.
The flow-dependency of Bxx reflects the influence of the parameter estimation uncer-
tainty on the statistics of the state error. Besides, Bxp is updated similarly to its update
in Smith’s method.
Chapter 1. Introduction 5
Our method proves to be effective in a range of simple nonlinear dynamical systems.
By considering a flow-dependent state-state error covariance the state errors can be
described more precisely, contributing to an improvement of both parameter and state
estimations. The extra update of the state-state error covariance does not alter the
order of the computational cost with respect to Smith’s approach.
One of the most important contributions of this investigation is the formulation of
several convergence conditions for the sequential 3D-Var and in particular for both
hybrid approaches, for the linear joint parameter-state DA problem. By convergence
we mean that the expected value of the error in both, parameter and state estimation,
converges to zero. We do not refer to the reduction of the variance of the errors.
1.3 Structure of the thesis
Chapter 2 and 3 review the most important results concerning data assimilation and
parameter estimation, and discuss in detail approaches which are used in the framework
of this investigation.
In chapter 4 we analyse in detail the EKF formulas applied to the augmented state
problem. Special attention is given to the update of the state-parameter and parameter-
parameter error covariance. We use a linear advection model to illustrate the problems
that might arise when the filter is applied to the joint parameter-state assimilation and
discuss possible solutions. The advantage of working with this simple model is that the
parameter represents a physical characteristic of the system, therefore, the assimilation
results are easier to interpret. Moreover, by comparing the forecast and the true state, it
is straightforward to identify whether the value of the parameter should be incremented
or decreased.
Chapter 5 introduces the idea of hybrid strategies for the general data assimilation
problem. We focus on the hybrid approach proposed by Smith [99], especially designed
for the state and parameter data assimilation via augmenting the state. Based on this
method we propose a new hybrid strategy which, unlike the former approach, considers
a flow-dependent state-state error covariance.
Convergence results for the sequential 3D-Var and both hybrid approaches, applied to
the linear state and parameter data assimilation problems are obtained in Chapter 6.
Experiments are conducted using a simple model to corroborate the use of the necessary
and sufficient converge conditions obtained in practical situations.
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To asses the performance of our hybrid approach, numerical experiments for different
benchmark problems are presented in Chapter 7.
Finally, we summarize the main results of this thesis in Chapter 8, and discuss possible
new lines of investigation.
Chapter 2
Data Assimilation Overview
This chapter presents the general formulation of the data assimilation (DA) problem
(Section 2.1), which can be solved using methods of sequential or variational type.
Section 2.2 gives a short overview of the main sequential DA methods, emphasising the
schemes which are relevant to our investigation. Variational DA methods are discussed
in Section 2.3. To conclude, we summarize the most important aspects of the chapter
in Section 2.4.
2.1 Problem formulation
Let us consider a discrete dynamical system whose evolution in time is given by
xtk+1 = fk(x
t
k) + ξk, , k = 0, 1, . . . (2.1)
The state of the system at time tk is represented by x
t
k ∈ Rn. The n state variables
can be, for example, a set of different physical parameters at specific space points. The
function fk : R
n → Rn, also known as forecast model, describes the evolution of the
system from time tk to tk+1 and is generally nonlinear. In practice x
t
k is unknown and
the model forecast can only be applied to an approximation of the true state, which we
denote by xk. Moreover, models are just an approximation of the reality and therefore,
have associated a forecast error that we represent by the stochastic variable ξk ∈ Rn,
which we assume is unbiased and has covariance Qk. The estimate of the true state x
t
k,
given the available information up to time tk−1, is known as the background or forecast
state and denoted by xbk or x
f
k respectively. We assume that the error of this estimation,
which we denote by ηk, is also unbiased, and the associated background error covariance
Bk ∈ Rn×n is known (or approximated).
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Additionally, (noisy) observations of the system y ∈ Rmk are available at certain time
points. In general it is not possible to directly observe every state variable. For example,
in a weather forecast model, where the state consists of the different climatological
variables at a three-dimensional grid around the earth, that would require to place
satellites, buoys, etc., every 5 or 10 kilometres. The observations are related to the
system state through the following equation:
yk = Hk(xtk) + k, k = 0, 1, . . . , N, (2.2)
The observation operator Hk : Rn → Rmk is a mapping from the model space to the
observation space. Given a state, it predicts which values are expected to be observed.
The stochastic errors k ∈ Rmk are assumed to be unbiased, uncorrelated in time and
with known covariance matrices Rk ∈ Rmk×mk . They account not only for the noise
in the observations but also for errors introduced by the observation operator (e.g.,
interpolation errors). In case that observations are not available at time tk we can
simply assume that mk = 1, yk = 0 and Hk = 01×n, which do not produce any update
of the state vector.
The goal of DA is to combine model predictions (equation (2.1)) and observations (re-
lated to the state of the system by equation (2.2)), taking into account the statistics of
the errors, to determine the most probable state of the system.
DA methods can be divided into two classes: sequential and variational schemes. In the
following we present in detail different methods for each approach, which are relevant
to our investigation.
2.2 Sequential DA
Sequential methods process observations available at a certain time to correct a first
guess of the state, then use the forecast model to transport the state estimation (new
guess) in time until the next observations are available. Figure 2.1 represents the pro-
totype of such a scheme.
The main advantage of these methods is that new information can be incorporated into
the system as soon as it is available, which is desirable in real time applications.
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Figure 2.1: Sequential DA scheme.
2.2.1 Optimal Interpolation and 3D-Var
The 3-Dimensional Variational (3D-Var) and the Optimal Interpolation (OI) DA meth-
ods are sequential methods, based on obtaining at time tk, where observations are avail-
able, a state xak that minimizes the cost function
Jk(xk) =
(
xk − xbk
)
B−1k
(
xk − xbk
)
︸ ︷︷ ︸
Jb(xk)
+(yk −Hk(xk))R−1k (yk −Hk(xk))︸ ︷︷ ︸
Jo(xk)
. (2.3)
Here the index “a” stands for “analysis”. The way the minimization is performed dif-
ferentiates both approaches as we explain later on. The weight matrices Bk ∈ Rn×n and
Rk ∈ Rmk×mk are symmetric and positive definite. They represent the background state
error and the observation error covariances respectively. It is assumed that the observa-
tion errors and the background errors are uncorrelated. Here Jk : R
n → R can be seen as
a compromise between the background state and the observations. The quadratic form
Jb(x) penalizes those states faraway from the predicted one, while Jo(x) does it with
states that misfit the observations. The covariance matrices play an important role in
the objective function. If the observation errors are much smaller than the background
errors, the state resulting from the minimization process will fit the observations almost
accurately. Conversely, if the background errors are much smaller, then the assimilated
state will resemble the background state.
If the observation operator Hk is linear it can be represented by a matrix Hk ∈ Rmk×n.
Then the solution of the optimization problem
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xak = argmin
xk
Jk(xk) (2.4)
can be obtained directly by the update
xak = x
b
k +Kk(yk −Hk xbk) (2.5)
where Kk ∈ Rn×mk is the so-called Kalman gain matrix
Kk = Bk H

k (Hk Bk H

k +Rk)
−1. (2.6)
The vector dk = yk−Hk xbk is called the innovation vector. The optimal state is then the
background state plus a weighted innovation. This solution is the Best Linear Unbiased
Estimate (BLUE) following Bayes’ theorem (see [31]) and it is optimal in the weighted
least square sense. If the observation operator is nonlinear, still a similar state update
can be performed by substituting the linearization of the observation operator
Hk =
∂Hk
∂x
(xbk) (2.7)
into (2.6) and using the nonlinear observation operator to compute the innovation vector
so that
dk = yk −Hk(xbk), (2.8)
xak = x
b
k +Kkdk, (2.9)
though the optimality of the resulting solution is no longer guaranteed, as it depends
on the non-linearity of Hk. This method, consisting in computing (2.6) explicitly and
substituting it into (2.9) is known as Optimal Interpolation (OI) (see [111], Section 4.2,
[80], [89] and [12]), also called Statistical Interpolation, Objective Analysis or Gauss-
Markov smoothing. The method was operational in numerous DA systems during the
70’s and 80’s, until the variational approaches became popular. The reason why this
approach is impractical in high dimensional problems is because of the difficulties to store
and apply Bk, due to its size. Alternatively 3D-Var, currently operational in various
DA systems (for instance, at ECMWF [92], NCEP [33], the Met. Office [73], among
others), solves (2.4) with the help of a numerical optimization solver. In this thesis we
use the box-constrained limited memory BFGS (L-BFGS-B) described in [26], as the
test models used along this investigation have simple box constraints on the parameters.
Chapter 2. Data assimilation overview 11
The implementation is a MATLAB wrapper for the Fortran subroutines in [140] and
considers the correction suggested in [84]. Though the models which we currently use
are not high dimensional our intention is to experiment with more complex models in
the future. Therefore a routine designed to solve high dimensional problems such as
L-BFGS-B is chosen.
Observations are very often collected over a time window. This is for example the case in
numerical weather prediction (NWP). In these situations both, 3D-Var and OI, assume
that the state error does not change significantly along the time window and therefore
they do not modify the background error covariance to describe the effect of the model
or of new observations in the error statistics (like it occurs for instance in the Kalman
Filter method). Instead, (2.4) is solved at each time step using a fixed background error
covariance B (Bk = B). The new assimilated state x
a
k is then transported in time using
the forecast model until new observations are available. A simple pseudo-code describing
the sequential 3D-Var/OI is presented in Algorithm 1.
Initialization B, xb
Step 1. Assimilation Step
IF observations not available THEN
xa = xb
go to Step 2
END
IF method==3D-Var THEN
Obtain xa by solving (2.4) using an optimization solver
ELSEIF method==OI THEN
Compute Kk and x
a according to (2.6) and (2.5), respectively
END
Step 2. Forecast Step
Update xb using the forecast model
t=t+1
go to Step 1.
Algorithm 1: 3D-Var/OI algorithm
The set-up of a static background error covariance is itself a very complicated task and
at the same time an extremely important aspect of the DA scheme. Besides accurately
representing the error statistics, there are other considerations to be taken into account,
for instance that the resulting matrix is well conditioned. There have been numerous
studies focusing on investigating the proper generation of B. In [24], the generation of
an ensemble-based background error covariance in a quasi-operational NWP system is
discussed. The formulation and structure of the background error covariance used in
the European Center Medium-Range Weather Forecast (ECMWF) are presented in [34].
Other related works are found in [13], [48], [8] and [9].
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Despite its simplicity, efficiency and robustness, the fact that the background error
covariance is kept invariant along the time window where observations are available (to
which we will refer also as the assimilation window) can be considered as the main
weakness of the method. The assumption that the errors are statistically stationary is
simply not realistic in a large variety of models. In the next sections we discuss the
classical Kalman Filter and Extended Kalman Filter, which consider a flow-dependent
background error covariance.
2.2.2 Kalman Filter
The Kalman Filter (KF) is a linear filtering method developed by Kalman in 1960 (see
[65]). It is applied to linear discrete dynamical systems and uses observations sequen-
tially to produce a state estimate. This estimate, under certain statistical assumptions,
including Gaussian distribution of the errors, is optimal, in the sense that it minimizes
the error variance. The sequence of state estimates describes a Markov process, i.e.:
P (xk\x0, x1, . . . , xk−1) = P (xk\xk−1). (2.10)
This means basically that the history of estimations x0, x1, . . . , xk−2 is redundant once
the state xk−1 is computed. The information from previous assimilations is “remem-
bered” by the filter through the background error covariance. Unlike in 3D-Var and
OI, the KF updates the error covariance when the model is used to forecast the next
state, which we will call a forecast step, and when the state is modified because a new
observation has been assimilated, known as an assimilation step. In the following we
will introduce the basic KF formulas. A deduction of such formulas and other related
materials can be found in [106], [67] and [131].
Let us consider a linear data assimilation problem. Equations (2.1) and (2.2) can then
be rewritten as
xk+1 = Mkxk + ξk, (2.11)
yk = Hkxk + k, k = 0, 1, . . . , N, (2.12)
where the model and the observation operators are represented by the matricesMk ∈ Rn×n
and Hk ∈ Rmk×n, respectively. We assume that k ∼ N (0, Rk), where Rk ∈ Rmk×mk
is the observation error covariance and ξk ∼ N (0, Qk), with Qk ∈ Rmk×mk being the
model error covariance. Here N (µ,C) represents the Gaussian distribution with mean µ
and covariance C. Other statistical assumptions are that the state errors, model errors
and observation errors are mutually uncorrelated and model and observation errors are
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uncorrelated in time, i.e.,
E[ξi

j ] = 0, E[ξiη

j ] = 0, E[iη

j ] = 0, ∀i, j (2.13)
E[i 

j ] = 0, E[ξ

i ξ

j ] = 0, ∀i = j, (2.14)
where E[·] represents the expected value.
In Figure 2.2 we represent the KF method. In general, every time an observation is
available the filter produces a state update, which coincides with the OI update. The
difference is that the background error covariance is also updated, to reflect how the
availability of new information about the system modifies the statistics of the error.
The state is then forecast, using the model, until a new observation is available. At the
same time the covariance is updated, to reflect how the system dynamics modify the
state error.
Figure 2.2: KF algorithm.
Unlike 3D-Var and OI, each assimilated state xk produced by the KF is the BLUE
considering all observations until time tk. If observations up to time tk+p are considered,
then it is still possible to obtain an estimate at time tk taking into account all the
observations (including those that were processed after the KF estimate were computed)
by a backwards processing of the estimates produced by the KF, from xk+p to xk. This
process is known as the Kalman smoother [3], [86], [71].
2.2.3 Extended Kalman Filter
If either the model or the observation operator is nonlinear, then the KF formulas
can still be applied by linearising around the current state. This approach is known
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as the Extended Kalman Filter (EKF). Figure 2.3 shows the idea of the EKF iteration.
Nevertheless, in this case the optimality property of the solution is lost and the state and
background error covariance produced can significantly differ from the optimal solution
and the error statistics, respectively.
Figure 2.3: EKF algorithm.
Despite providing the optimal solution in the weighted least square sense, the compu-
tational complexity of the KF limits the method to be used only in small to moderate
dimensional models. This is also the case of the EKF. The reason is that the update
of the background error covariance requires a number of model runs proportional to n,
which is prohibitive in applications like NWP. Notice that to compute Mk B
a
k M

k the
model (or tangent model Mk if the forecast operator is nonlinear) must be applied to
the n columns of Bak and then the resulting n columns are processed by the adjoint
model M. In such cases a single run of the forecast model (or the associated tangent
and adjoint models) demands a huge computational effort. As an additional difficulty,
the adjoint and linear tangent models must be developed and maintained. The impor-
tance of the KF is that it establishes the theoretical basis for the development of other
approximate strategies.
2.2.4 Ensemble Kalman Filter
Ensemble-based methods in DA use a set of independent system simulations to approx-
imate the error space of the state estimation. The Ensemble Kalman Filter (EnKF) is
nowadays the most investigated and powerful ensemble method in the context of DA.
It is a sequential method using Monte Carlo integrations [49], [66], first introduced by
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Evensen in 1994 [41] (see also [60], [61], [122], [25], [44]) which, unlike other ensemble-
based methods (e.g. particle filters [82], [123], [121]) assumes that all the errors are
Gaussian. It is an alternative to the computationally expensive KF. The idea is to run
the filter for a state ensemble x
(l)
k , l = 1, 2, . . . , N , instead of updating a single state.
Then, the state and the background error covariance, necessary for the assimilation
step, can be approximated by the sample mean and covariance given by
xˆk =
1
N
N∑
l=1
x
(l)
k , (2.15)
Pk =
1
N − 1
N∑
l=1
(x
(l)
k − xˆk)(x(l)k − xˆk), (2.16)
respectively. The reason why researchers have paid so much attention to these methods
in the last few years is that many of the problems associated to the traditional EKF
are avoided [25]. For instance, higher order statistical moments are not neglected in the
error covariance evolution equation (no linearisation required). Besides, there is no need
of generating and maintaining tangent and linear codes. The computational cost is also
lower, as the full update of the background error covariance is avoided.
Here we explain the idea of the method as proposed by Evensen [41]. We assume that
the observation operator is linear (for the nonlinear case [43] can be consulted).
Forecast:
x
f(l)
k+1 = fk(x
a(l)
k ) + ξ
(l)
k . (2.17)
Assimilation:
x
a(l)
k = x
f(l)
k +Kk(yk −Hk(xf(l)k )) (2.18)
Kk = P
f
k H

k (Hk P
f
k H

k +Rk)
−1 (2.19)
Later it was demonstrated (see [25] and [60]) that it is necessary to perturb observations
to keep the statistical consistency of the filter. Unfortunately, this introduces sampling
errors. To avoid this, new methods have been developed which compute the ensemble
analysis deterministically, known as square root filters. Among the many different filters
we mention the Local Ensemble Kalman Filter (LEKF) [90], the Local Ensemble Trans-
form Kalman Filter (LETKF) [107], [91] the Ensemble Square Root Filter (EnSRF) [133],
the Error Subspace Transform Kalman Filter (ESTKF) [87], [88], the Singular Evolutive
Interpolated Kalman (SEIK) [118], the second-order-exact EnKF, the singular second-
order-exact EnKF [94], the Ensemble Transform Kalman Filter (ETKF) [17],[77], the
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Ensemble Adjustment Kalman Filter (EAKF) [4] and the Singular Evolutive Extended
Kalman (SEEK) filter [118], [21].
The use of a finite (for practical purposes, small) ensemble size introduces sampling
errors. One of the problems is that spurious correlations appear between space-distant
variables or between variables which are known to be uncorrelated. This causes a reduc-
tion of the ensemble variance and therefore an underestimation of the true one, which
can lead to filter divergence [45]. To avoid this, it is necessary to apply strategies like
covariance inflation [5], [6] or covariance and observation localization [58], [28], [52].
Currently there are still several unresolved issues related to the EnKF, like the proper
generation of an initial ensemble, the selection of the inflation parameter and localization
radius, etc. Though they are an active field of research and probably represent the
future of DA, still most of the operational NWP systems are based on 3D-Var and 4D-
Var approaches. This type of methods are included in this DA overview for the sake of
completeness, though their use is out of the scope of this investigation.
2.3 Four dimensional variational DA
Unlike in the sequential methods, in which observations are processed as soon as they are
available, four dimensional variational (4D-Var) [32], [116], [117] accumulates them along
a time window in order to find the state that minimizes the weighted least square distance
between the model trajectory and the observations. Therefore, all the observations in
the time window are processed at the same time (see Figure 2.4).
time
state
observation
model
truth x0
t
background
x0
b Correction of
initial valueanalysis
x0
a
Figure 2.4: 4D-Var scheme.
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The function to be minimized is represented by (2.20)-(2.21) and is very similar to the
3D-Var case. The difference is that Jo(x) includes all the observational data collected
along the analysed time window.
J(x0)=
(
x0 − xb0
)
B−10
(
x0 − xb0
)
︸ ︷︷ ︸
Jb(x0)
+
N∑
t=0
(yk −Hk(xk))R−1k (yk −Hk(xk))︸ ︷︷ ︸
Jo(x0)
, (2.20)
where xk can be seen as a nonlinear function of x0, defined by the recursion:
xk+1 = fk(xk), k = 0, 1, . . . , N − 1 (2.21)
An obvious advantage of the method is that the background error covariance in the
first term of J is not updated, which is the most expensive step of the KF. Moreover,
under the same linearity and statistical assumptions, both methods produce the same
optimal state in the following sense. The state obtained after the assimilation of the
N -th observation by the KF is equivalent to the state obtained by transporting the
solution of the variational problem forward in time using the forecast model up to time
tN . The optimal state trajectory is also equivalent to the sequence of states obtained by
the Kalman smoother. The method has been implemented in many operational systems
([38], [39], [18]).
To minimize the cost function most of the variational methods need to compute the
gradient J . This can be done efficiently by means of the adjoint model (see [50],
[78], [126]). This code plus the Tangent Linear (TL) code, which must be obtained by
modifying the routine codes computing the state forecast, are nevertheless very expensive
to maintain in high dimensional models. This maintenance is a permanent task due to
the frequent updates of the physical and mathematical models. Besides, the need to have
a parallel implementation makes the task even more complicated (see [136]). Another
disadvantage of the method is the high computational cost of the optimization scheme.
This is why in most cases sub-optimal solutions are obtained after 10-100 iterations of
the minimization routine. A third drawback is the possible breakdown of the tangent
linear approximation due to strong instabilities of the nonlinear model, which limits
the linearisation to short time intervals [124]. On the other hand, the fact that all
observations have to be reprocessed once a new set of observational data is available
(notice that the old and new observations should be processed at the same time to find
the optimum of (2.20)) hinders the real-time response capabilities of the assimilation
scheme. Furthermore, having no estimation of the assimilation error statistics is another
disadvantage of the method. To overcome these difficulties, hybrid strategies have been
developed, combining the 4D-Var ideas with other sequential methods (see Chapter 5).
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2.4 Summary and discussion
In this chapter we presented an overview of the DA problem and important DA tech-
niques. Special attention was given to the 3D-Var and OI, as well as to the KF and
EKF, which are directly related to our investigation.
3D-Var is a robust, easy to implement and efficient sequential method, already opera-
tional in many DA systems. The fact that it uses a static background error covariance
can be considered to be a limitation, as it does not capture the dynamics of the system.
Conversely, in the KF, by updating the background error covariance, the assimilated
information from previous observations is transported forward by the error covariance.
As a result the state update does not only depend on the current observation but it
is also consistent with the history of previous assimilations. Despite the optimality
properties of the filter for linear forecast and observation operators under certain statis-
tical assumptions, the cost of the covariance update is prohibitive in large dimensional
models.
In the context of NWP short-time-scale errors, also called “errors of the day”, grow
because of instabilities in the flow. It is known that such strong instabilities can be
represented in a low dimensional subspace [93]. This suggests that it could be possible
to approximate short-time-scale errors without performing the complete KF covariance
update. We take this into account in Chapter 5, where ideas of 3D-Var and the EKF
are combined in our sequential novel method.
Chapter 3
Parameter Estimation
A successful data assimilation (DA) depends on unbiased state prediction. Inaccurate
parameter estimation is one of the main sources of model errors. This is why the correct
identification of the model parameters, given a set of observations, is crucial to the
success of any assimilation scheme.
Very often, parameters do not represent any physical, directly measurable characteristic
of the system, but processes, which are too complex to be modelled, or not understood
at all. This implies that in most of the cases it is not possible to directly observe them,
and the parameter tuning must rely on evaluating the mismatch between the system
response and observational data.
In Section 3.1 important theoretical aspects related to the parameter estimation problem
are discussed. Section 3.2 presents an overview of model calibration techniques. In
Section 3.3 we present the joint state-parameter estimation and the dual parameter-state
DA. In Section 3.4 we introduce the augmented-state approach, in which the parameters
are considered as additional state variables. In Section 3.5 a comparison is established
between the two joint parameter-state techniques presented in this chapter.
3.1 Parameter identifiability and sensitivity
The parameter estimation problem is typically ill-posed. This means that either the
uniqueness or the stability of the solution is violated. The first condition is closely
related to the concept of identifiability which will be discussed in this section. The
second one means that errors in the available data can produce errors in the parameter
estimation of several orders of magnitude higher.
19
Chapter 3. Parameter estimation 20
A parameter vector is identifiable if, provided a specific input-output set of data, it can
be uniquely determined, supposing that the data is error-free. The concept is related to
the observability, which addresses the question whether the given input-output informa-
tion is enough to recover the model trajectories. For more about the relation between
identifiability and observability we refer to [95]. A very complete and comprehensive
overview of identifiability can be found in [63].
An important aspect of the parameter estimation problem is the parameter sensitivity,
which accounts for the magnitude of the model output variation as a response of a
variation in the parameter. If a parameter has a very low sensitivity, then by modifying
its value, little to no variation of the model output is produced. If the magnitude of this
variation is smaller than the magnitude of the errors of the observational data, then it
is clear that the parameter cannot be identified. Conversely, small variations of highly
sensitive parameters produce a considerable variation of the model output. Obviously,
the more sensitive the parameter is, the more important it is to estimate it accurately, as
the estimation error has a huge impact in the system output and therefore in the forecast
ability of the model. Moreover, parameter sensitivities can also be used to evaluate the
parameter identifiability (see e.g., [36] and [23]). In the following sections we present
different techniques used to solve the parameter estimation problem.
3.2 Model calibration
Model calibration is an optimization problem associated to finding an optimal set of
parameters that minimizes the mismatch between a set of observations and a model.
The optimization problem can be multi-objective or several mathematical criteria can
be combined into a single objective function. The optimization process can be carried
out either automatically or manually.
a) Manual calibration
Manual calibration is normally a trial-and-error process. Though supported by ob-
jective measurements, the decision over the “best” set of parameters is subjective,
normally based on visual comparison of model outputs and the available data, and
it depends strongly on the experience and training of the person conducting the cali-
bration. With the increasing complexity of the models and the increasing number of
model parameters, the manual calibration is a time-consuming, prone-to-error task.
Therefore it is more common to be combined or supported by automatic calibration,
to benefit from the strengths of both approaches [20].
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b) Automatic calibration
Automatic calibration is part of the operation research theory. Unlike in manual
calibration, the objective function is minimized using an optimization algorithm.
There are two key points involved in this approach: the prescription of a suitable
objective function (e.g., single or multiple criteria, minimization of the least square
distances, etc.) and the selection of the optimization algorithm (e.g., global vs local
methods, heuristic vs direct methods, line search or trust region methods, gradient-
based or Quasi-newton methods, among others).
There are many examples in the literature for the application of automatic model
calibration. In [14] a methodology for calibration of distributed models based on
generalized likelihood measures is presented. Cheng [29] combines a fuzzy optimal
model with a genetic algorithm to solve multi-objective rainfall-runoff model cali-
bration. The interested reader is referred to a useful review of different calibration
techniques in the context of hydrologic modelling [72].
One of the main disadvantages of model calibration is that observations have to be
collected to be processed at the same time. This implies that whenever new data is
available, it is necessary to reprocess the previous observations in order to use the new
output information. This constitutes a limitation for being used in applications requiring
real-time response. Another drawback is that it only accounts for the tuning of the model
parameters, ignoring the errors of the system input and output. A significant data noise
or a wrong estimation of the system state can lead to parameter estimates that cause a
model bias. In the last years other strategies have been developed, which account for all
sources of error, i.e., input, output and parameters, at the same time. In the following
sections we introduce two of the most popular ones.
3.3 Dual state-parameter DA
While batch calibration accounts only for the parameter estimation, ignoring other
sources of inaccuracies, DA is a technique designed mainly for estimating the system
state using the model and observations. In principle, it assumes that the model pa-
rameter values are correctly set. Nevertheless, it can also be extended to the joint
parameter-state estimation problem. One possibility is the dual state-parameter DA. In
this approach state and parameters are updated in parallel using two different filtering
processes and sharing the resulting information. For a better understanding, in Figure
3.1 a scheme of the method is represented, using as an example the KF. When an ob-
servation is available at time step k, only the parameter is corrected. This new estimate
Chapter 3. Parameter estimation 22
is used to rerun the forecast model from time k − 1 to k, obtaining a new state update.
Then the observation is reused, this time to correct the state estimation.
previous estimation
xak−1, p
a
k−1
forecast step
xfk = f(x
a
k−1, p
a
k−1)
pfk = p
a
k−1
observation available
yk
parameter update
pak=p
f
k+Kp(yk−Hk xfk)
forecast step
xfk = f(x
a
k−1, p
a
k)
reuse observation
yk
state update
xak=x
f
k+Kx(yk−Hk xfk)
uses updated parameter pak
Figure 3.1: Dual state-parameter KF. MatricesKp andKx are gain matrices obtained
using the cross-covariances between state and parameter errors, and the covariances
between state errors, respectively (for a formal definition of these matrices see (4.14)).
This strategy has been widely used in different kinds of models. In [113] and [114] an
EnSRF is used for the simultaneous estimation of microphysical parameters and the
atmospheric state using simulated radar data. A dual EnKF is successfully applied in
[1] to a NWP model of intermediate complexity, the MM5 [51]. In a previous paper [2]
the author had shown the applicability of a dual EnKf in a forced dissipative flow, to
estimate up to 6 model parameters. Zhang shows in [138] that a parameter estimation
using a dual EnKF to simulate urban land-use changes in a 13-year period (1993–2005)
in Dongguan City yields better results than the, in this context, more often used logistic
regression and decision-tree strategies. The applicability of the dual EnKF approach
for ensemble streamflow forecasting is demonstrated in [83] using a conceptual rainfall-
runoff model. Wen [132] improves the EnKF performance in the context of reservoir
models by using a dual approach, where the flow equations are solved again from the
previous assimilating step to the current step using the updated current permeability
models. This ensures the consistency of the updated static and dynamic parameters
with the flow equations. The main drawback is that it lacks of mathematical basis, not
being consistent with the traditional Bayesian framework.
Chapter 3. Parameter estimation 23
3.4 Augmented state DA
Another popular joint state-parameter DA approach is the augmented state. The idea,
first suggested by Derber in [35], is to include state and parameters together in an
augmented state vector, and to incorporate the parameters’ evolution formulas into the
state forecast. The resulting DA problem is then solved using a standard DA scheme.
Because we use this strategy in the context of this investigation, in the following section
a formal derivation of the approach is presented.
3.4.1 Formulation of the augmented state approach
Let us consider the DA problem associated with the following dynamical system:
xk+1 = fk(xk, p), (3.1)
yk = Hk(xk) + k, k = 0, 1, . . . , N, (3.2)
with
yk ∈ Rmk (observation vector),
xk ∈ Rn (state vector),
k ∈ Rmk (observation error)
p ∈ R (parameter vector),
fk : R
n+ → Rn (nonlinear model),
Hk : Rn → Rmk (nonlinear observation operator).
Besides, we assume that Rk ∈ Rmk×mk is the covariance of the observation error k and
that these errors are unbiased. In addition to the state variables we have a set of  poorly
known model parameters p to be estimated. Here we assume that the parameters are
constants.
The idea of the augmented state approach is to consider a new state vector that contains
both, parameter and state variables, modifying the forecast model to fit the new dimen-
sions of the problem by incorporating the parameter evolution formulas. We denote the
new state variable as w ∈ Rn+:
wk =
(
xk
pk
)
, (3.3)
If the parameters are time-invariant, then, without any observation to be assimilated,
the best estimate of the parameter at time tk+1 is exactly the previous estimate at time
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tk. So the new forecast function f˜k : R
n+ → Rn+ can be defined as
f˜k(w) =
(
fk(w(1 : n), w(n+ 1 : n+ ))
w(n+ 1 : n+ )
)
. (3.4)
Here we use the MATLAB notation: v(a : b) =
(
va, va+1, . . . , vb−1, vb
)
, assum-
ing that a ≤ b.
If we additionally assume that the parameters are not observed, the observation operator
H˜k : Rn+ → Rmk for the augmented problem results in
H˜k(w) = Hk(w(1 : n)). (3.5)
The resulting dynamical system for the DA problem is
wk+1 = f˜k(wk) (3.6)
yk = H˜k(wk) + k, k = 0, 1, . . . , N. (3.7)
Besides the state error covariance, extra statistical information is necessary concerning
the correlation between parameters and state variables, as well as correlations between
parameters. The reason is that parameters are neither modified by the forward operator
nor directly observed. It means that recovering the true value of the parameters is
only possible if, from the update of the state variable during the assimilation step, an
update of the parameter can be inferred by using the correlations between parameters
and states. The new augmented state error covariance matrix B has the following block
structure:
B =
(
Bxx Bxp
Bxp
 Bpp
)
, (3.8)
where Bxx ∈ Rn×n represents the state-state error covariance matrix, Bpp ∈ R×
the parameter-parameter error covariance and Bxp ∈ Rn× the state-parameter cross-
covariance.
Matrix B must be positive definite, as it represents the augmented state error covari-
ance. Matrices Bxx and Bpp are symmetric positive definite matrices, as they represent
the state-state and parameter-parameter error covariance. In general if A and D are
symmetric positive definite matrices, and using the typical notation A 
 0 meaning that
A is a positive definite, then(
A C
C D
)

 0⇔ A− CD−1C 
 0⇔ D − CA−1C 
 0 (3.9)
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(see Appendix A.5 in [19]). Applied to our case:
B 
 0⇔ Bpp −BxpB−1xxBxp 
 0. (3.10)
This condition can be useful to define (and if necessary rescale) the initial cross-covariance
Bxp while keeping the augmented state error covariance B positive definite. We will be
referring to it in Section 4.3.7.
3.4.2 Applications of the augmented state approach
The application of the augmented state ideas is well documented in the literature. Annan
[7] uses this strategy with an EnKF in an intermediate complexity coupled atmospheric-
ocean general circulation model (AOGCM) with pseudo-observations. In this case the
model’s climatology is successfully tuned via the simultaneous estimation of 12 param-
eters. In [62] two parameters are tuned via an augmented state EnKF by assimilat-
ing real-data observations (wind profiler) with excellent results. Zheng [139] uses the
strategy in combination with an EnKF to estimate 3 parameters in a Monte Carlo
atmospheric dispersion model. Experiments were conducted using simulated and real
radiation monitoring data. In both cases the method was able to reconstruct the real
scene of dispersion, as well as the uncertain parameters. In her Ph.D. thesis [101] Smith
used the approach in the design of a sequential strategy, which was successfully applied
to morphodynamic modelling, as well as to other simple test models.
3.5 Dual state-parameter vs augmented state DA
Several studies have been focussed on comparing dual and state augmentation strategies.
In [59] a comparison of both approaches in a real-time groundwater flow problem is
established using an EnKF method. The author concludes that no significant differences
were found in the quality of the analyses. Wen [132] points out, in the context of
reservoir models, that the joint state-parameter estimation via augmenting the state
introduces inconsistency, especially for strong heterogeneous formations. Furthermore,
he shows that an approach based on a rerun of the filter at the same time step where the
observations are available outperforms noniterative EnKF. Another study supporting
the benefits of iterative EnKF over noniterative filters is the one conducted by Gu and
Oliver in [53]. These are, nevertheless, empirical results obtained for specific models.
The truth is that the dual state-parameter estimation lacks a mathematical basis, as
it steps away from the traditional Bayesian framework. The augmented state approach
does not propose a different assimilation strategy, but applying the already developed
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DA methods to a new problem. It implies, for instance, that the state and parameter
estimation is optimal according to the Best Linear Unbiased Estimate (BLUE) criterion
for linear models under certain statistical assumptions, if KF or 4D-Var are applied.
This is the main reason why we considered in this work the augmented state, rather
than the dual approach.
With respect to the computational complexity, the augmented state approach proposes
to solve a DA problem where the dimension of the state is the sum of the dimensions
of the parameter and state vectors. This can considerably increase the cost of the
assimilation step, if the number of parameters is relatively large. Conversely, the dual
state-parameter estimation solves two different assimilation problems, of dimension n
and , and therefore keeps the complexity of the optimization problem as low as possible.
Nevertheless, in this investigation we are particularly interested in models where the
number of parameters is relatively small. This means that the use of the augmented state
approach does not increase significantly the computational complexity of the assimilation
scheme.
3.6 Summary and discussion
In this chapter important concepts related to the parameter estimation problem, like
ill-posedness, identifiability and parameter sensitivity, were briefly presented. We also
reviewed different parameter estimation techniques.
Model calibration only considers the identification of the parameter without taking into
account other sources of error (input and output errors), which can be considered a
serious limitation. In this respect joint state-parameter DA techniques estimate state
and parameter at the same time, considering all sources of error. This also allows
to assimilate observations as soon as they are available, without having to re-process
previous observations.
In particular, the augmented state approach has been widely used in various types of
models with different DA techniques. The strategy is based on transforming the state-
parameter estimation problem into a state estimation DA one. The state vector is
augmented with the parameters and the parameter evolution over time is incorporated
into the forecast model of the augmented problem. Despite the increasing number of
publications related to this topic, in most of the cases only the effectiveness of a particular
implementation of this strategy applied to a specific DA problem is shown. Nevertheless,
little is said about the problems that arise from considering parameters as state variables,
and the importance of the update of the state-parameter error covariance has not been
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sufficiently investigated. Time-invariant parameters are neither directly observed nor
changed by the model. It implies that their update depends exclusively on the state-
parameter error covariance. It is through this covariance that the information from the
observed state variables is transported to the parameters. In the next chapter we show
how, even applied to a very simple model, the augmented state approach using the EKF
can fail, if no special modifications of the parameter-parameter or state-parameter error
covariances are considered.
Chapter 4
EKF and the Augmented State
Problem
In this chapter we analyse in detail how the EKF formulas are adapted to solve the
augmented state DA problem associated to (3.6)-(3.7), already introduced in Section 3.4.
In general, even if a model is linear, by considering that the parameters are unknown,
these may appear in the resulting augmented state model in a nonlinear way. This is
the case of the test model discussed in this chapter.
For simplicity we assume that all the observation vectors have the same dimension m.
Moreover, some important aspects of the resulting scheme are discussed with the help
of a simple test model. Our motivation is to show that when the parameters are treated
as state variables the parameter statistical information can be wrongly estimated. This
leads to a completely wrong approximation of the parameter and therefore the failure
of the assimilation scheme.
In sections 4.1 and 4.2 we introduce the EKF forecast and assimilation step formulas,
respectively, for the augmented problem. Results for various numerical experiments are
presented in Section 4.3, where the linear advection model is introduced. This simple
model is linear if the parameter is considered to be known an fixed. Nevertheless,
if the parameter is unknown the resulting augmented state problem is nonlinear, as
the parameter enters the models multiplying other state variables. We show that in
some cases, applying the EKF to the augmented problem leads to divergence of the
filter and propose simple variations which improve the assimilation. These results are
consistent with those obtained experimenting with more complex models (see Appendix
C.2). Section 4.4 discusses and summarizes the results obtained.
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4.1 Forecast step
In order to apply the EKF formulas to the new augmented problem a linearisation of the
forecast operator for propagating the statistical information forward in time is necessary.
The resulting forecast step for the augmented state is
xfk+1 = fk(x
a
k, p
a
k), (4.1)
pfk+1 = p
a
k, (4.2)
Bfk+1 = Jk
(
(Baxx)k
(
Baxp
)
k(
Baxp
)
k
(
Bapp
)
k
)
Jk , (4.3)
where Jk is the Jacobian of f˜ at time step k
Jk =
(
∂fk
∂x
∂fk
∂p
0 I×
)∣∣∣∣∣
xa
k
,pa
k
, (4.4)
For ease of notation we will denote
Mk :=
∂fk
∂x
(xak, p
a
k), Nk :=
∂fk
∂p
(xak, p
a
k). (4.5)
Equation (4.3) can be rewritten as:⎛⎜⎝
(
Bfxx
)
k+1
(
Bfxp
)
k+1(
Bfxp
)
k+1
(
Bfpp
)
k+1
⎞⎟⎠=(Mk Nk
0 I
)(
(Baxx)k
(
Baxp
)
k(
Baxp
)
k
(
Bapp
)
k
)(
Mk 0
Nk I
)
. (4.6)
After the matrix multiplications in (4.6) the update for each covariance submatrix, i.e.,
state-state, state-parameter and parameter-parameter error covariances, can be written
as
(
Bfxx
)
k+1
=Mk (B
a
xx)k M

k +Nk
(
Baxp
)
k
Mk +Mk
(
Baxp
)
k
Nk +Nk
(
Bapp
)
k
Nk , (4.7)(
Bfxp
)
k+1
=Mk
(
Baxp
)
k
+Nk
(
Bapp
)
k
, (4.8)(
Bfpp
)
k+1
=
(
Bapp
)
k
, (4.9)
4.2 Assimilation step
During the assimilation step not only state and parameter vectors are updated but
the state error covariance matrix as well. For this, it is also necessary to linearise the
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observation operator H˜k. If H˜k ∈ Rmk×(n+) and Hk ∈ Rmk×n denote the linearisation
of H˜k and Hk, respectively, then
H˜k =
∂H˜k
∂wk
=
(
Hk 0mk×
)
. (4.10)
For ease of notation we will omit the sub-index indicating the time step. Now we use
(4.10) to compute the augmented Kalman gain matrix
K = Bf H˜
 (
H˜Bf H˜

+R
)−1
. (4.11)
Computing the terms separately:
Bf H˜

=
(
Bfxx B
f
xp
(Bfxp) Bfpp
)(
H
0×m
)
=
(
BfxxH

(Bfxp)H
)
, (4.12)
H˜Bf H˜

=
(
H 0m×
)( BfxxH
(Bfxp)H
)
= HBfxxH
, (4.13)
Substituting into (4.11) we obtain the Kalman gain matrix
K =
(
Kx
Kp
)
=
⎛⎝ BfxxH (HBfxxH+R)−1
(Bfxp)H
(
HBfxxH
+R
)−1
⎞⎠ . (4.14)
The upper blockKx of the Kalman gain matrix is exactly the gain for the state estimation
problem and is used to update the state vector. The lower block, Kp, depends on the
cross-covarianceBfxp and is used to update the parameter vector as shown in the following
wa =
(
xa
pa
)
= wf +
(
Kx
Kp
)(
˜y −H(wf )
)
(4.15)
=
(
xf
pf
)
+
(
Kx
Kp
)(
y −H(xf )
)
, (4.16)
i.e.,
xa = xf +Kx
(
y −H(xf )
)
, (4.17)
pa = pf +Kp
(
y −H(xf )
)
. (4.18)
Chapter 4. EKF and augmented state 31
The covariance matrix is updated according to
Ba = (I −KH˜)Bf (4.19)(
Baxx B
a
xp
(Baxp)
 Bapp
)
=
(
Bfxx B
f
xp
(Bfxp) Bfpp
)
−
(
Kx
Kp
)(
H 0
)( Bfxx Bfxp
(Bfxp) Bfpp
)
, (4.20)
which results in
Baxx = B
f
xx −KxHBfxx, (4.21)
Baxp = B
f
xp −KxHBfxp, (4.22)
Bapp = B
f
pp −KpHBfxp. (4.23)
The update of the state-state error covariance Bxx is exactly the same as if we would
consider only the state estimation data assimilation problem. The cross-covariance ma-
trix Bfxp intervenes in the updates of both state-parameter and parameter-parameter
error covariances, as well as in the computation of the gain matrix Kp, used to update
the parameter vector. This matrix is, therefore, extremely important for the parameter
estimation problem.
4.3 Linear advection model. Assimilation experiments
In this section we test the performance of the EKF, when applied to a simple model with
a single unknown parameter, in order to investigate the suitability of the filter under
different observation conditions.
4.3.1 Linear advection model
The linear advection model describes a simple sediment transport model, in which the
bed height moves forward (horizontally) with unknown constant speed (see [70], [104],
[99]). The mathematical model is given by
∂x
∂t
+ s
∂x
∂z
= 0, (4.24)
x(z, 0) = x0(z), (4.25)
where x(z, t) is the function representing the sea bed height for the one dimensional
space coordinate z at time t and s is the unknown speed.
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Figure 4.1: Linear advection problem. Bed height moving at horizontal speed s.
The solution for the continuous problem is very simple:
x(z, t) = x0(z − st). (4.26)
4.3.2 Discrete linear advection model
The discrete model describes the evolution of the bed height x = (x1, x2, . . . , xn) for
equally spaced grid points z = (z1, z2, . . . , zn) from time t to time t + ∆t. From (4.26)
xk(z) = xk−1(z −∆t). Unless s∆t is a multiple of the grid spacing ∆z (which depends
on the parameter s and therefore cannot be controlled assuming that s is unknown), in
general it is necessary to estimate the bed heights from space points that do not belong
to the grid. We use the upwind scheme ([101], [44], [85], [69])
xk+1,j = xk,j + s
∆t
∆z
(xk,j−1 − xk,j), j = 1, 2, . . . , n k = 0, 1, . . . , N (4.27)
where xk,j ≈ x(zj , tk), zj = j∆z and tk = k∆t. This is equivalent to a linear inter-
polation using neighbour grid points. To update the first grid point z1 we impose the
boundary condition
x(z0, t) = x(zn, t), ∀t. (4.28)
This condition is equivalent to assume that the bed height is a periodic function, with
period equal to the length of the analysed time window. For the consistency of our
discretization scheme we will assume that the horizontal displacement of the bed height
during time ∆t is at most ∆z so that the bed height for a specific grid point zi in the
next time step will be equal to the bed height of some point z∗ ∈ [zi−1, zi]. This is
equivalent to the condition
s ≤ ∆z
∆t
, (4.29)
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which in this context is also known as the Courant–Friedrichs–Lewy stability condition.
The discretized model can be rewritten as a matrix-vector product:
xk+1 = Fkxk, (4.30)
where
Fk = F (sk) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1− µsk 0 . . . 0 µsk
µsk 1− µsk 0
0
. . .
. . .
...
... µsk 1− µsk 0
0 . . . 0 µsk 1− µsk
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.31)
is an n×n matrix depending on the unknown speed sk and µ = ∆t∆z . Notice that because
of the boundary conditions in z0, the matrix Fk is not exactly lower bi-diagonal.
An important fact is that though the continuous model describes a periodic dynamical
system, the discrete version (4.30) is not periodic. The reason is that due to the lin-
ear interpolation, the norm of the state vector is decreased after each iteration. This
numerical dissipation causes the data profile to diminish its height and to spread with
each iteration. In fact, it can be shown that for the discrete model the steady state
consists in a vector where each component is the time-invariant average of the state
vector elements. In Appendix A we include a formal proof. For our experiments we will
assume that the discrete model, and not the continuous one, is the true model.
4.3.3 Augmented state for the advection model
For a known constant speed, the model (4.30) is linear. Nevertheless, in case that the
speed is an unknown parameter, the resulting augmented problem is nonlinear. Using
the notation introduced in this chapter we define the augmented state model and its
derivatives as follows:
wk =
(
xk
sk
)
, (4.32)
wk+1 =
(
F ((wk)n+1) 0n×1
01×n 1
)
wk =
(
F (sk) 0n×1
01×n 1
)
wk. (4.33)
To propagate the state error covariance forward we need to compute the derivatives of
the model with respect to state and parameter variables. Matrix Fk does not depend
on the state xk, so according to (4.5)
Mk = Fk. (4.34)
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The derivatives of the model with respect to the parameter are computed according to
∂f1k
∂sk
=
∂ (µskxk,n + (1− µsk)xk,1)
∂sk
= µ (xk,n − xk,1) (4.35)
∂f ik
∂sk
=
∂ ((1− µsk)xk,i + µskxk,i−1)
∂sk
= µ (xk,i−1 − xk,i) , i = 2, 3, . . . , n (4.36)
and therefore
Nk = µ
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
xk,n − xk,1
xk,1 − xk,2
xk,2 − xk,3
...
xk,n−1 − xk,n
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (4.37)
Considering that we observe the bed height at every ∆xobs grid-point, starting with the
first one, the observation operator at each time step k is the time-invariant matrix
Hk = H =
⎛⎜⎜⎜⎜⎜⎝
e1
e1+∆x
obs
e1+2∆x
obs
...
⎞⎟⎟⎟⎟⎟⎠ , (4.38)
where ei is the i-th canonical vector in R
n. The matching of state and observations is
reflected by
yk =
(
H 0
)
wk = Hxk. (4.39)
4.3.4 Experiment set-up
The EKF applied to the advection model was tested within the framework of identical
twin experiments. In this framework it is considered that the true state and param-
eter vectors are known. Then, the observations (also called pseudo-observations) are
obtained by perturbing the true state trajectory, resulting from applying the model to
the true state. For the perturbations a random noise is generated with the exact sta-
tistical distribution specified by the observation error covariance R. The idea is that,
in this context, any error in the state or parameter approximation is caused because of
deficiencies associated to the assimilation scheme and not because of a misspecification
of the error statistics.
Equation (4.30) represents the true model. Moreover, it is assumed that the model is
perfect. This means that given the true state at an arbitrary time tk the forecast state
obtained by propagating this state forward in time using the model is the true state at
time tk+1. We consider ∆z = 0.01 for the space discretization of the interval [0 3]. The
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state variable has then dimension n = 301. The length of the time step is ∆t = 0.01.
Therefore µ = 1 and according to (4.29) we restrict the possible values of the speed
parameter to the interval [0 1]. The true state x0 at initial time t = 0 is obtained by
evaluating a similar exponential function as the one used in [101]:
x0(z) =
⎧⎨⎩e
− (z−0.25)2
0.01 if z ∈ [0.01 0.5]
0 if not.
(4.40)
Here the discontinuities of x0(z) at the places where the definition of the function changes
are not relevant, as this function is only used to be evaluated in discrete points. The
background initial state xb is generated by adding random noise to the true bed height.
The true speed is set to st = 0.8. In our experiments ∆xobs = 10. The observation
vectors yk ∈ R31, k = 1, 2, . . . are generated adding Gaussian noise with zero mean and
variance σo
2 = 0.01 to the true state values. The observation error covariance and the
observation operator are the time-invariant matrices
R = 0.01I, (4.41)
H =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
e1
e11
e21
...
e301
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (4.42)
Initial covariance estimation
The initial covariance was obtained using a Monte Carlo approach. First, 100 initial
samples were generated adding Gaussian noise ηx ∼ N (0, 0.1I) to the initial state
x0 and ηp ∼ N (0, 0.5) to the speed parameter. Those initial samples were run 100
steps forward using the forecast model, generating for each of them a trace of 100
states, corresponding to t = 1, 2, . . . , 100. Then, random samples were taken to build an
empirical covariance according to (2.16).
4.3.5 Results of standard EKF experiments
Assimilation experiments were performed using a standard implementation of the EKF
for different frequencies of observations and initial background parameters. In Figure 4.2
we show the results obtained for 3 different assimilations along 2000 time steps, where
the state is observed every 10, 20 and 30 time steps, respectively.
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We start with an initial guess of the parameter speed sb = 0.3, so the movement of the
wave at the beginning is considerably slower compared to the truth. When assimilations
are performed every 10 time steps, the resulting assimilated state at the end of the time
window is very accurate and the corresponding parameter is very close to the truth
after less than 200 time steps. The data assimilation is also successful for the case when
observations are taken every 20 time steps. The difference is that it takes longer for the
parameter to converge to the true value, as less information is assimilated. However,
when observations are assimilated every 30 time steps the results obtained are completely
wrong. The recovered state is to no extent similar to the true state. If we take a look at
the assimilated parameter it seems to converge, but to a much lower speed value than
expected. Furthermore, it can be noticed that the size of the parameter corrections
decreases along the time window.
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Figure 4.2: Data assimilation for initial background speed 0.3 and different observa-
tion frequencies. Upper plot: true parameter (black solid line), assimilated parameter
observing the state every 10 (red), 20 (green) and 30 (blue) time steps. Lower plot: true
state at time step 2000 (black solid line), assimilated state at time step 2000 observing
the state every 10 (red), 20 (green) and 30 (blue) time steps, noisy observations (blue
circles).
New experiments are performed, this time assimilating observations every 30 time steps
but with different starting background speeds. The results are shown in Figure 4.3.
Notice that for the initial parameter value sb = 0.4 the state assimilation at t = 2000
is slightly improved when compared to the one obtained with sb = 0.3. This is a direct
consequence of a better approximated parameter. A moderate difference between the
assimilated speed and the true speed causes a critical mismatch between the assimilated
state and the true state when the model is run long enough. Nevertheless if we start
with sb = 0.5, the assimilation scheme is capable to accurately estimate the true state
and parameter. Though as observed before, the size of the parameter corrections also
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decreases along the assimilation window, the initial parameter is close enough to the
true value, so that it can reach the true value before the corrections become too small.
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Figure 4.3: Data assimilation for different initial background speeds for observations
available every 30 time steps. Upper plot: true parameter (black solid line), assimilated
parameters for initial value 0.3 (red), 0.4 (green) and 0.5 (blue) of the background
initial speed parameter. Lower plot: true state at time step 2000 (black solid line),
assimilated state at time step 2000 for initial value 0.3(red), 0.4 (green) and 0.5 (blue)
of the background initial speed parameter, noisy observations (blue circles).
In order to explain why the size of the parameter corrections decreases, we examine
the size of the parameter variance and cross-covariance state-parameter vector Bxp in
Figure 4.4. After just a few assimilation steps both, Bpp and Bxp, become very small,
independently of the initial value we chose for the parameter. Similar results can be
observed when assimilations are performed more frequently (Figure 4.5). A very small
parameter variance indicates that the confidence in the estimation is high and therefore
it should not be changed, while a small parameter-state error covariance means that the
parameter and the state variables are poorly correlated and therefore little information
can be inferred from changes on the state to update the parameter. If we take a
look at the analysis step formulas (4.43) and (4.44) for updating the parameter and
parameter-parameter error covariance
pa = pf + (Bfxp)
H
(
HBfxxH
+R
)−1 (H(xf )− y) (4.43)
Bapp = B
f
pp − (Bfxp)H
(
HBfxxH
+R
)−1
HBfxp, (4.44)
it is clear that if Bxp is very small so is the parameter correction, except for very large
values of the matrix inverse involved. For the sake of simplicity we have skipped the
index indicating the time step. If Bxx and R are fixed, then the size of the parameter
correction goes to zero when the norm of Bxp goes to zero. On the other hand, from
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Figure 4.4: Parameter variance and cross-covariance vector Bxp for different initial
background speeds for observations available every 30 time steps. Left: Parameter
variance along the assimilation windows for initial parameter value 0.3 (red solid line),
0.4 (green) and 0.5 (blue). Right:
‖Bxp‖2
n
along the assimilation windows for initial
parameter value 0.3 (red solid line), 0.4 (green) and 0.5 (blue).
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Figure 4.5: Parameter variance and norm of cross-covariance vector Bxp for different
assimilation frequencies and initial speed 0.3. Left: Parameter variance along the as-
similation windows for initial speed 0.3 and assimilations occurring every 10 (red solid
line), 20 (green) and 30 (blue) time steps respectively. Right:
‖Bxp‖2
n
along the assimi-
lation windows for initial speed 0.3 and assimilations occurring every 10 (red solid line),
20 (green) and 30 (blue) time steps respectively.
(3.10), if Bpp is small so must be Bxp. Notice that because
(
HBxxH
+R
)−1 
 0 we have
(HBxpx)
 (HBxxH+R)−1 (HBxpx) ≥ 0 ∀x, thus BxpH (HBxxH+R)−1HBxp is
at least positive semi-definite. It implies that the parameter variance always decreases
with each assimilation step. Because the parameter estimate is not changed by the
forecast model, the variance is kept fixed during the forecast step (see (4.9)). This
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means that once the parameter variance is small, this value is never increased along the
assimilation process. In our experiments the fact that the parameter variance becomes
very small, even when the estimated value of the parameter is far from the true value,
shows an overconfidence of the filter that causes the assimilation process to fail.
4.3.6 Results fixing the parameter variance
In order to improve the assimilation we can force the parameter variance not to decrease
too much. A simple way to do this is to keep it fixed along the time window. New
twin experiments were performed for an initial speed of 0.3 with observations taken
every 30 time steps. For this new experiment (4.44) is substituted by Bapp = B
f
pp in the
assimilation step.
Figure 4.6 shows that a good approximation of the state at the end of the assimilation
window is obtained for a fixed parameter variance of 0.5, despite the fact that the
parameter value oscillates around the true parameter. Similar results were obtained
when the parameter variance was set to values between 0.2 and 1, which is a huge range
of values, taking into account that the parameter is restricted to the interval [0, 1].
The filter detects that the wave is moving too slow and compensates it by increasing the
speed, until the opposite situation arises, where the wave moves too fast, and the speed
is decreased, and so on.
0 200 400 600 800 1000 1200 1400 1600 1800 2000
0.2
0.4
0.6
0.8
1
time step
s
p
e
e
d
0 0.5 1 1.5 2 2.5 3
−0.5
0
0.5
1
position
b
e
d
 h
e
ig
h
t
Figure 4.6: Data assimilation for 0.3 initial background speeds and observations avail-
able every 30 time steps with fixed parameter variance along the assimilation window.
Up: true parameter (black solid line) and assimilated parameters for initial value (blue).
Down: true state at time step 2000 (black solid line) and assimilated state at time step
2000 for initial value (blue), noisy observations (blue circles).
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Figure 4.7: Parameter variance and cross-covariance vector Bxp for assimilations
every 30 time steps and initial speed 0.3. Left: Parameter variance (horizontal blue
line) and variance decrease of the variance according to the EKF at each assimilation
step (vertical blue lines). Right:
‖Bxp‖2
n
at each time step.
In Figure 4.7 we show the value of the parameter variance and the norm of Bxp. For
every time step where observations are assimilated we have also represented the value
that the EKF would have assigned to the parameter variance in case it would not have
been kept fixed. It represents a decrease of around two orders of magnitude in most
of the cases. As a side effect
‖Bxp‖2
n
, which also decreases at every assimilation step,
increases its value during the successive forecast steps. By manipulating (4.8) it is easy
to see that if from time step q to time step l no assimilations are performed, then:(
Bfxp
)
l
= Ml−1
(
Baxp
)
l−1 +Nl−1
(
Bapp
)
l−1 (4.45)
= Ml−1
(
Ml−2
(
Baxp
)
l−2 +Nl−2
(
Bapp
)
l−2
)
+Nl−1
(
Bapp
)
l−1 (4.46)
= M2l−2
(
Baxp
)
l−2 +Ml−2Nl−2
(
Bapp
)
l−2 +Nl−1
(
Bapp
)
l−2 (4.47)
...
= M l−qq
(
Baxp
)
q
+
(
l−q−1∑
i=0
M iqNl−1−i
)(
Bapp
)
q
. (4.48)
Notice thatMk =M(sk), and because the parameter does not change if new observations
are not assimilated, then Mq = Mq+1 = . . . = Ml−1. The second term of the sum in
(4.48), for a sufficiently large parameter variance Bpp, contributes to keep the norm of
Bxp large enough for the next assimilation step.
Despite the fact that the value of the assimilated parameter at a specific time step
cannot be considered a good approximation of the true parameter value, its average
along the assimilation window is 0.7992, very close to the true value. This suggests that
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the expected value of the parameter does converge to the correct speed. Based on this
empirical result and in order to have a smoother assimilation sequence, the average of
the last ta parameter estimations is updated after each assimilation and used as the
new parameter value for the next forward steps. Figure 4.8 shows that by averaging the
parameter we achieve convergence to the true solution. Furthermore the state estimation
is also considerably improved. A pseudo-code for this EKF modification can be found
in Algorithm 2.
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Figure 4.8: Data assimilation for 0.3 initial background speeds and observations avail-
able every 30 time steps with fixed parameter variance along the assimilation window
and averaging parameter update. Up: true parameter (black solid line) and assimilated
parameters for initial value (blue). Down: true state at time step 2000 (black solid
line) and assimilated state at time step 2000 for initial value (blue), noisy observations
(blue circles).
4.3.7 Results fixing the size of the norm of Bxp
A more direct way of avoiding too small parameter corrections is to force the cross-
covariance Bxp, which is the one intervening in the parameter update, not to become
too small. A simple approach is to resize the cross-covariance every time an observation
is assimilated, such that ‖Baxp‖2 = q for a given constant q. It is important that by
manipulating a part of the covariance B its positive definite property is not altered.
This can be assured by taking into account the condition (3.10), which for the single
parameter case is equivalent to
B 
 0⇔ Bpp −BxpB−1xxBxp > 0. (4.49)
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Initialization Bf , wf , H, ta, paramAve=0, paramQueue= [ ], assimStep=0.
Step 1. Assimilation Step
IF observations not available THEN go to Step 3, END
Compute K and wa according to (4.14) and (4.16)
Baxx = B
f
xx −KxHBfxx,
Baxp = B
f
xp −KxHBfxp,
Bapp = B
f
pp, % Instead of the EKF update Bpp is kept fixed
assimStep++,
Step 2. Update of parameter average
pa = wa(end− amountParam + 1 : end),
paramQueue.Add(pa))
IF assimStep ≤ ta, THEN
paramAve =
(assimStep−1)paramAve+pa
assimStep ,
ELSE
p=paramQueue.Remove(),
paramAve+ = p
a−p
ta
,
wa(end− amountParam + 1 : end) = paramAve,
END
Step 3. Forecast Step
Update wf and Bf according to (4.2), (4.1) and (4.3)
go to Step 1.
Algorithm 2: EKF modification. The parameter variance is constant along the assim-
ilation period and the parameter estimates are averaged over a moving time window.
Let us consider the approach of updating the state-parameter cross-covariance after each
assimilation step according to Baxpupdate =
q
‖Baxp‖2B
a
xp. For simplicity we have skipped
the index indicating the time step. From (4.49), if q ≥
√
Bapp
Baxp
Baxx
−1Baxp
the positive
definiteness of B is violated. We aim to considerably increase the norm of Bxp, therefore
this strategy is not appropriate if this lower bound is small. Another possibility is to
also modify the parameter-parameter error covariance Bpp.
If we define the time dependent matrix D as
D =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 . . . 0 0
0 1
...
...
... 0
. . . 0
... 1 0
0 0 . . . 0 q‖(Baxp)‖2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(4.50)
by adding the correction
Baupdate = DB
a
kD
 (4.51)
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at the end of the assimilation step, it is guaranteed that Ba 
 0 . According to (4.51)
Baxx does not change while
Bappupdate =
q2
‖Baxp‖22
Bapp, (4.52)
Baxpupdate =
q
‖Baxp‖2
Baxp. (4.53)
Algorithm 3 summarizes this assimilation step modification.
%Assimilation Step modification
Step 1. Update of w and B
Compute K and wa according to (4.14) and (4.16)
Compute Baxx, B
a
xp and B
a
pp according to (4.21)-(4.23)
Baxp =
qBaxp
‖Baxp‖2
Bapp =
q2Bapp
‖Baxp‖2
assimStep++,
Step 2. Update of parameter average exactly like in Algorithm 2
Algorithm 3: EKF analysis step modification, consisting of fixing the size of the norm of
the state-parameter covariance after each assimilation step and averaging the parameter
estimation over a moving time window.
We tested the effectiveness of the strategy performing experiments for different values
of q. For 20 < q < 80 similar results were obtained. In Figure 4.9 results for q = 50 are
shown. Similar to the experiments in the previous section, the assimilated parameter
values are averaged over a moving time window.
Though the quality of the assimilation is slightly worse if compared to the results ob-
tained by fixing the parameter variance, it is much more accurate than performing a
standard EKF. On the other hand, the estimated parameter at the end of the assimi-
lation process approximates accurately the true parameter value. By inspecting Figure
4.10 it can be noticed that by fixing the size of Bxp after each assimilation the norm of
Bpp is implicitly controlled.
4.3.8 Results considering “model errors”
The fact that the parameter variance can only decrease during the assimilation time
window holds only if the model is perfect. In the presence of model errors by adding the
model error covariance Q during the forecast step, the parameter variance augments. In
the following we consider the wrongly estimated speed as a source of error in the model
and deduce an expression for the error covariance matrix Q.
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Figure 4.9: Data assimilation for 0.3 initial background speeds and observations
available every 30 time steps. After each assimilation Baxp is resized such that ‖Baxp‖0 =
c for a given constant c and the parameter is averaged over a moving time window. Up:
true parameter (black solid line) and assimilated parameters for initial value (blue).
Down: true state at time step 2000 (black solid line) and assimilated state at time step
2000 for initial value (blue), noisy observations (blue circles).
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Figure 4.10: Parameter variance and cross-covariance vector Bxp for assimilations
every 30 time steps and initial speed 0.3. After each assimilation Baxp is resized such
that ‖Baxp‖0 = c for a given constant c and the parameter is averaged over a time
window. Up: true parameter (black solid line) and assimilated parameters for initial
value (blue). Down: true state at time step 2000 (black solid line) and assimilated state
at time step 2000 for initial value (blue), noisy observations (blue circles).
Let us consider the following two different forecast models for the non augmented prob-
lem:
xk+1 = Mk(s
t)(xk) = f(xk), (4.54)
xk+1 = Mk(sk)(xk) = fapprox(xk), (4.55)
Chapter 4. EKF and augmented state 45
where equation (4.54) represents the true model, in which the true speed is used for
propagating the state forward. The model fapprox is just an approximated or imperfect
model, as it uses the best estimate of the speed at time k and not the true value to
compute the next state.
If we assume that sk = s
t +∆sk, we can compute an expression for the model error:
exk = x
t
k+1 − xfk+1 = ∆sk µ
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 . . . 0 −1
−1 1 0
0
. . .
. . .
...
... −1 1 0
0 . . . 0 −1 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
xk
︸ ︷︷ ︸
Nk
(4.56)
= ∆skNk (4.57)
If we consider now the augmented state problem, the augmented model error is equivalent
to
ewk = ∆sk
(
Nk
1
)
. (4.58)
Though the parameter error ∆sk is unknown we assume it is a random variable ∆sk ∼
N (0, σ2k). Because the vector ewk is the multiplication of the deterministic vector
(
Nk
1
)
and the random scalar variable ∆sk, it is possible to find its statistical distribution:
ewk ∼ N (0, Qk), (4.59)
with
Qk =
(
Nkσ
2
kN

k Nkσ
2
k
σ2kN

k σ
2
k
)
. (4.60)
Remark 4.3.1. In this example Qk is exactly computed, but in general an equivalent
expression can be found for the error covariance, even for multiple parameters, under
the assumption that the model is almost linear with respect to the parameters in a neigh-
bourhood of the true parameter vector. Notice that writing the Taylor expansion for a
vector valued function of the model until the first order term we have:
f(xk, p
t +∆p) ≈ f(xk, pt) +Nk∆p⇒ f(xk, pt +∆p)− f(xk, pt) = exk ≈ Nk∆p (4.61)
Then
ewk ≈
(
Nk∆p
∆p
)
=
(
Nk
I×
)
∆p. (4.62)
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If we assume that ∆p ∼ N (0, Bpp), then ewk is also Gaussian with zero mean and covari-
ance
Qk =
(
Nk
I×
)
Bpp
(
Nk I×
)
=
(
NkBppN

k NkBpp
BppN

k Bpp
)
(4.63)
If the model is strongly nonlinear higher orders of the Taylor expansion (e.g., involving
the Hessian, etc.) could be considered. Alternatively, instead of the sensitivities of the
model with respect to the parameter, an ensemble of states could be used to approximate
the space of the local error caused by the parameter estimation in a similar way as it is
used in Section 5.1.1.
Matrix Qk is the model error covariance matrix, used for updating the augmented state
error covariance B:
Bfk+1 =
(
Mk NK
0 1
)
Bak
(
Mk 0
Nk 1
)
+Qk (4.64)
This way we do not only guarantee that the parameter variance is increased along the
assimilation window by adding σ2k during the forecast step, but also the uncertainty in
the parameter estimation is incorporated into the state-state error covariance.
In the experiments we assume that the variance of the parameter σ2 decreases propor-
tionally with each assimilation. This is based on the assumption that the parameter
estimation is improved as more observations are assimilated. If instead the variance is
modified according to the EKF formulas, its value is reduced too much after a few assim-
ilations and the quality of the assimilation is affected as it was previously discussed. A
pseudo-code for the forecast step modification is presented in Algorithm 4, where the re-
duction of σ2 is proportional to the fraction of the assimilation window being processed.
Figure 4.11 shows that the strategy is effective for accurately approximating the param-
eter. The contribution of Q to the state-state error covariance allows a more precise
estimate of the state vector at the end of the time window.
The linear advection model, for a fixed parameter is linear, which makes possible the
exact computation of the model error matrix Q. In practical applications, where the
dependence of the model on the parameter is typically nonlinear, a linearization of the
model error must be taken into account to obtain Q.
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%Forecast Step modification
Step 1. Compute vector vk und σ
2
k
vk(1) = xk(1)− xk(n)
vk(i) = xk(i)− xk(i− 1), i = 1, 2, . . . , n
σ2k =
N−obsFrec×assimStep
N
Step 2. Update xf , Bfxx, B
f
xp and Bpp(
Bfxx
)
k+1
=Mk (B
a
xx)kM

k +Nk
(
Baxp
)
k
Mk +Mk
(
Baxp
)
k
Nk +Nk
(
Bapp
)
k
Nk +Nkσ
2
kN

k ,(
Bfxp
)
k+1
=Mk
(
Baxp
)
k
+Nk
(
Bapp
)
k
+Nkσ
2
k,(
Bfpp
)
k+1
=
(
Bapp
)
k
+ σ2k
Algorithm 4: EKF modification. The statistics of a model error term caused by prop-
agating the state using an incorrectly estimated parameter are approximated and in-
corporated to the covariance update formulas. Besides, the parameter estimates are
averaged over the assimilation time window.
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Figure 4.11: Data assimilation for 0.3 initial background speeds and observations
available every 30 time steps with fixed parameter variance along the assimilation win-
dow and averaging parameter update. Up: true parameter (black solid line) and assimi-
lated parameters for initial value (blue). Down: true state at time step 2000 (black solid
line) and assimilated state at time step 2000 for initial value (blue), noisy observations
(blue circles).
4.4 Summary and discussion
In this chapter the adaptation of the EKF formulas to the augmented state DA problem
was presented. In order to test the performance of EKF in this context we introduced
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the linear advection model, where the advection speed is constant but unknown and
should be estimated during the assimilation process.
Twin experiments were designed to test the effectiveness of the filter for estimating the
state and the parameter at the same time. Good results were obtained when observations
were available often enough. Nevertheless, when the size of the time interval where the
state is not observed was increased, the filter diverged if the parameter estimation was
not close enough to the true value after a few assimilation steps. The reason is that after
a couple of assimilations the size of the parameter variances becomes very small, even if
the parameter value is still incorrectly estimated. Because the parameter is unchanged
by the model, its variance can only decrease along the assimilation window unless model
errors are considered. The consequence is that the size of the parameter correction
becomes too small, eventually converging to a wrong value.
To overcome this problem we propose a simple strategy consisting on keeping the param-
eter variance unchanged during the assimilation step. By doing so the parameter esti-
mation oscillates around its true value, but the state estimation is drastically improved.
In fact, the parameter mean along the assimilation window is a good approximation of
the truth. It was shown that by averaging the parameter estimates over a moving time
window results can be improved.
By restoring the state-parameter error covariance norm to a predetermined size after
each assimilation step it was also possible to improve the state estimation, though the
quality of the analysis in the experiments performed was not as good as the one obtained
with the former strategy.
As a third variant we interpreted the mismatch between the state forecast obtained from
using the true advection speed and the one using the estimated parameter as some sort
of model error. An explicit expression for the model error covariance matrix Q was
obtained. The experiments show the benefits of using the error information structure
coming from the parameter uncertainty to improve the quality of the analysis.
What makes the EKF solution not viable in practical applications is the high compu-
tational cost of the forward running of the model for the forecast state error covariance
update, which is not avoided in any of the proposed variations. For x ∈ Rn the cost
of updating the covariance in the forecast step is O
(
n3
)
. In typical applications, where
n ≈ 108, the cost of a single update of the covariance is prohibitive. Nevertheless, in this
chapter we showed that the analysis can be significantly improved if a special treatment
to the covariances involving the parameters is considered. In the following chapter we
will focus on less computationally expensive sequential strategies, that unlike 3D-Var,
account for inexpensive updates of the state error covariance matrix. Moreover, we
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will propose a novel DA method which uses ideas related with the forecast modification
presented in Section 4.3.8.
Chapter 5
Methods which Combine Ideas
from Different Assimilation
Schemes
Sequential 3D-Var methods constitute a viable alternative to the computationally ex-
pensive EKF, as the time-consuming update of the state error covariance is avoided.
The fact that this covariance is kept constant along the assimilation window makes it
possible to apply the method to high-dimensional models. The drawback is that there
is no flow dependency reflected in the error statistics. In other words, the influence of
model dynamics is not included in the estimation of the state error.
In the last few years there have been numerous attempts to combine variational and
ensemble filter methods to improve the quality of data assimilation (DA) analysis. The
general idea is to take advantage of the relative computational simplicity of 3D-Var meth-
ods, while using the ensemble methods to provide a flow-dependent estimation of the
state error covariance. In [57], 3D-Var is applied to different ensemble members, using
independent observation perturbations. The state error covariance for each ensemble is a
linear combination of a time-invariant covariance and an empirical covariance, obtained
using the rest of the ensemble members. The advantage of using such combination is
that the sample covariance provides flow-dependent error statistics. On the other hand,
adding a time-invariant covariance can help to ameliorate some typical sampling error
problems and increase the rank of the rank-deficient empirical covariance matrices. Se-
lecting an appropriate linear combination is a crucial point here. More recently, in [128],
an ETKF is incorporated in the 3D-Var scheme for the Weather Reseach and Forecast-
ing Model (WRF), using extended control variables ([74]). This is applied successfully
in [127] to Hurricane Track Forecasts.
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A comparison between different Ensemble-3D-Var analysis schemes can be found in
[129]. There it is proven that replacing the background-error covariance term in the
cost function by a linear combination of the original background-error covariance with
the ensemble covariance is equivalent to the analysis through augmenting the state
vector with another set of control variables, preconditioned upon the square root of the
ensemble covariance. In [130], a comparison between the EKTF–Optimum Interpolation
hybrid and the more expensive Ensemble Square Root Filter (EnSRF) is discussed. It
is shown that for large ensemble sizes the hybrid approach is nearly as accurate as the
EnSRF, while proving to be more robust for smaller ensembles. This makes it even more
attractive for operational purposes due to its lower computational cost. Other related
strategies can be found in [24] and [40].
The development of combined strategies has not only been limited to the combination of
ensemble-based methods and 3D-Var. In the literature other approaches can be found
where for example, 4D-Var methods and EnKF are successfully combined (see [68], [30],
[47], [102], [16] and [137]).
All these methods can be applied to the augmented state problem to estimate both,
parameter and state variables. Nevertheless, we think that a method for this specific
problem should take into account its special characteristics, that is, the subset of vari-
ables representing the parameters are not modified by the forecast model, they are never
observed and have a big impact on the system dynamics.
Section 5.1 presents a method proposed by Smith [101] for the state and parameter DA
problem. In Section 5.2 we propose a generalization of Smith’s method, considering
a flow-dependent state-state error covariance matrix. A summary of the main aspects
presented in this chapter can be found in Section 5.3.
5.1 Flow-dependent Bxp method
One method which combines ideas from different schemes, and is especially designed
to solve the state-parameter DA problem can be found in the Ph.D. thesis from Smith
[101] (see also [99], [100]). In this work the author, following the augmented state
approach, proposes a strategy based on 3D-Var, but considering a flow dependent Bxp,
while keeping Bxx and Bpp fixed. The update of the state-parameter error covariance is
only necessary before an assimilation takes place at time tk and is carried out according
to:
(Bxp)k = Nk−1Bpp. (5.1)
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In [101] this update of the state-parameter error cross-covariance is obtained from a
simplification of the corresponding EKF update (4.8). Then, at each assimilation
step the optimization problem (2.3) is solved. We will refer to this strategy as the
Flow-Dependent State-Parameter Covariance 3D-Var (FDSPC). A pseudo-code for this
method is presented in Algorithm 5.
Initialization Bf , wf , H, ta
Step 1. Parameter-state cross-covariance update at tk
IF observations not available THEN
wak = w
f
k ,
go to Step 3,
END
Compute the Jacobian Nk−1 (see 4.4),
Update Bxp according to (Bxp)k = Nk−1Bpp,
Step 2. Assimilation Step
Update B−1k using the updated (Bxp)k in an efficient way,
Minimize the augmented function (2.3) using an appropriate optimization solver
Step 3. Forecast Step
Update wf according to the forecast model
go to Step 1.
Algorithm 5: FDSPC sequential assimilation algorithm
In this study it was observed that it is possible to obtain accurate estimates of the
states and parameters when the method is applied to a range of dynamical system
problems, including morphodynamic models. An obvious advantage of this method is
its computational simplicity and efficiency. To incorporate some flow dependency into
the 3D-Var scheme it is necessary to compute the Jacobian of the state forecast model
with respect to the parameters. In many applications the number of parameters is
relatively small, so this operation does not add a considerable computational load to the
assimilation process. Besides, the update of Bxp, and therefore of B
−1, is only necessary
previous to each assimilation step, rather than at each forecast step. The inverse of the
augmented state error covariance can be updated in an efficient way following the same
idea presented in Appendix B.
5.1.1 Interpretation of the cross-covariance update
The cross-covariance update (5.1) constitutes a simplification of the full forecast update
(4.8), where the term Mk (Bkp)
a has been omitted. The advantage is that it reduces
the overall computational cost because no model runs are required. The simplified up-
date depends only on the Jacobian of the model with respect to the parameters and the
parameter-parameter error covariance. Related to this update we make the following
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remark:
Remark 5.1.1. The special Bxp update in (5.1) is related to the computation of an
empirical flow-dependent covariance, if the model is close to linear with respect to the
parameter.
Let p ∼ N (pk, Bpp). The covariance Bpp can be used to generate r parameter pertur-
bations
δpi = B
1
2
ppδi, i = 1, 2, . . . r, (5.2)
with δi ∼ N (0, I). Using the model, the state xk is transported one step forward in
time using each of the r perturbed parameters as shown below.
δp1 → p1k = pk + δp1, x1k+1 = fk(xk, p1k)
δp2 → p2k = pk + δp2, x2k+1 = fk(xk, p2k)
...
δpr → prk = pk + δpr, xrk+1 = fk(xk, prk)
Now the mean of the augmented state samples wik+1 =
(
xik+1
pik+1
)
, i = 1, 2, . . . , r is
computed:
wk+1 =
1
r
r∑
i=1
wik+1 =
(
xk+1
pk+1
)
. (5.3)
If we subtract this mean from the samples, the result is a new ensemble with zero mean:
w˜ik+1 = w
i
k+1 − wik+1 =
(
xik+1 − xk+1
pik+1 − pk+1
)
, i = 1, 2, . . . , r. (5.4)
If we call W˜k+1 the matrix whose columns are the centred ensemble members w˜
i
k+1, the
augmented state empirical covariance at time step k + 1 can be estimated as:
Pk+1 =
1
r − 1W˜k+1W˜

k+1. (5.5)
Notice that matrix Pk+1 is not full rank in case that the number of ensembles is smaller
than the dimension of the state vector but at least it is symmetric and positive semi-
definite. We will assume for simplicity that there is only one parameter to be estimated,
but the results obtained can be generalize to the multiple-parameter case. If there is
only one parameter to be estimated the state-parameter error covariance matrix Bxp is
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in fact a vector, and according to the empirical covariance
(Bxp)k+1 ≈
1
r − 1[W˜k+1(1 : end− 1, :)][W˜k+1(end, :)]
. (5.6)
After some manipulations we can write the j-th component of Bxp as
({Bxp}k+1)j ≈
1
r − 1[W˜k+1(1 : end− 1, j)][W˜k+1(end, :)]
 (5.7)
=
1
r − 1
r∑
i=1
((xik+1)j − (xk+1)j)(pik+1 − pk+1) (5.8)
=
1
r − 1
r∑
i=1
((xik+1)j − (xk+1)j)
(pik+1 − pk+1)
(pik+1 − pk+1)2 (5.9)
It is expected that if the number of samples is sufficiently large pk+1 ≈ pk. The reason
is that
pk+1 =
r∑
i=1
pik+1
r
=
r∑
i=1
pk + δpi
r
= pk +
1
r
r∑
i=1
δpi ≈ pk + E(δpi) = pk. (5.10)
On the other hand, if fk is close to linear with respect to the parameter in some neigh-
bourhood V = {p : |p− pk| < }, and the parameter variance is small enough such that
the probability that δpi ∈ V is high, then
(xk+1)j =
1
r
r∑
i=1
(
fk(xk, p
i
k)
)
j
≈
(
fk(xk,
1
r
r∑
i=1
pik)
)
j
=
(
fk
(
xk, pk+1
))
j
(5.11)
≈ (fk (xk, pk))j . (5.12)
It means that(
(xik+1
)
j
− (xk+1)j)
(pik+1 − pk+1)
≈ (fk (xk, pk + δpi))j − (fk (xk, pk))j
δpi
(5.13)
≈ ∂ (fk)j
∂p
(xk, pk). (5.14)
Substituting (5.14) into (5.9):
(Bxp)j ≈
1
r − 1
r∑
i=1
(xij − xj)
(pi − p) (p
i − p)2 (5.15)
≈ 1
r − 1
r∑
i=1
∂ (fk)j
∂p
(xk, pk)(p
i − p)2 (5.16)
≈ ∂ (fk)j
∂p
(xk, pk)
[
1
r − 1
r∑
i=1
(pi − p)2
]
(5.17)
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(Bxp)j ≈
∂ (fk)j
∂p
(xk, pk)Var(p) = (Nk)j Bpp, (5.18)
which leads to the proposed update.
5.2 Low-rank Bxx update. Our proposed method
One of the results in [101] is that in the case where observations were sparse in time,
the accuracy of the parameter and state estimation drastically dropped. The problem
is that when the model is run without any correction for a longer period the state-state
covariance does not reflect accurately how the dynamics influence the statistics of the
state error. We take as an example the linear advection model presented in Chapter 4. In
Figure 5.1 the evolution of the state-state error covariance for a fixed known parameter,
taking into account only the evolution of the error statistics arising from applying the
forward operator.
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Figure 5.1: State-state error covariance evolution for the linear advection model,
without assimilating observations and for a fixed speed value.
Even after 200 time steps the structure of the covariances at the beginning of the time
window and at the end are very similar. The covariance between adjacent grid points
is only slightly decreased and the entries around the matrix diagonal are slightly larger.
The pinch moving down the diagonal is caused by a combination of the periodic boundary
conditions of the model and the the fact that the initial covariance has a very small value
at the position (1, n).
A completely different evolution can be observed for the case where the advection speed
is an unknown parameter in the model. Figure 5.2 shows how much the uncertainties
of the parameter influence the covariance between state variables. To see how the pa-
rameter statistics influence the covariance between state variables equation (4.7) can be
inspected.
After 100 time steps there are a few entries of the matrix, whose absolute value are
much larger (by several orders of magnitude) than the rest. They correspond to state
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Figure 5.2: State-state error covariance evolution for the linear advection model,
without assimilating observations and for an unknown speed parameter.
variables representing the bed height at grid points around the forecast maximum. This
structure is similar to the one of N100BppN100, that is, the rank 1 matrix obtained using
the first order derivative of the model with respect to the parameter and the estimated
variance of the parameter (Figure 5.3). This matrix is exactly the upper block matrix of
the model error covariance in (4.60). Here we assume that the variance of the parameter
is Bpp = 0.1, but a similar structure of the covariance is obtained even if the variance is
set to a much smaller value.
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Figure 5.3: Rank 1 matrices N100BppN

100 and N200BppN

200
5.2.1 Forward step covariance update
We propose an update of Bxx during the forecast, which keeps the computational effi-
ciency of the FDSPC, but at the same time uses the derivatives of the model with respect
to the parameter to obtain a flow-dependent state-state error covariance. Instead of the
EKF state-state error covariance update (4.7)(
Bfxx
)
k+1
=Mk (B
a
xx)kM

k +Nk
(
Baxp
)
k
Mk +Mk
(
Baxp
)
k
Nk +Nk
(
Bapp
)
k
Nk , (5.19)
we use a much simpler one:
(
Bfxx
)
k+1
= α1(k)B
b
xx + α2(k)
(
NkBppN

k
)
, (5.20)
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which combines a time-invariant background state-state covariance Bbxx with a flow-
dependent low rank matrix. The static covariance term represents the error in longer-
time-scales and contributes to keep the rank of the state-state error covariance full, while
the flow dependent (and typically low rank) matrix accounts for the errors in shorter-
time-scales, caused by applying the forecast model using a wrong parameter value.
To complete the forecast step the update of the state-parameter error covariance is per-
formed according to (5.1), while the parameter-parameter error covariance is invariant
over the time window. Moreover, all the matrix updates must be performed only before
an observation is assimilated.
This update uses the Remark 4.3.1 in Section 4.3.8. First we consider a standard 3D-
Var method, but assuming that the parameter vector is a known constant. Then we
compute a model error matrix Qk, which reflects the effect of the parameter estimation
error in the model bias. This matrix, for the multiple parameter case, is obtained in
(4.63). Then the resulting augmented state error covariance update is given by⎛⎜⎝
(
Bfxx
)
k+1
(
Bfxp
)
k+1(
Bfxp
)
k+1
(
Bfpp
)
k+1
⎞⎟⎠ = (Bbxx 0n×
0×n 0×
)
︸ ︷︷ ︸
3D-Var
+
(
NkBppN

k NkBpp
BppN

k Bpp
)
︸ ︷︷ ︸
Qk
(5.21)
=
(
Bbxx +NkBppN

k NkBpp
BppN

k Bpp
)
(5.22)
The functions α1 and α2 in the update of Bxx are included to provide the flexibility
of specifying how much importance is given to the long-time-scale and short-time-scale
errors. In this work we will only consider time-invariant convex combinations, which
means:
α1(t) = α, (5.23)
α2(t) = 1− α, (5.24)
for a given α > 0, though other time-dependent approaches should be studied in further
investigations. Substituting into (5.20):(
Bfxx
)
k+1
= αBbxx + (1− α)
(
NkBppN

k
)
. (5.25)
For a small number of parameters the update of Bxx is the sum of two matrices: a
full-rank time-invariant and low-rank flow-dependent one. Because of the low-rank term
we name our approach Low-Rank State-State Covariance Update (LRSSC) method.
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5.2.2 Computational implementation
The matrix B−1 in (2.3) can be computed according to the following lemma:
Remark 5.2.1. The inverse of the augmented state error covariance matrix can be
updated following the four-step computation:
1.
Bxx
−1 =
Bbxx
−1
α1
− B
b
xx
−1
N
α1
(
B−1pp
α2
+
NBbxx
−1
N
α1
)−1
NBbxx
−1
α1
(5.26)
2.
Bxp = NBpp (5.27)
3.
S =
(
Bpp −BxpB−1xxBxp
)−1
(5.28)
4.
B−1 =
(
Bxx Bxp
Bxp Bpp
)−1
=
(
B−1xx +B−1xxBxpSBxpB−1xx −B−1xxBxpS
−SBxpB−1xx S
)
. (5.29)
For ease of notation we skipped the index indicating the time step. Equation (5.26) is a
direct result of applying the Sherman-Morrison-Woodbury matrix identity [135] to the
proposed Bxx update:
Bxx
−1 =
(
α1B
b
xx + α2NBppN

)−1
(5.30)
Once Bxx is updated, B
−1 can be computed according to the block matrix inverse
identity presented in [56]:
(
A U
V C
)−1
=
(
A−1 +A−1USV A−1 −A−1US
−SV A−1 S
)
, (5.31)
where S :=
(
C − V A−1U)−1 is the inverse of the Schur complement of A in the block
matrix.
To evaluate the cost function (2.3), we do not need to compute the matrix B−1 explicitly.
In fact, in numerous real applications it is not possible to store B or B−1, because of
the high dimensionality of the model. Instead, a computational code to compute the
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product B−1δz is available, for a given vector δz =
(
δx
δp
)
. As shown in Appendix B
this can be done at a computational cost of O(r), where r is the cost of evaluating
(Bbxx)
−1δx and  is the number of unknown parameters. This does not alter the order
of computing the simpler covariance update proposed by Smith. In a huge number of
applications  is relatively small, so both strategies are very efficient.
5.2.3 LRSSC algorithm
We can summarize our strategy in the following pseudo-code:
Initialization Bf , wf , H, ta
Step 1. Parameter-state cross-covariance update at tk
IF observations not available THEN
wak = w
f
k ,
go to Step 3,
END
Compute the Jacobian Nk−1 (4.4),
Update Bxp according to (Bxp)k = Nk−1Bpp,
Update Bxx according to (Bxx)k = αB
b
xx + (1− α)Nk−1BppNk−1,
Step 2. Assimilation Step
Find the state that minimizes (2.3) using some optimization solver.
To evaluate B−1k wk follow the idea presented in Appendix B,
Step 3. Forecast Step
Update wf according to the forecast model,
go to Step 1.
Algorithm 6: Sequential LRSSC assimilation algorithm.
5.3 Summary and discussion
In this chapter we presented a brief review of several strategies which combine ideas
from different DA schemes. We focused on the FDSPC approach, which is design to
solve the joint state-parameter DA problem via state augmentation. The strategy is
based on updating only the state-parameter error covariance, using the derivatives of
the model with respect to the parameter. We showed that there is a relation between
this cross-covariance update and the computation of an empirical covariance. Though in
[101] good results were obtained when the method was applied to several test problems,
the fact that the state-state error covariance is kept fixed along the assimilation window
limits the accuracy of the state estimation when observations are inaccurate or sparse
in time.
Chapter 5. Methods which combine ideas from different assimilation schemes 60
We proposed an approach, where the state-parameter error covariance is updated ac-
cording to the FDSPC formulation. Additionally, the state-state error covariance is also
updated, using a linear combination of a static background error covariance and a gen-
erally low-rank matrix (assuming that the number of parameters is small). We expect
to improve the assimilation results by keeping a flow-dependency in the state-state error
covariance.
One of the crucial aspects of our proposal is the selection of the weighted functions
α1 and α2. In this work we analyse only the case where both functions are constant.
Furthermore, we assume that the linear combination is convex, which means that α1 = α,
α2 = 1− α, with 0 ≤ α ≤ 1. If α1 ≈ 1 then the FDSPC and the LRSSC are very similar
(the FDSPC being a particular case of our more general formulation for α = 1).
In the next chapter we study the convergence of both strategies, and in general of 3D-Var
methods, when applied to the linear state-parameter DA problem.
Chapter 6
Convergence of 3D-Var-like
Methods for the Linear Models
Though in practical applications dynamical models are generally nonlinear, the study of
the linear ones is of crucial importance, as many of the data assimilation (DA) methods
are based on solving this simple case. In this chapter we investigate the convergence
of 3D-Var like methods and in particular of the Flow-Dependent State-Parameter Co-
variance 3D-Var (FDSPC) proposed by Smith in [101] and our proposed Low-Rank
State-State error Covariance update (LRSSC) method for models which are linear with
respect to both parameter and state vectors.
In Section 6.1 we state the linear dynamical system for which the state and parameter
DA is to be performed, and present the associated augmented state problem. Section
6.2 shows how the forecast and assimilation steps can be condensed in a new time-
invariant dynamical system that describes the evolution of the state and parameter
estimation from one assimilation to the next. In Section 6.3 the dynamical system
for the state error is deduced, and its convergence is analysed in Section 6.4. Special
convergence conditions can be found in section 6.5, for the case where the full state
is observed and observations are very accurate. Section 6.6 studies the case where less
observations than parameters are available. Special conditions for convergence when the
state estimation is very accurate are found in Section 6.8. Assimilation experiments are
conducted for the linear heat equation in Section 6.9, in order to investigate how the
theoretical results apply, even if some conditions are relaxed. Finally we summarize and
discuss the principal results of this chapter in Section 6.10.
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6.1 Problem statement
We consider the joint state-parameter DA problem associated to the dynamical system
xk = Axk−1 + Tp, (6.1)
yk = Hxk + ηk, (6.2)
where xk ∈ Rn, yk ∈ Rm, p ∈ R and ηk ∼ N (0, R). Matrices A ∈ Rn×n, T ∈ Rn×
and H ∈ Rm×n are time-invariant. The forecast model is linear with respect to both
parameters and state variables. Besides, we assume that the model is perfect.
Following the augmented state approach, (6.1)-(6.2) is transformed into
wk+1 =
(
xk+1
pk+1
)
=
(
Axk + Tpk
pk
)
=
(
A T
0 I
)
︸ ︷︷ ︸
M
wk, (6.3)
yk =
(
H 0
)
wk + ηk. (6.4)
6.2 Resulting dynamical system
We will assume that observations are available at every time step. Then a 3D-Var
assimilation of a sequence of observations for the linear problem is equivalent to applying
at each time step the Kalman Filter assimilation step update where Bxx, Bxp and Bpp
are fixed in time:
xak = x
f
k +Kx(yk −Hxfk) (6.5)
= Axak−1 + Tp
a
k−1 +Kx(yk −H(Axak−1 + Tpak−1)) (6.6)
= Axak−1 + Tp
a
k−1 +Kxyk −KxHAxak−1 −KxHTpak−1 (6.7)
= (I −KxH)Axak−1 + (I −KxH)Tpak−1 +Kxyk (6.8)
pak = p
f
k +Kp(yk −Hxfk) (6.9)
= pak−1 +Kp(yk −H(Axak−1 + Tpak−1)) (6.10)
= pak−1 +Kpyk −KpHAxak−1 −KpHTpak−1 (6.11)
= −KpHAxak−1 + (I −KpH)Tpak−1 +Kpyk. (6.12)
We have separated the Kalman gain matrix as the two block-row matrix
K =
(
Kx
Kp
)
=
(
BxxH
(HBxxH +R)−1
BxpH(HBxxH +R)−1
)
. (6.13)
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The evolution of the augmented state vector after a sequence of assimilation-forecast
can be described by the dynamical system(
xak
pak
)
= M˜
(
xak−1
pak−1
)
+
(
Kx
Kp
)
yk, (6.14)
where
M˜ :=
(
(I −KxH)A (I −KxH)T
−KpHA I −KpHT
)
. (6.15)
The assumption that observations are available at every time step is not very restrictive.
In fact, if instead we have observations available only every s time steps, matrices A and
T in (6.15) are substituted by A′ = As and T ′ =
(
s−1∑
i=0
As
)
T , respectively, as we show
in the following.
The evolution of the state and parameter vectors from time t (where the state was
observed) to time t+ s (where the next observation is available) can be obtained as:(
xfk+s
pfk+s
)
=
(
A T
0 I
)s(
xak
pak
)
. (6.16)
Now notice that(
A T
0 I
)2
=
(
A T
0 I
)(
A T
0 I
)
=
(
A2 AT + T
0 I
)
=
(
A2 (A+ I)T
0 I
)
,(6.17)
(
A T
0 I
)3
=
(
A2 (A+ I)T
0 I
)(
A T
0 I
)
=
(
A3 (A2 +A+ I)T
0 I
)
, (6.18)
... (direct proof using induction)(
A T
0 I
)s
=
⎛⎜⎝As
(
s−1∑
i=0
As
)
T
0 I
⎞⎟⎠ . (6.19)
The dynamical system matrix M˜ is constant along the assimilation window, which means
that the system is time invariant. In the FDSPC at every assimilation step the corre-
sponding covariance matrix is
Bk =
(
Bxx NkBpp
BppN

k Bpp
)
, (6.20)
with N = ∂f
∂p
(xa, pa) and f the forecast model. Here the problem is linear, which implies
Nk = T . The matrix Bk is constant along the assimilation process, and therefore M˜ is
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time-invariant as well. The resulting gain matrix is
K =
(
BxxH
(HBxxH +R)−1
BppT
H(HBxxH +R)−1
)
. (6.21)
If our proposed LRSSC method is applied, using (5.25) it can be directly checked that
the strategy is equivalent to 3D-Var with gain
K =
((
αBxx + (1− α)TBppT
)
H(H
(
αBxx + (1− α)TBppT
)
H +R)−1
BppT
H(H
(
αBxx + (1− α)TBppT
)
H +R)−1
)
.
(6.22)
6.3 State error dynamical system
If we denote the true state at time step k as wtk then
ewk+1 = w
a
k+1 − wtk+1 (6.23)
= M˜wak + (Kyk+1 − wtk+1). (6.24)
The second addend in (6.24) is equivalent to
Kyk+1 − wtk+1
(6.2)
= K(Hxtk+1 + ηk+1)−Mwtk (6.25)
(6.1),(6.3)
=
(
Kx
Kp
)
(H(Axtk + Tp
t) + ηk+1)−
(
Axtk + Tp
t
pt
)
(6.26)
=
(
KxHAx
t
k +KxHTp
t −Axtk − Tpt
KpHAx
t
k +KpHTp
t − pt
)
+Kηk+1 (6.27)
=
(
(KxH − I)Axtk + (KxH − I)Tpt
KpHAx
t
k + (KpHT − I)pt
)
+Kηk+1 (6.28)
= −M˜wtk +Kηk+1. (6.29)
Substituting (6.29) in (6.24):
ewk+1 = M˜w
a
k − M˜wtk +Kηk+1 = M˜ewk +Kηk+1. (6.30)
Equation (6.30) represent the dynamical system for the augmented state error.
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6.4 Convergence
Let λ1, λ2, . . . , λn denote the eigenvalues, real or complex, of the square matrix A ∈ Rn×n
and ρ(A) = max{|λ1, |λ2|, . . . , |λn|} the spectral radius of A. Then the convergence of
the 3D-Var method applied to the DA problem (6.1)-(6.2) is related to the spectral ra-
dius of M˜ as enunciated in the following theorem:
Theorem 6.4.1. The expected value of the error dynamical system in (6.30) converges
to zero if and only if ρ(M˜) < 1.
Proof. Let’s write the recursion (6.30) explicitly:
ew1 = M˜w0 +Kη1 (6.31)
ew2 = M˜
2w0 + M˜Kη1 +Kη2 (6.32)
... (6.33)
ewk = M˜
kw0 +
k−1∑
i=0
M˜ iηk−i. (6.34)
Now computing the expected value of the error for any random variable with expected
value η¯ (our case is even easier because we assume that η¯ = 0):
E(ewk ) = E(M˜
kw0) + E(
k−1∑
i=0
M˜ iηk−i) (6.35)
= M˜kw0 +
k−1∑
i=0
M˜ iE(ηk−i) (6.36)
= M˜kw0 +
(
k−1∑
i=0
M˜ i
)
η¯. (6.37)
It is clear that if ρ(M˜) > 1, then M˜kw0 diverges, while if ρ(M˜) < 1, then (I − M˜)−1
exists (all its eigenvalues are positive) and (6.37) is equivalent to
E(ewk ) = M˜
kw0 + (I − M˜k)(I − M˜)−1η¯. (6.38)
In the limit
lim
k→+∞
E(ewk ) = (I − M˜)−1η¯, (6.39)
and because η¯ = 0 the error converges to 0 and therefore, the expected value of the
assimilated state and parameter variables converge to their true values.
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Notice that the fact that the expected value of the estimation error converges to zero
does not mean that the estimates of the state and parameter vectors converge to their
true values, but that their expected values do. Therefore, in this chapter, when we
refer to the convergence of a certain method, we mean that the obtained estimates are
unbiased.
6.5 Full and accurate observations
As a special case we analyse the convergence, when the whole state is observed (H = I)
and observations are very accurate (R ≈ 0). Substituting R = 0 we can analyse the
convergence for the limit case, when observations are infinitely accurate. It is clear that
the assimilated state after each iteration is in this case xak = x
t
k = yk. The conver-
gence depends only on whether the parameter (which is not observed) can be recovered
throughout the assimilation process or not.
Substituting H and R in (6.13):(
Kx
Kp
)
=
(
BxxI(IBxxI + 0)
−1
BxpI(IBxxI + 0)−1
)
=
(
I
BxpB−1xx
)
. (6.40)
The matrix M˜ is then:
M˜ =
(
0 0
−BxpB−1xxA I −BxpB−1xx T
)
. (6.41)
Computing the characteristic polynomial of M˜ :
det(M˜ − λI) = det
(
−λI 0
−BxpB−1xxA (1− λ)I −BxpB−1xx T
)
(6.42)
= −λn det((1− λ)I −BxpB−1xx T ) = 0. (6.43)
The method converges if and only if all solutions of
det((1− λ)I −BxpB−1xx T ) = 0, (6.44)
which are the eigenvalues of M˜ , have absolute value smaller than one. Equation (6.44) is
equivalent to the condition that λ′ = 1−λ is an eigenvalue of BxpB−1xx T . The convergence
is then attained if and only if
|1− λ(BxpB−1xx T )| < 1. (6.45)
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Let z ∈ C, z = a+ bi.
|1− z| < 1⇔ |1− a− bi| < 1 ⇔ (1− a)2 + b2 < 1 (6.46)
⇔ a2 + b2 − 2a < 0⇔ |z|2 < 2Re(z) (6.47)
From (6.47) it follows that the method converges if and only if for all eigenvalues λi of
matrix BxpB−1xx T it holds that |λi|2 < 2Re(λi). This is also equivalent to the statement
that all the eigenvalues must be in the interior of the circle with centre in (1, 0) and
radius 1 represented in Figure 6.1.
If specifically the FDSPC or the LRSSC are used (Bxp = TBpp), using the factorization
Bpp = B
1
2
ppB
1
2
pp, an affine transformation can be found for which the following holds:
λ(BxpB
−1
xx T ) = λ(BppT
B−1xx T ) (6.48)
= λ(B
− 1
2
pp BppT
B−1xx TB
1
2
pp) (6.49)
= λ(B
1
2
ppT
B−1xx TB
1
2
pp) (6.50)
= λ((TB
1
2
pp)
B−1xx (TB
1
2
pp)). (6.51)
The matrix in (6.51) is symmetric, moreover, positive definite if T is a full column
rank matrix and therefore the eigenvalues are real and positive, which implies that the
condition (6.45) is equivalent to:
λ(BppT
B−1xx T ) < 2 (6.52)
The convergence speed is proportional to the proximity of the eigenvalues λi to 1. It is
−1 −0.5 0 0.5 1 1.5 2 2.5 3
−2
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2
Figure 6.1: Region of admissible eigenvalues of matrix BxpB
−1
xx T to ensure conver-
gence.
clear that if all the eigenvalues of M˜ are close to zero the sequence {M˜n} converges to
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the zero matrix very fast. In fact we can prove the following theorem:
Theorem 6.5.1. If the matrix T in (6.1) has full column rank, then if all the state
variables are directly observed and R = 0, there exists a cross-covariance matrix Bxp
such that the 3D-Var converges in 2 iterations.
Proof. We will show that if
BxpB
−1
xx T = I, (6.53)
then after two iterations the true parameter is assimilated. The evolution of the state
for the k-th iteration, with k > 1, can be written as follows:(
xak
pak
)
= M˜
(
xak−1
pax−1
)
+
(
Kx
Kp
)
yk (6.54)
=
(
0 0
−BxpB−1xxA 0
)(
xak−1
pax−1
)
+
(
I
BxpB−1xx
)
yk (6.55)
=
(
yk
BxpB−1xx (yk −Axak−1)
)
. (6.56)
As expected xak = yk = x
t
k, which does not depend on the iteration k being analysed.
This means that for k > 1 then also xak−1 = x
t
k−1. Rewriting the parameter update:
pk = B

xpB
−1
xx (yk −Axak−1) (6.57)
= BxpB
−1
xx (x
t
k −Axtk−1 − Tpt + Tpt) (6.58)
= BxpB
−1
xx (x
t
k − xtk + Tpt) (6.59)
= BxpB
−1
xx Tp
t (6.60)
= pt. (6.61)
Now it only remains to prove that such a matrix Bxp that fulfils (6.53) exists. If we can
find a matrix X ∈ R×n, such that (XB−1xx T )−1 exists, then
Bxp = X
 (XB−1xx T )− ⇒ BxpB−1xx T = (XB−1xx T )−1XB−1xx T = I. (6.62)
Let X = Y T, with Y ∈ R× invertible. Matrix B−1xx is symmetric and positive definite,
so we can decompose it as B−1xx = SS, with S ∈ Rn×n invertible (see e.g. Cholesky
factorization [115]). Then:
XB−1xx T = Y T
SST = Y (ST )ST. (6.63)
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Matrices S and T are of full column rank, and the number of rows is larger or equal
than the number of columns in both cases. Then ST is the product of two injective
mappings, which is also injective and therefore the resulting matrix has also full column
rank. To show that AA is invertible for any full column rank matrix A we suppose
that there exists a vector x = 0 such that AAx = 0. Then:
AAx = 0⇒ xAAx = 0⇒ ‖Ax‖2 = 0⇒ Ax = 0, (6.64)
which is a contradiction because A is a full column rank matrix. Then matrix (ST )ST
is invertible and the product of two invertible matrices is also invertible.
As a result, if Bxp = TY
 (Y TB−1xx T )−T , then 3D-Var recovers the parameter after two
assimilations, or in only one assimilation, supposing that the available state estimation
is the true state.
In general it is assumed that the error statistics are given, but very often there is little
or no information about the parameter error. This analysis provides a guide not only
for choosing an appropriate parameter-parameter covariance in the presence of full and
accurate observations, but to predict the behaviour of the assimilation method according
to the statistical information available.
6.5.1 Single parameter
Here we analyse the scenario of a single parameter. In this case T ∈ Rn and Bpp ∈ R is
the variance of the parameter, which we will rename as σ2p. Matrix B

xpB
−1
xx T ∈ R and
the convergence condition (6.45) is reduced to:
0 < BxpB
−1
xx T < 2. (6.65)
6.5.1.1 Single parameter. FDSPC method
If the FDSPC is applied (Bxp = σ
2
pT ), then (6.65) is transformed to:
0 < σ2pT
B−1xx T < 2. (6.66)
The parameter variance σ2p is positive and B
−1
xx 
 0, which implies TB−1xx T > 0, so the
left inequality always holds.
If we consider Bxx = σ
2
bC, where C is a matrix, describing the structure of correlations
between state variables (which is common for many 1D models), the condition in (6.66)
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can be rewritten as:
σ2p
σ2b
<
2
TC−1T
. (6.67)
The larger the variance of the state vector, the less precision on the estimation of the
parameter is required to ensure convergence. On the other hand, if the state variance is
very small, so must be the parameter variance. Though the correlation structure of the
errors is normally given, a variance parameters σ2b could be used to regulate the size of
the covariance. This inequality should be taken into account in such cases.
As we proved before, if Bxp = TY
 (Y TB−1xx T )−T , the method converges after 2
iterations. This is the case if we take σ2p =
1
TB−1xx T
(Y=1).
6.5.1.2 Single parameter. LRSSC method
If we consider the LRSSC method, instead of (6.66) we have
0 < σ2pT

(
αBxx + (1− α)σ2pTT
)−1
T < 2, (6.68)
with 0 ≤ α ≤ 1. For the special case where α = 1 the LRSSC and the FDSPC are
equivalent. To analyse the case 0 < α < 1 we use the Sherman-Morrison-Woodbury
formula (see [56]):
(
αBxx + (1− α)σ2pTT
)−1
=
(
αBxx +
(√
(1− α)σ2pT
)(√
(1− α)σ2pT
))−1
(6.69)
=
Bxx
−1
α
−
σ2p(1−α)Bxx−1TTBxx−1
α2(
1 +
σ2p(1−α)TBxx−1T
α
) (6.70)
=
Bxx
−1
α
−
σ2p(1−α)Bxx−1TTBxx−1
α2(
α+σ2p(1−α)TBxx−1T
α
) (6.71)
=
Bxx
−1
α
− (1− α)σ
2
pBxx
−1TTBxx−1
α
(
α+ σ2p(1− α)TBxx−1T
) . (6.72)
Now substituting in (6.68):
σ2pT

(
αBxx+(1− α)σ2pTT
)−1
T=σ2pT

(
Bxx
−1
α
− (1− α)σ
2
pBxx
−1TTBxx−1
α
(
α+ σ2p(1− α)TBxx−1T
))T (6.73)
=
1
α
(
σ2pT
Bxx−1T−
(1− α) (σ2pTBxx−1T )2
α+ (1− α)σ2pTBxx−1T
)
(6.74)
=
1
α
(
ασ2pT
Bxx−1T
α+ (1− α)σ2pTBxx−1T
)
(6.75)
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σ2pT

(
αBxx + (1− α)σ2pTT
)−1
T =
σ2pT
Bxx−1T
α+ (1− α)σ2pTBxx−1T
. (6.76)
Let us denote z = σ2pT
Bxx−1T , then:
0 <
z
α+ (1− α)z < 2. (6.77)
The left inequality always holds, as z and α are positive quantities, so
z
α+ (1− α)z < 2⇔ z(−1 + 2α) < 2α. (6.78)
If α ≤ 12 the left hand side is negative and therefore the inequality holds. For 12 < α < 1
the convergence is attained when
z <
2α
−1 + 2α ⇔ z <
2− 2(1− α)
1− 2(1− α) . (6.79)
The right hand side of the inequality is a monotone decreasing rational function of α
with image in (2,+∞) for 12 < α < 1, which means that the upper boundary of z to
ensure convergence is less restrictive, compared to Smith’s method (for which it was
z < 2). This allows us to have more freedom to choose the variance parameters σ2p
and σ2b . Furthermore our strategy always converges when in the convex combination
αBxx + (1 − α)Tσ2pT more weight is given to the parameter derivative information
than to the constant state-state covariance. This is something to consider in practical
applications, when the variance of the observations is small.
6.6 Assimilation when the dimension of the observations
is smaller than the number of parameters
In real applications, it is not possible to observe all the state variables. In fact, very often
we have m  n. On the other hand, one of the applications of parameter estimation
in DA is to estimate model errors (for example, in the 1D heat equation presented at
the end of this chapter). In those cases the number of parameters can be equal to the
number of state variables. In this section we address the convergence of 3D-Var for the
case m < l.
Theorem 6.6.1. Let m be the dimension of the observations  the dimension of the
parameter vector and n the dimension of the state vector in the linear parameter and
state assimilation problem (6.3)-(6.4). If  > m,  = m + r, then 1 is an eigenvalue of
M˜ of multiplicity at least r.
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Proof. The iteration matrix M˜ defined in (6.15) can be rewritten as:
M˜ =M −
(
BxxS
BxpS
)(
A T
)
, (6.80)
where
S := H(HBxxH +R)−1H (6.81)
and M was already defined in (6.3). Besides, we define
G :=
(
BxxS
BxpS
)(
A T
)
, (6.82)
as we will be using it later. In the following we analyse the rank of the matrix M˜ − I to
investigate whether 1 is an eigenvalue of M˜ .
M˜ − I = M − I −
(
BxxS
BxpS
)(
A T
)
(6.83)
=
(
A− I T
0 0
)
−
⎛⎝BxxS (A T)
BxpS
(
A T
)⎞⎠ (6.84)
Analysing the rank of BxpS
(
A T
)
:
rank(BxpS
(
A T
)
)≤min(rank(Bxp), rank(S), rank(
(
A T
)
)) (6.85)
≤min(, n, rank(S)). (6.86)
Besides,
rank(S) = rank(H(HBxxH+R)−1H) ≤min(rank(H), rank(HBxxH+R))(6.87)
≤min(n,m) (6.88)
≤m, (6.89)
so
rank(BxpS
(
A T
)
) ≤ min(, n,m) ≤ m. (6.90)
Because the last  = m+ r rows of M˜ − I are exactly the rows of BxpS
(
A T
)
, there
are at least r rows that are linearly dependent. This means that dimker(M˜ − I) ≥ r
and therefore 1 is an eigenvalue of multiplicity at least r.
Corollary 6.6.2. Let m be the dimension of the observations,  the dimension of the
parameter vector and n the dimension of the state in (6.3)-(6.4). If  > m,  = m+ r,
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then 3D-Var does not converge.
Proof. Direct consequence of Theorem 6.6.1
3D-Var-like methods have, therefore, limitations when an estimation of the model state
variables and the model bias via state-augmentation is desired, at least for the linear
case. In Section 6.9.6 we show experiments which confirm this affirmation.
6.7 Single observation and single parameter
Now we investigate the convergence when only a minimum of information is available.
Let us consider that only the j-th state variable is observed. If  > 1, we already proved
that the method does not converge. We suppose then that there is only one parameter
to be estimated. The linear operator H is just the canonical vector ej and the variance
of the observation error will be denoted by σ2o . Substituting our special H and R into
(6.81), we have:
S = ej(e

j Bxxej + σ
2
o)
−1ej =
1
σ2x + σ
2
o
eje

j . (6.91)
Here, σ2x is the variance of the observed state. This is a square matrix, where the only
entry different from 0 is Sjj =
1
σ2x+σ
2
o
. The parameter-parameter error covariance is a
positive real number and we rename it as σ2p. If we denote the j-th row of a matrix X
as Xj (Tj is a scalar) we can express the matrix G defined in (6.82) as:
G =
1
σ2x + σ
2
o
(
Bxxeje

j
Bxpejej
)(
A T
)
(6.92)
=
1
σ2x + σ
2
o
(
Bxxej
Bxpej
)
ej
(
A T
)
(6.93)
=
1
σ2x + σ
2
o
(
Bxxej
Bxpej
)(
ej A e

j T
)
=
1
σ2x + σ
2
o
(
(Bxx)

j
Bxpj
)
︸ ︷︷ ︸
u
(
Aj Tj
)
︸ ︷︷ ︸
w
. (6.94)
For ease of notation, in the rest of this section, we will denote the state-state covari-
ance Bxx simply as B. It is important not to confuse it with the full augmented state
covariance.
6.7.1 Necessary condition for convergence
Theorem 6.7.1. If the 3D-Var, applied to the linear joint state-parameter DA problem
(6.1)-(6.2) when only the j-th state variable with variance σ2x is observed, converges, then
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it holds: ∣∣∣∣tr(A) + 1− 1σ2x + σ2o
(
AjB

j + TjBxpj
)∣∣∣∣ < n+ 1. (6.95)
Proof. Let λi, i = 1, . . . , n+ 1 be the eigenvalues of M˜ and λ
∗ = argmax |λi|
| tr(M˜)|
n+ 1
=
|∑n+1i=1 λi|
n+ 1
≤
∑n+1
i=1 |λi|
n+ 1
≤ (n+ 1)|λ
∗|
n+ 1
≤ |λ∗| (6.96)
The condition |λ∗| < 1, necessary for the convergence, is only satisfied when
| tr(M˜)|
n+ 1
< 1. (6.97)
Substituting
tr(M˜) = tr(M)− tr(G) (6.98)
= tr(A) + 1− 1
σ2x + σ
2
o
(
tr(Bj Aj) + tr(BxpjTj)
)
(6.99)
= tr(A) + 1− 1
σ2x + σ
2
o
(
AjB

j +BxpjTj
)
(6.100)
into (6.97):
| tr(M˜)|
n+ 1
≤ 1⇔ | tr(A) + 1− 1
σ2x + σ
2
o
(
AjB

j +BxpjTj
)
| ≤ n+ 1 (6.101)
is a necessary condition for convergence.
If the variances of the observed variable and the observations are very small, the only
possibility to achieve convergence is that BxpjTj ≈ −AjBj . On the other hand, if the
parameter does not play a role in the model update of the observed variable (Tj = 0),
then it is possible to find a necessary lower boundary for the sum σ2x+σ
2
o for the method
to converge. In the following we explore this theorem in more detail for both, FDSPC
and LRSSC methods. Because of the special structure of the parameter-state cross-
covariance matrix Bxp = σ
2
pT , conditions on Bxp can be translated into conditions on
the parameter variance σ2p.
FDSPC method
If the FDSPC is considered, after substituting Bxp = σ
2
pT in (6.101) the following corol-
lary can be directly obtained:
Corollary 6.7.2. If the FDSPC method, applied to the linear joint state-parameter
DA problem (6.1)-(6.2) when only the j-th state variable with variance σ2x is observed,
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converges, then it holds:∣∣∣∣tr(A) + 1− 1σ2x + σ2o
(
AjB

j + σ
2
pT
2
j
)∣∣∣∣ < n+ 1. (6.102)
Proof. Notice that BxpjTj = (σ
2
pT )jTj = σ
2
pTjTj = σ
2
pT
2
j . The corollary is a direct result
of substituting this product into (6.101).
After some manipulation (6.102) is equivalent to
(tr(A)− n)
T 2j
(σ2x + σ
2
o)−
AjB

j
T 2j
< σ2p <
(tr(A) + n+ 2)
T 2j
(σ2x + σ
2
o)−
AjB

j
T 2j
. (6.103)
The inequalities in (6.103) show how the admissible boundaries of σ2p for convergence
change for different values of σ2x + σ
2
o . Let us denote z = σ
2
x + σ
2
o . As a function of z
these boundaries are straight lines intersecting at (0,−AjB

j
T 2j
). A necessary condition for
convergence is that (z, σ2p) lie in the intersection of the region between the lines and the
upper-right quadrant of the Cartesian Plane. Figure 6.2 and Table 6.1 explain all the
possible cases.
(a)
B
p
p
(b)
B
p
p
(c)
B
p
p
(d)
z
B
p
p
(e)
B
p
p
(f)
B
p
p
z z
z zz
Figure 6.2: Regions of admissible values of the parameter variance σ2p, depending on
the values of z.
tr(A) < −n− 2 −n− 2 ≤ tr(A) < n tr(A) ≥ n
AjB

j < 0 a b c
AjB

j > 0 d e f
Table 6.1: Conditions for cases shown in Figure 6.2.
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(a) If z ≥ AjB

j
tr(A)+n+2 , the method does not converge. Otherwise σ
2
p is upper bounded,
with the boundary inversely proportional to the size of z. If z <
AjB

j
tr(A)−n , it is also
lower bounded, with the boundary inversely proportional to the size of z as well.
(b) The value of σ2p is upper bounded, with this boundary proportional to the size of z.
In the special case where tr(A) = −n− 2 then −AjBj is an upper boundary for σ2p.
For 0 < z ≤ AjB

j
tr(A)−n the variance σ
2
p is lower bounded with the boundary inversely
proportional to the size of z.
(c) σ2p is upper bounded, with the boundary proportional to the size of z. If tr(A) = n
then −AjBj is a lower boundary for σ2p, otherwise the lower boundary is propor-
tional to the size of z.
(d) The method does not converge.
(e) To achieve convergence it is necessary that z >
AjB

j
tr(A)+n+2 . σ
2
p is upper bounded, with
this boundary proportional to the size of z. In the special case where tr(A) = −n−2
the method does not converge.
(f) To achieve convergence it is necessary that z >
AjB

j
tr(A)+n+2 . σ
2
p is upper bounded,
with both boundaries proportional to the size of z. If tr(A) > n and z >
AjB

j
tr(A)−n ,
σ2p is lower bounded, with the boundary proportional to the size of z.
The special case when Aj ⊥ Bj can be analysed as the case AjBj < 0, AjBj ≈ 0.
If σ2x and σ
2
o are very small there is only a very small interval of admissible values of σp,
if at all, for which the necessary condition for converge is fulfilled. This interval length
goes to zero as the sum of the variances goes to zero. This means that the more precise
our estimation of the state and the observations, the more precise the estimation of our
parameter must be.
Our approach
An equivalent result for our LRSSC is:
Corollary 6.7.3. If the LRSSC method, applied to the linear joint state-parameter DA
problem (6.1)-(6.2) when only the j-th state variable with variance σ2x is observed, then
it holds: ∣∣∣∣∣∣tr(A) + 1−
(
αAjB

j + (1− α)σ2pTjAjT + σ2pT 2j
)
ασ2x + (1− α)σ2pT 2j + σ2o
∣∣∣∣∣∣ < n+ 1. (6.104)
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Proof. Now the state-state covariance matrix is B′ = αB+(1−α)σ2pTT. On the other
hand, to compute the variance σ2x
′
of the observed variable:
σ2x
′
= eTj
(
αB + (1− α)σ2pTT
)
ej = αe

j Bxxej + (1− α)σ2pej TTej (6.105)
= ασ2x + (1− α)σ2pT 2j . (6.106)
Computing B′j :
B′j = e

j
(
αB + (1− α)σ2pTT
)
= αBj + (1− α)σ2pTjT. (6.107)
The rest of the proof is a direct substitution into (6.95).
6.7.2 Sufficient condition for convergence
Necessary conditions are a useful tool to discard possible values of the parameter vari-
ance σ2p, for which the method diverges. In the following we present a sufficient condition
for convergence.
Theorem 6.7.4. If for the linear joint state-parameter DA problem (6.1)-(6.2), when
only the j-th state variable is observed, it holds:
|q|
n+1
+
√
n
n+1
√
‖A‖2
F
+‖T‖2
F
+l+
(‖Aj‖
2
2+T
2
j
)(‖Bj‖
2
2+Bxp
2
j
)
(σ2x+σ
2
o)
2 −
2(BjA
A
j
+TjBjT+BxpjTj)
σ2x+σ
2
o
− q2
n+1
< 1,
(6.108)
where
q=tr(A)+1− 1
σ2x+σ
2
o
(AjBj +BxpjTj), (6.109)
then 3D-Var applied to the problem converges.
Proof. We will use the following theorem found in [134]:
Theorem 6.7.5. Let A be an n× n complex matrix, and let
m =
tr(A)
n
, s2a =
tr(A∗A)
n
− |m|2. (6.110)
Then
|m| ≤ |λ1| ≤ |m|+ sa
√
n− 1, (6.111)
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where λ1 = maxλ{|λi|}.
Substituting A by M˜ into the right inequality in (6.111):
|λ∗| < | tr(M˜)|
n+ l
+
√
n+ l − 1Sa, S2a =
tr(M˜M˜)
n+ l
−
(
tr(M˜)
n+ l
)2
(6.112)
A sufficient condition then to ensure convergence is:
| tr(M˜)|
n+ l
+
√
n+ l − 1Sa < 1 (6.113)
Throughout the proof we will use some properties of the trace of a matrix: Let c be a
scalar, x and y two vectors of dimension n and A, B are matrices of dimension n × n
then, the following four properties hold:
tr(xy) =
n∑
i=1
xiyi = y
x (6.114)
tr(A+B) =
n∑
i=1
(Aii +Bii) =
n∑
i=1
Aii +
n∑
i=1
Bii = tr(A) + tr(B) (6.115)
tr(cA) =
n∑
i=1
cAii = c
n∑
i=1
Aii = c tr(A) (6.116)
tr(AA) = tr(AA) =
n∑
i=1
n∑
j=1
A2ij = ‖A‖2F (6.117)
Computing the trace of M˜M˜ :
M˜M˜ =
(
M − 1
σ2x + σ
2
o
uw
)(
M − 1
σ2x + σ
2
o
uw
)
(6.118)
= MM+
1
(σ2x + σ
2
o)
2
wuuw− 1
σ2x + σ
2
o
(wuM+(wuM)) (6.119)
MM =
(
A 0
T I
)(
A T
0 I
)
=
(
AA AT
TA TT + I
)
(6.120)
tr(M˜M˜) = tr(MM) +
tr(wuuw)
(σ2x + σ
2
o)
2
− 2 tr(wu
M)
σ2x + σ
2
o
(6.121)
= tr(AA) + tr(TT ) + l +
‖u‖22 tr(ww)
(σ2x + σ
2
o)
2
− 2 tr(wu
M)
σ2x + σ
2
o
(6.122)
= ‖A‖2F + ‖T‖2F + l +
‖u‖22‖w‖22
(σ2x + σ
2
o)
2
− 2u
Mw
σ2x + σ
2
o
(6.123)
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Substituting vectors u and w:
tr(M˜M˜) = ‖A‖2F + ‖T‖2F + l +
(‖Aj‖22 + T 2j )(‖Bj‖22 +Bxp2j )
(σ2x + σ
2
o)
2
−
−
2(AjAB

j + TjBjT +BxpjTj)
σ2x + σ
2
o
(6.124)
The rest of the proof is a straight forward substitution of tr(M˜) and tr(M˜M˜) into
(6.113).
This condition seems to be very restrictive, especially when 1 − |q|
n+1 ≈ 0, but on the
other hand, very easy to evaluate. It is possible to adapt this sufficient condition to any
of the two approaches studied with the proper substitutions.
6.8 Precise background state estimation
In this section we consider the case where the background state estimation is very
accurate, i.e., Bxx ≈ 0. In the following we analyse the limit situation in which Bxx = 0.
In this case the assimilation of observations will not alter the state forecast. The question
is whether the parameters, which do change with each assimilation depending on the
observations, converge to the truth. Because the eigenvalues of M˜ can be considered as
a continuous function of the covariance inflation factor σ2b in Bxx = σ
2
bC, we expect that
the conditions found here can be also useful if the condition σ2b = 0 is relaxed to σ
2
b ≈ 0.
According to (6.13) and (6.15):
K =
(
0H(H0H +R)−1
BxpH(H0H +R)−1
)
=
(
0
BxpHR−1
)
, (6.125)
M˜ =
(
A T
−BxpHR−1HA I −BxpHR−1HT
)
. (6.126)
6.8.1 Necessary conditions for convergence
Theorem 6.8.1. Let (λ, v) be a pair of eigenvalue and eigenvector of A, and let |λ| ≥ 1.
If 3D-Var applied to the linear joint state-parameter DA problem (6.1)-(6.2) with Bxx = 0
converges then v /∈ ker(BxpHR−1H).
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Proof. Let us suppose that v ∈ ker(BxpHR−1H). We have then
Av = λv, (6.127)
BxpH
R−1Hv = 0. (6.128)
We will use now (6.127) to expand (6.128):
−BxpHR−1Hλv = 0 (6.129)
−BxpHR−1HAv = 0 (6.130)
−BxpHR−1HAv + (I −BxpHR−1HT )0 = λ0 (6.131)
Av + T0 = λv. (6.132)
(6.131) and (6.132) are equivalent to
M˜
(
v
0
)
= λ
(
v
0
)
. (6.133)
As v = 0, then λ is also an eigenvalue of M˜ , and because |λ| ≥ 1 the method diverges.
Theorem 6.8.2. If 3D-Var applied to the linear joint state-parameter DA problem (6.1)-
(6.2) with Bxx = 0 converges, then ∀v ∈ ker(BxpHR−1H) , v = 0 it holds (A − I)v /∈
ImT .
Proof. Let’s suppose that ∃vx, vp, vx ∈ Rn, vx = 0 and vp ∈ Rl such that:
BxpH
R−1H(−vx) = 0, (6.134)
Tvp = (A− I)(−vx)⇔ Avx + Tvp = vx. (6.135)
Manipulating the system (6.134)-(6.135):
BxpH
R−1H(vx) = 0 (6.136)
vp +B

xpH
R−1Hvx = vp (6.137)
BxpH
R−1Hvx = BxpH
R−1H(Avx + Tvp) (6.138)
and after substracting (6.137) and (6.138):
vp = −BxpHR−1HAvx + (I −BxpHR−1HT )vp. (6.139)
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(6.135) and (6.139) are equivalent to
M˜
(
vx
vp
)
=
(
vx
vp
)
, (6.140)
which means that 1 is an eigenvalue of M˜ and therefore there is no convergence.
Both necessary conditions involve the nullspace of the matrix BxpHR−1H. For the
specific case of the FDSPC and the LRSSC methods BxpHR−1H = BppTHR−1H.
Because Bpp is invertible the nullspace of the aforementioned matrix is equivalent to the
nullspace of the matrix THR−1H. If additionally we suppose that H is a full rank
matrix, square matrix (i.e., all the states are observed) then the nullspace of T plays
an important role in the theorems.
6.9 Numerical experiments.
In this section we test the theoretical results previously shown with the aid of the linear
1-D heat equation model. In most of the experiments we apply the simpler FDSPC. In
cases where it is relevant, we also show the results when the LRSSC is applied.
6.9.1 1-D heat equation
The heat equation models the distribution of heat on a certain space domain over time.
The 1-D case considers a one dimensional space domain (for example, a metal rod). We
assume that our space domain is z ∈ [0, 1] and the time domain t ∈ [0, T ]. If we add a
heat source of intensity 103 at z =
1
4 , the mathematical model describing the change of
temperature is
vt = κvzz +
10
3
δ(z − 1
4
), (6.141)
with initial conditions
v(z, 0) = α(z) (6.142)
and boundary conditions
v(0, t) = v(1, t) = 0. (6.143)
Here δ is the Dirac delta function, v(z, t) represents the temperature of the rod at time
t and position z, and κ is the diffusion constant. For the discretization of (6.141) we
replace the time derivative by a forward finite difference scheme and the second order
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space derivative by a central differencing scheme, obtaining:
xk+1j − xkj = κ
∆t
∆z2
(xkj−1 − 2xkj + xkj+1) + sj∆t (6.144)
with initial conditions
x0j = α(j∆z) (6.145)
and boundary conditions
xk0 = x
k
J = 0. (6.146)
Here xkj ≈ v(j∆z, k∆t) for j = 0, 1, . . . , J and k = 0, 1, . . . , N and ∆z = 1J , ∆t = TN ,
with sj being the discretization
sj =
⎧⎨⎩
10
3∆z if j =
J
4
0 otherwise
. (6.147)
Here we assume that J is divisible by 4. The discrete model (6.144) can be rewritten as
xk = Axk−1 + Ts, (6.148)
where T = I{J−1}×{J−1}, xk =
(
xk1, x
k
2, . . . , x
k
J−1
)
and A ∈ R{J−1}×{J−1} is defined as:
A =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1− 2µ µ
µ 1− 2µ µ
. . .
. . .
. . .
µ 1− 2µ µ
µ 1− 2µ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (6.149)
where µ = κ ∆t
∆z2
. It is not difficult to prove that the system is stable (see [27]) if
0 ≤ µ ≤ 0.5.
6.9.2 Experiment setup
We performed twin experiments using the perfect model (6.148) to generate the obser-
vations. For the forecast model we assume we don’t have any information about the
heat source, so a parameter vector p is introduced
xk = Axk−1 + p, (6.150)
to account for the constant bias error of the imperfect model xk = Axk−1. The goal is
to obtain a good estimation of both the state and the parameter.
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The space domain [0, 1] is divided into 16 equidistant intervals, which implies J = 16
(the dimension of the state is n = 15) and ∆z = 116 . The assimilation time window
is [0, 12 ], subdivided into N = 50 time steps (∆t =
1
100). Observations are available at
every time step.
We consider that the observations are uncorrelated and share the same variance σ2o , so
Rk = σ
2
oI, i = 0, 1, . . .. The state-state error covariance has the form
Bxx = σ
2
bC, (6.151)
where σ2b is the background error variance and C is the Markov Correlation Matrix,
defined using the correlation function
cij = e
−|i−j|∆z
L , (6.152)
where L is the background correlation length scale. It is assumed that the correlation
between two state variables depends only on the spacial distance between them and that
it decreases with the separation. In our experiments σ2b = 0.1, L =
n
4∆z =
15
64 . The
diffusion constant is κ = 0.1. These values make µ = 0.256. For both the true and
background initial state, the temperature is homogeneous, set to 1 along the rod.
In the experiment, two different parameter-parameter error covariances Bpp were con-
sidered. In one case it is assumed that the the parameter errors are uncorrelated and
with similar variance σp
2. The covariance is then Bpp = σp
2I. For the second case
we assume that the errors are correlated and that the correlation is similar to the one
between the corresponding state errors, so Bpp = σp
2C. Finally, because in this case
T = I the state-parameter error covariance is Bxp = NkBpp = TBpp = Bpp.
In the first group of experiments all the state variables are directly observed at every
time step. The observation operator is therefore H = I. The goal is to check how the
conditions found in section 6.5 apply to the case where R is not zero, but R = σo
2I, with
σo
2 considerably small. Because the eigenvalues of M˜ depend continuously on the value
of σo
2 we expect that this conditions are also useful for small observation variances.
6.9.3 FDSPC for uncorrelated parameter errors
We assume that Bpp = σ
2
pI = 0.05 × I, so there is no correlation between parameter
errors. The variance of observation errors is σ2o = 1e−06. The structure of the matrices
B and M˜ are shown in Figure 6.3
Chapter 6. Convergence 84


     

















B
5 10 15 20 25 30
5
10
15
20
25
30
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
M˜
Figure 6.3: FDSPC method. Augmented state covariance matrix B and iteration
matrix M˜ for uncorrelated parameter errors and parameter variance σ2p = 0.05.
After assimilating 40 observations (see Figure 6.4) the state obtained approximates the
true state extremely well. Nevertheless, if we let the model run freely for another 40
time steps without any assimilation, the results are completely wrong. This is due to
the fact that the parameter vector, which accounts for the bias in the model, is wrongly
estimated. The peaks over the zero temperature line reveal that in the corresponding
position of the assimilated parameter, the entry is positive (heat source), while those
below zero corresponds to negative entries (cold source). The true parameter vector is
zero everywhere, except at the fourth position.
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Figure 6.4: FDSPC method. Assimilated state for σ2p = 5 × 10−2. Upper figure:
observations (magenta circles), the true state (solid black line), forecast state without
assimilation of observations (dotted blue line) and assimilated state (red dashed line)
afterN = 40 time steps. Lower figure: the true state, forecast state without assimilation
of observations and assimilated state after running the forecast model for another 40
time steps without assimilating observations.
From Section 6.5 we know that for σ2o small enough, the method converges if and only if
all the eigenvalues of matrix BppT
B−1xx T are inside the unit circle with center in (1, 0).
In this case
BppT
B−1xx T =
σ2p
σ2b
C−1. (6.153)
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For ease of notation we denote
D :=
σ2p
σ2b
C−1. (6.154)
Figure 6.5 shows the eigenvalues of D and M˜ .
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Figure 6.5: Eigenvalues and unit circles.
Some eigenvalues of M˜ lie outside the unit circle with center in (0, 0), which is equivalent
to the statement that some eigenvalues of D lie outside the unit circle with center in
(1, 0). Therefore the method does not converge. If σ2p = 25 × 10−3, that is, half of its
previous size, the eigenvalues of D are also halved. From 6.5 it is clear that they all lie
inside the corresponding unit circle. Figure 6.6 shows the results after 40 assimilation
steps and subsequent 40 forecast steps without assimilation.
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Figure 6.6: Assimilated state for σ2p = 25× 10−3. Left upper: observations (magenta
circles), the true state (solid black line), forecast state without assimilation of obser-
vations (dotted blue line) and assimilated state(red dashed line) after N = 40 time
steps. Left lower: true state, forecast state without assimilation of observations and
assimilated state after running the forecast model for another 40 time steps without
assimilating observations. Right: state errors after N
2
assimilation steps (solid black
line), state errors after running the forecast model for another 40 time steps without
assimilating observations (dashed red line).
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This time the state estimation, even after performing 40 forecast steps without as-
similation, is accurate. The reason is that the parameters (model bias) are also well
approximated. Figure 6.7 shows the parameter estimation along the assimilation time
window.
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Figure 6.7: Parameter estimation along the time window for σ2p = 25 × 10−3 and
uncorrelated parameters. Each plot accounts for an entry of the parameter vector.
True parameter (black) and estimated parameter (red).
All the entries of the parameter vector are close to zero, except the fourth one, whose
value approximates accurately the intensity of the heat source.
Convergence speed and condition number of C
From Figure 6.7 it can be noticed that, though the parameter vector converges to the
truth, the convergence speed is not particularly high. In Section 6.5 we showed that
eig(M˜) = 1− eig(D). (6.155)
The convergence speed is inversely proportional to the absolute value of the eigenvalues
of M˜ . If they are all close to 0, the convergence will be fast, while if any of the eigenvalues
is near the unit circle with center in (0, 0), the convergence speed will be low. This is
equivalent to the statement that, if all the eigenvalues ofD are close to 1, the convergence
will be fast, while if any of the eigenvalues is near the unit circle with center in (1, 0),
the convergence speed will be low.
Remark 6.9.1. When the parameter vector represents a model bias and therefore T = I,
then in case that the parameters are uncorrelated with similar variance the convergence
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speed of FDSPC is inversely proportional to the condition number of state-state covari-
ance matrix.
This can be directly checked. Because C is symmetric:
cond(D) = cond
(
σ2p
σ2b
C−1
)
= cond(C−1) = cond(C) =
|λmax|
|λmin| , (6.156)
where λmax and λmin are the eigenvalues of D with largest and smallest absolute value,
respectively. Because any complex number inside the unit circle with center in (1, 0) has
absolute value smaller than 2, in case of convergence
|λmin| = |λmax|
cond(C)
<
2
cond(C)
(6.157)
must be fulfilled. If the condition number of C is large, it means that there will be at
least one eigenvalue of D very close to zero and therefore to the unit circle with center
in (1, 0), causing a slow convergence speed. On the other hand, if the condition of C is
small, it is always possible to find some value of σ2p for which both extreme eigenvalues
are equally distant to (1, 0) and close enough to ensure fast convergence. For example,
if the eigenvalues are all real, as in this case, it would be interesting to know for which
value of σ2p the equality
λmax − 1 = 1− λmin (6.158)
holds.
λmax − 1 = 1− λmin (6.159)
λmax + λmin = 2 (6.160)
cond(C)λmin + λmin = 2 (6.161)
λmin =
2
cond(C) + 1
. (6.162)
If cond(C) ≈ 1, then λmin ≈ λmax ≈ 1. Moreover
λmin(D) = λmin
(
σ2p
σ2b
C−1
)
(6.163)
=
σ2p
σ2b
λmin(C
−1) (6.164)
=
σ2p
σ2bλmax(C)
, (6.165)
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so
2
cond(C) + 1
=
σ2p
σ2bλmax(C)
(6.166)
σ2p =
2σ2bλmax(C)
cond(C) + 1
(6.167)
=
2σ2bλmax(C)λmin(C)
λmax(C) + λmin(C)
. (6.168)
Equation (6.168) represents the optimal parameter variance concerning convergence
speed. To illustrate how the condition number of C affects the convergence speed,
two experiments are performed. In one the correlation length scale L is increased, which
increases the condition number of C. In the second one L is decreased, causing the
opposite effect. In both cases we will use the optimal value found in (6.168), which will
be denoted as σ2p
∗
.
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Figure 6.8: Assimilated state for L = n
2
∆z and σ2p = σ
2
p
∗
. (a) upper: observations
(magenta circles), the true state (solid black line), forecast state without assimilation
of observations (dotted blue line) and assimilated state (red dashed line) after N = 40
time steps. (a) lower: the true state, forecast state without assimilation of observations
and assimilated state after running the forecast model for another 40 time steps with-
out assimilating observations. (b) state errors after N
2
assimilation steps (solid black
line), state errors after running the forecast model for another 40 time steps without
assimilating observations (dashed red line).
Figure 6.8 shows the results after doubling the correlation length scale. The condition
number of C is increased from its previous value of 43.8 to 128.5, affecting the conver-
gence speed. It takes longer for the parameter to approach the true value and with only
40 assimilation steps, the estimation obtained is obviously worse than the one using
L = n4∆z.
Setting L = n8∆z causes the opposite effect: the condition number of C is decreased to
13.3 and this speeds up the convergence of the method as it is shown in Figure 6.10 and
6.11. The state error at the end of the time window is two orders of magnitude smaller
than with a doubled correlation scale length. The error after the last assimilation is
comparable to the one after 40 time steps without new observations to assimilate.
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Figure 6.9: Parameter estimation along the time window for L = n
2
∆z, σ2p = σ
2
p
∗
and uncorrelated parameters. Each plot accounts for an entry of the parameter vector.
True parameter (black) and estimated parameter (red).
0 0.2 0.4 0.6 0.8 1
0
2
4
6
state (t=N/2)
position
te
m
p
e
ra
tu
re
0 0.2 0.4 0.6 0.8 1
0
2
4
6
state (t=N)
position
te
m
p
e
ra
tu
re
0 0.2 0.4 0.6 0.8 1
−2.5
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
x 10
−3
position
e
rr
o
r
Figure 6.10: Assimilated state for L = n
8
∆z and σ2p = σ
2
p
∗
. Left upper: observations
(magenta circles), the true state (solid black line), forecast state without assimilation
of observations (dotted blue line) and assimilated state (red dashed line) after N = 40
time steps. Left lower: the true state, forecast state without assimilation of observations
and assimilated state after running the forecast model for another 40 time steps without
assimilating observations. Right: state errors after N
2
assimilation steps (solid black
line), state errors after running the forecast model for another 40 time steps without
assimilating observations (dashed red line).
Convergence for larger σ2o
A last experiment was performed setting σ2o = 0.1 and L =
n
8∆z for σ
2
p = σ
2
p
∗
, to
investigate whether the criteria to choose the parameter error variance is still valid
when the observation error variance is not very small. Looking at the eigenvalues of M˜
and D in Figure 6.12 it can be seen that by making the eigenvalues of D lie inside the
corresponding circle, the condition ρ(M˜) < 1 is fulfilled.
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Figure 6.11: Parameter estimation along the time window for L = n
8
∆z, σ2p = σ
2
p
∗
and uncorrelated parameters. Each plot accounts for an entry of the parameter vector.
True parameter (black) and estimated parameter (red).
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Figure 6.12: Eigenvalues and unit circles.
The state and parameter approximation obtained are shown in Figure 6.13. The param-
eters are recovered to an acceptable level of accuracy and the magnitude of the state
errors is similar to the magnitude of the observation errors. Though these are just em-
pirical results, they suggest that choosing the parameter error variance σ2p according to
(6.168) could be also suitable for the case where the observations are noisy.
6.9.4 LRSSC for uncorrelated parameter errors
Now we apply the LRSSC method, choosing α = 0.5. We consider that the variance for
each parameter is σ2 = 0.05, exactly as in the first experiment where the FDSPC failed
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Figure 6.13: Assimilated state for L = n
8
∆z, σ2p = σ
2
p
∗
and σ2o = 0.1. Left upper:
observations (magenta circles), the true state (solid black line), forecast state without
assimilation of observations (dotted blue line) and assimilated state (red dashed line)
after N = 40 time steps. Left lower: the true state, forecast state without assimilation
of observations and assimilated state after running the forecast model for another 40
time steps without assimilating observations. Right: state errors after N
2
assimilation
steps (solid black line), state errors after running the forecast model for another 40 time
steps without assimilating observations (dashed red line).
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Figure 6.14: Parameter estimation along the time window for L = n
8
∆z, σ2p = σ
2
p
∗
,
σ2o = 0.1 and uncorrelated parameters. Each plot accounts for an entry of the parameter
vector. True parameter (black) and estimated parameter (red).
to recover the true parameter vector. Figure 6.15 shows the structure of the iteration
matrix M˜ and the covariance B. In this case the eigenvalues of the former are smaller
than 1, so the method converges as shown in Figures 6.16 and 6.17.
For this specific case we get:
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covariance matrix B for the augmented state
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Figure 6.15: LRSSC. Augmented state covariance matrix B and iteration matrix M˜
for uncorrelated parameter errors and parameter variance σ2p = 0.05.
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Figure 6.16: LRSSC. Assimilated state for σ2p = 25× 10−3. Left upper: observations
(magenta circles), the true state (solid black line), forecast state without assimilation of
observations (dotted blue line) and assimilated state(red dashed line) after N = 40 time
steps. Left lower: the true state, forecast state without assimilation of observations and
assimilated state after running the forecast model for another 40 time steps without
assimilating observations. Right: state errors after N
2
assimilation steps (solid black
line), state errors after running the forecast model for another 40 time steps without
assimilating observations (dashed red line).
|λ(BppT(αBxx + (1 − α)TBppT)−1T )| < 2 (6.169)

σ2p|λ((αBxx + (1− α)σ2pI)−1)| =
σ2p
|λ(αBxx + (1− α)σ2pI)|
< 2. (6.170)
This is equivalent to the following condition for each eigenvalue λ of Bxx:
σ2p
|αλ+ (1− α)σ2p|
< 2. (6.171)
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Figure 6.17: LRSSC. Parameter estimation along the time window for σ2p = 0.05
and uncorrelated parameters. Each plot accounts for an entry of the parameter vector.
True parameter (black) and estimated parameter (red).
If we choose α < 12 , and taking into account that λ > 0 because Bxx 
 0, then
σ2p
|αλ+ (1− α)σ2p|
=
σ2p
αλ+ (1− α)σ2p
<
σ2p
(1− α)σ2p
=
1
1− α < 2, (6.172)
and therefore, the method converges. For any other value of α we observe that
min(1,
σ2p
λ
) <
σ2p
αλ+ (1− α)σ2p
< max(1,
σ2p
λ
). (6.173)
If the FDSPC converges, it means that
max
λ
σ2p
λ
< 2, (6.174)
and therefore the LRSSC also converges. This result is similar to the one found for a
single parameter model in section 6.5.1.2.
6.9.5 Correlated parameter errors
Now we consider the case where the parameter errors are correlated. We assume that
the covariance between parameter errors is proportional to the covariance between the
correspondent state errors. It means that Bpp = σ
2
pC = cBxx, with c =
σ2p
σ2
b
. In our
experiments we set c = 1. The reason for this choice is the result from Theorem 6.5.1,
which states that in the presence of perfect observations and a fully observed state, the
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method needs only two iterations to converge if
Bpp = (T
Bxx−1T )−1. (6.175)
Because here T = I, equation (6.175) is equivalent to Bpp = Bxx. For this parameter-
parameter covariance matrix the state-state covariance matrix B′xx for the LRSSC would
be:
B′xx = αBxx + (1− α)TBppT = αBxx + (1− α)Bxx = Bxx. (6.176)
Therefore, the LRSSC and the FDSPC methods are equivalent in this case. Though here
observations are not perfect their variance is small, so we expect to have good results.
The structure of the resulting B and M˜ for σ2o = 10
−6 is shown in Figure 6.18. It can
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Figure 6.18: Covariance error augmented state matrix B and iteration matrix M˜
be seen that the eigenvalues of M˜ are very close to zero, which predicts a very fast
convergence.
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Figure 6.19: Assimilated state for L = n
8
∆z, Bpp = Bxx. Left upper: observations
(magenta circles), the true state (solid black line), forecast state without assimilation
of observations (dotted blue line) and assimilated state (red dashed line) after N = 40
time steps. Left lower: the true state, forecast state without assimilation of observations
and assimilated state after running the forecast model for another 40 time steps without
assimilating observations. Right: state errors after N
2
assimilation steps (solid black
line), state errors after running the forecast model for another 40 time steps without
assimilating observations (dashed red line).
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Figure 6.20: Parameter estimation along the time window for L = n
8
∆z, Bpp = Bxx.
Each plot accounts for an entry of the parameter vector. True parameter (black) and
estimated parameter (red).
Remarkably, the state error is even smaller, after letting the assimilated state be trans-
ported forward by the model, without any assimilation being performed (see Figure
6.19). This is due to a very good estimation of the parameters, resulting in a model
with a very small bias and which, therefore, correctly represents the dynamics of the
system. The forecast model works as some sort of smoother to the assimilated solution,
driving it to the correct state, because the model bias is very precise and the state vari-
ables are not being pulled by observations out of their trajectory. In Figure 6.20 it can
be seen that the parameter vector is very accurately estimated, even after just a few
assimilation steps.
One advantage of taking Bpp = Bxx is that, unlike for Bpp = σ
2
pI, the convergence speed
is not drastically affected when cond(C)  1 for small σ2o . To corroborate it we run
the assimilation process again, this time for L = n∆z = 1516 . For such a big correlation
length scale the condition number of C is 329.5 (instead of 13.3, like in the previous
experiment). The results in Figures 6.21 and 6.22 prove that the estimates obtained are
still very accurate, despite the bad conditioning of C.
Convergence for larger σ2o
As for the uncorrelated case we investigate what happens if the observation error variance
is not so small. In our experiment σ2o = 0.1, L =
n
8∆z. The results for the state and
parameter estimation are shown in Figures 6.23 and 6.24, respectively.
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Figure 6.21: Assimilated state for L = n∆z, Bpp = Bxx. Left upper: observations
(magenta circles), the true state (solid black line), forecast state without assimilation
of observations (dotted blue line) and assimilated state (red dashed line) after N = 40
time steps. Left lower: the true state, forecast state without assimilation of observations
and assimilated state after running the forecast model for another 40 time steps without
assimilating observations. Right: state errors after N
2
assimilation steps (solid black
line), state errors after running the forecast model for another 40 time steps without
assimilating observations (dashed red line).
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Figure 6.22: Parameter estimation along the time window for L = n∆z, Bpp = Bxx.
Each plot accounts for an entry of the parameter vector. True parameter (black) and
estimated parameter (red).
The errors augment as expected, because the observations are much more imprecise, but
the errors for the state estimations and the observation errors are still of the same order.
The results suggest that even for larger values of the observation error variance, good
results can be obtained by setting Bpp = Bxx.
6.9.6 Unobserved states
If some of the state variables are not observed, then m < l and according to the results
of Section 6.6 a 3D-Var-like method in general does not converge. In the experiments
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Figure 6.23: Assimilated state for L = n∆z, Bpp = Bxx and σ
2
o = 0.1. (a) upper:
observations (magenta circles), the true state (solid black line), forecast state without
assimilation of observations (dotted blue line) and assimilated state (red dashed line)
after N = 40 time steps. (a) lower: the true state, forecast state without assimilation
of observations and assimilated state after running the forecast model for another 40
time steps without assimilating observations. (b) state errors after N
2
assimilation steps
(solid black line), state errors after running the forecast model for another 40 time steps
without assimilating observations (dashed red line).
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Figure 6.24: Parameter estimation along the time window for L = n∆z, Bpp = Bxx
and σ2o = 0.1. Each plot accounts for an entry of the parameter vector. True parameter
(black) and estimated parameter (red).
we observe every second variable, starting with position 2, that is: x2, x4, etc. The
observations are independent, with variance σ2o = 0.1 and the correlation length scale is
L = n8∆z. Figure 6.25 shows that 1 is an eigenvalue of M˜ as expected. The structure
of M˜ and B is shown in Figure 6.26. Figure 6.27 shows the assimilated state at the end
of the assimilation window and after 40 a posteriori runs of the model. The assimilated
values of the parameter along the time window are shown in Figure 6.28.
Though the state assimilation is quite accurate, the parameter vector is not very ac-
curately estimated. After further experiments we concluded that there are two factors
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Figure 6.25: Eigenvalues of M˜ for unobserved state variables
covariance matrix B for the augmented state
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Figure 6.26: Covariance error augmented state matrix B and iteration matrix M˜ for
unobserved state variables
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Figure 6.27: Assimilated state for L = n∆z, Bpp = Bxx and σ
2
o = 0.1. Left upper:
observations (magenta circles), the true state (solid black line), forecast state without
assimilation of observations (dotted blue line) and assimilated state (red dashed line)
after N = 40 time steps. Left lower: the true state, forecast state without assimilation
of observations and assimilated state after running the forecast model for another 40
time steps without assimilating observations. Right: state errors after N
2
assimilation
steps (solid black line), state errors after running the forecast model for another 40 time
steps without assimilating observations (dashed red line).
that contribute to the accuracy of the state estimation in this experiment. The first one
is that the initial background parameter vector is the zero vector, which differs from the
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Figure 6.28: Parameter estimation along the time window for unobserved states,
L = n∆z, Bpp = Bxx and σ
2
o = 0.1. Each plot accounts for an entry of the parameter
vector. True parameter (black) and estimated parameter (red).
true parameter in only one entry (the position where the heat source is located). In gen-
eral it is not possible to start with such a good first guess of the parameter vector. The
second one is that the state variable, corresponding to the temperature of the position
where the source is located, is observed. We suppose that the location of the source is
unknown, so observing the specific variable corresponding to the source position is not
always possible.
To support this hypothesis, two last experiment results are presented. In the first one the
same experiment set-up is used, with the only change being that the initial parameter
is generated randomly (p ∼ N (0, Bpp)). In the second one we observe all the state
variables except the one corresponding to the temperature in the location of the source.
When the initial parameter is generated randomly, the size of the state error at the end
of the assimilation window as well as after 40 a posteriori model running is doubled, as
shown in Figure 6.29. From Figure 6.30 it is obvious that the quality of the parameter
estimation is very poor. On the other hand, though we augment the number of observa-
tions, if the state describing the temperature in the portion of the rod where the source
is located is not observed, the corresponding parameter is poorly estimated (see Figure
6.32 ), resulting in a strong underestimation of the temperature of the rod at this point,
as shown in Figure 6.31.
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Figure 6.29: Assimilated state for L = n
8
∆z, Bpp = Bxx and σ
2
o = 0.1 with random
initial parameter. Left upper: observations (magenta circles), the true state (solid
black line), forecast state without assimilation of observations (dotted blue line) and
assimilated state (red dashed line) after N = 40 time steps. Left lower: the true state,
forecast state without assimilation of observations and assimilated state after running
the forecast model for another 40 time steps without assimilating observations. Right:
state errors after N
2
assimilation steps (solid black line), state errors after running the
forecast model for another 40 time steps without assimilating observations (dashed red
line).
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Figure 6.30: Parameter estimation along the time window for L = n∆z, Bpp = Bxx
and σ2o = 0.1 with random initial parameter. Each plot accounts for an entry of the
parameter vector. True parameter (black) and estimated parameter (red).
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Figure 6.31: Assimilated state for L = n
8
∆z, Bpp = Bxx and σ
2
o = 0.1. All state
variables are observed except where the source is located. Left upper: observations
(magenta circles), the true state (solid black line), forecast state without assimilation
of observations (dotted blue line) and assimilated state (red dashed line) after N = 40
time steps. Left lower: the true state, forecast state without assimilation of observations
and assimilated state after running the forecast model for another 40 time steps without
assimilating observations. Right: state errors after N
2
assimilation steps (solid black
line), state errors after running the forecast model for another 40 time steps without
assimilating observations (dashed red line).
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Figure 6.32: Parameter estimation along the time window for L = n∆z, Bpp = Bxx
and σ2o = 0.1. All state variables are observed except where the source is located. For
each component pi, i = 1, 2, . . . , 15 of the parameter vector it is represented the true
(black) and estimate (red) value.
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6.10 Summary and discussion
In this chapter we stated and proved several convergence conditions for the 3D-Var
method applied to a simple linear state and parameter DA problem. These conditions
explain basically how the definition of the state-parameter covariance affects the con-
vergence of the method. For this specific problem both FDSPC and LRSSC constitute
a particular case of 3D-Var as indicated at the end of Section 6.2, and special conditions
for them were stated where appropriate.
If the full state is observed and the observation errors are very small, it was shown
that the method’s convergence depends on the eigenvalues of BxpB−1xx T being inside
the unit circle with centre in (1, 0). In Section 6.5.1.2 we proved that for the single
parameter case the convergence condition for the LRSSC is less restrictive than for the
FDSPC method. This was also proven in Section 6.9.4 for the case where the parameter
vector represents a model bias (T = I) and the parameters are uncorrelated with similar
variance. Moreover, if the parameter errors are uncorrelated and with similar variance,
the convergence speed of the both methods is inversely proportional to the condition
number of the state-state correlation matrix. However, in the presence of correlated
parameters the convergence speed is not drastically affected if we augment the condition
number of the state-state covariance by changing the correlation length-scale, as shown
in Section 6.9.5. These theoretical results were tested using the simple 1-D heat equation
model. The experimental results suggest that the conditions found can be empirically
used even if observations are noisy.
In Section 6.6 it was proven that convergence is only attained if the dimension of the pa-
rameter vector is smaller than the number of observations. This is not a huge limitation
in typical joint state-parameter estimation problems, in which generally the number of
parameters is considerably smaller than the size of the observation vector. Nevertheless,
if the augmented state approach is used to estimate model errors [141], the parameter,
which represents the model bias, is generally defined in the same space as the model state
variable. In this case, and under linearity conditions, 3D-Var-like methods, including
the two approaches studied, are not a proper choice unless the full state is observed.
Special necessary and sufficient conditions for convergence were found for the single
parameter case where only one state variable is observed. For the FDSPC it was shown
that if the variances of the observation and of the observed state variable are small, then
the interval of possible values of the parameter variance to attain convergence is also
small; in other words, the degree of certainty in the parameter estimation must be very
high if both the observed variable estimate and the observation are very precise.
Chapter 6. Convergence 103
Even in case that the state estimation is very precise, recovering the true parameter is
only possible if certain conditions involving the kernel of BxpHR−1H are fulfilled.
In the next chapter we test the suitability of the LRSSC by experimenting with nonlinear
test models and the results are compared with those obtained by applying the FDSPC.
Chapter 7
Nonlinear Experiments
In Chapter 5 we presented two strategies that combine the 3D-Var method ideas with a
low computational cost update of the error covariance matrix, to keep a flow dependency
on the error statistics. In the FDSPC proposed by Smith [101], only the state-parameter
error covariance is updated, to avoid processing the high dimensional state-state matrix.
The author shows that this type of update is enough to achieve a high accuracy esti-
mation for both, parameter and state variables, in a variety of data assimilation (DA)
problems. Our hybrid method, the LRSSC, differs from the FDSPC in that the state-
state error covariance matrix Bxx is also updated, using the derivatives of the model
with respect to the parameters and the parameter-parameter error covariance.
We proved in the last chapter that for the linear state-parameter DA problem several
convergence conditions are less restrictive for the LRSSC when compared with those
obtained for the FDSPC (see sections 6.5.1.2 and 6.9.4). We expect that considering a
flow-dependent Bxx can also improve the assimilation results when the method is applied
to nonlinear models.
In this chapter we investigate the effectiveness of our hybrid strategy by conducting twin
assimilation experiments using different test problems, and comparing our results those
obtained using the FDSPC.
In Section 7.1 we start with the linear advection model previously presented in this
work. Section 7.2 discusses a two-parameter nonlinear damped oscillating system and
in Section 7.3 the Lorenz 63 model is presented. In each section we introduce the model
and its discretization, give details about the experiment set-up and finally show the
results that are relevant to this investigation. Section 7.4 summarizes our observations
and conclusions.
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7.1 Advection model
We first start with the linear advection model introduced in Section 4.3.1, in which the
speed of the bed height is the unknown parameter to be estimated. Basically we will
use the same upwind scheme to obtain the discrete dynamical system (4.31).
7.1.1 Error covariances.
The state-state error covariance matrix Bbxx is generated according to
(Bbxx) = σ
2
bC, (7.1)
where C = cij is a matrix describing the correlation between the entries i and j of the
state vector. In the experiments we used σ2b = 0.05 and C is the Markov matrix [98]
cij = e
− rij
L , i, j = 1, . . . , n, (7.2)
also used by Smith for the same test problem. Here rij is the distance between gridpoints
i and j, i.e., rij = |i−j|∆z, and L is a correlation length scale. The larger L, the stronger
is the correlation between state variables corresponding to distant gridpoints. On the
other hand, if L is small, only the correlation between neighbour gridpoints plays a
significant role in the assimilation process.
As there is only one parameter to be estimated (the advection speed), the covariance
Bpp is a scalar and it is renamed as σ
2
p. In the experiments we set σ
2
p = 0.1. The state-
parameter error covariance is updated previous to an assimilation step using (4.37):
(Bxp)k = NkBpp = σ
2
p
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
xk,1 − xk,n
xk,2 − xk,1
xk,3 − xk,2
...
xk,n − xk,n−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (7.3)
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For Bxx, the resulting update according to (5.25) is
(Bxx)k = α1B
b
xx + α2σ
2
p
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
xk,1 − xk,n
xk,2 − xk,1
xk,3 − xk,2
...
xk,n − xk,n−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(
xk,1 − xk,n, xk,1 − xk,n, . . . , xk,1 − xk,n.
)
(7.4)
The observation errors are considered to be uncorrelated and with equal variance, i.e.,
Rk = σ
2
oI.
7.1.2 Experimental set-up
The LRSSC was tested within the framework of identical twin experiments. We assume
that the discretized model (4.30) is the true model and that it is perfect. We consider
∆z = 0.01 and ∆t = 0.01. As in section 4.3.4 we restrict the possible speed values to
the interval [0, 1] to keep the consistency of the discretization. This way also stability
is guaranteed.
In our experiments we observed that the accuracy of the state and parameter estimation
depends on several factors, such as the observation spacing (∆xobs), observation fre-
quency (∆tobs), observation error variance (σ
2
o), the selection of α, among others. Here
we show assimilation results which are representative for a larger set of experiments
conducted in the framework of this investigation. For the conducted experiments α is
set to 0.3, unless stated otherwise. This is by no means the optimal value of the scheme
parameter. Our goal is to asses the performance of the method when an α different from
1 is considered. Later in this section we discuss how the selection of α has an impact on
the assimilation results.
The true state is obtained by evaluating the function
xt(z) =
⎧⎨⎩2e
− (z−0.35)2
0.01 if z ∈ [0.01 0.5]
0 if not
(7.5)
at the 301 gridpoints. The background initial state xb is generated by perturbing a
slightly displaced true initial state. This is done by evaluating the function
g(z) = xt(z + 0.10) + β(0.05C), (7.6)
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at the gridpoints, where β(V ) denotes a Gaussian noise with zero mean and covariance
V . The true speed is st = 0.8 and the initial background speed is slower: sb = 0.53.
The parameter variance is set to σ2p = 0.1. Every ∆xobs state variable is observed,
starting with the first one. The observation errors are uncorrelated and unbiased with
variance σo
2 and are available every ∆tobs time steps. The correlation length scale for
the background state-state error covariance is twice the space between observations, i.e.,
L = 2∆z∆xobs.
7.1.3 Experimental results
Perfect observations
In this section we analyse the results obtained considering perfect observations. This
means that observations are generated using the trajectory of the true state given by
the forecast model along the assimilation window, without adding any additional noise.
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Figure 7.1: Linear Advection. Assimilated parameter along the time window and as-
similated state at the end of the time window for different assimilation intervals and per-
fect observations, initial background parameter sb = 0.53, σ
2
o = 0.01 and ∆xobs = 10.
Assimilations for ∆tobs = 5 (blue), ∆tobs = 15 (green), ∆tobs = 25 (red), ∆tobs = 50
(yellow) and ∆tobs = 100 (magenta). The black line corresponds to the parameter true
value.
We first investigate the influence of the observation frequency on the quality of the
analysis. In Figure 7.1 the sequence of parameter assimilations for ∆xobs = 10, σo
2 = 0.01
and different observation frequencies between 5∆t and 100∆t time steps are shown. In
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Figure 7.2: Linear Advection. Norm of the assimilated state error vector for perfect
observations, initial background parameter sb = 0.53, σ
2
o = 0.01 and ∆xobs = 10.
Assimilations for ∆tobs = 5 (blue), ∆tobs = 15 (green), ∆tobs = 25 (red), ∆tobs = 50
(yellow) and ∆tobs = 100 (magenta).
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Figure 7.3: Linear Advection. Background and assimilated state for t = 0, 1, 2, 3, 4, 10
and perfect observations, where initial background parameter sb = 0.53, σ
2
o = 0.01,
∆xobs = 10 and ∆tobs = 25. In the graphic: forecast state (blue dashed line), assimi-
lated state (red), true state (black) and observations (blue circles).
all cases the value of the parameter is recovered to a high level of accuracy. The more
frequent the observations are assimilated, the faster is the convergence of the assimilated
parameter to its true value. In general the parameter oscillates around the true value,
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with the amplitude of the oscillations getting smaller while more observations are assim-
ilated until convergence to the true value is achieved. Especially if the observations are
sparse in time, the scheme requires a larger number of time steps until the parameter
estimate starts oscillating around the true value.
The norm of the difference between the true state and the assimilated state for every
time step is presented in Figure 7.2. The assimilated state converges faster to the truth
when observations are taken more frequently. The lack of precision on the parameter
estimate can be identified from the peaks of the norm trajectory in the plot. If the speed
is not accurately estimated, the error norm is anyway reduced with each assimilation
step because the observations pull the state variables towards their true values. In
the following forecast steps, nevertheless, a mismatch between the true and assimilated
parameter causes a fast increase of the error norm.
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Figure 7.4: Linear Advection. Background and assimilated state for t = 0, 1, 2, 3, 4, 10
and perfect observations, where initial background parameter sb = 0.53, σ
2
o = 0.01,
∆xobs = 10 and ∆tobs = 50. In the graphic: forecast state (blue dashed line), assimi-
lated state (red), true state (black) and observations (blue circles).
Comparing Figures 7.3 and 7.4 it becomes clear that doubling the observation frequency
affects the assimilation results. In Figure 7.4, at time t = 4, the difference between the
forecast and the assimilated bed height peaks is considerable (which occurs when the
model runs without any speed correction for a long period). As a result there is a broad
interval where the forecast and the true state differ extremely from each other. The
resulting assimilated state has as a consequence a wider and lower wave peak. Still at
time t = 10 the problem persists. After time t = 20 a very precise estimate of the state
is obtained for all the analysed cases.
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Figure 7.5: Linear Advection. Assimilated parameter along the time window and
assimilated state at the end of the time window. Comparison between the FDSPC (red)
and the LRSSC (blue) methods for perfect observations, initial background parameter
sb = 0.53, σ
2
o = 0.01, ∆xobs = 10 and ∆tobs = 100. True parameter (black).
When we compared the performance of the FDSPC and the LRSSC, no significant dif-
ferences could be detected for a small ∆tobs. For large ∆tobs, nevertheless, our approach
proved to converge faster.
In Figures 7.5 and 7.6 the results for ∆tobs = 100 are shown. The FDSPC takes longer
to accurately approximate the parameter and this is reflected in a larger state error
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Figure 7.6: Linear Advection. Norm of the assimilated state error vector for the FD-
SPC (red) and the LRSSC (blue) methods for perfect observations, initial background
parameter sb = 0.53, σ
2
o = 0.01, ∆xobs = 10 and ∆tobs = 100.
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norm along the time window. For time t = 20 both methods have recovered state and
parameter to a high level of accuracy. When the initial background speed was set to
0.3, both methods failed to recover parameter and state precisely. In this case the small
parameter variance σ2p = 0.1 does not reflect the real statistics of the parameter along
the time window.
In Figures 7.7 and 7.8 results are shown for σ2p = 0.3. Again both methods recover
accurately parameter and state, but the FDSPC takes much longer to converge.
Figure 7.9 shows the sequence of assimilated parameters for different observation den-
sities (∆xobs = 5, 15, 25, 50, 100), this time setting the parameter variance back to
σ2p = 0.1. The convergence speed also depends on the spatial distribution of obser-
vations (see Figure 7.10). Even for ∆xobs = 50 the scheme recovers parameter and state
to a high level of accuracy, but fails for ∆xobs = 100. This is expected if it is taken
into account that in this case only 3 out of 301 state variables are observed. Comparing
Figures 7.11 and 7.12 it can be seen how the quality of the assimilated state is worsened
when the number of state variables observed is reduced
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Figure 7.7: Linear Advection. Assimilated parameter along the time window and
assimilated state at the end of the time window. Comparison between the FDSPC and
the LRSSC methods for perfect observations, initial background parameter sb = 0.3,
σ2o = 0.01, σ
2
p = 0.3, ∆xobs = 10 and ∆tobs = 100. Upper plot: true parameter
(black), assimilated parameter for the FDSPC (red) and for the LRSSC (blue). Lower
plot: observations (blue circles) true state (black), FDSPC assimilated state (red) and
LRSSC assimilated state (blue).
Figure 7.13 shows the assimilated parameter for ∆xobs = 50 for both methods. Without
incorporating the parameter derivatives in the update of the state-state error covariance
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the parameter estimation is completely wrong and so is the assimilated state (Figure
7.14).
A similar situation was observed when experiments were carried out for different obser-
vation variances. Even if the observations are perfect, the fact that the observation error
covariances are different from zero means that the assimilation scheme is not sure about
the accuracy of observations and this will therefore affect the assimilation results. For
larger variances, for example σ2o = 1, the scheme does not trust the observations enough
and it takes longer to recover the parameter and state as shown in Figures 7.15 and
7.16. For a very small variance (σ2o = 0.001 or smaller) the error oscillates strongly until
the scheme is stabilized. A possible explanation is that in general the assimilated state
takes a value between the observation and the prediction. If the observation variance
is very small the observed states are updated practically with the value of the observa-
tions. This corresponds to the maximal distance possible between the assimilated and
the forecast state. Therefore the size of the parameter correction is also maximized,
as the scheme tries to match the forecast and assimilated states by augmenting or de-
creasing the speed drastically. Now, if the speed was overestimated, because the state is
already corrected, in the next assimilation step the peak of the forecast state is in front
of the peak of the true state and therefore the new speed will be underestimated, and
vice versa. This can cause, at the beginning of the time window, that the parameter
oscillates from its maximal value 1 to its minimal value 0, as shown in Figure 7.15.
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Figure 7.8: Linear Advection. Norm of the assimilated state error vector for the FD-
SPC (red) and the LRSSC (blue) methods for perfect observations, initial background
parameter sb = 0.3, σ
2
o = 0.01, σ
2
p = 0.3, ∆xobs = 10 and ∆tobs = 100.
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Figure 7.9: Linear Advection. Assimilated parameter along the time window for
different observation spacing and perfect observations, initial background parameter
sb = 0.53, σ
2
o = 0.01 and ∆tobs = 15. Assimilations for ∆xobs = 5 (blue), ∆xobs = 15
(green), ∆xobs = 25 (red), ∆xobs = 50 (yellow) and ∆xobs = 100 (magenta). The
black line represents the parameter true value.
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Figure 7.10: Linear Advection. Norm of the assimilated state error vector for perfect
observations, initial background parameter sb = 0.53, σ
2
o = 0.01 and ∆tobs = 15.
Assimilations for ∆xobs = 5 (blue), ∆xobs = 15 (green), ∆xobs = 25 (red), ∆xobs = 50
(yellow) and ∆xobs = 100 (magenta).
Chapter 7. Nonlinear experiments 114
0 0.5 1 1.5 2 2.5 3
−1
0
1
2
3
t=0.0
z
x
0 0.5 1 1.5 2 2.5 3
−0.5
0
0.5
1
1.5
2
t=1.1
z
x
0 0.5 1 1.5 2 2.5 3
−0.5
0
0.5
1
1.5
2
t=2.1
z
x
0 0.5 1 1.5 2 2.5 3
−0.5
0
0.5
1
1.5
t=3.2
z
x
0 0.5 1 1.5 2 2.5 3
−0.5
0
0.5
1
1.5
t=4.2
z
x
0 0.5 1 1.5 2 2.5 3
−0.2
0
0.2
0.4
0.6
0.8
t=20.0
z
x
Figure 7.11: Linear Advection. Background, assimilated and true state for
t = 0, 1, 2, 3, 4, 10 and perfect observations, where initial background parameter
sb = 0.53, σ
2
o = 0.01, ∆xobs = 25 and ∆tobs = 15. In the graphic: forecast state
(blue dashed line), assimilated state (red), true state (black) and observations (blue
circles).
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Figure 7.12: Linear Advection. Background, assimilated and true state for
t = 0, 1, 2, 3, 4, 10 and perfect observations, where initial background parameter
sb = 0.53, σ
2
o = 0.01, ∆xobs = 40 and ∆tobs = 15. In the graphic: forecast state
(blue dashed line), assimilated state (red), true state (black) and observations (blue
circles).
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Figure 7.13: Linear Advection. Assimilated parameter along the time window. Com-
parison between the FDSPC (red) and the LRSSC (blue) methods for perfect observa-
tions, initial background parameter sb = 0.53, σ
2
o = 0.01, ∆xobs = 50 and ∆tobs = 15.
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Figure 7.14: Linear Advection. Norm of the assimilated state error vector for the
FDSPC (red) and the LRSSC (blue) methods for different observation spacing and
perfect observations, initial background parameter sb = 0.53, σ
2
o = 0.01, ∆xobs = 50
and ∆tobs = 15.
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Figure 7.15: Linear Advection. Assimilated parameter along the time window for
different observation variances and perfect observations, initial background parameter
sb = 0.53, ∆xobs = 10 and ∆tobs = 15. Assimilations for σ
2
o = 0.001 (blue), σ
2
o = 0.01
(green), σ2o = 0.1 (red) and σ
2
o = 1 (magenta). The black line represents the parameter
true value.
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Figure 7.16: Linear Advection. Norm of the assimilated state error vector for different
observation variances and perfect observations, initial background parameter sb = 0.53,
∆xobs = 10 and ∆tobs = 15. Assimilations for σ
2
o = 0.001 (blue), σ
2
o = 0.01 (green),
σ2o = 0.1 (red) and σ
2
o = 1 (magenta).
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Noisy observations
A similar set of experiments was conducted considering this time noisy observations. As
explained in Section 4.3.4 the noise added to the perfect observations is generated using
the exact statistical distribution of the observation errors given by the observation error
covariance R = σ2oI. For these experiments σ
2
p = 0.1.
We repeated the experiments varying the observation frequency from 5∆t to 100∆t. If we
analyse Figure 7.17, it is very difficult to find any significant difference in the behaviour
of the assimilated parameter for different frequencies after a certain time interval, which
we call tune-up phase. During this early stage of the assimilation process the assimilated
parameter gets closer to the true value, but experiencing drastic changes. In general, the
parameter oscillates around the true value, no matter for how long the assimilations are
performed. The tune-up phase, in which the parameter oscillations are wider, lasts longer
for larger ∆tobs. However, after the model stabilizes there are no obvious disadvantages
compared to less frequent observations. In fact, when observations are taken every 5∆t,
the trajectory of the assimilated parameter is more chaotic, especially in the time interval
[14, 20].
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Figure 7.17: Linear Advection. Assimilated parameter along the time window for
different assimilation intervals and perfect observations, initial background parameter
sb = 0.53, σ
2
o = 0.01 and ∆xobs = 10. Assimilations for ∆tobs = 5 (blue), ∆tobs = 15
(green), ∆tobs = 25 (red), ∆tobs = 50 (yellow) and ∆tobs = 100 (magenta). The black
line represents the parameter true value.
From Figure 7.18 it can be observed that the error norm oscillates in a similar range
for all the observation frequencies. This was already pointed out by Smith in [101].
In this investigation the author mentioned that averaging the assimilated parameter
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along a moving time window helped to make the analysis smoother. We made a similar
observation in this study when applying the EKF modifications in Section 4.3.
In Figure 7.19 results are shown for the case where the parameter is averaged after 10
seconds of tuning along a 10 seconds moving time window. The sequence of assimilated
parameters is smoothed in all cases. After 20 seconds the true value of the parameter
is recovered to a high level of accuracy. For observations taken every 100∆t, recovering
the true parameter takes much longer. In this case averaging the parameter slows down
the process. Even if the new assimilated value is close to the truth, averaging it with
the former estimations, which are very inaccurate, pulls it away from the true value. If
a longer tuning time window is chosen the true parameter is recovered faster.
In Figure 7.20 it can be observed how the imprecise parameter estimation for ∆xobs = 100
causes a slow stabilization of the error norm. Once the error is stabilized the size of the
norm is equivalent to the case where no parameter average was considered. Figure 7.21
shows the state estimation at different time steps. In general, the scheme is very good
in estimating the peak of the wave, but struggles to accurately estimate the flat regions.
Notice, nevertheless, that the absolute error for the estimation of each state variable is
in general smaller or very close to 0.1, which is the standard deviation of observations.
Therefore, the results are as good as it can be expected, as they are consistent with the
variability of the observational data.
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Figure 7.18: Linear Advection. Norm of the assimilated state error vector for noisy
observations, initial background parameter sb = 0.53, σ
2
o = 0.01 and ∆xobs = 10.
Assimilations for ∆tobs = 5 (blue), ∆tobs = 15 (green), ∆tobs = 25 (red), ∆tobs = 50
(yellow) and ∆tobs = 100 (magenta).
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Figure 7.19: Linear Advection. Assimilated parameter along the time window for
different assimilation intervals and perfect observations, initial background parameter
sb = 0.53, σ
2
o = 0.01 and ∆xobs = 10. Assimilations for ∆tobs = 5 (blue), ∆tobs = 15
(green), ∆tobs = 25 (red), ∆tobs = 50 (yellow) and ∆tobs = 100 (magenta). The
horizontal black solid line represents the parameter true value. The vertical black
dashed line indicates the time from which the parameter estimates are averaged.
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Figure 7.20: Linear Advection. Norm of the assimilated state error vector for noisy
observations, initial background parameter sb = 0.53, σ
2
o = 0.01 and ∆xobs = 10.
Assimilations for ∆tobs = 5 (blue), ∆tobs = 15 (green), ∆tobs = 25 (red), ∆tobs = 50
(yellow) and ∆tobs = 100 (magenta). For this experiment the parameter is averaged
after 5 seconds.
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Figure 7.21: Linear Advection. State assimilation at different times, for noisy obser-
vations, initial background parameter sb = 0.53, σ
2
o = 0.01 and ∆xobs = 10. Assimila-
tions for ∆tobs = 5 (blue), ∆tobs = 15 (green), ∆tobs = 25 (red), ∆tobs = 50 (yellow)
and ∆tobs = 100 (magenta). True state (black).
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Figure 7.22: Linear Advection. Assimilated parameter along the time window and
assimilated state at the end of the time window. Comparison between the FDSPC
and the LRSSC methods for noisy observations, initial background parameter sb =
0.3, σ2o = 0.01, ∆xobs = 10 and ∆tobs = 50. Upper plot: true parameter (black),
assimilated parameter for the FDSPC (red) and for the LRSSC (blue). Lower plot:
observations (blue circles) true state (black), FDSPC assimilated state (red) and LRSSC
assimilated state (blue).
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The two methods can be compared from Figures 7.22 and 7.23, where the initial back-
ground parameter is set to sb = 0.3 (as no significant differences were detected for
sb = 0.53). The quality of the parameter assimilation with our method is slightly bet-
ter. A more significant difference was found in the quality of the state assimilation. Our
method manages to adjust the peak of the wave accurately, while if a static state-state
error covariance is used there are noticeable differences between the true and the assim-
ilated state. Our state estimation is also better in the flat areas. As a measure of the
quality of the assimilation we use the Root Mean Square Error (RMSE) applied to the
estimates along the assimilation window.
The standard RMSE is a frequently used measure of the difference between values pre-
dicted by the model and those that are actually observed. We use a similar formula
to measure the quality of the analysis, but here depending on the assimilated and true
states:
RMSE =
√√√√√ N∑k=ti
∥∥xtk − xak∥∥22
N − ti + 1 , (7.7)
where ti is the time step where the scheme is considered to be tuned up and the parameter
starts to be averaged and N the number of time steps. For the FDSPC the RMSE =
1.2701, while for the LRSSC the RMSE = 0.9138. This represents an error reduction of
28 %. To get an idea about the quality of this approximation it should be considered
that if the error is distributed uniformly into all the state components, a RMSE of 1
would correspond to a deviation of 0.0576 from the truth, which is considerably smaller
than the observation’s standard deviation, which is 0.1.
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Figure 7.23: Linear Advection. Norm of the assimilated state error vector for the
FDSPC (red) and the LRSSC (blue) methods for noisy observations, initial background
parameter sb = 0.3, σ
2
o = 0.01, ∆xobs = 10 and ∆tobs = 50.
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When experiments were performed for different observation spacings (experiments were
conducted for sb = 0.53), the results for both parameter and state estimations were
equivalent for ∆xobs = 5, 15, 25. Only for ∆xobs = 50 the assimilated state and pa-
rameter differed completely from the truth, even if longer assimilation windows were
considered (see Figures 7.24 and 7.25). In Figure 7.26 we show the assimilated state for
different time steps. It is very difficult to find any significant difference in the quality of
the assimilation for all the observation spacings smaller than 50.
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Figure 7.24: Linear Advection. Assimilated parameter along the time window and
assimilated state at the end of the time window for different observation spacing and
noisy observations, initial background parameter sb = 0.53, σ
2
o = 0.01 and ∆tobs = 15,
where the parameter estimates are averaged over a moving time window. Assimilations
for ∆xobs = 5 (blue), ∆xobs = 15 (green), ∆xobs = 25 (red) and ∆xobs = 50 (yellow).
The horizontal black solid line represents the parameter true value. The vertical black
dashed line indicates the time from which the parameter is averaged.
Experiments with different observation variances were conducted. For large variances,
the tune-up time of 5 seconds proved to be insufficient in most of the experiment runs.
In Figure 7.27 we show the assimilated parameter for a tune-up phase of 10 seconds. For
σ2o = 0.001, 0.01, 0.1 the parameter is very accurately recovered. Even for the extreme
case σ2o = 1, which means that the variance of the observations is larger than half of
the maximum bed height, the level of accuracy of the estimation is high. Nevertheless,
the precision of the state assimilation is significantly affected by a larger observation
variance (see Figure 7.29 ). Figure 7.28 shows how the state error levels consistently
decrease when smaller variances are considered.
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Figure 7.25: Linear Advection. Norm of the error in the state assimilation along the
time window for different observation spacing and noisy observations, initial background
parameter sb = 0.53, σ
2
o = 0.01 and ∆xobs = 10. Assimilations for ∆xobs = 5 (blue),
∆xobs = 15 (green), ∆xobs = 25 (red) and ∆xobs = 50 (yellow).
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Figure 7.26: Linear Advection. State estimation at different times, for different
observation spacing and noisy observations, initial background parameter sb = 0.53,
σ2o = 0.01 and ∆tobs = 15. Assimilations for ∆xobs = 5 (blue), ∆xobs = 15 (green),
∆xobs = 25 (red) and ∆xobs = 50 (yellow). True state (black).
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Figure 7.27: Linear Advection. Assimilated parameter along the time window for
different observation variances and noisy observations, initial background parameter
sb = 0.53, ∆xobs = 10 and ∆tobs = 15. Assimilations for σ
2
o = 0.001 (blue), σ
2
o = 0.01
(green), σ2o = 0.1 (red) and σ
2
o = 1 (magenta). The horizontal black solid line represents
the parameter true value. The vertical black dashed line indicates the time from which
the parameter estimates are averaged.
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Figure 7.28: Linear Advection. Norm of the assimilated state error vector for different
observation variances and noisy observations, initial background parameter sb = 0.53,
∆xobs = 10 and ∆tobs = 15. Assimilations for σ
2
o = 0.001 (blue), σ
2
o = 0.01 (green),
σ2o = 0.1 (red) and σ
2
o = 1 (magenta).
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Figure 7.29: Linear Advection. State estimation at different times, for different
observation variances and noisy observations, initial background parameter sb = 0.53,
∆xobs = 10 and ∆tobs = 15. Assimilations for σ
2
o = 0.001 (blue), σ
2
o = 0.01 (green),
σ2o = 0.1 (red) and σ
2
o = 1 (magenta). True state (black).
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Figure 7.30: Linear Advection. Parameter estimation for the FDSPC (red) and the
LRSSC (blue) methods for noisy observations, initial background parameter sb = 0.3,
σ2p = 0.5, σ
2
o = 1, ∆xobs = 10 and ∆tobs = 15. The horizontal black solid line
represents the parameter true value. The vertical black dashed line indicates the time
from which the parameter estimates are averaged.
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Figure 7.31: Linear Advection. Assimilated parameter along the time window and
assimilated state at the end of the time window. Comparison between the FDSPC
and the LRSSC methods for noisy observations, initial background parameter sb = 0.3,
σ2o = 1, σ
2
p = 0.5, ∆xobs = 10 and ∆tobs = 15. True state (black), FDSPC assimilated
state (red) and LRSSC assimilated state (blue).
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Figure 7.32: Linear Advection. Norm of the assimilated state error vector for the
FDSPC (red) and the LRSSC (blue) methods for noisy observations, initial background
parameter sb = 0.3, σ
2
p = 0.5, σ
2
o = 1, ∆xobs = 10 and ∆tobs = 15.
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When we compared the performance of both hybrid approaches, we did not find sig-
nificant differences in the accuracy of the assimilated parameters. In Figure 7.30 we
show the parameter estimates for very noisy observations (σ2o = 1, which represents
approximately one half of the maximum bed height at time t = 0 and is slightly larger
than the maximum bed height at time t = 12) and a very inaccurate initial parameter
(sb = 0.3). In this case it was necessary to set the parameter variance to 0.5 to reflect the
uncertainty of the parameter estimation. In both cases the parameter was surprisingly
precisely recovered. Nevertheless, there were significant differences with respect to the
state assimilation. During the tune-up phase, the FDSPC estimation is even better (see
t = 4.2 or t = 6.3 in Figure 7.31), but once the model is stabilized the precision of the
LRSSC is noticeably higher, as shown in 7.32.
Selection of α
In order to investigate how the selection of α in the update of the state-state error covari-
ance Bfxx = αBbxx + (1− α)NkBppNk introduced in (5.25) influences the quality of the
state assimilation, experiments were performed combining different α’s and observation
frequencies, spacings and variances. For each combination 20 independent experiments
were conducted. For each category the mean and variance of the RMSE (as defined in
(7.7)) over all experiments were computed.
In Figure 7.33 results for different α’s and ∆tobs’s are shown. For these experiments
we set σ2o = 0.01 and ∆xobs = 10. Moving along the columns in Figure 7.33 it can
be noticed that for a fixed α the RMSE slightly varies, but there is no evident relation
between the observation frequency and the size of the RMSE. This was already observed
in previous experiments. There is nevertheless an obvious relation between the size of α
and the quality of the assimilation. In this case, the smaller α, the smaller the RMSE we
obtain. The state-state error covariance approximates a rank 1 matrix when α goes to
zero. This means that the information coming from the parameter derivatives is crucial
in the estimation of the state error. If the full EKF update is performed, the state-state
error covariance is very similar to the rank 1 matrix NkBppN

k (see Figures 5.3 and 5.2).
The fact that the RMSE variance is small indicates that the mean is representative of
what occurs in individual experiments.
Results of experiments for different ∆xobs’s are shown in 7.34. They were conducted
observing the state every 15∆t. If α = 0.05 is considered, the scheme fails to approximate
the state within any reasonable boundaries for ∆xobs = 40, 45. Even for ∆xobs = 15, 50
the error variance is extremely high, which indicates that for some experiments the error
was considerably higher compared to the mean. As expected, for a fixed α the error
is in general smaller for smaller values of ∆xobs. Nevertheless it can be noticed that
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the RMSE for ∆xobs = 45 is much larger than, for example, for ∆xobs = 50. One
possible explanation is that for this specific distribution of observations in combination
with the observation frequency, the peak of the wave is not often observed, affecting
the quality of the assimilation. Here again, more precise results are obtained if smaller
α’s are considered. The same was observed when experiments for different observation
variances were conducted (see Figure 7.35). The improvement of the state assimilation
quality, when applying smaller α’s, is more noticeable for large observation variances.
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Figure 7.33: Advection model. RMSE for different α’s and observation frequencies.
Left: RMSE mean. Right: RMSE variance.
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Figure 7.34: Advection model. RMSE for different α’s and observation spacings.
Left: RMSE mean. Right: RMSE variance.
7.1.4 Summary
The LRSSC performed very well for most of the experiments conducted. Only when
observations were very infrequent, very few or very noisy the scheme failed to recover
state and parameter to an acceptable level of accuracy. The divergence of the filter
in such cases can be associated with the observability of the state variables and the
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Figure 7.35: Advection model. RMSE for different α’s and observation variances.
Left: RMSE mean. Right: RMSE variance.
parameter. The observability depends on several factors, including the distribution and
frequency of observations. For example, let us assume that the observation frequency
is such that the bed height is completing a whole cycle in the space domain. Then, it
is impossible to detect whether the speed of the bed hight is the true speed or simply
the bed hight is not moving at all and the speed is zero. Similarly, if the combination
of the observation distribution and observation frequency is such that the peak of the
bed height is never observed, and instead only observations of flat areas are available,
then the speed cannot be recovered. These are just extreme cases, but they help to
understand the observability underlying problem.
When the variance of the observations was large the assimilation scheme takes longer
to recover the true parameter and state, even if observations are perfect. The fact that
the scheme does not trust observations enough slows down the convergence speed of the
scheme. When observations were generated according to the observation variance the
error in the state estimate was lower bounded in proportion to the observation variance,
which means that the quality of the assimilation cannot be improved if the quality of
the observational data is not improved as well.
We noticed, specially when observations were noisy, that in general the parameter esti-
mates oscillate around the true value, even if the state is very well approximated. We
showed that averaging the parameter over a moving time window contributes to smooth
the parameter estimates and in most of the cases the parameter approximation is very
close to the truth at the end of the time window. Nevertheless, it was also shown that
the averaging can slow down the process of recovering the parameter. This can cause the
assimilation process to fail, even in cases where without applying the averaging strategy
the state estimate was good. We discuss this issue in more detail in Section 7.4.
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In general, the smaller α is chosen, the better results are obtained. Nevertheless, this
behaviour is specific for this model, where the evolution of Bxx, according to the EKF
update for the augmented problem, is closely related to the rank 1 matrix NkBppN

k as
can be seen by comparing figures 5.2 and 5.3. When experimenting with other models
a different behaviour was observed, as shown in upcoming sections.
7.2 Nonlinear oscillator
Our second model is a damped, nonlinear oscillator with two parameters, also used by
Smith in [99]. In general, a damped, periodically forced nonlinear oscillator is governed
by the second order differential equation
x¨+ dx˙+ f(x) = e(t), (7.8)
where d is a damping coefficient, x = x(t) a function of time, f(x) a nonlinear restoring
term and e(t) a periodic function of t and x˙, x¨ denote the first and second time deriva-
tives. This equation was first introduced by Duffing [37] and is therefore also known as
the Duffing oscillator. It has been studied by many researchers and is used for describing
a variety of situations. Interested readers can consult [22], [54], [105] and [110], among
others. More about the steady states and regular and chaotic phenomena associated
with this type of equations can be found in [120]. In particular we are interested in the
case: f(x) = mx+ x3, e(t) = 0, for which (7.8) takes the form of:
x¨+ dx˙+mx+ x3 = 0. (7.9)
Equation (7.9) can be used to describe the displacement of a single mass attached to a
spring with nonlinear elasticity and linear damping. In this case m, d > 0, where m is
the square of the oscillation frequency and the nonlinear restoring force −(mx + x3) is
equivalent to the force exerted by the spring under a displacement x of the mass with
respect to the equilibrium point. Equation (7.9) can be rewritten as a first order system
of differential equations:
x˙ = y (7.10)
y˙ = −dy −mx− x3. (7.11)
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Figure 7.36: Nonlinear oscillator.
In (7.10)-(7.11) x represents the relative position of the mass with respect to the equilib-
rium point and y its speed. For this system it is known that the only stable equilibrium
is (x, y) = (0, 0), which is obvious, considering which physical dynamical system is rep-
resented.
The motivation for experimenting with this simple example is to test how the method
performs when applied to a nonlinear model with more than one unknown parameter.
7.2.1 Discretization
To solve (7.10)-(7.11) numerically we use a second order Runge-Kutta scheme. The
resulting discrete system is
xk+1 =
(
1−m∆t
2
2
− ∆t
2
2
x2k
)
xk +
(
∆t− d∆t
2
2
)
yk = f1(xk, yk,m, d) (7.12)
yk+1 =
(
−m∆t+ dm∆t
2
2
+
(
d
∆t2
2
− ∆t
2
)
x2k
)
xk +
(
1− d∆t−m∆t
2
2
+ d2
∆t2
2
)
yk
−∆t
2
(xk +∆tyk) = f2(xk, yk,m, d). (7.13)
Equations (7.10) and (7.11) represent the nonlinear model f : R2 → R2 considering m
and d as fixed parameters. For solving the parameter estimation problem
pk =
(
mk
dk
)
(7.14)
is added to the original state vector, to obtain the augmented-state
wk =
⎛⎜⎜⎜⎜⎜⎝
xk
yk
mk
dk
⎞⎟⎟⎟⎟⎟⎠ . (7.15)
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The two equations
mk+1 = mk, (7.16)
dk+1 = dk, (7.17)
stating that the parameters are constant, added to (7.12)-(7.13) constitute the augmented-
state forecast model f˜ : R4 → R4.
7.2.2 State-parameter and state-state error covariances.
To obtain the state-parameter error covariance Bxp it is necessary to compute the deriva-
tives of f with respect to both parameters:
Nk =
(
δf1
δm
δf1
δd
δf2
δm
δf2
δd
)∣∣∣∣∣
xa
k
,ya
k
,ma
k
,da
k
, (7.18)
where
δf1
δm
= −∆t
2
2
xk, (7.19)
δf1
δd
= −∆t
2
2
yk, (7.20)
δf2
δm
=
(
−∆t+ d∆t
2
2
)
− ∆t
2
2
yk, (7.21)
δf2
δd
= m
∆t2
2
xk +
∆t2
2
x3k − (∆t− d∆t2)yk. (7.22)
Even for such a simple problem, to have an a priori estimation of the parameter errors
can be challenging. In the experiments we assume that the parameters are uncorrelated,
meaning that Bpp is the diagonal matrix
Bpp =
(
σ2m 0
0 σ2d
)
, (7.23)
where σ2m, σ
2
d are the variances of the parametersm and d respectively. The state-parameter
and state-state error covariance updates are
(Bxp)k = NkBpp =
(
σ2m
∂f1
∂m
σ2d
∂f1
∂d
σ2m
∂f2
∂m
σ2d
∂f2
∂d
)∣∣∣∣∣
xa
k
,ya
k
,ma
k
,da
k
(7.24)
(Bxx)k = αB
b
xx + (1− α)(Bxp)kNk (7.25)
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(Bxx)k = αB
b
xx + (1− α)
⎛⎝σ2m (∂f1∂m)2 + σ2d (∂f1∂d )2 σ2m∂f1∂m ∂f2∂m + σ2d ∂f1∂d ∂f2∂d
σ2m
∂f1
∂m
∂f2
∂m
+ σ2d
∂f1
∂d
∂f2
∂d
σ2m
(
∂f2
∂m
)2
+ σ2d
(
∂f2
∂d
)2
⎞⎠∣∣∣∣∣∣
xa
k
,ya
k
,ma
k
,da
k
(7.26)
7.2.3 Experimental set-up
Twin experiments are conducted considering that the discretized augmented model f˜ is
perfect. In the experiments we use a similar set-up as the one used by Smith in [101] in
order to make the comparison easier. The discretization step is ∆t = 0.1. The initial
true displacement is xt0 = 2 and the initial true speed y
t
0 = 0. The true parameters
are dt = 0.05 and mt = 1. We assume that the parameters are uncorrelated and their
respective variances are σ2d = 0.01 and σ
2
m = 0.1. We generate pseudo-observations for
both displacement and speed, in regular time intervals, using the true state trajectory
and adding random noise of zero mean and variance σ2o = 0.01, so
R =
(
σ2o 0
0 σ2o
)
(7.27)
and
H˜ =
(
1 0 0 0
0 1 0 0
)
. (7.28)
The initial background displacement and speed are generated adding random noise with
variance σ2b = 0.01 to the true values. The initial state errors are assumed to be uncor-
related, therefore
Bbxx =
(
σ2b 0
0 σ2b
)
. (7.29)
7.2.4 Experimental results
We conducted a large number of experiments, varying the initial value of the param-
eters and the observation frequency and variance. We observed that if the damping
parameter d is relatively large (dt > 0.2), it is difficult to obtain a quality assimilation,
because the system is damped very fast to the steady state, where the parameters are no
longer identifiable. We present the results obtained for the initial estimated parameters
d0 = 0.08, m0 = 0.6 and α = 0.8.
Perfect observations
In Figures 7.37 and 7.39 the assimilated values of the state variables x and y, respec-
tively, are shown for observation frequencies between 5∆t and 50∆t. For frequencies up
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to 25∆t the scheme is able to recover both variables to a high level of accuracy. For
these frequencies it is very difficult to distinguish the true values of the state variables
from their estimations by looking at the plot. To make the comparison easier the ab-
solute values of the estimation errors for both state variables are shown in Figures 7.38
and 7.40. Larger frequencies require a longer assimilation time window (for example
for ∆tobs = 25) to recover the state and parameters. If ∆tobs = 50 the quality of the
estimation is very poor. During the assimilation step the state is pulled towards the ob-
servations but the oscillations’ amplitude remains small. This is because the parameter
estimation is also deficient, as shown in Figures 7.41 and 7.42. In these figures a depen-
dency between convergence speed and observation frequency can be observed. At the
end of the assimilation window the estimation of m is very accurate for all assimilation
frequencies, except for 50∆. The estimation of d is also precise, though for ∆tobs = 25
a small difference between the assimilated and true value can be appreciated.
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Figure 7.37: Nonlinear oscillator. Assimilated x for different observation frequencies
and perfect observations, σ2o = 0.01. Assimilations every ∆t (blue, almost not distin-
guishable, overlapped by the true value), 5∆t (green, almost not distinguishable), 10∆t
(red, almost not distinguishable), 25∆t (cyan) and 50∆t (magenta). Observations for
∆tobs=50 (blue circles). x
t (black).
Another set of experiments was conducted to investigate how the observation variance
affects the assimilation. Though observations are perfect, to which extent we trust in
them has an impact on the assimilation quality. In Figures 7.43 and 7.44 the assimilated
values of the state variables x and y are shown for observations taken every 10∆t and
observation variances between 0.001 and 0.5. For variances between 0.001 and 0.1 the
state estimation is very accurate after t = 70 and it is not possible to distinguish the
difference between the true and the estimated value.
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Figure 7.38: Nonlinear oscillator. |xt − xa| for different observation frequencies and
perfect observations, σ2o = 0.01. Assimilations every ∆t (blue), 5∆t (green), 10∆t (red),
25∆t (cyan) and 50∆t (magenta).
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Figure 7.39: Nonlinear oscillator. Assimilated y for different observation frequen-
cies and perfect observations, σ2o = 0.01. Assimilations every ∆t (blue, almost not
distinguishable), 5∆t (green, almost not distinguishable), 10∆t (red, almost not distin-
guishable), 25∆t (cyan) and 50∆t (magenta). Observations for ∆tobs=50 (blue circles).
yt (black).
Chapter 7. Nonlinear experiments 136
10 20 30 40 50 60 70 80 90 100
10
−10
10
−5
10
0
time
|y
t −
y
a
|
Figure 7.40: Nonlinear oscillator. |yt − ya| for different observation frequencies and
perfect observations, σ2o = 0.01. Assimilations every ∆t (blue), 5∆t (green), 10∆t (red),
25∆t (cyan) and 50∆t (magenta).
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Figure 7.41: Nonlinear oscillator. Assimilated m for different observation frequencies
and perfect observations, σ2o = 0.01. Assimilations every ∆t (blue), 5∆t (green), 10∆t
(red), 25∆t (cyan) and 50∆t (magenta). mt (black).
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Figure 7.42: Nonlinear oscillator. Assimilated d for different observation frequencies
and perfect observations, σ2o = 0.01. Assimilations every ∆t (blue), 5∆t (green), 10∆t
(red), 25∆t (cyan) and 50∆t (magenta). dt (black).
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Figure 7.43: Nonlinear oscillator. Assimilated x for different observation variances
and perfect observations, ∆tobs = 10. Assimilations for σ
2
o = 0.001 (blue), σ
2
o = 0.01
(green), σ2o = 0.05 (red), σ
2
o = 0.1 (cyan) and σ
2
o = 0.5 (magenta). Observations for
σ2o = 0.01 (blue circles). x
t (black).
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Figure 7.44: Nonlinear oscilator. Assimilated y for different observation variances
and perfect observations, ∆tobs = 10. Assimilations for σ
2
o = 0.001 (blue), σ
2
o = 0.01
(green), σ2o = 0.05 (red), σ
2
o = 0.1 (cyan) and σ
2
o = 0.5 (magenta). Observations for
σ2o = 0.01 (blue circles). y
t (black).
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Figure 7.45: Nonlinear oscillator. Assimilated m for different observation variances
and perfect observations, ∆tobs = 10. Assimilations for σ
2
o = 0.001 (blue), σ
2
o = 0.01
(green), σ2o = 0.05 (red), σ
2
o = 0.1 (cyan) and σ
2
o = 0.5 (magenta). m
t (black).
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Figure 7.46: Nonlinear oscillator. Assimilated d for different observation variances
and perfect observations, ∆tobs = 10. Assimilations for σ
2
o = 0.001 (blue), σ
2
o = 0.01
(green), σ2o = 0.05 (red), σ
2
o = 0.1 (cyan) and σ
2
o = 0.5 (magenta). d
t (black).
If σ2o = 0.5, the scheme fails to estimate the state to any acceptable level of accuracy. In
general the assimilated parameters converge faster to the true value as the variance value
becomes smaller, as shown in Figures 7.45 and 7.46. Even for σ2o = 0.5 the estimation
of m is very accurate. The assimilation fails because the scheme fails to recover the
parameter d. Throughout all conducted experiments it was consistently observed that
the relative error in the estimation of m was smaller than the one in the estimation of
d.
Noisy observations
Similar experiments were conducted, this time considering noisy observations.
In Figures 7.47-7.50 we show the results for different assimilation frequencies. Like
for the perfect observation experiments, accurate estimates of x and y are obtained
for observation frequencies up to 25∆t, while for a 50∆t frequency the quality of the
analysis is very poor. The analysis is as expected not so smooth as previously due to
the effect of observations pulling the state out of the model trajectory. This is especially
noticeable when observations are assimilated at every time step. The parameters do not
converge to a specific value, but oscillate near the true solution. The relative error of
the assimilated m after t = 80 is at most 0.2, up to an observation frequency of 25∆t.
A different situation is observed when the assimilated d is analysed. For ∆tobs = 1 the
estimation stays close to the true value until t = 50, after which it starts to augment.
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At the end of the time window the relative error is slightly above 1.5. A large relative
error is also obtained for ∆tobs = 25.
We repeated the experiments averaging the parameters along a moving time window, as
in the advection experiments. The results are shown in Figures 7.51 and 7.52. Averaging
contributes to the improvement of the parameter estimation. The relative error of the
estimation of m is again smaller with respect to the one corresponding to the estimation
of d. The best results are obtained for ∆tobs = 10. A reason could be that for this
frequency of observations the observed values can reveal more about the dynamics of
the system. This is closely related to the observability of the system in general and is
an aspect to take care about in these experiments. For example, it can happen that the
observation frequency is such that it is not possible to distinguish between two different
sets of speed, position and parameters, one in which the mass oscillates 3 times between
two consecutive observations and another where it oscillates only once (and therefore
moves faster). This phenomenon is known as aliasing and refers to the existence of two
signals (with different frequencies) which when sampled at a certain sample rate produce
the same output and are therefore indistinguishable from one another. In this case it
could not be identified for example, which is the maximum displacement and speed at
different points and therefore the rate of decrease of the oscillation, which is closely
related to the parameter d.
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Figure 7.47: Nonlinear oscillator. Assimilated x for different observation frequencies
and noisy observations, σ2o = 0.01. Assimilations every ∆t (blue), 5∆t (green), 10∆t
(red), 25∆t (cyan) and 50∆t (magenta). Observations for ∆tobs=50 (blue circles). x
t
(black).
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Figure 7.48: Nonlinear oscillator. Assimilated y for different observation frequencies
and noisy observations, σ2o = 0.01. Assimilations every ∆t (blue), 5∆t (green), 10∆t
(red), 25∆t (cyan) and 50∆t (magenta). Observations for ∆tobs=50 (blue circles). y
t
(black).
0 10 20 30 40 50 60 70 80 90 100
0.5
1
1.5
2
time
m
Figure 7.49: Nonlinear oscillator. Assimilated m for different observation frequencies
and noisy observations, σ2o = 0.01. Assimilations every ∆t (blue), 5∆t (green), 10∆t
(red), 25∆t (cyan) and 50∆t (magenta). mt (black).
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Figure 7.50: Nonlinear oscillator. Assimilated d for different observation frequencies
and noisy observations, σ2o = 0.01. Assimilations every ∆t (blue), 5∆t (green), 10∆t
(red), 25∆t (cyan) and 50∆t (magenta). dt (black).
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Figure 7.51: Nonlinear oscillator. Assimilated m for different observation frequencies
and noisy observations, σ2o = 0.01, where the parameter estimates are averaged over
a moving time window. Assimilations every ∆t (blue), 5∆t (green), 10∆t (red), 25∆t
(cyan) and 50∆t (magenta). mt (black). The vertical dashed black line represents the
point from which the parameter is averaged.
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Figure 7.52: Nonlinear oscillator. Assimilated d for different observation frequencies
and noisy observations, σ2o = 0.01, where the parameter estimates are averaged over
a moving time window. Assimilations every ∆t (blue), 5∆t (green), 10∆t (red), 25∆t
(cyan) and 50∆t (magenta). dt (black). The vertical dashed black line represents the
point from which the parameter is averaged.
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Figure 7.53: Nonlinear oscillator. Assimilated x for different observation variances
and noisy observations, ∆tobs = 10. Assimilations for σ
2
o = 0.001 (blue), σ
2
o = 0.01
(green), σ2o = 0.05 (red), σ
2
o = 0.1 (cyan) and σ
2
o = 0.5 (magenta). Observations for
σ2o = 0.5 (blue circles). x
t (black).
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In Figures 7.53 and 7.54 the sequence of x and y estimations are shown for different
observation variances and observations assimilated every 10∆t. For very small vari-
ances, after a few assimilation steps, it cannot be distinguished the difference between
assimilated and true state. They start being noticeable for σ2o = 0.01 but stay under an
acceptable level, except for σ2o = 0.5. To give an idea of how noisy the corresponding
observations are we have represented them in the aforementioned figures. It is expected
that any assimilation scheme fails if the observations are so inaccurate. Looking at fig-
ures 7.55 and 7.56 it is clear that for σ2o = 0.5 our method fails to properly estimate d,
which causes the imprecise state estimation. The estimation of m is nevertheless much
better (the relative error is of 0.1 at the end of the assimilation window, which is much
smaller than the relative error of 1.9 in the d estimate). For the rest of the variances
tested both parameters are recovered to a good level of accuracy, being more precise, as
expected, for smaller observation variances.
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Figure 7.54: Nonlinear oscillator. Assimilated y for different observation variances
and noisy observations, ∆tobs = 10. Assimilations for σ
2
o = 0.001 (blue), σ
2
o = 0.01
(green), σ2o = 0.05 (red), σ
2
o = 0.1 (cyan) and σ
2
o = 0.5 (magenta). Observations for
σ2o = 0.5 (blue circles). y
t (black).
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Figure 7.55: Nonlinear oscillator. Assimilated m for different observation variances
and noisy observations, ∆tobs = 10, where the parameter estimates are averaged over a
moving time window. Assimilations for σ2o = 0.001 (blue), σ
2
o = 0.01 (green), σ
2
o = 0.05
(red), σ2o = 0.1 (cyan) and σ
2
o = 0.5 (magenta). m
t (black). The vertical dashed black
line represents the point from which the parameter is averaged.
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Figure 7.56: Nonlinear oscillator. Assimilated d for different observation variances
and noisy observations, ∆tobs = 10, where the parameter estimates are averaged over a
moving time window. Assimilations for σ2o = 0.001 (blue), σ
2
o = 0.01 (green), σ
2
o = 0.05
(red), σ2o = 0.1 (cyan) and σ
2
o = 0.5 (magenta). d
t (black). The vertical dashed black
line represents the point from which the parameter is averaged.
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Unobserved states
Experiments were conducted observing only one of the two state variables. In this case
H˜ =
(
1 0 0 0
)
or H˜ =
(
0 1 0 0
)
, depending on the variable observed.
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Figure 7.57: Nonlinear oscillator. Assimilated m for different observation frequencies
and noisy observations, σ2o = 0.01 and only y is observed, where the parameter estimates
are averaged over a moving time window. Assimilations every ∆t (blue), 5∆t (green),
10∆t (red), 25∆t (cyan) and 50∆t (magenta). mt (black). The vertical dashed black
line represents the point from which the parameter is averaged.
In Figures 7.57 and 7.58 the assimilatedm and d are shown, when only y is observed. The
quality of the analysis is very similar to that when both state variables are observed. The
parameters are recovered to an acceptable level of accuracy, except when observations
are available only every 50∆t time steps. A very different situation occurs if only x is
observed. The estimation of m is very similar for all observation frequencies, but the
relative error never becomes smaller than 0.2 (see Figure 7.59). From Figure 7.60 it is
clear that only for observations every 25∆t and 50∆t the estimation of d is acceptable,
though for those frequencies worse estimates of m are obtained. From the experiments it
can be concluded that the speed of the attached mass can reveal more about the system
parameters than its position. This could be expected from analysing the observability
of the state and parameters given the two different observational data sets.
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Figure 7.58: Nonlinear oscillator. Assimilated d for different observation frequencies
and noisy observations, σ2o = 0.01 and only y is observed, where the parameter estimates
are averaged over a moving time window. Assimilations every ∆t (blue), 5∆t (green),
10∆t (red), 25∆t (cyan) and 50∆t (magenta). dt (black). The vertical dashed black
line represents the point from which the parameter is averaged.
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Figure 7.59: Nonlinear oscillator. Assimilated m for different observation frequencies
and noisy observations, σ2o = 0.01 and only x is observed, where the parameter estimates
are averaged over a moving time window. Assimilations every ∆t (blue), 5∆t (green),
10∆t (red), 25∆t (cyan) and 50∆t (magenta). mt (black). The vertical dashed black
line represents the point from which the parameter is averaged.
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Figure 7.60: Nonlinear oscillator. Assimilated d for different observation frequencies
and noisy observations, σ2o = 0.01 and only x is observed, where the parameter estimates
are averaged over a moving time window. Assimilations every ∆t (blue), 5∆t (green),
10∆t (red), 25∆t (cyan) and 50∆t (magenta). dt (black). The vertical dashed black
line represents the point from which the parameter is averaged.
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Figure 7.61: Nonlinear oscillator. Assimilated m for different observation frequencies
and noisy observations, σ2o = 0.01 and only x is observed, where the parameter esti-
mates are averaged over a moving time window. The state variables are assumed to
be correlated with correlation σxy = 0.01. Assimilations every ∆t (blue), 5∆t (green),
10∆t (red), 25∆t (cyan) and 50∆t (magenta). mt (black). The vertical dashed black
line represents the point from which the parameter is averaged.
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Figure 7.62: Nonlinear oscillator. Assimilated d for different observation frequencies
and noisy observations, σ2o = 0.01 and only x is observed, where the parameter esti-
mates are averaged over a moving time window. The state variables are assumed to
be correlated with correlation σxy = 0.01. Assimilations every ∆t (blue), 5∆t (green),
10∆t (red), 25∆t (cyan) and 50∆t (magenta). dt (black). The vertical dashed black
line represents the point from which the parameter is averaged.
We repeated the experiment, this time considering a positive cross-covariance between
the two state variables in Bbxx (σxy = B
b
xx1,2 = B
b
xx2,1 = 0.01). The results are shown
in Figures 7.61 and 7.62. The estimation of m gets closer to the true value, but the
real improvement is the estimation of d. Only for ∆tobs = 25 and ∆tobs = 25 the
estimation is not precise. As before, the estimation of d when observations are available
at every time step is worse than for observations every 5∆t and 10∆t. By adding the
correlation between state variables the unobserved variable “knows” in which direction
and proportion its estimate should move given the update of the other variable according
to the observation available. Considering the right structure of the state-state error
covariance the assimilation results are improved. Nevertheless, it is not clear why if the
same Bbxx matrix is used when both state variables are observed there is no improvements
in the quality of the results.
Selection of α
We investigated how the selection of α influences the quality of the state assimilation.
For this purpose 20 independent experiments were conducted, combining different α’s
and observation frequencies (a similar analysis considering different observation variances
can be found in Appendix C.1). For each combination the mean and the variance of the
RMSE for the state estimates were computed (Figure 7.63). We also computed, for each
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parameter, the mean and the variance of the relative error at the end of the assimilation
window (Figures 7.64 and 7.65).
If ∆tobs ≥ 35, the state RMSE is larger than 0.3, regardless of the size of α. This
corresponds to a variance 9 times larger than the observation variance. In general,
the longer the time between assimilations, the larger α must be set to obtain accurate
results. The large RMSE is caused by a very imprecise estimation of the parameter d (the
relative error is larger than 1) for large assimilation frequencies. Notice the similarities
between the white regions for the mean values in figures 7.63 and 7.65. Furthermore,
the variance of the relative error of the assimilated d is considerably large, which means
that the results are in general not consistent.
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Figure 7.63: Nonlinear oscillator. RMSE for different α’s and observation variances.
Left: RMSE mean. Right: RMSE variance.
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Figure 7.64: Nonlinear oscillator. Relative error for the assimilated parameter m for
different α’s and observation variances. Left: |ma−mt
mt
| mean. Right: |ma−mt
mt
| variance.
For assimilation frequencies between 1 and 10, smaller state RMSE and parameter rela-
tive errors were obtained for values of α between 0.1 and 0.5 (see the predominant blue
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Figure 7.65: Nonlinear oscillator. Relative error for the assimilated parameter m for
different α’s and observation variances. Left: |da−dt
dt
| mean. Right: |da−dt
dt
| variance.
colour near the lower left corner of the mean plots). On the other hand, for ∆tobs = 20
or ∆tobs = 30 the best results are obtained setting α = 1.
In general, the parameter m is easier to recover than the parameter d no matter which α
is used. Difficulties in estimating the parameter d also arose when the full EKF update
was considered (see Appendix C.2). In this case the quality of the assimilation was
much worse than the one obtained with the LRSSC. An explanation can be probably
found analysing the observability conditions for d. In order to have useful information
to estimate the rate of damping of the system it is necessary to observe the extreme
positions (or near) of the mass along the time window. For example, if the mass is
observed only when the displacement is 0 or close to 0, then little can be said about
the change in the amplitude of the oscillations, which is equivalent to how the system is
damped over time. Observing these extreme positions depends on where the observations
are taken, therefore the frequency of observations influences the assimilation. On the
other hand, if observations are very noisy then the location of the mass is vaguely known
and the information coming from the observational data is not useful to estimate the
damping rate, as shown for σ2o = 0.5.
7.2.5 Summary
In this section we presented the experimental results for the LRSSC applied to the
nonlinear oscillator problem. Like for the advection model, the method performed very
well in most of the situations tested for perfect and noisy observations. The assimilation
results were consistent with the error statistics, obtaining state estimates whose errors
were smaller than the standard deviation of observations.
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In general there was a marked difference between the accuracy in the estimation of
both parameters. The difficulties in recovering the parameter d are associated with
more restrictive observability conditions for this parameter. The same difficulties were
observed when the EKF was applied.
If only the displacement of the mass is observed it is not possible to recover both pa-
rameters unless extra correlation between the state variables is included. In order to
recover the parameter information about the speed of the mass is needed (related to the
observability conditions for the parameters), which is not available in case the speed is
not directly observed or its value cannot be inferred from observing the displacement by
using the speed-displacement correlations.
A substantial difference with respect to what was observed in the advection experiments
is that the optimality of the scheme parameter α depends on the frequency of the
observations. In general, for frequent observations smaller α’s were preferable, while for
observations very sparse in time better results were obtained for larger α’s. It is not
unreasonable to think that if observations are frequent, then short time-scale errors play
an important role in the correction of the state error statistics, while if the observations
are sparse in time then depending on the model long time-scale errors can be more
relevant than time-specific errors.
7.3 Lorenz 63
The Lorenz 63 model was first introduced by Lorenz in 1963 [75]. It arises from a
simplified system of differential equations, to describe a two-dimensional flow of fluid of
uniform depth, and is defined by the 3 coupled nonlinear differential equations
dx
dt
= σ(y − x), (7.30)
dy
dt
= x(ρ− z)− y, (7.31)
dz
dt
= xy − βz, (7.32)
where x = x(t) represents the convective intensity, y = y(t) the difference in tempera-
tures between the ascending and descending currents and z = z(t) the deviation of the
temperature profile from linearity. The model parameters are: the Prandtl number σ,
the normalized Rayleigh number ρ and a geometrical parameter β. For more insight
about the physical meaning and characteristics of the model the interested reader is
remitted to [109], [103] and [108]. Because of its strong non-linearity, chaotic behaviour
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and its instability properties, this model has been used as test problem to analyse the
performance of DA methods ([81], [99], [42]).
The described dynamical system has 1 stationary point corresponding to no convection
at (0, 0, 0). If ρ > 1, another two stationary points arise: (
√
β(ρ− 1),√β(ρ− 1), ρ− 1)
and (−√β(ρ− 1),−√β(ρ− 1), ρ − 1), corresponding to steady convection. A classic
parameter set-up is the one proposed by Lorenz: σ = 10, ρ = 28 and β = 83 . For these
set of parameters none of the three stationary points is stable and the behaviour of the
system is chaotic. In our experiments we assume that these are the true parameters.
7.3.1 Discretization
For discretizing the model we use a simple Runge Kutta of second order scheme. The
resulting discrete model is
xk+1 = xk +
∆t
2
(
h1,xk + h
2,x
k
)
, (7.33)
yk+1 = yk +
∆t
2
(
h1,yk + h
2,y
k
)
, (7.34)
zk+1 = zk +
∆t
2
(
h1,zk + h
2,z
k
)
, (7.35)
with
h1,xk = σ (yk − xk) , (7.36)
h1,yk = ρxk − yk − xkzk, (7.37)
h1,zk = xkyk − βzk, (7.38)
h2,xk = σ
[(
yk +∆th
1,y
k
)
−
(
xk +∆th
1,x
k
)]
, (7.39)
h2,yk = ρ
(
xk +∆th
1,x
k
)
−
(
yk +∆th
1,y
k
)
h2,yk )−
(
xk +∆th
1,x
k
)(
zk +∆th
1,z
k
)
,(7.40)
h2,zk =
(
xk +∆th
1,x
k
)(
yk +∆th
1,y
k
)
− β
(
zk +∆th
1,z
k
)
, (7.41)
and the step-size is denoted by ∆t. The resulting augmented state vector and forecast
operator are:
wk =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
xk
yk
zk
σk
ρk
βk
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, wk+1 = f˜(wk), (7.42)
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with f˜ : R6 → R6 resulting from coupling the parameter evolution equations
σk+1 = σk (7.43)
ρk+1 = ρk (7.44)
βk+1 = βk (7.45)
to the state forecast f : R3 → R3 represented by the system (7.33)-(7.35).
7.3.2 State-parameter and state-state error covariances.
To obtain the state-parameter error covariance Bxp, it is necessary to compute the
derivatives of f with respect to the parameters:
Nk =
⎛⎜⎜⎝
δf1
δσ
δf1
δρ
f1
δβ
δf2
δσ
δf2
δρ
f2
δβ
δf3
δσ
δf3
δρ
f3
δβ
⎞⎟⎟⎠
∣∣∣∣∣∣∣∣
xa
k
,ya
k
,za
k
σa
k
,ρa
k
,βa
k
. (7.46)
We assume that the parameters are uncorrelated and therefore
Bpp =
⎛⎜⎜⎝
σ2σ 0 0
0 σ2ρ 0
0 0 σ2β
⎞⎟⎟⎠ , (7.47)
where σ2σ, σ
2
ρ and σ
2
β are the variances of the parameters σ, ρ and β respectively. The
state-parameter and state-state error covariance are updated according to equations
(5.1) and (5.20), respectively.
7.3.3 Experimental set-up
Twin experiments were conducted considering that the discretized augmented-model f˜
is perfect. As step-size we used ∆t = 0.01. Like in [101] and [15], the initial true state
variables are xt0 = −5.4458, yt0 = −5.4841 and zt0 = −22.5606. The initial background
state and parameter were generated by perturbing the true state and parameters, respec-
tively, using Gaussian noise generated with the statistical distribution specified by the
respective error covariances. In the experiments presented in this section xb0 = −5.08,
yb0 = −6.11, zb0 = 23.07, σb = 10.97, ρb = 30.15 and βb = 1.72. The parameter variances
are set to σ2σ = 2, σ
2
ρ = σ
2
β = 1. We generate pseudo-observations for the three state
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variables adding random noise with variance σ2o = 0.01 to the truth’s trajectory, so
R = σ2oI3×3 (7.48)
and
H˜ =
(
I3×3 03×3
)
. (7.49)
The initial state errors are assumed to be uncorrelated with variance σ2x:
Bbxx = σ
2
xI3×3. (7.50)
In our experiments σ2x = 1.
7.3.4 Experimental results
Perfect observations
Experiments were conducted for different observation frequencies and variances, consid-
ering perfect observations. Though various values of α were tested, we show the results
obtained for α = 0.3 to illustrate the performance of the method. Later in this section
we will analyse the results for other values of α.
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Figure 7.66: Lorenz 63. State assimilation for perfect observations, ∆t = 20 and
σ2o = 0.01. Assimilated value (magenta) and true value of the state (black).
We conducted assimilation experiments for observation frequencies between 1 and 20.
In Figure 7.66 the assimilation of the state variables is shown just for ∆tobs = 20, as
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Figure 7.67: Lorenz 63. Parameter assimilation for different observation frequencies
and perfect observations, with σ2o = 0.01. Assimilations every ∆t (blue), 5∆t (green),
10∆t (red), 15∆t (cyan) and 20∆t (magenta). True parameters (black).
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Figure 7.68: Lorenz 63. Norm of the assimilated state error vector for perfect ob-
servations and σ2o = 0.01. Assimilations for ∆tobs = 1 (blue), ∆tobs = 5 (green),
∆tobs = 10 (red), ∆tobs = 15 (cyan) and ∆tobs = 20 (magenta).
for more frequent observations the assimilated state cannot be distinguished from the
true state by looking at the plot. Only at the beginning of the assimilation window
differences between the true and assimilated states are perceptible. In Figure 7.67 we
show the evolution of the parameter estimation along the time window. The more often
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assimilations are observed the faster the convergence of the parameter estimates, but in
general the parameter estimates at the end of the assimilation window are very accurate
for all the observation frequencies, being the largest relative error of the order of 10−2
for the parameter σ when observing every 20 time steps.
A good approximation of the state depends on a precise estimation of the parameter.
This is why the norm of the state estimation error vector decreases faster for shorter
assimilation periods as shown in Figure 7.68. Nevertheless, after t = 12 both state and
parameter estimation are very precise for all the observation frequencies shown. We
consistently observed that it takes longer for the σ estimates to converge to the true
solution. This can be explained by looking at the sensitivity of the model with respect
to the parameter σ. In [79] Marzban shows that the state variable z is practically
insensitive to σ. We cannot expect to recover a parameter accurately if changes in its
value produce no change in the output of the system, or a change which is smaller than
the observation noise. In our experiments setting a larger variance for this parameter
in comparison to the variance of the other two, contributes to a faster convergence of
the scheme. When longer periods without observations were considered, the method
failed to recover parameters and states with an acceptable precision. The results could
be improved when larger values of α were considered, as we will discuss at the end of
this section.
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Figure 7.69: Lorenz 63. Parameter assimilation for different observation variances
and perfect observations assimilated every 10∆t. Assimilations for σ2o = 0.001 (blue),
σ2o = 0.01 (green), σ
2
o = 0.05 (red), σ
2
o = 0.1 (cyan) and σ
2
o = 0.5 (magenta). True
parameters (black).
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Figure 7.70: Lorenz 63. Norm of the assimilated state error vector for different
observation variances and perfect observations assimilated every 10∆t. Assimilations
for σ2o = 0.001 (blue), σ
2
o = 0.01 (green), σ
2
o = 0.05 (red), σ
2
o = 0.1 (cyan) and σ
2
o = 0.5
(magenta). True parameters (black).
Other experiments were conducted for different observation variances in the range 0.001
to 0.5 (though using perfect observations) and observations available every 10 time steps.
From Figures 7.69 and 7.70 can be concluded that the less we trust in the observations
the slower the convergence. Again, after t = 12 the precision of parameter and state
estimation is very accurate.
Noisy observations
Similar experiments were conducted, this time for noisy observations. First we consid-
ered observation frequencies ∆tobs = 1, 5, 10, 15, 20. Like in previous experiments, in
the presence of noisy observations the parameter estimates oscillate close to the corre-
sponding true values (see Figure 7.71). Better and more stable estimates are obtained
for ρ, while it takes longer to obtain a good approximation for σ. Figure 7.72 reflects
the big impact of the observation frequency on the assimilation quality. There is a huge
difference between the norm of the error for ∆tobs = 1, 5, 10 and that for ∆tobs = 15
or ∆tobs = 20.
Again, much better results are obtained when the parameters are averaged after a tune-
up phase, as shown in Figure 7.73. Not only the parameter estimations are more stable
and precise, but the estimation error is considerably decreased (see Figure 7.74). For
larger observation frequencies the assimilation fails to improve the initial state and
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parameter estimation. For such cases better results are obtained if α is augmented, as
discussed later in this section.
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Figure 7.71: Lorenz 63. Parameter assimilation for different observation frequencies
and noisy observations, with σ2o = 0.01. Assimilations every ∆t (blue), 5∆t (green),
10∆t (red), 15∆t (cyan) and 20∆t (magenta). True parameter (black).
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Figure 7.72: Lorenz 63. Norm of the assimilated state error vector for noisy observa-
tions and σ2o = 0.01. Assimilations for ∆tobs = 1 (blue), ∆tobs = 5 (green), ∆tobs = 10
(red), ∆tobs = 15 (cyan) and ∆tobs = 20 (magenta).
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Figure 7.73: Lorenz 63. Parameter assimilation for different observation frequencies
and noisy observations, with σ2o = 0.01, where the parameter estimates are averaged
over a moving time window. Assimilations every ∆t (blue), 5∆t (green), 10∆t (red),
15∆t (cyan) and 20∆t (magenta). The true value of the parameters is given by the
black line. The dashed black line indicates the point from which the parameter is
averaged.
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Figure 7.74: Lorenz 63. Norm of the assimilated state error vector for noisy observa-
tions and σ2o = 0.01, where the parameter estimates are averaged over a moving time
window. Assimilations for ∆tobs = 1 (blue), ∆tobs = 5 (green), ∆tobs = 10 (red),
∆tobs = 15 (cyan) and ∆tobs = 20 (magenta). The dashed black line indicates the
point from which the parameter is averaged.
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Figure 7.75: Lorenz 63. State assimilation for σ2o = 0.5 and noisy observations
assimilated every 10∆t, where the parameter estimates are averaged over a moving time
window. Assimilated state (magenta), true value of the states (black) and observations
(blue circles). The dashed black line indicates the point from which the parameter is
averaged.
Other experiments were conducted considering different observation variances and ob-
servation frequency ∆tobs = 10. We only show the results obtained when the parameter
estimations are averaged after t = 10, as the quality of the assimilation is considerably
better than in the case without averaging. Only for very noisy observations (σ2o = 0.5)
the difference between the assimilated and true states is noticeable (Figure 7.75). The
best parameter estimate is obtained for β, regardless of how large the observation vari-
ance is (see Figure 7.76). The estimates for σ and ρ are extremely precise for variances
up to 0.05 and very good for larger variances. The largest relative error for the param-
eter estimations at the end of the time windows is smaller than 0.017, which shows the
effectiveness of the scheme. In Figure 7.77 it can be appreciated how noisier observations
affect the quality of the state assimilation. The error norm increases considerably when
the observation variance is increased, though it is kept under acceptable levels after the
tune-up phase.
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Figure 7.76: Lorenz 63. Parameter assimilation for noisy observations assimilated
every 10∆t, where the parameter estimates are averaged over a moving time window.
Assimilations for σ2o = 0.001 (blue), σ
2
o = 0.01 (green), σ
2
o = 0.05 (red), σ
2
o = 0.1
(cyan) and σ2o = 0.5 (magenta). The true value of the parameters is given by the black
line.The dashed black line indicates the point from which the parameter is averaged.
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Figure 7.77: Lorenz 63. Norm of the assimilated state error vector for noisy ob-
servations assimilated every 10∆t, where the parameter estimates are averaged over a
moving time window. Assimilations for σ2o = 0.001 (blue), σ
2
o = 0.01 (green), σ
2
o = 0.05
(red), σ2o = 0.1 (cyan) and σ
2
o = 0.5 (magenta). The true value of the parameters
is given by the black line. The dashed black line indicates the point from which the
parameter is averaged.
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Selection of α
A large number of experiments were conducted aiming to determine an optimal value
for the scheme parameter α, depending on the observation variance and frequency. In
Figure 7.78 we show the RMSE for different combinations of α-∆tobs. This RMSE is
measured including state and parameter variables, from t = 10 to t = 15. Though the
data shown corresponds to the results for single runs of the assimilation scheme, it is
representative to the behaviour observed during the extensive experimenting phase.
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Figure 7.78: Lorenz 63. RMSE for different α’s and observation frequencies.
The “best” α varies according to the observation frequency. When observations are
available at every time step, there is almost no difference when using different α values.
Then, up to ∆tobs=15 almost any selection of α improve the results with respect to
α = 1. For example, notice that if α = 0.6 is used instead of α = 1, the reduction of
the estimation error for observations assimilated every ∆t, 5∆t, 10∆t, 15∆t, 20∆t is of
4%, 14%, 28%, 44% and 27%, respectively. Nevertheless, if observations are assimilated
every 25 time steps, then the best results are obtained for α = 1 (the corresponding
error is almost half of the one for the second best choice: α = 0.8). For values of α
smaller than 0.8 the results are completely wrong. If observations are assimilated every
30 time steps or less frequently the assimilation process fails regardless of the value of
α.
We also analysed different combinations of (α, σ2o) for ∆tobs = 10. Comparing Figure
7.79 with the previous one, it can be concluded that it is more critical for the assimilation
scheme the number and distribution of observations than their accuracy. Only for α =
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0.2 and very noisy observations (σ2o = 0.5) the RMSE is above 0.85. This speaks about
the accuracy of the method when observations are available often enough. In general,
smaller α’s are more effective when the observations are very accurate, while for larger
variances better results are obtained for larger values of α. The differences on the RSME
are not caused by a large mismatch of a single assimilated value but by a consistent
improvement of the parameter and state assimilation along the time window, as shown
in Figures 7.80 and 7.81.
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Figure 7.79: Lorenz 63. RMSE for different α’s and observation variances.
7.3.5 Summary
The LRSSC performed very well when applied to the Lorenz 63 model. For perfect
observations the convergence speed of the estimated parameters and state variables
to their true values was strongly related to the size of the variance and frequency of
observations. When noisy observations were considered the quality of the observational
data influenced as expected the quality of the assimilation, though in all cases the initial
parameter estimates were considerably improved.
In general, the assimilation scheme had more difficulties recovering the parameter σ.
We suppose that this is due to the fact that the output of the system is less sensitive
to this parameter, therefore, the inverse problem of estimating the parameter given the
observational data is much more difficult to solve. Notice that because observations are
not perfect, in order to recover a parameter we need that its update causes a change in
the output much larger than the standard deviation of the errors in the observations.
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Figure 7.80: Lorenz 63. Parameter estimation for α = 1 (red) and α = 0.3 (blue),
with noisy observations taken every 10∆t and σ2o = 0.01. True parameter (black).
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Figure 7.81: Lorenz 63. Norm of the assimilated state error vector for α = 1 (red)
and α = 0.3 (blue), with noisy observations taken every 10∆t and σ2o = 0.01.
Experiments were conducted for different scheme parameter α’s and observation frequen-
cies and variances. Here similar results as for the nonlinear oscillator experiments were
observed. For frequent observations, or observations with a low level of noise smaller
α’s produced better assimilation results, while for infrequent or very noisy observations
larger α’s were more effective.
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7.4 Summary and discussion
In this chapter we have tested our proposed LRSSC applied to several simple dynamical
systems with different number of parameters. Our goal was to asses the performance of
the method for different values of α and to investigate whether results can be improved,
when compared to the results obtained for α = 1 (in this case the LRSSC is identical to
the FDSPC method).
Experiments were conducted for different observation frequencies and variances, as well
as various spatial distributions of observations (only for the advection model), consid-
ering perfect and noisy observations. We showed the results for an arbitrary choice
of α, but the same relations between the quality of the assimilation and the different
assimilation parameters summarized bellow were found when other values of α were
considered.
The hybrid method performed extremely well in most of the observation configurations
tested. The quality of the assimilation, in two of the three models tested, was even better
than when applying the computationally more expensive EKF (see Section 4.3 for the
advection experiments and Appendix C.2 for the nonlinear oscillator experiments). Only
for very noisy observations or when very few observations were available, the LRSSC
failed to recover state and parameters to an acceptable level of accuracy. We found
that the more precise, frequent and dense the observations, the faster the parameters
converge to the true value, even for perfect observations.
Especially when observations are noisy, the parameter estimation is improved if it is
averaged after a tune-up phase along a moving time window. Nevertheless, the point
from which the averaging starts, and the size of the averaging time window must be
carefully chosen. In general, without the averaging strategy, the parameters approach
monotonically to the true value and then start oscillating in a certain neighbourhood
of the truth. The averaging results in smaller parameter updates, smoothing the tra-
jectory of the parameter estimates. If at the time point where the averaging starts, the
parameter’s oscillation phase has not started yet, then the first average value will be
still far from the truth. This can lead to the parameter estimates converging to a wrong
value. On the other hand, let us assume that the size of the averaging time window is
S. After the tune-up phase, each update of the parameter can be expressed as
pavek+1 =
S − 1
S
pavek+1 +
pa
S
, (7.51)
where pavek represents the final update of the parameter and p
a
k the parameter update
before averaging. If S is very large, the contribution of the new assimilated information
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to the parameter final value is very small and the new updated value of the parameter
does not differ much from the previous. This can lead to an imprecise estimation of the
parameter at the end of the time window, unless the starting average value is already
close enough to the truth. On the contrary, if S is very small the parameter increments
are relatively large and the oscillation effect prevails over the damping effect, leading to
a slower convergence.
Improvements were made by choosing α’s different from 1. The optimal choice of α
depends on the model, as well as on the observation frequency and accuracy. While for
the advection model better results are obtained the smaller the α value is chosen, for
the other two models this is only true for frequent and relatively precise observations.
These results held for several combinations of parameter-parameter and state-state error
covariances tested. For the nonlinear oscillator and the Lorenz 63 model, if observations
are very sparse in time or very noisy, then there is not a clear pattern for the choice
of α and it depends on the exact observation frequency and variance. The experiments
show that by considering a time-dependent state-state error covariance, the speed of the
parameter convergence can be increased, resulting in a faster decrease of the assimilated
state error. This allows us to obtain a sufficiently accurate analysis in shorter assimila-
tion time windows. In some cases, improvements in the state assimilation were observed
when considering α < 1, even if the trajectories of the assimilated parameter for a static
state-state error covariance and the time-dependent one were similar. This is due to
the fact that the structure of the time-dependent covariance reflects more accurately
the statistics of the state error. Accurate estimates were obtained as well, when our
approach was tested using other simple models, like the Two Box Model ([64], [76]).
Chapter 8
Conclusions and Further Work
Data assimilation (DA) is a well known technique that combines model dynamics, state
observations and the error statistics to obtain good estimations of the system state. It
is common that models depend on unknown parameters, which are crucial for a precise
forecast of the state, for simulation and control. The manual tuning of these parameters
is a time-consuming and prone-to-error process. An alternative is to estimate state and
parameters at the same time following the augmented state approach. In this thesis we
investigated the role played by the state-parameter covariance matrix Bxp in the state-
parameter joint estimation. Moreover, we showed that the derivatives of the model
with respect to the parameters can be used for a low-rank update of the state-state
covariance matrix Bxx, contributing to improve the assimilation results at a relatively
low computational cost. In the following sections we present a summary of the main
results of this work and discuss possible further lines of investigation.
8.1 Conclusions
In Chapter 2 we presented basic results concerning the general DA problem that were
used in the framework of this investigation. Special attention was given to the KF and
EKF formulas, which describe the propagation of the error statistics along the assimila-
tion process, and to the 3D-Var, known for its robustness, simplicity and computational
efficiency. Our ultimate goal was to combine ideas from these two approaches in the
context of parameter estimation, to obtain good estimates of state and parameters at
low computational cost.
The augmented state approach, introduced in Chapter 3, is a strategy which obtains
at the same time estimates of the state and parameter variables, by solving a new DA
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problem. States and parameters are combined into a new augmented state vector, and
the forecast and observation operators are also modified, reflecting the time-invariant
property of the parameters and the fact that they are not observed, respectively.
Nevertheless, in Chapter 4 we showed that following the augmented state approach,
even for a simple example, a classical method like the EKF can fail to recover state and
parameter to an acceptable level of accuracy.
In the EKF, during the forecast step and under perfect model assumptions, the covari-
ances between parameters are unchanged. On the other hand, during the assimilation
step the parameter variance is always reduced. This means that an eventual excessive
reduction of the parameter variance during an assimilation step (an overconfidence of
the filter in the parameter estimate) can cause the divergence of the scheme, as shown
for the linear advection model. We proposed simple modifications of the EKF formulas
to overcome this difficulty. The first two are based on controlling the size of the norm of
state-parameter covariance Bxp and the parameter-parameter covariance Bpp. This can
be done by either fixing Bpp or resizing the norm of Bxp, such that it is kept constant.
Very good estimates were obtained when these simple modifications were combined with
an averaging of the parameter along the assimilation window. The third strategy dis-
cussed considers the wrong parameter value as a source of model error and incorporates
the resulting model error covariance matrix in the update of the augmented state covari-
ance. The ideas of fixing the parameter-parameter covariance and using the parameter
sensitivities in the update of the state-state covariance were incorporated in the novel
method proposed in this thesis.
In the context of DA some schemes combine ideas of two or more methods to improve
either the accuracy of the state estimation or the computational efficiency of the assim-
ilation scheme. In Chapter 5 we focused on the method proposed by Smith [101], to
which we refer as the FDSPC, and that was designed especially for the state and pa-
rameter estimation problem using the augmented state approach. The author proposes
a 3D-Var-like method, in which the Bxp is updated using the derivative of the model
with respect to the parameters and the parameter-parameter covariance Bpp. Here we
showed that this update is related to the computation of an empirical covariance matrix
using state samples generated with different parameter values. The main strength of
the method is that a flow-dependent Bxp is essential to obtain good estimates of the
state and parameters. At the same time, the proposed update can be computed very
efficiently, supposing that the number of parameters is small. Based on this approach
we proposed a modification, which we named the LRSSC, consisting in incorporating a
flow-dependent Bxx, while keeping the same update for Bxp. For the sake of clarity we
repeat the update formula presented in Section 5.2 here:
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Bxx = αB
b
xx + (1− α)NBppN. (8.1)
The new update uses a convex combination of a time-invariant background covariance,
which accounts for the long-time-scale state errors and contributes to preserving the
positive-definite property of the covariance, and a flow-dependent matrix, typically low-
ranked (if the number of parameters is small), which also depends on the sensitivities
of the model with respect to the parameter and a static Bpp. This flow-dependent
term accounts for the short-time-scale errors and is related to a model biased caused
by a wrong estimation of the parameters. In Section 5.2 we showed that for the linear
advection model the uncertainties on the parameter do have a huge impact on the
propagation of the state error statistics, so it was expected that the new approach
could contribute to improve the results obtained by Smith. In fact, the FDSPC can be
considered as a particular case of our more general method, setting α = 1. Furthermore,
the order of the computational cost of the LRSSC is equivalent to that of the FDSPC,
which means that it is possible to get a flow-dependent Bxx without significant extra
computational effort.
Convergence conditions for the sequential 3D-Var concerning the covariance Bxp were
obtained in Chapter 6, for the linear, time-invariant state-parameter dynamical system.
Despite the fact that in practical applications the forecast or the observation operator
are in general nonlinear, most of the basic theory is based on the assumption that both
operators are linear, so the study of this case is of crucial importance. We showed that
in this case the LRSSC, and therefore the FDSPC, are equivalent to a sequential 3D-Var
with a special Bxx and Bxp structure. This is because the derivatives of the model with
respect to the parameters are time-invariant. It implies that convergence conditions
imposed to Bxp can be translated into conditions imposed to Bpp. We characterized the
3D-Var iteration process as a new dynamical system, for which the expected value of the
state and parameter estimation error tends to zero if the eigenvalues of the corresponding
iteration matrix are inside the unit circle.
Special scenarios were analysed and we were able to find conditions on Bxp to ensure
that the eigenvalues of the aforementioned iteration matrix are inside the unit circle
when the 3D-Var is applied. Furthermore, equivalent conditions on Bpp were found for
the FDSPC and the LRSSC methods. One of these special scenarios is when the state is
completely observed and the observations are very precise (R ≈ 0). We showed that for
the single parameter case, the convergence condition is more restrictive the larger α is
set. Necessary and sufficient conditions were deduced for the case, where only one state
variable is observed, as well as for the case where the state estimation is very precise
(Bxx ≈ 0).
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An important theoretical result was the proof that for the linear and time-invariant
problem convergence is not attained if the number of parameters is larger than the di-
mension of the observation vector. This is a critical result concerning the application
of the method to estimate model bias. In such cases each parameter represents the
bias of a single state variable forecast. This means that unless the state is completely
observed, which is never the case in large dimensional systems, the sequential 3D-Var
method diverges. We also showed a relation between convergence speed and the condi-
tion number of the covariance Bxx for the both FDSPC and LRSSC methods, depending
on the structure of Bpp. The parameter statistics are typically only vaguely known, so
the theoretical results obtained in this chapter can be used to decide on the structure
of Bpp, or even on an inflation factor of Bpp and Bxx.
In Chapter 7 we tested our approach using different simple nonlinear models. In general
we obtained very good results, approximating parameter and state vectors to a high level
of accuracy. Only when observations were too sparse, noisy or infrequent, the scheme
failed to recover the parameter and therefore the state, with a reasonable precision. In
general, better results were obtained when the parameters were averaged along a moving
time window after a tune-up phase during which the system stabilizes. This was also
observed by Smith in [101] when applying the FDSPC method. For α < 1, in many
cases a faster convergence of the parameter was achieved, compared to assimilations for
α = 1. This contributed to reduce the duration of the tune-up phase. Furthermore, even
in situations where the quality of the parameter estimation and the convergence speed
of the method were similar for α = 1 and for smaller value of α, better estimations of the
state, reflected in a smaller RMSE, were obtained for the flow-dependent structure of the
state-state covariance. We observed that the optimal choice of α depends on the specific
model, as well as on the precision and frequency of observations. In general, better
results were obtained for small values of α when observations were relatively accurate
or often assimilated.
Ideally the error statistics should be transported forward by the model. Nevertheless,
the computational cost of such an approach is prohibitive for large scale problems. The
LRSSC method can be seen as a compromise between a precise representation of the
error statistics and a low computational cost. The results suggest that updating Bxx by
combining a static covariance with a low-rank, flow-dependent term related to the model
derivatives with respect to the parameters, can contribute to improve the estimations of
parameters and state. Based on the theoretical and practical results of this investigation
we expect that the LRSSC can be applied to larger and more complex models.
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8.2 Future work
In Chapter 6 we obtained theoretical results for the convergence of the sequential 3D-Var
when applied to models which are linear with respect to both, state and parameter. It
would be interesting to find convergence results for more complex models. The next level
of complexity would be to consider models which are linear with respect to the state, if
the parameter is fixed, but where the forecast matrix depends on the parameter, such
that the augmented state problem is no longer linear. This is the case, for example, of
the linear advection model. Such dynamical systems can be described by an equation
of the form xk+1 = A(p)xk. In this case neither a standard sequential 3D-Var, nor any
of the studied approaches can be reduced to a time-invariant dynamical system as in
the pure linear case. This implies extra difficulties to find convergence conditions and
requires therefore a completely different analysis.
In our experiments we only considered small dimensional models to test our strategy.
Though the results were promising, a next step should be to investigate, how the method
performs when applied to more complex, high dimensional problems. Real applications
differ from our test models not only in the dimension of the problem. Many other
aspects add extra complexity to the assimilation process, like for example, non ho-
mogeneously distributed observations, correlations between the observed variables or
parameters, amongst others. It would be then necessary to design and implement a
more robust computational software, based on our strategy, that can solve these more
realistic problems.
In the framework of this investigation we only considered fixed convex combinations
of the static and flow-dependent matrices involved in the update of Bxx. We showed
that for the models tested, the best choice of the scheme parameter α depends on the
observation variance or frequency, amongst other factors. However, the relation between
these factors and α should be more carefully investigated. Besides, it would be important
to have a deeper insight of the role of α in the formulas for the covariance inverse update.
Further research should also consider time-dependent linear combinations. We believe
that the sensitivity of the model with respect to the parameters could be used as a
measure of importance to decide on the coefficient of the flow-dependent term of the
covariance update. Another possibility would be to investigate the suitability of Bxx
updates of the form
(Bxx)k+1 = α1B
b
xx +
T∑
i=1
αi+1Nk+1−iBppNk+1−i, (8.2)
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i.e., not only considering short-time-scale errors 1 time step prior the assimilation step,
but T time steps. Of course, this generalization of the LRSSC approach would result
computationally more expensive the more terms in the sum are considered.
Appendix A
Steady State of the Linear
Advection Discrete Model
The discrete linear advection model presented in Section 4.3 is described by
xk+1 = Fxk (A.1)
where
F =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
cµ 0 . . . 0 1− cµ
1− cµ cµ 0
0
. . .
. . .
...
... 1− cµ c 0
0 . . . 0 1− cµ cµ
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
(A.2)
with µ = ∆t∆z and 0 < c <
∆z
∆t . We will show that the only steady state of (A.1) is
x∗ = x¯
(
1, 1, . . . , 1
)
, with x¯ =
∑n
i=1 x0i for any initial state x0. Matrix F is a circulant
matrix, which means that each row vector is rotated an element to the right in relation
to the preceding row. For a deeper understanding and application cases see [96], [97],
[46] and [55]. This property means that all the matrix coefficients can be inferred from
the first row. Therefore, a common way of representing such matrices is by the notation
F = circ[c0 = f11, c1 = f12, . . . , cn−1 = f1n] (in this case F = circ[cµ, 0, 0, . . . , 0, 1− cµ]).
On the other hand
0 < c <
∆z
∆t
⇔ 0 < c∆t
∆z
< 1⇔ 0 < cµ < 1. (A.3)
From (A.3) it is clear that the entries of the matrix F are all positive and smaller than
1. Moreover, the sum of the elements of each row (each column) is 1. Then F is not only
circulant but stochastic. From [112] we know that if A is a circulant stochastic matrix
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the eigenvalues are given by evaluating the polynomial pA(x) =
∑n−1
i=0 cix
i at the n-th
roots of unity wj , j = 0, 1, . . . , n − 1. In our case pF (x) = cµ + (1 − cµ)xn−1. The n
eigenvalues of F are
pF (w
j) = cµ+ (1− cµ)wj(n−1), j = 0, 1, . . . , n− 1 (A.4)
=
⎧⎨⎩cµ+ (1− cµ)w(j−1)n+n−j j = 1, . . . , n− 11 j = 0 (A.5)
(wn)j−1=1
=
⎧⎨⎩cµ+ (1− cµ)wn−j j = 1, . . . , n− 11 j = 0 (A.6)
All the n eigenvalues are different. Notice that they are the result of dividing the
circumference of radius 1 − cµ and center in (cµ, 0) into n equally spaced points. The
eigenvalue with the largest absolute value is 1 and it is the only eigenvalue with that
absolute value. The eigenspace associated to it has therefore dimension 1. It can be
checked that if v = 1√
n
(
1 1 . . . 1
)
, then Fv = v, so v is the eigenvector associated
to 1 and
lim
k→∞
F k = vv =
1
n
⎛⎜⎜⎜⎜⎜⎝
1 1 . . . 1
1 1
...
. . .
1 1
⎞⎟⎟⎟⎟⎟⎠ , (A.7)
from where
lim
k→∞
xk = lim
k→∞
F kx0 = x
∗. (A.8)
Appendix B
Computational Cost of the
Hybrid Approach Covariance
Update
Here we analyse the cost of computing our hybrid approach update presented in Section
5.2. As before, n and  refer to the dimensions of the state and parameter vectors,
respectively. We assume that a computational code b(x) for computing the matrix-
vector multiplication Bbxx
−1
x is available, and that its computational cost is O(r). If
Bbxx is a dense matrix with no special structure then r ≈ n2, where n is the dimension
of the state vector x. Nevertheless, for many high dimensional problems r  n2. We
also assume that B−1pp is given. Here we show that evaluating B−1z according to the
update of the LRSSC presented in section 5.2 has a computational cost of O(r), which
is equivalent to the computational complexity of the FDSPC update.
The update of the inverse of the state-state covariance matrix times a matrix A ∈ Rn×q
according to 5.26 can be written as:
Bxx
−1A =
(
Bbxx
−1
α1
− Bbxx
−1
N
α1
(
B−1pp
α2
+ N
Bbxx
−1
N
α1
)−1
NBbxx
−1
α1
)
A, (B.1)
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and is equivalent to the three-steps computation:
X =
Bbxx
−1
N
α1
, (B.2)
S =
(
B−1pp
α2
−NTX
)−1
, (B.3)
Bxx
−1A =
Bbxx
−1
α1
A−XSXTA. (B.4)
Below we analyse the cost of this update, taking into account that the cost of the matrix
multiplication M1M2, with M ∈ Rm×q and M2 ∈ Rq×n is O(mnq):
1. Compute X: the cost is O(r), as requires to run b(Ni) for i = 1, 2, . . . . The
resulting matrix has dimension n× .
2. Compute S: we compute the product V1 = N
X ( O(n2), V1 ∈ R×), sum the
two matrices (O(2)) and invert the resulting matrix S =
(
B−1pp
α1
− V1
)−1
(O(3)) .
3. Evaluating (B.4): V2 = X
A (O(nq), V2 ∈ R×q). The remaining matrix multi-
plications V3 = SV2 and V4 = XV3 have cost (O(2q)) and (O(nq)) respectively.
4. B
b
xx
−1
α1
A has cost O(rq), as requires to run b(Ai) for i = 1, 2, . . . q.
5. The matrix subtraction has order O(nq).
Overall the computational cost is then O(max{r, rq, 3, nq, q2}), which is equivalent
to O(max{r, nq, rq}) for  n.
To compute B−1z we can write the augmented state z as z =
(
x
p
)
, where x ∈ Rn and
p ∈ R. Using 5.29:
(
Bxx Bxp
Bxp Bpp
)−1(
x
p
)
=
(
B−1xx +B−1xxBxpSBxpB−1xx −B−1xxBxpS
−SBxpB−1xx S
)(
x
p
)
, (B.5)
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with S :=
(
Bpp −BxpB−1xxBxp
)−1
. This is equivalent to the computation of the following
steps:
Y = Bxx
−1Bxp, (B.6)
S =
(
Bpp −BxpY
)−1
, (B.7)
B−1z =
(
B−1xx + Y SY  −Y S
−SY  S
)(
x
p
)
, (B.8)
=
(
B−1xx x+ Y SY x− Y Sp
−SY x+ Sp
)
. (B.9)
Such update is the same for the FDSPC and the LRSSC. The only difference is the
state-state covariance used. Attending to the dimensions of the matrices involved, we
calculate the total computational cost:
1. Computing Y: O(max(r, n2)) for the LRSSC and O(r) for the FDSPC.
2. Computing S: Obtaining BxpY is O(n2) and the cost of the matrix inversion is
O(3).
3. Computing the upper block of vectorB−1z: V5 = Y x (O(n), V5 ∈ R), V 6 = SV5
(O(2), V6 ∈ R), V7 = Y V6 (O(n), V7 ∈ Rn), V8 = B−1xx x (O(r) for the FD-
SPC and O(max{r, n}) for the LRSSC, V8 ∈ Rn), V9 = Sp (O(2), V9 ∈ R),
V10 = Y V9 (O(n), V10 ∈ Rn). The sum of the three resulting vectors is O(n).
This makes an overall cost of O(min{n, r}).
4. Computing the lower block of vector B−1z: This is equivalent to V9 − V6, which
has cost O().
The most expensive steps of the sequential process and therefore of the overall computa-
tion are calculating the matrices Y and S. For the FDSPC, as well as for the LRSSC, the
computational complexity of completing these two steps is the same: O(max{n2, r}).
It is expected that in general r > n, unless the inverse of the background state co-
variance matrix Bbxx has a very special and simple structure, for example diagonal or
tri-diagonal. Even in those cases the cost n2 is affordable if the number of parameters
is not too large. So we can conclude that the computational complexity of the update
for both approaches is O(r) in most of our problems of interest.
Appendix C
Nonlinear Oscillator Experiments
Here we present experimental results obtained for the nonlinear oscillator introduced in
Section 7.2. First we show the results related to finding an optimal value for the scheme
parameter α of the LRSSC, according to the observation variance σ2o . Later we show
the results when the standard EKF was applied.
C.1 Choosing α according to σ2o.
We present the results of experimenting with different observation variances and α’s.
For each combination 20 independent experiments were conducted, computing the state
RMSE and the relative error of the parameters at the end of the time window. The aver-
age and variance of these quantities are shown in Figures C.1, C.2 and C.3. The quality
of the state assimilation strongly depends, as expected, on the size of the observation
variance. Small values lead to accurate estimations of the state and the parameters
for α ≥ 0.2 and σ2o ≤ 0.01. In this case, there is no α for which the accuracy of the
parameter and state recovery is clearly better than for the rest.
C.2 EKF experiments.
In the following we show the results of EKF experiments for different observation fre-
quencies (∆tobs = 1, 5, 10) and σ
2
o = 0.01. Even for observations assimilated at every
time step the scheme struggles to accurately estimate x and y. For ∆tobs = 10 the state
is damped too fast due to an overestimation of both parameters (see figures C.4-C.7).
If the parameter-parameter error covariance Bpp is fixed and the parameters are averaged
after t = 25 then the results are drastically improved (see figures C.8-C.11).
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Figure C.1: Nonlinear oscillator. RMSE for different α’s and observation variances.
Left: RMSE mean. Right: RMSE variance.
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Figure C.2: Nonlinear oscillator. Relative error for the assimilated parameter m for
different α’s and observation variances. Left: |ma−mt
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| mean. Right: |ma−mt
mt
| variance.
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Figure C.3: Nonlinear oscillator. Relative error for the assimilated parameter d for
different α’s and observation variances. Left: |da−dt
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| mean. Right: |da−dt
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| variance.
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Figure C.4: Nonlinear oscillator. EKF assimilation of x for different observation
frequencies and perfect observations, σ2o = 0.01. Assimilations every ∆t (blue line),
5∆t (green line) and 10∆t (red line). The true value of x is given by the black line.
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Figure C.5: Nonlinear oscillator. EKF assimilation of y for different observation
frequencies and noisy observations, σ2o = 0.01. Assimilations every ∆t (blue line), 5∆t
(green line) and 10∆t (red line). The true value of y is given by the black line.
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Figure C.6: Nonlinear oscillator. EKF assimilation of m for different observation
frequencies and perfect observations, σ2o = 0.01. Assimilations every ∆t (blue line),
5∆t (green line) and 10∆t (red line). The true value of m is given by the black line.
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Figure C.7: Nonlinear oscillator. Assimilation of d for different observation frequen-
cies and noisy observations, σ2o = 0.01. Assimilations every ∆t (blue line), 5∆t (green
line) and 10∆t (red line). The true value of d is given by the black line.
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Figure C.8: Nonlinear oscillator. EKF assimilation of x fixing Bpp, for different
observation frequencies and perfect observations, σ2o = 0.01. Assimilations every ∆t
(blue line), 5∆t (green line) and 10∆t (red line). The true value of x is given by the
black line. The black dotted line represents the point from which the parameter is
averaged.
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Figure C.9: Nonlinear oscillator. EKF assimilation of y fixing Bpp, for different
observation frequencies and noisy observations, σ2o = 0.01. Assimilations every ∆t
(blue line), 5∆t (green line) and 10∆t (red line). The true value of y is given by the
black line. The black dotted line represents the point from which the parameter is
averaged.
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Figure C.10: Nonlinear oscillator. EKF assimilation of m fixing Bpp, for different
observation frequencies and perfect observations, σ2o = 0.01. Assimilations every ∆t
(blue line), 5∆t (green line) and 10∆t (red line). The true value of m is given by the
black line. The black dotted line represents the point from which the parameter is
averaged.
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Figure C.11: Nonlinear oscillator. Assimilation of d fixing Bpp, for different observa-
tion frequencies and noisy observations, σ2o = 0.01. Assimilations every ∆t (blue line),
5∆t (green line) and 10∆t (red line). The true value of d is given by the black line.
The black dotted line represents the point from which the parameter is averaged.
Bibliography
[1] Altug˘ Aksoy, Fuqing Zhang, and John W. Nielsen-Gammon. Ensemble-based
simultaneous state and parameter estimation with MM5. Geophysical Research
Letters, 33(12):L12801, 2006.
[2] Altug Aksoy. Mesoscale ensemble-based data assimilation and parameter estima-
tion. PhD thesis, Texas A&M University, November 2005.
[3] Brian D. O. Anderson and John B. Moore. Optimal Filtering. Courier Corporation,
2012.
[4] Jeffrey L. Anderson. An Ensemble Adjustment Kalman Filter for Data Assimila-
tion. Monthly Weather Review, 129(12):2884–2903, December 2001.
[5] Jeffrey L. Anderson. An adaptive covariance inflation error correction algorithm
for ensemble filters. Tellus A, 59(2):210–224, March 2007.
[6] Jeffrey L. Anderson. Spatially and temporally varying adaptive covariance inflation
for ensemble filters. Tellus A, 61(1):72–83, January 2009.
[7] J.D Annan, J.C Hargreaves, N.R Edwards, and R Marsh. Parameter estimation in
an intermediate complexity earth system model using an ensemble Kalman filter.
Ocean Modelling, 8(1-2):135–154, January 2005.
[8] R. N. Bannister. A review of forecast error covariance statistics in atmospheric
variational data assimilation. I: Characteristics and measurements of forecast error
covariances. Quarterly Journal of the Royal Meteorological Society, 134(637):1951–
1970, October 2008.
[9] R. N. Bannister. A review of forecast error covariance statistics in atmospheric
variational data assimilation. II: Modelling the forecast error covariance statis-
tics. Quarterly Journal of the Royal Meteorological Society, 134(637):1971–1996,
October 2008.
185
Bibliography 186
[10] D. M. Barker, W. Huang, Y-R. Guo, A. J. Bourgeois, and Q. N. Xiao. A Three-
Dimensional Variational Data Assimilation System for MM5: Implementation and
Initial Results. Monthly Weather Review, 132:897–914, 2004.
[11] DM Barker, Wei Huang, YR Guo, and Al Bourgeois. A three-dimensional varia-
tional (3DVAR) data assimilation system for use with MM5. NCAR Tech Note.
NCAR/TN, 2003.
[12] Alexander Barth, Aida Alvera, Pascal Joassin, Jean-Marie Beckers, and
Charles Troupin. Introduction to Optimal Interpolation and Variational Anal-
ysis. http://modb.oce.ulg.ac.be/wiki/upload/diva_intro_slides_easy_
printer.pdf, 2008. [Online; accessed 19-July-2015].
[13] Lo¨ık Berre. Estimation of Synoptic and Mesoscale Forecast Error Covariances in
a Limited-Area Model. Monthly Weather Review, 128(3):644–667, March 2000.
[14] Keith J. Beven and Andrew M. Binley. The future of distributed models: model
calibration and uncertainty prediction. Hydrological Processes, 6(3), January 1992.
[15] Theresa Bick. Adaptive Partikelmethoden zur Parameterscha¨tzung in der Date-
nassimilation. Diploma thesis, Universita¨t Bremen, 2012.
[16] C. H. Bishop, D. D. Kuhl, E. Satterfield, and R. Tom. Accounting for ensemble
variance inaccuracy with Hybrid Ensemble 4D-VAR. AGU Fall Meeting Abstracts,
-1:01, December 2011.
[17] Craig H. Bishop, Brian J. Etherton, and Sharanya J. Majumdar. Adaptive Sam-
pling with the Ensemble Transform Kalman Filter. Part I: Theoretical Aspects.
Monthly Weather Review, 129(3):420–436, March 2001.
[18] F. Bouttier and G. Kelly. Observing-system experiments in the ECMWF 4D-Var
data assimilation system. Quarterly Journal of the Royal Meteorological Society,
127(574):1469–1488, April 2001.
[19] Stephen Boyd and Lieven Vandenberghe. Convex Optimization. Cambridge Uni-
versity Press, 2004.
[20] Douglas P. Boyle, Hoshin V. Gupta, and Soroosh Sorooshian. Toward improved
calibration of hydrologic models: Combining the strengths of manual and auto-
matic methods. Water Resources Research, 36(12):3663–3674, December 2000.
[21] Pierre Brasseur and Jacques Verron. The SEEK filter method for data assimilation
in oceanography: a synthesis. Ocean Dynamics, 56(5-6):650–661, August 2006.
Bibliography 187
[22] B. Bruhn. Wiggins, S., Introduction t o Applied Nonlinear Dynamical Systems
and Chaos. Berlin etc., Springer-Verlag 1990. 672 pp., 291 figs., DM 98,00. ISBN
3-540-97003-7 (Texts in Applied Mathematics 2). ZAMM - Journal of Applied
Mathematics and Mechanics, 72(8):346–346, 1992.
[23] Roland Brun, Peter Reichert, and Hans R. Ku¨nsch. Practical identifiability
analysis of large environmental simulation models. Water Resources Research,
37(4):1015–1030, April 2001.
[24] Mark Buehner. Ensemble-derived stationary and flow-dependent background-error
covariances: Evaluation in a quasi-operational NWP setting. Quarterly Journal
of the Royal Meteorological Society, 131(607):1013–1043, April 2005.
[25] Gerrit Burgers, Peter Jan van Leeuwen, and Geir Evensen. Analysis Scheme in
the Ensemble Kalman Filter. Monthly Weather Review, 126(6):1719–1724, June
1998.
[26] Richard H. Byrd, Peihuang Lu, Jorge Nocedal, and Ciyou Zhu. A Limited Mem-
ory Algorithm for Bound Constrained Optimization. SIAM Journal on Scientific
Computing, 16(5):1190–1208, September 1995.
[27] John Rozier Cannon. The One-Dimensional Heat Equation. Cambridge University
Press, 1984.
[28] Yan Chen and Dean S. Oliver. Cross-covariances and localization for EnKF in
multiphase flow data assimilation. Computational Geosciences, 14(4):579–601,
December 2009.
[29] C. T. CHENG, C. P. OU, and K. W. CHAU. Combining a fuzzy optimal model
with a genetic algorithm to solve multi-objective rainfall-runoff model calibration.
Journal of hydrology, 268(1-4):72–86, 2002.
[30] A. M. Clayton, A. C. Lorenc, and D. M. Barker. Operational implementation
of a hybrid ensemble/4D-Var global data assimilation system at the Met Office.
Quarterly Journal of the Royal Meteorological Society, 139(675):1445–1461, July
2013.
[31] Jerome Cornfield. Bayes theorem. Revue de l’Institut International de Statistique,
35(1):34–49, 1967.
[32] P. Courtier, J.-N. The´paut, and A. Hollingsworth. A strategy for operational
implementation of 4D-Var, using an incremental approach. Quarterly Journal of
the Royal Meteorological Society, 120(519):1367–1387, July 1994.
Bibliography 188
[33] Philippe Courtier. Dual formulation of four-dimensional variational assimilation.
Quarterly Journal of the Royal Meteorological Society, 123(544):2449–2461, Jan-
uary 2007.
[34] J. Derber and F. Bouttier. A reformulation of the background error covariance
in the ECMWF global data assimilation system. Tellus A, 51(2):195–221, March
1999.
[35] John C. Derber. A Variational Continuous Assimilation Technique. Monthly
Weather Review, 117(11):2437–2446, November 1989.
[36] John Doherty and Randall J. Hunt. Two statistics for evaluating parameter iden-
tifiability and error reduction. Journal of Hydrology, 366(1-4):119–127, March
2009.
[37] Georg Duffing. Erzwungene Schwingungen bei vera¨nderlicher Eigenfrequenz und
ihre technische Bedeutung. Sammlung Vieweg. Heft 41/42, Braunschweig 1918.
VI+134 S. ZAMM - Journal of Applied Mathematics and Mechanics / Zeitschrift
fu¨r Angewandte Mathematik und Mechanik, 1(1):72–73, November 1921.
[38] Richard J. Engelen. Estimating atmospheric CO 2 from advanced infrared satellite
radiances within an operational 4D-Var data assimilation system: Methodology
and first results. Journal of Geophysical Research, 109(D19):D19309, 2004.
[39] Richard J. Engelen. Estimating atmospheric CO 2 from advanced infrared satel-
lite radiances within an operational four-dimensional variational (4D-Var) data
assimilation system: Results and validation. Journal of Geophysical Research,
110(D18):D18305, 2005.
[40] Brian J. Etherton and Craig H. Bishop. Resilience of Hybrid Ensemble/3DVAR
Analysis Schemes to Model Error and Ensemble Covariance Error. Monthly
Weather Review, 132(5):1065–1080, May 2004.
[41] Geir Evensen. Sequential data assimilation with a nonlinear quasi-geostrophic
model using Monte Carlo methods to forecast error statistics. Journal of Geo-
physical Research, 99(C5):10143, 1994.
[42] Geir Evensen. Advanced Data Assimilation for Strongly Nonlinear Dynamics.
Monthly Weather Review, 125:1342–1354, 1997.
[43] Geir Evensen. The Ensemble Kalman Filter: theoretical formulation and practical
implementation. Ocean Dynamics, 53(4):343–367, November 2003.
[44] Geir Evensen. Data Assimilation: The Ensemble Kalman Filter. Springer Science
& Business Media, 2006.
Bibliography 189
[45] Geir Evensen. Data Assimilation. Springer Berlin Heidelberg, Berlin, Heidelberg,
2009.
[46] Jishe Feng. A note on computing of positive integer powers for circulant matrices.
Applied Mathematics and Computation, 223:472–475, 2013.
[47] Elana J. Fertig, John Harlim, and Brian R. Hunt. A comparative study of 4D-
VAR and a 4D Ensemble Kalman Filter: perfect model simulations with Lorenz-96.
Tellus A, 59(1):96–100, January 2007.
[48] Mike Fisher. Background error covariance modelling. ftp://ftp.cerfacs.
fr/pub/globc/exchanges/daget/DOCS/sem2003_fisher.pdf, 2003. [Online; ac-
cessed 7-June-2015].
[49] James E. Gentle. Random Number Generation and Monte Carlo Methods. Statis-
tics and Computing. Springer-Verlag, New York, 2003.
[50] Ralf Giering and Thomas Kaminski. Recipes for adjoint code construction. ACM
Transactions on Mathematical Software, 24(4):437–474, December 1998.
[51] Georg A Grell, Jimy Dudhia, David R Stauffer, and Others. A description of the
fifth-generation Penn State/NCAR mesoscale model (MM5). Technical report,
Mesoscale and Microscale Meteorology Division, National Center for Atmospheric
Research, 1994.
[52] Steven J. Greybush, Eugenia Kalnay, Takemasa Miyoshi, Kayo Ide, and Brian R.
Hunt. Balance and Ensemble Kalman Filter Localization Techniques. Monthly
Weather Review, 139(2):511–522, February 2011.
[53] Yaqing Gu and Dean S. Oliver. An Iterative Ensemble Kalman Filter for Multi-
phase Fluid Flow Data Assimilation. SPE Journal, 12(04):438–446, April 2013.
[54] John Guckenheimer and Philip Holmes. Nonlinear Oscillations, Dynamical Sys-
tems, and Bifurcations of Vector Fields, Volume 42. Springer, 1983.
[55] Jesu´s Gutie´rrez-Gutie´rrez. Positive integer powers of complex symmetric circulant
matrices. Applied Mathematics and Computation, 202(2):877–881, August 2008.
[56] William W. Hager. Updating the Inverse of a Matrix. SIAM Review, 31(2):221–
239, June 1989.
[57] Thomas M. Hamill and Chris Snyder. A Hybrid Ensemble Kalman Filter–3D
Variational Analysis Scheme. Monthly Weather Review, 128(8):2905–2919, August
2000.
Bibliography 190
[58] Thomas M. Hamill, Jeffrey S. Whitaker, and Chris Snyder. Distance-Dependent
Filtering of Background Error Covariance Estimates in an Ensemble Kalman Fil-
ter. Monthly Weather Review, 129(11):2776–2790, November 2001.
[59] H. J. Hendricks Franssen and W. Kinzelbach. Real-time groundwater flow mod-
eling with the Ensemble Kalman Filter: Joint estimation of states and parame-
ters and the filter inbreeding problem. Water Resources Research, 44(9):n/a–n/a,
September 2008.
[60] P. L. Houtekamer and Herschel L. Mitchell. Data Assimilation Using an Ensemble
Kalman Filter Technique. Monthly Weather Review, 126(3):796–811, March 1998.
[61] P.L. Houtekamer and Herschel L. Mitchell. Ensemble Kalman filtering. Quarterly
Journal of the Royal Meteorological Society, 131(613):3269–3289, October 2005.
[62] Xiao-Ming Hu, Fuqing Zhang, and John W. Nielsen-Gammon. Ensemble-based
simultaneous state and parameter estimation for treatment of mesoscale model
error: A real-data study. Geophysical Research Letters, 37(8), April 2010.
[63] John A. Jacquez and Peter Greif. Numerical parameter identifiability and es-
timability: Integrating identifiability, estimability, and optimal sampling design.
Mathematical Biosciences, 77(1-2):201–227, December 1985.
[64] Tim E Jupp and Peter M Cox. MEP and planetary climates: insights from a two-
box climate model containing atmospheric dynamics. Philosophical transactions
of the Royal Society of London. Series B, Biological sciences, 365(1545):1355–65,
May 2010.
[65] R. E. Kalman. A New Approach to Linear Filtering and Prediction Problems.
Journal of Basic Engineering, 82(1):35, March 1960.
[66] Malvin H. Kalos and Paula A. Whitlock. Monte Carlo Methods. John Wiley &
Sons, 2008.
[67] Lindsay Kleeman. Understanding and applying Kalman filtering. In Proceedings
of the Second Workshop on Perceptive Systems, Curtin University of Technology,
Perth Western Australia (25-26 January 1996), 1996.
[68] David D. Kuhl, Thomas E. Rosmond, Craig H. Bishop, Justin McLay, and
Nancy L. Baker. Comparison of Hybrid Ensemble/4DVar and 4DVar within the
NAVDAS-AR Data Assimilation Framework. American Meotorological Society,
July 2013.
[69] Randall J. LeVeque. Numerical Methods for Conservation Laws. Birkha¨user Basel,
Basel, 1990.
Bibliography 191
[70] John M. Lewis and John C. Derber. The use of adjoint equations to solve a varia-
tional adjustment problem with advective constraints. Tellus A, 37(4), December
2011.
[71] Zhijin Li and I. M. Navon. Optimality of variational data assimilation and its
relationship with the Kalman filter and smoother. Quarterly Journal of the Royal
Meteorological Society, 127(572):661–683, January 2001.
[72] Yuqiong Liu and Hoshin V. Gupta. Uncertainty in hydrologic modeling: Toward
an integrated data assimilation framework. Water Resources Research, 43(7), July
2007.
[73] A. C. Lorenc, S. P. Ballard, R. S. Bell, N. B. Ingleby, P. L. F. Andrews, D. M.
Barker, J. R. Bray, A. M. Clayton, T. Dalby, D. Li, T. J. Payne, and F. W.
Saunders. The Met. Office global three-dimensional variational data assimilation
scheme. Quarterly Journal of the Royal Meteorological Society, 126(570):2991–
3012, October 2000.
[74] Andrew C. Lorenc. The potential of the ensemble Kalman filter for NWP—a
comparison with 4D-Var. Quarterly Journal of the Royal Meteorological Society,
129(595):3183–3203, October 2003.
[75] Edward N. Lorenz. Deterministic Nonperiodic Flow. Journal of the Atmospheric
Sciences, 20:130–141, 1963.
[76] Ralph D Lorenz. The two-box model of climate: limitations and applications
to planetary habitability and maximum entropy production studies. Philosoph-
ical transactions of the Royal Society of London. Series B, Biological sciences,
365(1545):1349–54, May 2010.
[77] S. J. Majumdar, C. H. Bishop, B. J. Etherton, and Z. Toth. Adaptive Sampling
with the Ensemble Transform Kalman Filter. Part II: Field Program Implemen-
tation. Monthly Weather Review, 130(5):1356–1369, May 2002.
[78] Guri I. Marchuk, Valeri I. Agoshkov, and Victor P. Shutyaev. Adjoint Equations
and Perturbation Algorithms in Nonlinear Problems. CRC Press, 1996.
[79] Caren Marzban. Variance-Based Sensitivity Analysis: An Illustration on the
Lorenz’63 Model. Monthly Weather Review, 141(11):4069–4079, November 2013.
[80] Dimitris Menemenlis, Paul Fieguth, Carl Wunsch, and Alan Willsky. Adaptation
of a fast optimal interpolation algorithm to the mapping of oceanographic data.
Journal of Geophysical Research, 102(C5):10573–10584, 1997.
Bibliography 192
[81] Robert N. Miller, Michael Ghil, and Franc¸ois Gauthiez. Advanced Data Assim-
ilation in Strongly Nonlinear Dynamical Systems. Journal of the Atmospheric
Sciences, 51(8):1037–1056, April 1994.
[82] Hamid Moradkhani, Kuo-Lin Hsu, Hoshin Gupta, and Soroosh Sorooshian. Un-
certainty assessment of hydrologic model states and parameters: Sequential data
assimilation using the particle filter. Water Resources Research, 41(5), May 2005.
[83] Hamid Moradkhani, Soroosh Sorooshian, Hoshin V. Gupta, and Paul R. Houser.
Dual state–parameter estimation of hydrological models using ensemble Kalman
filter. Advances in Water Resources, 28(2):135–147, February 2005.
[84] Jose´ Luis Morales and Jorge Nocedal. Remark on “algorithm 778: L-BFGS-B:
Fortran subroutines for large-scale bound constrained optimization”. ACM Trans-
actions on Mathematical Software, 38(1):1–4, November 2011.
[85] K W Morton and D F Mayers. Numerical Solution of Partial Differential Equa-
tions. Computers and Mathematics with Applications, 62(1):1–28, 2005.
[86] Taisuke Nakata and Christopher Tonetti. SMALL SAMPLE PROPERTIES OF
BAYESIAN ESTIMATORS OF LABOR INCOME PROCESSES*. Journal of
Applied Economics, 18(1):121–148, May 2015.
[87] Lars Nerger, Tijana Janjic´, Jens Schro¨ter, and Wolfgang Hiller. A Unification of
Ensemble Square Root Kalman Filters. Monthly Weather Review, 140(7):2335–
2345, July 2012.
[88] Lars Nerger, Jens Schro¨ter, and Wolfgang Hiller. The Error-Subspace Transform
Kalman Filter. http://epic.awi.de/34206/1/poster_Nergeretal_ESTKF.pdf,
October 2013. [Online; accessed 1-June-2015].
[89] Nancy Kay Nichols. Mathematical concepts of data assimilation. In W. A. Lahoz,
R. Swinbank, and Khahttatov B., editors, Data Assimilation: Making Sense of
Observations. Springer, 2009.
[90] E Ott, D J Patil, E Kalnay, M Corazza, I Szunyogh, B R Hunt, and J A Yorke.
Exploiting Local Low Dimensionality of the Atmospheric Dynamics for Efficient
Ensemble Kalman Filtering. Technical report, Cornell University Library, 2002.
[91] Edward Ott, Brian R. Hunt, Istvan Szunyogh, Aleksey V. Zimin, Eric J. Kostelich,
Matteo Corazza, Eugenia Kalnay, D. J. Patil, and James A. Yorke. A local en-
semble Kalman filter for atmospheric data assimilation. Tellus A, 56(5):415–428,
October 2004.
Bibliography 193
[92] D. Parrish and John C. Derber. The National Metheorological Center Spectra
Statistical-Interpolation Analysis. Monthly Weather Review, 120:1747–1763, 1992.
[93] D. J. Patil, Brian R. Hunt, Eugenia Kalnay, James A. Yorke, and Edward Ott.
Local Low Dimensionality of Atmospheric Dynamics. Physical Review Letters,
86(26):5878–5881, June 2001.
[94] Dinh Tuan Pham. Stochastic Methods for Sequential Data Assimilation in Strongly
Nonlinear Systems. Monthly Weather Review, 129(5):1194–1207, May 2001.
[95] A Raue, V Becker, U Klingmu¨ller, and J Timmer. Identifiability and observability
analysis for experimental design in nonlinear dynamical models. Chaos (Woodbury,
N.Y.), 20(4):045105, December 2010.
[96] Jonas Rimas. On computing of arbitrary positive integer powers for one type of odd
order symmetric circulant matrices—II. Applied Mathematics and Computation,
169(2):1016–1027, October 2005.
[97] Jonas Rimas. On computing of arbitrary positive integer powers for one type of
even order symmetric circulant matrices—I. Applied Mathematics and Computa-
tion, 172(1):86–90, January 2006.
[98] Clive D Rodgers. Inverse methods for atmospheric sounding: Theory and Practice,
Series on Atmospheric, Oceanic and Planetary Physics–Vol. 2. Singapole, World
Scentic, 2000.
[99] P. J. Smith, Sarah Louise Dance, and Nancy Kay Nichols. Data assimilation
for morphodynamic model parameter estimation: a hybrid approach. Technical
report, University of Reading, January 2009.
[100] P. J. Smith, G. D. Thornhill, S. L. Dance, A. S. Lawless, D. C. Mason, and N. K.
Nichols. Data assimilation for state and parameter estimation: application to
morphodynamic modelling. Quarterly Journal of the Royal Meteorological Society,
139(671):314–327, January 2013.
[101] Polly J. Smith. Joint state and parameter estimation using data assimilation with
application to morphodynamic modelling. Phd, The University of Reading, 2010.
[102] Hajoon Song, Ibrahim Hoteit, Bruce D. Cornuelle, Xiaodong Luo, and Aneesh C.
Subramanian. An Adjoint-Based Adaptive Ensemble Kalman Filter. Monthly
Weather Review, 141(10):3343–3359, October 2013.
[103] Colin Sparrow. The Lorenz Equations: Bifurcations, Chaos, and Strange Attrac-
tors, volume 41 of Applied Mathematical Sciences. Springer New York, New York,
NY, 1982.
Bibliography 194
[104] Andrew Staniforth and Jean Coˆte´. Semi-Lagrangian Integration Schemes for
Atmospheric Models—A Review. Monthly Weather Review, 119(9):2206–2223,
September 1991.
[105] James Johnston Stoker. Nonlinear Vibrations in Mechanical and Electrical Sys-
tems. John Wiley & Sons, 1992.
[106] Gilbert Strang and Kai Borre. Linear Algebra, Geodesy, and GPS. SIAM, 1997.
[107] Istvan Szunyogh, Eric J. Kostelich, Gyorgyi Gyarmati, Eugenia Kalnay, Brian R.
Hunt, Edward Ott, Elizabeth Satterfield, and James A. Yorke. A local ensemble
transform Kalman filter data assimilation system for the NCEP global model.
Tellus A, September 2007.
[108] Michael Tabor. Chaos and Integrability in Nonlinear Dynamics: An Introduction.
Wiley-Interscience, 1989.
[109] K. Takeyama. Dynamics of the Lorenz Model of Convective Instabilities. II.
Progress of Theoretical Physics, 63:91–105, 1980.
[110] J. M. T. Thompson and H. B. Stewart. Nonlinear Dynamics & Chaos: Geometrical
Methods for Engineers and Scientists. Wiley-Blackwell, 2001.
[111] Richard E. Thomson and William J. Emery. Data Analysis Methods in Physical
Oceanography. Newnes, 2014.
[112] Gregory P. Tollisen and Tama´s Lengyel. Intermediate and Limiting Behavior of
Powers of some Circulant Matrices. Ars Comb., 88, 2008.
[113] Mingjing Tong and Ming Xue. Simultaneous Estimation of Microphysical Param-
eters and Atmospheric State with Simulated Radar Data and Ensemble Square
Root Kalman Filter. Part I: Sensitivity Analysis and Parameter Identifiability.
Monthly Weather Review, 136(5):1630–1648, May 2008.
[114] Mingjing Tong and Ming Xue. Simultaneous Estimation of Microphysical Parame-
ters and Atmospheric State with Simulated Radar Data and Ensemble Square Root
Kalman Filter. Part II: Parameter Estimation Experiments. Monthly Weather Re-
view, 136(5):1649–1668, May 2008.
[115] Lloyd N. Trefethen, David Bau, and III. Numerical Linear Algebra. Society for
Industrial and Applied Mathematics, 1997.
[116] Yannick Tre´molet. Accounting for an imperfect model in 4D-Var. Quarterly Jour-
nal of the Royal Meteorological Society, 132(621):2483–2504, October 2006.
Bibliography 195
[117] Yannick Tre´molet. Model-error estimation in 4D-Var. Quarterly Journal of the
Royal Meteorological Society, 133(626):1267–1280, July 2007.
[118] Dinh Tuan Pham, Jacques Verron, and Marie Christine Roubaud. A singular
evolutive extended Kalman filter for data assimilation in oceanography. Journal
of Marine Systems, 16(3-4):323–340, October 1998.
[119] Vyacheslav P. Tuzlukov and Cheng. Signal Processing Noise, volume 8. CRC
Press, Inc., May 2002.
[120] Yoshisuke Ueda. Survey of regular and chaotic phenomena in the forced Duffing
oscillator. Chaos, Solitons & Fractals, 1(3):199–231, January 1991.
[121] P. J. van Leeuwen. Nonlinear data assimilation in geosciences: an extremely
efficient particle filter. Quarterly Journal of the Royal Meteorological Society,
136(653):1991–1999, October 2010.
[122] Peter Jan van Leeuwen. Comment on “Data Assimilation Using an Ensemble
Kalman Filter Technique”. Monthly Weather Review, 127(6):1374–1377, June
1999.
[123] Peter Jan van Leeuwen. Particle Filtering in Geophysical Systems. Monthly
Weather Review, 137(12):4089–4114, December 2009.
[124] Geert Jan van Oldenborgh, Gerrit Burgers, Stephan Venzke, Christian Eckert, and
Ralf Giering. Tracking down the ENSO delayed oscillator with an adjoint OGCM.
Monthly Weather Review, 127, August 1997.
[125] Lieven Vandenberghe and Y. H Kuo. Introduction to the MM5 3D-Var Data
Assimilation System. Technical report, National Center for Atmospheric Research,
1999.
[126] K.-Y. Wang, D. J. Lary, D. E. Shallcross, S. M. Hall, and J. A. Pyle. A review on
the use of the adjoint method in four-dimensional atmospheric-chemistry data as-
similation. Quarterly Journal of the Royal Meteorological Society, 127(576):2181–
2204, July 2001.
[127] Xuguang Wang. Application of the WRF Hybrid ETKF–3DVAR Data Assimila-
tion System for Hurricane Track Forecasts. Weather and Forecasting, 26(6):868–
884, December 2011.
[128] Xuguang Wang, Dale M. Barker, Chris Snyder, and Thomas M. Hamill. A Hybrid
ETKF–3DVAR Data Assimilation Scheme for the WRF Model. Part I: Observ-
ing System Simulation Experiment. Monthly Weather Review, 136(12):5116–5131,
December 2008.
Bibliography 196
[129] Xuguang Wang, Thomas M. Hamill, Jeffrey S. Whitaker, and Craig H. Bishop.
A Comparison of Hybrid Ensemble Transform Kalman Filter–Optimum Interpola-
tion and Ensemble Square Root Filter Analysis Schemes. Monthly Weather Review,
135(3):1055–1076, March 2007.
[130] Xuguang Wang, Chris Snyder, and Thomas M. Hamill. On the Theoretical
Equivalence of Differently Proposed Ensemble–3DVAR Hybrid Analysis Schemes.
Monthly Weather Review, 135(1):222–227, January 2007.
[131] Greg Welch and Gary Bishop. An Introduction to the Kalman Filter. https:
//www.cs.unc.edu/~welch/media/pdf/kalman_intro.pdf, 1995. [Online; ac-
cessed 12-June-2015].
[132] Xian-Huan Wen and Wen H. Chen. Real-Time Reservoir Model Updating Using
Ensemble Kalman Filter With Confirming Option. SPE Journal, 11(04):431–442,
April 2013.
[133] Jeffrey S. Whitaker and Thomas M. Hamill. Ensemble Data Assimilation without
Perturbed Observations. Monthly Weather Review, 130(7):1913–1924, July 2002.
[134] Henry Wolkowicz and George P.H. Styan. Bounds for eigenvalues using traces.
Linear Algebra and its Applications, 29:471–506, February 1980.
[135] Max Woodbury. Inverting Modified Matrices. Memorandum report, 42:106, 1950.
[136] Max Yaremchuk, Dmitri Nechaev, and Gleb Panteleev. A Method of Successive
Corrections of the Control Subspace in the Reduced-Order Variational Data As-
similation. Monthly Weather Review, 137(9):2966–2978, September 2009.
[137] Fuqing Zhang, Meng Zhang, and James A. Hansen. Coupling ensemble Kalman
filter with four-dimensional variational data assimilation. Advances in Atmospheric
Sciences, 26(1):1–8, January 2009.
[138] Yihan Zhang, Xia Li, Xiaoping Liu, and Jigang Qiao. Self-modifying CA model
using dual ensemble Kalman filter for simulating urban land-use changes. Inter-
national Journal of Geographical Information Science, pages 1–20, May 2015.
[139] D.Q. Zheng, J.K.C. Leung, and B.Y. Lee. Online update of model state and
parameters of a Monte Carlo atmospheric dispersion model by using ensemble
Kalman filter. Atmospheric Environment, 43(12):2005–2011, April 2009.
[140] Ciyou Zhu, Richard H. Byrd, Peihuang Lu, and Jorge Nocedal. Algorithm 778:
L-BFGS-B: Fortran subroutines for large-scale bound-constrained optimization.
ACM Transactions on Mathematical Software, 23(4):550–560, December 1997.
Bibliography 197
[141] Dusanka Zupanski and Milija Zupanski. Model Error Estimation Employing an
Ensemble Data Assimilation Approach. Monthly Weather Review, 134(5):1337–
1354, May 2006.
