We introduce in this paper the innovative concept of self-organized femtocells for future generation broadband cellular networks. Since the home is the basic unit at which femtocells will be located, their deployment will be massive and their number and position unknown to the operator. This requires femtocells to be autonomous and self-organized, and able to work without human intervention. We propose self-organization to be implemented through Reinforcement Learning (RL) and femtocells to make transmission decisions as a multiagent system, with the objective of maximizing the system capacity and not generating additional interference to the traditional macrocell network. In particular, we manage the femto-to-macro aggregated interference, in realistic wireless settings, by means of Q-Learning (QL) techniques, which allow the femtocells to learn online and distributively the most appropriate resource allocation policy by continuous interactions with the environment. However, QL is based on discrete representation of state and action spaces, which makes the proposed approach not independent of the environment and designer criterion, since it requires a significant human intervention in the definition of the state and action spaces. As a result, we propose to optimize the self-organization capabilities of the proposed scheme by combining QL with the Fuzzy Inference System (FIS) theory.
I. INTRODUCTION
In the last years, global mobile data traffic has increased more than 130% per year, and it is predicted to continue augmenting at a compound annual growth rate of 78%. This growth comes as a result of the proliferation of data-oriented devices, i.e. smartphones, tablets, laptops with mobile broadband, etc., and with them, the emergence and availability of services and applications. There is then the urgent need of further wireless capacity. In this sense, it has been recently observed [1] that since 1957 there has been a million fold increase in wireless capacity. If broken down into constituent components, a 25-times improvement is due to a wider spectrum, a 5-times gain to chopping the spectrum into smaller slices, a 5-times enhance is due to advances in modulation and coding schemes and a 1600-times increase is due to reduced cell sizes and transmit distances that allow efficient spatial reuse of spectrum. Currently, wireless cellular systems with one Long Term Evolution-Advanced (LTE-A) Base Station (BS), whose standards are defined in 3rd Generation Partnership Project (3GPP) release 10 [2] , can achieve a performance close to the optimal information theoretic capacity limit. As a result, further gains strongly depend on the development of an advanced network topology, reducing the distance between the transmitter and the receiver. This is where the innovative concept of femtocells [1] naturally fits in.
Femtocells are short range, low power, low cost cellular BSs designed to serve small areas such as a home, or an office environment, providing radio coverage of a certain cellular network standard. They are connected to the service provider via broadband connection, e.g., Digital
Subscriber Line (DSL) or optical fiber. Due to these characteristics, they can be deployed far more densely than macrocells, and femtocell spectrum can be reused more efficiently. Femtocells enable reduced distance between the transmitter and the receiver, and reduced transmit power while maintaining good indoor coverage, since penetration losses and outdoor propagation attenuation partially insulate the femtocell from inter and intracell interference. Besides, as femtocells serve around 1 to 5 users, they can devote a larger portion of resources to the connected users compared to macrocells. Indoor subscribers are served through the user-installed femtocell, providing high data rates and reliable traffic, while the operator reduces traffic on the macrocell, thus focusing only on outdoor and mobile users.
In this novel cellular ecosystem, characterized by the coexistence of heterogeneous types of nodes, a notable number of network parameters with complex interdependencies has to be considered and optimized without relying on human intervention. This is proposed to be achieved through the concept of a self-organized macro-femto network [3] [4] able to autonomously selfconfigure and self-optimize the complex Radio Access Network (RAN) without planning actions, but reacting in response to the dynamics of the network. This will allow to increase network performance and service quality avoiding the expensive human interventions of traditional cellular networks.
From the operators' perspective, since a large amount of traffic can be offloaded from macrocells, macrocell sites can be reduced, which would result in important Capital Expenditures (CAPEX) savings in the RAN and in the backhaul. This will also lead to associated savings on the Operational Expenditure (OPEX). Preliminary studies have shown that 60000 USD/year maintenance of a macrocell reduces to 10000 USD/year for an equivalent capacity femto network [1] , and that further savings can be achieved on the OPEX through the implementation of a self-organized femtocell network.
Despite the economic and technical benefits promised by the introduction of this new technology, the deployment of femtocells will also cause some problems to operators. To achieve the expected spectral efficiency, macro and femto layers should operate in the same frequency band, and therefore, the interference becomes more random and harder to control. In addition, since femtocells will be placed by end consumers, their number and position is unknown to the network operator. As a consequence, the interference cannot be handled by means of a centralized frequency planning, which generates a distributed interference management problem.
In this paper we investigate the autonomous interference coordination in a heterogeneous macro-femto network, from the point of view of the aggregated interference that a femtocell network may generate at macrocell users. The interpretation we give to these autonomous decisions relies on the theory of self-organization, which we propose to implement following a Reinforcement Learning (RL) formulation [5] , since it takes decisions based on environmental sensed information allowing an online learning. Each femtocell is considered as an autonomous agent able to adjust to the interference of the surrounding environment. Femtocells are therefore modeled as a multiagent system [6] , lacking of a central authority and working in a coordinated fashion to find a stable and reliable behavior function.
Specifically, among different options, the authors have already proposed to solve the interference management problem from femto to macro system through Q-Learning (QL) [7] [8], since it is the most representative RL algorithm and it provides the most meaningful results for our application, as demonstrated in [9] . In addition, in the framework of 3GPP releases 8,9
June 4, 2013 DRAFT or 10, we have also proposed QL supported by Partially Observable Markov Decision Process (POMDP), to be executed without relying on information to be exchanged between macro and femto layers through the X2 interface [10] . QL works by quantifying, through a Q-function, the quality of a given action in a certain state of the environment. The Q-function is usually
represented by means of a Q- for implementation of self-organized antenna configuration. Additionally to the benefits already mentioned, FQL offers other interesting advantages such as: (1) a more compact and effective expertness representation mechanism and (2) the possibility of speeding up the learning process by incorporating offline expert knowledge in the inference rules. Some preliminary results on system capacity for a low complex scenario for the proposed approach have been presented by the authors in [17] . Finally, we also discuss in this paper the practical implementability of the proposed approaches in 3GPP systems and in state of the art processors.
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To sum up, the paper's main contributions are:
1) We define a QL algorithm to solve the femto-to-macro interference management problem.
2) We improve the femtocells self-organization capabilities by the introduction of fuzzy logic. We propose FQL to optimize the self-organization capabilities, enhance the system performances, increase the learning speed and eliminate subjectivity on the design of state and action spaces.
3) We discuss the implications of implementing the proposed schemes in 3GPP systems and the memory and computational requirements, evaluating if they are compliant with the state of the art processors.
This paper is structured as follows. In Section II, we present the system model. In Section III, we describe the QL basics and then we present the proposed QL algorithm. In Section IV, we present the proposed FQL algorithm. In Section V, we describe relevant simulation results. In Section VI, we discuss the practical implementation requirements, in terms of 3GPP standard, memory and computational cost and finally, Section VII summarizes the main conclusions.
II. SYSTEM MODEL
We consider a heterogeneous wireless network composed of a set of M macrocells that coexist with F femtocells. The M =|M| macrocells form a regular hexagonal network layout with intersite distance D, and provide coverage over the entire network, consisting of both indoor and outdoor users. The F =|F| femtocells are placed indoors within the macro-cellular coverage area following the 3GPP dual stripe deployment model [18] . Both, macro and femtocells, operate in the same frequency band, which allows to increase the spectral efficiency per area through spatial frequency reuse. Likewise, the SINR of femtouser u f ∈U F , who is allocated in RB r by femtocell f is:
where h The capacity that femto and macrocell achieve, represented by C m and C f , is the sum over the individual capacities of all RBs, which is upper bounded by the Shannon's capacity, where i = (m, f ), respectively:
where C f r and C m r are the capacities of femto and macrocell BSs in RB r, respectively. Then, the total capacity of the network amounts to:
III. LEARNING WITH DISCRETE STATE AND ACTION SPACES: DISTRIBUTED Q-LEARNING
In Machine Learning (ML) literature, the ability of learning new behaviors online and automatically adapting to the temporal dynamics of the system is commonly associated with RL [19] .
At each learning iteration, the agent perceives the state of the environment and takes an action to transit to a new state. A scalar cost is received, which evaluates the quality of this transition. In a wireless setting, the single agent approach can be applied in scenarios characterized by only one decision maker. On the other hand, the multiagent approach is applied in situations where the intelligence has to be distributed across multiple nodes. In femtocells with co-channel operation the interference cannot be handled by the operator by means of centralized network planning, because the number and location of femtocells are unknown to the operator and the absence of coordination with the macro network generates a distributed interference management problem.
We map the problem onto a multiagent system. The learning process of each femto node is characterized by R parallel tasks, one per each RB. The theoretical framework can be found in stochastic games [20] , which are non-cooperative games defined by the following quintuple {F, S, A, P, C}, where:
• F={1, 2, . . . , F } is the set of agents (femto BSs).
• S={s 1 , . . . , s k } is the set of possible states and k is the number of states of the environment the agent can perceive.
• A={a 1 , . . . , a l } is the set of actions and l is the number of available actions per state.
• C : S × A → R is the cost function, which is fed back to each agent after the execution of a certain action.
• P is a probabilistic transition function, defining the probability of migrating from one state to another, provided the execution of a certain joint action.
For each independent agent, and learning process, the state transition function probabilistically specifies the next state of the environment as a function of its current state and the joint action.
The cost function specifies expected instantaneous cost as a function of current state and action.
The objective is to find a policy that minimizes the cost of each state x, i.e. an optimal policy for the infinite-horizon discounted model [19] .
We assume that the environment is a finite-state, discrete-time stochastic dynamical system.
The interactions between the multiagent system and the environment at each time instant t and for RB r consist of the following sequence, where the notation referred to t and r is omitted for the sake of simplicity.
• The agent f senses the state x ∈ S.
• Based on x, agent f selects an action = a ∈ A.
• As a result, the environment makes a transition to the new state y ∈ S.
• The transition to the state y generates a cost c = c(x, a), for agent f .
• The cost c is fed back to the agent and the process is repeated.
The objective of each agent is to find an optimal policy π * (x) ∈ A for each x, to minimize some cumulative measure of the cost c(x, a) received over time. For each agent f and learning process r, we define an evaluation function, denoted by Q(x, a), as the expected total discount June 4, 2013 DRAFT cost over an infinite time.
where 0 ≤ γ < 1 is a discount factor, and by x(t) we indicate the state of the environment at time t. If the selected action a at time t, following the policy π(x) corresponds to the optimal policy π * (x), the Q-function is minimized with respect to the current state.
Let P x,y (a) be the transition probability from state x to state y, when action a is executed.
Then, (5) can be expressed as:
where C(x, a) = E{c(x, a)} denotes the expected value of c(x, a), a(t) represents the action taken at time t and a = a(t + 1) is the action taken in state y. Equation (6) indicates that the Q-function of the current state-action pair, for each agent f and learning process r, can be represented in terms of the expected immediate cost of the current state-action pair and the Q-function of the next state-action pairs. The task of QL is to determine an optimal stationary policy π * without knowing C(x, a) and P x,y (a), which makes it well suited for learning a power allocation policy in a femtocell system.
The principle of Bellman's optimality [7] assures that there is at least one π * , such that:
Applying the Bellman's criterion, first we have to find an intermediate maximum of Q(x, a), denoted by Q * (x, a), where the intermediate evaluation function for every possible next stateaction pair (y, a ) is maximized, and the optimal action is performed with respect to each next state y. Q * (x, a) is:
Then, we can determine the optimal action a * with respect to the current state x. In other words, we can determine π * . Therefore, Q * (x, a * ) is maximum, and can be expressed as:
As a result, the Q-value Q(x, a) represents the expected increased reward for executing action a at state x and then following policy π thereafter.
The QL process tries to find Q * (x, a) in a recursive manner using available information (x, a, y, c), where, again, x and y are the states at time t and t + 1, respectively; and a and c are the action taken at time t and the immediate cost due to a at x, respectively. The QL rule to update the Q-values relative to agent f and learning process r is:
where α is the learning rate. For more details about RL and QL the reader is referred to [5] [7] .
A. Q-Learning design
In this section we present the set of available actions A for the femto BSs, the state space S and the selected cost function C, which define our QL method.
1) Action:
The set of possible actions A = {a 1 , . . . , a l } are the l transmission power levels that the femto BS can assign to RB r.
2) State: The state of the environment for RB r and femtocell f is defined by the vector:
• Femtocell total transmission powerP ow f indicator: One of the requirements of femtocells is to transmit at low power levels. In order to guarantee that the femtocell total transmission power over all RBs is below the threshold P F max , we include in the state definition theP ow f indicator. As a result,P ow f is a binary indicator defined as follows:
• Macrocell capacityC m r indicator: We consider a macrocell capacity indicator since another main requirement for femtocells is not to jeopardize the macrocell performance. We define 
• Femtocell capacityC f r indicator: In our design, we aim to maintain the above mentioned constraints, but we also want to maximize the capacity reached by the femtocells, so as to control the femto-to-femto interference. This is why, the third component of the state vector is a femtocell capacityC 
Notice thatC f r has been defined based on simulation results and on authors expert knowledge. In order to eliminate the inherent subjectivity in the state definition, it should be continuously represented, which is what we propose in Section IV-C with the introduction of FQL.
3) Cost: The cost assesses the immediate return incurred due to the assignment of a certain action in a given state. The considered cost for RB r and femtocell f is:
where K is a constant initialized to a high value. The rational behind this cost function is that if the macrocell capacity at RB r is below the threshold C M Th and the femtocell total transmission power is above the maximum allowed P F max , the agent will receive a high cost value K. On the other hand, if both constraints are fulfilled the femtocell will focus on maximizing its own capacity and the macrocell capacity at RB r.
B. Q-Learning procedure
QL works by letting each learning task of the femto BS f estimate a Q-function, whose values, the Q-values Q(x, a), for each x ∈ S and a ∈ A represent the appropriateness of selecting action a in state x. The Q-function represents the expert knowledge of the agent, and has to be stored in a representation mechanism. The most intuitive and common representation mechanism is a lookup table. In this way, QL represents its Q-function in a Q-table, one for each RB, with a dimension of k×l.
The QL approach is based on an iterative algorithm which consists in estimating the Q-values on the run. The estimation for agent f and RB r is performed as follows: (1) all Q-values are initialized to an arbitrary high number; (2) the agent measures the current state of the environment for each RB; (3) then, it selects the action a corresponding to the lowest Q-value; (4) the agent executes the selected action, which causes a transition to a new state; (5) the environment sends a feedback c to the agent; (6) the agent updates Q(x, a) based on equation (9); (7) the cycle is repeated from step (3). In any learning algorithm exploration is needed in the action selection process in order to guarantee an optimal solution. We include exploration through ε-greedy action selection policy, i.e. with probability 1 − ε we choose the action a associated with the minimum Q-value, and with probability ε the action is selected randomly. For the sake of clarity, in Algorithm 1 we describe the pseudo-code.
IV. DISTRIBUTED Q-LEARNING WITH CONTINUOUS STATE AND ACTION SPACES
Our experience in working with QL in dynamic scenarios is that the performances of interference management and the convergence capabilities strongly depend on the granularity in the state and action spaces definition. We show, as an example, how the system performance in terms of macrocell capacity decreases when reducing the dimension of the action space.
In particular, we observe that by reducing by 17% the set of available actions, the macrocell system performance may experience a reduction of up to 10%, as presented in more details in Section V. The use of discrete state and action sets may result in an inexact state representation and/or the selection of a not accurate enough action in a given situation. This is why we propose to improve the QL approach, by the introduction of FIS, in order to represent state and action spaces continuously. Additional advantages are: (1) a more compact and effective expertness representation mechanism; (2) the avoidance of subjectivity and human intervention in the algorithm design, when selecting discrete sets for S and A and (3) the possibility of speeding up the learning process by incorporating offline expert knowledge in the inference
rules. In what follows we first give a brief overview of the FIS concept that we will use and then we present the proposed FQL algorithm.
Algorithm 1 Q-Learning
Initialize:
for each x ∈ S, a ∈ A do initialize the Q-value representation mechanism Q(x,
A. Fuzzy Inference Systems
Fuzzy inference, is the process of formulating the mapping from a given input to an output using fuzzy logic. The mapping provides a basis from which decisions can be made, or patterns discerned. The parallel nature of the rules is one of the more important aspects of fuzzy logic systems. Instead of sharp switching between modes based on breakpoints, logic flows smoothly from different regions of behavior depending on the dominant rule.
The purpose of fuzzy systems is to perform as control systems considering that many times real problems cannot be efficiently expressed through mathematical models. So, fuzzy set theory models the vagueness that exists in real world problems. According to this theory, when X is a fuzzy set and x is a relevant object, the proposition "x is a member of X " is not necessarily true or false, but it may be true or false only in some degree, the degree to which x is actually a member of X [21] [22] .
In fuzzy logic, each object can be labeled by a linguistic term, where a linguistic term is a word as "small", "medium", "large", etc. As a result, x is defined as a linguistic variable. Each linguistic variable is associated with a term set T (x), which is the set of names of linguistic values of x. Each element in T (x) is a fuzzy set. In our work, we refer to the Takagi-Sugeno FIS, which is given by generic rules:
where x = {x 1 , . . . , x z } is an input and X i h is a fuzzy set in the domain of x h , for h=1, . . . , z and i=1, . . . , n. We have denoted by z the dimension of the input space and by n the number of rules.
With O we refer to the system's output, where the output function, o i ( x), is a polynomial function of x. In our work we use the 0-Takagi-Sugeno FIS, which means that the output polynomial is a constant.
A fuzzy inference process consists of three parts: fuzzification of the input variables, computation of truth values and defuzzification. The first step takes the fuzzy inputs x and determines to which degree they belong to each of the appropriate fuzzy sets via membership functions. A fuzzy set X [23] . After the inputs are fuzzified, for each rule we know to which degree each part of the inputs is satisfied. If the inputs of a given rule have more than one part, the fuzzy operator is applied to obtain one number that represents the result of the inputs for that rule. This number is known as the truth value of the considered rule. The inputs to the fuzzy operator consist of two or more membership values from fuzzified input variables. The output is a single truth value given by:
In general, each rule is also described by a membership function which gives the degree of reliability of the rule. We consider the reliability to be a constant, equal for all the rules. Since decisions are based on the testing of all the rules in a FIS, the rules must be combined in some manner in order to make a decision. The input for the defuzzification process is a fuzzy set and the output is a single number given by:
In the following section we present the FQL which is used to approximate the action value function in RL problems through Takagi-Sugeno FIS. 
B. Fuzzy Q-Learning
where a j is the j-th action candidate which is possible to choose for states i , and q(s i , a j ) is the fuzzy Q-value for each state-action pair (s i , a j ). The number of state-action pairs for each states i equals the number of the elements in the action set, i.e. each antecedent has l possible consequences. As one associates actions in every state in QL, one associates several competing solutions in every rule in FQL. As a result, every fuzzy rule needs to choose an action a j from the action candidate set A by an action selection policy. A fuzzy Q-value, which is incrementally updated, is associated to each conclusion. The result of FQL is the output of the defuzzification process. The first output is the inferred action after defuzzifying the n rules and is given by:
where w i represents the truth value (i.e. the fuzzy-AND operator) of the rule representation of FQL fors i , andâ is the action selected for states i , after applying ε-greedy selection policy.
The second output represents the Q-value for the state-action pair ( x, a), and is given by:
Q-values have to be updated after the action selection process. Since there is a fuzzy Q-value per each state-action pair, in each iteration, n fuzzy Q-values have to be updated based on:
where ∆q(
, c represents the cost obtained applying action a in state vector x and Q( y, a ) is the next-state optimal Q-value defined as:
is the optimal action for the next statev i , after the execution of actionâ in the fuzzy states i .
C. FQL-based interference management
In this section we present the proposed FQL algorithm. Cost equation (14), available actions and environment description are the same as for the QL. The state representation for the FQL is given by the vector state:
Differently from the QL case, the components of the state vector are the actual values of the input variables, which eliminates the subjectivity of the state vector definition of QL. Figure 2 . Consequently, the output O 1,h for a generic component
x of x is given by:
where e h and ρ h are the mean and the variance of the bell shape function associated to node h, respectively. We pick the bell shape over other possible options (e.g., triangular, trapezoidal, etc.), as it is commonly selected when a fuzzy system is combined with learning approaches [24] . The membership functions definition for the proposed FQL are based on expert knowledge. Different mean and variance values, included in Table I , and the amount of fuzzy sets for the four term sets description, have been tested through simulations. In particular, we choose five fuzzy sets for Pow f term set because we are defining a power control approach to manage interference, consequently the power is a driving principle, which affects the system performances. In addition, to keep the total femto transmission power below a maximum value, is an important system requirement. For C m r and C f r fuzzy terms we consider four fuzzy sets per each one, because both indicators are very important from the system performance point of view, but compared to the power, they are only used as indicators and consequently they can be defined with lower granularity than the power parameter. Notice that, subjectivity in the term set definitions is absorbed by the learning precess in layer 3, due to the inherent adaptive capability of FQL algorithms. The impact of the particular membership functions shapes (i.e. mean and variance) is not significant, since the learning process allows self-adaptation of the FIS to the environment [24] .
• Layer 2: is the rule nodes layer. It is composed by n=|T 
• Layer 3: In this layer each node is an action-select node. Here the set of possible actions for each layer 3 node are the l power levels. In this layer the amount of nodes is n and they select the actionâ based on the ε-greedy action selection policy explained in Section III-B and the q(s i ,â) values are initialized based on expert knowledge. The node i generates two normalized outputs, which are computed as: Table I . Details on how learning parameters of QL and FQL have been set are given in [9] . We consider the 3GPP implementation of frequency-selective fading model specified in [25] (urban macro settings) for macro BS to user propagation, and a spectral block fading model with coherence bandwidth of 750 kHz for indoor propagation.
The considered Path Loss (PL) models are based on [18] for the case of urban scenarios. We introduce an occupation ratio, p oc , that determines the probability whether inside an apartment there is a femtocell or not. Each femtocell has a random activation parameter that determines the moment in which the femtocell is switched on and starts its learning process. Users' activity periods are determined based on a Poisson scheme. The set of possible actions available to the f -th femto BS A for QL and FQL is composed by l=60 power levels, ranging from −80 dBm to 10 dBm Effective Radiated Power (ERP). In what follows we present results in terms of system performances and convergence capabilities.
A. System Performance
We compare system performance results obtained by the QL, the FQL and a benchmark algorithm known as Smart Power Control (SPC), which is based on interference measurements and which was proposed by 3GPP in [26] . In this algorithm the femtocell BS adjusts its RBs transmission power based on the total received interference at the femtocell BS, according to:
where η is a linear scalar that allows altering the slope of power control mapping curve, β is a parameter expressed in dB, both of which are femtocell configuration parameters and R is the number of available RBs. Furthermore, N sc is the number of sub-carriers, P F min is the minimum femtocell transmit power, and E c is the reference signal received power per resource element present at the femto node.
As already explained in the theoretic sections, QL works by defining a finite set of potential actions. This implies a great amount of human intervention in the definition of the algorithm, as the action space should be complete enough to include those values which are appropriate for any situation. At the same time, it should not be too large, as it would increase the search time and the time to learn of the algorithm. Figure 4 represents the system performance in terms of average macrocell capacity, when different action spaces are considered. As it can be observed, the system performances are considerably affected by the selection of the action space, and so the learning time of the algorithm. In particular, QL with 40 available power levels underperforms the same algorithm implemented with 60 or 50 power levels. The reason is that by reducing the number of available actions, we also reduce the grade of freedom of the algorithm to find its optimal solution. This evaluation justifies the need to further investigate the QL approach and to improve it by means of fuzzy logic, which allows to design an algorithm which is independent of the cardinality of the state and action spaces. Figure 5 depicts the behavior in terms of macrocell capacity as a function of the femtocell occupation ratio, p oc . The FQL algorithm better performs than QL algorithm due to the fact that it is able to better define the state of the environment and consequently to find more accurate actions. This improvement in the system behavior comes associated to the continuous state and action representation allowed by the FQL algorithm. FQL and QL better perform than the benchmark algorithm, since when increasing the density of femtocells, it is not able to adaptively operate to maintain the interference below a threshold. In particular the SPC is not able to react online to the dynamics of the wireless environment where users are moving around, femtos and users operate based on random activity factors, and channel propagation aspects like fading and shadowing are affecting the signals. In addition, it is not capable of keeping memory of previous experience, in order to react to quick changes in the scenario. Figure 6 shows the system behavior in terms of average femtocell capacity as a function of p oc . It can be observed that the average femtocell capacity decreases with the femtocell density due to the increment of the femto-to-femto interference. Both learning methods maximize the femtocell capacity as it is required by the defined cost function. However, FQL is able to provide better performances than QL, thanks to its optimized self-organization capabilities. Finally, and similarly to the results presented in Figure 5 , both FQL and QL again better perform than SPC for the reasons explained above.
B. Convergence Capabilities
We now discuss the convergence capabilities of the proposed approaches. We compare QL, FQL and we also study the impact of initializing the inference rules of the FIS in order to incorporate in the learning scheme offline expert knowledge. To do this, we implement the Init-FQL, which consists of an expert initialization of some of the Q-values in layer 3 nodes.
Specifically, the action selection model chooses the action corresponding to the lowest Q-value, therefore, we propose to initialize the Q-values corresponding to critical states and appropriate actions at a lower initial value than the rest of actions. In this way, the agent is expected to find more adequate solutions since the beginning of the learning process, which results in a faster learning period and a lower interference at macrousers. For instance, Q-values corresponding to states with macrocell capacity "L" and high power levels can be initialized at lower Q-values than other states. The rationale behind this is that if the capacity at the macrocell system is low, this means that femtocell's actions corresponding to transmit at high values may jeopardize the macrouser performance and consequently it would be desirable to avoid these actions. Figure 7 represents the probability that the total transmission power of a femto BS is above the given P F max threshold for a femtocell occupation ratio of 45%. In particular, we compute the average required iterations for the three learning systems to reach a probability lower than a benchmark fixed at 2%. Results show that FQL needs 57% less iterations than the QL algorithm to reach the target, and the Init-FQL needs 95% less iterations than FQL.
Finally, Figure 8 represents the probability that the transmission capacity of a macrouser u m allocated in RB r is below the C M T h threshold, for a scenario with a femtocell occupation ratio of 60%. As it can be observed, in terms of interference, the FQL algorithm is able to better adapt its actions since the beginning of iterations, which results in lower interference at the macrocell system.
VI. PRACTICAL IMPLEMENTATION
In this section we analyze the practical implementation of the proposed solutions. We focus on the implementation of QL and FQL in a 3GPP system. Also, we evaluate the feasibility of the learning algorithms in terms of memory and computational requirements in state-of-art processors proposed for LTE femtocells.
A. Practical Implementation in 3GPP
For the implementation of QL and FQL algorithms in femto BSs, femtocells need feedback from the macrocell system about the aggregated interference that macrousers trapped in femtocells coverage area are receiving. With this information agents can compute the capacity C m r reached by macrouser u m . The 3GPP LTE network architecture connects neighboring BSs via the X2 interface [27] [28], which conveys control information related to handover and interference coordination. We propose to convey through the X2 interface the information about the SINR at macrousers using the following procedure:
1) Macrouser u m determines the cell-ID of surrounding femto BSs, by reading the corresponding Broadcast Channel (BCH).
2) The cell-IDs of the surrounding femto BSs are reported to the serving macro BS.
3) The macro BS sends the information corresponding to the SINR at macrousers via the X2 interface to its surrounding femto BSs.
For the introduction of this information, the existing X2 protocol has to be improved in order to include the corresponding RBs SINR information. Since, the X2 interface induces significant delays of up to ∆ max =20 ms, with an average of 10 ms [29] , it is assumed that both learning algorithms will perform a learning cycle every 10 ms.
B. Memory requirements of expert knowledge
In learning algorithms, the expert knowledge can be represented in different ways. The selected representation mechanism is directly related with memory requirements of the learning method. In this section we analyze the memory requirements of both proposed learning methods.
We assume femtocells implementing LTE standard with 20 MHz bandwidth channel, which corresponds to 100 RBs.
• QL: Since in QL there is a Q-value Q(x, a) per each state-action pair, the memory requirements for this kind of systems are given by the size of the state and action spaces. Therefore, the total memory requirement for a femtocell implementing QL is (k×l) · 100 = 96 kB.
• FQL: In FQL the knowledge is stored in layer 3, each node in this layer has a Q-value per each action, therefore this occupies n × l B. So, for the implementation of FQL the total memory requirement is (n × l) · 100 = 480 kB.
C. Computational Requirements
We assume that femto BSs functionalities are implemented in a Digital Signal Processor • QL: The computational cost for QL is given by the Q-value estimation through equation (9) , which is summarized in Table II . In particular, the total number of operations required per RB is 246. Since a learning iteration is performed every 10 ms, the average latency of the X2 interface, the total amount operations is 2.46 MIPS.
• FQL: For FQL, the computational requirements are given by the processes performed in each node of the four layers of the FIS. Here, some exponential operations are required in layer 1 to compute the membership values, equation (21), and some divisions are required to compute the outputs of layer 3 based on equations (23) and (24) . The computational operations of each layer are summarized in Table III . The amount of operations per RB is 39643. Therefore the total operations required are 396.43 MIPS.
The TMS320C6416 processor has a maximum capacity of 8000 MIPS [32] . Therefore, in terms of computational requirements both QL and FQL algorithms can be implemented in the processor.
On the other hand, in terms of memory requirements, the processor only has cache memory, therefore, learning algorithms would use the 1280 MB total addressable external Synchronous Dynamic Random Access Memory (SDRAM). As a result, both QL and FQL algorithms can be easily allocated.
VII. CONCLUSIONS
In this paper we have introduced the novel concept of self-organized femtocells by propos- 
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