The normal-ordered form of the composition of the exponential of a quadratic annihilation operator and its adjoint is derived by means of a new method based on quantum white noise calculus. Our method consists of two steps: (i) to derive a system of differential equations consisting of quantum white noise derivatives and Wick products; and (ii) to solve explicitly the system of differential equations.
Introduction
Consider the Fock representation of Boson quantum field fa s ; a For locally convex spaces X and Y we denote by X Y the completed -tensor product. If X is a nuclear space and Y is a Fréchet space, then by the nuclear kernel theorem (see e.g., Schaefer [23] 
White Noise Operator Theory

Underlying Gelfand triple
Let T be a topological space equipped with a -finite Borel measure dt. For applications to quantum fields T is often taken to be a Euclidean domain or a more general manifold, and to stochastic analysis T stands for a time interval. It is remarked that T can be a discrete space. We need to construct a Gelfand triple:
where L 2 ðT; dtÞ is the Hilbert space of C-valued square integrable functions on T. Then, applying the second quantization procedure to ð2.1Þ, we obtain a Gelfand triple of white noise functions:
The general scheme of quantum white noise calculus allows to take the underlying topological space T arbitrarily. We need to guarantee, however, that the pointwisely defined annihilation operator a t is a continuous operator from (E) into itself and the map t 7 ! a t 2 LððEÞ; ðEÞÞ is sufficiently regular. Following Obata [20] we recall the conditions. Let H R ¼ L 2 ðT; dt; RÞ be the Hilbert space of R-valued square integrable functions on T with norm j Á j 0 . Let A be a positive selfadjoint operator on H R with Hilbert-Schmidt inverse. For p ! 0 we define
For p ! 0 we define E Àp;R to be the Hilbert space obtained by completing H R with respect to the norm jj Àp jA À p j 0 . Constructing a chain of Hilbert spaces fE p ; p 2 Rg after complexification, we define E ¼ proj lim
Thus the Gelfand triple ð2.1Þ is obtained. Note that E becomes a countable Hilbert space (see [20] ) equipped with the Hilbertian norms j Á j p , p 2 R, and E Ã is the strong dual space of E. Moreover, since A has a Hilbert-Schmidt inverse, E becomes a nuclear space. One can consider E and E Ã as spaces of test and generalized functions on T, respectively. Now the fundamental conditions for (quantum) white noise calculus are listed as follows:
(i) À1 inf SpecðAÞ > 1; (ii) for each 2 E there exists a unique continuous function e on T such that ðtÞ ¼ e ðtÞ for almost all t 2 T; (iii) for each t 2 T a linear functional t : 7 ! e ðtÞ, 2 E, is continuous, i.e., t 2 E Ã ; (iv) the map t 7 ! t 2 E Ã , t 2 T, is continuous. The delta function t is crucial for realization of quantum white noise. Condition (i) implies that jj p q jj pþq for p 2 R and q ! 0, which plays a crucial role for the analysis of white noise operators. which is obtained by means of the differential operator:
An extension to a higher dimensional R n is straightforward. The restriction to R þ is naturally defined, see JiObata [11] .
Hida-Kubo-Takenaka space
Among many variants of ð2.2Þ we here adopt the simplest one due to Kubo-Takenaka [15] . The (Boson) Fock space over E p is defined by
where E b n p is the n-fold symmetric tensor power of the Hilbert space E p for n ! 0 and E b 0 p ¼ C. Then we have a chain of Fock spaces:
The limit spaces ðEÞ ¼ proj lim
are mutually dual spaces, and (E) becomes a countable Hilbert nuclear space. Thus a complex Gelfand triple ð2.2Þ is constructed, which is referred to as the Hida-Kubo-Takenaka space. By definition the topology of (E) is defined by the norms
On the other hand, for each È 2 ðEÞ Ã there exists p ! 0 such that È 2 ÀðE Àp Þ. In this case, we have
The canonical C-bilinear form hhÁ; Áii on ðEÞ Ã Â ðEÞ takes the form: where the Lie brackets are well-defined by compositions of white noise operators. The pointwisely defined annihilation and creation operators are defined by
It is known that t 7 ! a t 2 LððEÞ; ðEÞÞ is sufficiently regular, say, LððEÞ; ðEÞÞ-valued test function, see e.g., Obata [20] , Ji-Obata [8] . Our formulation offers a sharp contrast to the Hilbert-space based one, where a t and a where S l;m ¼ S l S m is the symmetrizing operator with respect to the first l and the last m variables independently. In fact, the action of Ä l;m ðÞ is easily understood through a more descriptive integral expression: 
Integral kernel operators and Fock expansion
An operator S 2 LðE; E Ã Þ is called symmetric if S ¼ S Ã , i.e., if
This condition is equivalent to
The quadratic annihilation operator associated with S 2 LðE; E Ã Þ is the integral kernel operator defined by 
The conservation operator associated with S 2 LðE; E Ã Þ is the integral kernel operator defined by and
The second quantized operator and the conservation operators are related as
ð2:17Þ
for which ÃðSÞ is also called the differential second quantized operator. 
Quantum White Noise Differential Equations
which are called the creation derivative and annihilation derivative of Ä, respectively. Example 3.2 (Ji-Obata [13] ). For S 2 LðE; E Ã Þ and 2 E we have [20] . The above Ä is called the Wick product of the white noise operators Ä 1 and Ä 2 , and is denoted by Ä ¼ Ä 1 Å Ä 2 . The Wick product fulfills the following relations: 
It is proved that the Wick product is a unique bilinear map from LððEÞ; ðEÞ Ã Þ Â LððEÞ; ðEÞ Ã Þ into LððEÞ; ðEÞ Ã Þ such that it is separately continuous and associative, and satisfies (3.2), see Chung-Ji-Obata [4] and Ji-Obata [8] .
A continuous linear map D : LððEÞ; ðEÞ Ã Þ ! LððEÞ; ðEÞ Ã Þ is called a Wick derivation if it is a derivation with respect to the Wick product, i.e., 
if and only if Ä is of the form:
with a white noise operator C 2 LððEÞ; ðEÞ Ã Þ satisfying DC ¼ 0.
Proof. Suppose that Ä 2 LððEÞ; ðEÞ Ã Þ is given as in ð3.5Þ. Then It then follows from (iii) that DZ ¼ F Å wexpðÀYÞ ¼ DðÄ Å wexpðÀYÞÞ:
we have DC ¼ 0 and
from which ð3.5Þ follows. Ã
The homogeneous case is a direct consequence from Theorem 3.4. In fact, setting F ¼ 0 therein, we have the following.
Corollary 3.5 (Ji-Obata [13] 
Thus, to obtain a general solution explicitly, we need to solve DC ¼ 0, i.e., to find the kernel of D. For later use we only mention the following. 
Proof of Theorem 1.1
We begin with giving a simple remark. Let S 2 LðE; E Ã Þ be a symmetric operator, i. 
