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Abstract
This paper presents research done on prediction modeling using a data analytics approach
to determine various factors affecting the piezoelectric properties of the 3D printed pressure
sensors. Previously, the material extrusion 3D printing technique was used to fabricate pressure
sensors composed of multiwall carbon nanotubes (CNT), barium titanate (BT), and polyvinylidene
fluoride (PVDF) using simple fabrication and low-cost methods. This sensor produced a voltage
output of 725 mV (0.13 pC/N) which is enough for pressure sensing applications. However, a
holistic study to determine impacts of all factors was not carried out in the previous model. In this
study, the design of experiments (DOE) approach was conducted on two set of variables of the
fabrication process: material percentages and printing parameters. The weight percentage (wt.%)
of BT and CNT in the PVDF matrix and the temperature of the printing bed and the extrusion
nozzle were examined. Acquired data were analyzed through regression analysis and neural
network (NN) to find the most significant factors as well as relevant interactions between the
factors. It was found that (wt.%) of BT is the most significant factor to increase the piezoelectric
properties among all parameters. Additionally, CNT nanoparticles introduced to the
nanocomposite system as the stress reinforcing agent has substantially enhanced the piezoelectric
properties by interacting with BT. It was observed that an increase in heating bed temperature has
a negative impact on the piezoelectric properties. The extrusion nozzle temperatures did not have
any individual impact. However, an increase in the extrusion temperature has a negative interaction
with the BT for output response. This study also provides a prediction model to estimate sensor
capabilities based on the combination of materials and printing parameters. Among the regression
and the NN approaches, NN provides a model with higher prediction accuracy.
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Chapter 1: Introduction
Additive manufacturing (AM) has been researched and evolved for many years because of
the simplicity it brings to the fabrication process of complicated structures. Traditional methods
consume a significant amount of time, which can be reduced by AM. Modern technologies bring
the possibilities of fabricating objects using a wider variety of materials. Some of the popular AM
techniques are material extrusion, stereolithography (SLA), selective laser melting (SLM),
electron beam melting (EBM) and so on [1]. There has been a significant amount of advancement
in materials science in recent years due to its outstanding advantages over homogenous materials,
alloys, and conventional composite materials. As functionally graded materials have been widely
used in adverse conditions like high temperature, high pressure, excessive wear as these materials
are capable of maintaining their structural integrity where the mechanical and thermal stress
distribution is not uniform [2]. The introduction of functional materials in manufacturing has
influenced the incorporation of structures with electronics [3], smart-materials [4] and multimaterials [5] in these additive manufacturing technologies. Material extrusion 3D printing is the
most popular additive manufacturing technique in various engineering applications [6]. Many
researchers have worked with different experimental designs to improve the quality of the printed
object in material extrusion technology. Some of the factors related to material extrusion, which
have been researched over the years, are surface roughness [7]–[9], dimensional accuracy [10]–
[13], build time [14], [15], porosity [16], elastic performance [17], [18], tensile strength [19]–[21],
compressive strength [22], impact strength [23] etc. However, in this paper quality is relative to
the application and specific goal intended to achieve, which in this research is piezoelectric
response.
However, AM also attracted attention to the research of multi-functional piezoelectric
materials [24]. Piezoelectric materials release electric charge under the application of mechanical
stress. Due to this unique characteristic, materials such as PVDF and BT are used as strain-sensors
or energy harvesters [25]. Recently, some researchers have printed PVDF-BT nanocomposites for
1

pressure sensing applications [26]. This AM technology provides a simple and cost-effective
method for fabricating sensors. However, the output current generated from the sensors seems to
be low for use in energy harvesting, due to lower intrinsic piezoelectric coupling coefficient.
Adding CNT into PVDF-BT resolved the low piezoelectric coupling issue as it enhanced the
mechanical and electrical properties. The piezoelectric coefficient (d31) of the 3D printed
nanocomposite sensor was measured to be 0.13 pC/N. Since there are different factors involved in
the fabrication and printing procedure, it is important to analyze how they are influencing the d 31
following an appropriate experimental design. Some of the popular methods implemented in
material extrusion 3D printing research are factorial designs [16], [22], [27], analysis of variance
(ANOVA) [7], [10], Taguchi method [7], [10], [12], [18], Gray-Taguchi method [11], [13], group
method of data handling (GMDH) [19], artificial neural network (NN) [28], and genetic algorithm
(GA) [9].
In this study, different factors involved in the fabrication process of 3D printing of
BaTiO3/CNT/PVDF were analyzed by data analytics approach to finding out the most significant
factors contributing to the piezoelectric properties of the sensors. During the first step, all the
factors and their different levels were identified. After that, the samples were fabricated following
a full factorial design matrix. Each sample was tested under dynamic load to find the corresponding
piezoelectric coefficient (d31). After attaining all the data, regression and NN analysis were
conducted to identify the significant factors of the fabrication process, and to develop two
prediction models, to predict the d31 of the 3D printed pressure sensors.

2

Chapter 2: Literature Review
2.1 Additive Manufacturing
Additive manufacturing (AM) processes to acquire the information from a threedimensional (3D) computer-aided design (CAD) file and converts it to stereolithography (STL)
file. The STL file contained triangles and sliced approximated by the CAD software. Various
industries employ them because of the simplicity and manufacturing lighter structures to reduce
weight. The Society of Manufacturing Engineers made classification of the various technologies
which will be discussed briefly below [29]. However, the development of AM is a continuous
process, and different technologies are being researched and discovered lately. [30]

Figure 1: Three-dimensional printing process. [29]
2.1.1 Rapid Prototyping
Rapid prototyping, developed in 1980, one of the earliest additive manufacturing
technology. The primary goal of this technology was to help engineers to express what they have
in their mind regarding new designs. The AM provided printing of complex shape which could be
difficult to machine in a shorter period and a lower cost. The steps involved in this manufacturing
process is shown below [31].

3

Figure 2: Product development cycle of Rapid Prototyping. [31]
2.1.2 Stereolithography
Stereolithography (SL) and rapid prototyping two terms were used synonymously at the
early stage. This is a liquid-based process, where photo-curable polymers are addressed to an
ultraviolet ray that solidifies the polymer as per the CAD drawing. First the software slices down
the drawing into many layers. Each layer is cured at a time, and the basement keeps moving after
one layer is done [30]. Photopolymerization is a process when the liquid polymer solidifies by
ultraviolet light which acts as the catalyst [32].

Figure 3: Schematic diagram of Stereolithography technology. [30].

4

2.1.3 Material Extrusion
This technology also widely known as Fused Deposition Modeling (FDM), where a thin
filament of materials is given feed to an extruder which melts down the material and starts printing
layer by layer at the bed, when the extruder and bed keeps moving with respect to each other to
form the three-dimensional shape [6]. The common materials in this process are polycarbonate
(PC), acrylonitrile butadiene styrene (ABS), PC-ABS blends. However, one of the benefits of
technology is the possibility of using functional nanocomposite in place of the conventional
filaments which has been exercised in this research. The benefit of the technology is that the
material does not go through any chemical reaction. As a result, there is the medical application of
this technology as well. However, the resolution in the Z-axis is less compared to other
technologies [31], [33].

Figure 4: Principle of Material Extrusion [6]
2.1.4 Electron Beam Melting
Electron Beam Melting (EBM) technology has similarities with Selective laser melting.
Metal powder gets melted in vacuum by electron laser beam generated from high voltage. The
5

vacuum helps the metal powder from getting oxidized. Titanium alloys are widely printed through
this technology which is non-toxic. As a result, there is numerous application of EBM to
manufacture medical implant market. Compared to other technologies this provides superior build
rate because of a higher energy density. [4]

Figure 5: Principle of Electron Beam Melting Technologies. [4]
2.2 Data Analytics in Additive Manufacturing
Since discussed above different data analytics approach which have been implemented for
quality control of additive manufacturing technology are factorial designs, regression modeling,
analysis of variance (ANOVA), Taguchi method, Gray-Taguchi method, group method of data
handling (GMDH), artificial neural network (NN), and genetic algorithm (GA). Some of the
relevant methods will be discussed below.

6

2.2.1 Regression Modeling
Regression analysis is one of the most fundamental forms of statistical modeling. This is a
statistical process for estimating the relationships among different variables. In its most basic form,
there could be multiple dependent variables and an independent variable. This analysis helps to
understand the nature of the data and help to predict the outcome of the independent variable based
on the dependent variable [34]. As, if a set of two variables, one dependent and one independent
are plotted in a graph that represents a figure below. The blue dots certainly shows a trend which
can be generalized as a straight red line in its simplest form, which is a linear relationship. The

Independent Variable (Y)

equation representing the line is the regression equation.

Line representing Relationship
between X and Y

Dependent variable (X)
Figure 6: Linear Regression Example.[34]
Regression models can be expressed as, 𝑌 = 𝑓(𝑋, 𝛽), where 𝑌 is the dependent variable,
𝑋 is the independent variable, and 𝛽 is the unknown parameter which can be calculated from the
dataset. The actual equation might look like below. The 𝜺 here is the error between the actual value
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and the predicted value based on the regression equation. Different strategies can calculate the
unknown parameter.
𝑌 = 𝛼 + 𝛽1 ∗ 𝑋1 +. . . + 𝛽𝑘 ∗ 𝑋𝑘 + 𝜀
The least-square method calculates the unknown parameters by minimizing the residual
sum of squares (RSS). After minimizing RSS, the calculated parameters are as follows.
∑𝑛𝑖=1(xi − x̅)(yi − y̅)
β̂1 =
∑𝑛𝑖=1(xi − x̅)2
β̂0 = y̅ − β̂1 ∗ x̅
However, to learn characteristics of the different variables in a controlled experiment,
different level of dependent variables data can be used to get a complete response surface. A full
factorial experiment is a design consists of two or more factors in multiple levels. If the factors are
fully crossed design, this helps to analyze the output more rigorously. Not only individual effect
of the variables can be predicted rather, but the interaction between the variables can also be
learned.
2.2.2 Neural Network Modeling
Based on the structure of neurons in the brain, simple mathematical models have been
developed to predict output variable based on known variables. The green dots represent the input
variables, and the hidden layer gives the model non-linear nature. Every branch is connected to
each other which has individual weights. The weights can be calculated in the different algorithm.
One of the common methods is a multilayer feed-forward network, which receives inputs from
previous layers.
4

𝑧𝑗 = 𝑏𝑗 + ∑ 𝑤𝑖 ,𝑗 ∗ 𝑥𝑖
𝑖=1

Using a nonlinear function sigmoid, the non-linear nature is given input to the next layer.
This helps to reduce the impact of extreme input values.
1
𝑠(𝑧) =
1 + 𝑒 −𝑧

8

The unknown parameters b and w are calculated from the data. Initially, the weights hare
random values, but this is updated in each iteration based on the observed data. This training
process involves randomness, so the training has to be done several times. The number of hidden
layers and nodes are pre-specified which can be optimized by cross-validation methods [35].

Figure 7: An example of Neural Network model [35]

9

Chapter 3: Sample Fabrication
The solvent-casting process is a traditional fabrication process, also an alternative to
mechanical mixing for uniform distribution of nanoparticles. [26] To fabricate nanocomposite
filament for 3D printing, commercial PVDF powder (MW~534,000; Sigma-Aldrich), BT powder
(700nm; Inframat®), and CNT powder (Diameter: 8-15 nm, length: 10-50 µm, Cheaptubes®) were
mixed uniformly in a N,N-Dimethylformamide solvent (DMF, OmniSolv®). The BT and CNT
powder was first inserted in DMF solvent. This solution was ultra-sonicated (Branson Sonifier
450) for 10 minutes. This step was introduced as it ensures more even distribution of the
nanoparticles in the PVDF matrix (Figure 8). After, PVDF was introduced in the DMF solvent
maintaining a 1:10 weight ratio. The container of this mixture was put in a water bath at 80°C for
approximately 30 minutes, which ensured that PVDF powder is fully dissolved in DMF solution.
This solution was addressed to ultra-sonication for an additional 20 minutes. The well-mixed
nanocomposite solution was later put onto a glass substrate and heated to a temperature of 80°C
for 12 hours to evaporate the DMF. Evaporation of the DMF results in a thin sheet of
BT/CNT/PVDF nanocomposite, which is sliced down to small pieces to feed filament extruder
machine (Filabot®) to produce filament. The extruding temperature and diameter of the filaments
were maintained constant throughout all the experiments, 195°C and 2.9mm respectively. The
produced filaments were used to 3D print films in various printing parameters using a material
extrusion 3D printer. (Lulzbot® Taz 5). Later conductive silver paint (SPI Supplies) is applied to
both surfaces of the films, which act as the electrode (Figure 9). A high voltage electrical poling
setup was made with 12 set of Kelvin clips. The clips were used to hold each sample under 1.98
MV/m electrical field for 12 hours (Figure 10). The coercive field for BT with different grain size
is approximately 0.5-1.6 MV/m [36]. The applied electrical field, which is substantially higher
compared to the coercive field ensure enhancement in the piezoelectric properties [37]. Finally,
the sensors were put under axial sinusoidal loading (Bose ElectroForce-BioDynamic, TA
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Instruments), which generated a current wave. The current output was measured by a picoammeter (Keithley 6485) (Figure 12).

Figure 8. Solvent-casting of CNT, BT, and PVDF in DMF solution.

a

c

b

Figure 9. (a) Extruded nanocomposite filament, (b) 3D printed nanocomposite film covered
with silver paint, (c) Material Extrusion 3D printer extruder head. [26]

11

High Voltage Power Supply

Samples are Attached to Kelvin Clip in High Voltage

Multimeter to Monitor Voltage
Figure 10. High-voltage electrical poling of the sensors using Kelvin clips

Figure 11. Schematic drawing of nanocomposite sensor with force direction. [26]

12

Figure 12. Dynamic testing of the sensors under axial loading and measurement of current
output. [26]
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Chapter 4: Experimental Designs and Parameters
In this research, sample preparation involved three steps:

First, the filaments were

chemically synthesized and extruded into 3d printable filaments. Second, the filaments were
printed using a one-directional 3d printing technique. The final step was the post-processing of the
samples. Every step involved multiple parameters at different levels as mentioned below.
a. Chemical Synthesis: Weight percentages of BT & CNT in the PVDF matrix.
b. 3D Printing: Bed temperature, Extrusion temperature, Printing speed.
c. Post Processing: Electrical pooling
Porter et al. [38] showed that faster printing speed produces higher β-phase content due to
mechanical strains, which refers to a higher piezoelectric response of the samples. Kim et al. [39]
discussed how a higher electrical field during the pooling process increases the β-phase content of
the samples. Since the impact of printing speed and electrical pooling in piezoelectric response
was known, different levels for these two factors were not considered. The extrusion nozzle
temperature must be a minimum of 220 °C for the filaments to be printable. However, any
temperature higher than 250 °C caused a fluctuating extrusion rate, which resulted in bad printing
quality. The allowable maximum bed temperature of the printer was 120 °C, and a minimum of
40 °C was required for good quality printing. Based on the above circumstances, a feasible design
matrix was generated from the following parameters.
Table 1. Fabrication Process Parameters of the Piezoelectric Pressure Sensors with Levels
Fabrication Steps

Factor

Level

Values

Chemical Synthesis

BT (wt.%)

4

0, 6, 12, 18

Parameters

CNT (wt.%)

3

0, 0.2, 0.4

Extrusion Temp. (°C)

2

220, 250

Bed Temp. (°C)

2

40, 120

Printing Parameters

14

Fabrication Steps

Factor
Printing Speed
(mm/sec)
Electrical Pooling

Post Processing

(MV/m)

Level

Values

1

5

1

4

Since chemical synthesis was the first step, twelve filaments were prepared to maintain
four levels of (wt.%) BT and three levels of (wt.%) CNT. The maximum values of these two factors
were constrained by the printability of the sensors [26]. Any higher values resulted in frequent
clogging of the extrusion nozzle. Extrusion Temperature (Ex_temp) and Bed temperature
(Bed_temp) are factors which only have high and low levels. The complete design matrix consists
of 48 runs to produce all the samples from the 12 filaments in 4 printing conditions.
Table 2. Experimental Design Matrix Based on Full Factorial Design
Extrusi
Run

BT

CNT

on

order

(wt.%)

(wt.%)

Temp.
(°C)

Extrusi

Bed
Temp.
(°C)

Run

BT

CNT

on

order

(wt.%)

(wt.%)

Temp.
(°C)

Bed
Temp.
(°C)

1

0

0

220

40

25

12

0

220

40

2

0

0

220

120

26

12

0

220

120

3

0

0

250

40

27

12

0

250

40

4

0

0

250

120

28

12

0

250

120

5

0

0.2

220

40

29

12

0.2

220

40

6

0

0.2

220

120

30

12

0.2

220

120

7

0

0.2

250

40

31

12

0.2

250

40

8

0

0.2

250

120

32

12

0.2

250

120

9

0

0.4

220

40

33

12

0.4

220

40

15

Extrusi
Run

BT

CNT

on

order

(wt.%)

(wt.%)

Temp.
(°C)

Extrusi

Bed
Temp.
(°C)

Run

BT

CNT

on

order

(wt.%)

(wt.%)

Temp.
(°C)

Bed
Temp.
(°C)

10

0

0.4

220

120

34

12

0.4

220

120

11

0

0.4

250

40

35

12

0.4

250

40

12

0

0.4

250

120

36

12

0.4

250

120

13

6

0

220

40

37

18

0

220

40

14

6

0

220

120

38

18

0

220

120

15

6

0

250

40

39

18

0

250

40

16

6

0

250

120

40

18

0

250

120

17

6

0.2

220

40

41

18

0.2

220

40

18

6

0.2

220

120

42

18

0.2

220

120

19

6

0.2

250

40

43

18

0.2

250

40

20

6

0.2

250

120

44

18

0.2

250

120

21

6

0.4

220

40

45

18

0.4

220

40

22

6

0.4

220

120

46

18

0.4

220

120

23

6

0.4

250

40

47

18

0.4

250

40

24

6

0.4

250

120

48

18

0.4

250

120
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Chapter 5: Experimental Data Collection
Our output variable was piezoelectric coefficient (d31). To calculate d31, dynamic testing of
all the samples were done under axial sinusoidal loading. The cycling loading range was from 5 N
to 55 N with frequencies of 0.5, 1, 2 and 3 Hz for 15 cycles. Output response current was measured
using a pico-ammeter. The output current also follows a sinusoidal wave corresponding to the
loading. As an example, Figure 13 shows the response current for sample 44. The cycling loading
of 0.5 Hz generated a current wave of ±0.43 nA amplitude. Similarly, 1, 2, and 3 Hz, of the cyclic
loading generated a current wave of ±0.65, ±1.02, ±1.41 nA. This response was measured multiple
times to see if the tests can be repeatable for the sensors. The same procedure was performed for
all 48 samples to get the current response for different frequencies.

Figure 13. Output current response measured of sensors by a pico-ammeter under axial cyclic
loading for different frequencies (0.5 Hz, 1 Hz, 2 Hz, 3 Hz) for a sensor (sample
no. 44)
The output current seems to have higher values for higher frequency. However, to calculate
the d31, the parameter of concern is charge [39]. The charge was obtained by integrating the current
concerning time (Figure 14). Even though the amplitude is different for different frequencies, the
time interval balances out this difference and the similar area was obtained for all different
17

frequencies. The maximum and minimum charges were detected from the peak and valley of the
graph, and the average was taken accordingly for further calculation.

Figure 14. Integration of the current output was done numerically to calculate charge. (sample
no. 44)

Next, d31 was calculated using the following equation.
𝑄
𝐴𝑒𝑙𝑒𝑐𝑡

= 𝑑31 𝐴

𝜈𝐹

𝑐𝑟𝑜𝑠𝑠

[39]

In the equation, 𝑄 is the amount of charge, 𝜈 is the poison’s ratio, F is the applied force,
𝐴𝑒𝑙𝑒𝑐𝑡 and 𝐴𝑐𝑟𝑜𝑠𝑠 are the electrode area and cross-sectional area consecutively. The maximum and
minimum charge calculated earlier from the sinusoidal wave of charge was used to calculate
maximum and minimum d31 using the above equation. Later the average of these two values were
taken to get the final d31 or piezoelectric coefficient of each sensors.
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Table 3. Calculated d31 for All Experimental Runs

Sample No.

d31
(×0.1pC/N)

d31

Sample No.

(×0.1pC/N)

Sample No.

d31
(×0.1pC/N)

1

1.23320

17

3.18440

33

2.88140

2

2.63000

18

1.71730

34

2.65900

3

2.04230

19

6.18540

35

1.96150

4

3.65370

20

1.73230

36

2.94280

5

0.31657

21

1.65860

37

4.39620

6

0.35261

22

0.52388

38

4.45070

7

2.37400

23

0.89952

39

2.82230

8

0.17903

24

0.58656

40

2.40070

9

0.52666

25

3.86340

41

6.83160

10

0.21837

26

3.03580

42

3.06240

11

0.19468

27

3.71620

43

5.03160

12

0.45655

28

3.86340

44

4.40380

13

2.40319

29

4.77390

45

7.53210

14

0.26809

30

3.58700

46

6.15160

15

1.33880

31

3.61490

47

6.38240

16

0.54182

32

2.95010

48

4.26030
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Chapter 6: Data Analysis and Model Development
Two modeling methods were used to find the significant factors and their contribution to
the piezoelectric coefficient d31. The previous analysis was done for a relatively smaller sample
size. Moreover, the data size was not big enough to make any prediction and draw a conclusion
about the effect of individual factors. Instead, the focus was to develop a novel method to fabricate
functional sensors. In this study, the sample size was relatively large enough to predict the output
factor using regression modeling as well as neural network. Both approaches converge to similar
output results.
6.1 Regression Modeling
Multiple regression modeling was performed to find the best solution, which fits the
problem. Despite having a relatively smaller sample size, and many manual handling steps during
the fabrication process, the R-Square value was in an acceptable range. The result was conclusive
enough to quantify the impacts of different factors, which partially corresponds with the previous
research and also discovered new findings.
First, a regression analysis was done considering the full factorial model construction with
2 degrees. The fitting personality used was standard least squares with emphasis on effectscreening with JMP 13 software, which provided a model with 71.79% of R-Square. The effect
summary of the model can be seen below.
Table 4. Effect Summary of All the Prediction Parameters with Log-worth of the Factors
Source

Log-worth

P-value

BT

8.085

0.00000

BT×CNT

2.623

0.00238

Bed_temp

1.511

0.03084

BT×Ex_temp

1.122

0.07557

BT×Bed_temp

0.467

0.34128
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Source

Log-worth

P-value

BT×Ex_temp×Bed_temp

0.314

0.48583

CNT×Bed_temp

0.189

0.64682

Ex_temp

0.174

0.66972

CNT

0.160

0.69190

BT×CNT×Ex_temp

0.154

0.70100

CNT×Ex_temp

0.143

0.71873

Ex_temp×Bed_temp

0.104

0.78742

BT×CNT×Ex_temp×Bed_temp

0.025

0.94400

CNT×Ex_temp×Bed_temp

0.010

0.97787

BT×CNT×Bed_temp

0.006

0.98557

From the table, the significant factors contributing to d31 were identified by the higher logworth or comparatively, the lower p-value. In Table 4, the blue line is corresponding to log-worth
for p-value lower than 0.05. However, considering the smaller sample size, p<0.1 was considered
acceptable for this experiment. In conclusion, the significant predictor's terms contributing to the
d31 is (wt.%) of BT, the interaction between (wt.%) of BT & (wt.%) of CNT, bed temperature, and
interaction between (wt.%) of BT & extrusion temperature. On the next step, another regression
analysis has been done by considering only the significant factors, to avoid overfitting of the
regression equation. The updated model provides the R-Square value of 69.71%, which is
acceptable considering a smaller sample size of 48. The summary of the regression analysis has
been presented to the following tables.
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Table 5. Regression Equation for Piezoelectric Coefficient (d31)
𝑑31 = 1.7123846356 + 0.207574485 ∗ 𝐵𝑇 + (𝐵𝑇 − 9)
Regression

∗ ((𝐶𝑁𝑇 − 0.2) ∗ 0.5427871841) + −0.010175522

Equation

∗ 𝐵𝑒𝑑_𝑇𝑒𝑚𝑝 + (𝐵𝑇 − 9) ∗ ((𝐸𝑥_𝑇𝑒𝑚𝑝 − 235)
∗ −0.003288848)

Table 6. Summary of fit for the Regression Equation
R-Square

0.697179

R-Square Adj

0.669009

Root Mean Square Error

1.115772

Mean of Response

2.766513

Observations (or Sum Weights)

48

Table 7. Akaike information criterion (AIC) and Bayesian information criterion (BIC)
AICc 155.5033
BIC

164.6817

Table 8. Effect Summary
Source

Log-Worth

P-Value

BT

10.231

0.00000

BT×CNT

3.206

0.00062

Bed_temp

1.817

0.01525

BT×Ex_temp

1.337

0.04600
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Table 9. Pareto Plot of Estimates
Term

t Ratio

BT

8.646203

(BT-9)×(CNT-0.2)

3.692031

Bed_temp

-2.527330

(BT-9)×(Ex_temp-235)

-2.054880

Table 10. Analysis of Variance
Source

DF Sum of Squares Mean Square

F Ratio

Model

4

123.24707

30.8118

24.7495

Error

43

53.53272

1.2449

Prob > F

C. Total

47

176.77979

<.0001*

Table 11. Parameter Estimates
Term

Estimate

Std Error t Ratio Prob>|t|

AdjPower0.05

Intercept

1.7123846 0.419961

4.08

0.0002*

0.9646

BT

0.2075745 0.024008

8.65

<.0001*

1.0000

(BT-9)×(CNT-0.2)

0.5427872 0.147016

3.69

0.0006*

0.9230

Bed_temp

-0.010176 0.004026

-2.53

0.0153*

0.5970

(BT-9)×(Ex_temp-235)

-0.003289 0.001601

-2.05

0.0460*

0.3979
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Table 12. Correlation of Estimates

Intercept

Intercept

1.0000

BT

-0.5145

(BT-9)×(CNT-0.2)
Bed_temp
(BT-9)×(Ex_temp235)

BT
-

(BT-9)×(CNT0.2)

Bed_temp

(BT-9)×(Ex_temp235)

-0.0000

-0.7670

0.0000

1.0000

0.0000

0.0000

0.0000

-0.0000

0.0000

1.0000

0.0000

0.0000

-0.7670

0.0000

0.0000

1.0000

0.0000

0.0000

0.0000

0.0000

0.0000

1.0000

0.5145

Table 13. Durbin-Watson test
Durbin-Watson Number of Obs. AutoCorrelation
1.8074014

48

0.0905

The effect summary and Pareto plot distinctively define that (wt.%) of BT content in the
PVDF matrix is the principal contributor for the output factor piezoelectric constant. The weight
percentage of CNT independently doesn’t have any impact. However, it does enhance the
performance of BT. Bed temperature has a negative impact on d31. Lastly, extrusion temperature
has a negative interaction with (wt.%) BT. The parameter estimates table provides satisfactory pvalues for all the estimates. So, to get better d31, we need higher (wt.%) BT, higher (wt.%) CNT,
lower bed temperature, and lower extrusion temperature. Figure 15 describes both the interactions
graphically.
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Figure 15. Interaction profiles based on Regression for significant factors only.
Further graphs shown below give a better physical significance of the model. Figure 16
shows the actual vs. predicted plot, which signifies the model R-Square = 0.7 and p-value < 0.0001.
Figure 17 indicates that there are some issues with the data sets. First, the predicted data of d 31
from -1×0.1pC/N to 4×0.1pC/N, the actual data looks like funnel shape. Later, from the period
from 5×0.1pC/N to 7×0.1pC/N, it appears non-constant variance. However, Norman et al. [40]
discussed, for a sample to be independent of any autocorrelation the Durbin-Watson coefficient
value should be 2. In this regression model, the coefficient is 1.8074014, which proves that despite
some unbalanced variance, the autocorrelation is not significant. Larger sample size with more
replications could avoid this issue.
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Figure 16. Actual vs Predicted Plot for the regression model.

Figure 17. Predicted vs Residual Plot for the Regression Model.

The leverage plot (Figure 18) for the significant factors shows unique of the terms present
in the model, where it is observed for the BT, and BT×CNT term the graph has a positive tangent,
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however, for Bed_temp and BT×Ex_temp, the slope is negative. All the p-values are in the
acceptable limit.

(a)

(b)

(c)

(d)

Figure 18. Leverage plot for (a) BT, (b) BT×CNT, (c) Bed_temp, and (d) BT×Ex_temp.

6.2 Neural Network Modeling
A statistical software JMP® 13.1.0 was used to develop an NN model for d31. The random
seed was used to ensure reproducibility of the model. A different number of hidden nodes as well
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as different validation method such as- excluded holdback, K-Fold, and holdback were tested to
get the best model. The final model was achieved with 33% holdback and five hidden nodes in a
single layer, after several trials with different hidden layers and nodes. The different parameters of
the model are also mentioned in Table 14, where we can see the model provides an R-Square value
of 72.6% which is higher compared to the regression model. The weighted parameter estimates
are shown in Table 15. However, since it is inconvenient to interpret the significance of the factors
from weights, the neural network was analyzed graphically.

Figure 19. Diagram showing the Neural Network model with single layer, five hidden nodes
in one layer and one output.

28

Table 14. Summary of Fit for the Neural Network Model
Measures

Training Set Validation Set

R-Square

0.726798

0.8614691

RMSE

0.9483358

0.8782159

Mean Abs Dev

0.7028299

0.7728759

-Loglikelihood

49.172109

12.890757

SSE

32.376269

7.7126317

Sum Freq
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Table 15. Parameter Estimates for the Neural Network
Parameter

Estimate

Parameter

Estimate

H1_1:BT

0.108322

H1_4:CNT

-0.35651

H1_1:CNT

-5.8508

H1_4:Ex_Temp

0.000543

H1_1: Ex_Temp

0.002064 H1_4:Bed_Temp 0.002019

H1_1:Bed_Temp 0.000524

H1_4:Intercept

-0.50931

H1_1:Intercept

0.403129

H1_5:BT

-0.02024

H1_2:BT

0.0946

H1_5:CNT

8.607204

H1_2:CNT

1.020093

H1_5:Ex_Temp

0.014847

H1_2:Ex_Temp

-0.02595 H1_5:Bed_Temp -0.01298

H1_2:Bed_Temp -0.00133

H1_5:Intercept

-4.02644

H1_2:Intercept

4.277065

D31_1:H1_1

7.286808

H1_3:BT

-0.01117

D31_2:H1_2

8.769373

H1_3:CNT

-0.52243

D31_3:H1_3

31.91032

H1_3:Ex_Temp

0.003868

D31_4:H1_4

-23.4049

H1_3:Bed_Temp 0.002435

D31_5:H1_5

4.992897

D31_6:Intercept

1.706914

H1_3:Intercept

-0.85764
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Parameter

Estimate

Parameter

H1_4:BT

0.017017

Estimate

The NN model provided higher R-Square value compared to the regression model. The
actual vs. fitted output factor gives a visual representation of the model fit (Figure 20, Figure 21).
Also, the residual vs. predicted graph demonstrates that the residuals are independent of the sample
points and data range (Figure 22, Figure 23).

Figure 20. Actual vs Fitted output factor graph for training data of the Neural Network.
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Figure 21. Actual vs Fitted output factor graph for validation data of the Neural Network.

Figure 22. Predicted vs Residuals graph for training data of the Neural Network
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Figure 23. Predicted vs Residuals graph for validation of the Neural Network.

Additionally, response surface was generated to visualize how different factors influence
the output factors. This surface also gives a visual representation of interactions between factors.
From Figure 24 it is observed that for lower CNT content, the increment rate of d31 with (wt.%) of
BT is not high. However, for higher (wt.%) CNT the d31 increases significantly with (wt.%) of BT,
which demonstrates that there are significant interactions between (wt.%) of BT and (wt.%) of
CNT, which influence the piezoelectric coefficient of the sensors. Also, from Figure 25 it is visible
for higher extrusion temperature the increment rate of d31 reduces with increasing (wt.%) of BT,
which distinguish a negative interaction between (wt.%) of BT content and extrusion temperature.
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Figure 24. Response surface for d31(×0.1pC/N) for varying (wt.%) BT and (wt.%) CNT.

Figure 25. Response surface for d31 for varying (wt.%) BT and Extrusion Temperature (ºC).
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Figure 26 shows a two-way interaction plot matrix generated from the neural network
considering maximum and minimum levels of the factors. However, it is observed that only
interactions between BT (wt.%), CNT (wt.%) and extrusion temperature (ºC), BT (wt.%) are
significant for the piezoelectric coefficient d31(×0.1pC/N).

Figure 26. Interaction Profiles based on Neural Network model.
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6.3 Comparison Between Regression and Neural Network Results
Regression analysis provides a model with an R-square value of 69%, whereas NN
provides a little higher R-square value of 72% for training and 82% for the validation set. The
root-mean-square error (RMSE) seems to be lower as well for the NN model with 0.95 for training
and 0.88 for validation. In contrary for the regression analysis, the RMSE is 1.12. Figure 27 shows
the actual vs. predicted data points for all the samples for both models. The NN model fits better
compared to the regression model. Figure 28 shows the deviation for all the observations for the
regression and the NN model, where it is distinctively visible that the NN provides more accurate
results compared to the regression model. Overall, between the two models, the NN prediction
model is more accurate compared to the regression equation. However, the regression model
provides better knowledge of specific variables and their importance to the output variable,
whereas the NN model is capable of prediction with higher accuracy.

Figure 27. Predicted values Vs Observed values for all the experiments.
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Figure 28. Deviation for regression and NN from actual observed values.
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Chapter 7: Conclusion
This research agrees with few assumptions from previous research as well as discovers
some new findings. The BT remains the vital factor to obtain a higher electrical response from the
sensors. However, BT and PVDF polymer are not compatible with each other without the presence
of any stress reinforcing and conducting functional agents. Thus, CNT was introduced to the PVDF
matrix. However, CNT does not have an individual impact, instead only improve the piezoelectric
charge generated due to BT. The inclusion of CNT helps to conduct the stress as well as transfers
the generated charge. Our research data justifies the proposition of including CNT powders in
PVDF-BT matrix.
The functionality of the sensors could be increased by keeping the sensors in stress during
fabrication. In other words, if the sensors get more times or environment to release the stress, the
less amount of charge it will generate as sensors. This is the reason for which faster printing
provides better sensors as the stress remains trapped in the nanocomposites. Similarly, with a
higher bed or extrusion temperature, the sensors get the opportunities to release the stress.
Minimum temperature is necessary to make the filaments printable. However, printing in excessive
temperatures reduces the piezoelectricity of the pressure sensors. Our research also validates the
proposition from a data analytics point of view that less bed temperature or extrusion temperature
will provide better sensors.
This study provides two prediction models for estimating d31 of a sensor. This includes the
fabrication process as well as the 3D printing. The upper limit and lower limit used in this study
were bounded by previous research [26]. NN provides distinctively better predictions compared to
the regression model. However, NN does not provide a factor specific assumption to analyze how
different factors contribute. The regression model is more useful to understand the characteristics
of the factors and their contributions. Further study can be done by performing mechanical
property characterization such as the tensile strength of the samples. β-phase is also an important
characteristic to justify the piezoelectric response of sensors. As a continuation of the research,
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more input and output factors should be included in the research. Also, more data points are
necessary for more useful prediction. Further samples could be fabricated to justify the prediction
model.
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