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Abstract
A Hilbert space operator A ∈ B(H) is p-hyponormal, A ∈ (p − H), if |A∗|2p  |A|2p; an invertible
operator A ∈ B(H) is log-hyponormal, A ∈ ( − H), if log(T T ∗)  log(T ∗T ). Let dAB = δAB or AB ,
where δAB ∈ B(B(H)) is the generalised derivation δAB(X) = AX − XB and AB ∈ B(B(H)) is the
elementary operator AB(X) = AXB − X. It is proved that if A,B∗ ∈ ( − H) ∪ (p − H), then, for all
complex λ, (dAB − λ)−1(0) ⊆ (dA∗B∗ − λ)−1(0), the ascent of (dAB − λ)  1, and dAB satisfies the
range-kernel orthogonality inequality ‖X‖  ‖X − (dAB − λ)Y‖ for all X ∈ (dAB − λ)−1(0) and Y ∈
B(H). Furthermore, isolated points of σ(dAB) are simple poles of the resolvent of dAB . A version of the
elementary operator E(X) = A1XA2 − B1XB2 and perturbations of dAB by quasi-nilpotent operators are
considered, and Weyl’s theorem is proved for dAB .
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let B(H) denote the algebra of (bounded linear) operators on a complex infinite dimensional
Hilbert spaceH. Let δAB ∈ B(B(H)) denote the generalised derivation (δAB)X = AX − XB,
and let AB ∈ B(B(H)) denote the (length two) elementary operator (AB)X = AXB − X. Let
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dAB denote either of δAB and AB . If A,B∗ ∈ B(H) are hyponormal operators, then dAB sat-
isfies the asymmetric Putnam–Fuglede commutativity property dAB−1(0) ⊆ dA∗B∗−1(0). Hence
dAB
−1(0) ⊥ (dAB)B(H) [4, Lemma 4] and asc(dAB)  1 [5, Proposition 2.3], where asc(dAB)
denotes the ascent of dAB and dAB−1(0) ⊥ (dAB)B(H) denotes the kernel-range orthogonality of
dAB in the sense of Birkhoff and James [7, p. 93]. The class of hyponormal operators is closed under
translation and multiplication by scalars; hence, since δAB − λ = δ(A−λ)B and AB − λ = (1 +
λ)( 1
1+λA
)
B
for all −1 /= λ ∈ C (=the set of complex numbers), (δAB − λ)−1(0) ⊆ (δA∗B∗ −
λ)−1(0) for allλ ∈ C and (AB − λ)−1(0) ⊆ (A∗B∗ − λ)−1(0) for all −1 /= λ ∈ C. If we letLA
and RA denote the operators of left multiplication and right multiplication by A, respectively, then,
forλ = −1, (AB − λ)−1(0) = (LARB)−1(0) ⊆ (LA∗RB∗)−1(0) = (A∗B∗ − λ)−1(0) for hyp-
onormalA,B∗; hence (dAB − λ)−1(0) ⊆ (dA∗B∗ − λ)−1(0) for allλ ∈ C and hyponormalA,B∗.
An operator A ∈ B(H) is p-hyponormal, 0 < p  1, if |A∗|2p  |A|2p (a 1-hyponormal
operator is hyponormal), and an invertible operator A ∈ B(H) is log-hyponormal if log |A∗|2 
log |A|2. An invertible p-hyponormal operator is log-hyponormal, but the converse is false;
see [9, p. 169] for a reference. Log-hyponormal and p-hyponormal operators, which share a
number of properties with hyponormal operators, have been considered by a number of authors
in the recent past (see [3,9,13] for further references). This paper considers the operator dAB
with entries A,B∗ which are either p-hyponormal or log-hyponormal. Since neither the class of
p-hyponormal nor the class of log-hyponormal operators is closed under translations by scalars
[2], it is of interest to find out if dAB − λ has properties, in particular those related to kernel-range
orthogonality, in common with the case in which the entriesA,B∗ are hyponormal. It is proved (for
log-hyponormal or p-hyponormal entries A and B∗) that (dAB − λ)−1(0) ⊆ (dA∗B∗ − λ)−1(0),
asc(dAB − λ)  1 and (dAB − λ)−1(0) ⊥ (dAB − λ)B(H) for all λ ∈ C. Furthermore, if λ is
isolated in the spectrum of dAB , λ ∈ isoσ(dAB), then the quasi-nilpotent part H0(dAB − λ) of
dAB − λ coincides with (dAB − λ)−1(0); consequently, λ is a simple pole of the resolvent of dAB .
Applications to the elementary operator E(X) = A1XA2 − B1XB2 (for certain choices of the
operators Ai and Bi , 1  i  2) and the perturbed operator d(A+C)(B+D) − λ for quasi-nilpotent
operators C and D (satisfying certain properties) are considered, and it is proved that dAB satisfies
Weyl’s theorem.
2. Results
It is an immediate consequence of the Löwner–Heinz inequality that a p-hyponormal operator
is q-hyponormal for all 0 < q  p; hence we may assume, and do, that 0 < p < 12 . (This would
help in not having to distinguish between the cases 0 < p < 12 and
1
2  p  1 when we consider
Althuge transforms of p-hyponormal operators.) Let, for brevity, ( − H) (resp., (p − H)) denote
the set of operators in B(H) which are log-hyponormal (resp., p-hyponormal). If A ∈ ( − H)
(resp., A ∈ (p − H) is invertible with polar decomposition A = U |A| for some unitary U ), then
log(A∗−1A−1) = log(AA∗)−1 = − log(AA∗)  − log(A∗A) = log(A−1A∗−1)
(resp., (A−1A∗−1)p = |A|−2p  |A∗|−2p = (U |A|−2U∗)p = (A∗−1A−1)p);
hence A ∈ ( − H) 	⇒ A−1 ∈ ( − H) (resp., A ∈ (p − H) invertible 	⇒ A−1 ∈ (p − H)).
Evidently, A ∈ ( − H) 	⇒ cA ∈ ( − H) for all non-zero c ∈ C and A ∈ (p − H) 	⇒ cA ∈
(p − H) for all c ∈ C. The function t → log t being operator monotone, it is clear that an invertible
(p − H) operator is in ( − H) ∩ (p − H).
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Let A ∈ B(H) have the polar decomposition A = U |A|. If A ∈ ( − H) ∪ (p − H), 0 <
p < 12 , then the (first Aluthge) transform A˜ = |A|
1
2 U |A| 12 of A is 12 -hyponormal, and if A˜ has
the polar decomposition A˜ = V |A˜|, then the (second Aluthge) transform Â = |A˜| 12 V |A˜| 12 of
A is hyponormal; [9,3]. It is known that A, A˜ and Â have the same point spectrum, the same
approximate point spectrum and the same spectrum. Furthermore, Â has a normal part if and
only if A has a normal part (this is easily seen if A has a normal part, for the converse see [4,
Lemma 3]). Hyponormal operators are closed under translations (by λI ); ( − H)-operators and
(p − H)-operators, however, are not closed under translations.
It is known, [9, Theorem 8] and [3, Theorem 7], that ( − H)-operators and (p − H)-oper-
ators satisfy an asymmetric Putnam–Fuglede commutativity theorem: if A,B∗ ∈ ( − H) or
A,B∗ ∈ (p − H), then δAB−1(0) ⊆ δA∗B∗−1(0). The following lemma extends this result. For
λ ∈ C, let λ denote the complex conjugate of λ.
Lemma 2.1. IfA,B∗ ∈ ( − H) ∪ (p − H),all combinations are allowed, then (dAB − λ)−1(0) ⊆
(dA∗B∗ − λ)−1(0) for all λ ∈ C.
Proof. We consider the cases dAB = δAB and dAB = AB separately.
dAB = δAB . Decompose A and B into their normal and pure (=completely non-normal)
parts, with respect to some decompositions H = H0 ⊕ (H H0) and H = H1 ⊕ (H H1),
by A = An ⊕ Ap and B = Bn ⊕ Bp; let X ∈ (δAB − λ)−1(0), X : H1 ⊕ (H H1) −→ H0 ⊕
(H H0), have the corresponding matrix representation X = [Xij ]2i,j=1. Then
(δAB − λ)−1(0) =
[
(δAnBn − λ)X11 (δAnBp − λ)X12
(δApBn − λ)X21 (δApBp − λ)X22
]
= 0.
Since the operator An − λ (resp., Bn − λ) is normal and the pure operator B∗p ∈ ( − H) or
B∗p ∈ (p − H) (resp., the pure operator Ap ∈ ( − H) or Ap ∈ (p − H)), it follows from (an
application of the Putnam–Fuglede property to (δAnBp − λ)X12 = 0 = (δApBn − λ)λ)X21 that
X12 = X21 = 0. Define the (second Aluthge) transforms Âp and Bˆ∗p as above. Then
(δApBp − λ)X22 = 0 ⇐⇒ (δApTp − λ)Y = 0,
where we have set Bˆ∗∗ = Tp and |A˜p| 12 |Ap| 12 X22|B∗p|
1
2 |B˜∗p|
1
2 = Y . The operators Âp and T ∗p
being pure hyponormal operators, the Putnam–Fuglede theorem for hyponormal operators implies
that Y = 0. Recall that the eigenvalues of operators in ( − H) ∪ (p − H) are normal (i.e., the
eigenspaces are reducing); in particular, the pure part of an operator in ( − H) ∪ (p − H) is injec-
tive [3,9]. Hence |Ap| 12 , |A˜p| 12 , |B∗p|
1
2 and |B˜∗p|
1
2 are quasi-affinities, which implies that X22 =
0 and X = X11 ⊕ 0. Since (δAnBn − λ)−1(0) ⊆ (δA∗nB∗n − λ)−1(0), (δAB − λ)−1(0) ⊆ (δA∗B∗ −
λ)−1(0).
dAB = AB . Here we divide the proof into the cases λ = −1 and λ /= −1. If λ = −1, then
(AB − λ)X = 0 ⇐⇒ AXB = 0. If A,B∗ ∈ ( − H), then AXB = 0 ⇐⇒ X = 0: trivially,
A∗XB∗ = (A∗B∗ − λ)X = 0. If A ∈ ( − H) and B∗ ∈ (p − H), then AXB = 0 ⇐⇒ XB =
0(= X.0) 	⇒ XB∗ = 0 	⇒ A∗XB∗ = 0 	⇒ (A∗B∗ − λ)X = 0. Since a similar argument
works for the case in which A ∈ (p − H) and B∗ ∈ ( − H), we are left with the case in which
A,B∗ ∈ (p − H). Decomposing A and B into their normal and pure parts and letting X have the
matrix representation X = [Xi,j ]2i,j=1 as in the case dAB = δAB above, it is seen that
0 = AnX11Bn(= (X11Bn.0) 	⇒ A∗nX11Bn = 0(= A∗nX11.0) 	⇒ A∗nX11B∗n = 0;
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AnX12Bp = 0 	⇒ A∗nX12B∗p = 0;ApX21Bn = 0 	⇒ A∗pX21B∗n = 0
and (since Ap is injective and Bp has dense range)
ApX22Bp = 0 ⇐⇒ X22 = 0.
Hence (A∗B∗ − λ)X = 0 in this case also.
Now let λ /= −1. Then
(AB − λ)X = 0 ⇐⇒ ( 11+λA)BX = 0.
Since 11+λA ∈ ( − H) ∪ (p − H) and since

( 11+λA
∗)B∗X = 0 ⇐⇒ (A∗B∗ − λ)X = 0,
it would suffice to prove that ABX = 0 	⇒ A∗B∗X = 0. If A,B∗ ∈ (p − H), then the impli-
cation follows from an application of [3, Theorem 7] followed by an application of [4, Theorem
2]. If A,B∗ ∈ ( − H) or if A ∈ ( − H) and B∗ ∈ (p − H), then ABX = 0 ⇐⇒ δA−1BX =
0. Since A−1 ∈ ( − H), δA−1BX = 0 	⇒ δA∗−1B∗X = 0; hence A∗B∗X = 0. Finally, sinceABX = 0 	⇒ δAB−1X = 0 	⇒ δA∗B∗−1X = 0 in the case in which A ∈ (p − H) and B∗ ∈
( − H), the proof is complete. 
The ascent of a Banach space operator T ∈ B(X), asc(T ), is the least non-negative integer m
such that T −m(0) = T −(m+1)(0). The following corollary is a consequence of Lemma 2.1 and
[5, Proposition 2.3].
Corollary 2.2. If A,B∗ are as in the statement of Lemma 2.1, then asc(dAB − λ)  1 for all
λ ∈ C.
An operator T ∈ B(X) has the single-valued extension property at λ0 ∈ C, SVEP at λ0 for
short, if for every open disc Dλ0 centered at λ0 the only analytic function f : Dλ0 → X which
satisfies
(T − λ)f (λ) = 0 forall λ ∈ Dλ0
is the function f ≡ 0. Trivially, every operator T has SVEP at points of the resolvent ρ(T ) =
C \ σ(T ); also T has SVEP at λ ∈ isoσ(T ). We say that T has SVEP if it has SVEP at every
λ ∈ C.
The finite ascent conclusion of Corollary 2.2 implies that dAB has SVEP for all A,B∗ ∈
( − H) ∪ (p − H) [1, Theorem 3.8]; furthermore, (dAB − λ)−1(0) ∩ (dAB − λ)B(H) = {0}
[10, Lemma 4.10.1].
The quasinilpotent part H0(T − λ) and the analytic core K(T − λ) of (T − λ) are defined by
H0(T − λ) = {x ∈ X : lim
n−→∞‖(T − λ)
nx‖ 1n = 0}
and
K(T − λ) = {x ∈ X : there exists a sequence {xn} ⊂ X and δ > 0 for which
x = x0, (T − λ)(xn+1) = xn and ‖xn‖  δn‖x‖ for all n = 1, 2, . . .}.
We note that H0(T − λ) and K(T − λ) are (generally) non-closed hyperinvariant subspaces of
(T − λ) such that (T − λ)−q(0) ⊆ H0(T − λ) for all q = 0, 1, 2, . . . and (T − λ)K(T − λ) =
K(T − λ) [11].
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The operator T is simply polaroid if 0 is a simple pole of the resolvent of T . (Thus T is
simply polaroid if asc(T ) = dsc(T ) = 1, where the descent dsc(T ) of T is the least non-negative
integer m such that T mX = T m+1X.) T is isoloid if the isolated points of the spectrum of T ,
points λ ∈ isoσ(T ), are eigenvalues of the operator. Evidently, if T is simply polaroid at points
λ ∈ isoσ(T ), then T is isoloid. The following theorem is our main result.
Theorem 2.3. If A,B∗ ∈ ( − H) ∪ (p − H) (all combinations are permitted), then we have
the following.
(i) H0(dAB − λ) = (dAB − λ)−1(0) for all λ ∈ isoσ(dAB).
(ii) dAB is simply polaroid at points λ ∈ isoσ(dAB). In particular, dAB is isoloid and (dAB −
λ)B(H) is closed for all λ ∈ isoσ(dAB).
(iii) dAB − λ satisfies the kernel-range orthogonality inequality
‖X‖  ‖X − (dAB − λ)Y‖
for all X ∈ (dAB − λ)−1(0) and Y ∈ B(H).
Proof. (i) We consider the cases dAB = δAB and dAB = AB separately.
dAB = δAB . Recall from [8, Theorem 3.2] that σ(δAB − λ) =⋃{α − β − λ : α ∈ σ(A), β ∈
σ(B)}. If λ ∈ isoσ(δAB), then there exist finite sets {α1, . . . , αn} ⊂ isoσ(A) and {β1, . . . , βn} ⊂
isoσ(B) such that αi − βi = λ for all 1  i  n. Let
H ′1 =
n∨
i=1
(A − αi)−1(0), H1 =
n∨
i=1
(B∗ − βi)−1(0),
H ′2 =H H ′1 and H2 =H H1.
The isolated points of the spectrum of an ( − H) ∪ (p − H) operator being normal eigenvalues
of the operator, H ′1 reduces A, H1 reduces B∗, and A1 = A|H ′1 and B∗1 = B∗|H1 are normal
operators. Let A = A1 ⊕ A2, B = B1 ⊕ B2, and let X;H1 ⊕ H2 −→ H ′1 ⊕ H ′2 have the matrix
representation X = [Xij ]2i,j=1. Then
(δAB − λ)X =
[
(δA1B1 − λ)X11 (δA1B2 − λ)X12
(δA2B1 − λ)X21 (δA2B2 − λ)X22
]
,
and limn−→∞ ‖(δAB − λ)nX‖ 1n = 0 implies limn−→∞ ‖(δAiBj − λ)nXij‖
1
n = 0 for all 1  i, j 
2. Evidently, 0 /∈ σ(δAiBj − λ) for all 1  i, j  2 such that i, j /= 1; hence Xij = 0 for all
1  i, j  2 such that i, j /= 1. Since A1 and B1 are normal, limn−→∞ ‖(δA1B1 − λ)nX11‖
1
n =
limn−→∞ ‖(δ(A1−λ)B1)nX11‖
1
n = 0 ⇐⇒ (δ(A1−λ)B1)X11 = (δA1B1 − λ)X11 = 0. [12, Lemma 2].
Hence H0(δAB − λ) ⊆ (δAB − λ)−1(0), which (since (δAB − λ)−m(0) ⊆ H0(δAB − λ) for every
non-negative integer m) implies that H0(δAB − λ) = (δAB − λ)−1(0).
dAB = AB . In this case σ(AB − λ) =⋃{αβ − 1 − λ : α ∈ σ(A), β ∈ σ(B)}. If λ ∈
isoσ(AB), then there exist finite sets {α1, . . . , αn} ⊂ isoσ(A) and {β1, . . . , βn} ⊂ isoσ(B) such
that αiβi = 1 + λ for all 1  i  n. Define subspaces H ′i and Hi , and operators Ai and Bi ,
i = 1, 2, as above. Letting X = [Xij ]2i,j=1 as above, it then follows that
(AB − λ)X =
[
(A1B1 − λ)X11 (A1B2 − λ)X12
(A2B1 − λ)X21 (A2B2 − λ)X22
]
,
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where 0 /∈ σ(AiBj − λ) for all 1  i, j  2 such that i, j /= 1. Since limn−→∞ ‖(A1B1 −
λ)nX11‖ 1n = limn−→∞ ‖((A1−λ)B1)nX11‖
1
n = 0 ⇐⇒ ((A1−λ)B1)X11 = (A1B1 − λ)X11 = 0,
see [4, Lemma 4], the equality follows.
(ii) If λ ∈ isoσ(dAB − λ), then
B(H) = H0(dAB − λ) ⊕ K(dAB − λ)
[11]. Since H0(dAB − λ) = (dAB − λ)−1(0) by part (i),
B(H)= (dAB − λ)−1(0) ⊕ K(dAB − λ)
	⇒ (dAB − λ)B(H) = 0 ⊕ (dAB − λ)K(dAB − λ)
	⇒ B(H) = (dAB − λ)−1(0) ⊕ (dAB − λ)B(H).
Hence λ is a simple pole of the resolvent of dAB (therefore, an eigenvalue) and (dAB − λ)B(H)
is closed.
(iii) The proof of the (kernel-range orthogonality) inequality for the case in which dAB = δAB ,
or dAB = AB and λ /= −1, follows from [5, Lemma 4] (applied to δ(A−λ)B and ( 11+λA)B ).
The case in which dAB = AB and λ = −1 is proved as follows. If A,B∗ ∈ ( − H), then
X ∈ (AB − λ)−1(0) ⇐⇒ AXB = 0 ⇐⇒ X = 0 (and the required inequality is trivially sat-
isfied). For the remaining choices of A and B∗ we argue as follows. Assume that AXB = 0.
If A is injective, then XB = 0 = XB∗ 	⇒ B = 0 ⊕ B2 on H = ker⊥X ⊕ ker X. Define the
quasi-affinity X0 : ker⊥X −→ ranX by setting X0x = Xx for each x ∈ ker⊥X. Letting A ∈
B(ranX ⊕ (ranX)⊥) have the matrix representation A = [Aij ]2i,j=1 and Y : ker⊥ X ⊕ ker X −→
ranX ⊕ (ranX)⊥ have the matrix representation Y = [Yij ]2i,j=1, it then follows that
X + (AB − λ)Y =
[
X0 ∗
0 ∗
]
.
Similarly, if B∗ is injective, then
X + (AB − λ)Y =
[
X0 0
∗ ∗
]
.
Finally, if neither of A and B∗ is injective, then (A = 0 ⊕ A2, B = 0 ⊕ B2 and X has the corre-
sponding matrix representation X =
[
X11 X12
X21 0
]
, so that)
X + (AB − λ)Y =
[
X11 X12
X21 A2Y22B2
]
.
Evidently, ‖X + (AB − λ)Y‖  ‖X0‖ = ‖X‖ in the first two cases and ‖X + (AB − λ)Y‖ ∥∥∥[X11 X12X21 0
]∥∥∥ = ‖X‖ in the remaining case. 
We consider now some applications of Theorem 2.3.
Elementray operator E. As a first application we prove an analogue of [6, Theorems 2.6
and 3.4]. Let E ∈ B(B(H)) denote the elementary operator E(X) = A1XA2 − B1XB2, where
either A1, A∗2 ∈ ( − H) ∪ (p − H) and B1, B∗2 ∈ (p − H) are invertible or A1, A∗2, B1 and B∗2
are all in ( − H), A1 doubly commutes with B1 (i.e., A1B1 − B1A1 = 0 = A∗1B1 − B1A∗1) and
A2 doubly commutes with B2.
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Corollary 2.4. (i) Let 0 ∈ isoσ(E). Then H0(E) = E−1(0) and 0 is a simple pole of the resolvent
of E (in particular, asc(E)  1 and E(B(H)) is closed).
(ii) ‖X‖  ‖X − E(Y )‖ for all X ∈ E−1(0) and Y ∈ B(H).
Proof. Since E(X) = B1((A1B−11 )(A2B−12 )(X))B2, where A1B
−1
1 and A
∗
2B
∗
2
−1 ∈ ( − H) ∪
(p − H), X ∈ E−1(0) ⇐⇒ X ∈ −1
(A1B
−1
1 )(A2B
−1
2 )
(0). Observe that
lim
n−→∞‖
n
(A1B
−1
1 )(A2B
−1
2 )
X‖ 1n = lim
n−→∞‖B
−n
1 E
n(X)B−n2 ‖
1
n
‖B−11 ‖‖B−12 ‖ limn−→∞‖E
n(X)‖ 1n .
Since
H0((A1B−11 )(A2B−12 )) = ((A1B−11 )(A2B−12 ))
−1(0)
(see Theorem 2.3), H0(E) = E−1(0). Arguing as in part (ii) of the proof of Theorem 2.3, this
implies that 0 is a simple pole of the resolvent of E. To prove (ii), let X ∈ E−1(0) and let
Y = B−11 ZB−12 ∈ B(H). Then
‖X‖  ‖X − 
(A1B
−1
1 )(A2B
−1
2 )
(Z)‖ = ‖X − E(Y )‖
for all Y ∈ B(H). 
Perturbation by quasi-nilpotents. Recall that ifS andT are commuting operators, [S, T ] = 0,
then the spectral radius satisfies the inequalities r(ST )  r(S)r(T ) and r(S + T )  r(S) + r(T ).
Since the operators LC and RD of left multiplication by C and right multiplication by D (respec-
tively) are quasi-nilpotent whenever C and D are quasi-nilpotent, and since [LC,RD] = 0, it fol-
lows thatLC − RD ,LCRT andLT RD are quasi-nilpotent for every operatorT and quasi-nilpotent
operators C,D.
Corollary 2.5. Let A,B∗ ∈ ( − H) ∪ (p − H), and let λ ∈ C. Then:
(i) (δ(A+C)(B+D) − λ)−1(0) ⊆ H0(δAB − λ) = (δAB − λ)−1(0), and ‖X‖  ‖X −
(δAB − λ)Y‖ for all X ∈ (δ(A+C)(B+D) − λ)−1(0) and Y ∈ B(H).
(ii) If [C,D] = [C,A] = [D,B] = 0, then ((A+C)(B+D) − λ)−1(0) ⊆ H0(AB − λ) =
(AB − λ)−1(0) and ‖X‖  ‖X − (AB − λ)Y‖ for all X ∈ ((A+C)(B+D) − λ)−1(0)
and Y ∈ B(H).
Proof. (i) The operators C and D being quasi-nilpotent, LC − RD is quasi-nilpotent. Let X ∈
(δ(A+C)(B+D) − λ)−1(0). Then (δAB − λ)X = −(LC − RD)X, which (by the quasi-nilpotence
of LC − RD) implies that X ∈ H0(δAB − λ) = (δAB − λ)−1(0). The inequality ‖X‖  ‖X −
(δAB − λ)Y‖ being evident from Theorem 2.3(iii), (i) is proved.
(ii) The hypothesis [C,D] = [C,A] = [D,B] = 0 implies that LCRB + LARD + LCRD is
quasi-nilpotent. Let X ∈ ((A+C)(B+D) − λ)−1(0). Then (AB − λ)X = −(LCRB + LARD +
LCRD)X, which implies that X ∈ H0(AB − λ) = (AB − λ)−1(0). The inequality ‖X‖ 
‖X − (AB − λ)Y‖ being evident from Theorem 2.3(iii), the proof is complete. 
We remark here that an argument similar to that above proves the following: If E is the
operator of Corollary 2.4, Ci and Di (i = 1, 2) are quasi-nilpotent operators such that [Ci,Di] =
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[Ci,Ai] = [Di, Bi] = 0 for all 1  i  2 and E0 is the operator E0(X) = (A1 + C1)X(A2 +
C2) − (B1 + D1)X(B2 + D2), then E−10 (0) ⊆ H0(E) = E−1(0) and ‖X‖  ‖X − E0Y‖ for all
X ∈ E−10 (0) and Y ∈ B(H).
Weyl’s theorem. An operator T satisfies Weyl’s theorem if the complement of the Weyl
spectrum of T in σ(T ) is the set π00(T ) = {λ ∈ isoσ(T ) : 0 < dim(T − λ)−1(0) < ∞}. (The
interested reader is invited to consult [1, Chapter 3.8] for information, and references, on operators
satisfying Weyl’s theorem; see also [5].) Although a more general Weyl’s theorem (similar to [5,
Theorem 3.3]) is possible for the operator dAB of Theorem 2.3, we shall be content here with the
following corollary to Theorem 2.3.
Corollary 2.6. If A,B∗ ∈ ( − H) ∪ (p − H), then f (dAB) satisfies Weyl′s theorem for every
function f which is analytic on a neighbourhood of σ(dAB).
Proof. Since dAB has SVEP, and sinceλ ∈ π00(T ) 	⇒ H0(dAB − λ) = (dAB − λ)−1(0) is finite
dimensional, [1, Theorem 3.85] applies. 
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