Finding rna.ximum a posteriori (MAP) assignments, also called Most Probable Explanations, is an important problem on Bayesian belief networks. Shimony has shown that finding MAPS is NPhard. In this paper, we show that approximating MAPS with a constant ratio bound is also NP-hard. In addition. we examine the complexity of two related problems which have been mentioned in the literature. We show that given the MAP for a belief network and evidence set, or the family of MAPS if the optimal is not unique, it remains NP-hard to find, or approximate, alternative nextbest explanations. Furthermore, we show that given the MAP, or MAPS, for a belief network and an initial evidence set, it is also NP-hard to find, or approximate, the MAP assignment for the same belief network with a modified evidence set that differs from the initial set by the addition or removal of even a single node assignment. Finally, we show that our main result applies to networks with constrained in-degree and out-degree, applies to randomized approximation, and even still applies if the ratio bound, instead of being constant, is allowed to be a polynomial function of various aspects of the network topology. 0 1998 Elsevier Science B.V. All rights reserved.
Introduction
Bayesian belief networks are an important graphical knowledge representation useful for reasoning under (probabilistic) uncertainty. Two important abductive reasoning, also known as diagnostic reasoning or explanation, problems on (Bayesian) belief networks are probabilistic inference and MAP explanation. In probabilistic inference, the objective is (1998) [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] to compute the probability of a given set of events conditioned on a given set of observances called the evidence. In MAP explanation, the objective is to find the most probable explanation for the evidence. Probabilistic inference was shown to be NP-hard in 1990 by Cooper [5] , and in 1993 Dagum and Luby [6] showed that approximating probabilistic inference is also NP-hard. In 1994, Shimony [23] showed that MAP explanation is NP-hard. Here, we extend Shimony's proof to show that approximating MAP explanations is also NP-hard.
We also examine the problem of finding second-best explanations given the MAP explanation. It has been suggested [21, p. 201 that in some applications, "having alternative explanations is often useful and sometimes necessary. Having the second best, third best, and so on, can provide a useful gauge on the quality of the best explanation." In the literature, some algorithms have been described as more easily finding alternative explanations after the best explanation is found [4, 19] . While this may be true in some cases or even in the average case, we show here that in the worst case, finding alternative explanations given the best explanation is no easier than finding the best explanation; they are both NP-hard. We define the following problem: Given a belief network and evidence set B and f and given all the optimal explanations (if the optimal explanation is not unique), find the second-best explanation for B and E. We show that approximating this problem is NP-hard. We then show that this result can be extended to the general case where we are given the best, second-best, third-best, through the Kth-best explanation and required to find a (K + l)st-best solution.
We then look at the complexity of using the best explanation for a given belief network B and evidence set Et to find the best explanation for B with a new evidence set f2. This is useful for applications where the evidence accumulates gradually over time; Chamiak and Santos [3] have called this "dynamic abduction" and have indicated its usefulness in domains such as medical diagnosis, vision, and story understanding.
Unfortunately, we prove that given a belief network B and two evidence sets El and &2, and given all the optimal explanations for B and It, the problem of finding, or approximating, the best explanation for B and &2 is NP-hard, even if 82 differs from It by the addition or removal of a single node assignment.
Bayesian belief networks
Let V =vI,..., un be a finite set of random variables. Let P be some probability distribution over V and let X, Y, and Z be three disjoint subsets of V. X is said to be conditionally independent of Y given Z if and only if for any given instantiations x, y, and z, of X, Y, and Z, respectively, P(x 1 y, z) = P(x 1 z) whenever P(y, z) > 0.
Let D = (V, E) be a directed acyclic graph (DAG) whose nodes are identified with the random variables ~1, . . . , vn. D is said to be a minimal independency map of P if and only if every n E V is conditionally independent, given its parents T(U), of all its non-descendents [14, p. 1201 . Given a set V of random variables and a probability distribution P over V, a Bayesian belief network representation of P is a dag (V, E), such that (V, E:) is a minimal independency map of P, augmented with a set of conditional probability distributions ( Pv: v E V) where each P,, is a local probability distribution which specifies the probability of each possible instantiation of u given every possible instantiation of its parents. For example, if node u is identified with a binary-valued random variable and has two parents, say u and w, which are identified with binaryvalued variables, then Pu must specify for each of the four possible instantiations of n(u), (i.e., {u t T, w t T}, {u t F, w t T}, {u t T, w t F}, and {u t F, w t F}) the two probabilities P(v = T 1 n(v)) and P(u = F 1 rc (v)). However, since for any given instantiation of n(v), the probability of u = T and the probability of u = F must sum to 1, it is sufficient for Pv to specify one probability, conventionally the probability of true for binary-valued variables, for each possible instantiation of n(v). In general, if a variable is n-valued, P, must specify n -1 probabilities for every possible instantiation of n(u).
An instantiation, or full assignment, A of a binary-valued belief network defined over a set of variables V is a mapping which assigns a truth value to each member of V. A partial assignment I of a subset of the nodes of a belief network assigns truth values to the members of the subset. Where there is no confusion, we will use the same symbol, e.g., &, to refer to both the partial assignment and to the subset of V to which it assigns values. If 2: is a partial assignment of a belief network and A is a full assignment, then we will use the notation E G A to indicate that A assigns to the set of variables which are assigned values by E, the same values they are assigned by E.
Based on the assumption that a belief network's underlying graph is an independency map of the network variables, Pearl [ 141 has shown that the joint probability of any given full instant.iation, A : V H v1 , . . . , v,, , of the network variables can be computed according to p(~l,~2,...,%2)= fi P(Vi I ai>).
i=l (2)
The MAP problem is an optimization problem where we are given a belief network B and partial assignment & of B which represents "real-world" observations, or evidence, for which we s,eek an explanation. The problem is undefined if P(E) = 0, i.e., if the evidence is impossible. The objective is to find the full assignment which is most probable given the evidence at hand. In other words, it is required to find the instantiation A with maximum a posteriori (MAP) probability P(d 1 8). This is equivalent to maximizing P(d, E) or maximizing P(d) under the constraint that & S A. If the evidence set is empty, then the objective is to find the network assignment A with highest unconditional probability
For the #special case of singly-connected networks, which are networks in which the underlying undirected graph is also acyclic, an efficient polynomial-time (linear-time, in fact) algorithm exists [ 141. However, for general multiply-connected networks, the problem has been shlown to be NP-hard [23] and current methods [4, 10, 13, 14, 20, 22] all have worstcase exponential-time complexity.
Complexity of approximating MAP explanations
In general, when a problem is proven to be NP-hard, this means that a polynomialtime algorithm which is guaranteed to find the optimal solution is unlikely to be found. However, it may still be possible to find polynomial-time algorithms which always find solutions which are guaranteed to be close to the optimal solution.
A constant ratio-bounded approximation algorithm, with constant bound p, for a maximization problem, is an algorithm which returns a solution whose quality sapprox is guaranteed to be within a ratio p of the quality so@ of the optimal solution, pPt -<P. swrox (3) In this paper, we prove that approximating the MAP problem with a constant ratio bound is at least as hard as finding an exact solution, i.e., they are both NP-hard.
Theorem 1.
Approximating the MAP assignment problem for belief networks with a constant ratio bound p is NP-hardfor any p 3 1.
We begin by describing the "known NP-complete problem" we will use in our transformation; note that our transformation makes use of some of the constructs developed in [23] .
Definition of no-negation ONE-IN-THREE 3SAT
An instance of the ONE-IN-THREE 3SAT problem consists of a set U of variables, and a collection C of clauses over U such that each clause c E C has ICI = 3. The question is whether there exists a truth assignment for U such that each clause has exactly one true literal. The ONE-IN-THREE 3SAT problem is NP-complete and remains NP-complete if it is restricted such that no c E C contains a negated literal [7, p. 2591 
. It is this restricted no-negation ONE-IN-THREE
3SAT problem (which we will abbreviate as NN3SAT for the remainder of the paper), that we will use in our proofs.
An example of this problem is the set of variables (~1, ~2, ~43, ~44, us} and the set of 
(4)
This problem instance happens to be satisfiable: one satisfying assignment is {u 1 = T, u2 = T, u3 = F, u4 = F, u5 = F).
Transformation
Let (U, C) be an arbitrary instance of NN3SAT and let p > 1 be an arbitrary constant. Let n = IUI, m = ICI, and where, for the remainder of the paper, log will be assumed to denote log2 unless another base is explicitly specified. We will present a polynomial-time (in the size of (U, C)) procedure for constructing a belief network B and evidence E; the construction is illustrated in Fig. 1 .
Construction 2.
Input: An instance (U, C) of NN3SAT and a constant p 3 1. Output: A belief network B and evidence E.
(0 For each u E U, construct a node v, E V which will be called a truth setting node.
Let f&a(d) represent the joint probability of the truth setting nodes under an instantiation A,
f'truth(d)= n p(vu). (6)

UEV
(ii) For each c E C, construct a node vc E V which will be called a clause satisfaction node. Let Pclause(d) represent the conditional joint probability of the clause satisfaction nodes under an instantiation A,
P clad.4 = n P(vc I JO,>)-
CEC
(iii) Construct a single node G E V which will be called the goal node.
(VI (4
Construct d nodes, pt , . . . , pd, which will be called penalty nodes ' . Let Ppendty(d)
represent the conditional joint probability of the d penalty nodes under an instantiation A.
All the truth setting nodes will be root nodes. For each truth setting node vU, set v,, 's probability distribution to be
(Note that P(vU) under an instantiation A will be one-half regardless of how A assigns v, . Therefore,
for any A.) For each clause c E C, construct an edge, for each u E c, from vu to v,. Therefore, each clause satisfaction node will have an in-degree of exactly three. Set the conditional distribution for each clause satisfaction node v as follows:
if exactly one of u1, ~2, and u3 is T, otherwise (Note that this distribution, which will be called an XOR 2 distribution, is designed so that the probability P(v 1 n(v)) is 1 if and only if the network is instantiated in such a way that v is the xor-ing of its parents-in which case we say that the instantiation respects node v's XOR distribution. An instantiation d will have P clause(d) equal to 1 if it respects all XOR distributions and equal to 0 if A disrespects the XOR distribution of even a single clause satisfaction node.) Let the following distribution for a node v with parents n(v) be called an AND distribution.
(Note that the probability P(v 1 n(v)) under an instantiation A will be 1 if A assigns v to a truth value equal to the and-ing of the truth values of its parents; otherwise, P (v I n(v)) under A will be 0. In the former case, we say that A respects v's AND distribution, and, in the latter, that it disrespects it.) Construct a binary tree of nodes, such that the clause satisfaction nodes are the leaf nodes of the tree, G is the root of the tree, all edges in the tree are directed towards the root, and all interior nodes, including the root node G, have the AND distribution. The interior nodes of the tree, excluding G, will be called goal auxiliary nodes. Let Pgoal(d) represent the conditional joint probability of G and the goal auxiliary nodes. ' The penalty nodes were called drain nodes in [23] .
* The XOR function is commonly generalized to n variables x1, _ , xn in one of two ways: either as the "one- 6) Make the evidence set E empty.
Proof. Let A be a polynomial-time approximation algorithm for the MAP problem with constant &o-bound p. For a given arbitrary instance (U, C) of NN3SAT, we apply Construction 2 to produce an instance (B, E) of the MAP pr!blem and run algorithm A. 
if A assigns G to false, then
Therefore, for an arbitrary A, exactly one of equations (1 l)-( 13) will hold.
If (U, C) is satisfiable, then
It cannot be the case that 
P(d.')=(;)"(;)d,
Our transformation can clearly be carried out in polynomial time. One truth setting node is constructed for each u E U, and one clause satisfaction node is constructed for each c E C. The number of goal auxiliary nodes created in step (viii) is linear in the number of clause satisfaction nodes. Since p is constant, the number of penalty nodes is also constant. No node in the network has an in-degree greater than three, therefore the size of the local probability distributions Pu is bounded by a constant.
Complexity of next-best explanations
Second-best explanations
In this section, we are interested in the following problem. Given a belief network B, evidence set E, and the set F of optimal assignments for B and E, the objective is to find the assignment A 4 .F with highest conditional probability P(d 1 E). We call this the SECOND-BEST-MAP problem.
Theorem 3. Approximating the SECOND-BEST-MAP problem with a constant ratio bound p is NP-hardfor any p 3 1.
Given an arbitrary instance (U, C) of NN3SAT, we create in polynomial time a belief network B, an evidence set E, and a set of assignments F. We then prove that the set F we have constructed is exactly the set of optimal MAP assignment for B and E. Finally, we show that (U, C) can be decided by approximating the second-best MAP assignment.
To construct B, we build on Construction 2. We add a new "dummy" truth setting node z, as illustrated in Fig. 2 , which does not correspond to any variable in U and construct edges from it to all the clause satisfaction nodes. Ptruh will now denote the joint probability of the truth setting nodes plus the new dummy z. Observe that setting z to true and setting all the "real" truth setting nodes to false is a trivial way to satisfy all the clauses.
We construct the distribution for z as follows:
Let d be a network assignment for B which assigns z to true, all other truth setting nodes to false, all clause satisfaction nodes to true, the goal node and all goal auxiliary nodes to true, and all penalty nodes to true. Then, Table 1 , in decreasing order of probability.
The first case in Table 1 corresponds to A. If (U, C) is satisfiable, then the optimal solution d2 for SECOND-BEST-MAP has the probability shown in case 2 of the table. The next-best solution for SECOND-BEST-MAP has the probability shown in the third case of the table. However, the ratio between the two probabilities is greater than p. Therefore, if 4 is the assignment returned by an approximation algorithm A with ratio bound p, then P(Ph) = j$($ (21) if and only if (U, C) is satisfiable.
Kth-best explanation
We have shown that, in general, finding the second-best solution given the best solution is just as difficult as finding the best solution from "scratch". Now, let us go one step further and consider the following problem. Given a belief network B, evidence set E, and a collection .F of sets Ft , .75 , . . . , .FK, where .Fi represents the set of i&best solutions, for i=l,..., K, the objective is to find the assignment A with highest conditional probability P(dIE),suchthatd#Fi,fori=l,..., K.
We can make some modifications to our earlier discussion to show that approximating this problem is NP-hard for any constant K. Instead of a single node z, we add K "dummy" truth setting nodes zt , . . . , ZK. Each node zi is connected to all the clause satisfaction nodes. This means that setting exactly one dummy Zi to true and setting all the "real" truth setting nodes to false will trivially satisfy all the clauses. We also add K new penalty nodes pi., . . . , pk, which will have only G as their parent and will have the penalty distribution, The probability distribution of each zi node, for i = 1, . . . , K, is set as follows:
Let PZ denote the joint probability of the z nodes. Note that for il < i2,
P(z~, = T) > P(z~, = T), P(z~, = F) < P(zi, = F),
andforanyi=l,...,K,
,Gd>1.
Therefore, the minimum possible value of Pz will occur for an assignment which assigns all the zi nodes to false; let this minimum value be denoted Pz"'". The maximum possible value will occur for an assignment which assigns all the zi nodes to true; let us denote this value as P;max. Now, let & be an assignment which assigns zi to true, all other truth setting nodes to false, respects all AND and XOR distributions (which implies that it must assign G to true), and assigns the penalty nodes to true. Then, for any il < i2,
PY, > P&i,)> P,(&)> Pz"'". (25)
Further, let Piendty denote the joint probability of the K newly added penalty nodes, p:,..., ps:, for an assignment which assigns G to false,
From (24)) (27) therefore, pmin p;e"alty < j&z z
Let AC be an arbitrary assignment which respects all AND and XOR distributions and assigns G (and all penalty nodes) to true; let AC be an arbitrary assignment which respects all AND and XOR distributions and assigns G to false. Then,
In other words, not only does any assignment which assigns G to true still have higher probability than any assignment which assigns G to false, assuming both assignments respect all AND and XOR distributions, the ratio between them is greater than p. This means that the network assignment with highest unconditional probability is at, the network assignment with second-highest probability is 22, and in general for i = l,.... K, the assignment with ith highest probability is di . If (U, C) is satisfiable, the next-bmest assignment after & will have to assign G to true by assigning the "nondummy" truth setting nodes in a manner that corresponds to a satisfying assignment to (U, C). An assignment which assigns G to false cannot be returned as an approximation to the optimal next-best assignment because, from (3 l), the ratio between them would be greater than p .
Complexity of dynamic abduction
In this and the following section, we are interested in determining the complexity of finding, or approximating, the optimal MAP assignment for a belief network B and evidence set &2 given all the optimal assignments for the same network B and an initial evidence set Et, such that Et differs from 82 by the addition or removal of one or more node assignments.
Dynamic abduction with expanding evidence
The NP-hardness of the case where &2 involves adding node assignments to It is a fairly straightforward extension of Theorem 3. We again, as in Section 4.1, make use of a single "dummy" truth-setting node z and we set Et to the empty set. This makes the unique optimal assignment for B and Et the trivial assignment which assigns z to true and all other truth setting nodes to false. We then set &Z to the single assignment {z t F}; the optimal assignment for B and &2 will thus not be able to set z to true in order to assign G to true without disrespecting any AND or XOR distributions. If (and only if) (U, C) is satisfiable, the optimal assignment d for B and &2 will correspond to the second case of Table 1 . The next-best solution will correspond to the fourth case of the table and its probability will not be within a ratio p of the optimal, (32)
Theorem 4. Given a Bayesian belief network B, two evidence sets El and &z such that
El c &2, and the set .F of optimal MAPS for B and El, the problem of approximating the optimal MAP explanation for B and &2 with a constant ratio bound p is NP-hardfor any P3 1.
Dynamic abduction with diminishing evidence
In this section, our concern is with dynamic abduction in the case where the new evidence set 52 differs from Et by the removal of one or more node assignments. Proving this case is a little more involved than in the case where the evidence is expanding.
Theorem 5. Given a Bayesian belief network B, two evidence sets El and &2 such that E2 c El, and the set 3 of optimal MAPS for B and El, the problem of approximating the optimal MAP explanation for B and E2 with a constant ratio bound p is NP-hard for any P> 1.
Given an instance of (U, C), we construct a belief network B as described in Section 4. We add k additional nodes p;, . . . , pt. which will be called auxiliary penalty nodes, and we construct an edge from z to each of the auxiliary penalty nodes, as illustrated in Fig. 3 . The distribution for each auxiliary penalty node will be as follows:
Let p;emltJf denote the conditional joint probability of the k auxiliary penalty nodes.
Let A be an arbitrary assignment for B; there are four possible cases for P(d), presented in Table 2 .
Let Et =: {z -+ T} and E2 = @ . The family F of optimal MAP assignments for B and El will consist of the unique assignment, let us denote it &i, corresponding to case 2 of the table, and 'can be constructed in polynomial time. For B and E2, the optimal assignment &, will correspond to the first case of the table and will have probability 
Additional results and concluding remarks
Constrained topology
It is easy to extend Theorem 1 to networks with a maximum in-degree of 2 and a maximum out-degree of 2. The method described by Shimony [23] for reducing the outdegree of the goal node can be used in our constructions to reduce the out-degree of the goal node and the truth setting nodes. In networks created by Construction 2, the clause satisfaction nodes have an in-degree of 3 and all other nodes have a maximum in-degree of 2. The three-variable XOR distribution of the clause satisfaction nodes can, however, easily be avoided using the well-known identity XOR (a, b, c) 3 [(-a A -b) A c] v [(-a A b) A -cl v [(a A -b) A ~1.
We replace each XOR node by a constant number of two-input AND, two-input OR, and one-input NOT nodes.
Randomized approximation
A number of randomized algorithms have been developed for belief networks. They are based on using the probability distributions residing in network nodes to generate network instantiations and using the instantiation that is generated most frequently as an approximation of the optimal MAP assignment. Unfortunately, we will show it is not possible, unless RP = NP, to guarantee that the solution returned by a polynomial-time algorithm has a fixed probability 6 of being the optimal, or even within a constant ratio bound p of the optimal.
A Mont'e Carlo algorithm A for a yes-no decision problem l7 is an algorithm which always terminates with an affirmative or negative answer such that -The probability that A answers affirmatively and the correct answer to I7 is "no" is 0; -The probability that A answers negatively and the correct answer to fl is "yes" is less than l/2. A problem I7 belongs to the complexity class RP if and only if there exists a polynomialtime Monte Carlo algorithm for it [ 121. While it is known that P S RP C NP, it remains open whether P c RP and whether RP c NP.
Theorem 6. Zf RP # NP, a polynomial-time algorithm which is guaranteed to jind a solution w,hich has a fixed probability 6 of being within a ratio p of the optimal solution does not exist for the MAP problem for any p > 1 and 6 E (0,l).
Let A be such an algorithm; we use A to construct a Monte Carlo algorithm A' in the following 'way. Given an instance of NN3SAT, apply Construction 2 to produce a belief network and evidence set, run algorithm A k times, and answer affirmatively if any of the k runs return a positive answer, where k= .(-log,:-,))1 +I.
The probability of k "false negatives" is (1 -s>k < $.
(38) (39)
Therefore, A' is a Monte Carlo algorithm for NN3SAT and since k is constant, it runs in polynomial time.
Approximation with a polynomial ratio bound
Thus far, we have shown that a polynomial-time ratio-bounded approximation algorithm with a constant p cannot be found unless P = NP. However, this leaves open the possibility of a ratio-bounded algorithm with a p that is not a constant but perhaps a simple function of the problem size. For example, for the set covering problem, where it is required to cover a set of elements X with the smallest subset of a family 3 of subsets of X, there exists a polynomial-time algorithm which guarantees a ratio bound of (In 1x1 + 1) [ll] . Such a rati'o bound is not a constant and would not be precluded even though, because the In function grows so slowly, it is almost as useful as a constant ratio-bounded algorithm.
Therefore, it would be significant to prove for the MAP problem not only the NP-hardness of approximation with a constant ratio bound but also of approximation with a ratio bound that is an arbitrary positive polynomial function of the size of the network. However, we will settle for proving this for a ratio bound that is an arbitrary positive polynomial function of the number of nodes in the network minus the number of singleparent leaf nodes, i.e., nodes with an in-degree of 1 and an out-degree of 0. This will exclude, if P # NP, ratio bounds which are polynomial functions of, for example, -the number of cycles in the network, -the length of the longest cycle, and -the depth of the network. These are excluded because single-parent leaves do not participate in cycles and can only increase the depth by one. 
a polynomial-time approximation algorithm with ratio-bound p (I Y (B) I) does not exist for the MAP problem,
Given an instance (U, C) of NN3SAT, we apply Construction 2 with one modification; instead of (5), set d=l,
and let B' and &' be the belief network and evidence set that are produced. This can be carried out in polynomial time since d is constant. Note that B' will have a single penalty node and this penalty node will be a single-parent leaf node. Then, apply Construction 2 again to (U, C), this time with d= [logp(lY(B')I)] + 1,
to produce B and E. Since p is a polynomial function, and 1 Y (B') 1 is polynomial in the size of (U, C), this second application of Construction 2 can also be carried out in polynomial time. Because B' differs from B only in the number of penalty nodes, which are all singleparent leaf nodes, P(jW')I) = p(jW)j).
Therefore, if A' is the assignment returned by an approximation algorithm with ratio bound p (I Y (B) I), then (U, C) is satisfiable if and only if P(X) = (i)".
Concluding remarks
The results of this paper exclude, unless P = NP, the possibility of algorithms whose run-time behavior is guaranteed to be polynomial and who guarantee a certain quality of solution. However, they do leave open the possibility of methods, such as best-first search [4] and integer programming 1201, which guarantee solution quality but not worst-case run-time (even though they may have good run-time in practice), and algorithms whose solution quality is not guaranteed even though they may produce good solutions in practice. Genetic algorithms [8] , simulated annealing [9] , and neural network [24] methods all fit in the latter category; there has been some work on applying these methods to belief networks [ 1,2,16-l 81 and they seem good candidates for further exploration.
