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Solids built out of active components can exhibit non-reciprocal elastic coefficients that give rise to
non-Hermitian wave phenomena. Here, we investigate non-Hermitian effects present at the boundary
of two-dimensional active elastic media obeying two general assumptions: their microscopic forces
conserve linear momentum and arise only from static deformations. Using continuum equations,
we demonstrate the existence of the non-Hermitian skin effect in which the boundary hosts an
extensive number of localized modes. Furthermore, lattice models reveal non-Hermitian topological
transitions mediated by exceptional rings driven by the activity level of individual bonds.
The microscopic injection of energy into solid media
via active, living, or robotic components fundamentally
alters their mechanical waves [1–7]. As with optics [8, 9],
topoelectric circuits [10–13], and open quantum sys-
tems [14, 15], the interplay between activity (gain) and
dissipation (loss) can often be captured by non-Hermitian
operators [16–18]. In all these contexts, a central ques-
tion is what happens at the boundary of the system.
Like their Hermitian counterparts, non-Hermitian sys-
tems have been shown to exhibit topological invariants
that ensure localized boundary modes [19–32]. How-
ever, in some cases, the familiar bulk-boundary corre-
spondence breaks down for non-Hermtian systems. Such
systems exhibit the non-Hermitian skin effect, in which
an extensive number of modes are localized to the sys-
tem’s boundary [33–35].
Here we examine the non-Hermitian wave phenomena
that arise from the elastic properties of a class of ac-
tive solids. In the continuum, non-Hermiticity enters
the linear elasticity of a solid through odd elastic mod-
uli, which are active moduli that violate Maxwell-Betti
reciprocity [7]. We show that such odd elastic moduli
when combined with anisotropy can give rise to the non-
Hermitian skin effect. This effect implies a dramatic lo-
calization of vibrational modes to the system’s bound-
ary. Furthermore, we take a microscopic view of elastic-
ity by considering 2D lattices composed of active bonds.
These bonds, while active, retain two crucial features of
Hookean springs: they conserve linear momentum and
depend only on changes in their length. We uncover a
non-Hermitian topological transition driven by the level
of activity. This transition differs qualitatively from its
Hermitian counterpart in that it is mediated by excep-
tional rings. We interpret such rings in terms of geo-
metric changes in particle trajectories necessary to draw
energy from non-potential forces.
Non-Hermitian elasticity— We choose as our start-
ing point elasticity theory, the continuum description of
solids that captures their ability to resist shape change
at large length scales [36]. Unlike conventional treat-
ments of passive elasticity, we seek to capture at a coarse-
grained level the effects induced by non-conservative in-
ternal forces Fi(x) satisfying three assumptions [7]. First,
the forces conserve linear momentum, and therefore can
be written as the divergence of a stress ∂jσij(x). Second,
the forces only depend on the static change in shape,
which is captured by gradients of the displacement field
∂iuj(x). Finally, we employ the phenomenological as-
sumption that the stresses can be approximated as lin-
early proportional to the strains: σij = Cijmn∂mun. The
object Cijmn is the elastic tensor, and it encodes the ma-
terial’s response to static deformation.
Following the approach of Ref. [7], it is useful to express
the elastic tensor as the sum of two pieces:
Cijmn = C
e
ijmn + C
o
ijmn, (1)
where Ceijmn = C
e
mnij is even, or symmetric, under
exchange of pairs of the lower indices while Coijmn =
−Comnij is odd, or antisymmetric [7]. To understand the
decomposition, consider the elastic work done (per unit
volume) by a patch of material brought through a closed
cycle of strain: w = − ∮ σijduij = Coijmn ∮ uijdumn. If
the sytem is passive, w = 0 for any cycle that begins
and ends in the same state, and hence Coijmn = 0. How-
ever, for an active solid, this requirement does not hold
and, consequently, Coijmn may be non-zero. We use the
term odd elastic media to refer to this class of active sys-
tems [7].
Here, we focus on anisotropic odd-elastic media and
illustate how they generically exhibit the non-Hermitian
skin effect. For concreteness, consider a minimal example
of anisotropic odd elasticity represented by the following
pictorial stress-strain relationship (see S.I. for standard
tensor notation):
. (2)
The modulus Ge (contained in Ceijmn) couples dilation
( ) to shear stress ( ) and shear strain ( ) to pres-
sure ( ) symmetrically, see Fig. 1a. By contrast, the
modulus Go (contained in Coijmn) provides an antisym-
metric coupling (Fig. 1b). Equation (S17) also includes
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2FIG. 1. Elastic non-Hermitian skin effect. a. An anisotropic, passive elastic modulus Ge that couples dilation and shear.
b. The corresponding anisotropic, odd elastic counterpart Go. c. The elastic spectrum for Go/Ge = 1.7. The black curves
(colored squares) correspond to periodic (open) boundary conditions. Blue (red) indicates localization to the top (bottom)
boundary. d. Numerically computed eigenmodes with only Ge present (left), only Go present (middle), and both Go and Go
(right). Hue indicates the angle and opacity indicates the magnitude of the displacement field u(x). The horizontal boundaries
(red) are open and the vertical boundaries (black) are periodic. e. Since the spectrum of a Hermitian system lies on the real line,
a generic eigenvalue is at least doubly degenerate. f. For a non-Hermitian system, the spectrum can trace out non-degenerate
arcs (black solid). In this case, the spectrum deforms (blue squares) to form degeneracies when a boundary is introduced.
the standard shear modulus µ to ensure mechanical sta-
bility. In the presence of these moduli, the expression for
elastic forces may be written as F(x) = Dˆu(x), where Dˆ
takes the following form:
Dˆ =
(
µ∇2 + 2Ge∂x∂y Ge∇2 +Go[∂2x − ∂2y ]
Ge∇2 −Go[∂2x − ∂2y ] µ∇2 + 2Ge∂x∂y
)
, (3)
where ∇2 = ∂2x+∂2y . In Eq. (3) we observe that the oper-
ator Dˆ becomes non-Hermitian when Go is nonzero, i.e.
when the anisotropic moduli display an odd component
arising from non-conservative elastic forces.
We find that the non-Hermiticity has a dramatic ef-
fect on the nature of the bulk modes. In Fig. 1c, we
show the spectrum of Dˆ as a function of wave-number qy
for fixed qx when both G
e and Go are present. We find
two striking features. First, the open boundary spectrum
(square markers) differs dramatically from the spectrum
with periodic boundaries (black lines). Secondly, when
we examine a typical eigenmode (Fig. 1d, right) we find
that the mode is exponentially localized to the open edge.
In Fig. 1c, we color each mode by the degree of localiza-
tion to the top (red) and bottom (blue) boundaries. In
contrast to typical topological waves or Rayleigh waves
in Hermitian systems [36], an extensive number of modes
are localized to the boundary. This extensive localiza-
tion of bulk modes is an elastic manifestation of the non-
Hermitian skin effect.
Yet, when either Go = 0 or Ge = 0, the skin effect dis-
appears (Fig. 1d left and center, respectively). To gain
insight into its origins, we consider the notion of a gen-
eralized Brillouin zone [33–35]. Let q‖ (q⊥) be the wave
number parallel (perpendicular) to the boundary. For a
finite system, at least two Bloch modes must have the
same eigenvalue λ and wave number q‖ in order to inter-
fere to satisfy a given boundary condition, e.g. u = 0. If
Dˆ is Hermitian or anti-Hermitian, this condition is gener-
ically satisfied since the spectrum is confined to lie en-
tirely along the real or imaginary line (Fig. 1e). However,
when both Ceijmn and C
o
ijmn are nonzero, the spectrum
can inhabit the full complex plane. Consequently, the
spectrum, plotted as a function of q⊥, need not retrace
itself (Fig. 1f). In this case, there exist segments in which
no two extended Bloch modes have the same λ and q‖.
Nonetheless, one can consider Bloch modes with complex
wavenumbers q˜⊥ = q⊥ + iκ(q⊥). By analytically contin-
uing Dˆ into the complex Brillouin zone, the eigenvalues
can flow together to enable interference at the boundary.
Finally, we note that the use of the two specific mod-
uli Ge and Go in Eq. (S17) is purely illustrative. More
3generally, two necessary conditions must be met in or-
der for the non-Hermitian skin effect to emerge within
the continuum description of an elastic medium. First,
there must be at least one non-vanishing modulus in both
Ceijmn and C
o
ijmn in order for the spectrum to occupy the
complex plane. Second, the system must be anisotropic
in order for the spectrum not have a reflection symmetry
over the system’s boundary (q⊥ 7→ −q⊥). Finally, we
note that Dˆ has inversion symmetry, which implies that
the skin modes occur in pairs localized to each bound-
ary [12]. This is a contrast to systems in which an ex-
ternal medium enables an effective violation of Newton’s
third law [4–6]. The continuum limit of these systems
(whose interactions do not conserve linear momentum)
yields Dˆ ∝ q, rather than the Dˆ ∝ q2 dependence char-
acteristic of elasticity (see S.I.).
Microscopic model— A ubiquitous minimal model for
elastic solids is a collection of masses connected by
Hookean springs [37–43]. The Hookean spring captures
two generic features of elasticity. First, the interaction
conserves linear momentum, since the forces on the two
participating particles are equal and opposite. Second,
the force only depends on the change in bond length.
Hence, the emerging mechanical response will be sen-
sitive only to intrinsic changes in geometry. Yet, the
Hookean spring has an additional feature built in: its
force law follows from the gradient of a potential. Here,
we retain the assumptions of length dependence and lin-
ear momentum conservation, and we study the most gen-
eral 2D linear pairwise interaction when only energy con-
servation is lifted [7]:
F(r) = −(krˆ+ kaφˆ)δr, (4)
where rˆ (φˆ) is a unit vector pointing along (transverse
to) the bond vector, δr is the change in length of the
bond, and k and ka are spring constants (see Fig. 2a).
When the bond is taken on a closed cycle, the work
done W =
∮
F · dr is equal to ka times the area enclosed
by the path. Hence, when ka 6= 0, Eq. (4) cannot be
derived from a potential. In principle, Eq. (4) can be
paired with any form of dynamics that governs the tem-
poral evolution of the system. Here, for concreteness, we
will interpret our results in the context of an overdamped
equation of motion: Γ∂tu = F, where u is the displace-
ment of the particle and Γ is a drag coefficient. By ad-
justing the angle θ = arctan(ka/k) between rˆ and F,
we can interpolate between longitudinal and transverse
interactions [44–48]. In the S.I., we show how the equa-
tions governing the overdamped dynamics of an active
solid with non-conservative bonds described by Eq. (4)
are the same as those governing the inertial dynamics
of a gyroscopic metamaterial [49, 50] with conservative
spring-like interactions and weak dissipation. However,
we note that deformation cycles performed with the gy-
roscopic media do not extract energy since the left hand
FIG. 2. Non-Hermitian topological transition and
exceptional rings. a. The generalized Hookean spring with
the force F oriented at an angle θ with respect to the bond
vector. b. Simulations with θ = 0 (left) and θ = pi/2 (right)
in which a particle at the edge is vibrated. Two lengths,
the penetration depth ξ and the propagation distance `, are
plotted as a function of θ. c. The spectrum plotted over the
Brillouin zone for θ = 0, pi/12, pi/6, pi/2. Regions of positive
(green) and negative (purple) Berry curvature are highlighted.
The orange lines denote exceptional rings. d. At point qM ,
pairs of masses move in tandem. e. The eigenmodes (arrows)
of the effective single particle system at θ = 0, pi/6, pi/2.
side of Eq. (4) represents torques, not forces. Similarly,
in the continuum treatment of gyroscopes, the left hand
side of Eq. (S17) represents angular momentum currents,
not stresses.
Generalized PT symmetry and energy cycles— For a
generic network of masses connected by the bonds in
Eq. (4), the linear relationship between forces F(x) and
displacements u(x) can be captured by a dynamical ma-
trix formalism F(x) =
∑
x′ D(x,x
′)u(x′), where x and
x′ are lattice sites and D(x,x′) is the dynamical matrix.
The mere fact that the forces and displacements are real
4implies that [K, D(x,x′)] = 0, where K is complex conju-
gation. Since K is an anti-unitary operator with K2 = 1,
we say that the dynamical matrix has a generalized PT
symmetry [17, 51–53], see S.I.
The PT symmetry has the following physical conse-
quence: if a given eigenvalue λ of D is real, then the cor-
responding eigenvector uλ(x) may be chosen real. Since
uλ(x) is real, the corresponding trajectory of each parti-
cle traces out straight lines in time (Fig. 2e left). More-
over, non-real eigenvalues come in complex conjugate
pairs λ± = λR ± iλI with eigenvectors of the form:
uλ±(x) = v(x)± iw(x), (5)
where v(x) and w(x) are real vectors. Physically, a com-
plex eigenvalue indicates energetic gain or loss. In this
case, the eigenmode cycles between two states v(x) and
w(x). Since the bonds are non-potential, the cycles re-
sult in the injection (or removal) of energy (Fig. 2e right).
If all the eigenvalues of D are real, we say that D is PT -
unbroken, and PT -broken otherwise.
Non-Hermitian topological transition— Given a micro-
scopic model, we can study not only the acoustic bands
(accessible within the continuum theory) but also fea-
tures of the optical bands. Figure 2b shows the re-
sponse of a honeycomb lattice to vibrations applied at
the boundary in two extreme cases: the passive Hookean
limit θ = 0, and the active transverse limit θ = pi/2. In
the transverse limit, we see the emergence of a sustained,
unidirectional edge wave characteristic of a Chern insu-
lator [49, 50]. Due to the translation symmetry, we may
express the dynamical matrix in terms of wave number
q (see S.I.):
Dθ(q) = cos(θ)D0(q) + sin(θ)Dpi/2(q), (6)
For Hermitian systems, nontrivial topology requires
breaking time reversal symmetry (TRS): Dθ(−q) =
D∗θ(q). However, here Dθ(q) naively obeys TRS for all
θ since the forces and displacements are real quantities.
Nonetheless, band topology is still possible due to the
violation of Hermiticity. At θ = pi/2, the dynamical ma-
trix Dpi/2(q) (restricted to its optical bands, see S.I.) is
anti-Hermitian. Hence the relevant Hermitian Hamilto-
nian H(q) = iDpi/2(q) violates TRS as required. When
θ = pi/2, the lattice boundary hosts a chiral edge state
due to the non-vanishing Chern numbers of the optical
bands.
The transition between Hermitian and anti-Hermitian
is accompanied by two length scales ξ and ` (Fig. 2b
right). The first length scale ξ is the penetration depth
into the medium, which is set by the structure of the
eigenvectors of Dθ. Like the Haldane model [54], ξ is
roughly constant as the gap opens and closes. Yet, the
edge modes do not become visible until large values of
θ are probed. This effect can be traced to the second
length scale ξ, which is the distance the wave propagates
around the edge. This length scale is set by eigenvalues
of the dynamical matrix. For a given mode, ` ≈ τω/q,
where τ = −1/Re(λ) is the decay rate and ω = Im(λ) is
the oscillation frequency. Hence, the localized edge mode
becomes apparent close to the anti-Hermitian limit, i.e.
θ near pi/2.
Mechanical exceptional points— Insight into the tran-
sition is gained by examining the point qM in the Bril-
louin zone. At this point, the 4 × 4 dynamical matrix
D(qM ) can be reduced to an effective dynamical matrix
that governs the motion of a single particle in a trap
(Fig. 2d-e):
Deff = −
(
cos θ −3 sin θ
sin θ 3 cos θ
)
, (7)
with eigenvalues λ± = −2 cos θ ±
√
2 cos(2θ)− 1, see
S.I. For θ < pi/6, two real modes exist which trace out
straight lines (Fig. 2e left); for θ > pi/6, the eigenmodes
trace out cycles (right). At the transition θ = pi/6, Deff
permits only a single eigenvalue λ− = λ+. However, the
anisotropy of the trap and the chirality of the bonds im-
ply that no two linear eigenmodes can have the same
eigenvalue unless they are parallel. Hence, the two in-
dependent modes coalesce, indicating that the dynam-
ical matrix is defective (i.e., non-diagonalizable). Such
occurrences, known as exceptional points, are generic
features of transitions between PT -broken and PT -
unbroken phases [15, 30, 51, 55–58]. Here, the excep-
tional points take on a clear physical meaning: they mark
the crossovers between eigenmodes with linear motion,
and eigenmodes with circular motion necessary to sus-
tain active waves.
For the honeycomb lattice, the exceptional points do
not merely occur at point qM . Rather, they occur along
1D rings depicted in orange in Fig. 2c. In the S.I. we show
that the inversion symmetry of the honeycomb lattice
gives rise to a second manifestation of PT symmetry,
given by PT = KU , where U = 1 ⊗ σx acts on Dθ(q).
This PT -symmetry applies locally at each point in the
Brillouin zone. Hence contiguous regions of the Brillouin
zone form PT -broken and PT -unbroken phases bounded
by rings of exceptional points [3, 31, 59, 60].
Non-Hermitian edge modes— Finally, we note that the
skin effect, previously discussed in the long-wavelength
limit within continuum theory, has a counter part in
the optical bands of the lattice models. In Fig. 3, we
place the active bonds on an undeformed kagome lat-
tice illustrated in panel (a) and compute the spectrum
with periodic (b) and open (c) boundaries. We color
the modes by their participation ratio
∑
x |u(x)|4, which
serves as a proxy for localization [61]. For the unde-
formed kagome lattice, the sole difference between the
periodic and open boundary spectra is the presence of a
sub-extensive number of localized topological modes that
span the band gaps. However, when we introduce a small
5FIG. 3. Microscopic model and skin effect. a. An un-
deformed kagome lattice with generalized Hookean springs.
Inset: the force law displayed in Eq. (4). b. The spectrum
when computed on a system with periodic boundaries. c. The
spectrum when computed on a circle with pinned boundaries.
d. A set topological edge states connects distinct bands. The
eigenmode of an edge state with displacements visualized by
size and color. e. A deformed kagome lattice. Due to the
chirality in the spring, deformation breaks reflection over hor-
izontal axis. f. The periodic spectrum. g. The spectrum with
open boundaries. h. Visualization of the non-Hermitian skin
mode.
deformation to the kagome lattice (Fig. 3e-g), we observe
a dramatic departure. We find that the open boundary
system not only contains gap-spanning boundary modes,
but the bulk bands become highly localized and their dis-
tribution in the complex plane changes dramatically. It
is instructive to note the qualitative difference between
the topological and skin modes (d and h). The localized
bulk modes are confined to a single direction, whereas
the topological modes are confined to all boundaries and
decay into the bulk.
Conclusions— Our work brings to light the non-
Hermitian phenomena that arise at the boundary of elas-
tic media for which energetic sources (powered by inter-
nal activity or external fields) modify the relationship
between static deformation and stress.
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SUPPLEMENTARY INFORMATION
Elastic skin modes
Non-Hermitian continuum mechanics
Here we place elasticity within the broader context of
non-Hermitian continuum mechanics. We start from the
following generic linear momentum conservation equation
for a viscoelastic medium:
ρu¨i =∂jσij + f
b
i , (S1)
where ui(x) is the displacement field and ρ is the mass
density. The right-hand side of Eq. (S1) divides the total
force density into two contributions: the divergence of
the stress tensor ∂iσij captures the internal forces that
a solid exerts on itself without requiring contact with
an external medium, while f bi captures interactions that
require contact with an external medium to supply linear
momentum.
Significant attention has been given to the role of f bi
in non-Hermitian solids. A few examples include terms
of the following form:
f bi = Γij u˙j +Kijuj +Kijk∂juk + . . . (S2)
The first term Γij u˙j , for example, has been linked to sym-
metry protected exceptional rings in the context of Cori-
olis forces, substrate drag, and magnetic fields [3, 62].
The second term, Kijuj , generically arises in systems
with pinning [49, 50]. Finally, the third term, Kijk∂juk
arises naturally in systems that contain effective pair-
wise interactions that violate Newton’s third law [2, 4–
6, 63]. It has been shown that this term can give rise
to the non-Hermitian skin effect [4–6]. In these cases,
background mechanisms, such as robotic actuators [5] or
rotor systems [6], provide a linear momentum bias that
intuitively localizes all the vibrational modes to one side
of the system.
It is intriguing to ask: what are the consequences of
internal forces that are non-Hermitian yet respect linear
momentum conservation? These contributions arise from
σij , and can be decomposed as
σij = σ
u
ij + σ
int
ij . (S3)
Here, σintij are the stresses that arise due to internal de-
grees of freedom, such as nematic [64, 65] or piezoelec-
tric [66] stresses. By contrast, σuij are stresses due to
geometric deformations. In the limit of a low Deborah
number [67], one can generically write these terms as
σuij = (Cijmn + ηijmn∂t)∂mun (S4)
The second term, ηijmn, is the viscosity tensor, and it
couples to the rate of deformation. Materials with broken
6time reversal symmetry can exhibit a dissipationless odd
(or Hall) viscosity ηoijmn = −ηomnij , extensively explored
in the context of fluids [44, 46, 47, 68–72].
However, the first term Cijmn is the elastic modulus
tensor and couples only to the static strain. In active
systems, Cijmn can acquire an antisymmetric (or odd)
part Coijmn = −Comnij , which introduces non-Hermiticity
into the equations of motion [7]. The elasticity is the
unique term that does not require external sources of
linear momentum, rate-dependent forces, or auxiliary in-
ternal degrees of freedom. Hence, the conceptual limit of
a purely elastic solid provides insight into the role played
by non-Hermiticity in the relationship between stress and
static deformation.
Non-Hermitian skin effect
Here, we show how the presence of Coijmn in conjunc-
tion with anisotropy can give rise to the non-Hermitian
skin effect. Specifically, we consider the effect of Coijmn
on the spectrum of the operator Din = Cijmn∂j∂m. We
will work in two dimensions, for which it is useful to in-
troduce the following basis of 2× 2 matrices:
τ0 =
(
1 0
0 1
)
Dilation/Pressure (S5)
τ1 =
(
0 −1
1 0
)
Rotation/Torque (S6)
τ2 =
(
1 0
0 −1
)
Shear Strain/Stress 1 (S7)
τ3 =
(
0 1
1 0
)
Shear Strain/Stress 2 (S8)
Using this basis, we can represent Cijmn as a 4×4 matrix:
Cαβ =
1
2
ταijτ
β
mnCijmn. (S9)
Notice that the operation Cαβ 7→ Cβα corresponds to
Cijmn = Cmnij . Hence, introducing antisymmetry into
the matrix Cαβ indicates that the solid’s elastic response
does not derive from a potential energy. Furthermore,
one can impose the requirements C1α = 0, which implies
that the solid does not have an internal source of angular
momentum, and Cα1 = 0, which implies that solid-body
rotations do not induce stress [7]. While metamaterials
can violate these properties [47, 73, 74], they are not
necessary ingredients for the non-Hermitian skin effect.
In the main text, we consider a solid with the following
moduli:
Cαβ = 2

0 0 0 Ge +Go
0 0 0 0
0 0 µ 0
Ge −Go 0 0 µ
 (S10)
Notice that the modulus Go violates the symmetry of
Cαβ , and therefore the major symmetry of the tensor
Cijmn. The modulus µ is the standard isotropic shear
modulus. In the main text, we omit the second row and
second column of Eq. (S10) as they are entirely zero. In
standard tensor notation, we have:
Cijmn =(G
e +Go)τ0ijτ
3
mn + (G
e −Go)τ3ijτ0mn+ (S11)
µ(τ2ijτ
2
mn + τ
3
ijτ
3
mn)
Working in reciprocal space, the operator Dˆ may be writ-
ten as the following matrix:
Dˆ = −
(
2Geqxqy + µq
2 Geq2 +Go(q2x − q2y)
Geq2 −Go(q2x − q2y) 2Geqxqy + µq2
)
,
(S12)
where q2 = q2x + q
2
y. We find that Dˆ has the following
eigenvalues:
λ = −µq2 − 2Geqxqy ±
√
−[Go(q2x − q2y)]2 + [Geq2]2
(S13)
Notice that the spectrum does not retrace itself in the
complex plane as a function of qx at constant qy (cf.
main-text Fig. 1). Hence, when a boundary is intro-
duced parallel to the y-axis, no two Bloch modes are
able to interfere to satisfy the given boundary conditions
(such as displacement- or stress-free). Yet, even in the
presence of a boundary, the system still has approximate
translational symmetry, so modes with spatial variation
of the form eixqxe−κx are candidates for approximate so-
lutions. As illustrated by Fig. 1c, introducing nonzero
κ and analytically continuing Dˆ(q) restores the spectral
degeneracies necessary to satisfy the system’s boundary
conditions.
Finally, we note that the skin effect is sensitive to the
angle of the boundary. For example, if the boundary is
rotated 45◦, then the spectrum becomes:
λrot = −µq2 −Ge(q2‖ − q2⊥)±
√
−[2Goq‖q⊥]2 + [Geq2]2,
(S14)
where q‖ (q⊥) are parallel (perpendicular) to the bound-
ary. Notice that Eq. (S14) is even under q⊥ 7→ −q⊥,
thereby suppressing the skin effect.
Transverse interactions
Active bond
In the main text, we present the interaction:
F(r) = −(krˆ+ kaφˆ)δr, (S15)
7where rˆ (φˆ) is a unit vector pointing along (transverse to)
the bond vector, δr is the change in length of the bond,
and k and ka are the passive and active spring constants,
respectively. Equivalently, we may express this force law
as:
F = −ktnˆθδr, (S16)
where kt =
√
k2 + (ka)2 is the stiffness, nˆθ is the unit
vector rotated by an angle θ = arctan(ka/k) with respect
to the bond vector, and δr = r − r0 is the displacement
from its equilibrium separation r0, see Fig. 2a of the main
text. As a matrix, we may write Eq. (S15) as:(
Fr
Fφ
)
= −
(
k 0
ka 0
)(
ur
uφ
)
, (S17)
where u = r− r0 is the displacement of the bond vector
r from its rest configuration r0. We note that the k
a vio-
lates the symmetry of the matrix in Eq. (S17), and hence
violates Maxwell-Betti reciprocity at the level of a single
bond. Here, we show that Eq. (S15) is the most general
2D pairwise interaction obeying the following conditions:
(i) The interaction only depends on the distance be-
tween the particles.
(ii) The interaction conserves linear momentum.
(iii) The interaction is linear in its displacements from
an equilibrium length r0.
For a 2D interaction obeying property (i), it is sufficient
to specify the forces F1(r) and F2(r) on the two par-
ticipating particles as a function of their separation r.
Condition (ii) implies that F1(r) = −F2(r), so we need
only specify a single function F(r). By assumption (iii),
we may write F(r) = −kδr, where k is a 2D vector and
δr = r − r0 is the displacement from mechanical equi-
librium. By parameterizing k as k = ktnˆθ, we obtain
Eq. (S16).
We will often interpret our results in the context of an
overdamped equation of motion: Γ∂tu = F, which reads:
Γ∂tui = −ktnˆθiδr. (S18)
With these dynamics, the conditions of dynamic stability
of a single spring is:
Γkt cos(θ) ≥ 0. (S19)
Assuming without loss of generality that Γ, kt > 0, the
system is stable for θ ∈ [−pi/2, pi/2].
Figure S1 shows three simple mechanical realizations
of the active bond adapted from Ref. [7]. The first ex-
ample (a) consists of battery powered propellers that
blow air at a constant rate. As the mechanism elon-
gates and contracts, a gear system rotates the propellers
to produce transverse forces which are proportional to
FIG. S1. Mechanical realizations of active bonds.
a. Two battery-powered propellers rest on geared platforms.
As the platforms slide together or apart, the propellers ro-
tate to produce transverse forces. b. Two masses joined by
an actuator with a motorized internal disk. The disk acts
as a counterweight that converts internal angular momentum
into orbital angular momentum of the masses. c. An inter-
nally pressurized piston. As the piston contracts or elongates,
vents open to produce chiral forces.
the elongation or contraction for small strains. In exam-
ple (b), two masses (yellow) are connected by a robotic
bond housing an internal motor. As the bond elongates
or contracts, the motor accelerates a disk (silver) whose
reaction torques are felt by the masses. This example
has the intriguing feature that the angular momentum
is drawn from a source (i.e. the disk) housed inside the
bond rather than a substrate or background fluid. The fi-
nal example is a system of internally pressurized pistons.
When the piston elongates or contracts, vents open to
eject the internal fluid and thereby produce a transverse
force.
Mapping to dissipative gyroscopic metamaterials
Now we show how Eq. (S18), which describes the
overdamped dynamics of a system with active, non-
conservative bonds, can be mapped onto the inertial dy-
namics of a gyroscopic metamaterial with conservative
spring-like interactions and weak dissipation. Consider
a system of gyroscopes suspended vertically with their
bases fixed and free ends connected by Hookean springs,
similar to those studied in Refs. [49, 50, 75–77]. In the
fast-spinning limit, the angular momentum of the gyro-
scope is given by L = ΩI ˆ`, where Ω and I are, respec-
tively, the angular velocity and moment of inertia about
the axis of the gyroscope ˆ`. When a force F is applied
to the free tip, the gyroscope experiences a torque
τ = `F× ˆ` (S20)
about its fixed base, where ` is the length of the gyro-
scope. We have assumed for simplicity that the center of
mass of the gyroscope coincides with the point at which
the force acts. Hence, we obtain the equation of motion:
ΩI∂t ˆ` =∂tL (S21)
=τ (S22)
=`F× ˆ`. (S23)
8We will now use a Cartesian coordinate system in which
zˆ is oriented vertically, parallel to the rest orientation
of the gyroscopes. For small deflections from vertical, we
may write the in-plane displacements of each gyroscope’s
tip as ux = `ˆ`x and uy = `ˆ`y. When two gyroscopes are
connected by Hookean springs, such that the spring is at
its rest length r0 when the gyroscopes are vertical, the
in-plane spring forces are given by:
F si = −ktnˆiδr, (S24)
to leading order in ui. In Eq. (S24), the index i runs over
x and y, nˆi is the in-plane bond vector, and δr = r − r0
is the change in spring length. We note that geometric
nonlinearities, such as out-of-plane motion of the spring,
are subleading in ui.
In addition to the spring force, we consider a dissipa-
tive drag term that takes the form:
F di = −γ∂tui. (S25)
Combining Eqs. (S23-S25), the in-plane equations of mo-
tion to leading order in ui become:
ΩI
`
∂tui = −ktij nˆjδr − γij∂tuj . (S26)
Now we define
Γ =
√(
ΩI
`
)2
+ γ2 (S27)
nˆθi =
(
ΩI
Γ`
ik +
γ
Γ
δik
)
nˆk. (S28)
We note that nˆθi in Eq. (S28) is simply the vector nˆi
rotated through the angle θ = arctan
(
ΩI
γ`
)
. Using the
definitions of Γ and nˆθi, Eq. (S26) takes the form:
Γ∂tui = −ktnˆθiδr, (S29)
which is mathematically identical in form to Eq. (S18).
Notice, however, that Eq. (S29) describes a system of
gyroscopes with conservative interactions and weak dis-
sipation. While Eq. (S29) is mathematically equivalent
to Eq. (S18), the righthand side of Eq. (S29) should not
be interpreted as a physical force. Rather, the righthand
side is a subset of the total torque that governs the evolu-
tion of the angular momentum parameterized by ui. We
note that when the dissipation vanishes, γ = 0, equa-
tion Eq. (S29) goes to the θ = pi/2 limit and describes a
system for which energy is conserved.
Exceptional points and rings
Generalized PT symmetry
Here, we clarify our definitions and notation regarding
PT symmetry [17, 51, 52, 78]. Given a matrix H, we say
that H is PT symmetric if there exists an anti-unitary
operator PT with (PT )2 = 1 such that [PT , H] = 0.
We note that PT symmetry implies that all the eigen-
values of H are either real or come in complex conjugate
pairs. To see this, suppose u is an eigenvector of H with
eigenvalue λ, and let v = PT u. Then we have
Hv =HPT u (S30)
=PT Hu (S31)
=PT λu (S32)
=λ∗PT u (S33)
=λ∗v (S34)
Hence, v is an eigenvector of H with eigenvalue λ∗. If
all the eigenvalues of H are real, then it is possible to
simultaneously diagonalize H and PT . In this case, we
say that H is PT -unbroken. If not all the eigenvalues of
H are real, we say that H is PT -broken.
The transition between PT -broken and PT -unbroken
phases are generically accompanied by exceptional
points. To see why, first suppose that H is a function
of some parameter γ such that an eigenvalue λ is real for
γ ≤ 0 and complex for γ > 0. At γ = 0, H must experi-
ence a spectral degeneracy, since the complex conjugate
pairs λ and λ∗ in the broken phase must approach each
other. For all γ > 0, let P be the projection operator onto
the subspace of the eigenvectors u and v corresponding
to eigenvalues λ and λ∗ and related by v = PT u. It
is easily checked that PT PPT = P . Hence, PPT P is
a PT symmetry of PHP . Thus, by choosing an appro-
priate basis on the subspace of u and v, we may write
PPT P = K. Hence, in this basis, the most general form
of PHP as a 2× 2 matrix is:
PHP =
(
a+ b c+ d
c− d a− b
)
(S35)
whose eigenvalues are λ± = a±
√
b2 + c2 − d2 and whose
eigenvectors are:
w± =
(
b±√b2 + c2 − d2
c− d
)
(S36)
The degeneracy occurs at d2 = c2+b2, at which point the
two eigenvectors w+ and w− generically coalesce, indi-
cating that H exhibits and exceptional point. However,
an exceptional point may be avoided if H is fine tuned
such that b, c, d→ 0 as γ → 0.
Finally, we note that H is PT symmetric if and only
if H is pseudo-Hermitian [17, 51]. For an invertible ma-
trix η, we say H is η-pseudo-Hermitian iff ηHη−1 = H†.
We say that H is pseudo-Hermitian iff there exists an
invertible matrix η such that H is η-pseudo-Hermitian.
It can be shown that H is PT -unbroken if and only if it
is η-pseudo-Hermitian for some a positive definite invert-
ible matrix η. Finally, we often refer to instances of PT
9symmetry as generalized PT symmetry to indicate that
they do not represent physical notions of time reversal or
parity.
Energy cycles
In our work, we highlight two primary manifestation
of PT symmetry. The first arises from the fact that the
dynamical matrix D(x,x′) for a system of N particles
is a real 2N × 2N matrix. Hence, D(x,x′) commutes
with the complex conjugation operator K. Since K is an
anti-unitary operator with K2 = 1, it satisfies the defi-
nition of a (generalized) PT symmetry. In the language
of Hermitian quantum mechanics, this symmetry would
typically be referred to as time-reversal symmetry. This
notion of PT symmetry does not rely on details of the
network geometry, such as periodic order.
To understand physical significance of the PT -broken
and unbroken phases, consider an eigenvalue λ with
eigenvector u(x). Let us impose a displacement con-
trolled protocol in which a the eigenvector is actuated in
a periodic manner, with the physical displacement given
by d(x, t) = Re[eiω0tu(x)], where ω0 is an external pa-
rameter. If λ is real, u(x) may be chosen real. In this
case, the trajectory of each particle traces out a straight
line d(x, t) = u(x) cos(w0t). The work done over the
cycle is given by:
W =
∑
x
∫ 2pi/ω0
0
d˙(x, t) · F(x, t)dt (S37)
=− λω0
∑
x
|u(x)|2
∫ 2pi/ω0
0
sin(ω0t) cos(ω0t)dt
(S38)
=0 (S39)
Hence, the bonds do zero net work along the cycle. How-
ever, if λ = λR + iλI is complex, the eigenvector u(x)
must be of the form: u(x) = v(x) + iw(x), where
w(x) and v(x) are real and may be chosen such that∑
x v(x) · w(x) = 0. Then the displacement of a single
particle traces out open arcs: d(x, t) = v(x) cos(ω0t) +
w(x) sin(ω0t). Hence, the relative coordinates of the non-
potential bonds trace out circles which correspond to en-
ergy injected or drawn from their microscopic sources.
The total work is given by:
W =
∑
x
∫ 2pi/ω0
0
d˙(x, t) · F(x, t)dt (S40)
=− ω0λI
∑
x
∫ 2pi/ω0
0
[
|w(x)|2 cos2(ω0t)+ (S41)
|v(x)|2 sin2(ω0t)
]
dt (S42)
=− λI
∑
x
(
|w(x)|2 + |v(x)|2
)
, (S43)
and is manifestly nonzero. Notice that the cycle may
be performed quasistically and that reversing the cycle
reverses the flow of energy. Operating the cycles at a
fixed frequency ω0 merely illustrates the flow of energy.
If the system is endowed with a given equation of mo-
tion in time, the frequency becomes a function of the
eigenvalue λ. For example, for an overdamped system
Γ∂tu(x) = F(x), a real λ indicates exponential relax-
ation (Fig. 2e left), while imaginary λ indicates circula-
tion (Fig. 2e right) since the energy injection balances the
dissipative drag. The connection between PT symmetry
and eigenmodes is also evident in the continuum: when
Go = 0, the displacement field traces out straight lines
(Fig. 1d left); and for sufficiently large Go, the displace-
ment field traces out ellipses (Fig. 1d center and right).
Symmetry protected exceptional rings
We now consider networks on periodic lattices, for
which we may write the dynamical matrix as a 2n × 2n
matrix valued function of wavenumber D(q), where n is
the number of particles per unit cell. In this case, the
PT = K symmetry discussed in the preceding section
can be expressed as D(q) = D∗(−q). Hence, at a sin-
gle point in q-space, the PT = K symmetry does not
constrain the eigenvalues of the 2n × 2n matrix D(q).
However, as discussed below, the matrix D(q) itself can
become PT symmetric when additional lattice symme-
tries are present.
One of the consequences of the is second notion of PT
symmetry is the emergence of symmetry protected ex-
ceptional rings (SPERs) [3, 31, 59, 60]. Suppose that
D(q) is PT -broken at point q0 and PT -unbroken at
point q1. Let kα(γ) a family of homotopically equiva-
lent curves in the Brillouin zone such that kα(0) = q0
and kα(1) = q1. For each α, there must be at least one
point γ∗ such that D(kα) transitions from being PT -
broken to PT -unbroken, which generically corresponds
to an exceptional point. By continuity, the the quantity
k∗α, treated as a function of α, traces out a 1D curve in
the Brillouin zone. Hence, the PT symmetry induces ex-
ceptional rings. If there are several values of γ at which
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FIG. S2. Exceptional rings and PT symmetry. a-b. The
dynamical matrix for a honeycomb lattice with particle-hole
symmetry has an emergent PT symmetry. We numerically di-
agonalize the dynamical matrix as D(q) = V (q)E(q)V −1(q),
where V is a matrix of normalized eigenvectors and E is diag-
onal. Exceptional points correspond to det(V ) = 0 and occur
along exceptional rings. c-d. We break the particle-hole sym-
metry by introducing different drag coefficients (indicated by
size) for the two particles in the unit cell. As a result, ex-
ceptional points emerge rather than exceptional rings. The
examples shown correspond to active bonds of the form of
Eq. (S15) with θ = pi/12.
D(q) is defective, then there will be several exceptional
rings traced out as a function of α.
In the main text, we present the example of the hon-
eycomb lattice, whose dynamical matrix Dθ(q) is given
in Eq. (S73). The honeycomb lattice has an inversion
symmetry such that UDθ(−q)U−1 = Dθ(q), where
U = 1⊗ σx =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
. (S44)
Combining the reality condition with the inversion sym-
metry, we can define the anti-unitary operator PT =
UK. We note that [PT , Dθ(q)] = 0 for each point in q
space. In Fig. S2, we show the determinant of the matrix
of right eigenvectors V of Dθ(q) over the Brillouin zone.
The exceptional rings correspond to zeros of the deter-
minant. When we remove the inversion symmetry, for
instance by adding different masses or drag coefficients
to the two particles, the exceptional vanish and only ex-
ceptional points remain.
In Ref. [3], SPERSs are observed as a result of an emer-
gent mechanical CP symmetry. We note that Ref. [3]
utilizes an effective Hamiltonian formalism since the non-
Hermiticty considered there enters through velocity de-
pendent forces (e.g. Coriolis or drag forces) rather than
the displacement-force relationship captured by the the
dynamical matrix. While the physical origin of the non-
Hermiticity and the mathematical object under consid-
eration differ, our derivations follow closely those pre-
sented in Ref. [3]. This parallel arises since a matrix
with PT symmetry can be transformed into one with
CP-symmetry through multiplication by i [28].
Consequences for Chern number
We now show that violation of PT symmetry is neces-
sary for a nonzero Chern number. Recall that the Berry
curvature associated with the nth band of a Hermitian
Hamiltonian of a 2D system is given by:
F (q) = ij
∂Aj(q)
∂qi
, (S45)
where Aj(q) is the Berry connection:
Aj(q) = i 〈n(q)| ∂
∂qj
|n(q)〉 , (S46)
and |n(q)〉 is the eigenvector associated with the nth
band [79]. For a Hermitian operator H, the eigenvec-
tor |n(q)〉 obeys the definition
H |n〉 = λn |n〉 . (S47)
However, for a non-Hermitian operator, ambiguity arises
in the definition of the eigenstate because the two vectors
|nR〉 and |nL〉 defined by
H
∣∣nR〉 =λn ∣∣nR〉 (S48)
H†
∣∣nL〉 =λ∗n ∣∣nL〉 (S49)
need not be equal. Following the approach in,
e.g., Ref. [24], for a non-Hermitian system, one can define
at least four different generalization of the Berry connec-
tion:
ARRj (q) =i
〈
nR(q)
∣∣ ∂
∂qj
∣∣nR(q)〉 (S50)
ARLj (q) =i
〈
nR(q)
∣∣ ∂
∂qj
∣∣nL(q)〉 (S51)
ALLj (q) =i
〈
nL(q)
∣∣ ∂
∂qj
∣∣nL(q)〉 (S52)
ALRj (q) =i
〈
nL(q)
∣∣ ∂
∂qj
∣∣nR(q)〉 . (S53)
Generically, each of these definitions will give a differ-
ent result for the local Berry curvature F (q). How-
ever, regardless of which expression for Ai(q) is used
in Eq. (S45), the total Berry curvature of the band in-
tegrated over the full Brillouin zone (BZ) will be un-
changed. Hence, the Chern number
C =
1
2pi
∫
BZ
d2q F (q). (S54)
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is insensitive to the choice of connection. In practice, we
numerically compute the distribution of Berry curvature
using the numerical approach described in Ref. [80].
First, let us suppose H(q) = H∗(−q), which is the first
notion of PT symmetry relevant for the dynamical ma-
trices we study. If H is PT -unbroken, then the spectrum
is entirely real and |n(−q)〉∗ = |n(q)〉. Therefore:
ARRj (q) =i
〈
nR(q)
∣∣ ∂
∂qj
∣∣nR(q)〉 (S55)
=i
( 〈
nR(−q)∣∣ ∂∂qj ∣∣nR(−q)〉)∗ (S56)
=− (ARRj (−q))∗ (S57)
=−ARRj (−q), (S58)
where we have used the fact that the Berry connection is
real. Notice that Eq. (S58) implies that the total Berry
curvature vanishes over the full Brillouin zone, but may
be locally nonzero. Hence, H must have complex eigen-
values if it is to give rise to a nonzero Chern number.
We can make even stronger statements given a PT
symmetry such that [H(q),PT ] = 0. If H(q) is PT un-
broken, then for each eigenvalue λ there exists an eigen-
vector
∣∣nR(q)〉 such that PT ∣∣nR(q)〉 = ∣∣nR(q)〉. Then
we have:
ARRj (q) =i
〈
nR(q)
∣∣ ∂
∂qj
∣∣nR(q)〉 (S59)
=i
〈PT nR(q)∣∣ ∂
∂qj
∣∣PT nR(q)〉 (S60)
=i
( 〈
nR(q)
∣∣ ∂
∂qj
∣∣nR(q)〉)∗ (S61)
=− (ARRj (q))∗ (S62)
=−ARRj (q), (S63)
where we have used the fact that the Berry connection
is real. Equation (S63) implies that the Berry curvature
vanishes at all points such that H(q) is PT symmetric.
This is illustrated in Fig. 2c in the main text, in which
the Berry curvature (indicated by color) vanishes for all
points for which the spectrum is real. Hence, H must be
PT -broken in order to exhibit a nonzero Chern number.
Honeycomb lattice
In this section, we detail the calculations for the hon-
eycomb lattice shown in Fig. 2. Throughout, we will
rescale all lengths by the lattice spacing, and we will set
kt = 1. Additionally, we will consider the family of de-
formed honeycomb lattices parameterized by the angle α
shown in Fig. S3.
FIG. S3. Notation for honeycomb lattice calcula-
tion. The unit cell consists of two particles, whose displace-
ments are denoted by u1(2) and F1(2), respectively.
Expression for Dθ(q)
As illustrated in Fig. S3, the unit cell for the deformed
honeycomb consists of two particles and three bond vec-
tors given by:
a1 =a
(
1
0
)
(S64)
a2 =a
(− sinα
cosα
)
(S65)
a3 =a
(− sinα
− cosα
)
, (S66)
where a = 1√
3
is the bond length.
Let u1(x) and u2(x) denote the displacements of parti-
cles 1 and 2, respectively, at position x. The forces F1(x)
and F2(x) on these particles are given by
F1(x) =R(θ)
∑
i
Ai[u2(x+ ai)− u1(x)] (S67)
F2(x) =R(θ)
∑
i
Ai[u1(x− ai)− u2(x)], (S68)
where
R(θ) =
(
cos θ sin θ
− sin θ cos θ
)
(S69)
A1 =aˆ1 ⊗ aˆ1 =
(
1 0
0 0
)
(S70)
A2 =aˆ2 ⊗ aˆ2 =
(
sin2 α − sinα cosα
− sinα cosα cos2 α
)
(S71)
A3 =aˆ3 ⊗ aˆ3 =
(
sin2 α sinα cosα
sinα cosα cos2 α
)
(S72)
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The rotation matrix R(θ) encodes the transverse forces.
Taking the Fourier transformation of Eqs. (S67-S68) with
the convention f(x) =
∫
d2q
(2pi)2 f(q)e
iq·x yields the follow-
ing expression for Dθ(q):
Dθ(q) =
( −R(θ)∑iAi R(θ)∑i eiq·aiAi
R(θ)
∑
i e
−iq·aiAi −R(θ)
∑
iAi
)
. (S73)
To obtain the eigenvalues of D(q), we solve the charac-
teristic polynomial P (λ) = det[D(q)− λI], where I is
the 4 × 4 identity matrix. If we assume an equation of
motion of the form ∂tu = F, and use the convention
f(t) =
∫
dω
2pi f(ω)e
−iωt, the frequency of propagation as-
sociated with the eigenvalue λ is given by ω = − Im(λ),
and the decay time τ is given by 1/τ = −Re(λ).
Spectrum
For the honeycomb lattice, we evaluate the character-
istic polynomial at α = pi/6 and obtain:
p(λ) = λ
{
λ3 + 6λ2 cos θ +
λ
2
[18 +G(2 cos 2θ − 1)]
+
3
2
G cos θ
}
, (S74)
where all the q-dependence is captured in the θ-
independent quantity:
G = 3− cos qy − 2 cos qy
2
cos
√
3
2
qx. (S75)
Notice that the polynomial in Eq. (S74) has a trivial root
λ = 0 that corresponds to a zero mode. Furthermore, no-
tice that the spectrum is symmetric under qy 7→ −qy and
qx 7→ −qx. Hence, when horizontal or vertical bound-
aries are introduced into the honeycomb lattice, the skin
effect is suppressed due to this reflection symmetry.
Gap opening
Now we now compute the critical value of θT at which
the gap opens for the family of deformed honeycomb
lattices. The phase diagram is shown in Fig. S4. For
|α| ≤ pi/6 we numerically observe that the band gap
opens at the point:(
qx
qy
)
=
( √
3pi
1+sinα
0
)
(S76)
and the points equivalent by symmetry. The roots of the
characteristic polynomial at these points are given by:
λ =0 (S77)
λ =− i2 cos θ (S78)
λ =− i2 cos θ ± i
√
2(cos 2θ + cos 4α). (S79)
FIG. S4. Phase diagram for deformed honeycomb lat-
tice. The angle α parameterizes the family of deformed hon-
eycomb lattices. The angle θ characterizes the restoring force
of the active bond. Red regions contain a topological gap
while the blue regions are ungapped.
Hence, we find that the topological transition occurs at
θT =
{
pi/2− 2α 0 < α ≤ pi/6
pi/2 + 2α −pi/6 ≤ α < 0. (S80)
Similarly, for pi/6 ≤ |α| ≤ pi/2, we observe that the gap-
opening occurs at(
qx
qy
)
=
( √
3pi
2(1+sinα)√
3pi
2 cosα
)
, (S81)
and the points equivalent by symmetry. The roots at
these points are given by:
λ =0 (S82)
λ =− i2 cos θ (S83)
λ =− i2 cos θ ± i
√
2(cos 2θ − cos 2α), (S84)
which implies that the transition occurs at:
θT =
{
α pi/6 ≤ α ≤ pi/2
−α −pi/2 ≤ α ≤ −pi/6. (S85)
Effective particle
We now explain how the gap opening for the family of
deformed honeycomb lattices corresponds to the effective
particle shown in Fig. 2d-e. Since point qM is equivalent
to point −qM , the matrix Dθ(qM ) must be real. Using
Eq. (S73) for a honeycomb lattice (α = pi/6), we find the
matrix to be of the form:
Dθ(qM ) = −1
2
(
3R R[1− 2σz]
R[1− 2σz] 3R
)
. (S86)
Notice that Dθ(qM ) permits eigenvectors (u1,u2) of the
form u1 = u2, which correspond to the particles in a unit
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cell moving as a single mass. The effective dynamical
matrix governing this equation is given by:
Deff = −R[2− σz] = −
(
cos θ −3 sin θ
sin θ 3 cos θ
)
, (S87)
as referenced in the main text. The eigenvectors of Deff
are given by:
u± =
(− cos θ ±√2 cos(2θ)− 1
sin θ
)
(S88)
with eigenvalues λ± = −2 cos θ ∓
√
2 cos(2θ)− 1. When
θ = pi/6, the eigenvectors coalesce, giving rise to an ex-
ceptional point.
A similar approach applies for the deformed honey-
comb. For |α| ≤ pi/6, the effective matrix is given by:
Deff = 4R
(
sin2(α) 0
0 cos2(α)
)
. (S89)
For |α| > pi/6, the effective dynamical matrix is given by:
Deff = −2R
(
[1 + sin2(α)] − cosα sinα
− cosα sinα cos2(α)
)
. (S90)
Comparison to the Haldane model
In this section, we compare and contrast the honey-
comb lattice of active bonds to the Haldane model [54].
The Hamiltonian for the Haldane model is given by:
HH(q) =t1
(
0 ∆(q)
∆†(q) 0
)
+M
(
1 0
0 −1
)
(S91)
+ 2t2
(∑
i sin(q · bi) 0
0 −∑i sin(q · bi)
)
,
where bi = ai − ai+1, t1 sets the nearest-neighbor hop-
pings, M is the mass, and t2 sets the next-nearest-
neighbor hoppings, and ∆(q) =
∑
i e
iq·ai . We call the
first term in Eq. (S91) H0. We note that H0 contains
a chiral symmetry in the form of a sublattice symmetry
σzH0(q)σz = −H0(q). Furthermore H0 contains a time-
reversal symmetry H∗0 (−k) = H0(k), which arises since
the matrix H0 is real in physical space. Finally, the com-
bination of the chiral and time reveal symmetry imply
a particle-hole symmetry σzH
∗(−k)σz = −H(k). Both
the mass M and the next-nearest-neighbor hopping t2 vi-
olate the chiral (and hence the particle-hole symmetry)
and ultimately give rise to band gaps. However, only the
term t2 violates time reversal symmetry, and hence makes
the model compatible with nonzero Chern number.
For the model in Eq. (S73) with θ = 0 and α =
pi/6 (corresponding to a honeycomb lattice with passive
springs), we have
D0(q) =
( − 32 B(q)
B†(q) − 32
)
, (S92)
FIG. S5. Penetration depth in the Haldane model.
a. The spectrum for the Haldane model with “zig-zag” ter-
mination is shown for three different values of parameters:
{M/t1, t2/t1} = {0.05 × 3
√
3, 0.1} (square),{0.1 × 3√3, 0.1}
(circle), {0.15 × 3√3, 0.1} (star). The color indicates the in-
verse penetration depth κ (in units of the lattice spacing).
b. The points in parameter space cross the boundary between
a topological (red) and trivial (white) state. Here, C denotes
the Chern number of the top band. c. The maximum local-
ization for the spectrum is shown as a function of M/t1 along
a cut at constant t2/t1 = 0.1. We note that the penetration
depth ξ = 1/κ does not diverge as M/t1 is tuned through the
topological transition.
where B(q) =
∑
iAie
iq·ai . We note that the eigenval-
ues of B†B are 94 and |∆|2. Hence, there exist unitary
matrices U(q) and V (q) such that
B(q) = U(q)
(
∆(q) 0
0 32
)
V †(q). (S93)
Consequently, we may write the dynamical matrix as:
D0 = W

0 0 0 32
0 0 ∆ 0
0 ∆† 0 0
3
2 0 0 0
W † − 3214×4. (S94)
Where W =
(
U(q)σx 0
0 V (q)
)
is a unitary matrix. Ex-
amining Eq. (S94), we find that the spectrum of D0 is
simply {0,±|∆(q)| − 32 ,−3}, which is equivalent to that
of H0 with the addition of two flat bands and an overall
energy shift.
Like H0, the matrix D0 contains a time reversal sym-
metry D0(q) = D
∗
0(−q) and a chiral symmetry arising
from a sublattice symmetry (once the trace is removed).
A nonzero θ introduces the perturbation
Dθ(q) = cos(θ)D0(q) + sin(θ)Dpi/2(q), (S95)
where
Dpi/2(q) = i
( − 32σy σyB(q)
σyB
†(q) − 32σy
)
. (S96)
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Like t2 and M in the Haldane model, Dpi/2(q) vio-
lates the sublattice symmetry. However, Dpi/2(q) un-
like t2, respects the time-reversal symmetry. Nonetheless,
Dpi/2(q) is topologically nontrivial because it introduces
non-Hermiticity. Indeed, when restricted to its nonzero
modes, Dpi/2(q) is anti-Hermitian, and on can define an
effective Hamiltonian Heff(q) = iDpi/2(q) which is Her-
mitian and violates time reversal, sublattice, and chiral
symmetry, thus enabling nontrivial topology. Finally, we
note that Dθ(q) has well defined edge modes even when
θ = 0. Like the Haldane model, these edge modes remain
localized even as the system passes through a topologi-
cal transition, as illustrated in Fig. S5. While general
divergent length scales, such as the Wannier correlation
length [81], have been identified with topological transi-
tions, for the Haldane model and the transitions studied
here, the penetration depth is on the order of the lattice
spacing throughout the transition and is not set by the
diverging length scale.
Numerics
Elastic equations
The normal modes in main-text Fig. 1 are generated by
numerically solving the eigenvalue equation of the opera-
tor Din = Cijmn∂j∂m on a domain with periodic bound-
aries in the y direction and fixed boundaries in the x
direction. To do so, we take the Fourier transform of Dˆ
in the y direction, thereby introducing qy as an exter-
nal parameter in the resulting 1D differential equation.
We then solve the 1D equation by introducing a finite
difference method. We represent:
∂x =
1
2

0 1 0 · · · −P
−1 0 1
0 −1 0 ...
...
. . .
0 1
P · · · −1 0

(S97)
and
∂2x =
1
2

−2 1 0 · · · P
1 −2 1
0 1 −2 ...
...
. . .
−2 1
P · · · 1 −2

, (S98)
where P = 0 for zero displacement boundaries and
P = 1 for periodic boundaries in the y direction. Us-
ing these expressions, we can represent Din as a matrix
and compute its eigenvalues and eigenvectors. For the
data shown in Fig. 1, we descretize the x axis into 1000
steps and take {qy, Ge, Go, µ} = {0.1, 1.0, 0.0, 2.0} (left),
{0.1, 0.0, 1.7, 0.0} (center), {0.1, 1.0, 1.7, 2.0} (right).
Simulations
The simulations shown in Fig. 2 are performed on a
lattice of 15 by 15 unit cells with free boundaries on all
sides. The position of each particle is integrated accord-
ing the following second-order Runge-Kutta scheme:
xi
(
t+
1
2
∆t
)
=xi(t) +
1
2
∆tFi[x(t)] (S99)
xi(t+ ∆t) =xi(t) + ∆tFi
[
x
(
t+
1
2
∆t
)]
, (S100)
where ∆t is the time step, xi(t) is the position of the ith
particle, Fi is the force on the ith particle, and x(t) is
the list of all particle positions. In our simulations, time
is measured in units of Γ/k and distances are measured
in units of the lattice spacing.
The particles are initialized at their rest positions,
and a single particle on the boundary of the lattice is
subjected to controlled displacements given by u(t) =
(A cos(ωt), 0). For the simulations shown, A = 0.1,
ω = 0.5, ∆t = 0.1, and θ takes the values {0, pi/2}. The
final time shown in the figure is tf = 100 for θ = 0 and
tf = 50 for θ = pi/2.
Characterization of length scales
We now describe the numerical procedure for deter-
mining the length scales shown in Fig. 3. Using the no-
tation of Fig. S3, we consider a system with Nx = 30
unit cells in the horizontal (x) direction and unbounded
in the vertical (y) direction. Performing a Fourier trans-
form with respect to the vertical coordinate gives rise to
a 2Nx by 2Nx matrix of the form:
15
D(qy) =

− 32R RB
RB† − 32R RC 0
RC† − 32R RB
RB† − 32R RC
RC†
. . .
0 . . . RB
RB† − 32R

, (S101)
where
B =A2 + e
iqyA3 (S102)
C =ei
qy
2 A1, (S103)
with A1, A2, A3 and R defined in Eqs. (S69-S72).
We numerically find the eigenvalues and eigenvectors
of D(qy). We sort the eigenvectors by their localization,
and we find that the edge modes are well characterized
by the form u(θ, qy, x) ∝ e−x/ξ(θ,qy). In Fig. 3b, we plot
ξ and ` as a function of θ at qy = pi.
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