Introduction.
We consider the best approximation by polynomials P"(x) of the solution on [0, l], denoted by 7, of the first order nonlinear differential equation, m (1) L(y) m / -E/*(*)/ = R(*), k=X in a manner somewhat analogous to that used by McEwen [4] , Oberg [5] , and Stein [fi] , in the sense that (2) ||ic(x) -7[P"(x)]|| = sup \ R(x) -L[Pn(x)}\ is a minimum. The operators L(y) used in [4] , [5] , [6] were all linear and the minimizing condition f*\ R(x) -L(Pn) \"dx was used in place of (2) ; since L(y) in (1) is nonlinear, different analysis must be applied.
We assume that the coefficients in (1) are such that there exists a unique solution y(x) which satisfies the boundary condition (3) y(0) = 0.
2. Existence of minimizing polynomials. The existence of polynomials that make (2) a minimum and which satisfy (3) can be proved in a manner analogous to that used by Jackson [2] ; the theorem giving this result is stated without proof in terms of a slightly more general boundary condition and in terms of general linearly independent functions rather than polynomials. The need for this particular boundary condition will be evident in the work that follows.
3. The approximate solution of the differential equation. In order to arrive at the principal result of the paper, we need a theorem given by Coppel [2] , which we likewise state without proof. We now consider the approximate solution of (1) by polynomials of the form (4) which minimize (2) . That is, we determine the conditions under which the polynomials of the form (4) which minimize (2) will converge uniformly to the solution y(x) of (1) on 7.
Let y(x) be the unique solution of (1) which satisfies the boundary condition (3). Then, by an extension of the Weierstrass theorem, we know that for any positive n < 1 there exists at least one polynomial Snix) of the form (4) of some degree ra such that (6) | y"\x) -sTix) | =g", k -0,1.
Corresponding to the degree ra of 5"(x), there is a polynomial P"(x) of degree ra at most which is of the form (4) and which makes (2) a minimum.
We now let r(x) =y(x) -s"(x) and Qn(x) =P"(x) -sn(x), where y(x), Snix), and P"(x) have been defined above. Thus we have
But since y*-P*=y*-1(y-P")+P"(y*-1-P*"1), then Given an «>0, there exists an TVi such that for n^Ni, | P"(x)| g e/2, since P"(x) converges uniformly to zero. Likewise, there exists an N2 such that for n ^ N2, | y -Pn \ g, e/2 Mi. Then for n ^ max {Tv"i, N2} we have that \y' ~Pn\ ^ I y -Pn\\G(Pn, y) I + I Fn(x) \ g (e/2Mi)Mi + e/2 = e, xE IHence, the sequence {P"' } converges uniformly throughout [0, l] to y'(x), the derivative of the solution of (1). The preceding discussion may be summarized in the following theorem.
Theorem
3. 1/ y(x) is the unique solution of (1) which satisfies the boundary condition (3), and i/ P"(x) is a polynomial o/ the/orm (4) which minimizes (2), then P"(x) and P" (x) converge uniformly throughout [0, l] to y(x) and y'(x) respectively as n increases without bound.
