INTRODUCTION
The modal approach has been applied by many authors to lamellar, non-perfectly conducting gratings in the past [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Most noticeably, presented a series conducting lamellar gratings. Their work was later formulated in a more systematic way, and its certain numerical aspects were improved, by Suratteau et al. [8] and by Tayeb and Petit [9] . However, these analyses are limited to non-conical mountings. In many applications, lameUar gratings are used in conical mountings [11] . Recently, a modal analysis of lamellar gratings in conical mountings was presented by Peng [12] .
The present work differs substantially from that of Peng [12] in mathematical formulation and numerical implementation. In Peng's work, the validity of the decomposition of the electromagnetic field in the corrugated region into two orthogonal components is assumed without proof. The eigen-functions (the modal fields in the corrugated region) for a grating in a conical mountings are constructed by geometrical means from the TE and TM eigen-functions for the grating in a equivalent non-conical (also called classical) mounting. The completeness and orthogonality of the eigen-functio_ assembled in this manner are not addressed. In this paper, the eigen-functions along with their completeness and orthogonality are derived rigorously and systematically from the boundaryvalue problems.
The present work can be considered as an extension of the works of Botten et al. and methods for finding the eigenvalues, can be used.
The mathematical formulation of the modal analysis is presented in section 2, and the numerical aspects of the analysis are addressed in section 3. Section 4 provides some numerical results. The validity of the field decomposition is proved in Appendix A. For the sake of the normal flow of the paper, some of the results available in Ref. 5-9 are re-stated in sections 2 and 3, but often are formulated differently.
In other instances, the reader is referred to the original references.
MATHEMATICAL FORMULATION

Notation
A lameUar grating in a conical diffraction configuration is depicted in Fig. 1 . The coordinate system is chosen such that the x-axis is perpendicular to, and the z-axis is parallel to, the grating grooves, and the y-axis is the normal of the overall structure. A monochromatic plane wave of vacuum wavelength _.0 is incident on the lameUar grating at a polar angle 8 and an azimuthal angle _. The range of e is 0 < 8 < ,,./2 and that of ¢ is -_r < ¢_ g _r, with the clockwise direction being the positive direction for ¢. The same conventions will be used for the diffracted waves that are not shown. The incident polarization is in general eUiptical.
The geometry of the lamellar grating is shown in Fig. 2 . The grating period is d, and the widths of medium 1 and medium 2 are d 1 and d z. We shall call the regions of space where y > h/2, y < -h/2, and -hi2 < y < h/2, regions 1, 2, and 0, respectively, where h is the grating groove depth. We shall use the superscript (/), where j ffi 1, 2, to denote quantities associated with regions j and the subscript j to denote quantities associated with the two media in region 0. Thus, the permittivity and permeability of the medium in region 1 are e (t) and _0), and those in region 2 are e (2) and _(2). The permittivity and permeability of region O arepefiodicfunctionsofx,
(1)
Although for most optical applications, the permeability is a constant and equals that of the vacuum, to reveal the symmetry of the electric and magnetic fields, _1 and/_ are formally assumed to be different.
The Gaussian system of units is used in this paper.
Let/c o be the magnitude of the vacuum wave-vector.
vector in regions j ffi 1, 2 and region 0 are denoted by kO3and k(x),
The magnitudes of the wave-
The wave-vector of the inddent plane wave is k"-km(_sinOco_ -_,x_ + tsiaesin_).
We denote the z-component of the incident wave-vector by kz, k+= k°>sin8 sia_.
and we define the reduced magnitudes of the wave-vectors by _3 and _:(x),
Since the physical problem is time and z-invariant, the electromagnetic field may be assumed to be of the form 
, _..,
In (10) and (11),IC¢, i Ch), Re+), R Ch),The+), and 7", (h)are, respectively, the complex amplitudesof the z-components of the incidentand diffracted electric and magnetic fields inregions1 and 2.
Field Decomposition
Suppose h tends to infinity in Fig. 2 , yielding a medium that is periodic in x and infinite in y and z. If the general expression for the electromagnetic field in this infinite medium is known, by imposing the interface conditions aty = -h/2 between this field and those given in (10) 
In addition, we also need the interface conditions for the fields and their derivatives at the medium discontinuities. However, the burden of mentioning the interface conditions can be relieved if we understand Maxwelrs equations in the sense of distn'bution [13] .
Equation (14)isa coupled system of equationsforE, and H z,whose directsolution _seems tobe difficult. However, bythe following field decomposition,its solution issimplified.
In a z-and y-invariant medium, an electromagnetic fieldissaidto be Ex (H_.)ifthe x-Let the superscript (e)denote the Ex component of itselectric (magnetic)field vanishes. 
In Appendix A, we prove that any field (E, ,H:) T, where superscript T signifies matrix transpose, satisfying (14) and (15) can be uniquely expressed as a sum of an .E± field and an H± field, and these two component fields satisfy (14) and (15) 
The differential equation (24) and the boundary conditions (15) 2.3.
The Boundary-Value Problem
In this sectfoh-and thenexCsection, for simplicity, we omit the superscript (s) in the Let L be a differential operator defined by 
where a prime indicates the differentiation with respect to x, and p = ).2.
Let us now define an inner product (,) for any two integrable, complex-valued functions u(x) and v(x) by
where a bar indicates the complex conjugate. For a lossless dielectric grating (_(x) > 0, _(x) > 0), it is easily seen that L is self-adjoint, i.e.,
From the theory of ordinary differential equations [14] , we know that the eigenvalues the operator L is no longer self-adjoint; therefore, the eigenvalues of (26) are no longer necessarily real and the eigen-functions are no longer orthogonal and complete. In order to be able to use the modal field expansions for the total field, it is necessary to consider the adjoint of (26), which is defined by
where the superscript + indicates the adjoint and L + is the differential operator adjoint to L. It is easily seen that can be most conveniently derived by taking advantage of the simplicity and symmetry of e(x) and t_(x) given in (1). It is easy to verify that the following two functions are two linearly independent solutions of (24)°-
where, for j = 1, 2, 2 +2 _ (41) ¥j "_j p.
Clearly, 9, is an even function and 90 is an odd function. therefore given by
where A and B are arbitrary constants.
(42) gives the characteristic equation
The general solution of (24) is (42) Imposition of the boundary conditions in (26) on 
cos-lid I cosy_£_ -_°iV2 %Vl
This is a transcendental equation for p, whose solutions are, in general, complex numbers.
The eigen-functions of (26),expressedinterms of @e and 'Po, are given by
where C is the normalization constant.
The eigen-functions of the adjoint problem ( 
This direct relationship between the two mutually adjoint eigen-functions is very useful in the numerical implementation of the theory. 
and a,,,0) and b,,,(0 are modal field amplitudes to be determined later. Substituting (48) into (21) and integrating with respect to y, we obtain an expression for G 0),
and
(The integration constant that would appear in (50) can be shown to be zero.) Thus, by (48), (50), and (A-l) we complete the derivation of the following modal field representation of the total electromagnetic field in region 0:
n', (x,y) x'.'%-'."c,>J÷_o ,.,'.."cy_,,;"oo J 
Let Cm Ce)-(u,,, re), Wrn(e))T, and 9,, +fh)= (wn +Ch), u+Ch)) T. Then itcan be shown that t,'.",,:J -0. 
In the above equations the unknowns are and the restof the new notationsare definedin Appendix B.
equations (58) and (59) 
The numerical solution of
Diffraction Efficiency and Polarization
Once/_(s) and _'(0are solvedfrom (58)and (59),R, fOand T,(') are givenby (61).
By virtueof (9a) and (9b),allquantities of practical interest can be readilyexpressed in terms ofR,0) and T,, p).Suppose the media inregionsI and 2 are Iossless, and the incident plane wave isnormalized such that
Then, the diffraction efficiencies for the reflected and the transmitted propagating waves of order n are givenby rl_1_ = _J (63a) and -
V If the media in region 0 are also lossless, the energy balance theorem holds: 
In (65) should not be confused with at,, defined in (12) .) It is a simple exercise to show that for a diffracted wave in medium 1,
The expression for a diffracted wave in medium 2 may be obtained from (68) 
Solutionof the FieldAmplitudes
Before embarking on the numericalsolutionof (58) and (59),we first analyzethe compositionof theseequations.In (58)and (59) Equations (58) and (59) 
This is the final linear system of equations from which we numerically determine the field amplitudes.
In order to solve the linear system (72) on a computer, we unavoidably have to truncate the matrices. We designate N as the total number of terms retained in Rayleigh expansions (we truncate the Rayleigh expansions symmetrically with respect to the zero diffraction order) and M as that retained in the modal expansions.
The integers N and M are called the truncation orders.
It is easily seen that for the solution of (72) to be well (neither undernor over-) specified, the two truncation orders must be the same. Thus, the matrices W, U, P, Q, and D in (72) are 4N by 4N square matrices.
NUMERICAL EXAMPLES
In this section we present some numerical results. The computer program is written in Fortran 77 and double precision is used for real and complex arithmetic.
For the special case of non-conical mountings, the program has been checked using published data with good agreement. For the general case, it meets the energy balance and reciprocity criteria with reasonable accuracy. It is evident that as soon as ¢_ is nonzero, the diffraction orders become eUiptically polarized. The two first orders are nearly circularly polarized at 0 -20°. Also, the senses of polarization of the two first orders remain right-handed throughout the angular range of their existence.
Next, we illustrate the excellent convergence rate of the modal method.
purpose, we define a measure of error A_ as follows For this (73) where fN stands for any one of the physical quantities, such as a diffraction efficiency or a polarization angle, computed with truncation order N, and f = fN., where N* > N is an integer. Iff stands for the sum of the diffraction efficiencies for a lossless grating, f = 1.0.
Roughly speaking, the negative of AN gives the number of correct significant digits in the numerical results. Fig. 4 shows the convergence of the sum of the diffraction efficiencies and the efficiencies of the negative first orders in reflection and in transmission for a dielectric grating.
The physical parameters are the same as those of Table 2 . The truncation order N varies from 11 to 61 in increment of 2, and N" = 63. It is evident from the figure that better than one percent accuracy is achieved as soon as the truncation order is greater than 11. The convergence is not monotonic. The large oscillation in the convergence sequence of the reflected order is probably due to the smallness of the diffraction efficiency (see row 3, column 2 of Table 2 ). If we make a low order polynomial fit of each set of the data in the figure, the three resulting curves will have more or less similar shapes and close locations. This implies that the energy balance criterion can be used as a good accuracy indicator, thanks to our choice of the homogeneous projection method.
w W Fig. 5 shows the convergence of the diffraction efficiency and diffraction angles a and 8 of the negative first order of a metallic grating. The physical parameters are the same as those of Table 3 . The truncation order N varies from 11 to 69 in increment of 2, and N" = 71. Since now the grating is metallic, the convergence in this case is, as expected, slower than that of Fig. 4 . However, better than one percent accuracy can still be achieved with a truncation orders of 40 or greater. is that it works very well even for deep, highly conducting gratings. This feature is also true for the extension of the method to conical mountings as developed in this paper. This is understandable, since the fundamental analytical and numerical issues for conical and non-conical mountings are essentially the same. For the sake of saving space, however, we will not provide any numerical evidence here.
SUMMARY
In this paper, we have extended the rigorous modal method of Botten et aL to the case of conical mountings. A crucial step in accomplishing the extension is the field decomposition discussed in section 2.2 and Appendix A. The field decomposition reduces the vector-valued boundary-value problem given by (14) and (15) 
Proof:
The decomposition (A-l) is, in general, unique.
Since there is no explicit y-dependence in (14), any solution of (14) _(x) = iX _ko'_ vlx(x)' (A-6) and we have two linearly independent solutions of (A-4) that satisfy the Ha. condition (16b).
Clearly, the solutions of Ea. type and Ha. type are linearly independent.
solution of (A-4) has the following form 
Appendix B
As in the main text of the paper, j ffi 1, 2, and s = e, h. In (58) and (59)
For the sake of clarity, the matrices in (69) and (70) are expressed in block forms, followed by th e definitions of each sub-matrix. To get the expression for matrix P, we only need to reverse the sign of 8 (') in (B-7). In (B-10) and the inner products are those defined in (28) and (37), and the subscript s indicates that the weight function o ¢') should be used in the integral. By using (55) and (47), it can be shown that the two sub-matrices in (8) (9) (10) (11) 1.
The coordinate system for a lameUar grating in a conical mounting.
2.
The geometry of a lamellar grating. o 6 .
Diffraction efficiencies r/ (Fig, a) and polarization angles a (Fig. b) and 6 ( Fig. c) 
