The purpose of this paper is to establish some nonlinear GronwalBellman integral inequalities in the case of functions of two independent variables which can be used as handy tools in the theory of partial differential and integral equations. The results extend and improve the earlier publication [8] , an application is given to illustrate the efficiency of the obtained results.
INTRODUCTION
The Gronwall-Bellman inequality and its various linear and nonlinear generalizations are crucial in the discussion of the existence, uniqueness, continuation, boundedness and stability and other qualitative properties of the solutions of differential and integral equations. The literature on such inequalities and their applications is vast; see [1, 3, 5, 6, 7, 9, 10] and the references given therein. Many authors have established Gronwall-Bellman type integral inequalities in two independent variables; see for example [2, 3, 4] .
Recently, A. Khan in [8] However, sometimes we need to study this type of inequality with a function c(x, y) in place of the constant term c .
Motivated mainly by the work of [8] , we discuss, in this paper a more general form of integral Gronwall-Bellman type inequality for the functions with two variables, as the following : 
x, y, s, t)w(u(s, t))dsdt,
and its variants, where c(x, y) ≥ 0 is a function and q ≥ p > 0 are constants for all (x, y) ∈ Δ. Furthermore, we show that the results in [8] can be reduced from our inequality (2) in some special cases. We also apply our result to a boundary value problem of a partial differential equation for estimation of its solution.
In this paper, we consider the explicit bounds on some general versions of (1) which the constant c > 0 on the right side of (1) is replaced by the function c(x, y) ≥ 0 and contain some power nonlinear terms with respect to the unknown function u(x; y) on the both side of (1).
MAIN RESULTS
In what follows, R denotes the set of real numbers, R + = [0, ∞), I 1 = [x 0 , X) and I 2 = [x 0 , Y ) are the given subsets of R, and
The first-order partial derivatives of a function u(x, y) for x, y ∈ R with respect to x and y are denoted as usual by D 1 u(x, y) and D 2 u(x, y), respectively. The following lemma is useful in our main results. 
Lemma 1 (Inequality in one variable) Let c(x), u(x) and a
Now, let us list our main results as the follows : 
for all (x, y) ∈ Δ . Where
for all (x, y) ∈ Δ. Where
for all (x, y) ∈ Δ.
The proof of the theorem will be given in the next section. 
for all (x, y) ∈ Δ, then the following conclusions are true
for all (x, y) ∈ Δ, where
and E 1 (x, y) is defined in (8) .
and
Where
Remark 4 If we take b j (x, y) = 0 for any j = 1, 2, ..., n 2 and keeping y fixed, then Theorem 3 reduce exactly to Lemma 1.
Using Theorems 2 and 3, we can get some more generalized results as follow:
for all
for all x 0 ≤ x ≤ x 1 , y 0 ≤ y ≤ y 1 , and
Where E 1 (x, y) is defined in (8) and
Here, where G −1 is the inverse function of G and the real numbers
for all (23) and (12) , with
Here, where G −1 is the inverse function of G and the real numbers 
By choosing suitable functions for w, some interesting new Gronwall-Bellman type inequalities of two variables can be obtained from Theorem 5. For example if we take w(s) = s r , the following interesting inequalities are easily obtained.
for (x, y) ∈ Δ, and
for all (x, y) ∈ Δ, where 
Using Theorem 3, we can get some more generalized results as follow:
Theorem 12 Let c(x, y), u(x, y), a i (x, y), b j (x, y) d k (x, y, s, t) and w(u) be defined as in Theorem 5. Suppose that q ≥ p > 0 are constants. If u(x, y) satisfies the inequality
for all (x, y) ∈ Δ, then the following conclusions are true :
for all x 0 ≤ x ≤ x 3 , y 0 ≤ y ≤ y 3 . Where
where E 1 (x, y) and Q 3 (x, y) are defined in (8) 
for all x 0 ≤ x ≤ x 4 , y 0 ≤ y ≤ y 4 and H is defined in (33) , and
for all 
Remark 13 If we take
, then the inequality established in Theorem 12 ( B2) reduces to the Theorem 2.1 in [8] . Theorem 12 ( B2) , we obtain the Theorem 2.5 in [8] .
Remark 15 By choosing suitable functions for w for example w(s) = s
r with q > r ≥ 0 or q = r > 0 (where p = q or q > p) , using similar arguments in the proof of Theorem 12, we can obtain many interesting new integral inequalities, but, for space-saving, the details are omitted here.
PROOF OF THEOREMS
Since the proofs resemble each other, we give the details for (A1), (B2) and ( B2) only; the proofs of the remaining inequalities can be completed by following the proofs of the above-mentioned inequalities. Proof. Theorem 2 (A1) We define a function z(x, y) by
by substituting (38) in (6), we get
Clearly, z(x, y) is a nonnegative, continuous and nondecreasing function in x.
Treating y, y ∈ I 2 fixed in (39), a suitable application of Lemma 1 to (39) we get
for (x, y) ∈ Δ, where E 1 (x, y) is defined as in (8) . By (38) and (40), we obtain
Keeping x fixed in (41), an estimation of z(x, y) can be obtained by a suitable application of Lemma 1 (part ii) to (41), after that, we obtain
for (x, y) ∈ Δ, where Q 1 (x, y) is defined as in (9) . Finally, substituting the last inequality into (40), the desired inequality (7) follows immediately.
Proof. Theorem 3 (B2).
We define a function z(x, y) by
by substituting (43) in (14), we get
Clearly, z(x, y) is a nonnegative, continuous and nondecreasing function in y. Treating x fixed in (44), a suitable application of Lemma 1 to (44) we get
for (x, y) ∈ Δ,where Q 4 (x, y) is defined as in (18). By (45) and (43), we obtain
Keeping y fixed in (46), an estimation of z(x, y) can be obtained by a suitable application of Lemma 1 (part ii) to (46), after that, we obtain
where E 4 (x, y) is defined as in (19). Finally, substituting the last inequality into (45), the desired inequality (17) follows immediately.
Proof. Theorem 12( B2) Setting
the inequality (31) can be restated as
Clearly, N 2 (x, y) is nonnegative and nondecreasing function in each in x and y. Now a suitable application of the inequality (17) in Theorem 3 to (48), yields
where E 4 (x, y), Q 4 (x, y) are defined in (37) and (36) .
From (47) and (49) and by using the fact that w is submultiplicative, we have
for (x, y) ∈ Δ. By following the same steps from (??)-(??) in (50), we get
for all x 0 ≤ x ≤ x 41 , y 0 ≤ y ≤ y 4 . Finally, substituting the last inequality into (49), the desired inequality (34) follows immediately.
An APPLICATION
In this section we present an immediate application of our results (Theorem 12) to study the boundless of the solution of partial differential equation. We consider the following nonlinear partial differential equation in R 2 :
for all (x, y) ∈ R 2 .
Where h, g 1 , g 2 ∈ C(R 3 + , R) and σ 1 , σ 2 ∈ C(R + , R + ) and k, p > 0 are a constants. Assume that those functions are defined and continuous on their respective domains of definition. 
Theorem 16 Suppose that
|h(x, y, u)| ≤ d 1 (x, y)u r ,(52)|g 1 (x, y, u)| ≤ b 1 (x, y)u p , (53) |g 2 (x, y, u)| ≤ a 1 (x, y)u p ,(54)|e 1 (x) + e 2 (y) − k| ≤ c, c ≥ 0 (constant).(55)c 1 (x) = σ 1 (x) − x 0 g 2 (s, 0, σ 1 (s))ds, c 2 (y) = σ 2 (y) − − y 0 g 1 (0, t, σ 2 (t))dt.
If u(x, y) is any solution of (51), then
for (x, y) ∈ R 2 + , whereẽ
Proof. It is easy to see that, the solution u(x, y) of the problem (51) satisfies the equivalent integral equation
From (59) and with (52)-(55), we have
for (x, y) ∈ R finally, we note that under some suitable conditions, the uniqueness and continuous dependence of the solutions of (51), can also be discussed using our results. OPEN PROBLEM. I think, our results can be generalized to some new nonlinear integral inequalities for function of n independent variables. The problem here is, under some suitable conditions, how to give an estimation and some applications of the following integral inequality in R n (and its nonlinear variants) : (x 1 , ..., x i−1 , s i , x i+1 , ..., x n )u(x 1 , ..., x i−1 , s i , x i+1 , ..., x n )ds i 
