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Abstract
Denote by xnk(, ), k = 1, . . . , n, the zeros of the Jacobi polynomial P (,)n (x). It is well known that
xnk(, ) are increasing functions of  and decreasing functions of . In this paper we investigate the question
of how fast the functions 1 − xnk(, ) decrease as  increases. We prove that the products tnk(, ) :=
fn(, ) (1 − xnk(, )), where fn(, ) = 2n2 + 2n( +  + 1) + ( + 1)( + 1) are already increasing
functions of  and that, for any ﬁxed > − 1, fn(, ) is the asymptotically extremal, with respect to n,
function of  that forces the products tnk(, ) to increase.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and statement of results
The behaviour of the zeros xnk(, ), k = 1, . . . , n, of the Jacobi polynomial P (,)n (x),
arranged in decreasing order, as functions of the parameters  and , ,  > −1, has been of
interest for more than a century, since the pioneering contributions of Markov [14] and Stieltjes
[18], both published in 1886. Some of the reasons for this interest are the important role that
xnk(, ) play as nodes of Gaussian quadrature formulae and their nice electrostatic interpretation.
Stieltjes proved in [18] that, given two ﬁxed charges at the points −1 and 1, with forces (+1)/2
and ( + 1)/2, respectively, and n free unit charges in (−1, 1), the energy of the electrostatic
ﬁeld generated by them attains a local minimum when the free charges are located at xnk(, ).
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Here, the ﬁeld obeys the law of the logarithmic potential which means that all the charges,
both the ﬁxed and the free ones, are distributed along inﬁnite wires orthogonal to (−1, 1). Szego˝
[19, Section 6.83] proved that the energy has a unique global minimum which shows that the zeros
of the Jacobi polynomial of degree n are the points of stable equilibrium of the energy. Markov
[14] (see also [19, Theorem 6.12.1]) proved that all the zeros xnk(, ) are increasing functions
of  and decreasing functions of . This fact is intuitively clear from the above electrostatic
interpretation since all the charges are positive and repel each other. In this paper we discuss the
deeper question of how fast the zeros increase/decrease when the parameters  and  increase
from −1 to inﬁnity.
The present piece of research is inspired by the complete solution of corresponding problem
about the speed of decrease of the positive zeros xnk() of the ultraspherical polynomial Cn(x),
as functions of , when  > − 12 . The solution came after series of papers, published within
the last 25 years, where various conjectures and contributions were made. Instead of asking the
straightforward question about the way xnk() decrease, the following equivalent problem was
investigated: If the zeros ofCn(x) are arranged in decreasing order, which is the extremal function
fn() that forces the functions fn()xnk(), k = 1, . . . , [n/2], to increase? The exact meaning of
the notion “extremal” was described in the introduction of [2] and we recall that reasoning below
to justify our choice of the multiplier fn(, ). The ﬁrst to pose such a question for the positive
zeros of Cn(x) was Laforgia who conjectured in [12] that xnk() increase for  > 0. Laforgia
had established this result for  ∈ (0, 1) in [11]. Later on, Ismail and Letessier [10] reﬁned the
conjecture, restating it with a function that possesses the precise asymptotic behaviour, namely
for f () = √. Finally, Askey guessed the extremal universal function, that is, the one that does
not depend on n, with the above properties. The function turned out to be simply f () = √ + 1
(see [9]). Various contributions to the problem were made by Spigler [17], Ahmed et al. [1],
Ifantis and Siafarikas [8], and Dimitrov [2], while, in 1999, Elbert and Siafarikas [5] proved that
[ + (2n2 + 1)/(4n + 2)]1/2xnk(), k = 1, . . . , [n/2], are increasing functions of  for  > − 12 ,
thus extending the result of Ahmed et al. [1] and proving the conjecture of Ismail, Letessier, and
Askey [10,9]. Finally, it was proved in [3] that the above function [ + (2n2 + 1)/(4n + 2)]1/2
is asymptotically extremal in the sense that there is no function that increases slower than it
and forces the products fn()xnk() to increase. Similar questions concerning zeros of Laguerre
polynomials were raised and discussed by Natalini and Palumbo [15].
In this paper we state and solve the corresponding question about the zeros of Jacobi polyno-
mials. Surprisingly enough, no attempt has been done to tackle this problem. One of the possible
reasons for the lack of results in this direction is that xnk(, ) change sign. This indicates that,
instead of considering the zeros of P (,)n (x) themselves, it is more reasonable to investigate ei-
ther 1 − xnk or 1 + xnk . Moreover, a careful inspection of the evolution of the conjectures and
results concerning the positive zeros of ultraspherical polynomials, described above, leads to the
conclusion that, in order to obtain a sharp result, quantities that obey nice asymptotic behaviour,
as the parameter diverges, must be considered. Such an asymptotic formula for the zeros of Jacobi
polynomials is (see [19, formula (6.71.11)])
lim
→∞
(1 − xnk(, )) = 2xn,n−k+1(), (1.1)
where xnj () are the zeros of the Laguerre polynomial L()n (x), arranged in decreasing order.
These observations, together with the fact that 1 − xnk(, ) decrease when  increases, already
suggest that we search for a function fn(, ) that forces the products fn(, )(1 − xnk(, ))
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to increase. It is natural to require that, for any ﬁxed  ∈ (−1,∞), fn is positive and smooth
function of , for  ∈ (−1,∞).
Consider the quantitiesZnk(, ) = fnk(, )(1−xnk(, )) as functions of , where fnk(, )
are also positive and differentiable functions of , for any ﬁned nk and  ∈ (−1,∞). What
additional necessary conditions for fnk(, ) the inequalities Znk(, )/0 imply? Since
these are equivalent to
0 Znk(, )

= fnk(, )

(1 − xnk(, )) − fnk(, )xnk(, ) ,
fnk(, ) > 0, (1 − xnk(, )) > 0, and xnk(, )/, then we must have
 ln fnk(, )

> − ln(1 − xnk(, ))

. (1.2)
Thus, if we search for positive functions fnk(, ), n ∈ N, k = 1, . . . , n, that are smooth
with respect to  and force the corresponding products Znk(, ) to increase with , then the
best possible are those which satisfy (1.2). Observe that this problem is intractable because it is
equivalent to determine explicitly the logarithmic derivatives of all (1 − xnk(, )) and this latter
task itself requires to ﬁnd explicitly all zeros of all Jacobi polynomials. Therefore, we reduce the
problem to ﬁnd, for any ﬁxed n ∈ N and  ∈ (−1,∞), a positive function fn(, ) which forces
the products tnk(, ) = fn(, ) (1 − xnk(, )), k = 1, . . . , n, to increase as  increases from
−1 to inﬁnity. Observe that if we were able to determine the functions fnk(, ), then fn(, )
would have been a piecewise smooth function given by
 ln fn(, )

= max
1kn
 ln fnk(, )

.
Hence, if we require that fn(, ) is a smooth function of with the property that tnk(, ) increase
with , then the best possible choice of fn is the one for which its logarithmic derivative with
respect to  is the smallest possible.
Our main result reads as follows.
Theorem 1. For every n ∈ N and k, k = 1, . . . , n, the products
fn(, ) (1 − xnk(, )) ,
where fn(, ) := 2n2 + 2n( +  + 1) + ( + 1)( + 1), are increasing functions of , for
 ∈ (−1,∞).
A simple argument for symmetry (see formula (2.4) below) immediately implies:
Corollary 1. For every n ∈ N and k, k = 1, . . . , n, the products(
2n2 + 2n( +  + 1) + ( + 1)( + 1)
)
(1 + xnk(, ))
are increasing functions of , for  ∈ (−1,∞).
In order to justify the sharpness of Theorem 1, observe that it can be reformulated, stating that
the products
gn(, ) (1 − xnk(, )) ,
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where
gn(, ) =  + n +  + 12 +
1 − 2
2(2n +  + 1) ,
are increasing functions of  in (−1,∞).
We employ the method developed in [3] and based on the classical Routh–Hurwitz stability
criterion to prove that the function gn(, ) is asymptotically extremal with respect to n. The result
is the following:
Theorem 2. Let n ∈ N,  > −1, and hn(, ), considered as a function of , be positive and
continuously differentiable for ∈ (−1,∞). If the productshn(, )(1−xnk(, )), k = 1, . . . , n,
are increasing functions of  in (−1,∞), then


ln hn(, ) >
1
n +  +  + 1 . (1.3)
Moreover, if hn(, ) =  + n + ( + 1)/2 + dn(), then
dn() <
( + 1)( + 2)
2(n +  + 1) . (1.4)
The fact that the extremal function with the desired property must possess the smallest possible
logarithmic derivative and inequality (1.3) imply that the extremal hn must be a linear function
of . This justiﬁes the choice of hn(, ), as given in the second statement of Theorem 2. A
comparison of the explicit form of the function gn(, ) and inequality (1.4) shows that gn(, )
is asymptotically extremal. Indeed, obviously gn(, ) − hn(, ) < 0 for all admissible n, ,
and  and this difference behaves as O(1/n), as n goes to inﬁnity provided  is ﬁxed. Finally,
we mention an immediate but interesting consequence of Theorem 1 and the asymptotic formula
(1.1).
Corollary 2. Let n ∈ N, ,  > −1. Then the inequalities
{2n(n +  +  + 1) + ( + 1)( + 1)} (1 − xnk(, )) < 2(2n +  + 1)xn,n−k+1()
hold for k = 1, . . . , n.
2. Preliminary technical results
Recall that the Jacobi polynomials can be represented by
P
(,)
n (x) = ( + 1)n
n! F
(
−n, n +  +  + 1;  + 1; 1 − x
2
)
(2.1)
in terms of the hypergeometric function
F(a, b; c; z) =
∞∑
k=0
(a)k(b)k
(c)k
zk
k! ,
where ()k denotes the Pochhammer symbol, deﬁned by ()k =  · · · (+ k − 1), for k ∈ N, and
()0 := 1.
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Since y(z) = F(a, b; c; z) satisﬁes the differential equation
z(1 − z)y′′ + [c − (a + b + 1)z]y′ − aby = 0,
the Jacobi polynomial Y (x) = P (,)n (x) is a solution of
(1 − x2)Y ′′ + [ −  − ( +  + 2)x]Y ′ + n(n +  +  + 1)Y = 0.
Introduce the polynomial
q
(,)
n (y) = n!
( + 1)n P
(,)
n (2y + 1).
Then
q
(,)
n (y) =
n∑
k=0
(
n
k
)
(n +  +  + 1)k
( + 1)k y
k (2.2)
and its zeros ynk(, ) are given by ynk(, ) = (xnk(, ) − 1)/2. Moreover, the polynomials
q
(,)
n (y) are orthogonal in (−1, 0) and all ynk(, ) belong to this interval.
We shall need some additional information about functions whose zeros coincide with
t˜nk(, ) = tnk(, )/2 = fn(, )(1 − xnk(, ))/2.
Recall ﬁrst (see [19, p. 67]) that the function u(x) = (1 − x)(+1)/2(1 + x)(+1)/2P (,)n (x)
satisﬁes the Sturm–Liouville differential equation
d2u(x)
dx2
+ (x; , )u(x) = 0,
with
(x; , ) = 1 − 
2
4(1 − x)2 +
1 − 2
4(1 + x)2 +
n(n +  +  + 1) + ( + 1)( + 1)/2
1 − x2 .
Then a straightforward change of variables implies that
u(z) = z(+1)/2(1 − z)(+1)/2P (,)n (1 − 2z),
whose zeros in (0, 1) are znk = (1 − xnk)/2, is a solution of
d2u(z)
dz2
+ (z; , )u(z) = 0,
with
(z; , ) =  +  + 2
2z(1 − z) +
n(n +  +  + 1)
z(1 − z) +
 + 1 − z( +  + 2)
2z2(1 − z)
− + 1 − z( +  + 2)
2z(1 − z)2 −
( + 1 − z( +  + 2))2
4z2(1 − z)2 .
Thus we immediately conclude that:
Lemma 1. The function U(t) = u(t/f ),
U(t) =
(
t
f
)(+1)/2 (
1 − t
f
)(+1)/2
P
(,)
n
(
1 − 2 t
f
)
,
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where f = fn(, ), is a solution of the differential equation
d2U(t)
dt2
+ ˜(t; , ) U(t) = 0, (2.3)
where
˜(t; , ) = 1[fn(, )]2 
(
t
fn(, )
; , 
)
,
that is,
˜(t; , ) = − +  + 2
2t (t − f ) −
n(n +  +  + 1)
t (t − f ) +
t ( +  + 2) − ( + 1)f
2t (t − f )2
+ t ( +  + 2) − ( + 1)f
2t2(t − f ) −
(t ( +  + 2) − ( + 1)f )2
4t2(t − f )2 .
Moreover, the zeros of U(t) are 0, fn(, ), and t˜nk(, ), k = 1, . . . , n.
We shall need the explicit expressions for integrals of the form I = I(n, , ), where
I =
∫ 1
−1
(1 − x)(1 + x)−{P (,)n (x)}2 dx,  >  − 1.
More precisely, we shall make use of I0, I1, and I2. In fact, I0 and I1 are known. The integral
I0 = 2
++1
2n +  +  + 1
(n +  + 1)(n +  + 1)
(n + 1)(n +  +  + 1)
is given in [19, p. 68] and
I1 = 2
+
n!
(n +  + 1)(n +  + 1)
(n +  +  + 1)
is a consequence of formula 7.391(5) in [7] and the relation (see [19, p. 59])
P
(,)
n (x) = (−1)nP (,)n (−x). (2.4)
Observe that the explicit integral expression∫ 1
−1
(1 − x)(1 + x)P (,)n (x) dx = 2
++1( + 1)(n +  + 1)(n +  − )
n!( − )(n +  +  + 2) ,
that appears as item 7.391(4) in [7], and (2.4) yield∫ 1
−1
(1 − x)(1 + x)P (,)n (x) dx
= (−1)n 2
++1( + 1)(n +  + 1)(n +  − )
n!( − )(n +  +  + 2) , (2.5)
and the latter holds for any n ∈ N, ,  > −1.
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Lemma 2. For every n ∈ N and  > −1,  > 1 we have
I2 = 2
+−1(n +  + 1)(n +  + 1)
n!(n +  +  + 1)
2n(n +  +  + 1) + ( + )( + 1)
( − 1)( + 1) .
Proof. Relation (2.4) and the explicit expression (2.1) for P (,)n (x) yield
P
(,)
n (x) = (−1)n ( + 1)n
n!
n∑
k=0
(−n)k(n +  +  + 1)k
( + 1)k
1
k!
(1 + x)k
2k
.
Hence,
I =
∫ 1
−1
(1 − x)(1 + x)−{P (,)n (x)}2 dx
= (−1)
n( + 1)n
n!
×
n∑
k=0
(−n)k(n +  +  + 1)k
2kk!( + 1)k
∫ 1
−1
(1 − x)(1 + x)+k−P (,)n (x) dx.
The explicit forms of I1 and I2 are immediate consequences of this expression and of (2.5).
In particular, for I2 we have
I2 = (−1)n ( + 1)n
n!
{∫ 1
−1
(1 − x)(1 + x)−2P (,)n (x) dx
−n(n +  +  + 1)
2( + 1)
∫ 1
−1
(1 − x)(1 + x)−1P (,)n (x) dx
}
.
= (−1)n ( + 1)n
n!
{
(−1)n 2
+−1
n!
( − 1)(n +  + 1)(n + 2)
(2)(n +  + )
−n(n +  +  + 1)
2( + 1) (−1)
n 2+
n!
()(n +  + 1)(n + 1)
(1)(n +  +  + 1)
}
= 2
+−1( + 1)n
n!
( − 1)(n +  + 1)
(n +  +  + 1)
×
{
(n + 1)(n +  + ) − n(n +  +  + 1)
 + 1 ( − 1)
}
= 2+−1(n +  + 1)(n +  + 1)
n!(n +  +  + 1)
2n(n +  +  + 1) + ( + )( + 1)
( + 1)( − 1) . 
3. Proof of Theorem 1 for  ∈ (−1, 1)
The proof of our main result for  ∈ (−1, 1) is rather straightforward. It follows immediately
from the following two statements.
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Theorem 3. Let, for some ﬁxed values of n ∈ N and  > −1, the function fn(, ) be deﬁned and
positive for  ∈ I , where I is an interval, I ⊂ (−1,∞). Suppose further that f = fn(, )/
exists, it is continuous and positive for  ∈ I . Then
t˜nk(, ) = fn(, )1 − xnk(, )2
are increasing functions of  in I, provided
(2n +  +  + 1) t2 (3.1)
+[(2n(n +  +  + 1) + ( + )( + 1))f − (4n + 2 +  + 2)f ] t
+[(2n +  + 1)f − (2n2 + 2n( +  + 1) + ( + 1)( + 1))] f f < 0
for every 0 < t < f .
Proof. The statement of the theorem follows from Sturm’s comparison theorem on solutions of
Sturm–Liouville differential equation. The version we need is Theorem 1.82.1 in [19]. It implies
that the zeros t˜nk of the solution of the differential equation (2.3) are increasing functions of the
parameter  provided the partial derivative of ˜(t; , ) with respect to  is negative for every
t ∈ (0, f ) when  ∈ I . Thus, the straightforward calculation
˜(, )

= 1
2t (f − t)3
{
(2n +  +  + 1)t2
+[(2n(n +  +  + 1) + ( + )( + 1))f − (4n + 2 +  + 2)f ] t
+[(2n +  + 1)f − (2n2 + 2n( +  + 1) + ( + 1)( + 1))] f f
}
completes the proof. 
Lemma 3. If fn(, ) = 2n2 + 2n(++ 1)+ (+ 1)(+ 1) and  ∈ (−1, 1), then inequality
(3.1) holds.
Proof. Substituting the explicit form of fn(, ) on the left-hand side of (3.1), we obtain the
polynomial
r(t) = an(, ) t2 − bn(, )t,
where an(, ) = 2n +  +  + 1 and
bn(, ) = {4n3 + 6n2( +  + 1) + 2n(2 + 3 + 3 + 3( + 1))
+( + 1)( + 2)( + 1)}.
Observe that the free coefﬁcient of the quadratic in (3.1) vanishes because of the proper choice
of the function f. Obviously the leading coefﬁcient an is always positive and the zeros of r(t)
are 0 and bn(, )/an(, ). Moreover, the latter positive zero exceeds fn(, ) if and only if
anfn < bn. On the other hand, this inequality is equivalent to
(2n +  + 1)(2 − 1)
2n +  +  + 1 < 0
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which itself is nothing but the requirement −1 <  < 1. Hence, for these values of , the binomial
r(t) is negative for every t ∈ (0, f ). 
4. Proof of Theorem 1 for  ∈ (1,∞)
Consider a parametric family of Sturm–Liouville equations of the form
y′′(x) + F(x, )y(x) = 0,
for 0 < x < 	, where the parameter  varies in certain interval and the function F(x, ) is contin-
uously differentiable with respect to both variables, so that F(x; )/ is integrable function of
x in (0, 	). Then the solution y = y(x, ) is also smooth with respect to x and . Moreover, if the
zeros of the solution y are distinct, then each such a zero c is a smooth function of the parameter
. Elbert and Muldoon [4] obtained a beautiful formula for the derivative c′() of any zero c of a
solution of y provided the above requirements are fulﬁlled and, in addition, the solution satisﬁes
either of the requirements y(0, ) = 0 or y′(0, ) = 0, where the last derivative is with respect
to the ﬁrst variable. The formula reads as[
dy(x, )
dx
∣∣∣∣
x=c
]2
c′() = −
∫ c
0
F(x; )

[y(x, )]2 dx.
Having in mind that ˜(t; , )/ is continuous in (0, f ), that U(0) = 0, and applying this
formula for the derivatives of the zeros t˜nk of the solution U(t) of the differential equation (2.3),
we obtain[
U(t; , )
t
∣∣∣∣
t=˜tnk
]2
˜tnk(, )

= −
∫ t˜nk
0
˜(t; , )

U2(t; , ) dt.
Substituting the explicit expressions of U(t; , ) and ˜(t; , ) into the right-hand side integral
−
∫ t˜nk
0
˜(t; , )

U2(, ; t) dt,
we obtain[
U
t
]2 ˜tnk

= −
∫ t˜nk
0
r(t)
2t (f − t)3
(
t
f
)+1 (
1 − t
f
)+1 {
P
(,)
n
(
1 − 2 t
f
)}2
dt,
where r(t) is exactly the polynomial deﬁned in the proof of Lemma 3. Let us investigate the
function
(
) = −
∫ 

0
r(t)
2t (f − t)3
(
t
f
)+1 (
1 − t
f
)+1 {
P
(,)
n
(
1 − 2 t
f
)}2
dt.
For, observe that latter integrand changes sign if and only if r(t) does. However, the discussion in
the proof of Lemma 3 shows that it happens only when t = bn/an. On the other hand, recalling
again the investigation of the behaviour of this quotient and the fact that now  > 1, we see that
in this case bn/an < f . Summarizing, we conclude that (
) is an increasing function of 
 in
(0, bn/an) and it decreases in (bn/an, f ).
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We shall prove that (f ) = 0. Performing the change of variables t = f (1 − x)/2 in the
integral that represents (f ), we obtain
(f ) = A
∫ 1
−1
(1 − x)+1(1 + x)−2{P (,)n (x)}2 dx
+B
∫ 1
−1
(1 − x)+1(1 + x)−1{P (,)n (x)}2 dx,
where
A = (1 − 
2)(2n +  + 1)
2++1f 2
, B = 2n +  +  + 1
2++2f
.
Then the straightforward calculation∫ 1
−1
(1 − x)+1(1 + x){P (,)n (x)}2 dx
= 2
∫ 1
−1
(1 − x)(1 + x){P (,)n (x)}2 dx −
∫ 1
−1
(1 − x)(1 + x)+1{P (,)n (x)}2 dx
immediately yields
(f ) = 2A
∫ 1
−1
(1 − x)(1 + x)−2{P (,)n (x)}2 dx
+(2B − A)
∫ 1
−1
(1 − x)(1 + x)−1{P (,)n (x)}2 dx
−B
∫ 1
−1
(1 − x)(1 + x){P (,)n (x)}2 dx.
Thus, (f ) = 2AI2 + (2B − A)I1 − BI0 = 0.
Therefore, (
) > 0 for every 
 ∈ (0, f ), and in particular (˜tnk) > 0. This shows that
t˜nk(, ) are increasing functions of  for  > 1.
5. Proof of Theorem 2
The fact that fn(, ) is extremal in the sense described in the Introduction is justiﬁed by at
least three arguments. The ﬁrst one is that (fn(, )) = 0. The second one, that the authors
discovered ﬁrst, was an application, for  ∈ (−1, 1), of the technique used by Ahmed et al. [1]
for the extremal function in the ultraspherical case. This involves rather lengthy technical details.
Despite that these arguments led us to the correct guess, they are somehow intuitive and not
rigorous at all.
Because of thatweprovide a completely correct argument.Weapply themethoddeveloped in [3]
and use the notations adopted there. The ideas in [3] were based on the stability criterion of Routh–
Hurwitz. We refer to Gantmacher [6, Chapter 15] and Marden [13, Chapter 9] for comprehensive
information on this classical topic. We shall provide some deﬁnitions and formulate the Hurwitz
theorem. With every polynomial with real coefﬁcients
f (z) = fnzn + fn−1zn−1 + fn−2zn−2 + fn−3zn−3 + · · · , fn 	= 0,
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we associate a Hurwitz matrix which is formed as follows. Set f−1 = f−2 = · · · = 0 and
construct the two line block(
fn−1 fn−3 . . .
fn fn−2 . . .
)
,
where the ﬁrst line contains fn−2k−1, k = 0, 1, . . . , and the second line is composed by the
coefﬁcients fn−2k, k = 0, 1, . . . , of f (z). Then the Hurwitz matrix H(f ) of f (z) is composed
by the above block in its ﬁrst two lines, the next two lines of H(f ) contain the same block shifted
one position to the right, the ﬁfth and the sixth lines contain this block shifted two positions to
the right, and so forth. Thus,
H(f ) =
⎛⎜⎜⎜⎜⎜⎝
fn−1 fn−3 fn−5 . . . 0
fn fn−2 fn−4 . . . 0
0 fn−1 fn−3 . . . 0
0 fn fn−2 . . . 0
· · · . . . ·
⎞⎟⎟⎟⎟⎟⎠ .
The polynomial fn(z) = fnzn + fn−1zn−1 + · · · + f0 with real coefﬁcients fj , and with pos-
itive leading coefﬁcient fn, is called Hurwitz or stable if all its zeros have negative real parts.
The following is the celebrated Hurwitz theorem which is sometimes called the Routh–Hurwitz
criterion.
Theorem A. The polynomial fn(z) is stable if and only if the ﬁrst n principal minors of the
corresponding Hurwitz matrix H(f ) are positive.
We shall say that the polynomials h(z) and g(z) of degree m form a positive pair if their leading
coefﬁcients are positive and their zeros x1, . . . , xm and y1, . . . , ym are distinct, real, negative, and
interlace in the following way:
ym < xm < ym−1 < xm−1 < · · · < y1 < x1.
We shall succinctly denote the latter by y¯ ≺ x¯.
Theorem B. The polynomial f (z) = h(z2) + zg(z2) is a Hurwitz polynomial if and only if h(z)
and g(z) form a positive pair.
This result appears as Theorem 13 on p. 228 in [6]. It is an immediate consequence of Theorem
A and of the theorem of Hermite–Biehler (see [16]).
Consider the sequence {pn(x; 
)} of parametric polynomials which are orthogonal on the in-
terval x ∈ (c, d) when 
 ∈ (p, q) and whose coefﬁcients are continuous functions of 
. Suppose
the leading coefﬁcients of pn(x; 
) are positive. We shall denote by k(
),
c < n(
) < n−1(
) < · · · < 1(
) < d,
the zeros of pn(x; 
) arranged in decreasing order. Let
pn(x; 
) = a0(
) + a1(
)(x − d) + · · · + an(
)(x − d)n, an(
) > 0, (5.1)
be the Taylor expansion of pn(x; 
) at d. Since the zeros k(
), k = 1, . . . , n, of pn(x; 
)
are distinct and belong to (c, d), then all the coefﬁcients aj (
), j = 0, . . . , n, are positive.
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Let qn(x; 
) be the polynomial
qn(x; 
) = a0(
) + a1(
)x + · · · + an(
)xn
and
q˜n(x; 
) = a0(
)xn + · · · + a1(
)x + an(
)
be its inverse. Denote by H(pn; 
1, 
2) the Hurwitz matrix associated with the polynomial
f2n+1(x; 
1, 
2) := qn(x2; 
1) + xqn(x2; 
2).
We have
H(pn; 
1, 
2) =
⎛⎜⎜⎜⎜⎜⎝
an(
1) an−1(
1) an−2(
1) . . . 0
an(
2) an−1(
2) an−2(
2) . . . 0
0 an(
1) an−1(
1) . . . 0
0 an(
2) an−1(
2) . . . 0
· · · . . . ·
⎞⎟⎟⎟⎟⎟⎠ .
Similarly, H˜ (pn; 
1, 
2) denotes the Hurwitz matrix associated with
f ∗2n+1(x; 
1, 
2) := q˜n(x2; 
1) + xq˜n(x2; 
2).
Thus
H˜ (pn; 
1, 
2) =
⎛⎜⎜⎜⎜⎜⎝
a0(
1) a1(
1) a2(
1) . . . 0
a0(
2) a1(
2) a2(
2) . . . 0
0 a0(
1) a1(
1) . . . 0
0 a0(
2) a1(
2) . . . 0
· · · . . . ·
⎞⎟⎟⎟⎟⎟⎠ .
For any j, 1j2n + 1, denote by j (pn; 
1, 
2) and ˜j (pn; 
1, 
2) the jth principal minor of
H(pn; 
1, 
2) and H˜ (pn; 
1, 
2), respectively. For the ﬁrst few j we have
1(pn; 
1, 
2) = an(
1), 2(pn; 
1, 
2) =
∣∣∣∣ an(
1) an−1(
1)an(
2) an−1(
2)
∣∣∣∣ ,
3(pn; 
1, 
2) =
∣∣∣∣∣∣∣
an(
1) an−1(
1) an−2(
1)
an(
2) an−1(
2) an−2(
2)
0 an(
1) an−1(
1)
∣∣∣∣∣∣∣ ,
˜1(pn; 
1, 
2) = a0(
1), ˜2(pn; 
1, 
2) =
∣∣∣∣ a0(
1) a1(
1)a0(
2) a1(
2)
∣∣∣∣ ,
˜3(pn; 
1, 
2) =
∣∣∣∣∣∣∣
a0(
1) a1(
1) a2(
1)
a0(
2) a1(
2) a2(
2)
0 a0(
1) a1(
1)
∣∣∣∣∣∣∣ .
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Thus, we formulate one of the principal results in [3]:
Theorem 4. Let the coefﬁcients ak(
) in the representation (5.1) of the parametric orthogonal
polynomial pn(x; 
) be continuous functions of 
. Then:
(i) The inequalities
k(
2) < k(
1), k = 1, . . . , n, (5.2)
hold for any 
2 in a sufﬁciently small neighbourhood of 
1 if and only if j (pn, 
1, 
2) > 0
for j = 1, . . . , 2n + 1.
(ii) The inequalities
k(
1) < k(
2), k = 1, . . . , n, (5.3)
hold for any 
2 in a sufﬁciently small neighbourhood of 
1 if and only if ˜j (pn, 
1, 
2) > 0
for j = 1, . . . , 2n + 1.
The proof ofTheorem2 follows almost immediately from the latter statement and some easy cal-
culations. It was already mentioned in the Introduction that the zeros of the polynomial q(,)n (y),
deﬁned by (2.2), are ynk(, ) = (xnk(, )−1)/2.Thus, the zeros of the polynomialQ(,)n (y) :=
q
(,)
n (y/h), with h = hn(, ), are precisely hn(, ) (xnk(, )− 1)/2, k = 1, . . . , n. It is clear
that
Q
(,)
n (y) =
n∑
j=0
(
n
j
)
(n +  +  + 1)j
( + 1)j
1
h
j
n(, )
yj .
Thus, the products hn(, )(xnk(, )− 1)/2 are decreasing functions of  if and only if, for any
sufﬁciently small  > 0, the polynomials Q(,)n (y) and Q
(,+)
n (y) form a positive pair. This
is equivalent to the fact that Q˜(,+)n (y) and Q˜(,)n (y) form a positive pair, where Q˜(,)n (y) =
ynQ
(,)
n (1/y) denotes the inverse of Q
(,)
n (y). Let H˜n(Qn; , , ) be the Hurwitz matrix asso-
ciated with the polynomial Q˜(,+)n (y2) + yQ˜(,)n (y2):
H˜n(Qn; , , ) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
(
n
1
)
(n +  +  +  + 1)1
( + 1)1hn(, + )
(
n
2
)
(n +  +  +  + 1)2
( + 1)2h2n(, + ε)
· · ·
1
(
n
1
)
(n +  +  + 1)1
( + 1)1hn(,)
(
n
2
)
(n +  +  + 1)2
( + 1)2h2n(,)
· · ·
0 1
(
n
1
)
(n +  +  +  + 1)1
( + 1)1hn(, + ) · · ·
0 1
(
n
1
)
(n +  +  + 1)1
( + 1)1hn(,) · · ·
. . . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Theorem 2.1(ii) in [3] applied to this situation implies that all hn(, )(xnk(, ) − 1), k =
1, . . . , n, are decreasing functions of  if and only if all minors ˜j (Qn; , , ), j = 1, 2, . . . ,
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2n + 1, of H˜n(Qn; , , ) are positive for any sufﬁciently small positive . On the other hand,
observe that ˜2(Qn; , , ) is positive if and only if
(n +  +  + 1){hn(,  + ) − hn(, )} − hn(, ) > 0,
which is equivalent to
1
hn(, )
hn(,  + ) − hn(, )

>
1
n +  +  + 1 .
Letting  tend to zero, we obtain the ﬁrst statement of Theorem 2.
It shows that, if hn is an extremal function, then hn must be linear with respect to . So, we set
hn(, ) = + n + (+ 1)/2 + d , d = dn(). Substituting this expression in the above Hurwitz
matrix and calculating its third principal minor ˜3 = ˜3(Qn; , , ), we obtain
˜3 = 2n
( + 1)2
{4A(n, , , d)2 + 2B(n, , , d) + C(n, , , d)}
( + 2)(2n +  + 2 + 2d + 1)2(2n +  + 2 + 2 + 2d + 1)2 ,
where A(n, , , d) = (1 + )(2 + ) − 2d(1 + n + ). The explicit forms of the coefﬁcients B
and C of the binomial in the above numerator are pretty involved and we omit them. Since the
denominator of the quotient that represents ˜3 is obviously positive, then this minor is positive
for all sufﬁciently large values of  when A(n, , , d) is positive. However, this is equivalent to
the inequality
d <
( + 1)( + 2)
2(n +  + 1) .
This completes the proof of Theorem 2.
References
[1] S. Ahmed, M.E. Muldoon, R. Spigler, Inequalities and numerical bound for zeros of ultraspherical polynomials,
SIAM J. Math. Anal. 17 (1986) 1000–1007.
[2] D.K. Dimitrov, On a conjecture concerning monotonicity of zeros of ultraspherical polynomials, J. Approx. Theory
85 (1996) 88–97.
[3] D.K. Dimitrov, R.O. Rodrigues, On the behaviour of zeros of Jacobi polynomials, J. Approx. Theory 116 (2002)
224–239.
[4] A. Elbert, M.E. Muldoon, On the derivative with respect to a parameter of a zero of a Sturm–Liouville function,
SIAM J. Math. Anal. 25 (1994) 354–364.
[5] A. Elbert, P.D. Siafarikas, Monotonicity properties of the zeros of ultraspherical polynomials, J. Approx. Theory 97
(1999) 31–39.
[6] F.R. Gantmacher, The Theory of Matrices, vol. 2, Chelsea, NewYork, 1959.
[7] I.S. Gradshteyn, I.M. Ryzhik, Tables of Integrals Series and Products, Academic Press, NewYork, 1980.
[8] E.K. Ifantis, P.D. Siafarikas, Differential inequalities on the greatest zero of Laguerre and ultraspherical polynomials,
in: Actas del VI Simposium sobre Polinomios Ortogonales y Aplicaciones, Gijon, 1989, pp. 187–197.
[9] M.E.H. Ismail, Monotonicity of zeros of orthogonal polynomials, in: D. Stanton (Ed.), q-Series and Partitions,
Springer, NewYork, 1989, pp. 177–190.
[10] M.E.H. Ismail, J. Letessier, Monotonicity of zeros of ultraspherical polynomials, in: M. Alfaro, J.S. Dehesa, F.J.
Marcellán, J.L. Rubio de Francia, J. Vinuesa (Eds.), Orthogonal Polynomials and Their Applications, Lecture Notes
in Mathematics, vol. 1329, Springer, Berlin, 1988, pp. 329–330.
[11] A. Laforgia, A monotonic property for the zeros of ultraspherical polynomials, Proc. Amer. Math. Soc. 83 (1981)
757–758.
[12] A. Laforgia, Monotonicity properties for the zeros of orthogonal polynomials and Bessel function, in: Polynomes
Orthogonaux et Applications, Proceedings of the Laguerre Symposium, Bar-de-Duk, Spain, 1984, Lecture Notes in
Mathematics, vol. 1171, Springer, Berlin, 1985, pp. 267–277.
D.K. Dimitrov, F.R. Rafaeli / Journal of Approximation Theory 149 (2007) 15–29 29
[13] M. Marden, Geometry of Polynomials, American Mathematical Society Surveys, vol. 3, Providence, RI, 1966.
[14] A. Markov, Sur les racines de certaines équations (second note), Math. Ann. 27 (1886) 177–182.
[15] P. Natalini, B. Palumbo, Some monotonicity results on the zeros of the generalized Laguerre polynomials, J. Comput.
Appl. Math. 153 (2003) 355–360.
[16] N. Obrechkoff, Zeros of Polynomials, BulgarianAcademy of Sciences Soﬁa, 1963 (in Bulgarian) (English translation
published in 2003).
[17] R. Spigler, On the monotonic variation of the zeros of ultraspherical polynomials with the parameter, Canad. Math.
Bull. 27 (1984) 472–477.
[18] T.J. Stieltjes, Sur les racines de l’equation Xn = 0, Acta Math. 9 (1886) 385–400.
[19] G. Szego˝, Orthogonal Polynomials, fourth ed., American Mathematical Society Colloquium Publications, vol. 23,
Providence, RI, 1975.
