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Abstract— Adaptive control studies mostly utilize gradient
based parameter estimators for convenience in Lyapunov anal-
ysis based constructive design. However, simulations and real-
time experiments reveal that, compared to gradient based on-
line parameter identifiers, least squares (LS) based parameter
identifiers, with proper selection of design parameters, exhibit
better transient performance from the aspects of speed of
convergence and robustness to measurement noise. The existing
literature on LS based adaptive control mostly follow the
indirect adaptive control approach as opposed to the direct one,
because of the difficulty in integrating an LS based adaptive law
within the direct approaches starting with a certain Lyapunov-
like cost function to be driven to (a neighborhood) of zero.
In this paper, a formal constructive analysis framework for
integration of recursive LS (RLS) based estimation to direct
adaptive control is proposed following the typical steps for
gradient adaptive law based direct model reference adaptive
control, but constructing a new Lyapunov-like function for
the analysis. Adaptive cruise control simulation application is
studied in Matlab/Simulink and CarSim.
I. INTRODUCTION
Stability and convergence analysis of adaptive controller
schemes has traditionally been based on Lyapunov stability
notions and techniques [1]–[5] . Lyapunov-like functions are
selected in the design of adaptive control to penalize the
magnitude of the tracking or regulation error but at the same
time useful in designing an adaptive law to generate the
parameter estimates to feed the control law. Control designs
targeting to drive the Lyapunov-like functions to zero lead
to gradient based adaptive laws using a constant adaptive
gains due to its convenient structure. On the other hand, it
is well observed that least-squares (LS) algorithms have the
advantage of faster convergence; hence, LS based adaptive
control has potential to enhance convergence performance in
direct adaptive control approaches as well [2], [6]–[9].
Despite wide use of gradient on-line parameter based
identifiers, LS adaptive algorithms with forgetting factor are
developed to be capable of faster settling and/or being less
sensitive to measurement noises in [6],[7]. Such properties
being justified by simulation and experiment results. LS
parameter estimation have been used for convergence and
robustness analysis in either indirect adaptive controllers or
combination of indirect adaptive controller with direct one
[8]–[18].
In addition to the existing LS based adaptive control theory
studies, there are some publications in the recent literature
on real-time applications to robotic manipulators [19]–[21],
unmanned aerial vehicles [22], [23], and passenger vehicles
[24]–[30].
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Most of the existing studies on LS based adaptive control
follow the indirect approach as opposed to direct adaptive
control. One reason for this is that the analysis of direct
adaptive control is complicated for producing an LS based
adaptive control scheme in the Lyapunov-based design. Un-
like indirect ones, in direct adaptive control schemes, the
estimated parameters are those directly used in the adaptive
control laws without any intermediate step.
This paper proposes a constructive analysis framework
for recursive LS (RLS) on-line parameter identifier based
direct adaptive control. In the literature, [1], [2] considered
the possible use of LS on-line parameter identifier in direct
model reference adaptive control (MRAC); however, full de-
tails of design was not provided, and Lyapunov analysis with
LS parameter estimation was not mentioned. Constructive
Lyapunov analysis of RLS parameter estimation based direct
adaptive control, aiming to construct the adaptive and control
laws of the adaptive control scheme via this analysis, is
approached in this paper following the steps of the analysis
for gradient parameter identification based schemes in the
literature. The main difference is replacement of the constant
adaptation gain in gradient based schemes, with a time
varying adaptive gain (covariance) matrix. Aiming to make
this replacement systematic and to formally quantify the
use of the time-varying adaptive gain, a new Lyapunov-like
function is constructed through the provided analysis. Later
in the paper, to demonstrate the transient performance of
RLS parameter identification based direct adaptive control
a simulation based case study on adaptive cruise control
(ACC) is provided, where the performance is compared
in detail with that of gradient parameter estimation based
schemes. The comparative simulation testing and analysis are
performed in Matlab/Simulink and CarSim environments.
The following sections of the paper are organized as
follows. Section II is dedicated to basics of direct MRAC
design. Section III provides Lyapunov-like function com-
position and analysis. Comparative simulation testing and
analysis of an ACC case study for RLS based vs gradient
based MRAC is presented in Section IV. Final remarks of
the paper are given in Section V.
II. BACKGROUND: DIRECT MODEL REFERENCE
ADAPTIVE CONTROL (MRAC) DESIGN
In MRAC, desired plant behaviour is described by a
reference model which is often formulated in the form of a
transfer function driven by a reference signal. Then, a control
law is developed via model matching so that the closed loop
system has a transfer function equal to the reference model
[1]–[4]. In MRAC, the plant has to be minimum phase, i.e,
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all zeros have to be stable. Consider the SISO LTI plant
x˙p = Apxp+Bpup, x(0) = x0,
yp =CTp xp,
(1)
where xp ∈Rn,yp,up ∈R and Ap,Bp,Cp have the appropriate
dimensions. The transfer function of the plant is given by
Gp(s) = kp
Zp(s)
Rp(s)
, (2)
where kp is the high frequency gain. The reference model is
described by
x˙m = Amxm+Bmr, xm(0) = xm0,
ym =CTmxm
(3)
The transfer function of the reference model (3) is given by
Wm(s) = km
Zm(s)
Rm(s)
, (4)
with constant design parameter km. The control task [1], [2]
is to find the plant input up so that all signals are bounded and
the plant output yp tracks the reference model output ym with
given reference input r(t), under the following assumptions:
Assumption 1: Plant Assumptions
i Zp(s) is a monic Hurwitz polynomial.
ii Upper bound n of the degree np of Rp(s) is known.
iii Relative degree n∗ = np−mp of Gp(s) is known and mp
is the degree of Zp(s).
iv The sign of kp is known.
Assumption 2: Reference Model Assumptions
i Zm(s),Rm(s) are monic Hurwitz polynomials of the
degree of qm, pm, respectively.
ii Relative degree nm = pm−qm of Wm(s) is the same as
that of Gp(s), i.e, n∗ = n∗m.
Consider the fictitious feedback control law [1], [2]
up = θ ∗1
T α(s)
Λ(s)
up+θ ∗2
T α(s)
Λ(s)
yp+θ ∗3 yp+ c
∗
0r, (5)
where
c∗0 =
km
kp
,
α(s), αn−2(s) = [sn−2,sn−3, · · · ,s,1]T for n≥ 2,
α(s), 0 for n = 1.
(6)
Λ(s) is an arbitrary monic Hurwitz polynomial of degree
n−1 containing Zm(s) as a factor, i.e.,
Λ(s) = Λ0(s)Zm(s)
implying that Λ0(s) is monic and Hurwitz. The fictitious
ideal model reference control (MRC) parameter vector θ ∗ =[
θ ∗T1 θ
∗T
2 θ
∗
3 c
∗
0
]T is chosen so that the transfer function
from r to yp is equal to Wm(s). The closed-loop reference
to output relation for the MRAC scheme above is derived in
[1], [2] as
yp = Gc(s)r, (7)
where
Gc(s) =
c∗0kpZpΛ
2
Λ(Λ−θ ∗T1 (α)Rp− kpZp[θ ∗T2 α+θ ∗3Λ]
.
The ideal MRC parameter vector θ ∗ is selected to match the
coefficients of Gc(s) in (7) and Wm(s) in (4).
Nonzero intial conditions will affect the transient response
of yp(t). A state-space realization of the control law (5) is
given by [1], [2]
ω˙1 = Fω1+gup, ω1(0) = 0,
ω˙2 = Fω2+gyp, ω2(0) = 0,
up = θ ∗Tω,
(8)
where ω1,ω2 ∈ Rn−1,
θ ∗ =
[
θ ∗T1 θ
∗T
2 θ
∗
3 c
∗
0
]T
, ω =
[
ω1 ω2 yp r
]T
,
F =

−λn−2 −λn−3 −λn−4 · · · −λ0
1 0 0 · · · 0
0 1 0 · 0
...
...
. . . . . .
...
0 0 · · · 1 0
 ,
Λ(s) = sn−1+λn−2sn−2+ · · ·+λ1s+λ0 = det(sI−F),
g =
[
1 0 · · · 0]T .
(9)
Following the certainty equivalence approach,state-space re-
alization of the actual adaptive control law is given by (8):
ω˙1 = Fω1+gup, ω1(0) = 0,
ω˙2 = Fω2+gyp, ω2(0) = 0,
up = θTω,
(10)
where θ(t) is the online estimate of the unknown ideal
MRC parameter vector θ ∗. In order to find the adaptive law
generating θ(t), first, a composite state space representation
of the plant and controller [2] is considered as follows:
Y˙c = A0Yc+Bcup,
yp =CTc Yc,
up = θTω,
(11)
where Yc = [xTP ,ωT1 ,ω
T
2 ]
T ,
A0 =
 Ap 0 00 F 0
gCTp 0 F
 , Bc =
Bpg
0
 , CTc = [CTp , 0, 0] .
(12)
The system equation (11) can be further written [2] in
compact form
Y˙c = AcYc+Bcc∗0r+Bc(up−θ ∗Tω), Yc(0) = Y0
yp =CTc Yc,
(13)
where
Ac =
Ap+Bpθ ∗CTp Bpθ ∗T1 Bpθ ∗T2gθ ∗3 CTp F +gθ ∗T1 gθ ∗T2
gCTp 0 F
 . (14)
Let the state error be
e = Yc−Ym, (15)
and output tracking error be
e1 = yp− ym. (16)
Error equation is written using (15) and (16) as follows:
e˙ = Ace+Bc(up−θ ∗Tω), e(0) = e0,
e1 =CTc e,
(17)
where Ac,Bc,Cc represent the parameter matrices of the plant
in state space realization. We have
Wm(s) =CTc (sI−Ac)−1Bcc∗0, (18)
then e1 becomes
e1 =Wm(s)ρ∗(up−θ ∗Tω). (19)
The estimate eˆ1 of e1 is defined as
eˆ1 =Wm(s)ρ(up−θTω), (20)
where ρ is the estimate of ρ∗. Since the control input is
up = θT (t)ω, (21)
the estimate eˆ1 and the estimation error ε1 becomes
eˆ1 = 0, ε1 = e1− eˆ1 = e1. (22)
Substituting (22) into (17), we obtain
e˙ = Ace+ B¯cρ∗θTω),
e1 =CTc e,
(23)
where
e˙ = Ace+Bcθ˜Tω,
e1 =CTc e,
(24)
where
θ˜ = θ(t)−θ ∗. (25)
III. LYAPUNOV-LIKE FUNCTION COMPOSITION AND
ANALYSIS FOR LEAST-SQUARES BASED DIRECT MRAC
In the typical direct adaptive control designs of the literature,
which are gradient adaptive law based, the Lyapunov-like
function is chosen as
V (θ˜ ,e) =
eT Pce
2
+
θ˜TΓ−1θ˜
2
|ρ∗|, (26)
where θ˜ = θ − θ ∗, θ ∗ and θ , respectively, are the ideal
MRC and actual MRAC parameter vectors defined in Section
II, Pc = PTc is a positive definite matrix satisfying certain
conditions to be detailed in the sequel, and Γ= ΓT is a con-
stant positive definite adaptive gain matrix. Pc is selected to
satisfy the Meyer-Kalman-Yakubovich Lemma [2] algebraic
equations
PcAc+ATc Pc =−qqT −νcLc,
PcBcc∗0 =Cc,
(27)
where q is a vector, Lc = LTc > 0, and νc > 0 is small constant.
The time derivative V˙ of V along the solution of (26) is
V˙ =−e
T qqT e
2
− νc
2
eT Lce+eT PcBcc∗0ρ
∗θ˜Tω+ θ˜TΓ−1 ˙˜θ |ρ∗|.
(28)
Since eT PcBcc∗0 = e
TCc = e1 and ρ∗ = |ρ∗|sgn(ρ∗), V˙ ≤ 0 is
established by defining the gradient based adaptive law
θ˙ =−Γe1ωsgn(ρ∗), (29)
which, noting that ˙˜θ = θ˙ leads to
V˙ =−e
T qqT e
2
− νc
2
eT Lce. (30)
(26) and (30) imply that V,e, θ˜ ∈L∞. Since e =Yc−Ym and
Ym ∈L∞, Yc ∈L∞ that gives use xp,yp,ω1,ω2 ∈L∞. We also
know that up = θTω and θ ,ω ∈L∞; therefore, up ∈L∞. All
the signals in the closed-loop plant are bounded. Hence, the
tracking error e1 = yp − ym goes to zero as time goes to
infinity.
With the gradient based adaptive law (29) with constant
adaptive Γ gain, fast adaptation can be achieved only by
using a large adaptive gain to reduce the tracking error
rapidly. However, introduction of a large adaptive gain Γ
in many cases leads to high-frequency oscillations which
adversely affect robustness of the adaptive control law. As
adaptive gain increases, time delay for a standard MRAC
decreases causing loss of robustness.
Unlike the gradient based adaptive law (29) with constant
adaptive gain Γ, generation of a time varying adaptive law
gain matrix P(t) that is adjusted based on identification
error during estimation process, would allow an initial large
adaptive gain to be set arbitrarily and then to be driven
to lower values to adaptively achieve the desired tracking
performance.
For generation of the time varying gain P(t), an efficient
systematic approach is use of LS based adaptive laws, which
are observed to have the advantage of faster convergence and
robustness to measurement noises [2], [6]–[9]. Next, we pro-
pose a formal constructive analysis framework for integration
of recursive LS (RLS) based estimation to direct adaptive
control, following the typical steps above, but constructing a
new Lyapunov-like function for the analysis to replace (26)
and end up with a control law that is either the same as or
similar to (21) together with and adaptive law that is the RLS
based alternative of (29).
A reverse process of this analysis, starting with the fol-
lowing RLS based alternative of the adaptive law will be
given in the following design. We define θ˙ in terms of RLS
algorithm by replacing the constant adaptive gain Γ with
the time-varying gain matrix P(t). In this regard, we write
Lyapunov-like function in (26) as follows:
V (θ˜ ,e) =
eT Pce
2
+
θ˜T P−1θ˜
2
|ρ∗|, (31)
The time derivative V˙ of V along the solution of (31) is
V˙ =− e
T qqT e
2
− νc
2
eT Lce+ eT PcBcc∗0ρ
∗θ˜Tω
+
1
2
θ˜T
d(P−1)
dt
θ˜ |ρ∗|+ θ˜T P−1 ˙˜θ |ρ∗|,
(32)
where
d(P−1)
dt
=−P−1P˙P−1. (33)
If P(t) is updated according to the RLS adaptive law with
forgetting factor,
P˙ = βP−PωωT P, (34)
then (33) becomes
d(P−1)
dt
=−βP−1+ωωT . (35)
Substituting (35) into (32), we have
V˙ =− e
T qqT e
2
− νc
2
eT Lce+ e1ρ∗θ˜Tω− β2 θ˜
T P−1θ˜ |ρ∗|
+ θ˜T P−1 ˙˜θ |ρ∗|+ ε
2
2
|ρ∗|,
(36)
where
ε = θ˜Tω. (37)
V˙ ≤ 0 can be established by choosing
θ˙ =−Pe1ωsgn(ρ∗)+ 12Pεω, (38)
and noting that ˙˜θ = θ˙ . The equations (38) and (34) constitute
a new adaptive law based on RLS algorithm for generating
the time-varying gain P(t). Substituting these equations into
(36), (32) becomes
V˙ =−e
T qqT e
2
− νc
2
eT Lce≤ 0, (39)
leading to the following theorem, which summarizes the
stability properties of the LS based direct MRAC scheme
(10),(34),(38).
Theorem 3.1: The RLS parameter estimation based
MRAC scheme (10),(34),(38) has the following properties:
i. All signals in the closed-loop are bounded and tracking
error converges to zero in time for any reference input
r ∈L∞.
ii. If the reference input r is sufficiently rich of order 2n,
r˙ ∈L∞, and Zp(s),Rp(s) are relatively coprime, then ω
is persistently exciting (PE), viz.,
∫ t+T0
t
ω(τ)ωT (τ)dτ ≥ α0T0I, α0,T0 > 0, ∀t ≥ 0,
(40)
which implies that P,P−1 ∈L∞ and θ(t)→ θ ∗ as t→∞.
When β > 0, the parameter error ‖ θ˜ ‖=‖ θ −θ ∗ ‖ and
the tracking error e1 converges to zero exponentially
fast.
Proof:
i. e ∈L2, θ ,ω,∈L∞, and e˙ ∈L∞. Therefore, all signals
in the closed loop plant are bounded. In order to
complete the design, we need to show tracking error e1
converges to the zero asymptotically with time. Using
(31), (39), we know that e,e1 ∈L2. Using, θ ,ω,e∈L∞
in (24), we have e˙, e˙1 ∈ L∞. Since e˙, e˙1 ∈ L∞ and
e1 ∈ L2, the tracking error e1 goes to zero as t goes
to infinity.
ii. By Theorem 3.4.3 of [2], if r is sufficiently rich of order
2n then the 2n dimensional regressor vector ω is PE.
Let Q = P−1 and (35) can be rewritten as
Q˙ =−βQ+ωωT . (41)
and the solution becomes
Q(t) = e−β tQ0+
∫ t
0
e−β (t−τ)ω(τ)ωT (τ)dτ. (42)
Since ω(t) is PE,
Q(t)≥
∫ t
T0
e−β (t−τ)ω(τ)ωT (τ)dτ
≥ α¯0e−βT0
∫ t
T0
e−β (t−τ)ω(τ)ωT (τ)dτ
≥ β1e−βT0 I, ∀t ≥ T0,
(43)
where β1 = α¯0α0T0, and α0, α¯0,T0 > 0 are design con-
stants, given in (40). For t ≤ T0,
Q(t)≥ e−βT0 Q0≥ λmin(Q0)e−βT0 I≥ γ1I ∀t ≥ 0, (44)
where γ1 = min{α0T0β ,λmin(Q0)}e−βT0 . Since ω is PE,
Q(t)≤ Q0+β2
∫ t
0
e−β (t−τ)dτI ≤ γ2I, β2 > 0. (45)
where γ2 = λmax(Q0)+ β2β > 0. Using (44) and (45), we
obtain
γ−12 I ≤ P(t) = Q((t)≤ γ−11 I. (46)
Therefore, P(t),Q(t) ∈L∞. Exponential convergence is
established following steps similar to those in [2].
Comparing two adaptive laws in (29) and (38), we can clearly
see the effect of time varying covariance matrix reflected as
an additional term to the similar part of (29).
IV. CASE STUDY
For the application of RLS based adaptive control, ACC
case study is considered. A basic ACC scheme is given in
Fig. 1. ACC regulates the following vehicle’s speed v towards
the leading vehicle’s speed vl and keeps the distance between
vehicles xr close to desired spacing sd . The control objective
𝑣𝑣 𝑣𝑣𝑙𝑙
𝑥𝑥𝑟𝑟
𝑠𝑠𝑑𝑑𝛿𝛿
Fig. 1: Leading and following vehicles.
in ACC is to make the speed error close to zero as time
increases. This objective can be expressed as
vr→ 0, δ → 0, t→ ∞, (47)
where vr = vl − v which is defined as the speed error or
sometimes relative speed, δ = xr − sd is the spacing error.
The desired spacing is proportional to the speed since the
desired spacing between vehicles is given as
sd = s0+hv (48)
where s0 is the fixed spacing for safety so that the vehicles
are not touching each other at zero speed and h is constant
time headway. Control objective should also satisfies that
amin ≤ v˙ ≤ amax, and small |v¨|. First constraint restricts
ACC vehicle generating high acceleration and the second
one is given for the driver’s comfort. For ACC system, a
simple model is considered approximating the actual vehicle
longitudinal model without considering nonlinear dynamics
which is given by
v˙ =−av+bu+d, (49)
where v is the longitudinal speed, u is the throttle/brake
command, d is the modeling uncertainty, a and b are pos-
itive constant parameters. We assume that d, d˙vl , v˙l are all
bounded. MRAC is considered so that the throttle command
u forces the vehicle speed to follow the output of the
reference model
vm =
am
s+am
(vl + kδ ), (50)
where am and k are positive design parameters.We first
assume that a,b, and d are known and consider the control
law as follows:
u = k∗1vr + k
∗
2δ + k
∗
3, (51)
k∗1 =
am−a
b
, k∗2 =
amk
b
, k∗3 =
avl−d
b
. (52)
Since a,b, and d are unknown, we change the control law
as
u = k1vr + k2δ + k3, (53)
where ki is the estimate of k∗i to be generated by the adaptive
law so that the closed-loop stability is guaranteed. The
tracking error is given as
e = v− vm = bs+am (k
∗
1vr + k
∗
2δ + k
∗
3 +u). (54)
(54) is in the form of B-DPM. Substituting the control law
in (53) into (54), we obtain
e =
b
s+am
(k˜1vr + k˜2δ + k˜3), (55)
where k˜i = ki−k∗i for i= 1,2,3. In order to find the adaptive
law, consider the Lyapunov function and its time derivative
[2] as
V =
e2
2
+
3
∑
i=1
b
2γi
k˜2i γi > 0,b > 0, (56)
V˙ =−ame2+be(k˜1vr + k˜2δ + k˜3)+
3
∑
i=1
b
2γi
k˜i ˙˜ki. (57)
Therefore, the following gradient based adaptive laws are
applied to ACC
k˙1 = Pr{−γ1evr},
k˙2 = Pr{−γ2eδ},
k˙3 = Pr{−γ3e},
(58)
where the projection operator keeps ki within the lower and
upper intervals and γi are the positive constant adaptive gains.
These adaptive laws lead to
V˙ =−ame2− bγi k˜ik˙
∗
3, (59)
where k˙∗3 =
aν˙l−d˙
b . By projection operator, estimated parame-
ters are guaranteed to be bounded by forcing them to remain
inside the bounded sets, V˙ implies that e ∈L∞, in turn all
other signals in the closed loop are bounded. We apply RLS
based adaptive law to (56) and obtain following equations to
be used in simulations
Fig. 2: ACC comparison results, speed tracking and separa-
tion error in Matlab/Simulink.
˙ˆθ = Pr{Piieφ},
P˙ = βP−PφφT P, P(0) = I3×3,
(60)
with
e = v− vm,
θ =
[
k1, k2, k3
]T
,
φ =
[
vr
s+am
, δs+am ,
1
s+am
]T
,
(61)
where Pii are the diagonal elements of P covariance matrix,
i=1,2,3.
For gradient based adaptive law, γ1 = 50I,γ2 = 30I,γ3 =
40I constant gains are given. For RLS based algorithm β =
0.95 and P(0) = 100I3 are given. For both RLS and gradient
schemes, a Gaussian noise is applied (σ = 0.05). Simulation
results from Matlab/Simulink for throttle system are given in
Fig. 2. Fig. 2 shows the vehicle following for both gradient
based adaptive law and RLS based adaptive law. The speed
error in velocity tracking shows the better performance for
RLS adaptive law.
Fig. 3: RLS based ACC results in CarSim.
We also implemented RLS based adaptive control algo-
rithm in (60) to CarSim for more realistic results. The vehicle
parameters used in CarSim are as follows: m = 567.75 kg,
R = 0.3 m, I = 1.7 kgm2, B = 0.01 kg/s. The adaptive
gains for both gradient and RLS are used the same as in
Matlab/Simulink. CarSim results for RLS based ACC can
be found in Fig. 3. Results demonstrate the ability of the
following vehicle equipped with RLS based adaptive law on
dry road by adjusting the speed and the distance between the
leading vehicle and itself.
V. CONCLUSIONS
In this paper, a constructive Lyapunov analysis of RLS
parameter estimation based direct adaptive control is pro-
posed. A systematic replacement of the constant adaptation
gain in gradient based schemes, with a time varying adaptive
gain (covariance) matrix is explained, following the steps of
Lyapunov analysis. A simulation based case study on ACC
is provided to demonstrate the transient performance of RLS
parameter identification based direct adaptive control, where
the performance is compared in detail with that of gradient
parameter estimation based schemes in Matlab/Simulink. A
more realistic vehicle software, CarSim, is used to provide
the performance of RLS parameter identification based direct
adaptive control.
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