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Résumé et mots clés
Nous proposons une méthode originale permettant la numérisation rapide d'un document bombé (par
exemple une page d'un livre ouvert) à partir d'une photographie de celui-ci. Cette méthode réalise la « mise
à plat » du document grâce à une formulation réaliste du problème en terme de shape from shading,
prenant en compte notamment la projection perpective. Des résultats sont présentés sur images réelles.
Numérisation, documents, mise à plat, vision par ordinateur, shape from shading.
Abstract and key words
We describe a novel method for the fast digitization of a skew document (e.g., a page of an open book), from one
image taken by a camera. Our method carries out the setting flat of the document thanks to a realistic formulation of
the problem in terms of shape from shading, involving perspective projection. Results are shown on real images.
Digitization, documents, flattening, computer vision, shape from shading.
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1. Introduction
La numérisation de documents connaît actuellement un essort
considérable, du fait du développement d'Internet qui autorise la
consultation à distance. Notre travail s'inscrit dans la lignée de
nombreux programmes de recherche publics et privés sur la réa-
lisation de bibliothèques numériques à base d'images (pro-
grammes DLI1 pour «Digital Library Initiative» aux États-
Unis, HUMI2 pour «HUmanities Media Interface» au Japon,
«Mémoire du Monde»3 de l'UNESCO, «Gutenberg Digital » 4
1. http://www.dli2.nsf.gov
2. http://www.humi.keio.ac.jp
3. http://www.unesco.org/webworld/mdm/fr/index\_mdm.html
4. http://www.gutenbergdigital.de
en Allemagne, etc.). Si le procédé classique, à l'aide d'un scan-
ner à balayage, est satisfaisant pour les situations courantes, il
présente deux faiblesses : lorsqu'il s'agit d'un livre, la manipula-
tion répétitive consistant à tourner une page puis à retourner le
livre afin de le plaquer sur la vitre du scanner peut devenir rela-
tivement fastidieuse ; par ailleurs, l'image numérisée comporte-
ra des défauts (caractères flous ou déformés, effets de parallaxe,
papier non encré de niveau de gris non uniforme) si le document
est «bombé», comme c'est le cas pour un livre ouvert. Pour pal-
lier ces deux faiblesses, un certain nombre de systèmes spéci-
fiques ont été développés, mais bien entendu il ne s'agit plus
alors de matériel « grand public». 
Une alternative consiste à simuler la mise à plat des documents
bombés, en remplaçant le scanner, dont le système optique est
difficile à modéliser, par un appareil photographique numérique
à visée réflex. Notre travail se place dans ce cadre. Pour pro-
duire une image corrigée géométriquement et photométrique-
ment, il est nécessaire de calculer le relief du document à partir
de l'image initiale, puis d'utiliser ce relief pour simuler l'image
du document « mis à plat ». Plusieurs techniques classiques de
reconstruction tridimensionnelle peuvent alors être utilisées.
Dans le cadre de ce travail, nous utilisons une technique bien
connue, le shape from shading (SFS), qui présente l'avantage de
ne pas nécessiter de matériel sophistiqué et de pouvoir s'appli-
quer quasiment à tous les types de documents. L'utilisation
simultanée de plusieurs techniques de reconstruction tridimen-
sionnelle permettrait sans doute d'améliorer les performances,
mais nous montrons ici que le seul SFS permet d'obtenir des
résultats très satisfaisants sur images réelles. 
L'engouement connu par le SFS dans les années 1980-1990 s'est
régulièrement effrité entre 1996 et 2000, probablement parce
que les résultats obtenus sur images réelles étaient décevants,
comme l'ont montré deux articles d'état de l'art récents
[ZTCS99, DFS04]. Depuis 2001, le SFS a connu un nouvel élan
lorsque trois équipes ont proposé une modélisation plus réaliste
[PF03, TSY03, CCDG04a], grâce à laquelle des applications
ont pu être envisagées : reconstruction de visages [Pra04] ;
reconstruction d'organes à partir d'images médicales [TSY04] ;
simulation de la mise à plat de documents gauches [CCDG04a,
CCDG04b] qui constitue notre propos. L'intérêt de scènes pos-
sédant un relief aussi simple qu'un livre ouvert posé sur une
table est que le niveau de gris peut être directement interprété en
termes d'orientation de la surface, sans aucune ambiguïté. En
particulier, l'ambiguïté classique concave/convexe du SFS, qui
est à l'origine d'illusions d'optique, est évitée. Dès lors, le SFS
peut devenir une méthode de reconstruction tridimensionnelle
de précision, mais encore faut-il que la relation entre le niveau
de gris et l'orientation de la surface soit fiable. Nous nous atta-
chons donc à reformuler le SFS en remettant en question le
modèle de projection le plus souvent utilisé. 
Dans le paragraphe 2, nous passons en revue les différentes
techniques qu'il est possible d'utiliser pour la numérisation de
documents et montrons en quoi l'utilisation du SFS nous semble
appropriée. Dans le paragraphe 3, nous remettons en question la
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modélisation classique du SFS, ce qui nous amène à une nou-
velle formulation du problème. Dans le paragraphe 4, nous pro-
posons une méthodologie originale de numérisation de docu-
ments bombés. Les résultats expérimentaux de cette application
sont présentés dans le paragraphe 5. Le paragraphe 6 tire les
conclusions de notre étude et dégage quelques perspectives.
2. Présentation
de la problématique
2.1. Systèmes d'acquisition
Il existe plusieurs types de capteurs optiques numériques, parmi
lesquels les scanners et les appareils photographiques, qui sont
fondés sur le même principe mais sont conçus pour des situa-
tions bien différentes. 
2.1.1. Scanners
Le scanner «classique» est spécialement conçu pour numériser
les documents plans. Son capteur unidimensionnel balaie toute
la surface du document afin de produire son image, ce qui en
fait un capteur relativement lent. Mais si le document est par-
faitement plan, alors l'image est une reproduction parfaite de
l'original, c'est-à-dire qu'il n'y a ni défaut géométrique (l'origi-
nal et sa copie numérique sont parfaitement superposables à un
facteur d'échelle près), ni flou (il y a stigmatisme parfait), ni
défaut photométrique (les niveaux de gris de la copie sont pro-
portionnels à ceux de l'original). La qualité de l'image ainsi
obtenue est seulement limitée par la résolution, qui peut quand
même dépasser 1200 dpi pour les scanners les plus perfection-
nés. Si on doit numériser un livre de cent pages au format A4, il
faut répéter cinquante fois la même suite d'opérations consistant
à soulever le livre, tourner une page, reposer le livre en prenant
soin de l'aplatir convenablement sur la vitre, attendre la fin de la
numérisation, ce qui prend au total dix minutes environ. Mais,
puisque la copie sera quasiment indiscernable de l'original, on
est prêt à accepter la relative lenteur du procédé. 
Lorsqu'on sort de cette utilisation «normale» du scanner, c'est-
à-dire si le document n'est pas plan mais bombé, comme par
exemple pour un livre épais, alors trois légers défauts apparais-
sent simultanément près de la reliure (cf. l'image I 10 sur la figure
1.a) : défaut géométrique (les lignes de texte ne sont plus paral-
lèles entre elles et les caractères sont déformés), défaut de flou
et défaut photométrique (le papier non encré n'a plus un niveau
de gris uniforme). Nous reviendrons plus loin en détail sur les
traitements qui permettent de corriger ces défauts a posteriori,
mais intéressons-nous au préalable aux systèmes de numérisa-
tion qui ont été spécifiquement développés pour les corriger
a priori et dont le principe est de rétablir le contact entre le
document et la vitre du scanner. Une première solution consiste
à réduire la taille du capteur, que l'on doit passer sur le docu-
ment comme on le ferait avec un fer à repasser, ce qui explique
que l'on appelle ces systèmes des « scanners à main». Ce pro-
cédé permet effectivement de gommer les défauts qui ont été
mentionnés plus haut. Néanmoins, il risque de devenir fasti-
dieux si l'on doit numériser un livre en entier et, qui plus est, on
ne pourra certainement pas l'utiliser dans le cas d'un document
ancien, que l'on risquerait d'endommager. 
D'autres systèmes, les « scanners de livres» ou « scanners à livre
ouvert» ont été spécifiquement développées pour numériser les
livres anciens : le livre est posé sur le dos ; il n'est plus forcément
ouvert à 180 degrés, ce qui évite d'endommager la reliure ; une
vitre se pose sur chaque page afin de l'aplatir sans pression
excessive (« mise à plat»). Il s'agit d'un procédé relativement
lent, puisque la tête du scanner doit être relevée à chaque page,
mais qui fournit des résultats de très bonne qualité. Le système
«Parc Book Scanner »5, fondé sur ce principe, a été retenu dans
le cadre du programme Digital Library Initiative dont nous
avons déjà parlé. Notons également l'existence d'un grand
nombre de sociétés proposant des scanners fondés sur ce même
principe, comme par exemple I2S6. Remarquons que ce genre
de systèmes spécifiques s'apparentent plus à un appareil photo-
graphique numérique qu'à un scanner traditionnel puisque, très
souvent, ils sont équipés d'un capteur CCD bidimensionnel. Le
problème de ces systèmes est leur coût très élevé. Nous nous
orientons donc préférentiellement vers les solutions consistant à
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corriger les défauts des images obtenues avec des capteurs
grand public. 
2.1.2. Appareils photographiques numériques
Les appareils photographiques numériques comportent un cap-
teur CCD ou CMOS bidimensionnel et leur système optique
n'est plus uniquement prévu pour des scènes planes à distance
fixe. En quoi un capteur non spécifique peut-il être intéressant
pour numériser des documents si des capteurs spécifiques (les
scanners) existent par ailleurs ? Dans le cas de documents plans,
la rapidité de la numérisation est grandement accrue, comme
cela a été démontré par le projet NumMobile7 du Centre de
Recherche en Histoire des Sciences et des Techniques, mais la
fidélité de l'image à l'original n'est pas aussi bonne qu'avec un
scanner, à cause des «aberrations» de l'objectif. En revanche,
pour des documents bombés, l'image numérique comportera les
mêmes types de défauts qu'avec un scanner. Sur la figure 1, on
a représenté en (a) l'image scannée I 10 et en (b) la photographie
numérique I 11 d'un même document. Il apparaît que les défauts
géométriques présents sur l'image I 11 sont nettement plus forts
que ceux de I 10 , car le livre est posé sur le dos, alors que dans le
cas de I 10 , il est plaqué contre la vitre du scanner, ce qui fait que
le relief de la page de I 10 est nettement plus faible que celui de
I 11 . Malgré cela, l'image I 11 est bien nette, car on a pu augmen-
ter la profondeur de champ en diminuant l'ouverture du dia-
phragme. Quant au défaut photométrique, il est lui aussi beau-
Figure 1. Page de gauche d'un livre : (a) image scannée I 10 et (b) photographie I 11 . 
Lors de la numérisation : en (a), le document est quasi-plan ; en (b), il est bombé.
5. http://www2.parc.com/eml/members/ready/parc\_bookscanner.htm
6. http://www.i2s-bookscanner.com/fr/ 7. http://www.crhst.cnrs.fr/nm
coup plus important sur I 11 que sur I 10 , car les pentes y sont
beaucoup plus fortes. Remarquons que ce dernier défaut pour-
rait être évité en éclairant la page non plus au flash, mais avec
un éclairage diffus, mais, comme pour les images scannées, les
photographies numériques de documents bombés peuvent être
corrigées a posteriori et nous verrons par la suite que ce
«défaut » photométrique sera en fait très utile pour ce faire. 
2.2. Techniques de simulation de la mise à plat
Notre ambition est la suivante : proposer un système de numéri-
sation de documents bombés qui n'utilise pas de matériel spéci-
fique et qui atteigne des performances voisines de celles des
scanners à livre ouvert, où une réelle mise à plat des documents
est effectuée. La seule possibilité semble bien être de numériser
les documents avec un scanner classique ou un appareil photo-
graphique, puis d'appliquer un traitement aux images qui per-
mette de simuler la mise à plat (l'idée ayant été originellement
proposée par Wada et al. dans [WM92]). Ces deux étapes étant
totalement indépendantes, il est envisageable de numériser un
ouvrage dans sa totalité, puis d'effectuer la simulation de la mise
à plat lorsque les ressources de calcul le permettent. On peut
même imaginer que la simulation soit effectuée en direct, à la
demande de l'internaute, s'il juge par exemple que le texte est
difficilement déchiffrable près de la reliure. 
2.2.1. Transformations bidimensionnelles
Il est envisageable d'effectuer un traitement purement bidimen-
sionnel de l'image, consistant à déformer (par interpolation)
l'image tout en tentant de corriger ses défauts par rapport à un
modèle a priori d'image du document mis à plat. Dans [ZT01],
l'orientation des caractères est évaluée, afin de les redresser,
mais les résultats sont plutôt décevants car, s'il semble relative-
ment aisé d'imposer que les lignes de texte soient parallèles, on
voit plus difficilement comment corriger l'effet de raccourcisse-
ment des caractères situés près de la reliure. Dans [TB04], une
déformation bidimensionnelle judicieuse est proposée, qui rend
la page rectangulaire. Les résultats sont bons, mais l'effet de rac-
courcissement est corrigé en glissant une mire derrière le docu-
ment. Toutes les autres méthodes proposées calculent le relief
du document au moment où il a été numérisé, à l'aide des tech-
niques classiques de la vision par ordinateur que sont : l'utilisa-
tion de deux photographies prises sous deux angles différents ou
avec deux sources lumineuses différentes ; la projection d'une
lumière structurée ; l'étude de la déformation des lignes de 
texte ; l'étude de la déformation des contours ; enfin, l'analyse
des niveaux de gris des zones non encrées. 
2.2.2. Utilisation de deux photographies prises sous deux angles différents
La stéréovision est une technique bien connue en vision par
ordinateur, qui consiste à reconstruire le relief à l'aide de deux
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photographies (ou plus) prises sous deux angles différents. La
phase délicate de cette méthode est la phase d'appariement, qui
consiste à chercher pour chaque pixel d'une image son corres-
pondant dans l'autre image représentant le même point de la
scène. Des mesures de corrélation de plus en plus fiables sont
régulièrement proposées [CC03], et permettent d'obtenir une
estimation du relief de très bonne qualité. Cependant, ce gain en
qualité se fait au prix d'une augmentation considérable du temps
de calcul. Ainsi dans [YKKM04], pas moins de six heures de
calcul sont nécessaires pour corriger une image de taille
2048× 1360 (dans [CHT04], les temps de calcul semblent
moins élevés, cependant aucun résultat n'étant présenté, il est
difficile d'évaluer la qualité de la méthode proposée). Par
ailleurs, la méthode ne peut fonctionner que si l'on sait estimer
avec précision les positions de l'appareil photographique au
moment des deux prises de vue. 
2.2.3. Utilisation de deux photographies prises avec deux sources
lumineuses différentes
Cette technique de reconstruction tridimensionnelle, appelée
« stéréophotométrie », utilise deux photographies (ou plus)
prises sous le même angle, mais avec deux sources lumineuses
différentes. Son principe consiste à utiliser un modèle liant le
niveau de gris de l'image à la pente de la surface analysée. Elle
a été proposée par Cho et al. [CSO97]. Les résultats présentés
sont de qualité moyenne, ce qui peut être dû aux deux faiblesses
suivantes : la modélisation utilisée n'est pas réaliste, car les pho-
tographies étant prises à courte distance, il est indispensable,
comme nous le verrons plus loin, de prendre en compte la pers-
pective ; la simulation de la mise à plat utilise une méthode d'in-
terpolation linéaire. 
2.2.4. Projection d'une lumière structurée
Cette technique consiste également à prendre deux photogra-
phies avec deux éclairages différents, sachant que pour une des
deux photographies, un motif lumineux de structure connue est
projeté sur le document [DBQ97, BS01]. En analysant la défor-
mation du motif sur cette image, il est possible de reconstruire
le relief. La deuxième photographie est nécessaire si l'on sou-
haite que l'image simulée ne comporte pas les artéfacts dus au
maillage lumineux. Pour analyser correctement la déformation
du motif, on doit segmenter précisément les zones de lumière.
Dans [DBQ97], cette tâche, qui est réalisée par une transformée
en ondelettes, semble constituer la principale difficulté de la
méthode. Notons également l'existence de l'appareil photogra-
phique Minolta 3D1500, qui permet de projeter sur la scène des
bandes de lumière colorée et qui calcule automatiquement le
relief de la scène. C'est cet appareil photographique qui a été
utilisé par Brown et Seales [BS00] pour la numérisation de
manuscrits très abîmés, dans le cadre du projet « Digital
Atheneum»8. 
8. http://www.digitalatheneum.org
2.2.5. Étude de la déformation des lignes de texte
Une connaissance a priori sur la page consiste à supposer que
le texte est formé de lignes parallèles et éventuellement équi-
distantes, ce qui est vrai pour la plupart des documents. Bien
entendu, pour un document ne comportant aucun texte ou com-
portant un texte ne suivant pas des lignes horizontales, comme
dans l'exemple du calligramme de Guillaume Apollinaire repré-
senté sur la figure 2, un tel traitement serait inexploitable. Cette
technique, récemment exploitée par Cao et al. [CDL03], fonc-
tionne rapidement (temps de calcul de l'ordre de quelques
secondes) et fournit des résultats de qualité convenable. L'étape
cruciale consiste à extraire les lignes de texte, puis à calculer le
relief par une analyse de la texture. La principale faiblesse de
cette méthode est qu'elle repose sur une hypothèse risquée. 
Une technique voisine consisterait à étudier la déformation des
caractères. Si l'on suppose que la fonte ne change pas sur une
même page, il semble effectivement possible, en comparant les
différentes occurrences d'un même caractère situées en diffé-
rents endroits de la page, d'estimer la pente locale du document.
Cela suppose bien sûr que l'on soit capable de reconnaître les
différentes occurrences d'un même caractère. Cette difficulté,
qui relève de la reconnaissance optique de caractères, explique
sans doute pourquoi l'idée n'a jamais été publiée. 
2.2.6. Étude de la déformation des contours
Il est également possible d'utiliser les contours du document
pour estimer son relief, si l'on suppose qu'il est rectangulaire (un
document ancien risque de ne pas respecter cette hypothèse).
Cette technique a été expérimentée par Kashimura et al.
[KNO+99] dans le cadre du projet HUMI. La technique ne
nécessitant la présence que d'un seul bord du document (bord
supérieur ou bord inférieur), cela permet de ne pas trop dégra-
der la résolution. Cette technique a été également exploitée par
Tsoi et Brown [TB04], mais les deux bords (supérieur et infé-
rieur) de la page doivent être visibles sur l'image, ce qui est
dommage car les bords d'un document contiennent générale-
ment peu d'information. 
2.2.7. Analyse des niveaux de gris des zones non encrées par shape
from shading
Les plus anciens travaux sur la simulation de la mise à plat
[WM92] utilisent cette technique, où elle est appliquée à des
images provenant d'un scanner classique, alors que toutes les
autres techniques utilisent des photographies numériques. Wada
et al. ont eu l'idée d'utiliser le «défaut» photométrique d'images
telles que celle de la figure 1 a), qui est en réalité lié à la pente
de la surface du document aux points où le papier n'a pas été
encré, pour calculer le relief du document, ce qui permet ensuite
de corriger les défauts géométrique et photométrique (cf. égale-
ment [WUM97]). L'idée a été récemment reprise et améliorée
par Zhang et al. [ZTF04], qui obtiennent des résultats plutôt
convaincants, mais à qui l'on peut faire les deux mêmes
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reproches qu'à Cho et al. dans [CSO97] : modélisation peu réa-
liste et utilisation d'une méthode d'interpolation linéaire. 
La méthode de simulation de la mise à plat que nous proposons
dans cet article reprend la même idée, mais en essayant d'éviter
les écueils que nous venons de mentionner. En premier lieu,
nous optons délibérément pour l'utilisation d'un appareil photo-
graphique numérique au lieu d'un scanner, car : le sytème
optique d'un appareil photographique est plus facile à modéliser
que celui d'un scanner ; ce choix permet de numériser plus vite
et sans contact direct avec le document. Par ailleurs, nous pro-
posons une nouvelle modélisation du SFS qui prend en compte
la perspective. Enfin, nous choisissons la méthode d'interpola-
tion la plus performante parmi plusieurs méthodes existantes.
Des versions moins abouties de notre méthode ont déjà été
publiées dans [CCDG04a, CCDG04b]. 
Bien entendu, l'utilisation conjointe de plusieurs techniques per-
mettrait sans doute d'améliorer les résultats, mais notre but est
ici de montrer que le seul SFS permet de réaliser des simula-
tions de mise à plat de photographies numériques de très bonne
qualité. En outre, c'est une technique qui permet de traiter des
images ne contenant pas les contours. Qui plus est, elle peut
également fonctionner pour des documents ne contenant pas de
texte, ou contenant du texte ne suivant pas des lignes horizon-
tales, comme sur l'exemple de la figure 2. Ce type de document,
s'il est bombé, est particulièrement difficile à numériser. En
effet, comme il est impossible d'utiliser la moindre connais-
sance a priori sur le contenu (le texte n'est pas rectiligne, de
multiples fontes sont mélangées), quelques-unes des techniques
que nous avons décrites seraient incapables de fournir un résul-
tat satisfaisant. 
Figure 2. Calligramme de Guillaume Apollinaire :
« la colombe poignardée et le jet d'eau ».
3. Modélisation du shape
from shading en 
conditions réalistes
d'acquisition 
photographique
Le shape from shading consiste à reconstruire le relief 3D d'une
scène à partir d'une seule image de la scène, grâce à l'analyse de
ses niveaux de gris. 
3.1. Description générale d'un montage photographique
La figure3 positionne les trois entités fondamentales qui doi-
vent être mises en présence pour prendre une photographie : la
scène ; la source lumineuse ; l'appareil photographique, consti-
tué de l'objectif et du récepteur photosensible. Nous choisissons
un repère tridimensionnel R = (Cxyz) lié à l'appareil photo-
graphique, dont l'origine est le centre optique C et tel que l'axe
Cz coïncide avec l'axe optique. Il est bien connu que tout plan
objet orthogonal à l'axe optique, d'équation z = −d , est le
conjugué d'un plan orthogonal à l'axe optique, d'équation
z = d ′ , tel que les distances d et d ′ vérifient la relation de
Descartes :
1
d ′
+ 1
d
= 1f ′ , (1)
où f ′ désigne la distance focale image de l'objectif (qui est posi-
tive). Le récepteur photosensible de l'appareil photographique,
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situé sur un plan ′ orthogonal à l'axe optique d'équation
z = d ′ , est donc le conjugué d'un plan  orthogonal à l'axe
optique, d'équation z = d, appelé «plan de mise au point », qui
contient les points objets dont l'image est parfaitement nette. 
3.2. Équation de luminance
Le problème du SFS étant relativement complexe, il est d'usage
de le simplifier grâce aux hypothèses suivantes [Dan00] :
H1 - La réflectance de la scène, qui décrit la manière dont la
lumière est réémise, est connue. 
H2 - Les réflexions secondaires de la lumière sont négligeables. 
H3 - L'image est nette et les éventuelles aberrations du système
optique sont négligeables. 
H4 - Le récepteur photosensible est linéaire. 
H5 - L'angle de champ α (cf. figure 3) reste faible. 
H6 - Le matériau est lambertien. 
H7 - La scène est éclairée par une source lumineuse unique,
émettant un flux lumineux parallèle et uniforme qui peut être
décrit, en direction et en densité, par un vecteur −→S . 
H8 - La surface ne comporte ni arête, ni partie cachée, donc la
normale unitaire sortante est définie en tout point. 
Sous les hypothèses H1, H2 et H3, le SFS est modélisé par une
équation dite «équation de luminance» (image irradiance
equation, cf. [HS79]) :
t
π
4
cos4α
D2
d ′2
L(P,−→PC) = E(P ′), (2)
où t désigne le coefficient de transmission des lentilles de l'ob-
jectif, D le diamètre de sa pupille d'entrée, L(P,−→PC) la lumi-
nance de la surface de la scène en un point objet P, dans la
direction du centre optique C , et E(P ′) l'éclairement du point
image P ′ conjugué de P. L'hypothèse H4 consiste à supposer
qu'il existe un coefficient r, appelé « facteur de réponse», tel
que le niveau de gris I (P ′) du point P ′ ait pour valeur :
I (P ′) = r E(P ′). (3)
L'hypothèse H5 permet de négliger l'effet du facteur cos4α. Les
hypothèses H6, H7 et H8 permettent de modéliser la luminance
sous une forme analytique particulièrement simple, indépen-
dante de la direction d'émission9 :
L(P,−→PC) = −ρ
π
−→S · −→n (P), (4)
où ρ désigne l'albédo de la surface et −→n (P) la normale unitaire
sortante au point P. En rajoutant toutes ces hypothèses, l'équa-
tion (2) peut donc être réécrite :
−r t ρ
4
D2
d ′2
−→S · −→n (P) = I (P ′). (5)
Figure 3. Schéma d'un montage photographique.
9. L'écriture exacte de (4) est L(P,−→PC) = max{− ρ
π
−→S · −→n (P),0} , car un
point non éclairé a une luminance nulle.
La résolution de cette dernière équation n'est possible que si l'on
connaît la relation entre P et P ′ , c'est-à-dire si l'on précise le
modèle de projection. Nous allons envisager successivement la
projection orthogonale, puis la projection perspective.
Auparavant, nous allons rajouter aux hypothèses H1 à H8 une
neuvième hypothèse, qui est très souvent rencontrée dans la lit-
térature du SFS et qui permet d'alléger les notations :
H9 - L'éclairage est « frontal», c'est-à-dire que −→S = (0,0,−S) .
Précisons néanmoins que les équations qui vont être introduites
par la suite seraient faciles à généraliser au cas d'une direction
d'éclairage quelconque. 
3.3. Équation de l'eikonale
La projection orthogonale consiste à associer au point image P ′
le point objet Po dont le projeté orthogonal P sur le plan  a
comme image P ′ , par projection centrale de centre C sur le plan
′ (cf. figure 3). La donnée du problème est la fonction i telle
que i(x,y) = I (P ′) , P ′ étant un point image de coordonnées
(x,y,d ′). L'inconnue du problème est la fonction uo telle que Po
ait comme cote uo(x,y). Comme les coordonnées de Po sont
(x/g,y/g,uo(x,y)) , où g = −d ′/d est le grandissement trans-
versal, −→n (Po) peut facilement s'exprimer en fonction des com-
posantes de −→∇uo(x,y) :
−→n (Po) = (−g ∂x uo(x,y),−g ∂yuo(x,y),1)√
g2 ‖−→∇uo(x,y)‖2 + 1
. (6)
Grâce à cette expression et à l'hypothèse H9, l'équation (5) se
réécrit :
g2 ‖−→∇uo(x,y)‖2 =
[
r t ρ D2 S
4 d ′2 i(x,y)
]2
− 1. (7)
Cette équation, dite «équation de l'eikonale», est la plus cou-
ramment rencontrée dans la littérature du SFS.
C'est une équation aux dérivées partielles du premier ordre
(équation de Hamilton-Jacobi du premier ordre) non linéaire. Le
premier membre est positif ou nul et s'annule pour les points Po
de la scène où la normale −→n (Po) est parallèle à Cz, appelés
«points singuliers». Pour chacun de ces points, le niveau de gris
atteint sa valeur maximale imax :
imax = r t ρ D
2 S
4 d ′2
. (8)
L'équation de l'eikonale (7) peut donc être réécrite :
g2 ‖−→∇uo(x,y)‖2 = imax
2
i(x,y)2
− 1. (9)
Le seul paramètre de cette équation est imax , qui peut être
mesuré directement sur l'image si celle-ci contient au moins un
point singulier. 
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3.4. Équation de l'eikonale perspective
La prise en compte de la projection perspective en SFS n'avait
fait l'objet, jusqu'à très récemment, que de très peu de travaux
[Pen89, LK94, HT96]. En outre, ces travaux préliminaires
n'avaient modélisé le SFS dans le cas perspectif qu'en supposant
la surface de la scène constituée de facettes triangulaires.
Récemment, trois groupes d'auteurs ont établi simultanément, et
indépendamment les uns des autres, une modélisation pers-
pective générale du SFS [PF03, TSY03, CCDG04b]. Le conju-
gué du point image P ′ est maintenant le point objet Pp qui a
comme image P ′ par projection centrale, de centre C , sur le plan
′ (cf. figure 3). Le point Pp a comme coordonnées
(x up(x,y)/d ′,y up(x,y)/d ′,up(x,y)), la fonction up étant la
nouvelle inconnue du problème. Un calcul de quelques lignes
permet d'obtenir les coordonnées du vecteur −→n (Pp) :
−→n (Pp) = (−gˆ(x,y) ∂x up(x,y),−gˆ(x,y) ∂yup(x,y),1)√
gˆ(x,y)2 ‖−−→∇up(x,y)‖2 + 1
, (10)
où gˆ(x,y) = d ′/û p(x,y) , avec :
û p(x,y) = up(x,y) + x ∂x up(x,y) + y ∂yup(x,y). (11)
L'équation (5) se réécrit donc :
gˆ(x,y)2 ‖−−→∇up(x,y)‖2 = imax
2
i(x,y)2
− 1. (12)
Cette équation, que nous appelons «équation de l'eikonale pers-
pective», est très similaire à (9). En particulier, il s'agit encore
d'une équation de Hamilton-Jacobi du premier ordre, non
linéaire. En réalité, l'équation (12) n'est pas valide pour les
points P ′ non éclairés. En éclairage frontal, ce cas de figure ne
peut pas se produire sous l'hypothèse de la projection orthogo-
nale, mais il peut se produire sous l'hypothèse de la projection
perspective, comme le montre l'exemple de la figure 4.
Figure 4. Existence de points non éclairés,
en éclairage frontal, sous l'hypothèse 
de la projection perspective.
La seule différence, en apparence, entre les deux équations de
l'eikonale (9) et (12), vient de ce que la constante g, qui peut être
mesurée par un calibrage géométrique préalable de l'appareil
photographique, est remplacée par l'expression gˆ(x,y) , mais
ceci a plusieurs conséquences notables. Alors que l'inconnue uo
n'apparaît dans (9) qu'au travers de son gradient, il n'en va plus
de même pour l'inconnue up dans (12), qui apparaît explicite-
ment (mais indirectement) dans l'expression (11) de û p(x,y) . À
partir d'une solution uo de (9), on peut construire une infinité de
solutions uo + K, K étant un réel quelconque, ce qui n'est plus
le cas pour l'équation (12). En revanche, on peut remarquer que
l'équation (12) est homogène, ce qui signifie qu'à partir d'une
solution up de (12), on peut construire une infinité de solutions
K ′ up, K ′ étant un réel quelconque. En d'autres termes, la réso-
lution de l'équation de l'eikonale (9) ne peut être faite qu'à une
constante additive près, alors que la résolution de l'équation de
l'eikonale perspective (12) ne peut être faite qu'à une constante
multiplicative près. 
Il existe une autre différence, tout aussi fondamentale, entre ces
deux équations. Dans (9), les variables x et y apparaissent
implicitement, alors qu'elles apparaissent explicitement dans
(12), comme on peut le vérifier en observant l'expression de
û p(x,y) . Pour la résolution de cette dernière équation, il est
donc nécessaire de connaître la position du «point principal»
O, qui est l'intersection de l'axe optique et du plan ′. Les coor-
données du point principal peuvent bien sûr être déterminées
par calibrage géométrique de l'appareil photographique, mais il
faut garder à l'esprit que si celui-ci n'est pas fait avec précision,
alors la résolution de (12) ne pourra pas non plus être effectuée
correctement. 
On peut craindre que la résolution de (12) ne soit plus difficile
que celle de (9). Dans [PF03], (12) est résolue par le biais de la
recherche de ses solutions de viscosité. Un schéma numérique
d'approximation de ces solutions, ainsi que la preuve de conver-
gence de ce schéma, sont tirées de la généralisation des résultats
de [LRT93]. Nous abordons la résolution des équations (9) et
(12) sous un angle relativement différent. 
3.5. Pseudo-équation de l'eikonale
Comme de nombreux auteurs [HB86], nous rajoutons comme
inconnue au problème du SFS (orthogonal ou perspectif) la
normale −→n (P) . Ce vecteur unitaire ayant deux degrés de
liberté, il est équivalent d'introduire deux fonctions inconnues
scalaires, par exemple p et q telles que :
−→n (P) = (−p(x,y),−q(x,y),1)√
p(x,y)2 + q(x,y)2 + 1 . (13)
Remarquons que de cette façon, les fonctions p et q sont bien
définies sans ambiguïté, puisque d'après l'hypothèse H8, la nor-
male unitaire sortante est définie sans ambiguïté.
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L'équation (5) se réécrit alors :
p(x,y)2 + q(x,y)2 = imax
2
i(x,y)2
− 1. (14)
Contrairement à (9) et à (12), cette équation n'est pas une équa-
tion aux dérivées partielles. Pour cette raison, nous proposons
de l'appeler «pseudo-équation de l'eikonale». Insistons sur le
fait qu'elle est valable pour les deux types de projection, ortho-
gonale et perspective. Sa résolution est évidemment un pro-
blème mal posé, puisqu'en chaque pixel (x,y) il y a une équa-
tion pour deux inconnues p(x,y) et q(x,y) , mais différentes
stratégies10 peuvent être envisagées pour le rendre bien posé
[LK94]. 
Une fois p et q calculées, il reste ensuite à calculer le relief à
partir de p et q, via une étape connue sous le nom «d'intégra-
tion». Sous l'hypothèse de la projection orthogonale, on déduit
de (6) et (13) que :
−→∇uo(x,y) =
(
p(x,y)
g
,
q(x,y)
g
)
. (15)
En suivant un raisonnement similaire, sous l'hypothèse de la
projection perspective, on déduit de (15) et (13) que :
−−→∇up(x,y) =
(
p(x,y)
gˆ(x,y)
,
q(x,y)
gˆ(x,y)
)
. (16)
Cette égalité équivaut au système linéaire suivant (les dépen-
dances en (x,y) ont été omises pour alléger les notations) :
{ [
x p − d ′] ∂x up + y p ∂yup = −p up,
x q ∂x up +
[
y q − d ′] ∂yup = −q up. (17)
Le déterminant δ de ce système d'équations linéaires en ∂x up et
∂yup vaut d ′(d ′ − x p − y q) . Or, en utilisant les notations de la
figure 3, le produit scalaire −→n (Pp) ·
−→
C P ′ vaut : d'une part,
(d ′ − x p − y q) cos θ , en utilisant (13) et en remarquant que la
troisième coordonnée de −→n (Pp) vaut cos θ ; d'autre part,
d ′ cos ψ/cos α , en utilisant le fait que ‖−→C P ′‖ = d ′/cos α et en
introduisant l'angle ψ = (−→C P ′,−→n (Pp)). Par conséquent :
δ = d
′2 cos ψ
cos α cos θ
, (18)
qui ne s'annule que si ψ = π/2. Sinon, c'est-à-dire si P ′ n'est
pas situé sur un «contour occultant» (en guise d'illustration, le
point P ′3 de la figure 4 est situé sur un contour occultant), alors
la solution de (17) se trouve facilement :
−−→∇up(x,y) = up(x,y)d ′ − x p(x,y) − y q(x,y) (p(x,y),q(x,y)). (19)
10. Dans le cadre de notre application, nous verrons que des connaissances
a priori sur la surface de la scène contraignent suffisamment le problème
pour nous permettre de calculer p et q sans ambiguïté.
L'égalité (15) est un système de deux équations aux dérivées
partielles en uo, de même que l'égalité (19) est un système de
deux équations aux dérivées partielles en up, mais contraire-
ment aux équations de l'eikonale (9) et (12), il s'agit ici d'équa-
tions linéaires, qui seront donc beaucoup plus simples à
résoudre. On peut observer les mêmes différences entre (15) et
(19) qu'on avait déjà faites entre (9) et (12), à savoir : la résolu-
tion de (15) ne peut être faite qu'à une constante additive près,
alors que celle de (19) ne peut être faite qu'à une constante mul-
tiplicative près ; la résolution de (19) requiert la connaissance
des coordonnées du point principal, car les variables x et y
apparaissent explicitement au dénominateur du membre droit,
ce qui n'est pas le cas pour la résolution de (15). 
4. Application 
à la correction 
de photographies 
de documents gauches
Maintenant que nous avons défini une modélisation réaliste du
SFS, nous pouvons considérer l'application qui nous intéresse,
en l'occurrence la simulation de la mise à plat de documents
bombés. 
4.1. Montage photographique utilisé et discussion
des hypothèses
La figure 5 montre le montage photographique utilisé. Le docu-
ment est posé sur le dos, sur une table horizontale qui a été préa-
lablement recouverte d'un tissu noir. Ceci permet de limiter les
éventuelles réflexions secondaires de la scène qui pourraient
considérablement dégrader le relief reconstruit par SFS, et de ce
fait la qualité de la mise à plat. Nous avons utilisé un appareil
numérique à visée réflex (Canon EOS 300D, capteur CMOS de
6,5 mégapixels), fixé sous un pied à une distance d'environ
400mm de la table, et orienté (par calibrage) de telle sorte que les
bords gauche et droit du document coïncident avec des colonnes
de l'image (pour lesquelles la coordonnée x est constante).
L'utilisation d'un appareil photographique permet, en outre, une
vitesse de numérisation élevée, puisque notre système peut fonc-
tionner à la cadence de quarante pages par minute environ. 
Comme nous l'avons vu précédemment, si nous voulons utiliser
l'équation (19), il est nécessaire d'estimer les paramètres
internes de l'appareil photographique, (la distance d ′ et la posi-
tion du point principal O). Pour cela, nous avons utilisé la
méthode de calibrage géométrique classique de Bouguet11. Par
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ailleurs, nous utilisons comme source lumineuse le flash intégré
de l'appareil photographique. De cette façon le montage optique
est extrêmement facile à réaliser. L'acquisition des images est
réalisée page par page, en prenant soin de cacher une des deux
pages par du tissu noir. L'intérêt de procéder ainsi, et non pas
réellement avec un livre ouvert, est d'éviter les réflexions
secondaires près de la reliure, conformément à l'hypothèse H2.
Il existe bien des techniques permettant de prendre en compte ce
phénomène, mais ayant testé la méthode décrite dans [NIK91]
et constaté que le temps de calcul était très élevé, nous préférons
éluder ce problème pour le moment. 
Afin de vérifier l'hypothèse H3, l'objectif est ouvert le moins
possible, ce qui minimise le flou, et la distorsion est estimée lors
du calibrage. En revanche, les hypothèses H4, H5, H6 et H7 ne
sont pas réalistes. Une façon de pallier ce problème (et aussi de
prendre en compte l'aberration de vignetage) consiste à réaliser
un calibrage photométrique (cf. le prochain paragraphe). 
4.2. Reconstruction du relief et élimination des ombres propres
La figure 6 décrit la chaîne de traitement telle qu'elle est mise
en œuvre. La donnée est l'image I1 d'origine (prise avec le sys-
tème optique décrit précédemment), et il s'agit donc de produire
comme résultat une image I6 qui simule la mise à plat. Pour
cela, la première étape consiste à appliquer à l'image I1 une cor-
rection photométrique élémentaire, réalisée en photographiant
une page blanche (plus grande que le livre ouvert), posée à plat
sur la table, puis à diviser I1 par cette image de référence Iref
(corrigée de la distorsion), ce qui fournit une nouvelle image I2 .
Figure 5. Montage photographique utilisé.
11. http://www.vision.caltech.edu/bouguetj
Cette procédure est primordiale puisque, comme nous pouvons
le constater facilement, l'image Iref n'a pas un niveau de gris uni-
forme, comme cela devrait être le cas si les hypothèses H1 à H9
étaient parfaitement respectées. Par ailleurs, les équations du
SFS sont fondées sur l'hypothèse implicite d'un albédo uni-
forme. Or, il est patent que l'albédo n'est pas uniforme : le papier
non encré a un albédo ρ0 quasiment égal à 1, alors que les zones
encrées ont des albédos qui peuvent prendre toutes les valeurs
de l'intervalle [0,ρ0[. Il est donc nécessaire de différencier les
zones encrées des zones non encrées. On cherche donc à calcu-
ler une image I3 sur laquelle toutes les zones encrées sont mas-
quées. Pour réaliser cette tâche, nous appliquons un seuillage
adaptatif à l'image I2 , dont chaque seuil est calculé localement
sur une fenêtre de 5 × 5 pixels. 
À présent, nous pouvons calculer le relief du document par SFS.
Comme cela avait été annoncé, le calcul des fonctions p et q est
facilité par le fait que la surface du document est « réglée déve-
loppable», c'est-à-dire que deux points d'une même colonne de
l'image correspondent à deux points de la scène de même alti-
tude, ce qui implique que q est nulle et que les fonctions p et up
ne dépendent que de la variable d'espace x. L'équation (13) per-
met donc de calculer p(x)2 en fonction de la moyenne en y de
i(x,y) sur les pixels non encrés, notée i¯(x) :
p(x)2 = i¯
2
max
i¯(x)2
− 1, (20)
où i¯max est la valeur maximale de i¯(x), atteinte en x = xmax. De
plus, la surface étant convexe, le signe de p est positif si
x  xmax et négatif si x  xmax. Par la suite, nous calculons up
en intégrant l'équation (19). La connaissance du relief du docu-
ment est utile à double titre : elle doit permettre, bien sûr, de
simuler la photographie du document à plat, mais elle est égale-
ment utile pour calculer l'image I5 des albédos. Pour ce faire,
nous calculons, grâce à (12), l'image I4 des ombres propres cor-
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respondant au relief estimé et nous obtenons I5 en divisant I2
par I4 . Chaque point (x,y) correspond donc à un albédo et à un
point de la surface du document, de coordonnées
(x up(x,y)/d ′,y up(x,y)/d ′,up(x,y)). Pour simuler la photo-
graphie I6 du document mis à plat, il suffit alors de «déplier»
la surface gauche. Pour cela, plusieurs techniques sont envisa-
geables. 
4.3. Mise à plat du document
Contrairement à ce qui a été fait par certains auteurs [CSO97,
KNO+99] qui ont développé eux-mêmes des méthodes d'inter-
polation linéaires, nous avons testé trois méthodes d'interpola-
tion classiques. La première de ces techniques est fondée sur
l'algorithme de Smythe [Smy90]. Cette technique, qui consiste
à appliquer à l'image deux interpolations unidimensionnelles
successives (suivant les lignes et suivant les colonnes), a donné
naissance au logiciel libre xmorph, permettant entre autres de
faire de la déformation et du plaquage d'images. La seconde
technique consiste à utiliser la fonction griddata de Matlab,
qui effectue une triangulation de Delaunay puis une interpola-
tion sur l'image grâce aux coordonnées barycentriques de cha-
cun des points discrétisant la scène. La troisième technique
consiste à utiliser la puissance matérielle par le biais d'OpenGL
(interface de programmation vers le matériel graphique). Dès
lors que l'on connaît le relief du document, il devient très facile,
grâce aux fonctions de plaquage de texture et au lancer de
rayons, de simuler la mise à plat. 
Le tableau 1 synthétise les avantages et inconvénients de ces
différentes méthodes. Visuellement, nous avons pu constater
que les résultats obtenus avec ces trois techniques sont simi-
laires. Donc, pour des raisons de rapidité, de fonctionnalité et de
facilité d'intégration, nous avons retenu OpenGL. 
Figure 6. Détail de la chaîne de traitement.
5. Résultats
expérimentaux
5.1. Analyse qualitative des résultats
En nous référant à la figure 7, nous pouvons voir le résultat I 16
fourni par notre algorithme à partir de l'image I 11 . Nous rappe-
lons au lecteur que seules les zones non encrées de I 11 sont ana-
lysées. Ainsi, le quasi-parallélisme des lignes du texte dans I 16
n'est pas utilisé comme connaissance a priori sur le document
analysé. De la même façon, le cadre au bas de l'image I 16 a
retrouvé sa forme rectangulaire originelle. Notre technique de
mise à plat semble donc plutôt satisfaisante. Du point de vue de
la correction photométrique, il apparaît que certains caractères
de l'image corrigée, en particulier ceux qui sont situés au voisi-
nage de la zone de pente nulle, sont légèrement moins contras-
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tés que d'autres. Ceci provient probablement du fait que les
hypothèses du SFS ne sont pas parfaitement vérifiées, et que la
correction photométrique (qui est censée gommer les écarts aux
hypothèses H4, H5, H6 et H7) est moins performante en ces
points. Il serait intéressant de modifier l'éclairage, en utilisant
par exemple un flash annulaire, ou de proposer une modélisa-
tion plus fine de l'éclairage. 
Comme on peut le voir sur la figure 8, qui représente en trois
dimensions le document reconstruit (a) avant et (b) après mise à
plat, le relief estimé par SFS présente de fortes pentes, ce qui
souligne la bonne qualité du résultat. 
La figure 9 montre deux imagettes extraites des images I 11 et I 16 ,
correspondant à une même zone de texte. À l'œil nu, il semble
que la correction soit de très bonne qualité.
La figure 10 représente deux occurrences du même mot «capi-
taines» extraites de différentes positions. Le mot M6 est le résul-
tat de la mise à plat de M1, qui se situe près de la reliure (la
déformation élevée de M1 est due à la non planarité de la page à
cet endroit). Le mot N6 est le résultat de la mise à plat de N1, qui
se situe dans une zone où la pente de la page est relativement
xmorph griddata OpenGL
Avantages • rapide (environ 10 s) • très précis • très rapide (environ 1 s)
• logiciel libre • mise en œuvre facile
• utilisé depuis longtemps • puissance matérielle
Inconvénients • précision en-deçà du pixel • lent (environ 1 min) • affichage du résultat
• difficulté d'utilisation • logiciel non libre à l'écran inévitable
• triangulation inutile
Tableau 1. Comparaison des trois méthodes d’interpolation testées.
Figure 7. Exemple 1 : (a) photographie I 11 et (b) image corrigée I 16 .
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Figure 8. Vue 3D de la surface reconstruite de la page : (a) avant et (b) après mise à plat.
Figure 9. Extraits des images I 11 et I 16 .
Figure 10. Quatre occurrences du mot «capitaines»
extraites des images I 11 et I 16 : M1 devient M6 après mise à
plat ; N1 devient N6 après mise à plat.
talement, qu'elles ont toutes la même taille et que deux occur-
rences du même mot, qui apparaissent très différentes dans
l'image d'origine I 11 , deviennent semblables après mise à plat. 
La figure 11 montre un autre exemple. Le document photogra-
phié est un plan de mat de navire. On peut remarquer sur l'image
I 26 que la correction apportée a permis de restaurer les lignes
droites.
Les deux derniers exemples illustrent clairement le fait que
notre algorithme n'utilise que les zones non encrées du docu-
ment, indépendamment de sa structure géométrique, de sa mise
en forme ou des éventuelles figures qu'il comporte. L'exemple
de la figure 2 représente les images du calligramme « la
colombe poignardée et le jet d'eau» : (a) scannée, (b) photogra-
phiée et (c) corrigée. 
On peut remarquer que la photographie comporte bien les
défauts géométrique et photométrique déjà mentionnés.
Notamment, le mot « Jardins » (premier mot de la dernière ligne
de texte) est complètement déformé et presque illisible, alors
faible. On peut donc conclure que la correction est de bonne qua-
lité, puisque toutes les lettres de M6 et N6 sont alignées horizon-
que le même mot, une fois mis à plat, est parfaitement lisible,
tant au niveau de sa géométrie que de son contraste par rapport
au fond blanc. Cependant, le résultat n'est pas parfait, puisque si
l'on compare l'image du document scanné à plat et l'image cor-
rigée obtenue par notre méthode, on peut s'apercevoir que, d'une
part, le texte est légèrement déformé (différentes occurrences
d'un même caractère n'ayant pas la même taille), et que d'autre
part, le défaut photométrique déja présent sur l'exemple de la
figure 7 est encore visible. 
La figure 13 montre un dernier exemple, qui cette fois-ci ne
comporte que des dessins. La mise à plat d'un tel document
serait difficilement réalisable par des méthodes n'utilisant pas le
SFS. On peut observer que les deux figurines situées sur les
bords gauche et droit de l'image de la figure 13.b (avant mise à
plat) sont très dégradées par rapport à l'original (cf. figure 13.a).
Néanmoins, la mise à plat est de très bonne qualité : les trois
figurines sont bien restaurées, tant au niveau de la forme que de
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la couleur (cf. figure 13.c). Ce résultat n'est cependant pas par-
fait, puisque le constraste n'est pas le même sur l'image scannée
I 40 et sur l'image corrigée I 46 . Insistons sur le fait que, dans le
cadre de ce travail, tous les résultats qui ont été présentés ont été
obtenus avec la chaîne de traitement de la figure 6. 
5.2. Analyse quantitative des résultats
Afin d'évaluer quantitativement notre méthode de mise à plat, il
semble valide de comparer les performances d'un logiciel de
reconnaissance de caractères (OCR) appliqué aux trois images
suivantes d'un même document comportant du texte : image
scannée I0 , photographie I1 et image corrigée I6 .
Nous avons appliqué l'OCR libre gocr aux trois images I 10
(cf. figure 1.a), I 11 et I 16 . Les résultats, reportés dans le tableau2,
montrent que le pourcentage de caractères reconnus avec succès
Figure 11. Exemple 2 : (a) photographie I 21 et (b) image corrigée I 26 .
Figure 12. Exemple 3 : (a) image scannée I 30 , (b) photographie I 31 et (c) image corrigée I 36 .
a été amélioré d'un facteur 30 environ entre I 11 et I 16 (61 % au
lieu de 2 %). Le pourcentage d'échecs a été réduit d'un facteur3.
Le taux d'abstention a été, quant à lui, divisé d'un facteur 2, ce
qui nous permet de conclure que les corrections géométrique et
photométrique effectuées permettent à l'OCR de décider plus
souvent et de manière plus fiable. Cependant, nous sommes
encore loin du taux de succès (92 %) obtenu sur l'image scan-
née I 10 , ce qui s'explique en partie par le fait que la résolution est
meilleure pour les images scannées que pour les photographies
numériques : l'image I 10 comporte 2264 × 2581 pixels, contre
1024 × 1360 pixels pour la photographie I 11 . 
5.3. Limites de la méthode proposée
Nous venons de voir que, si les hypothèses du SFS sont respec-
tées, les résultats optenus sont de bonne qualité. Cependant,
notre méthode n'est plus utilisable dès lors qu'une des hypo-
thèses du SFS n'est plus valide, comme par exemple pour les
deux photographies de la figure 14.
En effet, la photographie de la figure 14.a a été prise sans aucun
contrôle sur la source lumineuse (en direction et en intensité).
Ainsi, les hypothèses H2 et H7 ne sont pas vérifiées. Par
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ailleurs, le document dont la photographie est représentée sur la
figure 14.b n'est pas lambertien et son albédo est inconnu. De ce
fait, les hypothèses H1 et H6 ne sont pas vérifiées. 
6. Conclusion
Nous avons proposé dans cet article une chaîne complète de
traitement permettant la numérisation rapide et peu coûteuse de
documents bombés. La méthode proposée consiste à utiliser un
appareil photographique numérique grand public pour acquérir
les images, qui comportent des défauts géométrique et photo-
métrique, puis à corriger ces défauts dans un deuxième temps,
en simulant la mise à plat. Les résultats obtenus sur images
réelles prouvent le potentiel de cette méthode. Même si le taux
de reconnaissance de caractères est meilleur sur une image
scannée à plat, il n'en reste pas moins que notre méthode pré-
sente, par rapport aux images scannées à plat, les avantages
d'être plus rapide et non intrusive. 
De nombreuses améliorations, qui ont déjà été évoquées dans
l'article, doivent être envisagées, notamment :
• La méthode de résolution du SFS que nous avons utilisée doit
être généralisée aux documents de surface quelconque, c'est-à-
dire pour lesquels l'hypothèse q = 0 n'est plus valide. Cette
amélioration permettrait par exemple de numériser des docu-
ments anciens.
• L'utilisation conjointe d'une technique utilisant les contours du
document, supposé rectangulaire, permettra de mieux
contraindre le problème du calcul du relief par SFS.
• Le système d'éclairage pourrait être amélioré en remplaçant le
flash interne par un flash annulaire.
• La méthode de calibrage photométrique relativement naïve
que nous avons proposée présente l'avantage de gommer d'un
coup les écarts aux hypothèses H4, H5, H6 et H7, mais on doit
encore pouvoir l'améliorer en modélisant plus finement, par
exemple, la réflectance de la scène. 
Figure 13. Exemple 4 : (a) image scannée I 40 , (b) photographie I 41 et (c) image corrigée I 46 .
Tableau 2. Résultats de l'OCR sur les zones de
texte des images I 10 , I 11 et I 16 .
I 10 I 11 I 16
Taux de succès 92 % 2 % 61 %
Taux d'échec 6 % 70 % 24 %
Taux d'abstention 2 % 28 % 15 %
• La prise en compte des réflexions secondaires permettrait de
numériser les deux pages d'un livre simultanément. À l'heure
actuelle, notre méthode ne fonctionne réellement que si l'une
des deux pages est recouverte d'un tissu noir.
À terme, nous envisageons d'ajouter aux fonctionnalités de l'ap-
pareil photographique la simulation de la mise à plat de docu-
ments, comme cela est déjà le cas pour certains traitements tels
que la création d'images panoramiques. 
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