Two important features of Bohmian mechanics (BM) are used as starting points for this paper: (i) BM represents the universe as a stochastic process, which is fundamentally a set of paths with a probability measure defined on it; (ii) BM is based on the notion of typicality. Typicality is usually derived from a probability measure, but the central point of this paper is to argue that typicality can also be derived from a distance between sets, without the need of any probability measure. This result is obtained by defining the quantum typicality space (QTS), in which typicality derives from a distance between sets which is of a quantum nature. The QTS can be considered as a canonical stochastic process with the quantum typicality distance in place of the probability measure. The QTS is proposed as a model for the universe, and it is argued that a typical trajectory of the QTS, i.e. a trajectory chosen at random from the QTS, has the necessary features to explain the observed phenomena of the universe.
Introduction
Bohmian mechanics is a complete and coherent formulation of quantum mechanics. According to Bohmian mechanics, particles follow definite trajectories, and no observer is necessary. Thus the problem of measurement and of the wave function collapse are absent. There are however some criticisms to this formulation, the main one perhaps being the fact that unobservable entities are used, like the guidance equation and Bohmian trajectories. A short summary of Bohmian mechanics and related references will be given in section 3.
There are three fundamental features of Bohmian mechanics, mainly emphasizes in the work of Dürr et al. [6] , which forms the base of this work.
(1) Bohmian mechanics is first of all a theory for the whole universe. The derivation of laws for the subsystems from the global theory is an important result which is presented in [6] . The key point of this derivation is the proof of the quantum equilibrium hypothesis, which will be summarized in section 3.
(2) Bohmian mechanics, at least from the formal point of view, represents the universe as a stochastic process with an initial time. Basically, a stochastic process is a set of paths with a probability measure defined on it. In Bohmian mechanics the paths are the trajectories which satisfy the guidance equation, and the probability measure derives from the universal wave function Ψ 0 at the initial time (or at any time, as we will see).
(3) Bohmian mechanics uses the notion of typicality in order to prove the quantum equilibrium hypothesis.
The representation of Bohmian mechanics as a stochastic process allows for the clarification the roles of the different components of this theory. For instance, it is argued that in the proof of the quantum equilibrium hypothesis, Bohmian trajectories have no role, and the essential ingredient is the marginal distribution of the process. Thus, any other process with the same marginal distribution as Bohmian mechanics should satisfy this hypothesis. On the other hand, Bohmian trajectories are necessary in order to explain the macroscopic classicality of evolution. In the context of a stochastic process, it is also argued that standard quantum mechanics cannot define a meaningful probability measure on a general set of paths.
Typicality is the central subject of this paper. The usual definition of typicality is the following: given a probability space (Λ, F , µ), a set A ∈ F is said typical if µ(Λ \ A) ≪ 1. The empirical consequence of typicality is that if one chooses at random an element from Λ, and A is typical, then the chosen element will belong also to A. The quantum equilibrium hypothesis is explained in Bohmian mechanics by the fact that the set of trajectories which satisfy such a hypothesis is typical according to the probability measure given by Ψ 0 . As a consequence, the trajectory of our universe -which is supposedly chosen at random-satisfies such a hypothesis.
The above definition of typicality is based on a probability measure. However, it has already been noted [11] that probability and typicality are distinct notions, and a result of this paper will be to provide a formal definition of typicality based on a distance between sets instead of on a probability measure. The conceptual consequence of this new definition of typicality is a revision of the mutual role of probability and typicality. Whereas in the usual conception probability has a primary role and typicality is derived from it, the proposal is that this hierarchy could be reversed.
Moreover, this result is utilized to define a mathematical model for the universe which does not need the guidance equation. Indeed, while standard quantum mechanics cannot define a probability measure on the set of universe paths, a typicality distance can be defined on it in a natural way, and such a distance could have enough explicative power to account for both the quantum equilibrium hypothesis and the macroscopic classicality of evolution. This mathematical model is called quantum typicality space, and it can be considered as a stochastic process with a typicality distance in place of a probability measure.
This final result is thus a new formulation of quantum mechanics, in which particles follow definite trajectories. The properties of the trajectories are defined neither by a guidance equation, as in Bohmian mechanics, nor by a probability measure, as in a stochastic process, but rather by the typicality distance. Thus, like in Bohmian mechanics, the problems of measurement and of the wave function collapse are absent, and moreover no unobservable equation of motion for the trajectories is present.
The paper can logically be divided into three parts:
(a) In sections 2 to 4 there is a short summary of stochastic processes and Bohmian mechanics, and a discussion on the connection between them.
(b) Sections 5 to 9 are devoted to the general study of typicality. In particular, the following subjects are developed: (i) the empirical definition of typicality and of its properties, (ii) the standard derivation of typicality from a probability measure, (iii) the possibility to express probabilistic typicality in terms of distance between sets and (iv) the definition of the new concept of quantum typicality space, in which typicality derives from a distance between sets of a quantum nature.
(c) In sections 10 to 12 quantum typicality is compared with the Born rule, and the possibility that the quantum typicality space could be a model for the universe is discussed. In section 12 the notions of memory and knowledge of an observer are discussed, and in spite of the vagueness of these concepts, two simple mathematical constraints are proposed for them.
Stochastic Processes
Let (Λ, F , µ) be a probability space, (M, B) be a measurable space and T an index set. A stochastic process on the probability space (Λ, F , µ), with index set T and state space M, is a set of random variables {z t : Λ → M|t ∈ T }. In this paper we will always assume that M = R 3N is the configuration space of an N-particles systems, and T = R + is the positive time axis.
Any element λ ∈ Λ defines the path z (·) (λ) : T → M, which is said a sample path. Thus the set Λ can be identified with a set of paths on M, and a stochastic process can be considered as a set of paths with a probability measure defined on it.
Given the finite sequence {(t 1 , ∆ 1 ) . . . (t n , ∆ n )}, where t i ∈ T and ∆ i ∈ B, the cylinder set
A cylinder set of the type C[(t, ∆)] will be said a single time cylinder set. For general cylinder sets and single time cylinder sets the shorthand notation {(t 1 , ∆ 1 ) . . . (t n , ∆ n )} and (t, ∆) will be used often. Let C denote the class of the cylinder sets, and σ(C) the σ-algebra generated by C. Since z t is measurable for all t ∈ T , we have that (t, ∆) = z
The value of the measure µ on the cylinder sets is said the finite dimensional distributions of the stochastic process, while the value of µ on the single time cylinder sets is said the marginal distribution of the stochastic process. According to the Kolmogorov reconstruction theorem, the measure µ can be unambiguously reconstructed starting by its finite dimensional distributions.
Two stochastic processes with the same index set and space state are said equivalent if they have the same finite dimensional distributions.
A canonical process is a process whose probability space is of the type (M T , σ(C), µ), where M T is the set of all the paths from T to M. The class of random variables of the canonical process will be of course {z t (λ) := λ(t)|λ ∈ M T }. For every stochastic process there exists an equivalent canonical process.
Bohmian Mechanics
Bohmian mechanics (also called "pilot-wave theory"or "causal interpretation") was discovered in 1927 by De Broglie [13] and soon abandoned. It was rediscovered, extensively extended, and for the first time fully understood, in 1952 by David Bohm [4] . During the sixties, seventies and eighties, John Bell was his principal proponent; his book [2] contains yet unsurpassable introductions to Bohmian mechanics. Other standard references are the books of Bohm and Hiley [5] and that of Holland [12] . The approach we are following here is that of the "Rutgers-München-Genova" group (quite in line with the approach of Bell), see, e.g., [6] , [7] , [9] , [10] , [8] .
The above paragraph is extracted from "What is Bohmian Mechanics", by V. Allori, N. Zanghì [1] . Also in this paper we follow the approach of the "Rutgers-München-Genova" group.
According to this approach, Bohmian mechanics applies first of all to the universe. Both in this presentation of Bohmian mechanics and in the rest of the paper, the universe will always be considered as an idealized non-relativistic universe composed of N distinguishable particles. According to Bohmian mechanics, the state of such a universe at the time t is represented by the pair (x(t), Ψ(t)), where x(t) ∈ R 3N is the position of the particles and Ψ(t) ∈ L 2 (R 3N ) is the universal wave function. The universal wave function evolves in time according to the Schrödinger equation
with the initial condition Ψ(0) = Ψ 0 , ||Ψ 0 || 2 = 1. The time t = 0 is considered as the initial time of the universe. The position x(t) evolves according to the guidance equation
The position of the particles at the initial time is distributed according to |Ψ 0 (x)| 2 . The combined action of the initial distribution and of the guidance equation determines the equivariance property of the probability density of the particles ρ(t, x), that is
for all t.
The way to derive a theory which applies to the subsystems on which people make experiments from the theory for the whole universe is shown in [6] , and is based on the following two steps:
(1) the definition of a wave function for the subsystems; this wave function is called the effective wave function of the subsystem;
(2) the proof of the quantum equilibrium hypothesis, which claims that if we prepare M subsystems with the same effective wave functions ψ, the empirical (i.e. measured) spatial distribution of the particles in the M subsystems is given exactly by |ψ(x)| 2 . The quantum equilibrium hypothesis has been proved by applying the notion of typicality, as will be better explained in section 5.
In spite of the fact that the ontology of Bohmian mechanics is very different from that of a stochastic process, it is easy to show that Bohmian mechanics is actually a stochastic process. In order to see this, let us define the probability space (Λ, F , µ) and the random variables {z t } as follows:
(i) Λ is the set of trajectories λ : R + → R 3N defined by the guidance equation.
(ii) For all t ∈ R + , z t : Λ → R 3N is defined by z t (λ) = λ(t).
(iii) The σ-algebra F is the σ-algebra generated by the cylinder sets.
(iv) The measure µ is defined by
where Γ ∈ F and E[z 0 (Γ)] is the projector on the spatial region z 0 (Γ).
Due to the equivariance property of Bohmian mechanics, equation (4) holds true for any time t:
where Ψ(t) = U(t)Ψ 0 . Thus, the marginal distribution of the "Bohmian process" is
Discussion
An accurate examination of the proof of the quantum equilibrium hypothesis leads to the conclusion that it is based only on the marginal distribution of the Bohmian process, and not on the particular form of Bohmian trajectories. In other words, any other stochastic process whose marginal distribution is (6) satisfies the quantum equilibrium hypothesis. Thus, why should the Bohmian process be preferred to any other process with the same marginal distribution? For instance, why do we not choose the simplest process of this kind, i.e. the one whose finite dimensional distributions are
According to this process, at every time t the particles distribute themselves independently by the past and according to the measure ||E(·)Ψ(t)|| 2 . Thus the process defines no physical trajectory, and is not able to explain the macroscopic classicality of the world 1 . This consideration emphasizes the fundamental role of Bohmian trajectories in explaining the macroscopic classicality of evolution.
However, since the exact form of Bohmian trajectories is unobservable, and since this is one of the main criticisms to this theory, the temptation is strong to check if quantum mechanics alone is able to define a stochastic process suitable to be a model of the universe. Thus one can try with the following "quantum" finite dimensional distributions:
The problem is that the set function (8) is not additive, and thus it cannot be a measure. The problem will be avoided in the next sections, when a typicality distance instead of a probability measure will be defined by quantum mechanics on the set of paths.
5 Typicality without probability?
Given a set Λ, a subset A of Λ is said typical in Λ if the overwhelming majority of the elements of Λ belongs to A. If Λ is an infinite set, the way to determine what is an overwhelming majority is a probability measure µ on Λ. Thus, A is typical in Λ if
The empirical consequence of the fact that the set A is typical in Λ is that a single element chosen at random from Λ will belong also to A. This is the way in which Bohmian mechanics explains the quantum equilibrium hypothesis: the set of Bohmian trajectories which satisfy the quantum equilibrium hypothesis is typical in the set Λ of all the Bohmian trajectories; therefore the actual trajectory of the universe, which is supposedly chosen at random from Λ, belongs to A and satisfies the hypothesis. The probability measure according to which the typicality is evaluated is the measure given by the universal wave function, i.e. ||E(·)Ψ 0 || 2 . The need of using typicality instead of probability in this context is obvious: probability provides the relative frequency of the outcomes of a sequence of repeated experiments, while in this case we have just one outcome, i.e. the trajectory of our universe.
According to the above definition of typicality, it appears necessary to have a probability measure in order to define typicality. However Goldstein writes [11] :
While typicality is usually defined [...] in terms of a probability measure, the basic concept is not genuinely probabilistic, but rather a less detailed concept. A measure µ of typicality need not be countably additive, nor even finitely additive. Moreover, for any event E, if µ is merely a measure of typicality, there is no point worrying about, nor any sense to, the question as to the real meaning of say 'µ(E) = 1/2'. Distinctions such as between 'µ(E) = 1/2' and 'µ(E) = 3/4' are distinctions without a difference.
The goal of this paper is exactly that to propose a definition of typicality not based on a probability measure but instead on a distance between sets. This possibility, if successful, may have a great conceptual impact. Usually probability is considered as a primary notion, and typicality a derived one. If typicality could be derived independently by probability, the two notions will become independent, and perhaps the hierarchy could be reversed: typicality could become the basic notion which explains the statistical phenomena of reality.
Consider for instance the following claim: typicality is an observable property, probability is not. This claim sounds strange, but it is very simple to explain it: suppose we want to measure the probability that in the toss of a coin the outcome will be "heads". In order to perform this measurement, we toss the coin many times, we measure the relative frequency of the times in which "heads" was the outcome, and we obtain, as expected, a relative frequency of 50%. However, in this way what we really measure is the typicality of the sequences of tosses with 50% heads with respect to the set of all the possible toss sequences. The probability of a single outcome is not directly observable, but it is deduced from the observed typicality.
However, after these conceptual considerations, perhaps premature, we shall try in the next sections to develop a general typicality theory. The reader can refer to the introduction for the work plan.
Empirical definition and properties of typicality
In the present section some kinds of typicality and their properties are defined from the empirical point of view.
Let Λ be a sample space, and D a class of subsets of Λ, with ∅, Λ ∈ D.
Definition (Relative Typicality): given A, B ∈ D, the set A is said typical relative to B when one or few elements chosen at random from B also belong to A. If A is typical relative to B, we write B A.
Note the difference of this definition from the following: (1) every element of B belongs to A, which should be represented by the set inclusion B ⊆ A; (2) every element chosen at random from B also belongs to A, which, in a probabilistic definition of typicality, should be represented by µ(B \ A) = 0.
Proposition: Relative typicality has the following properties:
Note that property (3e) in particular must be considered as an empirical property, and it is not possible to deduce from it the following mathematical consequence: given any finite number of sets {A 1 , . . . , A n }, with A i ∈ D, A i ∈ D and B A i for i = 1 . . . n, then it is not possible to deduce that B A i . However this property will be well represented by an adequate inequality for the typicality measure.
Of course, absolute typicality inherits all the properties of relative typicality. Proposition: mutual typicality has the following properties:
For properties (6e) and (7e) the same consideration for property (3e) is valid.
Probabilistic typicality theory
In this section the usual notion of typicality based on a probability measure is formalized. For any kind of typicality defined in the previous section, a corresponding typicality measure will be defined on a probabilistic base. Let (Λ, F , µ) be a probability space.
Definition: given A, B ∈ F , with µ(B) = 0, the set function
is said the (probabilistic) relative typicality measure. The physical interpretation is that T r (A|B) ≪ 1 ⇒ B A.
Lemma: the relative typicality measure has the following properties:
Proof. Property (1p) and (2p) are trivial. As to property (3p):
Property (4p) derives trivially from (3p).
q.e.d.
These properties correspond to properties (1e) to (4e) of empirical typicality, and make the relative typicality measure T r (A|B) consistent with the empirical definition of relative typicality.
Definition: the set function
is said the (probabilistic) absolute typicality measure.
In the definition of the mutual typicality measure, the measure of the symmetric difference µ(A△B) will be used. It is useful to review some of its properties:
Lemma: the measure of the symmetric difference µ(A△B) has the following properties:
Proof. Properties (1d) and (2d) are trivial. Property (3d):
. The same inequality can be obtained for µ(B) − µ(A).
Property (5d):
Property (6d):
The proof is completed by deriving an analogous inequality for µ(
In order to define the mutual typicality measure, consider the generic definition:
where N i , i = 1, . . . , 5, represents any one of the five natural normalization factors:
If µ(A ∩ B) = 0, we have
The last inequality on the left derives from property (1d) of the symmetric difference. 
is said the (probabilistic) mutual typicality measure. The physical interpretation is that
Lemma: the mutual typicality measure has the following properties:
Proof. Properties (5p) and (9p) are trivial. Property (6p). If µ(B) ≤ max{µ(A), µ(C)} we have:
By posing M = max{µ(A), µ(C)} and m = min{µ(A), µ(C)}, from property (4d) of the symmetric difference we obtain
which completes the proof in the case µ(B) ≤ max{µ(A), µ(C)}. In the case µ(B) > max{A, C}, assume for instance that µ(A) ≤ µ(C). Then
and we return to the previous case. Property (7p):
,
, µ(B)}, and property (5d) and inequality (13) have been used. Property (8p):
Property (10p): (A, B) .
These properties correspond to properties (5e) to (10e) of empirical typicality, and make the definition of the mutual typicality measure consistent with the empirical mutual typicality. Consider for instance (7p), and suppose that T m (A 1 , B) + T m (A 2 , B) = ǫ ≪ 1. Then we have that
8 Typicality measure from a distance
In order to introduce the definition of typicality based on a distance between sets, we redefine the probabilistic typicality measures of the previous section in terms of the distance:
We have that d µ (A, ∅) = µ(A), thus the mutual typicality measure (12) becomes
In order to define the relative typicality measure, we can make the following reasoning. Given a set B, suppose that there exist two sets A ′ and B ′ ⊇ B such that
From (17) it descends that also
Indeed,
where 
Given (17) and (20), it is reasonable to assume that B A ′ . Moreover, if A ⊇ A ′ , we have of course that B A. In conclusion, given two sets A, B, if there exist two sets
then B A. It is then natural to define the relative typicality function as
It is easy to verify that by inserting the definition (15) for the distance d µ into (22), we obtain the probabilistic relative typicality measure (9) . Indeed, by choosing
Moreover we have inf
Quantum typicality theory
The quantum typicality theory will be developed by defining and studying the quantum typicality space (QTS). This space will be endowed with a distance of a quantum nature. Thorough this distance the various typicality measures and they properties will be defined and studied. Moreover, in the next sections, the QTS will be proposed as a model for the universe. Some notation first. Remember that M T is the set of all paths λ : T → M, where M = R 3N is the configuration space of the universe, and T = R + is the positive time axis. Let S denote the class of the single time cylinder sets (t, ∆). We have the following lemma:
Lemma: given A = (t A , ∆ A ), B = (t B , ∆ B ) ∈ S, the following three propositions are equivalent: (i) A ∩ B ∈ S; (ii) A ∪ B ∈ S; (iii) t A = t B . The proof is trivial.
For every set
, where U(t) is the quantum time evolution operator on L 2 (M), and E(∆) is the projector on the spatial region ∆. Note that also F (A) is a projector. Ψ 0 is the universal wave function at the initial time t = 0, like in Bohmian mechanics, and Ψ(t) = U(t)Ψ 0 .
Definition: the quantum typicality space is the triple (M T , S, d Q ), where d Q is the distance on S defined by:
The distance d Q (A, B) is said the quantum typicality distance
Note that the quantum typicality space is similar to a canonical stochastic process with a distance instead of a measure.
Lemma: the distance d Q (A, B) has the following properties: (1q)
Proof. Properties (1q) and (2q) are straightforward. Property (3q). Let us prove first an useful inequality. From
we have
Thus
Property (4q) derives easily from the equality
Let us define first the mutual typicality function.
Definition: given A, B ∈ S, with ||F (A)Ψ 0 ||, ||F (A)Ψ 0 || = 0, the set function
is said the (quantum) mutual typicality measure. The physical interpretation is that
Assuming that t A ≤ t B , we have
The situation in which A and B are mutually typical is the following: assume that at time t A the wave function of the universe is the sum of two non-overlapping wave packets ψ and Ψ ⊥ , and that the two wave packets remain non-overlapping at least until time
which gives T m (A, B) ≪ 1.
where, in property (10t), T rr (A, B) = T r (A|B) + T r (B|A).
Proof. The proofs of (5t) to (8t) are analogous to the proofs of (5p) to (8p) in section 7. The proof of (9t) is straightforward and the proof of (10t) is in the appendix.
Definition: given A, B ∈ S, with ||F (B)Ψ 0 || = 0, the set function
is said the (quantum) relative typicality measure. The physical interpretation is that T r (A|B) ≪ 1 ⇒ B A.
Assuming t A ≤ t B , (28) becomes:
In order to exemplify this situation, let us consider as before the two non-overlapping wave packets ψ and Ψ ⊥ . We have that
Proof. The proof is trivial.
Definition: the set function
is said the absolute typicality measure.
This typicality measure is equivalent to the typicality measure which derives from the Born rule, as we will see in the next section.
In conclusion, we see that the quantum typicality theory is not yet as "perfect" as the probabilistic theory. For instance, property (10t) is not very satisfying, because the upper bound is of the order of the square root of the relative typicality functions. Moreover, we are not able to prove inequalities analogous to (4p) and (5p) of section 7 for the quantum relative typicality function. We think that what is still missing is an inequality which could state that
This property seems reasonable from the intuitive point of view, but not easy to prove rigorously.
Quantum typicality and the Born rule
In order to study the relations between the quantum typicality measures and the Born rule, in the present section we will try to derive some typicality measures from the Born rule, and will compare them with the previously defined ones. We point out here that the Born rule is considered only from the formal point of view, i.e. as a tool for defining abstract probability measures.
As to absolute typicality, it is natural to define the Born absolute typicality measure B a (A) as:
Thus, we have that
and, as already said, the two definitions can be considered equivalent.
As to the Born relative typicality measure B r (B|A), assuming that t A ≤ t B , we can define
which is the probability that the trajectory of the universe be found in B having measured E(∆ A ) at time t A . Thus, if B r (B|A) ≪ 1, a trajectory of A should also be found in B.
It is easy to realize that T r (B|A) ≪ 1 ⇒ B r (B|A) ≪ 1, and that the two measures are conceptually different. Consider, as before, the splitting Ψ(t A ) = ψ + Ψ ⊥ , where ψ and Ψ ⊥ are non-overlapping in the time interval [t A , t B ], and suppose that ψ is irreducible, i.e. it cannot be further split into the sum of non-overlapping wave packets. If ∆ A is about half of the support of ψ and ∆ B ≈ supp[U(t B − t A )ψ], then surely T r (B|A) ≪ 1. On the contrary, at time t A in the Born scheme the universal wave function collapses to E(∆ A )Ψ(t A ), and due to possible diffusion effects, there is no guarantee that the support of U(t B − t A )E(∆ A )Ψ(t A ) be contained in ∆ B as required if (33) must be ≪ 1.
An intuitive conjecture is that T r (B|A) and B r (B|A) could be equivalent when the set ∆ A is the support of a branch of the universal wave function, i.e. when there exists a set ∆ ⊆ M such that T m [A, (t B , ∆)] ≪ 1. In this case the collapse of the wave function determined by the measurement of E(∆ A ) at time t A does not alter the structure of the branch E(∆ A )Ψ(t A ) (in other words, this collapse corresponds to what is called an effective collapse of the wave function). A partial result in order to prove this conjecture is the following inequality:
Proof :
Inequality (34) proves that when there exists ∆
Further studies are necessary in order to prove the opposite implication.
The standard Born rule has also difficulties in defining the reverse measure B r (A|B), where always t A > t B . Consider for instance the tentative definition
The above definition is the probability that a trajectory measured in A be found in B.
If it is very little, one can think that the overwhelming majority of the trajectories of B come from A. The problem is that (35) is not correctly normalized, because B r (A|B) can be ≪ 1 just because ||F (B)Ψ 0 || ≪ ||F (A)Ψ 0 ||, however there can be a great percentage of trajectories of ∆ B which come from ∆ A . An alternative definition could be the "backward" Born formula, which is exactly the definition (33) also if times t A and t B are in the wrong order:
Like the normal one, the backward Born rule defines a regular probability measure B r (·|B).
Assuming (33) and (36) as the definition of B r (A|B), we have the following inequalities which connect B r (A|B) with the quantum mutual typicality measure T m (A, B):
and
Inequality (37) derives from inequality (24) proved in section 9, and inequality (38) is proved in the appendix.
11 Does the quantum typicality space explain the observed world?
The proposal of this paper is that a typical trajectory of the quantum typicality space (QTS), i.e. a trajectory chosen at random from the QTS, could have the right features in order to explain the observed phenomena of our universe, i.e. (1) the statistical results of quantum experiments and (2) the macroscopic classicality of evolution.
As to the first requirement, we have seen that it is satisfied by a stochastic process whose marginal distribution is
In this way a typical trajectory of the process satisfies the quantum equilibrium hypothesis, and thus the requirement of point one. Actually, the marginal distribution (39) is utilized just to define typicality: thus, the correct statement should be that a stochastic process satisfies the quantum equilibrium hypothesis if its "marginal" typicality is equivalent to the marginal typicality defined by the distribution (39). Also a QTS has a marginal typicality, which is the absolute typicality T a (A), and equation (32) states that it is equivalent to the typicality which derives from the marginal distribution (39). Thus a typical trajectory of QTS also satisfies the quantum equilibrium hypothesis, and reproduces correctly the statistical results of quantum measurements.
Let us examine the second requirement. Similarly to section 9, assume the following splitting of the universal wave function at the time t 1 :
where ψ 1 and Ψ ⊥ are permanently non-overlapping, i.e.
for s > 0, x ∈ R 3N . Let us denote A t = (t, supp[ψ 1 (t)]), for t ≥ t 1 , where ψ 1 (t) is a shorthand notation for U(t − t 1 )ψ 1 . With the same reasoning as in the previous section we obtain that
for any t, t ′ ≥ t 1 . According to the physical interpretation of the mutual typicality function, a trajectory chosen from A t 1 for instance also belongs to A t for any t ≥ t 1 . In other words, a typical trajectory of A t 1 belongs to the support of ψ 1 (t) for t ≥ t 1 . Note that in some ways this is a very natural conclusion.
Suppose now that at the time t 2 > t 1 there is the splitting
where again ψ 2 and ψ 2⊥ are permanently non-overlapping. Let us define B t = (t, supp[ψ 2 (t)]), for t ≥ t 2 . Then we have again that
for any t, t ′ ≥ t 2 . Moreover, we have
for t ≥ t 1 , t ′ ≥ t 2 , i.e. a typical trajectory of B t ′ belongs to A t , but not vice-versa. Thus a typical trajectory of B t ′ belongs to the support of ψ 2 (t) for t ≥ t 2 (and of course to the support of ψ 1 (t)), and to the support of ψ 1 (t) for t 1 ≤ t ≤ t 2 .
It is an accepted fact that the universal wave function has a behaviour corresponding to that described above, which gives rise to its tree structure: the splitting derives from the measurements which take place during the evolution: a measurement splits the branch in which it occurs into sub-branches, which correspond to the outcomes of the measurement. The sub-branches are non-overlapping because they represent the instrument in macroscopic distinguishable positions, and they remain non-overlapping due to the decoherence process.
According to the results of the previous paragraph, a typical trajectory of QTS follows the support of a branch of the universal wave function. Thus the problem of proving that a typical trajectory of the QTS has macroscopically classical structure becomes the problem of proving that the branches of the universal wave function have such a structure. We do not face this problem here.
It is necessary to point out that the above explanation is based on the following: This assumption could be questionable. For instance, in a probability space it is obvious that from the fact that T m (A i , Λ) ≪ 1 for any i belonging to a generic index set I, one cannot deduce that T ( i∈I A i , Λ) ≪ 1. It could happen for instance that ( i∈I A i ) = ∅.
The previous situation is however different. The intersection ( t≥t 1 A t ) does not belong to the class S of sets for which typicality can be defined, i.e. one cannot evaluate T m (A t 1 , ( t≥t 1 A t ) ). Moreover, the set ( t≥t 1 A t ) cannot be empty if none of the {A t } is empty. Thus the intersection assumption seems to be free of contradiction, and it is possible that it could be posed as a postulate, in the same way in which the postulate T (A, B) ≪ 1 ⇒ A ≃ B is posed. Another possibility, perhaps more convincing, will be presented in the next section.
The last consideration of this section is about the continuity of the trajectories. In the QTS the trajectories can be discontinuous. We think that the requirement for the continuity of the trajectories has no observable effects, and is therefore unnecessary. Actually, in the QTS the relevant entity is the distance d and not the trajectories, in the same way in which the measure an not the trajectories is usually the relevant entity in a stochastic process.
Memory and Knowledge
As already noted by Bell [3] , the problem of the trajectories of the universe is connected with the problem of the memories of the past. Bell write that [...] we have no access to the past, but only to memories, and these memories are just part of the instantaneous configuration of the world. This is the reason for which he considers the stochastic process (7) logically admissible, also if it does not define any trajectory: according to Bell, our perception of past evolution depends on the present configuration of our recording devices, including our brain.
However, we think that this explanation it is not sufficient, because in this case it is necessary to provide a code which connects a suitable configuration of the recording devices to the memories they represent. In other words, let us suppose that the only law of the universe be the stochastic process (7): how can we derive from it, for instance, the Newton's second law or the trajectories of the planets?
On the contrary, in presence of the typicality distance d Q , which is a law which connects the past with the present and the future, it is easy to set a constraint to what an observer can remember about the past. Suppose that at a time t B the knowledge that an observer has about the universe could be represented by a subset ∆ B ⊆ M. The meaning of this representation is that the observer is sure that at time t B the configuration of the universe is in ∆ B . Note that in this representation of knowledge there is no distinction between the observer and the observed system, thus the set ∆ B represents also the knowledge of the observer about himself. Now, given ∆ B at time t B , what can the observer remember about the configuration of the universe at a time t A < t B ? Here too, to remember something meaning being sure that something happened. It is easy to recognize that he can remember that at time t A the configuration of the universe was in a certain subset ∆ A only if the overwhelming majority of the trajectories of B = (t B , ∆ B ) also belong to A = (t A , ∆ A ). Thus we can formulate the following proposition:
Memory Proposition: an observer whose knowledge of the configuration of the universe at time t B is represented by ∆ B , can remember that at time t A < t B the configuration of the universe was in ∆ A only if
where A = (t A , ∆ A ) and B = (t B , ∆ B ).
This result could solve the problem given by the Intersection Assumption of the previous section: such a assumption could be not true, and sometimes a typical trajectory of the QTS could also go outside the support of a branch of the universal wave function; what happens is that we cannot remember it! It is possible to go further in this reasoning and give a constraint on what an observer can know about the configuration of the universe. The conceptual assumption is that knowledge is something that must be remembered for a suitable amount of time. Knowledge which disappears in a very short time cannot be considered true knowledge.
Also this concept can be expressed in a precise mathematical form: 
where again A = (t A , ∆ A ) and B = (t B , ∆ B ).
Equation (47) guarantees that the knowledge A can be remembered for a not infinitesimal amount of time.
An interesting consequence of assumption B is the following: assume the usual decomposition of the universal wave function in two non-overlapping wave packets Ψ(t) = ψ + Ψ ⊥ . If ψ is irreducible, i.e. if it cannot be split into non-overlapping wave packets, the knowledge of an observer at the time t cannot be a proper subset of the support of ψ.
In [6] the notion of absolute uncertainty is presented, which poses limits to the amount of knowledge that an observer can have about a system. The conceptual base and the results of this section are however different from the conceptual base and the results of [6] 
Conclusion
The main thesis of this paper is that typicality and not probability is the primary notion to be used in order to explain the observed phenomena of nature. For instance, in section 5 it has been argued in a very simple way that typicality and not probability is the property which is actually observed and measured in any statistical measurement. In section 9 typicality has been derived from a distance between sets, without the need for any underling probability measure. Thus the independence of typicality from probability has been proved also from the formal point of view.
With these premises, the representation of the universe as a stochastic process has been discussed. A stochastic process is fundamentally a set of paths with a probability measure defined on it. It has been shown that Bohmian mechanics represents the universe as a stochastic process. Moreover, it has been shown that standard quantum mechanics cannot define a meaningful probability measure on a set of paths, i.e. it cannot define a stochastic process which could represent the universe.
On the other hand, quantum mechanics can define a typicality distance on the set of paths in a natural way. This has been shown in section 9, where the quantum typicality space (QTS) has been defined. The QTS can be considered as a stochastic process with a typicality distance in place of a probability measure.
It as been argued that the QTS can explain the observed phenomena of the universe in the following sense: a typical path of the QTS, i.e. a path chosen at random from the QTS correctly reproduces both the statistical results of the quantum experiments and the macroscopic classicality of the evolution.
The QTS actually represents a new formulation of quantum mechanics, according to which particles follow definite trajectories, as in Bohmian mechanics. As a consequence, as in Bohmian mechanics, neither the measurement problem nor the wave function collapse arise. Differently from Bohmian mechanics, the trajectories are not defined by a dynamical equation, but rather their observable properties are determined by the typicality distance, similarly to the way in which the probability measure determines the observable properties of the trajectories in a canonical stochastic process.
