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Abstract
Exact expressions, valid for all temperatures, are obtained in the form of infinite
determinants for the electrical conductivity, the thermal conductivity and the thermo-
electric power of a degenerate gas of quasi-free electrons interacting with the ionic
lattice of a metal. It is shown that the values of the electrical and thermal conductivi-
ties, in general, exceed the values given by the approximate interpolation formulae due
to Bloch, Wilson and others, and, in particular, that the Griineisen-Bloch formula for
the ideal electrical resistance is appreciably in error in the region close to the Debye
temperature. It is further shown that the residual and ideal resistances of an impure
metal are not strictly additive in the region where the two are of the same order of
magnitude. The behavior of the thermal conductivity is shown to agree qualitatively
with the discussion based on Wilson's formula given by Makinson; the numerical values
of the thermal conductivity, however, are increased appreciably, particularly for an
ideal metal at low temperatures. The thermoelectric power is also discussed, but no
simple results can be given for the intermediate temperature range.
I
THE THEORY OF THE TRANSPORT PHENOMENA IN METALS
1. Introduction
The theoretical study of the transport phenomena in metals requires the solution of
a complicated integral equation for the velocity distribution function of the conduction
electrons. This equation has so far been solved only for the simplest model in which
the electrons are assumed to be quasi-free; even for this case, no satisfactory and
generally valid solution has yet been given, although much effort has been devoted
towards obtaining solutions in a variety of special cases. At high temperatures, such
that (/T) 2 can be neglected, where G is the Debye temperature, the integral equation
reduces to an ordinary equation, and a solution is easily obtained (see, for example,
p. 208, (1); and the terms of higher order in (/T) may be obtained by a method of
successive approximations, Section 2, (2). The case of an impure metal at very low
temperatures can also be treated by a method of successive approximations, which
amounts to an expansion in descending powers of the residual resistance, Section 3, (2)
and (3); but the higher order terms become very complicated, and the method cannot
be applied to the case of an ideally pure metal. The electrical conductivity of a pure
metal can be obtained by a special method of Bloch (4); but this gives only the leading
term at low temperatures, and it cannot be used at all to deal with the second order
effects such as the thermal conductivity and the thermoelectric power.
More general methods, applicable in principle to the whole temperature range, have
been given by Kroll (5,6) and more recently by Kohler (7,8). Kroll transformed the
integral equation into an infinite set of linear equations and obtained a solution by the
use of infinite determinants; he confined himself to an evaluation of the leading terms
in the thermal conductivity and the thermoelectric power of an ideal metal at low tem-
peratures. It is shown in Section 5 of the present paper that Kroll's original result
for the thermal conductivity is, in fact, incorrect; see also Kroll (9) and Umeda and
Yamamoto (10). Kohler transformed the integral equation into a variational problem,
and attempted to obtain a solution by expanding the distribution function as a power series
and by using the variation principle to determine the coefficients. He evaluated explicitly
the approximations of lowest order only, and found that they lead to expressions for the
electrical and thermal conductivities which are identical with the interpolation formulae
previously obtained by Wilson (2) for an impure metal, assuming the general validity of
Matthiessen' s rule concerning the additivity of the residual and ideal resistances. (The
expression for the ideal electrical resistance obtained by these methods is identical with
the well known Griineisen-Bloch interpolation formula.) These formulae are, however,
known to lead to incorrect results at intermediate temperatures (3), and no explicit
expressions for the transport magnitudes which are exact for all temperatures have so
far been given.
Such expressions are provided in the present paper, which represents a synthesis
and further development of Kroll' s and Kohler' s methods of solution. In Section 2 the
variational method as developed by Kohler (8) is recapitulated, and it is shown that it
leads to equations which are identical with those obtained earlier by Kroll (5) by means
of an arbitrary procedure.* In Section 3 the calculations are completed without approxi-
mation; the transport magnitudes for a degenerate electron gas are finally obtained as
the ratio of two infinite determinants (Eqs. 38, 39 and 40). The results may be evalu-
ated numerically to any desired degree of accuracy by breaking off the determinants at
a finite number of rows and columns, but no attempt is made to give a general discussion
of the convergence of the method. Wilson's interpolation formulae are obtained on
retaining only the lowest terms in the determinants which give a non-zero result, and
it is shown in Section 3.31 that the effect of the higher approximations is to increase the
electrical and thermal conductivities above the values given by Wilson.
The electrical conductivity is discussed in detail in Section 4, and numerical values
are given. It is shown that the Griineisen-Bloch formula leads to values of the ideal
electrical conductivity which are appreciably too low at temperatures close to the Debye
temperature, in agreement with the experimental facts. For an impure metal it is
found that Matthiessen' s rule breaks down in the important temperature region where
the residual and ideal resistances are of the same order of magnitude. The deviations
from the rule are small and positive, in qualitative agreement with experiment. A
result obtained by Dube (3), which seems to indicate that the deviations from
Matthiessen's rule are negative, is discussed in Section 4.22 and is shown to admit of
no such interpretation.
The second order phenomena are considered in Section 5. It is shown that Wilson 's
formula for the thermal conductivity, discussed in detail by Makinson (13), is qualita-
tively correct; and the existence of a minimum at intermediate temperatures is confirmed.
The numerical values of the thermal conductivity are increased appreciably at inter-
mediate and (for an ideal metal) at low temperatures. The paper concludes with a brief
discussion of the thermoelectric power in Section 5. 2.
2. General Theory
2.1. The integral equation. We restrict the discussion to monovalent metals and
assume that the electrons are quasi-free, so that the energy E is related to the wave-
vector k by E = h lk2/(8srmm), where m is the effective mass of an electron. In the
presence of an electric field 9 and a temperature gradient aT/ax parallel to the x axis,
the distribution function f of the conduction electrons is most conveniently written in the
form
af
f = fo-k ca e (1)
*After completion of the present work, there came to the author's notice a paper by
Umeda (11) in which the variational derivation of Kroll's equations is given independently
of Kohler's work. Some particular results of the present paper have been anticipated
by later Japanese work on Kroll's method (10, 12).
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where * = (E - )/kT ( is the Fermi energy level and k is Boltzmann' s constant*), fo
is the Fermi function l/(e? + 1), and c(7) is a function of 77 which has to be determined.
When scattering by both impurities and the lattice vibrations is taken into account,
the integral equation for c(7) is (reference (2), Eqs. 3 and 19)
4 A 3/2
4A 
If2m1 m/
()3 E3/2 + T a ( ) +T 6_ T )= L(c) (2)
where
L(c) =-AM(Y) E 2 c()- 
-/T
e + z dzX l 
e M+z + 1 1 -- e-Zl
and -E is the electronic charge, M
tering power of the impurities, and A
metal. The explicit form of L(c) will
in the present section.
is a constant depending on the number and scat-
and D are constants characteristic of the pure
not be needed for the general results to be proved
2.2 The variation principle. Since the integral equation is linear, it is sufficient
to solve it when the left-hand side is replaced by En; the corresponding solution is
denoted by c(n). To obtain a solution we make use of a variational formulation of Kohler
(7,8). Kohler has shown that the correct solution c ( n ) is such as to make the integral**
c(n), (n))= c(n) L(c(n))a
a f
- C
(4)
a maximum, subject to the subsidiary (normalizing) condition
* The use of k in two different senses, to denote the wave-vector k with components
kl, k2 , k3 , and to denote Boltzmann's constant k, should not cause any confusion.
**The relation between the present notation and that of Kohler (8) is most easily found
by comparing Eqs. 2 and 3 of the present paper with Eqs. la, lb and lc of Kohler's
paper. Kohler writes the curly bracket on the left-hand side of Eq. 2 in the form
and separates the integral equation accord ngly; this procedure is in some respects
and separates the integral equation accordingly; this procedure is in some respects
more convenient than ours, which is that used by Wilson (2), but the final results
are the same. Equations 4 and 5 of the present paper are essentially equivalent to
Eqs. 5a, 5b, 6a and 6b of Kohler's paper.
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(3)
[E c?)- ~l+ Z(E 1 T 2 L )]IEc(7)- (7 z(E+ kTz -D-) 
00(| n C~) vdE c(n) af° d7 (5)
Kohler has also proved generally that, if 1 and 42 are any functions of i,
( l ' 42) ( l2' ) '(6)
and
(41, 41)> 0 (7)
2. 21. We now expand c(n) as a power series in 7,
c(n)() = c(n) } (8)1±0c c ~~~~~~(8)
C =o
and use the variation principle to determine the coefficients. Equations 4 and 5 become
co :
(c(n), c(n) , d c(( n) c(n) (9)
11=o v=o
and
C0 co c0
(d cn) C( (n ) (n) (10)
_ T V0 11 V L 11
= V=o y =o
where*
Of
d V = (7 )= 7'r 1' L(-j y ) d - 7 d> (11)
and
af
En af° d v7 (12)
00
By differentiating with respect to c(n) for example, it is found that the maximum value
of expression 9, subject to the condition of Eq. 10, is obtained if the coefficients c(n)
satisfy the infinite set of equations
co
d. 0n) , = =  1, 2, . (13)
v/ =
Equation 13 could have been obtained formally from Eq. 2 by multiplying by
* Apart from a multiplicative constant, the quantity d y defined here is the same
as that used by Kohler (8), Eq. 8c. Also a(3/2) and a ( 5 / 2 ) correspond to Kohler's
a. and p, but are not identical with them for the reasons given in the second
footnote on page 3.
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7 (8afo/an), where 1 = 0,1, 2, ... , and integrating with respect to 7). This is, in fact,
the procedure adopted (without special justification) by Kroll (5); see also Section 6.5,
(1).
2.3. The current densities. If v is the velocity of an
the electric current is given by
2 3/ e 
=- vfdk dk2 dk- 1 6- (2m) 3/2e 
4w 3h
=4'3 3
2 I I
electron (hv = 2 gradk E),
-~~~r
E3/2 c(n) -f d 
zE- + T () +3 5 T ax
2 2
and the heat current is given by
w 3 i= vx E f dk ldk 2 dk 3
w3 2 3-T ( ) -
1 T
5 T T-
)2
where, using Eqs. 8 and 12,
3) c8af
8A m n) (o) - 8A
m,n T)an - = 3- (
3 (m) (n) = 
(T) aU4 c1 n, m
tL=O
(Note that our notation for the t'"s differs slightly from that used by Wilson (2)).
2.31. Solving the infinite set of Eqs. 13 for the c(n) and substituting the result in
Eq. 16, it is easily shown that
_ 8A ® 3m,n
m, n 3--- (T) I
where.6 is the determinants of the d ' s,
.0= Id I
(17)
(18)
and where
0 =
m,n
0 a(m) a(m) a( m )
(n)
0 d 0 2
(n)
1
(n)
2 (19)
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(14)
(15)
. (16)
All the transport effects of interest are readily expressed in terms of the K_ _, and
hence ir terms of the quantities d and a (n).
The electrical conductivity is given by
22= 3 8 h. T3 m 3 3l cf (T)
2 2
The thermal conductivity is
K -*z
'3 3 5 5
ZZ 7I 
1'3 3
2 2
T
3 5
22
BA 05 5
= 8A o () \ ,
3 5
+ 2' 
As shown by Kohler, Sylvester's theorem (see, for example, (14)) may be used to write
this in the simpler form
8AK 3-r -h
Z 3 3 5 5
2z I 2 I 2 2
0 0
0 0
4 )3 3 5 5
(T) zQ I3 3
2 2
(3/2) (3/2) (3/2)
0 1 2
(5/2) (5/2) (5/2)
0 1 2
a(3/2) a(5/2)
0 0
a(3/2) (5/2)
1 1
a(3/2) (5/2)
2 2
d 02
d 10
d2 0
Finally, the absolute thermoelectric power per degree is -/e
3 5 -: 3 3 3 5 - 3 3
._ 2'2 z'z = I'z 2'2
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.m, 11
3 3
.0
(20)
(21a)
where
(21b)
(22)
, where
(23)
3(
f ·
d01
d12
d22
vx 
,
IZ 1 ' 3 T c0, 33T
J ' '
3. Explicit Evaluation of the Transport Magnitudes
for a Degenerate Electron Gas
3.1. The quantities a (n ) and d defined by Eqs. 12 and 11, (L being the integral
operator (3)), may be evaluated by expanding in powers of 7 and using the usual methods
for integrals involving the Fermi distribution function. The calculations are straight-
forward but (in the case of the d ) somewhat lengthy; details are given in Appendix 1,
and only the final results will be quoted here.
It is found that
a(n) = _ tn an_ n
1'
r=2,4,6...
n(n- l)(n- 2)...(n- r + 1)
r!
a +r (24a)
if i. is even (including = 0), and that
a(n) =_ n
p.
r=l,3,5..
r=1, 3, 5. . .
n(n- 1)(n- 2)...(n- r + 1) a r
! jCi +r
if is odd, where y = kT/f is the degeneracy parameter, and where
a = 1
a2s = (s)! ( )
1=1 s
and B is the sth Bernoulli number.
s
Further,
d =: AM( ) tIII, T
= (2 2 s -2) B s
(a+ 2 a ) + D() 
(a I+ + aR++2)+ ZD( ) F y
if ii+v is even, and
d y = 2y AM(F)
:2 T 2
a++l + 2yD(O) F v
if i- v is odd, where
F =a+ a 5F ? 1 / ,
R-1, 
+ EF
k=3,5,7...
V-l, V
k=3,5,7...
1) +v-k+l
k i+v-k+1
(v) a+v k+ 
k p.+v-k+
(&k+4-D (T) 6 k+2)
(k+4 - z() k+ )
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(24b)
(s > 1) (25)
(26a)
(26b)
0 ( 2
+ (T)
i +'+1
7 + + 1 aL+v-k+lQ
k3 5k ) +v+ 6 k+ 2
k=3, 5,7. 
+ (- i )" II 1 P t)0( ++ 1 ) + (+v+5 D (T)
if +v is even, and where
F_/ {; (T) (pI+v) + 2 a + 1 5FpV =$(~~~~~~R 
p-1, 
-
k=4, 6,8...
y -1, 
- i
k=4,6,8...
;;k+1 1 ( a+-k+l k+3
k+ - 2 k a+v-k+l k+3
tk+1 - V k
I) + I+ 1
k=4, 6,8...
(+v+2 aiu+v-k+l 1 +
k+l / , +v+2 k+3 + 2( -1) (I~-~)(Vl+Y+2)! Y1+V+4j (27b)
if + v is odd. In these expressions the symbol
k=3,5, 7...
for example, means that the upper limit of the summation is to be taken as , -1 or 
according as is even or odd, and moreover that the summation is to be omitted entirely
if < 3. It is evident by inspection that F v = F ; as particular cases, we have
F = F
v+l vl -+l
kkv +1 5.k+4
k=1,3,5...
(28a)
if v is even, and
F =F - 1 (@) 2
ov Fvo 2 D T
v+l
v+ l v-k+ 3
k=2,4, 6...
if v is odd. Finally, in the above expressions
9n
=e/T
z dz
(eZ - 1)(1 - eZ)
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il +v+3 (27a)
(28b)
(29)
It should be particularly noted that the calculations have been carried out retaining
all powers of y. The expressions for a( n ) are infinite series in ascending powers of y,
while the dvy involve powers of y up to and including the second only.
3.2 The transport magnitudes can now be evaluated explicitly by substituting the
expressions 24 and 26 in Eqs. 20, 21 and 23. For a degenerate electron gas it is suffi-
2
cient to retain only the lowest terms in an expansion in ascending powers of y . This
enables us to simplify the resulting expressions considerably; it should be noted, however,
that this approximation does not, in general, allow us to break off the infinite deter-
minants at a finite number of rows and columns.
It follows from Eqs. 18 and
.0 is independent of y, and is
26, for example, that the leading term in the determinant
0 do
0 d'
d'o
0 d31
d40
the coefficient
obtain
d'1 d d3d1 d13 15 
d31 d 3 d'
d'51
0
53 55
0 0
0 d'04
0 d 3
0 d222
0
0 d2424
0 d333
0 d4 2
0
0 d44
of the lowest power of y in d . Rear
0 0 ....
0 0 ....
... 0 0 0 ...
... d d' d'
·00 02 04 .
0 0 0.... d d' d ' 20 22 24...
0 0 0 .... d440 d444 ....
11 d13 d 5dll d 3 d 5 ....
d51 d5 3 d5 5 ....
-ranging rows and
x do d ' d4 .
d20 d22 d24'.20 22 4....
d42 d 44 .
(30)
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where d' is
'Lv
columns, we
,9=
.
.
. . . 0
. . . 0
d4 
Similarly, we find
/23
2
3 
2
O a0 0 a 2
a0 d'o do00 2
0 0 d' 0
a2 d20 0
0 d 131
d22
0
0
0
0 d33..
di d13 d15....
d3 1 d3 3d 35...
d d'! .d53 55' 
x 0 a0 a2 a4 '..'
a d d' do2 do4
az d20 d d2 420 2 2 24 
a4 d40
(31)
and, after somewhat more complicated manipulations,
a2 a4 a 6
a2 d l d3 d5-
a d' d d
a6 51 53 55 ....
30 a0 a0 z 22
3 d
a 2 d0
a 2
3 a
24
a 4
3
2
0
x 0 a 0 a2 a4
aO do' do'2 d'00 02 4 ....
2 d2 d- d' -a 2 d20 d22 d24-'
a4 d4 0 d4 2 d44 ...
.0 
. 4
3
a2 2
do1 do2
dll 0
a4 a 4
do3 do4
d r 31 3
d2l d22
0 0 d33
a6 d40
0
Z'3 d4
0
4 d443 44
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0
2 8
=Y ly3 5 5
2'2'2
0203
2'
and
2' 2 2
2 4
=Y ly3
'2
(32)
(33)
d '· d5' 
i i j i
d31
only the lowest power of y being retained in each case.
3.3 The final results are most conveniently expressed in terms of the approximate
interpolation formulae for the electrical and thermal conductivities of an impure metal
given by Wilson (2), p. 378. From Eq. 26 we readily obtain
d (r) - +
-5Ai (34a)
if i+v is even, and
8E2 3 A(3 2a+ + F
dL V 3ITrh (T) ( r M I) (34b)
dr 1A3
if p+zfis odd, where l/r = Pr = 3fhM/(8E 2 ) is the residual electrical resistance, and
where
1 3ThD T 5
0* Pi A (B) & t3. 6 5 (35)
is the GrUneisen-Bloch interpolation formula for the ideal electrical resistance. Alterna-
tively we may write, for + even,
8wkrk 3A e 2 (a + 1 2 F (36)
= _ _ _ _ _ _ _ _ _ _ (36)
9h S K 3\ FlKi
(F 11 is obtained from Eq. 27a, and = 1 (k/) 2 a T is the residual thermal conduc-
tivity; note that the present notation differs slightly from Wilson' s), and where
1 8_ 2h ) 5 + 2() (I 1 (3)
is Wilson' s interpolation formula for the ideal part of the thermal resistance. *
Combining Eqs. 20, 30, 31 and 34a and removing a common factor from numerator
and denominator, we obtain the final expression for the electrical conductivity
* This formula is introduced here for mathematical convenience; we may note (see
Section 5) that, unlike Eq. 35, it cannot be used as an interpolation formula for the
ideal resistance in the absence of impurities.
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a a0 C 1 a2 F02
r I r ~ 
a4 + 40
O a.
(a 4 F 2 2 )F22
(a 6 +_42_
r .
*5 
a4
a4 F 04
\r 9t5 
a 6 F 24
(-4+ 04J...
r 5 
a8 F44\ r 5iFu)5(i 
a 2 F0 2yIr 3 5: J
(a4
_~
F22
5D1 
a 6 F4 2
+a F0 44 + 0 4 ..
(r 51 /r
F 2 4
5(T.
a 8 F44
\r 5i /
(the a' s are given by Eq. 25 and the F 's by Eq. 27a).
Similarly, combining Eqs. 21b, 31, 32 and 36, we obtain the thermal conductivity
a 2
1 2 
a2 3 + i) (4Ki K
a4 ( r2F31
4 3~
a 6
a6
Kr
1 2 F51 
3 Flli
a6
Kr
(\r
a4
1 2 F 13 >
+37 FllKi/
1 2 F 3 33 Fl 1 i/
+ 3
a6
Kr
a8
r
(alo
\r
2 F53
'T li/r
a6
1 2 F1 5 
FllKi
1 2 F35 1
+ FllKi
1 2 F55
1 2 F13
+ 1 FllKi/
1 2 F33 
+- 3 Fl i
1 F53
+ 3s FlliJ
a6
(r
a8
talo
\Kr
1 2 F15 
+12 Fll
1 2 F35
3 Fl } KI'
1 2 F 55 
3FllKi
(39)
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(r 25 1)
a 4
(r 1)
_ +
/a F20
r 25i 40
M- 5~1
0
(38)
K- 3
r=_z (a4
"4
(a6
\r
a8
r
1 )
F31i
I 2(
.3
Q 1
+ n
a
( I
r
6
r
1 2 F1 I
+3 FlKi
a20 a0
and, combining Eqs. 23, 31, 33 and 34, we obtain the thermoelectric power
a0
3
2a2
(2a 2 F01
r 5 i
a2
2a
r 
r
F 11+ /
F21+ Mo~/
0
(a4 F22
a'J + 5c /
3 a2 F20
+ f5 1
Ia F\5J.
a4 F3 1
\ r 51/
0
0
a2
(a4
r
2a6
a6
Cr
F 13
F33 
...
tS5i...+
0
a0 r
0 0
a2 ('4+)20
a2 + T.5"
0
(a
r
0
a2 F02
.r Mkcr 5 I
0
(a4
\r
0
a4 F13)
l+ c r
F22
-1-i
0
a4 F31
\r 5 1
(a6 F)330
I : : : (40)
3.31. An alternative form for (rand K, which is particularly convenient for numeri
cal evaluation, may be obtained as follows. Let S(2n) be the determinant obtained by
breaking off the denominator of Eq. 38 at the (n + l)th row and column (the element in
the bottom right-hand corner being a4n/cr + F n/Q.c.). Also let S(2an)be the deter-
minant of n + 2 rows and columns obtained by bordering Sn) with 0, a0 , a 2 , .. a 2n,
and let S(2n) be the determinant obtained from S(2n) on replacing the last column by
a0 , a 2 , . . ., a2n Then Sylvester's theorem gives
-13-
0
3 a2 (r 2az
a 2
3
a4
a2
Foz 
.5ai
(a2
r
0
(2a4 Fo3\
FS'i J
a4 0
k2T
0 a0
0 0
S( 2 n ) S(2n)
(2n) a S(2n-2) (2n)(2a) a,a
Sa a, a
or, rearranging,
a,a + a,a 41
+ s(2n-2) S(2n-2) (2n) (41)
Also
(0)
Saa ((0) (42)
where
1- - + -- (43)
is the expression for the electrical resistance obtained by assuming the general validity
of Matthiessen's rule; a. is given by Eq. 35.1
In Eq. 41 put n = 1, 2, 3, ... , and add each of the resulting expressions to Eq. 42.
This gives
a- (0) + ( a(n) (44)
S(2 n -2) (2n)
n=l
Similarly, for the thermal conductivity,
K= (0 ) + 3- Ka _where n-2 ) K(2n) (45)
n Kn2 ) Kn= 1
where
1+ (46)
Here Ki is given by Eq. 37, and K(2n) is the determinant obtained by breaking off the
denominator of Eq. 39 at the (n + l)th row and column, while K(an) is obtained from
K ( Z ) on replacing the last column by a 2 , a 4 , ... , azn+2 
In Eqs. 44 and 45 the correction terms to Wilson's interpolation formulae are
exhibited explicitly. It may be shown that the determinants S( 2n) and K( 2 n ) are positive
(this is essentially due to the fact that the d defined by Eq. 11 are the coefficients of
a positive definite quadratic form), and the series of Eqs. 44 and 45 are therefore
monotonically increasing sequences.
-14-
I· _
4. The. Electrical Conductivity
4.1 Equations 38 and 44 for the electrical conductivity are valid for all temperatures
(provided that it is permissible to treat the electron gas as completely degenerate), and
for ideally pure as well as for impure metals. Previous solutions have all been confined
to the regions of temperatures high and low compared with the Debye temperature, for
which the complicated general expressions reduce to comparatively simple ones. At
high temperatures, Wilson, Section 2, (2) has shown that the conductivity is given by
Eq. 43, correct to terms of order (/T)Z and ME/T.* Further, Bloch (4) has shown
that the ideal part (Eq. 35) of Eq. 43 represents the leading term in the expression for
the conductivity of an ideal metal at very low temperatures, and Wilson, Section 3, (2)
has shown that Eq. 43 also gives the conductivity of an impure metal at low temperatures,
correct to terms of order Or/cai. (These special results can, of course, be shown to
follow directly from Eqs. 38 and 44; the proofs will not be given here.) At sufficiently
high and low temperatures, therefore, (r = (O), Matthiessen's rule is valid, and the
correction terms represented by the infinite sum in Eq. 44 are negligible. At inter-
mediate temperatures (such that T is comparable with 0, or or r with ai) the correction
terms become appreciable and increase the electrical conductivity above the value given
by Eq. 43. For an ideal metal, each correction term is proportional to (/T) 5 at high
temperatures and to (/T) 3 at low temperatures ((0) is proportional to /T and (/T) 5
respectively); while, for an impure metal, each correction term is proportional to
(T/)10/M 3 at low temperatures, where a ( ) is proportional to 1/M. It is, in general,
no longer possible to separate the resistivity into a part depending upon r only and a
part depending upon Pi only; no simple formula can be given for the deviations from
Matthiessen's rule, but they are evaluated numerically below for some typical cases.
4.2 The magnitude of the correction terms has to be estimated by numerical
methods. For this purpose it is convenient to rewrite Eq. 44 in terms of the notation
introduced by Makinson (13). The ideal electrical resistance at high temperatures, such
that (/T) 2 can be neglected compared with unity, is (1), p. 208,
1 AT
1
where
A - 3nhD (48)
(16 2 3 A)
With this notation, we easily obtain from Eq. 44
* In discussing the high temperature limit Wilson actually confined himself to the case
of an ideally pure metal (M = 0), but his method is easily extended to include the
impurity term.
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P A =5 + E (2n-2) (49)
) 5where n=l
where
(2n) = (() F 0 0 + A) (() F 0 2 + a2 ). (() F0,2n +an 
g7 F + a 20g F - .... +aF 20 + a ) (() F 2 2 +a 4 4A (( F2, 2n +a 2 n + 2 )
) F0 + ..a . F + a 2 n + 2. ... Fn,....
n, 2nA) (()A 2n, 2 2n+2 )** (() Fn 2 n + a4n )
\ ~ ~ ~ ~ \I \I (50)
and where g( 2n) is obtained from g(2n) on replacing the last column by a 0 , aa .... .
The a' s are given by Eq. 25 and the F v s by Eqs. 27a and 28a. The parameter
Pr/4A is a measure of the amount of impurity present, and it is seen that the quantity
4Acrdepends upon T/E, D/: and pr/4A only. For monovalent metals, which alone are
considered in the present paper, we have D/ = 2-1/3 (reference 13).
4. 21. Equation 49 may be used to compute successive approximations to a by
retaining successive terms of the infinite series; the value obtained by retaining N
terms of the series will be denoted by a(2N) = /p(2N). In the approximation of zero
order, Matthiessen' s rule is valid and the resistance is given by Eq. 43.* If p2N)(2N)
denotes the resistance of the ideal metal in the Nth approximation, the deviation A(2N)
from Matthiessen's rule is
A(2 N) (2N)(2N)+ dr) (51)
in general it will depend both upon the temperature and upon the amount of impurity
present.
The first three approximations have been evaluated numerically. Table 1 gives
values of P2N)/4 A for the pure metal, and of p(2N)/ 4 A and A(2NY4A for two values of
the impurity parameter pr/4A. Explicit expressions for the a 's and the F ,' s required
in these calculations, and a table of values of the integrals in defined by Eq. 29, are
given in Appendix 2.
* Kohler (8) attempted to evaluate the first correction term, and claimed to show that
it is zero for a completely degenerate electron gas. This (incorrect) result is due
to an error in Kohler' s evaluation of the quantity d2 2 (Eq. 18 of Kohler's paper).
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An idea of the magnitude of the correction terms, and of the rapidity with which the
series (Eq. 49) converges, can be obtained by an inspection of Table 1. It is seen that
the deviations from the zero order values of the resistance are negative (as noted in
Section 3. 31) are largest in relative value when T/e is of the order of 0.2 but decrease
rapidly for higher and lower temperatures, and are most important for very pure speci-
mens; the maximum value of the correction to the ideal resistance amounts to about
10 percent. The deviations from Matthiessen' s rule are positive, increase with the
amount of impurity present and are largest in the region where the residual and ideal
resistances are of the same order of magnitude. They are very small in relative magni-
tude, and for the range of values shown in Table 1, is always less than one percent of
the total resistance.
The measured resistance values are usually separated into an ideal and a residual
part by assuming the validity of Matthiessen' s rule, and the temperature variation of
the ideal resistance is assumed to be given by the Griineisen-Bloch formula, Eq. 35
(15). It is now seen that both these assumptions are incorrect, and in particular that
Eq. 35 leads to values of the ideal resistance which are considerably too high at inter-
mediate temperatures. Also Matthiessen' s rule is strictly valid at high temperatures
only, and at very low temperatures such that the residual resistance is large compared
with the ideal resistance; but the rule always represents a good approximation, and the
deviations from it need only be taken into account if high accuracy is required. The
experimental data (compare the tables given by Griineisen (15)) are not sufficiently
accurate to be compared in detail with the theoretical results, but they are in general
agreement with the predictions outlined above. The observed values of the ideal resist-
ance at intermediate temperatures are in most cases smaller than the values calculated
from Eq. 35, and the magnitude of the deviations is of the order predicted by the present
theory. The observed deviations from Matthiessen' s rule are in many cases too large
to be explained by the present theory, although they agree qualitatively with its pre-
dictions. To account for their order of magnitude it is, in general, necessary to employ
models more complicated than the one-band,free-electron model discussed here ((16),
p. 450; (17)).
4.22. Kohler (17) has proved generally that the deviations A from Matthiessen' s rule
are always positive (or zero), and we have seen above that the behavior of the free-
electron model is in agreement with this result. A calculation of Dube (3) is in apparent
contradiction with Kohler' s theorem. Dube attempted to obtain an estimate of A for the
free-electron model by using Wilson's method of successive approximations (2) to calcu-
late the resistance of an impure metal at low temperatures, correct to terms of order
(Pi/Pr)2. Dube' s result is (using his notation)
P = P + Pi- (g(T)--l) P/p r (52)
where Pi is given by Eq. 35, and where g(T) -1 is a complicated function of T which
-18-
tends to a constant positive value at very low temperatures. (An expression corre-
sponding to Eq. 52 may easily be obtained from Eq. 44 by expanding in powers of ar/Ti ,
but owing to the restricted validity of such an expansion this question will not be con-
sidered further here.)
Dube used his result to conclude that the deviation from Matthiessen's rule is
= p-(Pr + Pi) =-(g(T)-l ) Pi/P ' (53)
which is negative. This argument is fallacious. The reason is that, in the approxima-
tion considered by Dube, it is not correct to identify Eq. 35 with the ideal resistance.
In fact, Eq. 35 represents merely the leading term in an expansion for the true ideal
resistance i at low temperatures, of the form
I T, ( T 4Pi = Pi - c ) +0 ((54)
where C is a positive constant. The leading term in the expression for A at low tempera-
tures is therefore given by
T 2
p = (P + P Cp i ) ' (55)
and not by Dube's expression, Eq. 53; the latter is of higher order in T/0. A is
therefore positive, in agreement with the general result, and it is clear that Dube' s
calculation by itself cannot be used to draw any conclusions whatsoever concerning the
nature of the deviations from Matthiessen' s rule.
5. Seconc Order Phenomena
5.1. The thermal conductivity. The general expressions of Eqs. 39 and 45 for the
thermal conductivity are analogous to those for the electrical conductivity, and may be
discussed in similar fashion. The zero order approximation K( 0 ) given by Eqs. 37 and
46 was first obtained by Wilson (2) and has been discussed in detail by Makinson (13).
We must now consider how this expression has to be modified to take into account the
effect of the higher order correction terms. Wilson has shown that K(0 ) is the correct
expression for the thermal conductivity at high temperatures, including terms of order
(e/T)2 and MO/T, and that it holds also for an impure metal at low temperatures, cor-
rect to terms of order Kr/K. There is one important difference compared with the
r 1
case of the electrical conductivity. Bloch's method (4), which is used to show that the
ideal electrical resistance at low temperatures is given correctly by Eq. 35, cannot be
applied to the second order effects such as the thermal conductivity, and in fact the ideal
thermal conductivity at low temperatures is not given by Eq. 37, contrary to statements
made by Kroll (6) and Wilson (1), p. 219. This matter is discussed further below, but
the difference in status between Eqs. 35 and 37 should be carefully noted.
-19-
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5.11. To evaluate the thermal conductivity numerically, we use the notation of
Section 4.2 to write Eq. 45 in a form which corresponds to Eq. 49. This is
T X(2n
2 T Pr T X(2n- 2 ) X(Zn) (56)
00 () Fll+ a2 4 A n=l
where A is given by Eq. 48, Lo = (irk/E)2 is the 'normal' (high temperature) value of
the Wiedemann- Franz ratio, and where
X(2n) =
-F11 + a 2 (A ((G) F 13 + a4 E .... (() F1, 2 n+l + a2n+2 )-A
(*) F 3 1 + a 4 )4- (() F 3 3 + a6 E ) .... ) F3,2n+l + a2n+4 
F.n.l,.1. + .a.n+2..n.l,. +a 6 n) ... ...........
) 2 n+ 1 -a 2 +2 ) (( ) F2 n2n+ 2 + aa4 AZ
(57)
while X( 2 n) is obtained from X( 2n) on replacing the last column by a2 , a 4 ... .o elcn h a clm a a .a2n+2
The value of the thermal conductivity obtained by retaining N terms of the infinite series
in Eq. 56 will be denoted by K(2n) (The first two terms of the series for the case of an
ideally pure metal have been obtained and discussed by Kroll (9) and by Umeda and
Yamamoto (10).) The F s required for evaluating the first three approximations are
given explicitly in Appendix 2; the results of the calculations for a monovalent metal,
both in the absence of impurities and for two values of the impurity parameter pr/4A,
are shown in Table 2 and are displayed graphically in Figs. 1, 2 and 3.
As a particular result it should be noted that, for an ideal metal at low temperatures,
each term of the series of Eq. 56 is proportional to (/T)2; the ideal thermal conduc-
tivity is therefore proportional to T , as stated by Makinson, but the proportionality
constant cannot be given in closed form. (It may be obtained from Eq. 39 as the ratio
of two infinite determinants. ) In the presence of impurities, however, the zero order
approximation is exact at sufficiently low temperatures (as stated above), being pro-
portional to (T/®)/(pr/4A), whereas each correction term is proportional to
(T/(e) 7/(pr/4A) 3 . At high temperatures K( ) is independent of T, and each correction
term (for a pure metal) is proportional to (/T)4
The zero order curves in Figs. 1 to 3 correspond to Makinson' s approximation
(cf. Fig. 1 of Makinson's paper). The present theory shows that Makinson's formula
-20-
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Fig. 3
The thermal conductivity
of monovalent metals.
Pr/4A = 0.03.
T/e
for the thermal conductivity is qualitatively correct, and in particular it confirms the
existence of a minimum in K at intermediate temperatures, provided that the amount of
impurity is not too high.* The numerical values of the thermal conductivity are increased
at intermediate temperatures in all cases, and are increased particularly at low tem-
peratures in the case of an ideally pure metal. The position of the minimum in K is
shifted towards slightly higher temperatures, and the same is true for the low tempera-
ture maximum in K which occurs for impure metals. The correction terms are, in
general, larger than in the case of the electrical conductivity; the first correction to the
ideal thermal conductivity alone amounts to about 25 percent at low temperatures. This
means that the Lorenz number L = K/aT is increased above Makinson's values; numeri-
cal estimates of L may be obtained by combining corresponding values of cr and K given
* It may be objected that inclusion of the higher approximations might invalidate this
result. This is not so, since the thermal conductivity at high temperatures must
decrease at first as the temperature is lowered (2), p. 376.
z
4
___ __ __
in Tables 1 and 2.
The experimental results on the thermal conductivity have been discussed by
Makinson; they are not sufficiently accurate to justify renewed discussion in the light
of the present theory. There is fair agreement between theory and experiment, both
qualitatively and in orders of magnitude, but the minimum in K predicted by the theory
does not seem to have been observed.
5.2. The thermoelectric power. The general expression, Eq. 40, for the thermo-
electric power is more complicated in character than the corresponding expressions for
the electrical and thermal conductivities, and will not be discussed in the same detail.
It is known that, at high temperatures,
= Tr2kZT/ (58)
and that, at very low temperatures,
' = r'k T/3, (59)
This latter result, in particular, is valid both for an ideal metal and in the presence of
impurities (5); pp. 177, 220, (1). The correction terms of order (/T) 2 at high tempera-
tures, and of order (ar/c for an impure metal at low temperatures, have been obtained
by Wilson (2). These results may be shown to follow as special cases from Eq. 40,
which provides the connection formula for the transition from Eq. 59 at low temperatures
to Eq. 58 at high temperatures, and which replaces the simple approximate interpolation
formulae given by Kohler (8) and Sondheimer (18). Kohler' s formula, in particular, is
obtained if the infinite determinants in Eq. 40 are broken off at the third row and column,
and higher approximations to E may be obtained by retaining additional rows and columns.
It does not seem possible to make any general statements regarding the effect on of
retaining the higher terms. There is therefore no point in discussing them in detail,
particularly in view of the well known inadequacy of the free-electron model to serve as
a basis for discussing the observed thermoelectric effects in real metals.
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Appendix 1. Evaluation of a( n) and d v
1.1. Consider first
a(n) 
n af
En Vi o d7 (A-l)
where 7 = (E -g )/kT. Put y = kT/g, and suppose that En can be expanded in the series
oo
E n = n(l + ,)n = n + n £ n(n - )(n - 2)...(n - r + 1) (Y,)r
r=l
(A-2)
so that (assuming that the series can be integrated term by term)
(n) n afo d7 + fn ' n(n - 1)(n- 2)...(n- r + 1) r 77r+FL f
~ r=l (A-3)
Now according to Wilson (1), Appendix 1.3,
00 El rf
r w d;77 (1 ef d 7: = - a (r even),
= 0 (r odd) ,
where
a = 1
0
c0
\7' (-1)'l
aZs = 2(2s) ' S
1=1
(s > 1)
(A-4)
(A-5)
Combining Eqs. A-3 and A-4, we obtain Eqs. 24a and 24b of the main text.
1.2. We have, next, combining Eqs. 3 and 11 of the main text and putting E = (1 + y),
e/T 2
e- zedz I (A-6)
where
I (z) = 77 L
-00
[(1 + (++1 D T 2 Z2) e7 7 +l Y 7 ) 7 (77 + z) ( + 7 7 + Yz-- () e 77 + e - z[(o···; 2 yza 2 e + 
+ ((1+ 7)r _ (7 7 Z)Y (1 + y7 7 _ -1 yz_ D T 2 )) e + 1 
e77- Z+ 1
af0 d7
(A-7)
(The term corresponding to the presence of impurities has been omitted. )
We shall consider in detail only the case where ji and v are both odd. The other
cases are dealt with similarly. In Eq. A-7, expand (77 + z)v in powers of 7 , and put
-25-
+ _ _ _ _ _J+(z) = 7
s give 7s, after some rearrange ent,
This gives, after some rearrangement,
+ e + 1
e7 Z + 1
I = v (D T 2(O) 2z
,+ 
r=2,4,6...
1 y+l+ + (T)2 z2 +
-L Z }~ 9WiY+
[ (r DT2 2 J+,+v-r -Yz )
- ( + )2 Yz J+v
+ I/rl J) - r
v-2
r=1,3,5 { D (2 z2 J L+V-r -- z(1 ) r V) J+ 1 ri+v- r]r
(A-9)
1.21 To evaluate the integrals Js(z) we use the following result, which is a slight
generalization of a formula given by Wilson (2) Eq. 11:
S77
(e-7 + 1)(e 7 +Z+ 1)
Js(Z) =s
and
Js(z) =
1
(s + 1)(1 -
1
(s + 1)(1 -
1
(s + 1)(e -
e-Z, (7 + z)
) (27s + 1
s+l s+l
(e + )(e?7 + 1)
1 _c(7o z))ad
s+l af
- ( + z) s+ l-(7- z
s + l
z)
d?7 . (A-10)
17 , (A-lla)
af
(A-llb)
Expanding (77 + z) s + l in powers of 7 and using Eq. A-4, we obtain
s+l
J+(z) 2 E]
s (s + 1)(1- e) t=1,3,5..
if s is even, and
(s+ i) as-t+l
t
z , Js(z)= 5
J+s(Z) = ,5 J-(z) =s
2
(s + 1)(1 - e -Z)
s+l
t=2, 4, 6...
if s is odd.
1.22. From Eq. A-9 and Eq. A-12, we now obtain
-26-
af
0 d77 . (A-8)
zI r
This gives
(A-12a)
as-t+l
t
z (A-12b)
I
- 1)
r
)s+
(DT)2 z2
t=2,4,6...
2
(,u+ + 1)(1-e e-Z)
)=-1 ,
r =2
,4,6 ...
( ti)
,+v-r+l
t=1,3,5. ..
V -2
,3,5.
r= 1, 3, 5.
1 V r
p +v-r + 1 r)
4+v-r+l
t=2, 4,6...
(1 + v-r+l1
t aR+v-r-t+l zt 
(A-13)
The double sum in Eq. A-13 may be simplified by collecting together all the terms
involving a fixed power of z, say zk. The square bracket in Eq. A-13 then becomes
F± +V+l
k ,C + 
k=3, 5,7...
A ,Tr v -- IT
,uv,k ( L +v- k + 2
a +Y-k+l
Bv,k (+ V- -k + )!
k
Z 
k-l
A = 
r=l
),-l
Bv, vk =
r=l
(-1)r (r + V- r) 
_ l)r (v +(F(k V-r)!
The summations in Eq. A-15 may be evaluated to give (supposing that ,u < v)
Apvk =( + -k)! (k+ (k)
Avk
pv,k (p + v - k)!
( + v)!
- k!.
(p + )!
.F
if , + 2 k.<v,
B = p! ( + )!
t v,k (k - v )'! k+
if + 2 k + -1, and
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I =
4V"
2z 
( + 1)(1-e - z )
( + a1
tt 
t
z
i.+V+l
D()t zl ,
t=1,3,5...
t
z
,+v-r+ 1r) Z
( tr+) t
aF+vr-t+1 z
where
and
(A-14)
(A-15a)
(A-15b)
if k pi,
(A-16a)
(A-16b)
(A-16c)
_---
a)L-t+l
2 D D2 2
-7 - 7 T -) 
B l 13
Lv, L+v+l + 1 + v + 1 +v + 1)!
Combining Eqs. A-13, A-14 and A-16 and simplifying, we obtain
2I =- 2
vI 1-e z
D T 2 3
z) a +If51+v
p. +v+l
k=3, 5, 7...
(/+) aL+v-k+l Zk
~ +zv+l
-2 +v-k+l +
+ (6) z -1) ( j (k) +-k+l I +
k=3, 5,7...
(L v/! + +l 1) 
( .+ vZ+ 1)!
i v a+v-k+l k
k, k +5,7-k+l 
k=3, 5, 7. . .
(A-17)
The same result is obtained if ,u > v, and combination of Eqs. A-6 and A-17 now leads to
Eqs. 26a and 27a of the main text. The impurity term has here been omitted; it is
easily evaluated by the method used in Appendix 1.1 above, and the details will not be
given.
Appendix 2. Numerical Evaluation of the Transport Magnitudes
2.1. We collect below explicit expressions for the a 's and F 's required for
evaluating the first three approximations to the electrical and thermal conductivities
according to Eqs. 49 and 56. Equation 25 gives
1 2 7 4 31 6
ao =1, a2 = , 4 5 a6 =-
127 8
a 8 = 15 
w
2555 10
10( A-33 8
(A-18)
Further, Eqs. 27a and 28a give, for t and v even,
F 0 0 = 5
F 0 2 5 +3
(A-19)
(A-20)
25 + 1 )7 4 FF22 15 95 30 9 0)2 (2
F04 = 15 5 +3 7 +5 9
(A-21)
(A-22)
231 6 j5 15 4 87 4 1 5 &1 2 / 28 4 . 2 +h 9 2 2 4 317 T D T 15 15 2 (A-23)
127 8 3 +124 6 1( (T 23 
4 4 =-~1- (55 7 630 1 f3 JT (A-4)
(A-24)
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(A-16d)
___
and, for and Y odd,
11 =3 25 -2 (T)
F 1 3 15x 5 +
&5
5 1475+ rj
D T)
+ ~(mF 33 1 6 7 4 7 - 1 l33 21 w 30 14
21 4 &5(zlrq. + 0 9)+ rr2 7 20 9
31 6 + 7 r4 17 ; ,9 - 11F 3115 21 (Tr 6 W 9
+ (T) 7 4 5 2 1)
-6 I 87 + 6 4
127 1 2i +34 6 735 15 5 r 7 + 
7r4 9 50-4 13
w6 5 + 77 1r4 7+ +
F 5 2555 10 5 127 8 + 31 6F55 33 h --6r +l'7 + -3 i9
t 2 (635 8
2.2. The integrals
6
3875 T6n
63 7
+--5 x
fl. .~- (x
n' J (I
- 2772 5
+ 14r 4
9+ 5 11 + 2 13
i 252 13
zndz
(with x = /T) are most conveniently evaluated by means of the series
(x)= n!E 1 x n
- s e -1 -n! s=
s=l
-sx
e
Sn
s (1
(sx)2+sx + 22!
valid for large x, and
B
(2)! 2s + n- x
s=l
valid for small x, where the Bs are the Bernoulli numbers.
s
, (A-33)
Numerical values are given
in Table 3, correct to five significant figures (a table of values of/5 only has previously
been given by Griineisen (15)).
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