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Общая характеристика работы 
Актуальность темы исследования. Изучение новсд~ню1 дина­
:vrических систе~r в естественных ; технических и эко1юми'1еских на­
уках часто привалит к залачам , rле будуп1ее зависит нс толь1<0 от 
настоящего состояния системы, но также и от нредыстории развития 
(см. , 11а11ример , монографию Е. Н . Чукву1 ). При 11острое11ии достато•1-
по то •шых моделей сложных систеы во м1101·их с:1учаях trрихо,цится 
у•нпывать запаздывание, возникающее вслсдстиие конечной скоро­
сти распространения информации и материальных ресурсон. Кроме 
того в некоторых задачах требуется учитывать ещё и бу,дущее состо­
яние системы (в статье Лж . А. Уилера и Р. П. Фсйныана2 и сле.п;ую­
щей за ней статье Л. С . Шульмана3 рассматривается /(нижснне вза­
имодействующих заряженных частиц, ко1да скорость расrrростране­
ш1я взаи:1-юдействий ограничена скоростью света). Всё это приrюлит 
к то:-..1у, что нри формулировке задач онтимизации для таких систем 
приходится применять функционалы не только с локаJ1ы1ыми, 110 и с 
нелокалы1ы:1ш операторами (с11,1., например, работу Г. А. Каменского 
и А. Л. Скубачевского4 ). 
Одни111 из наиболее хорошо теоретически иссj!едованных классов 
экстремальных задач являются вариационные за;щчи ;щя квадратич­
ных функционалов. Реа.пьпые задачи, математически:11и моделями ко­
торых являются задачи опти:v~изации квадратичных функционалов, 
сравнительно немн01·очислеш1ы. Однако такие задачи возникают как 
вспомогатслы1ые при решении зада•~ нелинейной 01пимизации, ко1-да 
нелинейный функционал аппроксимируется квадратичным в некото­
рой окрестности пробного решения. 
Классический подход к управлению линсйньr!lш систс:-.1ами с квa.д-
1Chukwu Е. N. Stability and t. ime-optiшal coatJ"ol of heredit;нy systeшs USA , 
Academic Press , Inc ., 1992. - 509 р. 
2 Wheelcr .Т. А., Fcyпman R .. Р. Intcraction with tl1c AbsшbcI а:; tl1c Mcclшnisш оГ 
RМiation . // H.eviews of Moclcrn Pl1ysics, Vol. 17, No 2 arнl 3, Jнly 1915. рр . 157 -
179. 
3 Sсhнlпнш L. s. Sоше diffel'Clltial diffc1·c11cc cqнntioas t:ontai11i11g botl1 aJvanec aad 
retardatioп . /.' J. Math. Phys., Vol. 15, No З , March 1974. - рр. 2% -298 . 
4 Каменскнй r. А . , Скубачевскнй А. Л. Экстремумы функционалов с ОТКJIОНЯЮ­
щимнся аргументами . · - М.: :VIAИ, 1979. - 54 с . 
ратичным функционалом описан , например, в работе В . Н . Афанасье­
ва, В. Б. Колмановского и В. Р. Носова5 . Подробн~ решение задачи 
о миними:зации квадратичного функционала на основе идей и ре­
:1уш.тато11 тсоµии абстµакт1ю1 ·u функциона.11ыю дифференциального 
уравнения, развитых в работах Пермского семинара., излагается в мо­
нографиях В . 13 . Азбелева, В . П . Максимова и Л . Ф . Рахматуллиной 6 , 
Н . В. Аэбе.11ева, С . Ю . Култыше11а и В . 3. Цалюка7 . Редукция исходной 
задачи к задаче минимизации в п1льбертовом нространствР. описыва­
ется в статье А . А. Груздева8 и в книге С . А . Гусаренко9 . 
Изучение реальных систем нередко приводит к задачам оптими­
зации, сложность которых существенно затрудняет или даже дела­
ет практически невозможным исследование их 4:Вручную» . Если же 
конкретная эадача и допускает применение теоретических критери­
ев разрешимости, то имеющиеся достаточные условия часто оказыва­
ются слишком грубыми и дающими практи<1еский результат лишь в 
исключительных с;1уча.ях . 
При решении сложных задач стандартным подходом в математике 
служит замена исходной задачи близкой к ней приближённой , кото­
рая являлась бы в каком-то смысле более простой. В ходе исследова­
ния таких приближённых заДач используются как фундаментальные 
положения общей теории и так и возможности современных вычис­
лительных систем . Для обоснованного вывода о разрешимости исход­
ной задачи и построения приближёшюго решения требуются специ­
альные методы , теоремы и современные вычислительные технологии. 
Разработкн. таких мстодон и технологий является актуаJJьной зада-
5 Афанасьев В . Н., Колмановский В. Б., Носов В. Р. Математическая теория кон­
струнровl\ння систем упр;~влеиия . - М. : Вьн.:111 . шк . , 1998. - · 574 с . 
6 Лзбелев П . В . , Максимов В . П ., Рахматуллина Л . Ф . Элементы современной 
теории функционально--дифференциальных уравнений . Методы и приложения. -
М.: Институт компьютерных исследований, 2002. - 384 с . 
7 Лзбелев Н . В . , Култышев С. Ю., Палюк В . 3 . Функц11онально-
.ц11фферевци11J1ы1ыс ур<1внсния 11 всtриацио11ные зuда•1и . Москва Ижевск : 
НИЦ •Регулярная и хооти•rеская динамикм, 2006. 122 с . 
Rl'руздев А. А . О ре,1(.}'кции экстрема.J1ьных задач к линейным уравнениим в 
~ильбертовом пространстве.// Иао . ВУЗов . Маmе.•шmика .. - - 1993 . - · Nt 5 (372) . 
. с. 36 ·42. 
9 Гус.арснко С . А . Оптимвльное управление: экстрсммьные и вариационные за­
Дl:\Чtt . ·- Пермь : Псрм. ун-т, Ilepм . техн . ун-т, 2001 . - 86 с . 
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чей . Решению этой проблемы для одного класса вариационных за.пач 
посвящена настоящая диссертация. 
Тсхно.'lогия дока~атсльного вычислительного экспер11:-1ента осно­
вана на применении мето;щв конструктивной матС'~tатики , ког;щ на­
ряду с доказательством существования объектов также рассматрива­
ется ещё и возможность их 1юстросния. Работа 11ри этом ведётся со 
с11ециа.11ы1ыми вычислитеJ1ы1ыми объектами , которые 1юзво.11яют 1·а­
ра11тирова11110 учитынать ошибки, возникающие в ходе вычислений . 
Возможно , перные нрсд.110>кения 110 автоматическому анализу оши­
бок и верификации результатоu компьютерных вычислений появились 
н конце .'JO-x - нача.J1е 60-х i·o;~ol:i 11рошлого века в рс~ботах Рсймона 
l\·1ypa (см., например, Р. Е. Мур10 ). Для этого было прс~~,ложсно ис­
пользовать интерва.пьное представление результатов вычислений . П 
частности, было покаэано, ка.к можно при!\1енигь та.кой подход при 
решении систем J1инейных аm·ебраи·н~ских уравнс11ий и обыюювен-
11ых ;щфференциальных ура.в11е11ий. 
В дальнейшем применение интервальных методов развивалось мно­
гими математиками. Можно от:-1етить, например, труды Е. Каучера 
и др . 11 , У. Кулиша, В. Л . Миранкера12 , А. Ньюмайсра 13 . На русском 
языке хороший обзор интервальных методов :--южно найти и моногра­
фии Г. Алефельда и Ю . Херцбергера 14 . 
В трудах С. П. Шарого µассматривается при:о11снение интерва.11ь-
10 Мооп:, R .. Е . lntc1·va.l a.i·ithmctic a.nd autoшatic analysis in d igital coшputing / 
R . Е. Moore / Staнford Uпiveicity. -·-· Staпfшd : 1962. - - 13'1 рр.; Moore , R . Е. The 
autuшatic analysis and cunt. гol uf erroг iп digital coшpнtatiun based оп t he ш;е of 
interva l nt11nbe1·s / R . Е. Moore // Error iп Digital Coшpt1tatio11. --- Vol . 1. -- Ne'v 
Yo1·k: JohпWiley & Soпs. !нс ., 1965. - · Рр . 61-130. ; Moore. R . Е . IпtcrYal Aпa\ysis 
.1 Н. Е . Мооге , С. Т . Уапg. - Sшшу,,аJс. Califorпia : Lockheed Лircraft Cшporat.io11 , 
Missiles апd Space Divisioп , 1959. ···· \ iol . 1. 16 рр . 
11 Кансhс1·, Е. Coшputer aгitl1metic, ~cicнtic coшputat.ion апd шatl-1eшat. ical 
nюdclling / Е . Knuclier, S. М. Ma.i·kov , G. Maycr // lMACS Лппаls оп Compнting 
авd Лµµ\ . :v1atl1 . - 1992 . - zю. 12. 
12 Kulisc\1 , U. Coшputer Лrit!ннetic iп Тhеогу апd Practice / U . K11liscl1 , W . L . 
Miгa11ker . ·- NE'w York : Acadeшic 1-'ress, 1981 . 
1 зNeumaier, А . lпterval \\1Iet l10ds for Systcшs of Equatio11s / А. Ncн шaiel". 
Cambiidge: Cambridge tJnive1·city Press, 1990. 
14 Алсфсдьд Г. Введение в интероа.'11>11ыс в1,ршслснии / Г. Алсфельд, Ю. Херц­
бср1 ер . ···· М . : Мир, Н187. - 3(;0 r.. 
з 
ных методов при решении систем уравнений (см . , например, С. П. Шаr 
рый 15 ) . Докзэателъные вычисления (вычисления с гарантированной 
точ.ностью) на ЭВМ р1:tссматривались в трудах К. И . Бабенко (см . , на­
пример, К. И . Бабснко 16 ) и С. К. Годунова (см., например, С . К. ГодУ­
нов и др.17). 
Другим Ме'l'Одом 1-арантированных компьютерных вычислений яв­
ляется ис11ользова11ие арифметики рациональных чисел . Возможность 
работы с дробями, чиСJ1итель и знаменатель которых мoiyr иметь 
11роиз1:10J1ьную длину, нозволяет осуществлять точные вычисления, 
результат которых нс содержит ошибок округления . Рациональная 
аµифметика реализована во всех соврсl\юнных системах компьютер­
ной алгебры (Maxima, Maplc, Mathema.tica и т. п . ) , а также в библио­
теках компьютерных программ (например, GNU МР). 
Объектом исследования в работе являются задачи минимизации 
вида 
N 
Т.х = L(Tlix, Т2iх)н + (Fo, х)х-> min, 
i=l 
р(х) =О, q(x) ~О. 
(la) 
(lb) 
Решепие ищется в банаховом пространстве Х, изоморфном прямому 
произведению веществешюго сепарабельного гильбертова простран­
ства Н и пространства m-мерпых вещественных векторов /Rm. Пред­
нолагается, что Tli , T2i, i = 1, . .. , N, -- линейные ограниченные опе­
раторы, действующие из Х в Н; Fo Е Х"; р и q - аффинные вектор­
функционалы, опрсдслённые на Х . 
Рассматрияаются задачи, в которых квадратичный функционал 
(la) может содержать , кроме самой функции х и её производных лю­
бого порядка, интегральные операторы, а также операторы с сосредо-
1 ~1Парый С . П. Интервальные адгебраические задачи и их численное решение: 
Дисс . . . докт. физ .-мат. наук : 01 .01 .07. - Новосибирск, 2000. - 327 с . 
16Бабенко К . И . Основы чисJJенного анализа / К . И . Бабенко . - Москва­
Ижсвск : НИЦ сРс1·у11ярная и хаотическая динамика• , 2002. - 848 с . 
17 Гара11т11ро11а1111ая точность решения систем ли11ейпых уравнений в евк1rи11овых 
11ространст11ах / С. К . Годунов, А. Г. Антонов, О. П. Кирилюк, В . И . Ко<.'ТИН. -
Новосибирск: Наука, Сиб. отделение, 1988. ·- 465 с. 
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точенным или/и распределённым запаздыванием (интегральные опе­
раторы Стилтьеса). 
ИссJJедуемая задача (l a )· (1!-1) ою.цитсн к :3а;J,аче ыиними::~ации о 
ПО/\холяrцем гильбертовом пространстве 
1 2 (Qz, z) - (/о, z) + l/Jo --> miп. 
g(z) =О, !i(z) ~О, 
(2а) 
(2Ь) 
где Q ur·ршн1•1снный самuсut1р}jжi'1шый 011сратuр. Рассматриш:1.ют­
ся только те задачи, в которых оператор Q люжно привести к виду 
Q = I - К, когда проверка необходимых и достаточных условий су­
щестоования решения сводится к исследованию обратимости и поло­
жи·1·едыюй опре.целённости опера.тора I - К интегра.:1ыюго уравнения 
Фредгольма второго рода 
z-Kz=f(Л) (3) 
с вполне непрерывньп.1 самосопряжённым оператором К. 
Целями диссертационного исследования являются: 
1. Разработка метода конструктивно1·0 исследо11а1Iия uариацион­
ных задач для квадратичных функциона.аов. 
2. Обоснование применимости предлагаемого подхода к решению 
вариационных задач с уравнением Эйлера в виде интегрального 
уравнения Фредгольма второго рода. 
3. Теоретическое обоснование и разработка схе\.fы /(Ою1зательного 
вычислительного эксперимента, ориеннрованного на получение 
результатов с гарантированной оценкой точности решения. 
4. Реализация предлагаемого конструктивного метода в виде про­
граммного комплекса для достоверной проверки необходимых и 
достаточных условий сущестнонания решения , а также построе­
ния приближённого решения вариа1~ионной за;~.а•1н с гарантиро­
ванной оценкой точности. 
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5. Оценка практической применимости разработанного МС'тода к 
исследованию вариационных задач для квадратичных функци­
онВJюв на основе его применения к тестовым модельным приме­
рам. 
6. Определт1ис теорети L1еских и нрактических границ нримепи­
мости предлагаемого доказательного вычислительного экспери­
мента . 
МетодоJtогическая и теоретическая основа исследования. С 
помощью метода редукции, разработанного Пермским семинаром по 
функциошu1ь110· .циффсрснциа.11ы1ым уравненю1м, исходная вариаци­
онная задача сводитсн к за,цаче минимиза~\ии н подходящем гильбер­
товом пространстве Н. При этом существенно используется изомор­
физм между исходным пространством Х и Н х IRm. 
При проверке необходимых и достаточных существования реше­
ния задачи (2а) - (2Ь), исследуемое уравнение Фредгольма z - Kz = 
f(Л) заменяется близким уравнением z - k z = f (Л) с конечномерным 
оператором k. Для этого строятся проекции К и f на конечномерные 
подпространства исходных пространств .2"(Н) и Н соответственно. 
Если оператор 1 - k обратим и положительно опрсдслён, то для 
проверки обратимости и положительной определённости исходного 
оператора 1 - · К используются теорема о взаимной обратимости близ­
ких по норме онераторов и теорема о спектре вполне непрерывного 
самосопряжё111101 ·0 оператора с впо1ше непрерывным самосопряжён­
ным возмущением. 
Если доказано, что оператор 1 - К обратим и положительно опре­
делён, строится приближённое решение, погрешность которого оцени­
вается с помощью теоремы о норме обратного оператора нозмущён­
ного оператора. 
Для исследования обратимости и положительной онределённости 
оператора l --K проводится (возможно, неоднократно) доказателъ'Н:ый 
въ~-числителъиъtй эксперимент. Все .вычислени>1 .в ходе эксперимен­
та выполняются точно (рациональная арифметика) или с контролем 
оценки погрешности округления (интервальная арифметика с исполь­
зованием направленного округления), что гарантирует достоверность 
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полученных результатов. 
Научная новизна исследования: 
1. Разработав ~юный, ориснтиронанный на использование сонрс­
менных вычислительных средств метод исследования вариаци-
01шых задач для квадратичных функционалов с нелокальным 
инте~·рантом, позволяющий 1юлу•1ить прибJшжёшюе решение за­
да'ш и гарантированную оценку точности решенин . 
2. Дано теоретическое обоснование применимости предлагаемого 
метода к решению одного класса вариационных задач. 
3. Разработана схема доказательного вычислительного эксперимен­
та. 
4. Достоверность результатов доказательного вычислителыюго экс­
неримента гарантируется его строгим теоретическим обоснова­
нием и контролируемой точностью всех вычислитеJ1ы1ых проце­
дур. 
Апробация результатов исследования. Основные результаты дис­
сертации докладывались и обсуждались на 
1. Пермском городскоы семинаре по функционаJiыю-дифференци­
альным уравнениям (1995- 2006 , руководитель - проф. Азбе­
лен Н. В . ); 
2. Ижевском семинаре по ;,иффсрснциальны:\1 уравнениям и зада­
чам уnµавлсния (1999, руководитель - пµоф. Тонков Е. Л . ) ; 
3. Семинаре Лаборатории конструктинных методов исследования 
динамических моделей (в 2005 и 2008 гг" руководитель - проф. 
Максимов В. П . ); 
4. Пермском городском теоретическом се11шнаре "Фундаменталь­
ные и прикладные 11юдели управления экономикой" (2006, руко­
водители - проф. Аверин В. И. и проф. Перский Ю. К.); 
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5. МеждУнщюд.tюй конференции "Информационные технологии в 
инновационных 11роектах" (Ижевск, 1999); 
6. III Всероссийском семинаре "Теория сеточных методов для нели­
нейных краевых задач" (Казань, 2000) ; 
7. Рсгиона.;1ыюй конфсрсации "Экономика и управление: еiктуаль­
пыс проблемы и поиск путей рс111спия" (Пермь, 2004); 
8. IV Международном конгрессе 110 математическому моделирова­
нию (Нижний Новгород, 2004); 
9. Конферею(ии "Современные проблемы приклалной математики 
и математического ~юделирования" (Воронеж, 2005) . 
Исследования 11роведены нри rщцдержке Прш·раммы "Университеты 
России Фундамщтаю"ныс исследощшия" (015.03 .01 .25, УР. 03.01.023) 
и РФФИ (07-01-96 . 060-р-урал-а, 04-01-96016-р-урал-а, 99-01-01278-а) . 
Публикации. Основные результаты диссертации опубликованы в 9 
статьях, в том числе в 5 журнальных публикациях и в 4 материалах 
российских и междУнародных конференций . 
Диссертация содержит только те результаты совместных работ, 
которые принадлежат автору диссертациошюй работы . 
Структура и объём работы. Диссертация состоит из введения, 
пяти гш1.в 1 закл10чеt1ия, сниска литературы и приложения. Объём ра­
боты составляет 101 страницу, включая библиографический список 
из 49 названий. 
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Содержание работы 
Во введении дано обоснование актуальности TCl\IЫ исследования, 
кратко описаны цели и задачи работы . 
В первой главе приводятся примеры вариационных задач для квад­
ратичных функционалов. Кратко описывается разработанный Перм­
ски11·r ссминаµом по фупкциона.лыю -диффсренциалы1ым уµаrшениям 
подход к исследованию задачи минимизации квадратичного функци­
онала. Даётся описание методов конструктивной математики. 
Вторая глава посвящена общему описанию предлагаемого метода 
исследования применительно к абстрактной вариационной задаче для 
квадратичного функционала. 
N 
Ix = L (T1ix , Т2;х)н + (Fo, х)х __, шi11, 
i=l 
р(х) =О, q(x) ~О. 
С помощью метода редукции , предложенного Пермским семина­
ром по функционально-дифференциальным уравнениям , исходная ва­
риационная задача сводится к задаче минимизации в 1·ильбер·rовом 
пространстае . При этом предnоJ1агается , что прострааство Х , в кото­
ром ищется решение, изоморфно прямому произведению веществен­
ного сепарабельного гильбертова пространства Н и пространства rп­
мсрных вещественных векторов !Rm: 
х = Лz +Уа' , z Е Н , а:' Е !Rm . 
В рамках теории абстрактного функционально-дифференциального 
уравнения 18 устанавливается , что для заданного набора краевых усло­
вий всегда можно построить разрешимую краевую зада.чу 
bx=z, rx=a', 
18 Azbelev N. V., Rakhmatullina L. F. Tl1eory of lineaг abstract fнnctionnl diffcrcntinl 
eqнntioпs nпd npplicntioпs / / Me1110irs он Differeпti!\l Eqнntions апd Mathematical 
Physics. - Tbllisi, 1996, Vol . 6. - рр . 1-102. 
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и, таким образом, с помощью пары операторов [о, rj : Х -+ Н х Rm 
определить изоморфизм Х ~ Н х JRm. В этом случае пара {Л, У} : Н х 
JRm --+ Х является обратным оператором по отношению к [J, r]. Так 
как ограничения гх = ci выбираются из множества ограничений р(х) = 
О, то также предполагается, что система ограничений задачи регуляр­
иа и при этом число ограничений-равенств не ыеиьше rn . 
В работе рассматриваются задачи, исследование необходимых и 
достаточных критериев сущеспюва11ю1 решений которых с1юдитсн к 
определению разрешимости интегрального уравнения Фредгольма вто­
рого рода z - Kz = f(Л) (интегральное уравнеиие Эйлера) и проверке 
(строгой) положительной опрсделённости оператора I - К . При этом 
используется то, что оператор К по построению является ограничен­
ным самосопряжённым линейным оператором. 
В этой главе описывается идеализированный вариант исследова­
ния зада<ш , ко1',I.1.а uce вы':!ислепия вьшо;шяются точно . Конструктив­
ному вариаrпу данного метода, учитывающему ошибки округления и 
ошибки численных методов, посвящена третья глава . 
Для проверки необходимых и достаточных условий существова­
ния решения предлагается заменить исходный объект (3) более про­
стым уравшшис:\1 Фредгольма втор01·0 рода с коне<1110~1ерным яд­
ром. Приближённое уравнение z - k z = f (Л) строится с помощью 
проекции на подпространства, натянутые на подмножества заданной 
полной системы функций {Фi}i, ортогональных с еди:пи'шым весом. 
Таким образом 
и 
В качестве базиса аппроксимации предлагается использовать ор­
тогональные функции, так как в этом случае при проверке разре­
шимости приближёшюго интегра.J1ыю1·0 уравнения и оценке верхней 
1·ра~1ицы спектра интегрального оператора, матрицы, соот1:1етст1:1ую­
щие конечномерным операторам, будут иметь меньшую размерность. 
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При выборе функций , ортогональных с единичным весом, вычисление 
коэффициентов системы линейных алгебраических уравнений, соот­
ветствующей интегральному уравнению, сводится к простому сложе­
нию. 
Если уравнение z -- kпz = у,1 имеет решение, то проверка разре­
шимости исходного уравнения осуществляется с помощью сравнения 
llK - Knliz(H") и 11(! -- kп)- 1 l!.;!(Hn). Так как множестuо обратимых 
линейных 01·раниченных оператороu H/3Jl}Jeтcн открытым, то, нри до­
статочной близости К и Kn , из существонания k;; 1 с;1едует суще­
ствование к- 1 . Заметим , что можно доказать только существование 
решения, так как если оператор К необратиr-.-1 , то д11.нный ыетод нс 
может дать никакого ответа. 
Для проверки достаточного условия существования решения ис­
ходной вариационной ~$адачи оценивается нижняя граница спектра 
оператора I - К. Так как оператоµы К и kп 110 110строению являются 
самосопряжёнными, то ~·раt1ицы их спектров различаются не больше, 
чем на llK -· Kn/12(Hn) · Таким образом, если величина наибольшего 
собственного чис;1а оператора Kn стро~·о меньше 1 - liK - Knll.z(H")> 
то 011ератор К строго положительно определён. Если наибольшее соб­
ственное число больше 1 + llK - Knllz(H")> то]( не будет 1ю;южитсль­
но определён. В противном случае, т. е. когда наибольшее собственное 
число лежит в интервале [1 - llK - Knll2(H") • 1 + llK - Kn llz(Hn)J, 
требуются повысить точность аппроксима1~ии, увеличив п . Заметим, 
что ситуация равенства наибольшего собственное числа единице на 
этом этапе невозможна, так как в этом случае невозможно выполне­
ние необходимого условия существования решения. 
Если необходимые и .цостато•шые условия существонания решения 
выполнены, строится точное (без погрешностей) решение приближён­
ного уравнения z и оценив.ается норма разности между z и истинным 
решением исходной задачи z . После этого определяется приближённое 
решение х = Gz +У 0'1 исходной вариационной змачи. 
В третьей главе описывается конструктивная реализация предля.­
гаемого по11;хо11.а 11.ля пространства Н = L2[a" Ь]. 
При конструктивном по11;ходе к решению за,11.ач11 рассматривают­
ся не только утверждения о сущ1::ствовании решения, но и возмож-
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ность его построения. 
Здесь и далее пред11олагаетсн , что уравнение Эйлера z-K;:. = J(Л) 
ЯВ.'1Я<'тся интсгральныr- 1 уравнением Фредгольма второго рода. 
Так как нсnосрс~ствснное рсmенис полученного уравнения z -
К z = I(Л) часто затрудняется сложностью ядра интегрального опе­
ратора., исходное уравнение заменяется приближённым уравнением 
z - /:,: z = f с близким 1< К 110 норме копечномерным оператором k. 
J<окструкrпивностъ нредлагаемого подхода закшочается и том, '-!ТО 
11ри ноложительном ответе на во11рос о существовании решения, оно 
вычисляется с гарантированной оценкой нормы погрешности (точнее , 
процесс доказательства существования является частью процесса по­
строения ре111сния). Для этого приближённос уравнение должно иметь 
вид 
z-kz=f(Л). 
где ядро оператора ]( вместе с правой частью уравнения ](Л) яв­
J1.юо·1·ся ком11ыuтсрно вычис;шмыми функциями, то есть функциями, 
значение которых может быть вычислено точно или с гарантирован­
ной оценкой погрешности . Такими свойствами обладают, например, 
многочлены с рациональными или интервальными коэффициентами, 
если 11ри расчётах ис11011ьзуется арифметика рациональных чисел или 
интерваль11аJ1 арифметика. 
Для построения Й. и J определяются проекции К и f на подходя­
щие n-мерные пространства 2"(Нп) и Hn. Для того, чтобы результат 
был кuмпыотср110-иыч.ис11им , в каL1естис базиса а1111рuксимации могут 
быть использованы ортогональные многочлены Лагранжа или орто­
гонмьные фуаКI\IШ Радемахера-Уолша (коэффициенты многочленов 
и координаты точек разрывов хранятся в виде рациональных чисел). 
Если оказалось, что при первоначальном выборе п -- размерно­
сти используемого подпространства , - точность аппроксимации недо­
статочна, то выбор большей размерности n' > п позволяет повы­
сить точность, причём требуется вычислить только п' - п (для f) 
и (п') 2 - п2 (для К) коэффициентов, а с учётоl\t симметричности ядра 
~ ((п') 2 - п2)/2. 
Достаточно часто ~дро интегрального оператора К является непре­
рывным на области определения K(t, s). При этом, согласно теореме 
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Вейерштрасса, полиномиальные приближения K(t, s) равномерно схо­
дятся к K(t, s) при увеличении степени аппроксимации. 
Для решения приближённого параметризованного интегрмьнuго 
уравt1ения Эйлеµа ЩJИмс11.нстся стандаµтный .\1стuд сведсшт cru к 
системе линейных алгебраических уравнений (СЛАУ). Показано , •1то 
при выборе в качестве базиса системы ортогональных многочленов 
с единичным весом, для определения элементов матрицы системы и 
вектора нравой части ис110J1ьзуются только арифметические 011ера­
ции и не требуется интеt'риронание. Размерность СЛАУ также ока­
зывается существенно меньше, чем при выборе какого-либо другого 
стандартного базиса. 
Описаны два подхода к решению системы линейных алгебраиче­
ских уравнений С' учётом погрешностей аппроксимации . 
Первый подход основан на представлении СЛАУ в виде (А+ЛА)Z = 
(В+ ЛВ), где А и В - середины интервальных оценок, а элемен­
тами ЛА и ЛВ ютяются интервалы . Система AZ = В с 1юмощыо 
рациональной арифметики решается точно, после чего оценивается 
возможная погрешность, вызванная наличием ЛА и ЛВ. 
Второй подход - прямое решение СЛАУ с интервальными эле­
ментами с помощью, например, интервальной модификации метода 
Гаусса. 
После решения СЛАУ определяется норма конечномерного опера­
тора (I - k)-1 = 1 + R и гарантированно, хотя и грубо, оценивается 
норма оператора погрешности аш1роксимации К - k. 
Для оценки верхней границы спектра онератора К также исrюль­
зуется конечномерный оператор k. Уравнение К z = а z сводится к 
системе линейных алгебраических уравнений, и вычисляется опре­
делитель матрицы коэффициентов ха.рактсристи •1сский м1ю1·очлен 
матрицы Е -А . Хотя матрица системы и нс бу~ет в общем случае сим­
метричной, вследствие самосопряжённости (по построению) операто­
ра k все корни характеристического многочлена будут вещественны­
ми числами . 
Вычисление характеристи "Iеского м110го•1лена 13ы1юшшетсн с ис­
пользованием рациональной арифметики. Для оценки сверху значе­
ния наибольшего собственного числа используется метод Ньютона. 
Полученные результаты представлены в виrtе формул, готовых 
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для программной реализации на выбранном языке программирова­
ния. 
В конце гля.вы рнссм;:~,тривастся обобщение на случн.й функций 
нееколью1х переменных: Н"""" L2([а.1,Ь1] х · · · х [ad,bd]). 
Четвёртая глава посвящена описанию некоторых особенностей про­
граммной реа.:шзации. 
Програымирование осуществлялось на языке С-+ , который со­
четает высокую скорость работы получаемых программ с возможно­
стыо написания объектно-ориентированных програм~1 . Для компи;ш­
ции 11рнменялсн набор комнилнторов GNU GCC 4.3.2 (операционная 
система Liнux Fedoгa 1 О х86 __ 64). 
Использование параллельных вычислений позволяет существенно· 
снизить время счёта. Длн создания процедур, использующих много­
поточность, использовались библиотеки PTHREADS и ОреnМР, предна­
значенные для работы на ыа111инах с общей памятью. Параллельные 
вычисления используются при численном интегрировании, а также 
при работе с матрицами. 
Арифметические 1Зычисле11ия с рациональными числами исполь­
зуют библиотеку GNU МР и её интерфейсный класс mpq_class, приме­
нение которого 1юзFюляет за11исьшать арифметические выражения в 
естественном виде . Для интервальных вычислений был создан класс 
INTERVAL, который псnользует под.церживаемые аппаратно арифмс­
тн ческие вычис,;1ения с направленным округлением. 
Чсtсть расчётов выполнялась с использованием математического 
пакета GNlJ Oct,avc . Этот же 11акет использова.псн для создания двух­
и трёхмерных графиков. При нроверке результатов применялся пакет 
компьютерной а.ТJгебры Maxima. 
При работе вал диссертацией (nыnолненис расчётов и оформление 
результатов) иснользовалось свобо;що 110ступнос программное обеспе­
чение. 
В пятой главе приводятся результаты доказательного вычисли­
тельного эксперимента, полученные 11р11 исследовании модельных ва­
риационных зада•~. 
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Классическая вариационная задача Лагранжа с лока.пьньнл инте­
грантом 
I(x) -= 1ь (x(t) 2 + p(t)x(t) 2 + q(t)x(t)) dt-+ min, 
х(а) = а1, х(Ь) = а2, 
используется для сравнения классического решения с решением, по­
лученным в ходе дока.-затслыю1·0 вычислительного эксперимента. 
Графики приближённых решений интегрального уравнения z и 
ИСХОДНОЙ задачи х /{ЛЯ 
а= О, Ь = 10, p(t) = sin(2t) exp( -- t/5), q(t) = 1 + cos(t), 
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Более сложный вариант - за.дача с нслока.льны11·1 интегрантом 
(функции с сосредоточенным отклонснис.м аргумента): 
I(x) = 1ь ( i:(t) 2 -+- p(t)x(t)2 + q(t)x(t) -т- ,q(t)x(11.1(t)):c(h.2(t))) dt-+ min, 
х(.;) = Ф1((), .; <а, х(.;) = Ф2(.;) , .; > Ь , 
х(а) = а1, х(Ь) = а2. 
Для реализации была выбрпна задача с постоянным отклонением 
ар1·уме1-1та: 
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В этом случае я,щю интегрального оператора может быть записано в 
явном виде, без исполъ·ювания интегралов. 
Графики приближённых решений интегрального уравнения z и 
исхолной залачи :с при 
) -- · ~ -- ·----- ·" 
" . 
/ 
! 
! 
1 
/ 
g(t) 5 
= t2 + 1 и /31 
·· - .... " 
Пример вывода программы : 
Вычисление МROJD1reneY. Лагранжа . .. Ok 
' 
2, fJ2 = з. 
\ 
\ 
\ 
\ 
\ 
\ 
'-..... 
.... '1--.... -:: 
lamЬda = (-2.2617755252867937088;-2.2617755243554711342) 
Собираем приблиzённое решение интегрального уравнения ... Ok 
lltilde zll = (4.6253698739152611097;4.6253698747206657416] 
Собираем приближён>1ое решение вариационной эадачи. . . Ok 
1 ltilde xl 1 = [13.763986684880748612;13.763986687045989044] 
Оцевха норм прибпижеиий . . . Ok 
1 ltilde Fll = (7.8466967066809925058;7 .8466967076305111917] 
lltilde KI 1 = (3.0774280508222049413;3.0774280514274656717] 
Генерируем данные дnн графиков ... Dk 
Оцениваем погрешность апnрокса.нации f . .. Ok 
max DeltaF = 0.0047890589313741563013 
1IDeltaFI1 = 0 .0070844645098475627249 
Оцениваем погрешность аппрохсикации К ... Ok 
max DeltaK = 0.024563257491638651844 
llDeltaКI 1 = 0 .074413434498845386272 
Оцениваем квадрат корны реэольвеятного оператора . .. Ok 
llRll = (1.9771270453048617188 ; 1 .9771270640409375208} 
1/(l+llRI 1) = [О.33589429624232166135;0 . 33589429835621901951] 
llz - tilde zl 1 <= 0.027093625371319605128 
Вычисление характеристического многочлена для Е-А .. . Ok 
Все корни внутри круга рад>'lуса 3 . 2262549204251564916 
Оцекиваем верхнюю границу спектра. Ok 
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max sigma <= 0.64087265934202963802 
Успеmвое эеJОерmеиие 
За1рачено 47 . 07сех. 
Заключение содержит основные результаты и выводы работы, при­
ведённые ниже. 
В приложении приведены тексты 1<омпьютерных программ с крат­
кими комментарияr.tи. 
Основные результаты и выводы работы 
В диссертационной работе рассмотрены возможности применения до­
казательного вычислительного эксперимента при исследовании вари­
ационных задач для квадратичных функционалов. В основе работы 
лежит разработанный Пермским городским семииаром по функци­
онально-дифференциальным уравнениям метод, позволяющий ре.ц.у­
цировать задачу условной минимизации в банаховом пространстве к 
задаче безусловной минимизации в гильбертовом пространстве. 
В работе рассмотрены дальнейшие возможные действия, когда 
требуется получить решение поставленной задачи . Показано, как с 
помощью доказательного вычислительного эксперимента можно про­
верить необходимые и достаточные условия существования решения. 
Если доказано, что искомое решение существует, то, опять же с по­
мощью доказательных вычислений, строится нриближёшюе решение 
и гарантированно оценивается его точность . 
Предлагаемый метод не всегда позволяет получить решение зада­
чи, даже если оно существует. Возможные причины : 
1. оператор Q не может быть представлен в виде разности l - К, 
где I - тождественный оператор, К -- самосопряжённый вполне 
непрерывный оператор;. 
2. оператор I - К не является регулярным;. 
3. спектр оператора 1-К не содержит нулевых собственных чисел, 
олнако в ходе вычислительного эксперимента нс удаётся постро-
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и1ъ такой 11р116.; шжё1111ый консчtюf\н~рный оператор К", чтобы 
было вы1юлнf.·1ю ус..!101ше ilK -- K"lj <. l /l i(I - К")- 1 11; 
'1. система ли11Рil11ых алгебраических уравнений, к которой сводит­
ся 1111те1 · ра,1 1ы1ое урав11е11ис , имеет 11 <Н"гол r,ко боm,шую раз:11ср-
11ос·п, , что с IJОМО!ЦЫО И:\1СIОJ.цейсн в IJ3JJИЧИИ ВЫЧИСJ!ИТС.;1ыюй 
техники нс удаётся 1ю. ; 1учи1ъ efi рР111ение, настроить характе­
ристический :11нuгочлен 111атрицы ко:-Jффициентов, построить си­
стс~1у UJтурм<1 1п11 оценить норму рr~зольвентного оператора за 
присмJТСl\ЮС нрс:1ш. 
18 
Список публикаций автора по теме диссертации 
Статья, опубликованная в ведущем рецензируемом научном 
журнале, определённом ВАК: 
1. Шишкин В . А. Вариациоrшые задачи для квадратичных функ­
циона.rюв . Доказательный вычислителы1ый эксперимент / / Вест­
ник Тамбоиского университета" Серия Естестие1шые и техниче­
ские науки. Тамбов, 2006. Т. 11. Выпуск 3. - С . 268-269. 
Другие публикации: 
2. Максимов В. П" Румянцев А. Н., Шишкин В . А. Вычислител~"­
иый эксперимент при оптимизации процессов с сегрегацией / / 
Журнал физической химии. Том 71, № 10. 1997. - С. 1913-1916. 
3. Шишкин В. А. Использование принципа расширения при реше­
нии задач оптимизации в условиях неопределённости / / Эко-
11оми ческая кибернетика: математические и инструментальные 
методы анализа, прогнозирования и управления - - Пермь, 2004. 
- с . 153-156. 
4. Шишкин В . А. Конструктивный подход к исследованию вариа­
ционных задач для квадратичных функционалов / / Экономиче­
ская кибернетика: методы и средства эффективного управления 
-- Пермь, 2000. - С. 90-94. 
5. Шишкин n. А. Конструктивный ПОДХОД к исследованию вариа­
ционных задач для квадратичных функционалов / / Материалы 
Всероссийского семинара "Теория сеточных методов для нели­
нейных краевых задач" - · Казань, 2000. -- С. 135-137. 
6. Шишкин В . А . Конструктивный подход к исследованию вари­
ационных задач для квадратичных функционалов и его ком­
пьютерная реализация // Материалы докладов . Международ­
ная конференция "Информационные технологии в инновацион­
ных проектах." - Ижевск , 1999. - С. 155-157. 
19 
7. Шишкин R. А. Вариационные задачи ;щя квадратичных функ­
ционалов. Дока:штсльный вычислип·лы1ый эксперимент / / Со­
временные проблемы прикладной ~1атсматики и :.~атсмати·н'ско­
пJ мо.ц('.• IИ\JОUШШ}!: Матсриа.11ы ко11фсµс1щии. Воронеж: IЗоµо­
нсжская 1"осударrтвсш~ая ака,цсмия , 200.). -- С. 246. 
8. Maksimov V. Р. , Humyantsev А. N., Shishkiп V. А. On Coш;tп1cting 
Solt1tioш; of Functiunal Diffeicntial Systems with а Gt1aщпteecl Pie-
cision / / l·\шctioвal Differ-e11tial Equatiuш; - lsrael. 1995. Vol. 3. 
№ 1 2. rr. 13.'i-144. 
9. Shishki11 V. А. Compнter-AssisteLI Study of Vaгiational РгоЫеms 
witЬ Qшttlt"atic f\шctioпals / / Book of Abstracts. VI Iнteшat.ioпal 
Coпgress uf Mat.hematical Modeling - University of Nizhny ;"-Juvgo-
1щl, 2001. - Р. 123. 
20 
Подписано в печать .».. OS . О~ . Формат 60х84/16 
Усл.печ.л. 1,IЬ . ТиражlООэкз.Заказ l~B. 
Типография Пермского государственного университета 
614990. ~ Пермь, ул . Букирева, 15 

