1. The problem. Let A be a Hermitian square matrix of complex elements and order n. Let b be a linown n-vector of complex numbers. For each complex n-vector z, the nonhomogeneous quadratic expression (H denotes complex conjugate transpose) is a real number. C. R. Rao of the Indian Statistical Institute, Calcutta, suggested to us the problem of maximizing (or minimizing) @(z) for complex x on the unit sphere S = ( z : zHz = 1). Since @ is a continuous function on the compact set S, such maxima and minima always exist. We here extend the problem to include finding all stationary values of @.
In summary, our problem is:
(1.2) find all z which make @(x) stationary for zHz = 1.
The purpose of this note is to reduce the problem (1.2) to the determination of a certain finite real point set which we shall call the spectrwn of the system (A, b) (defined at end of $1) and show that a unique number X in the spectrum determines the one or more z = zX which maximize @ ( z ) for given b. Theorem (4.1) is the main result. The development is an extension to general b of the familiar theory for the homogeneous case when b = 6,lthe:zero vector. No consideration to a practical computer algorithm is given here.
I n $7 we show that determining the least squares solution of an arbitrary system of linear equations C y = f, subject to the quadratic constraint yHy = 1, is a special case of problem (1.2).
As an abstraction from optimal control theory, Balalirishnan [I] studies the minimization of /I C y -f / I2, subject to the quadratic inequality constraint yHy 5 1, when C is a linear operator from one Hilbert space to another. I n connection with approximation theory, Davis [2] in 1952 had considered a similar problem in Hilbert space. i\!Iorrison [5] and Marquardt [4] study the same minimization problem in n-dimensional Euclidean space, as a local approximation to a nonlinear parameter-estimation problem. Phillips [6] and Twomey [7] begin the actual numerical solution of certain particular integral equations by approximating them with algebraic problems very closely related to the minimum problem (1.2). Our present contribution differs from those cited above in three ways.
( a ) Our constraint restricts x to a nonconvex set xHx = const., rather than to a convex set xHx 5 const. Here, as for many programming problems, this seems to be an important difference.
(b) We consider the general problem of rendering @(x) stationary, instead of just a minimum. i\!Ioreover, we deal mith general Hermitian matrices A instead of only semidefinite ones.
(c) We are concerned here with the structure of the problem as an extension of the classical theory of Hermitian forms, rather than with finding an algorithm.
Let XI 5 Xn 5 . . . 5 X, be the (necessarily real) eigenvalues of A, and let { u l , . . . , u,] be a corresponding real orthonormal set of eigenvectors, with Aui = Xiui , i = 1, . . . , n.
Let the given b be written
If x is any vector in S at which @(x) is stationary with respect to S, then there exists a real number X = X(2) such that Conversely, if any real X and vector x satisfy (1.5)-(1.6), then x renders @(x) stationary with respect to S.
Proof. Let xo be a point of S. Now, as shown in (8.7), @(x) is stationary a t xo mith respect to x in S if and only if there exists a real Lagrange mul-
with respect to all neighboring co~nplex vectors x. Since
To see what conditions are satisfied by the X of (1.4), we note that the system (1.5)-(1.6) is equivalent to the system
x,ui. Then (1.7) is equivalent to z;=l DEFINITION. By the spect~u~?z of the pair (A, b) we mean the set of all real X for xhich there exists an x such that (1.7) and (1.8) are satisfied, i.e., such that +(x) is stationary at x with respect to 8.
Given any A, x satisfying (1.7) and (1.8), x e shall say that .2: belongs to A, and frequently write x in the form xA, Note that the spectrum of (A, 0) is the ordinary spectrum (A,] of A.
2. Special case: no Xibi = 0. Assume for the present section that Xibi # 0, all i. This implies that all X i Z 0, i.e., that A is nonsingular. If X is in the spectrum of (A, b), (1.9) implies that X Z Xi for all i, and also that Then the requirement that is equivalent to the condition Although all X corresponding to stationary values of +(x) are known by (1.4) to be real, it is useful to define g(X) by (2.3) for all complex X not in (Xi) .
Let G be the set of complex numbers X such that g(X) = 1. For small enough x,F=l I bi 1, the set G is the union of n simple closed curves in the complex plane, the kth of which surrounds XI, . As the I bi I grow, adjacent curves first coalesce in double points, and then merge into single curves.
For very large values of all 1 bi 1, the set G is one simple closed curve including the set (Xi) in its interior. The family of sets G resembles the family of lemniscates nbl 1 X -X i 1 = const. Note, moreover, that g(X) > 1 for X inside any component curve Gj of G, while g(X) < 1 in the exterior of all components Gj of G.
Now we shall show for the special case of $2 that each X in G determines a unique xX which satisfies (1.7)-(1.8). For that xX, where we define f by Since the Lagrange multipliers X must be real, the spectrum of ( A ,b) is the intersection of G with the real axis. This consists of from 2 to 2n distinct real numbers. How many numbers are actually in the spectrum depends on b; this mill be discussed in $5 for n = 2.
We wish to determine which X in the spectrum corresponds to the maximum [minimum] value of f(X). Let Gj be any component curve of the set G. (2.7) THEOREM. Under the assulnptions that A is regular (i.e., Xi # 0 for all i ) and bi # 0, i = 1, 2, . . . ,n, for all A, Xt in G, we have Re (A) < Re (kt) i~nplies f(X) < f(Xt). I n particular, for X in G with X # A,, X # AR , we have
Proof. Let ai = Xi21 bi j2, i = 1, . . . , n. Introduce two independent complex variables A, p, where p will later be set equal to X. I n order to study the gradients of the functions g, f, and h(defined below) for complex A, we shall use the tools of $8. This requires extending these functions into the space of and p.
Let X = a + ir where a, T are real. For all complex X # X i , define the functions gl and 92 by where
We then define the functions f l and f i by for X E G.
As with f and g, we introduce functions hl and h2 so that where
Hence by (8.1),
Now any component Gj of the set G where g(X) = 1 encloses a region where g(X) > 1. On G the gradient vector of g, is nonzero, is normal to Gj ,and points to the interior of Gj . Then, by (2.12), the gradient vector of h on G j , namely is nonzero for T # 0 and points along the tangent to Gj in the direction of increasing a. Hence (2.14) h(X) is st~ictly increasing, as X traces Gjin the di~ection of increasing a.
From (2.14) it follows that h(X) assumes its maximum value, for each separate component curve Gj of G, at the point pj on Gj of maximum real part. By (2.6), pi is on the axis of real A.
Note that setting p = X = X in (2.12) yields the result that (2.15)
To complete the proof of the present theorem, we must show that f (X) is larger a t the point aj of least real part on the component Gj of G than it is at the rightmost point of the component Gj-l of G immediately to the left of Gi .
Note that g is continuous for X E [pj-l ,ail,and that g(pi-1) = g(crj) = 1, but g(X) < 1 for pj-1 < X < crj . Then by (2.15), Thus as was to be proved. We conclude that h(X) increases as X increases along the real axis between adjacent components of G. Since h(X) = f(X) on G, we see that (2.7) follows from (2.14) and (2.16). I n particular, I t follows trivially from (2.7) that, if the real numbers in G (i.e., the spectrum of (A, b ) in this case) consist of the set {A1 , A % , . . . , A,), with then By (1.9), our condition that no Xihi = 0 implies that X f Xi for all i and for all X in G. Hence no Ak is an eigenvalue of A, and so A -AkI is nonsingular for all k. Therefore we can solve (1.7) uniquely for a vector xk belonging to AT, :
In particular, I t would be desirable to be able to prove1 that f ( a j ) < f ( P j ) , in the notation of (2.7),without analyzing f ( X ) and g ( X ) for complex values of X .
Since the Lagrange multipliers are real, we see from (1.7) and (1.8) that A, and AL must be roots of the equation
Since A(X) has a pole at A, and A(X) -+ -1 as X -+a,we see that A, > A, .
Similarly, AL < X I .
We now use the identity ?Sow we fix attention on an arbitrary X in 2 , and consider whether it is in the spectrum of (A, b ) . Let m be the multiplicity of X as an eigenvalue of A. Define the set of integers g = g h = (i: hi = X } . Then card ( 9 ) = m .
If X,bi # 0 for some i E 9, then it would be impossible to satisfy the condition (1.9)
for that i, and so X could not be in the spectrum of (A, b). (By the same argument, no eigenvalue Xk not in 2,-could be in the spectrum.)
Kow suppose that X,bi = 0 for all m indices i in g. Then when is X in the spectrum? As stated in $1,A is in theapectrum if and only if (1.8) and (1.9) are satisfied. The condition (1.9) determines a unique x : for each i ( 9, but it places no restriction on x? for i E 9. Form the sum If we make the convention that 0/0 = 0, the above sum can be written as If g(X) > 1, then it would be impossible to define z> for i E g so that x y = l 1 xi X I 2 = 1, and so X cannot be in the spectrum of (A, b), by (1.8).
If g(X) = 1, then we can make Cy=1j z : j2 = 1 if and only if we set xi X = 0 for all i in 9. Thus X is in the spectrum, and the corresponding zXis unique.
If g(X) < 1, then we can define xi", arbitrarily, for i E g, subject to the condition that (3.3)
i € g and we will have zi"=1 z? l2 = 1 in any case. The set of vectors zXdetermined by (1.9) for i ( g and by (3.3) for i E g forms an (m -1)-dimensional sphere '0. For, if an z ' in U has components x k ,k = 1, . ,12, then any y with components y k , k = 1, . ,n, is also in '0, if for k 6 g zkeiek(Oh real) for k E g, since x k E s 1 y k l2 = 1 -g(X) for all y. Thus, when g (1) < 1,uniqueness of zXis lost. The sphere '0 is analogous to (in fact, is a generalization of) the sphere of unit eigenvectors of a Hermitian matrix A belonging to an eigenvalue of multiplicity m.
Note that the inequality g(X) < 1 st,ates that X is in the exterior of the i.e., X can be joined to oo by an arc not cutting G. Thus, in brief, the spectrum of ( A ,b) consists of the union of all real numbers in the set where we interpret 0/0 as 0, together with those eigenvalues Xk of A which are exterior to the graph G. (If G is the null set, then b = 0 and the spectrum of (A, 8 ) consists of all eigenvalues XI, .)
We must now examine @(xX) for X in the spectrum of (A, b). The study of @(xX), for real X E G in (3.4) , is the same as in $2, and yields the same results (2.4) and (2. for X E G. I t remains to consider @(xXk), for eigenvalues Xk outside G. Proof. Take any X in the spectrum of (A, b).
If X # Xk , k = 1, . . . ,n, then X E G, and everything proceeds as in the proof of (2.4), showing that @(x" = f(X). Since g(X) = 1, we have proved (3.6) when X # X k .
If X = Xk , an eigenvalue of A, let xi denote the ith coordinate of any corresponding vector xXk. Since X k is in the spectrum of (A, b), we have Xibi = 0 for all i E 9, where g is defined above after (3.1), and hence It is property (3.6) of h which motivated our use of h in $2. Renzark. I t is easily shown from (3.6) or (3.9) that, for all X in the spectrum of ( A , b), where 0/0 = 0. If X is in the spectrum of (A, b) , but is not an eigenvalue of A, we can derive (3.10) as follows. Let x belong to X. Then using (1.5), (l.G), and (1.7), we obtain We shall not make use of (3.10) here.
We now use (3.6) to extend the domain of h to all real X where g(X) < m, i. e., to all X except where, for some i, X = Xi and Xibi # 0.
As stated before (3.5), we know that the largest value of @(xX) = h(X) for X in G occurs at the rightmost point p, of G. I t remains to see whether h(Xk) may be still larger for any Xk in the spectrum of (A, b), if p, < XI, .
The answer is furnished by (2.15), which is valid for the general case of $3 with the understanding that 0/0 = 0. Thus h is increasing on all segments of the real axis between or exterior to components of the curve G. It follows that h(X) takes its maximum at the rightmost point A, of the spectrum of (A, b) and its minimum value at the leftmost point A, of the spectrum of (A, b), whether or not these are eigenvalues of A. Analogous statements .can be made about the uniqueness of the vectors x belonging to any X which is in the spectrum of (A, b).
The above result about A, and AL for the case where some Xibi = 0 can be obtained by continuity from the case where no X,bi = 0. I t is not clear that we could use continuity to deduce the nature of the maximizing and minimizing vectors, for multiple roots.
4.
The main result. I n $2 and $3 we have proved our main result: (4.1) THEOREM. Given A, a Hermitian matrix of order n with eigenvalues (Xi], and b, an arbitrary co~nplex n-vector, define fbi} as in (1.3). Then the spectrum of ( A , b) consists of all real X such that together with each eigenvalue X k of A for which g(Xk) < 1.
For each X in the spectruln with g(X) = 1, a unique x"s found by solving (1.7)-(1.8). For each X in the spectrum with g(X) < 1, there exists an 
5.
The number of points in the spectrum. As we noted in $2, if A is of order n, then the spectrum of ( A , b ) contains anywhere from 2 to 2 n real points. When does it have the full number 2n? If any Xibi = 0 , then the discussion of 83 shows that the spectrum necessarily has fewer than 2 n points. So we are limited to the case where all Xibi # 0 . But then, as shown in $2, me know that the spectrum is the intersection of the graph of for real X with the line p = 1.
The graph of (5.1) for real X consists of n + 1 branches between the n vertical asymptotes X = X i , i = 1, . . . , n. Since p > 0 for all X , and p -t 0 as X -t and X -. -w , the rightmost and leftmost branches necessarily cut p = 1. The spectrum has the full number 2 n of points if and only if each of the n -2 interior branches of the curve reaches its minimum with p < 1. For general n a condition for this is probably too complicated to derive. For n = 2, however, we can answer the question, as follows. Proof of (5.6) . We have a1 > 0, az > 0, and (5.9). The above steps are reversible, and so g(p) < 1,whence there are 4 real roots of g(p) = 1. The vector Ax -b is half the gradient of +(x), and x is the radius vector. Condition (1.5) merely states that at a point where @(x) is stationary, for x on S, the surface +(x) = k is tangent to S. Fix x at a solution of (1.5), and let t be real. If the constant X of (1 .5) is positive, the value of @(tx) increases as t increases from 1; if X is negative, +(tx) decreases as t increases from 1.
The main result of 82 and $3 is that the maximum problem of $1is solved for the largest value of X satisfying (1.5), for x on 8.The authors see no obvious geometrical reason why this should be so. If all b,X, # 0, then $2 shows that any vector x = xX which makes +(x) stationary on S is uniquely determined by X. Whenever some b k = 0, then, provided that (3.2) holds with the inequality sign <, we get more than one x belonging to a given X. That is illustrated in Fig. 3 , where n = 2 and k = 1. What is not obvious to the authors is a geometrical reason why necessarily X = XI, in this case.
7.
A constrained least squares problem. Let C be an m X n matrix, m >= n, and f an nz-vector, both over the complex field. We wish to study the set of complex n-vectors y of Euclidean length \I y \I = (yHy)"2 = 1 such that (7.1)
The constraint is
Because Euclidean length is invariant under unitary transformations, it is useful to rotate coordinates in both the space of y and the space off. To do this, let r = rank (C), and write 
Hence
The problem (7.1)-(7.2) is to minimize subject to the constraint Now let and let ifi = 1,2, . . . , n -r, if i = n -r + 1, . . . , n.
We then have changed our problem to one of minimizing subject to the constraint (7.5) , where This is precisely the minimum problem (1.2) of $1. The special role of the n -r zero eigenvalues of CHCis evident.
Thus the general problem of the least squares solution of Cy = f with constraint (7.2) is a special case of our minimum problem (1.2).
8. Lemmas from complex function theory. In this final section me state and prove three lemmas relating partial derivatives of certain regular analytic functions of several complex variables to gradients of realvalued functions of vector variables. This technique is coinmon in the study of second-order partial differential equations; for example, see [3] . We include the material mainly to keep our treatment self-contained, and partly to call explicit attention to the fact that the Lagrange multiplier A must be real even though complex variables are used. 
