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ABSTRACT 
The curiosity of knowing what people think and how they feel about daily events has 
always existed. With the advent of Web 2.0 and the wide dissemination of people’s 
opinions through the World Wide Web, this interest has become even greater, leaving the 
personal level and reaching companies’ marketing activities. In this study, we aim to 
please this curiosity by examining people’s reaction to news published in the media. To 
achieve this goal, we developed a tool capable of determining the polarity of texts 
collected via the microblogging service Twitter and analyzing these opinions, with respect 
to if people tend to classify news related to three previously selected topics as positive or 
negative. For this, we used different classifiers based on language models. By the end of 
the experiment, it was also possible to evaluate the performance of these classifiers 
when working with tweets written in Brazilian Portuguese.  
Key-words: news; twitter; sentiment analysis; language model classifiers 
RESUMO 
A curiosidade de saber o que as pessoas pensam e como se sentem em relação aos 
acontecimentos do dia a dia sempre existiu. Com o avanço da Web 2.0 e a ampla 
divulgação da opinião das pessoas na rede de computadores, este interesse passou a ser 
ainda maior, saindo do aspecto pessoal e atingindo também as ações de marketing das 
empresas. Neste trabalho, buscamos satisfazer essa curiosidade por meio da análise da 
reação da população em relação a notícias divulgadas na mídia. Para atingir este 
objetivo, foi desenvolvida uma ferramenta capaz de determinar a polaridade de textos 
coletados do serviço de microblogging Twitter, analisando essas opiniões para identificar 
se as pessoas tendem a classificar notícias, relacionadas a 3 tópicos previamente 
selecionados, como positivas ou negativas. Foram utilizados diferentes classificadores 
baseados em modelos de linguagem e, ao fim do experimento, foi possível avaliar o 
desempenho desses classificadores ao trabalhar com tweets em português brasileiro.  
Palavras-chave: notícias; twitter; análise de sentimento; classificadores de modelos de 
linguagem 
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1 INTRODUÇÃO 
O conceito de microblogging surgiu em meados de 2006, quando uma 
nova iniciativa de rede social foi criada com uma proposta simples: per-
mitir aos seus usuários divulgarem o que estão fazendo (140 CHARACTERS, 
2009). Nascia então o Twitter, considerado, na época, apenas mais uma 
rede social. Com ele surgia também uma nova forma de comunicação na 
Internet, pela qual as pessoas podiam divulgar qualquer tipo de 
informação, em tempo real, para todos aqueles ligados à sua rede. No 
princípio, o limite de 140 caracteres parecia uma simples limitação da 
plataforma, mas foi determinante para o uso que as pessoas dariam e o 
modo como elas se expressariam nessa rede. O fato de ser em tempo real, 
rápido e fácil publicar conteúdo no Twitter, fez com que as pessoas inte-
ragissem mais com a ferramenta (ZHAO & ROSSON, 2009). Esse modelo 
de interação permitiu que, mais tarde, o Twitter se tornasse uma rede 
baseada na troca de informações, em que o dado transmitido é a opinião 
dos usuários (TWITTER, 2013). 
Dois fatores influenciaram fortemente para que o Twitter não fosse 
visto apenas como mais uma rede social. O primeiro deles foi o alto nível 
de popularidade atingido por esta ferramenta. Em junho de 2012, 
considerando apenas as cidades de São Paulo e Rio de Janeiro, cerca de 
41.200.000 de pessoas geraram aproximadamente 2,3 bilhões de tweets 
emitindo suas opiniões (SEMIOCAST, 2012), o que demonstra a força 
dessa rede como fonte geradora de conteúdo subjetivo na Internet. Já o 
segundo fator está relacionado ao uso dado a esta rede pelos seus 
usuários. Eles não somente a utilizam para divulgar informações sobre si, 
como previsto inicialmente, mas também a utilizam para compartilhar 
opiniões e informações sobre fatos e eventos em geral (NAAMAN e BOASE, 
2010). Essa característica de uso faz do Twitter um feed de notícias 
baseado em pessoas (ZHAO & ROSSON, 2009), tornando-o uma 
ferramenta muito importante para dois perfis de usuários: aqueles que 
buscam informação e aqueles que querem divulgar amplamente suas 
informações (JAVA et al., 2007). A união destes fatores torna o Twitter 
uma importante fonte de opiniões e sentimentos sobre eventos e 
acontecimentos, que podem ser analisados e, posteriormente, utilizados 
em diversas áreas, como política, social e até mesmo marketing 
empresarial, conforme verificado por Li e Li (2011). 
A importância de avaliar o sentimento das mensagens divulgadas no 
Twitter, os tweets, já foi identificada em diversos trabalhos. Em Li e Li 
(2011), foi possível observar que 20% dos tweets publicados estão 
relacionados a marcas e expressam opinião sobre a empresa ou produto 
relacionado. Aliado a esta informação está o fato de que 83% dos 
profissionais de marketing utilizam as mídias sociais para avaliar o desem-
penho da empresa em que trabalham perante a população (STELZNER, 
2012). Outro estudo apresentado em Kwak et al. (2010), cujo objetivo era 
justamente avaliar o potencial do Twitter como uma rede de informação, 
mostrou que mais de 85% dos tweets criados estão relacionados a 
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manchetes de jornal e demais notícias divulgadas na mídia. Além disso, o 
fato de o Twitter permitir o compartilhamento em tempo real faz com que 
essa ferramenta permita captar o sentimento do usuário no momento em 
que ele soube da notícia em questão, o que o motiva a expressar sua 
emoção antes que outros fatores o influenciem e diminuam a intensidade 
do sentimento gerado (SLOMAN et al., 2005). 
 Este trabalho visa a avaliar a reação das pessoas em relação às 
notícias compartilhadas na mídia por meio da análise de publicações feitas 
no Twitter. O objetivo é concluir, a partir dos sentimentos expostos nos 
tweets, se a população achou um determinado fato positivo ou negativo. 
Foram escolhidas três categorias de assunto a serem investigadas e, para 
cada uma delas, foi verificado se as notícias daquele dado tópico são 
vistas de modo positivo ou negativo. A análise de sentimento dos tweets 
foi realizada por meio de experimento supervisionado, utilizando classifica-
dores de linguagem. Este trabalho também busca realizar uma comparação 
entre três diferentes classificadores de linguagem para verificar qual deles 
se adequa melhor às características das mensagens coletadas através do 
Twitter e consegue obter melhor resultado ao tratar textos em português 
brasileiro. 
2 TRABALHOS RELACIONADOS 
Segundo Pang e Lee (2008), descobrir o que as pessoas pensam 
sempre foi objeto de interesse. Com a popularização de plataformas que 
fornecem acesso a grande quantidade de dados subjetivos, a tarefa de 
identificar a polaridade e tentar classificar qual emoção um texto possui 
passou a ser o foco de diversas pesquisas. Esta área de estudo ficou 
conhecida como análise de sentimento e, aliados a ela, novos desafios no 
tratamento de texto foram apresentados. Isso se deve ao fato de que o 
enfoque está em extrair a opinião expressa em um determinado docu-
mento e não apenas descobrir sobre qual assunto ele trata. Esta nova 
perspectiva faz com que o objetivo da análise dos termos que compõem o 
texto seja verificar qual sentimento eles representam e decidir se o docu-
mento exprime uma opinião positiva, negativa, neutra ou, até mêsmo, 
tentar classificar qual emoção está presente, como raiva, felicidade, triste-
za etc. 
 Neste contexto, o Twitter se mostrou uma rica fonte de informação 
devido ao seu formato de microblogging. Ao permitir que usuários com-
partilhem curtas mensagens, frequentemente, esta plataforma deu origem 
a um corpus com grande carga subjetiva, porém com novos desafios a 
serem vencidos, como, por exemplo, o vocabulário utilizado, de caráter 
extremamente informal e inconsistente (BREW et al., 2011). Estas carac-
terísticas permitem que abreviações e variações na escrita de uma pala-
vra representem um mesmo significado (JIANG et al., 2011), o que dificulta 
o tratamento dos textos coletados. Para auxiliar a tarefa de identificar o 
sentimento presente em um tweet, Pak e Paroubek (2010), Davidov et al. 
(2010), Li e Li (2011), Zhang et al. (2011) e Jiang et al. (2011) fizeram uso 
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de emoticons-ícones ou sequência de caracteres que transmitem o estado 
emotivo da mensagem que acompanham (WIKIPEDIA, 2013). Segundo Li e 
Li (2011), esta estratégia permite reduzir o esforço necessário para identi-
ficar a emoção expressa na publicação, já que cerca de 87% dos tweets 
coletados desta forma possuem o sentimento representado pelo emoticon 
presente no texto. No entanto, esta abordagem desconsidera uma grande 
quantidade de tweets que não carregam emoticons em suas frases, limi-
tando os documentos que serão avaliados durante o estudo. 
 Diversas pesquisas buscando compreender as opiniões que os usuá-
rios do Twitter exprimem já foram conduzidas. Em 2009, Bollen et al. (2009) 
desenvolveram um dos primeiros trabalhos com enfoque de classificar 
emoções presentes em tweets. O objetivo do estudo realizado foi analisar 
a flutuação de sentimento dessas mensagens e buscar eventos sócio-
econômicos e políticos que pudessem estar relacionados às oscilações 
identificadas. Para isso, os autores utilizaram um instrumento chamado 
POMS-ex, que classifica os tweets em 6 categorias diferentes de humor, a 
partir da comparação dos termos que compõem a mensagem com termos, 
definidos previamente, associados a cada uma das categorias. Em 2010, 
Pak e Paroubek (2010) utilizaram um classificador Naïve-Bayes para 
categorizar tweets em positivo ou negativo, com base em N-gramas e na 
classificação gramatical de partes do texto. Já Davidov et al. (2010) bus-
caram categorizar os tweets utilizando mensagens com hashtags-palavras 
precedidas de # que representam o sentimento e/ou o assunto alvo 
daquela mensagem e emoticons contidos no texto para treinar o clas-
sificador utilizado e categorizar tweets entre diversas emoções. Além disso, 
aspectos como pontuação e as palavras utilizadas também foram conside-
radas para a extração de sentimento.  
 Outra vertente da análise do conteúdo gerado no Twitter é a extração 
de informação a partir do estudo de posts publicados nessa rede. Sakaki 
et al. (2010) e Achrekar et al. (2011) promoveram pesquisas cujo objetivo 
era detectar acontecimentos de forma mais rápida por meio da análise 
das mensagens divulgadas. Nesses casos, a intenção era criar uma 
ferramenta capaz de detectar terremotos e epidemias de gripe, 
respectivamente, antes mesmo de tais eventos serem anunciados 
oficialmente. Já em Li e Li (2011), o objetivo era utilizar as opiniões 
compartilhadas no Twitter para auxiliar empresas a tomarem decisões em 
suas campanhas de marketing. A ideia foi utilizar a análise de sentimento 
de tweets para tornar possível o acompanhamento da opinião dos clientes 
em relação a serviços e produtos e permitir que empresas tomassem 
decisões antes mesmo de os clientes chegarem até elas com reclamações 
e sugestões. 
 Dentre os trabalhos citados, podemos verificar que nenhum deles 
buscou analisar sentimento relacionado a fatos divulgados na mídia. Na 
verdade, a estratégia sempre foi inversa: analisar os sentimentos e buscar 
ocorrências que pudessem estar associadas a eles. Este estudo visa a 
preencher esta lacuna e ser um primeiro passo para uma série de tra-
balhos em que o foco está em analisar sentimentos relacionados a aconte-
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cimentos que tiveram grande repercussão e foram amplamente divulgados 
por jornais e revistas. Vale ressaltar que este trabalho também está entre 
os poucos que trata tweets escritos em português brasileiro. 
3 METODOLOGIA 
O objetivo deste trabalho é buscar desenvolver um mecanismo que 
consiga lidar com as características presentes em textos oriundos de 
plataformas de microblog, ou seja, textos informais e ruidosos. Para isso, 
optou-se pelo uso de modelos de linguagem ou modelos N-grama, devido 
à simplicidade e ao poder de processamento desses algoritmos (Russell 
2011).  
 De acordo com Jurafsky e Martin (2009), estes modelos estatísticos 
permitem prever a probabilidade de um grupo de palavras aparecerem 
em uma determinada sequência, a partir das N-1 palavras do N-grama-
sequência de N palavras. Por funcionar de acordo com um paradigma 
conhecido por treinamento e teste, este modelo utiliza uma base de 
treinamento que terá a função de ensinar ao classificador quais sequên-
cias de palavras estão associadas a uma determinada classificação 
(JURAFSKY E MARTIN, 2009). Como o objetivo deste trabalho é a extração de 
sentimento, o conjunto de treinamento possui documentos que mostram 
ao classificador quais sentenças caracterizam uma opinião cuja 
classificação é positiva, por exemplo “Dilma fazendo história na ONU. 
#Orgulho #DilmaDay”, e quais são consideradas negativas, como no caso 
de “Emissoras de TV, principalmente a Globo, só falam do POP In RIO e ñ 
passaram nem uma notinha da #MarchaContraCorrupcaoRJ Pq será? C liga 
Brasil”. 
De acordo com este paradigma, ainda é necessário um outro grupo 
de documentos, o conjunto de teste (JURAFSKY E MARTIN, 2009). Ao final 
do processo de classificação, o modelo utilizado é capaz de calcular, para 
cada um dos documentos testados, a probabilidade de ele se encaixar em 
uma das categorias consideradas, no caso deste trabalho positiva ou 
negativa. Vale ressaltar que as bases de treinamento e teste devem ser 
distintas ou podem acabar por mascarar o real desempenho do classifica-
dor, já que ele já saberia classificar corretamente as mensagens do grupo 
de teste. 
Este processo permite reduzir o trabalho de limpeza dos textos a serem 
classificados e, ao mesmo tempo, alcança resultados bastante significa-
tivos quando se trata do processamento de textos com características 
similares às das mensagens tratadas neste estudo (RUSSELL, 2011). 
 Como um dos objetivos deste trabalho é também comparar o desem-
penho de implementações diferentes de modelos N-grama, foram utili-
zados 3 classificadores distintos. São eles: 
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TRIGRAMA: Este classificador segue o modelo N-grama e calcula a 
probabilidade de cada texto ser positivo ou negativo, anali-
sando sequências de 3 palavras.   
HEXAGRAMA: Este classificador segue o modelo N-grama e calcula a 
probabilidade de cada texto ser positivo ou negativo, anali-
sando sequências de 6 palavras. 
NAIVE_BAYES: Classificador em que os textos são representados co-
mo bag of words, ou seja, suas posições exatas são ignora-
das e o classificador é montado com base em um modelo 
probabilístico baseado no teorema de Bayes, assumindo 
independência entre as variáveis (JURAFSKY AND MARTIN, 




Durante os meses de agosto a outubro de 2011, foram coletadas 
notícias e tweets que seriam utilizados como base de treino e teste pela 
ferramenta de classificação automática a ser desenvolvida. Este processo 
foi realizado manualmente e, para a coleta das notícias, utilizou-se como 
apoio uma coluna da seção de Tecnologia e Games do jornal online G1 
onde, para cada dia da semana, os Trending Topics-principais assuntos 
falados no Twitter-brasileiros são apresentados, explicados e associados 
às notícias correspondentes (G1, 2012). Após analisar a relação entre as 
notícias publicadas e o número de tweets relacionados gerados, observa-
mos que, dentre os assuntos mais populares, 3 categorias se destacam: 
Policial, Política e Entretenimento. Sendo assim, optou-se por classificar 
tweets que estivessem relacionados a esses 3 tópicos com a intenção de 
maximizar a ocorrência de textos subjetivos, ou seja, que “expressam a 
avaliação, emoção, julgamento, incertezas, crenças e outras atitudes e 
afetividades” (WIEBE, 1990) sobre o assunto debatido.  
 Durante a janela de tempo considerada, foram selecionadas notícias 
que não apenas tiveram grande repercussão entre os usuários do microblog, 
mas que também foram bastante divulgadas pelos jornais e revistas 
escritos e televisionados. Para cada categoria escolhida, foram seleciona-
das entre 2 e 3 notícias, apresentadas na tabela abaixo e ordenadas pela 
data em que foram divulgadas. 
  Após selecionar as notícias, o passo seguinte foi coletar tweets 
relacionados a elas e filtrar essas mensagens de forma a obter apenas 
tweets subjetivos para serem utilizados na etapa de classificação 
automática.  
 A coleta das mensagens foi realizada por meio da interface de busca 
oferecida pelo próprio Twitter. Para cada uma das notícias, palavras-chave 
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foram utilizadas de forma que os tweets retornados estivessem relaciona-
dos a elas. Por exemplo, para a notícia “Dilma defende Estado palestino e 
exalta papel da mulher na política” a busca realizada foi “dilma onu” e 
para a notícia “Juíza é baleada e morta em Niterói” os termos da busca 
foram “juiza patricia”. Dessa forma, para cada notícia, foram coletados 
cerca de 400 tweets e o fator tempo se mostrou extremamente impor-
tante nesta fase do experimento. Quanto mais distante da data de divul-
gação da notícia o processo de coleta fosse realizado, menos subjetivos e 
menos relacionados aos fatos eram os textos das mensagens. 
Tabela 1. Notícias selecionadas para o experimento 
Notícia Categoria Data 
Exames confirmam que ator Reynaldo 
Gianecchini tem câncer 
Entretenimento 10/08/2011 
Juíza é baleada e morta em Niterói Policial 12/08/2011 
Perícia diz que sobrecarga provocou 
desabamento de camarote em SP 
Entretenimento 21/08/2011 
Público protesta contra corrupção e impunidade 
no centro do Rio 
Política 20/09/2011 
Dilma defende Estado palestino e exalta papel da 
mulher na política 
Política 21/09/2011 
Câmara derruba criação de novo imposto para a 
saúde 
Política 21/09/2011 
Rock in Rio Entretenimento 08/10/2011 
Condenado por chefiar tráfico no Rio, Polegar é 
preso no Paraguai 
Policial 19/10/2011 
Fonte: elaboração própria 
 Essas observações foram possíveis de serem feitas devido ao passo 
seguinte do processo de coleta e filtragem de tweets. Cada tweet foi 
considerado um documento e, para cada um deles, os pesquisadores 
envolvidos neste trabalho emitiram suas opiniões sobre o sentimento 
presente nas mensagens, tendo cada tweet 3 classificações distintas. Este 
processo foi realizado para que fosse possível cruzar os votos de cada um 
dos pesquisadores e eleger qual sentimento classificaria cada tweet. O 
objetivo desta análise foi classificar as mensagens entre positiva e 
negativa para que depois esta categorização manual fosse utilizada como 
base para a ferramenta de classificação automática. Optou-se, assim 
como em Pang et al. (2002), por não se considerar tweets neutros, já que 
não foi possível encontrar na literatura um consenso sobre quais seriam as 
características típicas de textos classificados desta forma. A intenção da 
filtragem era obter um corpus anotado composto apenas por textos que 
expressassem sentimentos. Após este processo, foi criada uma base com 
cerca de 925 documentos, divididos em cerca de 50% positivos e 50% 
negativos. 
 Vale ressaltar que o processo de classificação manual não considerou 
apenas os significados isolados das palavras utilizadas nos tweets. Casos 
como ironias e abreviações também foram considerados para determinar 
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a polaridade do texto analisado, já que o objetivo era verificar se os 
classificadores utilizados conseguiriam classificar corretamente esses 
documentos, o que também justifica o balanceamento da polaridade das 
mensagens utilizadas. 
4.2 FERRAMENTA DE CLASSIFICAÇÃO AUTOMÁTICA 
Este experimento contou com a criação de uma ferramenta de classi-
ficação automática capaz de estabelecer, para um dado tweet, a polaridade 
da opinião contida no texto analisado, conforme mostrado na Figura 1. 
Para apoiar o processo de classificação automática, foi utilizada “uma 
biblioteca para processamento de texto usando linguística computacional” 
(LINGPIPE, 2013a), chamada LingPipe. Escolheu-se usar este recurso na 
ferramenta construída por viabilizar a criação de classificadores baseados 
em modelos N-grama e permitir extrair resultados estatísticos das classifi-
cações realizadas (LINGPIPE, 2013b). Além disso, esta é uma biblioteca 
bastante estável e utilizada em diversos trabalhos de pesquisa (LINGPIPE, 
2013b). O processo de classificação das mensagens coletadas é apresen-
tado na Figura 1. 
 
Figura 1. Processo de classificação de tweets 
Fonte: elaborada pelos autores 
5 RESULTADOS 
Nesta seção apresentamos os resultados obtidos após a execução das 
10 rodadas de classificação, realizadas de acordo com o algoritmo 
estabelecido pela validação cruzada de 10 dobras. Esta estratégia prevê 
que a base utilizada para treinamento e teste será dividida em 10 partes 
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de tamanho similar e, em cada rodada de classificação, 1 das partes será 
selecionada para teste, enquanto as outras 9 serão utilizadas para treino. 
Dessa forma, é possível diminuir a variância das classificações e obter 
maior confiança no resultado obtido, além de tornar desnecessária a cria-
ção prévia de bases de treino e teste, separadamente (LINGPIPE, 2013c).  
Este processo de classificação foi realizado para cada um dos 
classificadores e tópicos de notícias escolhidos para participar do 
experimento. Cada um dos resultados obtidos foi avaliado e comparado 
entre si, considerando medidas previamente selecionadas para serem 
verificadas. Assim como em Pak e Paroubek (2010), a primeira medida a 
ser considerada foi a acurácia e, para dar maior entendimento sobre os 
valores obtidos, foi analisado também o intervalo de confiança de cada 




Acurácia Calcula a corretude do processo de classificação, 
variando de 0 a 1. Quanto mais próximo de 1, mais 
correta foi a classificação. 
Intervalo de confiança Estabelece o valor que, somado ou subtraído do 
parâmetro considerado, oferece um intervalo no qual 
estamos 95% certos de ter o valor verdadeiro. Quanto 
mais próximo de 0, maior é a confiança de que o 
resultado obtido está correto. 
Quadro 1. Medidas analisadas nos resultados obtidos no experimento 
Fonte: elaborado pelos autores 
Estabelecidos os parâmetros de comparação, ao analisar os 
resultados para cada um dos tópicos de notícias, foi verificado que os 
resultados obtidos pelos diferentes classificadores testados foram muito 
similares. No entanto, é possível observar que, no geral, o classificador 
TRIGRAMA teve um desempenho um pouco melhor que os demais, 
contradizendo esta afirmação apenas o caso do tópico Política, conforme é 
mostrado na Tabela 2 abaixo. 
Tabela 2. Medidas dos classificadores para cada  
uma das categorias testadas 
 TRIGRAMA HEXAGRAMA NAIVE_BAYES 
Acur. IC Acur. IC Acur. IC 
Entretenimento 0.5895 0.1448 0.5710 0.1457 0.5458 0.1457 
Policial 0.8363 0.1660 0.8272 0.1830 0.7727 0.2210 
Política 0.7368 0.1347 0.7421 0.1369 0.7342 0.1402 
Fonte: elaborada pelos autores com base nos resultados da pesquisa 
Os resultados obtidos nas categorias Política e Policial são bastante 
satisfatórios, se considerarmos que a capacidade humana de avaliar 
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corretamente a subjetividade de um texto varia de 72% (WIEBE et al., 
2006) a 85% (GOLDEN, 2011). Considerando essa margem como o obje-
tivo a ser alcançado com o experimento, podemos verificar que, para as 
duas categorias citadas, todos os classificadores utilizados obtiveram 
resultados dentro dessa margem, o que demonstra que o método esco-
lhido é eficaz na classificação de tweets, principalmente se considerarmos 
o tópico Política, que tende a apresentar um número grande de ironias e 
sarcarmos.  
 Já em relação ao tópico Entretenimento, acredita-se que a razão para 
os resultados obtidos estarem abaixo dos 72%, considerado o mínimo 
esperado de uma classificação humana, está relacionada ao fato de tais 
mensagens possuírem mais ruídos que os textos relacionados aos outros 
dois tópicos. Por estarem ligados a fatos que trazem assuntos mais 
amenos e por as pessoas, geralmente, se expressarem de forma positiva, 
os textos acabam apresentando uma escrita bastante informal, com 
diversas variações das mesmas palavras, o que dificulta ainda mais o 
processo de classificação. Nos Quadros 2 e 3 são apresentados alguns 
tweets relacionados aos tópicos Entretenimento e Política, respecti-




@EvShadow @Riick_Lee tá, mas quem é você? que mistério... e ah, vai ser legal Cláudia 
ou Ivete abrindo show do EV em BH! Kkkkkkkkkkkkkkkk 
@gianecchini água de Janauba, procure, curou amigas, sei onde tem, mude 
alimentaçao, natural+peixe+suco uva c/semente... 
KKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKKK 
KKKKKKKKKKKKKKKKKKK Camarote do show de Ivete caiu :x parei 
aooooo barretaooo.. to aki em barretos nio camping logo mais anoite show da ivete 
hahahahhaaha 
O.o RT @MarianaMusa: #tenso | RT @RomuloAlmeida: Acabei de confirmar diretamente 
da sala de imprensa do Rock in Rio: só 3 da manhã! 
Quadro 2. Tweets do tópico Entretenimento 
Fonte: elaborado pelos autores com dados de campo 
Tweet 
Ufa!! Os parlamentares em Brasília, não aprovarão mais um imposto, para pagar o 
doente sistema de saúde no Brasil 
Só achei que faltou jogar a caneta na cabeça do Obama: "seu incompetente!" 
#dilmaday 
Contra a corrupção: desde o cafezinho do guarda até os mensalões milionários 
#MarchaContraCorrupcaoRJ 
Prestem atenção, pois um novo imposto pode estar a caminho. Os deputados estão 
pensando em criar uma taxa destinada à saúde! Isso é ABSURDO 
Brasil é assim: SE #RedeGlobo tivesse divulgado, Se ela tivesse mostrado a 
#MarchaContraCorrupcaoRJ teriam 100/200.000 pessoas. Infelizmente! 
Quadro 3. Tweets do tópico Política 
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Fonte: elaborado pelos autores com dados de campo 
 Por fim, foi possível concluir que os tópicos Entretenimento e Política 
foram considerados positivos pela população, enquanto que o tópico 
Policial foi visto como algo negativo. Esses resultados estão diretamente 
ligados às notícias consideradas no experimento e representam como, no 
período de junho a outubro de 2011, em geral, as pessoas viram as 
informações mais comentadas no Twitter. Nas tabelas abaixo, são apre-
sentadas as matrizes de confusão do classificador TRIGRAMA para cada 
um dos tópicos analisados. 
Tabelas 3, 4 e 5. Matriz de confusão do classificador TRIGRAMA 
Entretenimento  NEG POS  Policial NEG POS  Política NEG POS 
NEG 94 92  NEG 80 5  NEG 112 57 
POS 87 163  POS 13 12  POS 43 168 
6 CONSIDERAÇÕES FINAIS 
Este trabalho teve como objetivo analisar o sentimento de tweets 
relacionados aos fatos divulgados na mídia e que foram amplamente 
propagados dentro do Twitter. O estudo propôs uma classificação automá-
tica dos tweets com base em classificadores de linguagem e o resultado 
obtido foi validado por contraste com a classificação manual das mensa-
gens, realizada previamente. O trabalho se caracteriza como uma primeira 
tentativa de realizar a associação entre notícias e tweets escritos em 
português brasileiro, com o intuiro de extrair o sentimento gerado na 
população pelos eventos que geraram as notícias. 
 Após o experimento realizado, foi possível observar que não houve 
um classificador que se destacasse como o melhor absoluto. Dentro de um 
mesmo tópico, o desempenho dos 3 classificadores foi bastante próximo, 
como demonstrado na Tabela 2, o que não permite escolher qualquer um 
dos 3 métodos em função de melhores resultados.  
 Acredita-se que o resultado obtido é satisfatório, pois a acurácia dos 
classificadores se manteve dentro do percentual de acertos correspon-
dente à capacidade humana de classificar a subjetividade de um texto. No 
entanto, acredita-se que ainda seja possível melhorar a estratégia de 
classificação e pré-processamento do texto, principalmente para casos 
que tratam construções complicadas de serem classificadas automati-
camente.  
 Não se pode esquecer, porém, que uma das principais dificuldades da 
automatização deste procedimento é identificar quais tweets são de fato 
relacionados à notícia desejada. Neste estudo, a coleta e classificação de 
tweets foi feita de forma manual, tornando possível assegurar que todos 
os tweets coletados eram realmente relacionados à notícia em questão.  
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Futuramente, pretende-se desenvolver uma ferramenta capaz de au-
xiliar na classificação e aprimorar os resultados obtidos neste trabalho. 
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