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Abstract
This paper describes in some detail the concept of bivector gauge fields and then examines
the possibility of confirming their existence by recording certain patterns in variation of
intensity of radiation from distant cosmic sources versus radiation frequency and versus the
estimated distance to the source.
This paper deals with the so-called bivector gauge
fields; more precisely, with those of their kind that
have to do with electromagnetism. The concept of
bivector gauge fields arises rather naturally within
the theory of five-dimensional tangent vectors in
space-time, presented in ref.[1]†. However, it is quite
possible to explain what these gauge fields are in
terms of ordinary four-vectors and four-tensors as
well. Though in this case it will not be so clear why
they have been named ‘bivector’. Nor why anyone
should have thought of a thing like that in the first
place!
To explain what bivector gauge fields are one
should recall what is parallel transport. As is known,
the latter is a procedure by means of which one is
able to transport a non-scalar quantity—say, a tan-
gent vector or a spinor or any other vector- or tensor-
like object that one can think of—from one space-
time point to another. Such transportation is needed
to calculate the derivative of non-scalar-valued fields.
The simplest example of transport rules are those for
ordinary tangent four-vectors. Since it is always as-
sumed that parallel transport is a linear operation,
the transport rules in this case can be expressed with
a set of 64 scalar quantities called connection coef-
ficients and typically denoted as Γαβµ. The latter
have the following meaning: An arbitrary four-vector
with components V α at a point with coordinates xµ,
when transported to a nearby point with coordinated
xµ + dxµ, will have the components equal to
V α − ΓαβµV βdxµ
plus quantities of higher order in dxµ. Knowing the
connection coefficients, one can evaluate the covariant
∗Former affiliation.
†A brief introduction can be found in ref.[2].
derivative of an arbitrary four-vector field Uα: The
latter will have the components
Uα;µ = ∂µU
α + ΓαβµU
β . (1)
In physics, the rules of parallel transport for four-
vectors are regarded as a special kind of geometry
possessed by space-time, which is related to the Rie-
mannian geometry fixed by the metric, but is not nec-
essary determined by the latter completely. The situ-
ation is that the metric, by itself, determines certain
transport rules for four-vectors; it is these rules that
one considers in General Relativity. However, at a
given Riemannian geometry, the actual parallel trans-
port rules—the ones that are used to calculate the
derivatives of matter fields in field equations—may
differ from the rules defined by the metric. The lat-
ter fact will manifest itself in that transported four-
vectors will experience addition rotation compared
to the same vectors but transported according to the
rules fixed by the metric. This additional rotation
can be described with the quantities Sαβµ equal to the
difference between the connection coefficients corre-
sponding to the transport fixed by the metric and
the connection coefficients corresponding to the ac-
tual transport rules. With transformation of the four-
vector basis, the quantities Sαβµ transform as compo-
nents of a four-tensor, which is called torsion, or more
precisely, the contorsion tensor.
Another important case of parallel transport is that
corresponding to abstract vectors and tensors associ-
ated with internal symmetry groups in elementary
particle physics. Such vectors and tensors are not
related in their nature to the space-time manifold
and in the following will be generally referred to as
nonspacetime vectors and tensors. As in the case
of tangent four-vectors, one can introduce the cor-
responding connection coefficients, which in this case
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are called gauge fields. This will enable one to calcu-
late the covariant derivative of any field whose values
are nonspacetime vectors or tensors of a given kind.
If Gijµ are the gauge fields that correspond to the
considered type of nonspacetime vectors, then the
components of the covariant derivative of any field
W i whose values are such nonspacetime vectors are
given by a formula similar to formula (1):
W i;µ = ∂µW
i + eGijµW
j ,
where, as is customary, we have written out explicitly
the ‘charge’ e of the field W i relative to the interac-
tion mediated by the gauge fields Gijµ.
It is practically always supposed implicitly that
parallel transport of nonspacetime vectors is inde-
pendent of torsion. The concept of bivector gauge
fields offers one a scheme where this is not so. To see
how it works, one should introduce the notion of the
bivector derivative. Let us first define the latter for
four-vector fields. For simplicity, let us consider flat
space-time and introduce in it an arbitrary system
of Lorentz coordinates xµ. The covariant derivative
of an arbitrary four-vector field U corresponding to
the transport rules fixed by the metric can then be
evaluated by using the following four-step procedure:
One performs an infinitesimal active translation of
the differentiated field in the direction specified by
the argument of the derivative; subtracts from the
result the original field; divides the difference by the
translation parameter s; and takes the limit s → 0.
Consider now a more general procedure where one
takes the same field U, but this time performs an
arbitrary active Poincare transformation, which may
include both translations and rotations. The rest of
the procedure is the same as before: One subtracts
from the result the original field; divides the differ-
ence by the transformation parameter s; and takes
the limit s → 0. As a result, one obtains a field
which will be called the bivector derivative of field
U and will be denoted as DAU, where A symbolizes
the argument of derivative D. Let us determine what
kind of quantity this argument is.
In terms of four-vectors, an infinitesimal Poincare
transformation can be described with a pair of quan-
tities (δT, δΩ), where δT is a four-vector that de-
scribes the infinitesimal translation and δΩ is an anti-
symmetric four-tensor of rank two that describes the
infinitesimal four-dimensional rotation. As is known,
such a description of Poincare transformation is not
coordinate-independent since the four-vector δT de-
pends on the choice of the coordinate origin. At the
same time, the active Poincare transformation itself
is an operation that exists irregardless of the choice of
the coordinate system, so it may be expected that a
coordinate-independent description for it does exist.
This is where five-dimensional tangent vectors and
the tensors constructed out of them come in handy.
It turns out that an infinitesimal Poincare transfor-
mation can be described in a coordinate-independent
way with an antisymmetric five-tensor δR of rank
two. The latter has the following components:
(δR)µν = (δΩ)µν , (δR)µ5 = − (δR)5µ = (δT)µ,
where µ and ν, as all Greek indices, run 0, 1, 2, and
3, and the index value 5 corresponds to the addi-
tional fifth component (for more details the reader is
referred to ref.[1]). Dividing δR by s and taking the
limit s → 0, one obtains a finite ‘five-dimensional’
bivector A, which uniquely determines the corre-
sponding infinitesimal Poincare transformation to the
first order, and therefore can serve as the argument of
derivative D. This explains why the latter has been
named the bivector derivative.
From the definition of the bivector derivative pre-
sented above, it is easy to obtain the following for-
mulae for the components of D of an arbitrary four-
vector field U in a Lorentz four-vector basis in flat
space-time:
(Dµ5U)
α = − (D5µU)α = ∂µUα
(DµνU)
α = − (DνµU)α = (Mµν)αβ Uβ ,
where Dµ5 denotes the bivector derivative that corre-
sponds to translation along the axis xµ, Dµν denotes
the bivector derivative corresponding to rotation in
the plane xµxν , and (Mµν)
α
β ≡ δαν gµβ − δαµ gνβ .
These formulae will also be valid in local Lorentz
coordinates in space-time with arbitrary curvature.
Comparing them with the formula for the compo-
nents of the covariant derivative of field U in (local)
Lorentz coordinates in space-time with arbitrary tor-
sion:
(∇µU)α = ∂µUα + ΓαβµUβ = ∂µUα − SαβµUβ
= ∂µU
α − Sστµ δασgτβ Uβ
= ∂µU
α + 12S
στ
µ(Mστ )
α
βU
β ,
one observes that derivatives D and ∇ of field U are
related to each other in the following way:
∇µU = Dµ5U + 12 SστµDστU. (2)
In the case of four-vector fields, the latter equation is
a consequence of the definition of derivatives D and
∇. To define the bivector derivative for a field whose
values are nonspacetime vectors or tensors of some
particular kind, one postulates that (a) for such a field
the derivative D exists and that (b) it is related to
derivative ∇ as in equation (2).
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As in the case of the covariant derivative, one can
introduce the analogs of connection coefficients for D.
For the components of the bivector derivative of an
arbitrary field W i one will then have:
(Dµ5W )
i = ∂µW
i + eCijµ5W
j
(DµνW )
i = eCijµνW
j .
(3)
The fields Cijµ5 and C
i
jµν are called bivector gauge
fields. With transformation in the space of corre-
sponding nonspacetime vectors, say, W i 7→ W ′ i =
LijW
j , the bivectors gauge fields transform as fol-
lows:
C ′ ijµ5 = L
i
k C
k
lµ5(L
−1)lj + e
−1Lik∂µ(L
−1)kj
C ′ ijµν = L
i
k C
k
lµν(L
−1)lj .
(4)
So the fields Cijµ5 transform as ordinary gauge fields,
while the fields Cijµν transform as components of a
tensor of rank (1,1) over the space of corresponding
nonspacetime vectors.
If one assumes that the Lagrangian density for mat-
ter fields in local field theory depends on the value
of the field at a given point and on the value of its
covariant derivative, then the considered scheme im-
plies that in the absence of torsion the matter fields
are affected only by the gauge fields Cijµ5, and it
is the latter that play the role of ‘ordinary’ gauge
fields in this case: Gijµ = C
i
jµ5. Under such circum-
stances, the fields Cijµν have no direct effect on matter
fields irregardless of whether they are nonzero or not.
At nonzero torsion, matter fields ‘feel’ both types of
bivector gauge fields, and one has
Gijµ = C
i
jµ5 +
1
2C
i
jστS
στ
µ. (5)
Figuratively speaking, the fields Cijµν translate the
additional rotation of tangent four-vectors which tor-
sion is, into additional rotation of the relevant non-
spacetime vectors. One can also see that the affine
geometry represented by the gauge fields Cijµν is, so
to say, hidden in the sense that it has a noticeable
direct effect on matter fields only when torsion is suf-
ficiently large. Fortunately, as it will be shown be-
low, the existence of this type of bivector gauge fields
should also manifest itself indirectly: in that the fields
Cijµ5—whose effect on matter fields is not suppressed
by torsion, and which have all the properties of con-
ventional gauge fields—created by matter fields will
differ from the gauge fields the same matter fields
would have created within the traditional gauge field
theory framework.
The rest of this paper is devoted to the bivector
gauge fields associated with electromagnetism. In
this case the fields Cµ5 and Cµν will apparently have
only two lower space-time indices and no indices asso-
ciated with internal degrees of freedom. In order to
construct the Lagrangian density that would deter-
mine the dynamics of such fields, one should first in-
troduce the analog of the field strength tensor for the
derivative D. As is shown in part VI of ref.[1], the lat-
ter is a ‘five-dimensional’ tensor F whose components
have four lower indices and the following symmetry
properties:
FABCD = −FBACD = −FABDC
FABCD = −FCDAB ,
where indices A, B, C, and D run 0, 1, 2, 3, and 5.
The components of F are the following:
Fµ5α5 = iFµα, Fµ5αβ = −Fαβµ5 = ∂µCαβ ,
Fµναβ = − gµαCνβ + gναCµβ
+ gµβCνα − gνβCµα,
where we have introduced the notation Aα = −iCα5
and where Fαβ = ∂αAβ − ∂βAα. One may then sup-
pose that, similar to the case of ordinary gauge fields,
the Lagrangian density for their bivector analogs
should be some bilinear combination of the compo-
nents of F. Observing now that from the latter one
can construct only two independent true scalars, for
example,
FABCDFABCD and F
AC
AD F
BD
BC ,
one obtains the following general expression for the
Lagrangian density:
a · FABCDFABCD + b · FACAD FBDBC , (6)
where a and b are some unknown coefficients. Deter-
mining the value of the latter from the requirement
that combination (6) reproduce the standard kinetic
term for the field Aα (which can be regarded as ordi-
nary electromagnetic potential) and the kinetic term
for the antisymmetric tensor field (see e.g. ref.[3]),
one arrives at the following Lagrangian density:
− 14FαβFαβ + 14 ∂µKαβ∂µKαβ − (∂µKµα)2
+ 2κFαβKαβ − 32κ2KαβKαβ .
(7)
where Kαβ = −iκCαβ . Here κ is a certain universal
constant with dimension of inverse length that ap-
pears within the theory of five-dimensional tangent
vectors, and whose value is not fixed by mathematics
(see ref.[1]). As one can see, in addition to the kinetic
terms for Aα and Kαβ , one obtains a term where Aα
and Kαβ mix and a term that has the form of a mass
term for the field Kαβ . Owing to the first of these ad-
ditional terms, the equations for the electromagnetic
3
field and for the field Kαβ are no longer independent
from each other and have the following form:
∂αFαβ = 4κ ∂
αKαβ + jβ , (8)
∂2Kαβ + 2 ∂
λ(∂αKβλ − ∂βKαλ) + 6κ2Kαβ
= 4κFαβ + jαβ ,
(9)
where jα and jαβ are obtained by varying the part
of the action that describes the interaction of matter
fields with bivector gauge fields with respect to Aα
and Kαβ , respectively. It is useful to observe that
under the assumption made above about Lagrangian
density depending on the covariant derivative of mat-
ter fields, one has
jαβ = κ
−1S µαβ jµ,
where S µαβ = gασ gβτ S
στ
ω g
ωµ. So the components
jαβ will be comparable with jα only if contorsion is
of the order of constant κ.‡
As it has been mentioned above, apart from its di-
rect action on matter fields (which is suppressed by
torsion), the field Kαβ manifests its existence in that
the electromagnetic potential Aα created by some
set of sources will differ from the potential these
same sources would have created according to con-
ventional electrodynamics. To see that this is in-
deed so, let us derive from the general equations (8)
and (9) the equations that specifically determine the
electromagnetic potential. To this end, let us cal-
culate the 4-divergence of both sides of equation (9)
with respect to index α. Multiplying both sides of
the equation by 25κ
−1 and introducing the notation
Cβ ≡ 25κ−1∂αKαβ , one obtains
−∂2Cβ + 6κ2Cβ = 85 ∂αFαβ + 25κ−1∂αjαβ .
Substituting the right-hand side of equation (8) in-
stead of ∂αFαβ and rearranging the terms, one gets
∂2Cβ + 10κ
2Cβ = − 85 tβ − 85 jβ , (10)
where tβ ≡ 14κ−1∂αjαβ . If the electromagnetic poten-
tial obeys the Lorentz condition ∂αAα = 0, equation
(8) acquires the form
∂2Aβ = 10κ
2Cβ + jβ . (11)
Expressing 10κ2Cβ in terms of jβ , tβ , and ∂
2Cβ via
equation (10), one can present equation (11) as
∂2(Aβ + Cβ) = (1− 85 )jβ − 85 tβ .
Finally, introducing the notation Bβ ≡ Aβ +Cβ , one
arrives at the following equations:
‡Another possibility is that for some matter fields the La-
grangian density would depend on their bivector derivative di-
rectly, not via ∇ (see e.g. ref.[4]).
∂2Bβ = − 85 tβ − 85jβ + jβ (12a)
10κ2Cβ + ∂
2Cβ = − 85 tβ − 85 jβ (12b)
Aβ = Bβ − Cβ . (12c)
As one can see, if the field Cβ were massless, too,
the contributions to Bβ and Cβ created by the source
− 85 tβ− 85jβ would be exactly the same and would can-
cel out each other in the potential Aβ . So the latter
would be exactly what it should be according to con-
ventional electrodynamics. To see how the nonzero
mass of Cβ changes the potential, let us consider the
solution of equations (12) for a static point source at
the coordinate origin. As usual, ‘static’ and ‘point’
mean that ji = 0 and j0 = eδ(~r) and that all the
time derivatives are zero. For simplicity, we will also
suppose that torsion is so small that the contribution
of tα to the electromagnetic potential is insignificant.
The solution is the following:
Bi = Ci = 0, B0 = (1− 85 ) e4pir , C0 = − 85 e4pir e−µr,
where µ =
√
10κ. Thus, for the electromagnetic po-
tential one has:
Ai = 0 and A0 =
e
4pir − 85 e4pir (1− e−µr). (13)
It is apparent that at r  µ−1, the second term
in the expression for A0 is practically zero, and
the scalar potential itself is given by the usual for-
mula: A0 = (e/4pir). As r increases, the sec-
ond term in the expression for A0 grows, and at
r = ln( 83 )µ
−1 = 0.9808µ−1 the potential turns to
zero and then changes its sign, as is shown in Fig-
ure 1. Here the potential is measured in the units of
eµ/4pi and r is measured in the units of µ−1. With
further increase of r, one observes a ‘valley’, where
the potential changes very little and after reaching
a minimum, begins to grow again. This means that
within this distance range, the electric field decreases
and turns to zero and then changes its direction for
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the opposite. At r  µ−1, one has A0 = − 35 ·(e/4pir),
as if this was a Coulomb potential created by the
charge − 35e. As in conventional electrodynamics, the
corresponding electric field will have only the radial
component, which can be presented in the following
form:
Er =
eµ2
4pi E(µr),
where
E(z) = 85 e
−z
z2
(1 + z)− 35 1z2 .
As one can see, at distances much less than µ−1, the
interaction between two charged particles obeys the
Coulomb law. The behavior of the electric field at r
greater than µ−1 is shown in Figure 2. As the dis-
tance between the particles increases and approaches
a critical value of rc = 2.118µ
−1, the magnitude
of the force acting between them rapidly diminishes
and turns to zero at r = rc. With further increase
of the distance, the electrostatic interaction between
the particles appears again, but now it is of oppo-
site direction: charges of the same sign now attract
and charges of opposite signs repulse. With further
increase of r, the interaction between the particles
continues to grow until it reaches a maximum around
r = 3.224µ−1, after which its magnitude begins to
decrease. At r  µ−1, the force of interaction be-
tween the particles is again inversely proportional to
r2, only now its magnitude is smaller than that of
Coulomb interaction in conventional electrostatics by
a factor of 35 , and one has attraction instead of repul-
sion and vice versa.
From all these observations one can conclude that
constant κ should be either very small or very large,
so that the deviation of potential (13) from Coulomb
form would lie outside the range where the Coulomb
law has been tested. If κ were large, and accordingly,
the distance µ−1 were small, the described unortho-
dox behavior of the electric field would be a quantum
effect and should be examined within quantum field
theory. However, at macroscopic distances one should
then have observed attraction of charges of the same
sign and repulsion of charges of opposite signs, which
is not what one has in reality.
One is therefore left with the possibility that con-
stant κ is small, and accordingly, the distance µ−1 is
large. In this case, the considered deviation from the
Coulomb law is a macroscopic effect and is actually a
deviation from classical electrodynamics. It is obvi-
ous that measuring the deviation from the Coulomb
law at large distances directly is not an option. A
more realistic way to confirm the existence of bivec-
tor gauge fields, and to measure the constant κ, is
to examine monochromatic radiation from far away
sources. To simplify the calculations, let us again sup-
pose that the contribution of tβ is insignificant. Then,
according to equations (12), at large distances from
the source, the radiation would approximately be
a superposition of two monochromatic plane waves:
one with the wavelength λ1 = 2picω
−1 and relative
amplitude − 35 = 1− 85 , the other with the wavelength
λ2 = 2pi(ω
2c−2−µ2)−1/2 and relative amplitude + 85 ,
where ω is the common angular frequency of both
waves. Let us suppose that the source is located at
the coordinate origin. If µ−1 is a very large macro-
scopic distance, then for all the electromagnetic ra-
diation recorded from the source one evidently has
µc/ω  1. This means that one can safely disre-
gard the longitudinal component of the wave with the
wavelength λ2 and that, with the same precision, the
transversal components of the total electromagnetic
field will be proportional to
− 35 cos(ωt− 2pix/λ1) + 85 cos(ωt− 2pix/λ2), (14)
where, for simplicity, it is assumed that the waves
have linear polarization and propagate along the x
axis and that zero time has been chosen appropri-
ately. Let us examine expression (14) at fixed t and
different x. Observing that
2pi
λ2
≈ 2pi
λ1
(1− µ
2c2
2ω2
) =
2pi
λ1
− µ
2c
2ω
,
one obtains
− 35cos(ωt− 2pix/λ1) + 85cos(ωt− 2pix/λ1 + µ2cx/2ω).
By using standard trigonometric formulae, one can
cast the above expression into the following form:
ξ · cos(ωt− 2pix/λ1 + φ0),
where
ξ ≡ 85
√
( cos(µ2cx/2ω)− 38 )2 + sin2(µ2cx/2ω)
5
and
cos φ0 ≡ 85 ( cos(µ2cx/2ω)− 38 ) · ξ−1
sin φ0 ≡ 85 sin(µ2cx/2ω) · ξ−1.
Since the size of the measuring equipment is sure to
be much smaller than the distance to the source, φ0
will be practically a constant phase shift and there-
fore can be neglected. One can also see that the in-
tensity of the radiation considered will differ by the
factor ξ2 from the intensity of the radiation the same
source should have emitted according to conventional
electrodynamics. At x = 0 this factor is unity, as it
should be. As x increases, ξ2 monotonically grows
until it reaches its maximum of (2.2)2 = 4.84 at
x = 2piω/µ2c ≡ xc. After that, ξ2 monotonically
decreases to its initial unity value, which it reaches
at x = 2xc. The behavior of the factor ξ
2 versus x/xc
becomes obvious if one observes that
ξ2 = 2.92− 1.92 · cos(pix/xc). (15)
It is shown in Figure 3. One should notice that the
distance xc depends quadratically on the length pa-
rameter µ−1. It is also inversely proportional to the
radiation wavelength: xc = 4pi
2/µ2λ1. The latter
fact implies that for a given (unknown) µ, the value
of xc for radiowaves is smaller than it is for infrared
radiation; the value of xc for infrared radiation is
smaller than it is for visible light; and so on. In other
words, the larger the wavelength, the bigger value of
the length parameter µ−1 one is able to measure. For
example, if the largest distance one can make mea-
surements at is of the order of 10 billion light years,
then for infrared radiation with wavelength ∼ 10−4
cm, the effect can be observed if µ−1 ≤ 1011 cm,
whereas for radiowaves with wavelength ∼ 1 m, the
effect will be observable if µ−1 ≤ 1014 cm.
If one could record radiation coming from outer
space with any wavelength, the considered intensity
boosting effect would be observed for sure if only
the bivector gauge fields associated with electromag-
netism do exist and if their dynamics is indeed de-
scribed by Lagrangian density (7). In reality, there
are obvious limitations to one’s ability to record low
frequencies. To see what this means in relation to
observing the effect described, let us rewrite formula
(15) in the following way:
ξ2 = 2.92− 1.92 · cos(piωc/ω), (16)
where ωc = µ
2cx/2pi and x is the distance to the
source. The behavior of ξ2 versus ω/ωc is shown in
Figure 4. As one can see, the effect could be observed
only if the lowest frequency one is able to record is of
the order of or smaller than ωc.
It should be emphasized that to be able to attribute
the increase in intensity of radiation emitted by dis-
tant cosmic sources to the existence of bivector gauge
fields, one has to observe the characteristic patterns
both in the variation of intensity with distance to
the source for radiation with same frequency (as is
depicted in Figure 3) and in the variation of inten-
sity with frequency for radiation coming from a single
source (as is shown in Figure 4).
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