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Predlaga se magistrsko delo, ki se ukvarja s problemom 3D rekonstrukcije elipsoidov.
Predlaga se implementacija tro-faznega modela z naslednjimi fazami.
1. Napoved globine iz ene same barvne slike
2. Segmentacija slike za pridobitev posameznih objektov
3. Napoved parametrov na posameznih slikah elipsoidov
Model je primer uporabe metode predstavljene v [1] in hkrati njena nadgradnja, saj
z dodanim korakom napovedi globine omogoča rekonstrukcijo iz ene same barvne
slike, prav tako pa omogoča napoved parametre treh objektov. Za uspešno učenje
modelov konvolucijskih mrež se predlaga generiranje scen v orodju za 3D modelira-
nje Blender. Problem se poenostavi, tako, da se objektom na umetno generiranih
slikah fiksira rotacije in se onemogoči, da se med sabo zakrivajo. Za uvod v področje
rekonstrukcije superkvadrikov se predlaga pregled knjige [2].
Osnovna literatura:
[1] K. Grm, T. Oblak, A. Jaklič, F. Solina, Recovery of superquadric parameters
from range images using deep learning
[2] A. Jaklic, A. Leonardis, F. Solina, Segmentation and recovery of superquadrics,





V zadnjih letih je zaradi tehnoloških napredkov, hitro dostopne in poceni procesor-
ske moči in velike količine podatkov, tehnologija globokih nevronskih mrež doživela
preporod. Med drugim se uporablja na področju avtonomne vožnje, strojnih prevo-
dov, prepoznavanja slik in zdravstvu. V tej magistrski nalogi uporabimo posebno
vrsto globokih nevronskih mrež, z imenom konvolucijske nevronske mreže, na kon-
kretnem problemu iz področja računalniškega vida. Natančneje, z implementacijo
tro-faznega modela, ki temelji na tehnologiji konvolucijskih nevronskih mrež, pred-
stavimo avtomatizirano in hitro metodo za rekonstrukcijo elipsoidov iz ene same
barvne slike.
Ključne besede: globoke nevronske mreže, konvolucijske nevronske mreže, raču-
nalniški vid, rekonstrukcija elipsoidov, rekonstrukcija volumetričnih modelov iz ene
same slike




In the last few years one can observe a rise and rebirth of deep neural networks.
This is mostly due to the availability of big data and technological advances in
computer hardware that made processing power cheap and easily accessible. Deep
neural networks are being used in several application domains, for example in au-
tonomous vehicles, for machine translation, image recognition and in health care.
In this master thesis we use convolutional neural networks, a flavour of deep neural
networks, to solve a problem in the domain of computer vision. By implementing a
three-phase model that is based on convolutional neural networks we propose a fast
and automated method for reconstructing ellipsoids out of a single color image.
Keywords: deep neural networks, convolutional neural networks, computer vision,
ellipsoid reconstruction, 3D model reconstruction from a single image
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Tridimenzionalna ali 3D rekonstrukcija je proces v katerem z izbrano metodo raz-
beremo obliko, izgled in položaj nekega objekta. Tehnologija 3D rekonstrukcije
se uporablja in je nujno potrebna na mnogih področjih. Med drugim jo srečamo
v računalniško podprtem grafičnem oblikovanju, računalniški grafiki, računalniški
animaciji, računalniškem vidu, medicini in na področju navidezne resničnosti. Me-
tode 3D rekonstrukcije v splošnem delimo na aktivne in pasivne. Aktivne metode so
tiste, ki za svoje delovanje potrebujejo neke vrste interakcijo s samim objektom. In-
terakcija je lahko različnih vrst. Lahko gre za mehansko interakcijo, kjer se naprava,
ki izvaja meritve dejansko dotika objekta, ponavadi pa gre za neko vrste skeniranja,
kjer se za meritve uporabi laserje, ultrazvok ali rentgenske žarke. Cilj interakcije
je pridobitev tako imenovane globinske slike objekta preko katere potem z uporabo
numerične aproksimacije rekonstruiramo 3D profil opazovanega objekta. Pasivne
metode za svoje delovanje ne potrebujejo direktne interakcije z objektom. 3D profil
opazovanega objekta izračunajo na podlagi razumevanja slik objekta. Pasivne me-
tode se delijo na tiste, ki delujejo na podlagi monokularnih atributov, kot so sence
in silhuete ter tiste, ki za svoje delovanje uporabljajo binokularni stereo vid. Slednje
so dobro razvite in delujejo boljše od ostalih omenjenih metod za 3D rekonstrukcijo.
Njihova slabost je kompleksnost, visoka računska zahtevnost in dejstvo, da ne delu-
jejo dobro, kadar je razdalja do objekta velika. Preprostejše so metode, ki delujejo na
podlagi monokularnih atributov. Glede na to, kateri atribut iz slike uporabljajo za
rekonstrukcijo in koliko slik je potrebnih, jih delimo na več vrst. Poznamo metodo,
ki 3D obliko predmetov rekonstruira iz senčenja. Druga spet uporablja spremembe
v teksturi na površini objektov, da bi rekonstruirali njihovo 3D obliko. Fotometrični
stereo obliko objekta izračuna na podlagi večih slik iste scene posnetih pri različnih
osvetlitvah.
V magistrskem delu predstavimo pasivno metodo 3D rekonstrukcije volumetrič-
nih modelov, ki deluje na podlagi monokularnih atributov ene same slike. Metodo
preizkusimo na preprostih umetno generiranih slikah scen z različnim številom elip-
soidov, nedetereminističnim ozadjem ter nedeterministično osvetlitvijo. Sama me-
toda je tro-fazna in sestoji iz napovedovanja globinske slike, segmentacije slike, ter
napovedovanja oblike in lokacije posameznih objektov na sliki. Poslužuje se teh-
nologije globokih konvolucijskih nevronskih mrež. Konvolucijske ter ostale globoke
nevronske mreže so tehnologije, ki so se v zadnjih letih pokazale za izjemno uspešne
in zanesljive na različnih področjih, med drugim tudi na področju klasifikacije slik
ter detekcije objektov. Naš cilj je med drugim ugotoviti, kako uspešno lahko konvo-
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lucijske nevronske mreže uporabimo na področju 3D rekonstrukcije volumetričnih
objektov iz ene same slike.
Magistrsko delo je razdeljeno na več poglavij. Začnemo s pregledom področja,
kjer omenimo vsa pomembnejša in za naše delo relevantna dela iz področja 3D rekon-
strukcije. Sledi poglavje o konvolucijskih nevronskih mrežah. Na kratko povzamemo
zgodovino same tehnologije, kaj so bili na začetku problemi pri uporabi in zakaj je
v zadnjih letih doživela preporod. Naštejemo nekaj zanimivih primerov uporabe
in opišemo njeno delovanje. V poglavju metodologija natančno opišemo strukturo
naše metode za 3D rekonstrukcijo. Pojasnimo kako deluje in katerih tehnologij se
poslužuje, opišemo pa tudi strojno opremo, ki smo jo uporabili v eksperimentih.
Sledijo poglavja, ki so vezana na eksperimentalni del magistrskega dela. Najprej
detajlno pojasnimo, kako smo zgenerirali podatke, na katerih učimo in testiramo
našo metodo. Opišemo vse probleme, s katerimi smo se pri generiranju podatkov
srečevali in detajlno opišemo vse elemente, ki se pojavljajo na scenah. Sledijo tri
poglavja, vsako je namenjeno eni fazi naše metode. Pri vsakemu od treh poglavij na-
tančno opišemo problem, ki ga rešujemo ter celoten proces kako smo izbrali, naučili
in testirali model, ki ga uporabljamo za reševanje problema. Začnemo s poglavjem o
napovedovanje globine, sledi poglavje o segmentaciji slik, zaključimo pa s poglavjem
o napovedovanju oblike in lokacije posameznega objekta. Po omenjenih treh poglav-
jih sledi poglavje, kjer opišemo kako posamezno sliko peljemo skozi celoten tro-fazni
model in rezultate vsake faze vizualiziramo. Čisto na koncu povzamemo celotno vse-
bino magistrske naloge, komentiramo kako bi lahko posamezne dele naloge izboljšali




V tem poglavju bomo omenili nekaj zanimivih in relevantnih del, v katerih se av-
torji spopadajo s problemi iz področja 3D rekonstrukcije, ki so za naše delo najbolj
bistveni. Osredotočili se bomo na pasivne metode, ki za svoje delovanje uporabljajo
eno samo sliko. V pregled smo vključili tudi dela, ki ne rešujejo nujno identičnega
problema, so pa kljub temu zanimiva in relevantna.
Problem, s katerim se večkrat soočimo pri računalniškem vidu je kalibracija ka-
mere. Gre za nastavljanje notranjih in zunanjih parametrov kamere kot so npr.
goriščna razdalja, središče projekcije, razmerje pikslov itd. Z nastavljenimi para-
metri lahko popravimo distorzijo leč, in kamero pravilno umestimo v koordinatni
sistem sveta, ki je na sliki. Za uspešno nastavitev parametrov kamere potrebujemo
3D točke iz resničnega sveta ter njihove pripadajoče 2D točke na sliki. Postopek
kalibracije kamere v splošnem deluje tako, da posnamemo več različnih slik nekega
kalibracijskega vzorca in iz razmerij omenjenih parov 3D ter 2D točk izračunamo
parametre kamere. V literaturi so pogosti članki, kjer se avtorji vzporedno ukvar-
jajo s kalibracijo kamere in 3D rekonstrukcijo iz ene same slike. Wilczkowiak, Boyer
in Sturm [3] v svojem delu preučujejo kako so paralelepiptedi povezani s kalibracijo
kamere in 3D rekonstrukcijo. Čeprav sama kalibracija kamere ni narejena na podlagi
ene same slike, je delo za nas zanimivo, ker predstavi tudi interaktivno metodo za
3D rekonstrukcijo iz ene same slike. S predstavljeno metodo lahko s kalibrirano ka-
mero in minimalno interakcijo uporabnika rekonstruiramo objekte katerih točke so
sestavljene iz podmnožic točk, ki so koplanarne, kolinearne in so del paralelopipeda.
Guillou, Meneveaux, Maisel in Bouatouch [4] za kalibracijo kamere iz ene same slike
uporabljajo linearno perspektivo. Predstavijo tudi metodo za grobo 3D rekonstruk-
cijo ter ekstrakcijo tekstur objektov iz ene same slike. Metode, ki jih predstavijo
naj bi omogočale rekonstrukcijo scene iz slike do te mere, da bi lahko na podlagi
te rekonstrukcije sceno zgradili v navidezni resničnosti, uporabnik pa bi se nato
lahko premikal po prostoru, ki je na sliki. Za uspešno kalibracijo in rekonstrukcijo z
omenjeno metodo mora vhodna slika izpolnjevati naslednje pogoje. Vsebovati mora
vsaj dve točki neskončnosti, dolžina ene daljice na sliki mora biti znana in središče
linearne projekcije mora biti na sredini slike. Prav tako pa mora slika imeti ustrezno
visoko ločljivost.
Zanimiv problem, ki ga tudi pogosto srečamo v računalniškem vidu je 3D re-
konstrukcija obraza. Gre za izjemno težek problem, ki ponavadi zahteva več slik in
uporablja kompleksne metode, pri katerih morajo biti ponavadi izpolnjene specifične
predpostavke o vhodnih podatkih. Kjub temu je nekaj dela narejenega tudi na 3D
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rekonstrukciji obraza iz ene same slike. Kemelmacher-Shlizerman in Basri [5] v svo-
jem delu predstavita metodo 3D rekonstrukcije obraza iz senčenja. Metoda izkorišča
dejstvo, da so velikost, razmerja in lokacije glavnih delov obraza pri vseh ljudeh zelo
podobni. S to predpostavko iz ene same slike obraza ter referenčnega 3D modela ne-
kega drugega obraza rekonstruira obraz na sliki. Metoda se je izkazala za robustno
tudi pod nepopolnimi svetlobnimi pogoji. Še robustnejšo metodo [6] predstavijo
Jackson, Bulat, Argyriou ter Tzimiropoulos v svojem delu. Gre za rekonstrukcijo iz
ene same slike z uporabo konvolucijskih nevronskih mrež. Metoda je preprostejša
za uporabo od ostalih na področju 3D rekonstrukcije obrazov in deluje zelo dobro
ne glede na pozicijo, izraz in rotacijo obraza na sliki. Edina predpostavka je, da je
obraz na sliki približno na sredini slike. Metoda je dober pokazatelj kako se da s
konvolucijskimi nevronskimi mrežami direktno regresirati obliko objekta iz ene same
slike, brez vmesnih korakov in brez posebnih predpostavk o vhodni sliki. Kot zani-
mivost so avtorji na spletu postavili tudi vmesnik, kjer lahko metodo preizkusimo
na sliki poljubnega obraza.
Iz samega področja rekonstrukcije volumetričnih objektov je literature naslednja.
Pentland, ki se je prvi začel ukvarjati s superkvadriki na področju računalniškega
vida je predlagal, da se jih rekonstruira na podlagi senčenja iz 2D intenzitetne slike
[7]. Solina in Bajcsy sta za svoj iterativni model rekonstrukcije uporabila globinske
slike [8, 9]. Slednjo metodo so ostali avtorji skozi leta poskusili izboljšati na različne
načine. Boult in Gross z uporabo drugačne funkcije prileganja [10] ter Duncan,
Sarkar, Algasemi in Dubey z uporabo več resolucij [11]. Voisin, Abidi, Foufou in
Truchetet so poskusili tudi z uporabo genetskih algoritmov kot alternativno metode
minimizacije [12]. Kasneje so Leonardis, Jaklič in Solina razširili metodo, ki sta jo
implementirala Solina in Bajcy tako, da je lahko vzporedno segmentirala vhodno
globinsko sliko v več superkvadrikov [13]. Sturm in Maybank [14] v svojem delu
predstavita interaktivno metodo za napovedovanje odsekoma ravninskih objektov.
Za uspešno kalibracijo in rekonstrukcijo mora vhodna slika zadostiti različnim ge-
ometrijskim predpostavkam, kot so koplanarnost točk itd. Van den Heuvel [15]
predstavi metodo za rekonstrukcijo poliedrov iz ene same slike. Metoda za svoje
delovanje uporablja merjenje črt na sliki ter geometrijske in topološke lastnosti sa-
mega objekta. Metoda proizvede nepopoln model objekta, ko je objekt delno zakrit.
Metoda predpostavlja, da je kamera skalibrirana.
Tudi na področju rekonstrukcije volumetričnih objektov s pomočjo globokih ne-
vronskih mrež je bilo že nekaj narejenega. Wu et al. [16] iz globinskih slik zgradijo
modele objektov v obliki tako imenovanih 3D oblikovnih mrež (ang. shape-net),
kjer uporabljajo konvolucijske nevronske mreže za določitev oblike in prepoznava-
nje objektov. Slednji model kasneje izboljšajo in razširijo Sharma, Grau in Fritz
[17]. Grant, Kohli, in van Gerven [18] uporabijo konvolucijske nevronske mreže za
napoved volumnov objektov na slikah. Slabanja, Meden, Peer, Jaklič in Solina [19]
pa so se ukvarjali z rekonstrukcijo superkvadrikov in segmentacijo 3D oblakov točk.
Zagotovo za nas najrelevantnejše delo, ki združuje področje konvolucijskih nevron-
skih mrež in rekonstrukcije volumetričnih objektov, je preliminarna študija, ki so
jo opravili Oblak, Grm, Jaklič in Solina [1]. V njej predstavijo model konvolucijske
nevronske mreže, ki je sposoben natančno napovedovati parametre superkvadrikov
iz njihovih globinskih slik. Metoda, ki jo predstavijo, je hitra, natančna in učinko-
vita. Sposobna je napovedovati iz slik na katerih je en sam objekt, ki niso rotirali








Glavna tehnologija, na kateri je zasnovan naš tro-fazni model, ki ga predstavimo
v magistrskem delu, so konvolucijske nevronske mreže. Gre za razred globokih ne-
vronskih mrež. Globoke nevronske mreže spadajo med tehnike strojnega učenja,
ki se v večini primerov uporabljajo za reševanje problema regresije ali klasifikacije.
Lahko bi rekli, da sama ideja umetnih nevronskih mrež, kot modelov za učenje, sega
v leto 1943, ko sta McCulloch in Pitts objavila svoj članek [20], kjer sta predstavila
matematični model nevronske mreže človeških možganov. V bolj dodelani obliki pa
se model umetne nevronske mreže pojavi leta 1958, ko Rosenblatt predstavi svoj
model perceptrona [21]. Kmalu zatem se v zgodnjih šestedsetih letih pojavijo prve
prave umetne nevronske mreže z več nivoji. V svojih začetkih metoda ni bila naj-
učinkovitejša, saj so mreže potrebovale veliko časa za učenje, procesorska moč pa
takrat ni bila dovolj visoka. Mnogo let kasneje zaradi odkritja novih algoritmov za
učenje [22] in inicializicijo uteži nevronskih mrež [23], povečane procesorske moči in
razvoja paralelnega procesiranja, nevronske mreže doživijo preporod pod imenom
globoko učenje in se začnejo uporabljati na različnih domenah, pojavijo pa se tudi že
prve konvolucijske nevronske mreže [24]. Ker so globoke nevronske mreže in konvo-
lucijske nevronske mreže v zadnjih letih postale izjemno popularne, je o njih na voljo
obilico različne literature, ki opisuje njuno delovanje in arhitekturo. Na razpolago
pa so tudi mnogi članki, ki kažejo na njihovo uporabnost [25]. Namen tega dela ni
podroben opis metode konvolucijskih nevronskih mrež, pač pa njihova uporaba pri
reševanju konkretnega problema iz področja računalniškega vida. Zaradi slednjega
se v delu ne spuščamo v podrobnosti glede same metode, pač pa jo le na kratko
poljudno opišemo in navedemo ustrezne reference do podrobnejših razlag.
Osnovni gradniki modelov nevronskih mrež so tako imenovani nevroni. Nevroni
so v modelu zloženi v vrstah, ki jih pravimo nivoji. Vsak mreža ima na začetku
vhodni nivo, na katerega prejme vhodne podatke in izhodni nivo na katerem vrne
končno napoved. Med vhodnim in izhodnim nivojem je eden ali več skritih nivojev.
Preprosto skico nevronske mreže z dvemi skritimi nivoji lahko vidimo na sliki 3.1.
Globoke nevronske mreže so mreže z velikim številom skritih nivojev. V nevronih
skritih nivojev se dogaja procesiranje podatkov. V osnovi je vsak izmed nevronov v
skritem nivoju povezan z vsemi nevroni prejšnjega skritega nivoja, vsaka povezava
pa ima svojo utež. Takšnim nivojem pravimo gosti nivoji. Nevron od nevronov
iz prejšnjega nivoja prejme neko vrednost pomnoženo z utežjo povezave. Vrednosti
vseh povezav in upoštevaje utež nevrona se nato seštejejo in podajo kot vhod aktiva-
cijski funkciji nevrona, ki vrednost obdela in jo vrne kot vhod nevronov v naslednjem
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nivoju. V procesu učenja nevronske mreže, najprej na pameten način inicializiramo
uteži vseh povezav [23], nato pa podatke v serijah pošiljamo skozi mrežo, izraču-
namo napako napovedi na izhodnem nivoju in s procesom gradientnega sestopa [26]
popravljamo uteži v nevronski mreži. Ta postopek iterativno ponavljamo, dokler se
uteži ne umerijo do te mere, da smo zadovoljni z napovedjo [22].
Slika 3.1: Preprost prikaz nevronske mreže z dvema skritima nivojema.
Konvolucijske nevronske mreže so v osnovi globoke nevronske mreže, ki v svojih
arhitekturah uporabljajo nivoje, ki so specifični za procesiranje slik. Takšni nivoji
so drugačni od gostih in so tridimenzionalni. Konvolucijski nivo, ki je osnoven gra-
dnik konvolucijske nevronske mreže, je drugačen od klasičnega gostega nivoja, saj
nevroni med nivoji niso povezani vsak z vsakim, pač pa je nevron konvolucijskega
nivoja povezan le z nevroni prejšnjega nivoja, ki ležijo znoraj nekega določenega 2D
okna. Vrednosti v oknu se matrično pomnožijo s tako imenovanim jedrom konvolucij-
skega nivoja, ki je enakih dimenzij, nato pa se okno pomakne naprej za nek določen
korak, dokler ne prečka vseh nevronov prejšnjega nivoja. Naloga prvega konvolucij-
skega nivoja v mreži je prepoznavanje preprostih informacij slike, kot so na primer
barve in osvetlitev. Kasnejši konvolucijski nivoji pa se naučijo prepoznavati tudi
bolj podrobne gradnike slik, kot so robovi objektov. Poleg konvolucijskih nivojev se
v konvolucijskih nevronskih mrežah pogosto uporabljajo tudi nivoji maksimalnega
združevanja (ang. max-pooling. Nevroni nivoja maksimalnega združevanja v osnovi
samo vrnejo maksimalno vrednost vseh prejšnjih nevronov s katerimi so povezani.
Služijo predvsem zmanjševanju šuma v podatkih in zmanjševanju dimenzionalnosti
mreže, kar pripomore k hitrejšem procesiranju podatkov. Vizualizacijo konvolucij-
skega nivoja ter nivoja maksimalnega združevanja v preprosti mreži lahko vidimo
na sliki 3.2.
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Slika 3.2: Preprost prikaz konvolucijske nevronske mreže s konvolucijskim nivojem
in nivojem max-zruževanja.
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Problem, ki ga v tem magistrskem delu rešujemo je napoved parametrov volume-
tričnih objektov na podani sliki. Problem poenostavimo tako, da se omejimo le
na elipsoide. Za vsak elipsoid, ki se nahaja na sliki, želimo napovedati 3D koordi-
nate njegovega središča v resničnem svetu (x, y, z) ter dolžine vseh treh njegovih osi
(a, b, c). Problem še dodatno poenostavimo tako, da elipsoidov ne rotiramo, da se
elipsoidi ne prekrivajo, da so torej na slikah vidni v celoti. Naš vhodni podatek je
torej klasična 2D barvna slika na kateri so prikazani trije elipsoidi, ciljni podatek,
ki ga želimo napovedati, pa je matrika s parametri vsakega od elipsoidov:⎡⎢⎢⎢⎣
x y z a b c
x′ y′ z′ a′ b′ c′
x′′ y′′ z′′ a′′ b′′ c′′
⎤⎥⎥⎥⎦ ,
kjer vsaka vrstica predstavlja en elipsoid. Za reševanje omenjenega problema
uporabimo model sestavljen iz treh faz, prikazanih na sliki 4.1. V prvi fazi napo-
vemo globino celotne scene na sliki. Model, ki ga uporabimo v prvi fazi je sestavljen
iz dveh podmodelov, grobega in podrobnega. Oba modela sta konvolucijski nevron-
ski mreži. Ideja za model se v veliki meri opira na implementacijo avtorjev Eigen,
Puhrsch in Fergusona [27]. V drugi fazi sliko segmentiramo. S tem vsak posame-
zen elipsoid ločimo od ozadja in od ostalih elipsoidov ter s tem zgeneriramo tako
imenovane maske elipsoidov. Metoda, ki jo za to uporabimo, je metoda naključnih
sprehodov. Gre za nadzorovano metodo segmentacije, ki za svoje delovanje zahteva
vnos uporabnika. Nato originalno sliko, globinske slike iz prve faze ter maske elipso-
idov iz druge faze uporabimo, da zgeneriramo tri podslike ter tri globinske podslike.
Vsako od posameznih podslik ter globinskih podslik nato v zadnjem koraku podamo
modelu za napovedovanje parametrov elipsoidov. Zadnji korak predstavlja našo tre-
tjo fazo, ki nas privede do končne rešitve - parametrov vsakega od treh elipsoidov na
sliki. Tudi model v tretji fazi je konvolucijska nevronska mreža v večini zelo podobna
modelu, ki so ga implementirali Oblak, Grm, Jaklič in Solina v svoji preliminarni
študiji [1]. Vsi modeli konvolucijskih nevronskih mrež, ki jih uporabljamo so bili
naučeni na umetno zgeneriranih podatkih, ki jih ustvarimo s pomočjo programa
Blender [28] za 3D modeliranje. Za učenje in poganjanje konvolucijskih nevronskih
mrež smo uporabili knjižnico Tensorflow [29] z vmesnikom Keras [30] za programski
jezik Python [31]. Modele smo učili na dveh različnih računalnikih. Preproste mo-
dele smo poganjali na CPU enoti računalnika z 8gb RAM-a ter Intel Core i5 Haswell
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procesorjem, zahtevnejše modele pa na GPU enoti GeForce 1080 Ti s 11gb GDDR.
Več o samih vhodnih podatkih, izhodnih podatkih in detajlih posameznega modela
povemo v nadaljnih poglavjih.
Slika 4.1: Trofazni model za napovedovanje parametrov elipsoidov. Model za napo-




Za učenje globokih modelov nevronskih mrež je potrebna zadostna količina podat-
kov. Zaradi tega je pomembno, da smo razvili programatičen način generiranja
podatkov. Za te potrebe smo uporabili program Blender. V tem poglavju opišemo
vse probleme, ki smo jih morali rešiti, da smo zadostili pogojem, ki so jih morali
izpolnjevati objekti na naših slikah in njihove bolj ali manj elegantne rešitve.
5.1 Blender
Blender [28] je brezplačni, odprtokodni program za 3D modeliranje. Podpira mo-
deliranje, izris (ang. rendering) in animiranje objektov, prav tako pa je z njim
možno urejati video posnetke ter celo ustvarjati video igre. Glaven razlog, da smo
za potrebe te naloge izbrali ravno Blender, je da ima poleg zmogljivega grafičnega
vmesnika tudi programski vmesnik za jezik Python, ki omogoča učinkovito delo,
kadar se pri modeliranju srečujemo s ponavljajočimi nalogami. Z Blenderjem lahko
preko Python skripte učinkovito kontroliramo parametre pri modeliranju in zgene-
riramo vse podatke potrebne za učenje naših modelov. Razvoj Blenderja podpira
neodvisna in neprofitna organizacija Blender Foundation, ki za razvoj tudi zaposluje
majhno skupino ljudi. Predvsem pa za razvoj skrbi javna skupnost, ki je sestavljena
iz umetnikov, animatorjev, strokovnjakov za specialne video efekte in ostalih nav-
dušencev nad 3D modeliranjem.
5.2 Scena
Scena v Blenderju je v osnovi tri dimenzionalni koordinatni sistem v katerega vla-
gamo različne elemente. Privzeta scena v Blenderju je sestavljena iz kocke v središču
koordinatnega sistema, kamere, ki je usmerjena v središče koordinatnega sistema ter
luči. Na sceno lahko dodajamo celo vrsto različnih elementov, za naše potrebe pa
bomo uporabljali samo poligonske mreže, ravnine, luči ter kamero. Naša scena je
sestavljena iz naslednjih elementov:
• Ozadja, ki je sestavljeno iz ene do štirih ravnin
• iz 2 do 4 elipsoidov, ki so naključnih dimenzij, naključno rotirani in se nahajajo
na naključnih koordinatah v okolici središča koordinatnega sistema,
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• luči, ki je usmerjena proti središču koordinatnega sistema ter
• kamere, ki je prav tako usmerjena proti središču koordinatnega sistema.
Kamera je element preko katerega izrišemo (ang. render) našo sceno, zato je
pomembno, da je usmerjena tako, da zajame vse elemente, ki se nahajajo na sceni.
Kadar govorimo o razdaljah na sceni uporabljamo Blenderjeve enote za razdaljo, ki
so skupne vsem elementom na sceni.
5.3 Ozadje
Našo sceno začnemo graditi tako, da najprej ustvarimo ozadnje. Ozadje je lahko
sestavljeno iz ene do štirih ravnin. Vsaka od ravnin ima center v določeni točki
(cx, cy, cx) in je rotirana okoli izbranih osi. Koti rotacije (φx, φy, φz) v stopinjah so
izbrani naključno v nekem predoločenem razponu. Ločimo štiri različne tipe ozadij:
• Ena stena.
– Stena1: center = (−3, 0, 0), rotacije = (90 + [−15, 15], [−15, 15], 0)
• Dve steni.
– Stena1: center = (−3, 5, 5), rotacije = (0, 90+[−15, 15],−45+[−10, 10])
– Stena2: center = (−3,−5, 5), rotacije = (0, 90+[−15, 15], 45+[−10, 10])
• Tri stene.
– Stena1: center = (0, 0,−2.8), rotacije = ([−10, 10], [0, 15], 0)
– Stena2: center = (−3, 4, 5), rotacije = (0, 90+[−15, 15],−45+[−10, 10])
– Stena3: center = (−3,−5, 5), rotacije = (0, 90+[−15, 15], 45+[−10, 10])
• Štiri stene.
– Stena1: center = (0, 0,−2.8), rotacije = ([−10, 10], [0, 15], 0)
– Stena2: center = (−3, 4, 5), rotacije = (0, 90+[−15, 15],−45+[−10, 10])
– Stena3: center = (−3,−5, 5), rotacije = (0, 90+[−15, 15], 45+[−10, 10])
– Stena4: center = (0, 0, 2.8), rotacije = ([−10, 10], [−15, 0], 0)
S štirimi različnimi tipi ozadij in naključno izbranimi rotacijami dosežemo, da
nobeni dve ozadji nista enaki. To storimo z namenom, da model za napovedovanje
globine ne bi imel prelahke naloge in se zadovoljil že z uspešno napovedjo statič-
nega ozadja. Želimo si da se ne bi osredotočil na napovedovanje ozadja elipsoidov.
Prisotnost ozadja na sceni je pomembno, saj se na njemu vidijo sence elipsoidov
in odboj svetlobe od luči, le-ta bosta modelu pomagala pri napovedovanju globine
scene. Primere vseh štirih ozadij lahko iz dveh različnih perspektiv vidimo na slikah
5.1 in 5.2.
5.4 Elipsoidi
Blender podpira generiranje precejšnega nabora enostavnih 3D ter 2D objektov, kot
so npr. kocke, sfere, torusi, ravnine in krogi. Žal pa med njimi ni elipsoidov, ki jih
potrebujemo za našo nalogo. Zato je bilo potrebno poiskati način kako s pomočjo
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Slika 5.1: Vsi štirje tipi ozadja, ki ga uporabimo v naših scenah.
Slika 5.2: Vsi štirje tipi ozadja iz perspektive kamere
Python API-ja v Blenderju zgenerirati elipsoid poljubnih dimenzij. Elipsoid lahko
matematično opišemo v parametrizirani obliki z naslednjimi enačbami:
x = a sin(θ)cos(φ), (5.1)
y = b sin(θ)sin(φ), (5.2)
z = c cos(θ), (5.3)
kjer trojka (x, y, z) predstavlja točko na elipsoidu, parametri a, b in c pa so dol-
žine vseh treh osi elipsoida. Da lahko v Blenderju ustvarimo elipsoid je potrebno
definirati poligonsko mrežo. Poligonska mreža je množica točk, robov in lic s ka-
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tero lahko v Blenderju opišemo objekt poljubne oblike in dimenzije ter ga vložimo
v obstoječo sceno. Če vzorčimo parameter θ na intervalu [0, 2π] ter parameter φ
na intervalu [0, π] oba s korakom 0.01745 radiana (2 stopinji), iz enačb 5.1, 5.2 ter
5.3 dobimo 16471 točk na elipsoidu. Skupaj s 32761 robovi ter 16290 lici kvadra-
tne oblike lahko v Blenderju ustvarimo mrežo elipsoida (slika 5.3), z dovolj drobno
granulacijo, da s prostim očesom eliposid izgleda gladek, ko ga vložimo v sceno.
Slika 5.3: Mreža elipsoida sestavljena iz točk, robov ter lic.
Ko imamo v Blenderju definiran elipsoid lahko začnemo dograjevati našo sceno
tako, da vanjo postavljamo elipsoide. Vsaka scena sestoji iz določenega števila elipso-
idov, odvisno od faze v kateri smo. Centri elipsoidov se nahajajo v okolici izhodišča
koordinatnega sistema in so naključnih dimenzij. Proces vlaganja poteka tako, da
se najprej ustvari osnovna mreža elipsoida. Po tem se naključno izberejo dolžine
vseh treh osi elipsoida a, b, c ∈ [0.2, 1.2]. Nato pa se elipsoid vloži v koordinatni
sistem na naključno izbran center (sx, sy, sz), kjer sx ∈ [−2.7, 4], sy ∈ [−2, 2] in
sz ∈ [−1.5, 1.5]. Skripta, ki je bila napisana za potrebe vlaganja elipsoidov v scene
omogoča tudi poljubne rotacije elipsoidov okoli vseh treh osi. Kasneje smo se za-
radi netrivialnosti problema napovedovanja rotacij odločili, da elipsoidov ne bomo
rotirali.
5.5 Prekrivanje in vidljivost elipsoidov
Prvi problem, ki ga srečamo pri vstavljanju elipsoidov v sceno je prekrivanje. Primer
prekrivanja dveh elipsoidov lahko vidimo na sliki 5.4. Ugotoviti, če se dva elipsoida
prekrivata t.j. si delita vsaj del skupnega volumna v prostoru, ni trivialno. Eden od
možnih načinov, kako lahko problem rešimo analitično opišeta Alfano ter L. Geer v
[32]. Ker se pri generiranju podatkov želimo izogniti netrivialni matematiki, problem
poenostavimo v prekrivanje krogel. Gledamo torej minimalni krogli v kateri lahko
vložimo elipsoida in preverimo, če se le-ti prekrivata. Problem prekrivanja za dveh
poljubna elipsoida EA in EB s centroma sA = (xA, yA, zA) in sB = (xB, yB, zB) ter
osmi (aA, bA, cA) ter (aB, bB, cB) tako rešimo na naslednji način:
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1. Poiščemo najdaljšo os vsakega elipsoida RA = max(aA, bA, cA) ter RB =
max(aB, bB, cB). Vrednosti RA in RB predstavljata polmera minimalnih krogel
v kateri lahko vložimo elipsoida EA in EB.
2. Sedaj se problem prevede na iskanje prekrivanja krogel KA ter KB s centroma
sA = (xA, yA, zA) in sB = (xB, yB, zB) ter polmeroma RA ter RB. Ker so krogle
objekti, ki so invariantni na rotacije, lahko problem rešimo tako, da izračunamo
razdaljo med centroma krogel d =
√
(xA − xB)2 + (yA − yB)2 + (zA − zB)2 in
jo primerjamo s polmeroma.
3. Če je RA +RB > d se krogli prekrivata, če je RA +RB = d se krogli dotikata
v eni točki in če je RA + RB < d, si krogli ne delita skupnega volumna v
prostoru.
Slika 5.4: Primer prekrivanja elipsoidov, ki ga pri generiranju ne dovoljujemo.
Ko iterativno generiramo elipsoide in jih vlagamo v sceno, za vsakega po zgoraj
opisanem postopku preverimo, če se prekriva s katerim od elipsoidov, ki že stojijo
v sceni. Če detektiramo prekrivanje, elipsoid zavržemo ter generiramo novega. Po-
stopek ponavljamo, dokler ne generiramo takega elipsoida, ki se ne seka z nobenim
drugim. Kot posledico strožje omejitve neprekrivanja minimalnih krogel imamo oči-
tno zagotovljeno tudi neprekrivanje elipsoidov. Kljub temu pa omejitev ni prestroga
in elipsoidi se še vedno nahajajo dovolj blizu eden drugemu. Glavna prednost da se
prekrivanja lotimo na tak način je, da je problem prekrivanja krogel bistveno lažje
rešljiv, kot problem prekrivanja elipsoidov.
Drugi problem je vidljivost elipsoidov. Zaradi naključne narave generiranja elipsoi-
dov se lahko zgodi, da se elipsoidi v sceno vložijo eden za drugim t.j. niso vsi vidni
iz točke, kjer je postavljena kamera ki slika sceno. Primer takšne situacije predsta-
vimo z dvema slikama. Na sliki 5.5 vidimo vidno polje kamere, ki slika sceno. Iz te
perspektive se zdi, da sta v sceni dva elipsoida, kjer je prvi postavljen tako, da delno
zakriva drugega. Na sliki 5.6 pa je ista scena prikazana iz drugega zornega kota. Na
njej lahko vidimo, da so v sceni v resnici štirje elipsoidi, ki si med sabo ne delijo
skupnega volumna v prostoru. Takšne scene moramo detektirati in iz nabora scen
za učenje modela izločiti, ker bi drugače motile učenje modela. To lahko storimo
tako, da vidljivost definiramo kot število točk elipsoida, ki so vidne iz zornega kota
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kamere in postavimo spodnjo mejo vidljivosti za vsak elipsoid, ki nastopa v sceni.
Za to, da preštejemo koliko točk posameznega elipsoida je vidnih iz zornega kota
kamere, uporabimo metodo streljanja žarkov (ang. ray casting). V Blenderjevem
Python API-ju je streljanje žarkov dostopno preko klica scene.ray_cast. V omenjeni
metodi navedemo izvor ter cilj žarka, na izhod pa med drugim dobimo informacijo,
če je žarek trčil ob kakšen objekt in če je, na kateri lokaciji se je trk zgodil. Rečemo,
da je točka elipsoida vidljiva, kadar je v vidnem polju kamere in jo ne zakriva mreža
kakšnega drugega elipsoida. Vidljivost neke točke x elipsoida E torej določimo po
naslednjem postopku:
Slika 5.5: Scena zakritih elipsoidov iz zornega kota kamere.
Slika 5.6: Scena zakritih elipsoidov iz drugega zornega kota.
1. Najprej preverimo, če se točka x sploh nahaja znotraj vidnega polja kamere
t.j. da ni zunaj robov kamere.
2. Nato preverimo, če pred njo stoji kakšen drug elipsoid. Iz lokacije kamere
pošljemo žarek proti točki x. Če je lokacija na kateri je žarek trčil ob objekt
v neki dovolj majhni okolici točke x, potem lahko sklepamo, da točka x ni
zakrita in je zatorej vidljiva.
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5.6. Osvetlitev in senčenje
Po tem, ko smo vse elipsoide vložili v sceno, za vsakega posebej preverimo koliko
njegovih točk je vidljivih t.j. zgoraj opisan postopek ponovimo za vsako od 16471
točk v mreži elipsoida. Kadar je elipsoid v celoti znotraj robov kamere in ga ne
zakriva kakšen drug elipsoid, bo vidljiva približno polovica vseh njegovih točk. S
poskušanjem različnih spodnjih mej in opazovanjem zgeneriranih scen, se odločimo
za spodnjo mejo vidljivosti postaviti 3000 točk. Sceno, kjer vsak elipsoid nima
vidljivih vsaj 3000 točk zavržemo. Na sliki 5.7 lahko vidimo primer elipsoida, ki ima
vidljivih 6136 točk.
Slika 5.7: Z oranžno barvo so označene točke elipsoida, ki so vidne iz zornega kota
kamere.
Tako definirana vidljivost elipsoidov je zadoščala za uspešno implementacijo prve
faze detektiranja globine. Pogoj vidljivosti smo za potrebe uspešne implementacije
tretje faze kasneje poostrili. Kako smo generirali podatke za drugo in tretjo fazo
opišemo v podpoglavju Popolnoma vidljivi elipsoidi.
5.6 Osvetlitev in senčenje
Osvetlitev v sceni igra pomembno vlogo, saj z njo vplivamo na sence, ki jih objekti
mečejo na stene ter na ostale objekte na sceni. Sence nam dajo dodatno informacijo
o globini, saj bo senca objekta večja, če bo objekt bližje kameri. Upamo, da se
bo naš model naučil zanašati tudi na sence pri prepoznavanju globine objektov. V
Blenderju je na voljo več različnih luči, ki jih lahko vstavimo v sceno. Vsaka od luči
oddaja svetlobo in meče sence na svoj način. Po nekaj eksperimentiranja ugoto-
vimo, da najbolj realistično osvetlitev in senčenje dosežemo z območno lučjo (ang.
area light). To je luč, ki oddaja svetlobo iz kvadratnega območja. Pri tej vrsti luči
lahko vplivamo na vrsto različnih parametrov, kot sta na primer velikost območja
oddajanja svetlobe in intenziteta luči. Večino teh parametrov pustimo na privzetih
vrednostih, ostale pa določimo s poskušanjem. Na našo sceno postavimo eno ob-
močno luč. Njena lokacija je nedeterministična. Območje na katero postavljamo luč,
dobimo tako da vzamemo sfero, ki ima središče v koordinatnem izhodišču in polmer
9 ter jo prerežemo z ravnino, ki je postavljena pravokotno na tla 8 enot od izhodišča
v smeri kamere. Luč zmeraj usmerimo proti središču koordinatnega sistema, njeni
parametri pa se ne spreminjajo.
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5.7 Barve
Elipsoidom na sceni zaradi lažjega razpoznavanja in bolj realističnega izgleda scene
dodelimo barve. Barvo vedno izberemo naključno iz samega roba barvnega spek-
tra 5.8. To storimo tako, da zmeraj zgeneriramo vektor z naslednjimi vrednostmi
(0, 0.8, r), kjer je r ∈ [0, 0.8] naključno izbran. Nato vzamemo naključno permu-
tacijo vektorja. Ta naključno permutiran vektor predstavlja našo RGB trojico s
katero je enolično določena barva elipsoida. Vsakemu elipsoidu na sceni dodelimo
svojo barvo po zgoraj opisanem postopku.
Slika 5.8: V Blenderju lahko izbiramo barvo programsko ali z grafičnim vmesnikom.
5.8 Globina ter izris scene
Ko imamo sceno z vsemi elementi sestavljeno, je potrebno sliko scene izvoziti v obliki
primerni za učenje modela. Odločimo se za dimenzije 256x128 pikslov. Sliko scene
izvozimo v formatu png. V Blenderju to dosežemo preko objekta kamera. Že med
ustvarjanjem scene lahko sproti preverjamo kako izgleda projekcija naše scene na
vidno polje kamere. Tako lahko kamero postavimo na pravo mesto in se prepričamo,
da bodo na izvoženi sliki vidni vsi objekti, ki jih imamo na sceni. Poleg klasične
RGB slike scene izvozimo še globino slike. Ne izvozimo globinske slike, pač pa se
odločimo za direkten izvoz globine v Blender enotah. Za vsak piksel v vidnem polju
kamere izvozimo float vrednost, ki predstavlja oddaljenost objekta na tistem pikslu
od kamere. Pomembno je povedati, da se globine posameznih pikslov gibljejo na
intervalu od 3 do 22 blender enot. To je pomembna informacija, s katero bomo lažje
interpretirali rezultate modelov za napovedovanje globine. Blender podpira izvoz
globine preko formata exr. Globino scene tako predstavimo z globinsko matriko
dimenzije 256x128. Če želimo globino scene vizualizirati je potrebno vrednosti iz
globinske matrike preslikati na interval [0, 255]. Na sliki 5.9 lahko vidimo primere
izrisanih scen, na sliki 5.10 pa vizualizacijo globin teh istih scen v obliki sivinskih
slik. Tu je vredno omeniti, da smo najprej poskusili kar z izvozom globinskih slik
iz Blenderja t.j. pustili smo, da oddaljenosti pikslov od kamere Blender samodejno
normalizira na interval [0, 255] in globino izvozili v obliki sivinske slike. Kasneje se je
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izkazalo, da na tak način izgubimo nekaj informacij o globini in da niso vse globine
normalizirane na enak način, zato smo se odločili za izvoz globine v formatu exr.
Slika 5.9: Primeri slik končnih scen, ki jih uporabimo za učenje naših modelov.
Slika 5.10: Globine scen lahko vizualiziramo s sivinskimi slikami.
5.9 Omejevalni pravokotniki
V drugi fazi našega modela se soočamo s problemom segmentacije objektov. Več
o samem problemu povemo v poglavju segmentacija. Za ustrezno generiranje po-
datkov za drugo in tretjo fazo moramo najti programatičen način za generiranje t.i.
omejevalnih pravokotnikov objektov, ki se nahajajo na naši sceni. Zanima nas torej
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minimalen pravokotnik, ki ga lahko orišemo objektu na sliki naše scene, tako, da bo
objekt v celoti vsebovan v orisanem pravokotniku. Primer omejevalnih polj lahko
vidimo na sliki 5.11. Omejevalni pravokotnik lahko enolično opišemo s štirimi para-
metri x, y, w in h, kjer par (x, y) predstavlja skrajno levo zgornjo točko omejevalnega
pravokotnika, parametra w in h pa dolžine stranic omejevalnega pravokotnika. Vre-
dno je omeniti da so parametri omejevalnih polj predstavljeni v prostoru pikslov
slike naše scene, kjer se koordinatno izhodišče nahaja v levem zgornjem kotu slike.
Omejevalne pravokotnike lahko programatično izvozimo s pomočjo Blender Python
API-ja. S projekcijo objekta na pogled kamere lahko ugotovimo in zapišemo pa-
rametre omejevalnega pravokotnika za poljuben objekt. Predpostavka je le, da je
objekt nezakrit. Ker pri učni množici v prvi fazi v naših scenah dovoljujemo tudi
delno zakrivanje objektov, moramo za uspešen izvoz vseh omejevalnih pravokotni-
kov uporabiti naslednji postopek. Med gradnjo scene si zapomnimo parametre vseh
elipsoidov, ki jih vložimo v sceno. Ko je scena zgrajena in izpolnjuje vsem pogojem
glede vidljivosti pobrišemo iz scene vse elipsoide, nato pa za vsak elipsoid posebej
1. elipsoid vložimo v sceno,
2. izračunamo njegov omejevalni pravokotnik in si ga zapomnimo in
3. izbrišemo elipsoid iz scene.
Slika 5.11: Omejevalnih pravokotniki elipsoidov, preko katerih lahko zagotovimo, da
se elipsoidi med sabo ne zakrivajo.
Po končanem postopku izvozimo parametre omejevalnih pravokotnikov vseh elip-
soidov na sceni.
5.10 Popolnoma vidljivi elipsoidi
V drugi in tretji fazi delamo s predpostavko, da so vsi trije elipsoidi popolnoma
vidni. To pomeni, da se ne zakrivajo in so v celoti v vidnem polju kamere. Za
potrebe generiranja takšnih scen si pomagamo z omejevalnimi pravokotniki. Pro-
blem popolne vidljivosti rešimo tako, da rešimo problem prekrivanja omejevalnih
pravokotnikov.
Za dva dana omejevalna pravokotnika (x1, y1, w1, h1) in (x2, y2, w2, h2) pre-
verimo naslednji izjavi:
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[x1, x1 + w1] ∩ [x2, x2 + w2] = ∅,
[y1, y1 + h1] ∩ [y2, y2 + h2] = ∅.
Če nobena ne drži, potem imamo prekrivanje. Ker imamo v sceni tri elipsoide
moramo to preveriti za vsak par elipsoidov.
Poleg medsebojnega nezakrivanja zahtevamo tudi, da so elipsoidi v celoti v vi-
dnem polju kamere. To zagotovimo tako, da za omejevalni pravokotnik (x, y, w, h)
elipsoida zahtevamo naslednje:
x >= mx,
x+ w <= 256−mx,
y >= my,
y + h <= 128−my,
kjer sta mx in my neka majhna odmika od roba slike, v našem primeru mx = 4
in my = 2 piksla.
V primeru zakrivanja ali nepopolne vidljivosti sceno zavržemo in zgeneriramo
novo.
5.11 Izvoz parametrov elipsoidov
Množica parametrov (x, y, z, a, b, c) enolično določaja elipsoid in njegov položaj v
prostoru. Je končna napoved, do katere želimo priti skozi naš tro-fazni model. V
procesu generiranja vsake scene v Blenderju zato omenjeno množico parametrov (ali
več teh) shranimo v matriko in jo izvozimo v obliki numpy objekta.
5.12 Generiranje izoliranih globinskih slik
Model, ki ga uporabimo v tretji fazi pričakuje na vhodu matriko dimenzij (128x256x4),
kjer so prvi trije kanali RGB slika, zadnji pa je globina pikslov. Za razliko od prve in
druge faze, je na sliki, ki jo predstavlja matrika, ki jo na vhod dobi model, samo en
izoliran elipsoid. Gre torej za originalno RGB sliko, ki ji pripnemo še njeno globino
nato pa nanjo apliciramo eno od treh mask elipsoida, ki jih zgenriramo v drugi fazi.
Zaradi lažjega generiranja podatkov, smo proces, ki bi se zgodil v prvi in drugi fazi
kar simulirali v orodju Blender. Generirali smo sceno z enim samim elipsoidom ter
izvozili njeno RGB sliko in globino, ter parametre elipsoida na sliki.
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Prvi problem, ki ga želimo rešiti je napovedovanje globine, bolj natančno napovedo-
vanje globine scene iz klasične dvodimenzionalne barvne slike. To je težek problem,
ki je v računalniškem vidu dobro znan. Veliko je bilo že narejenega na področju
napovedovanja globine iz stereo slik ter videa [33], slabše pa je raziskan problem
napovedovanja globine iz ene same klasične slike. Problem je naslednji. Za dano
klasično barvno sliko želimo za vsak piksel na sliki napovedati, koliko je del objekta
na pikslu oddaljen od točke iz katere je bila slika posneta. Predvsem je važno, da
pravilno napovemo, kako so objekti na sliki razporejeni relativno en na drugega.
Informacijo o globini pikslov lahko izražamo v poljubnih enotah. Za lažjo predstavo
se globino ponavadi predstavi s tako imenovano globinsko sliko. Globinsko sliko
dobimo tako, da vrednosti, ki predstavljajo oddaljenosti pikslov od kamere nor-
maliziramo na interval [0, 255] in jih upodobimo kot enobarvno sliko, kjer je večja
vrednost predstavljena s temnejšim odtenkom neke izbrane barve. Za napovedova-
nje globine iz ene same dvodimenzionalne slike lahko uporabimo različne metode.
Saxena, Chung ter Ng [34] napovedujejo globino slike z uporabo linearne regresije
in Markovskega slučajnega polja (MRF) in kasneje razširijo svoje delo z implemen-
tacijo sistema Make3D [35] za generiranje 3D modelov, Liu, Shen, Lin in Reid [36]
se za napovedovanje poslužujejo konvolucijskih nevronskih mrež (CNN) ter zveznih
slučajnih polj (CRF). Konvolucijske nevronske mreže za napovedovanje globine upo-
rabijo tudi Eigen, Puhrsch ter Fergus [27], kasneje pa omenjeno delo Eigen in Fergus
razširita še na napovedovanje ploskovnih normal ter semantičnih label [37].
6.1 Model
Model za napovedovanje globine smo gradili po vzoru dvostopenjskega modela, ki
so ga oblikovali Eigen, Puhrsch in Fergus [27] za napovedovanje globine slik scen iz
realnega sveta. Arhitektura našega modela je v veliki meri podobna omenjenemu
modelu, razlikuje se le v nekaj detajlih. Glavna razlika med metodami je v podatkih,
ki so bili uporabljeni za učenje modela ter načinu učenja pa tudi problem, ki ga model
rešuje je malce zahtevnejši. Razlika je tudi v tem da uteži našega prvostopenjskega
modela ne umerjamo najprej na podatkovni bazi ImageNet [38], kot so to storili
omenjeni avtorji s svojim prvostopenjskim modelom.
Naloga našega modela je, da iz barvne slike scene napove globino scene t.j. ugo-
tovi koliko so objekti na sliki oddaljeni od točke v katero je postavljena kamera.
Naš model je dvostopenjski. To pomeni, da za napovedovanje uporabimo dva lo-
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čeno naučena modela, kjer rezultat prvega dodamo kot dodaten vhod drugemu. Oba
modela sta konvolucijski nevronski mreži. Razlikujeta se v arhitekturi ter v vhodnih
in ciljnih podatkih.
Uspešnost modelov ocenjujemo z povprečno kvadratno napako (MSE), ki jo lahko






kjer je n število pikslov na sliki, ŷ in y pa sta napovedana in resnična globina za
neko izbrano sliko. MSE za eno sliko nam torej pove kako natančna je napoved na
nivoju piksla. Ko govorimo o MSE napaki na množici večih slik v resnici govorimo
o povprečju MSE napak posameznih slik v množici.
6.1.1 Grobi model
Naloga prvega modela je groba napoved globine celotne scene na sliki. Pričakujemo,
da bo model uspel napovedati grobo obliko elipsoidov ter ozadja. Model je globoka
konvolucijska nevronska mreža.
Arhitektura
Model je sestavljen iz 24 posameznih nivojev, vsak izmed nivojev ima tri dimenzije,
širino, višino in globino. Na vhod pride klasična RGB slika dimenzije 128x265px s
tremi barvnimi kanali torej matrika dimenzije 128x265x3. Začetni del mreže je se-
stavljen iz treh zaporednih sekvenc konvolucija, max-združevanje ter normalizacija
serije (ang. batch normalisation). Konvolucijski nivoji v začetnih sekvencah imajo
različno število filtrov ter uporabljajo okna različnih dimenzij. Prvi konvolucijski
nivo ima 96 filtrov in uporablja okno dimenzij 8x8, drugi konvolucijski nivo ima 128
filtrov in uporablja okno z dimenzijami 4x4, tretji konvolucijski nivo pa ima 256
filtrov in uporablja okno dimenzij 3x3. Vsi konvolucijski nivoji v omenjenih sekven-
cah uporabljajo RELU aktivacijsko funkcijo, nivoji max-združevanja pa delujejo s
korakom 2 v obeh dimenzijah. Sledita še dva dodatna konvolucijska nivoja oba s
384 filtri, prvi z oknom 3x3 ter drugi z oknom 2x2. Nato sledi nivo za sploščevanje
ter dva gosta nivoja (ang. dense layer) s 50% osipom (ang. dropout) in RELU
aktivacijsko funkcijo. Prvi gosti nivo s 4096 in drugi z 2048 nevroni. Tem sledi
še en gost nivo z 2048 nevroni, tokrat z linearno aktivacijsko funkcijo. Po gostih
nivojih nastopi nivo za preoblikovanje iz dimenzije 2048x1 v 32x64 za njim pa še
dve sekvenci konvolucija, povečevanje (ang. upsampling). Prvi konvolucijski nivo
v sekvenci ima 64 filtrov in okno 3x3 drugi pa 32 filtrov in okno 3x3, oba sta brez
aktivacijske funkcije. Čisto na koncu se nahaja konvolucijski nivo z enim samim fil-
trom, ki služi kot izhodni nivo. Končen izhod je matrika z dimenzijami 128x265x1.
Natančna arhitektura modela z dimenzijami posameznih nivojev je predstavljena na
sliki 6.1.
Učenje
Za učenje modela smo uporabili 3114 naključno generiranih barvnih slik scen di-
menzij 128x265px v formatu png ter njihovih pripadajočih 3114 globin izraženih v
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Slika 6.1: Natančna arhitektura grobega modela za napoved globine.
Blender enotah in shranjenih v formatu exr. 2802 slik smo uporabili za učno mno-
žico, 312 pa smo jih pustili na strani za testno množico na kateri smo ocenili končno
natančnost modela. 10% slik iz učne množice smo uporabili kot validacijsko množico
pri učenju modela. Vse slike so centrirane, to pomeni, da od vsakega piksla posebej
odštejemo povprečje vseh pikslov ali tako imenovano povprečno sliko. To storimo
za vsak barvni kanal posebej. Pomembno je povedati, da pri računanju povprečne
slike ne upoštevamo testne množice. S tem poskrbimo, da je končna ocena uspešno-
sti modela čimbolj nepristranska. Ko je potrebno centrirati testno množico, za to
uporabimo povprečno sliko učne množice. Za optimizacijo učenja smo uporabili op-
timizacijski algoritem ADAM [39] ter funkcijo napake MSE (ang. root-mean-square
error). Model smo učili 90 epoh, vmesne verzije modela smo shranjevali, prav tako
pa smo shranjevali napako pri posamezni epohi na učni in validacijski množici. Kot
je ustaljena praksa pri učenju nevronskih mrež, za končni model izberemo model
pri epohi, kjer se napaka na validacijski množici preneha izboljševati oziroma prične
alternirati. To se zgodi pri 55. epohi. Kako se napaka spreminja skozi epohe je
predstavljeno na sliki 6.2. Zaradi lepše vizualizacije je na y osi izrisan logaritem
napak.
Rezultati
Rezultati so dobri. Model prepozna kje na sceni se nahajajo elipsoidi in pravilno
napove njihov položaj relativno na ozadje. Najboljši model doseže povprečno MSE
napako 1.7630 na učni, 1.8974 na validacijski, ter 1.8672 (blender enote) na testni
množici. Vizualizacijo napovedanih globin grobega modela za dve izbrani sceni iz
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Slika 6.2: Spreminjanje logaritma napake na učni ter validacijski množici skozi epohe
za grobi model.
testne množice lahko vidimo na sliki 6.3.
Slika 6.3: Vhodna scena, napoved grobega modela, napoved detaljnega modela ter




Tudi detaljni model je globoka konvolucijska nevronska mreža. Za razliko od gro-
bega je precej enostavnejši in ima manjše število nivojev. Njegova naloga je, da
izboljša napoved grobega modela, s tem da poišče natančne ločnice med elipsoidi in
ozadjem in se osredotoči na detajle na sliki, ki jih grobi model ni uspel tako natančno
upoštevati.
Arhitektura
Sestavljen je iz 5 posameznih nivojev. Na vhod pride klasična RGB slika dimenzije
128x265px s tremi barvnimi kanali ter zraven pripeta še napoved grobega modela,
torej matrika dimenzije 128x265x4. Po vhodnem nivoju sledijo trije konvolucijski
nivoji. Vsi imajo po 64 filtrov in uporabljajo okno dimenzij 5x5. Čisto na koncu se
nahaja konvolucijski nivo z enim samim filtrom ter oknom dimenzij 5x5, ki deluje kot
izhodni nivo. Vsi konvolucijski nivoji v modelu uporabljajo blazinjenje (padding),
ki ohranja širino in višino. Končen izhod je tako kot pri grobem modelu matrika z
dimenzijami 128x265x1. Natančna arhitektura modela z dimenzijami posameznih
nivojev je predstavljena na sliki 6.4.
Slika 6.4: Natančna arhitektura detaljnega modela za napoved globine.
Učenje
Za učenje modela smo uporabili 2953 naključno generiranih barvnih slik scen di-
menzij 128x265px v formatu png, ter njihovih pripadajočih 2953 globin izraženih v
Blender enotah in shranjenih v formatu exr. 2657 slik smo uporabili za učno mno-
žico, 296 pa smo jih pustili na strani za testno množico na kateri smo ocenili končno
natančnost modela. 10% slik iz učne množice smo uporabili kot validacijsko množico
pri učenju modela. Vse slike najprej pošljemo skozi grobi model izhod pa pripnemo
k slikam scen, kot smo že opisali v poglavju arhitektura. Pomembno je povedati, da
smo za učenje detaljnega modela ustvarili popolnoma novo podatkovno množico t.j.
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nobena slika, ki smo jo uporabili za učenje ali testiranje učnega modela se ne pojavi
v učni ali testni množici za detaljni model. Tudi tokrat slike in pripete grobe globine
centriramo. To storimo za vsak barvni kanal posebej in za grobo globino posebej.
Pri centriranj se držimo istih pravil kot pri grobem modelu. Za optimizacijo učenja
smo uporabili optimizacijski algoritem ADAM [39] ter funkcijo napake MSE (root-
mean-square error) tako kot pri grobem modelu. Model smo učili 50 epoh. Napaka
na validacijski množici prične alternirati malo pred 30. epoho, zato za končni model
vzamemo ravno model pri 30. epohi. Spreminjanje napake skozi epohe lahko vidimo
na sliki 6.5.
Slika 6.5: Spreminjanje logaritma napake na učni ter validacijski množici skozi epohe
za detaljni model.
Rezultati
Rezultati so dobri. Model zgladi linije elipsoidov in jasno loči elipsoide od ozadja.
Precej dobro uspe napovedati relativen položaj elipsoida glede na druge elipsoide.
Delno napove tudi obliko elipsoidov. Izgleda tudi, da upošteva odboj svetlobe in
sence, ki se pojavljajo na sceni. Končni detaljni model doseže povprečno MSE
napako 1.2468 na učni, 1.2224 na validacijski, ter 1.23123961 (blender enot) na testni
množici, kar je precejšnja izboljšava glede na napoved grobega modela. Vizualizacijo
napovedanih globin detaljnega modela za dve izbrani sceni iz testne množice lahko
vidimo na sliki 6.3.
6.2 Komentar
Naš model doseže povprečno kvadratno napako 1.23123961 blender enote na testni
množici. Same globine posameznih pikslov na sliki se gibljejo na intervalu od 3 do
22 blender enot, zato smo z rezultatom zadovoljni. Menimo, da bo napoved modela




Segmentacija slik je proces v katerem sliko razdelimo na več segmentov ali področij.
S segmentacijo lociramo objekte na sliki ter njihove robove, npr. ločimo objekt
od ozadja. Natančneje je segmentacija slik proces v katerem vsakem pikslu na
sliki dodelimo oznako, tako da imajo piksli s podobnimi lastnostmi (svetlost, barva,
itd.) enake oznake. V naši nalogi segmentacijo uporabimo v drugi fazi. S pomočjo
segmentacije ločimo posamezen elipsoid od ostalih elipsoidov ter ozadja ter s tem
ustvarimo tako imenovano masko posameznega elipsoida.
Slika 7.1: Originalna slika na kateri delamo segmentacijo.
7.1 Maske elipsoidov
Maska posameznega elipsoida E je binarna matrika M dimenzij [dimx, dimy], kjer
je dimxxdimy ločljivost naših slik scen elipsoidov in velja Mx,y = 1, če je piksel del
elipsoida in Mx,y = 0, če piksel ni del elipsoida, kjer je (x, y) lokacija piksla na sliki.
Maske ponavadi vizualiziramo s črno belo sliko 7.2.
7.2 Metoda naključnih sprehodov
Za segmentacijo slike in posledično generiranja mask elipsoidov smo preizkusili več
različnih metod iz knjižnice scikit-image [40]. Med drugim tudi metodo SLIC [41]
in Snakes [42]. Najboljše rezultate pa je prinesla metoda naključnih sprehodov [43].
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Slika 7.2: Maska elipsoida je v osnovi binarna matrika, ki jo pridobimo s segmenta-
cijsko metodo naključnih sprehodov.
Gre za nadzorovano metodo segmentacije, ki deluje na osnovi naključnih spreho-
dov. Metodi najprej uporabnik poda majhno število označenih pikslov. Označeni
piksli imajo lahko različne označbe. Toliko kot je različnih označb, na toliko se-
gmentov bo metoda razdelila sliko. Sliko nato predstavimo kot graf, kjer vsak piksel
prestavlja vozlišče grafa, vozlišča sosednjih pikslov pa so med sabo povezana s pove-
zavami. Povezave utežimo glede na neko podobnost pikslov, bolj kot so si podobni,
večja je utež. Metoda nato izračuna, kakšna je verjetnost, da bo naključni sprehod,
ki se sproži iz nekega vozlišča, ki pripada neoznačenega pikslu, končal v enemu od
vozlišč označenih pikslov, pri čemer se nakjlučni sprehod obnaša tako, da na svoji
poti maksimizira vsoto uteži. Neoznačenim pikslom se tako dodeli označbo glede na
izračunane verjetnosti i.e. vsak neoznačen piksel se označi z označbo tistih pikslov
za katere je verjetnost, da bo naključni sprehod končal v njih, največja.
V našem primeru želimo elipsoid izolirati od ostale slike, torej želimo segmenta-
cijo slike na dva dela, sam elipsoid in vse ostalo. Za vhod metodi podamo majhno
število označenih pikslov na dveh krožnicah. Prva krožnica leži znotraj elipsoida,
druga pa elipsoid zaobjema, tako da elipsoid v celoti leži znotraj krožnice 7.3.
Slika 7.3: Oznake v obliki krožnic, ki jih podamo kot vhod metodi naključnih spre-
hodov
Z nekaj igranja s parametri metode pridemo do zadovoljivih rezultatov 7.4.
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Slika 7.4: Originalna slika ter originalna slika na katero smo prilepili masko elipsoida
7.3 Komentar
Ker smo v nalogi uporabili nadzorovano metodo segmentacije, bi za segmentacijo
večjega števila slik potrebovali veliko časa. Poleg tega bi morali segmentacijo pono-
viti trikrat na vsaki sliki, kjer bi v vsaki iteraciji poskušali izolirati enega od treh
elipsoidov. Temu bi se lahko izognili tako, da bi namesto nadzorovanih metod upo-
rabili nenadzorovane. Idealno pa bi bilo, če bi za reševanje problema naučili model
konvolucijske nevronske mreže, ki bi uspel v enem prehodu zgenerirati vse tri maske
elipsoidov. Zdi se, da je to problem, ki bi ga lahko z modelom konvolucijske ne-
vronske mreže dobro rešili. Nenadzorovane metode kot so SLIC niso prinesle dovolj






Napovedovanje oblike in lokacije
Tretja faza je zadnja faza našega modela. V njej se ukvarjamo z napovedovanjem
oblike in lokacije elipsoida na sliki. V prvi fazi smo iz običajne barvne slike napo-
vedali njeno globino, v drugi fazi pa smo elipsoide na sliki izolirali ter zgenerirali
njihove maske. V tretji fazi sedaj uporabimo originalno sliko ter napovedi iz prve in
druge faze in z uporabo le teh napovemo 6 parametrov, ki enolično določijo lokacijo
in obliko elipsoida.
Slika 8.1: Vizualizacija napovedi parametrov v obliki RGB in sivinskih globinskih
slik ter originalne RGB slike in sivinske globinske slike originalnih globin.
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8.1 Model
Model za napovedovanje parametrov elipsoida je konvolucijska nevronska mreža.
Oblak, Grm, Jaklič in Solina so v svoji preliminarni študiji [1] že pokazali, da tovr-
sten model da dobre rezultate in je uspešen pri reševanju problema napovedi para-
metrov. Model, ki ga uporabimo v tem magistrskem delu se zato močno opira na
omenjeno delo. Problem, ki ga rešujemo je malce drugačen. Pri nas so objekti elip-
soidi namesto superkvadrikov, napoved pa gradimo na podlagi globin in originalnih
RGB slik namesto samih globin.
Arhitektura
Zaradi omenjenih razlik je tudi arhitektura našega modela malce drugačna. Mo-
del je sestavljen iz 42 posameznih nivojev, vsak izmed nivojev ima tri dimenzije,
širino, višino in globino. Na vhod pride klasična RGB slika dimenzije 128x265px s
tremi barvnimi kanali, kateri je pripeta še matrika globin prav tako z dimenzijami
128x265, torej skupaj matrika z dimenzijami 128x265x4. Jedro mreže je sestavljeno
iz 13 zaporednih sekvenc konvolucija, normalizacija serije ter aktivacija. Konvo-
lucijski nivoji v jedru imajo različno število filtrov ter uporabljajo okna različnih
dimenzij. Prvi konvolucijski nivo ima 32 filtrov in uporablja okno dimenzij 7x7, ki
se pomika s korakom 2. Po prvi sekvenci sledijo štiri skupine po tri sekvence, katerih
konvolucijski nivoji zmeraj uporabljajo okno dimenzij 3x3, koraki pa so zmeraj v
zaporedju 1 na prvih dveh sekvencah in nato 2 na tretji. Število filtrov je skozi ce-
lotno posamezno skupino treh sekvenc isto, spreminja se samo skozi skupine. Prva
skupina ima na vseh treh sekvencah 32 filtrov, druga 64, tretja 128 in četrta 256.
Po štirih skupinah sledi en sam nivo za sploščevanje in nato gost nivo s 8192 ne-
vroni. Končen izhod je seznam šestih parametrov, torej matrika dimenzij 1x6. V
vseh aktivacijskih nivojih smo uporabili RELU aktivacijsko funkcijo. Model je z
opisano arhitekturo največji model, ki smo ga uporabili v tem magistrskem delu a
hkrati najenostavnejši, saj ne uporablja nivojev kot so max-združevanje in osip, ki
smo jih uporabili v ostalih modelih. Natančna arhitektura modela z dimenzijami
posameznih nivojev je predstavljena na sliki 8.2.
Učenje
Za učenje modela smo uporabili 10000 naključno generiranih barvnih slik scen di-
menzij 128x265px v formatu png, 10000 pripadajočih globnskih matrik z glonbinami
izraženih v Blender enotah ter pripadajočih 10000 parametrov izraženih v Blender
enotah. 1500 (15%) slik iz učne množice smo uporabili kot validacijsko množico pri
učenju modela. Kasneje smo zgenerirali še dodatnih 500 slik za testno množico na
kateri smo ocenili končno natančnost modela. Barvne slike smo normalizirali na in-
terval [0, 1] tako, da smo vsak piksel za vsak barvni kanal delili z 255. Prav tako smo
normalizirali globine slik. Pri globini slik je bil proces normalizacije malce drugačen.
V tretji fazi je posamezna scena sestavljena iz enega samega elipsoida brez ozadja.
Tako v povprečju okoli 10% slike pokriva elipsoid vse ostalo pa prestavlja horizont.
Zaradi tega so vrednosti globin, ki jih izvozimo za omenjeno sceno porazdeljene tako,
da za okoli 90% pikslov dobimo zelo velike vrednosti, kar predstavlja dejstvo da je
horizont od kamere oddaljen neskončno. Če bi direktno normalizirali globino, kot
takšno, ki jo dobimo v .exr datoteki iz Blender-ja, bi izgubili nekaj informacij o sami
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Slika 8.2: Natančna arhitektura modela za napovedovanje parametrov.
razliki globin med piksli, ki pripadajo elipsoidu. Zato smo globinske matrike naj-
prej obdelali tako, da smo določili maksimalno globino, glede na to, kje v prostoru
se lahko elipsoidi pri generiranju pojavijo, nato pa smo vse vrednosti globine večje
od maksimalne globine nastavili na maksimalno globino. Ker skrajni zunanji rob
naključno generiranega elipsoida, ne more biti od kamere oddaljen za več kot 12.9
blender enot smo za maksimalno globino izbrali vrednost 13.7. Podobno smo storili
za minimalno vrednost globine. Ker skrajni notranji rob naključno generiranega
elipsoida, ne more biti od kamere oddaljen za manj kot 3.2 blender enot, smo od
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vseh vrednosti globin odšteli 3 blender enote. Po tem smo vrednosti normalizirali
na interval [0, 1] tako da smo vse vrednosti globin delili s popravljeno maksimalno
globino 10.7. Za optimizacijo učenja smo uporabili optimizacijski algoritem ADAM
[39] ter funkcijo napake MSE (ang. root-mean-square error). Model smo učili 237
epoh, vmesne verzije modela smo shranjevali, ko se je izboljšala napaka na valida-
cijski množici, prav tako pa smo shranjevali napako pri posamezni epohi na učni in
validacijski množici. Za končni model izberemo model, ki ima najmanjšo napako na
validacijski množici. Pri nas je to model pri zadnji, 237. epohi. Čeprav se napaka na
validacijski množici preneha bistveno izboljševati že prej, okoli epohe 52. Kako se
napaka spreminja skozi epohe je predstavljeno na sliki 8.3. Zaradi lepše vizualizacije
je na y osi izrisan logaritem napak.
Slika 8.3: Spreminjanje logaritma napake na učni ter validacijski množici skozi epohe
za model, ki napoveduje parametre elipsoida.
Rezultati
Rezultati so dobri. Model dobro napove koordinate središča elipsoida ter njegove
parametre. Najboljši model doseže povprečno MSE napako 0.0063 na učni, 0.0253
na validacijski, ter 0.1616 (blender enote) na testni množici. Kako dobro model
napoveduje posamezne parametre lahko podrobneje vidimo iz histogramov na sliki
8.4. Podakovna množica za histograme je 500 napak napovedi, ki jih model napove
za testno množico. Na x-osi je razlika med napovedjo in pravo vrednostjo v bleder
enotah, na y-osi pa število vzorcev v določenem intervalu napake. Za lažjo pred-
stavo napovedi modela smo napovedane parametre tudi vizualizirali. To smo storili
tako, da smo posamezno množico šestih parametrov uvozili v Blender in ponovno
zgenerirali elipsoid, ga izrisali in izvozili globino. Na sliki 8.1 lahko za tri primere
napovedi vidimo originalno RGB sliko, izrisano RGB sliko iz napovedanih parame-
trov. Originalno globino, predstavljeno v obliki globinske sivinske slike ter globino
predstavljeno v obliki globinske sivinske slike za sceno zgenerirano iz napovedanih
parametrov. Kot je razvidno iz histogramov na sliki 8.4 model zelo dobro napove
parametre b, c, y in z. Več težav ima pri napovedovanju parametrov a in x. Gre
za problem globinske percepcije. Model ima težavo napovedovati parametra, ki sta
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neposredno povezana z globino elipsoida, torej dolžino osi, ki je vzporedna x-osi
koordinatnega sistema, ter x-koordinato središča elipsoida. Podobno se je odrezal
tudi model v preliminarni študiji [1], ki smo ga tu vzeli, kot predlogo, s tem da ni
imel težav z nobeno od osi superkvadrika, ampak le z eno od kordinata središča.
Razlogov zakaj je pri našem modelu napoved bistveno slabša za ta parametra a in x
napram ostalim, je lahko več. Lahko, da razlike med piksli v globinah, ki jih model
dobi na vhod niso zadosti velike. Lahko bi poskusili z drugačno vrsto normalizacije
ali pa bi generirali večje elipsoide, ki bi zavzeli več slike. Pri umetno generiranih sce-
nah elisoidi nimajo jasno vidnih tekstur na svojem površju. Lahko pri generiranju
elisoidom poskusili dodati različne vrste tekstur. Lahko bi poskusili tudi z različnimi
arhitekturami mrež (ralične kombinacije nivojev, drugačne aktivacijske funkcije) in
pogledali, če bi pri kateri dobili boljše rezultate.
Slika 8.4: Histogrami napak za posamezen parameter pri napovedih na testni množici
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Poglavje 9
Uporaba vseh treh faz
V magistrski nalogi smo uspešno implementirali model za vsako izmed treh faz, ki
dobro rešujejo vsakega izmed treh problemov posebej. Napoved globine, segmen-
tacijo in napoved parametrov izoliranega elipsoida. Poleg uspešnosti modelov za
vsako fazo posebej, nas zanima tudi, kako se celoten tro-fazni model 4.1 obnese pri
napovedovanju parametrov za vse tri elipsoide na sliki. Zaradi ročnega dela, ki je
potreben pri drugi fazi za uspešno segmentacijo slike, uspešnosti tro-faznega modela
nismo preizkusili na večji podatkovni množici. Skozi model smo pognali le nekaj
posameznih slik. Za končni preizkus tro-faznega modela zgeneriramo povsem novo
testno množico, torej slike, ki niso bile uporabljene pri učenju nobenega od mode-
lov. V tem poglavju prestavimo proces poganjanja ene slike skozi celoten tro-fazni
model. Vsako od posameznih faz še enkrat na kratko obnovimo in vizualiziramo
rezultate. Na koncu vizualiziramo in komentiramo še končen združen rezultat.
9.1 Faza 1: Napovedovanje globine
Začnemo s klasično RGB sliko neke nove, prej še ne videne scene 9.1. Najprej sliko
normaliziramo in pošljemo skozi oba modela, ki na podlagi ozadja, senc in tekstur
elipsoidov na sliki napovedujeta globino. Najprej sliko pošljemo skozi grobi model,
da dobimo grobo napoved globine, nato pa normalizirani originalni sliki pripnemo
še normalizirano napoved globine grobega modela in vse skupaj pošljemo še skozi
detaljni model, ki zgladi robove elipsoidov in vrne končno napoved globine.
Slika 9.1: Originalna RGB slika, ki jo tro-fazni model dobi na vhod.
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Na sliki 9.2 vidimo primerjavo grobe napovedi, detaljne napovedi ter originalne
globine v obliki globinskih slik.
Slika 9.2: Napovedi globine v prvi fazi tro-faznega modela in resnična globina.
9.2 Faza 2: Segmentacija
V drugi fazi originalno sliko segmentiramo. Vsakega od treh elipsoidov na sliki želimo
ločiti od ozadja in ostalih dveh. S tem pridobimo troje mask, za vsak elipsoid eno. S
pridobljenimi maskami kasneje obdelamo originalno sliko in pripravimo podatke za
tretjo fazo. Kot smo že omenili za segmentacijo uporabimo metodo naključnih spre-
hodov. Za pridobitev vseh treh mask, moramo metodo na originalni sliki uporabiti
trikrat, za vsak elipsoid posebej. Na sliki 9.3 so vse tri maske, ki jih pridobimo v
drugi fazi. Na sliki 9.4 pa lahko vidimo originalno sliko ter slike izoliranih elipsoidov,
ki smo jih pridobili z nanašanjem mask na originalno sliko. Slednje uporabimo za
napoved v tretji fazi.
9.3 Faza 3: Napovedovanje oblike in lokacije
V tretji fazi najprej pripravimo podatke. Z maskami pridobljenimi v drugi fazi naj-
prej iz originalne slike pridobimo RGB slike izoliranih elipsoidov s črnim ozadjem.
Na podoben način obdelamo tudi napoved globine pridobljene v prvi fazi, s tem da
moramo tu poleg nanosa maske na globino narediti še dodaten korak. Ker so maske
v osnovi binarne matrike pri nanosu maske na globinsko matriko dobimo na pikslih,
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Slika 9.3: Makse elipsoidov, ki jih pridobimo s segmentacijo originalne slike. Zdru-
žene na eni sliki ter vsaka posebej.
Slika 9.4: Originalna slika ter slika vsakega od treh elipsoidov pridobljena z nanosom
ustrezne maske na originalno sliko.
kjer se nahaja elipsoid vrednost globine, povsod drugje pa vrednost 0. Pri nanosu
na RGB sliko je to vredu, saj RGB kombinacija (0, 0, 0) predstavlja črno barvo, v
primeru globinske matrike pa vrednost 0 pomeni, da je piksel povsem blizu kamere.
To ni vredu, saj te piksli v resnici predstavljajo horizont, ki je od kamere neskončno
oddaljen. Zato moramo za globinske matrike po nanosu maske, vse elemente ma-
trike z vrednostjo 0 nastaviti na neko dovolj veliko vrednost. Preden globinsko sliko
podamo modelu jo normaliziramo na način, ki je opisan v poglavju Napovedovanje
oblike in lokacije 8. Ta normalizacija poskrbi za velike vrednosti, zato točna vre-
dnost globine na katero nastavimo nične piksle ni tako pomembna. Važno je le, da
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je dovolj velika. Normalizirane RGB slike izoliranih elipsoidov in normalizirane glo-
binske matrike nato spnemo skupaj in jih za vsak elipsoid posebej podamo modelu
za napovedovanje oblike in lokacije. Model nam napove parametre vsakega izmed
treh elipsoidov. Podobno kot v tretji fazi, za potrebe vizualizacije rezultatov, pa-
rametre uvozimo v Blender, iz njih zgeneriramo sceno, sceno izrišemo in izvozimo
njeno globino. Na sliki 9.5 lahko vidimo skupno sceno izrisano na podlagi napoveda-
nih parametrov ter izris vsakega elipsoida posebej, na sliki 9.6 primerjavo originalne
scene s tisto iz napovedanih parametrov ter na sliki 9.7 primerjavo originalne glo-
bine s tisto, ki smo jo izvozili iz scene, ki smo jo izrisali na podlagi napovedanih
parametrov.
Slika 9.5: Scene zgenerirane iz napovedanih parametrov elipsoidov.
Slika 9.6: Primerjava originalne slike s sliko scene, ki jo zgeneriramo iz napovedanih
parametrov.
9.4 Komentar
Kot lahko vidimo na slikah, tro-fazni model deluje zelo dobro. Zelo natančno napove
y ter z koordinato lokacije ter dolžino osi elipsoidov b in c. Malce slabše napove
lokacijo x-kooridinate in dolžino a osi elipsoida vzdolž x-kooridinate.
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Slika 9.7: Originalna globina elipsoidov ter globina elipsoidov iz napovedanih para-
metrov predstavljeni na isti skali v obliki globinskih slik.
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V magistrski nalogi smo uspešno zasnovali, implementirali in preizkusili tro-fazni
model za rekonstrukcijo elipsoidov iz ene same slike. Faze modela so napovedo-
vanje globine, segmentacija slike in napovedovanje parametrov elipsoidov. Model
za napovedovanje globine sestavljata dve konvolucijski nevronski mreži, model za
segmentacijo je metoda naključnih sprehodov, ki za uspešno segmentacijo zahteva
ročno delo uporabnika, model za napovedovanje parametrov pa je prav tako konvo-
lucijska nevronska mreža. Za potrebe generiranja velikega števila slik smo napisali
tudi veliko funkcij v programskem jeziku python, ki uporabljajo blender API. Z
njimi je v Blenderju možno generirati velike količine različnih vrst scen, spreminjati
različne pogoje kako naj scena izgleda, izrisati scene in izvoziti njihove globine.
Celoten model, ki ga predstavimi v nalogi bi zagotovo lahko izboljšali tako, da bi
v drugi fazi namesto ročne nadzorovane metode segmentacije naučili model nevron-
ske mreže, ki bi znal v enem prehodu segmentirati sliko na štiri področja, tri elipsoide
in ozadje. S tem bi se znebili ročnega koraka v fazi segmentacije in model bi lahko
popolnoma avotmatizirali. Ena izmed slabosti model je napovedovanje globine, torej
parametrov x in a. S preizkušanjem drugačnih arhitektur in generiranjem dodatnih
podatkov, bi lahko poskusili izboljšati napoved modela za omenjene paramtere in
s tem izboljšali natančnost celotnega modela. Kljub omenjenim pomankljivostim
modela pa smo v magistrski nalogi pokazali, da se konvolucijske nevronske mreže
dobro obnesejo pri reševanju problema rekonstrukcije elipsoidov iz ene same slike.
Na račun generiranja ali zbiranja velike količine podatkov in časa, ki ga porabimo
za iskanje najprimernejše arhitekture, dobimo natančen model, ki je napram anali-
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