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Abstract 
Multinormal distributions are symmetric. The degree of deviations from axial symmetry can be as-
sessed using the well known Bowker test. A recently proposed test (von Eye & Bogat, 2004; von Eye 
& Gardiner, 2004) is based on comparing the observed frequencies in sectors of the multivariate space 
with the corresponding expected frequencies that were estimated based on multinormality. Because this 
test is an omnibus test of multinormality, it should also be sensitive to deviations from axial symmetry. 
In this article, we describe the results of simulations that were performed on four types of bivariate 
distributions: normal, uniform, inverse Laplace-transformed, and cube-root transformed. As expected, 
the Bowker test showed that inverse Laplace-transformed distributions are likely to show deviations 
from axial symmetry. None of the other distributions was asymmetric. The new omnibus test of multi-
normality exhibited 100 % sensitivity to violations of axial symmetry, but was also sensitive to elevated 
skewness and kurtosis. Thus, it also flagged the uniform and the cube root-transformed distributions as 
deviating from multinormality. Results also show that the Bowker test is sensitive only to violations of 
axial symmetry. 
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Multinormality is a condition required for proper application of parametric multivariate 
statistical procedures. There exists a large number of tests of multinormality including, e.g., 
Mardia’s (1970, 1980) tests of multivariate skewness and kurtosis. Recently, two tests of 
multinormality were proposed that are based on segmenting the variables under study such 
that the segments are either equidistant on the variables or equiprobable (von Eye and Bogat, 
2004; von Eye & Gardiner, 2004). The first of these tests examines each of the sectors that 
result from crossing the segmented variables, asking whether the number of cases found for a 
sector corresponds to the number expected under the assumption of a multinormal distribu-
tion. The second test is based on a summary deviance score for all sectors. It thus examines 
the entire distribution. It is obvious that sectors mirrored at the centroid will be expected to 
contain the same number of cases. In other words, multinormality implies multivariate point 
symmetry with respect to the centroid. Accordingly, sectors mirrored at the main diagonal 
will be expected to contain the same number of cases, because multivariate normality also 
implies axial symmetry. 
In this study, we ask whether the new tests, in particular the second, which, recently, was 
shown to be omnibus to violations of skewness, kurtosis, and a series of distributional trans-
formations (von Eye, 2005), can also be used to examine multivariate axial symmetry. We 
present a simulation study in which data are studied that differ in the degree to which they 
deviate from a multinormal distribution, and in the type of violation. In particular, the simu-
lated data differed in axial symmetry. It will be asked whether the second of the new tests is 
also sensitive to symmetry characteristics. To answer the question, the new omnibus test is 
compared to Bowker’s test (1948). 
 
 
1. The new tests of multinormality 
 
The tests proposed by von Eye and Bogat (2004) and von Eye and Gardiner (2004) can 
be seen as multivariate extensions of the univariate X
2-test of normality that is described in 
many introductory statistics text books (e.g., Glass & Hopkins, 1984, Ch. 14.7). For these 
tests, the range of the variable under study is partitioned into two or more segments. The 
probability of each segment is determined under the assumption of a univariate normal dis-
tribution. For the multivariate case, the analogous procedure can be described algorithmi-
cally as follows
3. 
(1) Split each of the d variables under study into 2 or more segments. For the jth variable, 
we obtain cj >1 segments, with j = 1, ..., d. 
(2) Cross the segmented variables. Crossing all segmented variables yields a d-dimensional 
cross-classification with 
1
d
j
j
c
= ∏  sectors. 
(3) Calculate the probability of each sector. Consider the univariate case first. Let the 
boundaries of a segment be zk and zk+1. The area under the normal curve for this segment 
is  
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where k indexes the lower end and k + 1 the upper end of the segment. In the multivariate 
case, cases sit in the sectors that were created by crossing all segmented variables. Each 
of these sectors has boundaries 
1
i z  and 
1
1 i z +  on the first variable, 
2
j z and 
2
1 j z +  on the sec-
ond variable, ..., and 
d
l z  and  1
d
l z + on the dth variable, where the subscripts indicate the 
segments and the superscripts indicate the variables. The probability of being located in 
the sector with these boundaries is 
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Genz (1992) presented a computational solution for this equation (cf. Gupta, 1963; for 
solutions for bivariate analyses see Maydeu & Olivares, 2001; Seidler & Formann, 1980; 
the software packages S plus and Mathematica can be used to solve this equation; a For-
tran subroutine is available from Genz, 1992).  The sectors defined this way are multi-
variate-rectangular. Somerville (1998) proposed a solution for convex, that is, ellipsoid 
sectors. For the following simulations, we use Genz’s solution. We label the individual 
sector si, j,...,l, and abbreviate the probability of sitting in this d-dimensional right-angled 
sector with pi, j,...,l. 
(4) Estimate expected sector frequencies. The expected frequency of objects in Sector si,j,...,l 
is ei,j,...,l = Npi,j,...,l. The next step performs the first test proposed by von Eye and Bogat 
(2004) and von Eye and Gardiner (2004). It examines each individual sector. 
(5) Perform sector-specific tests. To identify locations of violations of multinormality, for 
each Sector, si,j,...,l, the observed frequency of objects, oi,j,...,l, is compared with the corre-
sponding expected frequency, ei,j,...,l, under the null hypothesis E[oi,j,...,l] = ei,j,...,l. If this 
comparison suggests that a sector contains significantly more or fewer objects than ex-
pected based on the assumption of a multinormal distribution of the d variables under 
study, this sector displays a violation of multivariate normality. Therefore, the assump-
tion of multivariate normality is rejected at least for this sector. Many tests exist that are 
suitable for the present purpose (von Eye, 2002). Von Eye and Bogat (2004) proposed 
using the well-known Pearson X
2-component test, for three reasons. First, the X
2-
components, also termed standardized residuals, are known to have desirable properties 
for the analysis of individual cells of a multivariate cross-classification (von Eye, 2002; 
von Weber, von Eye, & Lautsch, 2004). Second, the component test is a straightforward 
extension of the univariate P
2-test. Third, the components sum up to an omnibus test sta-
tistic. The test statistic for the individual sector is  
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with df = 1. Because of the possibly large number of tests, it is advisable to protect the 
significance threshold ". Most popular is the Bonferroni procedure which takes only the 
total number of tests into account. The Bonferroni-protected threshold is 
1
*/
d
j
j
c
=
α= α∏ . 
More efficient procedures have been proposed by Holm (1979) or Keselman, Cribbie, 
and Holland (1999). These procedures yield protected "-thresholds that are less prohibi-
tive. 
The use of standardized residuals to test sector-specific null hypotheses can be based on 
the following asymptotic behavior of the residuals. Let the number of cells in the table go 
to infinity as the number of segments increases, let  .. ij i j pp p =  (variable independence), 
and  N →∞. Under these conditions,  .. 0 ij i j pp p = → . Therefore,
1
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2 X is normally distributed. Only if the model fits 
will the variance be less than 1. 
(6) Omnibus test. The following is the second test proposed by von Eye and Bogat (2004) 
and von Eye and Gardiner (2004). The sum of the X
2-components yields the test statistic 
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This statistic can be used as a test of whether, overall, the cross-classification of seg-
ments follows a multinormal distribution. The test has  cov
1
21
d
j
j
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=
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∏ , 
where cj is the number of segments of the jth variable (for more detail for the univariate 
case, see Dahiya & Gurland, 1972, 1973). The term dcov indicates the number of correla-
tions (or covariances) taken into account. Typically, cov 2
d
d

=

; that is, all covariances 
are taken into account. For the following simulations, we focus on the omnibus test, and 
compare it to Bowker’s (1948) X
2-test of axial symmetry. 
 
 
2. Bowker’s Test of Axial Symmetry 
 
Bowker’s X
2-test allows one to examine square contingency tables with respect to axial 
symmetry. If, for the cells of an I x J table, with I = J, oij = oji, for i …j, the table is said to 
possess axial symmetry. Bowker’s X
2-test is  
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for i > j. The test is distributed approximately as P
2 with 
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 degrees of freedom. 
This test has also been discussed in the context of nonstandard log-linear models (von Eye & 
Spiel, 1996). Multivariate versions of Bowker’s test are straightforward. In the present con-
text, we illustrate the characteristics of this test using I x J tables. 
 
 
3. The simulation 
 
The simulation was performed to examine the behavior of Bowker’s test and the new 
omnibus test under conditions of various variable characteristics. All simulation runs were 
performed using FORTRAN 90 programs that were written for this purpose. Specifically, 
bivariate distributions were created that exhibited the following four distributional character-
istics (cf. Fleishman, 1978; Vale & Maurelli, 1983). 
(1) Normal distribution. To create univariate normally distributed data, the generator GAS-
DEV from the Numerical Recipes FORTRAN collection (Press, Flannery, Teukolsky, & 
Vetterling, 1989) was used. This generator returns a normally distributed deviate with 
zero mean and unit variance (see also Sicking, 1994). It is based on the function RAN1, 
also provided in the recipe collection. RAN1 returns Gaussian pseudo random deviates. 
The generator requires a user-specified seed. This seed was created using the library 
MSFLIB that is available in the MS Fortran Power Station. The distributions created this 
way are expected to be symmetric. 
(2) Uniform distribution. To create uniformly distributed data, the generator RANDOM, 
available in the Power Station’s PortLib function pool, was used. This generator returns 
pseudo random numbers, z, from the interval 0 ≤  z < 1. The algorithm used is a prime 
modulus M multiplicative congruential generator (Park & Miller, 1988).  The distribu-
tions created this way are expected to be symmetric. 
(3) “Inverse Laplace-transformed.” The Laplace probability distribution is 
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for x < ", -4 < x < 4, and $ > 0. This distribution has a mean of zero, a skewness of zero, 
and an elevated kurtosis. For $ = 1 and x centered scores, the probability distribution be-
comes 
 
exp
2
x
y
−
=  
 
The Laplace distribution is a one-peaked, symmetric distribution, as illustrated in   
Figure 1. A. von Eye, M. von Eye & G. A. Bogat  424 
 
Figure 1:  
Illustration of Laplace distribution 
 
 
A uniform distribution has no skew but an increased kurtosis. In contrast, a Laplace dis-
tribution is known to be supergaussian, that is, leptokurtic. The Laplace transformation 
is linear. It is used in, for instance, Process Dynamics to convert time-domain relation-
ships to a set of equations expressed in terms of the Laplace operator (Tham, 1999). One 
application in data analysis aims at changing the kurtosis of a distribution. Performing an 
inverse Laplace transformation on a uniform distribution should, therefore, result in a 
distribution with elevated kurtosis and possibly elevated skewness. However, the Laplace 
function has no straightforward inverse.  
Therefore, we propose and perform the following transformation. First, a uniform distri-
bution of scores y was created using the RANDOM generator described above. Second, 
the values were transformed to be within the interval {0, 0.5}. Third, a logarithmic trans-
formation was performed, that is, x = ln |2y|. Finally, a random half of the resulting 
scores was set to -x. The scatterplot matrix in Figure 2 illustrates this procedure on a 
sample of 100 random data (for this example, SYSTAT’s URN generator was used, 
which returns uniformly distributed random numbers within the interval {0, 1}). 
Figure 2 shows that the uniform distribution created by URN is reasonably close to rec-
tangular. It has a slightly elevated kurtosis (see Table 1, below), but its skewness does 
not differ from zero. Inserting into the Laplace function results in the distribution in the 
second row of the scatterplot matrix. This distribution also has a slightly elevated kurto-
sis, and its skewness is not statistically different than zero. The substitute for the inverse 
Laplace distribution results in the distribution shown in the third row of scatterplots in 
Figure 2. As Table 1 documents, this distribution has a slightly elevated skewness and an 
elevated kurtosis. Please note that this transformation results in a kurtosis with a positive 
sign. The kurtosis of the uniform distribution was negative. In other words, this trans-
formation changed the distribution from being heavy-tailed to heavy around the belt line. 
Because of their elevated skewness, we expect the distributions that result from this 
transformation to deviate from axial symmetry. 
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Figure 2: 
Illustration of transformation to create a substitute for the inverse Laplace distribution 
 
 
Table 1: 
Descriptive statistics of the variables plotted in Figure 2 
 
 UNIFORM  LAPLACE  INVLAPLACE 
Number of cases  100  100  100 
Minimum -0.456  0.305  -5.716 
Maximum 0.494  0.499  3.471 
Mean -0.004  0.396  0.010 
Standard Deviation  0.279  0.054  1.344 
Skewness (G1)  0.067  0.041  -0.663 
SE Skewness  0.241  0.241  0.241 
Kurtosis (G2)  -1.156  -1.108  3.027 
SE Kurtosis  0.478  0.478  0.478 
 
 
 
Changes in kurtosis can also be achieved using other, simpler transformations than the 
Laplace and the inverse Laplace transformations. Examples include the Fourier transfor-
mation which uses trigonometric functions. For the present simulations, the inverse 
Laplace transformation was used (1) because of the importance of this transformation in 
system dynamics, and (2) to illustrate the effectiveness of the variant of the inverse trans-
formation procedure proposed in this article. 
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(4) Cube root transformation. This transformation was used to create y = x
1/3 from the uni-
form x scores. Considering that the scores that were cube root-transformed had no skew-
ness and an only slightly elevated kurtosis, the resulting scores should have neither. In-
deed the sample data from Figure 2 and Table 1 have a skewness of -0.458 (se = 0.337), 
and a kurtosis of -0.652 (se = 0.662). Neither value is large or significant. We do not ex-
pect the distributions created by this transformation to deviate from axial symmetry. 
 
For the simulation, the following data sets were thus created: (1) normally distributed 
variates; (2) uniformly distributed variates, ranging from 0 to 1; (3) uniformly distributed 
variates that were subjected to the substitute of the inverse Laplace transformation; and (4) 
uniformly distributed variates that were subjected to the cube root transformation. 
In addition to type of distribution, the following data characteristics were varied in the 
simulation: 
1.  The sample size varied from 50 to 800, in steps of 50. Thus, 16 different sample sizes 
were used. 
2.  The number of segments of each variable varied from 2 to 5, in steps of 1. Thus, 4 differ-
ent numbers of segments were used. Because of the definition of axial symmetry that un-
derlies the Bowker test, the number of segments was always the same for both variables. 
 
It should be noted that, for the present simulations, the segmenting was performed on the 
standardized z-scale. Using different scaling could have the effect that the symmetry axis of 
the normal distribution fails to correspond with the main axis of the contingency table stud-
ied here, if the variables are correlated. 
The resulting design was thus a 4 (type of distribution) x 16 (sample size) x 4 (number of 
segments) design with 256 cells. The runs were repeated with 5 different seeds. Thus, a data 
body with results from 1280 runs was available for analysis. 
There were two dependent measures. The first indicated whether a particular bivariate 
distribution was identified by the Bowker test as violating the null hypothesis of axial sym-
metry. This variable was dichotomous. The second dependent measure was also dichoto-
mous. It indicated whether the new omnibus test found that a bivariate distribution violated 
symmetry or other data characteristics that the test is sensitive to, e.g., kurtosis-related devia-
tions from a bivariate normal distribution. The same sectors were used for both dependent 
measures. 
In the following sections we ask (1) whether the Bowker test of symmetry detected any 
deviations from symmetry in the two-dimensional arrays; (2) whether the new omnibus test 
was also able to detect the asymmetric distributions; (3) whether the detection of asymmetry 
depends on sample size; (4)  whether the detection of asymmetry depends on the number of 
segments a data set is partitioned in; and (5) whether the detection of asymmetry depends on 
distribution type. In addition, we ask questions concerning the sensitivity and specificity of 
the new omnibus test, in comparison with Bowker’s test. 
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4. Results 
 
To answer the questions concerning the effects of the design variables of the simulations, 
a MANOVA was performed, followed up by univariate post hoc tests. The MANOVA con-
tained the fixed-effect factors Number of Segments, and Distribution Type, and the covariate 
Sample Size. The frequencies with which Bowker’s test and the new omnibus test indicated 
significant X
2 values were used as dependent variables. In the following paragraphs, we first 
report results of the overall tests. Specifically, we report the results of MANOVA signifi-
cance tests and the portions of explained variance, based on Wilks’ Lambda. Details con-
cerning the individual effects follow in the context of post hoc comparisons.  
Effects of the Factors of the Simulation. The F-values for the univariate effects of the 
sample size are given in Table 2. The table shows that the sample size had a significant ef-
fect on the number of instances the two tests signaled significant deviations. 3.8% of the 
variance was explained by the effect of N.  
The F-values for the univariate effects of the number of segments are given in Table 3. 
The table shows that the number of segments had a significant effect on the number of in-
stances with which significant deviations were signaled only on the Bowker test. The overall 
X
2 was not significantly affected. 8.5% of the variance was explained by the effect of the 
number of segments.  
The F-values for the effect of Distribution Type are given in Table 4. The table shows 
that Distribution Type had the strongest effect on the number of instances the two tests sig-
naled deviations. 95.5% of the variance was explained by this effect.  
 
 
Table 2:  
Univariate F-tests for Sample Size, N 
 
Source SS  df  MS F  p 
SIGPEARS 0.457  1 0.457  41.292 0.000 
Error 13.980  1263  0.011   
BOWKER  0.318  1 0.318 7.627 0.006 
Error 52.657  1263  0.042   
 
 
Table 3:  
Univariate F-tests for Number of Segments 
 
Source SS  df  MS F  p 
SIGPEARS   0.084  3 0.028 2.517 0.057 
Error 13.980  1263  0.011   
BOWKER    4.569  3 1.523  36.528 0.000 
Error 52.657  1263  0.042   
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Table 4:  
Univariate F-tests for Distribution Type 
 
Source SS  df  MS F  p 
SIGPEARS 232.615  3 77.538  7004.851  0.000 
Error  13.980  1263  0.011   
BOWKER   14.106  3  4.702  112.781  0.000 
Error  52.657  1263  0.042   
 
 
Table 5: 
F-tests for the Distribution Type x Number of Segments Interaction 
 
Source SS  df  MS F  p 
SIGPEARS    0.188  9 0.021 1.890 0.050 
Error  13.980  1263  0.011   
BOWKER  20.538  9 2.282  54.733 0.000 
Error  52.657  1263  0.042   
 
 
Table 5 shows the F-values for the Distribution Type x Number of Segments interaction. 
The table shows that an interaction between Distribution Type and Number of Segments can 
be established only for the Bowker test. 28.89% of the variance was explained by this inter-
action. 
The follow-up tests (all Games-Howell tests) to be reported now are based on the uni-
variate ANOVAs that were performed separately for the two dependent measures. For the 
Bowker test, N explained 4.8% of the variance. The effect was significant but small. Indeed, 
none of the follow-up tests indicated a significant difference. We thus conclude that the 
sample size did not have a large effect on the Bowker test. 
The Bowker test did respond to the number of segments. 6% of the variance was ex-
plained by this factor. With the exception of the comparison of 3 with 4 segments, the por-
tion of significant results decreased as the number of segments increased. The reason for this 
result is the decreasing power that results from increasing the number of segments. The 
increases were crossed with sample size. Therefore, for each sample size, an increase in the 
number of segments caused a decrease in power. 
The Bowker test did respond strongly to type of distribution. 16.4% of the variance was 
explained by this factor. The post hoc tests suggest that the third distribution, that is, the one 
that was substituted to create an inverse Laplace distribution, differed from the other three by 
causing a strongly increased portion of significant results. The other three distributions had 
effects that did not differ from each other. This is illustrated in Figure 3. Figure 3 also shows 
that the base rate for significant results from the Bowker test is below 0.05 when deviations 
from symmetry are only random, as is the case for the normal, the uniform, and the cube-
transformed distributions. The Bowker test can thus be considered a conservative test. 
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Figure 3: 
Portion of significant Bowker tests, by type of distribution, with 1 = normal, 2 = uniform,  
3 = inverse Laplace, and 4 = cube root 
 
 
As far as the new omnibus test is concerned, the effect of sample size explained 15.6% of 
the variance. This effect is significant. However, as for the Bowker test, none of the post hoc 
tests indicated a significant difference. The number of segments explained only 0.7% of the 
variance. Here again, although the overall test was significant, none of the post hoc tests 
suggested an individually significant difference. Thus, we conclude that the changes in 
power that were observed for Bowker’s test did not surface for the new omnibus test.  
Finally, type of distribution explained 95% of the variance. For both tests under study, 
this variable had the strongest effect. However, the effect is not the same for the two tests. In 
contrast to Bowker’s test, the new omnibus test is sensitive to the data structures represented 
by the second, third, and fourth distribution types, that is, the uniform distribution, the in-
verse Laplace, and the cube root-transformed distributions. In addition, it seems to be 
equally sensitive to violations that come with these distribution types. This is illustrated in 
Figure 4. Figure 4 shows that close to 100% of the data situations created by Distributions 2, 
3, and 4 resulted in the new omnibus test signaling significant deviations. For the first distri-
bution, that is, for the normal distribution, practically no situation was singled out as signifi-
cantly deviating. We thus conclude that (1) the normal distribution possesses none of the 
data characteristics to which the new omnibus test is sensitive, and (2) the test is conserva-
tive. 
Figure 5 illustrates the interaction effect on the results of the Bowker test. The figure 
shows the interesting result that the Bowker test is largely unaffected by the number of seg-
ments. However, for the inverse Laplace-transformed distributions and even numbers of 
segments, the number of flagged distributions increases. The reason for this observation is 
that this distribution also created slightly skewed distributions. As was mentioned above, this 
had the effects that the table showed a correlation, and the symmetry axis of the normal 
distribution is not captured by a middle category. This effect seems to be strongest in cases 
with only 2 x 2 segments. In larger tables, the effect decreases. A. von Eye, M. von Eye & G. A. Bogat  430 
 
 
Figure 4:  
Portion of significant results for the new omnibus test, by type of distribution, with 1 = 
normal, 2 = uniform, 3 = inverse Laplace, and 4 = cube root 
 
 
 
 
Figure 5:  
Portion of significant results for the Bowker test, by type of distribution, with 1 = normal,  
2 = uniform, 3 = inverse Laplace, and 4 = cube root, and Number of Segments (note that  
the label above the graphs number the categories; Number of Segments = Number of  
Categories + 1) 
 
 
Specificity and Sensitivity. Based on these results, we now ask questions concerning 
specificity and sensitivity of the new omnibus test. Sensitivity is defined as the portion of 
cases that do show a characteristic and are correctly classified as showing it. In the present 
context, we ask, how big is the portion of cases which, based on Bowker’s test, do show 
asymmetry and are correctly classified by the new omnibus test as showing asymmetry. 
Accordingly, specificity is defined as the portion of cases who do not show a characteristic Multinormality and symmetry: a comparison of two statistical tests  431 
and are correctly classified as not showing it. This can be seen as the conditional probability 
of a negative test result, given that the characteristic under study is absent. 
Both, specificity and sensitivity will be discussed in reference to Bowker’s test. This is 
done for two reasons. First, Bowker’s test is known to be sensitive to violations of axial 
symmetry. It thus serves as the benchmark with which the new omnibus test is compared. 
Second, based on the way the data were created for the present simulations, it was not clear 
by design which individual data set would violate the null hypothesis of axial symmetry. 
Therefore again, Bowker’s test serves as the reference. 
In a first step towards examining the new omnibus test’s sensitivity, we cross the two di-
chotomous dependent measures. The resulting cross-classification appears in Table 6. 
Cohen’s 6 for the data in Table 5 is 0.036. This value is significant. However, it also in-
dicates that general knowledge about the statistical decisions suggested by Bowker’s is only 
3.6 % better than no knowledge. We therefore ask more specific questions. In particular, we 
ask whether those bivariate distributions that were identified by the Bowker test as most 
likely to violate the null hypothesis of axial symmetry are also identified as violating by the 
new omnibus test. To answer this question, we focus on the distributions generated for the 
third distribution type, that is, the distributions that result from the substitute for the inverse 
Laplace distribution. Table 7 displays the resulting cross-classification. 
Cohen’s 6 for the data in Table 6 is even smaller than for the data in Table 5; it is 6 = 
0.018. This value is also significant. For the current questions, most interesting is the fre-
quency distribution in the second row. This row shows the frequency distribution that is 
found for the new omnibus test for those cases in which Bowker’s test suggests that viola-
tions of the null hypothesis of axial symmetry exist. The distribution shows that 100% of the 
bivariate distributions that were flagged by Bowker’s test were also flagged by the new  
 
 
Table 6: 
Cross-classification of the results from the Bowker and the new omnibus tests, aggregated 
across all distribution types 
 
  new omnibus test 
Bowker test  0  1  Total 
0 325  855  1180 
1 10  90  100 
Total 335  945  1280 
 
 
Table 7: 
Cross-classification of the results from the Bowker and the new omnibus tests, for  the 
inverse Laplace distribution 
 
  new omnibus test 
Bowker test  0  1  Total 
0  8 229 237 
1  0 83 83 
Total  8 312 320 A. von Eye, M. von Eye & G. A. Bogat  432 
omnibus test. With Bowker’s test as a reference, we can therefore state that the new omnibus 
test shows 100% sensitivity. 
In contrast, the specificity of the new omnibus test is only 3.38%. Almost 97% of the dis-
tributions that Bowker’s test had identified as not violating the null hypothesis of axial sym-
metry were flagged by the new omnibus test. How can this be explained? We discuss three 
reasons for this discrepancy. 
In earlier studies (von Eye, 2005; von Eye & Bogat, 2004; von Eye & Gardiner, 2004), it 
was shown that the new omnibus test is sensitive to a variety of violations of multinormality. 
Such violations can exist even if a distribution is symmetric. Imagine, for example, a distri-
bution with strong positive kurtosis, that is, a distribution with more cases close to the mean 
than expected based on the multinormality assumption. This distribution may well be sym-
metric, but it violates the multinormality assumption. None of the cases in which this pattern 
occurs is considered suspicious by Bowker’s test. However, these cases will be flagged by 
the new omnibus test. This applies accordingly to distributions with strong negative kurtosis 
and other violations of multinormality that conserve axial symmetry. Obviously, the situa-
tions created by the current simulation resulted in many more violations of multinormality 
that are unrelated to axial symmetry than violations that are related to axial symmetry. 
A second reason for these differences may be grounded in differential power. This rea-
son, however, is most likely of little importance. Considering that neither test identified even 
5 % of the normally distributed data sets as indicating violations, we assume that differences 
in power are minimal. Both tests are Pearson X
2-tests. 
A third reason lies in the test-specific ways of estimating expected cell frequencies. In 
the two-dimensional environment simulated here, the probability of being located in the 
sector with boundaries 
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for i … j. The probability of being located in the corresponding sector, that is the sector mir-
rored at the main diagonal, is 
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These two probabilities are the same when the bivariate distribution is symmetric, as was 
illustrated by the uniform and the normal distribution data in the present simulations. In the 
simulations, variables were independent. In the case of dependent variables, these two prob-
abilities are still the same if the correlations are taken into account for the estimation of 
expected sector frequencies (see Genz, 1992). In all these cases, Bowker’s test and the new 
omnibus test will indicate that no violations exist. 
When kurtosis is extreme and no other violation of normality exists, the new omnibus 
test will respond, but not Bowker’s symmetry test. The reason is that, to perform the symme-
try test, the expected frequencies are estimated from the marginals. Thus, heavy or light tails Multinormality and symmetry: a comparison of two statistical tests  433 
are taken into account. In contrast, the expected frequencies for the new omnibus test are 
based on the assumption of a multinormal distribution. Therefore, (main) effects such as 
those that result from extreme kurtosis cause the test to flag a distribution as significantly 
deviating from normality. Accordingly, root transformations that do not affect skewness will 
not be flagged by Bowker’s test but by the new omnibus test, if they affect kurtosis. 
 
Finally, we ask whether Bowker’s test is able to identify violations from multinormality 
that are unrelated to axial symmetry. To answer this question, we create the same cross-
classification as in Table 6, but for the second and the fourth distributions. These are the 
uniform distribution and the distribution that resulted from calculating the cube root. Table 8 
displays the resulting cross-classification for the uniform distribution, and Table 9 displays 
the cross-classification for the cube root-transformed distribution. 
Tables 8 and 9 show corresponding figures. The new omnibus test is highly sensitive to 
the violations of multinormality created by the uniform and the cube root-transformed distri-
butions. These seem to be mostly violations that lead to significant skewness and kurtosis. 
Only a very small number of these violations seems to also come with violations of axial 
symmetry. Therefore, we can also say that Bowker’s test is highly specific. No-violations to 
axial symmetry are unlikely to be flagged, that is, false positives are unlikely. 
 
 
Table 8: 
Cross-classification of the results from the Bowker and the new omnibus tests, for the 
uniform distribution 
 
  new omnibus test 
Bowker test  0  1  Total 
0 5  311  316 
1 0  4  4 
Total 5  315  320 
 
 
Table 9: 
Cross-classification of the results from the Bowker and the new omnibus tests, for the cube 
root-transformed distribution 
 
  new omnibus test 
Bowker test  0  1  Total 
0 2  315  317 
1 0  3  3 
Total 2  318  320 
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5. Discussion 
 
The present article presents the comparison of an omnibus test of deviations from multi-
normality with a specific test of axial symmetry. The omnibus test proposed by von Eye and 
Bogat (2004) and von Eye and Gardiner (2004) is unique in the sense that it is tractable for 
more than two dimensions (cf. Einmahl & McKeague, 2002). In addition, and this is one of 
the results of the present study, it is not only sensitive to violations of multinormality that 
materialize in elevated levels of skewness and kurtosis, but also to violations of symmetry as 
was exemplified using axial symmetry. Other recent tests of multinormality have been 
shown to be omnibus to deviations from normality that result in skewness or kurtosis 
(Zhang, 1999). The present results show that the new omnibus test is, in addition, sensitive 
to 100% of symmetry violations of normality, when compared to Bowker’s test. 
The present results suggest clearly that Bowker’s test is sensitive only to symmetry viola-
tions. Bowker’s test is marginal-dependent (Goodman, 1991; von Eye & Mun, 2003). The 
new omnibus test is marginal-free. 
We now ask, which of the tests is a researcher to apply? If researchers are interested in 
violations of multinormality in general, that is, violations of any sort, the new test is proba-
bly a good choice. It indicates that violations are present, and researchers then can make 
decisions concerning the choice of methods of analysis, or resampling (von Eye & Bogat, 
2004). The violations thus detected will include violations due to lack of axial symmetry, if 
they are present. 
If, however, researchers are interested exclusively in violations of axial symmetry, 
Bowker’s test is a good choice. This test is sensitive to symmetry violations only. However, 
considering that the present simulations suggest that the new omnibus test will detect about 
100% of the violations that Bowker’s test detects, the new test may be an equally good 
choice. Researchers should keep in mind that the two tests are sensitive to different kinds of 
symmetry violations. Bowker’s test does take main effects into account that may violate the 
assumption of multinormality. It is thus sensitive to symmetry violations regardless of 
whether they also imply violations of the multinormality assumption. The new test is sensi-
tive to symmetry violations only if they also violate multinormality assumptions. 
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