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Abstract
This review provides an introduction to non-geometric backgrounds in string
theory. Starting from a discussion of T-duality, geometric and non-geometric
torus-fibrations are reviewed, generalised geometry and its relation to non-
geometric backgrounds are explained and compactifications of string theory
with geometric and non-geometric fluxes are discussed. Furthermore cov-
ered are doubled geometry as well as non-commutative and non-associative
structures in the context of non-geometric backgrounds.
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3
1 Introduction
This review is concerned with non-geometric backgrounds in string theory. Such
spaces cannot be described in terms of Riemannian geometry and point-particles
cannot be placed into them. String theory on the other hand is a theory of strings
— one-dimensionally extended objects — and can be well-defined on more general
configurations, including non-geometric backgrounds. In this introductory section
we briefly review some basic aspects of string theory in view of their application
to non-geometric backgrounds. We give a heuristic description of the latter, and
we summarise the topics discussed in this work.
1.1 String theory
String theory is in some way the most simple generalisation of a point-particle
theory: the one-dimensional world-line is replaced by a two-dimensional world-
sheet. At the level of the action this means that the length of the world-line is
replaced by the area of the world-sheet
S = −m
∫
Γ
ds −! S = −T
∫
Σ
dA , (1.1)
where ds denotes the line-element on the world-line Γ and dA denotes the area
element for the world-sheet Σ. The latter can be an infinite strip corresponding
to an open string, or an infinite cylinder corresponding to a closed string. Fur-
thermore, in (1.1) m denotes the mass of the point-particle and correspondingly T
is the tension of the string. The action for the string shown in (1.1) is called the
Nambu-Goto action. However, for quantising string theory one uses the Polyakov
action. The Polyakov action is classically equivalent to the Nambu-Goto action
and will be introduced in equation (2.1) below.
Conformal field theory
Even though the replacement (1.1) appears rather simple, it has far-reaching con-
sequences. The world-sheet theory of the string has a conformal symmetry and is
therefore a conformal field theory (CFT). Moreover, this CFT is two-dimensional
for which the corresponding symmetry algebra is infinite dimensional. (For an
introduction to conformal field theory in view of string theory see for instance [1].)
Such a large symmetry algebra is an important property of string theory, which is
absent for point particles.
It turns out that the conformal symmetry of the two-dimensional theory has
an anomaly. More concretely, classically the trace of the energy-momentum tensor
4
Tαβ with α, β = 1, 2 vanishes, but in the quantised theory its vacuum expectation
value is proportional to the central charge c of the CFT
〈Tαα〉 = − c
12
R . (1.2)
Here, R denotes the Ricci scalar on the world-sheet Σ of the string. There are
many configurations which lead to a vanishing total central charge and there-
fore to an anomaly-free theory. The most common ones are the bosonic string
in 26-dimensional Minkowski space, the type I and type II superstring theories
in ten-dimensional Minkowski space, and two heterotic string theories which are
combinations of the bosonic and type II theories.
But also more involved settings are possible. For instance, take the type II
superstring in four-dimensional Minkowski space times an abstract CFT with cen-
tral charge c = 9. The latter CFT does not need to have an interpretation in
terms of ordinary geometry, in fact, it does not even need to have the notion of
a dimension. Nevertheless, string theory is well-defined on such spaces. In a very
broad sense, these configurations are non-geometric backgrounds.
Quantum gravity
When quantising the two-dimensional world-sheet theory, one finds that the spec-
trum of the closed string contains a massless mode corresponding to a symmetric
traceless two-tensor. This tensor is subject to equations corresponding to a variant
of (1.2), and which are displayed in equation (3.31) below. In particular, this sym-
metric traceless tensor has to satisfy Einstein’s equation – and should therefore be
identified with the graviton in a theory of quantum gravity. This observation has
been corroborated through computations of scattering amplitudes, which verify
that this mode has the couplings expected from a graviton. String theory there-
fore is a theory of quantum gravity. Furthermore, in string theory – opposed to
naive quantum-field theories of point particles – for scattering amplitudes certain
divergencies are absent and the theory is expected to be finite.
String theory is not only expected to be a theory of quantum gravity, but it
also contains gauge degrees of freedom. In type I theories these can be realised
for instance by open strings ending on D-branes. The latter are hyper-surfaces
on which open strings can end, and their world-volume supports a gauge theory
typically with a U(N) gauge group. String theory therefore is a quantum theory in
which gauge (open string) and gravitational (closed string) interactions are unified.
As such, it provides a valuable framework for studying the nature of our universe.
5
Dualities
Let us return to superstring theory in a flat Minkowski background. As mentioned,
this configuration is consistent only in ten space-time dimensions and five different
(supersymmetric) formulations are known: these are the type I superstring, the
type IIA and type IIB superstring theories, and the heterotic string with gauge
groups SO(32) and E8 × E8. However, it turns out that these five superstring
theories are related to each other through a web of dualities. We will give a more
precise definition of a duality below, but we consider two different theories to be
dual to each other if they “describe the same physics”.
Well-known dualities in string theory are so-called T-duality and S-duality, and
the former plays an important role in this work.
 T-duality is a phenomenon already present for the bosonic string. Namely,
bosonic string theory compactified on a circle of radius R is completely equiv-
alent to a compactification on a circle of radius 1/R (in appropriate units).
These two compactifications are two distinct configurations, which however
describe the same physics. In the case of the superstring, T-duality inter-
changes type IIA and type IIB string theory compactified on a circle, and
the heterotic SO(32) and E8 × E8 theories.
 S-duality is a so-called strong-coupling–weak-coupling duality. Examples for
S-duality are type IIB string theory in ten dimensions which is dual to itself,
and S-duality between the type I superstring and the heterotic SO(32) string
theory.
Furthermore, type IIA string theory has as a strong-coupling limit an eleven-
dimensional theory called M-theory. In particular, M-theory compactified on a
circle has as a low-energy limit the type IIA superstring. M-theory is related
also to the heterotic E8 × E8 theory via a compactification on S1/Z2, where the
Z2 acts on the circle coordinate φ as Z2 : φ ! −φ. In this way all of the five
known superstring theories are related to each other [2]. This web of dualities
is summarised in figure 1. But, many more duality relations can be found: for
instance, mirror symmetry [3] relates type IIA and type IIB theories compactified
on Calabi-Yau manifolds to each other, and the AdS/CFT correspondence [4]
relates string theory on an AdS space to a conformal field theory without gravity
on its boundary.
The rich structure of dualities is one of the outstanding properties of string
theory. They make it possible for instance to relate a difficult-to-solve problem
to a much easier setting where a solution can be found. Also, when applying
duality transformations to known configurations new ones may be discovered. In
fact, this is how the topic of this review has been developed: when applying T-
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Figure 1: T-duality and S-duality transformations relating the five superstring
theories, and their relation to M-theory.
duality transformations to known geometric settings, one can obtain non-geometric
backgrounds.
Compactifications
Since string theory is expected to provide a consistent quantum-theory of gravity
including gauge interactions, it is natural to try to employ it for the description of
our universe. To be able to include ordinary matter we require a supersymmetric
world-sheet theory, and for computational convenience such as stability we require
the space-time theory to be supersymmetric as well. This leaves us with the five
superstring theories mentioned above, realised in ten dimensions.
However, our universe is four-dimensional. To obtain an effectively four-di-
mensional theory from string theory, one compactifies the latter on a compact
six-dimensional space. The choice of this compactification space is restricted by
various consistency conditions, but a plethora of discrete and – due to dualities
– possibly finite number of choices remains [5]. This abundance of string-theory
solutions is called the string-theory landscape [6]. String-theory compactifications
can be characterised in different ways, and here we want to briefly mention two
approaches:
 Since string theory is a conformal field theory, a compactification can be spec-
ified by choosing a particular CFT.We can for instance split the CFT describ-
ing string theory into a four-dimensional Minkowski part and a compact part,
subject to consistency conditions such as (1.2). Having a CFT description
available allows to determine the spectrum to all orders in string-length per-
turbation theory and to compute for instance scattering amplitudes. How-
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ever, for such compactifications it is difficult to study perturbations of the
background and it is not always possible to obtain a corresponding geometric
interpretation. In a broad sense, the latter cases can therefore be considered
to be non-geometric.
 In ten dimensions and at lowest order in string-length perturbation theory,
string theory is described by supergravity. Compactifications of string theory
in this effective-field-theory description can be characterised by splitting the
ten-dimensional Minkowski space into say a four-dimensional part and a
compact six-dimensional manifoldM as
R1,9 −! R1,3 ×M . (1.3)
In order to solve the string-theory equations of motion and preserve su-
persymmetry in four dimensions,M is usually required to be a Calabi-Yau
three-fold (with all other background fields trivial). However, we can perturb
this background by considering non-vanishing vacuum expectation values for
instance for p-form field strengths. The latter can be geometric as well as
non-geometric fluxes, and we discuss them in detail in this work.
Applications of non-geometric backgrounds
Non-geometric backgrounds are the central theme of this review. We give a more
detailed introduction to this topic in section 1.2, but we want to mention already
here some of their applications.
 Non-geometric fluxes play a role for string-phenomenology, where they can
be used to stabilise moduli. The latter are massless scalar particles usually
arising when compactifying a theory, and these particles are incompatible
with experimental observations. Non-geometric fluxes can be used to gen-
erate a potential for these fields such that they receive a mass and can be
integrated out from the low-energy theory.
 In string-cosmology non-geometric fluxes have been used to construct poten-
tials for inflation, with the latter being a period of rapid expansion during
the early universe. It has also been argued that non-geometric fluxes can
lead to de Sitter vacua with a positive cosmological constant.
 Non-geometric fluxes can furthermore be used to construct non-commutative
and non-associative theories of gravity, with the aim to describe the very
early universe shortly after the big bang.
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 At a more formal level, non-geometric backgrounds can be related to gauged
supergravity theories. The latter provide effective four- or higher-dimensio-
nal descriptions of string-compactifications with fluxes which preserve some
supersymmetry.
1.2 Non-geometric backgrounds
To establish our conventions, let us first note that a transformation which leaves an
action functional S[φ] invariant (up to boundary terms) will be called a symmetry.
On the other hand,
The term duality will be used for transformations which “leave the
physics invariant” – such as a symmetry of the equations of motion
or a symmetry of the spectrum – but which is not a symmetry of
an action.
We now want to give a more precise definition of non-geometric backgrounds in
string theory. The term non-geometry is used rather broadly in the literature
and does not have a unique meaning. However, let us give the following four
characterisations:
A non-geometric background is a string-theory configuration . . .
1. which cannot be described in terms of Riemannian geometry.
2. in which the left- and right-moving sector of a closed string
behave differently.
3. in which T-duality transformations are needed to make the
background well-defined.
4. in which T-duality transformations are needed to make the
background well-defined, but which is not T-dual to a back-
ground described in terms of Riemannian geometry.
Note that characterisation four is a special case of characterisation three, three
is a special case of two, and characterisation two is a special case of characteri-
sation one. Furthermore, the term “string-theory configuration” has been chosen
with some care, since not all backgrounds to be considered below are solutions to
the equations-of-motion of string theory. In the following we discuss these four
characterisations in some more detail.
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Characterisation 1
As mentioned before, string theory is a two-dimensional conformal field theory. For
a consistent quantum theory the Weyl anomaly (1.2) has to vanish, and one of the
simplest examples satisfying this condition is the 26-fold copy of the free boson
CFT describing the bosonic string moving in 26-dimensional Minkowski space.
However, more complicated CFTs can be used as well to obtain a vanishing Weyl
anomaly. Examples are Wess-Zumino-(Novikov-)Witten models (WZW models)
[7–9] and Gepner models [10, 11].
For the latter two there are regimes in their parameter space where a geometric
description in terms of a metric and other background fields is not possible, even
though these backgrounds are well-defined in string-theory. For the SU(2) WZW
model at level k this happens for instance at small values of k, and for Gepner
models for instance at the Gepner point of the quintic. Hence, according to our
characterisation 1, these configurations are non-geometric.
Note furthermore that spaces with singularities, such as orbifolds with fixed
points, are not Riemannian either. String theory is well-defined on such back-
grounds [12,13], however, usually these are not considered to be non-geometric.
Characterisation 2
In string theory, the left- and right-moving sector of a closed string are decoupled
at tree-level and can be treated independently. At one-loop, modular invariance of
the partition function imposes constraints on the coupling between the two sectors,
but this still allows for non-trivial solutions. If the left- and right-moving sector
are different from each other, it is in general not possible to give a geometric
interpretation of the background. The space is therefore called non-geometric.
Loosely speaking, the left- and right-moving sectors see two different geometries
which from a point-particle’s point of view cannot be combined into a consistent
picture (see figure 2). However, for a string such backgrounds are well-defined.
Examples for such constructions are asymmetric orbifolds [14,15], which we discuss
below.
We restrict the difference between the left- and right-moving part of the closed
string to the sector describing the metric and Kalb-Ramond B-field. In particular,
the heterotic string (for which one sector is the bosonic string and the other is
the superstring) has in general a geometric interpretation of the target space and
hence is not considered to be a non-geometric configuration.
Characterisation 3
The third characterisation of non-geometric backgrounds employed in the literature
is using T-duality: non-geometric spaces are string-theory configurations which can
10
Closed string
Left-moving sector
Geometry A
Right-moving sector
Geometry B
Figure 2: Illustration of left- and right-moving excitations of the closed string. Each
sector “sees” its own geometry A and B, respectively, which do not need to agree. In
this case a point-particle interpretation of the background is not possible, and the
space is called non-geometric according to characterisation 2.
be made globally well-defined using T-duality transformations as transition maps
between local charts [16]. Similarly, monodromies around defects may contain
T-duality transformations, leading to a non-geometric background.
Using duality transformations to obtain a global description of a background is
not unique to non-geometric backgrounds. Let us discuss this point in some more
detail using the illustrations in figure 3.
 In type IIB string theory (p, q) seven-branes are defects which have a two-
dimensional transversal space as illustrated in figure 3a. When encircling
this defect with the axio-dilaton field τ , the latter undergoes a monodromy
transformation which is contained in the S-duality group SL(2,Z). This
means that this string-theory configuration is made globally well-defined
using a duality transformation.
 A similar mechanism is at work for non-geometric backgrounds (according
to the present characterisation). When encircling a non-geometric defect
with the metric G and Kalb-Ramond B-field, a T-duality transformation is
needed in order to make the background globally well-defined (see figure 3b).
Characterisation 4
Another definition of non-geometric backgrounds which can be found in the lit-
erature is as in characterisation 3 above, but which furthermore satisfies that it
cannot be T-dualised to a geometric background. More concretely, a subset of
T-duality transformation is used to make the background well-defined, and there
does not exist another T-duality transformation which maps the configuration to
11
τ(x) τ(x+ 1)
S-duality
(a) S-duality
(G,B)(x) (G,B)(x+ 1)
T-duality
(b) T-duality
Figure 3: Illustration of how a field configuration can be made well-defined using a
duality transformation. The angular coordinate is denoted by x with identification
x ∼ x + 1. For type IIB string theory shown in figure 3a the singularity is a (p, q)
seven-brane, the field τ is the axio-dilaton, and the duality transformation is S-
duality. For non-geometric backgrounds illustrated in figure 3b the fields are the
metric G and Kalb-Ramond B-field and the duality transformation is T-duality.
a geometric setting. According to this characterisation, the family of backgrounds
arising from a three-dimensional toroidal compactification with H-flux (discussed
in section 5) does not contain a non-geometric background.
Remark
In this work we are not restricting ourselves to one particular definition of non-
geometric backgrounds in string theory, but discuss examples which fit into dif-
ferent characterisations. Nevertheless, the central theme is that of T-duality and
therefore our discussion is closely related to T-duality in string theory.
1.3 Structure of this review
In this review we discuss non-geometric backgrounds from various points of view.
Since some of these backgrounds can be obtained from T-duality transformations
of ordinary geometric configurations, we begin with a brief review of T-duality:
 In section 2 we review T-duality transformations for toroidal compactifica-
tions. For these spaces a CFT description is available, and hence the dual
backgrounds can be obtained to all orders in string-length perturbation the-
ory. In section 2.2 we first discuss T-duality for the circle, and in section 2.3
we study the generalisation to D-dimensional toroidal backgrounds. The
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main result is that such T-duality transformations are realised as O(D,D,Z)
transformations.
 In section 3 we turn to T-duality transformations for curved backgrounds.
Here a CFT description is usually not available, but the dual configurations
can be obtained via the Buscher rules. The latter are valid only at lead-
ing order in the string length. We discuss the Buscher rules from different
perspectives, using the ordinary sigma-model description as well as a de-
scription in terms of WZW-models. We furthermore discuss the equivalence
of the original and T-dual backgrounds.
 In section 4 we give a brief introduction to Poisson-Lie duality, which is
a framework to study T-duality for backgrounds with non-abelian isometry
groups. This type of duality will not play a bigger role in this work, however,
we include this topic for completeness.
After having discussed T-duality in string theory, we then turn to non-geometric
backgrounds and mostly follow our characterisation three from section 1.2.
 In section 5 we consider the prime example for a non-geometric background
and start from a three-torus with H-flux. We show how applying successive
T-duality transformations first leads to a twisted torus, and how a second
T-duality leads to a non-geometric T-fold. We also associate corresponding
geometric and non-geometric fluxes to these backgrounds.
 In section 6 we formalise these findings and consider torus fibrations. For a
D-dimensional toroidal fibre the duality group is given by O(D,D,Z) trans-
formations, which can be used as transition functions between local patches.
In section 6.1 we revisit the three-torus example and rephrase it using the
language of torus fibrations, and in section 6.2 we discuss generalisations
thereof. We also construct new examples of non-geometric torus fibrations.
In section 6.3 we consider T2-fibrations over a two-sphere, and in section 6.4
we consider the punctured plane as a base-manifold. The latter setting in-
cludes the well-known examples of the NS5-brane, Kaluza-Klein monopole
and non-geometric 522-brane.
Torus fibrations with T-duality transformations as transition functions provide
explicit examples for non-geometric backgrounds. Using this knowledge, we then
describe such spaces from a more general point of view.
 In section 7 we review the framework of generalised geometry. In this ap-
proach one enlarges the tangent-space of a manifold to a generalised tangent-
space. This allows for a natural action of the group O(D,D) on the geometry,
13
which is related to T-duality transformations. After introducing the basic
concepts in section 7.1 and giving a more mathematical description in sec-
tion 7.2, in section 7.3 we discuss the Buscher rules in this framework. In
section 7.4 we give a more precise definition of (non-)geometric fluxes us-
ing the Courant bracket, and section 7.5 contains a treatment of T-duality
transformations in generalised geometry. Finally, in sections 7.6 and 7.7 we
consider frame transformations and Bianchi identities.
 In section 8 we discuss non-geometric backgrounds from an effective field-
theory point of view. We compactify type II string theory from ten to four
dimensions on manifolds with SU(3) × SU(3) structure, and include ge-
ometric as well as non-geometric fluxes. In section 8.2 we give a review of
four-dimensional N = 2 and N = 1 supergravity theories, and in sections 8.5
and 8.6 we show how fluxes modify the four-dimensional theory by introduc-
ing a gauging of global symmetries. We discuss generalised Scherk-Schwarz
reductions in section 8.7, and we comment on the validity of non-geometric
solutions and their applications to string phenomenology in sections 8.8 and
8.9.
In the final parts of this review we explain how non-geometric backgrounds can
lead to non-commutative and non-associative structures.
 First, in section 9, we review doubled geometry which is a framework where
not only the tangent-space of a manifold is doubled but also the space itself.
This allows for the construction of a world-sheet theory invariant under T-
duality transformations and for a geometric description of non-geometric
backgrounds. We also briefly discuss double field theory.
 In section 10 we then explain how non-commutative and non-associative
structures can appear in string theory. This includes the derivation of a
non-associative tri-product via correlation functions in section 10.1, as well
as the derivation of a non-associative phase-space algebra in sections 10.2
and 10.3. We also show how the latter are related to asymmetric orbifolds.
In section 10.4 we review topological T-duality and how non-commutativity
and non-associativity arises.
A summary of the topics discussed in this review as well as of those omitted can
be found in section 11.
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2 T-duality in conformal field theory
Non-geometric backgrounds in string theory are closely related to T-duality trans-
formations. In order to prepare for our subsequent discussion, in this section we
give a brief introduction to T-duality for toroidal compactifications. For such back-
grounds there exists a conformal-field-theory description, which makes it possible
to obtain results to all orders in string-length perturbation theory. The standard
review on this topic can be found in [17], and we mention that our notation follows
in parts [18].
2.1 Prerequisites
We start by fixing our conventions for the world-sheet action of the closed string
and by stating some results needed below.
World-sheet action
In the following we consider the closed bosonic string, but most of the results carry
over to the superstring. The Polyakov action takes the following general form
S = − 1
4piα′
∫
Σ
[
Gµν dX
µ ∧ ?dXν −Bµν dXµ ∧ dXν + α′Rφ ? 1
]
, (2.1)
where Gµν = ηµν with µ, ν = 0, . . . , 25 is the 26-dimensional Minkowski space
metric, Bµν describes a constant B-field and φ denotes the dilaton. The two-
dimensional world-sheet (without boundary) is denoted by Σ, and the string length
`s is related to the dimension-full constant α′ via `s = 2pi
√
α′. For later convenience
we employed a differential-form notation together with the Hodge star-operator as
follows
dXµ ∧ ?dXν =
√
|h| d2σ hαβ ∂αXµ ∂βXν ,
dXµ ∧ dXν = d2σ αβ ∂αXµ ∂βXν ,
? 1 =
√
|h| d2σ , (2.2)
where {σ0, σ1} are the world-sheet time and space coordinates, hαβ is the world-
sheet metric, h denotes its determinant, and the epsilon-symbol takes values αβ =
±1. R denotes the Ricci scalar corresponding to the world-sheet metric hαβ.
In sections 2.2 and 2.3 we will mostly be interested in cylindrical world-sheets
Σ of the form Σ = R × S1, with the non-compact direction corresponding to the
world-sheet time coordinate σ0 ≡ τ and the circle corresponding to the world-sheet
space coordinate σ1 ≡ σ defined via the identifications σ ∼ σ + `s. Accordingly,
we impose periodicity conditions for the fields Xµ(τ, σ) along the σ1-direction as
Xµ(τ, σ+`s) = X
µ(τ, σ). Using then the reparameterisation and Weyl symmetries
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of the world-sheet action, we can bring (2.1) into conformal gauge in which the
world-sheet metric takes the form hαβ = ηαβ. Introducing in addition light-cone
coordinates σ± = σ0 ± σ1, the above action can be expressed as
S = − 1
2piα′
∫
Σ
d2σ ∂+X
µ
(
Gµν −Bµν
)
∂−Xν , (2.3)
and the equations of motion for Xµ are obtained by varying the action (2.3) with
respect to Xµ, leading to
0 = ∂+∂−Xµ . (2.4)
2.2 Conformal field theory for S1
Let us now compactify the closed bosonic string on a circle S1 and study how
T-duality transformations act on this background. Recall also that we consider
the world-sheet Σ to be the infinite cylinder Σ = R× S1.
Compactification
Compactifying the bosonic string on a circle of radius R means that we identify
say the 25th target-space coordinate as X25 ∼ X25 + 2piR. For simplicity we also
assume that Bµ25 = 0, which means that the B-field has no leg along the circle
direction. The mode expansion of X25(τ, σ), solving the equations of motion (2.4)
and respecting the periodic identification on the space-time circle, then becomes
X25(τ, σ) = X25R (τ − σ) +X25L (τ + σ) , (2.5)
with the right- and left-moving fields
X25R (τ − σ) = x25R +
2piα′
`s
p25R (τ − σ) + i
√
α′
2
∑
n6=0
1
n
α25n e
− 2pii
`s
n (τ−σ) ,
X25L (τ + σ) = x
25
L +
2piα′
`s
p25L (τ + σ) + i
√
α′
2
∑
n6=0
1
n
α25n e
− 2pii
`s
n (τ+σ) .
(2.6)
Here we introduced the centre-of-mass coordinates
x25R =
x250 − c
2
, x25L =
x250 + c
2
, (2.7)
with c an arbitrary constant, and we have defined the right- and left-moving mo-
menta
p25R =
1
2
(
m
R
− nR
α′
)
, p25L =
1
2
(
m
R
+
nR
α′
)
, (2.8)
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where n,m ∈ Z are the momentum and winding numbers. Having a quantised
momentumm along a compact direction follows from requiring single-valuedness of
the wave function and is common also for point particles. Having a non-vanishing
winding number n is however special to strings. In particular, the closed string
can wind n times around the compact direction which is not possible for a point
particle. The nth winding sector is described by the relation X25(τ, σ + `s) =
X25(τ, σ) + 2pinR.
Promoting the modes appearing in the expansions (2.6) to operators and re-
placing Poisson brackets by commutators, we obtain the following non-vanishing
commutation relations
[x25L , p
25
L ] = i , [α
25
m , α
25
n ] = mδm+n ,
[x25R , p
25
R ] = i , [α
25
m , α
25
n ] = mδm+n .
(2.9)
Spectrum
The spectrum of the closed bosonic string is determined by the mass formula to-
gether with the level-matching condition. These can be written using the following
expressions for the left- and right-moving sector
α′m2R = 2α
′(p25R )2 + 2(NR − 1) ,
α′m2L = 2α
′(p25L )2 + 2(NL − 1) , (2.10)
where p25R,L have been defined in (2.8) and NR,L = 0, 1, 2, . . . denote the number
operators counting string excitations in the corresponding sector (in light-cone
quantisation). They are expressed using the oscillators as
NR =
25∑
µ=2
∞∑
n=1
αµ−nα
µ
+n , NL =
25∑
µ=2
∞∑
n=1
αµ−nα
µ
+n . (2.11)
The combined spectrum is then described by the mass formula
α′m2 = α′m2R + α
′m2L , (2.12)
and is subject to the level-matching condition
α′m2R = α
′m2L . (2.13)
T-duality
Next we note that (p25R )2 and (p25L )2 – both appearing in the mass formula (2.12)
and in the level-matching condition (2.13) – are invariant under the following Z2
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action
R!
α′
R
, n↔ m. (2.14)
This symmetry of the spectrum is called T-duality. Note that under this action
the spectrum is invariant [19–22] but the momenta (2.8) are mapped as(
p25R , p
25
L
)
−!
(−p25R , +p25L ) . (2.15)
When requiring the physics to be invariant under the duality transformation, we
can deduce from the commutation relations (2.9) that also the centre-of-mass po-
sitions should be mapped as (x25R , x25L )! (−x25R , +x25L ). Since these coordinates
and momenta appear in the mode expansions (2.6), it is natural to extend the
mapping of the zero modes to the full mode expansion in the following way(
X25R , X
25
L
)
−!
(−X25R , +X25L ) . (2.16)
For the oscillators this implies (α25n , α25n )! (−α25n ,+α25n ), which leaves the number
operators (2.11) as well as the commutation relations (2.9) invariant. The mapping
(2.16) is therefore indeed a symmetry of the spectrum. However, under this Z2
transformation the action (2.3) is not invariant, in particular, we find
∂+X
25
L ∂−X
25
R −! −∂+X25L ∂−X25R , (2.17)
showing that (2.16) is not a symmetry but a duality transformation.
Remarks
Let us close this section with the following remarks:
 For the simple example of the closed bosonic string compactified on a circle
of radius R, we have seen that the spectrum is invariant under the mapping
R ! α′/R (together with an exchange of momentum and winding num-
bers). This means that circle-compactifications with radius R and α′/R are
indistinguishable as they lead to the same spectrum.
 In addition to the Z2 action shown in (2.14), the right- and left-moving
momenta-squared (p25R )2 and (p25L )2 are also invariant under
R!
α′
R
, n↔ −m. (2.18)
The momenta are then mapped as ( p25R , p25L ) ! ( +p25R , −p25L ), which cor-
respondingly extends to the right- and left-moving fields X25R and X25L . The
full T-duality group for a circle compactification is therefore Z2 × Z2.
18
 The Z2 transformation (2.14) has a fixed point at R =
√
α′ called the self-
dual radius. At this point in moduli space additional massless fields with
non-vanishing momentum and winding numbers appear in the spectrum and
lead to a symmetry enhancement. (See for instance [18] for a textbook
discussion of this mechanism.)
 The self-dual radius is sometimes interpreted as the minimal length scale of
the string, since radii R <
√
α′ can be mapped via T-duality to R >
√
α′.
However, while this is true for the bosonic string, for the superstring this
reasoning fails as T-duality maps for instance the type IIA superstring to
the IIB theory or the heterotic E8 × E8 theory to the heterotic SO(32)
superstring.
 In the case of open strings, the two-dimensional world-sheet Σ has boundaries
and hence ∂Σ 6= ∅. The simplest example for such a world-sheet is the
infinite strip Σ = R × I where I = [0, `s] is a finite interval, and the fields
Xµ(τ, σ) can then have either Neumann or Dirichlet boundary conditions
Neumann ∂σXµ(τ, σ)
∣∣
∂Σ
= 0 ,
Dirichlet Xµ(τ, σ)
∣∣
∂Σ
= const.
(2.19)
The directions with Neumann boundary conditions correspond to the world-
volume of a Dp-brane, where p denotes the number of spatial dimensions
with Neumann boundary conditions. (The time direction is usually assumed
to have Neumann conditions.) Furthermore, in addition to the closed-string
background fields Gµν , Bµν and φ, on a D-brane an open-string gauge field aµ
is present. On a single circle this gauge field may take a constant non-trivial
vacuum expectation value, which is called a Wilson loop.
Now, under a T-duality transformation along a circle the Neumann and
Dirichlet boundary conditions as well as the momentum and winding num-
bers are interchanged, and the Wilson loop is interchanged with the position
of the boundary on the circle. For more details we refer for instance to the
textbook discussions in [23,18].
2.3 Conformal field theory for TD
Let us now generalise the above analysis from circle to toroidal compactifications.
We include a constant Kalb-Ramond field B in our analysis, and we will see that
the duality group is enlarged.
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Compactification
A D-dimensional toroidal compactification can be specified by the identification
of D coordinates X I (in a vielbein basis) as follows
X I ∼ X I + 2piLI , LI =
D∑
i=1
eIi n
i , ni ∈ Z , (2.20)
where I = {25−D, . . . , 25} labels the compactified directions. The D vectors ei =
{eIi} are D-dimensional and are required to be linearly-independent, and therefore
generate a D-dimensional lattice. Their duals will be denoted by ei = {eiI} which
are specified by eiIeIj = δij. Turning to the fields X I(τ, σ), similarly as in (2.5)
the mode expansions can be split into a left- and right-moving sectors for which
we find
X IR(τ − σ) = xIR +
2piα′
`s
pIR (τ − σ) + i
√
α′
2
∑
n6=0
1
n
αIn e
− 2pii
`s
n (τ−σ) ,
X IL(τ + σ) = x
I
L +
2piα′
`s
pIL (τ + σ) + i
√
α′
2
∑
n 6=0
1
n
αIn e
− 2pii
`s
n (τ+σ) ,
(2.21)
where the momenta are expressed in terms of the momentum numbers mi ∈ Z and
winding numbers ni as
pIR =
1
2α′
δIJ eJ
i
(
α′mi − gijnj − bijnj
)
,
pIL =
1
2α′
δIJ eJ
i
(
α′mi + gijnj − bijnj
)
.
(2.22)
The non-trivial information about the metric of the compact space is contained in
the lattice vectors ei. In the vielbein basis employed in (2.20) the corresponding
metric is trivial, i.e. GIJ = δIJ, whereas in the lattice basis the metric and B-field
take the form
gij = ei
IδIJe
J
j , bij = ei
IBIJe
J
j . (2.23)
To make contact with our conventions in section 2.2, let us choose e251 = R and
e125 = 1/R from which we find g11 = R2. Since furthermore b11 = 0 due to the
anti-symmetry of the Kalb-Ramond field, we recover the expressions (2.8) from
(2.22).
Let us finally note that when promoting the modes appearing in the expansion
(2.21) to operators and replacing Poisson brackets by commutators, the corre-
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sponding non-trivial commutation relations read
[xIL, p
J
L ] = i δ
IJ , [αIm, α
J
n ] = mδm+n δ
IJ ,
[xIR, p
J
R ] = i δ
IJ , [αIm, α
J
n ] = mδm+n δ
IJ .
(2.24)
Spectrum
The spectrum of the closed bosonic string compactified on a torus can again be
expressed using
α′m2R = 2α
′(pR)2 + 2(NR − 1) ,
α′m2L = 2α
′(pL)2 + 2(NL − 1) , (2.25)
where p2R,L = pIR,LδIJ pJR,L and NR,L take a similar form as in (2.11). The right-
and left-moving momenta-squared p2R and p2L are now expressed in the following
way
2α′p2R,L =
α′
2
mTg−1m+
1
2α′
nT
(
g − bg−1b
)
n+ nT bg−1m∓ nTm
=
1
2
(
n
m
)T ( 1
α′ (g − bg−1b) +bg−1−g−1b α′g−1
)(
n
m
)
∓ 1
2
(
n
m
)T (
0 1
1 0
)(
n
m
)
,
(2.26)
with the upper sign corresponding to p2R and the lower sign to p2L and with matrix
multiplication understood. A commonly-used convention is to denote the 2D×2D
dimensional matrices appearing in (2.26) as [24]
H =
(
1
α′ (g − bg−1b) +bg−1
−g−1b α′g−1
)
, η =
(
0 1
1 0
)
, (2.27)
where H is also called the generalised metric. Note that the index structure of the
identity matrix 1 in η is δij for the upper-right and δij for the lower-left part. The
combined mass formula and the level-matching condition are again given by
α′m2 = α′m2R + α
′m2L , α
′m2R = α
′m2L . (2.28)
Invariance of the spectrum
Next, we want to determine which transformations leave the spectrum determined
by (2.28) invariant. This amounts to requiring (2.26) to be separately invariant
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for both sign-choices. Let us first note that under(
n
m
)
!
(
n˜
m˜
)
= O
(
n
m
)
with OTηO = η (2.29)
the last term in (2.26) stays invariant. The condition OTηO = η is the defining
property of the split orthogonal matrices, and since the transformed n˜i and m˜i are
again required to be integers, we have in particular
O ∈ O(D,D,Z) . (2.30)
From (2.29) we can furthermore infer that O−1 = ηOTη, and for invariance of the
first term in (2.26) we have to demand
H! H˜ = O−THO−1 . (2.31)
The relation (2.31) determines how the background fields gij and bij contained in
the matrix H transform under O(D,D,Z). We thus see that the generalisation of
the T-duality group from circle to toroidal compactifications is O(D,D,Z) [25,24].
Furthermore, note that O(1, 1,Z) = Z2 × Z2 and hence the one-dimensional case
is properly included.
Duality transformations
To gain some more insight on how the background fields transform, let us para-
metrise a general O(D,D,Z) transformation as
O =
(
A B
C D
)
, (2.32)
where A,B,C,D areD×D matrices over Z (with the appropriate index structure).
These matrices are subject to the constraint OTηO = η, which reads
ATC + CTA = 0 , ATD + CTB = 1 , BTD +DTB = 0 , (2.33)
and similar relations follow from OO−1 = 1 as
ABT +BAT = 0 , ADT +BCT = 1 , CDT +DCT = 0 . (2.34)
From equation (2.31) we can then determine the transformation behaviour of the
metric gij and the B-field bij. We find in matrix notation
g˜ = Ω−T± g Ω
−1
± , g˜ ± b˜ = ±α′
[
C ± 1
α′D(g ± b)
]
Ω−1± , (2.35)
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where we defined
Ω± = A± 1α′ B (g ± b) . (2.36)
Note that when introducing E± = g ± b, the second relation in (2.35) can also be
expressed as
E˜± = ±α′ AˆE± ± α
′Bˆ
CˆE± ± α′Dˆ
for Oˆ ≡ O−1 =
(
Aˆ Bˆ
Cˆ Dˆ
)
, (2.37)
with matrix multiplication understood. For the momenta defined in equation
(2.22) we first determine the transformation behaviour of piR/L = e
i
Ip
I
R/L (in the
lattice basis) under O(D,D,Z) transformations (2.32) as
p˜iR = (Ω−)
i
j p
j
R , p˜
i
L = (Ω+)
i
j p
j
L . (2.38)
Similarly as before, we may now extend the duality transformations from the
momenta to the full mode expansions of XR and XL. In particular, in the lattice
basis X iR,L = eiIX IR,L we have
X˜ iR = (Ω−)
i
j X
j
R , X˜
i
L = (Ω+)
i
j X
j
L . (2.39)
As one can check, this leaves the commutation relations (2.24) as well as the
number operators NR,L invariant. The extended transformation (2.39) is therefore
also a symmetry of the spectrum and of the commutation relations. Let us now
determine how the action (2.3) behaves under such O(D,D,Z) transformations.
Using (2.35) together with (2.39), we find
∂+X
T
L
(
g − b) ∂−XR −! ∂+XTL ΩT+[D(g − b)− α′C] ∂−XR , (2.40)
and thus the action is in general not invariant. The O(D,D,Z) transformations
are therefore in general duality transformations.
Next, we discuss how the fields X I in the vielbein basis transform under the
duality group. To do so we need the transformation behaviour of the lattice vectors,
which can be inferred from the first relation in (2.35). We find
e˜Ii = O
I
J e
J
j
(
Ω−1±
)j
i
, O ∈ O(D) , (2.41)
where OIJ is an arbitrary O(D) matrix parametrising changes in the frame bundle
and where we can use both sign choices of Ω± for the transformed lattice vectors.
In order to match with the conventions in section 2.2, for convenience we choose
the upper sign in Ω± and O = 1, which leads to
X˜ IR =
(
eΩ−1+ Ω−e
)I
J
XJR , X˜
I
L = X
I
L . (2.42)
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Examples I – general cases
To illustrate how T-duality transformations act on the background fields, let us
discuss some examples. The group O(D,D,Z) is generated by elements denoted
here as OA, OB and O±i [25,24,26,27] and which we specify below. In the following
we consider the action of these generators separately, whereas a general O(D,D,Z)
is a combination of these.
 We start with transformations parametrised by aD×D matrix A ∈ GL(D,Z)
in the following way
OA =
(
A−1 0
0 AT
)
. (2.43)
Note that OA has determinant +1. Using (2.31), we can work out the trans-
formed generalised metric to be
H˜(g˜, b˜) = O−TA H(g, b)O−1A = H
(
ATgA,AT bA
)
, (2.44)
and hence OA describes diffeomorphisms of the background geometry. From
the relations in (2.42) we see that the coordinates (in the vielbein basis) are
invariant under such transformations,
X˜ IR = X
I
R , X˜
I
L = X
I
L , (2.45)
and from (2.40) we see that also the action is invariant. Therefore, transfor-
mations of the form (2.43) are a symmetry of the theory and belong to the
so-called geometric group.
 Next, we consider transformations parametrised by an anti-symmetric D×D
matrix B with integer entries as
OB =
(
1 0
B 1
)
, (2.46)
where the requirement of anti-symmetry of B is due to (2.33). We also note
that OB has determinant +1, and we find
O−TB H(g, b)O−1B = H
(
g, b+ α′B
)
. (2.47)
The coordinates in the vielbein basis stay invariant under this transforma-
tion,
X˜ IR = X
I
R , X˜
I
L = X
I
L , (2.48)
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but according to (2.40) the action changes as
∂+X
T
L
(
g − b) ∂−XR −! ∂+XTL (g − [b+ α′B ]) ∂−XR . (2.49)
In general, these shifts of the B-field are therefore not a symmetry of the
action but a duality transformation. However, for the special case of B = dΛ
with Λ a well-defined one-form on the world-sheet Σ, such shifts are gauge
transformations which after integration by parts leave the action invariant.
 There are furthermore transformations parametrised by matrices of the form
Ei = diag (0, . . . , 1, . . . , 0) with the 1 at the i’th position. Such a transfor-
mation is also called a factorised duality and it takes the form
O±i =
(
1− Ei ±Ei
±Ei 1− Ei
)
. (2.50)
We note that the determinant of O±i is −1. The transformation of the
background fields can be worked out as follows
g˜ i i =
α′2
g i i
,
g˜m i = ±α′ bm i
g i i
, b˜m i = ±α′ gm i
g i i
,
g˜mn = gmn − gm ign i − bm i bn i
g i i
, b˜mn = bmn − bm ign i − gm ibn i
g i i
,
(2.51)
where m,n 6= i and where the two sign choices correspond to the two possible
signs in (2.50). Under this transformation, the coordinates in the vielbein
basis behave as
X˜ IR =
(
eΩ−1+ Ω−e
T
)I
JX
J
R , X˜
I
L = X
I
L , (2.52)
with Ω+ = 1 − Ei ± 1α′ Ei (g + b) and Ω− = 1 − Ei ∓ 1α′ Ei (g − b), and the
action transforms as
∂+X
T
L
(
g − b) ∂−XR
−! ∂+X
T
L
(
(g − b)− Ei (g − b)− (g − b)Ei
)
∂−XR .
(2.53)
Since the action is not invariant, these transformations are not symmetry
but duality transformations.
In addition to the generators of the duality group, for later purpose we also consider
so-called β-transformations which we denote by Oβ.
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 Such transformations are parametrised by an anti-symmetric D ×D matrix
β and take the form
Oβ =
(
1 β
0 1
)
, (2.54)
where the anti-symmetry of β is again due to (2.33). Note that Oβ has
determinant +1, and that it can be expressed using OB and the O(D,D,Z)
elements
O± =
(
0 ±δ−1
±δ 0
)
, O± =
D∏
i=1
O±i , (2.55)
as
Oβ = O±OBO± where βij = δipBpq δqj . (2.56)
These transformations can be interpreted as first performing a factorised
duality along all directions of the torus, then performing a B-transformation,
and finally performing again a factorised duality along all directions.
The coordinates in the vielbein basis transform under a β-transformation in
the following way
X˜ IR =
(
eΩ−1+ Ω−e
T
)I
JX
J
R , X˜
I
L = X
I
L , (2.57)
with Ω± = 1± 1α′ β (g ± b), and the action transforms as
∂+X
T
L
(
g − b) ∂−XR
−! ∂+X
T
L
([
g + 1
α′ (gβb+ bβg)
]− [b+ 1
α′ (gβg + bβ b)
])
∂−XR .
(2.58)
Such β-transformations are therefore in general not a symmetry of the action
but are duality transformations.
Examples II – special cases
After having discussed the action of the generators of O(D,D,Z), let us now turn
to three particular situations. For all three examples we consider a rectangular
torus with vanishing B-field of the form
gij = diag
(
R21 , R
2
2 , . . . , R
2
D
)
, bij = 0 . (2.59)
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 A duality transformation acting on the background (2.59) via the matrix O±i
gives the dual background
g˜ij = diag
(
R21 , . . . ,
α′2
R2i
, . . . R2D
)
, b˜ij = 0 , (2.60)
and hence O±i corresponds to a T-duality transformation (2.14) along the
direction labelled by i.
 As a second example we consider the two O(D,D,Z) elements given in (2.55).
For these transformations the action acquires an overall minus sign
∂+X
T
L
(
g − b) ∂−XR −! − ∂+XTL (g − b) ∂−XR , (2.61)
implying that O±-transformations are not a symmetry of the action. More-
over, for the example of the rectangular torus with vanishing B-field shown
in (2.59), the transformations (2.55) result in the dual background [25,24]
g˜ij = diag
(
α′2
R21
,
α′2
R22
, . . .
α′2
R2D
)
, b˜ij = 0 , (2.62)
and therefore correspond to a collective T-duality transformation along all
directions of the torus.
 As a third example, let us consider a β-transformation acting on the back-
ground (2.59). For the anti-symmetric matrix β we choose as the only non-
vanishing entries β12 = −β21 = β, and for the transformed background we
find
g˜ij = diag
(
α′2R21
α′2 + β2R21R
2
2
,
α′2R22
α′2 + β2R21R
2
2
, R23 , . . . R
2
D
)
,
b˜12 = −b˜21 = − α
′ βR21R
2
2
α′2 + β2R21R
2
2
,
(2.63)
while all other components of b˜ij are vanishing.
Remarks
We close our discussion with the following three remarks:
 In this section we have studied O(D,D,Z) transformations for torus com-
pactifications of the closed string. We have seen that a subset of these is
symmetries of the action, whereas in general O(D,D,Z) transformations
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R1
R2
F12
(a) D2-brane on T2 with constant
gauge flux F12
R˜1
R˜2
ϕ
(b) D1-brane wrapping T2 at an
angle ϕ
Figure 4: Illustrations of a D2- and a D1-brane wrapping a rectangular two-torus.
In figure 4a a D2-brane with a constant gauge flux F12 is shown, and in figure 4b a
D1-brane wrapping the T2 at an angle ϕ is illustrated. Under T-duality along one
of the circles these two configurations are interchanged.
are duality transformations which only leave the spectrum invariant. In the
literature O(D,D,Z) is often called the T-duality group, although not all
of these transformations are dualities in the sense of our definition at the
beginning of section 1.2.
 The moduli space of toroidal compactifications of the closed string is naively
of the form O(D,D,R)/[O(D,R) × O(D,R)] [28], where the D2 degrees
of freedom of the metric and B-field correspond to O(D,D,R). Since the
spectrum is invariant under separate O(D,R) rotations of the left- and right-
moving sector, this part has been divided out.
Furthermore, as we discussed in this section, points in moduli space related
by O(D,D,Z) transformations are physically equivalent. The true moduli
space therefore takes the form
O(D,D,R)
O(D,R)×O(D,R)
/
O(D,D,Z) . (2.64)
 For open strings, a discussion similar to the one on page 19 applies. However,
for toroidal compactifications with D ≥ 2 the open-string gauge field aµ can
be non-constant thus leading to a non-vanishing field-strength F = da on
the D-brane. This field strength is usually combined with the Kalb-Ramond
field into the gauge-invariant open-string field strength F as
2piα′F = B + 2piα′F . (2.65)
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Furthermore, D-branes can wrap the torus with non-trivial winding numbers
along the torus directions. These situations have been illustrated for a two-
torus in figures 4.
Under a T-duality transformation along one of the circles of the T2, a D2-
brane with constant gauge flux F12 is mapped to a D1-brane wrapping the
T2 at an angle ϕ determined by
cotϕ = 2piα′F12 , (2.66)
and vice versa. For more details we refer the reader to [29, 30], and for a
textbook discussion for instance to [18].
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3 Buscher rules
In this section we extend the previous discussion of T-duality from toroidal com-
pactifications to curved backgrounds. For the latter a CFT description is usually
not available, which makes it difficult to quantise the theory and determine how
duality transformations act on the spectrum. However, a way to derive T-duality
transformations for curved backgrounds is via Buscher’s procedure [31,32], which
gives the dual background at leading order in string-length perturbation theory.
3.1 Single T-duality
We first describe the general strategy for studying T-duality transformations of
curved backgrounds. We consider T-duality along a single direction, but generalise
this discussion to multiple directions in the next section.
World-sheet action
The world-sheet action of the closed bosonic string has been given in equation
(2.1). However, for later convenience let us perform a Wick rotation σ0 ! −iσ0
and go to an Euclidean world-sheet. For the action this implies S ! −iSE, where
the Euclidean action is given by
SE =− 1
4piα′
∫
Σ
[
Gµν dX
µ ∧ ?dXν − iBµν dXµ ∧ dXν + α′Rφ ? 1
]
, (3.1)
but in the following we drop the subscript E. The world-sheet Σ is a two-
dimensional (orientable) manifold without boundary, and the Hodge star-operator
has been defined in (2.2). The fields Xµ can be considered as maps from the
world-sheet Σ to a target space, and the B-field appearing in (3.1) should be un-
derstood as the pullback of the target-space quantity B to the world-sheet, i.e.
the proper expression reads
∫
Σ
X∗B. For notational simplicity we however assume
that the distinction between world-sheet and target-space quantities is clear from
the context. Furthermore, we consider target space-times of the form
R1,25−D ×M , (3.2)
whereM is a D-dimensional compact manifold parametrised by local coordinates
X i with i = 1, . . . , D. The non-compact part will not play a role in the discussion
in this section.
The equations of motion for the fields X i are obtained in the usual way from
the variation of the action with respect to X i. For infinitesimal variations δX i  1
we find from (3.1)
0 = d ? dX i + ΓimndX
m ∧ ?dXn + i
2
H imndX
m ∧ dXn − α
′
2
Gim∂mφR ? 1 , (3.3)
30
where Γijk are the Christoffel symbols computed from the target-space metric Gij,
H = dB denotes the field strength of the Kalb-Ramond field B, and the index of
Hijk has been raised using the inverse of the metric Gij.
Global symmetry
In order to apply Buscher’s procedure and derive the T-duality transformation
rules, we require the compact manifold M to “contain a circle”. In more precise
terms, we assume that the world-sheet action (3.1) is invariant under a global
symmetry of the form
δX
i =  ki(X) , (3.4)
where  1 is constant. The action (3.1) is invariant under (3.4) if three conditions
are met: 1) k = ki∂i is a Killing vector of the target-space metric G, 2) there exist
a one-form v (globally defined on Σ) such that LkB = dv [33, 34], and 3) the Lie
derivative of the dilaton φ in the direction k vanishes. In terms of equations, these
three conditions can be summarised as
LkG = 0 , LkB = dv , Lkφ = 0 , (3.5)
where G = 1
2
Gij dX
i ∨ dXj and B = 1
2
Bij dX
i ∧ dXj are interpreted as target-
space quantities,1 and where the Lie derivative is given by Lk = d ◦ ιk + ιk ◦ d with
ιk the contraction operator acting as ι∂idXj = δij. The requirement of v being
globally-defined restricts the allowed B-field configurations, and we come back to
this point on page 37.
Local symmetry
Following Buscher’s procedure, we now gauge the global symmetry (3.4), that is,
we allow the infinitesimal parameter  to depend on the world-sheet coordinates σa.
To do so, we introduce a world-sheet gauge field A and replace dX i ! dX i + kiA
for the term involving the metric. For the B-field term the gauging is different due
to the one-form v. We furthermore introduce an additional scalar field χ whose role
will become clear shortly. The resulting gauged action (restricted to the compact
target-space manifoldM) reads
Sˆ = − 1
2piα′
∫
Σ
[
1
2
Gij(dX
i + kiA) ∧ ?(dXj + kjA)
− i
2
Bij dX
i ∧ dXj − i(v − ιkB + dχ) ∧ A
]
,
(3.6)
1 The symmetrisation and anti-symmetrisation of the tensor product of differential forms are
defined as dXi ∨ dXj = dXi ⊗ dXj + dXj ⊗ dXi and dXi ∧ dXj = dXi ⊗ dXj − dXj ⊗ dXi.
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where we ignored the dilaton term which does not get modified in the gauging
procedure. The corresponding local symmetry transformations are
δˆX
i = ki , δˆA = −d , δˆχ = − ιkv , (3.7)
and the variation of the action (3.6) with respect to (3.7) gives
δˆSˆ = + i
2piα′
∫
Σ
d
[
(v + dχ)
]
= 0 . (3.8)
In the last step we have assumed that the integrand is globally-defined on Σ and
we have employed Stokes’ theorem.
Simplifying assumptions
Before we proceed let us make some simplifying assumptions. More general situ-
ations are considered below.
 We perform a change of coordinates to so-called adapted coordinates, in
which the Killing vector takes the form
ki =
(
1 , 0 , . . . , 0
)T
. (3.9)
Locally on the target-space manifold this can always be achieved, provided
that |k| 6= 0 at that point. The Killing property then implies that
km∂mGij = ∂1Gij = 0 , k
m∂mHijk = ∂1Hijk = 0 , (3.10)
and hence the components of the metric and of the H-flux do not depend on
the coordinate X1.
 We also choose a gauge for the B-field in which the one-form v vanishes.
Together with (3.10) this implies that the components Bij do not depend on
the variable X1, that is
LkB = 0 −! ∂1Bij = 0 . (3.11)
We assume that the above gauge choice can be achieved via a gauge trans-
formation on B, in particular by B ! B + dΛ with Λ a globally-defined
one-form satisfying dιkdΛ = dv.
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Back to the ungauged action
We now come to the role of the scalar field χ in the gauged action (3.6). In
Buscher’s procedure we use χ as a Lagrange multiplier to ensure that during the
gauging procedure no additional degrees of freedom are introduced [35–37]. The
latter implies that A has to be pure gauge, i.e. A = dλ where λ is a globally-defined
function on Σ.
In order to discuss this procedure, we need to introduce some notation. We
denote a basis of harmonic one-forms on the two-dimensional world-sheet Σ (ori-
ented, without boundary) by
ωm ∈ H1(Σ,R) m = 1, . . . , 2g , (3.12)
where g denotes the genus of Σ. The group of harmonic one-forms is isomorphic to
the first de Rham cohomology group H1(Σ,R), and a basis for the corresponding
first homology group will be denoted by γm ∈ H1(Σ,Z). The one-cycles and one-
forms can be chosen such that
∫
γm
ωn = δm
n and
∫
Σ
ωm ∧ωn = Jmn, where Jmn is a
non-degenerate matrix with integer entries whose inverse also has integer entries
(see for instance page 250 in [38]). Now, using the Hodge decomposition theorem
we can express the closed one-form dχ as
dχ = dχ(0) + χ(m)ω
m , (3.13)
where χ(0) is a globally-defined function on Σ and χ(m) ∈ R are constants, and
where a summation over m = 1, . . . , 2g is understood.
Let us now determine the equation of motion for the Lagrange multiplier by
varying the gauged action (3.6) with respect to χ(0)
δχ(0)Sˆ = −
i
2piα′
∫
Σ
δχ(0) dA
!
= 0 −! F = dA = 0 . (3.14)
On a topologically-trivial world-sheet a vanishing field strength means that A has
to be pure gauge, however, this is not true in general. Indeed, for the closed
one-form A we can again perform a Hodge decomposition as
A = da(0) + a(m)ω
m , (3.15)
where a(0) is a globally-defined function on Σ and a(m) ∈ R correspond to possible
Wilson loopsWγ = exp(2pii
∮
γ
A) of A around one-cycles γ ∈ H1(Σ,Z). Performing
now a variation of the action (3.6) with respect to χ(m) we find
δχ(m)Sˆ =
i
2piα′
δχ(m)J
mna(n)
!
= 0 −! a(m) = 0 , (3.16)
and A is therefore pure gauge. Using then the gauge symmetry (3.7) we can set
A = 0 and recover the original action (3.1).
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Dual action
In order to obtain the dual action, we integrate out the gauge field A. Since A
does not have a kinetic term and is therefore non-dynamical, we can solve for A
algebraically. The variation of the action (3.6) with respect to A takes the form
δˆASˆ = + 1
2piα′
∫
Σ
δA ∧
[
G11 ? A+ ?G1i dX
i + i
(
dχ−B1i dX i
) ]
, (3.17)
leading to the following solution of the equation of motion
A = − 1
G11
[
G1i dX
i − i ? (dχ−B1i dX i)] , (3.18)
where we used that ?2 = −1 acting on a one-form in an Euclidean two-dimensional
space. Defining then
dX˜1 = ± 1
α′
dχ , (3.19)
and using (3.18) in the action (3.6), we find
Sˇ = − 1
2piα′
∫
Σ
[
1
2
(
Gmn − Gm1Gn1 −Bm1Bn1
G11
)
dXm ∧ ?dXn
+
1
2
α′2
G11
dX˜1 ∧ ?dX˜1 ± α′ Bm1
G11
dX˜1 ∧ ?dXm
− i
2
(
Bmn − Bm1Gn1 −Gm1Bn1
G11
)
dXm ∧ dXn
∓ i α′Gm1
G11
dXm ∧ dX˜1 ∓ iα′dX1 ∧ dX˜1
]
,
(3.20)
where m,n = 2, . . . , D. Due to (3.10) and (3.11) we note that the components
Gij and Bij in (3.20) do not depend on the variable X1. From (3.20) we can now
read-off the dual background fields. Labelling the X˜1-direction again by 1, we find
Gˇ11 =
α′2
G11
,
Gˇm1 = ±α′ Bm1
G11
, Bˇm1 = ±α′Gm1
G11
,
Gˇmn = Gmn − Gm1Gn1 −Bm1Bn1
G11
, Bˇmn = Bmn − Bm1Gn1 −Gm1Bn1
G11
.
(3.21)
These expressions agree with the ones in (2.51), and we have therefore shown that
through Buscher’s procedure we can recover the known transformation rules of
T-duality for a circle.
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Momentum/winding modes
Note that we have not yet addressed the last term in the integrated out action
(3.20). To do so, we first perform a Hodge decomposition of the closed one-form
dX1 ∈ T ∗Σ as
dX1 = dX1(0) +X
1
(m)ω
m , (3.22)
where X1(0) is again a globally-defined function on Σ and X
1
(m) ∈ R are constants.
Comparing this expression to the mode expansion of the closed string shown for in-
stance in (2.6), we see that the exact part corresponds to the oscillator terms while
the harmonic part corresponds to the momentum/winding terms. More specifi-
cally, let us assume that the direction X1 is compactified via the identification
X1 ∼ X1 + 2pin , n ∈ Z . (3.23)
For the mode expansion of X1 this implies that when going around a basis one-
cycle γm ⊂ Σ on the world-sheet Σ, the function X1(σa) does not need to be
single-valued but can have integer shifts according to (3.23). In formulas this is
expressed as ∮
γm
dX1 = 2pin(m) , n(m) ∈ Z . (3.24)
Therefore, for compactifications (3.23) the coefficients of the harmonic terms in
the expansion (3.22) are quantised as X1(m) = 2pin(m) and n(m) are called the
momentum/winding numbers.2
Now, when integrating out the gauge field from the action (3.6) we actually
perform the path integral over A. Schematically this path integral reads
Zˆ ∼
∫
[DX i] [Dχ] [DA]
Vgauge e
Sˆ[X,χ,A] , (3.25)
where Sˆ is the gauged action (3.6) and Vgauge denotes the (infinite) volume of the
gauge group. Performing the integration over A leads to the following expression
Zˇ ∼
∫
[DX1] [DXm] [Dχ]
Vgauge e
Sˇ[X,χ] , (3.26)
where Sˇ is the integrated out action (3.20) and m = 2, . . . , D. Let us focus on the
X1-dependent terms in (3.26). Taking into account the decomposition (3.22) and
2 For a two-dimensional world-sheet with Euclidean signature there is no preferred time or
space direction, and hence there is no distinction between momentum and winding numbers.
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that the X1(m) ∈ 2piZ are quantised, we compute∫
[DX1]
Vgauge exp
(
i
2piα′
∫
Σ
dX1 ∧ dχ
)
=
∫
[DX1(0)]
Vgauge
∑
X1
(m)
∈2piZ
exp
(
i
2piα′
∫
Σ
X1(m)ω
m ∧ χ(n)ωn
)
=
∑
k(m)∈Z
δ
(
1
2piα′
Jmnχ(n) − k(m)
)
.
(3.27)
In the first step we performed an integration by parts to eliminate X1(0) from
the action, and in the second step the integral over X1(0) was cancelled by Vgauge.
The sum over X1(m) produces then a periodic Kronecker-symbol [35]. Recalling
that the inverse of Jmn is again a matrix with integer entries and using (3.27) in
the path integral (3.26), we see that the coefficients χ(m) appearing in the Hodge
decomposition (3.13) are quantised as
χ(m) ∈ 2piα′Z . (3.28)
For the dual variable X˜1 defined via (3.19) this implies that its harmonic part is
quantised in units of 2pi, and therefore X˜1 describes again a compact direction. To
summarise, if the direction along which a T-duality transformation is performed is
compact with identifications (3.23), then also the dual background has a compact
direction as
X1 ∼ X1 + 2pin , =⇒ X˜1 ∼ X˜1 + 2pin˜ , n, n˜ ∈ Z . (3.29)
Dilaton
The relations in (3.21) show how the dual metric and B-field can be expressed
in terms of the original background fields. The transformation of the dilaton is
however not yet included. The transformation behaviour of the dilaton can be
determined via a one-loop path-integral computation, which we will not review
here. We only quote the following result for the dual dilaton from [31,32] as
φˇ = φ− 1
4
log
detG
det Gˇ
. (3.30)
Note that this transformation leaves the combination e−2φ
√
detG invariant. At
higher loops the relation (3.30) is modified, which has been discussed in [39].
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Conformal symmetry
String theory is a two-dimensional conformal field theory, which for the flat back-
grounds with constant B-field and dilaton discussed in section 2 can easily be
verified. However, for curved backgrounds with non-constant B-field and dilaton
conformality imposes restrictions on the background. In particular, the action
(3.1) is conformal (at linear order in α′) if the following β-functionals vanish
0 = βGµν = α
′Rµν + 2α′∇µ∇νφ− α
′
4
HµρσHν
ρσ +O(α′2) ,
0 = βBµν = −
α′
2
∇ρHρµν + α′
(∇ρφ)Hρµν +O(α′2) ,
0 = βφ =
D −Dcrit.
6
− α
′
2
∇ρ∇ρφ+ α′
(∇ρφ)(∇ρφ)− α′
24
HρσλH
ρσλ +O(α′2) ,
(3.31)
where ∇µ denotes the covariant derivative with respect to the target-space metric
Gµν , and Dcrit. is the critical dimension of the string (Dcrit. = 26 for the bosonic
string under consideration). Since T-duality should “leave the physics invariant”,
equations (3.31) have to be invariant under the transformations (3.21) and (3.30).
This can indeed be checked.
Global properties of B and v
In Buscher’s procedure for performing T-duality transformations, we have assumed
that the world-sheet action has a global symmetry. This imposes restrictions on
the background fields which we summarised in equation (3.5). In particular, the
Kalb-Ramond field has to satisfy LkB = dv with v a globally-defined one-form.
However, since in general the two-form gauge field B is not globally-defined also
v is in general not globally-defined [40].
To address this point, let us first note that mathematically the Kalb-Ramond
field is a gerbe connection and let us summarise some properties of B (see for
instance [41–43]). We consider open sets Ua ⊂M and we let {Ua} be a good open
covering of the compact space M.3 On n-fold overlaps Ua1 ∩ Ua2 ∩ . . . ∩ Uan the
B-field has the following properties:
 The field strength of the Kalb-Ramond field (in an open set Ua) is given by
Ha = dBa. The field strength is closed, that is dHa = 0.
 On the two-fold overlap of two covers Ua and Ub, with Λab a one-form the
Kalb-Ramond field satisfies
Ba = Bb + dΛab . (3.32)
3In this paragraph the subscripts a, b, c, . . . label the open covers Ua.
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 On three-fold overlaps we use (3.32) to derive that Ba = Bb + dΛab = Bc +
dΛbc + dΛab = Ba + dΛca + dΛbc + dΛab. Since locally every closed form is
exact, on three-fold overlaps the one-forms Λab satisfy with λabc a zero-form
Λab + Λbc + Λca = dλabc . (3.33)
 Similarly, on four-fold overlaps the functions λabc are required to satisfy
λbcd − λacd + λabd − λabc = nabcd , (3.34)
where nabcd are constants. If furthermore nabcd ∈ 2piZ, then the field strength
H is quantised and H ∈ H3(M,Z).
Let us now turn to the one-form v defined via the second relation in (3.5).
On two-fold overlaps we infer from (3.32) that dva = dvb + dιkdΛab, which can be
solved by va = vb + ιkdΛab + dωab. Here ωab are functions on two-fold overlaps
which satisfy ωab + ωbc + ωca = const. on three-fold overlaps. Choosing then for
convenience ωab = ιkΛab, we arrive at
va = vb + LkΛab , Lk(Λab + Λbc + Λca) = 0 , (3.35)
on two- and three-fold overlaps, respectively. Now, if the background admits an
open covering such that on two-fold overlaps the one-forms Λab appearing in (3.32)
satisfy
LkΛab = 0 −! va = vb , (3.36)
then the one-form v can be made globally-defined. This is the situation to which
we have restricted our analysis in this section. A more detailed discussion of global
properties of the B-field in relation to T-duality can be found in [40,41].
Remark
We close this section with the following remarks.
 T-duality transformations can also be viewed as canonical transformations
on the world-sheet. This approach has been discussed for instance in the
papers [44,45].
 T-duality for open strings via Buscher’s procedure has been studied in [46–48]
and more recently in [49, 50], and via canonical transformations in [51, 52].
From an effective field theory point this has been investigated for instance
in [53–55].
38
 In order to perform a T-duality transformation via Buscher’s formalism, a
(compact) direction of isometry is needed. This includes in particular the
case of an angular isometry. To illustrate this point, let us consider the two-
dimensional plane in polar coordinates with vanishing B-field and constant
dilaton [35]. The background takes the form
ds2 = dr2 + r2dθ2 , B = 0 , φ = φ0 , (3.37)
with r ∈ [0,∞) and θ ∈ [0, 2pi). The vector k = ∂θ is a Killing vector of
the metric along which we can T-dualise, and using the Buscher rules (3.21)
together with (3.30) we find for the dual model
dˇs
2
= dr2 +
α′2
r2
dθ2 , B = 0 , φ = φ0 − log r√
α′
. (3.38)
From here we see that at the dual metric is singular at the origin. How-
ever, since (3.38) is related to (3.37) by a duality transformation, the dual
background is expected to be well-defined.
We also mention that T-duality along angular isometries does not necessarily
lead to singular dual geometries, which has been exemplified in [56] for the
NS5-brane solution.
3.2 Collective T-duality
We now want to generalise the discussion of the previous section to gauging mul-
tiple isometries and performing a collective T-duality transformation. In this sec-
tion we employ a Wess-Zumino-(Novikov-)Witten (WZW) formulation [7–9] of the
world-sheet action, in which the field strength H instead of the Kalb-Ramond field
B appears. The reason is that
1. this approach avoids subtleties concerning the gauge choice for the Kalb-
Ramond field B and the global restrictions shown in (3.36), and
2. from the point of view of the β-functionals (3.31) the field strength H is the
relevant quantity and not the gauge potential B.
World-sheet action
The sigma-model action for the closed string is usually defined on a compact
two-dimensional manifold without boundaries. However, in order to incorporate
non-trivial field strengths H 6= 0 for the Kalb-Ramond field, it turns out to be
convenient to work with a Wess-Zumino term which is defined on a compact three-
dimensional Euclidean world-sheet Ξ with two-dimensional boundary ∂Ξ = Σ. In
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this case, the action (restricted to the compact target-space manifold M in the
splitting (3.2)) takes the form
S = − 1
2piα′
∫
Σ
[
1
2
Gij dX
i ∧ ?dXj + α′
2
Rφ ? 1
]
− i
2piα′
∫
Ξ
1
3!
HijkdX
i ∧ dXj ∧ dXk ,
(3.39)
where the Hodge star-operator ? is defined on Σ, and the differential is understood
as dX i(σa) = ∂aX idσa with σa coordinates on Σ or on Ξ, depending on the context.
The indices take values i, j, k = 1, . . . , D with D the dimension of the compact
target space M, and R denotes the curvature scalar corresponding to the world-
sheet metric hαβ on Σ.
Note that the choice of three-manifold Ξ for a given boundary Σ = ∂Ξ is
not unique. However, if the field strength H is quantised, the path integral only
depends on the data of the two-dimensional theory [57]. In the above conventions,
the quantisation condition reads
1
2piα′
∫
Ξ
H ∈ 2piZ . (3.40)
Global symmetry
As before, we require that the compact target-space manifold contains at least one
circle. More precisely, we assume that the world-sheet action (3.39) is invariant
under global transformations of the form
δX
i = αkiα(X) (3.41)
for α constant and α = 1, . . . , N . This is indeed the case, if the following three
conditions are satisfied [33,34]
LkαG = 0 , d
(
ιkαH
)
= 0 , Lkαφ = 0 , (3.42)
where we used the Bianchi identity dH = 0. The isometry algebra generated by
the Killing vectors is in general non-abelian with structure constants fαβγ, which
is encoded in the Lie bracket [
kα, kβ
]
= fαβ
γ kγ . (3.43)
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Local symmetries
Let us now promote the global symmetries (3.41) to local ones, with α depending
on the world-sheet coordinates σa. To do so, we introduce world-sheet gauge fields
Aα and as well as Lagrange multipliers χα, and we solve the second relation in
(3.42) as
ιkαH = dvα , (3.44)
where vα are one-forms (defined up to closed terms). Note that the vα are in
general not globally-defined, however, we require the combination vα + dχα to be
a globally-defined one-form in Ξ [40]. We come back to this point on page 46. The
resulting gauged action reads
Sˆ =− 1
2piα′
∫
Σ
1
2
Gij(dX
i + kiαA
α) ∧ ?(dXj + kjβAβ)
− i
2piα′
∫
Ξ
1
3!
HijkdX
i ∧ dXj ∧ dXk
− i
2piα′
∫
Σ
[
(vα + dχα) ∧ Aα + 12
(
ιk[αvβ] + fαβ
γχγ
)
Aα ∧ Aβ
]
,
(3.45)
where we again omitted the dilaton term which does not get modified. The local
symmetry transformations take the following form
δˆX
i = αkiα ,
δˆA
α = −dα − βAγfβγα ,
δˆχα = −ιk(αvβ)β − fαβγβχγ .
(3.46)
For the abelian case, this realisation appeared in [37, 40], but here we include the
generalisation to the non-abelian case [58]. The action (3.45) is invariant under
(3.46) if the following additional restrictions are met
Lk[αvβ] = fαβγvγ , ιk[α fβγ]δvδ =
1
3
ιkαιkβ ιkγH . (3.47)
Note that in the literature sometimes the stronger condition ιk(αvβ) = 0 is required,
which results in the second relation in (3.47) being automatically satisfied and,
in the case of an abelian symmetry, the Lagrange multipliers not transforming.
Turning to the variation of the action (3.45) with respect to (3.46), we find
δˆSˆ = − i
2piα′
∫
Σ
dα ∧ (vα + dχα)− i
2piα′
∫
Ξ
dα ∧ dvα . (3.48)
Recalling that the combination vα + dχα is required to be globally-defined on Ξ,
using Stoke’s theorem for the first term we see that the variation (3.48) vanishes,
that is δˆSˆ = 0, and hence (3.46) are symmetries of the gauged action (3.45).
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Simplifying assumptions
In order to proceed, we again make some simplifying assumptions. More con-
cretely:
 For most of the formulas in this section we allow for non-abelian isometry
algebras with non-vanishing structure constants fαβγ (as defined in (3.43)),
however, eventually we have to restrict to an abelian algebra with fαβγ = 0.
An approach to non-abelian T-duality will be discussed in section 4.
 We make a choice of coordinates such that kmα = 0 for m = N + 1, . . . , D.
Since the Killing vectors are required to be linearly independent, this implies
that the matrix (kα)β is invertible.
 We assume that the symmetric N ×N matrix ι(kαvβ) is constant.
Back to the ungauged action
In order to recover the original action from the gauged one, we integrate out the
Lagrange multipliers χα. The equation of motion for χα is obtained by varying
the action (3.45) with respect to χα, and we find
δχSˆ = + i
2piα′
∫
Σ
δχα
(
dAα − 1
2
fβγ
αAβ ∧ Aγ
)
, (3.49)
from which we can read off the equations of motion as
0 = dAα − 1
2
fβγ
αAβ ∧ Aγ . (3.50)
Since we have restricted our discussion to abelian isometries, the structure con-
stants fαβγ vanish and we effectively arrive at the situation discussed in the pre-
vious section on page 33. In particular, the equations of motion of each Lagrange
multiplier χα restricts each Aα to be pure gauge, which can then be set to zero us-
ing the local symmetries (3.46). In this way the ungauged action (3.39) is recovered
from the gauged one (3.45).
For the non-abelian case a vanishing field strength Fα means that the gauge
fields Aα are in general not closed. The Hodge decomposition of Aα then con-
tains coexact terms which makes the analysis more involved. We have therefore
restricted ourselves to abelian isometries.
Dual action
Turning now to the dual action, we integrate out the gauge fields Aα from the
gauged action (3.45). Due to the absence of a kinetic term for the gauge fields,
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the equations of motion are algebraic and can be expressed in the following way
0 = Gαβ ? Aβ + iDαβAβ + ?kα + iξα , (3.51)
where we used the definitions
Gαβ = kiαGijkjβ , ξα = dχα + vα ,
Dαβ = ιk[αvβ] + fαβγχγ , kα = kiαGij dXj .
(3.52)
The relation (3.51) is sufficient to eliminate the gauge field Aα from (3.45), and
the action with Aα integrated out takes the general form
Sˇ = − 1
2piα′
∫
Σ
(
Gˇ+
α′
2
R φˇ ? 1
)
− i
2piα′
∫
Ξ
Hˇ , (3.53)
where we defined world-sheet quantities
Gˇ = G− 1
2
(k + ξ)T
(G +D)−1 ∧ ?(k− ξ) ,
Hˇ = H − 1
2
d
[
(k + ξ)T
(G +D)−1 ∧ (k− ξ) ] . (3.54)
Here, matrix multiplication in the indices α, β, . . . is understood and we use the
convention G = 1
2
Gij dX
i ∧ ?dXj and H = 1
3!
HijkdX
i ∧ dXj ∧ dXk.
Dual background
From a target-space perspective, the fields in (3.54) depend on the D original one-
forms dX i as well as on the N one-forms dχα. The components of Gˇ can hence be
interpreted as a “metric” on an enlarged (D+N)-dimensional tangent-space locally
spanned by {dX i, dχα}, and Hˇ can be interpreted as a corresponding field strength
[58]. However, the symmetric matrix Gˇ has N eigenvectors nˇα with vanishing
eigenvalue and similarly the contraction of Hˇ with nˇα vanishes. Introducing a
basis dXI = {dX i, dχα} with I = 1, . . . , D +N , we can indeed verify that
GˇIJ nˇ
J
α = 0 , HˇIJK nˇ
K
α = 0 , (3.55)
where the N vectors are given by
nˇα = k
i
α
∂
∂X i
+
(Dαβ − ιkαvβ) ∂∂χβ . (3.56)
This means that Gˇ and Hˇ are non-vanishing only on a D-dimensional subspace of
the enlarged (D + N)-dimensional tangent-space. In order to make this explicit,
we perform a change of basis in the following way:
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 For the symmetric matrix GˇIJ we define an invertible matrix T and perform
the transformation
GˇIJ =
(T T Gˇ T )
IJ
, T IJ =

nˇ11 · · · nˇ1N
...
... 0 0
nˇN1 · · · nˇNN
...
...
1 0
nˇD1 · · · nˇDN
...
...
0 1
nˇD+N1 · · · nˇD+NN

. (3.57)
In the transformed matrix GˇIJ all entries along the I, J = 1, . . . , N directions
vanish, and we therefore arrive at the expression
GˇIJ =

0 0 0
0 Gˇmn Gˇm
β
0 Gˇαn Gˇ
αβ
 , (3.58)
where m,n = N + 1, . . . , D + N and α, β = 1, . . . , N . The non-vanishing
D × D block-matrix in (3.58) then corresponds to the dual metric, which
takes the explicit form
Gˇmn = Gmn − kαm
[
(G +D)−1 G (G − D)−1]αβ kβn
− kαm
[
(G +D)−1D (G − D)−1]αβ vβn
+ vαm
[
(G +D)−1D (G − D)−1]αβ kβn
+ vαm
[
(G +D)−1 G (G − D)−1]αβ vβn ,
Gˇαn = +
[
(G +D)−1D (G − D)−1]αβ kβn
+
[
(G +D)−1 G (G − D)−1]αβ vβn ,
Gˇαβ = +
[
(G +D)−1 G (G − D)−1]αβ .
(3.59)
 For the field strength a similar analysis applies. Using the matrix T defined
in (3.57) we determine
HˇIJK = HˇLMNT LIT MJT NK , (3.60)
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for which we find that the components along the directions Xα vanish
HˇαJK = 0 . (3.61)
Due to the derivative appearing for the dual field strength the explicit expres-
sions for the components of Hˇ are more involved and will not be presented
here. However, below we discuss the case of a T-duality along a single direc-
tion for which we give explicit formulas.
 The components of the dual metric Gˇ and the dual field strength Hˇ may
still depend on the coordinates Xα along which the duality transformation
has been performed. However, using the local symmetries (3.46) we can set
this dependence to zero (in the abelian case).
 We also determine the transformed basis on the enlarged tangent-space,
which is given by eI = (T −1)IJ dXJ . In general, these one-forms take the
form
eα =
(
k−1
)α
β dX
β ,
em = dXm − kmα
(
k−1
)α
β dX
β ,
eα = dχα +
(
ι(kαvβ) + fαβ
γχγ
)(
k−1
)β
γ dX
γ .
(3.62)
The exterior algebra of the dual one-forms {em, eα} does not close among
itself. However, with the assumptions made on page 42 we see that these
forms are closed, that is
deα = 0 , dem = 0 , deα = 0 . (3.63)
We finally remark that the dual dilaton φˇ is determined by the same expression
as given already in equation (3.30).
Example I – single T-duality
We now want to illustrate the above formalism for the case of T-duality along a
single direction. We assume that we can use adapted coordinates in which the
Killing vector takes the form
k = ∂1 , (3.64)
and we note that due to having only one isometry the conditions (3.47) are trivially
satisfied. For Gˇ given in (3.54) we compute
Gˇ = G− 1
2G11
[
k ∧ ?k− (dχ+ v) ∧ ?(dχ+ v)
]
, (3.65)
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and performing the change of basis (3.57) gives
Gˇ =
1
2G11
e1 ∧ ?e1 + vn
G11
e1 ∧ ?en
+
1
2
(
Gmn − G1mG1n − vmvn
G11
)
em ∧ ?en ,
(3.66)
where e1 = dχ + v1dX1 and em = dXm. Note that v1 is assumed to be constant
and can therefore be absorbed into the definition of χ. For the field strength we
determine
Hˇ =
[
1
6
Hmnk − 1
2
G1[mH1|nk]
G11
+ ∂[m
(
G1|n
G11
)
vk]
]
em ∧ en ∧ ek
+ ∂[m
(
G1|n]
G11
)
e1 ∧ em ∧ en .
(3.67)
Global properties of H and vα
Similarly as on page 37, let us also discuss the global properties of H and vα. Since
H is a globally-defined three-form, on the overlap of two open covers Ua and Ub
the field strength satisfies Ha = Hb with Ha ≡ H|Ua . Assuming the Killing vectors
kα to be globally-defined, we infer from (3.44) that on two-fold overlaps we have(
ιkαH
)
a
= dvα|a = dvα|b =
(
ιkαH
)
b
, (3.68)
which can be solved by
vα|a = vα|b + dωα|ab . (3.69)
Here, ωα|ab are functions on two-fold overlaps which satisfy on three-fold overlaps
ωα|ab + ωα|bc + ωα|ca = const. Equation (3.69) implies that the one-forms vα are in
general not globally-defined. However, if we require the Lagrange multipliers χα
introduced in the gauged action (3.45) to satisfy on two-fold overlaps [40]
χα|a = χα|b − ωα|ab , (3.70)
it follows that vα|a + dχα|a = vα|b + dχα|b and hence the combinations vα + dχα
are globally-defined one-forms as required above. For more details on the global
properties of H and vα we again refer the reader to [40,41].
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Example II – SU(2) WZW model
As another example for the formalism described above, let us discuss T-duality
for the SU(2) WZW model. This example has been considered for instance in
[59,37,17,60,61], and corresponds to a three-sphere withH-flux. It can be specified
as follows
G =
R2
2
(
dη2 + sin2 η dζ21 + cos
2 η dζ22
)
,
H = 2R2 sin η cos η dη ∧ dζ1 ∧ dζ2 ,
φ = φ0 .
(3.71)
Here ζ1,2 ∈ [0, 2pi) and η ∈ [0, pi/2], and R denotes the radius of the three-sphere.
Our conventions for the metric are again G = 1
2
Gij dX
i∨dXj, where the product ∨
is however left implicit. The dilaton is taken to be constant, and the corresponding
β-functionals (3.31) are vanishing (up to a constant contribution in βφ). The
quantisation condition shown in equation (3.40) implies that
R2 = hα′ , h ∈ Z , (3.72)
and the isometry algebra of the three-sphere is so(4) ' su(2) × su(2), which
contains a u(1)× u(1) abelian sub-algebra.
We now want to perform (collective) T-duality transformations along one and
two directions for this background.
 Let us start with a duality transformation along the direction k = ∂ζ1 + ∂ζ2 ,
which corresponds to the Hopf-fibre of the three-sphere (see for instance
[60, 56]). Note that k is globally well-defined and nowhere vanishing. Using
the above formalism, the dual background can be obtained as
Gˇ =
1
2
[
R2
4
(
dη˜2 + sin2 η˜ dζ˜2
)
+
4
R2
ξ2
]
,
Hˇ = α′ sin η˜ dζ˜ ∧ dη˜ ∧ ξ ,
φˇ = φ0 +
1
2
log
α′
R2
,
(3.73)
where η˜ = 2η and ζ˜ = ζ1 + ζ2, and where the one-form ξ satisfies
dξ = −R
2
4
sin η˜ dη˜ ∧ dζ˜ . (3.74)
The form of the dual dilaton has been determined using (3.30). This back-
ground corresponds to a circle fibred over a two-sphere [60], which in general
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is a so-called lens space. We come back to this point in section 10.4. Fur-
thermore, the β-functionals (3.31) corresponding to (3.73) are vanishing (up
to the same constant contribution to βφ) and hence the dual model is again
a CFT.
We also note that for h = 1 – or alternatively R2 = α′ – the original and T-
dual background are related by a change of coordinates. The SU(2) WZW
model is therefore self-dual under one T-duality for R2 = α′, i.e. at level
h = 1.
 We can also perform two T-duality transformations for the three-sphere with
H-flux. As Killing vectors we choose k1 = ∂ζ1 and k2 = ∂ζ2 – which vanish at
the isolated points η = 0 and η = pi/2 – and for the corresponding one-forms
vα we make the choice
v1 = +R
2
(
cos2 η + ρ−1
2
)
dζ2 ,
v2 = −R2
(
cos2 η + ρ−1
2
)
dζ1 ,
(3.75)
where ρ ∈ R is a parameter related to the gauge freedom in vα. Using then
(3.59) and (3.60), for the dual background we obtain [56]
Gˇ =
1
2
[
R2dη2 +
4α′2
R2
1
∆
(
sin2 η dζ˜21 + cos
2 η dζ˜22
)]
,
Hˇ =
8α′2
R2
1− ρ2
∆2
sin η cos η dη ∧ dζ˜1 ∧ dζ˜2 ,
φˇ = φ0 − 1
2
log ∆ ,
(3.76)
where ζ˜1,2 are the coordinates dual to ζ1,2 defined via α′dζ˜1 = dχ2 and α′dζ˜2 =
dχ1, and ∆ is given by
∆ = (1 + ρ)2 cos2 η + (1− ρ)2 sin2 η . (3.77)
For this background the β-functionals (3.31) are again vanishing. The pa-
rameter ρ only arises when performing a collective T-duality transformation
and corresponds to a gauge choice for ιk[αvβ] in Dαβ shown in (3.52). On
the dual side it cannot be removed by diffeomorphisms, and it is interpreted
as parametrising a β-transformations in the context of T-duality for curved
backgrounds [56].
We also note that for ρ = 0 and R2 = 2α′, the dual background (3.76) agrees
with the original background (3.71) and hence the model is self-dual under
two T-dualities for R2 = 2α′, that is at level h = 2.
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Comments on non-abelian T-duality
After performing one and two abelian T-dualities for the SU(2) WZW model, it
is natural to try to perform a collective (non-abelian) T-duality transformations
along three directions. This has been studied for instance in the papers [62,36,37,
63–66,45,67] from different perspectives.
For the present context we note that the Killing vectors kα which – together
with corresponding one-forms vα – satisfy the gauging requirements (3.47) belong
to the so-called vectorial su(2) sub-algebra of the su(2)× su(2) isometry algebra.
However, in this case the matrix T shown in (3.57) is singular, and the dual model
cannot be obtained. Correspondingly, as explained for instance in [36], if the dual
background is obtained by a gauge-fixing procedure then in the case of the above
non-abelian T-duality transformation the gauge symmetry does not does not allow
to set the original coordinates to zero and hence the dual model is not obtained.
These observations extend to WZW models based on general Lie groups G. Let
us comment on two possibilities to avoid this issue:
 The non-abelian T-dual of a WZW model can be obtained by starting from a
coset construction and performing a limiting procedure. This approach has
been developed in [64].
 Another possibility is to consider principle chiral models, for which the Wess-
Zumino term of a WZW model is set to zero. This implies that the H-flux
vanishes and that the NS-NS sector of the background does not correspond
to a CFT. However, when turning on Ramond-Ramond (R-R) fluxes the
β-functionals (3.31) are modified and it is possible to obtain vanishing β-
functionals with zero H-flux and non-zero R-R fluxes. In this case the gaug-
ing constraints (3.47) are trivially satisfied, and for the SU(2) model one can
choose to gauge one of the su(2) isometry algebras. For more details we refer
to the papers [68–71].
However, in both approaches the full equivalence of the original and dual theory
have not been established. Moreover, in many cases the isometry algebra of the
dual model is completely broken, and one cannot invert the duality transformation.
Nevertheless, non-abelian T-duality is a very useful solution-generating technique
at the level of supergravity [72–74]. We finally mention that using a different
approach, non-abelian T-duality transformations can be described using Poisson-
Lie duality which we discuss in section 4.
3.3 Equivalence of T-dual theories
In section 2 we have discussed T-duality transformations for toroidal string-theory
compactifications with constant Kalb-Ramond and dilaton field. In particular, we
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have shown that the spectrum – encoded in the torus partition function of the
closed string – is invariant under T-duality. (For higher-genus partition functions
the invariance under T-duality has been discussed in section 2.3 of [17].) On the
other hand, for curved backgrounds a CFT description is usually not available and
showing that the spectrum is invariant under T-duality is therefore more difficult.
However, we have mentioned that the Buscher rules (3.21) leave the β-functionals
(3.31) invariant at linear order in α′. These results indicate that the original and T-
dual theory are equivalent, but especially for curved backgrounds further evidence
would be desirable. In this respect we note the following:
 T-duality transformations can be argued to be the discrete part of a gauge
symmetry [75, 27, 76]. In particular, the original and dual model are related
by a gauge transformation, which makes them equivalent as conformal field
theories. A detailed discussion of this reasoning can be found for instance in
section 2.6 of [17].
 Another approach is to interpret T-duality transformations as a discrete
symmetry of a higher-dimensional theory. In particular, in [77–79] it was
observed that the so-called axial- and vector-gaugings of an abelian chiral
symmetry of a world-sheet sigma-model give two dual versions of that model.
As shown in [59], the coset constructions of these two gaugings (that is, the
model obtained after integrating out the corresponding gauge field) corre-
spond to the same CFT. This result has been used in [35, 80] to show that
T-duality is a symmetry of the conformal field theory, and we discuss this
idea in more detail below.
 We also mention that abelian T-duality for WZWmodels leaves the spectrum
invariant, as has been shown explicitly in [81]. The T-dual theory is a certain
orbifold of the original WZW model.
In the remainder of this section we explain in some more detail the second approach
for showing the equivalence of the original and T-dual theories.
Setting
Following the work of [77–79], the main idea in [35] is to consider a two-torus
fibration over a (D − 1)-dimensional base manifold. The (D + 1)-dimensional
background is required to have two isometries along the T2-fibre which, similarly
as in section 3.1, correspond to symmetries of the world-sheet theory. Depending
on which of these two symmetries is gauged and integrated out, one obtains two D-
dimensional backgrounds which are related via T-duality. This setting is illustrated
in figure 5.
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Figure 5: Illustration of the main setting in this section. On top, a T2-fibration
over a (D − 1)-dimensional base manifold B is shown. If one reduces (gauge the
corresponding isometry and integrate out the gauge field) along either of the two
circles of the two-torus, one obtains two circle-fibrations over B. These two D-
dimensional backgrounds are related via T-duality.
Let us make this more concrete and consider a two-dimensional non-linear
sigma-model for a (D+1)-dimensional target-space. Using indices I, J with values
I = 1, . . . , D + 1 the action reads
S = − 1
2piα′
∫
Σ
[
1
2
GIJ dX
I ∧ ?dXJ − i
2
BIJ dX
I ∧ dXJ + α′
2
Rφ ? 1
]
, (3.78)
where Σ denotes a two-dimensional world-sheet without boundary. The metric
and Kalb-Ramond field take the following explicit form
GIJ =

α′+B
2
0 1
2
G+b
0 α
′−B
2
1
2
G−b
1
2
G+a
1
2
G−a gab
 , BIJ =
 0 +
1
2
B −1
2
G−b
−1
2
B 0 −1
2
G+b
+1
2
G−a +
1
2
G+a bab
 , (3.79)
and we assume the functions B, G±a gab and bab to only depend on (D− 1) coordi-
nates Xa with a = 3, . . . , D+1. Note that GIJ and BIJ do not constitute the most
general (D + 1)-dimensional sigma-model background but are of rather restricted
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form. In particular, they describe a T2-fibration over a (D− 1)-dimensional back-
ground with fibre coordinates X1 and X2. Given that the metric GIJ in (3.79)
does not depend on X1 and X2, it has at least two abelian isometries generated
by the Killing vectors
kI(1) =
 10
0
 and kI(2) =
 01
0
 . (3.80)
We also observe that the action (3.78) with metric and B-field (3.79) is invariant
under the following Z2 transformation
X1  ! X2 , B  ! −B , G+a  ! G−a . (3.81)
As we will show below, this symmetry corresponds to T-duality via the Buscher
rules given in (3.21) for the D-dimensional theories.
Reduced background
Let us now reduce the above background from D+ 1 to D dimensions by gauging
one of these isometries (3.80) and integrating out the corresponding gauge field. To
do so, we first note that the action (3.78) is invariant under global transformations
δX i = ki since
LkG = 0 , LkB = dv , Lkφ = 0 , (3.82)
where we included the possibility of a globally-defined one-form v. The gauged
action takes the following form
Sˆ = − 1
2piα′
∫
Σ
[
1
2
GIJ (dX
I + kIA) ∧ ?(dXJ + kJA)
− i
2
BIJ dX
I ∧ dXJ − i(v − ιkB) ∧ A
]
,
(3.83)
which is invariant under the local symmetry transformations δˆXI = kI and
δˆA = −d provided that ιkv = 0. Note that in contrast to our discussion in
section 3.1 we have not included a Lagrange multiplier in the gauged action. We
recall that the latter was used to impose that the gauge field A is closed, which
we require here by hand. Up to rescalings, this leaves the following two possible
choices for k and v [35, 82]
(1) k = ∂1 , v =
α′
2
dX2 ,
(2) k = ∂2 , v =
α′
2
dX1 .
(3.84)
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Integrating out the gauge field, we obtain a world-sheet action describing a D-
dimensional target space characterised by the following metric and B-field
Gˇij =
 α
′ α
′ ∓B
α′ ±B +
α
α′ ±B G
∓
b
+
α
α′ ±B G
∓
a gab ∓
1
2
G+aG
+
b −G−aG−b
α′ ±B
 ,
Bˇij =
 0 −
α′
α′ ±B G
±
b
+
α′
α′ ±B G
±
a bab ∓
1
2
G−aG
+
b −G+aG−b
α′ ±B
 .
(3.85)
The first choice in (3.84) corresponds to the upper sign in (3.85) for which the
indices take values i = 2, 3, . . . , D + 1, while the second choice corresponds to the
lower sign with indices i = 1, 3, . . . , D + 1.
T-duality
We now observe that the reduced metric and B-field shown in (3.85) for the two
choices (3.84) are related by the Buscher rules (3.21). For instance, we can easily
check that
Gˇ22
∣∣
(1)
=
α′2
Gˇ11
∣∣∣∣
(2)
, (3.86)
and similarly for the other relations of the Buscher rules. We also see that the two
backgrounds in (3.85) are related by (3.81), which was a symmetry of the (D+ 1)-
dimensional theory. Hence, T-duality between two D-dimensional backgrounds
can be interpreted as a symmetry of a (D+1)-dimensional theory, and in this way
the two T-dual theories are equivalent.
GKO construction
We can also interpret T-duality from a conformal-field-theory point of view [27,77,
35]. Let us first note that the conserved current corresponding to the symmetry
δX i = ki of the action (3.78) is given by
J = ?k + i(v − ιkB) , (3.87)
where k = kIGIJdXJ is the one-form dual to the vector k and ? denotes the
Hodge star-operator on the two-dimensional world-sheet Σ. Assuming the world-
sheet theory to be conformal, we can choose the world-sheet metric to be flat and
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introduce a complex coordinate z = σ0 + iσ1. For the two choices in (3.84) the
current J then takes the form
(1) J = −Jz dz + Jz dz ,
(2) J = +Jz dz + Jz dz ,
(3.88)
where we defined the holomorphic and anti-holomorphic currents
Jz =
i
2
[
α′
(
∂X1 − ∂X2)+B(∂X1 + ∂X2)+ (G+a −G−a )∂Xa ] ,
Jz =
i
2
[
α′
(
∂X1 + ∂X2
)
+B
(
∂X1 − ∂X2)+ (G+a +G−a )∂Xa ] . (3.89)
Here we employed the conventions ?dz = −idz and ?dz = +idz as well as ∂ ≡ ∂z
and ∂ ≡ ∂z, and we note that the currents Jz and Jz are separately conserved,
that is ∂Jz = 0 and ∂Jz = 0. These currents therefore generate at u(1) × u(1)
current algebra.
Now, following [35], the gauging and integrating out of the two isometries
(3.80) corresponds to a generalisation of the GKO coset construction [83, 84] in
which one mods out by the holomorphic and anti-holomorphic currents (3.89).
In particular, one keeps only those fields which are primary with respect to the
current algebra. The only difference between the two possibilities (3.84) is the sign
of the holomorphic charge in (3.88), and one can go from one model to the other
by flipping this sign. However, since conformal dimensions and OPEs only depend
on quadratic combinations of the charges (see for instance [1]), the correlation
functions are invariant under this operation. Hence, T-duality is a symmetry at
the level of the conformal field theory.
Remarks
We close this section with the following remarks:
 A generalisation of the analysis discussed in this section to T2n-fibrations,
which corresponds to T-duality transformations along multiple directions,
can be found in [82].
 In this section we have implicitly assumed that the two-dimensional world-
sheet Σ has a trivial topology. In order to extend this analysis to non-trivial
topologies we have to address the term
Sˆ ⊃ − i
2piα′
∫
Σ
(±α′dX1 ∧ dX2) , (3.90)
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which arises when integrating out the gauge field from the action (3.83).
Since dX1 and dX2 are closed, we can perform a Hodge decomposition using
the notation introduced on page 33 as
dX1 = dX1(0) +X
1
(m)ω
m , dX2 = dX2(0) +X
2
(m)ω
m , (3.91)
and the term shown in (3.90) then becomes
Sˆ ⊃ ∓ i
2pi
X1(m)J
mnX2(n) . (3.92)
If the coordinates X1 and X2 are compactified via the identification X ∼
X + 2pin with n ∈ Z, in the Hodge decomposition we have X1,2(m) ∈ 2piZ and
the exponential of (3.90) gives one. Hence, it does not contribute to the path
integral.
3.4 Type II string theories
In the above sections we have studied how T-duality transformations act on the
metric, Kalb-Ramond field and dilaton – which comprise the massless sector of
the bosonic string. In this section we are interested in type II superstring theories,
where the space-time bosons originate from the Neveu-Schwarz–Neveu-Schwarz
(NS-NS) and Ramond-Ramond (R-R) sectors. The massless fields of the NS-NS
sector are again given by G, B and φ, for which we already discussed the behaviour
under T-duality. We therefore now turn to the R-R sector and determine the
remaining transformation rules. We note that the Ramond-Ramond sector will
not play a role in our discussion of non-geometric backgrounds, but we include
this topic for completeness.
Type II superstring
Let us start by briefly recalling some aspects of type II superstring theory (for
a textbook introduction we refer for instance to [85, 18]). In addition to bosonic
world-sheet fields Xµ(σα), for the type II string one considers fermionic fields
ψµ(σα) and one requires the resulting world-sheet theory to be supersymmetric.
For closed-string world-sheets of the form Σ = R×S1 these fermions can have peri-
odic (Ramond) or anti-periodic (Neuveu-Schwarz) boundary conditions along the
S1, which can be chosen independently for the left- and right-moving components
ψµL and ψ
µ
R of the two-component spinor ψ
µ. One is therefore left with the follow-
ing four combinations of boundary conditions between the left- and right-moving
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sectors
Neveu-Schwarz–Neveu-Schwarz NS-NS space-time bosons,
Neveu-Schwarz–Ramond NS-R space-time fermions,
Ramond–Neveu-Schwarz R-NS space-time fermions,
Ramond–Ramond R-R space-time bosons.
(3.93)
After quantising the theory, fields in the NS-NS and R-R sectors correspond to
space-time bosons whereas fields in the NS-R and R-NS sectors give rise to space-
time fermions. The critical dimension of the type II superstring is D = 10.
We furthermore note that for consistency of the theory (e.g. modular invari-
ance) one has to perform a GSO projection, which is achieved using world-sheet
fermion-number operators FL and FR. In particular, two interesting theories are
obtained by only keeping contributions |φL〉 ⊗ |φR〉 (belonging to the four sectors
shown in (3.93)) which satisfy
type IIA
(−1)FL|φL〉NS = +|φL〉NS , (−1)FR |φR〉NS = +|φR〉NS ,
(−1)FL|φL〉R = +|φL〉R , (−1)FR |φR〉R = −|φR〉R ,
type IIB
(−1)FL|φL〉NS = +|φL〉NS , (−1)FR |φR〉NS = +|φR〉NS ,
(−1)FL |φL〉R = +|φL〉R , (−1)FR |φR〉R = +|φR〉R ,
(3.94)
where we emphasise the sign difference for (−1)FR in the Ramond sector. Now,
the massless spectrum in the NS-NS sector consists of the space-time metric Gµν ,
the two-form Kalb-Ramond gauge field Bµν and the dilaton scalar field φ, which
applies both to the type IIA and type IIB theories. In the R-R sector the massless
fields are a one-form and a three-form gauge potential C1 and C3 for type IIA, and
a zero-form, a two-form and a self-dual four-form potential C0, C2 and C4 for type
IIB
superstring theory massless bosonic field content
type IIA G ,B , φ , C1 , C3 ,
type IIB G ,B , φ , C0 , C2 , C4 .
(3.95)
The effective theory for these fields (and their space-time fermionic superpartners)
is given by type II supergravity, to which we come back in section 8.4.4
4 For the type II superstring one should distinguish two appearances of supersymmetry: 1)
the two-dimensional world-sheet theory has N = (1, 1) world-sheet supersymmetry and Xµ(σα)
and ψµ(σα) are superpartners; 2) the ten-dimensional target-space theory has N = 2 space-time
supersymmetry, which is the reason for calling it type II.
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T-duality I
Let us now compactify the type II string on a circle of radius R by identifying
say X9 ∼ X9 + 2piR similarly as in section 2 (recall that the critical space-time
dimension for the superstring is D = 10). When performing a T-duality transfor-
mation along the circle we noted in equation (2.16) that the bosonic world-sheet
fields transform as (X9R , X9L ) ! (−X9R , +X9L ). Now, since in the present case
the world-sheet theory is supersymmetric one can expect that the world-sheet
superpartners of X9 transforms similarly, that is
(ψ9R , ψ
9
L )! (−ψ9R , +ψ9L ) . (3.96)
Let us then recall the GSO projection shown in (3.94) and note that (−1)FR in the
Ramond sector (in light-cone quantisation) is given by (−1)FR = 16∏9i=2 bi0 with
bi0 the zero modes of ψiR [18]. Due to (3.96) a T-duality transformation changes
the sign of b90 in the right-moving sector and therefore changes the sign of (−1)FR
acting on |φ〉R. This means that T-duality maps the type IIA theory to type IIB
and vice versa
type IIA on S1 T-duality −−−−−! type IIB on S˜1 , (3.97)
with S1 and S˜1 two T-dual circles. We note that our argumentation here is some-
what heuristic, however, the mapping (3.97) can be checked explicitly.
T-duality II
Let us now turn to the open-string sector for the derivation of the R-R sector
transformation rules [54, 55]. We recall from page 19 that T-duality interchanges
Dirichlet and Neumann boundary conditions, in particular, performing a T-duality
along a direction perpendicular to a Dp-brane results in a D(p+ 1)-brane whereas
T-duality along a longitudinal direction gives a D(p− 1)-brane. We also note that
in an effective theory D-branes can be described by their world-volume action.
We will become more concrete about such actions in section 8.6, but let us state
already here that they contain couplings of the schematic form
SDp ⊃
∫
Γp+1
(
Cp+1 + Cp−1 ∧B + 12Cp−3 ∧B ∧B + . . .
)
, (3.98)
where Γp+1 denotes the (p+ 1)-dimensional world-volume of the Dp-brane and Cp
are the R-R gauge potentials mentioned above. Under a T-duality transformation
along Γp+1 the D-brane world-volume is mapped to Γp and – ignoring for a moment
the B-field – correspondingly the R-R potentials should transform as Cp+1 ! Cp.
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Similarly, a T-duality perpendicular to Γp+1 results in Γp+2 together with Cp+1 !
Cp+2. This mapping agrees with our observation (3.97) that T-duality along a
single direction interpolates between type IIA and type IIB string theory, as all
R-R potentials of IIA are odd while the potentials in IIB are of even degree.
We now want to make the above argumentation more precise and take into
account the Kalb-Ramond B-field. We consider a compactification on a circle
along the X9-direction and assume that the components Bij are independent of
X9. This means we can employ our results from section 3.1, in particular, the
transformation rules for the NS-NS sector given in equation (3.21). Denoting the
components of Cp by Cp | i1... and taking in 6= 9, for the transformation of the R-R
potentials under T-duality one finds that [86]
Cˇp |9i2...ip = Cp−1 | i2...ip − (p− 1)
G9[i2Cp−1 |9i3...ip]
G99
,
Cˇp | i1...ip = Cp+1 |9i1...ip − pB9[µ1 Cˇp |9i2...ip] .
(3.99)
Here we underlined the indices which are part of the anti-symmetrisation, we made
a particular choice of sign as compared to [86], and we note that the second line
is defined recursively in terms of the first.
Remarks
We close this section with the following remarks:
 The transformation rules of the R-R potentials in type II theories were first
derived from a supergravity point of view in [87, 88], and were later gener-
alised in [89]. The D-brane approach described above has been employed
in [54,55], and in [86,90] the transformation of the R-R potentials has been
determined via the supersymmetry transformations of fermions.
 From a world-sheet perspective the transformation rules have been studied in
[91,92] via the Green-Schwarz formalism, in [93] via the pure spinor formalism
of [94], and in [95] via canonical transformations. To our knowledge, however,
global properties of the world-sheet and of R-R fluxes have not been discussed
in the same detail as for the NS-NS sector.
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4 Poisson-Lie duality
In this section we discuss Poisson-Lie T-duality, which is a framework for describing
non-abelian T-duality transformations. Poisson-Lie T-duality has been developed
in the papers [66,96,97] and here we give an overview of the main idea. Poisson-Lie
duality will not play a role in our discussion of non-geometric backgrounds, but
we include this topic for completeness.
Variation of the action
We start from the Euclidean world-sheet action of a closed string given in (3.1),
which we recall for convenience as
S =− 1
2piα′
∫
Σ
[
1
2
Gij dX
i ∧ ?dXj − i
2
Bij dX
i ∧ dXj + α′
2
Rφ ? 1
]
, (4.1)
with Gij and Bij the components of the target-space metric and Kalb-Ramond
field. The dilaton is denoted by φ. We then perform a variation of the action (4.1)
with respect to infinitesimal local transformations
δX
i = α kiα(X) , (4.2)
where α ≡ α(σa)  1 depend on the coordinates σa of the two-dimensional
world-sheet Σ and α = 1, . . . , N . The vector-fields kα are required to satisfy a Lie
algebra g with structure constants fαβγ specified in the following way[
kα, kβ
]
= fαβ
γ kγ . (4.3)
Employing the notation G = 1
2
Gij dX
i ∧ ?dXj and B = 1
2
Bij dX
i ∧ dXj, the
variation of the action with respect to (4.2) can be expressed as
δS = − 1
2piα′
∫
Σ
αLkα
(
G− iB + α′
2
Rφ ? 1
)
+
1
2piα′
∫
Σ
α dJα , (4.4)
where LkαG = 12(LkαG)ij dX i∧?dXj and Lk denotes the target-space Lie derivative
along the direction k; similar expressions apply to B and φ. The currents Jα are
defined up to closed terms and read
Jα = ?kα − iιkαB , (4.5)
where kα = kiαGijdXj are the one-forms dual to the vector-fields kα. Let us note
that using the equations of motion for X i given in (3.3), on-shell the variation
(4.4) vanishes.
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Furthermore, we make the assumption that the dilaton obeys Lkαφ = 0. If this
condition is not satisfied, technical subtleties appear which have been addressed
for instance in [98–102]. However, with the Lie derivative of the dilaton vanishing
we can then summarise that on-shell
0 = Lkα
(
G− iB)− dJα ∣∣∣
on-shell
. (4.6)
(Non-conserved) Noether currents
If the Lie derivative acting on G, B and φ vanishes, it follows from (4.4) that
the currents Jα have to be closed. This is basically the situation we have studied
in section 3 (modulo subtleties regarding the one-forms vα). In particular, the
vector-fields kα have to be Killing vector-fields and T-duality is along a direction
of isometry. However, it turns out that imposing a more general condition on
the currents leads to an interesting structure. In particular, let us demand that
on-shell
0 = dJα − i
2
f˜α
βγ Jβ ∧ Jγ , (4.7)
where f˜αβγ are structure constants of some Lie algebra g˜ (which we come back
to below). In this case Lkα(G − iB) no longer vanishes on-shell and the kα do
not correspond to isometries. If the currents Jα are not closed on-shell but satisfy
(4.7), the world-sheet theory is said to have a Poisson-Lie symmetry [66,96,97] or
to have a non-commutative conservation law [66].
Let us now use the integrability condition for the Lie derivative given by
[Lkα ,Lkβ ] = L[kα,kβ ] together with (4.7) and the equation of motion (3.3). More
concretely, we evaluate using the relation (4.7)
[Lkα , Lkβ ]
(
G− iB) = L[kα,kβ ] (G− iB) . (4.8)
This leads to a restrictions on the structure constants of the Lie algebras g and g˜
of the form
0 = f˜γ
µνfαβ
γ − f˜αγµfβγν + f˜βγµfαγν
+ f˜α
γνfβγ
µ − f˜βγνfαγµ ,
(4.9)
where all indices take values 1, . . . , N . Note that these conditions are invariant
under the exchange fαβγ ↔ f˜γαβ, which suggests that there should exist a “dual”
world-sheet theory in which the roles of f˜αβγ and fαβγ are interchanged. In par-
ticular, the dual currents J˜α in the dual theory should satisfy
0 = dJ˜α − i
2
fβγ
α J˜β ∧ J˜γ , (4.10)
60
and the analogue of (4.6) imposes restrictions on a dual metric and Kalb-Ramond
field via
Lk˜α
(
G˜− iB˜) = dJ˜α , (4.11)
with dual vector-fields k˜α obeying the algebra[
k˜α, k˜β
]
= f˜γ
αβ k˜γ . (4.12)
Drinfeld double and Manin triples
Let us come back to the relations shown in (4.9), where fαβγ are the structure con-
stants of a Lie algebra g and f˜αβγ correspond to a Lie algebra g˜. These equations
are the standard relations which have to be obeyed by the structure constants of
a Lie bi-algebra (g, g˜) [103–105].
A special case of a Lie bi-algebra is the so-called Drinfeld double, which will
become important below. A Drinfeld double is any Lie group D such that its Lie
algebra d can be decomposed into a pair of maximally isotropic sub-algebras (g, g˜)
with respect to a non-degenerate invariant bilinear form 〈·, ·〉 on d [103, 96]. Let
us explain this terminology: an isotropic subspace of d is such that the bilinear
pairing of any two of its elements vanishes, and maximally isotropic means that the
subspace cannot be enlarged while preserving the property of isotropy. Together
with the choice of a canonical pairing between g and g˜ this reads in formulas
〈tα, tβ〉 = 0 , 〈t˜α, t˜β〉 = 0 , 〈tα, t˜β〉 = δαβ , (4.13)
where tα ∈ g and t˜α ∈ g˜ are the generators of the two Lie algebras. The structure
constants are defined via the commutators in the following way
[tα, tβ] = ifαβ
γ tγ ,
[t˜α, t˜β] = if˜γ
αβ t˜γ ,
[tα, t˜
β] = −ifαγβ t˜γ + if˜αβγ tγ , (4.14)
where we also included the mixed commutator. The latter follows from the in-
variance of the pairing 〈·, ·〉 on d, but can also be determined by comparing the
mixed Jacobi identity in d to (4.9). Finally, any such decomposition of d into such
subspaces is called a Manin triple, and there are at least two of them: d = g + g˜
and d = g˜ + g.
However, in general a given Drinfeld double Lie algebra d can be decomposed
into bi-algebras in several ways [66], which leads to the concept of so-called Poisson-
Lie plurality [99]. In six dimensions, for instance, the Drinfeld doubles have been
classified in [106,107]. Furthermore, the relation between the O(D,D,Z) transfor-
mations discussed in section 2.3 and Poisson-Lie duality has been studied in [108].
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Duality transformation
So far we have observed that the consistency condition (4.9) is invariant under
exchanging the algebras g and g˜, and hence there should exist a dual model with
their roles interchanged. We now want to make this more precise and construct
the mapping between the two models. To do so we restrict our discussion to
world-sheet theories with group manifolds as target-spaces, though we will present
a generalisation below.
We consider a two-dimensional world-sheet theory which has a group G as an
N -dimensional target-space. The left- and right-invariant forms for the group G
can then be written in terms of g ≡ g(σa) ∈ G as
ωL = g
−1(dg) = ωLα tα , ωR = (dg)g−1 = ωRα tα , (4.15)
and they satisfy the Maurer-Cartan equations as follows
0 = dωL
α +
i
2
fβγ
αωL
β ∧ ωLγ , 0 = dωRα − i
2
fβγ
αωR
β ∧ ωRγ . (4.16)
Similar expressions apply for the dual Lie group G˜ with corresponding algebra g˜.
The world-sheet action for the present situation can then be expressed schemati-
cally as
S = 1
2piα′
∫
Σ
[
1
2
Gαβ ω
α
L ∧ ?ωβL + i2Bαβ ωαL ∧ ωβL
]
, (4.17)
where Gαβ and Bαβ are the components of the target-space metric and Kalb-
Ramond field. The current (4.5) satisfying (4.7) is given in terms of the right-
invariant Maurer-Cartan form of the dual group as
Jα = ω˜Rα , (4.18)
which indeed satisfies (4.7) as can be seen from the second relation in (4.16) applied
to the dual algebra. Now, given a solution g ≡ g(σa) ∈ G to the equations of
motion of the sigma model (4.17), we can lift this solution to the Drinfeld double
D. More concretely, we can express d ∈ D as
d = g · g˜ , g ∈ G , g˜ ∈ G˜ , (4.19)
where the multiplication is done in D. It is known [104] that for every d ∈ D there
are two decompositions applicable, namely
d = g · g˜ = h˜ · h . (4.20)
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One can then show that h˜ ≡ h˜(σa) ∈ G˜ is a solution of the dual sigma-model and
h ≡ h(σa) ∈ G gives rise to the dual analogue of (4.18) [66].
Let us now give some more concrete formulas for the dual sigma model. To do
so, we are going to work with the matrix
Eαβ(g) = Gαβ(g) +Bαβ(g) , (4.21)
which contains the information about the target-space background. The depen-
dence on g ∈ G specifies the position on the group manifold – and since G acts
transitively on the target-space, we can consider Eαβ say at the origin g = e where
e is the identity element, and obtain the full dependence via the adjoint action.
More concretely, for the adjoint action of G on d = g + g˜ we define
g−1
(
tα
t˜α
)
g =
(
aαβ(g) b
αβ(g)
0 dα
β(g)
)(
tβ
t˜β
)
, (4.22)
where a(g), b(g) and d(g) are N × N -dimensional matrices. The dependence of
(4.21) on g can be expressed using matrix notation as [66, 96]
E(g) =
[
aT (g) + E(e)bT (g)
]−1
E(e)dT (g) , (4.23)
and for the dual background the corresponding matrix E˜αβ(g˜) can be expressed in
a similar way, namely
E˜(g˜) =
[
a˜T (g˜) + E˜(e˜) b˜T (g˜)
]−1
E˜(e˜) d˜T (g˜) , (4.24)
where the roles of tα and t˜α have been interchanged. The final point is that at the
origin e ∈ D of the Drinfeld double D the matrix Eαβ(e) can be regarded as a map
E(e) : g ! g˜, and the matrix E˜αβ(e˜) is a map E˜(e˜) : g˜ ! g, where e ∈ D is also
the unit e ∈ G and e˜ ∈ G˜. By comparing for instance with the abelian situation
discussed around equation (2.55), we see that E˜ should be the inverse of E
E(e)E˜(e˜) = E˜(e˜)E(e) = 1 . (4.25)
This relation has been derived via the equations of motion in [66] and via a doubled
sigma-model (cf. section 9) in [97, 109], and in this way we see that using (4.25)
we can be express (4.24) in terms of (4.23). In particular, the dual background
can be written as (we simply replace E˜(e˜) by E−1(e) in (4.24))
E˜(g˜) =
[
a˜T (g˜) + E−1(e) b˜T (g˜)
]−1
E−1(e) d˜T (g˜) . (4.26)
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Example
As an example for a Poisson-Lie duality, let us take g to be a non-abelian Lie
algebra and g˜ to be an abelian one. In this case, the constraint (4.9) is trivially
satisfied. The standard example is given by a so-called principal chiral model on
a simple group G [62, 110,111], for which the matrix (4.18) takes the form
Eαβ = kδαβ , (4.27)
where k ∈ Z+ denotes the level of the group G. Going then through the dualisation
procedure discussed above, one finds for the Poisson-Lie dual the expression
(E˜−1)αβ = δαβ + fαβγχγ , (4.28)
where fαβγ are the structure constants of g and χα are N coordinates for the
dual circles. The dual metric and B-field correspond to the symmetric and anti-
symmetric part in (4.28), which agree with the expressions found in [62,110,111].
In particular, for G = SU(2) with fαβγ = αβγ one finds
G˜αβ =
1
k (k2 + χ2)
(
k2δαβ + χαχβ
)
, B˜αβ = − 1
k2 + χ2
αβγχ
γ , (4.29)
where χα = δαβχβ and χ2 = χ21 + χ22 + χ23.
Generalisation
Instead of considering an N -dimensional Lie group G as a target-space, we can
also study manifolds where G is fibered over a base-manifold B. Let us denote
local coordinates in the base by ym with m = 1, . . . , dB. The generalisation of
(4.18) then takes the form
EIJ(g, y) =
(
Eαβ(g, y) Eαn(g, y)
Emβ(g, y) Emn(y)
)
, (4.30)
where we used the combined index I = {α,m} and the corresponding basis of
one-forms reads {ωαL, dym}. For the analogue of (4.23) we then define
A(g) =
(
a(g) 0
0 1
)
, B(g) =
(
b(g) 0
0 0
)
, D(g) =
(
d(g) 0
0 1
)
, (4.31)
and we find
E(g, y) =
[
AT (g) + E(e, y)BT (g)
]−1
E(e, y)DT (g) . (4.32)
The background after dualisation along the fibre is encoded in the generalisation
of (4.26), namely
E˜(g˜, y) =
[
A˜T (g˜, y) + E−1(e, y)B˜T (g˜)
]−1
E−1(e, y)D˜T (g˜, y) . (4.33)
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Remarks
Many aspects of Poisson-Lie duality and generalisations thereof have been dis-
cussed in the literature. Here we want to briefly mention some of them:
 As one can see from the last relation in (4.13), the Lie algebras g and g˜ are
dual to each other. The latter can therefore be identified with the dual space
g∗, and one is lead to the framework of Courant algebroids (to be discussed
in section 7.2). This has been investigated for instance in [112].
 Poisson-Lie duality can also be understood at the classical level as a canonical
transformation. This has been discussed in [113], where the explicit form of
the generating functional is given, and for Poisson-Lie plurality this has been
addressed in [114].
 In order to establish Poisson-Lie duality not only at the classical but also at
the quantum level, a path-integral derivation of the duality is needed. This
has been investigated in [115,98].
 Poisson-Lie duality in the context of open strings and D-branes has been dis-
cussed in [116,117], and in [118] the transformation of the Ramond-Ramond
sector of type II string theory under Poisson-Lie duality has been studied
(using the framework of double field theory, cf. section 9.3).
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5 Non-geometry
After having studied T-duality transformations from different perspectives, we
now turn to non-geometric backgrounds. In this section we discuss the standard
example for a non-geometric background, namely the three-torus with H-flux [119,
120, 16, 121] with its T-dual configurations, and in later sections generalise this
example.
5.1 Three-torus with H-flux
Let us consider a flat three-torus T3 with non-trivial field strength H = dB for
the Kalb-Ramond B-field. The components of the metric in the coordinate basis
of one-forms {dX1, dX2, dX3} are taken to be of the form
Gij =
 R21 0 00 R22 0
0 0 R23
 , (5.1)
and the topology is characterised by the identifications X i ' X i+2pi for i = 1, 2, 3.
The components of the field strength H are chosen to be constant, which, keeping
in mind the quantisation condition (3.40), leads to
H =
α′
2pi
h dX1 ∧ dX2 ∧ dX3 , h ∈ Z . (5.2)
The dilaton for this background is also taken to be constant, that is φ = φ0 = const.
We note that in the basis {∂1, ∂2, ∂3} dual to the one-forms dX i, the Killing vectors
respecting the periodic identification of the torus can be chosen as
ki1 =
 10
0
 , ki2 =
 01
0
 , ki3 =
 00
1
 , (5.3)
which satisfy an abelian algebra and hence [kα, kβ] = 0. Note that the Killing
vectors kα can be rescaled by non-vanishing constants, which however does not
change the results discussed below. Finally, for later reference let us also introduce
a vielbein basis ea with a = 1, 2, 3 for the metric (5.1) as
e1 = R1dX
1 , e2 = R2dX
2 , e3 = R3dX
3 , (5.4)
which satisfies G = 1
2
Gij dX
i ∨ dXj = 1
2
δabe
a ∨ eb. The H-flux (5.2) in this basis
is expressed as
H =
α′
2pi
h
R1R2R3
e1 ∧ e2 ∧ e3 . (5.5)
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5.2 Twisted torus
We now perform a T-duality transformation along one of the Killing vectors shown
in (5.3) and discuss the resulting background.
The background
Let us consider say the Killing vector k1 = ∂1 in (5.3) and perform a T-duality
transformation along this direction. Using either the Buscher rules (3.21) or fol-
lowing the approach of section 3.2, we find that the dual background is given
by
Gˇ =
α′2
R21
ξ ⊗ ξ +R22 dX2 ⊗ dX2 +R23 dX3 ⊗ dX3 ,
Hˇ = 0 ,
φˇ = φ0 − log
[
R1√
α′
]
.
(5.6)
Note that the one-form ξ employed in (5.6) satisfies
dξ =
h
2pi
dX2 ∧ dX3 , (5.7)
which means that ξ depends on the X2- or X3-direction. In fact, (5.6) together
with (5.7) describes a principal U(1)-bundle over a two-dimensional base, which is
also known as a twisted three-torus [119,120].
To be more concrete, let us choose the following parametrisation of ξ (more
details on the choice of parametrisation can be found for instance in [61])
ξ = dX˜1 − h
2pi
X3dX2 , (5.8)
where X˜1 denotes the dual coordinate. From here we can infer the global structure
of the twisted three-torus by demanding the metric Gˇ in (5.6) to be well-defined.
In particular, we find
1) X˜1 ! X˜1 + 2pi ,
2) X2 ! X2 + 2pi ,
3) X3 ! X3 + 2pi , X˜1 ! X˜1 + hX2 ,
(5.9)
which describes a two-torus along the direction X˜1 and X2 which is twisted when
going around the circle in the X3-direction. This T2-fibration over S1 is called a
twisted torus.
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Geometric flux
The background we started from carries a non-vanishing H-flux, and one can ask
whether a similar quantity can be defined for the twisted torus. Clearly, for the
dual background we have a vanishing H-flux Hˇ = 0, but we also observed a non-
trivial twisting (5.7) of the geometry. To investigate this point, we introduce a
vielbein-basis eˇa for the dual metric Gˇ in (5.6) as follows
eˇ1 =
α′
R1
ξ , eˇ2 = R2dX
2 , eˇ3 = R3dX
3 . (5.10)
The exterior algebra of these vielbeins is given by
deˇ1 =
α′
2pi
h
R1R2R3
e2 ∧ e3 , deˇ2 = 0 , deˇ3 = 0 , (5.11)
from which we can read-off the (torsion-free) spin connection. Using the convention
dea = 1
2
fbc
aeb ∧ ec, from (5.11) we can find the non-vanishing structure constants
as
f23
1 =
α′
2pi
h
R1R2R3
. (5.12)
Comparing now with (5.5) we see that the flux h of the original model is encoded
in the structure constants, and for this reason fabc is also called a geometric flux.
We come back to this point below.
Global properties
Let us remark on the global properties of the twisted torus. First we note that in
general the Buscher rules discussed in section 3 give the dual metric and B-field
only locally. That means, the identifications which describe the global structure
of the dual background are not always known.
 In particular, let us recall from page 35 that if the circle along which one T-
dualises allows for the standard quantisation of the corresponding coordinate
X i with momentum and winding modes, then also the dual direction will be
compact with an appropriate quantisation (3.29). In the present situation of
a three-torus with H-flux as the starting point, we see that the corresponding
equation of motion (3.3) is not a wave equation but reads for say the X1-
coordinate
0 = d ? dX1 + i
α′
2pi
h
R21
dX2 ∧ dX3 . (5.13)
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In general it is not known how to quantise this theory and deduce the mo-
mentum and winding modes. Strictly speaking, we therefore cannot conclude
that the dual coordinate is compact with identification X˜1 ! X˜1 + 2pi —
although this is very strongly expected.
 Let us also recall our discussion from page 46 and compare (5.8) with (3.52)
to deduce the one-form
v = − α
′
2pi
hX3dX2 (5.14)
for the H-flux background. This one-form is not globally-defined, however,
in the dualisation procedure only the combination v + dχ is required to
be globally-defined. Noting that we have relabelled the dual coordinate as
X˜1 ≡ χ/α′, we can therefore conclude that under X3 ! X3 + 2pi we have to
demand that
X˜1 ! X˜1 + hX2 , (5.15)
which agrees with the identifications of the twisted torus shown in the third
line of equation (5.9).
5.3 T-fold
After a first T-duality transformation on the three-torus withH-flux which resulted
in the twisted torus, we now perform a second T-duality transformation along the
direction k2 = ∂2.
The background
The T-dual background can be obtained either by applying the Buscher rules
(3.21) to the twisted torus (5.6) [120,122], or by performing a collective T-duality
transformation along two directions for the three-torus with H-flux given below
(5.1) [58]. The result of both approaches is the same. If we define the quantity
ρ =
R21R
2
2
α′2
+
[
h
2pi
X3
]2
, (5.16)
we find for the dual background
Gˇ =
1
ρ
[
R22 dX˜
1 ⊗ dX˜1 +R21 dX˜2 ⊗ dX˜2
]
+R23 dX
3 ⊗ dX3 ,
Hˇ = − α
′
2pi
h
ρ2
(
R21R
2
2
α′2
−
[
h
2pi
X3
]2)
dX˜1 ∧ dX˜2 ∧ dX3 ,
φˇ = φ0 − 1
2
log ρ ,
(5.17)
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where X˜1 and X˜2 denote the dual coordinates. The metric and field strength
shown in (5.17) describe the so-called T-fold [16].
Note that the background (5.17) is peculiar: in order to make it globally well-
defined, we would need a diffeomorphism which relates Gˇ at X3 = 2pi to X3 = 0.
However, no such diffeomorphism exists – which can be seen from the Ricci scalar
corresponding to Gˇ given by
Rˇ =
h2
pi2R23
1
ρ2
(
R21R
2
2
α′2
− 5
2
[
h
2pi
X3
]2)
. (5.18)
More concretely, since the Ricci scalar should be invariant under diffeomorphisms,
the expression (5.18) should be invariant under X3 ! X3 + 2pi if the background
admits a description in terms of Riemannian geometry. Since this is not the
case, we can conclude that the above background does not allow for a geometric
description and is therefore non-geometric.
Duality transformations
The geometric symmetries of a string-theory background include diffeomorphisms
as well as gauge transformations of the Kalb-Ramond B-field. However, if we
enlarge these symmetry transformation and include duality transformations, we
can obtain a well-defined interpretation of the T-fold.
To illustrate this point, let us choose a particular gauge for the B-field and
write the components of the dual metric and Kalb-Ramond field as follows
Gˇij =
1
ρ
 R22 0 00 R21 0
0 0 ρR23
 ,
Bˇij =
1
ρ
 0 − α′2pi hX3 0+ α′
2pi
hX3 0 0
0 0 0
 .
(5.19)
Next, we recall that part of the O(D,D,Z) duality transformations discussed in
section 2.3 are β-transformations. They act on the generalised metric H – which
encodes the metric and B-field as shown in (2.27) – via the matrix given in equation
(2.54). Using (2.35), we can then check that
Gˇij(X
3 + 2pi) = β-transform
[
Gˇ(X3)
]
ij
,
Bˇij(X
3 + 2pi) = β-transform
[
Bˇ(X3)
]
ij
,
β =
 0 −h 0+h 0 0
0 0 0
 . (5.20)
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This means, we can make the space globally-defined by using a β-transformation as
a transition function. Because these transformations are not part of the geometric
transformations, the space is non-geometric. However, since locally we do have a
description in terms of a metric and only globally Riemannian geometry fails, the
space is also called globally non-geometric.
Non-geometric flux
As in the previous cases, we want to identify a flux for this background. Since the
H-flux is not well-defined underX3 ! X3+2pi, and since similarly the vielbein one-
forms are not well-defined, we should look for a different quantity. The required
formalism will be discussed in section 7.6, but let us already now define a metric
gij and an anti-symmetric bivector-field βij via[
Gˇ− Bˇ]−1 = g − β . (5.21)
For the T-fold background (5.19) this leads to
gij =
1
α′2
 R
2
1 0 0
0 R22 0
0 0 α
′2
R23
 , βij = 1
α′2
 0 +
α′
2pi
hX3 0
− α′
2pi
hX3 0 0
0 0 0
 , (5.22)
which allows us to define the so-called Q-flux (in the coordinate basis) as follows
Qi
jk = ∂iβ
jk . (5.23)
However, in order to compare Qijk with the expressions in the vielbein basis (5.5)
and (5.12), let us use the vielbein basis
eia =
1
α′
 R1 0 00 R2 0
0 0 α
′
R3
 , (5.24)
corresponding to the metric in (5.22) as gij = eiaδabebj. In this basis, the Q-flux
reads Qabc = Qijkeiaebj eck and we find for the example of the T-fold in the vielbein
basis
Q3
12 =
α′
2pi
h
R1R2R3
. (5.25)
Thus, for the T-fold background the flux-quantum h is now encoded in a so-called
non-geometric Q-flux. We also note that because the vielbein matrices (5.24) are
constant, a corresponding geometric flux fabc vanishes.
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Remarks
Let us close this section about the T-fold with the following two remarks.
 The dilaton for the T-fold background is shown in (5.17), which depends
on the coordinate X3. It is somewhat involved to derive the transformation
rules of the dilaton under β-transformations from first principles, however,
the transformation under T-duality was given in (3.30). The latter implies
that the combination
e−2φ
√
detG (5.26)
is invariant under T-duality. Since T-duality and β-transformations (for
toroidal backgrounds with constant B-field) are both part of the duality
group O(D,D,Z), it is natural to require (5.26) to be invariant also under
β-transformations. Using this requirement, for the T-fold we then determine
e−2φˇ
√
det Gˇ = R1R2R3e
−2φ0 , (5.27)
which does not depend on X3. From here we can derive the transformation
of the dilaton using (5.20), for which we can conclude that
φˇ(X3 + 2pi) = β-transform
[
φˇ(X3)
]
. (5.28)
 Let us also apply our discussion on page 46 to the T-fold background. If
we consider a collective T-duality transformation acting on the three-torus
with H-flux along the directions k1 and k2 (defined in (5.3)), then the two
one-forms vα can be chosen as
v1 = − α
′
2pi
hX3dX2 , v2 = +
α′
2pi
hX3dX1 . (5.29)
These are not globally-defined on the H-flux background, but only the com-
binations dχα + vα are required to be globally-defined. This leads to the
identifications
X3 ! X3 + 2pi ,
{
X˜1 ! X˜1 + hX2 ,
X˜2 ! X˜2 − hX1 , (5.30)
where X˜1 = χ1/α′ and X˜2 = χ2/α′ are the dual coordinates and X1 and X2
are the original ones. We therefore see that for the T-fold background the
original and dual coordinates are mixed when going around the circle in the
X3-direction, which suggests that the background should be thought of as
a twisted torus involving the original as well as the dual coordinates. The
corresponding framework to describe such configurations is called doubled
geometry [16], which we discuss in section 9.
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5.4 R-space
In order to arrive at the T-fold background discussed in the previous section, we
have performed two T-duality transformations on the three-torus with H-flux.
Given that the original space is three-dimensional, it is natural to try to perform
a third duality transformations and arrive at a so-called non-geometric R-space.
Duality transformations
To arrive at the R-space we would either collectively T-dualise along all directions
of the three-torus, or alternatively perform a T-duality transformation along the
X3-direction of the T-fold. However, both of these approaches violate consistency
requirements:
 For the three-torus with H-flux defined in (5.1) and (5.2), the constraint
for gauging (3.47) is not satisfied. Indeed, as the Killing vectors (5.3) are
abelian, we have
3 ιk[α fβγ]
δvδ = ιkαιkβ ιkγH −! 0 = h , (5.31)
which can only be solved for vanishing H-flux. A collective T-duality trans-
formation along three directions for the T3 with H-flux is therefore not al-
lowed.
 Correspondingly, when trying to perform a single T-duality transformation
along the X3-direction of the T-fold background (5.19), we see that the
direction along ∂3 is not an isometry. Indeed, we determine
L∂3GˇT-fold = −
h2X3
2pi2ρ2
[
R22 dX˜
1 ⊗ dX˜1 +R21 dX˜2 ⊗ dX˜2
]
6= 0 . (5.32)
On the other hand, the structure which we have observed so far is rather suggestive.
In particular, let us summarise the family of backgrounds discussed in this section
as follows
three-torus T3
flux: H123
T-duality T1−−−−−−−−−−!
twisted torus
flux: f231
T-duality T12−−−−−−−−−−!
T-fold
flux: Q312
T-duality T123−−−−−−−−−−! . . .
(5.33)
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Thus, continuing this line, we can conjecture that three duality transformations
on the three-torus with H-flux will lead to a space characterised by an object with
three anti-symmetric upper indices. Taking the letter following Q, this object is
usually called the R-flux Rijk [121,123]. Comparing with (5.5), (5.12) and (5.25),
in the present case the flux (in an appropriate vielbein basis) is then expected to
take the form
R123 =
α′
2pi
h
R1R2R3
. (5.34)
Non-geometric properties
Since we cannot reach the R-space through application of the Buscher rules, its
properties are not well-understood. However, we can make the following observa-
tion [124]:
 Let us start from the H-flux background introduced in section 5.1 and con-
sider a D3-brane wrapping the three-torus T3 and extending along the ex-
ternal time direction. Due to the Freed-Witten anomaly [125], such a con-
figuration is not allowed.
 Nevertheless, when performing three T-duality transformations along the
three-torus the D3-brane is expected to become a D0-brane. The latter is
point-like in the three-dimensional R-space.
 Since the original configuration is forbidden, also a point-like D0-brane on
the R-space has to be forbidden. This suggests that a description of the
R-space in terms of ordinary Riemann geometry of point particles is not
possible, and hence we are led to the notion of a locally non-geometric space.
5.5 Summary
Let us summarise the discussion of this section: starting from the three-torus with
H-flux we have performed T-duality transformations leading to the twisted torus,
the T-fold and the R-space. To each of these backgrounds we can associate a
flux which was given in equations (5.5), (5.12), (5.25) and (5.34). Generalising
this example to higher-dimensional tori with H-flux, schematically the chain of
T-duality transformations can be expressed as [120,121]
Hijk
Ti−−−−! fjk
i Tj−−−−! Qk
ij Tk−−−−! Rijk . (5.35)
The example discussed in this section should be understood as a toy example,
which illustrates the main properties of a non-geometric background. Up to this
point it is however not a rigorous construction:
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 The H-flux background shown in (5.1) and (5.2) does not solve the string-
theoretical equations of motion (3.31). It is therefore not a proper string-
theory background and applying T-duality transformations is a priori not
justified. Furthermore, when performing a similar analysis for the three-
sphere with H-flux – which does solve the equations of motion (3.31) – then
no non-geometric features arise (see equation (3.76)). In fact, for the three-
sphere the question whether a T-fold analogue appears can be traced to the
question whether the string-equations of motion are satisfied [58].
 The vanishing of the β-functionals (3.31) can be interpreted as the equations
of motion of an effective theory. For superstring theory this is for instance
type IIA or type IIB supergravity. In these theories it is possible to turn
on also Ramond-Ramond fluxes, which do allow for configurations solving
the equations of motion. However, even though such backgrounds can be
solutions to the supergravity equations of motion, a string-theoretical CFT
description is usually difficult.
On the other hand, there is evidence from a variety of examples that non-geometric
spaces are indeed relevant backgrounds for string theory. We mention some of them
here, and discuss these in more detail in the subsequent sections.
 The example of the three-torus with H-flux is a particular example of a
parabolic T2-fibration over a circle, which contains the T-fold as one of its
T-dual backgrounds. However, also so-called elliptic fibrations exist which do
solve the string-theory equations of motion. We discuss these backgrounds
in section 6.4.
 From a supergravity point of view, upon compactification the fluxes appear-
ing in (5.35) give rise to gauged supergravity theories. In particular, the
charges corresponding to the local gauge symmetries are related to the vari-
ous fluxes. Moreover, in order to reproduce all gaugings which are possible
from a supergravity point of view, non-geometric fluxes are needed. We
discuss this point in section 8.
 T-duality transformations can be described using the framework of gener-
alised geometry. In this approach, non-geometric fluxes appear naturally
and can be given a microscopic description. We explain this point in sec-
tion 7.
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6 Torus fibrations
After having studied the three-torus with H-flux and its T-dual configurations,
in this section we discuss non-geometric backgrounds in a more systematic way.
We consider n-dimensional torus fibrations over various base manifolds, and first
revisit in section 6.1 the three-torus example in this framework. In the following
sections we study more general T2-fibrations over the circle, over P1 and over
the punctured plane, and we connect some of these fibrations to the compactified
NS5-brane, Kaluza-Klein monopole and non-geometric 522-brane.
Setting and notation
The setting we are interested in is that of n-dimensional torus fibrationsM over
a (D − n)-dimensional base-manifold B
Tn ↪−→ My
B
(6.1)
Local coordinates on the base-manifold will be denoted by xm withm = 1, . . . , D−
n and coordinates in the fibre are ya with a = 1, . . . , n. The metric and B-field
are assumed to only depend on the coordinates xm of the base. We furthermore
assume that the base-manifold B has at least one non-contractible one-cycle γ,
and examples for such manifolds are B = S1 and B = R2 \ {0}. The non-triviality
of the fibration is encoded in the monodromy of the metric and B-field along the
cycle γ. In particular, if we parametrise going around γ as x! x+ 2pi we can ask
how (Gab, Bab)(x+ 2pi) is related to (Gab, Bab)(x):
 In an ordinary geometric background, we can use the symmetries of the
theory to relate the torus fibre at x+2pi to x [126–130]. These symmetries are
diffeomorphisms and gauge transformations, which are sometimes referred to
as geometric transformations.
 However, for non-geometric backgrounds also proper T-duality transforma-
tions can be used to relate the fibre at x + 2pi to x [16, 131], which mix the
metric and the B-field. These are also called non-geometric transformations.
Note that both, the symmetry and duality transformations are part of the duality
group of the n-dimensional torus fibre, which in the present case is O(n, n,Z). The
monodromy along the cycle γ ⊂ B and the patching of the fibre are illustrated in
figure 6.
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(Gab, Bab)(x)(Gab, Bab)(x+ 2pi)
O(n, n,Z)
x
Figure 6: Illustration of how a torus fibration over a circle can be patched in order
to obtain a globally well-defined space. For a geometric background the O(n, n,Z)
transformations can be diffeomorphisms and gauge transformations, whereas for a
non-geometric background for instance also β-transformations are allowed.
6.1 T2-fibrations over the circle I
To start, let us revisit the example of the three-torus with H-flux from the previous
section. In the present notation the local coordinates are {y1, y2, x}, which are
normalised as ya ∼ ya + 2pi and x ∼ x + 2pi. The metric and B-field can be
brought into the following general form
Gij =
(
Gab(x) 0
0 R23
)
, Bij =
(
Bab(x) 0
0 0
)
. (6.2)
O(2, 2,Z) transformations
Let us now focus on the two-dimensional toroidal part and the corresponding
O(2, 2,Z) duality group, and investigate how the fibre at the point x+ 2pi on the
base is related to the point x.
 We begin with the three-torus with non-vanishing H-flux. The T2-fibre of
this background can be described by
H-flux: Gab =
(
R21 0
0 R22
)
, Bab =
(
0 + α
′
2pi
hx
− α′
2pi
hx 0
)
, (6.3)
with h ∈ Z. Let us then employ the framework from section 2.3 and consider
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an O(2, 2,Z) transformation. Defining
OB =
(
1 0
B 1
)
, B =
(
0 +h
−h 0
)
, (6.4)
with OB ∈ O(2, 2,Z), we can check that the generalised metric HH corre-
sponding to (6.3) transforms as
HH
(
x+ 2pi
)
= O−TB HH(x)O−1B . (6.5)
This transformation describes a gauge transformation of the B-field, which
is needed to relate the T2-fibre at x+ 2pi to x. This is a geometric transfor-
mation.
 Next, we turn to the twisted torus. The metric and B-field of the torus fibre
can be determined from (5.6) as follows
f -flux: Gab =
(
α′2
R21
−α′2
R21
h
2pi
x
−α′2
R21
h
2pi
x R22 +
α′2
R21
[
h
2pix
]2
)
, Bab = 0 . (6.6)
The O(2, 2,Z) transformation of interest is given by
OA =
(
A−1 0
0 AT
)
, A =
(
1 −h
0 1
)
, (6.7)
and for the generalised metric Hf corresponding to (6.6) we can compute
Hf
(
x+ 2pi
)
= O−TA Hf (x)O−1A . (6.8)
This transformation describes a diffeomorphism, which is used to make the
twisted torus a globally-defined space. Again, this is a geometric transfor-
mation.
 We finally turn to T-fold background specified in (5.17). The corresponding
metric and B-field of the T2-fibre along the X˜1- and X˜2-direction can be
determined from (5.19) as
Q-flux: Gab =
1
ρ
(
R22 0
0 R21
)
, Bab =
1
ρ
(
0 − α′
2pi
hx
+ α
′
2pi
hx 0
)
, (6.9)
where ρ was defined in equation (5.16). We have already discussed that in
the case of the T-fold a β-transformation is needed to make the background
globally-defined. In particular, for
Oβ =
(
1 β
0 1
)
, β =
(
0 +h
−h 0
)
, (6.10)
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we can check that
HQ
(
x+ 2pi
)
= O−Tβ HQ(x)O−1β . (6.11)
As we discussed on page 26, such a transformation is not a symmetry but a
duality transformation. The T-fold background is therefore a non-geometric
background.
Chain of duality transformations
Let us also revisit the chain of T-duality transformations shown in (5.35). Applying
a first T-duality transformation to the H-flux background along the X1-direction
gives a twisted torus with geometric f -flux, and performing a second T-duality
transformation along the X2-direction results in a T-fold with Q-flux. In terms of
O(2, 2,Z) transformations acting on the generalised metric this reads in formulas
Hf = O−T+1 HH O−1+1 , HQ = O−T+2 Hf O−1+2 , (6.12)
where subscript of H indicates the corresponding background and where the ma-
trices O±i have been defined in (2.50).5 We therefore arrive at the following picture
OB OA Oβ
H-flux OE −−−−! f -flux OE −−−−! Q-flux
(6.13)
with OB, OA and Oβ denoting the patching-transformations. From (6.13) it be-
comes also clear how the latter are related. For instance, the transformation OA
for the f -flux background or Oβ for the Q-flux background is determined by con-
jugation as
O(f)A = O−1+1O(H)B O+1 , O(Q)β = O−1+2O(f)A O+2 . (6.14)
Note that in (6.13) all generators of O(2, 2,Z) play a role, and that we have
not included the R-space background. In order to obtain the latter a T-duality
transformation along the base-manifold – that is the x-direction in (6.2) – has to
be performed, which cannot be described within the present framework.
5 Using O−1 and O−2 reverses the sign of the flux quantum number, which corresponds to
the parity symmetry Ω of the world-sheet theory.
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Three-torus with H-, f- and Q-flux
We also want to briefly discuss a generalisation of three-torus example, where we
consider H-, f - and Q-flux simultaneously. The metric and Kalb-Ramond field for
this example are specified by
Gab =
1
1 +
[
R1R2
α′
q x
2pi
]2
(
R21 R
2
1
f x
2pi
R21
f x
2pi
R22 +R
2
1
[
f x
2pi
]2
)
,
Bab = α
′
(
0 +hx
2pi
−hx
2pi
0
)
+
α′
α′2
R21R
2
2
+
[
q x
2pi
]2
(
0 − q x
2pi
+ q x
2pi
0
)
,
(6.15)
where h, f, q ∈ Z denote the corresponding flux quanta. Note that setting two
of these fluxes to zero reproduces the above backgrounds (up to inversion of the
radii and changing the sign of the geometric flux). The O(2, 2,Z) transformation
connecting the torus fibre at x+ 2pi to x is naively expected to be a combination
of the transformations discussed above. However, only for
O˜ = OB(h)OA(f)Oβ(q) with hq = 0 (6.16)
this is possible. The situation with hq 6= 0 requires a more involved construction,
and we address this question in the next section. Let us however summarise that
 the background (6.15) with q = 0 and h, f 6= 0 describes a twisted three-torus
with H-flux,
 the background (6.15) with h = 0 and f, q 6= 0 describes a T-fold with
geometric flux.
Remarks
 As we have mentioned earlier, the non-triviality of the fibration is encoded
in the various geometric and non-geometric fluxes. In particular, from the
monodromies OB, OA and Oβ shown in (6.4), (6.7) and (6.10) we can read
off the H-, f - and Q-flux of the corresponding background. For more general
monodromies it might be more difficult to identify the fluxes, and we come
back to this question below.
 The transformations OA, OB and Oβ belong to the detO = +1 part of
O(2, 2,Z) and are connected to the identity. The fibration can therefore be
constructed as a continuous path starting from the identity, which we explain
in more detail in the next section. However, T-duality transformations OE
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have determinant detOE = −1 and thus belong to the disconnected part of
the group. This means that fibrations with monodromies of the form OE
cannot be constructed in the same way.
 Since the geometric and non-geometric backgrounds discussed in this section
are related by duality transformations, according to our definition 4 on page 9
this family of backgrounds is called geometric. However, according to our
definition 3 the T-fold is a non-geometric background.
6.2 T2-fibrations over the circle II
In section 6.1 we have formulated the three-torus withH-flux and its T-dual config-
urations as T2-fibrations over a circle. This example falls into a particular category
of fibrations – so-called parabolic fibrations – but more general constructions are
possible. In this section we now want to take a different approach and first specify
the monodromy of the T2-fibre along the base-circle, and then construct a cor-
responding metric and Kalb-Ramond field. Our notation follows [132], which in
parts is based on [130].
Kähler and complex-structure moduli
Let us start by characterising the two-torus background in terms of its complex-
structure modulus τ and the complexified Kähler modulus ρ. These moduli are
defined in terms of the metric and Kalb-Ramond field in the following way
τ =
G12
G22
+ i
√
detG
G22
, ρ =
1
α′
(
B12 + i
√
detG
)
. (6.17)
Roughly speaking, τ encodes the shape of the T2 and ρ determines its volume plus
the B-field. Next, we note that the duality group O(2, 2,Z) of the two-torus is
isomorphic to
O(2, 2,Z) ' SL(2,Z)× SL(2,Z)× Z2 × Z2 , (6.18)
and for a more detailed discussion we refer for instance to [17]. The duality group
acts on the two moduli in the following way:
 The two SL(2,Z) factors are Möbius transformations on the complex-struc-
ture and complexified Kähler modulus
τ !
aτ + b
cτ + d
, Mτ =
(
a b
c d
)
∈ SL(2,Z) ,
ρ !
a˜ρ+ b˜
c˜ρ+ d
, Mρ =
(
a˜ b˜
c˜ d˜
)
∈ SL(2,Z) .
(6.19)
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Note that SL(2,Z) is generated by T - and S-transformations, which for τ
and ρ means
T : τ ! τ + 1 , T˜ : ρ ! ρ+ 1 ,
S : τ ! −1
τ
, S˜ : ρ ! −1
ρ
.
(6.20)
Let us emphasise that SL(2,Z) transformations of τ are large diffeomor-
phisms of the two-torus and therefore correspond to geometric symmetries.
A T˜ -transformation acting on ρ can be interpreted as a gauge transformation
which is again geometric, but a S˜-transformation acting on ρ will in general
invert the volume of the T2 and is not a geometric transformation.
 One of the Z2 factors in (6.18) corresponds to mirror symmetry (τ, ρ) !
(ρ, τ). This is a T-duality transformation, which can be seen for a particular
case by setting G12 and B12 to zero in (6.17).
 The remaining Z2 factor in (6.18) corresponds to a reflection of the form
(τ, ρ)! (−τ ,−ρ).
Including in addition the world-sheet parity transformation Ω which acts on the
Kalb-Ramond field as B12 ! −B12 and leaves the metric invariant, the minimal
set of generators of the duality group (6.18) turns out to be [17]
1) τ ! −1
τ
, ρ ! ρ ,
2) τ ! τ + 1 , ρ ! ρ ,
3) τ ! ρ , ρ ! τ ,
4) τ ! τ , ρ ! −ρ .
(6.21)
O(2, 2,Z) versus SL(2,Z)× SL(2,Z)× Z2 × Z2
In order to compare our present discussion to the results in section 6.1, it is useful
to translate O(2, 2,Z) transformations into transformations acting on τ and ρ. To
do so, we express the metric and Kalb-Ramond field of the two-torus in terms of the
complex-structure and complexified Kähler modulus τ = τ1 + iτ2 and ρ = ρ1 + iρ2
as
Gab = α
′ ρ2
τ2
(
τ 21 + τ
2
2 τ1
τ1 1
)
, Bab = α
′
(
0 +ρ1
−ρ1 0
)
. (6.22)
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Using these relations, we can write the transformations we encountered in sec-
tion 6.1 as follows
transformation (6.4) OB : τ ! τ , ρ ! ρ+ h ,
transformation (6.7) OA : τ ! τ−hτ + 1 , ρ ! ρ ,
transformation (6.10) Oβ : τ ! τ , ρ ! ρ−hρ+ 1 ,
transformation O+1 : τ ! −1
ρ
, ρ ! −1
τ
,
transformation O+2 : τ ! ρ , ρ ! τ .
(6.23)
The last two lines show how a T-duality transformation along the two directions
y1 and y2 of the two-torus act on the moduli.
Constructing the background from the monodromy
We now want to construct a metric and Kalb-Ramond field for the two-torus from
a given monodromy transformation acting on the complex-structure modulus τ
and the complexified Kähler modulus ρ. Let us consider sayMτ ∈ SL(2,Z) acting
on τ via Möbius transformations (6.19). We let τ ≡ τ(x) vary over the base-circle
and impose that [129]
τ(0) = τ0 , τ(2pi) = Mτ [τ0] . (6.24)
The coordinate dependence of τ(x) is contained inMτ (x) such thatMτ (2pi) = Mτ .
In order to construct Mτ (x) we consider an element m = logMτ in the Lie algebra
sl(2,R) and exponentiate, that is Mτ (x) = exp(mx/2pi). The x-dependence of
τ(x) is then given by
τ(x) = Mτ (x)[τ0] , (6.25)
which indeed satisfies (6.24). For the complexified Kähler modulus ρ a similar
discussion with a corresponding monodromy matrix Mρ applies. However, for
the two Z2 factors in (6.18) – containing a T-duality transformation – such a
construction is not possible since these are not connected to the identity. Using
then τ(x) and ρ(x) in (6.22) together with (6.2) determines the metric and B-field
of the full background.
Let us now classify SL(2,Z) transformations. As we have seen, such trans-
formations can be described by two-by-two matrices M ∈ SL(2,Z) according to
(6.19), which fall into three classes:
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1. Elliptic type, for which the trace of M satisfies |trM | < 2.
2. Parabolic type, for which the trace of M satisfies |trM | = 2.
3. Hyperbolic type, for which the trace of M satisfies |trM | > 2.
Elliptic transformations are of finite order, in particular of order six, four or three,
and there are six conjugacy classes. Parabolic transformations are of infinite order,
and there is an infinite number of conjugacy classes. For hyperbolic transforma-
tions there is a conjugacy class for each value of the trace plus additional sporadic
classes. More details can be found for instance in [133,129,132].
Following the procedure outlined above, one can now construct the background
for a given monodromy in τ and ρ. Depending on the type of the SL(2,Z) transfor-
mation, the resulting expressions for τ(x) and ρ(x) differ significantly. We do not
want to give general discussion of such solutions but refer for instance to [130,132].
However, below we illustrate some features of more general T2-fibrations through
the example of the three-torus with simultaneous H-, geometric and Q-flux.
Three-torus with H-, f- and Q-flux – revisited
Let us recall (6.23) and note that the O(2, 2,Z) transformations OB, OA and Oβ
individually are all of parabolic type both in τ and ρ. For these we have discussed
the corresponding (non-)geometric backgrounds in section 6.1. In equation (6.15)
we have also shown a three-dimensional background with either H- and geometric
flux or geometric and Q-flux. As one can see from (6.23), the corresponding
transformations OB(h)OA(f) and OA(f)Oβ(q) are again of parabolic type.
However, when all three types of fluxes are present simultaneously we expect
to have a monodromy transformation of the form
O˜ = OB(h)OA(f)Oβ(q) : τ ! τ
f τ + 1
, ρ!
(1− hq)ρ+ h
−qρ+ 1 , (6.26)
which are of parabolic type for τ but which are of varying type for ρ depending
on the value of hq. This can be seen from the corresponding SL(2,Z) matrices
Mτ =
(
1 0
f 1
)
, Mρ =
(
1− hq h
−q 1
)
. (6.27)
Depending on the type of monodromy transformation for ρ, the functional form of
ρ(x) is different for each of the three cases mentioned above. In the following we
do not determine the background for general choices of fluxes (h, f, q), but only
want to illustrate the main features through some examples.
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 (h, f, q) = (+1, f,+1): For this choice of fluxes the τ -transformation is pa-
rabolic and the ρ-transformation is of elliptic type of order six. The corre-
sponding metric and B-field of the torus fibre (recall (6.2) for our notation)
read
G
(+1,+1)
ab =
3α′2
Ω(+1,+1)
(
R21 R
2
1
f x
2pi
R21
f x
2pi
R22 +R
2
1
[
f x
2pi
]2 ) ,
B
(+1,+1)
12 =
2α′
Ω(+1,+1)
sin
[
x
6
]((
α′2 +R21R
2
2
)
sin
[
x
6
]
+
√
3
(
α′2 −R21R22
)
cos
[
x
6
])
,
Ω(+1,+1) = 2R21R
2
2
(
1− cos[x
3
])
+ α′2
(
2 + cos
[
x
3
]
+
√
3 sin
[
x
3
])
.
(6.28)
 (h, f, q) = (+2, f,+1): For this choice the τ -transformation is again parabo-
lic and the ρ-transformation is elliptic of order four. The metric and B-field
of the torus fibre read
G
(+2,+1)
ab =
2α′2
Ω(+2,+1)
(
R21 R
2
1
f x
2pi
R21
f x
2pi
R22 +R
2
1
[
f x
2pi
]2 ) ,
B
(+2,+1)
12 =
2α′
Ω(+2,+1)
sin
[
x
4
]((
2α′2 +R21R
2
2
)
sin
[
x
4
]
+
(
2α′2 −R21R22
)
cos
[
x
4
])
,
Ω(+2,+1) = R21R
2
2
(
1− cos[x
2
])
+ 2α′2
(
1 + sin
[
x
2
])
.
(6.29)
 (h, f, q) = (+2, f,+2): Here the τ -transformation is again parabolic but also
the ρ-transformation is parabolic. The metric and B-field take the form
G
(+2,+2)
ab =
α′2
Ω(+2,+2)
(
R21 R
2
1
f x
2pi
R21
f x
2pi
R22 +R
2
1
[
f x
2pi
]2 ) ,
B
(+2,+2)
12 =
α′
Ω(+2,+2)
x
pi
((
α′2 +R21R
2
2
) x
pi
− (α′2 −R21R22)),
Ω(+2,+2) = R21R
2
2
(x
pi
)2
+ α′2
(
1− x
pi
)2
.
(6.30)
 (h, f, q) = (+1, f,−1): Finally, this is an example where the τ -transformation
is parabolic and where the ρ-transformation is hyperbolic. The metric and
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B-field read
G
(+1,−1)
ab =
(
35 + 15
√
5
)(
6 + 2
√
5
) x
piα′2
Ω(+1,−1)
(
R21 R
2
1
f x
2pi
R21
f x
2pi
R22 +R
2
1
[
f x
2pi
]2 ) ,
B
(+1,−1)
12 =
α′
Ω(+1,−1)
((
3 +
√
5
) x
pi − 2 xpi
)
[((
4 + 2
√
5
)
2
x
pi +
(
11 + 5
√
5
)(
3 +
√
5
) x
pi
)
R21R
2
2
+
((
4 + 2
√
5
)(
3 +
√
5
) x
pi +
(
11 + 5
√
5
)
2
x
pi
)
α′2
]
,
Ω(+1,−1) =
(
7 + 3
√
5
)(
2
x
pi − (3 +√5) xpi)2R21R22
+
((
14 + 6
√
5
)(
6 + 2
√
5
) x
pi +
(
18 + 8
√
5
)
4
x
pi
)
α′2 .
(6.31)
As one can see from these examples, the form of the background can be rather
complicated and depends on the type of SL(2,Z) transformation. These are ex-
plicit examples of toroidal backgrounds with simultaneously H-, geometric and
Q-flux present.
T-duality transformations
In contrast to the situation discussed in section 6.1, in general T-duality transfor-
mations do not simply exchange the various fluxes. Let us illustrate this obser-
vation again with the three-torus with H-, geometric and Q-flux simultaneously
present. A T-duality transformation along a direction of two-torus fibre changes
the monodromy transformation through conjugation, similarly as in (6.14). Start-
ing from (6.26) with O˜ = OB(h)OA(f)Oβ(q), we have
O˜ : τ ! τ
f τ + 1
, ρ !
(1− hq)ρ+ h
−qρ+ 1 ,
O−1+1 O˜ O+1 : τ !
τ + q
−h τ + (1− hq) , ρ ! ρ− f ,
O−1+2 O˜ O+2 : τ !
(1− hq)τ + h
−q τ + 1 , ρ !
ρ
f ρ−+1 ,
O−1+2O−1+1 O˜ O+1O+2 : τ ! τ − f , ρ !
ρ+ q
−hρ+ (1− hq) .
(6.32)
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Figure 7: Illustration of a T2-fibration over a two-sphere P1, with a number of points
where the T2-fibre degenerates. Along a path around the point of degeneration the
T2 undergoes a monodromy transformation.
Let us note that after a T-duality along the y1-direction of the T2 the resulting
monodromy acts on the complexified Kähler modulus as ρ ! ρ − f , which cor-
responds to a gauge transformation of the B-field. Therefore, this background is
geometric – although with a rather complicated transformation behaviour of the
complex-structure modulus. According to our definition 4 on page 9, the family
of backgrounds would therefore be called geometric.
6.3 T2-fibrations over P1
In this section we consider T2-fibrations over the two-sphere P1 instead over the
circle. We follow the papers [134] and [132], which are based on work in [135].
Setting
More concretely, we consider T2-fibrations over a punctured sphere P1 \∆, where
∆ = (x1, . . . , xn) is a set of n points in P1 where the fibre is allowed to degener-
ate. The degeneration of the fibre will be characterised by the monodromy of the
complex-structure and Kähler moduli of the two-torus along a path surrounding
the corresponding point in P1 (see figure 7).
Focusing on a single point of degeneration, locally we can choose a complex
coordinate z ∈ C such that the degeneration is located at the origin z = 0. The
geometric data of the T2-fibre is encoded in the complex-structure and (complex-
ified) Kähler moduli, and for a non-trivial fibration we let τ and ρ depend on z.
Here, we require this dependence to be holomorphic, which is related to solving
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the string equations of motion and to preserving supersymmetry [134,136,137].
Degenerations
Let us now outline the general strategy for determining τ(z) and ρ(z) from a given
monodromy. We focus on say the complex-structure modulus, and encircling the
degeneration corresponds to z ! e2pi iz. For a given monodromyMτ we require that
the complex structure at τ(z+ 2pi) is related to τ(z) by a SL(2,Z) transformation
τ
(
e2pi iz
)
= Mτ
[
τ(z)
] ≡ aτ(z) + b
cτ(z) + d
. (6.33)
In section 6.2 we have encountered a very similar situation. Choosing polar coor-
dinates z = reiθ, we have already explained how to obtain τ(θ) for a fixed value
of r = r0 > 0. In particular, recalling (6.25) and denoting by m the Lie-algebra
element corresponding to Mτ , we have seen that
τ(r0, θ) = Mτ (θ)
[
τ0(r0)
]
, Mτ (x) = exp(mθ/2pi) . (6.34)
Now, in order to determine τ(z) we allow for arbitrary values of the radius and
replace r0 ! r in (6.34). Requiring then that τ depends holomorphically on z
leads to the Cauchy-Riemann equations
∂τ(r, θ)
∂r
+
i
r
∂τ(r, θ)
∂θ
= 0 . (6.35)
For all three classes of SL(2,Z) transformations a solution to these equations
always exists, which then determines τ(z) for a given monodromy Mτ (up to
integration constants). Of course, a similar analysis can be performed also for the
complexified Kähler modulus ρ and corresponding monodromies Mρ ∈ SL(2,Z).
Simple examples
Let us now discuss some examples of T2-fibrations with varying complex structure.
The simplest solution for τ(z) with a non-trivial monodromy is given by [135]
τ =
1
2pii
log z , (6.36)
which, when going around the origin via z ! e2pi iz, behaves as
τ ! τ + 1 . (6.37)
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Other examples for non-trivial monodromies of the complex-structure modulus
together with their solutions τ(z) are the following [132]
parabolic τ ! τ + b , τ =
b
2pii
log z ,
elliptic order 6 τ !
τ + 1
−τ , τ =
1− z1/3
e2pi i/3 − e4pi i/3z1/3 ,
elliptic order 4 τ ! −1
τ
, τ =
1−√z
i+ i
√
z
,
elliptic order 3 τ ! − 1
τ + 1
, τ =
1− z2/3
e2pi i/3 − e4pi i/3z2/3 .
(6.38)
Classification
A convenient way to encode the monodromy of the complex structure τ for a certain
class of fibrations is by describing the T2-fibre as an elliptic curve satisfying the
Weierstrass equation
y2 = x3 + f(z)x+ g(z) , (6.39)
with z the local coordinate on the base-manifold. The discriminant locus where
the fibre degenerates is given by ∆ : 0 = 4f 3 + 27g2. Furthermore, the functional
form of τ(z) is specified implicitly by Klein’s j-invariant which is expressed in
terms of f(z) and g(z) as
j(τ) =
(12f)2
4f 3 + 27g2
. (6.40)
Inverting this relation then gives the form of f(z) and g(z), which determine
τ(z). Degenerations of the complex structure of an elliptic fibration were classified
by Kodaira [138–140]. Depending on the functions f(z) and g(z) appearing in
(6.39) one can identify a corresponding monodromy around the degeneration point,
which we summarise in table 1. Note however, that not all monodromies can be
obtained via elliptic fibrations, for instance, hyperbolic monodromies do not appear
in Kodaira’s classification.
Global model
Let us finally return to the global setting with P1 as the base-manifold. There are
two conditions we have to impose in order to have a consistent background [134]:
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order of singularity singularity Kodaira type monodromy
0 smooth none
(
1 0
0 1
)
n An−1 In
(
1 n
0 1
)
2 cusp II
(
1 1
−1 0
)
3 A1 III
(
0 1
−1 0
)
4 A2 IV
(
0 1
−1 −1
)
6 + n D4+n I
∗
n
( −1 −n
0 −1
)
8 E6 IV
∗
( −1 −1
1 0
)
9 E7 III
∗
(
0 −1
1 0
)
10 E8 II
∗
(
0 −1
1 1
)
Table 1: Kodaira classification of singularities. The first column lists the vanishing
order of the discriminant locus ∆, the second column gives the type of singularity
in the total space, the third column lists Kodaira’s name for the fibre type, and the
last column gives the corresponding monodromy matrix. (For more details see for
instance table 1 in [134] or table 2 in [132].)
1. The metric on the base-manifold should be that of a two-sphere. By choosing
local complex coordinates z and z the metric on P1 can always be brought
into the form
ds2 = eϕ(z,z)dzdz , (6.41)
where the function ϕ encodes the monodromy. In the limit z !∞ and hence
far away from the points of degenerations, the metric should behave as
ds2 ∼
∣∣∣∣dzz2
∣∣∣∣2 , (6.42)
so that in terms of the variable u = 1/z the point z = ∞ is a smooth
point u = 0 on P1. Since a codimension two singularity has a deficit angle
pi/6 [135], a two-sphere is obtained if the orders of the singularities add up
to 24.
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Figure 8: Illustration of how a contour on a two-sphere encircling a set of marked
points can be deformed to a contour encircling none of these points.
2. The second condition which has to be imposed is that the monodromy en-
circling all singularities should be trivial. More concretely, as illustrated in
figure 8, a monodromy surrounding all singularities on a P1 can always be
deformed such that it surrounds a non-degenerate point and hence should
be trivial.
Remark
Let us recall from (6.20) that the SL(2,Z) transformations acting on τ and ρ are
generated by T - and S-transformations. Comparing then these transformations
with the example of the three-torus (cf. (6.23)), we find 6
three-torus with h = 1 T˜ : ρ ! ρ+ 1 ,
twisted torus with f = 1 U = S T S : τ !
τ
−τ + 1 ,
T-fold with q = 1 U˜ = S˜ T˜ S˜ : ρ !
ρ
−ρ+ 1 .
(6.43)
It is now tempting to identify a monodromy generated by T˜ with one unit of H-
flux, a monodromy generated by U with one unit of geometric flux and so on.
However, it turns out that a general monodromy in SL(2,Z) can be expressed in
multiple ways in terms of T - and S-transformations. Hence, there is no unique
assignment of a flux to a given monodromy in this way [132].
6.4 T2-fibrations over R2
We also want to discuss T2-fibrations over R2 \∆, where ∆ is in general a set of
n points in R2 at which the T2-fibre is allowed to degenerate. However, in this
6A monodromy in τ of the form T : τ ! τ + 1 leads to a twisted torus with one unit of
geometric flux, in which the coordinates and radii are interchanged as y1 ↔ y2, R1 ↔ R2 as
compared to the twisted torus given in (6.6).
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section we focus again on a single point of degeneration located at the origin.
Furthermore, we embed these four-dimensional fibrations into ten dimensions in
the following way
R1,5 × (B n T2) , B = C \ {0} , (6.44)
and require them to be consistent supergravity backgrounds.
Setting
More concretely, we consider ten-dimensional backgrounds with a in general non-
trivial metric, Kalb-Ramond B-field and dilaton φ which are required to solve
the string-theoretical equations of motion given in (3.31). We make the following
ansatz
ds2 = ηµν dx
µdxν + e2ϕ1τ2ρ2 α
′dzdz +Gab(z)dyadyb ,
B = α′ρ1dy1 ∧ dy2 ,
e2φ = ρ2 ,
(6.45)
where xµ with µ = 0, . . . , 5 denote local coordinates in six-dimensional Minkowski
space, z ∈ C is a complex coordinate in the base-manifold B, and ya with a = 1, 2
are local coordinates on the T2-fibre. As before, τ = τ1 + iτ2 denotes the complex-
structure modulus and ρ = ρ1 + iρ2 denotes the complexified Kähler modulus of
the fibre, and ϕ = ϕ1 + iϕ2 is a meromorphic function on C.7 Requiring the metric
on B to be single-valued, one can show that ϕ(z) has to transform as
eϕ(z) ! eϕ(z)
(
cτ(z) + d
)
, (6.46)
under the monodromy M when encircling the defect [134, 141, 136, 137]. In par-
ticular, this ensures that – depending on the monodromy – e2ϕ1τ2 or e2ϕ1ρ2 is
single-valued. (We do not consider monodromies in τ and ρ simultaneously, for
which we refer for instance to [132].)
Examples for τ-monodromies
Let us now discuss examples for the three different cases of elliptic, parabolic and
hyperbolic τ -monodromies mentioned on page 83. Additional examples can be
found in [142].
7In (6.45) the real part of ϕ appears as a warp factor. The imaginary part is related to
supersymmetry transformations [137] which we are not discussing here.
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 Let us start with a parabolic monodromy τ ! τ +1 along a path around the
origin z = 0. We have already discussed the main structure of the solution
above, and we find
τ(z) =
1
2pii
log
(
z
µ
)
, eϕ(z) =
α′
R21
, ρ = i
R1R2
α′
, (6.47)
where we included an integration constant µ, R1,2 are the radii of the two-
torus and where a possible constant B-field has been set to zero. Using polar
coordinates for z as z = reiθ and (6.45), we can express the corresponding
background as follows
ds2 = ηµν dx
µdxν + h(r)
[
α′
(
dr2 + r2dθ2
)
+R21
(
dy1
)2]
+
α′
h(r)
(
dy2 +
θ
2pi
dy1
)2
,
B = 0 ,
e2φ =
R1R2
α′
.
(6.48)
The function h(r) depends only on the radial direction and is given by
h(r) =
R2
R1
log
[
µ
r
]
2pi
. (6.49)
This configuration is a solution to the string equations of motion (3.31), and
it is known as the semi-flat limit of the compactified Kaluza-Klein monopole.
We come back to this point below.
 Next, we consider an elliptic monodromy of order four, which acts on the
complex-structure τ as τ ! −1/τ when encircling the degeneration. The
solution for the holomorphic functions appearing in (6.45) is given by (see
for instance [132])
τ(z) =
1− e iκ2 √z
i+ ie
iκ
2
√
z
, eϕ(z) =
z1/4
1− e iκ2 √z , ρ = i
R1R2
α′
, (6.50)
where κ is an integration constant. The singularity is of Kodaira type III,
and the explicit form of the background can be obtained using (6.50) in (6.45)
and (6.22). Without further discussing this solution, let us simply state the
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explicit form
ds2 = ηµν dx
µdxν +
R1R2
(
r3/2 − r1/2)
1− 2 cos [θ + κ] r + r2
(
dr2 + r2dθ2
)
+
R1R2
r − 1
[ (
1− 2 cos [ θ+κ
2
]√
r + r
)(
dy1
)2
− 4 sin [ θ+κ
2
]√
rdy1dy2
+
(
1− 2 cos [ θ+κ
2
]√
r + r
)(
dy2
)2 ]
,
B = 0 ,
e2φ =
R1R2
α′
.
(6.51)
 Let us also give an example for a hyperbolic monodromy in τ . Taking a
transformation of the form τ ! −N − 1/τ for N ≥ 3, the solution for the
holomorphic functions is given by (see e.g. [132])
τ(z) =
1
λ
(
(κ1)
λ2(λ2 − 1)
κ1ei z˜ − (κ1)λ2 − 1
)
,
eϕ(z) = κ2 λ e
− i
2
z˜
(
κ1e
i z˜ − (κ1)λ2
)
,
ρ = i
R1R2
α′
, (6.52)
where κ1,2,3 are again integration constants and
z˜ = κ3 (1− λ2) + 1
pi
log(λ) log
(
piz(λ2 − 1)) ,
λ =
1
2
(
N +
√
N2 − 4
)
.
(6.53)
It is not clear how to interpret such solutions near the point of degenera-
tion, since the imaginary part of τ is highly oscillating near z = 0. This is
consistent with the fact that diffeomorphisms of hyperbolic type cannot be
obtained as monodromies of a degenerating elliptic curve and hence cannot
be associated with a degeneration point of the fibre. The resulting back-
ground has a rather involved form and will not be presented here.
Examples for ρ-monodromies
We now turn to the discussion of non-trivial monodromies for the complexified
Kähler modulus around the point z = 0 at which the fibre degenerates. For single-
valuedness of the metric now ρ determines the transformation of the warp factor
ϕ(z).
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 We again start with a parabolic monodromy of the form ρ ! ρ + 1. By
comparing with the definition of ρ given in (6.17), we see that this transfor-
mation corresponds to a gauge transformation of the B-field. Going through
the procedure explained above and fixing the complex structure to a partic-
ular form, one obtains the following solution for the holomorphic functions
τ(z) = i
R1
R2
, eϕ =
α′
R21
, ρ =
1
2pii
log
(
z
µ
)
. (6.54)
Using these expressions in (6.45) and changing to polar coordinates via z =
reiθ, we find the following background
ds2 = ηµν dx
µdxν + h(r)
[
α′
(
dr2 + r2dθ2
)
+R21
(
dy1
)2
+R22
(
dy2
)2]
,
B = α′
θ
2pi
dy1 ∧ dy2 ,
e2φ =
R1R2
α′
h(r) ,
(6.55)
with
h(r) =
α′
R1R2
log
[
µ
r
]
2pi
. (6.56)
As we will explain further below, this is the semi-flat limit of the NS5-brane
solution compactified on a two-torus.
 As a second example, we consider a parabolic monodromy of the form ρ !
ρ/(1− ρ). The holomorphic functions are now specified by
τ(z) = i
R1
R2
, eϕ =
R2
2pi
√
α′
log
(
z
µ
)
, ρ = − 2pii
log
(
z
µ
) . (6.57)
This leads to the background
ds2 = ηµν dx
µdxν + h(r)α′
[
dr2 + r2dθ2
]
+
h(r)
h(r)2 +
[
R1R2
α′
θ
2pi
]2[R21(dy1)2 +R22(dy2)2] ,
B = −R
2
1R
2
2
2piα′
θ
h(r)2 +
[
R1R2
α′
θ
2pi
]2 ,
e2φ =
R1R2
α′
h(r)
h(r)2 +
[
R1R2
α′
θ
2pi
]2 ,
(6.58)
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with
h(r) =
R1R2
α′
log
[
µ
r
]
2pi
. (6.59)
This is a non-geometric background, which is also known as the 522-brane
[143,137,144].
 An elliptic monodromy in ρ of the form ρ ! −1/ρ can be obtained by
applying a T-duality transformation along the y2-direction to the background
(6.50). According to (6.23), such a duality transformation interchanges τ and
ρ leading to
τ = i
R1
R2
, eϕ(z) =
z1/4
1− e iκ2 √z , ρ(z) =
1− e iκ2 √z
i+ ie
iκ
2
√
z
, (6.60)
where κ is again an integration constant. The corresponding ten-dimensional
solution is obtained by using these expressions in (6.45) for which one finds
ds2 = ηµν dx
µdxν +
R1
R2
α′
(
r3/2 − r1/2)
1− 2 cos [θ + κ] r + r2
(
dr2 + r2dθ2
)
+
α′(r − 1)
1 + 2 cos
[
1
2
(θ + κ)
]
r1/2 + r
[
R1
R2
(
dy1
)2
+
R2
R1
(
dy2
)2]
B = − 2α
′ sin
[
1
2
(θ + κ)
]
r1/2
1 + 2 cos
[
1
2
(θ + κ)
]
r1/2 + r
dy1 ∧ dy2 ,
e2φ =
r − 1
1 + 2 cos
[
1
2
(θ + κ)
]
r1/2 + r
.
(6.61)
 Finally, an example for a hyperbolic ρ-monodromy can be obtained by ap-
plying again a T-duality transformation to the existing solution (6.52) inter-
changing ρ and τ . However, we do not discuss this solution further.
Remark
In this section we have embedded T2-fibrations over R2 \ {0} with non-trivial
monodromies into ten dimensions. These solutions satisfy the leading-order string
equations of motion summarised in (3.31). However, a proper string-theory back-
ground will in general have higher-order α′-corrections which are not captured via
(3.31). This can be seen also in some of the solutions constructed in this sec-
tion. For instance, the background (6.51) with an elliptic monodromy in τ has
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a singular behaviour near the core of the defect at r = 1. This signals that the
effective supergravity description breaks down and α′-corrections have to be taken
into account. A similar behaviour can be observed for the example of a hyperbolic
monodromy in τ given in (6.52).
6.5 The NS5-brane, KK-monopole and 522-brane
Comparing the form of the complex-structure and complexified Kähler moduli for
the solutions (6.54), (6.47) and (6.57), we see that these are related by T-duality
transformations along the fibre-directions. In particular, their monodromies are
those of the three-torus with H-flux, the twisted torus and the T-fold, respec-
tively. In this section we now want to study the higher-dimensional origin of these
backgrounds.
The NS5-brane
The NS5-brane solution of string theory is a well-known solitonic solution to the
ten-dimensional equations of motion (3.31). It is extended along (5 + 1) space-
time directions, and has a four-dimensional Euclidean transverse space. The cor-
responding ten-dimensional background fields take the form
ds2 = ηµν dx
µdxν + H(~x)d~x2 ,
H = ?4dH(~x) ,
e2φ = e2φ0H(~x) ,
H(~x) = 1 +
1
|~x|2 , (6.62)
where µ, ν = 0, . . . , 5, ~x = (x6, x7, x8, x9)T denote the transversal coordinates and
?4 is the Hodge star-operator in the transverse space. Furthermore, eφ0 = gs is the
string-coupling at spatial infinity.
The NS5-brane solution can be compactified on a two-torus by placing it on an
infinite array with length 2piR1 and 2piR2, as illustrated in figure 9b. This results
in an infinite sum of harmonic functions H(~x), which can be regularised as [145]
h(r) = 1 +
∑
~n∈Z2
1
r2 +
(
y1 − 2pi R1√
α′
n1
)2
+
(
y2 − 2pi R2√
α′
n1
)2
!
α′
R1R2
log
[
µ
r
]
2pi
+O(e−r) , (6.63)
where we re-labelled (x8, x9) ! (y1, y2) and where r2 = (x6)2 + (x7)2 denotes
the radial distance in the uncompactified two-dimensional transversal space. The
constant µ controls the regularisation of the sum. At leading order in r the com-
pactified solution matches with the background given in (6.55) and thus provides
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(a) Single NS5-brane.
y1
y2
(b) Infinite array of NS5-branes.
Figure 9: Illustration of the space transversal to the NS5-brane solution for
(x6, x7) = (0, 0). In figure 9a a single NS5-brane is shown, and in figure 9b an
infinite array of NS5-branes is illustrated.
a ten-dimensional origin for this T2-fibration. The limit shown in (6.63) is also
called the semi-flat limit [146,147].
The KK-monopole
Let us now turn to Kaluza-Klein monopole with compact circle direction y2. This
background is specified by the following field configuration [148,149]
ds2 = ηµν dx
µdxν + H(~x)d~x2 +
1
H(~x)
(
dy2 + A
)2
,
H = 0 ,
e2φ = e2φ0 ,
dA = ?3dH(~x) , (6.64)
where again µ, ν = 0, . . . , 5 but where now ~x = (x6, x7, x8), and where ?3 de-
notes the Hodge star-operator along the non-compact transversal part. The non-
triviality of the circle-fibration is encoded in the connection one-form A, and the
harmonic function is given by
H(~x) = 1 +
R2
2
√
α′ |~x| , (6.65)
with R2 denoting the radius of the y2-direction. The H-flux vanishes, and the
dilaton φ = φ0 is constant. An illustration of the space transversal to the KK-
monopole can be found in figure 10a.
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y2
(a) Single KK-monopole.
y1
y2
(b) Infinite array of KK-monopoles.
Figure 10: Illustration of the space transversal to the KK-monopole solution for
x6 = 0. In figure 10a a single KK-monopole is shown, and in figure 10b an infinite
array of KK-monopoles is illustrated.
This solution can now be compactified on a on a circle by placing it on an
infinite array with length 2piR1 (see figure 10b), which results in an infinite sum
of harmonic functions. This sum can be regularised as [150]
h(r) = 1 +
∑
n∈Z
R2
2
√
α′
√
r2 +
(
y1 − 2pi R1√
α′
n
)2
!
R2
R1
log
[
µ
r
]
2pi
+O(e−r) ,
(6.66)
where we re-labelled x8 ! y1 and where r2 = (x6)2 + (x7)2. The constant µ is
again related to the regulator, and at leading order in r the harmonic function
agrees with (6.49), and the background is the same as shown in (6.48). The limit
(6.66) is again called the semi-flat limit.
The 522-brane
Unfortunately, for the background (6.58) with the non-geometric parabolic mon-
odromy ρ ! ρ/(1 − ρ) a ten-dimensional origin similarly to the two examples
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discussed above is not known. We therefore cannot give a corresponding higher-
dimensional solution (within string theory).
Family of solutions
In analogy to the chain of backgrounds connected by T-duality transformations
illustrated in (6.13), we can now summarise the above solutions in the following
way
NS5-brane
on T2
KK-monopole
on S1
 
−
−
−−
 
−
−
−−
NS5-brane
semi-flat
τ↔ρ
 −−−−! KK-monopolesemi-flat
τ↔− 1
ρ
 −−−−−! 522-brane
ρ!ρ+1 τ!τ+1 ρ! ρ−ρ+1
(6.67)
where on top we have shown the full NS5-brane and KK-monopole solution com-
pactified on T2 and S1, respectively. Performing then the semi-flat limit and ignor-
ing higher-order terms in the transversal radius (see equations (6.63) and (6.66)),
we arrive at a family of T2-fibrations over C \ {0} which are related by T-duality
transformations. We furthermore indicated the patching transformations for each
of these fibrations.
Remarks
Let us close this section with the following remarks:
 Around equations (6.63) and (6.66) we have illustrated how – at leading-order
in r – compactifications of the NS5-brane solution and the KK-monopole cor-
respond to the backgrounds (6.55) and (6.48), respectively. However, taking
into account higher-order corrections in r (and thus capturing higher-order
α′-corrections) modifies this picture [151]. On the other hand, it has been
shown in [152, 153] that corrections to the compactified NS5-brane corre-
spond to instanton corrections. This analysis has been extended in [153–157]
to include T2-compactifications.
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 We also remark that a discussion of the T-duality chain (6.67) in the context
of the heterotic string can be found in [158], and an effective world-volume
action for the 522-brane has been proposed in [159].
 In this section we have studied the NS5-brane and its T-dual backgrounds.
However, string-theory also features S-duality which for instance maps a
NS5-brane to a D5-brane. The latter is then related to other Dp-branes via
T-duality. This gives rise to a plethora of localised sources, which can have
more general non-geometric properties.
The combination of T-duality and S-duality is called U-duality, and an appro-
priate framework to study corresponding sources is exceptional field theory
(EFT). Since it is beyond the scope of this work to discuss EFT, we want to
refer the reader to the review [160–162]. We note however that brane solu-
tions obtained from U-duality transformations have been studied for instance
in [89,163–167,137,168–171].
6.6 Remarks
In this last section we want to give an overview of further aspects and developments
in the context of torus fibrations which we did not cover above.
 A dimensional reduction of the backgrounds studied in section 6.1 and 6.2
along the compact directions corresponds to a generalised Scherk-Schwarz
reduction [126, 127]. In the reduced lower-dimensional theory a potential is
generated, which can be specified in terms of the monodromy matrix of the
fibration [129]. Monodromies of elliptic SL(2,Z)-type have finite order and
are conjugate to rotations. This implies that the corresponding potential
will always have a stable minimum at the fixed-point of the monodromy.
Parabolic monodromies have fixed points which correspond to decompacti-
fication limits, and hyperbolic monodromies do not have critical points on
the upper half-plane. We discuss this point in detail in section 8.7.
 In the above sections we have focused on T2-fibrations over various base-
manifolds. Of course, one can also consider Tn-fibrations for n ≥ 3, however,
in this case the structure of the monodromy group becomes more involved
[172]. Nevertheless, in [147] a number of models in different dimensions are
constructed.
More generally, one can also fibre K3-manifolds non-trivially over a base
and consider monodromies in the duality group of K3. For mirror symmetry
such constructions have been called mirror-folds and have been discussed
in [173–175].
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 Non-geometric backgrounds can also be studied for the heterotic string. A
difference to the type II constructions presented in this section is that on the
heterotic side also Wilson-moduli have to be taken into account, which en-
large the duality group. For some explicit constructions see for instance [141].
Via the heterotic–F-theory duality, non-geometric heterotic models can be
mapped to the F-theory side [176–178, 132, 179, 180]. Here one finds that
some of the heterotic non-geometric constructions correspond to geometric
F-theory models. This means that non-geometric backgrounds are a natural
part of string theory.
 A useful way to understand geometric as well as non-geometric compactifica-
tions is by geometrising the duality group. This is inspired by F-theory [181],
where the (in general varying) axio-dilaton is interpreted as the complex-
structure modulus of a two-torus T2 fibred over the space-time. The S-duality
group SL(2,Z) then acts on T2 in a geometric way as large diffeomorphisms,
similarly as we discussed above. For a recent review on F-theory see for
instance [182].
For the T2-fibrations considered in the above sections we compactify along
the T2-directions such that we are left with a lower-dimensional theory with
a complex-structure modulus τ(x) and a complexified Kähler modulus ρ(x).
The corresponding T-duality group is SL(2,Z)× SL(2,Z)× Z2 × Z2. Since
SL(2,Z) is the modular group of a two-torus, one can associate to the full
duality group a degenerate genus two-surface of the form
(6.68)
On this surface the T-duality group acts in a geometric way, namely as the
mapping-class group. For larger duality groups a corresponding discussion
can be found in [183,184].
 Instead of restricting oneself to the T-duality group, one can also construct
string-theory backgrounds with patching-transformations contained in larger
duality groups. For certain type II compactifications this is for instance the
U -duality group (a combination of T- and S-duality) [185,2], and correspond-
ing U -folds have been discussed for instance in [186–189].
 Another way to describe non-geometric Tn-fibrations is through Hull’s dou-
bled formalism [16] to be discussed in section 9. Here, one doubles the
dimension of the torus fibre to T2n where – roughly speaking – one considers
the left- and right-moving modes shown for instance in (2.21) as independent
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coordinates. The physical torus-fibre is obtained by choosing a n-dimensional
subspace of T2n, which is also called a polarisation. Duality transformations
O(n, n,Z) then change this polarisation within the doubled space, and hence
lead to dual configurations. The doubled formalism is particularly useful to
describe non-geometric backgrounds and we come back to this question in
section 9.
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7 Generalised geometry
In this section we take a different perspective on T-duality, non-geometric back-
grounds and non-geometric fluxes. The framework we are going to discuss is that
of generalised geometry, which has been developed in [190, 191]. For a treatment
in the physics literature we refer for instance to [192–194,43,195], which we follow
in parts in this section.
7.1 Basic concepts
The main motivation for generalised geometry was to combine complex and sym-
plectic manifolds – admitting a complex structure and a symplectic structure,
respectively – into a common framework [190,191]. It turns out that this allows to
describe diffeomorphisms and gauge transformations of the Kalb-Ramond B-field
in a combined way. In this section we introduce the basic concepts of generalised
geometry, and in later sections use them for the description of non-geometric back-
grounds.
Generalised tangent-bundle
In generalised geometry vector-fields and differential one-forms are combined into
a unified framework. The main idea is to consider a so-called generalised tangent-
bundle E over a D-dimensional manifold M , which can be introduced via the
sequence
0 −! T ∗M −! E −! TM −! 0 . (7.1)
Locally E is the direct sum TM ⊕ T ∗M of the tangent-bundle TM and the
cotangent-bundle T ∗M of a manifold M , and the sections of E are called gener-
alised vectors which contain a vector-part x and a one-form part ξ. Again locally,
these can be expressed as
X = x+ ξ , x ∈ Γ(TM) , ξ ∈ Γ(T ∗M) . (7.2)
The non-triviality of the generalised tangent-bundle E is encoded in transition
functions between local patches Ua ⊂ M . When going from one patch Ua to
another patch Ub, diffeomorphisms are used to relate vectors and one-forms –
describing the non-triviality of TM . But, additional transformations of the one-
forms encode how T ∗M is fibred over TM . In formulas, this reads 8
xa + ξa = A
−1
ab xb +
[
ATabξb − ιA−1ab xbBab
]
, (7.3)
8In this section we will employ a coordinate-free notation for vector-fields and differential
forms for most of the time. However, sometimes we also use {∂i} ∈ Γ(TM) and {dxi} ∈ Γ(T ∗M)
as local bases for the tangent- and cotangent-space.
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where Aab ∈ GL(D,R) is an invertible matrix describing diffeomorphisms, Bab is
a two-form9 and ιx denotes the contraction with a vector-field x. The notation ab
indicates that we are working on the overlap Ua ∩ Ub of two local patches Ua and
Ub. Using a two-component notation for the generalised vector and recalling the
2D × 2D matrices (2.43) and (2.46), we can express (7.3) as
Xa =
(
xa
ξa
)
=
(
1 0
Bab 1
)(
A−1ab 0
0 ATab
)(
xb
ξb
)
= OB abOA abXb . (7.4)
Furthermore, one usually restricts the two-form as Bab = dΛab, where on the triple
overlap Ua ∩ Ub ∩ Uc the one-forms Λab have to satisfy (see also our discussion on
page 37)
Λab + Λbc + Λca = g
−1
abc
(
dgabc
)
. (7.5)
The function gabc is an element of U(1) and is given by gabc = eiλabc , which describes
the structure of a gerbe. The generalised tangent-bundle therefore geometrises
diffeomorphisms and B-field gauge transformations.
Bi-linear form and O(D,D,R)
Given the generalised tangent-bundle E, there is a natural bilinear form of sig-
nature (D,D). Denoting by ιx again the contraction with a vector-field x, we
have 〈
X, Y
〉
=
〈
x+ ξ, y + χ
〉
=
1
2
(
ιxχ+ ιyξ
)
, (7.6)
where x, y ∈ Γ(TM) and ξ, χ ∈ Γ(T ∗M). Employing the 2D-component vector-
notation shown in (7.4), we can express (7.6) as〈
X, Y
〉
=
1
2
XTη Y , η =
(
0 1
1 0
)
, (7.7)
where we adopted the same notation as in equation (2.27). The transformations
which leave this inner product invariant are O(D,D,R) transformations O charac-
terised by OTηO = η. Note that in contrast to our discussion in section 2.3, there
are no restrictions on the vector-fields being integers and hence the transformations
take values in R.
Let us now study the basic transformations belonging to the structure group
O(D,D,R). This discussion is similar to the one in section 2.3, which we recall
here from a slightly different perspective:
9In the following we use the notation B both for a two-form B = 12Bijdx
i ∧ dxj as well as for
its components Bij . The distinction between a two-form and an anti-symmetric matrix should
be clear from the context.
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 As we already mentioned, diffeomorphisms are described by matrices of the
form (2.43), which are expressed in terms of A ∈ GL(D,R). On the gener-
alised vectors these act as
X ′ = OAX OA =
(
A−1 0
0 AT
)
. (7.8)
 The so-called B-transforms with O(D,D,R) a matrix of the form (2.46) is
expressed in terms of an anti-symmetric D ×D matrix B. Here we have
X ′ = OBX , OB =
(
1 0
B 1
)
,
X = x+ ξ 7! X ′ = x+
(
ξ − ιxB
)
,
(7.9)
where in the second line B is interpreted as a two-form with components
given by the anti-symmetric matrix Bij (cf. footnote 9).
 The so-called β-transforms are described by matrices of the form (2.54),
which are expressed in terms of an anti-symmetric D × D matrix β. For
such transformations we have
X ′ = OβX , Oβ =
(
1 β
0 1
)
,
X = x+ ξ 7! X ′ =
(
x+ βxξ
)
+ ξ ,
(7.10)
where the action of the bivector-field β = 1
2
βij∂i ∧ ∂j on forms is defined via
the contraction. In particular, for a one-form ξ one has βxξ = −ξiβij ∂j,
where {∂i} is a local basis on the tangent-space TM .
 Finally, transformations expressed in terms of O(D,D,R) matrices of the
form (2.50) interchange vector-field and one-form components. With Ei a
D × D matrix whose only non-vanishing component is (Ei)ii = 1, we have
the transformations
X ′ = O±iX , O±i =
(
1− Ei ±Ei
±Ei 1− Ei
)
. (7.11)
Courant bracket
Similarly to having a Lie bracket for vector-fields on the tangent-space, one can
define a corresponding bracket for the generalised tangent-space E. In the present
case this is the Courant bracket which is given by [196][
X, Y
]
C
=
[
x+ ξ, y + χ
]
C
= [x, y ]L + Lxχ− Lyξ − 1
2
d
(
ιxχ− ιyξ
)
, (7.12)
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where [· , · ]L denotes the usual Lie bracket of vector-fields and ιx denotes the con-
traction with the vector-field x. Note that the Lie derivative L and the contraction
ι satisfy the following relations
Lx = d ιx + ιx d , L[x,y]L = [Lx,Ly] , ι[x,y]L = [Lx, ιy] . (7.13)
The Courant bracket is anti-symmetric and maps two generalised vectors to an-
other generalised vector. In general, however, the Courant bracket is not a Lie
bracket as it fails to satisfy the Jacobi identity. The latter can be represented by
the Jacobiator
Jac
(
X, Y, Z
)
C
=
[
[X, Y ]C, Z
]
C
+
[
[Z,X]C, Y
]
C
+
[
[Y, Z]C, X
]
C
, (7.14)
with X, Y, Z ∈ Γ(E) three generalised vectors. Let us also define the so-called
Nijenhuis operator
Nij
(
X, Y, Z
)
C
=
1
3
(〈
[X, Y ]C, Z
〉
+
〈
[Z,X]C, Y
〉
+
〈
[Y, Z]C, X
〉)
, (7.15)
where the inner product was defined in equation (7.6). For the above Courant
bracket, one can then show that [191]
Jac
(
X, Y, Z
)
C
= dNij
(
X, Y, Z
)
C
. (7.16)
The right-hand side is in general non-vanishing, and imposes a non-trivial con-
straint. If the Nijenhuis operator vanishes, the generalised structure is said to be
integrable.
Transformations which preserve the Courant bracket are diffeomorphisms and
B-transforms. Indeed, as one can check we have
OA
([
X, Y
]
C
)
=
[OAX,OAY ]C , OB ([X, Y ]C) = [OBX,OBY ]C , (7.17)
for dB = 0 [191]. This explains the restriction on B mentioned below (7.4). These
transformations form the so-called geometric group, which is also the group used
in the patching (7.3). Elements not belonging to the geometric group – such
as β-transformations – change the differentiable structure. Let us however also
note that, as we will exemplify on page 122, if the generalised vectors satisfy
certain restrictions then the Courant bracket can be preserved also by additional
O(D,D,R) transformations.
Dirac structure
A structure which will be useful later is the so-called Dirac structure. Its definition
is that of a subspace L ⊂ TM ⊕ T ∗M which is
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 maximal (dimension of L is D)
 isotropic (η(V, V ) = 0 for all V ∈ L) and which is
 involutive (closed under the Courant bracket).
It turns out that the Nijenhuis operator defined in (7.15) vanishes for elements in
L, and hence the Jacobiator on L vanishes too. This means that on the subspace
L ⊂ TM ⊕ T ∗M the Courant bracket is a Lie bracket.
Dorfman bracket
Another bracket which is useful in the context of generalised geometry is the
Dorfman bracket [197,191]. It is defined as
X ◦ Y = [x, y]L + Lxχ− ιydξ , (7.18)
for generalised vectors X, Y ∈ Γ(E). This bracket is not skew-symmetric, but
its anti-symmetrisation gives the Courant bracket (7.12). The Dorfman bracket
satisfies a Leibniz rule of the form
X ◦ (Y ◦ Z) = (X ◦ Y ) ◦ Z + Y ◦ (X ◦ Z) , (7.19)
and can therefore be used to define a so-called generalised Lie derivative as
LXY = X ◦ Y . (7.20)
On functions f the generalised Lie derivative acts as LXf = ιxdf .
Generalised metric
We now want to define a positive-definite metric for the generalised tangent-bundle
E. Since the inner product (7.6) has split signature, it is not suitable candidate.
However, let us choose a D-dimensional sub-bundle C+ ⊂ E of the generalised
tangent-bundle which is positive definite with respect to the inner product (7.6).
The orthogonal complement, which is negative-definite, is denoted by C− and we
have E = C+ ⊕ C−. The generalised metric can then be defined as
H = η ∣∣
C+
− η ∣∣
C−
. (7.21)
This decomposition defines a reduction of the structure group from O(D,D,R) to
O(D,R) × O(D,R). Note that H is symmetric and non-degenerate. In the basis
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chosen above, let us then specify 10
H =
( 1
α′ g 0
0 α′g−1
)
, (7.22)
where g is the ordinary metric on M . Indeed, this choice of H is positive definite.
However, if we now perform a B-transform (7.9) with an anti-symmetric matrix
Bij given by the components of the the Kalb-Ramond field b as Bij = 1α′ bij, we
find
H! H′ = O−TB HO−1B =
(
1
α′ (g − bg−1b) +bg−1
−g−1b α′g−1
)
, (7.23)
which is the generalised metric we defined already in (2.27). Let us mention
that an arbitrary B-transform is in general not an automorphism of the Courant
bracket, and therefore changes the differentiable structure. Only when db = 0, the
transformed and the original background are equivalent. However, for our purpose
here of motivating the generalised metric locally this distinction is not important.
Generalised vielbein
We finally want to introduce a generalised vielbein basis for the generalised metric.
To do so, we use a similar notation as in (2.23) and write for the components of
the ordinary metric in a local basis {dxi} ∈ Γ(TM)
gij = (e
T )i
aδab e
b
j , (7.24)
and the inverse of eai is denoted again as eia. For the B-field we employ a similar
notation, that is bij = (eT )ia bab ebj. Using then 2D-dimensional indices I and A,
the generalised vielbein EI = {EAI} with index structure
E = {EAI} =
( Eai Eai
Eai Eai
)
(7.25)
can be defined via the relations
η = ET
(
0 1
1 0
)
E , H = ET
(
δ 0
0 δ−1
)
E , (7.26)
where matrix multiplication is understood. Note that the index-structure of the
generalised metric is HIJ , for the Kronecker δ-symbol we use δab and δab ≡ (δ−1)ab,
10This choice is well-motivated in the context of generalised Kähler geometry. For more details
see for instance chapter 6 of [191].
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and that the inverse of E will be denoted by E . We can now solve (7.26) for the
generalised vielbeins by introducing two sets of ordinary vielbein matrices (e±)ai
as gij = (eT±)iaδab (e±)bj. The subscripts ± indicate to which of the two subspaces
shown in (7.21) the vielbeins correspond to, and e+ and e− are related to each
other by an O(D,R) transformation acting on the flat index a which leaves the
right-hand side of (7.24) invariant. The generalised vielbein can then be expressed
as [43]
E = 1
2
√
α′
( (
e+ + e−
)a
i− δab
(
eT+ − eT−
) m
b
bmi δ
ab α′
(
eT+ − eT−
)
b
i
δab
(
e+ − e−
)b
i −
(
eT+ + e
T
−
) m
a
bmi α
′(eT+ + eT−)ai
)
. (7.27)
However, as for the usual frame-bundle the ordinary vielbeins take values in,
also here there are transformations acting on EA which do not change the defining
equations (7.26). Indeed, we see that
EA ! KABEB (7.28)
with K ∈ O(D,D,R) leaves the first relation in (7.26) invariant. Though, the
second relation is left invariant only by transformations K ∈ O(D,R)×O(D,R) ⊂
O(D,D,R). In analogy to the usual frame bundle which defines an O(D,R) struc-
ture, in the generalised-geometry situation we therefore have a O(D,R)×O(D,R)
structure. In particular, for the vielbein (7.27) the corresponding transformations
are given by [43]
K = 1
2
(
O+ +O−
(
O+ −O−
)
δ−1
δ
(
O+ −O−
)
δ
(
O+ +O−
)
δ−1
)
,
(
O±
)a
b ∈ O(D,R) . (7.29)
Using these transformations we can set for instance e+ = e− = e, which simplifies
the generalised vielbein (7.27) to a convention often used in the literature
E = 1√
α′
(
eai 0
−eam bmi α′ eai
)
. (7.30)
7.2 Lie and Courant algebroids
The introduction of generalised geometry in the last section was done with an ap-
plication to T-duality and non-geometric backgrounds in mind. In this section we
want to explain the underlying mathematical structures in some more detail. For
further discussions we refer to [191], and for a discussion in the physics literature
for instance to [198,199].
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Lie algebroid
Let us start by introducing the concept of a Lie algebroid [200]. To specify a Lie
algebroid one needs three pieces of information:
 a vector bundle E over a manifold M ,
 a bracket [· , · ]E : E × E ! E, and
 a homomorphism ρ : E ! TM called the anchor map.
Similar to the usual Lie bracket, we require the bracket [· , · ]E to satisfy a Leibniz
rule. Denoting functions by f ∈ C∞(M) and sections of E by si ∈ Γ(E), this reads
[s1, fs2]E = f [s1, s2]E + ρ(s1)(f)s2 , (7.31)
where ρ(s1) is a vector-field which acts on functions f as a derivation. If in addition
the bracket [· , ·]E satisfies a Jacobi identity[
s1, [s2, s3]E
]
E
=
[
[s1, s2]E, s3
]
E
+
[
s2, [s1, s3]E
]
E
, (7.32)
then (E, [· , · ]E, ρ) is called a Lie algebroid. (If the Jacobi identity is not satisfied,
the resulting structure is called a quasi-Lie algebroid.) Therefore, roughly speak-
ing, when replacing vector-fields and their Lie bracket [· , · ]L by sections of E and
the corresponding bracket [· , · ]E one obtains a Lie algebroid. The relation between
the brackets is established by the anchor ρ. Indeed, the requirement that ρ is a
homomorphism implies that
ρ
(
[s1, s2]E
)
=
[
ρ(s1), ρ(s2)
]
L
, s1,2 ∈ Γ(E) . (7.33)
Examples
Let us illustrate this construction with two examples.
 We start with considering the tangent-bundle E = TM with the usual Lie
bracket [· , · ]E = [ · , · ]L. The anchor is chosen to be the identity map, i.e.
ρ = id. Then, the conditions (7.31) and (7.32) reduce to the well-known
properties of the Lie bracket, and (7.33) is trivially satisfied. Therefore,
E = (TM, [· , · ]L, ρ = id) is indeed a Lie algebroid.
 As a second example, we consider a Poisson manifold (M,β) with Poisson
tensor β = 1
2
βij ∂i ∧ ∂j, where {∂i} ∈ Γ(TM) denotes again a local basis
of vector-fields. A Lie algebroid is given by E = (T ∗M, [· , · ]KS, ρ = β]), in
which the anchor β] is defined as
β](dxi) = βij ∂j , (7.34)
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with {dxi} ∈ Γ(T ∗M) the standard basis of one-forms dual to the vector-
fields. The bracket [· , · ]KS on T ∗M is the Koszul-Schouten bracket, which
for one-forms ξ and η is defined as
[ξ, η ]KS = Lβ](ξ)η − ιβ](η) dξ . (7.35)
The conditions (7.31), (7.32) and (7.33) are satisfied, provided that β is a
Poisson tensor, that is
β[i|m∂mβ|jk] = 0 . (7.36)
Differential geometry
Using the bracket [· , · ]E of a Lie algebroid E, one can define a corresponding
differential dE : Γ(∧kE∗)! Γ(∧k+1E∗) through the relation
(
dE ω
)
(s0, . . . , sk) =
k∑
i=0
(−1)iρ(si)ω(s0, . . . , sˆi, . . . , sk)
+
∑
i<j
(−1)i+j ω([si, sj]E, s0, . . . , sˆi, . . . , sˆj, . . . , sk) , (7.37)
where ω ∈ Γ(∧kE∗) with E∗ the vector-space dual to E, si ∈ Γ(E) and the hat
stands for deleting the corresponding entry. One can show that this differential is
nil-potent for a Lie algebroid. Furthermore, using this differential we can define a
Lie derivative acting in the following way
Ls1s2 = [s1, s2]E , Ls ω = ιs ◦ dE ω + dE ◦ ιs ω , (7.38)
where s, si ∈ Γ(E) and ω ∈ Γ(E∗). This Lie derivative satisfies the standard
properties. Finally, a covariant derivative for a Lie algebroid E is a bilinear map
∇ : Γ(E)× Γ(E)! Γ(E) which has the properties
∇f s1s2 = f∇s1s2 , ∇s1(f s2) = ρ(s1)(f) s2 + f∇s1s2 , (7.39)
for s1, s2 ∈ Γ(E) and f ∈ C∞(M). Using this covariant derivative and the Lie-
algebroid bracket, one can now construct curvature and torsion tensors similarly
to ordinary differential geometry as
R(s1, s2) s3 =
[∇s1 ,∇s2] s3 −∇[s1,s2]E s3 ,
T (s1, s2) = ∇s1s2 −∇s2s1 − [s1, s2]E ,
(7.40)
for si ∈ Γ(E). For more details on these constructions we refer the reader for
instance to [198,199] and references therein.
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Courant algebroid
Let us now turn to the mathematical structure relevant for generalised geometry,
which is that of a Courant algebroid. It is a combination of a Lie algebroid with
its dual into a Lie bi-algebroid [201,202]. To be more precise,
Let M be a manifold and E ! M a vector-bundle over M together with a
non-degenerate symmetric bilinear form 〈· , ·〉, a skew-symmetric bracket [· , · ]E
on its sections Γ(E) and a bundle map ρ : E ! TM . Then (E, [· , · ]E, 〈· , ·〉, ρ)
is called a Courant algebroid if the following properties hold:
 For s1, s2 ∈ Γ(E) one has ρ([s1, s2]E) = [ρ(s1), ρ(s2)]E.
 For s1, s2 ∈ Γ(E) and f ∈ C∞(M) one has[
s1, fs2
]
E
= f
[
s1, s2
]
E
+ ρ(s1)(f)s2 − 〈s1, s2〉Df . (7.41)
 For f1, f2 ∈ C∞(M) one has 〈Df1,Df2〉 = 0, which means that ρ◦D = 0.
 For s0, s1, s2 ∈ Γ(E) one has
ρ(s0)〈s1, s2〉 = 〈[s0, s1]E + D〈s0, s1〉, s2〉
+ 〈s1, [s0, s2]E + D〈s0, s2〉〉 .
(7.42)
 For s1, s2, s3 ∈ Γ(E) one has Jac(s1, s2, s3)E = DNij(s1, s2, s3)E.
Here we used a definition of the Jacobiator Jac(· , · , ·)E and Nijenhuis tensor
Nij(· , · , ·)E for a bracket [· , · ]E similar to the ones in (7.14) and (7.15). In partic-
ular, we have defined
Jac
(
s1, s2, s3
)
E
=
[
[s1, s2]E, s3
]
E
+
[
[s3, s1]E, s2
]
E
+
[
[s2, s3]E, s1
]
E
,
Nij
(
s1, s2, s3
)
E
=
1
3
(〈
[s1, s2]E, s3
〉
+
〈
[s3, s1]E, s2
〉
+
〈
[s2, s3]E, s1
〉)
,
(7.43)
and we defined a map D : C∞(M)! Γ(E) through
〈Df, s〉 = 1
2
ρ(s)f . (7.44)
If we now compare this definition to our discussion in section 7.1, we see that
the generalised tangent-bundle (7.1) together with the bilinear pairing (7.6) and
the Courant bracket (7.12) is a Courant algebroid, in which the anchor map ρ is
the projection from E to TM . It then follows that the operator D is the exterior
derivative d.
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7.3 Buscher rules
In this section we discuss an application of the generalised-geometry framework
to the Buscher rules considered in section 3. More concretely, we want to express
the restrictions for performing T-duality in terms of generalised vectors on the
generalised tangent-space.
Restrictions
Recall that the Buscher rules were derived by identifying a global symmetry of the
world-sheet theory, gauging this symmetry, and integrating out the gauge field.
In order for this to be possible, certain constraints on the background have to be
satisfied. These are constraints for the existence of a global and a local symmetry,
and we summarise the corresponding equations (3.42), (3.43) and (3.47) here as
follows (we ignore the dilaton constraint)
global symmetry
LkαG = 0 , (7.45a)
ιkαH = dvα , (7.45b)
isometry algebra
[
kα, kβ
]
L
= fαβ
γ kγ , (7.46)
local symmetry
Lk[αvβ] = fαβγvγ , (7.47a)
3ιk[α fβγ]
δvδ = ιkαιkβ ιkγH . (7.47b)
Reformulation using the generalised Lie derivative
In order to describe the global-symmetry requirements (7.45), let us determine the
generalised Lie derivative (7.20) of the generalised metric shown in (7.23). For a
local basis on TM ⊕ T ∗M of the form {dXI} = {dxi, ∂i}, this Lie derivative is
determined by computing
LXH = LX
(
HIJ dXI ∨ dXJ
)
. (7.48)
If we choose for the generalised vector X = x + ξ one finds that the components
of (7.48) read [43]
(LXH)IJ =

1
α′
[
(g + b)
(Lxg−1)(g − b)
+
[
dξ + Lx(g + b)
]
g−1(g − b)
−(g + b) g−1[dξ − Lx(g − b)]] +b
(Lxg−1)+ [dξ + Lx b]g−1
−(Lxg−1)b− g−1[dξ + Lx b] α′Lkαg−1
 .
(7.49)
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In a similar way, one shows that LXη = 0 for all choices of generalised vectors X.
Rewriting (7.45b) as LkαB = d(vα + ιkαB) and defining
Kα = kα −
(
vα + ιkαB
)
, (7.50)
we see that the global symmetry requirements can be stated using the generalised
metric as
LKαH = 0 . (7.51)
The generalised vectors Kα are then called generalised Killing vectors. Using
(7.13), one can furthermore show that the isometry-algebra relation (7.46) and
the local relations (7.47a) are encoded in the closure of the so-called H-twisted
Courant bracket[
X, Y
]H
C
= [x, y ]L + Lxχ− Lyξ − 1
2
d
(
ιxχ− ιyξ
)
+ ιxιyH (7.52)
as [
Kα, Kβ
]H
C
= fαβ
γKγ . (7.53)
In addition, the remaining local symmetry relation (7.47b) is encoded in the van-
ishing of the Nijenhuis tensor (7.15) with respect to the twisted Courant bracket
(7.52), that is [58]
Nij
(
Kα, Kβ, Kγ
)H
C
= 0 . (7.54)
To summarise, the constraints on performing a T-duality transformation using
Buscher’s approach can be expressed in the framework of generalised geometry as
(7.50) being a generalised Killing vector with respect to the generalised metric,
which is closed with respect to the H-twisted Courant bracket (7.52) and whose
Nijenhuis tensor vanishes.
Remark
We remark that a particular solution to the constraint (7.47b) is given by requiring
ιk(αvβ) = 0. This is what is often done in the literature, however, in general other
solutions to (7.47b) may exist. Using the inner product (7.6), we can express
ιk(αvβ) = 0 as 〈
Kα, Kβ
〉
= 0 , (7.55)
which is an isotropy condition. Together with (7.53), the generalised Killing vec-
tors then define an isotropic and involutive sub-bundle of the generalised tangent-
bundle. If this sub-bundle is in addition maximal, it defines a Dirac structure (cf.
our discussion on page 107).
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7.4 Fluxes
In this section we present a description of geometric as well as non-geometric
fluxes within the framework of generalised geometry. We show how different flux-
backgrounds can be generated by acting with O(D,D) transformations on the gen-
eralised vielbeins; if these transformations are not automorphisms of the Courant
bracket a different flux-background is obtained.
Generalised vielbein
In section 5.2 we have seen that the geometric flux can be defined via the exterior
derivative of vielbein one-forms. Let us formalise this approach and introduce
the connection one-form ωab which satisfies Cartan’s structure equations. (For
a textbook introduction to this topic see for instance section 7.8 in [203].) In
particular, choosing the torsion to be vanishing the connection one-form is specified
by the relation
dea + ωab ∧ eb = 0 , ωab = Γacb ec , (7.56)
where ea = eai dxi is a basis of one-forms. As before, the eai are determined via
gij = (e
T )i
aδab e
b
j and Γacb are the Christoffel symbols for the vielbein-basis. The
algebra of the vielbein vector-fields ea = (eT )ai∂i is specified by structure constant
fab
c as
[ea, eb ]L = fab
c ec . (7.57)
In case of vanishing torsion, we can express the structure constants as fabc =
Γcab − Γcba, and equation (7.56) can therefore be written as
dea = −1
2
fbc
aeb ∧ ec . (7.58)
With respect to the example of the geometric flux, we therefore see that this flux is
alternatively encoded in the structure constants of the vielbein vector-field algebra
(7.57).
We now apply a similar reasoning to the generalised vectors: we replace the
ordinary vielbein vector-fields ea = {eai} by the generalised vielbein vector-fields
EA = {EAI} introduced in equation (7.25), and we replace the Lie bracket by the
Courant bracket (7.12). In analogy to (7.57) we then define generalised structure
constants FABC through [EA, EB]C = FABC EC . (7.59)
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Fluxes via O(D,D) transformations
Let us now construct explicit examples for backgrounds with geometric and non-
geometric fluxes. We start from a trivial generalised vielbein and act on them
with non-constant O(D,D) transformations. Such transformation are in general
not symmetries of the Courant bracket and therefore change the corresponding
background. However, this approach provides us with a technique to generate new
flux backgrounds.
Our starting point is a locally-flat metric gij = α′δij and a vanishing Kalb-
Ramond B-field. The generalised metric H then takes a diagonal form, and the
generalised vector-fields EA – which are the inverse-transpose of (7.25) – can be
expressed as
(E (0))A I = ( δai 00 δai
)
. (7.60)
Employing a local basis {∂I} = {∂i, dxi} of the generalised tangent-space and
defining EA = EAI ∂I , for the Courant bracket (7.12) of generalised vielbeins we
find [ E (0) a , E (0) b ]C = 0 ,[ E (0) a , E (0) b ]C = 0 ,[ E (0) a , E (0) b ]C = 0 .
(7.61)
Next, we generate new backgrounds by applying O(D,D) transformations O to
these generalised vectors, for which we have in matrix notation
E (O) = E (0)OT , O =
(
A B
C D
)
. (7.62)
Let us emphasise that these are in general non-constant transformations which are
also not automorphisms of the Courant bracket. We discuss now four examples of
O(D,D) transformations acting on the generalised vector-field (7.60):
 We start with an A-transformation which was mentioned in equation (7.8).
Choosing Aij = δib eˆbj with eˆai = eai/
√
α′ non-trivial and dimension-less
vielbein matrices, we obtain 11
(E (A))A I = ( eˆai 00 eˆai
)
. (7.63)
11We use dimension-less quantities in order to make the generalised vielbeins dimension-less,
in accordance with our conventions in (7.26).
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The Courant brackets between the generalised vectors then read[ E (A) a , E (A) b ]C = + fˆabc E (A) c ,[ E (A) a , E (A) b ]C = − fˆacb E (A) c ,[ E (A) a , E (A) b ]C = 0 ,
(7.64)
where fˆabc are the structure constants of the dimension-less vielbein vector-
fields eˆa defined as [ eˆa, eˆb ]L = fabc eˆc. We therefore see that an O(D,D)
transformation with non-trivial matrices A gives rise to a geometric flux.
 The next case we consider is a B-transformation (7.9) acting on the trivial
generalised vielbeins (7.60). For Bij = bˆij the (dimension-less) components
of a non-trivial Kalb-Ramond field b = α′
2
bˆij dx
i ∧ dxj, we find
(E (B))A I =
(
δa
i −δambˆmi
0 δai
)
. (7.65)
The Courant bracket for the corresponding generalised vectors takes the form[ E (B) a , E (B) b ]C = − Hˆabc E (B) c ,[ E (B) a , E (B) b ]C = 0 ,[ E (B) a , E (B) b ]C = 0 ,
(7.66)
where Hˆabc = δai δbj δck Hˆijk and Hˆijk = 3∂[ibˆjk] are the (dimension-less)
components of theH-fluxH = db. Here we see that a non-trivial B-transform
can give rise to a non-trivial H-flux.
 Let us also discuss a β-transformation (7.10) acting again on the trivial
generalised vielbeins (7.60). We find
(E (β))A I = ( δai 0−δamβmi δai
)
, (7.67)
where βij is an anti-symmetric matrix, and for the Courant brackets we
obtain [ E (β) a , E (β) b ]C = 0 ,[ E (β) a , E (β) b ]C = − Qabc E (β) c ,[ E (β) a , E (β) b ]C = − Qcab E (β) c + Rabc E (β) c .
(7.68)
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Here we defined the non-geometric Q- and R-flux as Qabc = δai δbj δckQijk
and Rabc = δai δbj δck Rijk with
Qi
jk = ∂iβ
jk , Rijk = 3 β[i|m∂mβjk] . (7.69)
Let us point out that the expression for the R-flux is similar to equation
(7.36) in the context of a Lie algebroid, and that a non-vanishing R-flux
gives rise to a quasi-Lie algebroid.
 Finally, O(D,D)-transformations O±i defined in (7.11) act on the trivial
generalised vielbeins (7.60) by interchanging vector-field and one-form com-
ponents. Since the matrices O±i are constant the resulting Courant brackets
vanish, however, when O±i acts on non-trivial vielbein matrices this changes.
We come back to this point in section 7.5.
To summarise, when acting with non-trivial O(D,D) transformations on the gen-
eralised vector-fields the corresponding Courant brackets are modified. This is ex-
pected since such transformations are in general not automorphisms of the Courant
bracket, however, in this way we can generate backgrounds with non-vanishing ge-
ometric and non-geometric fluxes. In particular, A-transformations lead to a geo-
metric flux, B-transformations give an H-flux, and β-transformations can generate
Q- and R-fluxes. Using the notation (7.59), we see that the geometric and non-
geometric fluxes are contained in FABC , where the indices A,B,C can be upper
or lower ones:
Fabc = − Hˆabc H-flux ,
Fab
c = + fˆab
c geometric flux ,
Fa
bc = − Qabc non-geometric Q-flux ,
F abc = + Rabc non-geometric R-flux .
(7.70)
General form of fluxes
For completeness, let us also give a general expression for the fluxes. We start
again from the trivial generalised vector-field (7.60) and apply to it a general
O(D,D) transformation of the form (7.62). The corresponding Courant brackets
take the form (7.59). Expressing then the structure constants FABC using δAI as
Fab
c = δa
i δb
j Fij
k δk
c, Fabc = δai δbj δck Fijk and so on, we find
Fijk =
(
AT
) m
i
∂m
(
AT
) n
j
Cnk − i↔ j
+
(
AT
) m
i
∂m
(
CT
)
jn
Ank − i↔ j
+
(
AT
) m
k
∂m
(
AT
) n
i
Cnj
+
(
AT
) m
k
∂m
(
CT
)
in
Anj ,
(7.71a)
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Fij
k =
(
AT
) m
i
∂m
(
AT
) n
j
D kn − i↔ j
+
(
AT
) m
i
∂m
(
CT
)
jn
Bnk − i↔ j
+
(
BT
)km
∂m
(
AT
) n
i
Cnj
+
(
BT
)km
∂m
(
CT
)
in
Anj ,
(7.71b)
Fi
jk =
(
BT
)km
∂m
(
AT
) n
i
D jn − j ↔ k
+
(
BT
)km
∂m
(
CT
)
in
Bnj − j ↔ k
+
(
AT
) m
i
∂m
(
BT
)jn
D kn
+
(
AT
) m
i
∂m
(
DT
)j
n
Bnk ,
(7.71c)
F ijk =
(
BT
)im
∂m
(
BT
)jn
D kn − i↔ j
+
(
BT
)im
∂m
(
DT
)j
n
Bnk − i↔ j
+
(
BT
)km
∂m
(
BT
)in
D jn
+
(
BT
)km
∂m
(
DT
)i
n
Bnj .
(7.71d)
Example
Let us finally mention a particular example which is often discussed in the litera-
ture. We consider the generalised vielbein (7.30), which we can express as
EA I =
(
eˆa
i −eˆambˆmi
0 eˆai
)
=
[
E (0)OTA OTB
]
A
I
, (7.72)
where E (0) has been defined in (7.60) and Aij = δib eˆbj and Bij = bˆij are given in
terms of the dimension-less vielbein matrices and the Kalb-Ramond field. For the
generalised vectors we then have
Ea = eˆa − ιeˆa bˆ , E
a
= eˆa , (7.73)
and the Courant bracket (7.59) reads[Ea, Eb ]C = + fˆabc Ec − Hˆabc Ec ,[Ea, Eb ]C = − fˆacb Ec ,[Ea, Eb ]
C
= 0 .
(7.74)
The H-flux in the vielbein basis is given by Hˆabc = eˆai eˆbj eˆck Hˆijk. We therefore
see that the generalised vielbein (7.73) encodes the H-flux as well as the geometric
flux, as one would expect from (7.72).
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7.5 T-duality
Let us now discuss T-duality transformations in the context of generalised geom-
etry. These can be realised via O(D) × O(D) transformations of the form (7.28)
acting on the generalised vielbein vector-fields.
O(D)×O(D) transformations
In section 7.4 we have considered O(D,D) transformations acting on the gen-
eralised vector EAI from the right, that is contracting the transformation ma-
trix O ∈ O(D,D) with the index I. However, as noted in (7.28) we have an
O(D)×O(D) structure, whose transformations act on the generalised vector from
the left. Recalling the form of the transformations given in (7.29),
 we see that O+ = O− corresponds to O(D) transformations which rotate the
generalised-vector components Ea and Ea in a similar way. The transforma-
tion of the corresponding Courant brackets is then worked out along similar
lines as above.
 On the other hand, for O+ 6= O− the O(D)×O(D) transformations mix the
components Ea and Ea. The corresponding Courant brackets are modified, in
particular, the type of fluxes appearing on the right-hand side will in general
change.
As a specific example for the second situation, let us consider two D×D matrices
of the form
O+ =

+1
+1
. . .
+1
 , O− =

−1
+1
. . .
+1
 , (7.75)
which via (7.29) lead to a matrix K+1. The latter is an example of K±i, which we
define as
K±i =
(
1− Ei ±Ei
±Ei 1− Ei
)
≡ O±i , (7.76)
where Ei and O±i were given around equation (7.11). Applying the transformation
K+1 induced by (7.75) to the generalised vector from the left, we interchange the
first vector-field and one-form components
EA ! E ′A =
(K+1) BA EB =

δ11E1
E aˆ
δ11E1
E aˆ
 , aˆ = 2, . . . D . (7.77)
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Computing now the Courant bracket of the transformed generalised vector-fields,
a similar interchange can be found. In particular, for (7.77) the index 1 of the
various fluxes is raised or lowered according to the following mapping
Hˆaˆbˆ1 ! −fˆaˆbˆ1 , fˆaˆbˆ1 ! −Hˆaˆbˆ1 ,
fˆaˆ1
bˆ ! −Qaˆ1bˆ , Qaˆ1bˆ ! −fˆaˆ1bˆ ,
Q1
aˆbˆ ! −R1aˆbˆ , R1aˆbˆ ! −Q1aˆbˆ ,
(7.78)
where aˆ, bˆ = 2, . . . , D and where the other flux-components do not change. For
transformations which are a combination of K±i a similar exchange between upper-
and lower-indices can be found. The behaviour of the fluxes shown in (7.78) is in
agreement with our results from section 5, as well as with [121], where the same
observation has been made in the context of supergravity. To summarise,
A T-duality transformation along the direction xi can be realised by
acting with K±i on the generalised vector-field EA from the left. For
the fluxes, a corresponding lower index i is raised and a corresponding
upper index i is lowered.
O(D,D) transformations
Let us now also relate the above results to O(D,D) transformations acting on the
generalised vectors from the right. Recall from (7.62) that a general generalised
vector can be expressed as E (O) = E (0)OT . Acting with a transformation O±i from
the right can be written as
E (O) ! E ′(O′) = E (O)OT±i
= E (0)OTOT±i
= K±i E (0)
(O−1±i OO±i)T ,
(7.79)
where the expression in parenthesis encodes the duality transformation of the
metric and Kalb-Ramond field. We thus see that a O±i transformation from the
right leads to a transformation of the background quantities, and raises or lowers
the position of the corresponding structure index.
Let us now note that transformations of the form E ! E ′ = E OT±i are in
general not automorphisms of the Courant bracket. However, for backgrounds
satisfying additional conditions – such as the T-duality requirements (7.45) – this
can change [194]. Let us illustrate this observation with the example of the three-
torus with H-flux discussed in section 5. Using (7.72), from the metric (5.1) and
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the H-flux (5.2) we determine a generalised vector-field as
EA I =

√
α′
R1
0 0 0 − h
2pi
x3
R1
0
0
√
α′
R2
0 + h
2pi
x3
R2
0 0
0 0
√
α′
R3
0 0 0
0 0 0 R1√
α′
0 0
0 0 0 0 R2√
α′
0
0 0 0 0 0 R3√
α′

, (7.80)
from which we can determine the only non-vanishing flux via the Courant brackets
as Hˆ123 = h2pi
1
R1R2R3
in accordance with (5.5). We now consider two types of
O(D,D) transformations:
 Let us first consider a matrix O+1 acting on (7.80) from the right. This
transformation leaves the Courant bracket between the generalised vectors
(7.80) invariant, and hence the flux does not change. This can be understood
from (7.79) by observing that O+1 generates a T-duality transformation of
the background along the direction x1, which is however un-done by K+1
acting from the left.
 As a second type we consider a matrix O+3 acting on (7.80) from the right.
Note that since (7.80) depends explicitly on x3, this transformation is not
an automorphism of the corresponding Courant bracket [194]. Indeed, the
transformed flux reads fˆ123 = − h2pi R3R1R2 . When comparing with (7.79), we
see that O+3 generates a T-duality transformation along the direction x3
which maps R3 ! α′/R3, and K+3 maps the H-flux to a geometric flux.
To summarise, for the example of the three-torus with H-flux we have illustrated
that T-duality transformations acting on the generalised vectors as O(D,D)-
transformations from the right leave the background invariant, provided that the
conditions discussed in section 7.3 are satisfied. If the latter are not satisfied, the
background changes.
7.6 Frame transformations
On page 110 we discussed the O(D)×O(D) structure of the generalised tangent-
bundle. Let us now first consider a particular O(D)×O(D) transformation (7.29)
which replaces the Kalb-Ramond B-field by a bivector-field β, and then construct
an effective action for the transformed fields.
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Change of frame
We start by recalling the generalised vielbein of a background with geometric and
H-flux shown in equation (7.30) as
E = 1√
α′
(
eai 0
−eam bmi α′ eai
)
, (7.81)
and then we perform an O(D) × O(D) transformation (7.29) specified by the
following two O(D) matrices [43]
O+ = 1 , O− =
(
e− δ−1eT b)(e+ δ−1eT b)−1 . (7.82)
The transformed generalised vielbein then takes the following form
E ′ = 1√
α′
(
e′ai −e′amβmi
0 α′ e′ai
)
, (7.83)
which is expressed in terms of a transformed vielbein e′ai (with corresponding
transformed metric g′ij) and a bivector-field βij of the form
e′ = eg−1 (g − b) , g′ = (g + b) g−1 (g − b) ,
β = − (g − b)−1 b (g + b)−1 . (7.84)
Let us note that the expressions for the transformed metric and the bivector-field
can also be encoded via the relation
(g − b)−1 = g′−1 − β . (7.85)
Since the background can be specified in terms of a generalised vielbein, we see
that locally the information is contained either in a metric and Kalb-Ramond field
g and b – or equivalently in a different metric and a bivector-field g′ and β.
Example
Even though locally one can always perform a change of frames from (g, b) to (g′, β),
globally the transformation (7.82) may not be well-defined. Let us illustrate this
situation with the example of the T-fold. Using our conventions from section 6.1,
we recall the metric and B-field of the three-dimensional T-fold background as
follows
gij =

R22
ρ
0 0
0
R21
ρ
0
0 0 R23
 , bij = 1
ρ
 0 −
α′
2pi
hx3 0
+ α
′
2pi
hx3 0 0
0 0 0
 , (7.86)
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where ρ = R
2
1R
2
2
α′2 +
[
h
2pi
x3
]2 and h ∈ Z. The transformation (7.82) for this example
takes the following explicit form
O+ = 1 , O− =
1
ρ
 R
2
1R
2
2
α′2 −
[
h
2pi
x3
]2
+R1R2
α′
h
pi
x3 0
−R1R2
α′
h
pi
x3
R21R
2
2
α′2 −
[
h
2pi
x3
]2
0
0 0 ρ
 , (7.87)
and the resulting metric and bivector-field is determined from (7.84) as
g′ij =

α′
R21
0 0
0 α
′
R22
0
0 0 R23
 , βij =
 0 +
hx3
2piα′ 0
− hx3
2piα′ 0 0
0 0 0
 . (7.88)
Note that these expressions are very similar to the metric and B-field of the three-
torus with H-flux shown in equation (6.3). However, even though locally (7.88)
takes a rather simple form, the T-fold background is nevertheless non-geometric.
This can be seen by noting that the change of frame (7.87) is not well-defined
under the identification x3 ! x3 + 2pi, and hence the frame (7.88) is globally not
well-defined [43]. This shows the globally non-geometric nature of the T-fold.
Effective action I – example
We now want to discuss how frame transformations change the effective description
of the theory. In particular, let us recall the ten-dimensional string-theory action
for the NS-NS sector in type II theories as
S = 1
2κ2
∫
e−2φ
[
R ? 1− 1
2
H ∧ ?H + 4dφ ∧ ?dφ
]
, (7.89)
where R denotes the Ricci scalar for the metric g, H = db is the field strength
of the Kalb-Ramond B-field, φ denotes the dilaton and ? is the ten-dimensional
Hodge star-operator. We also note that the generalised vielbein shown in (7.81)
contains information about the metric and B-field, which appear in the action
(7.89). However, when performing the change of frames shown in (7.82) the degrees
of freedom of g and b are re-packaged into a new metric g′ and a bivector-field β.
In view of (7.89), a natural question to ask is how an action for g′ and β can be
constructed. This program has been followed in the papers [204–208,198,209] and
the resulting formulation has been called symplectic gravity or β-supergravity.
In order to address this question we first recall that (7.89) is invariant under
diffeomorphisms xi ! xi + ξi(x) and gauge transformations of the Kalb-Ramond
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field. In particular, with ξ a vector-field and Λ a one-form, the metric and B-field
transform as
δξ g = Lξ g , δΛg = 0 ,
δξ b = Lξ b , δΛ b = dΛ ,
(7.90)
where Lξ denotes the usual Lie-derivative along the direction ξ. Now, when per-
forming the change of frames (7.84), diffeomorphisms and gauge transformations of
g and b become intertwined. Clearly, since g and b behave as ordinary tensors also
g′ and β will transform as expected under diffeomorphisms. However, under gauge
transformations of b now both g′ and β will transform, and these transformations
have been called momentum- [204] or β-diffeomorphisms [207] in the literature.
The main task is now to construct an action for g′ and β (and the dilaton φ),
which is invariant under ordinary diffeomorphisms as well as β-diffeomorphisms.
This has been investigated in the papers [204–206], where the explicit form of the
action can be found. The latter is motivated from double field theory (see sec-
tion 9.3 for a brief introduction to double field theory) and its explicit form is some-
what involved. We therefore do not recall it here but refer to the above-mentioned
literature. However, we can comment on the appearance of non-geometric fluxes in
this action. In particular, the analogue of the field strength for the Kalb-Ramond
field, transforming covariantly under β-diffeomorphisms, is given by
Θijk = −g′img′jng′kl
(
3β[m|p∂pβnl]
)
+O(∂g′) +O(∂β) , (7.91)
where the O(∂g′) and O(∂β) terms can be made explicit. This expression con-
tains the R-flux Rmnl = 3β[m|p∂pβnl] defined in equation (7.69), which shows that
the transformed action is suitable for describing non-geometric flux-backgrounds.
We also mention that questions concerning the equations of motion of the β-
supergravity, its dimensional reduction and specific examples have been discussed
in detail in [209].
Effective action II – Lie algebroid
The frame transformation (7.82) is only on particular example of an O(D) ×
O(D) transformation acting on the generalised vielbein (7.81). A framework which
incorporates more general changes of frame [207,208,198] are Lie algebroids which
we introduced in section 7.2. To explain this construction, we start from a general
Lie algebroid (E, [·, ·]E, ρ) and require the anchor ρ : E ! TM to be invertible.
We then consider the following additional structure:
 We equip the Lie algebroid E with a metric g ∈ Γ(E∗ ⊗sym E∗), which is
related to a Riemannian metric g on TM (appearing in (7.81)) through the
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dual anchor ρ∗ : E∗ ! T ∗M as
g =
(⊗2ρ∗)g . (7.92)
As briefly discussed on page 112, and more detailedly explained in [198],
for the metric on E we can construct a corresponding differential geometry.
The corresponding Ricci tensor Ric ∈ Γ(E∗⊗symE∗) on the Lie algebroid
can be constructed explicitly and is related to the ordinary Ricci tensor
Ric ∈ Γ(T ∗M ⊗sym T ∗M) via
Ric =
(⊗2ρ∗)Ric . (7.93)
 Next, we turn to a Kalb-Ramond field b ∈ Γ(Λ2E∗) on the Lie algebroid. It
is related to the usual Kalb-Ramond field b via the dual anchor as
b =
(
Λ2ρ∗
)
(b) . (7.94)
Using the differential dE on the Lie algebroid given in (7.37), we can define
a corresponding field strength as
Θ = dE b ∈ Γ(Λ3E∗) , (7.95)
and due to dE being nilpotent we see that Θ is invariant under Lie-algebroid
gauge transformations
b! b + dE a , a ∈ Γ(E∗) . (7.96)
In [198] these transformations have been called ρ-gauge transformations, and
they are the analogue of the usual Kalb-Ramond B-field gauge transforma-
tions.
After having defined a metric and Kalb-Ramond field on the Lie algebroid, we
can construct an action for g and b which is invariant under diffeomorphisms and
ρ-gauge transformations. Including the dilaton, such an action is given by [198]
S = 1
2κ2
∫
e−2φ |ρ∗|
[
R ? 1− 1
2
Θ ∧ ?Θ + 4dEφ ∧ ?dEφ
]
, (7.97)
where R is the Ricci scalar constructed from the Ricci tensor Ric and the metric g
on the Lie algebroid, the Hodge star-operator is defined with respect to the metric
g, and Θ has been given in (7.95) in terms of the Lie algebroid differential dE
defined in (7.37). The determinant of the dual anchor ρ∗ is denoted as |ρ∗|. This
action is by construction invariant under diffeomorphisms and two-form gauge
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transformations. Furthermore, using the anchor ρ we can for instance relate the
Lie algebroid metric g to the ordinary metric g as shown in (7.92), and more
generally show that (7.97) is equivalent to (7.89).
Let us finally connect our discussion here to the change of frames considered
above. To do so, we have to specify the anchor and first note that the index
structure of ρ is ρia, where i is an index on the tangent-space and a denotes a
general index on the Lie algebroid (which can be upper or lower depending on
the Lie algebroid E). The dual anchor is given by ρ∗ = ρ−T . For a given change
of frames (7.29), specified in terms of two O(D)-transformations O+ and O−, the
anchor reads
ρ =
1
2
e
[
O+eg
−1(g − b) +O−eg−1(g + b)
]
1 , (7.98)
where e is the vielbein matrix corresponding to the metric g and the identity
matrix 1 with index structure δia has been included to properly match the indices
on E and TM . Now, for the example (7.82) the anchor takes the explicit form
ρ = 1− g−1b = 1 + βg′ , (7.99)
but for instance also ρ = β has been analysed [207, 208]. To summarise, given a
O(D) × O(D) frame transformation of the generalised vielbein which mixes the
metric and B-field, we can use the framework of Lie algebroids to construct a
corresponding transformed effective action shown in (7.97). Further aspects of
this action, such as its equations of motion, its extension to the Ramond-Ramond
sector of type II string theory and its relation to double field theory, can be found
in [207,208,198].
7.7 Bianchi identities
In this section we discuss Bianchi identities for the geometric and non-geometric
fluxes introduced above. In the case of only H-flux, the Bianchi identity takes
the well-known form dH = 0, however, if other fluxes are present this condition is
modified.
Roytenberg algebra
Let us first summarise the Courant brackets between generalised vielbein vector-
fields determined in (7.64), (7.66) and (7.68) as follows[ Ea , Eb ]C = + fˆabc Ec − Hˆabc E c ,[ Ea , E b ]C = − fˆacb E c − Qabc Ec ,[ E a , E b ]
C
= − Qcab E c + Rabc Ec ,
(7.100)
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where fˆabc and Hˆabc denote the dimension-less geometric and H-flux, and Qabc and
Rabc denote the non-geometric Q- and R-flux. In the mathematical literature this
algebra is also known as the Roytenberg algebra [202,210].12 Using the conventions
(7.70), the algebra (7.100) can be collectively written as in (7.59)[EA, EB]C = FABC EC . (7.101)
Since the bracket for this algebra is the Courant bracket (7.12), we can demand
that the Jacobi identity (7.16) is satisfied. In general, this will impose non-trivial
restrictions on the various fluxes. In particular, starting from
0 = Jac
( EA, EB, EC )C − dNij( EA, EB, EC )C , (7.102)
and assuming FABC = FABDηDC to be completely anti-symmetric, we obtain
0 = D[AFBCD] − 3
4
F[AB
MFM |CD] . (7.103)
The derivative DA = ρ(EA) is the anchor-projection of the generalised vielbein
vector-field EA (cf. section 7.2), in particular, for a generalised vector-field
EA = δAI
(OT ) JI ∂J , with O = ( A BC D
)
, (7.104)
the derivative DA is given by
Da = δa
i(AT )i
j ∂j , D
a = δai(B
T )ij ∂j . (7.105)
Bianchi identities
We can now work out the explicit form of the Bianchi identities (7.103) for the
Roytenberg algebra (7.100). Using the conventions (7.70) for the fluxes and recall-
ing that Habc = δaiδbj δckHijk, and so on, we have
0 = 2D[a Hˆbcd] − 3 fˆ [abm Hˆm|cd] ,
0 = 3D[a fˆ bc]
d + Dd Hˆabc − 3 fˆ [abm fˆm|c]d + 3 Hˆ[ab|m Qc]md ,
0 = 2D[a Qb]
cd − 2D[c fˆ abd] − fˆ abm Qmcd − 4 fˆm[a[c Qb]m|d] − Hˆabm Rmcd ,
0 = Da R
abc + 3D[b Qa
cd] + 3Qa
m[b Qm
cd] + 3 fˆ am
[b Rm|cd] ,
0 = 2D[a Rbcd] + 3Qm
[ab Rm|cd] ,
(7.106)
12 In the context of gauged supergravities a similar structure has appeared [211], and for a
discussion of this algebra from a world-sheet point of view see [212,213].
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where for an easier distinction we underscored the indices which are anti-symme-
trised. Let us make three remarks concerning these Bianchi identities:
 The relations (7.106) have appeared in the literature in various forms: for
constant fluxes the derivatives Da and Da vanish and one finds the Bianchi
identities of [121, 214, 215]. Using Lie algebroids similar expressions have
appeared in [216], and in the context of double field theory the above Bianchi
identities can be found for instance in the review [217]. The Bianchi identities
can also be derived requiring a twisted differential to be nil-potent [121],
which we discuss in the next section.
 It is also worth pointing out that when contracting all indices of the third
relation in (7.106), one finds that HˆabcRabc = 0. Applying this observation
to a three-torus, we see that on T3 the H- and R-flux cannot be present
simultaneously.
 For a discussion of Bianchi identities for geometric and non-geometric fluxes
in the presence of NS-NS sources such as the NS5-brane, Kaluza-Klein mono-
pole or 522-brane see for instance [218,219].
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8 Flux compactifications
In this section we discuss non-geometric backgrounds from an effective field-theory
point of view. We compactify type II superstring theory from ten to four dimen-
sions on manifolds with SU(3) × SU(3) structure, include geometric as well as
non-geometric fluxes, and investigate the resulting effective theory. We are partic-
ularly interested in how fluxes modify the effective four-dimensional theory. We
also mention that reviews on (non-geometric) flux-compactifications can be found
in [220–222,124].
8.1 SU(3)× SU(3) structures
A suitable framework for discussing compactifications with non-geometric fluxes
is that of SU(3) × SU(3) structures. In this section we give a brief review of
the main concepts and ideas, but refer for more details to the original literature
[223,192,224,225,43] or for instance to the lecture notes [226].
Pair of SU(3) structures
We are interested in compactifications of type II string theory from ten to four
dimensions. For the ten-dimensional space-time we make the following ansatz
M3,1 ×M , (8.1)
where M3,1 is a four-dimensional space-time with Lorentz signature and M is a
compact six-dimensional Euclidean space. If we demand that N = 2 supersymme-
try is preserved in four dimensions, then the two ten-dimensional Majorana-Weyl
spinors A which parametrise the supersymmetry transformations in ten dimen-
sions have to decompose as
type IIA:
1 = 1+ ⊗ η1+ + 1− ⊗ η1− ,
2 = 2+ ⊗ η2− + 2− ⊗ η2+ ,
type IIB: A = A+ ⊗ ηA− + A− ⊗ ηA+ ,
(8.2)
with A = 1, 2. Here, A± are positive/negative chirality spinors in four dimensions
and ηA± are globally-defined and nowhere-vanishing spinors on the internal manifold
M. Due to the Majorana condition on A in ten dimensions, A− and ηA− are the
charge conjugates of A+ and ηA+, respectively. The requirement of having two
globally-defined and nowhere-vanishing spinors on M implies that the structure
group of the internal manifold has to be reduced to SU(3) for each spinor, and
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hence the internal manifold should admit a pair of SU(3) structures. In the special
case of a Calabi-Yau three-fold the two spinors are parallel everywhere, that is
η1+ = η
2
+, and we have a single SU(3) structure.
The two spinors ηA± shown in (8.2) can be used to introduce two globally-
defined real two-forms JAab and two complex three-forms ΩAabc on the compact space.
Using the usual anti-symmetrised product of γ-matrices along the compact six
dimensions, we have
(JA)ab = i η
A †
+ γab η
A
+ , (Ω
A)abc = −i ηA †− γabc ηA+ . (8.3)
These expressions provide an alternative definition of a pair of SU(3) structures,
and they illustrate the general correspondence between almost complex structures
JA and Weyl spinors ηA+.
SU(3)× SU(3) structure
It turns out that the two spinors ηA+ along the compact directions can be described
conveniently using generalised geometry [190, 191, 227]. In particular, (η1+, η2+)
transforms as a Spin(D,D) spinor of the generalised tangent-bundle E introduced
in section 7.1. For our case of interest the dimension is D = 6, and the basic
Spin(6, 6) spinor representations are Majorana-Weyl. The pair of SU(3) structures
can then be viewed as an SU(3)×SU(3) structure on E (provided the compatibility
condition (8.15) discussed below is satisfied).
It turns out that for the generalised tangent-bundle the spinor bundle S is
isomorphic to the bundle of forms ∧∗(T ∗M) [190]. More concretely, the positive-
helicity spin bundle S+ is isomorphic to poly forms of even degree and the negative-
helicity spin bundle S− is isomorphic to odd forms
S+ '
∧
even
T ∗M , S− '
∧
odd
T ∗M . (8.4)
Let us make that more precise and consider the following two globally-defined
spinors [228]
Φ+(0) = η
1
+ ⊗ η2+ , Φ−(0) = η1+ ⊗ η2− , (8.5)
where Φ+(0) ∈ Γ(S+) and Φ−(0) ∈ Γ(S−). The product of the spinors ηA± is defined
using nD × nD anti-symmetrised γ-matrices as
η1+ ⊗ η2+ =
1
nD
∑
p∈2Z
1
p!
(
η2+γa1...ap η
1
+
)
γap...a1 ,
η1+ ⊗ η2− =
1
nD
∑
p∈2Z+1
1
p!
(
η2−γa1...ap η
1
+
)
γap...a1 .
(8.6)
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Using now the Clifford map we can relate these expressions to elements of ∧∗(T ∗M)
in the following way
/ω =
∑
k
1
k!
ω(k)m1...mk γ
m1...mk  ! ω =
∑
k
1
k!
ω(k)m1...mk dx
m1 ∧ . . . ∧ dxmk . (8.7)
This shows that Φ+ is an even multiform and Φ− is an odd multiform, in agreement
with (8.4). The degrees of freedom of the Kalb-Ramond B-field can be included
in the above spinors as follows,
Φ+ = eB Φ+(0) , Φ
− = eB Φ−(0) , (8.8)
where the exponential is understood as a series expansion and where the wedge
product is left implicit.
Generalised spinors
Let us now briefly summarise some of the main formulas and concepts relevant for
generalised spinors, which will be useful for our subsequent discussion.
 We denote a generalised spinor by Φ, a generalised vector will be written
again asX = (x, ξ) and O(D,D) γ-matrices are denoted by ΓM . The Clifford
action of X on a generalised spinor is then given by
X · Φ = XM ΓM Φ =
(
xmΓm + ξmΓ
m
)
Φ . (8.9)
Alternatively, as pointed out above, Φ can be interpreted as a multi-form
(for which we use the same symbol). The corresponding Clifford action is
then realised by Γm = dxm∧ and Γm = ι∂m as follows
X · Φ = (ιx + ξ∧)Φ . (8.10)
Note that Γm and Γm are satisfy a Clifford algebra, since the operators dxi∧
and ι∂i satisfy{
dxi∧, dxj∧} = 0 , {ι∂i , ι∂j} = 0 , {dxi∧, ι∂j} = δij . (8.11)
These relations can be combined into the Clifford algebra {ΓM ,ΓN} = ηMN ,
where the metric ηMN has been defined in (7.7) which we recall for conve-
nience as
ηIJ =
(
0 δi
j
δij 0
)
. (8.12)
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 Let us also note that O(D,D) transformations act on generalised spinors.
For B- and β-transformations one finds in particular
Φ
B-transform
−−−−−−−−−! Φ′ = eB∧ Φ ,
Φ
β-transform
−−−−−−−−−! Φ′ = eβ x Φ ,
(8.13)
where the exponential is understood again as an expansion and the action
of β has been given below (7.10). The action of an A-transform is somewhat
more involved, and can be found for instance in section 2.3 of [191].
 The pairing for generalised spinors can be expressed using the Mukai paring.
The latter is defined as 13
〈
Φ(1),Φ(2)
〉
=
D∑
p=0
(−1)[ p+12 ] Φ(1)p ∧ Φ(2)D−p , (8.14)
where [a] denotes the integer part of some number a and where Φp denotes
the p-form part of the multiform Φ. Note furthermore that the Mukai pairing
is invariant under the action of O(D,D).
 Let us also introduce the annihilator space of a spinor as LΦ = {X ∈ Γ(E) :
X · Φ = 0}, where E is the generalised tangent bundle locally expressed as
E = TM⊕ T ∗M (see our discussion around equation (7.1)). It is isotropic,
and if LΦ is of maximal dimension D the corresponding spinor is called pure.
Alternatively, a pure spinor is annihilated by half of the Γ-matrices. Note
that the spinors defined in (8.8) are pure spinors, and that any pure spinor
can be represented as a wedge product of an exponentiated complex two-form
with a complex k-form [191].
Pure spinors are in one-to-one correspondence with a generalised almost
complex structure on the generalised tangent-space.
 Each of the pure spinors (8.8) defines an SU(3) structure on the gener-
alised tangent-space E. If these spinors are compatible, together they form
an SU(3) × SU(3) structure. The requirements for compatibility are that
dim(LΦ+∩LΦ−) = 3 and that Φ+ and Φ− have the same normalisation [191].
Using the Mukai pairing, these conditions can be written as [223,225]〈
Φ+, X · Φ−〉 = 〈Φ+, X · Φ−〉 = 0 , ∀X ∈ Γ(E) ,〈
Φ+,Φ+
〉
=
〈
Φ−,Φ−
〉
.
(8.15)
13 In the literature one can also find a convention where instead of (−1)[ p+12 ] one uses (−1)[ p2 ]
in the Mukai pairing. This leads to some sign-differences in subsequent formulas.
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Example: Calabi-Yau three-fold
Finally, let us come back to the example of a Calabi-Yau three-fold. In this case
the spinors are parallel to each other everywhere, that is η1+ = η2+ = η+. The pair
of SU(3) structures then reduces to a single SU(3) structure, for which we have
from (8.3)
Jab = i η
†
+γab η+ , Ωabc = −i η†−γabc η+ . (8.16)
The corresponding spinors, written as differential forms, then read
Φ+ = eB−iJ , Φ− = Ω , (8.17)
which are familiar expressions from Calabi-Yau compactifications. One can fur-
thermore check that the compatibility conditions (8.15) are satisfied, using that
Ω ∧ J = 0 as well as the normalisation i
8
Ω ∧ Ω = 1
3!
J3. We discuss the case of
Calabi-Yau three-folds in more detail in section 8.3.
8.2 Four-dimensional supergravity
We are interested in the effective theory resulting from compactifications of type II
string theory to four dimensions preserving some supersymmetry. In this section
we therefore review some aspects of four-dimensional supergravity theories. We
focus on N = 2 or N = 1 local supersymmetry, and for a reviews on this topic see
for instance [229,230] and for a textbook treatment see [231].
N = 2 supergravity in D = 4
Let us start withN = 2 supergravity in four dimensions. The relevant supergravity
multiplets are the gravitational multiplet, vector-multiplet and hyper-multiplet,
which are summarised in table 2. The scalar fields of these multiplets parametrise
the vector- and hyper-multiplet moduli spaces, and due to supersymmetry the
vector moduli space has to be a special Kähler manifold and the hyper-multiplet
scalars span a quaternionic-Kähler manifold. For N = 2 supersymmetry, they
form a direct product
Mscalar =MvectorSK ×Mhyperquaternionic . (8.18)
Next, we turn to the supergravity action for the multiplets shown in table 2. The
kinetic terms of the bosonic fields for the N = 2 multiplets are determined as
follows:
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multiplet bosonic fields fermionic fields
gravity metric gµν , gravi-photon A0µ 2 gravitini
vector vector Aiµ, complex scalar zi 2 gaugini
hyper 4 real scalars qu 4 fermions
Table 2: Multiplets relevant for four-dimensional N = 2 supergravity theories. The
index i = 1, . . . , nV labels the vector-multiplets and u = 1, . . . , 4nH labels the real
scalars of the hyper-multiplets. The total number of vector- and hyper-multiplets is
denoted by nV and nH , respectively.
 The moduli space of the vector-multiplet scalars zi is a Kähler manifold, and
can therefore be described using a Kähler potential K(z, z). The correspond-
ing Kähler metric is given by
Gij = ∂i∂j K , ∂i ≡
∂
∂zi
. (8.19)
The metric for the hyper-multiplet scalars will be denoted by huv with u, v =
1, . . . , 4nH . It describes a quaternionic-Kähler manifold, which is related
to a triplet of almost complex structures Jx with x = 1, 2, 3 satisfying a
quaternionic algebra. However, note that a quaternionic-Kähler manifold
is not Kähler. We refer to [231] for more details on the geometry of such
spaces. The Kähler metric (8.19) and the quaternionic-Kähler metric huv
then determine the kinetic terms of the scalar fields in the action.
 For the kinetic terms of the vector-fields, we first note that the moduli space
of the vector-multiplet scalars is special Kähler and therefore is equipped with
an additional structure. In particular, the corresponding Kähler potential
K can be expressed using a holomorphic pre-potential F .14 Introducing
projective coordinates ZI = (Z0, Zi) for the vector-multiplet scalars via zi =
Zi/Z0, the Kähler potential is given by
K = − log [ i(ZIFI − ZIF I)] , FI = ∂F
∂ZI
, (8.20)
with I = 0, . . . , nV . Since the ZI are projective coordinates, Z0 cancels out
in all physically-relevant quantities. For convenience, one therefore often
14The notion of special Kähler geometry is more general than discussed here, and a pre-
potential does not need to exist. However, in our subsequent discussion a pre-potential always
exists.
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chooses Z0 = 1. Furthermore, in order to preserve N = 2 supersymmetry
the holomorphic pre-potential F(Z) has to be a homogeneous function of
degree two. Using the pre-potential, one can construct a period matrix of
the following form
NIJ = F IJ + 2i Im(FIM)Z
M Im(FJN)ZN
ZM Im(FMN)ZN , FIJ =
∂FI
∂ZJ
. (8.21)
This matrix encodes the kinetic term for the combined gravi-photon and
vector-multiplet vector-fields AI = (A0, Ai).
 Finally, the kinetic term of the four-dimensional metric is given by the usual
Einstein-Hilbert term in the action.
The bosonic part of the (ungauged) N = 2 supergravity action in four dimensions
can now be expressed using the above quantities. It takes the following general
form 15
S = 1
2κ24
∫ [
R ? 1 + Im(NIJ)F I ∧ ?F J − Re(NIJ)F I ∧ F J
− 2Gij dzi ∧ ?dzj − huvdqu ∧ ?dqv
]
,
(8.22)
where ? is the usual Hodge star-operator in four dimensions, κ24 is the four-
dimensional gravitational coupling constant and F I denote the field strengths of
the vector-fields AI .
N = 2 gauged supergravity in D = 4
It is possible to deform the N = 2 supergravity theory to a gauged supergravity
(for reviews see [232,230]). More concretely, the scalar manifolds (8.18) described
by the metrics (8.19) and huv can have isometries. These isometries usually extend
to global symmetries of the supergravity action (8.22) and can be gauged.
The gauging procedure promotes the global symmetries to local ones using the
vector-fields AI . Let us assume that for infinitesimal transformation parameters
I  1 the Kähler metrics are invariant under
δzi = IkiI , δq
u = IkuI , (8.23)
which implies that the vector-field components kiI and kuI correspond to Killing
vectors kI = kiI∂zi + kuI ∂qu . These can in general be non-abelian with structure
15 Here we assume here that the pre-potential F(Z) is invariant under gauge transformations
of the vector-fields AI . If this is not the case, a Chern-Simons term has to be added to the action
(8.22). See for instance [231] for more details.
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constants fIJK determined through [kI , kJ ]L = fIJKkK . Furthermore, since the
Killing vectors kiI for the vector-multiplet scalars are holomorphic they can be
expressed as
kiI = −iGij ∂jP0I , (8.24)
where Gij is the inverse of the Kähler metric (8.19) and where the real functions
P0I are called moment maps. For the Killing vectors of the hyper-multiplet scalars
a similar result can be obtained: using an appropriate covariant derivative ∇u one
finds that
∇uPxI = JxuvkvI , (8.25)
where Jx with x = 1, 2, 3 is the triplet of complex structures mentioned above.
There are further conditions and restrictions on the moment maps ~PI = {PxI }
which we do not discuss here, but which can be found for instance in [231].
Finally, when gauging the N = 2 supergravity theory one essentially has to
apply the following changes to the ungauged action shown in (8.22):
 One replaces the ordinary derivative for the scalar fields zi and qu by covari-
ant derivatives
dzi ! Dzi = dzi − kiIAI , dqu ! Dqu = dqu − kuI AI . (8.26)
 The field strength of the gauge fields AI is replaced in the following way
F I ! FI = F I − 1
2
fMN
IAM ∧ AN . (8.27)
 The gauging generates a scalar potential, which can be expressed using the
Kähler potential K, the moment maps ~PI and the Kähler covariant derivative
Di ≡ ∂i + ∂iK as
V = eK
(
Gij kiI kjJ + 4huvkuI kvJ
)
ZIZJ
+ eK
(
GijDiZIDjZJ − 3ZIZJ
)
~PI · ~PJ .
(8.28)
N = 1 supergravity in D = 4
We now turn to the case of N = 1 supergravity in four dimensions. The multiplets
relevant for our subsequent discussion are the gravity multiplet, vector-multiplet
and chiral multiplet, and their field content is summarised in table 3. For N = 1
supergravity the moduli space parametrised by the complex scalar fields φα of the
chiral multiplets is a Kähler manifold.
Let us now discuss the kinetic terms for the bosonic fields shown in table 3.
They are characterised in the following way:
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multiplet bosonic fields fermionic fields
gravity metric gµν 1 gravitino
vector vector Aiµ 1 gaugino
chiral complex scalar φα 2 fermions
Table 3: Multiplets relevant for four-dimensional N = 1 supergravity theories.
The index i = 1, . . . , nV labels the vector-multiplets and α = 1, . . . , nC labels chiral
multiplets. The total numbers of vector- and chiral multiplets are denoted by nV
and nC , respectively.
 Since the manifold of the complex scalar fields in the chiral multiplets is
Kähler, its metric can be expressed using a Kähler potential K similarly as
in (8.19)
Gαβ = ∂α∂β K , ∂α ≡
∂
∂φα
. (8.29)
This Kähler metric in turn determines the kinetic terms of the scalar fields
in the action.
 The kinetic term of the vector-fields can be expressed in terms of a holomor-
phic function fij(φ). The real part of this function is symmetric in its indices
and is required to be invertible. Note that this function can depend on the
scalars φα.
 The kinetic term for the four-dimensional metric is again the Einstein-Hilbert
term.
Next, we turn to the interactions. There are the following two sources of interaction
terms in N = 1 supergravity theories:
 Interactions of the ungauged theory are encoded in a superpotential W (φ),
which is an arbitrary holomorphic function of the complex scalars.
 In a gauged theory, isometries of the scalar manifold have been promoted
to local symmetries. Say that the moduli-space metric stays invariant under
δφα = ikαi for i  1, then kαi are holomorphic Killing vectors. The latter
are determined again from real moment maps Pi as kαi = −iGαβ ∂βPi, where
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Gαβ is the Kähler metric (8.29). Integrating this relation determines the
moment maps as
Pi = i
(
kαi ∂αK − ξi
)
, (8.30)
where the constants ξi are called Fayet-Iliopoulos parameters. For an U(1)
symmetry they can take arbitrary real values, whereas for non-abelian sym-
metries they are required to vanish [231]. We furthermore note that gauge
invariance of the superpotential leads to the requirement that kαi DαW +
iPiW = 0, where Dα ≡ ∂α + ∂αK.
We can now write down the bosonic part of the N = 1 supergravity action in four
dimensions. It is given by
S = 1
2κ24
∫ [
R ? 1− Re(fij)F i ∧ ?F j + Im(fij)F I ∧ F J
− 2Gαβ dφα ∧ ?dφβ
− (VF + VD) ? 1 ] ,
(8.31)
where the scalar potential can be split into an F- and D-term contribution. The
F-term scalar potential is expressed in terms of the superpotential and Kähler
potential in the following way
VF = e
K
(
GαβDαW DβW − 3
∣∣W ∣∣2) , (8.32)
where Gαβ is the inverse of the Kähler metric of the scalar fields shown in (8.29).
The Kähler-covariant derivative DαW is given as above by
DαW = ∂αW +
(
∂αK
)
W , (8.33)
and the D-term potential is expressed using the gauge kinetic function fij and the
moment maps Pi as follows
VD =
1
2
[
(Ref)−1
]ij PiPj . (8.34)
Summary
To summarise the discussion in this section, we recall that four-dimensional N = 2
and N = 1 supergravity theories are characterised by only a few quantities:
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 ForN = 2 supergravity, a holomorphic pre-potential F (if it exists) describes
the vector-multiplet sector, and a quaternionic-Kähler metric huv describes
the hyper-multiplets. In the gauged theory one additionally specifies local
isometries by their Killing vectors, which in turn determine moment maps
P0I and ~PI .
 For the N = 1 theory, a Kähler potential K encodes the dynamics of the chi-
ral multiplets, a holomorphic gauge-kinetic function fij describes the vector-
multiplets, and a holomorphic superpotential W gives rise to an F-term po-
tential. If the theory is gauged, Killing vectors specify the local symmetries
which determine moment maps Pi. The latter generate a D-term potential.
In the following sections we determine these quantities for Calabi-Yau compactifi-
cations with geometric and non-geometric fluxes.
8.3 Calabi-Yau manifolds
As a starting point for compactifications of type II string theory from ten to
four dimensions, we consider Calabi-Yau three-folds and therefore want to briefly
establish our notation for the latter. A Calabi-Yau n-fold is a compact Kähler
manifold of complex dimension n with vanishing first Chern class. It comes with a
holomorphic n-form Ω and a Kähler form J , which satisfy the following relations
dΩ = 0 , dJ = 0 , Ω ∧ J = 0 . (8.35)
We furthermore include a common normalisation condition for Calabi-Yau three-
folds, which takes the form
i
8
Ω ∧ Ω = 1
3!
J3 . (8.36)
The cohomology of a Calabi-Yau three-fold can be characterised in terms of the
Hodge numbers hp,q = dimHp,q(M), which are the dimensions of the corresponding
Dolbeault cohomology groups. The only non-vanishing Hodge numbers are
h0,0 = h3,3 = 1 , h1,1 = h2,2 ,
h3,0 = h0,3 = 1 , h2,1 = h1,2 .
(8.37)
Odd cohomology
Let us first discuss the third cohomology group H3(M) of a Calabi-Yau three-fold.
We note that its dimension is 2h2,1 + 2, and a symplectic basis for this group will
be denoted by
{αI , βI} ∈ H3(M) , I = 0, . . . , h2,1 . (8.38)
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This basis can be chosen such that the only non-vanishing pairings satisfy∫
M
αI ∧ βJ = δIJ . (8.39)
The holomorphic three-form Ω of the Calabi-Yau three-fold can then be expanded
in the basis (8.38) as [233]
Ω = ZI αI −FI βI , (8.40)
where the periods ZI and FI are functions of the complex-structure moduli zi
with i = 1, . . . , h2,1. Furthermore, the FI can be determined from a holomorphic
pre-potential F as FI = ∂F/∂ZI . Using the corresponding period matrix NIJ
defined in equation (8.21), one furthermore finds∫
M
αI ∧ ?αJ = −
(
ImN )
IJ
−
[(
ReN )(ImN )−1(ReN )]
IJ
,
∫
M
αI ∧ ?βJ = −
[(
ReN )(ImN )−1] J
I
,
∫
M
βI ∧ ?βJ = −
[(
ImN )−1]IJ ,
(8.41)
with ? denoting the six-dimensional Hodge star-operator onM. For later purpose
let us also define a (2h2,1 + 2)× (2h2,1 + 2) matrix as
M− =
(
1 ReN
0 1
)(−ImN 0
0 −ImN−1
)(
1 0
ReN 1
)
=
∫
M
(
αΛ ∧ ?αΣ αΛ ∧ ?βΣ
βΛ ∧ ?αΣ βΛ ∧ ?βΣ
)
.
(8.42)
Even cohomology
Turning now to the even cohomology, for the (1, 1)- and (2, 2)-part of a Calabi-Yau
three-foldM we introduce bases of the form
{ωA} ∈ H1,1(M) ,
{σA} ∈ H2,2(M) , A = 1, . . . , h
1,1 . (8.43)
We can group these two- and four-forms together with the zero- and six-form on
M in the following way
{ωA} =
{
1, ωA
}
,
{σA} = {√gV dx6, σA} , A = 0, . . . , h1,1 , (8.44)
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where V = 1
6
∫
M J
3 is the volume ofM. These two bases can be chosen such that∫
M
ωA ∧ σB = δAB , (8.45)
and the triple intersection numbers corresponding to the ωA in (8.43) are given by
κABC =
∫
M
ωA ∧ ωB ∧ ωC . (8.46)
The Kähler form J and the Kalb-Ramond field B can be expanded in the basis
{ωA} in the following way
J = tAωA , B = b
AωA , (8.47)
which are then combined into a so-called complexified Kähler form J as
J = B − iJ = (bA − itA)ωA = J AωA . (8.48)
We also note that similarly to the complex-structure moduli space, also for the
Kähler moduli of a Calabi-Yau three-fold one finds a special Kähler structure [233].
The corresponding pre-potential is given by
F = 1
6
κABCJ
AJBJC
J0
, (8.49)
where the triple intersection numbers have been defined in equation (8.46) and
where we introduced projective coordinates JA through J A = JA/J0. Using this
pre-potential we can determine a matrix similar to (8.42). We will discuss this
point in the following paragraph.
B-twisted Hodge star-operator
Let us define a so-called B-twisted Hodge star-operator, which is needed in order
to describe the dynamics of B-twisted pure spinors of the form (8.8). Following
[227,234,225], we write
?B = e
−B ∧ ? λ e+B , (8.50)
where the projection operator λ acts on 2n-forms as λ(ρ(2n)) = (−1)nρ(2n) and on
(2n − 1)-forms as λ(ρ(2n−1)) = (−1)nρ(2n−1). For the Mukai pairings of the basis
elements we then find for instance that〈
αI , ?B αJ
〉
=
(
αI ∧ e+B
) ∧? (αJ ∧ e+B) ,〈
ωA , ?B ωB
〉
=− (ωA ∧ e+B)∧? (ωB ∧ e+B) , (8.51)
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and similarly for the other combinations. We can then modify the matrix (8.42)
in the following way
M− = +
∫
M
(
〈αΛ, ?BαΣ〉 〈αΛ, ?BβΣ〉
〈βΛ, ?BαΣ〉 〈βΛ, ?BβΣ〉
)
. (8.52)
The analogue of M− in (8.52) for the even cohomology takes a similar form. In
particular, we have
M+ = −
∫
M
(
〈ωA, ?BωB〉 〈ωA, ?BσB〉
〈σA, ?BωB〉 〈σA, ?BσB〉
)
. (8.53)
Note that bothM+ andM− are positive-definite matrices.
8.4 Calabi-Yau compactifications
In this section we briefly summarise the main features of type II string-theory
compactifications on Calabi-Yau three-folds. This will serve as a starting point for
compactifications with fluxes [235–242], which we consider in section 8.5. For a
textbook treatment of Calabi-Yau compactifications see for instance [18], and in
this section we focus on type IIB string theory for simplicity. Similar results are
obtained for type IIA.
Type II string theory in ten dimensions
The massless field content of type IIB string theory is described by type IIB su-
pergravity in ten dimensions, whose bosonic field content in the Neveu-Schwarz–
Neveu-Schwarz (NS-NS) and Ramond–Ramond (R-R) sector is given by (see also
our discussion in section 3.4)
g . . . metric ,
B . . . Kalb-Ramond field , Cp . . . R-R p-form potential ,
φ . . . dilaton .
(8.54)
In type IIB string theory R-R p-form potentials of degree p = 0, 2, 4 are present,
however, for our purposes the so-called democratic formulation [243] turns out to
be more useful in which p-form potentials of degree p = 0, 2, 4, 6, 8 are considered.
The corresponding field strengths are defined as
F˜p = dCp−1 +H ∧ Cp−3 , (8.55)
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where H = dB is the field strength of the Kalb-Ramond field. In order to ob-
tain the field content of type IIB supergravity, the following duality relations are
imposed on the equations of motion
F˜p = (−1)
p+3
2 ? F˜10−p . (8.56)
For later convenience, we also note that the field strengths (8.55) can be encoded
in a multiform F˜ using a multiform potential C in the following way
F˜ =
(
d+H∧) C , C = ∑
p=0,2,4,6,8
Cp . (8.57)
With (2κ210)−1 = 2pi `−8s and `s the string length, the bosonic part of the democratic
type IIB (pseudo-)action reads [243]
SIIB = 1
2κ210
∫ [
e−2φ
(
R ? 1 + 4 dφ ∧ ?dφ− 1
2
H ∧ ?H
)
− 1
4
∑
p=1,3,5,7,9
F˜p ∧ ?F˜p
]
.
(8.58)
Compactification
We now compactify the ten-dimensional type IIB theory on a Calabi-Yau three-
fold and determine the effective theory of the massless modes in four dimensions.
This is done by expanding the ten-dimensional fields in the cohomology of the
Calabi-Yau manifold introduced above and integrating over the compact space.
The massless degrees of freedom of the internal metric are encoded in the Kähler
form J and the holomorphic three-form Ω. These are the Kähler moduli tA and
the complex structure moduli zi. Furthermore, the Kalb-Ramond two-form can be
expanded as in (8.47) for the internal part, and we note that a massless two-form
in four dimensions is dual to a scalar. The dilaton provides an additional scalar
degree of freedom. Thus, the massless field-content in four dimensions originating
from the type IIB NS-NS sector is summarised as
NS-NS sector:
gMN ! gµν , tA , zi ,
BMN ! Bµν , bA ,
φ ! φ ,
(8.59)
where µ, ν = 0, . . . , 3 label the four-dimensional non-compact directions. For the
Ramond-Ramond sector, the physical degrees of freedom are the ten-dimensional
zero-, two-, and self-dual four-form. Expanding again in the cohomology basis of
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multiplet multiplicity bosonic field content
gravity 1 gµν , (C4)0µ
vector h2,1 (C4)iµ , zi
hyper 1 φ , C0 , Bµν , (C2)µν
hyper h1,1 (C4)Aµν , (C2)A , tA , BA
Table 4: Massless bosonic field content of type IIB string theory compactified on a
Calabi-Yau three-fold. We have indicated how these fields are combined into massless
multiplets of N = 2 supergravity in four dimensions.
the Calabi-Yau three-fold, the massless degrees in four-dimensions are determined
as
R-R sector:
C0 ! C0 ,
C2 ! (C2)µν , (C2)A ,
C4 ! (C4)Aµν , (C4)
I
µ ,
(8.60)
where a two-form in four dimensions is again dual to a scalar. Due to C4 being
self-dual, we only keep half of the degrees of freedom in C4. The massless field
content can now be combined into massless N = 2 supergravity multiplets, which
is summarised in table 4.
Supergravity data and generalised spinors
The four-dimensional theory preserves N = 2 supersymmetry. As we have seen in
section 8.2, the corresponding supergravity data is encoded in a Kähler potential
for the vector-multiplet scalar fields, a pre-potential F for the vector-multiplet
vectors, a quaternionic-Kähler metric for the hyper-multiplet scalars, and Killing
pre-potentials Px describing possible gaugings. Let us now express (some of) these
quantities using the pure spinors (8.17).
 The scalar fields of the vector-multiplets span a special-Kähler manifold. The
geometry of this manifold is therefore described by a Kähler potential K−,
which can be expressed using the pure spinor Φ− given in (8.17) as [223,244]
Φ− = Ω , e−K
−
= −i
∫
M
〈
Φ−,Φ−
〉
= −i
∫
M
Ω ∧ Ω , (8.61)
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where 〈·, ·〉 denotes the Mukai pairing (8.14). From this Kähler potential
the corresponding Kähler metric for the complex-structure moduli can be
determined, similarly as in (8.19).
 For the vector-fields the kinetic terms are given by the period matrix (8.21),
which is determined from ZI and FI appearing in (8.40).
 For the hyper-multiplets we first recall that the scalar fields parametrise
a quaternionic-Kähler manifold. However, this manifold contains a special
Kähler manifold as a sub-manifold, which is parametrised by the NS-NS
sector scalars. Using the pure spinor Φ+ given in (8.17), the corresponding
Kähler potential can be written as [223]
Φ+ = eB−iJ , e−K
+
= +i
∫
M
〈
Φ+,Φ+
〉
=
4
3
∫
M
J3 , (8.62)
where the pairing between the pure spinors is again the Mukai pairing.
The scalar potential of the N = 2 theory can be determined from the moment
maps Px = ZIPxI .16 For type IIB compactifications they can be written using the
pure spinors and the Mukai pairing as [223]
P1 − iP2 ∼
∫
M
〈
Φ−, dΦ+
〉
, (8.63a)
P3 ∼
∫
M
〈
Φ−, F˜
〉
, (8.63b)
where F˜ is the combined field strength given in (8.57). The precise normalisation
of the Killing pre-potentials is not important here but can be found for instance
in [224]. However, for Calabi-Yau compactifications without fluxes it follows that
B in Φ+ is closed and hence dΦ+ = 0, and that the R-R fluxes F˜ are set to zero.
The moment maps (8.63) therefore vanish, and the four-dimensional theory is an
ungauged N = 2 supergravity.
8.5 Calabi-Yau compactifications with fluxes
In this section we discuss Calabi-Yau compactifications with geometric as well as
non-geometric fluxes [239–242]. In the NS-NS sector, we generate these fluxes by
performing non-trivial O(D,D) transformations of the background, similarly as in
section 7.4. In particular, we consider O(D,D) transformations of the generalised
16 Gaugings of the vector-multiplet scalars zi are not important for our discussion, and hence
the Killing vectors kiI appearing in the potential (8.28) are set to zero.
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spinors which in general will lead to non-vanishing moment maps (8.63). The
resulting theory is then a gauged N = 2 supergravity theory in four dimensions.
In this section we illustrate the role played by non-geometric fluxes in the effective
theory, and refer to the original literature [223–225] for a more detailed analysis.
NS-NS sector – examples
We implement an O(D,D) transformation of the background via O(D,D) transfor-
mations of the pure spinors Φ+ and Φ−. As we have mentioned before, O(D,D)
transformations leave the Mukai pairing (8.14) invariant, and hence the Kähler
potentials (8.61) and (8.62) stay invariant. On the other hand, the interactions
described via the Killing pre-potentials (8.63) will be modified. Let us discuss this
point for two examples:
 First, we consider a non-trivial B-transform of the pure spinors. According
to (8.13) we take Φ± ! eBΦ± with B a two-form with field strength H = dB.
Using the invariance of the Mukai pairing, for (8.63a) this implies〈
Φ−, dΦ+
〉
!
〈
e+BΦ−, d
(
e+BΦ+
)〉
=
〈
Φ−, e−Bd
(
e+BΦ+
)〉
=
〈
Φ−,
(
d+H
)
Φ+
〉
,
(8.64)
where the exponentials are again understood as a series expansion and wedge
products between differential forms are left implicit. Using that Φ+ is closed,
we therefore see that a non-trivial B-transform generates an interaction term
of the form
P1 − iP2 ∼
∫
M
Ω ∧H . (8.65)
 As a second example we consider a β-transform of the pure spinors. Following
(8.13) we take Φ± ! eβΦ±, where the contraction of the bivector-field is
again left implicit (cf. below equation (7.10)). We then find that〈
Φ−, dΦ+
〉
!
〈
e+βΦ−, d
(
e+βΦ+
)〉
=
〈
Φ−, e−β d
(
e+βΦ+
)〉
=
〈
Φ−,
(
D +Q−R)Φ+〉 ,
(8.66)
where we use the following notation
D = dxmδm
n∂n − ιmβmn∂n ,
Q = 1
2
Qi
jkdxi ∧ ιj ∧ ιk , Qijk = ∂iβjk ,
R = 1
6
Rijk ιi ∧ ιj ∧ ιk , Rijk = 3β[i|m∂mβjk] .
(8.67)
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Details of this computation can be found in the appendix of [245]. The
expressions for Qijk and Rijk have appeared already in (7.69), where we
identified them with the non-geometric Q- and R-flux, and the derivative D
is related to the expressions shown in (7.105). A non-trivial β-transformation
therefore generates a potential due to non-vanishing Q- and R-fluxes. Using
the two-form J defined in (8.48) which encodes the complexified Kähler
moduli, we find in particular
P1 − iP2 ∼
∫
M
Ω ∧
[
1
2
QJ 2 − 1
6
RJ 3
]
. (8.68)
Note that since J is a (1, 1)-form, DeJ in (8.66) cannot become a (0, 3)-form
and therefore Φ− ∧DΦ+ = 0 on a Calabi-Yau three-fold.
NS-NS sector – general expression
We can now combine these two examples into a general expression including all
types of fluxes. Using the Clifford action discussed on page 133, under a general
O(D,D) transformation we have〈
Φ−, dΦ+
〉
!
〈
Φ−,DΦ+〉 , (8.69)
where the generalised Dirac operator for the generalised spinor is given by
D = /∇ = ∇AΓA , ∇A = ρ(EA)− 1
3!
FABCΓ
BΓC . (8.70)
Here we use the same conventions as in section 7.4 and express the O(D,D) γ-
matrices ΓM = (dxm∧, ιm) as ΓA = δAMΓM , and the anchor-projection ρ(EA) =
DA of the generalised vielbein vector-field was discussed below (7.103). The spin-
connection is expressed in terms of the fluxes FABC = FABDηDC introduced in
section 7.4.17 Using (7.105) as well as the conventions (7.70), one reproduces
(8.64) and (8.66). In components, we can write (8.70) in the following way [121]
D = D +H − F +Q−R , (8.71)
where
D = dxi (AT )i
j ∂j + ιi (B
T )ij ∂j ,
H = 1
6
Hijk dx
i ∧ dxj ∧ dxk ,
F = 1
2
Fij
k dxi ∧ dxj ∧ ιk ,
Q = 1
2
Qi
jk dxi ∧ ιj ∧ ιk ,
R = 1
6
Rijk ιi ∧ ιj ∧ ιk .
(8.72)
17We assume, similarly as in section 7.7, that the flux components FABC are completely anti-
symmetric in their indices. This excludes terms of the form Fimm and Qmmi.
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The flux-components Hijk, Fijk, Qijk and Rijk in a local basis have been defined in
(7.71), which in turn are given by a choice of generalised vielbein. The generalised
vielbein can be expressed in terms of an O(D,D) matrix as in (7.62), which then
determines D. We can now give the general form for (8.63a) using (8.71) as
P1 − iP2 ∼
∫
M
Ω ∧
[
H − F J + 1
2
QJ 2 − 1
6
RJ 3
]
. (8.73)
To conclude, we see that deforming the background geometry by a non-trivial
O(D,D) transformation generates non-vanishing moment maps (8.63a). This im-
plies that the four-dimensional theory becomes a gauged N = 2 supergravity
theory, in which the gaugings are determined by the geometric and non-geometric
fluxes.
R-R sector
Let us next turn to the moment map P3 shown in (8.63b). Non-vanishing field
strengths for R-R potentials Cp cannot be generated by an O(D,D) transforma-
tion, so here we have to choose them by hand. We start again from the situation
of vanishing NS-NS fluxes for which we have F˜ = dC. Performing a non-trivial
B-transform of the pure spinors as well as of C, we find〈
Φ−, F˜
〉
=
〈
Φ−, dC〉! 〈e+BΦ−, d(e+BC)〉
=
〈
Φ−, e−Bd
(
e+BC)〉
=
〈
Φ−,
(
d+H
)C〉 ,
(8.74)
where H = dB. This suggests that F˜ = (d+H)C should be identified as the R-R
field strength in the case of non-vanishing H-flux, which agrees with the definition
given already in (8.55). Using this example together with our results from the
NS-NS sector, for a general O(D,D) transformation of the background we are
therefore led to the field strength
F˜ = DC . (8.75)
In the four-dimensional theory, this gives rise to a modification of the kinetic terms
of the R-R sector scalars in the hyper-multiplets, which is expected from the gen-
eral expression given in (8.26). We therefore see again that a non-trivial O(D,D)
transformation leads to geometric and non-geometric fluxes, which generates gaug-
ings in the four-dimensional theory.
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Cohomology
Let us also consider the action of (8.71) on the cohomology of the Calabi-Yau
three-fold. The operator D is often also called a twisted differential [121], and its
action on the cohomology bases (8.38) and (8.44) can be parametrised as18 [224]
DαI ∼ qIA ωA + fI A σA , DβI ∼ q˜I A ωA + f˜ IA σA ,
DωA ∼ − f˜ IA αI + fI A βI , DσA ∼ q˜I A αI − qIA βI .
(8.76)
Here ∼ denotes equality up to terms which vanish under the Mukai pairing (8.14)
with any other basis element. Furthermore, fIA and f˜ IA correspond to the geomet-
ric F -fluxes, while qIA and q˜IA are the components of the non-geometric Q-fluxes.
For the H- and R-flux we use the conventions
fI 0 = hI , f˜
I
0 = h˜
I ,
qI
0 = rI , q˜
I 0 = r˜I .
(8.77)
Let us furthermore define a (2h2,1 + 2)× (2h1,1 + 2) matrix as follows
Q =
(−f˜ IA q˜I A
fI A −qIA
)
, (8.78)
as well as two symplectic structures S± as
S± =
(
0 +1
−1 0
)
, (8.79)
where S+ is of dimensions (2h1,1+2)×(2h1,1+2) and S− is a matrix with dimensions
(2h2,1 + 2)× (2h2,1 + 2). Defining finally Q˜ = S−QST+, we can write (8.76) more
compactly as [224]
D
(
ωA
σA
)
∼ QT
(
αI
βI
)
, D
(
αI
βI
)
∼ −Q˜
(
ωA
σA
)
. (8.80)
18 For the action of D on the cohomology a local basis on the tangent- and cotangent-space as
in (8.71) is not suitable. Furthermore, the flux components are required to be constants in order
to have elements in Hp,q(M,R).
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Bianchi identities
Let us now come back to the twisted differential D shown in (8.70), and determine
its square. We find the following expression
D2 = /∇2 = − 1
24
[
D[MFNOP ] − 3
4
F[MN
RFR|OP ]
]
ΓMNOP
− 1
8
DMFMPQ Γ
PQ
− 1
48
FMNOFMNO .
(8.81)
Note that the first line is proportional to the Bianchi identity (7.103), whereas the
third line can be obtained by suitable index contractions. These expressions have
appeared in the literature before, see for instance [217] for the context of double
field theory. Requiring then the extended Bianchi identities, that is including
DMFMPQ = 0, to be satisfied gives D2 = 0.
We can also turn this reasoning around and require the twisted differential
to be nil-potent, that is D2 = 0, leading to the Bianchi identities for the fluxes.
For the action of the twisted differential on the cohomology shown in (8.80), this
implies that [224]19
D2 = 0 −! Q
T · S− · Q = 0 ,
Q · S+ · QT = 0 .
(8.82)
Furthermore, we can derive the Bianchi identity (in the absence of sources, see
section 8.6 for their inclusion) for the R-R field strength shown in equation (8.75)
as
D F˜ = 0 . (8.83)
However, there appears to be a slight mismatch between the Bianchi identities
(8.82) computed from the action of D on the cohomology and the Bianchi identities
in a coordinate basis shown in (7.106). This issue has been studied in [246, 247]
for toroidal examples, but to our knowledge is currently still under investigation.
Scalar potential
Given the action (8.80) of the twisted differential on the cohomology of the Calabi-
Yau three-fold, we can now derive explicit expressions for the moment maps (8.63)
19In the presence of NS-NS sources such as the NS5-brane, KK-monopole or 522-brane the
condition (8.82) is modified. See [218,219] for details.
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and determine the resulting scalar potential. To do so, we first expand the pure
spinors Φ+ and Φ− of the Calabi-Yau three-fold in the bases (8.44) and (8.38) as
Φ+ =
(
ω0 ωA σ
0 σA
) ·

1
J A
1
6
κABCJ AJ BJC
1
2
κABCJ BJ C
 ,
Φ− =
(
αI β
I
) · ( XI−FI
)
.
(8.84)
These expansions define a (2h2,1 + 2)-dimensional vector V + and a (2h2,1 + 2)-
dimensional vector V − as follows
V + =

1
J A
1
6
κABCJ AJ BJC
1
2
κABCJ BJ C
 , V − = ( XI−FI
)
. (8.85)
For the Ramond-Ramond sector we expand the F˜ -flux and the potentials C along
the Calabi-Yau manifoldM in a similar way
C∣∣M = (ω0 ωA σ0 σA) ·

(C0)
(C2)
A
C6
(C4)A
 ,
F˜
∣∣
M =
(
αI β
I
) ·( (F3)I− (F3)I
)
,
(8.86)
which defines two vectors as
C =

(C0)
(C2)
A
C6
(C4)A
 , F =
(
(F3)
I
− (F3)I
)
. (8.87)
Here, C6 denotes the component of the R-R six-form potential along the compact
manifold. Using these definitions, we can evaluate the moment maps Px discussed
above, and use the general expression (8.28) to evaluate the scalar potential. Using
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the definition of the matricesM+ andM− given in (8.53) and (8.52) we find
V =
1
2
(
FT + CT · QT ) · M− · (F +Q · C)
+
e−2φ
2
V +T · QT · M− · Q · V +
+
e−2φ
2
V −T · Q˜ ·M+ · Q˜T · V −
− e
−2φ
4V V
−T · S− · Q ·
(
V + × V +T + V + × V +T
)
· QT · ST− · V − ,
(8.88)
where V is the overall volume of the Calabi-Yau three-fold and where · denotes
matrix multiplication while × stands for the ordinary product of scalars. This
expression agrees with the scalar potential of N = 2 gauged supergravity found
in [248] (after going to Einstein frame). In the context of SU(3)×SU(3) structure
compactifications this potential has appeared for instance in [249], and in the
context of double field theory it has been derived in [250].
Mirror symmetry
With the help of the scalar potential (8.88), we can also illustrate mirror symmetry
[3]. This is a well-established duality between compactifications of type IIA and
type IIB string theory on Calabi-Yau three-folds, which essentially interchanges
the even and odd cohomology groups. In the scalar potential this is realised by
interchanging the + and − labels of the vectors V + and V −, and by exchanging
the fluxes as
Q −! Q˜T . (8.89)
For the R-R sector one finds that the fluxes between type IIB and type IIA are
interchanged. Working out how the components of Q transform under mirror
symmetry, we see that some of the geometric and non-geometric fluxes are mapped
as follows [224]
f −! −fT , f˜ −! qT ,
q˜ −! −q˜T , q −! f˜T . (8.90)
Therefore, when compactifying string theory on a Calabi-Yau three-fold for in-
stance with geometric H-flux, the mirror dual will in general be a Calabi-Yau
compactification with non-geometric R-flux. This shows that non-geometric fluxes
are a natural part of string-theory compactifications, which are connected via mir-
ror symmetry to geometric fluxes.
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Remark
We also briefly mention partial supersymmetry breaking from N = 2 to N = 1
in four-dimensions, for which non-geometric fluxes play an important role. In the
series of papers [251–254] it was studied how partial supersymmetry breaking can
be realised in string-theory compactifications. It turns out that for partially-broken
Minkowski vacua one needs at least two gauged isometries, which can be generated
by at least two entries in the flux matrix (8.78) – out of which one has to be a non-
geometric flux.20 This observation has been employed in [256,257] to determine the
back-reaction of non-geometric fluxes on Calabi-Yau three-fold compactifications.
The back-reacted solutions are asymmetric Gepner models, which are related to
non-geometric constructions previously studied in [174,258].
8.6 Calabi-Yau orientifolds with fluxes
In string theory one is often interested in N = 1 supergravity theories in four
dimensions, which can be obtained from N = 2 compactifications by performing
an orientifold projection [259,260]. In this section we want to determine the scalar
potential of the four-dimensional N = 1 theory corresponding to the orientifold-
projected version of (8.88), and for a full analysis we refer to [234,261].
Orientifold projection
We focus again on type IIB string theory and perform an orientifold projection of
the form ΩP(−1)FLσ. Here, ΩP denotes the world-sheet parity operator, FL is the
left-moving fermion number (cf. page 56), and σ is a holomorphic involution on
the compact spaceM. We choose the action of σ∗ on the Kähler and holomorphic
three-form as
σ∗J = +J , σ∗Ω = −Ω . (8.91)
The fixed loci of this involution on M are zero- and four-dimensional which –
taking into account that σ leaves the four-dimensional space invariant – gives rise
to orientifold three- and seven-planes.21 The orientifold projection gives rise to a
20 More concretely, one needs both electric and magnetic gaugings with one of them cor-
responding to a non-geometric flux. We did not introduce a distinction between electric and
magnetic gaugings in this section, but schematically an electric gauging is done with a gauge
field whose field strength appears in the action explicitly. A magnetic gauging on the other hand
is done with a gauge field corresponding to the dual field strength and which does not explicitly
appear in the action. A formalism to deal with such gaugings in a systematic way has been
developed in [255].
21If σ∗ leaves Ω invariant, one obtains O5- and O9-planes. The analysis done in this section
for this situation can be found in [234].
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splitting of the cohomology groups into even and odd eigenspaces of σ∗ as follows
Hp,q(M) = Hp,q+ (M)⊕Hp,q− (M) , (8.92)
and the corresponding Hodge numbers will be denoted by hp,q± = dimH
p,q
± (M).
According to (8.92) they satisfy hp,q = hp,q+ + h
p,q
− . One can furthermore determine
the following relations [259]
h1,1± = h
2,2
± , h
3,0
+ = h
0,3
+ = 0 , h
0,0
+ = h
3,3
+ = 1 ,
h2,1± = h
1,2
± , h
3,0
− = h
0,3
− = 1 , h
0,0
− = h
3,3
− = 0 .
(8.93)
Turning to the world-sheet parity operator and the left-moving fermion number,
one finds that their action on the ten-dimensional bosonic fields is given by
ΩP (−1)FL g = + g , ΩP (−1)FL B = −B ,
ΩP (−1)FL φ = + φ , ΩP (−1)FL Cp = (−1) p2 Cp .
(8.94)
For the H-flux and the F˜3-form flux one can infer their transformation behaviour
from (8.94), and for the geometric and non-geometric fluxes one chooses [121,250]
ΩP(−1)FL H = − H ,
ΩP(−1)FL F = + F ,
ΩP(−1)FL Q = − Q ,
ΩP(−1)FL R = + R .
ΩP(−1)FL F˜3 = −F˜3 , (8.95)
Massless spectrum
The massless spectrum of the theory compactified on a Calabi-Yau orientifold can
be determined as before by expanding the ten-dimensional fields into elements of
the appropriate cohomology groups and integrating over the compact space. Only
fields invariant under the orientifold projection are kept, which means for instance
that we consider
J ∈ H1,1+ (X ) , Ω ∈ H3−(X ) , B
∣∣
M ∈ H1,1− (X ) , (8.96)
where B
∣∣
M denotes the restriction of the Kalb-Ramond field to the compact space.
For the R-R potentials similar results apply, depending on the degree of Cp. The
resulting spectrum is summarised in table 5, where we indicated the index running
over the σ∗-odd cohomology by a hat, that is
i = 1, . . . , h2,1+ , A = 1, . . . , h
1,1
+ ,
iˆ = 1, . . . , h2,1− , Aˆ = 1, . . . , h
1,1
− .
(8.97)
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multiplet multiplicity bosonic field content
gravity 1 gµν
vector h2,1+ (C4)iµ
chiral h2,1− z iˆ
chiral 1 τ
chiral h1,1+ TA
chiral h1,1− GAˆ
Table 5: Massless bosonic field content of type IIB string theory compactified on a
Calabi-Yau orientifold with O3- and O7-planes in four dimensions.
The complex-structure moduli z iˆ in table 5 originate from the projection of the
N = 2 moduli (8.40) by keeping only the odd cohomology expansion coefficients.
The remaining scalar fields τ , TA and GAˆ are a combination of the R-R potentials
Cp, the Kalb-Ramond field B, the dilaton φ and the Kähler moduli tA. We specify
their precise form below.
Generalised spinors and N = 1 supergravity data
Similar to the N = 2 situation, one can encode the properties of the N = 1 theory
in terms of generalised spinors. To do so, let us define the following quantities [234]
Φ+ = e−φ eB−iJ ,
Φ− = Ω ,
Φ+c = e
BCmod + iReΦ+ , (8.98)
where the sum over all R-R potential Cp defined in (8.57) has been separated into
a flux contribution and a moduli contribution as C = Cflux +Cmod. The scalar fields
τ , TA and GAˆ shown in table 5 can be determined by expanding Φ+c as follows
Φ+c = τ +G
AˆωAˆ + TAσ
A , (8.99)
where we employed the basis of (1, 1)- and (2, 2)-forms introduced in (8.43). Let
us now discuss the N = 1 supergravity data of these theories:
 Since these scalar fields are part of chiral multiplets of a N = 1 supergravity
theory in four dimensions, the metrics of their scalar manifolds are Kähler.
The corresponding Kähler potentials can be expressed using (8.98) in the
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following way [234,225]
K+ = −2 log
[
+i
∫
M
〈
Φ+,Φ+
〉]
= − log[− i
2
(τ − τ)]− 2 log[8Vˆ ] ,
K− = − log
[
−i
∫
M
〈
Φ−,Φ−
〉]
= − log
[
−i
∫
M
Ω ∧ Ω
]
,
(8.100)
where Vˆ = e− 32φ 1
6
∫
J3 denotes the volume ofM in Einstein frame. Note that
K− is the projection of the N = 2 result given in (8.61), whereas K+ differs
from (8.62) by a factor of two and the dilaton dependence. Furthermore,
these expressions agree with the standard results for the Kähler potential of
Calabi-Yau orientifold compactifications [259].
 Turning now to the interactions, the superpotential W of the N = 1 super-
gravity theory is given by a suitable combination of the moment maps (8.63)
of the N = 2 theory, subject to the orientifold projection. In the absence of
H-flux, one finds [234,225]
W =
∫
M
〈
Φ−, F˜ + dΦ+c
〉
. (8.101)
where the field strength of the R-R potentials F˜ = dCflux contains only terms
invariant under the orientifold projection and where we employed the Mukai
pairing (8.14).
 Note that in W only the real part of the generalised spinor Φ+ appears. The
imaginary part contributes to the N = 1 D-term potential, which takes the
form (see for instance [225,250])
VD ∼
∫
M
〈
dImΦ+, ?dImΦ+
〉
, (8.102)
where ? denotes the Hodge star-operator on M and where we employed
again the Mukai pairing (8.14). Note that dImΦ+ is part of the σ∗-even
cohomology.
However, recall that the D-term potential arises from gaugings of the chiral-
multiplet scalars using the vector-fields. From the spectrum of the N = 1
theory shown in table 5 we see that only vector-fields (C4)iµ with index
i = 1, . . . , h2,1+ are present. Other vector-field components of C4 are either
projected out through the orientifold projection, or are removed due to the
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self-duality of C4. In the scalar potential (8.102) we therefore have to re-
strict dImΦ+ to those parts proportional to {αi} ∈ H2,1+ (M). This situation
changes when considering magnetic gaugings of the isometries, which we do
not discuss here.
For the case of a Calabi-Yau orientifold without fluxes, we note that Φ+ is closed
and that F˜ is vanishing. This implies that the scalar F- and D-term potentials
vanish, and that the four-dimensional theory is an ungauged N = 1 supergravity.
Deformations I – F-term potential
Similarly as in section 8.5, we now want to deform the Calabi-Yau orientifold
background by performing non-trivial O(D,D) transformations of the generalised
spinors Φ± and of the R-R potentials C. Let us start by considering a non-trivial
B-transform acting as Φ± ! eBΦ± and as C ! eBC. For the superpotential (8.101)
this means that〈
Φ−, dCflux + dΦ+c
〉
!
〈
e+BΦ−, d
(
e+BCflux
)
+ d
(
eBΦ+c
)〉
=
〈
Φ−, e−Bd
(
e+BCflux
)
+ e−Bd
(
eBΦ+c
)〉
=
〈
Φ−,
(
d+H
)Cflux + (d+H)Φ+c 〉 ,
(8.103)
where H = dB. This suggests that in the case of non-vanishing H-flux we should
identify the R-R field strength as F˜ = (d + H)Cflux, which agrees again with our
definition already given in (8.55). Using this example as well as our results from
section 8.5, for a background originating from a general O(D,D) transformation
the superpotential should be given by [121,262,123]
W =
∫
M
〈
Φ−, F˜ +DΦ+c
〉
, (8.104)
where F˜ = DCflux and where D has been given in (8.71). Due to Φ− = Ω being part
of the orientifold-odd cohomology, in the superpotential only the orientifold-odd
part of F˜ +DΦ+c contributes. Explicitly, the superpotential reads
W =
∫
M
Ω ∧
(
F˜3 + τ H − F ωAˆGAˆ +QσATA
)
. (8.105)
Note that the first two terms are the familiar Gukov-Vafa-Witten superpoten-
tial [263], whereas the remaining terms provide the generalisation for all types
of fluxes. Furthermore, we point out that the R-flux does not contribute to the
superpotential.
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Deformations II – D-term potential
A similar analysis can be performed for the D-term potential (8.102). We replace
the exterior derivative in dImΦ+ by the twisted differential D, and we use the
matrixM− defined in (8.53) to write
VD =
1
2
[
(ImN )−1
]ij (D ImΦ+)
i
(D ImΦ+)
j
. (8.106)
Here, only the even part of the third cohomology contributes which is again related
to the self-duality condition to be imposed on the R-R four-form potential. We
can then determine explicitly [250]
(D ImΦ+)
i
= e−φ
[
−1
6
RJ3 +
1
2
R
(
B2J
)−Q(BJ)+ F J]
i
, (8.107)
where the index i labels the corresponding component of the orientifold-even third
cohomology. We also note that the flux-components appearing in the superpoten-
tial (8.104) do not appear in (8.107) and vice versa. In particular, the H-flux does
not contribute to the D-term potential.
Localised sources I – tadpole conditions
When performing the orientifold projection described above, in string theory new
localised sources are introduced. These are orientifold planes, and the choice (8.91)
gives rise to orientifold three- and seven-planes which fill out four-dimensional
space-time and wrap zero- and four-dimensional sub-manifolds in the compactifi-
cation spaceM. These O-planes are non-dynamical objects, however, they couple
to the Ramond-Ramond potentials Cp. In the democratic formulation of type II
supergravity [243] the resulting equations of motion/Bianchi identities (8.83) of
the N = 2 theory are therefore modified to
D F˜ = sources . (8.108)
In order to solve such Bianchi identities one typically has to introduce D-branes as
additional local sources, and the integrated Bianchi identities are known as tadpole
cancellation conditions. In the context of non-geometric fluxes this question has
been discussed in [261,264–266].
Let us make this more precise: Dp-branes and orientifold Op-planes are hyper-
surfaces in ten-dimensional space-time. The corresponding world-volume actions
contain Chern-Simons couplings to the R-R potentials Cq which read (for reviews
160
see e.g. [222,267])
SDp ⊃ − µp
∫
Γ
ch (F) ∧
√
Aˆ(RT )
Aˆ(RN)
∧
⊕
q
ϕ∗Cq ,
SOp ⊃ −Qpµp
∫
Γ
√
L(RT/4)
L(RN/4) ∧
⊕
q
ϕ∗Cq .
(8.109)
These expressions require some further clarification and explanation:
 The D-branes and O-planes wrap sub-manifolds Γ of the ten-dimensional
space-time and are therefore localised. In (8.109) ϕ∗ denotes the pull-back
from ten dimensions to Γ.
 The expressions RT and RN stand for the restrictions of the curvature two-
form R to the tangent and normal bundle of Γ. We have furthermore em-
ployed the Chern character ch(F) of the open-string field strength F (cf. our
discussion on page 28) as well as the Aˆ-genus and the Hirzebruch poly-
nomial L. The definitions of these quantities can be found for instance
in [203], and we note that the square-roots in (8.109) can be expanded as
(1 + 4-form + 8-form + . . .).
 The tension of the D-banes and O-planes µp and the charge of the O-planes
Qp are given by µp = 2pi/lp+1s and Qp = −2p−4. In particular, (mutually
supersymmetric) D-branes and O-planes have opposite charges.
 We are using the democratic formulation of type IIA/B supergravity in which
all odd/even R-R potentials Cq appear in the action. In order to connect
to ordinary type II supergravity, one imposes self-duality constraints for the
R-R field strengths F˜q of the form F˜q ∼ ?F˜10−q on the equations of motion.
This means in particular that equations of motion for the potentials of the
form d ? F˜ + . . . = 0 can equivalently be expressed as Bianchi identities
dF˜ + . . . = 0 (see [243] for more details).
After having introduced the D-brane and O-plane actions involving the R-R poten-
tials Cq, we can now determine the Bianchi identities for the R-R field strengths.
We do this by first computing the equations of motion for the R-R potentials Cq,
and then using the above-mentioned duality to obtain the Bianchi identities. The
action from which we want to determine the equations of motion reads schemati-
cally
S = Stype II +
∑
Dp
SDp +
∑
Op
SOp , (8.110)
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where the sums are over all D-branes and O-planes present in the background.
In particular, the D-brane sum includes the orientifold images. In the absence of
NS-NS fluxes, we determine from the equations of motion the following Bianchi
identities (see e.g. [268] for an explicit computation)
dF˜q =
∑
Dp
QDp +
∑
Op
QOp
∣∣∣∣
q+1
. (8.111)
The charges Q are multi-forms and we have restricted them to their (q + 1)-form
part. With [Γ] denoting the Poincaré dual to the cycle Γ wrapped by the D-brane
or O-plane,22 the Q are defined as [269,270]
QDp = ch (F) ∧
√
Aˆ(RT )
Aˆ(RN)
∧ [ΓDp] , QOp = Qp
√
L(RT/4)
L(RN/4) ∧ [ΓOp] .
(8.112)
So far we have assumed that the NS-NS fluxes are vanishing. However, for non-
vanishing H-flux we find from the type II supergravity action (8.58) that the
left-hand side of (8.111) should be replaced by (d+H∧)F˜ . Furthermore, for non-
vanishing geometric fluxes F and non-geometric Q- and R-fluxes we have argued
in section 8.5 that the Bianchi identity should involve the twisted differential D
(see equation (8.83)). In the presence of NS-NS fluxes and localised sources, the
Bianchi identity (8.111) therefore becomes
DF˜ =
∑
Dp
QDp +
∑
Op
QOp . (8.113)
Finally, when integrating these Bianchi identities over the transversal space one
finds the tadpole-cancellation conditions.
Localised sources II – Freed-Witten anomaly
D-branes in flux-backgrounds furthermore have to satisfy the Freed-Witten anom-
aly cancellation condition [125]. In the case of only H-flux this means that H
restricted to the D-brane has to be exact, which reads in formulas
[H]
∣∣
D-brane = 0 . (8.114)
22For instance, when considering space-times of the form R3,1 ×M with M a compact six-
dimensional space and Dp-branes filling R3,1, ΓD3 is point-like in M and [ΓD3] ∈ H6(M) is a
six-form inM, ΓD5 wraps a two-cycle inM and [ΓD5] ∈ H4(M) is a four-form inM and ΓD7
wraps a four-cycle inM and [ΓD7] ∈ H2(M) is a two-form inM.
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Here [H] ∈ H3 denotes the cohomology class of the H-flux. For general fluxes it
has been argued that the Freed-Witten condition can be expressed as [271, 262,
265,271–273,215,266]
D [ΓDp] = 0 , (8.115)
where [ΓDp] denotes again the Poincaré dual of the cycle ΓDp wrapped by the D-
brane. In (8.115) we assumed that the open-string gauge flux F vanishes, but the
natural generalisation to non-trivial F can be expressed using the charges (8.112)
as [266]
DQDp = 0 . (8.116)
8.7 Scherk-Schwarz reductions
In our discussion above we have studied how geometric and non-geometric fluxes
of a higher-dimensional theory affect the lower-dimensional one. In particular,
we have interpreted fluxes as operators acting on the cohomology of the com-
pactification space – as shown in equation (8.76) – which gave rise to a gauged
supergravity theory. However, as we have argued in section 6, fluxes can also
be considered as encoding the non-triviality of torus fibrations. We now want to
describe compactifications of type II string theory on such backgrounds, which
fall into the class of (generalised) Scherk-Schwarz reductions [126, 127]. In regard
to non-geometric backgrounds, these have been investigated for instance in the
papers [129,141,130,274,131,275,276].
General idea I
Let us start by reviewing the main idea of Scherk-Schwarz compactifications in the
present context, following in parts [129,130]. We consider a gravity theory in D+1
dimensions together with a number of scalar fields Φ(xˆ). The latter are assumed
to take values in a coset space G/K, where G is typically a non-compact group
with maximal compact subgroup K. In this case the scalar fields can be combined
into a vielbein matrix V(xˆ), transforming under global transformations g ∈ G and
local transformations k(xˆ) ∈ K as V ! k(xˆ)V g. Restricting to real matrices V ,
the action for the combined system (invariant under the above transformations)
reads
Sˆ = 1
2κˆ2
∫ [
Rˆ ? 1 + 1
2
Tr
(
dV−1 ∧ ?dV)] , (8.117)
where Rˆ is the Ricci scalar in D + 1 dimensions and ? denotes the corresponding
Hodge star-operator. Note that the scalar potential for this theory vanishes and
hence the scalar fields Φ(xˆ) contained in V(xˆ) are massless.
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We now want to reduce this theory on a circle, over which V is non-trivially
fibred. We therefore split the (D + 1)-dimensional coordinates as xˆI ! (xµ, y)
with µ = 0, . . . , D − 1 and identify y ∼ y + 2pi which gives rise to a circle. For
V(xˆ) we consider the ansatz
V(xˆ) = V(x) exp[my
2pi
]
, (8.118)
where m = logM is the Lie-algebra element corresponding to a monodromy matrix
M ∈ G. This ensures that the theory is well-defined under y ! y + 2pi, since
V(x, y + 2pi) = V(x, y)M is a symmetry of the (D + 1)-dimensional action. We
can then perform a dimensional reduction of (8.117) on the circle: the (y, y)-
component of the (D + 1)-dimensional metric becomes a scalar field φ(x) in the
D-dimensional theory, and the off-diagonal (x, y)-components of the metric give
rise to a D-dimensional gauge field A. After going to Einstein frame, we arrive at
the following D-dimensional theory
S = 1
2κ2
∫ [
R ? 1− 1
2
dφ ∧ ?dφ− e−γφF ∧ ?F
+ 1
2
Tr
(
DV−1 ∧ ?DV)− V ? 1 ] , (8.119)
where κ2 = κˆ2/2pi is the D-dimensional coupling constant, F = dA denotes the
field strength of the gauge field A, γ is a positive constant satisfying γ2 = 2 D−1
D−2 and
the gauge-covariant derivative of V reads DV = dV + AV m
2pi
. The scalar potential
is non-zero and takes the form
V =
1
8pi2
eγφTr
(
m2
)
. (8.120)
We thus see that in D dimensions a potential V is generated by the Lie-algebra
element m corresponding to the monodromyM . The ansatz (8.118) therefore gives
rise to a non-trivial potential [127].
General idea II
For our subsequent discussion we are interested in a slightly different setting. In
particular, we want to consider a kinetic term in the (D + 1)-dimensional theory
given by
Sˆ ⊃ 1
2κˆ2
∫
1
2
Tr
(
dH−1 ∧ ?dH) , H = VTηV , (8.121)
where H is a non-degenerate real symmetric matrix. In this ansatz the matrix η
is a constant metric invariant under the local K-transformations specified above.
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Under global transformations g ∈ G the field H transforms as H! gTHg, under
which (8.121) is invariant. Upon dimensional reduction with the ansatz (8.118)
for V , the D-dimensional action contains in addition to the first line in (8.119) the
terms
S ⊃ 1
2κ2
∫ [
Tr
(
DV−1 ∧ ?DV − (VTηV)−1DVTη ∧ ?DV)− V ? 1 ] , (8.122)
where again DV = dV + AV m
2pi
and where the scalar potential V is given by [129]
V =
1
4pi2
eγφTr
[
m2 +
(
VTηV
)−1
mT VT η Vm
]
. (8.123)
Note that this potential depends on the scalar fields Φ(x) implicitly via the reduced
vielbein matrix V(x), and that V will in general generate a mass-term for these
scalars.
Let us now study the properties of this potential in some more detail. First,
we note that we can rewrite the scalar potential in the following way
V =
1
8pi2
eγφTr
[(
m˜ + η−1 m˜Tη
)2]
, m˜ = VmV−1 , (8.124)
in which m˜ depends on the moduli fields Φ(x). Since above V(xˆ) was assumed to
be real, the potential has an absolute minimum V = 0 which is reached either for
φ! −∞ or for [129]
η m˜ + m˜Tη = 0 . (8.125)
The situation described by (8.125) is more interesting as it fixes (some of) the
moduli fields Φ(x). From the minimum-condition (8.125) we see that r = η m˜0 is
a generator of rotations since it satisfies rT = −r, where the subscript indicates
that we are at the minimum of the potential. We can then determine from m =
V−10 η
−1rV0 the monodromy matrix M = V−10 exp(η−1r)V0, and we can show that
in the minimum the matrixH in (8.121) is given byH0 = VT0 ηV0. This implies now
that at the minimum of the scalar potential, H0 is invariant under the monodromy
group generated by m, that is
MTH0M = H0 , (8.126)
and hence such a critical point of the potential is a fixed point under the mon-
odromy group [129]. We finally remark the following:
 The minimum-condition (8.125) can also be expressed in terms of the full
matrix H and the un-dressed Lie-algebra element m as
Hm + mTH = 0 . (8.127)
In fact, the kinetic term (8.122) as well as the scalar potential (8.123) can
be formulated entirely in terms of H(xˆ) = exp[mTy/2pi]H(x) exp[my/2pi].
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 For complex Lie-algebra elements m, one has to use H = V†ηV instead of
the expression given in (8.121). The minimum condition (8.127) then for
instance becomes Hm + m†H = 0.
T2-fibrations
Let us now connect our present analysis to our discussion in section 6. In particular,
we want to describe the effective theory obtained by compactifying string theory
on T2-fibrations over a circle. We do this in two steps:
1. First, we perform a Kaluza-Klein reduction of string theory on a two-torus
from D + 3 to D + 1 dimensions.
2. In a second step we perform a Scherk-Schwarz reduction of the (D + 1)-
dimensional theory on a circle from D + 1 to D dimensions.
Let us therefore recall from equation (6.22) that the metric of a two-torus and the
Kalb-Ramond B-field can be parametrised in terms of two complex scalar fields in
the following way
Gab = α
′ ρ2
τ2
(
τ 21 + τ
2
2 τ1
τ1 1
)
, Bab = α
′
(
0 +ρ1
−ρ1 0
)
, (8.128)
where a, b = 1, 2, τ = τ1 + iτ2 is the complex-structure modulus and ρ = ρ1 + iρ2
denotes the complexified Kähler modulus. Now, when compactifying a (D + 3)-
dimensional theory on a two-torus with metric and B-field (8.128), we obtain a
(D + 1)-dimensional theory which contains the kinetic terms of the moduli as
SˆT2 ⊃ 1
2κˆ2
∫ [
2
τ 22
dτ ∧ ?dτ + 2
ρ22
dρ ∧ ?dρ
]
. (8.129)
Using then the generalised metric H defined in (2.27), we can bring (8.129) into
the form
SˆT2 ⊃ 1
2κˆ2
∫
1
2
Tr
(
dH−1 ∧ ?dH) , (8.130)
which agrees precisely with the general expression shown in equation (8.121). Next,
we perform a Scherk-Schwarz compactification of this (D+ 1)-dimensional theory
on a circle to D dimensions. To do so, we note that (8.130) is in general invariant
under global GL(2D,R) transformations acting on H. However, as we discussed
in section 2.3, in string theory this is broken to O(D,D,Z). Following the Scherk-
Schwarz procedure discussed above, we now choose a vielbein V as in (8.118) with
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for instance
V =
√
ρ2
τ2

τ2 0 0 0
τ1 1 0 0
−ρ1
ρ2
τ1 −ρ1ρ2 1ρ2 − τ1ρ2
+ρ1
ρ2
τ2 0 0 +
τ2
ρ2
 , m ∈ so(D,D) , (8.131)
and η is taken as the four-by-four identity matrix. The potential in the D-
dimensional theory has been determined in (8.124), and it has a global minimum
if the twisting m satisfies (8.125) – or in terms of H – (8.127).
Examples
Let us now discuss some examples for Scherk-Schwarz reductions of T2-fibrations
over the circle. We recall from equation (6.18) that the corresponding O(2, 2,Z)
duality group splits into two SL(2,Z) factors acting on τ and ρ and two Z2 factors.
Since the latter are not connected to the identity, we are not able to describe
them in the present approach. However, for SL(2,Z) this is possible, and the
corresponding monodromies M can be of parabolic, elliptic or hyperbolic type
[129,130] (see also our discussion on page 83). We discuss these situations in turn:
 First, for parabolic monodromies in τ or in ρ the condition (8.125) cannot
be satisfied and hence the potential has no minimum [129]. Let us illustrate
this result with the examples of the three-torus with H-flux, the twisted
three-torus and the three-torus T-fold discussed in section (6.1). We note
that the Lie algebra elements m corresponding to (6.4), (6.7) and (6.10) are
given by
mB =

0 0 0 0
0 0 0 0
0 +h 0 0
−h 0 0 0
, mA =

0 +h 0 0
0 0 0 0
0 0 0 0
0 0 −h 0
,
mβ =

0 0 0 +h
0 0 −h 0
0 0 0 0
0 0 0 0
,
(8.132)
respectively. Each of these elements satisfies the minimum condition (8.127)
(with H computed from (8.128) according to (2.27)) only in some degener-
ation limit where for instance ρ2 ! ∞ or |τ |2 ! 0. For finite values of the
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moduli the Scherk-Schwarz potential (8.124) has no minimum. This shows
that the family of three-tori with H-flux, geometric flux and Q-flux provides
only toy-models.
 For elliptic monodromies we mentioned on page 84 that these are of finite
orders six, four and three. In all of these cases the minimum-condition (8.127)
has a finite solution, and hence the scalar potential has a minimum [129].
An overview on the Lie-algebra generators m together with stabilised values
of τ and ρ for some combinations of monodromies can be found in table 6.
 For hyperbolic monodromies the analysis is rather involved. However, one
can show that the scalar potential (8.124) does not have a minimum specified
by (8.127) [129]. Simple examples for hyperbolic monodromies in τ are of
the form (with N ∈ Z and |N | > 2)
τ ! N − 1
τ
, M =

N +1 0 0
−1 0 0 0
0 0 0 +1
0 0 −1 N
 . (8.133)
Asymmetric orbifolds
As we have argued above, if the scalar potential (8.124) has a minimum charac-
terised by (8.127), then at the minimum the monodromy M leaves the generalised
metric invariant, that is
M−TH0M−1 = H0 . (8.134)
In other words, at this fixed point the background specified by a metric and B-field
is invariant under M . However, this does not imply that the action of the mon-
odromy group on the fibre-coordinates Xa is trivial. More concretely, as explained
in more detail in [129], if a discrete symmetry is gauged – which is the case in our
situation – one should think of the resulting space as an orbifold construction.23
To illustrate this point let us recall from section 2.3 that under transformations of
the form (2.31) the left- and right-moving coordinates in the lattice basis transform
as (2.39). In particular, we have for
M =
(
A B
C D
)
, Ω± = A± 1α′ B (g ± b) , (8.135)
23 Orbifolds are manifolds subject to identifications under a discrete symmetry group. For
instance, the circle S1 can be seen as the freely-acting orbifold S1 = R/Z where Z denotes the
identification of points x ∼ x + 2pi. However, more general orbifold groups are possible, which
do not need to be freely acting. For more information on orbifold constructions in string theory
see for instance the original papers [12,13] or for instance [277].
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τ -monodromy ρ-monodromy generator m minimum of potential
elliptic 4 ∅ m =
pi
2

0 +1 0 0
−1 0 0 0
0 0 0 +1
0 0 −1 0
 τ = +i
elliptic 6 ∅ m =
pi
3
√
3

+1 −2 0 0
+2 −1 0 0
0 0 −1 −2
0 0 +2 +1
 τ = −1 + i
√
3
2
∅ elliptic 4 m =
pi
2

0 0 0 +1
0 0 −1 0
0 +1 0 0
−1 0 0 0
 ρ = +i
∅ elliptic 6 m =
2pi
3
√
3

−1 0 0 +2
0 −1 −2 0
0 +2 +1 0
−2 0 0 +1
 ρ = −1 + i
√
3
2
elliptic 4 elliptic 4 m =
ipi
2

+1 0 +1 0
0 +1 0 +1
+1 0 +1 0
0 +1 0 +1
 τ = +i ρ = +i
elliptic 4 elliptic 6 m =
pi
6

+ 2√
3
−3 0 − 4√
3
3 + 2√
3
+ 4√
3
0
0 − 4√
3
− 2√
3
−3
+ 4√
3
0 3 − 2√
3
 τ = +i ρ =
−1 + i√3
2
elliptic 6 elliptic 4 m =
pi
6

+ 2√
3
− 4√
3
0 +3
+ 4√
3
− 2√
3
−3 0
0 3 − 2√
3
− 4√
3
−3 0 + 4√
3
+ 2√
3
 τ =
−1 + i√3
2
ρ = +i
Table 6: Overview of Lie-algebra generators m and values of τ and ρ satisfying the
corresponding minimum condition (8.127) for some combinations of elliptic mon-
odromies. Note that in the case of elliptic monodromies of orders four in τ and σ the
Lie-algebra element m is complex valued, and hence the minimum condition reads
Hm + m†H = 0.
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that the coordinates transform as (cf. equation (2.39))
X iR ! (Ω−)
i
j X
j
R , X
i
L ! (Ω+)
i
j X
j
L . (8.136)
Now, for the sub-block B in M non-zero, we see that the left- and right-moving
coordinates transform in general differently. The corresponding orbifold is there-
fore an asymmetric orbifold, in which the group acts differently in the left- and
right-moving sectors.
As an example, let us consider the situation of elliptic monodromies of order
four and six in τ and ρ, respectively (cf. table 6). The corresponding monodromy
element M ∈ G takes the form
M =

0 +1 +1 0
−1 0 0 +1
+1 0 0 0
0 +1 0 0
 , (8.137)
and at the minimum (τ0, ρ0) = (+i, −1+i
√
3
2
) the left- and right-moving coordinates
(in the lattice basis) transform under M as
XaL !
(
cosφL + sinφL
− sinφL cosφL
)a
b
XbL , φL =
pi
6
,
XaR !
(
cosφR + sinφR
− sinφR cosφR
)a
b
XbR , φR =
5pi
6
,
(8.138)
with a, b = 1, 2 labelling the coordinates of the T2. Note that this action is of
order twelve, and that the action on the left- and right-moving sector is indeed
different.
Remarks
We close this section on generalised Scherk-Schwarz reductions with the following
remarks:
 Our discussion was focused on the bosonic sector of the theory. When consid-
ering superstring theory, space-time fermions have to be included and in this
case Scherk-Schwarz reductions generically break supersymmetry [126]. For
a discussion of this result in the present context see for instance [129,278].
 The Scherk-Schwarz compactifications discussed above lead to theories in
which some of the symmetries are gauged. This can be seen for instance from
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comparing the kinetic terms of the scalars in (8.122) with gauge-covariant
derivative
DV = dV + AV
m
2pi
, (8.139)
with the general expression (8.26) of gauged supergravity theories. The gaug-
ing parameter is related to the matrix m, and in regard to our discussion in
sections 8.5 and 8.6 we note that m encodes the geometric and non-geometric
fluxes of the higher-dimensional theory [279].
For Scherk-Schwarz reductions on n-dimensional tori Tn from D + n to D
dimensions, the (D + n)-dimensional metric gives rise to n gauge fields in
D dimensions. In this case there are n monodromy generators m, which in
general are non-commuting.
 A discussion of the relation between asymmetric orbifolds at the fixed point of
a monodromy and non-geometric backgrounds from a world-sheet perspective
can be found in [280, 281] as well as in [282–284], and we discuss this point
in some more detail in section 10.2.
8.8 Validity of solutions
In the sections above we have argued that non-geometric fluxes are a natural part
of string theory. In particular, at the level of the theory we have seen that
1. non-geometric fluxes naturally combine into a twisted differential and can be
described using the framework of SU(3)× SU(3) structures.
2. We have also illustrated how non-geometric backgrounds can be incorporated
into generalised Scherk-Schwarz reductions, in which monodromies around
compact directions can contain T-duality transformations.
In this section we now want to discuss solutions to theories with non-geometric
features, in particular their validity from an effective-field-theory point of view.24
Flux compactifications I – perturbing the background
One way to approach compactifications of string theory on Calabi-Yau manifolds
with fluxes, is to start from a Calabi-Yau background without fluxes. Such con-
figurations solve the string-equations of motion (3.31) and have a vanishing scalar
potential. In a second step one perturbs these backgrounds by including fluxes,
24We consider a theory to give rise to a set of equations of motion, and solutions to a theory
are solutions to the equations of motion.
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which in turn generates a potential. If these perturbations are small one can expect
that minima of the potential correspond to small deformations of the Calabi-Yau
background, which include the back-reaction of the fluxes on the geometry.
The quantity which encodes the perturbation generated by the fluxes is the flux
density. Indeed, for the case of H-flux we see that the β-functionals (3.31) contain
for instance a term HijkGii
′
Gjj
′
Gkk
′
Hi′j′k′ which is the flux-density squared. Let
us illustrate this point for the example of the three-torus introduced in section 5.
For a rectangular three-torus with radii R1, R2, R3 the densities of the H-flux H123,
geometric flux f231, Q-flux Q312 and R-flux R123 read, respectively,
H-flux density:
h
2pi
α′
R1R2R3
,
f -flux density:
f
2pi
R1
R2R3
,
Q -flux density:
q
2pi
R1R2
α′R3
,
R -flux density:
r
2pi
R1R2R3
α′2
,
(8.140)
where h, f, q, r ∈ Z. From (8.140) we see that in certain parameter regimes of the
radii the flux-densities can be made small, however, not all densities can be made
small at the same time. Let us consider two cases:
 In the scaling limit R1 ∼
√
α′L, R2 ∼
√
α′L, R3 ∼
√
α′L3 with L  1, the
densities of the H-, f - and Q-flux become small whereas the R-flux density
becomes large. The requirement of small perturbations can therefore be
realised only for the first three fluxes but not for the R-flux. On the other
hand, we note that due to the Bianchi identities (7.106) – in particular
HijkR
ijk = 0 – a simultaneous presence of H- and R-flux on the three-torus
is excluded.
 As a second case let us also consider the scaling limit R1 ∼
√
α′/L3, R2 ∼√
α′L, R3 ∼
√
α′L with L  1. Here the f -, Q- and R-flux densities
become small whereas the H-flux density becomes large. However, again
the Bianchi identities for the fluxes do not allow for an H- and R-flux to be
simultaneously present on a three-torus.
It is expected (but to our knowledge not investigated in detail) that this observa-
tion is a general feature: the Bianchi identities for the fluxes ensure that a scaling
limit can be found in which all of the allowed flux-densities become small.
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Flux compactifications II – validity of approximation
However, for backgrounds with non-geometric fluxes one generically faces the fol-
lowing issues:
 In string theory the length-scales of the compactification space (such as the
radii of the three-torus) cannot be chosen by hand. They correspond to
moduli fields which have to be stabilised dynamically, and one has to ensure
that in a specific model the stabilised values of these fields indeed lead to
small flux-densities.
 Furthermore, even though the flux-densities may be made small, in the pres-
ence of non-geometric fluxes typically some of the length-scales of the com-
pactification space become small. For instance, in the second example above
we have R1 
√
α′. This implies that in general the supergravity approxi-
mation breaks down and that string-theoretical effects have to be taken into
account. Hence, naively such solutions are not trustworthy which is a generic
problem of non-geometric backgrounds.
These issues have to be addressed in order for a particular solution to be reliable.
We want to point out however that these are questions concerning the solutions of
the theory – at the level of the theory we have argued that non-geometric fluxes
are a natural part of string theory.
Scherk-Schwarz reductions
For the Scherk-Schwarz reductions discussed in section 8.7 the situation is slightly
different. To illustrate this point, let us first recall that for ordinary Kaluza-Klein
reductions of a scalar field φ(x, y) on a circle of radius R, one expands φ(x, y) in
eigenfunctions of the Laplace operator on the circle as
φ(x, y) =
∑
n∈Z
φn(x)e
iny
R . (8.141)
Here xµ denotes D-dimensional coordinates and y ∼ y + 2piR parametrises the
circle. The mass of the Kaluza-Klein modes φn(x) in D dimensions can be deter-
mined from the Klein-Gordon equation as m2n = (n/R)2 (see for instance [18] for
a textbook treatment). In string theory, we are now interested in the following
limits:
1. We want to decouple the massive Kaluza-Klein modes φn(x) with n 6= 0 and
make them heavier than some observable energy-scale mobs ∼ 1/Lobs, where
Lobs is some minimal observable length-scale. This implies that R  Lobs
and hence the compact dimension is not observed in experiments.
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2. However, in the supergravity approximation employed for Kaluza-Klein re-
ductions of string theory, we also want to decouple higher string-excitations.
We therefore require in addition that
√
α′  R.
Let us now come to our discussion of string-theory compactifications on T2-
fibrations over a circle on page 166. We have split this procedure into two steps: 1)
we performed an ordinary Kaluza-Klein compactification on T2 and kept only the
massless modes, and 2) we performed a Scherk-Schwarz reduction of these massless
modes on a circle. When determining the minima of the resulting scalar potential
(for elliptic monodromies), we observed that they correspond to fixed points of the
monodromy group. More concretely,
 from for instance table 6 we see that typical values for the stabilised Kähler
and complex-structure moduli of the T2 satisfy |τ | ∼ O(1) and |ρ| ∼ O(1).
This means that the length-scales RT2 of the T2 are of order of the string
length, i.e. RT2 ∼
√
α′. Such values however violate our second requirement
from above
√
α′  RT2 , and therefore string-effects have to be taken into
account in order for these solutions to be reliable.
 On the other hand, at the minimum of the potential the theory has an
orbifold description. For such orbifolds of T2 a CFT description exists [129],
which includes all higher string-modes (at the perturbative level). At the
minimum we therefore have a string-theoretical description and can trust
this solution.
These examples of non-geometric Scherk-Schwarz reductions indicate, that finding
reliable non-geometric solutions is rather a technical problem of controlling string-
theory corrections and not a conceptual problem.
8.9 Applications
We have seen that when compactifying string theory on backgrounds with (non-
geometric) fluxes, a potential for the moduli fields is generated in the lower-dimen-
sional theory. This potential provides mechanisms to give masses to the moduli, to
realise inflation and to construct solutions with a positive cosmological constant.
Moduli stabilisation
For compactifications of string theory from ten to say four dimensions, the de-
grees of freedom of the metric, dilaton and p-form potentials along the com-
pact directions appear as scalar and vector fields in the four-dimensional theory.
The massive excitations can be ignored below a certain cut-off scale (typically
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the mobs mentioned above), however, the massless excitations contribute to the
lower-dimensional spectrum. These massless scalar fields are called moduli and
parametrise deformations of the compactification background. For the example
of Calabi-Yau compactifications discussed in section 8.4, the massless fields have
been summarised in table 4.
From a phenomenological point of view, the presence of massless particles
during the early universe can modify the abundances of hydrogen and helium
and thereby destroy the very successful predictions of big bang nucleosynthesis.
Massless scalar fields (apart from the Higgs field) furthermore give rise to fifth
forces, which are highly constrained by experiment. Moduli fields should there-
fore acquire a mass, which is known as moduli stabilisation (for reviews see for
instance [220, 222]). Moduli can be stabilised by generating a scalar potential
for them and – as we have seen in the above sections – fluxes achieve this re-
quirement. Let us briefly discuss moduli stabilisation for type IIB and type IIA
orientifold compactifications:
 As we explained in section 8.6, for type IIB orientifolds with O3-/O7-planes
the superpotential (8.105) contains couplings between the H-flux and the
axio-dilaton τ , between the geometric F -flux and the moduli GAˆ and between
the non-geometric Q-flux and the Kähler moduli TA. If all fluxes compatible
with the Bianchi identities are non-vanishing, generically all moduli fields
appear in the scalar potential and will receive a mass in the four-dimensional
theory.
Let us emphasise that this is an interesting result: for vanishing Q-flux the
Kähler moduli do not appear in the superpotential W and therefore remain
massless at the perturbative level. On the other hand, non-perturbative
corrections to W coming from D-brane instantons or gaugino condensates
can generate a dependence of the superpotential on the Kähler moduli, which
leads to the KKLT [285] or large-volume [286] scenarios. In these approaches
the Kähler moduli are stabilised through non-perturbative effects, whereas
the Q-flux allows to stabilise Kähler moduli perturbatively.
 For type IIB orientifolds with O5-/O7-planes the situation is slightly different
[234]. The four-dimensional complex scalar fields take a different form as
compared to type IIB with O3-/O7-planes, but in the superpotential the
Kähler moduli couple to the geometric F -flux, the analogues of the GAˆ-
moduli couple to the non-geometric Q-flux and the axio-dilaton couples to
the non-geometric R-flux [262].
 For type IIA orientifolds the fixed loci of the orientifold projection are O6-
planes. In this setting the NS-NS fluxes couple to the complex-structure
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moduli, as expected from mirror symmetry. For more details we refer the
reader to [234].
Let us now give an overview of string-theory constructions with non-geometric
fluxes, where moduli have been stabilised.
 On toroidal compactification backgrounds moduli stabilisation using non-
geometric fluxes has been studied in [121, 287, 262, 123]. In particular, sys-
tematic studies of allowed flux combinations and resulting solutions can be
found in [273,264,288,289,265,290,291].
 On more general Calabi-Yau or SU(3)-structure backgrounds moduli stabil-
isation using non-geometric fluxes has been studied for instance in [261,292,
266]. In [261] it was argued that non-geometric flux-vacua in a paramet-
rically-controlled regime can be constructed.
Inflation
There are strong experimental indications that our universe underwent a period
of inflation in which it expanded rapidly (see for instance [293] for a review).
In order to realise inflation a non-trivial potential for a scalar field has to be
generated, which satisfies certain slow-roll conditions. We do not want to go into
further details here, but only mention that background fluxes can give rise to
such potentials. Using non-geometric fluxes, this has been studied for instance
in [294–297].
De Sitter vacua
In [298] a no-go theorem has been formulated which – under certain conditions –
forbids vacua with a positive cosmological constant. In particular, string theory
with usual geometric fluxes does not allow for de Sitter vacua. However, non-
geometric fluxes violate the assumptions of [298] and are therefore believed to
circumvent the no-go theorem.
Explicit constructions of de Sitter vacua using non-geometric fluxes can be
found for instance in the papers [299,288,289,300,290,301–303,295,304,297,305].
However, as we have mentioned in section 8.8, typically the validity of such solu-
tions is difficult to show. This may be in accordance with the very recent de Sitter
conjectures [306, 307], which exclude meta-stable de Sitter vacua in any theory of
quantum gravity.
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8.10 Summary
Let us close our discussion of type II string-theory compactifications with a brief
summary of the main points discussed in this section:
 In section 8.2 we have reviewed some basic results of N = 2 and N = 1
supergravity theories in four dimensions. We found that these theories are
characterised by only a few quantities.
For N = 2 theories these are a Kähler potential K (often with a correspond-
ing pre-potential F) which describes vector-multiplets, and a quaternionic-
Kähler metric huv describing hyper-multiplets. For Calabi-Yau compactifi-
cations the latter contains a Kähler sub-manifold, which is described again
by a Kähler potential. A scalar potential is generated by moment maps P ,
which correspond to gaugings of vector- and hyper-multiplet isometries.
For the N = 1 theory the vector-multiplets are characterised in terms of a
holomorphic gauge kinetic function f , and the chiral multiplets are described
by a Kähler potential K. A scalar potential is generated by a holomorphic
superpotential W as well as by gaugings of isometries.
 In section 8.4 we then compactified type IIB string theory on a Calabi-Yau
three-fold (without fluxes). The resulting theory is a N = 2 supergravity
in four dimensions. The relevant supergravity quantities of this theory, such
as the Kähler potential and the moment maps, can be expressed using the
framework of generalised geometry. In particular, two generalised spinors
Φ± determine two Kähler potentials K± and the moment maps P .
 In section 8.5 we then discussed how non-trivial O(D,D) transformations
can generate geometric as well as geometric fluxes. The effect of these trans-
formations is encoded in a so-called twisted differential D, which contains
the various fluxes. These fluxes give rise to gaugings in the N = 2 theory.
We furthermore mentioned mirror symmetry, which is a symmetry between
type IIB and type IIA compactifications that exchanges geometric and non-
geometric flux-components. This shows that non-geometric fluxes are an
integral part of flux compactifications.
 In section 8.6 we discussed the orientifold projection of type IIB compactions
from N = 2 to N = 1 theories. Here, the gaugings of the N = 2 theory
are split into an F-term contribution contained in the generalisation of the
Gukov-Vafa-Witten superpotential, and a D-term potential.
 In section 8.7 we studied generalised Scherk-Schwarz reductions. This anal-
ysis connects to our discussion of torus fibrations in section 6, and we have
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described how the scalar potential of such compactifications can be obtained.
The properties of the minimum have been analysed and we observed that, if
the minimum exists, it is in general described by asymmetric orbifold con-
structions.
 In section 8.8 we have discussed the validity of non-geometric solutions. We
have recalled that non-geometric fluxes are a natural part of string theory,
however, non-geometric solutions (i.e. minima of the potential) typically vio-
late the supergravity approximation. They are therefore naively not reliable.
On the other hand, for certain non-geometric Scherk-Schwarz reductions the
minimum of the potential has a CFT description and such solutions can
therefore be trusted.
 In section 8.9 we gave an overview on applications of non-geometric fluxes
to moduli stabilisation, realising inflation and constructing de Sitter vacua
in string theory.
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9 Doubled geometry
In this section we give an introduction to doubled geometry [16, 308, 309]. In this
approach to T-duality and non-geometric backgrounds, a world-sheet action invari-
ant under the duality group O(D,D,Z) is constructed. In section 9.1 we motivate
such two-dimensional theories from the example of toroidal compactifications, and
in section 9.2 we give a more general derivation following [309]. In section 9.3 we
comment on a target-space approach to a doubled geometry, called double field
theory [310–312].
9.1 Toroidal compactifications
We start this section by introducing doubled geometry through the example of
toroidal compactifications with constant Kalb-Ramond field. We work with a
world-sheet theory with flat world-sheet metric of Lorentzian signature, and we
follow the original papers [16, 309] where further details can be found.
Doubled coordinates
Let us recall from page 22 that on a D-dimensional torus with constant Kalb-
Ramond field the T-duality group acts as O(D,D,Z) transformations. Using the
formulas (2.39) and (2.35), for the left- and right-moving target-space coordinates
X iL and X iR this means that they transform as(
X˜L
+ 1
α′ (g˜ + b˜)X˜L
)
=
(
A B
C D
)(
XL
+ 1
α′ (g + b)XL
)
,
(
X˜R
− 1
α′ (g˜ − b˜)X˜R
)
=
(
A B
C D
)(
XR
− 1
α′ (g − b)XR
)
,
(9.1)
where the O(D,D,Z) transformation is parametrised in terms ofD×D matrices A,
B, C, D as in (2.32). Here and in the following matrix multiplication is understood.
Next, as we explained around equation (2.55), a T-duality transformation along
all D directions of the torus corresponds to a transformation parametrised by the
O(D,D,Z) matrix
O+ =
(
0 δ−1
δ 0
)
, (9.2)
where for notational convenience we chose the positive sign. From (9.1) we can
then infer that the fully-dualised coordinates take the form
X˜ i = X˜ iL + X˜
i
R =
[
1
α′ δ
−1 (g + b)XL − 1α′ δ−1 (g − b)XR
]i
, (9.3)
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with i = 1, . . . , D. Motivated by this result, we define an additional set of coordi-
nates as
Xˆi =
1
α′ (g + b)ijX
j
L − 1α′ (g − b)ijXjR , (9.4)
which together with the original coordinates X i = X iL + X iR transform under
O(D,D,Z) in the following way (cf. equation (9.1))(
X˜ i
˜ˆ
Xi
)
=
(
Aij B
ij
Cij Di
j
)(
Xj
Xˆj
)
. (9.5)
It is then convenient to introduce a set of doubled coordinates XI with I =
1, . . . , 2D and their transformation under O ∈ O(D,D,Z) as
XI =
(
X i
Xˆi
)
=
(
X iL +X
i
R
1
α′ (g + b)ijX
j
L − 1α′ (g − b)ijXjR
)
(9.6)
X˜I = OIJXJ . (9.7)
The definition of the coordinates XI can also be motivated by considering the
tachyon vertex operator for the closed string compactified on a torus. (For an
introduction to vertex operators in two-dimensional CFTs see for instance [1].)
Denoting normal ordering by : . . . : and recalling the form of the left- and right-
moving momenta from (2.22), we have
V = :exp
(
ipL ·XL + ipR ·XR
)
:
= :exp
(
1
2
mi [XL +XR]
i +
1
2
ni
[
1
α′ (g + b)XL − 1α′ (g − b)XR
]
i
)
:
= :exp
(
1
2
miXi +
1
2
niXi
)
: ,
(9.8)
where mi, ni ∈ Z are the momentum and winding numbers. Note that this ex-
pression is invariant under O(D,D,Z) transformations of the form (2.29) provided
that XI transforms as in (9.7). We also mention that X i are the coordinates con-
jugate to the momentum numbers mi, while the dual coordinates Xˆi are dual to
the winding numbers ni. The Xˆi are therefore also called winding coordinates.
Constraint
From the definition of the doubled coordinates XI shown in (9.6) we see that X i
and Xˆi contain similar information. We can make this more precise by separating
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the left- and right-moving sectors through the following relations
η−1H∂+X = ∂+X ,
η−1H∂−X = −∂−X ,
(9.9)
where matrix multiplication is understood and where η and the generalised metric
H were given in (2.27). We furthermore employed that the metric and B-field are
constant as well as that X iL ≡ X iL(σ+) and X iR ≡ X iR(σ−) with σ± = τ ±σ. Using
the Hodge star-operator on a two-dimensional flat world-sheet with Lorentzian
signature we have ?dσ± = ±dσ±, which allows us to express (9.9) as
dX = η−1H ? dX . (9.10)
Consistency of this constraint requires that (η−1H)2 = 1, which is indeed satisfied
for the generalised metric H. To conclude, we see that the doubled coordinates XI
have to satisfy a self-duality relation.
World-sheet action
We have seen above that the doubled coordinates XI transform covariantly under
the duality group O(D,D,Z), and we now want to construct a world-sheet action
which is invariant under such duality transformations. A natural guess is the
following expression [16]
S = − 1
4pi
∫
Σ
[
1
2
HIJ dXI ∧ ?dXJ + ΩIJ dXI ∧ dXJ
]
, (9.11)
where H denotes again the generalised metric (2.27). The topological term corre-
sponding to an anti-symmetric matrix ΩIJ has been introduced for later use and
does not affect the dynamics. The 2D components of XI appearing in (9.11) are
considered to be independent fields, which are however subject to the duality con-
dition (9.10) to be imposed on the equations of motion. The action (9.11) is then
invariant under the following O(D,D,Z) transformations
X! OX , H! O−THO−1 , Ω! O−TΩO−1 , (9.12)
which agrees with the transformation behaviour of the coordinates XI shown in
(9.7) and with that of the generalised metric given in (2.31).
Turning now to the equations of motion for the doubled action (9.11), we see
that they take the form
d
(HIJ ? dXJ) = 0 . (9.13)
When imposing the constraint (9.10) they are automatically satisfied, which means
that the dynamics is governed by the constraint.
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Equivalence with the standard formulation
We now want to show that the doubled world-sheet action (9.11) is equivalent
to the standard formulation (2.1) [309]. We follow an approach similar to our
discussion of the Buscher rules in section 3, and first expand (9.11) as follows
S = − 1
4pi
∫
Σ
[
1
2
1
α′ gij dX
i ∧ ?dXj
+ 1
2
α′gij
(
dXˆ − 1
α′ bdX
)
i
∧ ?(dXˆ − 1
α′ bdX
)
j
+ dXˆi ∧ dX i
]
,
(9.14)
where we made a specific choice for the matrix ΩIJ . This action has a number of
global symmetries, for instance it is invariant under Xˆi ! Xˆi + i for i = const.
In a second step we make this global symmetry local by introducing one-form
world-sheet gauge fields Ci. This leads to the gauged action
Sˆ = − 1
4pi
∫
Σ
[
1
2
1
α′ gij dX
i ∧ ?dXj
+ 1
2
α′gij
(
dXˆ + C − 1
α′ b dX
)
i
∧ ?(dXˆ + C − 1
α′ b dX
)
j
+
(
dXˆ + C
)
i
∧ dX i
]
,
(9.15)
which, since gij and bij are assumed to be constant, is invariant under the local
transformations
Xˆi ! Xˆi + i , Ci ! Ci − di , (9.16)
for i depending on the world-sheet coordinates. The last step for showing the
equivalence with the standard formulation is to integrate out the gauge fields Ci.
The solutions to the equations of motion for the latter are determined as
Ci = −dXˆi − 1
α′
gij ? dX
j +
1
α′
bij dX
j , (9.17)
and using them in (9.15) gives the standard expression (2.1) (up to the dilaton
contribution to be discussed below)
Sˇ = − 1
4piα′
∫
Σ
[
gij dX
i ∧ ?dXj − bij dX i ∧ dXj
]
. (9.18)
This shows that the doubled world-sheet action (9.11) is equivalent to the usual
string-theory action.
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Polarisation and T-duality
In the doubled world-sheet action (9.11) the 2D coordinates XI are considered to
be independent of each other. From the identification (2.20) we know already that
the ordinary coordinates X i parametrise a D-dimensional torus TD, but using the
mode expansion (2.21) we can similarly determine an identification for the dual
coordinates Xˆi. Together they read
X i ∼ X i + 2pini , ni ∈ Z ,
Xˆi ∼ Xˆi + 2pimi , mi ∈ Z ,
(9.19)
where ni and mi denote the momentum and winding numbers of the closed string.
We therefore see that the doubled coordinates XI parametrise a 2D-dimensional
doubled torus T2D = TD × TˆD.
From the doubled-geometry perspective the coordinates Xi and Xi are on equal
footing. The identification of Xi = X i with the physical coordinates and Xi = Xˆi
with the dual ones introduced in (9.6) is arbitrary, and we can equally-well take
another D-dimensional subset of XI to represent the physical space. This freedom
of choice is related to O(D,D,Z) transformations, which we can make more precise
by considering a projector ΠIJ separating the physical from the dual coordinates
as
XI =
(
X i
Xˆi
)
=
(
ΠiJXJ
ΠˆiJXJ
)
= ΠIJXJ . (9.20)
In our conventions (9.6) the projector has been chosen as the identity. Let us
also note that the projector has to be consistent with the boundary conditions
(9.19), which means the entries of the matrix ΠIJ have to be integers. A T-duality
transformation can now be interpreted in two ways:
 It is either an active O(D,D,Z) transformation acting on the doubled co-
ordinates XI and the generalised metric HIJ . This changes the background
encoded in HIJ while keeping the projector ΠIJ fixed.
 Alternatively, a duality transformation can be seen as a passive transforma-
tion which only acts on the projector ΠIJ . This changes the identification of
the physical subspace inside the doubled torus T2D. This point is illustrated
in figures 11.
Remarks
Let us close this section with the following remarks on doubled geometry.
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(a) Subspace 1
TD
TˆD
(b) Subspace 2
TD
TˆD
(c) Subspace 3
TD
TˆD
Figure 11: Illustration of how a D-dimensional physical subspace inside the 2D-
dimensional doubled space TD × TˆD can be identified. In figure 11a the projector
ΠIJ selects the ordinary space TD, in figure 11b the fully T-dual space TˆD is chosen,
and in figure 11c a linear combination of both is chosen.
 We note that when imposing the constraint (9.10) directly on (9.11) the
doubled action vanishes. This is familiar from theories with odd self-dual
forms, such as the five-form field strength of type IIB string theory. The
constraint has to be imposed on the equations of motion, and the action
(9.11) therefore is only a pseudo-action.
 Determining a general D-dimensional background from the doubled geom-
etry can also be achieved via a gauging procedure, similar as on page 182.
One considers a global symmetry
XI ! XI + αkIα , (9.21)
with α = 1, . . . , D, where the D vectors kIα are required to be linearly-
independent and parametrise which global symmetries are gauged. After
constructing the gauged action by introducing gauge fields and integrating
the gauge fields out, one obtains the action in which the directions corre-
sponding to kα have been removed. Note that this procedure is similar to
our discussion of the Buscher rules in section 3, except that no Lagrange
multipliers are introduced.
9.2 Torus fibrations
We now extend the formalism of the previous section from toroidal compactifica-
tions to non-trivial torus fibrations over some base-manifold. We mainly follow
the original papers [16,309], to which we refer for further details.
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The setting
Let us start by specifying the setting we are working in. Similarly as in section 6,
we consider D-dimensional torus fibrations with n-dimensional fibres Tn over a
(D − n)-dimensional base-manifold B. However, in order to be compatible with
the notation in [309] we change our convention to the following
coordinates on Tn X i with i = 1, . . . , n ,
coordinates on B Y m with m = 1, . . . , D − n . (9.22)
Choosing suitable coordinates on the torus fibre, the metric for such torus fibra-
tions can be brought into the following form
G = 1
2
gmn dY
m ∨ dY n + 1
2
gij P
i ∨ P j , (9.23)
where P i are globally-defined one-forms
P i = dX i + Ai . (9.24)
The Ai = Aim(Y )dY m can be interpreted as connection one-forms, whose field
strength will be denoted by F i = dAi. This data encodes the non-triviality of the
fibration of the metric. Furthermore, the components gmn and gij are indepen-
dent of X i. For the Kalb-Ramond field we use the same basis {dY m, P i} of the
cotangent-space to express B as
B =
1
2
bmndY
m ∧ dY n − α′P i ∧ Aˆi + 1
2
bijP
i ∧ P j , (9.25)
where Aˆi = Aˆim(Y )dY m are one-forms on the base-manifold B. The components
bmn and bij are again required to be independent of X i.
Let us then note that the Kalb-Ramond B-field does not need to be globally-
defined but can have a non-vanishing field strength H = dB 6= 0. This implies in
particular that the Aˆi are in general not globally-defined, similarly as the Ai. In
fact, the Aˆi can be interpreted as connection one-forms on a dual bundle [16,309]
for which we denote the corresponding field strength by Fˆi = dAˆi. This data
encodes the non-triviality of the fibration related to the B-field. By introducing
coordinates Xˆi on a dual torus fibre Tˆn, we can then define globally-defined one-
forms for a dual torus fibration as
Pˆi = dXˆi + Aˆi . (9.26)
185
The doubled action
Motivated by these observations, let us consider general doubled coordinates XI
on a doubled torus-fibre T2n together with corresponding doubled connections AI .
We then introduce globally-defined one-forms as
PI = dXI +AI , I = 1, . . . , 2n . (9.27)
A metric on the doubled torus fibre will be denoted byHIJ , and we required it to be
independent of X as well as to satisfy (η−1H)2 = 1 with ηIJ the O(n, n,Z) invariant
metric. The corresponding doubled world-sheet action takes the form [309]
S = − 1
4pi
∫
Σ
[
1
2
HIJ PI ∧ ?PJ + ηIJPI ∧ AJ
+ ΩIJ dXI ∧ dXJ + 1α′ L(Y )
]
,
(9.28)
where PI , AI and dXI denote the pull-backs of the corresponding target-space
quantities to the world-sheet Σ. We use the same symbols for the world-sheet
and target-space quantities, but the distinction should be clear from the context.
The term in (9.28) containing ΩIJ is topological and is needed for showing the
equivalence with the standard formulation. The Lagrangian for the base-manifold
is given by
L(Y ) = gmndY m ∧ ?dY n − bmndY m ∧ dY n + α′ΩIJAI ∧ AJ . (9.29)
The theory is furthermore subject to the constraint
P = η−1H ? P , (9.30)
and with F I = dAI the field strength of AI the equations of motion are obtained
as
d ?
(HIJPJ) = ηIJFJ . (9.31)
Note that the latter can be expressed also as d ? (η−1HP − ?P) = 0, and hence
the constraint implies the equations of motion.
The action (9.28) is invariant under the following GL(2n,R) transformations
acting on the coordinates and metrics
P ! O P , H ! O−T H O−1 ,
A ! O A , Ω ! O−T Ω O−1 , (9.32)
which is however broken to GL(2n,Z) by the boundary conditions of the doubled
torus T2n imposed on XI . Furthermore, the constraint (9.30) breaks GL(2n,Z) to
O(n, n,Z) which shows that the action (9.28) is invariant under T-duality trans-
formations.
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Equivalence with the standard formulation
The equivalence with the standard formulation is again shown using a gauging
procedure, similarly as in section 9.1. To do so, we first have to choose a polarisa-
tion ΠIJ specifying which of the coordinates XI correspond to the physical space.
In particular, we define
XI =
(
X i
Xˆi
)
=
(
ΠiJXJ
ΠiJXJ
)
= ΠIJXJ ,
P I =
(
P i
Pˆi
)
=
(
ΠiJPJ
ΠiJPJ
)
= ΠIJPJ ,
AI =
(
Ai
Aˆi
)
=
(
ΠiJAJ
ΠiJAJ
)
= ΠIJAJ .
(9.33)
Using this polarisation, we can identify H as the generalised metric (2.27), and we
take ΩIJ = 12
(
0 −1
+1 0
)
. The doubled action (9.28) can then be written as
S = − 1
4pi
∫
Σ
[
1
2
1
α′ gijP
i ∧ ?P j + 1
2
α′gij
(
Pˆ − 1
α′ bP
)
i
∧ ?(Pˆ − 1
α′ bP
)
j
+
(
P i ∧ Aˆi + Pˆi ∧ Ai
)
+ dXˆi ∧ dX i
+ 1
α′ L(Y )
]
.
(9.34)
Since gij and bij do not depend on X, this action is invariant under transformations
of the form Xˆi ! Xˆi + i for i = const. Similarly as on page 182, this global
symmetry can be made local by introducing gauge fields Ci and replacing Pˆi !
Pˆi + Ci as well as dXˆi ! dXˆi + Ci in the action (9.34). The equations of motion
for the gauge fields Ci are solved by
Ci = −Pˆi − 1
α′
gij ? P
j +
1
α′
bijP
j , (9.35)
which when inserted into the gauged action gives
Sˇ = − 1
4piα′
∫
Σ
[
gmn dY
m ∧ dY n + gij P i ∧ P j
− bmndY m ∧ dY n + 2α′P i ∧ Aˆi − bijP i ∧ P j
]
.
(9.36)
Comparing now with the metric and B-field shown in (9.23) and (9.25), we see
that this is the ordinary string-theory action for the D-dimensional torus fibration
considered in this section. We have therefore established the equivalence of the
doubled action with the standard formulation [309].
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Non-geometric backgrounds – T-folds
The doubled formalism provides a suitable framework to describe non-geometric
backgrounds. Let us recall that according to our characterisation 3 on page 9,
for non-geometric backgrounds the transition functions between local patches are
duality transformations. These spaces are also called T-folds [16]. More concretely,
as discussed in section 6, for torus fibrations with fibre Tn the monodromy group
along non-contractible loops in the base-manifold is contained in O(n, n,Z). For
geometric backgrounds the monodromy belongs to the geometric subgroup, while
for non-geometric backgrounds the monodromy is a proper duality transformation.
Let us now compare the description of non-geometric backgrounds in section 6
to our present discussion:
 In the approach of section 6, we have constructed non-geometric backgrounds
whose transition functions are duality transformations. In this case the ac-
tion is not invariant when changing from one local patch to another.
 In the doubled formalism on the other hand, the world-sheet action is in-
variant under O(n, n,Z) ⊂ GL(2n,Z) transformations and duality transfor-
mations are diffeomorphisms for the doubled space. Thus, non-geometric
backgrounds in doubled geometry actually have a geometric description, and
the action is invariant when changing between local patches.
The non-geometric nature of this background arises because it is not possi-
ble to find a globally-consistent choice of a physical subspace Tn inside the
doubled torus T2n.
Dilaton
The dilaton has not been included in the above discussion. However, following
[309], we can add a term of the form
− 1
4pi
∫
Σ
RΦ ? 1 (9.37)
to the doubled action (9.28), where R is the Ricci scalar of the world-sheet metric
and Φ = Φ(Y ) denotes the doubled dilaton. Note that since Φ is independent of
X, (9.37) is invariant under O(n, n,Z) transformations.
Now, when relating the doubled action to the standard formulation by in-
tegrating out a local symmetry, there is a one-loop effect when performing the
path-integral [313,314]. This implies that the doubled dilaton Φ in (9.37) gets an
additional contribution, so that the physical dilaton φ takes the form
φ = Φ− 1
4
log
(
detGij
)
, (9.38)
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where Gij denotes the metric on the physical space shown in (9.23). Under duality
transformations, φ then transforms in the standard way (3.30).
9.3 Double field theory
In this section we briefly discuss double field theory (DFT) [310–312], which is a
target-space formulation manifestly invariant under O(D,D,Z) transformations.
A detailed discussion of DFT is beyond the scope of this work, for which we want
to refer the reader to the reviews [315–317]. Here we only point out relations with
doubled geometry and the relevance of DFT for non-geometric backgrounds.
Doubled world-sheet actions
In section 9.1 we have illustrated that a world-sheet theory with doubled coordi-
nates is subject to a self-duality constraint. Theories with self-dual odd forms are
difficult to deal with, since when the constraint is imposed at the level of the action
the latter vanishes. Examples for such theories are type IIB string theory with
a self-dual five-form field strength, the world-volume theory of M5-branes with a
self-dual three-form field strength and the above-mentioned doubled world-sheet
theory with a self-dual one-form. In all these cases it turns out to be difficult to
quantise the theory.
Let us now be somewhat more precise concerning the doubled world-sheet
formalism. The approach of Hull [16] discussed in this section, involving both
coordinates X i and Xˆi, has previously appeared in a similar form in [318] and is
related to the approaches in [319, 320]. The important question is, however, how
the self-duality constraint (9.30) is imposed:
 If the constraint is implemented using the non-covariant formalism of [321],
then the doubled-geometry formulation of [16] is closely related to that of
Tseytlin [313, 314]. In this formulation manifest Lorentz invariance of the
two-dimensional world-sheet theory is lost, which makes it difficult to com-
pute for instance the β-functionals.
 One can impose additional constraints to restore Lorentz invariance for the
action by Tseytlin [322,323], which however complicates the computation of
the Weyl anomaly. Other approaches are that of twisted double-tori which
can be found in [324], or by following the Pasti-Sorokin-Tonin procedure [325]
which has been discussed in [109].
 When imposing an additional gauge symmetry for the doubled action, one
can obtain the Tseytlin model as a particular gauge choice [326, 327]. This
approach is based on [328].
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 When following the approach to self-dual forms by Siegel [329], one is led to
a formulation similar to that of [330].
 In Hull’s formalism [16,309] the constraint is imposed through a gauging pro-
cedure as discussed above. Here a particular polarisation separating physical
from dual coordinates has to be chosen by hand, but it is argued that this
method is suitable for quantising the theory.
More proposals for such actions can be found in the literature, which are all
classically-equivalent to the ordinary string-theory action. However, it is usually
difficult to quantise these actions.
Double field theory
In string theory, the vanishing of the β-functionals (3.31) is interpreted as the
equations of motion of an effective target-space theory. For the doubled world-
sheet theories one can try to follow a similar reasoning, and the corresponding
one-loop β-functionals have been computed for instance in [331, 332] and [327].
However, these have technical difficulties concerning the validity of a perturbative
α′-expansion or they do not reproduce the equations of motion expected from a
doubled target-space theory, respectively.
On the other hand, in [310] a target-space theory has been constructed using
closed-string field theory which is manifestly invariant under O(D,D) transforma-
tions. This formulation is expected to be a target-space description of the doubled
world-sheet action (or a variant thereof), for which a number of indications have
been collected. The current status in the literature is, however, that this question
has not yet been completely settled.
Basics of DFT
We now want to give a brief introduction to double field theory, which is defined
on a space with a doubled number of target-space dimensions. Similarly to what
we have seen for the world-sheet action, in DFT the ordinary coordinates X i are
supplemented by dual coordinates Xˆi (also called winding coordinates). These
are combined into double coordinates XI = (X i, Xˆi), with i = 1, . . . , D and I =
1, . . . , 2D. Relevant quantities for double field theory are the O(D,D) invariant
metric ηIJ and the generalised metric HIJ shown in (2.27). We recall them here
as
H =
(
1
α′ (g − bg−1b) +bg−1
−g−1b α′g−1
)
, η =
(
0 1
1 0
)
. (9.39)
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For these expressions we can introduce vielbein matrices EAI as in (7.26). In
particular, we have
η = ETη E , H = ETS E , (9.40)
where the 2D×2D matrix S is given by the following expression in the generalised
vielbein basis
SAB =
(
δ 0
0 δ−1
)
. (9.41)
Here we restrict the doubling of the coordinates to say a compact part of the
space-time such that the time direction is not doubled. This can however also
be extended to the full space-time. An action for double field theory can be
determined by invoking the following symmetries:
 First, one requires the action to be invariant under local diffeomorphisms of
the doubled coordinates XI , that is (X i, Xˆi)! (X i + ξi(X), Xˆi + ξˆi(X)).
 Second, the action should be invariant under a global O(D,D) symmetry.
It has been realised that for manifest O(D,D) invariance and for closure of
the algebra of infinitesimal diffeomorphisms, one has to impose the so-called
strong constraint
∂iA ∂ˆ
iB + ∂ˆiA∂iB = 0 , (9.42)
where ∂ˆi denotes the derivative with respect to the winding coordinate Xˆi.
The quantities A and B in (9.42) can be any function or matrix.
We note that there exist two formulations of a DFT action, which differ by terms
that are either total derivatives or are vanishing due to the strong constraint (9.42).
Flux-formulation of DFT
For our purposes it is convenient to use the flux formulation of double field theory,
which has been developed in [333–335] and is, as has been shown in [336], related
to earlier work of Siegel [337,338]. In a frame with flat indices, the action is given
by
SDFT = 1
2κ210
∫
d2DX e−2d
[
FABCFA′B′C′
(
1
4
SAA′ηBB′ηCC′ − 1
12
SAA′SBB′SCC′ − 1
6
ηAA
′
ηBB
′
ηCC
′
)
+ FAFA′
(
ηAA
′ − SAA′
) ]
, (9.43)
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where we used d2DX ≡ dDX ∧ dDXˆ. The definition of e−2d contains the or-
dinary dilaton φ and the determinant of the metric gij, and reads exp(−2d) =√|g| exp(−2φ). The objects FA are expressed as
FA = ΩBBA + 2EAI∂Id , (9.44)
with EIA the inverse of the vielbeins EAI , ∂I denoting the derivative with respect
to the doubled coordinates XI , and ΩABC being the generalised Weitzenböck con-
nection
ΩABC = EAI
(
∂I EBJ
)EJC . (9.45)
Note that the frame-index of EIA has been lowered using ηAB. The three-index
object FABC appearing in (9.43) is the anti-symmetrisation of ΩABC , that is
FABC = 3 Ω[ABC] . (9.46)
(Non-)geometric fluxes
Since the three-index fluxes (9.46) have upper and lower indices, it is natural to
identify (the vacuum expectation value of) FABC with the H-flux, geometric flux,
non-geometric Q- and non-geometric R-flux as
Fabc = Habc , Fabc = Fabc , Fabc = Qabc , Fabc = Rabc . (9.47)
Double-field theory therefore includes geometric and non-geometric fluxes on equal
footing. Furthermore, the fluxes have to satisfy consistency conditions of the
form [217]
0 = D[AFBCD] − 3
4
F[ABMFM |CD] ,
0 = DMFMAB + 2D[AFB] −FMFMAB ,
(9.48)
where DA = EAI∂I . These expressions are similar in form to the Bianchi identities
discussed around equation (8.81).
However, even though the DFT fluxes (9.46) are similar to the fluxes in gen-
eralised geometry (cf. for instance (7.71)), there are important differences. In
particular, in double field theory the generalised vielbeins E can depend not only
on the ordinary coordinates X i but also on the dual winding coordinates Xˆi. Let
us illustrate this for the following DFT vielbein
EAI =
(
δa
i −δambmi
0 δai
)
, (9.49)
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in which bij ≡ bij(X, Xˆ) can depend on both types of coordinates. The corre-
sponding non-vanishing fluxes (in the coordinates basis) are then determined as
follows
double field theory
Fijk = −3∂[i bjk] + 3b[im∂ˆm bjk] ,
Fijk = −∂ˆk bij ,
generalised geometry Fijk = −3∂[i bjk] ,
(9.50)
where ∂ˆi denotes the derivative with respect to Xˆ i, and where included the ge-
neralised-geometry result from equation (7.65). We therefore see that in double
field theory there is an additional contribution to the fluxes coming from the dual
winding coordinates.
Remarks
We close this section with the following remarks:
 Ignoring how the DFT fluxes are realised in terms of vielbein matrices and
considering only the expectation values of FABC , it has been shown in [250]
that DFT compactified on Calabi-Yau three-folds leads to the scalar potential
(8.88) of four-dimensional N = 2 gauged supergravity. (Here the supersym-
metric extension of bosonic DFT to type IIB has been considered.) Similarly,
for compactifications of DFT on toroidal backgrounds with fluxes the scalar
potential of four-dimensional N = 4 supergravity has been obtained [334].
These results show that double field theory correctly reproduces the scalar
potential expected from flux compactifications.
 Double field theory is subject to the strong constraint (9.42). This constraint
can be solved for instance by setting to zero all winding-coordinate depen-
dencies, which for (9.50) implies that the DFT expressions agree with the
generalised-geometry fluxes.
However, the strong constraint can also be solved by eliminating a linear
combination of coordinates X i and Xˆi. In generalised geometry this corre-
sponds to choosing a different anchor projection for the Courant algebroid.
 Double field theory is a rich subject with many applications. It is beyond
the scope of this work to go into more detail, and we have therefore only
illustrated the appearance of non-geometric fluxes. The point we want to
emphasise is that from a DFT point of view, non-geometric fluxes are on
equal footing with ordinary geometric fluxes.
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 The generalised metric HIJ and the O(D,D) invariant metric ηIJ shown in
(9.39) satisfy the following two relations
HT = H , HTη−1H = η . (9.51)
Taking these now as defining relations for two arbitrary 2D×2D matrices, in
[339] the corresponding geometries have been classified. Such geometries are
in general non-Riemannian and have been called doubled-yet-gauged space-
times [340].
194
10 Non-commutative and non-associative
structures
We now discuss non-commutative and non-associative structures in string the-
ory. We explain how a non-commutative or non-associative behaviour of closed-
string coordinates is related to non-geometric fluxes, how such backgrounds can
be obtained by applying T-duality transformations, and how asymmetric orbifolds
provide concrete realisations thereof. A review of these topics with focus on the
underlying mathematical structures can be found in [341].
10.1 Non-associativity for closed strings
In this section we start our discussion by recalling non-commutativity for the open
string, and then discuss a similar reasoning for the closed string. For latter we will
see a non-associative structure, which we describe using a tri-product.
Open strings
Let us start with non-commutativity in the open-string sector. The world-sheet
action describing open strings has a form similar to (2.1), with the difference that
the two-dimensional world-sheet Σ has a non-trivial boundary ∂Σ 6= ∅. Using the
same conventions as in section 2 we have
S = − 1
4piα′
∫
Σ
[
Gµν dX
µ ∧ ?dXν −Bµν dXµ ∧ dXν + α′Rφ ? 1
]
− 1
2piα′
∫
∂Σ
[
aµdX
µ + α′k(s)φ ds
]
,
(10.1)
where the open-string U(1) gauge field a = aµdXµ is understood to be restricted to
the boundary ∂Σ. Coordinates on the world-sheet are denoted by σα = {σ0, σ1},
and tα and nα are unit vectors tangential and normal to the boundary, respectively.
The extrinsic curvature of the boundary is expressed as k = tα tβ∇αnβ, the coordi-
nate on the boundary ∂Σ is denoted by s, and we have dXµ|∂Σ = tα∂αXµds. The
gauge-invariant open-string field strength is a combination of the field strength
F = da for a and the Kalb-Ramond field B, and can be expressed as25
F = F −B . (10.2)
As boundary condition we can impose Dirichlet boundary conditions of the form
δXµ|∂Σ = 0 or Neumann boundary conditions. Denoting the tangential and normal
25In this section we choose a different normalisation of F = da as compared to equation (2.65).
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part of dXµ on the boundary by (dXµ)tan ≡ tα∂αXµ ds|∂Σ and
(
dXµ)norm ≡
nα∂αX
µ ds|∂Σ we can summarise these boundary conditions as
Dirichlet 0 =
(
dXµ
)
tan
,
Neumann 0 =
(
dXµ
)
norm
+ Fµν
(
dXν
)
tan
+ α′k(s)Gµν∂νφ ds
∣∣∣
∂Σ
,
(10.3)
where the index of F has been raised with the inverse of Gµν . Finally, a Dp-brane
is characterised by Neumann boundary conditions along the target-space time
direction X0 and along p spatial directions. The remaining target-space directions
are of Dirichlet type.
Non-commutativity
Restricting now to a flat target space with Gµν = ηµν , constant Kalb-Ramond
field Bµν , constant dilaton φ and constant open-string field strength Fµν , one can
determine the mode expansion of the open-string fields Xµ(σα). In particular, for
Neumann boundary conditions we have
Xµ(τ, σ) = xµ0 +
2piα′
`s
(
pµτ −Fµν pν σ
)
+ i
√
2α′
∑
n6=0
1
n
e−i
npi τ
`s
[
αµn cos
(
npiσ
`s
)
− iFµνανn sin
(
npiσ
`s
)]
,
(10.4)
where we normalised the world-sheet direction normal to the boundary as 0 ≤ σ ≤
`s, and where the world-sheet time coordinate τ is tangential to the boundary. As
carried out in [342], the commutation relations for the modes appearing in (10.4)
can be obtained via canonical quantisation. Using these relations, the equal-time
commutator on the D-brane is evaluated as[
Xµ(τ, 0), Xν(τ, 0)
]
= −[Xµ(τ, `s), Xν(τ, `s)] = 2piiα′(M−1F)µν , (10.5)
where σ = 0, `s corresponds to the two endpoints of the open string on the D-
brane. The matrix M is defined as Mµν = ηµν − FµρFρν . The relations (10.5)
show that the endpoints of the open string do not commute, and hence we find a
non-commutative structure in the open-string sector. Their low-energy limit can
be described via a non-commutative gauge theory [343], and for a review of such
theories see for instance [344].
The Moyal-Weyl product for open strings
Another way to detect the non-commutative nature of the above setting is to
consider the two-point function of two fields Xµ(τ, σ). Going to an Euclidean
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world-sheet via a Wick rotation τ ! i τ and introducing a complex coordinate
z = exp(τ + iσ), the two-point function of two open-string coordinates Xµ(z)
inserted on the boundary takes the form [345–347,343]〈
Xµ(z1)X
ν(z2)
〉
= −α′Gµν log(z1 − z2)2 + i
2
θµν (z1 − z2) , (10.6)
where z = Re(z) denotes the real part of the complex world-sheet coordinate z.
The matrix Gµν is symmetric and can be interpreted as the (inverse of the) effective
metric seen by the open string, and θµν is anti-symmetric and proportional to the
two-form flux F . They are determined as the symmetric and the anti-symmetric
part of the inverse of G−F as[
(G−F)−1
]µν
= Gµν +
1
2piα′
θµν . (10.7)
The function (z) is defined as
(z) =
{
+1 z ≥ 0 ,
−1 z < 0 , (10.8)
and it is the appearance of the jump given by (z1 − z2) in (10.6) which leads to
non-commutativity of the open-string coordinates on the D-brane. The latter has
also been discussed for instance in [348–351].
Next, we recall the form of an open-string vertex operator inserted at the
boundary of an open-string disc diagram. Employing the short-hand notation
p · X = pµXµ and denoting normal-ordered products by : . . . :, such a tachyon
vertex operator can be written as (for an introduction to conformal-field-theory
techniques see for instance [1])
V(z; p) = :exp(ip ·X(z)) : . (10.9)
A correlation function of two such vertex operators in a background with non-
vanishing F -flux is found to be〈V1 V2 〉 = exp[ i(p1)µ θµν (p2)ν (z1 − z2)]× 〈V1 V2 〉θ=0 , (10.10)
where θ = 0 denotes the result of the two-point function for vanishing flux. The
effect of the flux F encoded in θ is a phase factor due to the non-commutative
nature of the theory. This behaviour gives rise to the Moyal-Weyl star-product
between functions f1 and f2(
f1 ? f2
)
(x) := exp
[
iθµν ∂x1µ ∂
x2
ν
]
f1(x1) f2(x2)
∣∣∣
x1=x2=x
, (10.11)
which correctly reproduces the phase appearing in (10.10). Therefore, by evaluat-
ing correlation functions of vertex operators in open-string theory, it is possible to
derive the Moyal-Weyl product.
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(a) World-sheet disc diagram.
V1 V2
(b) World-sheet sphere diagram.
V1
V2
V3
Figure 12: Open-string disc diagram with the insertion of two open-string vertex
operators on the boundary, and closed-string sphere diagram with the insertion of
three closed-string vertex operators.
Non-associativity
We now want to perform a computation analogous to the open-string case for the
closed string. We are guided by the following observation:
 For the open string, the non-commutativity arises because two operators
inserted at the boundary of a world-sheet diagram (cf. figure 12a) do not
commute. This non-commutativity is controlled by a two-form flux F .
 For the closed string, operators are inserted on a world-sheet without bound-
ary (cf. figure 12b). Here, one cannot define an ordering between two points
– however, for three-points we can define an orientation. We therefore ex-
pect that for the closed string an object involving three closed-string fields
is relevant, which in turn should correspond to a three-form flux.
To make the latter point more precise, we consider the equal-time Jacobiator of
three closed-string fields defined as [352][
Xµ, Xν , Xρ
]
:= lim
σi!σ
[
[Xµ(τ, σ1), X
ν(τ, σ2)], X
ρ(τ, σ3)
]
+ cyclic . (10.12)
Note that if this bracket is non-vanishing we have a non-associative structure, and
we expect this three-bracket to be related to a three-form flux – such as the H-flux,
geometric flux, or the non-geometric Q- or R-fluxes.
This strategy has been followed in [352], where the equal-time Jacobiator
(10.12) has been determined for the SU(2) Wess-Zumino-Witten model (intro-
duced around equation (3.71)). This model is described by an action of the form
(3.39), and corresponds to a string moving on a three-sphere S3 with H-flux, where
the radius of S3 is related to the flux such that the string equations of motion (3.31)
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are satisfied to all orders in sigma-model perturbation theory. For this background,
the three-bracket (10.12) was found to be [352][
Xµ, Xν , Xρ
]
=  θµνρ , (10.13)
where θµνρ is completely anti-symmetric in its indices and encodes the three-form
flux. The parameter  turns out to be  = 0 for the H-flux background and  = 1
for the background one obtains after three T-dualities. Hence, for such back-
grounds the closed string shows not only a non-commutative but a non-associative
behaviour.
Tri-product
Similarly to the open string, for the closed string the non-associativity can be
encoded in a product of functions. This has been analysed in [353] using conformal
field theory techniques, where correlation functions of tachyon vertex operators
have been computed for a background with H-flux (in a perturbative expansion).
Let us be more precise and state the definition of a closed-string tachyon vertex
operator as
V(z, z; p) = :exp(ipL · XL + ipR · XR) : , (10.14)
where pµL,R are the left- and right-moving momenta. The coordinates X µL,R are the
left- and right-moving coordinates of the closed string, including linear corrections
due to the H-flux. The complex coordinate on the world-sheet is denoted by z.
For the three-tachyon amplitude one then finds [353]
〈V1 V2 V3〉± = exp[−iθµνρ(p1)µ(p2)ν(p3)ρ[L( z12z13 )± L( z12z13 )]]× 〈V1 V2 V3〉θ=0,
(10.15)
where we emphasise that the exponential has been determined only up to linear
order in θ. The notation employed for the world-sheet coordinates is zij = zi− zj,
where zi corresponds to the world-sheet coordinate of the closed-string vertex oper-
ator Vi(zi, zi; pi). The function L(z) is expressed in terms of the Rogers dilogarithm
L(z), which in turn is defined in terms of the usual dilogarithm Li2(z) as follows
L(z) = L(z) + L (1− 1
z
)
+ L
(
1
1−z
)
,
L(z) = Li2(z) +
1
2
log(z) log(1− z) . (10.16)
The correlation function (10.15) can be determined reliably only for the H-flux
background (corresponding to the − sign) and a background resulting after three
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T-dualities (corresponding to the + sign). The latter is identified with an R-flux
background.
Let us now study the behaviour of (10.15) under permutations of the vertex
operators Vi. Using properties of the function L(z) and denoting by the + sign
again the R-flux background and by − the H-flux background, one finds〈Vσ(1)Vσ(2)Vσ(3)〉± = exp[ i (1±12 ) ησpi2θµνρ(p1)µ(p2)ν(p3)ρ]〈V1 V2 V3〉± , (10.17)
where ησ = 1 for an odd permutation and ησ = 0 for an even one. Thus, for the R-
flux background a non-trivial phase may appear which in [353] has been established
up to linear order in the flux. The phase in (10.17) suggests the definition of a
three-product of functions f(x) in the following way(
f1M f2M f3
)
(x)
:= exp
(
pi2
2
θµνρ ∂x1µ ∂
x2
ν ∂
x3
ρ
)
f1(x1) f2(x2) f3(x3)
∣∣∣
x1=x2=x3=x
.
(10.18)
The three-bracket (10.13) can then be re-derived as the completely anti-symme-
trised sum of three-products (up to an overall constant) as[
Xµ, Xν , Xρ
]
=
∑
σ∈P 3
sign(σ) xσ(µ)Mxσ(ν)Mxσ(ρ) = 3pi2 θµνρ , (10.19)
where P 3 denotes the permutation group of three elements. Let us recall that this
three-bracket was defined as the Jacobi-identity of the coordinates, which can only
be non-zero if the space is non-commutative and non-associative.
Remarks
Let us close this section with remarks on the tachyon correlation function and on
the tri-product (10.18):
 In CFT correlation functions operators are understood to be radially ordered
and so changing the order of operators should not change the form of the
amplitude. This is known as crossing symmetry which is one of the defining
properties of a CFT. In the case of the R-flux background, this is reconciled
with (10.17) by applying momentum conservation as
θµνρ(p1)µ(p2)ν(p3)ρ = 0 for p1 + p2 + p3 = 0 . (10.20)
Therefore, scattering amplitudes of three tachyons do not receive any cor-
rections at linear order in θ both for the H- and R-flux. (This is analogous
to the situation in non-commutative open-string theory, where the two-point
function (10.10) does not receive any corrections.) The non-associative be-
haviour for the closed string should therefore be understood as an off-shell
property of the theory (see also [354]).
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 In the above analysis the flux θµνρ was assumed to be constant. For a discus-
sion with a non-constant flux in the context of double field theory see [355].
 Using Courant algebroids and regarding closed strings as boundary excita-
tions of more fundamental membrane degrees of freedom, a non-associative
star-product has been proposed in [356]. This product can be related to the
tri-product introduced in (10.18), which has been established at linear order
in the flux in [356] and at all orders in [354] (including extensions towards a
non-associative differential geometry). This star-product was also obtained
via deformation quantisation of twisted Poisson manifolds in [356], but can
also be found by integrating higher Lie-algebra structures [357]. We also
note that membrane sigma-models have been used to study non-geometric
fluxes [358] and properties of double field theory [359].
 In relation to the open string, we note that the result of a two-form flux
inducing non-commutativity of brane coordinates is completely general, and
has also been studied for codimension one branes in the SU(2) WZW model
[360]. However, due to a background H-flux in this case, it turns out that
the obtained structure is not only non-commutative but also non-associative
[360–362].
 Using a non-associative star-product, one can try to construct a correspond-
ing non-associative theory of differential geometry and a non-associative the-
ory of gravity. This idea has been proposed in [352], and further been devel-
oped in [363–366].
 Properties of non-associative star-products have been studied from a more
mathematical point of view also in [367,368] and [369].
10.2 Non-commutativity for closed strings
In this section, we discuss the non-commutative behaviour of the closed string in
the context of torus fibrations. In particular, we consider parabolic and elliptic T2-
fibrations over a circle and perform T-duality transformations. It turns out that
the T-dual configurations can be interpreted as asymmetric orbifolds, for which
the closed-string coordinates do not commute.
Main idea
Let us consider a setting similar to the one in section 6, where we considered n-
dimensional torus fibrations over a base-manifold. Assuming that the non-triviality
of the fibration is small in a certain parameter regime (for instance a monodromy
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around a large cycle in the base), we can quantise the closed string on the fibre
perturbatively. In this regime the equation of motion for the fibre-coordinates
Xa(τ, σ) reads (cf. equation (2.4))
0 = ∂+∂−Xa(τ, σ) +O(Θ) , a = 1, . . . , n , (10.21)
where Θ  1 encodes the non-triviality of the fibration. For the geometric-flux
background discussed in section 5.2, this parameter would be related to the flux-
density shown in (5.12). As discussed for instance in [353], the solution to this
equation of motion can then be split into left- and right-moving part similarly as
in (2.5)
Xa(τ, σ) = XaL(τ + σ) +X
a
R(τ − σ) . (10.22)
In general, the commutation relations of the left- and right-moving modes will take
the following form [282][
XaL, X
b
L
]
= i
2
Θab1 ,
[
XaL, X
b
R
]
= 0 ,
[
XaR, X
b
R
]
= i
2
Θab2 , (10.23)
where Θab1,2 are anti-symmetric in their indices and encode the non-triviality of the
fibration. Now, for a purely geometric background – such as the twisted torus with
geometric flux – one finds that Θab1 = −Θab2 = Θab, and hence the fibre-coordinates
commute [
Xa, Xb
]
=
[
XaL +X
a
R, X
b
L +X
b
R
]
= i
2
(
Θab −Θab) = 0 . (10.24)
Let us now perform T-duality transformations for the above situation fibre-
wise. As discussed in the case of a single T-duality in section 2.2, for the left- and
right-moving coordinates this implies that the sign of the right-moving coordinate
is changed (
X aˆL , X
aˆ
R
)
−!
(
+X aˆL , −X aˆR
)
. (10.25)
Here, aˆ denotes the direction along which a T-duality transformation has been
performed, and in the following the dual coordinate will be denoted by X˜ aˆ =
X aˆL−X aˆR. Coming back to the commutation relation (10.24), we can now compute
for instance [282][
X˜ aˆ, Xb
]
=
[
X aˆL −X aˆR, XbL +XbR
]
= i
2
(
Θaˆb + Θaˆb
)
= iΘaˆb . (10.26)
This means that after one T-duality for a purely geometric background the coor-
dinates for the dual background do not need to commute anymore, and in general
one obtains a non-commutative geometry.
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Examples I – parabolic T2-fibrations over S1
The main idea outlined above has been proposed in [282] for T2-fibrations over
a circle, and has been checked more systematically in [370]. In order to discuss
these results, let us denote coordinates in the fibre torus by X1 and X2, and the
coordinate in the base will be denoted by X3
fibre T2
{
X1
X2
base S1 X3
(10.27)
The metric and Kalb-Ramond B-field can be parametrised similarly as in (6.2), and
the fibre-components can be expressed using the complexified Kähler and complex-
structure moduli ρ and τ as in (6.22). Let us then recall from section 6.2 that the
three-torus with H-flux, the twisted torus with geometric flux and the T-fold with
non-geometric Q-flux can be characterised by the following monodromies
T3 with H-flux τ ! τ , ρ ! ρ+ h ,
twisted torus with f -flux τ !
τ
−f τ + 1 , ρ ! ρ ,
T-fold with Q-flux τ ! τ , ρ !
ρ
−qρ+ 1 ,
(10.28)
when going around the base-circle as X3 ! X3 + 2pi. In this list, h, f, q ∈ Z
denote the flux-quantum for the H-, geometric and Q-flux, and we note that these
monodromies are all of parabolic type (cf. page 83).
In [282, 283, 370] the commutation relations between the fibre-coordinates X1
and X2 have been determined for all three backgrounds mentioned above. In
particular, for a sector of the theory in which the base-coordinate X3 has winding-
number N3 the equal-time commutator in the limit of coincident world-sheet space
coordinates takes the form
T3 with H-flux
[
X1(τ, σ), X2(τ, σ′)
] σ′!σ
−−−−! 0 ,
twisted torus with f -flux
[
X1(τ, σ), X2(τ, σ′)
] σ′!σ
−−−−! 0 ,
T-fold with Q-flux
[
X1(τ, σ), X2(τ, σ′)
] σ′!σ
−−−−! − i
2
pi2
3
N3q .
(10.29)
Hence, in this limit, the commutator of two fibre-coordinates of the T-fold is non-
vanishing, indicating a non-commutative behaviour. Furthermore, the right-hand
side of this commutator is proportional to the winding number N3 which can also
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be expressed as N3 =
∮
dX3. Denoting then the constant Q-flux by q = Q312 we
can express the commutator for the T-fold as [206]
[
X1(τ, σ), X2(τ, σ′)
]
T-fold
σ′!σ
−−−−! −ipi
2
6
∮
Q3
12dX3 . (10.30)
It has furthermore been proposed that this expression also holds for flux back-
grounds in which the Q-flux depends on the target-space coordinates.
Examples II – elliptic T2-fibrations over S1
Another class of examples are T2-fibrations with elliptic monodromies, as opposed
to the parabolic ones of the previous paragraph. As mentioned in section 8.7,
elliptic monodromies have fixed points which have an orbifold description (see
footnote 23). Let us consider for instance a background with vanishing Kalb-
Ramond field and elliptic monodromy
τ ! −1
τ
. (10.31)
If we denote two lattice vectors generating the two-torus by ω1, ω2 ∈ C, the complex
structure is given by τ = ω2/ω1. The monodromy (10.31) can then be represented
by for instance ω1 ! ω2 and ω2 ! −ω1, which for the coordinates of the T2-fibre
shown in (10.27) implies (
X1
X2
)
!
(
+X2
−X1
)
. (10.32)
This Z4-action can be conveniently expressed in terms of a complex target-space
coordinate Z = 1√
2
(X1 + iX2), for which one finds that
Z ! e−
2pii
4 Z . (10.33)
Similarly as above, the mode expansion of the world-sheet field Z(τ, σ) can be
determined which respects this orbifold action. However, when taking into account
the non-trivial fibration of the T2-fibre over the base-circle, such an expansion
can only be written down at lowest order in the twisting of the fibre. Following
[282,283], one finds that
ZL(τ + σ) = i
√
α′
2
∑
n∈Z
1
n− θ αn−θ e
− 2pii
`s
(n−θ)(τ+σ) ,
ZR(τ − σ) = i
√
α′
2
∑
n∈Z
1
n+ θ
α˜n+θ e
− 2pii
`s
(n+θ)(τ−σ) ,
(10.34)
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where θ = −fN3 with f ∈ 1
4
+ Z and N3 labelling the winding-sector of the
base-coordinate X3. Similar expressions are obtained for the complex-conjugate
coordinate Z(τ, σ), and the commutation relations for the oscillator modes are
found to be [αm−θ, αn−θ] = (m − θ)δm,n. Using these expressions, the following
equal-time commutators are computed[
ZL(τ + σ), ZL(τ + σ
′)
]
= − [ZR(τ − σ), ZR(τ − σ′)] = 12 Θ(σ − σ′; θ) ,[
ZL(τ + σ), ZR(τ − σ′)
]
=
[
ZR(τ − σ), ZL(τ + σ′)
]
= 0 .
(10.35)
The function Θ(σ− σ′; θ) depends on the difference of the world-sheet space coor-
dinates σ and σ′, and its explicit form can be found [283]. However, here we are
only interested in the limit
Θ(θ) = lim
σ′!σ
Θ(σ − σ′; θ) =
{ −2pi cot(piθ) for θ /∈ Z ,
0 for θ ∈ Z . (10.36)
From these expressions one finds that the target-space coordinates for an elliptic
monodromy commute and that therefore the background is geometric[
Z,Z
]
= 0 ⇐⇒ [X1, X2] = 0 . (10.37)
Let us next perform a T-duality transformation along say the direction X1,
which implies that similarly as in (10.25) we change the sign of the right-moving
modes. This means that ZR ! −ZR, which then leads to the equal time com-
mutator [Z(τ, σ), Z(τ, σ′)] σ
′!σ
−−−−! Θ(θ). Using the real target-space fields, this
corresponds to [282] [
X˜1(τ, σ), X2(τ, σ′)
] σ′!σ
−−−−! iΘ(θ) . (10.38)
Hence, after a T-duality transformation a background with non-commuting coor-
dinates is obtained. The commutation relations of the T-dual background are the
same as for an orbifold with the following orbifold action(
X1L
X2L
)
!
(
+X2L
−X1L
)
,
(
X1R
X2R
)
!
(−X2R
+X1R
)
, (10.39)
which in terms of the complex coordinate Z is expressed as
ZL ! e
− 2pii
4 ZL , ZR ! e
+ 2pii
4 ZR . (10.40)
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Note that the transformation behaviour is asymmetric between the left- and right-
moving sectors, and hence it is called an asymmetric orbifold [14, 15]. We fur-
thermore observe that the mapping (10.39) can be understood using O(D,D)-
transformations. Recalling from page 22 how the left- and right-moving coordi-
nates behave under the duality group O(D,D), we can infer that for the above
background (with vanishing Kalb-Ramond field) the corresponding O(2, 2,Z) ma-
trix can be chosen as
O =

0 0 0 +1
0 0 −1 0
0 +1 0 0
−1 0 0 0
 . (10.41)
This transformation does not belong to the geometric subgroup of O(2, 2,Z), and
hence the dual background is non-geometric. We therefore see in this example
that a T-duality transformation applied to a symmetric orbifold compactification
leads to an asymmetric one, which can then be interpreted as a non-geometric
background.
Remarks
Let us close this section with the following remarks and comments:
 It is worth emphasising that similar to the discussion in section 10.1, the
analysis is done at lowest order in the fluxes. In particular, the non-triviality
of the fibration has been taken into account only at linear order, which made
it possible to obtain explicit mode expansions and compute the commuta-
tors. This approach is justified since in the β-functionals (3.31) the flux only
appears at quadratic order [353]. At higher orders in the flux the above
analysis becomes more involved.
 The equal-time commutators of the target-space coordinates discussed in
(10.29) and (10.38) depend in general on the world-sheet coordinate σ.
Hence, from a target-space point of view such a commutator is not well-
defined. However, in the limit σ′ ! σ this dependence vanishes, and a
target-space interpretation is possible.
 Additional examples for elliptic monodromies and their T-dual asymmetric
orbifolds can be found in [283]. In particular, T5-fibrations over a circle with
freely-acting asymmetric orbifold actions are analysed. In [284] this analysis
has been extended to include more general cases, and an explicit relation
between asymmetric orbifolds and the effective gauged supergravity theory
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has been given. Other examples for asymmetric orbifolds and their relation
to non-geometric backgrounds can be found for instance in [129,134,141,280,
371].
 In an approach similar to [282], the non-commutative behaviour of the string
coordinates has been derived by computing Dirac brackets for doubled-
geometry world-sheet theory in [372].
10.3 Phase-space algebra
The above results for the commutation relations of closed-string coordinates can
be generalised. In this section we discuss such a generalisation as a twisted Poisson
structure.
Point-particle in a magnetic field
Before coming to the non-associativity corresponding to the R-flux, it is worth
pointing out that a point-particle in the background of a magnetic field also leads
to a non-associative behaviour. Denoting by xi the coordinates and by pi the
corresponding momenta, the phase-space algebra takes the form
[xi, xj] = 0 , [xi, pj] = iδ
i
j , [pi, pj] = ieijkB
k , (10.42)
where ijk denotes the Levi-Civita tensor, e is the electric charge of the point-
particle and Bk contains the magnetic field. For this algebra the Jacobiator of the
momenta is computed as [373,374]
[pi, pj, pk] :=
[
[pi, pj], pk
]
+ cyclic = −eijk∇mBm , (10.43)
which in general is non-vanishing and which shows the non-associative behaviour of
the setting. Furthermore, from Maxwell’s equations we know that for a magnetic
monopole one has ∇mBm = 4piρ, where ρ denotes the charge distribution of the
monopole.
Considering now the finite translation operator U(a) = exp(i~a · ~p) along a
distance ~a, we can determine the associator of three such operators as(
U(a)U(b)
)
U(c) = exp
[
−ieΦ(a, b, c)
]
U(a)
(
U(b)U(c)
)
, (10.44)
where Φ(a, b, c) = 1
6
ijka
ibjck∇mBm denotes the magnetic flux through the tetrahe-
dron spanned by the three vectors ~a, ~b and ~c. Using Gauss law, this is the magnetic
charge 4pim inside the tetrahedron. We also note that the non-associative phase
in (10.44) vanishes if em ∈ 1
2
Z, which is Dirac’s quantisation condition of the elec-
tric charge in the presence of a magnetic monopole. Hence, the non-associative
behaviour is related to a violation of the Dirac quantisation condition.
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R-flux algebra
Let us now turn to the string-theory setting. We recall the commutator of two
target-space coordinates for the T-fold background shown in (10.29), and note
that the right-hand side is proportional to the winding number of the field X3
parametrising the circle in the base. Even though this direction is not an isom-
etry, one can perform a T-duality transformation along the base-circle in an ab-
stract way. As mentioned for instance in equation (2.14), such a transformation
is expected to interchange the winding with the momentum number and hence on
the right-hand side of the T-dual commutator the momentum appears. This now
motivates the following R-flux phase-space algebra [282]
[xi, xj] = iRijkpk , [x
i, pj] = iδ
i
j , [pi, pj] = 0 , (10.45)
where pi are again the momenta conjugate to the positions xi, and where Rijk
denotes theR-flux obtained after T-dualising theQ-flux. These relations arise from
a twisted Poisson structure on the phase space [375, 356], and one can determine
the Jacobiator (10.13) as
[xi, xj, xk] :=
[
[xi, xj], xk
]
+ cyclic = 3Rijk , (10.46)
showing that the phase-space algebra (10.45) is non-associative. Furthermore, we
note that in [357] the Jacobiator (10.46) has been identified as a three-cocycle in
Lie algebra cohomology.
Remarks
Let us close this section with the following remarks:
 In order to construct a Hilbert space for a quantised theory, one usually
requires associativity. However, this requirement is not necessary and one
can in fact construct a non-associative form of quantum mechanics [376–378].
An investigation of the point-particle in a magnetic field from a quantum-
mechanical point of view can be found in [379], and for a more formal analysis
see [380].
 The R-flux algebra (10.45), and more generally non-commutative and non-
associative structures originating from non-geometric fluxes, have been dis-
cussed in the context of matrix models in [381].
 A realisation of the R-flux algebra in M-theory based on octonions has been
first discussed in [382]. In [383] a higher three-algebra structure expected to
govern the non-geometric M2-brane phase space has been proposed, which
has been embedded into a covariant description in [384] and related to ex-
ceptional field theory in [385].
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10.4 Topological T-duality
In this section we discuss how non-commutative and non-associative structures
arise when studying T-duality transformations from a mathematical point of view.
Topology change from T-duality
We have already seen that under T-duality the topology can change [76, 60]. For
instance, the three-torus with H-flux can be seen as a trivially-fibred circle over
T2 while its T-dual – the twisted torus – can be seen as a non-trivially fibred circle
over T2. In order to formalise this observation, let us consider a circle bundle over
some base-manifold B
S1 ↪−→ My
B
pi (10.47)
where pi :M! B denotes the projection from the fibre to a point in the base. The
non-triviality of the fibration is encoded in the first Chern class c1(M) ∈ H2(B,Z),
which is a two-form in the cohomology of the base-manifold. (For a textbook
introduction to these concepts see for instance [203].) Next, we denote the vector-
field along the S1-fibre by k, and we perform a T-duality transformation along the
fibre. One then finds that [60]
c1(M) T-duality −−−−−−! ιkH , (10.48)
where ιkH denotes the contraction of the H-flux H ∈ H3(M,Z) with the vector-
field k. Hence, under T-duality the two-form corresponding to the first Chern class
is exchanged with a two-form constructed from the H-flux. For the example of the
three-sphere with H-flux we discussed this point in section 3.2.
In order to describe T-duality in this way, it is convenient to introduce the
following structure. Denoting by a tilde the T-dual background and by ×B the
fibre-wise product over the base-manifold B, one has
 
 
 	
@
@
@R
@
@
@R
 
 
 	
pi p˜i
p p˜
M×B M˜
M M˜
B
(10.49)
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where M×B M˜ is also called the correspondence space and pi, p˜i, p and p˜ de-
note various projections. For the bundleM one can define a twisted cohomology
H•(M, H), where the nil-potent operator is given by d + H∧ similarly as in sec-
tion 8.5. As shown in [60], T-duality for a circle bundle can now be seen as an
isomorphism
T∗ : H•(M, H)! H•+1(M˜, H˜) (10.50)
where the superscript +1 denotes a shift in the degree of the cohomology group.
This isomorphism can be understood by first lifting H•(M, H) to the correspon-
dence space using p∗, then performing a transformation on the correspondence
space, and finally projecting down to H•(M˜, H˜) using p˜∗. We also note that in
order to describe T-duality for the Ramond-Ramond sector one has to use twisted
K-theory, for which one obtains a similar isomorphism.
Torus fibrations
One can now generalise the above discussion to n-dimensional (principal) torus
fibrations M over a base-manifold B. To do so, let us first split the H-flux into
fibre- and base-components in the following way
H = H0 +H1 ∧ b1 +H2 ∧ b2 +H3 ∧ b3 , (10.51)
where Hp is a (p − 3)-form along the torus-fibre and bq is a q-form on the base-
manifold B (this notation is chosen for comparison with [386]). Furthermore,
H is required to be closed with respect to the exterior derivative. We can now
distinguish the following cases:
 For H0 = 0 and H1 = 0 we have a situation similar as above [387]. The first
Chern class of the Tn-fibre can be interpreted as a vector-valued two-form on
the base-manifold ca1(M), where the index a = 1, . . . , n labels the circles in
Tn = S1× . . .×S1. For this situation there is a uniquely-determined T-dual
background, where under T-duality along a fibre direction i the first Chern
class ci1(M) and the two-form ι∂iH are interchanged.
 For H0 = 0 and H1 6= 0 the situation is different [388, 389]. A T-duality
transformation along two directions supported by the H-flux results in a
field of non-commutative tori over the base-manifold B. The T-dual is not
unique, however, it does not affect its K-theory.
 Finally, for H0 6= 0 and if H = H0 the T-dual is a field of non-associative tori
over the base [386]. The T-dual is again not unique, but it does not affect
its K-theory. If furthermore also H1 6= 0 then one obtains a combination of
non-commutative and non-associative tori.
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Let us remark that a possible connection between the non-commutative torus and
the T-fold background has been investigated in [390], and that the non-associative
torus has be studied using D-branes in [391].
Non-commutative torus
Let us now provide some explanation for a non-commutative and non-associative
torus. Roughly speaking, a topological space can be characterised in terms of
the algebra of functions on this space (cf. Gelfand-Naimark theorem). A com-
mutative algebra of functions corresponds to a commutative space – while a non-
commutative or non-associative algebra corresponds to a non-commutative or non-
associative space.
Let us now consider the non-commutative torus. To do so, we start from
an ordinary two-torus T2 with plane-waves U1 = e2piix1 and U2 = e2piix2 where
x1,2 ∈ [0, 1]. Functions f ∈ C∞(T2) on T2 can be expressed using a Fourier
expansion as
f =
∑
(m,n)∈Z2
am,nU
m
1 U
n
2 , (10.52)
where am,n are complex-valued Schwartz-functions and Um1 denotes them’th power
of U1. The algebra of functions on T2 is commutative. Next, we promote x1,2 to
operators xˆ1,2 which satisfy
[xˆ1, xˆ2] =
θ
2pii
, θ ∈ R . (10.53)
Using the Baker-Campbell-Hausdorff formula, this implies for the corresponding
plane-waves Uˆ1,2 that
Uˆ1 Uˆ2 = e
2piiθUˆ2 Uˆ1 , (10.54)
which characterises the non-commutative torus. Functions fˆ can now be expanded
similarly as in (10.52), which now satisfy a non-commutative algebra. Coming
now back to our discussion of T-duality, for a duality transformation along two
directions the two-form H1 in (10.51) corresponds to the parameter θ in (10.53)
and (10.54) on the dual side and controls the non-commutativity.
Remark
We close this section with two remarks:
 The non-associative torus is similar to the non-commutative torus, where
however the algebra of functions is non-associative. The technical details of
this construction can be found in [386].
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 The description of T-duality as an isomorphism between H-twisted coho-
mologies can also be formulated as an isomorphism of Courant algebroids.
A discussion of this result can be found in [392].
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11 Summary
In this work we gave an overview of non-geometric backgrounds in string theory.
These are spaces which cannot be described in terms of Riemannian geometry, but
which are well-defined in string theory. For instance, transition functions between
local charts do not need to belong to symmetry transformations of the action such
as diffeomorphisms or gauge transformations, but can contain T-duality transfor-
mations.
Non-geometric backgrounds are an integral part of string theory: they can be
characterised in terms of non-geometric fluxes which fit naturally into the frame-
work of SU(3) × SU(3) structure compactifications and which complete mirror
symmetry for Calabi-Yau compactifications; and non-geometric torus fibrations
are needed for heterotic–F-theory duality. On the other hand, constructing ex-
plicit non-geometric solutions of string theory is difficult as typically supergravity
approximations break down. However, solutions for certain non-geometric torus
fibrations are provided by asymmetric orbifolds, for which a CFT description ex-
ists. Non-geometric backgrounds belong to the string-theory landscape and un-
derstanding them is crucial for understanding the space of string-theory solutions.
But also at a more practical level such backgrounds are important: they lead to
scalar potentials in lower-dimensional theories and can therefore be used to con-
struct models of particle physics and cosmology in string theory. Furthermore,
non-geometry can give rise to non-commutative and non-associative structures
relevant for theories of quantum gravity.
The material discussed in this review can be organised into three (sometimes
overlapping) topics: non-geometric spaces and their explicit realisation, non-geo-
metric fluxes and their effect on string-theory compactifications, and non-commut-
ative and non-associative structures. We summarise them in some more detail in
the following.
Non-geometric spaces
In the introduction we have mentioned on page 9 that non-geometric spaces are
configurations which do not allow for a geometric interpretation.
 Non-geometric spaces have been discussed in the context of torus fibra-
tions in section 6. As illustrated for instance in figure 6, for these con-
structions the monodromy group acting on a n-dimensional torus fibre is
given by O(n, n,Z), which is the T-duality group identified in section 2.
This group contains symmetry transformations such as diffeomorphisms and
gauge transformations as well as proper duality transformations.
 The prime example for non-geometric spaces is the three-torus with H-flux
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with its T-dual backgrounds, which have been studied in detail in section 5.
Other explicit examples are the compactified NS5-brane together with the
Kaluza-Klein monopole and 522-brane which have been considered in sec-
tion 6.4, and the T2-fibrations discussed in sections 6.2 and 6.3.
 A framework to discuss such non-geometric spaces is that of doubled geom-
etry reviewed in section 9. Here one doubles the dimensions of the fibre,
which allows for a geometric description of non-geometric spaces.
Non-geometric fluxes
To the backgrounds mentioned above one can often associate geometric as well as
non-geometric fluxes. This has been made explicit for the example of the three-
torus with H-flux discussed in section 5.
 The H-flux encodes the non-triviality of the Kalb-Ramond B-field, and the
geometric flux (related to the first Chern class of torus fibrations) encodes the
non-triviality of the geometry. Both belong to the geometric fluxes. The non-
geometric Q- and R-fluxes arise from applying T-duality transformations.
 For more general backgrounds, fluxes can be defined in the framework of gen-
eralised geometry discussed in section 7. In particular, the Courant bracket
of generalised vielbeins determines these fluxes.
 In section 8 we have analysed how non-geometric fluxes modify the effec-
tive four-dimensional theory corresponding to Calabi-Yau compactifications:
fluxes lead to a gauging of N = 2 and N = 1 supergravity theories in four
dimensions, which in turn induces a scalar potential. Explicit examples in
the context of Scherk-Schwarz reductions have been discussed in section 8.7.
We have furthermore seen that non-geometric fluxes appear on equal footing
with geometric fluxes and that they are needed for mirror symmetry.
Non-commutative and non-associative structures
In section 10 we have illustrated how non-geometric backgrounds give rise to non-
commutative and non-associative structures.
 Non-associativity for the closed string due to non-geometric R-flux has been
discussed in section 10.1. Such a behaviour can be detected by comput-
ing correlation functions of vertex operators, which in turn leads to a non-
associative tri-product.
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 In a slightly different approach, non-commutativity for closed strings has
been studied in section 10.2 by quantising the closed string for torus fi-
brations. After performing T-duality transformations this leads to non-
vanishing commutators between target-space coordinates parametrised by
the Q-flux. These constructions correspond to asymmetric orbifolds.
 In section 10.4 non-commutative and non-associative structures originating
from topological T-duality have been discussed.
Topics not covered
In this review we gave a pedagogical introduction to non-geometric backgrounds
in string theory. While providing an overview on many aspects of such spaces, it
was not possible to discuss each of those topics in detail and some topics had to
be omitted:
 We have discussed (collective) abelian T-duality transformations and we
commented on non-abelian T-duality starting on page 49. For a more de-
tailed discussion of the latter we refer the reader for instance to [62, 36, 37,
63–66,45,67], and we mention that non-abelian T-duality has been employed
as a solution-generating technique for instance in [72–74].
 Certain (non-abelian) T-duality transformations can be related to integrable
deformations of supergravity backgrounds. This has been investigated in
[393, 71, 394–397]. Relations to non-commutative geometries and non-geo-
metric backgrounds have been addressed for instance in [398,399,108].
 A world-sheet formulation which incorporates non-geometric fluxes has been
proposed in [212, 213]. The Courant bracket (encoding geometric as well as
non-geometric fluxes, cf. section 7) has been derived from the usual sigma
model in [400], and a description of R-fluxes from a membrane sigma-model
point of view can be found in [356].
 In section 8.9 we gave an overview on non-geometric string-theory solutions
in view of moduli stabilisation, realising inflation and constructing de Sitter
vacua. We did not construct explicit models in this review, but on page 176
referred to the existing literature.
 In section 9.3 we gave a brief introduction to double field theory and ex-
plained its relevance in regard to non-geometric fluxes, however, a more
thorough discussion is beyond the scope of this work. For more details we
refer to the existing review articles [315–317]. The extension of the T-duality
covariant formulation given by DFT to a U-duality covariant framework is
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called exceptional field theory. Review articles for these formulations can be
found in [160–162].
 In this review we have focused on bosonic string theory and on type II super-
string theory. But non-geometric backgrounds also appear for the heterotic
string as studied in [176–178,132,179,180]. In the context of M-theory non-
geometric fluxes have been discussed for instance in [401,382,384,385].
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