In recent years, with the explosive growth of the data, a wide range of data in Cyber-Physical-Social Systems (CPSS) are generated and collected as big data. Cloud computing have been widely-used as the supporting computation infrastructure, which makes big data analysis gaining much attention from IT industry and academia. Moreover, the data often are distributed and stored in different computation resources in many big data applications. Therefore, distributed computing and optimization has been developed for solving big data problems in cloud computing. time efficiency is the significant bottleneck in the performance of distributed optimization algorithms. In this paper, we propose a novel fast distributed algorithm via Alternating Direction Method of Multipliers with Adaptive Local Update (ADMM-ALU), that uses an efficient adaptive local update strategy to accelerate the speed of convergence by automatically determining the number of inner iterations of local update in each outer iteration (communication round). In particular, our method applies the optimality conditions and the magnitudes of residuals of ADMM to freely steer the trade-off between communication and local computation. Empirically, the performance of our method is tested on several benchmark datasets, and the experimental results show that compared to various versions of ADMM algorithms, our method converges faster, and could be a highly effective and efficient algorithm for practical use in big data applications.
I. INTRODUCTION
Nowadays, with the fast development of Cyber-Physical-Social Systems (CPSS), huge volumes of data comes from different sources, such as social and physical spaces, has been integrated as CPSS big data [1] - [3] . With the explosive growth of the data, it has become more difficult to deal with CPSS big data efficiently [4] , [5] . Cloud computing, as a powerful tool for solving big data problems, it with thousands of computing servers are used to provision computation capability for big data applications [6] - [8] . In cloud environment, the computing service offers the computational power of multi-machines across the whole world, and recently many efficient algorithms has been proposed to support time critical or distributed processing [9] , [10] . On the other hand, the data from different sources are generated, and then are stored in a decentralized fashion, and thus the data these algorithms The associate editor coordinating the review of this manuscript and approving it for publication was Francesco Piccialli. work on are often geographically distributed across different computing machines [11] , [12] . This is particularly natural for processing the large data in a distributed fashion. Distributed computing technique has been proposed as one of the most important tools to deal with big data applications in real world.
With the explosive growth of public cloud services, many novel computing techniques has been proposed to meet different time requirements of big data applications, such as edge computing, fog-edge computing and Internet of Things (IoT) recently [13] - [16] . Although public cloud services have been developed quickly in recent years, collaborative methodology is still an effective method to handle the global complex problem over big data [17] , [18] . Therefore, the time efficiency includes communication between different data sources and computation of local models in each machine, is the most significant bottleneck in the performance of distributed algorithms. It is still a challenge to conduct big data analytics in cloud computing, and efficiently VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ process the CPSS big data in a high-efficiency decentralized fashion.
Recently, various distributed computing and optimization algorithms have been proposed for solving the large-scale machine learning problem in big data applications [19] , [20] . Specifically, Alternating Direction Method of Multipliers (ADMM) is a widely used algorithm for minimization optimization with the equality constraint, and it has been applied in machine learning and computer vision applications [21] , [22] . Distributed optimization is developed to take advantage of the computational power of multi-machines to solve the optimization problem by solving the small problems cooperatively in a distributed manner. In distributed ADMM, the computing machines (workers) deal with the small optimization problem (sub-problem) by processing its individual data stored on its own machine locally in parallel, and then aggregate all the local results to obtain a global result [19] . Actually, distributed ADMM always converges slowly, and thus suffers from high time cost in real-world applications, especially the communication time when dealing with big data [23] - [25] . Therefore, it is desirable to reduce the amount of communication and simultaneously improve computational efficiency through faster convergence of such distributed algorithms, i.e., freely steer the trade-off between communication and local computation. Nevertheless, the above issue has not been well studied in the previous work.
To this end, a novel efficient method via ADMM with Adaptive Local Update (ADMM-ALU) is proposed for distributed optimization in this paper. The proposed method can divide the original problem as a series of sub-problems in the framework of ADMM, and then extends an acceleration approach for ADMM by an efficient adaptive local update strategy. In particular, we automatically determine the number of inner iterations of local update by using the above strategy in each outer iteration (communication round), i.e., freely adjust the local computation for local update, through the use of the relative magnitudes of primal and dual residuals of ADMM. Moreover, we suggest the local update strategy by a combined residual whose convergence results has been established. Hence, our method converges fast, can efficiently improve time efficiency involves the computation time and communication time. The experimental results show that our method is effectiveness for distributed optimization. The main contributions of our paper can be summarized as follows:
• An efficient algorithm via Alternating Direction Method of Multipliers with Adaptive Local Update (ADMM-ALU) is proposed for distributed optimization. Specifically, our method presents an efficient adaptive local update strategy to freely steer the communication and local computation in distributed optimization.
• Adaptive strategy for local update is first proposed to adjust the number of inner iterations of local update. Based on the residuals, this strategy results in adaptive local update tuning for ADMM, removing the need for manual setting, and also works in a fully distributed fashion.
• We present a practical version of ADMM-ALU and compare it with other distributed ADMM-based algorithms. The experimental results verify that ADMM-ALU converges faster, and could be an effective algorithm for practical use on large-scale data.
II. BACKGROUND AND RELATED WORKS A. ALTERNATING DIRECTION METHOD OF MULTIPLIERS
The Alternating Direction Method of Multipliers (ADMM) is a powerful optimization algorithm and has attracted a lot of attention in many fields [26] , [27] . Specifically, ADMM solves the optimization problem of the form with constraints as follow:
where x ∈ R N x and z ∈ R N z are the optimization variables, f (x) and g(z) are two local convex functions in the optimiza-
Given a penalty parameter ρ > 0, the original problem (1) can be solved by minimizing the augmented Lagrangian,
where λ is the Lagrangian multipliers. Unlike the method of multipliers, ADMM minimizes L ρ (x, z, λ) in terms of x and y alternatively updating, and then updates λ. Given u = 1 ρ λ, ADMM performs the updating steps,
which allow ADMM to be widely applied in machine learning, computer vision and data mining applications. In this work, we focus the generic and ubiquitous optimization problem in machine learning,
where x denotes the model parameter to be optimized, n is the number of samples. l i (x) is the loss of sample i and φ(x) is the regularizer. Consider minimizing the function P(x) in a cluster with N workers, the above loss function can be decomposed into N components. Hence, the general optimization problem is reformed,
where n i is the number of samples on worker i. This type of problems includes the machine learning and data mining problem, such as logistic regression and support vector machine [26] , [28] . By formulating the original problem as a global consensus problem, the minimization of Eq. (7) is reformulated as
where f i (x i ) = n i j=1 l j (x i ), x i and y are the local variable and global variable, respectively. Each f i is the local loss of only the samples on worker i. Given the global consensus problem, the original optimization problem is decomposed into N sub-problems. We want to find the global variable y by minimizing the sum of objective functions, and the constraint x i = y is employed to ensure all the local variables reach a global consensus. In distributed optimization, the problem can be efficiently solved by exploiting ADMM, which has been popularly used for distributed optimization due to its simplicity and flexibility towards distributed computation [19] , [29] , [30] . In this work, we focus on the adoption of ADMM for solving the empirical risk minimization problem on big data.
B. CONVERGENCE SPEED OF ADMM
Theoretical analysis on ADMM has revealed that it has a sublinear convergence rate [19] , [31] . Nevertheless, in distributed optimization, it has been observed empirically that these distributed ADMM algorithms in many applications usually converge slowly, and thus they often suffer from high training time, especially the communication in many applications [23] , [32] . In recent years, many speed-up techniques have been proposed to accelerate the convergence speed of ADMM, which can be represented as follows: (i) A predictor-corrector step combined with ADMM is proposed by available acceleration methods such as Nesterov's acceleration method [33] , [34] . (ii) Stochastic optimization and ADMM are integrated to improve the convergence speed of ADMM [27] , [35] . The resultant algorithm greatly reduces the local computation per outer iteration, and is much more scalable.
Recently, several works about ADMM with adaptive penalty have been proposed to improve convergence speed of ADMM. In these algorithms, different constraint penalty in each inner iteration was used in the objective function for optimization. In particular, the variants of ADMM algorithms with adaptive penalty parameter were proposed to improve the convergence speed [36] . Furthermore, by using the primal and dual residuals of ADMM, Song et al. proposed fast ADMM algorithms for distributed optimization [37] . In this work, they extended the penalty parameter update strategy in [38] to be suitable to apply in a fully decentralized fashion. Our work is most closely related to the above mentioned recent works, but the main difference is that we focus on the trade-off between local computation and communication, and our adaptive local update directly adjusts the variable number of inner iterations for local update in each communication round.
C. COMMUNICATION-EFFICIENT ALGORITHMS
In recent years, many distributed algorithms have been proposed to solve large-scale machine learning problems for big data applications in researches [20] , [26] . These distributed algorithms require significant communication between workers, often is most closely related to the amount of local computation. In this subsection, we describe the review on distributed algorithms from the communication perspective, which can be roughly represented as follows: (i) One-shot averaging, which only involves a single round of communication in the whole training process [39] , [40] . In this algorithm, each worker optimized its own local objective, and then the average of all individual models was output as the final model. This will result in poor performance. (ii) Naive distributed methods, each worker sent its local result to server for update as soon as it obtained its own model in [41] . The amount of communication is the same as the number of inner iterations of local computation [42] , will result in significantly redundant communication. (iii) Similar to CoCoA [43] , [44] , which is between the above two extremes. In CoCoA, a constant factor of H was chosen to decide the number of inner iterations of local computation. In this specific, additional parameter H need to be chosen and defined beforehand. These algorithms lack of efforts in studying the trade-off between communication and local computation with variable local update. In this work, we study distributed ADMM with adaptive local update, which can adaptively determine the number of inner iterations of local update per communication iteration.
III. ADMM WITH ADAPTIVE LOCAL UPDATE
In this paper, we take into consideration the trade-off between communication and local computation, and propose a novel efficient distributed ADMM algorithm with Adaptive Local Update (ADMM-ALU), as shown in Fig. 1 . The core idea of ADMM-ALU is to present an efficient adaptive local update strategy through the use of optimality conditions and the residuals of ADMM to efficiently determine the number of inner iterations of local update without manually tuning. The FIGURE 1. An illustration of ADMM-ALU. In distributed framework, the global consensus problem is decomposed into a series of sub-problems. In each sub-problem, we use an adaptive local update strategy to determine the number of inner iterations. details of our proposed algorithm will be presented in the following.
A. THE ADMM FRAMEWORK FOR DISTRIBUTED OPTIMIZATION
Suppose that the training data {(a i , b i )} n i=1 for a regularized loss minimization problem of the form (8) is distributed over N worker machines (datasets D 1 , D 2 , . . . , D N ), where a i is an sample and b i is its ground truth. The global consensus problem in (8) can be efficiently solved by distributed ADMM [19] , [45] . Its augmented Lagrangian is formulated in a scaled form,
where u i is the dual variable of the ugmented Lagrangian function, and ρ > 0 is the penalty parameter. The framework of our proposed method ADMM-ALU is presented in Algorithm 1. In each communication round, the N workers process their data locally for solving sub-problems with variable number of inner iterations M decided by adaptive local update in parallel. This internal LocalMethod procedure (sub-problem optimization) tries to minimize the global objective function with respect to their own local variable x i in steps (5) and d k+1 for next iteration. All steps iteratively process until the solution meets the stopping criteria. Our core observation is that the necessary information each worker requires about the number of inner iterations of local computation (adaptive local update) can be compactly represented by the residuals. The detail will be described in the following.
B. ADAPTIVE LOCAL UPDATE STRATEGY
The ADMM iteration gives the theoretical analysis relies on the optimality conditions of the updates for x i s and y by the Karush-Kuhn-Tucker (KKT) conditions. In the case, two simple conditions can be used to describe an optimal solution for ADMM.
1) PRIMAL AND DUAL RESIDUALS
For convenience, using f (x) = N i=1 f i (x i ), the augmented Lagrangian function of (8) will be rewritten as
The primal variables and dual variables must be feasible and satisfy the Lagrange multiplier condition. From the optimality conditions for the individual update steps of x and y, Algorithm 1 ADMM With Adaptive Local Update Input: datasets: D = {D 1 , D 2 , . . . , D N }, parameters ( ρ, pri , dual , r 0 , d 0 ,M 0 ) Output: local variables x 1 , . . . , x N 1: k ← 0 2: c 0 = r 0 2 + d 0 2 3: while r k 2 > pri or d k 2 > dual do 4: for j = 1, . . . , M k do 5:
10:
k ← k + 1 13: end while we can derive the useful expressions as follows
where ∂f and ∂g is the sub-gradient of f and g. Consequently, the optimality conditions can be formed as
Therefore, the primal and dual residuals, defined as r k = x k − y k and d k = ρ(y k − y k−1 ) can monitor the convergence of ADMM. It proved that the primal and dual residuals converge to zero as those methods proceed [19] , and can be exploited for adaptation in local update.
2) PARAMETER TUNING AND ADAPTATION
In ADMM with adaptive parameter algorithms, residual balancing method [36] , [46] has been used to preconditioned variants of ADMM [37] , [47] . In these methods the penalty parameter is tuned automatically as the algorithm proceeds, and can achieve good performance without manually tuning. There is a trade-off between the primal residual and the dual residual, and these proposed methods modulate the penalty parameter based on the observation, i.e., a large ρ results in smaller primal residual but larger dual residual; conversely, a small ρ leads to larger primal residual and smaller dual residual. A basic adaptive strategy is
where µ > 1, and τ k > 0 are parameters [38] . However, ADMM with adaptive penalty suffers from the problem that the relative magnitudes of primal and dual residuals of ADMM depends on the scaling of problems [36] .
3) ADAPTIVE LOCAL UPDATE
To solve this problem, we also extend a robust strategy to enforce stability of ADMM, in which c k , a combined residual which includes both the primal residual and dual residual simultaneously as follow:
indicates how well the iterates satisfy the optimality conditions. Generally, Lemma 7 in [33] shows that the iterations
which states that ADMM decreases the combined residual as iterations increase. Furthermore, if f and φ are convex, it has been proven that c k converge to zero as the method proceed [33] , lim k→+∞ c k = 0.
This suggests that we can tune the inner iteration round for local update to ''balance'' the primal residual and dual residual. Also, for residual balancing, we check the condition after each outer ADMM iteration with the combined residual with a factor of η as follow:
where η ∈ (0, 1) is a constant. If the condition in 15 fails, we will shrink M for the next update iteration. Therefore, M can be determined by (13) and (15) . The adaptive scheme can be listed in Algorithm 2. In the literature, ADMM has been widely applied to distributed optimization because of its decomposability property [19] , [26] . Distributed ADMM minimizes L ρ (x, y, u) with respect to x and y alternately which enables the problem to be easily decomposed for distributed optimization. Since L ρ (x, y, u) is separable with respect to x i , it can be decomposed into N sub-problems solved in parallel. Consider a particular worker i, its sub-problem is
The loss function f i (x i ) can be applied in different applications by taking different forms. In many machine learning problems, f i (x i ) is usually defined as least square loss f i (x i ) = l j=1 a T j x i − b j 2 for regression, and hinge loss f i (x i ) = l j=1 max{0, 1 − b j x T i a j } for binary classification. In particular, ρ 2 y k + u k i 2 also is a L 2 regularization function, because y k and u k i can be regarded as constants in terms of x i . The optimal result of this minimization problem can be obtained by using a stochastic dual coordinate descent method [48] , in which instead of computing the gradient over all the dimensions, it randomly chooses a block of coordinates, and computes only partial gradients over a sampled block, and then update the solution with respect to x i .
Our method ADMM-ALU can be easily implemented in a computer cluster with one master and 10 workers. 10 computing machines are used as workers in the master-slave computer network, in which each machine has an CPU E5-2650 processor with 64 GB RAM. The data is split uniformly into 10 datasets on different machines. The updates of x i and u i happen locally on each worker can be performed in parallel. Each worker i sends local variable x i and dual variable u i to the master for updating global variable y. Message Passing Interface [49] is employed as the platform for distributed computing. The stochastic dual coordinate ascent method (SDCA) [35] is utilized for sub-problem optimization.
IV. EXPERIMENTS A. DATASETS AND EXPERIMENTAL SETTINGS
In this section, we perform binary classification tasks on four benchmark datasets: rcv1, news20, real-sim and epsilon which can be found from LibSVM website 1 . These datasets are randomly split into training/testing datasets with 4 : 1. Moreover, the details of all datasets are showed in Table 1 . In this work, the classification model applied in experiments is the L2-regularized squared hinge loss where C is the penalty parameter, and n is the number of samples. Assume all samples are pre-partitioned into N workers, the objective function can be reformed as a global consensus problem min
where N i is the number of local samples on worker i. For parameters µ and η which can be empirically chosen, we set them as µ = 10 and η = 0.5. Also, we choose the same hyperparameter C in all experiments for fair comparison. Moreover, the mini-batch size is set to 250 in each inner loop, and the maximum number of outer ADMM iterations is set to 500. The stopping criteria in experiments are same as that in [26] . The communication time (Ctime) is the time in terms of information transfer, while the running time (Rtime) is the time taken for model training. The total time (Ttime) is the sum of Ctime and Rtime.
B. COMPARISON WITH DISTRIBUTED ADMM ALGORITHMS
In this subsection, to validate the efficiency of ADMM-ALU, we compare it with four representative distributed ADMM methods for binary classification. The first method is traditional distributed ADMM [26] . The second method proposes stochastic dual coordinate ascent method (SDCA) for sub-problem optimization in ADMM. The third method is the recently proposed ADMM with adaptive penalty. The fourth method is an extended version of ADMM, in which SDCA and adaptive penalty strategy are combined to accelerate the convergence speed. The details of these compared algorithms based on ADMM framework are listed as follows:
• ADMM-ALU: We implement our distributed optimization method via ADMM with adaptive local update to improve the convergence speed, and apply a dual coordinate ascent method (DCA) for sub-problem optimization.
• ADMM-DCA: This is distributed ADMM method based only on the framework of ADMM in [26] . In this method, the dual coordinate ascent method (DCA) is used to optimize sub-problems.
• ADMM-AP: In this method, a variant of ADMM with adaptive penalty similar as [38] is used to accelerate the convergence in fully distributed setting. Moreover, DCA is used to solve the sub-problems.
• ADMM-SDCA: SDCA is integrated with ADMM to accelerate the convergence, and it reduces the computation time per iteration, is much more scalable.
• ADMM-AP+SDCA: We implement this method with SDCA and adaptive penalty to accelerate the convergence in the distributed ADMM framework.
• ADMM-ALU+AP: In distributed ADMM with adaptive local update, we adopt adaptive penalty to improve the convergence, and DCA for sub-problem optimization.
• ADMM-ALU+SDCA: This is ADMM with adaptive local update, in which SDCA is integrated with ADMM to further test the adaptive rule in distributed optimization.
• ADMM-ALU+SDCA+AP: In distributed ADMM with adaptive local update, SDCA and adaptive penalty are integrated with ADMM to further test the adaptive rule in distributed optimization.
First, we investigate and compare the proposed method with different strategies (ADMM-ALU, ADMM-ALU+AP) with the baseline ADMM methods (ADMM-DCA, ADMM-AP) using DCA to solve sub-problems. DCA is a batch method, which all the samples need to be trained for computing all gradient over all coordinates in each inner iteration. In all experiments, we set initial value of M 0 to be {5, 10, 50} on datasets new20 and epsilon, respectively. To study the performance of ADMM-ALU compared with other ADMM-based methods, the experiments are conducted repeatedly, and the means of results are used as evaluation metrics. Tables 2-4 show the experimental results of these compared methods. We can find that our proposed method can converge faster than ADMM-DCA, and H. Wang, X. Chen: Fast ADMM Algorithm for Big Data Applications ADMM-ALU performance best on dataset rcv1. For dataset epsilon, ADMM-ALU obtains the similar performance with ADMM-AP. our method can significantly reduce the communication time compared than ADMM-DCA, and can be well integrated with ADMM-AP in distributed classification.
Second, we further analyze and test the effective of using adaptive local update in our proposed method, we compare ADMM-ALU with other distributed ADMM algorithms by using SDCA for optimization. Moreover, we set the mini-batch size as 250, initial value of M 0 to be {10, 50, 100} on four datasets. In Tables 5-7, we can observe that our method converges faster than other ADMM methods on most of datasets, which can significantly reduce the outer ADMM iteration times and local computation time, and thus speedups the training process with the comparative accuracy against with these distributed ADMM methods. Specifically, the training time includes running time and computational time reduces as the initial value of M 0 varies from 10 to 100. The reason is that the sub-problem can be efficiently solved in the inner loop with data samples repeatedly processed. Therefore, our proposed method can adjust the number of inner iterations for better local update, and reduce communication H. Wang, X. Chen: Fast ADMM Algorithm for Big Data Applications redundancy. Also, ADMM-ALU can be simply combined with available acceleration methods, such as SDCA and adaptive penalty, to improve the convergence speed on fully decentralized setting.
Finally, in Fig. 2 (a-b) , it show the convergence of the objective with parameter η as the number of outer iterations grows on dataset epsilon. We adopt the relative objective value difference to measure the training performance with respect to the convergence speed. We can find that as the value of η increases, the performance of ADMM-ALU gradually fluctuate. The reason is that when M 0 is very large, our method first will reduce the number of inner iterations, and then keep it for training will frequently trigger the adaptive strategy. In this experiment, we find that when η < 0.5, our method will stabilize or fluctuates slightly. As the results show, small η can improve the convergence speed compared with other distributed ADMM algorithms, and thus can reduce the communication and computation time. Thus, our proposed method is suitable for the distributed optimization problem with big data.
V. CONCLUSION
In this paper, we propose an efficient ADMM with adaptive local update algorithm for distributed optimization. In contrast to conventional distributed ADMM, an efficient adaptive local update strategy is developed to determine the number of inner iterations of local update automatically in our algorithm. In particular, we exploit the primal residual and dual residual, and then used the combined residual of ADMM with residual balancing, for local update adaptation. The experimental results on four test datasets show that our proposed distributed ADMM with adaptive local update algorithm can efficiently improve time efficiency which includes communication and local computation, and could be an efficient algorithm for distributed optimization.
The proposed algorithm still has some room for improvements. In the future, we will further the communication-efficient issue to improve the efficiency of distributed algorithms for big data applications. In addition, we also study fast optimization for sub-problem with more acceleration methods.
