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Abstract
In this paper independent sets of closure operations are introduced. We charac-
terize minimal keys and antikeys of closure operations in terms of independent
sets. We establish an expression on the connection between minimal keys and
antikeys of closure operations based on independent sets. We construct two
combinatorial algorithms for finding all minimal keys and all antikeys of a given
closure operation based on independent sets. We estimate the time complex-
ity of these algorithms. Finally, we give an NP-complete problem concerning
nonkeys of closure operations.
Keywords: Closure operation, closure system, closed set, minimal key,
antikey, independent set, hypergraph, minimal transversal.
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1. Introduction
Closure operations and closure systems appear in many fields in pure or
applied mathematics and computer science. Many papers have appreared con-
cerning lattices and combinatorial problems in closure operations which espe-
cially are the closed sets, minimal keys and antikeys of closure operations (see
[3, 4, 8, 13, 14]). The subsets X ⊆ U satisfying f(X) = U are called the keys
of closure operation f ∈ Cl(U). Clearly, this concept has an important role
for the database. The data of a key determine the individual uniquely. The
really important ones are the minimal keys: they are keys containing no other
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key as a proper subset (see e.g. [3, 8, 14]). The antikeys of closure operations
(i.e. maximal non-keys) play an essential role in extremal problems of closure
operations as well as in finding minimal keys (e.g., see [3, 14]). The closed set Y
of f are defined by f(Y ) = Y . The set of all closed sets of f is called the closure
system or meet-semilattice. Also, the closed sets have been widely studied (see
[3, 4, 13, 14]).
The theory of hypergraphs is an important subfield of discrete mathematics
with many relevant applications in both theoretical and applied computer sci-
ence. Especially, it is a very useful tool for solution of combinatorial problems
(e.g., see [2, 9, 10]). The transversals and minimal transversals of a hypergraph
are important concepts in this theory. The set of all minimal keys and the set
of antikeys of closure operations form simple hypergraphs.
In this paper, we introduce the notion of independent sets of closure opera-
tion f . With a subset X ⊆ U , independent set I(X) of f be a subset determined
by U \ f(X). Denote by I(f) and by MI(f), the family of all independent sets
and the family of all minimal independent sets of f , respectively. We show
that generating all minimal keys of f can be reduced to generating all minimal
transversals of family MI(f). We also give a representation of the set of all
antikeys of f in terms of independent sets. Based on these results, we establish
the connection between minimal keys and antikeys of closure operations. Also,
we construct two combinatorial algorithms finding all minimal keys and antikeys
of a given closure operation by independent sets. Finally, in this paper we give
an NP-complete problem.
The paper is structured as follows. After an introduction section, in Section
2, we recall the definitions and the basic results of closure operations and hy-
pergraphs. In Section 3 we introduce the notion of independent sets of closure
operations. After that, we characterize the set of all minimal keys and the set of
all antikeys of a closure operation by independent sets. From these results, we
establish an expression on the connection between minimal keys and antikeys of
closure operations. In Section 4 we construct two combinatorial algorithms for
finding all minimal keys and all antikeys of a given closure operation based on
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independent sets. We prove that the time complexitys of these algorithms are
exponential in the number of elements of U . Finally, we give an NP-complete
problem concerning nonkey of closure operations in Section 5.
2. Definitions and preliminaries
In this section, we recall the definitions and the preliminary results. The
definitions and results in this section can be found in [1, 2, 5, 6, 7, 14].
Let U be a nonempty finite set. Here P(U) denotes the power set of U , that
is, the set of all subsets of U . The mapping f : P(U)→ P(U) is called a closure
operation on U if it satisfies the following conditions
(C1) X ⊆ f(X),
(C2) X ⊆ Y implies f(X) ⊆ f(Y ),
(C3) f(f(X)) = f(X),
for every X,Y ⊆ U .
We denote by Cl(U) the set of all closure operations on U .
Let f ∈ Cl(U) and X ⊆ U . Set X is called closed of f if f(X) = X . The
family of closed sets is denoted Closed(f). Therefore, Closed(f) = {X ⊆ U :
f(X) = X}. It is easy to see that U ∈ Closed(f) and X,Y ∈ Closed(f) ⇒
X ∩ Y ∈ Cloesd(f). Then we also can rewrite Closed(f) = {f(X) : X ⊆ U}.
A family S of subsets of U is called a closure system (or meet-semilattice)
on U if it satisfies the following conditions
(S1) U ∈ S
(S2) ∀A ⊆ P(U), ∅ 6= A ⊆ S ⇒
⋂
A ∈ S.
It can be seen that, if S is a closure system, and we define fS(X) as
fS(X) =
⋂
{Y ∈ S : X ⊆ Y }
then fS ∈ Cl(U). Conversely, if f ∈ Cl(U), then there is exactly one closure
system S on U so that f = fS , where
S = {X ⊆ U : f(X) = X}.
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Thus, Cloesd(f) is a closure system. This means that there is a 1-1 corre-
spondence between closure operations and closure systems.
Let f ∈ Cl(U) and K ⊆ U . Set K is called a key of f if f(K) = U . A key is
called minimal if every a ∈ K then f(K \ {a}) not a key. We denote by Key(f)
the set of all minimal keys of f .
A subset K−1 ⊆ U is called a antikey of f if f(K−1) 6= U and ∀a ∈
U \ K−1, f(K−1 ∪ {a}) = U . Denote Antikey(f) the set of all antikeys of
f . Therefore, we can see that Antikey(f) is the set of all maximal nonkeys of
f .
In [14] we proved the connection between minimal keys and antikeys of
closure operations as follows:
⋃
Key(f) = U \
⋂
Antikey(f).
Example 2.1. The following mappings are basic closure operations:
(1) A maximal mapping m : P(U)→ P(U) is determined by m(X) = U for
every X ⊆ U . Then
Closed(m) = {U},Key(m) = {∅} and Antikey(m) = ∅.
(2) An identity mapping i : P(U) → P(U) is determined by i(X) = X for
every X ⊆ U . Then
Closed(i) = P(U),Key(i) = {U} and Antikey(i) = {U \ {a} : a ∈ U}.
(3) A translation mapping tM : P(U) → P(U) is determined by tM (X) =
M ∪X , where M is a given subset of U and for every X ⊆ U . Then
Closed(tM ) = {M ∪X : X ⊆ U},Key(tM) = {U \M} and
Antikey(tM ) = {U \ {a} : a ∈ U \M}.
Next, we introduce briefly the main concepts of hypergraph which will be
needed in sequels. A hypergraph H is a pair (V, E), where V is a finite set
and E is a family of subsets of V . The elements of V are called vertices, and
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the elements of E edges. Note that some authors, e.g. [2], is required that the
edge-set as well as each edge must be nonempty and that the union of all edges
yields the vertex set. In this paper we do not require this. It is easy to see that
a graph is a hypergraph with |E| = 2, ∀E ∈ E . For notational convenience, we
will identify a hypergraph with its edge-set and vice versa if there is no danger
of ambiguity. Therefore for hypergraph H = (V, E), we write E ∈ H for E ∈ E
etc.
A hypergraph H is called simple if it satisfies
∀Ei, Ej ∈ H, Ei ⊆ Ej ⇒ Ei = Ej .
It can be seen that Key(f) and Antikey(f) are simple hypergraphs on U .
A set T ⊆ V is called a transversal of H (sometimes it is called hitting set)
if it meets all edges of H, i.e., ∀E ∈ H, T ∩ E 6= ∅. We denote by Trs(H) the
family of all transversals of H. A transversal T of H is called minimal if no
proper subset T ′ of T is a transversal. The family of all minimal transversals
of H called the transversal hypergraph of H, and denoted by Tr(H). Clearly,
Tr(H) is a simple hypergraph.
Note that ∅ is a minimal transversal of H = ∅, since each T ⊆ V vacuously
satisfies the transversal criterion, and that H = {∅} has no transversal, since no
T ⊆ V has nonempty intersection with ∅.
The transversal hypergraphs have the following some basic properties
Proposition 2.1 ([2]). Let H and G two simple hypergraphs on V . Then
(1) H = Tr(G) if and only if G = Tr(H),
(2) Tr(H) = Tr(G) if and only if H = G,
(3) Tr(Tr(H)) = H.
In [9] an algorithm finding the family of all minimal transversals of a given
hypergraph (by induction) is presented.
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Algorithm 2.1 (Finding the family of all minimal transversals)
Input: Let H = {E1, . . . , Em} be a hypergraph on V .
Output: Tr(H).
Method:
Step 0. We set L1 = {{a} : a ∈ E1}. It is obvious that L1 = Tr({E1}).
Step q + 1. (q < m) Assume that
Lq = Sq ∪ {B1, . . . , Btq},
where Bi ∩ Eq+1 = ∅, i = 1, . . . , tq and Sq = {A ∈ Lq : A ∩Eq+1 6= ∅}.
For each i (i = 1, . . . , tq) constructs the set {Bi ∪ {b} : b ∈ Eq+1}. Denote them
by Ai1, . . . , A
i
ri(i = 1, . . . , tq). Let
Lq+1 = Sq ∪ {A
i
p : A ∈ Sq ⇒ A 6⊂ A
i
p, 1 ≤ i ≤ tq, 1 ≤ p ≤ ri}.
Let Tr(H) = Lm.
It can be seen that the determination of Tr(H) based on Algorithm 2.1 does
not depend on the order of E1, . . . , Em. The time complexity of Algorithm 2.1
is exponential in n. However, in many cases, Algorithm 2.1 is very effective.
Indeed, if we denote Lq = Sq ∪ {B1, . . . , Btq}, lq = |Lq| (1 ≤ q ≤ m − 1) and
n = |V |, it can be seen that the worst-case time complexity of Algorithm 2.1 is
O(n2
m−1∑
q=0
tquq),
where l0 = t0 = 1 and
uq =


lq − tq, if lq > tq;
1, if lq = tq.
Clearly, in each step of Algorithm 2.1, Lq is a simple hypergraph. It is
known that the size of arbitrary simple hypergraph on V cannot be greater
6
than

 n
⌊n/2⌋

, and

 n
⌊n/2⌋

 ≃ 2
n+1/2
(pi.n)1/2
.
From this, the worst-case time complexity of Algorithm 2.1 cannot be more
than exponential in the n. In cases for which lq ≤ lm (q = 1, . . . ,m − 1),
it is easy to see that the time complexity of Algorithm 2.1 is not greater than
O(n2m|Tr(H)|2). Thus, in these cases this algorithm finds Tr(H) in polynomial
time in n,m and |Tr(H)|. Obviously, if m is small, then this algorithm is very
effective. It only requires polynomial time in n.
We now illustrate Algorithm 2.1 by the simple example as follows
Example 2.2. Let V = {a, b, c, d, e} and hypergraph H = {{a, c}, {b, c, e},
{c, d}}. Then we have
L1 = {{a}, {c}}
L2 = {{a, b}, {a, e}, {c}}
L3 = {{a, b, d}, {a, e, d}, {c}}.
Consequently
Tr(H) = {{a, b, d}, {a, e, d}, {c}}.
3. Independent set, minimal key and antikey of closure operations
In this section, we introduce the concept of independent sets of closure op-
erations. We characterize minimal keys and antikeys of closure operations in
terms of independent sets.
Let f ∈ Cl(U) and X ⊆ U . Set
I(X) = {a ∈ U : a 6∈ f(X)}.
Then we say that I(X) is an independent set of f . Denote by I(f) the family
of all independent set of f . Clearly, we have I(X) = U \ f(X) and ∅ ∈ I(f).
Furthermore, we are easy to see that X is a key of f if and only if I(X) = ∅.
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Note that I(i) = Closed(i) = P(U), and hence |I(i)| = |Closed(i)| = 2|U|.
Consequently, we have 1 ≤ |I(f)| ≤ 2n for all f ∈ Cl(U) and |U | = n.
We next set
MI(f) = {Y ∈ I(f) : Y 6= ∅, (∀Z ∈ I(f)⇒ Y 6⊆ Z)}.
Family MI(f) is called the family of all minimal independent sets of f . It
can be seen that MI(f) is a simple hypergraph on U . Remark that the number
of elements ofMI(f) is always very small. We denote byMAX(S) the family of
maximal elements of family S ⊆ P(U). By the definition of the independent set
of closure operation f , we can easily see that family MI(f) can be represented
by closure system Closed(f) as follows:
MI(f) =MAX(Closed(f) \ {U})
or
MI(f) =MAX(Closed(f) \ {U}).
We consider again Example 2.1. Then we have
• I(m) = {∅},MI(m) = ∅.
• I(i) = P(U),MI(i) = {{a} : a ∈ U}.
• I(tM ) = {U \X \M : X ⊆ U},MI(tM) = {{a} : a ∈ U \M}.
Now we study minimal keys of a closure operation by means of independent
sets. We show that generating all minimal keys of a closure operation f can
be reduced to generating all minimal transversals of a family of all minimal
independent sets MI(f).
First, we use the following helpful lemmas:
Lemma 3.1. If Y 6= ∅ is an independent set of f , then U \Y is not a key of f .
Proof. Let ∅ 6= Y = I(X) ∈ I(f). Suppose that f(U \ Y ) = U . By the
properties of closure operations and the definition of the independent set of
closure operations, we have
f(X) = f(f(X)) = U.
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It follows that
U \ Y = U \ I(X) = f(X) = U.
Therefore, Y = ∅. This contradicts the hypothesis Y 6= ∅.
Lemma 3.2. X is not a key of f if and only if U \X is a transversal of Key(f).
Proof. Assume that U \ X 6∈ Trs(Key(f)). This means that there exists a
minimal key K ∈ Key(f) such that (U \X) ∩K = ∅, or K ⊆ X . Thus, X is a
key of f , which contradicts with the fact f(X) 6= U .
Conversely, suppose that f(X) = U . It follows that there is a minimal key
K ∈ Key(f) such thatK ⊆ X . Thus, (U \X)∩K = ∅, or U \X 6∈ Trs(Key(f)).
This contradicts with the hypothesis U \X is a transversal of Key(f).
Theorem 3.1. Let f ∈ Cl(U). Then
Tr(Key(f)) =MI(f).
Proof. Suppose that T is a minimal transversal of Key(f). By Lemma 3.2 we
imply that f(U \ T ) 6= U . Notice that T 6= ∅. Clearly, if U \ T ⊂ f(U \ T ) then
for all K ∈ Key(f), (U \ f(U \T ))∩K 6= ∅. This contradicts T ∈ Tr(Key(f)).
Therefore, we get U \ T ∈ Closed(f). Then we have
I(U \ T ) = U \ f(U \ T ) = U \ (U \ T ) = T.
This means that T ∈ I(f). We now assume that there exists a ∅ 6= S ∈ I(f)
so that S ⊂ T . According to Lemma 3.1, f(U \ S) 6= U . Moreover, by Lemma
3.2 we obtain that S is a transversal of Key(f), which contradicts with T ∈
Tr(Key(f)). Thus, T ∈MI(f) holds.
Conversely, suppose that Y ∈MI(f). Obviously, Y 6= ∅. Using Lemma 3.1,
we have f(U \ Y ) 6= U . This means that for each K ∈ Key(f), Y ∩ K 6= ∅.
Hence, Y ∈ Trs(Key(f)). We now assume that there is a Z ∈ Tr(Key(f)) such
that Z ⊂ Y . Using the above proof, we also obtain Z ∈MI(f). This contradicts
with the fact that MI(f) is a simple hypergraph. Therefore, Y ∈ Tr(Key(f))
holds.
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From Theorem 3.1 and Proposition 2.1, we obtain a representation of the
set of all minimal keys of closure operations as follows
Corollary 3.1. For every f ∈ Cl(U), then
Key(f) = Tr(MI(f)).
The antikeys of closure operations can also be characterized by independent
sets. We know that [14] antikeys of a closure operation f have the following
basic characterization
Antikey(f) =MAX(Closed(f) \ {U}).
Using this characterization and the above observation of MI(f), we also ob-
tain the following a representation of the set of all antikeys of closure operations
Corollary 3.2. For every f ∈ Cl(U), then
Antikey(f) =MI(f).
Combining Theorem 3.1, Corollary 3.2 and Proposition 2.1, we establish the
interesting connection between minimal keys and antikeys of closure operations
as follows:
Theorem 3.2. Let f ∈ Cl(U). Then
Antikey(f) = Tr(Key(f)).
We consider again Example 2.1. Then we get
• Key(m) = Tr(MI(m)) = Tr(∅) = {∅},
Antikey(m) =MI(m) = ∅.
• Key(i) = Tr(MI(i)) = Tr({{a} : a ∈ U}) = {U},
Antikey(i) =MI(i) = {U \ {a} : a ∈ U}.
• Key(tM ) = Tr(MI(tM )) = Tr({{a} : a ∈ U \M}) = {U \M},
Antikey(tM ) =MI(tM ) = {U \ {a} : a ∈ U \M}.
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4. Generating the set of all minimal keys and antikeys of a closure
operation based on independent sets
Based on the results presented in Section 3, in this section, first we shall
present a effective combinatorial algorithm finding all minimal keys of a given
closure operation by independent sets. However, notice that finding a minimal
key of a closure operation f ∈ Cl(U) is efficiently possible: it is easy to see that
U = {a1, a2, . . . , an} is a key f . If we define K0 = U , and for all i = 1, 2, . . . , n
Ki =


Ki−1 \ {ai}, if f(Ki−1 \ {ai}) = U ;
Ki−1, otherwise
then Kn ∈ Key(f).
Therefore, it can be seen that a minimal key of f can be found in polynomial
time in n.
Algorithm 4.1 (Finding all minimal keys based on independent sets)
Input: f ∈ Cl(U) with U = {a1, a2, . . . , an}.
Output: Key(f).
Method:
Step 1: Construct the family of all independent sets of f :
I(f) = {I(X) : X ⊆ U},
where I(X) = {a ∈ U : a 6∈ f(X)}.
Step 2: From I(f) we compute the family of all minimal independent sets of f :
MI(f) = {Y ∈ I(f) : Y 6= ∅, (∀Z ∈ I(f)⇒ Y 6⊆ Z)}.
Step 3: Using Algorithm 2.1 we compute Tr(MI(f)). Then let Key(f) =
Tr(MI(f)).
According to Corollary 3.1, Algorithm 4.1 computes exactlyKey(f). Clearly,
the number of elements of MI(f) is very small, Algorithm 2.1 computing
Tr(MI(f)) is very effective. Thus, it can be seen that the time complexity
11
of our algorithm is the time complexity of Step 1 and Step 2. This means that
the time complexity of our algorithm is exponential in the n.
Next, we present a effective combinatorial algorithm finding all antikeys of
a given closure operation by independent sets.
Algorithm 4.2 (Finding all antikeys based on independent sets)
Input: f ∈ Cl(U) with U = {a1, a2, . . . , an}.
Output: Antikey(f).
Method:
Step 1: Construct the family of all independent sets of f :
I(f) = {I(X) : X ⊆ U},
where I(X) = {a ∈ U : a 6∈ f(X)}.
Step 2: From I(f) we compute the family of all minimal independent sets of f :
MI(f) = {Y ∈ I(f) : Y 6= ∅, (∀Z ∈ I(f)⇒ Y 6⊆ Z)}.
Step 3: From MI(f) we construct MI(f). Then let Antikey(f) =MI(f).
By Corollary 3.2, it is easy to see that Algorithm 4.2 computes exactly
Antikey(f). Because the number of elements of MI(f) is very small, Step 3
requires polynomial time in n. Thus, it can be seen that the time complexity
of our algorithm is the time complexity of Step 1 and Step 2. This means that
the time complexity of our algorithm is exponential in the n.
The following example shows that for a given closure operation f ∈ Cl(U),
Algorithm 4.1 and Algorithm 4.2 can be applied to find all minimal keys and
antikeys of f .
Example 4.1. Let us consider the mapping fa : P(U)→ P(U), where a ∈ U ,
as follows:
fa(X) =


U, if a ∈ X ;
X, otherwise
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It is easy to see that fa ∈ Cl(U). Then we have
I(fa) = {U \ fa(X) : X ⊆ U}
and thus
MI(f) = {{a}}.
It implies that
MI(f) = {U \ {a}}
Tr(MI(f)) = {{a}}.
Consequently, the set of all minimal keys and the set of all antikeys of f are
Key(f) = {{a}}
Antikey(f) = {U \ {a}}.
5. Complexity of the problem of nonkeys of closure operations
Let f ∈ Cl(U). Denote S = {X : X is not a key of f}. Obviously, S is
the set of all nonkeys of f . From the definition of antikeys, we can see that
Antikey(f) is the set of all maximal nonkeys of f . It is known that maximal
nonkeys play important roles for extremal problems of closure operations as
well as for many other problems. This section we give an NP-complete problem
concerning nonkey of closure operations. The problem we will consider can be
described as follows:
Name: NONKEY OF CLOSURE OPERATION (NONKEY)
Instance: A closure operation f ∈ Cl(U) and an integer k such that k ≤ |U |.
Question: Is there a nonkey X such that k ≤ |X |.
In order to show the NP-completeness of NONKEY, we will use the inde-
pendent set problem which is known to be NP-complete [11]:
Name: INDEPENDENT SET (IS)
Instance: A integer k and an undirected graph G = (V,E), where V is the
set of vertices and E is the set of edges.
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Question: Is there an independent set I having cardinality greater than or
equal to k.
Theorem 5.1. The NONKEY problem is NP-complete.
Proof. We nondeterministically choose a set X such that k ≤ |X | and decide
whetherX is a nonkey of f . Obviously, by the definition of closure operation f ∈
Cl(U), our algorithm is nondeterministic polynomial. Therefore, our problem
lies in NP.
Now, we shall prove that IS problem is polynomially reducible to our prob-
lem. Indeed, let G = (V,E) be an undirected graph with k ≤ |V |. We define a
map f : P(U)→ P(U) as follows:
f(X) =


V, if X = {u, v} ∈ E
X, otherwise
where U = V . Note that for each X 6∈ E we have f(X) = i(X). It is easy to
see that f ∈ Cl(U), and f is constructed in polynomial time in the size G.
According to the definition of the set of edges, it is clear that E is a simple
hypergraph on V . Since E is the set of edges, and by the definition of the
minimal key of closure operation, we can obtain that Key(f) = E. Hence, X
is not a key of f if and only if {u, v} 6⊆ X for all {u, v} ∈ E. Consequently, X
is nonkey of f if and only if X is an independent set of G.
Because Antikey(f) is the set of all maximal nonkeys of closure operation
f , according to Theorem 5.1 we can see that if NP 6= P , then there is no
polynomial time algorithm finding Antikey(f) from a given closure operation
f .
6. Conclusions
We studied independent sets of closure operations and characterized mini-
mal keys and antikeys of closure operations in terms of independent sets. We
established an expression the connection between minimal keys and antikeys of
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closure operations based on independent sets. We also constructed two com-
binatorial algorithms for finding all minimal keys and all antikeys of a given
closure operation based on independent sets. We showed that time complexitys
of these algorithms are exponential in n. Finally, we proved that for a given
closure operation f and an integer k, the problem deciding whether there exists
a nonkey of f having cardinality greater than or equal to k is NP-complete.
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