applied to pure transport and convection-diffusion problems. In particular, it is found that increasing the number of corrections reduces the accuracy for problems with diffusion; however all the corrected schemes are more accurate than the consistent Galerkin formulation in this case. For the pure transport problems the situation is the opposite. We also investigate the differences between two numerical solutions -the consistent solution and the corrected ones, and show that increasing the number of corrections makes solutions of the corrected schemes closer to the consistent solution in all cases.
Introduction
Applying the finite element methods for the spatial approximation of a non-stationary convectiondiffusion equation usually yields a semi-discrete problem [1] [2] [3] [4] [5] [6] [7] , i.e., a system of ordinary differential equations (SODE) of the form ) ,
, where ) (t a  is the vector of unknown coefficients of the expansion of the numerical solution with respect to the trial functions, F  is some vector function, M is the so-called (consistent) mass matrix [1] [2] [3] [4] , which is sparse, non-diagonal and even non-symmetric in the general case. In the subsequent passage from SODE to difference schemes (when time derivatives are replaced by differences) the resulting difference schemes become implicit due to the non-diagonality of the matrix M . In addition, the matrix M turns out to be time-dependent in some statements of numerical problems, which can lead to the necessity to inverse/factorize the matrix M at each time step of integration of the SODE obtained [4] [5] [6] [7] . The mass lumping technique [1] [2] [3] [4] [7] [8] [9] [10] [11] is often used in computational practice to facilitate computational efforts and avoid the necessity for sophisticated (and computationally high-cost) algebra. The essence of this technique is to replace the matrix M by a diagonal matrix (we denote it by M ). There are several options for implementing this technique [3, [9] [10] [11] . Since in what follows we analyze only the case with continuous piecewise-linear (Lagrange) trial functions, we simply use the sums of elements in the corresponding rows of the matrix M to obtain the diagonal elements of the matrix M , which is the standard and commonly used procedure in the literature (see [1] [2] [3] [7] [8] [9] [10] [11] ), also equivalent to choosing the interpolation points as quadrature points for numerical integration in this case [11] . It should be noted that this operation may produce non-positive definite (with zero or negative diagonal elements) mass matrices for higher-order elements [3, 10, 11] , therefore special attention (and special constructions like quasi-lumping introduced in [11] ) may be needed in this case.
After performing mass lumping we obtain the "lumped" SODE ) ,
instead of the original "consistent" SODE. The use of mass lumping makes it possible to treat the partial derivative with respect to time in the finite-element method (FEM) schemes in the same way as it is done in the finite difference methods. It is clear that there is no need to perform time-consuming inversion operations after carrying out this diagonalization of the matrix M . Note also that mass lumping plays an important role in the construction of maximum principle preserving methods (see [12] [13] [14] and the references therein). However, it is known (see [3, [7] [8] [9] [10] [11] ) that the application of mass lumping can introduce dispersion and dissipation errors into numerical schemes leading to significant inaccuracies in the numerical solution (a detailed review of the "pro" and "contra" papers of using mass lumping in numerical schemes is given in [8] ; see also [4] for a review of avoiding the inversion of mass matrix). The fundamental paper of Guermond J.-L. and Pasquetti R. [11] is devoted to the investigation and overcoming this essential drawback of mass lumping. Their technique is based on using a matrix series to approximate the matrix (Neumann series). It should be noted that only the pure (diffusionless) transport equation was considered in [11] , and the main focus there was on semi-discrete approximations of the standard classical Galerkin method (without stabilization) -in particular, the convergence of the corresponding Neumann matrix series was rigorously proved for the classical Galerkin FEM with linear elements. The authors note that the use of even one (the first) correction term (i.e., obtained by the consistent formulation. However, the authors did not make any detailed theoretical estimates of the quality and accuracy of the solution depending on the number of terms of the matrix series taken. Despite the computational attractiveness and wide application of this powerful technique (e.g., in constructing maximum principle preserving methods [12] [13] [14] , level set methods for two-phase flows [15] , various engineering applications [16, 17] etc.), and the overall high quotability of the paper [11] , these important issues remain still unexplored. Therefore, our paper can be considered as the first attempt to clarify these issues. Our paper provides a careful Fourier analysis of this technique in application to pure transport and convection-diffusion problems. We show that increasing the number of corrections (i.e., the number of correcting terms in the Neumann series) leads to error increase in the presence of diffusion terms (see details in Lemma 1 and Proposition 3 below) -thus, in contrast to pure transport problems, it is advisable to use only one (the first) correction for problems with diffusion. We also show that all the corrected schemes are more accurate than the consistent Galerkin formulation for problems with diffusion (see details in Lemma 2 and Proposition 5 below). These results seem to be new, quite unexpected, and unnoticed earlier in the literature. For the pure (diffusionless) transport problems the situation is completely opposite -i.e., increasing the number of corrections improves the accuracy of the numerical solution (see details in Proposition 4 below), and the consistent Galerkin formulation produces more accurate results than all the corrected schemes (see details in Proposition 6 below). We also investigate the differences between two numerical solutions -the consistent solution and the corrected ones, and show that increasing the number of corrections makes solutions of the corrected schemes closer to the consistent solution in all cases (see details in Proposition 8 below). Despite the one-dimensionality of the presented Fourier analysis (but it can be extended to tensor product meshes in higher dimensions), the numerical examples given below show that, in general, one may conjecture the validity of such results in any dimensions including unstructured non-uniform meshes (with randomly distributed nodes).
Fourier analysis of semi-discrete approximations

Continuous and numerical problems setting
We consider the one-dimensional convection-diffusion equation [1-3, 5, 7, 18-20] 
where the real coefficients  and  are given, 0 
are the coefficients of the expansion of the approximate solution with respect to the corresponding trial functions. Applying mass lumping to (2), we obtain the following equation:
Thus, mass matrices M and M have the following obvious representations:
for the typical mesh node i x . Equations (2) and (3) form the consistent and lumped semi-discrete Galerkin FEM formulations (with linear elements), respectively.
Introducing finite-difference operators C and D of the central first and second derivatives with the matrix representations
for the typical mesh node i x , systems (2) and (3) can be rewritten as 0
, respectively. For the standard issues of setting and handling the initial/boundary conditions in Galerkin FEM formulations one can see for example [1-3, 11, 18-20] .
Mass lumping corrections
The generic form of the consistent SODE ) ,
Approximating the matrix 1  M in the manner described above we arrive to the following definition. Definition 1. The system ) , ( ) (
is called the n -th corrected scheme.
4
Note that from this definition we obtain the standard (non-corrected) lumped semi-discrete
Let us introduce the following notation (see [21] ): 
etc. With usage of the operators C and D we can also represent these derivatives as
, for arbitrary mesh function y  (see [21] ).
Note that for the case under consideration we have
, and corresponding corrected schemes are characterized by the following. 
or, using the introduced notation, it can be rewritten as
Proof. A direct calculation shows that the matrix A has the following matrix representation: , ) and the representation of the coefficients of central differences via binomial coefficients (e.g., see [24] ), after arithmetic transformations we obtain 
which is equivalent to the above expressions. ■ Substituting the ansatz . The real number 0 z defined above always exists, positive and is less than  . 
Proof. Let us denote
Finally, let us show that 0 ) ( 
and then expand trigonometric expressions into the Taylor series with respect to z , which provides 
, where the function Proof. Following the beginning of the proof of Lemma 1, it is easy to see that in this case we have
. The last expression is equal to the expression 8   .  2  sin  2  sin  3   2  1  3   sin  2  2  2  sin  3   2  1  sin  2  sin   2 
Proof. Using the representation for 
Proof. Using the representation for . Let us note that the case of using the first correction (i.e. the case with 1  n in Definition 1) is the most frequently used case of application of the Guermond-Pasquetti technique in literature (see [12] [13] [14] [15] [16] [17] ), mainly due to its greatest simplicity and observations in [11] that the first correction is usually sufficient to compensate the dominating dispersive effects of mass lumping in pure transport problems (in particular, it is rigorously proved in [11] that the first correction eliminates the leading terms in the consistency error of lumped scheme in the 1D pure transport case). The following proposition justifies this via Fourier analysis (note that we also consider the case with the presence of diffusion). ( khp is real), it is easy to show (see [22, 23, 29] ) ) analogous to those given in Proposition 9:
Proof. Let
2) for 0   :
Since these equivalences differ from those of Proposition 9 only by positive factors ( Let us summarize the results of the current Section. We showed that increasing the number of corrections leads to error increase in the presence of diffusion terms (see Proposition 3). We also showed that all the corrected schemes are more accurate than the consistent Galerkin formulation for problems with diffusion (see Proposition 5) . For the pure (diffusionless) transport problems the situation is completely opposite -i.e., increasing the number of corrections should improve the accuracy of the numerical solution (see Proposition 4) , and the consistent Galerkin formulation produces more accurate results than all the corrected schemes (see Proposition 6) . We discussed that the first correction (as the most frequently used case of application of the Guermond-Pasquetti technique in literature) always provides better accuracy than the lumped Galerkin formulation (see Proposition 7). We also investigated the differences between the consistent solution and the corrected ones, and showed that increasing the number of corrections makes solutions of the corrected schemes closer to the consistent solution in all cases (see Proposition 8) . We also derived asymptotical formulas (as 0  h ) for expressions (see Remarks 5-7) that will be useful in verifying numerical calculations below and comparing theoretical orders of convergence with empirical ones.
Numerical examples
Let us compare the accuracy of the corrected and consistent schemes for the classical Galerkin FEM to confirm the theoretical results obtained. As in the paper [11] , the time stepping is done with the standard explicit forth-order Runge-Kutta method (RK4) (with time step . This method and very small time steps were used to minimize the effect of discretization on the time variable, thus to ensure that the time error contributed by the time approximation is negligible in comparison with the error induced by spatial approximations (see [11] ). It should be noted that no spurious oscillations appeared in all the examples considered below. The initial condition (for 0  t ) and the boundary conditions are determined from known analytical solutions by their continuous extensions to the corresponding bounding hyperplanes (but for one-dimensional problems we use periodic boundary conditions). In all one-dimensional examples we use uniform meshes with the step h to validate the theoretical estimates of Fourier analysis (Subsection 2.3) . In particular, we determine the empirical orders s of convergence in estimates of the form ) ( s h O for the differences of squared absolute errors for the corrected, consistent and analytical solutions (see Remarks 7 and 5) , and reveal that these empirical orders converge to the corresponding theoretical ones established in Remark 7. In all two-dimensional (three-dimensional) examples we use linear triangular (tetrahedral) 3-noded (4-noded) Lagrange-type elements obtained with a Delaunay triangulation algorithm.
Calculations in all the examples considered below show that in the presence of diffusion terms, when mesh size tends to zero, the first corrected scheme gives the most accurate results and increasing the order of correction only worsens the accuracy; finally, the least accurate results are given by the original Galerkin formulation with the consistent mass matrix in this case. These calculations confirm the theoretical conclusions of Fourier analysis from Subsection 2.3 established for one-dimensional harmonics.
One-dimensional examples
Example 1. Consider the initial-boundary value problem for the equation (1) Table 1 , where we also report the results for the numbers N that are one less than the indicated "boundary" values, to illustrate the effect of violation of above inequalities. Here and in what follows we also denote by The errors together with the corresponding empirical orders of convergence are given in Table 2 (note that in contrast to the calculations reported in Table 1 above, all the inequalities Let us now consider the same problem but with 0   . For this case the errors together with the corresponding empirical orders of convergence are given in Table 3 . The standard condition    ph z is satisfied for the data reported in this table.
From Table 3 , it is clearly seen that the reported numbers The empirical orders -noded grids -as in the previous case, on a uniform grid (Fig. 6a) and on a grid with randomly distributed internal nodes (Fig. 6b) . Corresponding errors for the time 2 / 1  t are given in Table 7 .
a) b) 
