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Abstract
The subject of this paper concerns the classification of typical singularities of a class of
discontinuous vector fields in 4D. The focus is on certain discontinuous systems having some
symmetric properties.
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Résumé
On classifie les singularités d’une classe de champs de vecteurs discontinus en dimension quatre.
On s’intéresse particulièrement aux systèmes discontinus présentant des symétries.
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1. Introduction
In dynamical systems, it is usual to classify objects up to C0-equivalence; in the
theory of singularities of vector fields one studies the classification problem by listing
the codimension k singularities. In our approach, due to the complexity of the problem,
we introduce the concept of mild C0-equivalence and our main goal is to classify
the codimension k (k = 0,1) singularities of a class of discontinuous vector fields.
These systems are defined in R4, and present discontinuities at a codimension one
submanifold H0.
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612 A. Jacquemard, M.-A. Teixeira / Bull. Sci. math. 127 (2003) 611–633There is a growing interest in such systems, also referred to as relay systems, which
arise in various applications in Nonlinear Oscillations and Control Theory. Many industrial
applications, for instance in mechanical and electromechanical systems are reported
(see [1,3,10]).
To fix thoughts first consider a basic model which is the following semi-linear vector
field La (a ∈R):
x2
∂
∂x1
+ x3 ∂
∂x2
+ x4 ∂
∂x3
+ a sgn(x1) ∂
∂x4
(where sgn(x)= 1 if x  0 and sgn(x)=−1 for x < 0). The approach we follow is partly
inspired by the work of Anosov in [1] and by the setting of Control Theory contained
in [10]. We recall that Anosov discusses the so-called relay vector fields in Rn of the form:
X =Ax + sgn(x1)k
where x = (x1, x2, . . . , xn), A ∈MR(n,n), k = (k1, k2, . . . , kn) is a constant vector in Rn.
His goal was to give conditions on the local asymptotic stability at the origin which is
a typical singularity of the system. He detected four different topological classes of such
vector fields represented by normal forms. One of these normal forms is exactly the vector
field La mentioned above and from this the instability of that class was immediately
deduced. In [10] some properties of the deformations of La are discussed in a quite
different approach. But deformations as simple as La + λx24 ∂∂x1 (λ ∈R) are not considered
there and this model presents a very interesting behavior, in particular if the presence of
periodic orbits is discussed.
We now look at those vector fields which are deformations of La preserving some
distinguished properties of the unperturbed system. For instance, consider the set W of
vector fields Za,λ,µ (with (a,λ,µ) ∈R3) of the type:(
x2 + λx24 +µx34
) ∂
∂x1
+ x3 ∂
∂x2
+ x4 ∂
∂x3
+ a sgn(x1) ∂
∂x4
.
A system written in this way is said to be the standard (reversible) model. We point out
some interesting properties that both vector fields La and Za,λ,µ enjoy. These are:
1. There is a linear involution ϕ that fixes half the phase variables and under which the
systems are invariant after time reversal (reversibility).
2. La has an integrable Hamiltonian structure (non-smooth on H0 = {x1 = 0}).
We focus on the singularities of the reversible vector fields. Observe that reversibility
extends the notion of symmetry used in [3].
In the following, we restrict ourselves to elements in W such that a =±1 (this is not
a real restriction since it can be attained via a time-rescaling action). We then consider
the set Ω of all vector fields close to the elements of W , in the sense that they have the
form Za,λ,µ + R, where R is C∞ and small (see Section 1.2). Concerning the shape of
our typical singularities, there are some significative differences between the smooth and
non-smooth cases. We emphasize that a typical generic singularity p of our systems is not
a critical point and sometimes the trajectory passing through it coincides with {p}.
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the vector field and H0. This classification generalizes some results presented in [2,5].
The main scope of this paper is to provide a generic classification of the elements in Ω
which are reversible.
The paper is organized as follows. In Section 1.4 we discuss some reversibility
properties of the system. In Section 2, we state the main result of this article where we
give a precise classification (see Theorem 1) of the topological types of the singularities
of reversible vector fields. From these local models for regular and singular points, we
derive a sufficient condition for the unicity of solutions for such vector fields; moreover we
show that generic typical singularities fill up a 2 dimensional manifold of H0. Section 3 is
dedicated to the proof of Proposition 1.1. In Section 4 we prove Theorem 1. In Section 5 we
exhibit bifurcation diagrams and discuss the stratification of the singularities (Theorem 2).
In Section 6 we discuss the behavior of some examples of non-reversible vector fields and
non-generic vector fields.
1.1. First notations
Assume that H0 = {x ∈ R4 | h(x) = 0} is a non-singular hypersurface at 0 ∈ R4. For
ε = ±1, we denote Hε = {x ∈ R4 | h(x) ε > 0} and H¯ε = Hε ∪ H0. Without loss of
generality we can fix the coordinates (x1, x2, x3, x4) in such a way thatH0 is locally defined
by x1 = 0. In the following
1. we fix a coordinate system x = (x1, x2, x3, x4) in R4;
2. we denote by h the map defined by h(x1, x2, x3, x4)= x1.
Let Z be a vector field defined on Hε , ε = ±1. We denote by Zε the restriction of Z
to the half-space Hε. If the vector field Zε extends to H¯ε we denote by Z¯ε the resulting
smooth vector field. We recall that if X is a C∞ vector field, and h is a C∞ function,
we can compute the function X(h)= 〈X,−−→grad h〉, where 〈 , 〉 is the standard scalar product
of R4. We then iterate: Xk+1(h)=X(Xk(h)) for k  1. In the following we just write Xkh
instead of Xk(h).
Throughout the paper we may sometimes use the germ terminology without any explicit
mention to it.
1.2. The set Ω
Our aim is to consider small deformations of a standard vector field. Put weight 4− i on
the variable xi (1 i  4). For each monomial m= xα11 xα22 xα33 xα44 , we define the number
d0(m) = 4α1 + 3α2 + 2α3 + α4 as the weighted degree of m. Let f :R4 → R be a C∞
function such that f (0) = 0. If all derivatives of f at 0 vanish, we put ν0(f ) = +∞.
Otherwise, we can expand f near 0 ∈ R4, ordering the non-zero terms of our Taylor
expansion with respect to our weighted degree. For any Taylor expansion with non-zero
term, there is a minimal monomial m in the expansion and we define ν0(f )= d0(m). We
call ν0(f ) the valuation (at 0) of f .
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Z =Za,λ,µ + ξ1
∂
∂x1
+ ξ2
∂
∂x2
+ ξ3
∂
∂x3
+ ξ4
∂
∂x4
(1.1)
with ν0(ξi) 5− i for 1 i  4. We say that (1.1) is a primitive normal form for Z. For
simplicity the elements of Ω will be called deformations of the standard vector field. One
should observe that La (see [10]) and Za,λ,µ have an hamiltonian structure. We replace the
hamiltonian structure by the reversible property in Section 1.4.
1.3. Orbits
A solution ofZ ∈Ω is interpreted in the sense of Filippov [4]. Observe that the manifold
H0 = {x1 = 0} is the discontinuity set of such vector fields. We address our attention to the
H0-singularities (or simply singularities) of Z. They are those points in H0 where the
vector field is tangent to H0 (defined by x1 = x2 = 0). The orbit-solutions passing through
such points in this hypersurface may be not well defined (see [4] for more details). We give
in Theorem 1 conditions which guarantee convenient definitions of singular orbits.
Definition 1.1. Let Z ∈ Ω . We say that γ : t ∈ I → γ (t), with I open interval in R, is a
simple solution of Z if:
1. t → γ (t) is continuous and piecewise C1.
2. For all t ∈ I such that γ (t) /∈H0, Z(γ (t))= γ˙ (t).
3. γ (I)∩H0 is a discrete subset of H0.
Such solutions never walk on H0: this means that there does not exist an open
subinterval J ⊂ I such that γ (J ) ⊂ H0. Simple solutions meet H0 in isolated points
(sliding mode never occurs). Observe that simple solutions which never meet H0 are C∞-
solutions. Otherwise, those orbits meeting H0 are never of class C1 (see in Section 4).
Remark 1.1. Observe that any Z ∈ Ω is defined on Hε , and smoothly extended to each
closed-half space H¯ε , ε =±1. In the following, we denote by Z¯ε the extension of Z to H¯ε .
Definition 1.2. Let Z ∈Ω . We say that p ∈R4 is regular if:
1. Case of p ∈H0:
Z¯εh(p)Z¯−εh(p) = 0.
2. Case of p ∈Hε:
Zεh(p) = 0.
Otherwise, p is singular.
If all points of an orbit are regular, then it is called a regular orbit.
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Definition 1.3. Let ϕ be an involution. We say that Z ∈Ω is ϕ-reversible if
1. Fix(ϕ)⊂H0.
2. ϕ∗Zε =−Z−ε ◦ ϕ for ε =±1.
We recall (Theorem of Montgomery–Bochner, in [6]) that every involution ϕ such
that Fix(ϕ) is a codimension two submanifold is C∞-conjugate to the germ of the linear
involution
ϕ0 : (x1, x2, x3, x4) → (−x1, x2,−x3, x4).
Remark that ϕ∗Zε = −Z−ε ◦ ϕ implies ϕ∗Z−ε = −Zε ◦ ϕ, so it is enough to check the
property just in one case. In our context, the vector fields of type Z±1,λ,µ are ϕ0-reversible
(see Lemma 3.2). As usual, any orbit meeting Fix(ϕ) is called a ϕ-symmetric orbit.
Throughout the paper:
1. we fix the involution ϕ = ϕ0;
2. we denote by s the function (x1, x2, x3, x4) → (x21 , x2, x23 , x4);
The proof of the next result will be given in Section 3:
Proposition 1.1. Z ∈Ω is ϕ-reversible if and only if there exist C∞ functions ξ1, ξ2, ξ3,
ξ4, ξ˜1, ξ˜3, ξ˜21, ξ˜23, ξ˜41, ξ˜43 such that:
Z =Za,λ,µ + ξ1
∂
∂x1
+ ξ2
∂
∂x2
+ ξ3
∂
∂x3
+ ξ4
∂
∂x4
with ν0(ξi) 5− i for 1 i  4, and{
ξi = ξ˜i ◦ s for i = 1,3,
ξi = x1 ξ˜i1 ◦ s + x3 ξ˜i3 ◦ s for i = 2,4.
Definition 1.4. We denote by Ωr the class of all ϕ-reversible vector fields in Ω .
1.5. Vector fields near the boundary
In this section we discuss the behavior of a smooth vector field in R4 relative to a
codimension one submanifold (say, H0 above defined). We base our approach on the
concepts and results contained in [7,9].
Let Γ be the set of all C∞ vector fields on R4. We call Γ0 the set of elements X in Γ
satisfying one of the following conditions:
1. Xh(0) = 0 (0 is a regular point of X).
2. Xh(0)= 0 and X2h(0) = 0 (0 is a 2-fold point of X).
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linearly independent (0 is a cusp point of X).
4. Xh(0)=X2h(0)=X3h(0)= 0 and X4h(0) = 0, the set {Dh(0), DXh(0), DX2h(0),
DX3h(0)} is linearly independent, and 0 is a regular point ofXh|H0 (0 is a 4-fold point
of X).
Observe that the set FX of all 2-fold points is an open and dense set of the tangency set
ΣX ⊂H0. The set CX of all cusp points is a 1-dimensional manifold of H0 contained in
the boundary of FX . The 4-fold points QX are isolated points contained in the boundary
of CX .
We know that Γ0 is an open and dense set in Γ .
Definition 1.5. Let Ω0 be the set of all elements Z in Ω such that Zε,Z−ε are in Γ0; this
means that Ω0 can be identified to {Γ0 × Γ0} ∩Ω .
1.6. Singularities of mappings and discontinuous systems
We now restrict our attention to an important interaction between discontinuous vector
fields and singularities of mappings. We discuss how singularity-theoretic techniques aid
the understanding of the dynamics of our systems. We outline this setting, which will be
very useful in the sequel. The starting point is the following construction. We restrict the
discussion to the 4-dimensional case.
• A construction. Let X be a germ of a smooth vector field at 0 ∈R4. Consider
X = ξ1
∂
∂x1
+ ξ2
∂
∂x2
+ ξ3
∂
∂x3
+ ξ4
∂
∂x4
.
Assume that X(0) = 0 and ξ1(0)= 0. Let H⊥0 be any transversal section to X at 0.
By the implicit function theorem, we derive that:
for each p ∈H0,0 there exists a unique t = t (p) in R,0 such that the orbit-solution
t → γ (p, t) of X through p meets H⊥0 at a point q = γ (p, t (p)).
We define the smooth mapping fX :H0,0 → H⊥0 ,0 by fX(p) = q . This mapping
is a powerful tool in the study of vector fields around the boundary of a manifold
(refer to [7–9]). We observe that the tangent set between X and H0 coincides with the
singular set of fX .
The late construction implements the following method. If we are interested to find
an equivalence between two vector fields which preserve H0, then the problem can
be reduced to find an equivalence between fX and fY in the sense of singularities of
mappings.
• Applications to discontinuous systems.
In our approach a discontinuous vector field Z in R4,0 is, roughly speaking,
represented by a pair of smooth vector fields (Z¯ε, Z¯−ε), where Z¯±ε is the restriction
of Z to H¯±ε . Assume that 0 is a singularity of Z. We may associate to it a pair
of (germs of) mappings (fε, f−ε) :R3,0 → R3,0 (in fact a divergent diagram R3,
0
fε←−R3,0 f−ε−→R3,0).
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both germs fε and f−ε are, at 0, the so called swallow’s tails singularities (4-folds for
short). Moreover, the singular sets of both mappings fε an f−ε coincide as well as
their lines of cusps. Observe that the swallow’s tails are at the extremities of lines of
cusps.
The standard model Za,λ,µ is a perturbation of La . This implies immediately that fε
and f−ε are still swallow’s tails centered at p−ε and pε . We mean that those points are
unique and in general distinct swallow’s tails singularities of Z¯ε and Z¯−ε respectively.
Generic perturbations Zθ of La can possess a major property: the lines of cusps are
transverse, in spite of the tangency sets of both vector fields coincide.
The nature of our approach leads in the existence of several constraints. For example,
for any reversible Z ∈Ω0 we never find a singularity which is a cusp with respect to Z¯ε
and a swallow’s tail with respect to Z¯−ε (see Remark 4.2 in Section 4.3.3).
2. Main results
2.1. Generic singularities of elements in Ωr0
In the case of reversible vector fields, if p ∈ H0 = H¯ε ∩ H¯−ε , then Z¯εh(p) = 0 is
equivalent to Z¯−εh(p) = 0 (see Proposition 4.1, Section 4). Observe that if p ∈ Hε is
sufficiently near the origin, p is not singular for Z ∈Ωr (see Lemma 4.7). Hence we focus
on points of H0.
Definition 2.1. We denote by Ωr0 the class of all vector fields in Ω
r ∩Ω0.
By Lemma 4.6, elements of Ωr which are in Ωr0 are detected via their normal form (1.1)
by the condition |λ| + |1+ 6µ| = 0.
The following result gives a complete classification of singular points of reversible
vector fields in Ωr0 :
Theorem 1. Let Z ∈Ωr0 . In a neighborhoodV of 0 we have one of the following situations:
1. p ∈ V is a regular point: p ∈ H¯ε and Z¯εh(p) = 0 for ε =±1.
2. p ∈ V is a fold singularity provided that h(p) = Z¯εh(p) = Z¯−εh(p) = 0 and one of
the following possibilities occurs:
(a) Parabolic fold (or 2H-2E-fold): εZ¯2εh(p) > 0 and εZ¯2−εh(p)) > 0 for ε =±1.
(b) Hyperbolic fold (or 2H-fold): εZ¯2εh(p) > 0 for ε =±1.
(c) Elliptic fold (or 2E-fold): εZ¯2εh(p) < 0 for ε =±1.
3. p ∈ V is a cusp singularity provided that h(p)= Z¯εh(p)= Z¯−εh(p)= Z¯2εh(p)= 0,
Z¯3εh(p) = 0 and one of the following possibilities occurs:
(a) symmetric cusp: Z¯2−εh(p)= 0.
(b) hybrid cusp: εZ¯2−εh(p) < 0.
(c) half-cusp: εZ¯2−εh(p) > 0.
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Z¯−εh(p)= Z¯2εh(p)= Z¯3εh(p)= 0 and one of the following possibilities occurs:
(a) 4H-fold: Z¯2−εh(p)= Z¯3−εh(p)= 0, ε sgn(Z¯4εh(p)) > 0 for ε =±1.
(b) 4E-fold: Z¯2−εh(p)= Z¯3−εh(p)= 0, ε sgn(Z¯4εh(p)) < 0 for ε =±1.
(c) 4H-2H-fold: ε sgn(Z¯4εh(p)) > 0 and ε sgn(Z¯2−εh(p)) < 0.
(d) 4H-2E-fold: ε sgn(Z¯4εh(p)) > 0 and ε sgn(Z¯2−εh(p)) > 0.
(e) 4E-2H-fold: ε sgn(Z¯4εh(p)) < 0 and ε sgn(Z¯2−εh(p)) < 0.
(f) 4E-2E-fold: ε sgn(Z¯4εh(p)) < 0 and ε sgn(Z¯2−εh(p)) > 0.
The solution-orbits through p ∈H0 have the following local shapes:
1. In cases (1), (2b), (3a), (3b), (4a), (4c), the solution-orbit of Z is the union of the two
solution-orbits of Z¯ε in H¯ε , ε =±1;
2. In cases (2a), (3c), (4d), the solution-orbit of Z coincides with the solution-orbit of Z¯ε
in H¯ε;
3. In case (4e) the solution-orbit of Z coincides with the solution-orbit of Z¯−ε in H¯−ε;
4. In cases (2c), (4b), (4f), the solution-orbit of Z coincides with {p}.
Remark 2.1. Singular cases (2b), (2c), (3a), (4a), (4b) are always symmetric, the other
cases are asymmetric: asymmetric singularities appear in pairs. Note that in case of a cusp,
we have also Z¯3−εh(p) = 0, ε =±1.
Corollary 2.1. Let Z ∈ Ωr0 . The trajectory through p ∈ H0 is locally unique, excepted
when p is a singularity of type (2b), (4a), (3b), (4c).
In other terms, any trajectory which avoids hyperbolic fold singularities (that is, of type
(2b), (4a), (4a), (4c)) is uniquely defined.
Remark 2.2. Singularities of La have only the following types: parabolic fold (x1 = x2 =
0, x3 = 0), cusp (x1 = x2 = x3 = 0, x4 = 0), and the origin is a 4H (resp. 4E) fold if a = 1
(resp. a =−1).
We measure the degree of a singularity by means of the following subsets:
Definition 2.2. Let Z ∈Ωr . For ε =±1 we denote by S0ε =H0, and for i  1, we put:
Siε =
{
p ∈R4 | h(p)= Z¯εh(p)= · · · = Z¯iεh(p)= 0
}
,
Σi =
(
Siε ∪ Si−ε
) \ (Si+1ε ∪ Si+1−ε ).
The following result extends the assertions in Remark 2.2:
Theorem 2. Let Z ∈Ωr0 , be in normal form (1.1) such that µ = 0 and 1+ 6µ = 0. There
exists a neighborhood V of 0 such that H0 ∩ V is stratified (in the Whitney sense) by the
sequence V ∩Σ0, V ∩Σ1, V ∩Σ2, V ∩Σ3, where V ∩Σi , i ∈ [0,3], is a C∞ manifold
of dimension 3− i , with boundary V ∩Σi+1. Points of V ∩Σi consist of :
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Z¯ε
= F
Z¯−ε
);
2. case i = 2: singular points of cusp type (points in C
Z¯ε
∩ F
Z¯−ε
, where ε =±1);
3. case i = 3:
(a) If λ= 0 then V ∩Σ3 = V ∩QZ¯ε ∩QZ¯−ε = {0}, which is a high-order fold.(b) If λ = 0, then V ∩Σ3 = {p,ϕ(p)} with p = 0 (observe that 0 ∈CZ¯ε ∩CZ¯−ε in this
case).
(i) If p = ϕ(p) (which implies that µ=− 13 ), then p ∈QZ¯ε ∩QZ¯−ε ;(ii) If p = ϕ(p), then V ∩Σ3 = (QZ¯ε ∩ FZ¯−ε ∪QZ¯−ε ∩ FZ¯ε ).
For i  4, V ∩Σi = ∅.
Observe that if Z ∈W , Σi (0 i  3) are semi-algebraic sets of dimension 3− i .
2.2. H0-stability in Ω0
The concept of mild structural stability in Ω0 is reached from the following definition.
Definition 2.3. We say that Z1 and Z2 in Ω0 are mild equivalent at H0 (or simply H0-
equivalent) if there exists a homeomorphism χ :H0 → H0 such that the orbits of Z1 at p
and Z2 at χ(p) have the same topological type for every p ∈H0.
Definition 2.4. We say that Z ∈Ω0 is generic (or of codimension 0) if any point p of H0
satisfies one of the following conditions:
1. p is a regular point;
2. p is a singularity of type (2a), or (2b), or (2c);
3. p is a singularity of type (3b), or (3c);
4. p is a singularity of type (4c), or (4d), or (4e), or (4f);
5. p is a singularity of type (3a), and the curves C
Z¯ε
and C
Z¯−ε
of cusps are transverse
at p.
We denote by C¯
Z¯ε
the adherence of C
Z¯ε
, also called by abuse curve of cusps.
Definition 2.5. We say that Z ∈Ω0 is quasi-generic (or of codimension 1) if there exists a
unique point p1 in H0 satisfying:
1. p1 is a singularity of type (4a) or (4b);
2. p1 ∈ C¯Z¯ε ∩ C¯Z¯−ε ;
3. The curves C¯
Z¯ε
and C¯
Z¯−ε
of cusps have at p1 a quadratic contact;
and moreover any other point p ∈ H0 satisfies one of the conditions listed in Defini-
tion 2.4.
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Remark 2.3). Moreover, for generic parameters λ,µ (that is, |λ|+ |µ| = 0, |λ|+ |1+6µ| =
0), the standard model Za,λ,µ has codimension 0.
Remark 2.3. Observe that the cusp curve C¯Z¯ε of the deformation La + (θkxk4 + o(xk4)) ∂∂x1(θk = 0, k  2) is a curve in H0 defined by:{
x2 =−θkxk4 + o(xk4),
x3 =−εakθkxk−14 + o(xk−14 ).
The origin is a (4a) (resp. (4b)) singularity if a = 1 (resp. a = −1), and the contact at 0
between the cusp curves C¯
Z¯ε
and C¯
Z¯−ε
is k − 1.
Call by Ξ0 the set of all mildly structurally stable vector fields in Ω0, by Ω1 =Ω0 \Ξ0
the bifurcation set in Ω0, and call by Ξ1 the set of all mildly structurally stable vector fields
relative to Ω1.
Theorem 3.
1. A vector field Z ∈ Ξ0 if and only if it is of codimension 0. Moreover Ξ0 is open and
dense in Ω0.
2. A vector field Z ∈ Ξ1 if and only if it is of codimension 1. Moreover Ξ1 is open and
dense in Ω1.
Observe that the structural stability in Ω0 implies the mild structural stability. Any orbit
of Z tangent to H0 at least twice is a non-stable phenomenon in Ω0.
3. Reversibility: proof of Proposition 1.1
Proof. Direct consequence of Lemmas 3.1 and 3.2. ✷
Lemma 3.1.
Z = La + ξ1
∂
∂x1
+ ξ2
∂
∂x2
+ ξ3
∂
∂x3
+ ξ4
∂
∂x4
where ξi are C∞ functions (1  i  4). Z is ϕ-reversible if and only if there exist C∞
functions ξ˜1, ξ˜3, ξ˜21, ξ˜23, ξ˜41, ξ˜43 such that:{
ξi(x1, x2, x3, x4)= ξ˜i (x21 , x2, x23 , x4) for i = 1,3,
ξi (x1, x2, x3, x4)= x1ξ˜i1(x21 , x2, x23 , x4)+ x3ξ˜i3(x21 , x2, x23 , x4) for i = 2,4.
Proof. It is clear that La is ϕ-reversible. Reversibility is equivalent to the following
relations (for k = 1,2):{−ξ2k−1(−x1, x2,−x3, x4)=−ξ2k−1(x1, x2, x3, x4),
−ξ (−x , x ,−x , x )= ξ (x , x , x , x ),2k 1 2 3 4 2k 1 2 3 4
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ξi(x1, x2, x3, x4)= ξ˜i (x21 , x2, x23 , x4) for i = 1,3,
ξi (x1, x2, x3, x4)= x1ξ˜i1(x21 , x2, x23 , x4)+ x3ξ˜i3(x21 , x2, x23 , x4) for i = 2,4. ✷
Lemma 3.2. Let
Z = La + ξ1
∂
∂x1
+ ξ2
∂
∂x2
+ ξ3
∂
∂x3
+ ξ4
∂
∂x4
where ξi (1 i  4) are polynomials with no linear terms such that d0(ξi) (4− i). Then,
Z is ϕ-reversible if and only if Z ∈W .
Proof. Straightforward application of Lemma 3.1. ✷
4. Local study of singular points
4.1. Preliminary results
Lemma 4.1. Let Z ∈Ω , p ∈H0, and γε be the unique trajectory of Z¯ε such that γε(0)= p
and γε(t) ∈Hε when t > 0 (resp t < 0). Then, h(γε(t)) has a zero of order k  4 at t = 0
if and only if Z¯iεh(p)= 0 for all 0 i < k. In such case, we have:
h
(
γε(t)
)= Z¯kεh(p)
k! t
k + o(tk).
Proof. The derivative at 0, at order i , of t → h(γε(t)) coincides with Z¯iεh(p). ✷
Lemma 4.2. If Z ∈Ω is ϕ-reversible, then:
ν0
(
∂ξ1
∂x1
)
 4, ν0
(
∂ξ1
∂x2
)
 1, ν0
(
∂ξ1
∂x3
)
 2, ν0
(
∂ξ1
∂x4
)
 3, ν0(ξ4) 2.
Proof. We apply Lemma 3.1. Since Z is reversible, ξ1 = ξ˜1(x21 , x2, x23 , x4). This implies:
1. ∂ξ1
∂x1
= x1θ1 where θ1 is a C∞ function. Hence ν0( ∂ξ1∂x1 ) 4.
2. ∂ξ1
∂x3
= x3θ3 where θ3 is a C∞ function. Hence ν0( ∂ξ1∂x3 ) 2.
Reversibility also implies that ξ4 = x1h1 + x3h3, so ν0(ξ4)  2. Other inequalities are
straightforward consequences of ν0(ξ1) 4. ✷
Lemma 4.3. If ν0(f )= k <∞ then ν0( ∂f∂xi ) k − i − 1.
Proof. Usual property of quasi-homogeneous functions, applied to Taylor expansions
of f . ✷
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The study of the singularities of reversible vector fields is mainly based on:
Proposition 4.1. If Z ∈Ωr is in normal form (1.1), and p ∈R4, we have:

Z¯εh(p)= x2 + λx24 +µx34 + ϕ1(p),
Z¯2εh(p)= x3 + 2εaλx4 + 3εaµx24 + ϕ2(p),
Z¯3εh(p)= (1+ 6µ)x4 + 2λ+ ϕ3(p),
Z¯4εh(p)= εa(1+ 6µ)+ ϕ4(p),
with ν0(ϕj ) 5− i for 1 i  4.
Proof. Assume that Z¯ε is written as in (1.1). We have:
Z¯εh(p)= x2 + λx24 +µx34 + ξ1(p).
We put ϕ1 = ξ1 and we have ν0(ϕ1) 4. Then:
Z¯2εh(p)= x3 + 2εaλx4 + 3εaµx24 + ϕ2(p)
with:
ϕ2(p)= ξ2(p)+ ξ4(p)
(
2λx4 + 3µx24
)+ ∂ξ1
∂x1
(p)Z¯εh(p)
+ ∂ξ1
∂x2
(p)
(
x3 + ξ2(p)
)+ ∂ξ1
∂x3
(p)
(
x4 + ξ3(p)
)+ ∂ξ1
∂x4
(p)
(
εa + ξ4(p)
)
.
By Lemma 4.2, we have ν0(ϕ2) 3. Hence:
Z¯3εh(p)= (1+ 6µ)x4 + 2λ+ ϕ3(p)
with:
ϕ3(p)= ξ3(p)+ ξ4(p)(2εaλ+ 6εaµx4)+
∂ϕ2
∂x1
(p)Z¯εh(p)
+ ∂ϕ2
∂x2
(p)
(
x3 + ξ2(p)
)+ ∂ϕ2
∂x3
(p)
(
x4 + ξ3(p)
)+ ∂ϕ2
∂x4
(p)
(
εa + ξ4(p)
)
.
By Lemma 4.2, ν0(ξ4) 2, hence ν0(ϕ3) 2. We have:
Z¯4εh(p)= εa(1+ 6µ)+ ϕ4(p),
where:
ϕ4(p)= (1+ 6µ)ξ4(p)+
∂ϕ3
∂x1
(p)Z¯εh(p)+ ∂ϕ3
∂x2
(p)
(
x3 + ξ2(p)
)
+ ∂ϕ3
∂x3
(p)
(
x4 + ξ3(p)
)+ ∂ϕ3
∂x4
(p)
(
εa + ξ4(p)
)
.
Using Lemma 4.3, we have ν0(ϕ4) 1. ✷
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Z¯iεh(p)= (−1)i−1Z¯i−εh
(
ϕ(p)
)
.
Proof. The case Z¯εh(p) is obvious since ξ1 is invariant under the action of ϕ. The case
of i = 2 is straightforward from the expression of the function ϕ2 computed in the proof
of Proposition 4.1. The same method applies in the case i = 3, and finally in the case
i = 4. ✷
Remark 4.1. The conclusions of Proposition 4.1 are not valid when the vector field does
not satisfy the ϕ-reversibility condition. In fact, consider the vector field:
T = (x2 + λx24) ∂∂x1 + x3
∂
∂x2
+ x4 ∂
∂x3
+ (a sgn(x1)+ x4) ∂
∂x1
=Za,λ,0 + x4 ∂
∂x4
.
T ∈Ω , but T /∈Ωr . We put: Z =Za,λ,0. We have:
T¯ 2ε h(p)= Z¯2εh(p)+ 2λx24
and the term ϕ2 (keeping the notation of Proposition 4.1) is such that ν0(ϕ2)= 2.
Lemma 4.5. Let Z ∈Ωr , be in normal form (1.1). We have:
1. The set {Dh(0),DZεh(0),DZ2εh(0)} is linearly independent, and 0 is a regular point
of Zεh|H0 .
2. The set {Dh(0),DZεh(0),DZ2εh(0),DZ3εh(0)} is linearly independent if and only if
1+ 6µ = 0, and 0 is a regular point of Zεh|H0 .
Proof. We focus on the second statement. From Proposition 4.1, the rank of the set
{Dh(0),DZεh(0),DZ2εh(0),DZ3εh(0)} is the rank of

1
0
0
0




0
1
0
0




0
0
1
2εaλ




0
0
0
1+ 6µ

 .
The other parts of the statements above are straightforward. ✷
Lemma 4.6.Z ∈Ωr belongs to Ωr0 if and only if Z can be written as the normal form (1.1)
with |λ| + |1+ 6µ| = 0.
Proof. By Proposition 4.1, Z¯3εh(0) = 0 is equivalent to λ = 0, and by Lemma 4.5,Z ∈Ωr0 .
When λ= 0, Z¯4εh(0) = 0 is equivalent to 1+ 6µ = 0. ✷
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Let Z ∈Ωr and p ∈H0. Remark that each one of the vector fields Z¯ε is defined on Hε
for ε =±1. We first observe:
Lemma 4.7. Let Z ∈Ωr . There exists a neighborhood V of 0 such that for each ε =±1,
Z¯εh(p) = 0 provided that p ∈Hε ∩ V .
Proof. It is enough to observe that the restriction of Z ∈Ωr to Hε (for each ε =±1) is a
deformation of a vector field which is non-singular at 0. ✷
4.3.1. Fold singularities
Let p ∈ S1ε and t → γε(t) be a trajectory of Z¯ε such that γ (0)= p. By Lemma 4.1,
x1
(
γε(t)
)= Z¯2εh(p)
2
t2 + o(t2).
So there is a trajectory of Zε in Hε if and only if ε sgn(Z¯2εh(p)) > 0. Assume that p ∈Σ1.
There are three cases (refer also to [2]):
1. If ε sgn(Z¯2εh(p)) > 0 for ε and not for −ε, then there is a trajectory of Zε in Hε, and
no trajectory of Z−ε is contained in H−ε . In this case, we say that p is a parabolic fold
singularity, and we define the trajectory of Z through p as the trajectory of Z¯ε in H¯ε
(for instance: Z = L1 at p = (0,0,1,1), see Fig. 1(a)).
2. If ε sgn(Z¯2εh(p)) > 0 for ε =±1, then p is a hyperbolic fold singularity. There are two
distinct trajectories of Z through p: one is the trajectory of Z¯ε in H¯ε , the other is the
trajectory of Z¯−ε in H¯−ε (for instance: Z =Z1,0, 13 at p= (0,−
1
3 ,0,1), see Fig. 1(b)).
Such a singularity is called a bitrajectory in [10]-terminology.
3. If ε sgn(Z¯2εh(p)) < 0 for ε = ±1, then p is an elliptic fold: there is no trajectory of
Z¯ε in H¯ε for ε = ±1. We define the trajectory of Z through p as {p} (for instance:
Z =Z−1,0, 13 at p = (0,−
1
3 ,0,1), see Fig. 1(c)).
4.3.2. Cusp singularities
Let p ∈Σ2. We may assume that p ∈ S2ε (in general S2ε = S2−ε).
We have
x1
(
γε(t)
)= Z¯3εh(p)
3! t
3 + o(t3).
The trajectory meets Hε if and only if εZ¯3εh(p)t3 > 0. We observe that if p ∈ S2ε , then
p ∈ S1ε ∩ S1−ε . Hence, the following cases can occur:
1. If Z¯2εh(p) = Z¯2−εh(p) = 0 and Z¯3εh(p) = 0, then p is a symmetric cusp singularity.
Since εZ¯3εh(p)t3 is positive provided that ε = sgn(Z¯3εh(p)t), the trajectory of Z
through p is the union of the trajectories of Z¯ε , ε =±1 (for instance, see the orbit of
Z1, 34 ,0
at p = (0,0,0,0) in Fig. 2(a)). Observe that the relation Z¯2εh(p)= Z¯2−εh(p)=
0 implies that x4 = 0.
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Fig. 1. Parabolic, hyperbolic and elliptic folds. (a) Parabolic fold. (b) Hyperbolic fold. (c) Eliptic fold.
2. If Z¯εh(p) = Z¯−εh(p) = Z¯2εh(p) = 0 and εZ¯2−εh(p) < 0, the parametrization of
x1(γε(t)) begins with t3, so there is a half-trajectory in H¯ε parameterized by t
of the sign of εZ¯3εh(p). The parametrization of x1(γ−ε(t)) begins with t2; since
(−ε)Z¯2−εh(p)t2 > 0, we have in H¯−ε the half-trajectory of Z−ε parametrized by t
of the sign of −εZ¯3εh(p), and the half-trajectory of Z−ε with t of opposite sign. We
call such a point an hybrid cusp singularity, and the trajectories of Z through p is the
union of the trajectories of Z¯ε , ε = ±1 (for instance: Z1, 34 ,0 at (0,−
3
4 ,− 32 ,1), see
Fig. 2(b)).
3. If Z¯εh(p)= Z¯−εh(p)= Z¯2εh(p)= 0 and εZ¯2−εh(p) > 0. The trajectory of Z¯−ε meets
H¯−ε only at p. We define the trajectory of Z through p as the half-trajectory γε . We
call such a point a half-cusp singularity (for instance: Z−1, 34 ,0 at (0,−
3
4 ,
3
2 ,1), see
Fig. 2(c)).
4.3.3. High-order fold singularities
Let p ∈Σ3. We assume that p ∈ S3ε . By Proposition 4.1 and Lemma 4.1, we have
x1
(
γε(t)
)= 1
4! Z¯
4
εh(p)t
4 + o(t4)
and
x1
(
γ−ε(t)
)= 1 Z¯2−εh(p)t2 + o(t3)+ 1 Z¯4−εh(p)t4 + o(t4).2! 4!
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Fig. 2. Cusps. (a) Symmetric cusp. (b) Hybrid cusp. (c) Half-cusp.
Remark 4.2. Observe that Z¯3−εh(p)= 0 provided that p ∈ S3ε and Z¯2−εh(p)= 0.
The existence of solutions meeting Hε , ε =±1, depends on:
1. the signs of Z¯4εh(p), Z¯2−εh(p) whether Z¯2−εh(p) = 0;
2. the signs of Z¯4εh(p), Z¯4−εh(p) whether Z¯2−εh(p)= 0.
All the remaining cases are similar to those ones in Section 4.3.1:
• If Z¯2−εh(p)= 0, the order of contact of γε with H0 is the same for each ε =±1. We
have Z¯3εh(p)= Z¯3−εh(p)= 0 and:
1. If ε sgn(Z¯4εh(p)) > 0 for ε = ±1 there exists a trajectory in Hε and in H−ε: we
have a 4H-fold singularity (for instance: L1 at (0,0,0,0), see Fig. 3(a)).
2. If ε sgn(Z¯4εh(p)) < 0 for ε = ±1, the trajectory is reduced to a single point: we
have a 4E-fold singularity (for instance: L−1 at (0,0,0,0), see Fig. 3(b)).
• If Z¯2−εh(p) = 0, γε and γ−ε do not have the same order of contact with H0. We have
Z¯3εh(p)= 0, and Z¯2−εh(p) = 0 and:
1. If ε sgn(Z¯4εh(p)) > 0 and εZ¯2−εh(p) < 0, we have a 4H-2H-fold singularity (for
instance: Z−1, 1 ,− 1 at (0,0,− 14 ,1), see Fig. 3(c)).4 4
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Fig. 3. High-order folds. (a) 4H-fold. (b) 4E-fold. (c) 4H-2H-fold. (d) 4H-2E-fold. (e) 4E-2H-fold. (f) 4E-2E-fold.
2. If ε sgn(Z¯4εh(p)) > 0 and εZ¯2−εh(p) > 0, we have a 4H-2E-fold singularity (for
instance: Z1,− 32 , 13 at (0,
7
6 ,2,1), see Fig. 3(d)).
3. If ε sgn(Z¯4εh(p)) < 0 and εZ¯2−εh(p) < 0, we have a 4E-2H-fold singularity (for
instance: Z1, 32 ,− 23 at (0,−
5
6 ,−1,1), see Fig. 3(e)).
4. If ε sgn(Z¯4εh(p)) < 0 and εZ¯2−εh(p) > 0, we have a 4E-2E-fold singularity (for
instance Z1, 14 ,− 14 at (0,0,
1
4 ,1), see Fig. 3(f)).
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type (just by changing ε in −ε). Hence asymmetric singularities appear always in pairs,
and symmetric singularities are those in Fix(ϕ).
4.4. Proof of Theorem 1
Proof. Immediate consequence of the analysis performed in Sections 4.3.1, 4.3.2,
4.3.3. ✷
5. Stratification of the singularities
Lemma 5.1. Assume that Z ∈ Ωr0 is in normal form (1.1). Then, there exists a
neighborhood V of 0 such that, for ε =±1:
1. V ∩ S1ε = V ∩ S1−ε is a two-dimensional manifold expressed by:{
x1 = 0, x2 =−λx24 −µx34 + o
(
x3, x
3
4
)}
.
2. V ∩ S2ε is a one-dimensional manifold expressed by:{
x1 = 0, x2 =−λx24 −µx34 + o
(
x34
)
, x3 =−2εaλx4 − 3εaµx24 + o
(
x24
)}
.
3. If 1 + 6µ = 0, and provided that λ is small enough, then V ∩ S3ε coincides with the
point qε where:

x1(qε)= 0,
x2(qε)= −4λ
3(1+4µ)
(1+6µ)3 + o(λ3),
x3(qε)= 4εaλ
2(1+3µ)
(1+6µ)2 + o(λ2),
x4(qε)= −2λ1+6µ + o(λ).
(5.1)
4. V ∩ S4ε = ∅.
Proof. We just prove statement 3. For λ close enough to 0, the implicit function theorem
can be applied to the system h(p) = Z¯εh(p) = Z¯2εh(p) = Z¯3εh(p) = 0 provided that
µ = − 16 . This yields a unique solution qε ∈ S3ε near 0 ∈R4, given by (5.1). ✷
Observe that if λ = 0 and 1 + 3µ = 0, the points qε and q−ε are always distinct (and
paired via ϕ). An issue to be pointed out is that in our approach no orbit of Z¯ε on Hε , for
each ε =±1, is tangent to H0 in more than one point.
Lemma 5.2. Let Z ∈ Ωr0 , be in normal form (1.1). Assume that µ = 0. There exists a
neighborhood V of 0 such that, provided that λ = 0 is small enough, V ∩ C
Z¯ε
∩ C
Z¯−ε
=
{0,pλ} with
pλ =
(
0,− 4λ
3
9µ2
+ o(λ3),0,− 2λ
3µ
+ o(λ)
)
.
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Z¯ε
∩C
Z¯−ε
. Consider the system:


h(p)= 0,
Z¯1εh(p)= Z¯1−εh(p)= 0,
Z¯2εh(p)= 0,
Z¯2−εh(p)= 0.
The two last equations are (keeping the notations of Proposition 4.1):{
x3 + 2εaλx4 + 3εaµx24 + ϕε2(p)= 0,
x3 − 2εaλx4 − 3εaµx24 + ϕ−ε2 (p)= 0.
It is equivalent to:{
2x3 + ϕε2(p)+ ϕ−ε2 (p)= 0,
4εaλx4 + 6εaµx24 + ϕε2(p)− ϕ−ε2 (p)= 0.
(5.2)
But ν0(ϕε2) 3 and ν0(ϕ
−ε
2 ) 3, hence the second equation of (5.2) is written:
2εaλx4 + 3εaµx24 + o(x24)= 0.
So, x4 = 0 is a solution, and 2εaλ+ 3εaµx4 + o(x4)= 0. This gives a solution provided
that µ = 0, and this solution is distinct from 0 provided that λ = 0. The first equation
of (5.2) reduces to x3 = 0 by symmetry: it follows from Lemma 4.4 that ϕ(CZ¯ε )= CZ¯−ε ,
and all intersection points p satisfy p = ϕ(p). ✷
Lemma 5.3. Let Z ∈Ωr0 , be in normal form (1.1).
1. If λ = 0, then C
Z¯ε
and C
Z¯−ε
intersect transversally in a neighborhood of 0.
2. If λ= 0, then C¯
Z¯ε
and C¯
Z¯−ε
have a quadratic contact at 0 if and only if µ = 0.
Proof. Observe that from (5.2) the transversality condition is represented by the inequality
2εaλ+ 6εaµx4 + o(x4) = 0. This late assertion shows that the curves are transverse at 0
and pλ (keeping the notation of Lemma 5.2). The second statement is straightforward from
formulas (5.2). ✷
In the following we assume that Z ∈Ωr0 is in normal form (1.1) with 1 + 6µ = 0. We
fix a suitable neighborhood V of 0 (see Lemmas 4.7 and 5.1) such that the sets V ∩Σi are
given by the expressions in Lemma 5.1. Consider the cases:
5.1. Study of V ∩Σ1
V ∩ S1ε = V ∩ S1−ε is the fold surface V ∩ FZ¯ε = V ∩ FZ¯−ε . The sign conditions for
Z¯2±εh(p) change on the two cusp curves CZ¯ and CZ¯ . Hence:ε −ε
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Z¯ε
and C
Z¯−ε
intersect transversally. Near each intersection point there are
four domains corresponding to the four repartitions of signs for Z¯2εh(p), ε =±1. All
the types of fold singularities (parabolic, hyperbolic, elliptic folds) occur.
2. If λ = 0 and µ = 0, then C¯
Z¯ε
and C¯
Z¯−ε
present a quadratic contact at 0. Four
sign configurations are possible in the parameter-space: all types of fold singularities
(parabolic, hyperbolic, elliptic folds) occur.
3. If λ= 0 and µ= 0, then C¯
Z¯ε
and C¯
Z¯−ε
present at 0 a contact which is strictly greater
than 2. Two sign configurations are possible if C
Z¯ε
= C
Z¯−ε
(this is the case of La) or
four sign configurations if C
Z¯ε
= C
Z¯−ε
.
5.2. Study of V ∩Σ2
V ∩ S2ε is a curve, which lies on {0} ×R3. We have
Σ2 = (CZ¯ε ∩CZ¯−ε )∪ (CZ¯ε ∩ FZ¯−ε )∪ (FZ¯ε ∩CZ¯−ε ).
1. If λ = 0, we have Z¯2±εh(0) = 0, and Z¯3±εh(0) = 0. Hence the origin (which belongs
to C
Z¯ε
∩ C
Z¯−ε
) is a symmetric cusp; hybrid and half cusps appear on C
Z¯±ε
near 0.
Furthermore Σ3 consists of:
(a) Either one point p such that ϕ(p)= p; in this case we must have µ=− 13 , and p
is a symmetric high-order fold singularity (that is, of type (4a) or (4b)).
(b) Or two distinct points p ∈ C
Z¯ε
and ϕ(p) ∈ C
Z¯−ε
; each of them has the type 4X-2E
(or 4X-2H) high-order fold, separating half (or hybrid) cusps (X denotes either E
or H).
2. If λ= 0, µ = 0, C¯
Z¯ε
∩ C¯
Z¯−ε
= {0}, and the cusp curves have a quadratic contact. We
have Z¯2±εh(0)= Z¯3±εh(0)= 0, and Z¯4±εh(0) = 0. Hence Σ3 = {0}, and the origin has
the type 4H or 4E high-order fold; it separates non-symmetric cusps.
3. If λ = 0, µ = 0, Σ3 = {0} is a symmetric high-order fold, C¯Z¯ε and C¯Z¯−ε have at 0 a
non-quadratic contact.
Lemma 5.4. Let Z ∈Ωr0 be in normal form (1.1), such that µ = 0 and 1+ 6µ = 0. There
exists a neighborhood V of 0 such that:
1. V ∩Σ4 = ∅;
2. (a) if λ = 0, and provided that λ is small enough, V ∩ Σ3 = {p,ϕ(p)} with p = 0
(and p = ϕ(p) implies that µ=− 13 );(b) if λ= 0, V ∩Σ3 = {0};
3. (a) if λ = 0, then V ∩Σ2 consists of two transversal curves;
(b) if λ= 0, then V ∩Σ2 consists of two curves with quadratic contact at 0.
4. V ∩Σ1 is a disconnected surface with four different types of folds.
Proof. Immediate consequence of Sections 5.1 and 5.2. ✷
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notation 4-4∗ corresponds to a (4a) or (4b) singularity with higher order contact between the cusps curves.
5.3. Proof of Theorem 2
Proof. Immediate consequence of the analysis performed in Sections 5.1, 5.2 and
Lemma 5.4. ✷
5.4. Bifurcation diagram
We summarize the different cases what may occur in the bifurcation diagram as shown
in Fig. 4:
5.5. Proof of Theorem 3
Proof.
1. (⇒) Let Z ∈ Ξ0 be mildly stable. Assume that Z is not of codimension 0. Only the
following possibilities can occur:
(a) It exists a singularity of type (4a) or (4b); this can easily be removed by a small
perturbation. That means we can separate in two singularities of type 4X-2Y-fold
with X =H,E, Y =H,E, and X = Y . Contradiction.
(b) It exists a (3a) singularity on which the lines of cusps are not transverse; this is
obviously a non-stable phenomenon. Contradiction.
(⇐) It follows from Theorem 1 and Corollary 2.1. Once again, the openness
and density come from the characterization of the mild-structure stability given in
Section 2.
2. Similar. ✷
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6.1. Non-reversible vector fields
Our classification in Theorem 1 is valid for reversible vector fields. In the case of non-
reversible vector fields, the conclusion of Proposition 4.1 does not hold. Indeed, we can
prove that new topological types of singularities can arise. Let us consider for example the
vector field:
T =
(
x2 + 12x
3
4 + x44
)
∂
∂x1
+ (x3 − 2x24) ∂∂x2 + x4
∂
∂x3
+ sgn(x1) ∂
∂x1
=Z1,0, 12 + x
4
4
∂
∂x1
− 2x24
∂
∂x2
.
Let γε , ε = ±1, be the solution in Hε of T¯ε such that γε(0) = 0. Via a straightforward
computation, we have:
x1
(
γ1(t)
)= t5
5
, x1
(
γ−1(t)
)=− t4
3
+ t
5
5
.
Hence, we have a hybrid cusp of type (t5,−t4), which is a flattened version of the hybrid
cusp for reversible vector fields (3b in Theorem 1).
6.2. Vector fields in Ωr \Ωr0
If we do not impose that Z ∈ Ω0, new topological types of singularities appear. For
instance, assume that k ∈N is such that k  2, and let us consider the vector fields:
T 1 =
(
x2 − 16x
3
4 + x2k+14
)
∂
∂x1
+ x3 ∂
∂x2
+ x4 ∂
∂x3
+ a sgn(x1) ∂
∂x1
=Z
a,0,− 16 + x
2k+1
4
∂
∂x1
,
T 2 =
(
x2 − 16x
3
4 + x2k4
)
∂
∂x1
+ x3 ∂
∂x2
+ x4 ∂
∂x3
+ a sgn(x1) ∂
∂x1
=Z
a,0,− 16 + x
2k
4
∂
∂x1
.
Let γ iε , i = 1,2, be the trajectories of T i such that γ iε (0)= 0. A simple computation gives:
x1
(
γ 1ε (t)
)= εa t2k+2
2k + 2 in case of T
1, x1
(
γ 2ε (t)
)= t2k+1
2k+ 1 in case of T
2.
Hence we have a (degenerate) hyperbolic singularity at 0 in the case of T 1, and a
(degenerate) cusp singularity in the case of T 2. These singularities are not listed in
Theorem 1, and are all different. In case 1) the orbit-solution through 0 is unique, in case 2)
there are two orbit-solutions.
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Reversible vector fields seem to have many interesting properties. Among them is the
presence, under generic conditions, of families of periodic orbits terminating at a typical
singularity. It is straightforward to show thatZ−1,0,1 has a one-parameter family of periodic
orbits γα passing through (0,−α33 ,0, α) for each α > 0, althoughL−1 has no periodic orbit
at all. We address this general study of periodic orbits to a forthcoming work.
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