[1] The absorption by oxygen in the region of the O 2 A band near 760 nm has been measured in the laboratory under various conditions of pressure (20-200 atm) and temperature (200-300 K) for both pure O 2 and O 2 -N 2 mixtures. In order to calculate the contribution of the ''allowed'' A band transitions, Lorentzian profiles and a model accounting for line-mixing (LM) effects using the energy corrected sudden (ECS) approximation have been used. The differences between computed spectra and measured values enable extraction of the collision-induced absorption (CIA) contribution. It is shown that neglecting line mixing overestimates absorption in the wings and underestimates absorption at the P and R branch peaks, whereas the CIA extracted by the line-mixing approach shows the ''smooth'' profile expected. Applying this approach to our spectra enables determination of the CIA and allowed contributions for both O 2 -O 2 and O 2 -N 2 collisions versus temperature and pressure. The resulting model and data are then used to build a database and some software suitable for the calculation of oxygen (in air) atmospheric absorption and for easy inclusion in radiative transfer codes (available upon request). These tools are then applied to a theoretical study of the influences of both line-mixing and collision-induced processes on atmospheric photon path escape factors and on cloud-top altitude retrievals. It is shown that LM and CIA make significant contributions and explain a large part of the discrepancies between measured and calculated atmospheric absorption observed recently. 
Introduction
[2] The absorption of radiation by gaseous molecular oxygen has been the subject of many studies throughout the infrared, visible, and UV regions. Besides fundamental interests, these works have been motivated by the significant contribution of O 2 to the absorption of solar radiation in the atmosphere, through both the ''regular'' narrow ''allowed'' lines and the broad collision-induced absorption (CIA) features [e.g., Mlawer et al., 1998; Murcray et al., 1997; Solomon et al., 1998 ]. In particular, the b 1 S g + (v = 0) X 3 S g À (v = 0) transition (A band) between 13,000 and 13,170 cm À1 (760 -770 nm) is of special interest for remote sensing studies of the characteristics of the atmosphere. Indeed, it is widely used for the retrieval of the distributions and characteristics of cloud [Funk and Pfeilsticker, 2003; Grechko et al., 1973; Kokhanovsky and Rozanov, 2004; Kurosu et al., 2001] and of aerosols [Corradini and Cervino, 2006; Gabella et al., 1999; Koppers et al., 1997] , as well as for the determination of pressure/temperature vertical profile [Crisp et al., 2004; Pitts and Thomason, 1999; Sugita et al., 2001] and of surface pressure [Dubuisson et al., 2001; O'Brien et al., 1997; Van Diedenhoven et al., 2005] . For this reason, the spectroscopic parameters (intensities, broadening and shifting coefficients) of individual lines of the A band have received much attention [e.g., Brown and Plymate, 2000; Hill et al., 2003; Pope et al., 2004; Schermaul and Learner, 1999; Yang et al., 2000, and references therein] . On the other hand, contrary to what has been done in a number of other regions [Greenblatt et al., 1990; Hermans et al., 2003; McKellar et al., 1972; Maté et al., 1999; Smith and Newnham, 2000; Tabisz et al., 1969] , the underlying contribution of collision-induced absorption below the A band has been the subject of few studies [Greenblatt et al., 1990; Tabisz et al., 1969] . Furthermore, the modification of the shape of allowed O 2 absorption induced, with pressure, by linemixing (LM) processes [Lévy et al., 1992] has, to our knowledge, never been investigated in the considered spectral region. Available studies on this problem are limited to the 60 GHz band [Tretyakov et al., 2005 , and references therein] and to Raman spectra [Dreier et al., 1994; Millot et al., 1996] . Recently, these processes (CIA and/or LM) have been invoked to explain discrepancies between observed and calculated atmospheric transmission spectra [Yang et al., 2005] . In particular, fitting of the measured atmospheric transmissions requires use of ''photon path escape factors'' (PPEF, ratio of the fitted O 2 volume mixing ratio to the true value) significantly greater than one [Yang et al., 2005] . At this step, it is interesting to note that, in the considered spectra, the A band lines are strongly saturated so that the PPEF is essentially retrieved from absorption in the troughs between transitions and it is precisely in these regions that both LM and CIA processes can significantly affect absorption.
[3] The present paper is an attempt to explain these results by carrying out a study of both LM and CIA processes in the A band in order to provide a new and improved model for the prediction of absorption in the wave number range considered. In order to do this, experiments have been made in the laboratory for pure O 2 and O 2 -N 2 mixtures in the 200-300 K temperature range. These are transmission measurements made for elevated pressures (20 -200 atm) in order to emphasize the LM and CIA contributions. A theoretical approach is also proposed for the calculation of the effects of pressure on the spectral shape of the A band. It accounts for LM with a model derived from the Energy Corrected Sudden (ECS) approximation. Calculations of the allowed part of absorption are then made using both this approach and a purely Lorentzian model (no LM) and subtracted from the observed spectra. This, which enables extraction of the CIA contribution, gives a first validation of the LM model and demonstrates the (expected) failure of the purely Lorentzian approach. The model, now including both LM and CIA, is used to build up a database and software for the calculation of oxygen atmospheric absorption. These tools are then applied to a theoretical study of the influence of the deviations from purely Voigt profiles on both PPEF and the retrieval of cloud-top altitudes. The results indicate that LM and CIA have significant effects and that they explain a large part of the anomalous values of the PPEF obtained by Yang et al. [2005] .
Experiments
[4] The transmission spectra used in the present work have been recorded with a Fourier transform spectrometer (Bruker IFS 66V, resolution 0.5 cm
À1
) and a 2-m-long single pass coolable cell, a halogen Lamp, and a Si diode detector. The pressures studied, which range from 20 to 200 atm, were measured using 0-100 atm and 0-400 atm pressure transducers. The experiments cover the 200-300 K temperature range and were made for both pure O 2 and O 2 -N 2 mixtures (%50/50% and 20/80%) using high-purity gases. For each sample the densities of the gases (in agamat units (pressure P (atm) and temperature T (K), the density D in agamat (Agt) units is given by D = v(P 0 , T 0 )/v(P, T), where v is the molar volume and (P 0 , T 0 ) are the STP conditions; one amagat corresponds to 2.69 10 19 molec/cm 3 )) were determined from the pressure and temperature readings by using the data which are available at http://webbook.nist. gov/chemistry/form-ser.html. The transmission was then deduced from the ratio of recordings made with the gas sample and an empty cell respectively, leading to the absorption coefficient a. An example, for pure O 2 under various densities, is plotted in Figure 1 where a growing CIA contribution is obvious, particularly beyond the R-branch head above 13,170 cm À1 .
[5] For a O 2 -N 2 mixture with mole fractions x O 2 and x N 2 (x o 2 + x N 2 = 1) of total density D Tot at temperature T, the total absorption coefficient due to oxygen at wave number s is given by
where A Allow and A CIA designate the allowed (A band lines) and CIA contributions respectively, normalized by the O 2 density (D O 2 = x O 2 D Tot ). Within the binary collisions regime, the second term can be separated into contributions of O 2 -O 2 and O 2 -N 2 interactions, i.e.,
Integration over the entire spectral range [s Min , s Max ] covered by the considered absorption feature (see Figure 1 ) leads to the total integrated intensity S Tot (cm À2 Agt
):
where S Allow (cm À2 Agt
) results from allowed transitions and is given by the sum of the integrated intensities of all spectral lines centered in the interval considered, whereas S CIA (cm À2 Agt À2 ) are the density normalized CIA (3) and are a first validation of the present measurements since the zero density intercepts (S Allow ) agree well with previous determinations [Rothman et al., 2005] . Furthermore, the integrated intensities of the CIA induced in O 2 by collisions with N 2 deduced from the pure O 2 results and the measurements for the two mixtures are in satisfactory agreement. Finally, the slopes also demonstrate the importance of the CIA process and indicate that collisions with N 2 induce significantly less (about five times) absorption than O 2 -O 2 interactions as observed, for instance in the v = 0 v = 0 band of the a 1 D g X 3 S g À transition near 1.27 mm [Maté et al., 1999] . This weak contribution of O 2 -N 2 collisions is also observed for the v = 1 v = 0 band of the a 1 D g X 3 S g À transition near 1.06 mm which is also covered by our experiment. In this case (see Figure 3 ), the contribution of allowed transitions is negligible, in agreement with the HITRAN data [Rothman et al., 2005] ; O 2 -O 2 interactions lead to a large collisioninduced absorption whereas O 2 -N 2 collisions make negligible CIA. Finally, the integrated intensities obtained from the present experiments are summarized in Table 1 together with values from other sources, showing the good agreement between the various determinations, for both the allowed and CIA contributions. The effects of temperature on the integrated intensity of the collisioninduced absorption process observed in the present work are weak, in agreement with previous observations in other bands [McKellar et al., 1972; Maté et al., 1999] .
Theoretical Model for the Allowed A Band Transitions

Absorption Coefficient
[6] In the present work, we disregard Doppler and velocity Ray and Ghosh, 1997] effects which have negligible influence in the pressure range studied, and assume the impact approximation and binary collisions. The first is valid in the case of completed collisions and when wave numbers at distance Ds not too far away from the lines making strong contributions are considered. The associated strict criteria are t c ( Dt c (that also defines the binary collisions regime) and 2pcjDsjt c ( 1 where t c and Dt c are the duration of efficient collisions and the typical time interval between collisions, respectively. These can be evaluated using the average relative velocity, the total density D Tot , and the intermolecular potential full and efficient ranges, leading to the typical values t c % 0.2 psec, Dt c % 50/D Tot (Am) psec, and 1/(2pct c ) % 25 cm
À1
. The criteria are then D Tot (Am) ( 250 Am and jDsj ( 25 cm À1 which are not strictly verified under the conditions of the present work. Nevertheless, as often in physics ( can be replaced by <, which would make the approximations valid, as demonstrated by previous highpressure studies of line mixing using the same approximations [Niro et al., 2004; Tran et al., 2006] . Within this frame, the absorption coefficient for a O 2 -N 2 mixture accounting for line-mixing effects between allowed transitions can be written as [Lévy et al., 1992] 
In this expression, the sums extend over all O 2 lines k and k 0 and Im{. . .} denotes the imaginary part. Variables r k and d k are, respectively, the relative population of the initial level of line k and the magnetic dipole matrix element of the optical transition. The latter is related to the integrated line intensity S k by 2, L 0 , and W are operators in the Liouville line space. The first two are diagonal and associated with the wave number s of the calculation and with the positions s k of the unperturbed lines, i.e.,
Within the preceding approximations, all the influence of collisions on the spectral shape is contained in the frequency-independent relaxation operators W O2ÀX which depend on the band considered, on temperature, and on the collisions partner X. Its off-diagonal elements account for interferences between absorption lines, whereas the diagonal terms are related with the pressure-broadening g k (HWMH) and pressure-shifting d k coefficients, i.e.,
Recall that neglecting line mixing (i.e., all off-diagonal elements of W are zero) leads to the usual Lorentz profile. [7] Starting from the infinite-order sudden (IOS) approximation, the real part (the imaginary off-diagonal elements will be neglected from now in the absence of any model) of the relaxation matrix can be constructed. Assuming that the intermolecular potential is independent of the electronic spin and within the pure Hund's case b, the element coupling
Relaxation Matrix
in the A band is given by [Corey and McCourt, 1984] 
In this expression, n = 1 is the order of the tensor (magnetic dipole) that couples radiation and matter, whereas S i = 1 and S f = 0 are the values of the spin in the lower and upper states of the A band. Coefficients (:::) and {:::} are Wigner 3J and 6J [Edmonds, 1974] and
of the corresponding spinless diatomic molecule. Let us emphasize that this equation is valid for every type of coupling within the band (intra branch as well as inter branch).
[8] Recall that, for a rigid rotor, hence in the absence of any vibrational or electronic effects, the relaxation operator verifies the following fundamental sum rule [Bonamy and Emond, 1995] :
where, within the pure Hund's case b, the reduced dipole elements are given by [Watson, 1968] 2.14 10
À4 [Hermans] S O2 À N2 CIA , cm À2 Agt À2 1.6 10 À5 ± 0.8 10 Recalling that [Green, 1978; Hadded et al., 2002] 
one can check, using equations (8), (10), and (11), that equation (9) is indeed verified. We have not succeeded in demonstrating it analytically as in Hadded et al. [2002] , but this was done numerically with success, giving a first validation of the preceding equations.
[9] The pure IOS approximation neglects all effects of the finite rotational energies of the levels so that a first consequence is that the detailed balance principle, i.e.,
is not satisfied. In consistency with the neglecting of rotational energies in the IOS approach, it is verified only if the e hc(E 00 k ÀE 00 k 0 )/kBT term is disregarded, thus when restricting r k to the degeneracy (2J k + 1). Furthermore, the modulations due to rotation of the molecule during collisions is also neglected since the energy differences between rotational levels are disregarded. In order to correct for these approximations, the following procedure is generally used [Hadded et al., 2002; Niro et al., 2004] . Energy corrections are first made on the off-diagonal elements, leading to the energy corrected sudden (ECS) expression,
based on the adiabaticity factor W defined by [De Pristo et al., 1979] 
where w N,N À 2 , v O2 À X , and d c O2 À X are the frequency spacing between level N and N À 2, the mean relative velocity in O 2 ÀX collisions, and the scaling length. In order to construct the relaxation operator, and to ensure that equation (12) is verified, equations (13) and (14) are used for downward transitions only (E N i J i > E N i0 J i0 ) and the upward elements are simply deduced from equation (12), i.e.,
At this step, the quantities d c O2 À X and Q O2 À X (L, T) are the only parameters of the model.
Data Used
[10] The first data required for computations are the spectroscopic parameters of the lines of the O 2 A band (s k , r k , and d k ) which were taken from the 2004 version of the HITRAN database [Rothman et al., 2005] . The other parameters needed are the diagonal (broadening and shifting coefficients) and off-diagonal elements of the relaxation operator. The first (g k and d k ) where also taken from HITRAN 2004. For the computation of the off-diagonal elements, the basic quantities Q(L) have been modeled using the widely used [Dreier et al., 1994; Millot et al., 1992] power law, i.e.,
Its parameters (A, N, l) and the scaling length d c of equation (14) have been determined from fits of the linebroadening data of Rothman et al. [2005] . This was done by constructing the off-diagonal elements from equations (13) -(16) and computing the pressure broadening coefficient using equation (9). The ECS parameters obtained are given in Table 2 , whereas the quality of the broadenings computed in such a way is demonstrated in Figure 4 .
[11] At this step all required data are known but a number of imperfections remain that introduce small errors in spectra calculations. The first is that equation (10) is only valid in the pure Hund's case b, and is thus approximate, particularly for the D J = 0 lines of low J values [Ritter and Wilkerson, 1987; Watson, 1968] . In order to correct for this and use exact line intensities, the dipole elements used in equation (5) where calculated from
where the last term is introduced in order to keep the proper sign. The second problems comes from the fact that the broadening parameters calculated from the offdiagonal elements and the sum rule in equation (9), although quite satisfactory as shown in Figure 4 , are not perfect. Hence as done previously [Niro et al., 2004; Tran et al., 2006] , more accurate values from Rothman et al. [2005] where imposed to the real diagonal elements of W, and the renormalization procedure of Niro et al. [2004] was applied to the off-diagonal terms in order to verify exactly the sum rule in equation (9).
Tests of the Model and the Shape of the CIA Contribution in the A Band Region
[12] In order to extract the shape of the collision-induced part, spectra of the A band allowed transitions have been calculated as explained above and subtracted from measured values. This was first done using the preceding linemixing model and the purely Lorentzian (no LM) approach. The results obtained, illustrated in Figure 5 , show that none of these models is satisfactory. Significant residual structures remain in both cases, in disagreement with the expected ''smooth'' spectral variations of the CIA spectra [e.g., Hermans et al., 2003; Maté et al., 1999; Tabisz et al., 1969] . The A band profile calculated neglecting line mixing is too broad leading to a dip close to the head of the R branch, with P and R branch that are too low leading to associated peaks in the CIA spectrum. On the other hand, the line-mixing model leads to branches that are too narrow and high leading to dips at the centers of the branches and to peaks in between and in the wings.
[13] An explanation for this failure can be partly found in the fact that the A band does not perfectly correspond to a pure Hund's case b. Furthermore another important approximation comes from the use of a rigid rotor model that does not apply to the present transitions which involve the ground and an electronically excited state. In such a case, where the lower and upper levels are significantly different (as it is the case for vibrational transitions), the rigid rotor sum rule of equation (9) breaks down. The difference of the averaged values of the isotropic part of the intermolecular interaction potential within the lower and upper states, then introduces a vibronic (vibronic meaning here electronic and vibrational) dephasing that can lead to a significant broadening [Hindmarsh et al., 1974] . In this case, equation (9) must be corrected, leading, when the vibronic dependence of the anisotropic part of the potential may be neglected, to the expression [Lavorel et al., 1987] 
The parameter Dg is the ''vibronic width,'' equivalent of the vibrational width commonly introduced in studies of purely vibrational transitions [Bonamy et al., 1997; Dreier et al., 1994; Pieroni et al., 2000] . The value of Dg is clearly unknown in the present case but one can expect it to be quite significant (when compared to g k and also to the values encountered in purely vibrational transitions) due to the significantly different states involved in the A band. Moreover Dg may also partly compensate another basic limit of the ECS model since equation (8) assumes that no significant change in the anisotropic part of the potential is expected when going from the initial to final vibronic state. However, ab initio calculations [Minaev and Minaeva, 2001] give values of the electric quadrupole moment that are Qzz = À0.178 ea 0 2 and Qzz = À0.248 ea 0 2 for the ground and b 1 S g + states, respectively (recall that the quadrupolequadrupole interactions make a large contribution to the anisotropic potential). In order to treat the measured data and build a consistent model, we have fitted Dg in order to obtain, from subtraction of the calculated A band absorption from measurement, a residual CIA contribution as smooth as possible. This was done constructing the relaxation matrix as before, using the ECS parameters of Table 2 , and renormalizing it to equation (18) using the procedure mentioned above [Niro et al., 2004] . Figure 6 . They are nicely density-independent but a slight structure remains whose analysis reveals that it is mainly due to spectral shifts of the P and R branches (in opposite directions). This cannot be attributed to pressure shifts of individual lines since they were included in the calculations but may result from the neglecting of the offdiagonal imaginary elements of W [Rodrigues et al., 1998 ]. Nevertheless, the amplitude of the residual structures (typically ±10%) is compatible with the accumulated uncertainties as discussed below.
[14] Starting from Figure 6 and equivalent results for other temperatures and O 2 -N 2 mixtures, the CIA profiles were extracted, smoothed, and tabulated, leading to the typical values plotted in Figure 7 . Note that these results are very similar to those obtained for the 1.27 mm band, presented by Maté et al. [1999, Figure 6 ]. In both cases, the CIA due to O 2 -N 2 collisions is significantly smaller than that for pure O 2 . It is also narrower with a significantly weaker high-frequency wing. Furthermore, the effects of temperature on CIA obtained in the present work are quite small, both on the integrated intensity and the spectral shape. As for the 1.27 mm band [Maté et al., 1999] , the profile slightly narrows when going from 300 K to 200 K.
[15] Using the CIA determined as explained above and our models for the contribution of the allowed A band lines, spectra were recalculated and compared with measurements. The results, illustrated in Figures 8 -10 , show that the absorptions calculated by our LM+CIA approach are in good agreement with measurements. Differences between measured and calculated absorptions are in most cases lower than ±3% of the peak value, regardless of the mixture, of the pressure and temperature. They are hence within the accumulated uncertainties of the spectra, on the density determinations, and on the model. On the contrary, as widely observed previously [Hadded et al., 2002; 
Database and Software
[16] Using procedures very similar to those applied to CO 2 [Niro et al., 2005a] and CH 4 [Tran et al., 2006] , we have then built a database and some software for the computation of absorption by atmospheric oxygen in the A band region. These, which are available upon request, should make the update of radiative transfer codes easy.
Database 5.1.1. Spectroscopic Data File
[17] Starting from the HITRAN database [Rothman et al., 2005] , a spectroscopic data file was extracted for the A band of 16 O 2 (minor isotopomers make contributions that are too small for a need to account for LM effects). It contains the individual parameters of the transitions of the considered band, i.e., for each line k, the position s k , the relative population of the initial level r k at the reference temperature (296 K), the dipole matrix element d k , the energy E 00 k of the lower level, the air-broadening coefficient g k (296 K) and its temperature dependence coefficient, the shift coefficient d k , and the rotational quantum number J k of the lower state. 
Relaxation Matrix File
[18] Off-diagonal relaxation matrix real elements for O 2 -air for all couples of lines within the band have been generated at three temperatures 200 K, 250 K and 300 K. This was done for pure O 2 and O 2 -N 2 using the procedure and data described above, then constructing O 2 -air values from: W O2-air (T) = 0.21W O2-O2 (T) + 0.79W O2-N2 (T). These off-diagonal terms have been fitted, with the expression (with T 0 = 296 K) used previously [Niro et al., 2005a; Tran et al., 2006] :
which introduces errors smaller than 1% for the significant values of W k 0 k . The relaxation matrix database then consists in a file in which the W k 0 k 0 and w k 0 k 0 parameters are stored for the same transitions as those of the spectroscopic data file.
CIA File
[19] The values of the O 2 -air CIA have been directly deduced from the subtraction of the A band allowed transition from the measurements for the O 2 -N 2 mixture with 21% O 2 and 79% N 2 . The resulting values, in good agreement with those constructed from the O 2 -O 2 and O 2 -N 2 data of Figure 7 , have then been stored as tabulations versus s and T in the CIA datafile.
Software 5.2.1. ReadCIA+Readlines+ReadW
[20] These three (FORTRAN) subroutines read, respectively, the CIA tabulations, the spectroscopic data for each transition, and the off-diagonal elements of the relaxation operator.
ConvTP
[21] This subroutine converts the data required for the calculation of the absorption coefficient due to the A band transitions to the desired temperature T and total pressure P.
In order to do this, for each line the population of the lower level is computed using the line identification and initial level energy stored in the spectroscopic data files and the rovibrational partition function of Gamache et al. [2000] . The air-broadened line widths at T and P are also computed using the usual power law. In a second step, the relaxation matrix W(T) is constructed as follows. First, the off-diagonal elements
are computed from the stored data using equation (19), the elements for upward transitions being deduced from equation (12). Then the diagonal terms are set to the linebroadening parameters and a ''renormalization procedure'' similar to that described by Niro et al. [2004] , is used in order to verify the sum rule in equation (18). The last step is the computation, from the relaxation operator, the positions, and the dipole elements, of the first-order line-coupling coefficients Y k (T) from [Rosenkranz, 1975] 
[22] The conversion of the CIA data to the required condition of temperature is made by simple linear interpolations, whereas its conversion to the desired total pressure is made using the squared density dependence.
CompAbs
[23] The absorption coefficient of O 2 at wave number s, due to the A band lines, is then calculated using two models. The first accounts for line mixing (A band of 16 O 2 only) within the first-order expression, i.e., a s; 
where x O 2 and g D are the O 2 mixing ratio and the Doppler width, respectively. The sum extends over all lines k, Re{} denotes the real part, and w(z = x + iy) is the complex probability function, defined as
for which Fortran routines are available [Humlicek, 1979; Wells, 1999] . The second approach assumes Voigt profiles, thus neglecting line mixing, and the associated absorption is then given by equation (21) in which Y k is set to zero.
CompCIA
[24] The absorption coefficient due to the CIA contribution is simply calculated by a linear interpolation (in s)
among the values for the considered T and P conditions calculated as explained above.
Consequences for Atmospheric Spectra
[25] The uses of the A band in retrieval applications (P + T vertical profiles, aerosols, clouds, ground pressure) and its participation in the radiative forcing and heat balance of the atmosphere are too many subjects to be all considered here in terms of the consequences of the proposed model. Nevertheless, we have evaluated the effects of LM and CIA processes on atmospheric absorption spectra from two points of view: absorption (photon path escape factors) and the retrieval of cloud-top altitudes. In order to do this, the tools described in the preceding section have been used and calculations were made under conditions (P + T vertical profiles, apparatus function) similar to those of Yang et al. [2005] .
[26] A first result, concerning the absorbance (integrated absorption coefficient) for a observation at a zenith angle of 82°, is plotted in Figure 11 . As widely observed previously [Hadded et al., 2002; Niro et al., 2005b; Tran et al., 2006] , LM effects mostly lead to a narrowing of the structures and a decrease of absorption in the wings and troughs between lines. Except in narrow intervals close to line centers, line coupling leads to sub-Lorentzian behaviors that can be very large. Nevertheless, in many cases, the spectral points that are strongly affected are in regions where the atmospheric transmission for the considered conditions is either saturated of very close to unity. As expected, the CIA process gives a broad and smooth contribution which is small but whose absorption reaches 5%. Finally, the overall (but competitive) effects of both CIA and LM lead to an enhancement of absorption, except in a few narrow regions.
[27] In order to go further we have simulated the analysis made by Yang et al. [2005] . For this we have computed the atmospheric transmission for various zenith angles (from 0 to 83°, corresponding to air masses from 1 to 8) using the LM+CIA approach. This was done accounting for O 2 absorption only, neglecting diffusion and solar lines for simplicity. The resulting transmissions t True (s), after convolution by an instrument function F App similar to that of Yang et al. [2005] (resolution 0.054 cm À1 ), are then considered as the ''experiment.'' Then, exactly as done by Yang et al. [2005] , these values were least squares fitted by transmissions calculated with purely Voigt profiles using the photon path escape factor l O2 (that multiplies the absorption coefficient) as a free parameter. Recall that in the absence of any error on both the input (experimental) transmission and the forward model, l O2 should be unity. The values obtained are plotted in Figure 12 , showing PPEF values that translate the results of Figure 11 . Indeed, when only CIA is included, absorption is overestimated, leading to PPEF lower than unity; the values then become greater than one when the sub-Lorentzian behavior induced by LM is included in the calculations. The increase of the PPEF with increasing air mass can be understood considering that deviations from the Voigt model mostly affect the troughs between transitions. For small air masses, transmission in these regions is close to 100% so that the information on the PPEF lies mainly close to the transitions where the Voigt approach is satisfactory. As the air mass increases, the PPEF is retrieved mostly from absorption in between lines since it becomes significant and since the purely Voigt regions close to centers are saturated. Finally, the values in Figure 12 show that the results of the present work explain a large part of the variations of l O2 observed by Yang et al. [2005] . Furthermore, the fit residuals, plotted in Figures 13a and 13b , show signatures that are very similar, but slightly smaller, to those of Yang et al. [2005, Figures 1 and 3] . The remaining differences between our predictions and the results of Yang et al. [2005] are relatively small but need further analysis. They may be due to uncertainties on the measurements, on the P + T profiles (they depend on altitude only but not on horizontal coordinates which is clearly an approximation for large zenith angles), and on the broadening coefficients used. In fact a test made using, for the Voigt fit of the PPEF, broadening coefficients 5% lower (which is within the uncertainty of these parameters) shows that this increases l O2 for large air masses by 4.6%.
[28] In order to evaluate the consequences for the retrieval of cloud-top altitudes, a very simple model was used. We consider Nadir viewing, assume that the cloud top is an opaque and grey mirror for solar radiation, and neglect all diffusion processes. We then calculate the absorption of solar photons by the atmosphere above the cloud for various cloud-top heights H True and solar zenith angles using the LM+CIA approach. The transmissions t True (s) are, as before, considered as the ''experiment.'' We then retrieve the cloud-top H Retr by making a least squares fit of t True (s) computing transmissions assuming purely Voigt profiles. This simulates, in a simple way, the errors that can be made in retrievals when LM and CIA processes are neglected. The results obtained, plotted in Figure 14 show that the top heights are underestimated, as expected from the increased absorption of our model. Errors are small when compared with other uncertainty sources in cloud properties retrievals, but systematic, reaching almost a hundred meters for lowaltitude clouds and large zenith angles.
[29] The preceding results indicate that effects can also be expected in the case of the retrieval of other atmospheric properties. In particular, the excess absorption due to LM + CIA processes will directly translate in the reduction of the optical thickness of aerosol (and clouds) deduced from fits of measured spectra. If one now considers pressure retrievals, the influence of our model can be estimated considering that the information given by the spectra mostly lies in the troughs between strongly saturated transitions (e.g., Figures 13a and 13b) . In these regions, absorption results from CIA and line wings and is thus proportional to p 2 .
The PPEF values l O2 = 1 + e of Figure 12 then indicate that errors on pressure determinations would be of typically Dp/p = e/2, hence of the order of a couple of percents and a few kPa at ground level.
Conclusion
[30] The present work proposes a new and improved model for the calculation of absorption in the region of the oxygen A band. It is based on laboratory measurements and includes both line-mixing and collision-induced absorption effects. The overall contribution of these two processes leads to an increase of absorption with respect to predictions of purely Voigt line shapes that explains anomalies recently obtained in the analysis of atmospheric absorption spectra. Other consequences for atmospheric physics are the lowering of retrieved pressures as well as that the reduction of optical thicknesses of clouds and aerosols and/or the increase of their altitudes.
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