We consider the stability analysis of switched systems under arbitrary switching laws. A powerful approach for addressing this problem is based on studying the "most unstable" switching law (MUSL). If the switched system is stable for the MUSL, it is stable for any switching law. The MUSL can be defined as the solution to a certain optimal control problem. The main analysis tool is then the celebrated maximum principle (MP). This provides an implicit characterization of the MUSL in terms of the adjoint vector and switching function defined in the MP. In this paper, we consider the optimal control problem defining the MUSL for the particular case of positive linear switched systems. We show that in this case the adjoint vector must be positive for all time. We demonstrate two consequents of this property. First, there exist regions in the state-space for which the MUSL is known explicitly. Second, if certain Lie-brackets are componentwise positive matrices then the number of switchings in the MUSL is bounded by a fixed number for any final time. We describe several applications of our results to the stability analysis of positive switched linear systems under arbitrary switching laws.
Introduction
Consider the switched linear system:ẋ (t) = A σ(t) x(t),
where x(·) : R + → R n is the state vector, σ(·) : R + → {0, 1} is a piecewise constant function referred to as the switching signal, and A 0 , A 1 ∈ R n×n . Roughly speaking, (1) models a system that can switch between the two linear subsystems:ẋ = A 0 x andẋ = A 1 x.
We say that (1) is globally uniformly asymptotically stable (GUAS) if there exists a class KL function 1 β such that for any initial condition x 0 ∈ R n and any switching law σ, the corresponding solution of (1) satisfies:
|x(t)| ≤ β(|x 0 |, t), for all t ≥ 0.
This implies in particular that lim t→∞ x(t) = 0 for any switching law σ.
It is well-known and easy to demonstrate that the following assumption is a necessary condition for GUAS of (1).
Assumption 1 For any k ∈ [0, 1], the matrix kA 0 + (1 − k)A 1 is Hurwitz.
Recently, the problem of establishing GUAS of (1) has attracted considerable interest (see [6, 7, 17, 19] ). What makes this problem difficult is that the set of all possible switching laws is huge, so exhaustively checking the solution for each switching law is impossible.
In this paper, we consider the specific case where (1) is a positive linear switched system (PLS). Recall that a linear systemẋ = Ax, with A ∈ R n×n , is called positive if
is an invariant set of the dynamics, that is, x(0) ∈ R n + implies that x(t) ∈ R n + for all t ≥ 0. A necessary and sufficient condition for this is that A is a Metzler matrix, that is, all the non-diagonal elements of A are non-negative. Positive linear systems play an important role in system and control theory because in many physical systems the statevariables represent quantities that can never attain negative values (see e.g. [9, 3] ).
If both A 0 and A 1 are Metzler and x 0 ∈ R n + , then we refer to (1) as a PLS. PLSs were used for modeling communication systems [34] and formation flying [15] (see also [35] ).
Mason & Shorten [26] , and independently David Angeli, posed the following conjecture.
Conjecture 2 If (1) is a PLS then Assumption 1 provides a sufficient condition for GUAS.
Recently, Gurvits et al. [13] proved that this conjecture is in general false (see also [12] ). However, they also showed that it does hold when n = 2 (even when the number of matrices is arbitrary). Their proof for two matrices in the planar case is based on showing that the system admits a common quadratic Lyapunov function. (For more on the analysis of switched systems using quadratic Lyapunov functions, see [6, 35] .) Margaliot & Branicky [22] used the variational approach to derive a reachability-with-nice-controls-type result for planar bilinear control systems, and showed that the proof of Conjecture 2 when n = 2 follows as a special case.
Fainshil et al. [8] showed, using a specific example, that Conjecture 2 is false already for the case n = 3. Their example suggests that as far as the GUAS problem is concerned, analyzing PLSs is, in general, not simpler than analyzing linear switched systems.
Variational approach
A powerful approach for addressing the GUAS problem is based on variational principles. This approach was first suggested by E. S. Pyatnitsky in the context of the celebrated absolute stability problem [29, 30] . The variational approach seeks to characterize the "most unstable" switching law (MUSL). If the solution of (1) corresponding to the MUSL converges to the origin, the system is GUAS. This reduces the problem of analyzing all possible switching laws to the analysis of the system under a specific switching law, the MUSL. We now briefly review the variational approach. More details can be found in the survey paper [20] .
The first step is to embed the switched system (1) in the more general bilinear control system:
where A := A 0 , B := A 1 − A 0 , and U is the set of measurable functions taking values in [0, 1] . 1 x) . Thus, the set of solutions of (1) is contained in the set of solutions of (2).
For u ∈ U and T ≥ 0, let x(T ; u, x 0 ) denote the solution at time T of (2). We say that (2) is globally asymptotically stable (GAS) if there exists a class KL function β such that for any x 0 ∈ R n and any control u ∈ U:
It follows from Remark 3 that GAS of (2) immediately implies GUAS of (1). It is possible to prove, using the fact that the reachable set for bang-bang controls is a dense subset of the reachable set for measurable controls [38] , that GUAS of (1) implies GAS of (2).
The second step in the variational approach is to define the "most unstable" control of (2) . Fixing some initial condition x 0 = 0, and a final time T > 0, define J(u; T, x 0 ) := |x(T ; u, x 0 )| 2 , and consider the following optimal control problem.
Problem 4 Find a control u * ∈ U that maximizes J(u; T, x 0 ).
In other words, u * maximizes the distance of the trajectory, at the final time T , from the origin. Intuitively, u * "pushes" the trajectory at time T as far as possible from the origin. It follows from the definition of the set of admissible controls U that Problem 4 admits a solution [10] .
It is possible to show that (2) is GAS if and only if
Under certain mild technical conditions, it is in fact possible to analyze GAS by considering the limit in (3) for a single (and arbitrary) initial condition x 0 = 0 (see, e.g., [2] ).
The variational approach has several advantages. First, it allows the application of sophisticated and powerful tools, such as the first-and higher-orders maximum principles (MPs) to stability analysis. Second, some of the results can be generalized to nonlinear control systems and nonlinear switched systems. Third, it allows the derivation of not only stability results, but more general nice-reachability-type results [24, 22, 33] (see also [21] for some related considerations).
The variational approach was used to derive the most general stability results currently available for both: (1) linear switched systems of order n = 2 [30, 23] , and n = 3 [2, 25] ; and (2) nonlinear switched systems with a nilpotent Lie algebra [33] .
Related to this approach, several researchers have studied the problem of finding the switching sequence that yields the optimal convergence rate [37, Chapter 6] . This is defined as follows. For a given switching sequence σ, let x(t; σ, x 0 ) denote the corresponding solution of (1) at time t. Define the Lyapunov exponent corresponding to σ by ρ(σ) := inf{a ∈ R : there exists a polynomial q(·) such that |x(t; σ, x 0 )| ≤ q(t)e at |x 0 |}.
The optimal convergence rate is defined as
Roughly speaking, ρ * is the exponential convergence rate for the "most stabilizing" switching sequence for (1) . On the other hand, the control u * is the "most destabilizing" control of (2) . The two problems are thus closely related. One advantage of focusing on the control system (2), rather than the switched system (1), is that u * ∈ U always exists, whereas a piecewise constant switching signal that actually attains ρ * may not exist.
The main tools for characterizing u * are the maximum principle (MP) and, in some cases, the Hamilton-JacobiBellman equation [23, 14] . The MP provides an implicit characterization of u * in terms of the adjoint and the switching function defined in the MP.
In this paper, we show that for the particular case of PLSs, the adjoint vector is positive (componentwise) for all time t. We describe two implications of this property. First, the MP can be strengthened as there exist cones in R n + where u * is given explicitly in state-feedback form. Second, if certain Lie-brackets are positive, then any optimal control u * that is bang-bang, must have a bounded number of switches for any final time T , where the bound is independent of T . We describe several applications of our results for the stability analysis of PLSs under arbitrary switching laws.
We use standard notation. Matrices are denoted by a capital letter. We use V to denote the transpose of the matrix V . Column vectors are denoted by bold small letters (e.g. x), so x is a row vector. For a matrix V ∈ R n×k , the notation V > 0 means that each element of V is a positive number. Similarly, V ≥ 0 means that each element of V is a non-negative number. To demonstrate this notation, note that R n + is just the set {x ∈ R n : x ≥ 0}, and the interior of R n + is the set {x ∈ R n : x > 0}.
Main Result
Consider the control system (2) corresponding to a PLS, i.e. A 0 , A 1 are Metzler and x 0 ∈ R n + . We refer to this case as a positive bilinear control system (PBCS). Our main result is a strengthened version of the MP for a PBCS. We first state the MP specialized to Problem 4 and the (not necessarily positive) bilinear control system (2).
Theorem 5 Suppose that u * ∈ U is an optimal control for Problem 4, and let
n as the solution oḟ
and define the switching function m(t) := λ (t)Bx
Roughly speaking, since u * is an optimal control, we may expect that it will take the extreme possible values (i.e., {0, 1}) for some times in the interval [0, T ]. The MP provides such times t in terms of the sign of m(t). For a short and self-contained proof of Theorem 5, see [20] . Differentiating m(t) and using (2) and (5) yields:
where [A, B] := BA − AB is the Lie commutator of A and B. This implies thatṁ(t) is also an absolutely continuous function, and differentiating again yields:m
Note that we cannot continue differentiating, since u * (t) appears on the right-hand side of (8) . Differentiating is possible, however, on time arcs where u * is differentiable. Define the matrices ad 
, and a recursive argument yields the following result.
Our main result is based on two simple observations. For easy reference, we state them formally as facts. For 0 ≤ t 1 ≤ t 2 ≤ T , let C * (t 2 , t 1 ) denote the transition matrix, from time t 1 to time t 2 , corresponding to the optimal control, so
The proof follows from the following observations: (1) 
The proof follows by showing that the two functions on the two sides of (9) satisfy the same differential equation and the same final condition at time T .
LetR n + denote the set R n + \ {0}. We can now state our main result.
Theorem 9 Consider the case where (2) is a PBCS with x 0 > 0. Suppose that u * ∈ U is an optimal control for Problem 4, and let x * denote the corresponding trajectory. Let λ be the adjoint defined in Theorem 5. Then the following properties hold.
Define two cones in R n + :
The switching function satisfies:
and the optimal control satisfies:
PROOF. It follows from Fact 7 that
Fact 7 implies that C * (T, t) ≥ 0, and that no column of C * (T, t) is the zero vector. Hence (12) implies that λ(t) > 0 for all t ∈ [0, T ].
To prove the second statement of the theorem note that if Bx
In the same way, if −Bx * (t) > 0, then m(t) < 0. This completes the proof of (10), and (11) follows immediately from the MP. 2
Remark 10
It is easy to verify that if x 0 ∈ R n + (rather than x 0 > 0), then a similar argument yields x(t), λ(t) ≥ 0 for all t ∈ [0, T ].
Remark 11
The line of reasoning used in the proof above can also be extended to provide information on the sign of m (k) (t) in certain state-space regions. For example, when x * (t) ∈ P 0 it follows from Lemma 6 and Theorem 9 that
We
Corollary 12
Consider the case where (2) is a PBCS with
Indeed, if B > 0 then P 1 = {x : x > 0}, so Theorem 9 implies that u * (t) ≡ 1 for all t. If B ≥ 0 and B is non singular, then {x : x > 0} ⊆ P 1 , so again u * (t) ≡ 1 for all t.
It is possible to prove Corollary 12 directly. To do so, suppose that B > 0. Fix an arbitrary u ∈ U, and let x denote the corresponding trajectory. For a sufficiently small > 0 and any invertible C ≥ 0:
Since x(T − ) > 0 and B > 0, the maximal value of |Cx(T )| 2 is attained for u(t) = 1, for all t ∈ (T − , T ). This is true in particular for the case C = I. Thus, the optimal control satisfies u(t) = 1, t ∈ (T − , T ), and consequently
It follows that maximizing |x(T )|
2 is equivalent to maximizing | exp( A 1 )x(T − )| 2 . Now we can apply a similar argument as above on the interval t ∈ (T − 2 , T − ), with C = exp( A 1 ), to conclude that the maximal value for |x(T − )| 2 is attained for u(t) = 1, t ∈ (T − 2 , T − ). Continuing in this fashion, we conclude that the optimal control is u * (t) ≡ 1. It is important to note that the sets P 0 , P 1 may be empty. The next example demonstrates this. x 1 , and this yields
It can be shown that there exist values of γ for which the optimal control is singular. Indeed, it is easy to verify that for γ > −1/2, the matrix A + (1/2)B is not Hurwitz. This suggests that the singular control u(t) ≡ 1/2 may be "more destabilizing" than any bang-bang control. Since u * must be bang-bang on the sets P 0 , P 1 , these sets must vanish. 2
Note that when P 0 = P 1 = ∅, it is not necessarily the case that u * is not bang-bang, as Theorem 9 only gives sufficient conditions for m(t) > 0 and m(t) < 0.
The following is a direct consequence of the fact that any skew-symmetric matrix K has z Kz = 0 for all vectors z: In [8] , it is shown that every convex combination of the A i s are both Hurwitz and Metzler. Yet, the corresponding PLS is not GUAS. We now turn to consider some implications of the first statement of Theorem 9.
Finite switchings
In this section, we consider the PBCS (2) assuming that m(t) has isolated zeros, so every optimal control u * is bang-bang.
Definition 17
If there exists an integer k > 0 such that every optimal u * has no more than k switching points for any final time T , where k is independent of T , then we say that the PBCS has the global k finite switchings property (denoted GFSP(k)).
When GFSP(k) holds, the problem of characterizing a bang-bang control u * may be reduced to determining a set of k + 1 parameters: the switching times t 1 , . . . , t k and the value v ∈ {0, 1} such that u * (t) = v for t ∈ (0, t 1 ). Obviously, this greatly simplifies the task of finding u * using suitable numerical algorithms [16, 28, 39] . As we will see below, the GFSP(k) property also has immediate consequences for the GAS of the PBCS. Since [A, B] ≤ 0, Prop. 18 implies that any bang-bang control cannot have more than a single switch. Note also that for any x 0 > 0, any optimal control u * must be bang-bang. Indeed, since x
An interesting line of research in the field of switched systems is based on certain properties of the Lie-algebra generated by the vector fields of the subsystems. Here solvability (or nilpotency) of this Lie-algebra plays a major role (see e.g. [18, 1, 33] ). Note that the conditions in Prop. 18 are somewhat different, as they depend on the (componentwise) positivity of certain Lie-brackets. Since trace(C) = 0, if c ii > 0 for some index i, then c jj < 0 for some index j. Thus, a necessary condition for either C ≥ 0 or C ≤ 0 is that all the diagonal elements of C are zero.
Stability Analysis
We now demonstrate how our results can be used to derive sufficient conditions for GAS of the control system (2) (and, therefore, GUAS of the switched system (1)).
We say that a subspace S ⊆ R n is an invariant subspace of (1) if x 0 ∈ S implies that exp(A 0 t)x 0 ∈ S and exp(A 1 t)x 0 ∈ S for all t ≥ 0. From here on we assume the following.
Assumption 21
The only invariant subspaces of (1) are the trivial subspaces S = {0} and S = R n .
Note that since we consider PLSs, R n + is an invariant set of (1), but this is not a subspace.
The next result shows that studying the effect of the worst-case control u * for a single (and arbitrary) initial condition x 0 is sufficient to determine whether the PBCS is GAS or not.
Lemma 22
Suppose that the conditions of Theorem 9 and Assumptions 1 and 21 hold. Fix an arbitrary x 0 > 0. The PBCS (2) is GAS if and only if lim
PROOF. If (13) does not hold, then clearly the system is not GAS. Now suppose that (13) holds. Let S denote the set of points y ∈ R n for which x(t), with x(0) = y, converges to the origin for any u ∈ U. By the definition of u * , it follows from (13) that x 0 ∈ S. It can be shown that S is an invariant subspace of the control system. Assumption 21 implies that S = R n . In particular, any x 0 ∈ R n + satisfies x 0 ∈ S, and the definition of S implies that the PBCS is GAS. 2
Corollary 23
Suppose that the conditions of Theorem 9 and Assumptions 1 and 21 hold. Suppose that for either i = 0 or i = 1, there exists a (non-trivial) invariant set S i ⊂ R n + ofẋ = A i x such that S i ⊆ P i and S i ∩ {x : x > 0} = ∅. Then the PBCS is GAS. 
φ(t, z)
ż x = Ax + bu y = c x y u
PROOF.
Consider the case i = 0. Fix x 0 ∈ S 0 ∩ {x : x > 0}. By Theorem 9, m(0) < 0 and since m is absolutely continuous, there exists > 0 such that m(t) < 0 for t ∈ [0, ). Thus, u * (t) = 0 and x * (t) = exp(A 0 t)x 0 , for t ∈ [0, ), so the trajectory remains in S 0 ⊆ P 0 . It is easy to verify that this actually holds for all > 0. Hence x * (t) converges to the origin, and using Lemma 22 completes the proof. The proof for the case i = 1 is similar. 2
Corollary 24
Suppose that the conditions of Theorem 9 and Assumptions 1 and 21 hold. If either P 0 = {x : x > 0} or P 1 = {x : x > 0}, the PBCS is GAS.
PROOF. Consider the case where P 0 = {x : x > 0}. Fix an arbitrary x 0 > 0. By Theorem 9, u * (t) ≡ 0, so x * (t) = exp(A 0 t)x 0 . By Assumption 1, x * (t) converges to the origin, and using Lemma 22 completes the proof. 2
In particular, this implies, by Corollary 12, that when B > 0 (or B < 0) the PBCS is GAS. It is also possible to provide an alternative proof of this result. Suppose for concreteness that B < 0. Since A is Hurwitz and Metzler, there exists a diagonal positive-definite matrix D such that DA + A D is negative-definite [9] . Define V : R n → R by V (y) := y T Dy. Then along trajectories of the PBCS:
Since D is diagonal and positive-definite, B < 0, and u(t) ∈ [0, 1], this implies that V is a Lyapunov function for the PBCS and it is well-known that this implies GAS [36] .
Corollary 24 has an interesting application in the context of the celebrated absolute stability problem.
Absolute stability with a positive linear control system
Consider the systemẋ (t) = Ax(t) + bφ(t, c x(t)), Note that we can view (14) as the feedback connection of the SISO linear control system:
and a function φ ∈ S k (see Fig. 1 ).
By definition, S 0 contains only the function φ(t, z) ≡ 0. Since A is Hurwitz, (14) is asymptotically stable when φ ∈ S 0 . By continuity [40] , there exists > 0 such that the feedback system is asymptotically stable for any φ ∈ S .
Problem 25 (Absolute Stability) Find the value:
is not asymptotically stable}.
In other words, for any k < k * , (14) is asymptotically stable for any φ ∈ S k , and there exists a function φ * ∈ S k * , referred to as the worst-case nonlinearity, for which (14) is not asymptotically stable.
This fundamental problem, dating back to the 1940s, 2 led to numerous important results in the mathematical theories of stability and control, including: Popov's criterion; the circle criterion; the positive-real lemma [5] ; and the theory of integral quadratic constraints [27] . An analysis of the computational complexity of some closely related problems can be found in [4] .
Since φ ∈ S k , φ(t, c x(t)) = h(t, c x(t))c x(t) with 0 ≤ h(t, c x(t)) ≤ k. Denote B k := kbc , and consider the control system:ẋ = (A + B k u)x, u ∈ U. PROOF. It is well-known that the controllability and observability assumptions imply that: (1) Assumption 21 holds; and (2) any optimal control u * will be bang-bang. Indeed, consider the function n(t) := c x * (t). Suppose that n(t) ≡ 0 on a time interval I ⊆ [0, T ]. Differentiating yieldṡ
so c Ax * (t) ≡ 0 for t ∈ I. Continuing in this manner shows that for any integer j ≥ 0: c A j x * (t) ≡ 0 for t ∈ I. However, this contradicts the observability assumption. We conclude that n(t) cannot vanish on a time interval. Similarly, the controllability assumption implies that λ (t)b cannot vanish on a time interval. Thus, the switching function m(t) = λ (t)bc x * (t) cannot vanish on a time interval. In fact, the argument above implies that if m(τ ) = 0, there exists an integer j ∈ {1, . . . , n − 1} such that m (k) (τ ) = 0 for k = 0, 1, . . . , j − 1, and m (j) (τ ) = 0. Thus m(t) has isolated zeros.
Since the linear control system is positive, m(t) = λ (t)bc x * (t) ≥ 0, and the fact that m has isolated zeros implies that u * (t) ≡ 1 is an optimal control. The corresponding trajectory satisfies x * (t) = exp((A + kbc )t)x 0 . We conclude that the system will be GAS if and only if A + kbc is Hurwitz. 2 A proof of Corollary 27 using a frequency-domain approach can be found in [11, Ch. 6 ].
Finite switchings and stability
The next result demonstrates how the GFSP can be used to infer stability. The proof is well-known (see e.g. [33] ) and is therefore omitted.
Proposition 28
Consider the (not necessarily positive) control system (2) with x 0 ∈ R n . Suppose that Assumption 1 holds. Suppose also that every optimal control u * is bang-bang, and that there exists an integer k such that u * has no more than k switches for any final time T > 0 (with k independent of T ). Then lim T →∞ x * (T ) = 0.
Example 29 Consider the control system (2) with the matrices given in Example 19. Fix an arbitrary x 0 ∈ R 3 + . Our goal is to show that for any optimal control u * , the corresponding trajectory satisfies
We consider two cases.
Case 1. Suppose that x 0 > 0. We already know from the analysis in Example 19 that in this case any optimal control u * is bang-bang and has no more than a single switch for any final time T > 0. It is easy to verify that Assumption 1 holds, so Prop. 28 implies that lim T →∞ x * (T ) = 0.
Case 2. Suppose that x 0 ∈ R 3 + , but x 0 > 0. In other words, x 0 ∈ ∂R 3 + . If x * (t) > 0 for some t > 0, then by Case 1 above, x * (T ) → 0. Thus, we only need to consider trajectories that satisy x * (t) ∈ ∂R
3
+ for all t. In other words, at least one of x * i (t), i = 1, 2, 3, is zero for all t. Let S 1 := {z ∈ R 3 + : z 1 = 0, z 2 > 0, z 3 > 0} and suppose, for example, that x * (t) ∈ S 1 for all t. It is easy to verify using the system matrices that S 1 is an invariant set of the dynamicsẋ = (kA 0 + (1 − k)A 1 )x only for k = 1. This implies that u * (t) = 0 for all t and so x * (t) = exp(A 0 t)x 0 and (17) holds. Proceeding in this fashion shows that for any trajectory x * (t) satisfying x * (t) ∈ ∂R
+ for all t, (17) holds.
We conclude that (17) holds for any x 0 ∈ R 3 + and by the definition of x * this implies that the PBCS is GAS.
Note that Lemma 22 cannot be used to infer GAS in this example, since Assumption 21 does not hold here. Indeed, it is easy to verify that {z ∈ R 3 : z 2 = z 3 = 0}, is a non-trivial common invariant subspace. On this subspace, the dynamics is reduced to the scalar systeṁ x 1 (t) = (−1 + u/2)x 1 (t), x 2 (t) = x 3 (t) = 0, and since u(t) ∈ [0, 1], it is clear that any trajectory converges to the origin. 2
Conclusion
We considered the problem of establishing GUAS for PLSs using the variational approach. The basic idea is to embed the PLS in a more general PBCS and then to define and analyze the "most unstable" control u * . If the corresponding trajectory x * (t) converges to the origin, for some x 0 > 0, the PBCS is GAS and so the PLS is GUAS. The main tool for analyzing u * and x * is the MP. We showed that for the particular case of positive systems, it is possible to derive a strengthened version of the MP. In particular, for two cones P 0 , P 1 (which may be empty) the strengthened MP provides explicit information on u * in state-feedback form. We also derived a new type of Lie-algebraic conditions guaranteeing that any bang-bang control has a bounded number of switches, where the bound on the number of switches is independent of the final time T . We demonstrated how our results can be used to derive sufficient conditions for GAS.
