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Abstract
Let X be a subanalytic compact pseudomanifold. We show a de Rham theorem for L∞ forms on the
nonsingular part of X . We prove that their cohomology is isomorphic to the intersection cohomology of X
in the maximal perversity.
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0. Introduction
During the three last decades, many authors studied L p differential forms on singular vari-
eties. The history started with Cheeger who computed the cohomology of L2 forms on pseudo-
manifolds with metrically conical singularities [4]. He proved in [5] that the L2 cohomology is
actually isomorphic (for pseudomanifolds with metrically conical singularities) to intersection
homology in the middle perversity (see also [8]).
Intersection homology was introduced independently by Goresky and MacPherson in [10] in
order to study the topology of singular sets. Its main feature is to satisfy Poincare´ duality for
a large class of singularities, sufficiently general to enclose all the complex projective analytic
varieties (see [10,11]).
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Cheeger’s de Rham theorem thus provided a means to investigate the topology of singular
sets via differential geometry. It also enabled to carry out a Hodge theory on pseudomanifolds
with metrically conical singularities, which was developed by Cheeger himself in a series of
works [4–7].
L p cohomology, p ≠ 2, turned out to be related to intersection homology as well. Let us
mention some of the many related works which then appeared. In [28], Youssin computes the
L p cohomology groups of spaces with conical horns. He shows that the L p cohomology groups
are isomorphic to intersection cohomology groups in the so-called L p perversity 1 < p < ∞.
He also describes quite explicitly the case of f -horns. The so-called f -horns are cones endowed
with a metric decreasing at a rate proportional to a function f of the distance to the origin. Saper
studies in [19] the L2 cohomology for sets with isolated singularities with a distinguished Ka¨hler
metric.
In [12], the authors focus on normal algebraic complex surfaces (not necessarily metrically
conical). They also show that the L2 cohomology is dual to intersection homology (see also [20]).
In [3], the authors show, on a simplicial complex, an explicit isomorphism between the L p
shadow forms and intersection homology. The shadow forms are smooth forms constructed by
the authors in a combinatorial way, like Whitney forms [27].
It is striking that, all the above mentioned de Rham theorems include an assumption on the
metric type of the singularities or are devoted to low dimensional singular sets whose metric
type is easier to handle. In this paper, we focus on L∞ forms, i.e., forms having a bounded
size. We prove a de Rham theorem for any compact subanalytic pseudomanifold, establishing
an isomorphism between L∞ cohomology and intersection homology in the maximal perversity
(Theorem 1.2.2). We also prove that the isomorphism is provided by integration on subanalytic
singular chains. The class of subanalytic pseudomanifolds covers a large class of subsets such
as all the complex analytic projective varieties. Furthermore, the theory presented in this paper
could go over singular subanalytic subsets which are not pseudomanifolds and we could adapt
the statement to arbitrary subanalytic subsets.
This theorem, which applies to any compact subanalytic pseudomanifold, is proved by looking
in details at the metric structure of subanalytic sets (see Section 2). The sharp description of the
metric type of singularities obtained [22,23] will make it possible to work without any extra
assumption on the metric type of the singularities.
As a consequence, we immediately see the L∞ groups are finitely generated. The purpose is
also, as in the case of L2 cohomology, to find a category of forms for which we can carry out
a Hodge theory for any compact subanalytic singular variety. Performing analysis or differential
geometry on singular spaces is much more challenging that on smooth manifolds because the
metric geometry of singular sets is much harder to handle.
1. Definitions and the main result
This paper deals with subanalytic sets. We recall their definition and outline their basic
properties in Appendices A and B at the end of the paper.
1.1. L∞-cohomology groups
Before stating the main result, we need to define the L∞ cohomology groups.
Definition 1.1.1. Let Y be a C∞ submanifold ofRn . As Y is embedded inRn , it inherits a natural
structure of Riemannian manifold. We say that a j-differential form ω on Y is L∞ if there exists
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a constant C such that for any x ∈ Y :
|ω(x)| ≤ C,
where |ω(x)| denotes the norm of ω(x) (as a linear mapping). We will write d for the exterior
differential operator.
We denote by Ω j∞(Y ) the real vector space constituted by all the differential C∞ j-forms ω
such that ω and dω are both L∞.
Given ω ∈ Ω j∞(Y ), we set |ω|∞ := supx∈Y |ω(x)|.
The cohomology groups of this cochain complex are called the L∞ cohomology groups of
Y and will be denoted by H•∞(Y ).
1.2. Intersection homology in the maximal perversity and the main theorem
We recall below the definition of intersection homology (see [10]). Intersection homology as
defined in the latter article depends on a “perversity”. The definition below corresponds to the
case of the maximal perversity t = (0, 1, . . . , l − 2) (the letter t stands for “top” perversity).
As we will be interested in the only case of the maximal perversity, we specify this particular
case in the definition and shall not introduce the technical notion of perversity. But this accounts
for the notation I t C j (X) (which is the notation of [10]) used below.
Given a subanalytic set X , we denote by Xreg the set of points of X at which X is locally a
C∞ manifold (without boundary, of any dimension) and we will write Xsing for the complement
of Xreg in X .
Subanalytic singular simplices are subanalytic continuous maps c : T j → X , T j being the
oriented j-simplex spanned by 0, e1, . . . , e j where e1, . . . , e j is the canonical basis ofR j . Given
a globally subanalytic set X ⊂ Rn we denote by C•(X) the resulting chain complex (with coef-
ficients in R). We will write |c| for the support of a chain c and by ∂c the boundary of c.
Definition 1.2.1. An l-dimensional pseudomanifold is a globally subanalytic locally closed set
X ⊂ Rn such that Xreg is a manifold of dimension l and dim Xsing ≤ l − 2 (see Appendix A for
the definition of the dimension).
A globally subanalytic subset Y ⊂ X is called (t; i)-allowable if dim Y∩Xsing < i−1. Define
I t Ci (X) as the subgroup of Ci (X) consisting of those chains ξ such that |ξ | is (t, i)-allowable
and |∂ξ | is (t, i − 1)-allowable.
The j th intersection cohomology group of maximal perversity, denoted by I t H j (X), is
the j th cohomology group of the cochain complex I t C•(X) = Hom(I t C•(X);R).
In this paper, we prove the following.
Theorem 1.2.2. Let X be a compact subanalytic pseudomanifold. For any j:
H j∞(Xreg) ≃ I t H j (X).
This theorem is proved in Section 4. This requires to investigate in details the metric type of
subanalytic singular sets. This is accomplished in Section 2.
We then briefly recall the notion of normalization of pseudomanifolds in Section 3.
We will also show that the isomorphism is given by integration on simplices (Section 4.3).
Simplices are singular and lie in X (whereas forms are only defined on Xreg) but integration is
well defined and gives rise to a cochain map if the simplices are subanalytic (see Section 4.3 for
details).
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Notations and conventions. We denote by Bn(x; ε) the ball of radius ε centered at x ∈ Rn while
Sn−1(x; ε) will stand for the corresponding sphere. The symbol |.| will denote the Euclidean
norm while d(., .) will stand for the Euclidean distance.
We denote by k(0+) the field of Puiseux series

i≥m ai T
i
p , p ∈ N, ai ∈ R, i,m ∈ Z,
with

i∈N ai t i convergent for t in a neighborhood of zero (see Appendix B). We can order this
field by setting f ≤ g in k(0+) if f (t) ≤ g(t) for t positive real number in a neighborhood of
zero. We write T for the indeterminate. The motivation for considering this field is clarified in
Appendix B.
Let R stand for either R or k(0+). By Lipschitz function, we will mean a function f : A →
R, A ⊂ Rn , satisfying for some integer N :
| f (x)− f (x ′)| ≤ N |x − x ′|,
for all x and x ′ in A. It is important to notice that we require the constant to be an integer for
k(0+) is not Archimedean (see again Appendix B). A map h : A → Rm is Lipschitz if so are all
its components; a homeomorphism h is bi-Lipschitz if h and h−1 are Lipschitz.
Given two functions f, g : A → R, we write f ∼ g (and say that f is equivalent to g) if
there exists a positive integer C such that fC ≤ g ≤ C f .
Given a function ξ : A → R, we denote by Γξ its graph and by ξ|B its restriction to a subset
B of A. Given two functions ζ and ξ on a set A ⊂ Rn with ξ ≤ ζ , we define the closed interval
as the set:
[ξ ; ζ ] := {(x; y) ∈ A × R : ξ(x) ≤ y ≤ ζ(x)}.
The open and semi-open intervals are then defined analogously.
Given A ⊂ Rn , we respectively write cl(A) and I nt (A) for the closure and the interior of
A (with respect to the Euclidean topology). We also define the (topological) boundary of A by
δA := cl(A) \ I nt (A).
Convention. All the sets and mappings considered in this paper will be assumed to be globally
subanalytic (if not otherwise specified), except the differential forms.
For the convenience of the reader, all the necessary definitions and basic facts of subanalytic
geometry may be found in two Appendices at the end of the paper, where references of proofs
are also provided.
2. Lipschitz retractions
This section provides some results about the metric geometry of globally subanalytic sets.
These results will be very important to compute the L∞ cohomology groups later on. Given a
germ of subanalytic set X at x0, we shall construct a Lipschitz strong deformation retraction rt ,
t ∈ [0, 1], r0 ≡ x0, r1 = I d, of this germ onto x0 (Theorem 2.3.1). It is the main result of this
section.
By way of motivation for all the results of this section, let us briefly outline the strategy of
the proof of Theorem 2.3.1. Let X be the germ of a singular (subanalytic) set. Replacing X by Xˆ
(see (2.7) for Xˆ ), we may estimate the distance to the origin by the first coordinate. We proceed
by induction on n, if X ⊂ Rn . The result is therefore true for πn(X) if πn : Rn → Rn−1 is the
canonical projection. By Corollary 2.1.4 and Lemma 2.1.5, up to a bi-Lipschitz homeomorphism
preserving the first coordinate, we know that Xˆ may be included in the graphs of finitely many
Lipschitz functions. We thus can lift the retraction obtained by induction, making use of the
estimates of Lemma 2.2.3 so as to establish its Lipschitz character.
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The techniques of this section, especially Theorem 2.3.1, can have other applications
(see [21]). We start by recalling some results of [22,23].
Given n > 1 and a positive constant M we set:
Cn(M) := {(x1; x ′) ∈ R× Rn−1 : 0 ≤ |x ′| ≤ Mx1 }.
For n = 1, we just set C1(M) = R.
2.1. Regular vectors
In the definition below, R stands for either k(0+) or R.
Definition 2.1.1. Let X be a subset of Rn . An element λ of Sn−1 is said to be regular for X if
there is a positive real number α such that:
d(λ; Tx Xreg) ≥ α,
for any x in Xreg .
Recall that the order relation in k(0+) was defined by comparing the series on a right-hand-
side neighborhood of zero. Therefore, in the above definition, the inequality means in the case
R = k(0+) that for x ∈ Xreg the limit at zero of the Puiseux series d(λ; Tx Xreg) cannot be
smaller than α > 0. It is important to notice that α is required to be a positive real number
and not a Puiseux series: it implies that the Puiseux series d(λ; Tx Xreg) may not tend to zero at
zero.
Regular vectors do not always exist, as it is shown by the simple example of a circle.
Nevertheless, we can get a regular vector without affecting the metric type of a subanalytic set.
Theorem 2.1.2 ([22]). Let X be a subset of k(0+)n of empty interior. Then there exists a bi-
Lipschitz homeomorphism h : k(0+)n → k(0+)n such that en is regular for h(X).
For instance, if X is the circle (in k(0+)2) defined by x2 + y2 = 1 then the provided bi-
Lipschitz homeomorphism may send X onto a triangle (in k(0+)2). We see (intuitively at least)
that it is not possible to require h(X) to be a smooth manifold even if so is X . Such a mapping
h is the generic fiber (see Appendix B) of a family of homeomorphisms sending the cylinder
(0, ε)×C , where ε is a positive real number and C denotes the unit circle in R2, onto the product
of a triangle with the interval (0, ε). The situation gets more difficult when X is singular since it
may have many different limits of tangent spaces at a singular point.
Definition 2.1.3. A map h : Rn → Rn is x1-preserving if it preserves the first coordinate in the
canonical basis of Rn .
It is shown in [23] that, if the considered subset lies in Cn(M), then the homeomorphism
of Theorem 2.1.2 may be chosen x1-preserving. In [23], the result was for semialgebraic sets.
Below, we prove it in the subanalytic framework.
In the proof below, we consider subsets of Rn as families of subsets of Rn−1 parameterized
by the first coordinate. Given t ∈ R, we write X t for the set of points of X having their first
coordinate equal to t .
Corollary 2.1.4. Let X be the germ at 0 of a subset of Cn(M) of empty interior, M > 0. There
exists a germ of x1-preserving bi-Lipschitz homeomorphism (onto its image) h : Cn(M) →
Cn(M) such that en is regular for h(X).
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Proof. Apply Theorem 2.1.2 to the generic fiber:
X0+ := {x : (T ; x) ∈ Xk(0+)},
where Xk(0+) denotes the extension of the set X to k(0+) (see Appendix B). This provides a bi-
Lipschitz homeomorphism H : k(0+)n−1 → k(0+)n−1 which immediately gives rise (via the so-
called transfer principle, see again Appendix B) to a x1-preserving bi-Lipschitz homeomorphism
h : (0; ε) × Rn−1 → (0; ε) × Rn−1, (t, x) → (t, ht (x)), with ht bi-Lipschitz (with the same
constant as H ) for every t < ε and such that there is a real number α > 0 such that
d(en, Tx h(X t )) ≥ α, (2.1)
for any x ∈ h(X t )reg and t positive small enough. Up to a translation, we may assume that
ht (0) ≡ 0 so that h maps Cn(M) into Cn(M ′), for some M ′. Up to a x1-preserving linear mapping,
we may assume M = M ′.
We now check that en is regular for the germ of Y := h(X). Suppose not. It means that the
element (0, en) belongs to the closure of the set:
{(x, u) : x ∈ Yreg and u ∈ Tx Yreg}.
As a matter of fact, by curve selection lemma (see Appendix A), there exists an analytic arc
γ : [0; ε] → Yreg with γ (0) = 0 and en ∈ τ := limt→0 Tγ (t)Yreg . On the other hand, by (2.1),
we have en ∉ limt→0 Tγ (t)Yγ1(t). This implies that
τ ∩ ⟨e1⟩⊥ ≠ lim
t→0 (Tγ (t)Yreg ∩ ⟨e1⟩
⊥),
and consequently τ may not be transverse to ⟨e1⟩⊥ (since otherwise the intersection with the
limit would be the limit of the intersection), which means that τ ⊆ ⟨e1⟩⊥. This implies that the
limit vector limt→0 γ (t)|γ (t)| = limt→0 γ
′(t)
|γ ′(t)| ∈ τ is orthogonal to e1. Therefore,
lim
t→0
γ1(t)
|γ (t)| = 0,
in contradiction with γ (t) ∈ Cn(M).
Let us now show that h is also Lipschitz with respect to the parameter x1. Suppose that the
germ of h fails to be Lipschitz. In this case, the element (0, 0, 0) belongs to the closure of the set
germ:
(p, q, z) : p ∈ Cn(M), q ∈ Cn(M), p ≠ q, z = |p − q||h(p)− h(q)|

.
Then, by curve selection lemma (see Appendix A), we can find two analytic arcs in Cn(M),
say p(t) and q(t), tending to zero and along which:
|p(t)− q(t)| ≪ |h(p(t))− h(q(t))|. (2.2)
Recall that h preserves the fibers of π1, the projection onto the first coordinate. We may
assume that p(t) (and thus h(p(t)) too) is parameterized by its x1-coordinate, i.e., we may
assume π1(p(t)) = t , t > 0 small ( f (t) := π1(p(t)) being a real analytic function, it induces a
homeomorphism in a right-hand-side neighborhood of the origin whose inverse f −1 is a Puiseux
series). As p(t) and h(p(t)) are Puiseux arcs in Cn(M) we have:
|h(p(t))− h(p(t ′))| ∼ |t − t ′| (2.3)
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and
|p(t)− p(t ′)| ∼ |t − t ′| ≤ |p(t)− q(t)|, (2.4)
where t ′ denotes the first coordinate of q(t).
Therefore, by (2.2)–(2.4) we have for some constant C ∈ R:
|h(p(t))− h(q(t))| ∼ |h(p(t ′))− h(q(t))| ∼ |p(t ′)− q(t)| ≤ C |p(t)− q(t)|,
a contradiction. Arguing in the same way on h−1, we could show that h is bi-Lipschitz. 
There is a close interplay between Lipschitz functions and regular vectors.
Lemma 2.1.5. Assume that en is regular for a set X ⊂ Rn . Then X is contained in the union of
the respective graphs of some Lipschitz functions ξi : Rn−1 → R, i = 1, . . . , k.
Proof. Take a cell decomposition compatible with X . Since en is regular for X , the set X is
the union of some cells which are graphs (not bands, see Definition A.2.1) of some analytic
functions ηi : Di → R, i = 1, . . . , k, where Di ⊂ Rn−1. Observe that, because en is regular for
their graph, the ηi ’s have bounded derivatives.
By Theorem 1.2 of [13], there is a finite partition of every Di into analytic manifolds, say
Di,1, . . . , Di,mi , and a constant M such that any given two points x and y in the same Di, j may
be joint by an arc whose length does not exceed M |x − y|. This implies that any given smooth
function f : Di, j → R, j ≤ mi , which has bounded derivatives is Lipschitz. In particular, ηi
induces a Lipschitz function on every Di, j , say ηi, j .
Now, the lemma follows from the fact that we can extend each ηi, j : Di, j → R to a Lipschitz
function ξi, j : Rn−1 → R by setting:
ξi, j (x) := inf{ηi, j (y)+ L i, j |x − y| : y ∈ Di, j },
where L i, j denotes the Lipschitz constant of ηi, j . 
2.2. Some preliminaries
Before constructing the desired retraction, we need to put the set in a nice position. For this
purpose, we will need yet another result whose proof may be found in [22] as well (Proposi-
tion 2.2.1 below). It is a consequence of the preparation theorem [16,14,25].
Basically, this proposition says that distance functions (i.e. functions of type x → d(x,W ),
W ⊂ Rn) may be used as a “basis of valuations”, in the sense that every (globally subanalytic)
nonnegative function may be compared (up to constants) to a product of powers of distance
functions (after a partition).
We recall that, except the differential forms, all the sets and functions of this paper are assumed
to be globally subanalytic.
Proposition 2.2.1. Let X ⊂ Rn and let ξ : X → R be a nonnegative function. There exists a
finite partition of X such that over each element of this partition the function ξ is ∼ to a product
of powers of distances to subsets of X.
The powers involved in the above proposition are always rational numbers.
Remark 2.2.2. We now would like to formulate two observations that will be useful in the proof
of the next lemma.
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(1) If X is the union of the graphs of finitely many Lipschitz functions ξ1, . . . , ξk over Rn then,
using the operators min and max, we may find an ordered family of Lipschitz functions
θ1 ≤ · · · ≤ θk such that X is the union of the graphs of these functions.
(2) Given a family of Lipschitz functions f1, . . . , fk defined over Rn−1, we can find some
Lipschitz functions ξ1 ≤ · · · ≤ ξm on Rn−1 and a cell decomposition D of Rn−1 such
that over each [ξi |D; ξi+1|D], where D ∈ D, the family of functions
|y − f1(x)|, . . . , |y − fk(x)|, f1(x), . . . , fk(x),
(for (x; y) ∈ [ξi |D; ξi+1|D]) is totally ordered (for relation ≤). Indeed, it suffices to choose
a cell decomposition D of Rn−1 compatible with the sets fi = f j and to apply (1) to the
functions fi , ( fi − f j ), ( fi + f j ), and fi+ f j2 , i ≤ k, j ≤ k.
The lemma below somehow combines Corollary 2.1.4 and Proposition 2.2.1 in a single state-
ment. We denote by πn : Rn → Rn−1 the orthogonal projection onto Rn−1.
Lemma 2.2.3. Given some germs X1, . . . , Xs ⊂ Cn(M) at 0, there exist a germ of x1-preserving
bi-Lipschitz homeomorphism (onto its image) h : Cn(M) → Cn(M) and a cell decomposition E
of Rn such that for some representatives of the germs:
(1) E is compatible with h(X1), . . . , h(Xs) and h(Cn(M)).
(2) en is regular for any cell of E which is a graph (not a band, see Definition A.2.1).
(3) Given finitely many nonnegative functions ξ1, . . . , ξm on Cn(M), we may assume that on each
cell E ⊂ h(Cn(M)) of E , each function ξi ◦ h−1 is ∼ to a function of the form:
|y − θ(x)|r a(x) (2.5)
(for (x; y) ∈ Rn−1 × R) where a, θ : πn(E)→ R are functions with θ Lipschitz, r ∈ Q.
Proof. It will be convenient to complete the family X1, . . . , Xs by setting Xs+1 := Cn(M).
Apply Proposition 2.2.1 to the functions ξ j , j = 1, . . . ,m. This provides a partition E1, . . . , Eb
of Cn(M) together with some subsets of Cn(M), say W1, . . . ,Wc, such that on each Ei , i ≤ b,
each function ξ j , j ≤ m, is equivalent to a product of powers of functions of type q → d(q;Wk),
k ≤ c.
Possibly refining the partition Ei , we may assume that the Wk’s are unions of some elements
of this partition (thanks to existence of cell decompositions, see Appendix A). Hence, on every
Ei , if d(x,Wk) is not identically zero, then it is nowhere zero and d(x,Wk) is equivalent to
d(x, δWk). Therefore, we may assume that the Wk’s have empty interior, possibly replacing
them with their boundaries (if a function ξ j is identically zero on Ei then (3) is trivial on Ei ).
Apply now Corollary 2.1.4 to the union of the δX i ’s, the δEi ’s, and the Wk’s. This provides a
germ of x1-preserving bi-Lipschitz homeomorphism h : Cn(M)→ Cn(M) which maps the latter
subsets into the union of the graphs of some Lipschitz functions θ1, . . . , θd .
By Remark 2.2.2(2) applied to the family of functions constituted by the θi ’s together with
all the (n − 1)-variable functions x → d(x;πn(Wk ∩ Γθν )), ν ≤ d, k ≤ c, we know that there
exist a finite number of functions η1 ≤ · · · ≤ ηp and a cell decomposition D of Rn−1 such that
for every D ∈ D, over each [ηi,|D; ηi+1,|D], i < p, the family constituted by all the n-variable
functions |y − θν(x)|, ν ≤ d , together with the functions
x → d(x;πn(Wk ∩ Γθν )), ν ≤ d, k ≤ c
is totally ordered (for order relation ≤, considering the latter functions as n-variable functions).
By (1) of Remark 2.2.2, we can find a totally ordered finite family σ1 ≤ · · · ≤ σµ such that
∪µi=1 Γσi contains both the graphs of the θi ’s and the graphs of the ηi ’s.
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Consider a cell decomposition D′ of Rn compatible with the cells of D, the sets defined by
all the equations σ j = σi , i ≤ µ, j ≤ µ, as well as all the sets h(X j ) ∩ Γσi , j ≤ s + 1, i ≤ µ.
The graphs of the respective restrictions of the functions σ1, . . . , σµ, to the sets πn(E), E ∈ D′,
define a cell decomposition E of Rn .
For a proof of (1), take a cell E ∈ E , E ⊂ Cn(M). If E is a graph (not a band) then (1) for E
follows from the fact thatD′ is compatible with the h(X j )∩Γσi ’s. Assume thus that E is a band,
say (σi |D, σi+1|D) where i < µ, D ⊂ Rn−1. As δh(X j ) ⊂ ∪µk=1 Γσk , for all j , the set E ∩ h(X j )
is open and closed in E . Hence, if E ∩ h(X j ) is nonempty it is equal to E (E is connected). This
yields (1).
Observe that en is regular for any cell of E which is a graph, since the σi ’s are Lipschitz
functions. This already proves that (2) holds.
To prove (3), fix a cell E ⊂ h(Cn(M)) of E which is a band, say (σk|D, σk+1|D) where k < µ,
D ⊂ Rn−1 ((3) is trivial if E is a graph). We first check that E is included in h(Ei ), for some i .
As δh(Ei ) ⊂ ∪µk=1 Γσk , for each i , the set E∩h(Ei ) is open and closed in E . Hence, if E∩h(Ei )
is nonempty it is equal to E . As h(E1), . . . , h(Eb) constitute a partition of h(Cn(M)), this shows
that E ⊂ h(Ei ), for some i .
Consequently, as h is bi-Lipschitz, each ξ j ◦ h−1 is equivalent to a product of powers of
functions of type q → d(q; h(Wi )), i ≤ c. It is thus enough to show (2.5) for these latter
functions.
As the θν’s are Lipschitz functions, we have for any ν ∈ {1, . . . , d}:
d(q; h(Wi ) ∩ Γθν ) ∼ |y − θν(x)| + d(x;πn(h(Wi ) ∩ Γθν )) (2.6)
where q = (x; y) in Rn−1 × R.
By construction E ⊂ [ηk,|A, ηk+1,|A], for some k < p and A ⊂ Rn−1. As a matter of fact, for
every i , the terms of the right-hand-side are comparable with each other (for partial order relation
≤) over the cell E . Therefore, the left-hand-side is ∼ to one of them on E .
Note that, as each h(Wi ) is included in the union of the graphs of the θν’s, we have:
d(q; h(Wi )) = min
1≤ν≤d d(q; h(Wi ) ∩ Γθν ).
The latter family of functions is totally ordered over E . Hence, by (2.6), each function
d(q; h(Wi )) is equivalent over E either to one of the functions x → d(x;πn(h(Wi ) ∩ Γθν )),
or to some function (x; y) → |y − θν(x)|, ν ∈ {1, . . . , d}. Thus, (3) holds. 
2.3. Lipschitz retractions of subanalytic germs
We are now ready to construct the desired strong deformation retraction. Given X ⊂ Rn we
define:
Xˆ := {(y; x) ∈ R× X : |x | = y}. (2.7)
Observe that Xˆ is a subset of Cn+1(1).
In the theorem below we write dxrt for the derivative of rt which exists for x generic although
rt is not smooth since, like all the mappings in this paper, r is implicitly assumed to be subanalytic
and thus smooth on a (subanalytic) dense subset.
By Lipschitz deformation retraction onto x0, we mean a Lipschitz family of maps rt with
r0(x) ≡ x0 and r1(x) ≡ x .
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Theorem 2.3.1. Let X ⊂ Rn be locally closed and let x0 ∈ X. Then, for any ε > 0 small enough
there exists a Lipschitz deformation retraction
r : X ∩ Bn(x0; ε)× [0; 1] → X ∩ Bn(x0; ε), (x, t) → rt (x),
onto x0, preserving Xreg for t > 0.
Furthermore, the derivative dxrt tends to 0 as t → 0 for any x generic in Xreg .
Proof. We will assume for simplicity that x0 = 0. We will actually prove by induction on n the
following statements.
(An) Let X1, . . . , Xs be finitely many subsets of Cn(M) and let ξ1, . . . , ξm be bounded functions
on Cn(M), with M > 0. There exists ε > 0 such that if we set Uε := {x ∈ Cn(M) : 0 ≤ x1 < ε},
there is a Lipschitz strong deformation retraction of Uε
r : Uε × [0; 1] → Uε, (x, t) → rt (x),
onto 0 such that for any j ≤ s:
(1) rt preserves X j ∩Uε for t ∈ (0; 1].
(2) dxrt goes to zero as t tends to 0 for any x generic in X j ∩Uε.
(3) There is a constant C such that for any i and any 0 < t ≤ 1 we have for all x ∈ Uε:
ξi (rt (x)) ≤ Cξi (x). (2.8)
Before proving these statements, let us make it clear that this implies the desired result. If
X ⊂ Rn then Xˆ (see (2.7) for Xˆ ) is a subset of Cn+1(1) to which we can apply (An+1). Then, as
Xˆ is bi-Lipschitz equivalent to X , the result immediately ensues. Thanks to (1), we may assume
that the retraction preserves Xreg .
As the theorem obviously holds in the case where n = 1 (with rt (x) = t x), we fix some
n > 1. We also fix some subsets X1, . . . , Xs of Cn(M), for M > 0, and some bounded functions
ξ1, . . . , ξm : Cn(M)→ R.
Before defining the desired map, we need some preliminaries: we first construct a family of
bounded (n − 1)-variable functions σ1, . . . , σp to which we will apply (3) of (An−1).
Apply Lemma 2.2.3 to the family constituted by the germs of the X i ’s and the zero loci of the
ξi ’s. We get a x1-preserving bi-Lipschitz map h : Cn(M) → Cn(M) and a cell decomposition E
such that (1) and (2) of the latter lemma hold. Moreover, thanks to (3) of the latter lemma, we may
also assume that the ξi ’s are like in (2.5) on every cell. As we may work up to a x1-preserving
bi-Lipschitz map we will identify h with the identity map.
By Lemma 2.1.5, the union of the cells of E for which en is regular may be included
in the union of the graphs of finitely many Lipschitz functions η1, . . . , ηv . Moreover, by
Remark 2.2.2(1), we can assume η1 ≤ · · · ≤ ηv .
In order to define the desired functions σ1, . . . , σp, let us fix a cell A of E , and set A′ := πn(A),
πn : Rn → Rn−1 denoting the projection onto the (n − 1) first coordinates. Choose then j < v
and set D := (η j |A′; η j+1|A′). By construction, D is included in a cell of E .
Since the ξk’s are like in (2.5) on D, for every k = 1, . . . ,m, there exist some (n−1)-variable
functions on A′, say θk and ak , such that for (x; y) ∈ D ⊂ Rn−1 × R:
ξk(x; y) ∼ |y − θk(x)|αk ak(x), (2.9)
where αk is a rational number (possibly negative).
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As E is compatible with the zero loci of the ξk’s, we have on A′: if ξk is not identically zero
on D then either θk ≤ η j or θk ≥ η j+1. Fix k with ξk ≠ 0 on D. We will assume for simplicity
that θk ≤ η j .
It means that on D:
ξk(x; y) ∼ min((y − η j (x))αk ak(x); (η j (x)− θk(x))αk ak(x)), (2.10)
if αk is negative, and
ξk(x; y) ∼ max((y − η j (x))αk ak(x); (η j (x)− θk(x))αk ak(x)), (2.11)
in the case where αk is nonnegative.
We are now ready to define the desired family σ1, . . . , σp of (n − 1)-variable functions. We
first set for ξk ≠ 0 on D:
κk(x) := |η j (x)− θk(x)|αk ak(x). (2.12)
Since ξk is bounded, by (2.5), this defines a bounded function. Complete the family κ by adding
the functions min( f ; 1) where f describes all the (η j+1 − η j )ak’s.
Doing this for all the cells A ∈ E and integers j < v, and collecting all the respective families
κ obtained in this way, we eventually get a family of bounded functions σ1, . . . , σp.
We now turn to the construction of the desired retraction. Consider a cylindrical cell
decomposition D compatible with the cells of E and the graphs of the η j ’s. Apply the induction
hypothesis to the family of sets πn(D)∩Cn−1(M), D ∈ D. This provides a deformation retraction
r : Vε × [0; 1] → Vε, ε > 0, where Vε := {x ∈ Cn−1(M) : 0 ≤ x1 < ε}.
We are going to lift r to a retraction of [η1|Vε , ηv|Vε ]. Thanks to the induction hypothesis,
we may assume that the functions σ1, . . . , σp, as well as the (η j+1 − η j )’s and the functions
x → ξi (x; η j (x)) satisfy (2.8).
Now, we may lift r as follows. On (η j ; η j+1), j = 1, . . . , v − 1, we set
ν(q) := y − η j (x)
η j+1(x)− η j (x) ,
if q = (x; y) ∈ (η j ; η j+1) ⊂ Rn−1 × R, and thenrt (q) := (rt (x); ν(q)(η j+1(rt (x))− η j (rt (x)))+ η j (rt (x))).
This mapping is then easily extended continuously on each Γη j by setting if q = (x; η j (x)):rt (q) := (rt (x); η j (rt (x))).
For any j , the mapping r˜ maps linearly the segment [η j (x); η j+1(x)] onto the segment
[η j (rt (x)); η j+1(rt (x))]. Thanks to the induction hypothesis, the inequality (2.8) is fulfilled by
the function (η j+1 − η j ). Therefore, as r is Lipschitz, we see thatr is Lipschitz as well. Asr
preserves the cells of E , it preserves the X j ’s, the zero loci of the ξk’s, and Uε.
We have to check that the ξk’s fulfill (2.8) along the trajectories ofr . We check it on a given
cell E of D. If E ⊂ Γη j for some j , this follows from the induction hypothesis since we have
assumed that the functions x → ξk(x; η j (x)) satisfy (2.8) on E .
Otherwise, there exists j such that E sits in (η j ; η j+1). Fix an integer 1 ≤ k ≤ m. On the
cell E , the function ξk may be estimated as in (2.9). By the induction hypothesis we know that
κk (see (2.12), if ξk = 0 on E then (2.8) is trivial for ξk) satisfies (2.8).
If a function ξ is bounded and if min(ξ ; 1) satisfies (2.8) then ξ satisfies this inequality as
well. We will therefore check (2.8) for min(ξk; 1).
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Observe also that if two given functions ξ and ζ both satisfy (2.8) then min(ξ ; ζ ) and
max(ξ ; ζ ) both satisfy this inequality as well. Hence, by (2.10) and (2.11), it is enough to show
that the functions min((y − η j (x))αk ak(x); 1) and the functions |θk − η j |αk ak satisfy (2.8). The
latter functions are nothing but the κk’s for which we already have seen that this inequality is
true. Let us focus on the former functions.
For simplicity we set
F(x; y) := (y − η j (x))αk ak(x)
and
G(x) := (η j+1 − η j )(x)αk ak(x).
We have to show the desired inequality for min(F; 1). We have:
F(x; y) = ν(q)αk · G(x). (2.13)
Remark that the function ν(rt (q)) is constant with respect to t . This implies that:
F(rt (q)) = ν(q)αk · G(rt (x)). (2.14)
We assume first that αk is negative. Thanks to the induction hypothesis (min(G; 1) is one of
the σi ’s) we know that for some constant C we have for all x in πn(E):
min(G(rt (x)); 1) ≤ C min(G(x); 1).
This implies (multiplying by ναk and applying (2.13) and (2.14)) that for q ∈ E :
min(F(rt (q)); ναk (q); 1) ≤ C min(F(q); ναk (q); 1).
But, as αk is negative, min(F; ναk ; 1) = min(F; 1), which yields the desired inequality for
min(F; 1), as required.
We now assume that αk is nonnegative. Thanks to (2.13) and (2.14), it actually suffices to
show the desired inequality for G. But, as ξk is bounded, by (2.11) so is G, and the result follows
from the induction hypothesis since min(G; 1) is one of the σi ’s (as G is bounded and min(G, 1)
satisfies (2.8) then G satisfies this inequality as well). This yields (2.8) along the trajectories ofr .
We now check that dqrt tends to zero when t goes to zero. It follows from the induction
hypothesis that dxrt goes to zero as t goes to zero, for any x generic. As the ηi ’s have bounded
derivatives, this already proves for almost every x :
lim
t→0 dx [(ηi − ηi+1) ◦ rt ] = 0. (2.15)
On the other hand, a straightforward computation shows that for q = (x; y):
|drt (q)ν| ≤ C|ηi (x)− ηi+1(x)| ,
which, together with (2.15) and (2.8) for (ηi+1 − ηi ), implies that dqrt tends to zero as t goes to
zero. 
Remark 2.3.2. The mapping rt could be proved to be bi-Lipschitz for every t > 0. The Lipschitz
constant of r−1t may of course tend to infinity as t goes to zero. We nevertheless could have a
control on the way distances are contracted by rt , similarly as in [22,23]. We could show that for
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a suitable basis of unit 1-forms θ1, . . . , θn and some functions ϕ1, . . . , ϕn on Rn such that almost
everywhere on Xreg ∩ Bn(x0; ε)× [0, 1]:
r∗t ρ(x) ≈
n
i=1
ϕi (x; t)2θ2i (x),
where ρ is the metric of Rn and r∗t ρ its pull-back. Similarly as in [22], the functions ϕi , which
are the contractions of the metric that r operates, could be expressed as powers, products, and
sums of distance functions in X (i.e. x → d(x;W ) with W ⊂ X ∩ Bn(0; ε)) and the function
(x; t) → t . These powers may be negative which makes it difficult to get decreasing functions
and accounts for the difficulty we have in the proof of the above theorem.
3. Normal pseudomanifolds
In this section, we shall also deal with topological pseudomanifolds. Given X ⊂ Rn , denote
by X0reg the set of points of X near which X is a C
0-manifold (of any dimension). We say that a
locally closed set X is an l-dimensional topological pseudomanifold if dim X \ X0reg < l − 1
and if X0reg is an l-dimensional manifold.
Definition 3.0.3. An l-dimensional topological pseudomanifold X is called normal if for any x
in X , dim Hl(X; X \ {x}) = 1.
We shall recall some basic facts about normal pseudomanifolds. These may be found in [10]
(Section 4) and make normalizations very useful to investigate intersection homology in the
maximal perversity. Observe that if X ⊂ Rn is a normal topological pseudomanifold which is
connected then Hl(X) = R, since if there were two generators, say σ and τ , dim |σ | ∩ |τ | < l,
we would have Hl(X; X \ x) ≠ R at any point of the intersection of the supports.
The main interest of normal spaces lies in the following lemma. Denote by L(x; Xreg) the
set Sn−1(x; ε) ∩ Xreg . It is well known that the topology of L(x; Xreg) is independent of ε > 0
small enough.
Lemma 3.0.4 ([10]). A topological pseudomanifold X ⊂ Rn is normal if and only if L(x; X0reg)
is connected at any point of X \ X0reg .
See for instance [10] Section 4 for a proof. The very significant advantage of normal pseudo-
manifolds lies in the following proposition.
Proposition 3.0.5 ([10]). Let X be a normal topological pseudomanifold. The mapping α :
I t H j (X) → H j (X), induced by the inclusion between the chain complexes, is an isomorphism
for all j .
3.1. Normalizations of pseudomanifolds
We shall need some basic facts about normalizations.
Definition 3.1.1. A normalization of the topological pseudomanifold X is a normal topological
pseudomanifold X together with a finite-to-one continuous mapping π : X → X such that, for
any p in X ,
π∗ : ⊕q∈π−1(p) Hl(X; X \ q)→ Hl(X; X \ p)
is an isomorphism.
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We are going to see that normalizations are useful to compute intersection homology in the
maximal perversity.
Proposition 3.1.2. Every pseudomanifold X admits a normalization π : X → X. The mapping
π then induces a homeomorphism above the regular locus of X.
Proof. We follow the construction of [10]. Consider a triangulation of X (since X is globally
subanalytic, it admits a C0 triangulation, see Appendix A), i.e., a homeomorphism T : K → X ,
with K finite union of open simplices.
Let L be the disjoint union of all the closures in K of the l-dimensional open simplices of
K (where l is the dimension of X ). Identify the closure in K of two (l − 1) open faces of two
elements of L if these two faces coincide in K . This provides a simplicial complex X˜ . Denote
then by π : X˜ → X the map induced by T .
Observe that by construction the mapping π is a homeomorphism on the complement in X of
the (l − 2)-skeleton. It is thus easily checked from the definition that the mapping π induces a
homeomorphism above Xreg and that L(x, X˜0reg) is connected at singular points. 
Remark 3.1.3. It is possible to see that the normalization of a pseudomanifold is unique, up to a
homeomorphism.
It is not difficult to see from their construction that normalizations must identify (t; i)-
allowable chains of X with (t; i)-allowable chains of X , which implies that they yield an iso-
morphism between the intersection homology groups (see [10]).
Proposition 3.1.4 ([10]). Let π : X˜ → X be a normalization of X. Then, for any j the induced
map π∗ : I t H j (X˜)→ I t H j (X) is an isomorphism.
4. Computation of the L∞ cohomology groups
This section proves the main result of this paper, Theorem 1.2.2.
4.1. Weakly differentiable forms
For technical reasons, we will need to work with non smooth forms, which are weakly differ-
entiable, i.e., differentiable as distributions. Therefore, the first step is to prove that the bounded
weakly differentiable forms give rise to the same cohomology theory. We will follow an argument
similar to the one used by Youssin in [28].
Let M be a smooth manifold. We denote by Λ j0(M) the set of C
2 j-forms on M with compact
support.
Definition 4.1.1. Let U be an open subset of Rn . A continuous differential j-form α on U is
called weakly differentiable if there exists a continuous ( j + 1)-form ω such that for any form
ϕ ∈ Λl− j−10 (U )
U
α ∧ dϕ = (−1) j+1

U
ω ∧ ϕ.
The form ω is then called the weak exterior differential of α and we write ω = dα. A con-
tinuous differential j-form α on M is called weakly differentiable if it gives rise to weakly
differentiable forms via the coordinate systems of M .
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We denote by Ω
j
∞(M) the set of weakly differentiable forms which are bounded and which
have a bounded weak exterior differential. They constitute a cochain complex whose coboundary
operator is d . We denote by H
•
∞(M) the resulting cohomology groups.
It is well known that if ω is smooth then it is weakly differentiable and dω = dω. Therefore
Ω j∞(M) ⊂ Ω j∞(M). Moreover, every L∞ weakly differentiable form may be approximated (for
the L∞ norm) by smooth bounded forms (with approximation of the differential if it is L∞).
Consequently, any weakly differentiable 0-form ω satisfying dω = 0 is constant.
We shall see that smooth and weakly differentiable forms give rise to isomorphic cohomology
theories. The lemma below addresses the case of compact manifolds with boundary.
Given a smooth manifold with boundary K , we write H jd R(K ) for the de Rham cohomology
of K , i.e., the cohomology of the C∞ differential forms on K .
Lemma 4.1.2. Let K be a compact manifold with boundary. The mapping H jd R(K )→ H
j
∞(K \
∂K ) induced by the inclusion between the respective cochain complexes is an isomorphism.
Proof. As the smooth forms on K satisfy Poincare´ Lemma (see for instance [2]), they give rise
to a fine torsionless resolution of the constant sheaf. By the uniqueness of the map between sheaf
cohomology theories with coefficient in sheaves of R-modules, it is enough to show Poincare´
Lemma for weakly differentiable forms, i.e., it is enough to show that every point of K has a
contractible neighborhood U in K such that for any ω ∈ Ω j∞(U \ ∂K ), j > 0, there is α ∈
Ω
j−1
∞ (U \ ∂K ), such that dα = ω.
Poincare´ Lemma for Ω
j
∞(K \ ∂K ) may be either derived by following the same argument as
for the smooth forms on compact manifolds with boundary or directly deduced from the proof
of Theorem 4.2.1 which actually applies to any weakly differentiable bounded j-form ω (this
theorem indeed states a more difficult result since it deals with every subanalytic set, possibly
singular). 
For noncompact manifolds, we can now prove the following.
Proposition 4.1.3. For any C∞ manifold M (without boundary), the inclusion Ω•∞(M) ↩→
Ω
•
∞(M) induces isomorphisms on the cohomology groups.
Proof. It is enough to show that, for any form α ∈ Ω j∞(M)with dα ∈ Ω j+1∞ (M) (i.e. α is weakly
differentiable and dα is smooth), there exists θ ∈ Ω j−1∞ (M) such that (α + dθ) is C∞ (if j = 0
then θ ≡ 0).
Choose a sequence of compact smooth manifolds with boundary Ki ⊂ M , i ∈ N, such that
for each i ≥ 0, Ki is included in the interior of Ki+1 and ∪Ki = M .
Fix a form α ∈ Ω j∞(M) with dα ∈ Ω j+1∞ (M). We are going to construct a sequence (θi )i∈N
in Ω
j−1
∞ (M) such that for every i ∈ N, we have supp θi ⊂ I nt (Ki ) \ Ki−2 as well as |θi |∞ +
|dθi |∞ ≤ 1 and such that the form αi := α +ik=0 dθk is smooth in a neighborhood of Ki−1.
Before defining inductively the θi ’s, observe that θ := ∞i=0 θi is the desired form (this sum
is locally finite).
We now define the θi ’s by induction on i . Let us assume that θ0, . . . , θi−1 have been con-
structed, i ≥ 1 (we may set K−1 := K−2 := ∅). We will also argue by induction on j . For
j = −1, both cochain complexes vanish and the result is clear.
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Observe that by Lemma 4.1.2, there exists a smooth j-form β on Ki such that dβ = dαi−1. It
means that (αi−1 − β) is d-closed, and thus again by Lemma 4.1.2 there is a smooth j-form β ′
on Ki such that
αi−1 − β = β ′ + dγ, (4.16)
with γ ∈ Ω ( j−1)∞ (Ki ).
Thanks to the induction on i , we know that there exists an open neighborhood V of Ki−2 on
which αi−1 is smooth. This implies that dγ is smooth on V . Therefore, applying the induction
hypothesis to γ (which is a ( j − 1)-form), we can add a weakly exact form dσ to γ to get a form
smooth on a neighborhood of Ki−2. Multiplying σ by a smooth function which has compact
support included in V and which is 1 on a neighborhood W ⊂ V of Ki−2, we get a form σ ′ on
M such that (dσ ′+γ ) is smooth on W . It means that we can assume that γ is smooth on an open
neighborhood W of Ki−2. We will assume this fact without changing notations.
By means of convolution products with a bump function, for any ε > 0, we may construct a
smooth form γε such that |γε − γ |∞ ≤ ε and |dγε − dγ |∞ ≤ ε on Ki .
Consider a smooth function φ which is 1 on a neighborhood of (M \ W ) ∩ Ki−1 and with
support in (Ki \ ∂Ki ) \ Ki−2. Then, set:
θi (x) := φ(x)(γε − γ )(x). (4.17)
If ε is chosen small enough |θi |∞ + |dθi |∞ ≤ 1. On a neighborhood of (M \ W ) ∩ Ki−1,
because φ ≡ 1, we have by (4.16) and (4.17): αi−1 + dθi = β + β ′ + dγε which is clearly
smooth. The form (αi−1 + dθi ) is smooth on W as well, since αi−1 and θi are both smooth. 
4.2. Proof of the de Rham Theorem for L∞ cohomology
We are now ready to prove Poincare´ Lemma for L∞ cohomology.
Theorem 4.2.1 (Poincare´ Lemma for L∞ Cohomology). Let X ⊂ Rn be locally closed and let
x0 ∈ X. There exists ε > 0 such that for any closed form ω ∈ Ω j∞(Bn(x0, ε) ∩ Xreg), j ≥ 1, we
can find α ∈ Ω j−1∞ (Bn(x0, ε) ∩ Xreg), such that ω = dα.
Proof. Let r : X ∩ Bn(x0, ε) × [0; 1] → X ∩ Bn(x0, ε) be the map obtained by applying The-
orem 2.3.1 to X . For simplicity, as our problem is local, we will identify X with the subset X ∩
Bn(x0; ε). Let ω ∈ Ω j∞(Xreg), with j ≥ 1 and dω = 0. By Proposition 4.1.3, it is enough to find
α ∈ Ω j−1∞ (Xreg) satisfying dα = ω.
The problem is that r may fail to be weakly smooth. To overcome this difficulty, we shall work
with an approximation of r . We need to be particular since we wish to preserve the property that
the derivative of rt goes to zero (pointwise and generically) as t goes to zero.
Consider a sequence of compact subsets, (Ki )i∈N, such that ∪Ki = Xreg × (0; 1) and Ki ⊂
I nt (Ki+1), for any i . Let Y be the set of points of Xreg × (0; 1) at which r fails to be smooth.
Define then a sequence of compact subsets for i ≥ 1:
L i := {q ∈ Ki : d(q; Y ) ≥ 1/ i}.
Define also
X ′ := cl(Y ) ∩ (Xreg × {0})
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and observe that, since Y is of positive codimension in Xreg × (0, 1), X ′ is of positive codimen-
sion in Xreg (we will consider it as a subset of Xreg).
As r is continuous, we may choose, for a given εi > 0, a C∞ approximation ri (not necessar-
ily subanalytic) of r on Ki satisfying for any x in this set:
|rt (x)− ri,t (x)| ≤ εi .
Furthermore, as r is smooth on L i , we may require that on this set
|dxri,t − dxrt | ≤ εi . (4.18)
Moreover, as the first derivative of r is bounded, the first derivative of ri may be assumed to be
bounded as well.
Let (ϕi )i∈N be a partition of unity subordinated to the covering (I nt (Ki+2) \ Ki )i∈N of
Xreg × (0; 1). Set r ′ := ϕiri . If the sequence εi is decreasing fast enough, then a straight-
forward computation shows that the first derivative of r ′ is bounded above.
Furthermore, given any positive continuous function ε : Xreg × (0; 1) → R, we can have if
the sequence εi is decreasing fast enough:
|r ′t (x)− rt (x)| ≤ ε(x; t). (4.19)
Finally, we shall check that dxr ′t tends to zero as t goes to zero for x ∉ X ′. Fix x in Xreg \ X ′.
There exists a > 0 such that {x} × [0; a] does not meet Y . It means that for any i large enough
Ki ∩ ({x} × [0; a]) = L i ∩ ({x} × [0; a]). (4.20)
For t small enough, if ϕi (x; t) ≠ 0 then (x; t) ∈ Ki+2 and thus by (4.20) belongs to L i+2. By
(4.18), this implies that if εi tends to zero fast enough, limt→0 |dxr ′t | = 0 for every x ∈ Xreg \X ′.
We also see for the same reason that dxr ′t tends to the identity as t goes to 1 (for almost every x).
Let π : W → Xreg be a retraction where W is a tubular neighborhood of Xreg . Taking W
small enough, we may assume that π has bounded first partial derivatives. By (4.19), r ′t (x) be-
longs to W if the function ε is decreasing fast enough. Hence, composing r ′ with π if necessary
we may assume that r ′ preserves Xreg . We will assume this without changing notations.
Define two L∞ forms ω1 and ω2 on Xreg × (0; 1] by:
r ′∗ω := ω1 + dt ∧ ω2.
Now, we may set:
α(x) :=
 1
0
ω2(x; t)dt.
As ω is L∞ and r ′ has bounded first partial derivatives, the form α is clearly bounded. By
Lebesgue’s dominated convergence theorem, it is continuous. We claim that it is weakly dif-
ferentiable and that dα = ω.
Let us fix a C2-form ϕ ∈ Λm− j0 (Xreg) with compact support. We have, by definition of α:
Xreg
α ∧ dϕ =

Xreg
 1
0
ω2 ∧ dϕ = lim
t→0

Xreg×[t;1]
r ′∗ω ∧ dϕ. (4.21)
As r ′∗ω is closed, by Stokes’ formula we have:
Xreg×[t;1]
r ′∗ω ∧ dϕ = (−1) j

x∈Xreg
ω(x) ∧ ϕ(x)− (−1) j

x∈Xreg
ω1(x; t) ∧ ϕ(x),
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since limt→1 r ′∗ω(x; t) = ω(x) for any x ∈ Xreg . Recall that dxr ′t tends to zero as t goes to 0
for almost every x . This implies that ω1(x; t) goes to zero as t goes to 0. Hence, passing to the
limit we get:
Xreg
α ∧ dϕ = (−1) j

Xreg
ω ∧ ϕ,
as required. 
Proof of Theorem 1.2.2. Let π : X˜ → X be a normalization of X (see Proposition 3.1.2). Let
us define a presheaf on X˜ by
Ω˜ j∞(U ) := Ω j∞(π(U ) ∩ Xreg),
for every open set U of X˜ (π is a homeomorphism above Xreg). For every j , this presheaf
immediately gives rise to a sheaf that we will denote by F j∞. We will write F j∞,x0 for the stalk
of F j∞ at x0 ∈ X˜ , i.e., the vector space obtained after identifying two sections which coincide
near x0. As X˜ is compact, any global section of F j∞ is bounded, so that, since π induces a
homeomorphism above Xreg:
F•∞(X˜) ≃ Ω•∞(Xreg), (4.22)
as cochain complexes.
We denote by RX the constant sheaf on X . Let x0 ∈ X˜ and set U ε := Bn(x0, ε) ∩ X˜ . As π
is a normalization, π(U ε) ∩ Xreg is connected, which means that H0∞(Xreg ∩ π(U ε)) = R, for
ε > 0 small enough.
Moreover, by Theorem 4.2.1, for j > 0, the germ at π(x0) of a smooth bounded closed
j-form ω on π(U ε)∩Xreg is the exterior differential of the germ of a form α ∈ F j−1∞,x0 . Therefore,
the sequence:
0 −→ RX d−→ F0∞ d−→ F1∞ d−→ · · · (4.23)
is a fine torsionless resolution of the constant sheaf. By classical arguments of sheaf theory
(see for instance [26]), the latter exact sequence of sheaves implies via (4.22) that H j∞(Xreg) is
isomorphic to the singular cohomology of X˜ . But then, by Propositions 3.0.5 and 3.1.4, we get:
H j∞(Xreg) ≃ H j (X˜) ≃ I t H j (X˜) ≃ I t H j (X).  (4.24)
4.3. Integration on subanalytic singular simplices
We are going to prove that the isomorphism is provided by integrating the forms on the
allowable chains. We first check that integration gives rise to a well defined cochain map. This
may be done because we restrict ourselves to the t-allowable subanalytic singular cochains. Let
X be a compact pseudomanifold.
Let L ⊂ Xreg be an oriented manifold of dimension j with cl(L) (t; j)-allowable i.e.:
dim cl(L) ∩ Xsing ≤ ( j − 2).
Set ∂L := cl(L) \ L . Then, for any given ω in Ω j−1∞ (Xreg),

L dω and

(∂L)reg
ω are well
defined since ω is continuous almost everywhere on (∂L)reg and bounded. We start by recall-
ing a version of Stokes’ formula proved by Łojasiewicz in [15] who generalized a formula of
Pawłucki [17].
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Lemma 4.3.1 ([15]). Take L and ω as in the above paragraph. Then:
(∂L)reg
ω =

L
dω. (4.25)
Łojasiewicz’s formula is actually devoted to bounded subanalytic forms, but the required
property is indeed that they are bounded and extend continuously almost everywhere on the
closure of the manifold L , which obviously holds true when the form is L∞ and cl(L) is (t; j)-
allowable.
Next we turn to see that integration is well defined for any (t; j) allowable subanalytic
singular simplex. Let σ : ∆ j → X be an oriented (t; j)-allowable (subanalytic) simplex. Denote
by σreg the set of points in σ−1(Xreg) near which σ induces a smooth mapping. Observe that
the complement of σreg in ∆ j has Lebesgue measure zero. Hence, it makes sense to set for
ω ∈ Ω j∞(Xreg):
σ
ω :=

∆ j
σ ∗ω =

σreg
σ ∗ω. (4.26)
Stokes’ formula continues to hold for subanalytic singular (t; j)-allowable simplices.
Lemma 4.3.2. Let σ ∈ I t C j (X) and ω ∈ Ω j−1∞ (Xreg). Then the integral defined in (4.26) is
finite and:
σ
dω =

∂σ
ω. (4.27)
Proof. Let
Γ := {(x; y) ∈ X ×∆ j : x = σ(y)},
and consider a cell decomposition of Rn+ j compatible with Γ . Refining it, we can assume that
the boundary of a cell is a union of cells. For simplicity, we will identify ∆ j with Γ and assume
that σ is the canonical projection (restricted to Γ ).
Let C ⊂ Γ be a cell of this cell decomposition and let i := dim C . Observe that either σ|C is
a diffeomorphism or dim σ(C) < i . In the former case, if we endow σ(C) with the orientation
induced by ∆ j via σ , we have by definition:
C
σ ∗α =

σ(C)
α (4.28)
for any α ∈ Ω i∞(Xreg) (we shall need both the cases α = ω and α = dω). If dim σ(C) < i ,
then both vanish and this remains true. Note that, as a cell decomposition is a finite partition, the
latter formula already shows that the integral defined in (4.26) is finite.
By Lemma 4.3.1, if C is a cell of dimension j :
C
σ ∗dω (4.28)=

σ(C)
dω
(4.25)=

∂(σ (C))
ω =

σ(∂C)
ω
(4.28)=

∂C
σ ∗ω, (4.29)
the third equality being true because σ is identified with a linear mapping (a projection) on the
cell C . As ∆ j is a union of cells, the latter equality still holds if we replace C with ∆ j . We
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conclude that for relevant orientations:
σ
dω =

∆ j
σ ∗dω (4.29)=

∂∆ j
σ ∗ω =

∂σ
ω. 
In conclusion, we get that the isomorphism of Theorem 1.2.2 is given by integrating the
differential forms on the simplices.
Theorem 4.3.3. Let X be a compact pseudomanifold. The cochain maps
ψ
j
X : Ω j∞(Xreg)→ I t C j (X),
ω →

σ →

σ
ω

,
induce isomorphisms between the cohomology groups.
To prove it, observe that the cochain map ψX induces a sheaf homomorphism (recall that the
L∞ forms give rise to sheaf on the normalization of X , see the proof of Theorem 1.2.2). By
the uniqueness of the map between sheaf cohomology theories with coefficient in sheaves of
R-modules, this map must coincide with the isomorphism (4.24).
Remarks 4.3.4. Theorem 1.2.2 still holds if X is a pseudomanifold with boundary [10] (indeed,
our Poincare´ Lemma for L∞ cohomology does not assume that X is a pseudomanifold). The
relative version is then true as well, by the five lemma. Again, the isomorphism is provided by
integration of forms on allowable chains.
It is worthy of notice that the arguments of the proof of Theorem 1.2.2 also apply in the
noncompact case, establishing an isomorphism between the cohomology of the locally bounded
forms (locally in X , not in Xreg) and intersection homology in the maximal perversity.
The results of this paper remain true if we replace the subanalytic category with a polyno-
mially bounded o-minimal structure [24]. We need the structure to be polynomially bounded
for we made use of the preparation theorem for proving Proposition 2.2.1. It is unclear (but not
impossible) whether the results of this paper, especially Theorem 2.3.1, are valid on a non poly-
nomially bounded o-minimal structure, especially for the log− exp sets, on which a generalized
preparation theorem holds [14].
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Appendix A. Globally subanalytic sets
A.1. Basic definitions
Let N be an analytic manifold. Recall that a subset E ⊂ N is called semianalytic if it is
locally defined by finitely many real analytic equations and inequalities. More precisely, for each
p ∈ N , there is a neighborhood U of p in N , and real analytic functions fi , gi j on U , where
i = 1, . . . , r, j = 1, . . . , s, such that
E ∩U =
r
i=1
s
j=1
{x ∈ U : gi j (x) > 0 and fi (x) = 0}.
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A subset E ⊂ N is subanalytic if it can be locally represented as the projection of a semian-
alytic set. More precisely, for every p ∈ N , there exist a neighborhood U of p in N , an analytic
manifold P , and a relatively compact semianalytic set Z ⊂ N × P such that E ∩ U = π(Z),
where π : N × P → N is the natural projection. In particular, semianalytic sets are subanalytic.
A subset of Rn is globally subanalytic if it coincides with a subanalytic subset of Pn after
identifying Rn with and open subset of Pn via:
(y1, . . . , yn)→ (1 : y1 : . . . : yn) : Rn → Pn .
We will denote by Sn the set of globally subanalytic subsets of Rn .
Clearly, a bounded subset is subanalytic if and only if it is globally subanalytic. We say that a
function is globally subanalytic if its graph is globally subanalytic.
A.2. Basic properties of globally subanalytic sets
Any real algebraic set is globally subanalytic. Furthermore, globally subanalytic sets have the
following very useful properties (see [24]):
(1) Sn is stable under unions, intersections and complement.
(2) If A ∈ Sm and B ∈ Sn then A × B ∈ Sm+n .
(3) If π : Rn+1 → Rn is the projection on the first n coordinates and A ∈ Sn+1, then π(A) ∈ Sn .
(4) The elements of S1 are precisely the finite unions of points and intervals.
When a family of sets has these properties, we say that it constitutes an o-minimal structure.
These properties are indeed all the basic properties we need to do most of geometric constructions
(such as triangulations, stratifications, retracts, . . . ). Property (3) is the motivation for introducing
subanalytic sets: semianalytic sets are not stable under projection and thus do not fulfill (3).
Property (4) is a finiteness assumption which makes it possible to derive all the finiteness
properties of globally subanalytic sets. The first one and the most important is existence of cell
decompositions (see definition below). Most of the results we give below are not really proper to
globally subanalytic sets and are shared by all the sets definable in an o-minimal structure. We
will therefore often refer to [9] for proofs.
Definition A.2.1. A cell decomposition ofRn is a finite partition ofRn into globally subanalytic
sets (Ci )i∈I , called cells, satisfying certain properties explained below.
n = 1: A cell decomposition of R is given by a finite subdivision a1 < · · · < al of R. The cells
of R are the singletons {ai }, 0 < i ≤ l, and the intervals (ai , ai+1), 0 ≤ i ≤ l, where
a0 = −∞ and al+1 = +∞.
n > 1: A cell decomposition of Rn is the data of a cell decomposition of Rn−1 and, for each
cell D of Rn−1, some globally subanalytic functions analytic on D (which is an analytic
manifold):
ζD,1 < · · · < ζD,l(D) : D → R.
The cells of Rn are the graphs
{(x, ζD,i (x)) : x ∈ D}, 0 < i ≤ l(D),
and the bands
(ζD,i , ζD,i+1) := {(x, y) : x ∈ D and ζD,i (x) < y < ζD,i+1(x)},
for 0 ≤ i ≤ l(D), where ζD,0 = −∞ and ζD,l(D)+1 = +∞.
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A cell decomposition is said to be compatible with finitely many sets A1, . . . , Ak if the Ai ’s
are unions of cells.
Given some globally subanalytic sets A1, . . . , Ak , it is always possible to find a cell decom-
position compatible with this family of sets. Detailed proofs may be found in [9].
This already describes very precisely the geometry of globally subanalytic sets. Below, we list
some related extra basic properties, useful for us.
 (curve selection lemma) Let A ∈ Sn and b ∈ cl(A). There is an analytic map γ : (−1, 1)→
Rn such that γ (0) = b and γ ((0, 1)) ⊂ A.
 (subanalycity of the connected components) Subanalytic sets have only finitely many con-
nected components. They are subanalytic.
 (uniform bound) Let f : A → B be a globally subanalytic map, with finite fibers. There is
k ∈ N such that card f −1(b) ≤ k for any b.
 (subanalytic choice) Any globally subanalytic map f : A → B (not necessarily continuous)
admits a globally subanalytic section, i.e., a globally subanalytic map s : B → A such that
f (s(b)) = b.
 (subanalycity of the regular locus) Let X ∈ Sn . Then Xreg is a finite union of analytic mani-
folds; it is globally subanalytic and dense in X .
For a proof of curve selection lemma or subanalycity of the regular locus we refer the reader
to [1]. A proof of all the other statements may be found in [9].
The set Xreg is the union of finitely many analytic manifolds. The dimension of X , denoted
by dim X , is the maximal dimension of these manifolds.
Appendix B. Some basic model theoretic principles
B.1. Formulas
We shall need some basic facts of model theory. We first define what we callL-formulas. Basi-
cally, it is a sequence constituted by quantifier and some symbols, like for instance ∀x, ∃y, x ≤
2yz. More precisely, L-formulas are defined inductively as follows:
(1) If f is a globally subanalytic function then f (x) > 0 and f (x) = 0 are L-formulas.
(2) If Φ(x1, . . . , xn) and Ψ(x1, . . . , xn) are L-formulas, then “Φ and Ψ”, “Φ or Ψ”, and “not
Φ”, are L-formulas as well.
(3) If Φ(y, x) is an L-formula, then ∃x, Φ(y, x) and ∀x, Φ(y, x) are L-formulas.
The parameters x = (x1, . . . , xn) in Φ(x) denote the free variables (those which are not
quantified). The symbol L stands for language: L-formulas are sentences “in the language of
subanalytic geometry”. Roughly speaking, L-formulas are all the mathematical sentences that
one can write using quantifiers, globally subanalytic functions, equalities and inequalities.
As an example, consider the formula Φ(x):
∀ε > 0, ∃α > 0, ∀y, |x − y| ≤ α ⇒ | f (x)− f (y)| < ε.
However, the formula ∃n, n ∈ N and y = nx is not an L-formula (N may not be described by
an L-formula). Observe that this formula does not define a subanalytic set of R2. Indeed, the
following fundamental result relates L-formulas to subanalytic sets.
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Proposition B.1.1. If Φ(x) is an L-formula, then the set {x ∈ Rn : Φ(x)} is globally subana-
lytic.
To briefly account for this proposition, let us point out that the sentence ∃y, f (x, y) = 0 defines
the projection of the set defined by f (x, y) = 0. Thus, for this sentence the result follows from
Property (3) of Appendix A.2. The proposition is then showed by induction on the number of
quantifiers (the case of the universal quantifier may be reduced to the existential by considering
the negation of the sentence, for more details see [9], Theorem 1.13).
This proposition shows how important it is to work with a category of sets which is stable
under projection. As a consequence of this proposition, the interior and the closure of a globally
subanalytic set are globally subanalytic.
Another consequence of this proposition is that if the graph of a function is defined by an
L-formula, then this function is globally subanalytic. It enables to establish that a function is
subanalytic without much work.
For instance, if ξ : Rn × [0, 1] → [0, 1] is a globally subanalytic function then the function
defined by ζ(x) := inft∈[0,1] ξ(x, t) is globally subanalytic. It is then easy to check that if A
denotes a subanalytic set then the function x → d(x, A), which assigns to x the Euclidean
distance from x to A, is globally subanalytic.
B.2. Field extensions
Consider all the one variable globally subanalytic functions which are defined in a right-
hand-side neighborhood of the origin and identify any two of them which coincide in a small
right-hand-side neighborhood of the origin. It follows from Puiseux Lemma [18] that this set is
indeed the field of real Puiseux series

i≥m ai T
i
k , m ∈ Z, ai ∈ R, with i∈N ai t i convergent
for t in a neighborhood of zero. We shall denote this field k(0+). We may embed R ↩→ k(0+),
sending every real number onto the corresponding constant series.
We can order this field by setting f ≤ g in k(0+) if f (t) ≤ g(t) for t in a right-hand-side
neighborhood of the origin. Observe that the indeterminate T is smaller than any positive real
number in k(0+). Consequently, this field is not Archimedean.
We may also define the Euclidean norm on k(0+)n , by |x | :=ni=1 x2i ∈ k(0+). This gives
rise to a topology. A good reference for all the results of this section is [9].
Extension of sets and functions. As the composite of globally subanalytic mappings is globally
subanalytic, any globally subanalytic function ξ : Rn → R may be extended to a function
ξk(0+) : k(0+)n → k(0+), ξk(0+)(x(T )) := ξ(x(T )), x(T ) ∈ k(0+). Any L-formula may then
be also “extended” to k(0+). For instance the formula Φ, ∃x ∈ Rn, f (x) ≥ 0, where f is an
analytic function, has the following extension Φk(0+) to k(0+):
∃x ∈ k(0+)n, fk(0+)(x) ≥ 0.
In other words, we can extend a formula by extending the functions this formula involves.
It is not very difficult to check that if two formulas define the same set in Rn then their
respective extensions define the same set in k(0+)n (see [9]). Hence, we may define the extension
of the set A := {x ∈ Rn : Φ(x)} by setting
Ak(0+) := {x ∈ k(0+)n : Φk(0+)(x)}.
In other words, the extension of a set is obtained by regarding the associated equations and
inequalities in the field of real analytic Puiseux series. This set is merely the set of germs of
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Puiseux arcs lying on A. For instance, the extension of the sphere Sn−1 (generally still denoted
by Sn−1) is the set:
x ∈ k(0+)n :
n
i=1
x2i = 1

.
Generic fibers. Let now A ⊂ R × Rn be a globally subanalytic set. Regarding the first variable
as a parameter, we will consider this set as a family. We define the generic fiber of this family
of sets as (recall that T ∈ k(0+) stands for the indeterminate):
A0+ := {x ∈ k(0+)n : (T, x) ∈ Ak(0+)}.
It is nothing but the set of germs of Puiseux arcs x(t) such that (t, x(t)) ∈ A for every t positive
small enough. Observe that we can also define the generic fiber of a family of globally sub-
analytic functions f : A → R, which is the function f0+ : A0+ → k(0+) which assigns to x ∈
Ak(0+) the value fk(0+)(T, x).
We then can define the subanalytic sets (resp. mappings) of k(0+)n as the collection of all
the generic fibers of subanalytic families of sets (resp. mappings). This constitutes a family of
Boolean algebras which enjoys the same properties as (Sn)n∈N. Indeed, as they satisfy (1–4) of
Appendix A.2, they then satisfy all the other properties which come down from these properties.
As a matter of fact, Proposition B.1.1 is still true if we replace R with k(0+). For example,
the function x → d(x, A) is well defined and globally subanalytic if so is A ⊂ k(0+)n .
We can also define the generic fiber of a formula. If Φ(t, x) is a formula, with x and t free
variables (t considered as a parameter) we define the generic fiber of Φ(t, x) as the formula
obtained by replacing t with the indeterminate T , i.e. we set Φ0+(x) := Φk(0+)(T, x). This of
course reduces the number of free variables.
Transfer principle. The study of the generic fiber of a family A ⊂ R× Rn can provide us infor-
mation on what happens on the fiber At for generic parameter t . More precisely, we have the
following very important fact. Let Φ(t) be an L-formula. The formula Φ0+ holds true in k(0+)
if and only if Φ(t) holds for every positive real number t small enough. This is a consequence of
a more general theorem sometimes referred as Łos´’s Theorem.
To make it more concrete, let us illustrate it by some examples. One may easily derive from
this fact that if the generic fiber of the family of functions f : R×Rn → R is bounded by 1 then
there is ε > 0 such that supx∈Rn f (t, x) is not greater that 1 for any t ∈ (0, ε). This is due to the
fact that ∀x, f (t, x) ≤ 1 is an L-formula.
Less easy, but still true, is the fact that if f0+ is continuous then there is ε > 0 such that the
restriction f : (0, ε)×Rn → R is continuous (the non obvious part is the continuity with respect
to the parameter t ∈ (0, ε) which is not guaranteed by the above transfer principle, see [9] Sec-
tion 5.6 for details). This points out the interplay between the geometry of globally subanalytic
sets of k(0+)n and the geometry of families of globally subanalytic sets of R × Rn , for generic
parameters.
To give another illustration, let us focus on the argument of the proof of Corollary 2.1.4.
Applying Theorem 2.1.2 provides a bi-Lipschitz globally subanalytic map H : k(0+)n−1 →
k(0+)n−1. This homeomorphism is the generic fiber of a family of mappings h : (0, ε)×Rn−1 →
(0, ε)×Rn−1. As the desired property (see (2.1)) holds for h0+ , by Łos´’s Theorem, it also holds
for ht , for t > 0 small enough (since it may be expressed by an L-formula).
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To summarize, we get parameterized versions of theorems just by working with a bigger
underlying field. Working with a bigger field often makes no difference as most of the time we
simply have to write k(0+) instead of R.
References
[1] E. Bierstone, P. Milman, Semianalytic and subanalytic sets, Inst. Hautes Etudes Sci. Publ. Math. (67) (1988) 5–42.
[2] R. Bott, Tu W. Loring, Differential Forms in Algebraic Topology, in: Graduate Texts in Mathematics, vol. 82,
Springer-Verlag, New York, Berlin, 1982.
[3] J.-P. Brasselet, M. Goresky, R. MacPherson, Simplicial differential forms with poles, Amer. J. Math. 113 (6) (1991)
1019–1052.
[4] J. Cheeger, On the spectral geometry of spaces with cone-like singularities, Proc. Natl. Acad. Sci. U.S.A. 76 (5)
(1979) 2103–2106.
[5] J. Cheeger, On the Hodge theory of Riemannian pseudomanifolds, in: Geometry of the Laplace Operator (Proc.
Sympos. Pure Math., Univ. Hawaii, Honolulu, Hawaii, 1979), in: Proc. Sympos. Pure Math., vol. XXXVI, Amer.
Math. Soc., Providence, RI, 1980, 91–146.
[6] J. Cheeger, Hodge theory of complex cones, Aste´risque, vols. 101–102, Soc. Math. France, Paris, 1983, 118–134.
[7] J. Cheeger, Spectral geometry of singular Riemannian spaces, J. Differential Geom. 18 (1983) 575–657.
[8] J. Cheeger, M. Goresky, R. MacPherson, L2-cohomology and intersection homology of singular algebraic varieties,
in: S.T. Yau (Ed.), Seminar in Differential Geometry, Princeton University Press, Princeton, NJ, 1981.
[9] M. Coste, An introduction to O-minimal Geometry, Dip. Mat. Univ. Pisa, Dottorato di Ricerca in Matematica,
Istituti Editoriali e Poligrafici Internazionali, Pisa, 2000.
[10] M. Goresky, R. MacPherson, Intersection homology theory, Topology 19 (2) (1980) 135–162.
[11] M. Goresky, R. MacPherson, Intersection homology II, Invent. Math. 72 (1) (1983) 77–129.
[12] W.C. Hsiang, V. Pati, L2-cohomology of normal algebraic surfaces, I. Invent. Math. 81 (3) (1985) 395–412.
[13] K. Kurdyka, A. Parusin´ski, Quasi-convex decomposition in o-minimal structures, in: Application to the Gradient
Conjecture, Singularity Theory and its Applications, in: Adv. Stud. Pure Math., vol. 43, Math. Soc. Japan, Tokyo,
2006, pp. 137–177.
[14] J.-M. Lion, J.-P. Rolin, The´ore`me de pre´paration pour les fonctions logarithmico-exponentielles, Ann. Inst. Fourier
(Grenoble) 47 (3) (1997) 859–884.
[15] S. Łojasiewicz, The´ore`me de Pawłucki. La formule de Stokes sous-analytique, in: Geometry Seminars, 1988–1991
(Bologna, 1988–1991), Univ. Stud. Bologna, Bologna, 1991, pp. 79–82.
[16] A. Parusin´ski, Lipschitz stratification of subanalytic sets, Ann. Sci. E´c. Norm. Supe´r. (4) 27 (6) (1994) 661–696.
[17] W. Pawłucki, Quasiregular boundary and Stokes’s formula for a subanalytic leaf, in: Seminar on Deformations
(Ło´dz´/Warsaw, 1982/84), in: Lecture Notes in Math., vol. 1165, Springer, Berlin, 1985, pp. 235–252.
[18] W. Pawłucki, Le the´ore`me de Puiseux pour une application sous-analytique, Bull. Pol. Acad. Sci. Math. 32 (9–10)
(1984) 555–560.
[19] L. Saper, L2-cohomology of Ka¨hler varieties with isolated singularities, J. Differential Geom. 36 (1) (1992) 89–161.
[20] L. Saper, L2-cohomology and intersection homology of certain algebraic varieties with isolated singularities,
Invent. Math. 82 (2) (1985) 207–255.
[21] L. Shartser, G. Valette, De Rham theorem for L∞ cohomology on singular spaces, Preprint.
[22] G. Valette, Lipschitz triangulations, Illinois J. Math. 49 (3) (2005) 953–979.
[23] G. Valette, On metric types that are definable in an o-minimal structure, J. Symbolic Logic 73 (2) (2008) 439–447.
[24] L. van den Dries, C. Miller, Geometric categories and o-minimal structures, Duke Math. J. 84 (2) (1996) 497–540.
[25] L. van den Dries, P. Speissegger, O-minimal preparation theorems, in: Model Theory and Applications, in: Quad.
Mat., vol. 11, Aracne, Rome, 2002, pp. 87–116.
[26] F. Warner, Foundations of differentiable manifolds and Lie groups, in: Graduate Texts in Mathematics, vol. 94,
Springer-Verlag, New York, Berlin, 1983, Corrected reprint of the 1971 edition.
[27] H. Whitney, Geometric Integration Theory, Princeton University Press, Princeton, NJ, 1957.
[28] B. Youssin, L p cohomology of cones and horns, J. Differential Geom. 39 (3) (1994) 559–603.
