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COMPACT SCHUR-WEYL DUALITY AND THE TYPE
B/C AFFINE BRAUER ALGEBRA
KIERAN CALVERT
Abstract. We define an extension of the affine Brauer algebra,
the type B/C affine Brauer algebra. This new algebra contains the
hyperoctahedral group and it naturally acts on EndK(X ⊗ V
⊗k)
for Orthogonal and Symplectic groups. Thus we obtain a compact
analogue of Schur-Weyl duality. We study functors Fµ,k from the
category of admissible O(p, q) or Sp2n(R) modules to representa-
tions of the type B/C affine Brauer algebra Bθk. Thus providing
a Akawaka-Suzuki-esque link between O(p, q) (or Sp2n(R)) and
Bθk. Furthermore these functors take non spherical principal series
modules to principal series modules for the graded Hecke algebra
of type Dk, Cn−k or Bn−k. With this we get a functorial correspon-
dence between admissible simple O(p, q) (or Sp2n(R)) modules and
graded Hecke algebra modules.
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1. Introduction
Let G be an odd real orthogonal group or symplectic group, G is
O(p, q) for p + q = 2n + 1 or Sp2n(R). Let K denote a maximal com-
pact subgroup of G. Let g0 be the real Lie algebra of G. Define its
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complexification g = g0 ⊗R C. Let X be an admissible G-module and
let V be the defining matrix module of the linear group G. The papers
[1, 19, 8, 5, 11] study the C-algebra EndG(X ⊗ V
⊗k) of operators on
X ⊗ V ⊗k commuting with G. For G = Sp2n(R), O(p, q) there is a ho-
momorphism of the affine Brauer algebra or degenerate BMW algebra
[9] to EndG(X ⊗ V
⊗k). In this paper we focus on the larger algebra of
operators which commute with K:
EndK(X ⊗ V
⊗k).
We define an extension of the affine Brauer algebra, Bθk, by operators
related to the Cartan involution θ of G. This new algebra Bθk acts
on X ⊗ V ⊗k and commutes with the action of K. It is the analogue
of the affine Brauer algebra for operators commuting with K. The
extension contains the Weyl group of type B/C, the hyperoctahedral
group. This new algebra’s module category is a natural image for the
functors defined by Ciubotaru and Trapa [7]:
Fµ,k(X) = HomK(µ,X ⊗ V
⊗k).
We show that the functors Fµ,k take the category of admissible O(p, q)
or Sp2n(R)-modules to B
θ
k-modules. Unlike previous functors, for G =
O(p, q) or Sp2n(R), both categories are related to the hyperoctahedral
group. Let G = KAN be the Iwasawa decomposition of G, and P =
MAN be the minimal parabolic subgroup. For characters δ of M and
eν of A, the principal series representation Xνδ (Definition 6.1) is:
Xνδ = Ind
G
MAN(δ ⊗ e
ν ⊗ 1).
For split real orthogonal or symplectic groups this covers all of the prin-
cipal series modules. When G = O(p, q) or Sp2n(R) then M = (Z2)
n or
O(p− q)× (Z2)
q. Denote the character of M which is triv (or det) on
O(p− q), −1 on the first k generators and 1 on the remaining n− k or
q − k by δktriv (resp. δ
k
det). For Sp2n(R) we drop the subscript det and
triv. The graded Hecke algebra Hk(c) (Definition 4.1) is the graded
Hecke algebra associated to the hyperoctahedral group W (Bk) with a
certain parameter function related to c ∈ R. For G = Sp2n(R), the
functors Ftriv,k and Fdet,n−k take principal series modules X
ν
δk
to prin-
cipal series modules for the graded Hecke algebra Hk(0) and Hn−k(1)
respectively. For G = O(p, q) the functors Ftriv⊗ det,k and Fdet⊗ triv,q−k
take principal series modules Xν
δk
triv
to principal series modules for the
graded Hecke algebra Hk(0) and Hq−k(1) respectively. A similar re-
sult holds for Xν
δk
det
and functors Ftriv⊗ triv,k and Fdet⊗ det,q−k. Given a
particular character δ of M we associate to it K-characters µ, and µ
(Table 6.1) with scalars cµ and cµ (Table 7.1). We prove that functors
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related to µ and cµ take principal series representations to principal
series representations. Thus we have defined a link between principal
series of split real orthogonal or symplectic groups with principal series
of certain graded Hecke algebras.
Theorem 8.14. For G = Sp2n(R) or O(p, q) p+q = 2n+1, the module
Fµ,k(X
ν
δ ) is isomorphic to the Hk(cµ) principal series module
X(νk) = Ind
Hk(cµ)
S(ak)
νk.
The module Fµ,n−k(X
ν
δ ) is isomorphic to the Hn−k(cµ) principal series
module
X(ν¯n−k) = Ind
Hk(cµ)
S(a¯n−k)
ν¯n−k.
This extends the results of Ciubotaru and Trapa [7] to non-spherical
principal series modules. Importantly, if G is a split real orthogonal
or symplectic group, we can describe the Hecke algebra module of the
image of every principal series modules resulting from functors Fµ,k
and Fµ,n−k. Furthermore using Casselman’s subrespresention theorem,
for these split groups we have a correspondence of irreducible Harish-
Chandra modules of G and graded Hecke algebra modules.
Theorem 8.15. Let G be O(n+1, n) or Sp2n(R), then G is split. Let X
be an irreducible G-module. Let Xνδ be a principal series representation
that contains X, then the Bθk and B
θ
n−k-modules
Fµ,k(X) and Fµ,n−k(X)
are submodules of the Hk(cµ) and Hn−k(cµ)-modules
X(νk) and X(ν¯n−k).
We define two anti-involutions on Bθk which descend to the usual
anti-involutions on the graded Hecke algebra [2]. Furthermore we show
that if X is a Hermitian (resp. unitary) module of G = Sp2n(R) then
the image of X under the functor Fµ,k is a Hermitian (resp. unitary)
module for Bθk[m]. We also show that the Langlands quotient is pre-
served.
Theorem 9.26. Let Xνδ be a principal series module for G = O(p, q)
or Sp2n(R). The Langlands quotient Xνδ = X
ν
δ / rad〈, 〉Xνδ is mapped
by Fµ,k, to the Langlands quotient of the Hk(cµ)-module, X(νk) =
X(νk)/ rad〈, 〉Xνk . Similarly, X
ν
δ is mapped by Fµ,n−k, to the Hn−k(cµ)-
module X(ν¯n−k).
We then give a non-unitary test for principal series modules.
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Theorem 9.29. [Non-unitary test for principal series modules] If ei-
ther X(νk) orX(ν¯n−k) are not unitary, as Hk(cµ) and Hn−k(cµ)-modules,
then the Langlands quotient of the minimal principal series module Xν
δk
,
for G = O(p, q) or Sp2n(R) is not unitary.
This result gives a functorial result similar to the nonunitarity crite-
rion proved by Barbasch, Pantano, Paul and Salamanca-Riba [3, 16].
We also obtain a non-unitary test for any Harish Chandra module; in
the split case one could check unitarity of Hecke algebra modules how-
ever in the non-split case one would have to work with affine type B/C
Brauer algebra modules.
Theorem 9.30. [Non-unitary test for Harish-Chandra modules] Let X
be a Harish Chandra module. For G = Sp2n(R) or O(p, q) p+q = 2n+1,
if for any character µ and k = 1, .., n the Bθk-module Fµ,k(X) is not
unitary, then the Langlands quotient X of X is not a unitary G-module.
In the case when G is split then X is a subrepresentation of Xνδ and
Fµ,k(X), Fµ,n−k(X) are Hecke algebra modules. In this case, if either
Fµ,k(X), Fµ,n−k(X) is not unitary as a Hecke algebra module then X
is not unitary as a G-module.
In Section 3, we define the type B/C affine Brauer algebra Bθk and
show that it acts on X ⊗ V ⊗k and commutes with the action of K.
Section 4 defines particular quotients of Bθk isomorphic to the graded
Hecke algebras Hk(c). In Section 5, we introduce the functors, defined
in [7], Fµ,k : HC(G) → B
θ
n-mod. These functors naturally create B
θ
k-
modules. In Section 7, we show that the functors restricted to principal
series modules define Hecke algebra modules. Section 8 describes the
isomorphism classes of Fµ,k(X
ν
δk
) and Fµ,n−k(X
ν
δk
) as principal series
modules of graded Hecke algebras Hk(cµ) and Hn−k(cµ). In Section 9,
we prove that functors Fµ,k preserve unitarity and invariant Hermitian
forms.
2. Preliminaries
Throughout this paper we fix the following notation. Let G be
O(p, q), p + q = 2n + 1 or Sp2n(R). Let g0 be its Lie algebra, with
complexification g = g0 ⊗R C. We uniformly denote a real Lie alge-
bra by g0, for a complex Lie algebra we drop the subscript. We fix a
Cartan involution θ of g0 and extend to g, let Θ be the corresponding
involution of G. A maximal compact subgroup of G is K, the fixed
space of Θ. The Lie algebra g0 decomposes as k0 ⊕ p0. The subspace
p0 is the −1 eigenspace of θ, the subalgebra k0 is the +1 eigenspace of
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θ and the Lie algebra of K. Similarly, g = k⊕ p. Let a0 be a maximal
commutative Lie subalgebra of p0. Let M be the centralizer of a0 in K
under the adjoint action. We have Lie(M) = m0.
Definition 2.1. For G equal to O(p, q) or Sp2n(R) write V0 for the
defining matrix module. That is ρ : G → GL(V0) is the injection
defining G as a linear group. Write V = V0⊗RC for the complexification
of V0.
If G = Sp2n(R) then V = C
2n and if G = O(p, q) then V = C2n+1.
When G = Sp2n(R), let e1, ..., e2n be the standard matrix basis of V ,
then define a new basis fi = ei + en+i for i = 1, .., n and f
′
i = ei − en+i
for i = 1, .., n. We also label fi by f
1
i and f
′
i by f
−1
i . When G =
O(p, q) then V has basis e1, ..., e2n+1, we let fi = ep−i+1 + ep+i and
f ′i = ep−i+1 − ep+i.
Following [15, Section 1.1], let {R,X, Rˆ, Xˆ,∆} be root datum where
R is the set of roots, Rˆ is the set of coroots and X and Xˆ are free
groups that contain R and Rˆ respectively. There is a perfect pairing
〈, 〉 between X and Xˆ which defines a pairing between R and Rˆ. The
simple roots ∆ are a subset of R. Let t equal the complexification of
X , and similarly tˆ is the complexification of Xˆ .
The Lie algebra g decomposes as k⊕ p. Let a be a maximal abelian
Lie subalgebra of p. The restricted roots Σ of g are given by the
eigenvalues of a acting on g. The nilpotent Lie subalgebra n is the sum
of positive root spaces of the restricted roots of a.
Definition 2.2. [13, Proposition 6.46], [12] The Iwasawa decomposi-
tion of the complex vector space g is
g = k⊕ a⊕ n.
The Iwasawa decomposition of G [13, Theorem 6.46] is
G = KAN.
Let M be the centralizer of a in K and denote by NK(a) the normal-
izer of a in K. Let m0 be the Lie algebra of M with complexification
m. The Weyl group associated to G is the group
WG = NK(a)/M.
Example 2.3. For G = Sp2n(R), a maximal abelian subalgebra a of p
is
a =
{[
0 B
B 0
]
: B is diagonal, B ∈ gln(C)
}
.
The algebra a has dimension n, this is the real rank of Sp2n(R). Let Ei,j
be the matrix with 1 in the (i, j) position and zero elsewhere. Let k ∈
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{0, ..., n} The subspace ak is the span of Ei,n+i + En+i,i for i = 1, ..., k.
The subspace a¯n−k ⊂ a is the span of the vectors Ek+i,n+k+i+En+k+i,k+i
for i = 1, ..., n− k. Note that
a = ak ⊕ a¯n−k.
For G = SO(p, q) there is a similar decomposition of a into k dimen-
sional and q − k dimensional subspaces, which we label by ak and a¯q−k.
Definition 2.4. Given a finite dimensional complex Lie algebra g with
basis B and dual basis B∗ with respect to the Killing form, we define
the Casimir element in the enveloping algebra U(g) to be
Cg =
∑
b∈B
bb∗ ∈ U(g).
For a subalgebra h ⊂ g we denote the Casimir element of h in g by
Ch =
∑
b∈B∩h bb
∗ where the basis B is taken such that B ∩ h is a basis
of h.
3. Brauer Algebras
For a given g-module X and the matrix module V , the endomor-
phism ring EndC(X ⊗ V
⊗k) has been thoroughly studied. Most at-
tention ([19, 8, 10, 5, 11]) has been on understanding the subalgebra
commuting with G:
EndG(X ⊗ V
⊗k).
In the case of g = gln, Endgln(X ⊗ V
⊗k) has a map from the graded
Hecke algebra associated to the symmetric group [1]. However , with
g = so2n+1, the relevant algebra is the affine Brauer algebra with pa-
rameter n. With g = sp2n, the corresponding algebra is the affine
Brauer algebra with parameter −n.
In this section, we define the affine type B/C Brauer algebra as an
extension of the affine Brauer algebra. We endow it with a natural
action on X ⊗ V ⊗k and prove that it commutes with the action of K.
The degenerate BMW algebra is a quotient of the affine Brauer algebra.
We choose not to use the BMW algebra [9] as we are fundamentally
interested in resulting graded Hecke algebra modules, the quotients to
Hecke algebras defined in Section 4 annihilate the difference between
the affine Brauer algebra and the degenerated BMW algebra.
Definition 3.1. [4] The rank k Brauer algebra Bk[m], with parameter
m ∈ C, is the associative C-algebra generated by elements ti,i+1 and
ei,i+1 for i = 1, ..., k − 1, subject to the conditions:
the subalgebra generated by ti,i+1 is isomorphic to C[Sn],
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e2i,i+1 = mei,i+1,
ti,i+1ei,i+1 = ei,i+1ti,i+1 = ei,i+1,
ti,i+1ti+1,i+2ei,i+1ti+1,i+2ti,i+1 = ei+1,i+2,
[ti,i+1, ej,j+1] = 0 for j 6= i, i+ 1.
Definition 3.2. Let U be a vector space with basis x1, ..., xk. The rank
k affine Brauer algebra Bk[m], with parameter m ∈ C is as a vector
space equal to
Bk[m] ∼= Bk[m]⊗ S(U).
The multiplication satisfies the following conditions:
ti,i+1xi − xi+1ti,i+1 = 1 + ei,i+1,
[ti,i+1, xj ] = 0, j 6= i, i+ 1,
ei,i+1(xi + xi+1) = 0 = (xi + xi+1)ei,i+1,
[ei,i+1, xj ] = 0, j 6= i, i+ 1,
[xi, xj ] = 0,
the subalgebra generated by ti,i+1, ei,i+1 is isomorphic to Bk[m].
Let us consider X and V as U(g)-modules then X ⊗ V ⊗k has a
U(g)⊗k+1-module structure. We define operators that form the action
of the Brauer algebra.
Remark 3.3. The degenerate BMW algebra [9] is a quotient of the
affine Brauer algebra by the ideal generated by e12x
l
ie12 −wle12 for cen-
tral elements wl, we omit these relations as the quotients we define to
the graded affine Hecke algebra send these relations to zero. One could
replace affine Brauer algebra with the degenerate BMW throughout this
paper and all of the results would still hold true.
Definition 3.4. Given the action of U(g)⊗k+1 on X ⊗ V ⊗k we write
(g)i for the action of g on the i+ 1
st tensor in U(g)⊗k+1,
(g)i =
i times︷ ︸︸ ︷
id⊗ ...⊗ id⊗g ⊗
k−i times︷ ︸︸ ︷
id⊗ ...⊗ id .
By construction we start counting from zero. Hence (g)0 = g ⊗ id⊗
...⊗ id ∈ U(g)⊗k+1.
Definition 3.5. Fix a basis B of g such that B = (B ∩ k)
⋃
(B ∩ p).
Let B∗ be the dual basis with respect to the Killing form of g. For
0 ≤ i < j ≤ k, define Ωij to be the operator
Ωij =
∑
b∈B
(b)i ⊗ (b
∗)j ∈ U(g)
⊗k+1.
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Similarly we define Ωkij and Ω
p
ij as
Ωkij =
∑
b∈B∩k
(b)i ⊗ (b
∗)j ∈ U(g)
⊗k+1,
Ωpij =
∑
b∈B∩p
(b)i ⊗ (b
∗)j ∈ U(g)
⊗k+1.
Lemma 3.6. The operators Ωij,Ω
k
ij and Ω
p
ij are independent of the
choice of basis of g, k and p respectively.
Proof. It is sufficient to prove the statement for Ω12 ∈ U(g)
2. Let Cg =∑
b∈B bb
∗ ∈ U(g) be the Casimir element and ∆ : U(g)→ U(g)× U(g)
denote comultiplication. The operator Ω12 can be written as:
Ω12 = ∆(C
g)− Cg ⊗ 1− 1⊗ Cg.
The Casimir element Cg is independent of the choice of basis therefore
Ω12 is also independent. Similarly replacing g with the Lie subalgebra
k, Ωk12 is independent of choice of basis. Finally Ω
p
12 is independent as
it is the difference of the other two,
Ωij − Ω
k
ij = Ω
p
ij .

Let the symmetric group on k elements Sk act on X ⊗ V
⊗k by per-
muting the factors of V . Explicitly the simple reflection si,i+1 acts
by
si,i+1(x0⊗v1⊗ ..⊗vi⊗vi+1⊗ ....⊗vk) = x0⊗v1⊗ ..⊗vi+1⊗vi⊗ ....⊗vk.
Lemma 3.7. If g = sp2n or so2n+1 then V ⊗ V decomposes as
Λ2V ⊕ S2V/1⊕ 1 for so2n+1,
Λ2V/1⊕ S2V ⊕ 1 for sp2n.
Here 1 denotes the trivial module of g.
Let pr1 be the projection of V ⊗ V onto the trivial submodule 1 in
the decomposition above. Let pri,i+1 be the projection onto the trivial
submodule of Vi ⊗ Vi+1.
Lemma 3.8. [9, Theorem 2.2] Let G be O(p, q) or Sp2n(R). Let X
be a complex G-representation and V the defining matrix module of
G. Then there exists m ∈ N such that there is a homomorphism π :
Bk[m]→ End(X ⊗ V
⊗k):
π(xi) =
∑
j<i
Ωji,
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π(ti,i+1) = si,i+1,
π(ei,i+1) = id⊗ ...⊗ id⊗m pri,i+1⊗id ⊗ ....⊗ id.
For G = Sp2n(R) the parameter is m = −n and if G = O(p, q) then
m = ⌊p+q
2
⌋.
Theorem 3.9. For G = O(p, q) or Sp2n(R), the affine Brauer algebra
with the action on X ⊗ V ⊗k defined in Lemma 3.8 commutes with the
action of U(g) on X ⊗ V ⊗k.
Lemma 3.10. [7, Lemma 2.3.1] Let 0 < i < j ≤ k and G = O(p, q) or
Sp2n(R). As operators on X ⊗ V
⊗k
Ωij = sij +m pri,i+1,
where m = ⌊p+q
2
⌋ or −n respectively.
Proof. One only needs to consider the operator Ω12 on V ⊗ V . By
Lemma 3.7 V ⊗ V decomposes as
Λ2V ⊕ S2V/1⊕ 1 for gC = so2n+1(R),
Λ2V/1⊕ S2V ⊕ 1 for gC = sp2n(C).
On V ⊗ V s12 = prS2V − prΛ2V . Then using the fact that Ω12 =
∆(C)− C ⊗ 1− 1⊗ C we find the operators
Ω12 and s12 +me12,
act by the same scalars on the irreducible decomposition of V ⊗V . 
For G = GLn the commutator EndGLn(X ⊗ V
⊗k) contains the same
type Weyl group, the symmetric group ([1]). One might expect that in
type B and C this may be the case too. However EndSp2n(R)(X⊗V
⊗k),
EndO(p,q)(X ⊗ V
⊗k) and the affine Brauer algebra, do not contain a
copy of the hyperoctahedral group. We look to establish a theory that
has this type symmetry reflected in the commutator.
We introduce the type B/C affine Brauer algebra which acts on X⊗
V ⊗k and commutes with the action of K for G = Sp2n(R) or O(p, q).
Crucially the type B/C affine Brauer algebra contains the Weyl group
of Type B/C, W (Bk). Recall the hyperoctahedral group is generated
by simple reflections sǫi−ǫi+1 and sǫk .
Definition 3.11. The type B/C affine Brauer algebra Bθk[m] is gen-
erated by the affine Brauer algebra Bk[m] and reflections θj, for j =
1, ..., k, such that the subalgebra generated by ti,i+1, for i = 1, .., k − 1
and θj is isomorphic to the group algebra of the k
th hyperoctahedral
group C[W (Bk)] and the following relations hold;
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[ei,i+1, θj ] = 0 for all j,
ei,i+1θiθi+1 = ei,i+1 = θiθi+1ei,i+1 for i = 1, ..., k − 1,
[θn, xj ] = 0 for j 6= k.
The Lie algebra g decomposes as eigenspaces of a Cartan involution
θ that is g = k ⊕ p. For G = O(p, q) or Sp2n(R) there is a semisimple
involutive ξ ∈ g such that θ is equal to conjugation by ξ.
Lemma 3.12. The type B/C affine Brauer algebra Bθk[m] acts on X⊗
V ⊗k. This action is defined by extending the action π of the affine
Brauer algebra to the extra generators θi. The generators θi act by
(ξ)i ∈ U(g)
⊗k+1. Extend π to Bθk[m] by π(θi) = (ξ)i ∈ U(g)
⊗k+1 ⊂
End(X ⊗ V ⊗k). That is
π : Bθk[m] −→ EndK(X ⊗ V
⊗k),
π(θi) = (ξ)i.
Explicitly, (ξ)i =
i︷ ︸︸ ︷
id⊗ ...⊗ id⊗ξ ⊗
k−i︷ ︸︸ ︷
id⊗ ...⊗ id ∈ U(g)⊗k+1. The
constant m equals ⌊p+q
2
⌋ when G = O(p, q) and m = −n if G =
Sp2n(R).
Proof. Since we know that the affine Brauer algebra Bk[m] acts on
X ⊗ V ⊗k we only need to check the action of θj and the relations
involving it in Definition 3.11. First, we show that (ξ)j and sij generate
the hyperoctahedral group. Since ξ is an involution then (ξ)2j = id. For
any g ∈ g we have that
sij(g)i = (g)jsij for sij ∈ Sk, (g)i ∈ U(g)
⊗k+1 and i, j 6= 0.
Hence sij(ξ)ksij = (ξ)sij(k). Therefore (ξ)j and sij generate the hype-
roctahedral group. If i 6= j, then (g)i and (h)j commute in U(g)
k+1.
Definition 3.8 states π(xk) =
∑
i<k Ωik, hence:
[xk, (ξ)n] =
∑
i<k
[Ωik, (ξ)n] = 0 for k < n.
Also,
[θj , ei,i+1] = 0 for all j 6= i, i+ 1.
We show the relations involving ei,i+1 and θi, θi+1 on the kernel and
image of ei,i+1 separately. Recall that ei,i+1 acts by m pri,i+1; the pro-
jection onto the trivial submodule of Vi ⊗ Vi+1. The image of pri,i+1
is a U(g) trivial submodule, (ξ)i(ξ)i+1 ∈ U(g)
k+1 act by the identity
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on this module. The operator pri,i+1 is an idempotent, hence on the
trivial module pri,i+1 = id. On this submodule the relations
ei,i+1θi = ei,i+1θi+1 = ei,i+1 = θiei,i+1 = θi+1ei,i+1
become id = id. On the kernel of ei,i+1, by definition ei,i+1 is the zero
operator and the relations are immediately true.
This verifies the relations in Definition 3.11 of Bθk[m]. Hence π is a
well defined action:
π : Bθk[m]→ End(X ⊗ V
⊗k).

Theorem 3.13. Let G = O(p, q) or Sp2n(R) and X a Harish-Chandra
module. The type B/C Brauer algebra Bθk[m] acts on X ⊗ V
⊗k and
commutes with the action of K on X ⊗ V ⊗k.
Proof. The action of Bk[m] commutes with g and by restriction with
K. The algebra Bθk[m] = 〈Bk[m], θj : for j = 1, ..., k〉. Therefore, to
verify that Bθk[m] commutes with the action of K, one only needs to
check that π(θj) = (ξ)j commutes with the action of K. Conjugation
by ξ is the Cartan involution: ξ−1Kξ = Θ(K). By definition, Θ is the
identity on K. Hence ξk − kξ = 0 for k ∈ k. Therefore:
[(ξ)i, k] =
k+1∑
j=0
(ξ)i − (k)j(ξ)i(k)j = 0.
Hence the action of (ξ)i and K commute. 
4. Quotients of the affine type B/C Brauer algebra Bθk
In Section 5 we introduce functors, defined in [7], from the category
HC(G)-mod to the category ofBθk[m] modules. However, we are aiming
at graded Hecke algebra modules. In this section, we look at particular
ideals and quotients of Bθk[m] which are isomorphic to graded Hecke
algebras. This will set up Section 6 in which we focus on principal series
modules and show that via the quotients defined in this section, the
functors defined in Section 5 descend to take principal series modules
to graded Hecke algebra modules.
Recall thatW (R) denotes the Weyl group associated to a root datum
(R,X, Rˆ, Xˆ,∆) and 〈, 〉 : X×Xˆ → C is the pairing between dual spaces.
Define the C-spaces t = X ⊗Z C, t
∗ = Xˆ ⊗Z C.
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Definition 4.1. [15] The graded Hecke algebra HR(c) associated to the
root system (R,X, Rˆ, Xˆ,∆) and parameter function c from ∆ to C, is
as a vector space
HR(c) ∼= S(t)⊗ C[W (R)],
such that as an algebra S(t) and C[W (R)] are subalgebras and the fol-
lowing cross relations hold,
sαǫ− sα(ǫ)sα = c(α)〈α, ǫˆ〉, for ǫ ∈ t and α ∈ ∆.
If the parameter function c : ∆ → C is taken to uniformly be 1,
then in this case the graded Hecke algebra is entirely defined by the
root system (W,R,∆). For a Hecke algebra determined by the uniform
parameter we denote it by HRk where Rk is the root system. For
example HDk denotes the graded Hecke algebra associated to the root
system Dk with the parameter function c : δ → C such that c(α) ≡ 1.
We fix the set of simple reflections of the hyperoctahedral group
W (Bk) to be {si,i+1, θk : i = 1, ..., k − 1}. We also associate to the hy-
peroctahedral group a k dimensional vector space t with basis ǫ1, ..., ǫk
and subset ∆ = {ǫi − ǫi+1 and ǫk : i = 1, ..., k − 1}. Then for c ∈ C we
define the parameter c : ∆→ C as
c(α) =
{
1 if α = ǫi − ǫi+1,
c if α = ǫk.
We denote the graded Hecke algebra associated to the Weyl group
W (Bk) with the parameter c as Hk(c).
Lemma 4.2. The graded Hecke algebra of type Bk (resp. type Ck) is
isomorphic to Hk(1) (resp. Hk(
1
2
))) and the algebra Hk(0) is isomorphic
to an extension of the Hecke algebra of type Dk,
Hk(0) ∼= H
Dk ⋊ Z2.
Proof. The isomorphism of Hk(1) and the graded Hecke algebra H
Bk
is apparent from the definitions. The space tDk is equal to the space t
in Hk(0). The Weyl group W (Dk) is naturally a subgroup of W (Bk).
The generator t ∈ Z2 acts on H
Dk by interchanging roots ǫk−1− ǫk and
ǫk−1+ ǫk and acts by conjugation by sǫk ∈ W (Bk) on W (Dk) ⊂W (Bk).

We define two ideals in the type B/C affine Brauer algebra Bθk[m].
We then show that the quotient of Bθk[m] by these ideals is isomorphic
to a graded Hecke algebra.
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Definition 4.3. Let Ie be the two sided ideal in B
θ
k[m] generated by
the idempotents,
{ei,i+1 : for i = 1, ..., k − 1}.
Let c ∈ C and r ∈ Z, define Irc to be the two sided ideal,
Irc = 〈θkxk + xkθk − 2c+ 2rθk〉.
The ideal Ie can be generated by any idempotent since they are all
in the same Sk conjugation orbit. By using c ∈ C we have abused
notation; however the two occurrences of c will correspond to the same
constant.
Lemma 4.4. The quotient of the algebra Bθk[m] by the ideal generated
by Ie and I
r
c is isomorphic to the graded Hecke algebra
Bθk[m]/〈Ie, I
r
c 〉
∼= Hk(c).
Proof. Consider the presentation in Definition 3.11 with generators
xi, θj , ti,i+1, ei,i+1
and relations
θ2j = 1, s
2
i,i+1 = 1, (si,i+1si+1.i+2)
3 = 1, (sk−1,kθk)
4 = 1,
ti,i+1xi − xi+1ti,i+1 = 1 + ei,i+1,
[ti,i+1, xj ] = 0, j 6= i, i+ 1,
ei,i+1(xi + xi+1) = 0 = (xi + xi+1)ei,i+1,
[ei,i+1, xj ] = 0, j 6= i, i+ 1,
[xi, xj ] = 0,
[ei,i+1, θj] = 0 for all j,
ei,i+1θiθi+1 = ei,i+1 = θiθi+1ei,i+1 for i = 1, ..., k − 1,
[θn, xj ] = 0 for j 6= k.
Under the quotient by Ie and I
r
c the generators ei,i+1 and the relations
ei,i+1 = 0 cancel out. Furthermore we add another relation: xkθk +
θkxk − 2c+ 2rθk. Hence the presentation has generators
xi, θj, ti,i+1
with relations
θ2j = 1, s
2
i,i+1 = 1, (si,i+1si+1.i+2)
3 = 1, (sk−1,kθk)
4 = 1,
ti,i+1xi − xi+1ti,i+1 = 1,
[ti,i+1, xj ] = 0, j 6= i, i+ 1,
[xi, xj ] = 0,
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[θn, xj ] = 0 for j 6= k,
xkθk + θkxk − 2c+ 2rθk.
This is a presentation of the Hecke algebra Hk(c); it is the modification
of the presentation in Definition 4.1 by ǫi 7→ xi+r. Since we have shown
that the presentation of Bθk[m]/〈IeI
r
c 〉 is identical to the presentation
of Hk(c) then these algebras are isomorphic.

Remark 4.5. We could have chosen to quotient by the ideal generated
by θkxk + xkθk − c without the 2rθk part. This quotient would also be
isomorphic to Hk(c) with ǫi mapping to xi. However, we need the modi-
fication of the affine parts by the scalar r to enable our results regarding
images of principal series modules descending to Hecke algebra modules.
One can think of this modification by r as an analogue of the ρ shift.
5. Functors from HC(G)-mod to Bθk-mod
In this section, we introduce functors, defined in [7]. We show these
functors take Harish-Chandra modules to modules of the Bθk algebra.
Definition 5.1. [7, (2.8)] Let n be the real rank of G. If G = Sp2n(R)
the real rank is n. Uf G = O(p, q) then n = q = min(p, q). Let µ be an
irreducible K-module, fix an integer k ≤ n. The space V is the matrix
module of G. We define the functor Fµ,k to be:
Fµ,k : HC(G)-mod −→ B
θ
k-mod
X 7→ HomK(µ,X ⊗ V
⊗k),
and on morphisms f : X → Y and g ∈ Homk(µ,X ⊗ V
⊗k),
Fµ,kf(g) : µ→ Y ⊗ V
⊗k,
Fµ,kf(g)(µ) = f ⊗ id
⊗kg(µ).
Remark 5.2. Lemma 3.12 gives an action of Bθk on X ⊗ V
⊗k. Since
this action commutes with the action of K then Bθk naturally acts on
HomK(µ,X ⊗ V
⊗k) from the inherited action on X ⊗ V ⊗k.
Lemma 5.3. For any irreducible K-module µ and k ≤ n, the functor
Fµ,k defined in Definition 5.1 is exact.
Proof. Tensoring with a finite dimensional module is exact. The mod-
ule V ⊗k is finite dimensional hence the functor taking X to X ⊗ V ⊗k
is exact. Furthermore, µ is an irreducible K-module. Therefore the
functor which takes Y to HomK(µ, Y ) is exact. The functor Fµ,k is the
composition of these two exact functors, hence the result follows. 
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6. Restricting functors to principal series modules
The functors (Definition 5.1) take any Harish-Chandra module to a
Bθk-module. In this section, given a principal series module we give
a basis for the image of the functors Fµ,k and Fµ,n−k for particular
characters µ, µ depending on the principal series modules.
Let G = Sp2n(R) then K ∼= U(n), M ∼= (Z2)
n. The Cartan involu-
tion θ is equal to conjugation by the matrix
ξ =
[
0 i Idn
−i Idn 0
]
.
The subspace a has dimension n with basis εi and corresponds to the
subgroup A under the exponential map. We label a character of a by
ν ∈ a∗ and characters of A by eν . The matrix module V ∼= C2n has two
bases: {e1, ..., e2n} and {f
1
1 , .., f
1
n, f
−1
1 , ..., f
−1
n }, where f
η
i = ei + ηen+i.
Recall that the Iwasawa decomposition of G is
G = KAN,
also, that M is the centraliser of a0 in K, which is isomorphic to Z
n
2 .
The character δk is defined to be the character of M which takes the
first k generators of Zn2 to −1 and the last n − k to 1. We write 1 for
the trivial character of N .
If G = O(p, q) then K ∼= O(p) × O(q), M = O(p − q) × O(1)q
embedded into O(p, q) as the block matrix
(O(p− q), x1, x2, ..., xq, xq, .., x1)
where xi ∈ O(1). We denote characters of M , δ
k
triv and δ
k
det to be
δktriv = triv⊗(sgn
k)⊗ trivq−k on O(p− q)⊗O(1)q,
δkdet = det⊗(sgn
k)⊗ trivq−k on O(p− q)⊗ O(1)q.
The Cartan involution θ is equal to conjugation by the matrix
ξ =
[
Idp 0
0 − Idq
]
.
Definition 6.1. [18] Let G = KAN (resp. g0 = k0 ⊕ a0 ⊕ n0) be the
Iwasawa decomposition of G (resp. g0) and let M be the centraliser of
a0 in K. Given a character e
ν of A and the character δ of M we define
the minimal principal series representation;
Xνδ = Ind
G
MAN(δ ⊗ e
ν ⊗ 1).
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In the non-split case principal series representations may be induced
from irreducible representations of M which are not one dimensional.
In this chapter we will only study principal series modules that are
induced from a character of M . We write 1νδ for the vector spanning
the representation space of the character δ ⊗ eν ⊗ 1. Hence
Xνδ = Ind
G
MAN 1
ν
δ .
For G = Sp2n(R), we can calculate the dimension of Ftriv,k(X
ν
δk
)
and Fdet,n−k(X
ν
δk
). Note that if we want to describe the trivial isotypic
component we must take Ftriv,k and if we wish to look at the det isotypic
component then we must take the functor Fdet,n−k.
ForG = O(p, q), we can calculate the dimension of Ftriv⊗ sgn,k andFtriv⊗ triv,q−k.
Similarly for Xν
δk
det
, we take the functors Fsgn⊗ triv,k and Fsgn⊗ sgn,q−k.
To enable us to succinctly discuss all of the above cases we will
associate a character µ and µ to each principal series modules. Note δ
is a K-character and µ, µ are characters of M .
G = Sp2n(R) X
ν
δ , δ = (triv)
k ⊗ (sgn)n−k µ = triv µ = det
G = O(p, q) Xνδ , δ = trivp−q⊗(triv)
k ⊗ (sgn)q−k µ = triv⊗ det µ = triv⊗ triv
G = O(p, q) Xνδ , δ = detp−q⊗(triv)
k ⊗ (sgn)q−k µ = det⊗ triv µ = sgn⊗ sgn
Table 6.1. Characters µ, µ associated to particular
principal series module.
Lemma 6.2. Let G = Sp2n(R) or G = O(p, q). If X
ν
δ is a mini-
mal principal series module, then Fµ,k(X
ν
δ ) and Fµ,n−k(X
ν
δ ) are finite
dimensional. with dimensions:
dim(Fµ,k(X
ν
δk)) = k!2
k = |W (Bk)|,
Similarly,
dim(Fµ,n−k(X
ν
δk)) = (n− k)!2
n−k = |W (Bn−k)|.
This is an extension of [7, Lemma 2.5.1] to non-spherical principal
series modules and we use the same arguments.
Proof. We explicitly calculate a basis for
Fµ,k(X
ν
δ ) = HomK(µ,X
ν
δ ⊗ V
⊗k).
Since Xνδ is an induced module from 1
ν
δ and K is a compact group, by
Frobenius reciprocity this is equal to,
Fµ,k(X
ν
δ ) = HomM(µ|M ,1
ν
δ ⊗ V |
⊗k
M ).
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One can tensor by µ∗ to get a space fixed by M , hence
Fµ,k(X
ν
δ ) = (µ
∗ ⊗ 1νδ ⊗ V
⊗k)M .
We first prove the result for G = Sp2n(R). The module V has basis
{fnii : i = 1, ..., n and ni = ±1} and the j
th generator of M acts by
−1δij on fnii . Therefore if we requireM to act trivially on u ∈ X
ν
δk
⊗V ⊗k
the generatorsM1, ...,Mn must act by 1. Let us first calculate all of the
elementary tensors in Xν
δk
⊗V ⊗k which are fixed byM . The generators
M1, ...,Mk act by −1 on 1
ν
δk
, hence must act by −1 on the tensor part
contributed by V ⊗k. To satisfy this we need to have f 1i or f
−1
i feature
in the tensor of u, for every i = 1, ..., k,. Since there can only be k
elements tensored together in V ⊗k then the contribution of u from V ⊗k
must be fn11 , ..., f
nk
k in some order. The set of elementary tensors in
V ⊗k which feature all the required fi is the Sk orbit of f1 ⊗ ... ⊗ fk.
Considering not necessarily elementary tensors in v ∈ Xν
δk
⊗ V ⊗k,
v =
∑
x0 ⊗ v1 ⊗ ...⊗ vk,
where vi ∈ {f
nl
l : l = 1, ..., n and nl = ±1}. The j
th generator of M ,
Mj, acts by −1
δlj on fl. Since every elementary tensor in this basis is
an eigenvector of the action ofM then ifM fixes v =
∑
x0⊗v1⊗...⊗vk
then M fixes each elementary tensor in v. Hence every M fixed vector
in Xν
δk
⊗ V ⊗k is in the subspace
span
{∑
w∈Sk
1
ν
δk ⊗ f
n1
w(1) ⊗ ...⊗ f
nk
w(k) : ni = ±1
}
.
The size of the basis is |Sk| × 2
k = k!2k = |W (Bk)|. The proof is
almost identical for dim(Fdet,n−k(X
ν
δk
)). One needs to note that all of
the generators of M must act by −1 on the det isotypic space, since
det |M = sgn. Using Frobenius reciprocity one can show,
Fdet,n−k(X
ν
δk) = HomM(sgn, δk ⊗ V
⊗n−k),
which has a basis:
Fdet,n−k(X
ν
δk) = span

 ∑
w∈Sn−k
1
ν
δk ⊗ f
nk+1
w(k+1) ⊗ ...f
nn
w(n) : ni = ±1

 .
For G = O(p, q) note that V |M = Vp−q
⊕q
i=1 triv⊗...⊗
ith︷︸︸︷
sgn ⊗...⊗triv
and µ|M = trivp−q⊗ sgn
q. Recall the notation fnii = ep−i+1 + niep+i,
the vectors f 1i and f
−1
i are the two eigenvectors of M with character
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triv⊗ triv ...⊗
ith︷︸︸︷
sgn ⊗...⊗ triv. I.e. the ith generator of O(1)q in M acts
by −1.
We will prove that Ftriv⊗ sgn,k(X
ν
δk
triv
) has basis{∑
w∈Sk
1
ν
δk
triv
⊗ fn1
w(k) ⊗ ...f
nk
w(k) : ni = ±1
}
.
The other four calculations are almost identical. Note that this is
equivalent to giving a basis for
((triv⊗ sgn)|M ⊗ 1
ν
δk
triv
⊗ V k)M
which is equal to, as a vector space,
(1trivp−q ⊗ sgnq ⊗ 1
ν
δk
triv
⊗ (Vp−q
⊕
triv ...⊗ sgn⊗... sgn)k)M .
The vector 1trivp−q ⊗ sgnq ⊗1
ν
δk
triv
⊗ f1⊗ ...⊗ fq is fixed by M since O(p−
q) acts trivially on each tensor. Furthermore for i = 1, ..., k the ith
generator of O(1)q in M acts by −1 on 1trivp−q ⊗ sgnq , 1 on 1
ν
δk
triv
, and
−1 on f1 ⊗ ...⊗ fq. For i = k + 1, ...q the i
th generator of O(1)q in M
acts by −1 on 1trivp−q ⊗ sgnq −1 on 1
ν
δk
triv
and 1 on f1 ⊗ ... ⊗ fq. Hence
every generator of M acts by 1. An identical argument shows that the
orbit of 1trivp−q ⊗ sgnq ⊗ 1
ν
δk
triv
⊗ f1 ⊗ ...⊗ fq by W (Bq) is also fixed. Any
elementary tensor fixed by M must be of this form; if it is not, one
of the generators will act by −1. Finally suppose that another vector
v is fixed by M , then v is a sum of elementary tensors which are all
eigenvalues for O(1)q, hence every elementary tensor involved must be
fixed. This concludes that v is in the span of the vectors{∑
w∈Sk
1
ν
δk
triv
⊗ fn1
w(1) ⊗ ...f
nk
w(k) : ni = ±1
}
.
We state the basis for Fµ,k and Fµ,n−k Let G = O(p, q)
Ftriv⊗ det,k(X
ν
δk
triv
) = span
{∑
w∈Sk
1
ν
δk
triv
⊗ fn1
w(1) ⊗ ...f
nk
w(k) : ni = ±1
}
,
Ftriv⊗ triv,q−k(X
ν
δk
triv
) = span
{∑
w∈Sq−k
1
ν
δk
triv
⊗ f
nk+1
w(k+1) ⊗ ...f
nq
w(q) : ni = ±1
}
,
Fdet⊗ triv,k(X
ν
δk
det
) = span
{∑
w∈Sk
1
ν
δk
det
⊗ fn1
w(1) ⊗ ...f
nk
w(k) : ni = ±1
}
,
Fdet⊗ det,q−k(X
ν
δk
det
) = span
{∑
w∈Sq−k
1
ν
δk
det
⊗ f
nk+1
w(k+1) ⊗ ...f
nq
w(q) : ni = ±1
}
.

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7. Images of principal series modules
We write the Type B/C affine Brauer algebra as Bθk and omit m.
We show that on minimal principal series representations the func-
tors (Definition 5.1) which take admissible O(p, q) or Sp2n-modules to
Bθk-modules naturally descend to graded Hecke algebra Hk(c)-modules,
for c equal to 0, 1 or p−q
2
.
In Section 4 Lemma 4.4, we proved that the type B/C affine Brauer
algebra has quotients isomorphic to the Hecke algebra Hk(c) with pa-
rameter c ∈ R. This quotient was defined by the relations ei,i+1 = 0 and
θkxk + xkθk = 2c− 2rθk. Hence to show that Fµ,k(X
ν
δ ) descends to an
Hk(cµ)-module we must prove ei,i+1 = 0 and θkxk+xkθk = 2cµ−2rµθk as
operators on Fµ,k(X
ν
δ ). Similarly to show Fµ,n−k(X
ν
δ ) is an Hn−k(rµ)-
module then we must show ei,i+1 = 0 and θn−kxn−k + xn−kθn−k =
2cµ − 2rµθn−k on Fµ,n−k(X
ν
δ ). The scalars rµ and cµ will be defined in
Table 7.1. The arguments of this section are inspired and very similar
to [7, Proposition 2.4.5, Lemma 2.7.2]. We extend these results to non-
spherical principal series modules. We also utilise an approach from
the Brauer algebra perspective not used in [7].
Lemma 7.1. c.f. [7, 2.4.5] On the Bθk (resp. B
θ
n−k) module Fµ,k(X
ν
δ )
(resp. Fµ,n−k(X
ν
δ )) the idempotents ei,i+1 uniformly act by zero.
Proof. Lemma 6.2 states that the basis of Fµ,k(X
ν
δ ) is given by 1
ν
δ ⊗
fn1
w(1)⊗...⊗f
nk
w(k) for w ∈ Sk. The idempotents ei,i+1 act by the projection
onto the trivial component of Vi ⊗ Vi+1. The trivial component of
V ⊗V is one dimensional with spanning vector
∑n
i=1 fi∧f
′
i . The vector
1
ν
δ ⊗ f
n1
w(1) ⊗ ...⊗ f
nk
w(k) is in the subspace perpendicular to
∑n
i=1 fi ∧ f
′
i
given in Lemma 3.7. Therefore it is in the kernel of the projection
pri,i+1. 
Recall Definition 3.5, Ωi,j =
∑
b∈B(b)i ⊗ (b
∗)j ∈ U(g)
k+1, and Ωki,j =∑
b∈B∩k(b)i ⊗ (b
∗)j. Lemma 3.8 gives xk = Ω0,k + Ω1,k + ...+ Ωk−1,k.
As operators on Fµ,k(X
ν
δ ):
θkxk + xkθk = θk
∑
i<k Ωi,k +
∑
i<k Ωi,kθk
= (ξ)k
∑
i<k
∑
b∈B(b)i ⊗ (b
∗)k +
∑
i<k
∑
b∈B(b)i ⊗ (b
∗)k(ξ)k
=
∑
i<k
∑
b∈B(b)i ⊗ (ξb
∗ + b∗ξ)k.
Conjugating by ξ is the Cartan involution. Therefore
ξb∗ + b∗ξ =
{
0 if b ∈ p,
2ξb∗ if b ∈ k.
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Hence,
θkxk + xkθk = 2
∑
i<k
∑
b∈B∩k(b)i ⊗ (ξb)k
= 2θn
∑
i<k Ω
k
i,k.
As operators on Fµ,k(X
ν
δ )
θkxk + xkθk = 2θk
∑
i<k
Ωki,k.
Similarly on Fµ,n−k(X
ν
δ )
θn−kxn−k + xn−kθn−k = 2θn−k
∑
i<n−k
Ωki,n−k.
Lemma 7.2. c.f. [7, 2.7.2] On the Bθk-module Fµ,k(X
ν
δ ),
θkxk + xkθk = 2ξ
(∑
b∈B∩z
µ(b)b∗ − Ck
)
k
,
where z is the centre of g.
Proof. Recall Definition 3.5, Ωij =
∑
b∈B∩k(b)i ⊗ (ξb)k. Writing θkxk +
xkθk as operators on Fµ,k(X
ν
δ ),
θkxk + xkθk = 2θk
∑
i<k Ω
k
i,k,
= 2
∑
i<k
∑
b∈B∩k(b)i ⊗ (ξb)k.
An element g ∈ g acts on the tensor of two modules, U ⊗ W , as
g ⊗ 1 + 1 ⊗ g. Extending this, we can write the action of b ∈ U(g) as∑k+1
j=1(b)j on X ⊗ V
⊗k. This gives
θkxk + xkθk = 2θk
∑
b∈B∩k
(b∗)kb−
∑
b∈B∩k
(bb∗)k.
By definition Fµ,k(X
ν
δ ) is the µ isotypic component of X
ν
δ , hence
θkxk + xkθk = 2θk
∑
b∈B∩k
(b∗)kµ(b)−
∑
b∈B∩k
(bb∗)k.
The operator
∑
b∈k(bb
∗)k is the Casimir operator C
k on the kth tensor
V . We have µ(b) = 0 unless b is in the centre of U(k) for any character
µ. Let z denote the centre of g. Therefore,
θkxk + xkθk = 2θk
(∑
b∈B∩z µ(b)(b
∗)k − (C
k)k
)
,
= 2
(
ξ(
∑
b∈B∩z µ(b)b
∗ − Ck)
)
k
.

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In order to calculate the action of θkxk + xkθk we must understand
the operator
Qµ = 2ξ
(∑
b∈B∩z
µ(b)b∗ − Ck
)
acting on the kth tensor of V .
Lemma 7.3. On the Bθn−k-module Fµ,n−k(X
ν
δ );
θn−kxn−k + xn−kθn−k = 2
(
ξ(
∑
b∈B∩z
µ(b)b∗ − Ck)
)
n−k
.
Replacing µ with µ, this follows the same way as Lemma 7.2.
Lemma 7.4. On the module V the operator Qµ = 2ξ
(∑
b∈B∩z µ(b)b
∗ − Ck
)
(resp. Qµ = 2ξ
(∑
b∈B∩z µ(b)b
∗ − Ck
)
) is equal to 2rµ + 2cµξ (resp.
2rµ + 2cµξ), where rµ and cµ are scalars given below. In fact for
G = Sp2n(R) µ = triv rtriv = 0 ctriv = −n
G = Sp2n(R) µ = det rdet = 1 cdet = −n
G = O(p, q) µ = triv⊗ det rµ =
p+q
2
cµ =
p−q
2
G = O(p, q) µ = triv⊗ triv rµ =
p+q
2
cµ =
p−q
2
G = O(p, q) µ = det⊗ triv rµ =
p+q
2
cµ =
p−q
2
G = O(p, q) µ = det⊗ det rµ =
p+q
2
cµ =
p−q
2
Table 7.1. Values of cµ and rµ for particular K-
characters µ.
G = O(p, q), rµ and cµ are independent of µ.
Recall Lemma 4.2, we have isomorphisms: Hk1) ∼= H
Bk ,Hk(
1
2
) ∼=
HCk and Hk(0) is congruent to an extension of the type D graded
Hecke algebra HDk . Hence when G is split, that is G = O(n+ 1, n) or
Sp2n(R) then cµ = 1,
1
2
or 0 and we obtain correspondences between
principal series modules of split real orthogonal Lie groups with graded
Hecke algebras of type C and split real symplectic groups with graded
Hecke algebras of type B and D.
Proof. We prove the result first for G = Sp2n(R), in this case g = sp2n
and k = gln. The Casimir C
k acts by the scalar n on V . The character
triv is zero uniformly on k hence triv(b) = 0 for all b and there is no
contribution from
∑
b∈B∩z triv(b)b
∗. For the operator
∑
b∈B∩z det(b)b
∗,
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we note that the centre of k = gln(C) is the span of the identity matrix,
also the character det of U(n) differentiated to k is the trace character
of gln. Taking the spanning vector Idn of the centre z of gln then on V ,∑
b∈B∩z det(b)b
∗ is equal to∑
b∈B∩z det(b)b
∗ = trace(Idn) Id
∗
n
= n 1
n
Idn,
= Idn .
S since Idn is symmetric, the identity matrix in U(k) embedded into g
is [
0 i Idn
−i Idn 0
]
.
The matrix ξ, defined by the Cartan involution of Sp2n(R) is equal to
ξ =
[
0 i Idn
−i Idn 0
]
.
Hence ∑
b∈B∩z
det(b)b∗ = ξ,
as operators on V . 
Now let G = O(p, q) p+q = 2n+1, then g = so2n+1 and k = sop⊕soq.
Any character µ of K differentiated and then restricted to z is zero.
Hence for any µ, ∑
b∈z
µ(b)b∗ = 0.
We are left to calculate Ck on V . Ck acts by[
p Idp 0
0 q Idq
]
.
For G = O(p, q) the semisimple element defining θ is
ξ =
[
Idp 0
0 − Idq
]
.
Hence for G = O(p, q)
Qµ = 2ξ(
∑
b∈z
µ(b)b∗−Ck) = 2ξ(−
p+ q
2
Id−
p− q
2
ξ) = (q−p) Idn−(p+q)ξ.
Corollary 7.5. For G = O(p, q) or Sp2n, consider the principal series
module Xνδ for particular µ and µ given in Table 6.1. On the B
θ
k-module
Fµ,k(X
ν
δ ), the following equality holds:
θn−kxn−k + xn−kθn−k = 2rµ − 2cµθn−k.
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Hence by Lemma 4.4, Fµ,k(X
ν
δ ) is an Hk(cµ)-module via the quotient
defined by the relations ei,i+1 = 0 and θn−kxn−k + xn−kθn−k = 2rµ +
2cµθn−k. Similarly Fµ,n−k(X
ν
δ ) is an Hn−k(cµ)-module.
We have shown that the image ofXνδ under the functor Fµ,k naturally
descends to a module of the graded Hecke algebra Hk(cµ).
Theorem 7.6. Let Xνδ be a minimal principal series module of G =
Sp2n(R) or O(p, q). Let µ and µ be the particular characters in Table
6.1 and rµ, cµ be particular scalars in Table 7.1. Let π denote the homo-
morphism from Bθk[m] to End(Fµ,k(X
ν
δ )) in Lemmas 3.8 and 3.12. The
graded Hecke algebra Hk(cµ) acts on Fµ,k(X
ν
δ ), by the homomorphism,
ψ : Hk(cµ) → End(Fµ,k(X
ν
δ )),
ǫi 7→ π(xi − rµ),
si,i+1 7→ π(si,i+1),
sǫi 7→ π(θi).
Hence Fµ,k(X
ν
δ ), can be considered as an Hk(cµ)-module.
Let π denote the homomorphism from Bθn−k[m] to End(Fµ,n−k(X
ν
δ )).
The graded Hecke algebra Hn−k(cµ) acts on Fµ,n−k(X
ν
δ ), by the homo-
morphism,
ψ : Hn−k(cµ) → End(Fµ,n−k(X
ν
δ )),
ǫi 7→ π(xi − rµ),
si,i+1 7→ π(si,i+1),
sǫi 7→ π(θi).
Hence Fµ,n−k(X
ν
δ ), can be considered an Hn−k(cµ)-module.
It should also be noted that as a Bθk-module Fµ,k(X
ν
δ ) is essentially
an Hk(cµ)-module. That is, there is no element in B
θ
k that has a non-
trivial action on Ftriv,k(X
ν
δ ) that does not correspond to an element in
the Hecke algebra.
For G = O(n + 1, n) or Sp2n(R), every principal series module is
induced from a character on M . Therefore for split real orthogonal or
symplectic groups we can entirely describe the Hecke algebra modules
resulting from functors Fµ,k and Fµ,n−k on principal series modules.
Casselman [6] states that every irreducible representation in HC(G) is
a subrepresentation of a principal series module. Therefore if X is a
subrepresentation of Xνδ then Fµ,k(X) also descends to a Hecke algebra
module.
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Theorem 7.7. Let G be a split real Lie group of type B or C. Let X
be an irreducible Harish-Chandra G-module. Hence X is a subrepresen-
tation of a principal series module Xνδ , then the B
θ
k and B
θ
n−k-modules
Fµ,k(X) and Fµ,n−k(X)
naturally descend to Hk and Hn−k-modules.
Proof. Let X be an irreducible Harish-Chandra module. Casselman’s
theorem shows that X is a submodule of some principal series module,
let Xνδ be such a principal series modules containing X as a submod-
ule. Note that this principal series module may not be unique. Then
since Fµ,k(X) is exact and X is a submodule of X
ν
δ then Fµ,k(X) is a
submodule of Fµ,k(X
ν
δ ) which is a Hk module. Therefore Fmu,k(X) is a
Hk module. Similarly for µ and n− k. 
Therefore for every Harish Chandra module ofO(n+1, n) and Sp2n(R)
we can define two corresponding Hecke algebra modules.
8. Principal series modules map to principal series
modules
In this section we take a closer look at the H(cµ)-modules obtained
from Xνδ under the functors Fµ,k and Fµ,n−k. We fully classify these as
graded Hecke algebra principal series representations related to ν.
Recall that Hk(c), defined in 4.1 is the graded Hecke algebra associ-
ated to W (Bk) with parameter function c : ∆→ C such that
cǫi−ǫi+1 = 1 and c2ǫi = 2c.
The algebra Hk(c) contains the group algebra, C[W (Bk)], of the
hyperoctahedral group. Recall the labeling of vectors in X ⊗ V ⊗k; we
label the tensor product starting at zero. A general elementary tensor
inX⊗V ⊗
k
would be written x0⊗v1⊗v2⊗...⊗vk .We begin by restricting
to the action of the Weyl group W (Bk) inside H(c) and computing the
resulting C[W (Bk)]-modules isomorphism class. Fix a M-character δ
and recall the K-characters µ and µ depending on δ from Table 6.1.
Lemma 8.1. As a C[W (Bk)]-module
Fµ,k(X
ν
δ )
∼= C[W (Bk)],
and as a C[W (Bn−k)]-module
Fµ,n−k(X
ν
δ )
∼= C[W (Bn−k)].
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Proof. From Lemma 6.2 we have an explicit basis of Fµ,k(X
ν
δ );
HomK(µ,Xδk∗ ⊗ V
⊗k) = span{
∑
w∈Sk
1
ν
δ ⊗ f
n1
w(1) ⊗ ...f
nk
w(k)}.
The symmetric group C[Sk] ⊂ C[W (Bk)] acts by permuting the tensor
product. The reflections in C[W (Bk)] related to 2ǫi act by id ⊗ ... ⊗
θi ⊗ ..⊗ id. They take fi to f
′
i on the i
th factor of the tensor product.
Take the vector 1νδ ⊗ f1 ⊗ ... ⊗ fk, the C[W (Bk)] submodule of
Ftriv,k(X
ν
δk
) generated by 1δ ⊗ f1 ⊗ ... ⊗ fk is the subspace spanned
by
{1νδ ⊗ f
n1
w(1) ⊗ ...f
nk
w(k) : w ∈ C[Sk]},
The only group element of C[W (Bk)] that fixes 1
ν
δ ⊗ f1 ⊗ ... ⊗ fk
is the identity, hence this module has dimension equal to k!2k, the
dimension of C[W (Bk)]. The dimension is equal to the dimension of
Ftriv,k(X
ν
δ ), therefore we have equality. An isomorphism between the
C[W (Bk)]-module C[W (Bk)] and Ftriv,k(X
ν
δk
) can be defined by sending
the identity element e ∈ C[W (Bk)] to 1
ν
δ ⊗ f1 ⊗ ..⊗ fk.
The decomposition of Fµ,n−k(X
ν
δ ) follows in exactly the same way,
sending e ∈ C[W (Bn−k)] to 1
ν
δ ⊗ fk+1 ⊗ ...⊗ fn. 
We have a description of Fµ,k(X
ν
δk
) as a C[W (Bk)]-module. We would
like to describe it as an H(cµ)-module. The algebra H(cµ) is generated
by C[W (Bk)] and the affine operators ǫ1, ..., ǫk. Our calculation reduces
to calculating the action of the affine operators ǫi. The operators ǫi ∈
S(ak) act on X
ν
δ ⊗ V
⊗k by ∑
0<j<i≤n
Ωji + rµ.
We define principal series representations for Hk(c). Then we show
that the image of Xνδ is isomorphic to a principal series representation
defined by a particular character.
The subspace ak ⊂ a defined in Example 2.3 is a dimension k sub-
space of a.
Definition 8.2. [14] Let λ be a character for S(ak) ⊂ Hk(cµ), we define
a principal series representation X(λ) for Hk(cµ):
X(λ) = Ind
Hk(c)
S(ak)
λ.
We write 1λ for a fixed vector in the image of the character λ :
S(a)→ C. The symmetric algebra S(ak) is generated by the affine op-
erators ǫ1, ..., ǫk. The principal series representation can be described as
a representation generated by, 1λ, a C[W (Bk)]-cyclic vector on which ǫi
acts by the scalar λ(ǫi). We prove that the C[W (Bk)]-module, Fµ,k(X
ν
δk
)
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is as a Hk(cµ)-module isomorphic to a principal series module for the
correct character λ.
We fix a specific basis for sp2n and so(p, q). Since the operators
Ωij ∈ U(g)
k+1 are defined in terms of, although independent of, a basis
for g. This basis allows us to explicitly calculate Ω0j . It should be
emphasized that the following basis is a decomposition of g into reduced
root spaces under the adjoint action of a. Recall that a ⊂ sp2n(R) is{[
0 B
B 0
]
: B is diagonal
}
.
Definition 8.3. Recall the decomposition of the Lie algebra g0 as
g0 = n
+
0 ⊕ a0 ⊕ n
−
0 ,
where a0 is the maximal abelian subalgebra of p0 and n
+
0 is the span of
the positive root spaces with respect to the restricted root decomposition.
Let Bn+,Bn−,Ba be fixed bases for n
+
0 ,n
−
0 and a0. The restricted roots
Σ are ±ǫi ± ǫj,±ǫj. We will denote a vector in the positive root space
λ ∈ Σ+ by nλ and the negative root space will be nˆλ. For example nǫi−ǫj
for i < j is in n+. And nˆǫi−ǫj ∈ n
−
0 . We will scale nˆλ such that
nˆλ = n−λ = θ(nλ).
Hence nλ + nˆλ is θ-invariant and hence in k.
Definition 8.4. For 1 ≤ s, t ≤ n, the matrix Es,t is the matrix with a
1 in the s, t position and zero elsewhere. Let i < j. Set
nǫi−ǫj = Ei,j + Ei,n+j − Ej,i + Ej,n+i + En+i,j + En+i,n+j + En+j,i −En+j,n+i,
nˆǫi−ǫj = −Ei,j + Ei,n+j + Ej,i + Ej,n+i + En+i,j −En+i,n+j + En+j,i + En+j,n+i,
nǫi+ǫj = −Ei,j + Ei,n+j − Ej,i + Ej,n+i − En+i,j + En+i,n+j −En+j,i + En+j,n+i,
nˆǫi+ǫj = Ei,j + Ei,n+j + Ej,i + Ej,n+i −En+i,j −En+i,n+j − En+j,i − En+j,n+i,
nǫi = Ei,i − Ei,n+i + En+i,i −En+i,n+i,
nˆǫi = −Ei,i −Ei,n+i + En+i,i + En+i,n+i,
aǫi = Ei,n+1 + En+i,i.
These vectors give a reduced root space decomposition for sp2n(R) =
n+0 ⊕ a0 ⊕ n
−
0 where aǫi ∈ a0, n ∈ n
+
0 and nˆ ∈ n
−
0 .
Example 8.5. Let g = sp4. We give the basis given in Definition 8.4
for n+,
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nǫ1−ǫ2 =


0 1 0 1
−1 0 1 0
0 1 0 1
1 0 −1 0

 ,
nǫ1+ǫ2 =


0 −1 0 1
−1 0 1 0
0 −1 0 1
−1 0 1 0

 ,
nǫ1 =


1 0 −1 0
0 0 0 0
1 0 −1 0
0 0 0 0

 ,
nǫ2 =


0 0 0 0
0 1 0 1
0 0 0 0
0 −1 0 −1

 .
Definition 8.6. Let g0 = so(p, q) we follow [13, VI, pg. 371 Example
so(p, q)].
nǫi−ǫj = Ep−j+1,p−i+1 + Ep−j+1,p+i − Ep−i+1,p−j+1 + Ep−i+1,p+j
−Ep+i,p−j+1 − Ep+i,p+j − Ep+j,p−i+1 + Ep+j,p+i,
nǫi+ǫj = Ep−j+1,p−i+1 −Ep−j+1,p+i −Ep−i+1,p−j+1 + Ep−i+1,p+j
−Ep+i,p−j+1 + Ep+i,p+j + Ep+j,p−i+1 − Ep+j,p+i,
nˆǫi−ǫj = Ep−j+1,p−i+1 −Ep−j+1,p+i −Ep−i+1,p−j+1 − Ep−i+1,p+j
+Ep+i,p−j+1 − Ep+i,p+j + Ep+j,p−i+1 + Ep+j,p+i,
nǫi+ǫj = Ep−j+1,p−i+1 + Ep−j+1,p+i − Ep−i+1,p−j+1 − Ep−i+1,p+j
+Ep+i,p−j+1 + Ep+i,p+j −Ep+j,p−i+1 − Ep+j,p+i.
The root space for ǫi is p− q dimensional. Let l = 1, ..., p− q then
nlǫi = El,p−i+1 − El,p+i − Ep−i+1,l − Ep+i,l.
Finally
aǫi = Ep−i+1,p+i + Ep+i,p−i+1.
Example 8.7. Let g0 = so(3, 2). We give the basis given in Definition
8.6 for n+0 ,
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nǫ1−ǫ2 =


0 0 0 0 0
0 0 1 1 0
0 −1 0 0 1
0 −1 0 0 −1
0 0 −1 1 0

 ,
nǫ1+ǫ2 =


0 0 0 0 0
0 0 1 −1 0
0 −1 0 0 1
0 −1 0 0 1
0 0 1 −1 0

 ,
nǫ1 =


0 0 1 −1 0
0 0 0 0 0
−1 0 0 0 0
−1 0 0 0 0
0 0 0 0 0

 ,
nǫ2 =


0 1 0 0 −1
−1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
−1 0 0 0 0

 .
Lemma 8.8. For G = Sp2n, recall the basis fi = ei + en+i, f
′
i = ei −
en+i of V = C
2n. For G = O(p, q) we recall that fi = ep−i+1 + ep+i,
f ′i = ep−i+1 − ep+i. Then by left multiplication of the given matrix in
Definitions 8.4 and 8.6 we can calculate the following actions on fi:
nǫi+ǫj(fk) = 0 for all k,
nǫi+ǫj(f
′
k) =
{
2f ′j if f
′
k = f
′
j ,
0 otherwise.
nǫi(fk) = 0 for all k,
nǫi(f
′
k) =
{
2fk if f
′
k = f
′
i ,
0 otherwise,
nǫi−ǫj(fk) =
{
2fi if fk = fj,
0 otherwise,
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nǫi−ǫj(f
′
k) =
{
2f ′j if f
′
k = fi,
0 otherwise,
(nǫi−ǫj + nˆǫi−ǫj)(fk) =


fi if fk = fj ,
−fj if fk = fi,
0 otherwise.
Proof. This follows from left multiplication of the elements of sp2n and
so(p, q) on the defining module V with elements fi and f
′
i in the basis
of V . 
To prove that the C[W (Bk)]-module is in fact isomorphic to a prin-
cipal series Hk(cµ)-module we need to find a C[W (Bk)] cyclic vector
such that the ǫi act by scalars on this cyclic vector. The cyclic vector
is 1νδ ⊗ f1 ⊗ ...⊗ fk.
Lemma 8.9. On the vector 1νδ ⊗ f1 ⊗ ...⊗ fk the operator Ω0l acts by
ν(ǫl)−
∑
t<l
(stl + id)−
∑
t>l
id.
Proof. Recall that Ω0l is defined to be
∑
b∈B(b)0⊗(b
∗)l for a given basis
B of g0. We choose to use the fixed basis defined in Definition 8.3.
The subspace a is the Lie algebra of the subgroup A ⊂ G. The basis
of a defined in 8.4 and 8.6 is such that aǫi(fj) = δijfj . Furthermore aǫi
acts on the cyclic vector 1νδ of X
ν
δ by ν(xi). Therefore the contribution
from a ⊂ g is
(aǫi)0 ⊗ (aǫi)l = δilν(xil).
The module Xνδ is induced from the character δ ⊗ e
ν ⊗ 1 of MAN ,
which is the trivial character on N . The space n+0 is the Lie algebra
of N . The differential of the trivial character to n+0 is zero. Therefore
(n)0 acts by zero on 1
ν
δ for all n ∈ n
+
0 . Hence the contribution from n
+
is:
(n)0 ⊗ (n)
∗
l = 0, for n ∈ n
+.
Since n ∈ n+0 annihilates 1
ν
δ then (n)0⊗(b)l = 0 for any b ∈ g2n, n ∈ n
+,
a fact we will use later in this proof. The operator (nˆǫi+ǫj)
∗
l is equal to
1
2
(nǫi+ǫj)l which is zero on any fk hence;
(nˆǫi+ǫl)0 ⊗ (nˆǫi+ǫj)
∗
l = 0.
Similarly nǫi is zero on any fk therefore;
(nˆǫi)0 ⊗ (nˆ
∗
ǫi
)l = 0.
The only remaining basis elements to consider are those of the form
nǫi−ǫj from n
−
0 ⊂ g0. We utilise the trick that as a K-module Fµ,k(X
ν
δk
)
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is just the µ isotypic component of Xν
δk
⊗ V ⊗k. The contribution from
nˆǫi−ǫj is:
(nˆǫi−ǫj)0 ⊗ (nˆ
∗
ǫi−ǫj
)l.
We can add the operator (nǫi−ǫj)0 ⊗ (nˆ
∗
ǫi−ǫj
)l which since nǫi−ǫj ∈ n
+,
by above, acts by zero. Therefore we are not modifying the original
operator,
(nˆǫi−ǫj)0 ⊗ (nˆ
∗
ǫi−ǫj
)l =
1
2
(nˆǫi−ǫj + nǫi−ǫj)0 ⊗ (nǫi−ǫj)l.
The vector nˆǫi−ǫj + nǫi−ǫj is θ-invariant, hence is in k. Recall that for
k ∈ k acting on the tensor X ⊗ V ⊗k that k =
∑k
i=0(k)i. Since we are
working with the µ-isotypic space, we replace nˆǫi−ǫj + nǫi−ǫj ∈ k by
µ(nˆǫi−ǫj + nǫi−ǫj) and subtract the difference to find,
(nˆǫi−ǫj)0 ⊗ (nˆ
∗
ǫi−ǫj
)l
=
1
2
µ(nˆǫi−ǫj − nǫi−ǫj)⊗ (nǫi−ǫj)l −
1
2
∑
m>0
(nˆǫi−ǫj − nǫi−ǫj )m ⊗ (nǫi−ǫj)l.
The character µ (or µ) differentiated to a is zero (or the trace character)
hence µ(nˆǫi−ǫj + nǫi−ǫj) = 0. Lemma 8.8 gives the explicit action of
nǫi−ǫj on fk, using this one can determine the action;
(nˆǫi−ǫj)0 ⊗ (nˆ
∗
ǫi−ǫj
)l =


−stl − id if fit = fi and fil = fj ,
−id if fil = fi,
0 otherwise.
The only non-zero terms are contributed by aǫl, and nˆǫi−ǫl and nˆǫl−ǫi.
Which act, on the cyclic vector, by ν(ǫl), −stl−id and −id respectively.
Summing these up gives,
Ω0l = ν(ǫl)−
∑
t<l
(stl + id)−
∑
t>l
id,
on the C[W (Bk)] cyclic vector 1
ν
δ ⊗ f1 ⊗ ...⊗ fk. 
The equivalent statement for Fµ,n−k(X
ν
δ ) is below. It follows from
the proof of Lemma 8.9.
Lemma 8.10. On the vector 1νδ ⊗ fk+1⊗ ...⊗ fn the operator Ω0l acts
by
ν(ǫk+l)−
∑
t<l
(sk+t,k+l + id)−
∑
t>l
id,
for l = 1, ..., n− k.
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Corollary 8.11. The operator ǫl =
∑
i<l Ωil+n acts by the scalar ν(ǫl)
on the vector 1νδ ⊗ f1 ⊗ ...⊗ fk.
Proof. This follows from the fact that Ω0l acts by ν(ǫl)− n −
∑
t<l stl
and, by Lemma 3.10,
∑l−1
t=1 Ωtl acts by
∑
t<l stl on 1
ν
δ ⊗f1⊗ ...⊗fk . 
Corollary 8.12. The operator ǫl =
∑
i<l Ωil + n acts by the scalar
ν(ǫk+l) on the vector 1
ν
δ ⊗ fk+1 ⊗ ...⊗ fn.
Definition 8.13. Example 2.3 defines subspaces ak and a¯n−k of a such
that
a = ak ⊕ a¯n−k.
Let ν be a character of a. Define νk to be the restricted character
ν|ak
and ν¯n−k to be ν|a¯n−k .
For a principal series module Xνδ we have shown that as a W (Bk)-
module Fµ,k(X
ν
δ ) is isomorphic to C[W (Bk)] and as a Hecke algebra
module it is a principal series module induced from a character of
S(V ) ⊂ Hk(cµ).
Theorem 8.14. For G = Sp2n(R) or O(p, q) p+q = 2n+1, the module
Fµ,k(X
ν
δ ) is isomorphic to the Hk(cµ) principal series module
X(νk) = Ind
Hk(cµ)
S(ak)
νk.
The module Fµ,n−k(X
ν
δ ) is isomorphic to the Hn−k(cµ) principal series
module
X(ν¯n−k) = Ind
Hk(cµ)
S(a¯n−k)
ν¯n−k.
For spherical principal series representations, this recovers the results
of [7, Theorem 3.0.4].
Proof. One defines an isomorphism by taking the given cyclic vector
1
ν
δ ⊗ f1 ⊗ ...⊗ fk ∈ Ftriv,k(X
ν
δk
) to the cyclic vector 1νk of X(νk). Both
vectors are C[W (Bk)] cyclic. By Corollary 8.11 the affine operators ǫi
act on both vectors by νk(ǫi), therefore this is a well-defined isomor-
phism.
Lemma 6.2 gives a basis of Fdet,n−k(X
ν
δk
):
{1νδ ⊗ f
n1
w(1)+k ⊗ ...⊗ f
nn−k
w(n−k)+k : w ∈ Sn−k}.
For Fµ,k(X
ν
δ ) and X(ν¯n−k), both modules are C[W (Bn−k)] cyclic and
Corollary 8.12 shows that the affine operators ǫi for i = 1, ..., n − k,
act by the same scalar on on the cyclic vector 1νδ ⊗ fk+1 ⊗ ...⊗ fn and
1ν¯n−k , respectively. 
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Casselman’s theorem [6] states that every irreducible representation
in HC(G) is a subrepresentation of a principal series module. If G is a
split real orthogonal or symplectic group then M is abelian and every
principal series module is induced from a character.
Theorem 8.15. Let G be O(n+1, n) or Sp2n(R), then G is split. Let X
be an irreducible G-module. Let Xνδ be a principal series representation
that contains X, then the Bθk and B
θ
n−k-modules
Fµ,k(X) and Fµ,n−k(X)
are submodules of the Hk(cµ) and Hn−k(cµ)-modules
X(νk) and X(ν¯n−k).
9. Hermitian forms
In this section we define two star operations onBθk. Through the quo-
tients defined in Lemma 4.4 these star operations descend to the usual
star operations on the graded Hecke algebras Hk(c) [2]. We then show
that a Harish-Chandra module X ∈ HC(G) with invariant Hermitian
form gets mapped, by Fµ,k, to a B
θ
k-module with invariant Hermitian
form. This extends the results in [7] to any Harish-Chandra module.
Furthermore, if X is a unitary module, then it maps to a unitary mod-
ule for Bθk. In this section we assume that µ is a character of K.
Definition 9.1. Let G be O(p, q) p+ q = 2n+ 1 or Sp2n(R), let g0 be
its Lie algebra, with complexification g = k⊕p. Conjugation¯: g→ g is
defined by the real form g0. Define the star operation as the conjugate
linear map ∗ : g→ g such that:
g∗ = −g¯ for all g ∈ g.
Define the operation • : g→ g by:
p• = p¯ for all p ∈ p.
k• = −k¯ for all k ∈ k.
Recall Definition 4.1 of the Hecke algebra Hk(c). We define the
Drinfeld presentation of Hk(c).
Definition 9.2. Let R be a root system with pairing 〈, 〉 : V × V → C,
simple roots δ, and a parameter function c : ∆→ C. Denote the Weyl
group of R by W (R). The Drinfeld Hecke algebra HR(c) is a quotient
of the algebra
C[W (R)]⋊ T (V ),
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by the relations
wα˜w−1 = w˜(α) for all w ∈ W (R), α ∈ V,
[α˜, β˜] =
∑
γ,δ∈∆
c(γ)c(δ)(〈α˜, γ〉〈β˜, δ〉 − 〈β˜, γ〉〈α˜, δ〉)sγsδ.
Lemma 9.3. The Drinfeld Hecke algebra and the graded Hecke algebra
are defined by a root system and a parameter on simple roots. If the
defining root systems and parameters are equal then these algebras are
isomorphic.
Proof. One defines an isomorphism φ :∈ HR(c) to HR(c) by
φ(α−
1
2
∑
γ∈∆
c(γ)〈γ, α〉sγ) = α˜,
φ(w) = w, ∀w ∈ W (R).

Given that the graded Hecke algebra and the Drinfeld Hecke algebra
are isomorphic we omit the different notation and denote the graded
Hecke algebra by HR(c). We uniformly denote a generator in the Drin-
feld presentation by α˜ and α denotes a generator in the Lusztig presen-
tation (Definition 4.1).
Definition 9.4. Let ∗ : Hk(c)→ Hk(c) be the antihomomorphism such
that:
α˜∗ = −α˜ for all α ∈ t˜,
g∗ = g−1 for all g ∈ W (Bk).
Let • : Hk(c)→ Hk(c) be the antihomomorphism such that:
α• = α for all α ∈ t (equivalently α˜• = α˜),
g• = g−1 for all g ∈ W (Bk).
Here v is the complex conjugate of v.
Let w0 be the longest element in W (Bk), it is an involution and is
generated by k2 simple reflections. It is in the centre of W (Bk). On
the space of roots w0 acts by −1.
Lemma 9.5. The longest element w0 can be written as
w0 = θ1θ2...θk.
It is well known that the longest element w0 relates the two star
operations ∗ and • in Hk(c).
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Lemma 9.6.
h∗ = w0h
•w0 for all h ∈ Hk(c).
Lemma 9.7. The longest element w0 is central in the finite Brauer
algebra Brk[m].
Proof. The element w0 is central in W (Bk), therefore it is sufficient to
prove that w0 commutes with the idempotents ei,i+1. The reflections
θl commute with ei,j
[ei,j , θl] = 0 for all i, j, l.
We have,
w0ei,jw0 = θ1...θkei,jθk..θ1 = ei,j .
Hence w0 is central in the finite Brauer algebra.

Since w0 = θ1θ2...θk then as an operator on X ⊗ V
⊗k
π(w0) = (ξ)1(ξ)2...(ξ)k = id⊗ ξ ⊗ ξ...⊗ ξ.
We calculate how w0 and Ωij ,Ω
k
ij,Ω
p
ij interact.
Lemma 9.8. As operators on X ⊗ V ⊗k,
w0(Ω
k
ij)w0 = Ω
k
ij for all 0 ≤ i < j ≤ n,
w0(Ω
p
ij)w0 =
{
Ωpij for all 0 < i < j ≤ n,
−Ωp0j when i = 0.
Proof. Recall ξgξ =
{
g if g ∈ k,
−g if g ∈ p.
Therefore one finds that π(w0) =
id⊗ ξ ⊗ ...ξ commutes with Ωkij =
∑
b∈B∩k(b)i ⊗ (b
∗)j . For Ω
p
ij we have:
w0(Ω
p
ij)w0 = (id⊗ ξ ⊗ ξ ⊗ ...⊗ ξ)Ω
p
ij (id⊗ ξ ⊗ ...⊗ ξ) ,
= (id⊗ ξ ⊗ ξ ⊗ ...⊗ ξ)
∑
b∈B∩p(b)i ⊗ (b
∗)j (id⊗ ξ ⊗ ...⊗ ξ) ,
=
{∑
b∈B∩p(b)i ⊗ (ξbξ)j if i = 0,∑
b∈B∩p(ξbξ)i ⊗ (ξbξ)j if i 6= 0,
=
{∑
b∈B∩p(b)i ⊗ (−b)j if i = 0,∑
b∈B∩p(−b)i ⊗ (−b)j if i 6= 0,
=
{
−
∑
b∈B∩p(b)i ⊗ (b)j if i = 0,∑
b∈B∩p(b)i ⊗ (b)j if i 6= 0.

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Definition 9.9. Let • : Bθk → B
θ
k be the conjugate linear antihomo-
morphism defined on the generators as follows:
z•i = zi
g• = g−1 for g ∈ W (Bk)
e•i,i+1 = ei,i+1.
Remark 9.10. To check this antihomomorphism is well defined one
must just check that the relations in Definition 3.11 are fixed.
Definition 9.11. Let ∗ : Bθk → B
θ
k by the antihomomorphism such
that,
b∗ = w0b
•w0.
Remark 9.12. Since w0 is central in the finite Brauer algebra then
g∗ = g−1 for g ∈ W (Bk) and e
∗
i,j = ei,j.
Lemma 9.13. Under the quotients in Lemma 4.4 the antihomomor-
phisms ∗ : Bθk → B
θ
k and
• : Bθk → B
θ
k descend to the antihomomor-
phisms ∗ : Hk(c)→ Hk(c) and
• : Hk(c)→ Hk(c) respectively.
Proof. The operation • fixes ei,i+1 and
θkzk + zkθk = 2c− 2rθk.
Therefore • on Bθk descends to Hk(c). On the generators of Hk(c) it
fixes the affine generators and is the inverse antihomomorphism on the
group W (Bk). Hence the operation
• on Bθk descends to the antihomo-
morphism • on Hk(c). Since
h∗ = w0h
•w0,
in both Bθk and Hk(c) then the star operation
∗ on Bθk descends to
∗
on Hk(c). 
We give a new set of generators for Bθk.
Definition 9.14. Define
z˜i =
zi − w0ziw0
2
, for i = 1, ..., k,
then
Bθk
∼= 〈z˜i, sj,j+1, ej,j+1, θi〉.
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The operators z˜i form a Drinfeld type presentation for B
θ
k, they de-
scend to the Drinfeld presentation of Hk(c) under the quotients defined
in 4.4. As operators on X ⊗ V ⊗k:
π(z˜i) =
1
2
π(zi − w0ziw0)
= 1
2
(∑
j<iΩij − (ξ)1(ξ)2...(ξ))k
∑
j<iΩij(ξ)1(ξ)2...(ξ))k
)
,
= 1
2
(∑
j<iΩ
k
ij + Ω
p
ij − (ξ)1(ξ)2...(ξ))k
∑
j<iΩ
k
ij + Ω
p
ij(ξ)1(ξ)2...(ξ))k
)
,
= 1
2
(∑
j<iΩ
k
ij + Ω
p
ij + Ω
p
0i − Ω
k
0i
∑
0<j<iΩ
k
ij + Ω
p
ij
)
,
= Ωp0i.
Remark 9.15. With this presentation of Bθk the operation
∗ is defined
as
z˜i
∗ = −z˜i,
g∗ = g−1 for all g ∈ w(Bk),
e∗i,i+1 = ei,i+1.
Definition 9.16. Let X be a complex vector space, a Hermitian form
〈, 〉X on X is a map 〈, 〉X : X ×X → C such that
〈λ1x1+λ2x2, x
′〉X = λ1〈x
′
1, x
′〉X+λ2〈x
′
2, x〉X for all x1, x2, x
′ ∈ X, λ1, λ2 ∈ C,
〈x, λ1x
′
1+λ2x
′
2〉X = λ¯1〈x, x
′
1〉X+λ¯2〈x, x
′
2〉X for all x
′
1, x
′
2, x ∈ X, λ1, λ2 ∈ C.
Definition 9.17. Let X be a HC(G)-module. A Hermitian form 〈, 〉X
is ∗-invariant if:
〈g(x1), x2〉X = 〈x1, g
∗(x2)〉, for all x1, x2 ∈ X and g ∈ g.
Definition 9.18. Let U be an Hk(c)-module. A Hermitian form 〈, 〉U
on U is invariant with respect to ∗ if:
〈h(x1), x2〉X = 〈x1, h
∗(x2)〉, for all x1, x2 ∈ U and h ∈ Hk(c).
Similarly for U aBθk-module, a Hermitian form 〈, 〉U on U is
∗-invariant
if
〈b(x1), x2〉X = 〈x1, b
∗(x2)〉, for all x1, x2 ∈ U and b ∈ B
θ
k.
Definition 9.19. A HC(G)-module X is unitary if there exists a pos-
itive definite invariant Hermitian form on X.
Similarly, an Hk(c)-module U is unitary if U has an invariant positive
definite Hermitian form and a Bθk-module is unitary if it has a positive
definite invariant Hermitian form.
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Recall V is the defining matrix module of G. Let 〈, 〉V be a non-
degenerate Hermitian form on V such that
〈kv1, v2〉 = 〈v1, k
−1v2〉 for all v1, v2 ∈ V, k ∈ K,
〈pv1, v2〉 = 〈v1, pv2〉 for all v1, v2 ∈ V, p ∈ p.
This makes V unitary with respect to •.
Definition 9.20. c.f. [7, (4,.4)] Let X be in HC(G) with a ∗-invariant
Hermitian form 〈, 〉X then we endow X ⊗ V
⊗k with a Hermitian form
defined on elementary tensors by
〈x0⊗v1⊗...⊗vk, x
′
0⊗v
′
1⊗...⊗v
′
k〉X⊗V ⊗k = 〈x0, x
′
0〉X〈v1, v
′
1〉V ...〈vk, v
′
k〉V ,
then extended to a Hermitian form. For µ a character of K, define a
Hermitian form on Fµ,k(X) = HomK(µ,X ⊗ V
⊗k) by:
〈φ, ψ〉Fµ,k = 〈φ(1), ψ(1)〉X⊗V⊗k , for all φ, ψ ∈ HomK(µ,X ⊗ V
⊗k).
Remark 9.21. If X is a unitary space then 〈, 〉X⊗V ⊗k endows X ⊗ V
k
as a unitary space.
Lemma 9.22. Let V be the complex matrix module of G = O(p, q) or
Sp2n(R) and pr12 be the projection of V⊗V onto its trivial G submodule.
Define 〈, 〉V⊗V on V ⊗ V by
〈v1 ⊗ v2, v
′
1 ⊗ v
′
2〉V⊗V = 〈v1, v
′
1〉V 〈v2, v
′
2〉V ,
and extend to a Hermitian form. Then
〈pr12(v1 ⊗ v2), v
′
1 ⊗ v
′
2〉V⊗V = 〈v1 ⊗ v2, pr12(v
′
1 ⊗ v
′
2)〉V⊗V .
Proof. It is sufficient to prove that the trivial submodule in V ⊗ V
and its complement are orthogonal with the form 〈, 〉V⊗V . The Peter-
Weyl Theorem [17, Theorem 1.12] states that a unitary module of a
compact group decomposes as an orthogonal direct sum of irreducibles.
Considering V ⊗ V as a • unitary K-module , we have that the trivial
submodule of V ⊗ V is orthogonal to its complement with respect to
〈, 〉V . 
Lemma 9.23. Suppose X ∈ HC(G) with a ∗-invariant Hermitian form
〈, 〉X then Fµ,k(X) ∈ B
θ
k-mod has a
∗-invariant Hermitian form 〈, 〉Fµ,k.
Furthermore if X is unitary then Fµ,k(X) is unitary.
Ciubotaru and Trapa [7] prove this result for spherical principal series
modules mapping to graded Hecke algebras. We extend this to any
Harish-Chandra module which requires considering the image as a Type
B/C affine Brauer algebra module.
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Proof. We show that the Hermitian form is invariant under the gener-
ators z˜i, si,i+1, θj and ei,i+1. For z˜i, z˜i
∗ = −z˜i and π(z˜i) = Ω
p
0i. The
form 〈, 〉X is a
∗-invariant form on X and 〈, 〉V is a
•-invariant form on
V . Let φ, ψ ∈ Fµ,k(X) = HomK(µ,X ⊗ V
⊗k), then
〈πz˜i(φ), ψ〉Fµ,k(X) = 〈π(z˜i)(φ(1)), ψ(1)〉X⊗V⊗k .
Since π(z˜i) = Ω
p
0i =
∑
b∈B∩p(b)0 ⊗ (b
∗)i,
〈πz˜i
∗(φ), ψ〉Fµ,k(X) = 〈(Ω
p
0i)
∗φ(1), ψ(1)〉X⊗V⊗k ,
= −〈Ωp0iφ(1), ψ(1)〉X⊗V⊗k ,
= −
〈( ∑
b∈B∩p
(b)0 ⊗ (b)i
)
φ(1), ψ(1)
〉
X⊗V ⊗k
.
Denote φ(1) by
∑
x0 ⊗ v1 ⊗ ... ⊗ vk and ψ(1) by
∑
x′0 ⊗ v
′
1 ⊗ ... ⊗ v
′
k
substituting in the definition of 〈, 〉X⊗V ⊗k then
〈πz˜i(φ), ψ〉Fµ,k(X) =
∑
b∈B∩p
∑
〈−(b)0(x0), x
′
0〉X〈v1, v
′
1〉V ...〈(b)ivi, v
′
i〉V ...〈vk, v
′
k〉V .
The form 〈, 〉X is
∗-invariant for g and 〈, 〉V is
•-invariant for g, hence
〈−bx0, x
′
0〉X = 〈x0, bx
′
0〉X and 〈bvi, v
′
i〉V = 〈vi, bv
′
i〉X for all b ∈ p:
〈πz˜i(φ), ψ〉Fµ,k(X) =
∑
b∈B∩p
∑
〈(x0), (b)0x
′
0〉X〈v1, v
′
1〉V ...〈vi, (b)iv
′
i〉V ...〈vk, v
′
k〉V .
Reversing through the definitions, we show
〈π(z˜i)
∗φ, ψ〉Fµ,k = 〈φ, π(z˜i)ψ〉Fµ,k .
The element θj acts by (ξ)j where ξ ∈ k, hence 〈ξv, v
′〉V = 〈v, ξv
′〉V .
Therefore
〈x0, x
′
0〉X〈v1, v
′
1〉V ...〈(ξ)vj, v
′
j〉V ...〈vk, v
′
k〉V = 〈x0, x
′
0〉X〈v1, v
′
1〉V ...〈vj , (ξ)v
′
j〉V ...〈vk, v
′
k〉V .
Similarly for si,i+1
〈si,i+1(x0 ⊗ v1 ⊗ ...vk), x
′
0 ⊗ v
′
1 ⊗ ...⊗ v
′
k〉X⊗V ⊗k
= 〈x0 ⊗ v1 ⊗ ...⊗ vi+1 ⊗ vi ⊗ ...⊗ vk, x
′
0 ⊗ v
′
1 ⊗ ...⊗ v
′
k〉X⊗V ⊗k
= 〈x′0 ⊗ v1 ⊗ ...⊗ vk, x0 ⊗ v
′
1 ⊗ ...⊗ v
′
i+1 ⊗ v
′
i ⊗ ...⊗ vk〉X⊗V ⊗k
= 〈x0 ⊗ v1 ⊗ ...vk, si,i+1(x
′
0 ⊗ v
′
1 ⊗ ...⊗ v
′
k)〉X⊗V ⊗k .
The projection ei,i+1 acts on elementary tensors x0 ⊗ v1 ⊗ ...⊗ vk by
ei,i+1(x0⊗v1⊗ ...⊗vk) = mx0⊗v1⊗ ...⊗vi−1⊗pr12(vi⊗vi+1)⊗ ..,⊗vk.
COMPACT SCHUR-WEYL DUALITY 39
Then
〈ei,i+1(x0 ⊗ v1 ⊗ ...⊗ vk), x
′
0 ⊗ v
′
1 ⊗ ...⊗ v
′
k〉X⊗V ⊗k ,
= m〈x0 ⊗ v1 ⊗ ...⊗ vi−1 ⊗ pr12(vi ⊗ vi+1)⊗ ...⊗ vk, x
′
0 ⊗ v
′
1 ⊗ ...⊗ v
′
k〉X⊗V ⊗k ,
= 〈x0, x
′
0〉X〈v1, v
′
1〉V ...〈pr12(vi ⊗ vi+1), v
′
i ⊗ v
′
i+1〉V⊗V ...〈vk, v
′
k〉V .
Using Lemma 9.22 ,
= 〈x0⊗v1⊗ ...⊗vk , x
′
0⊗v
′
1⊗ ...⊗v
′
i−1⊗pr12(v
′
i⊗v
′
i+1)⊗ ..,⊗v
′
k, 〉X⊗V ⊗k ,
Therefore
〈ei,i+1(φ), ψ〉Fµ,k = 〈φ, ei,i+1(ψ)〉Fµ,k .
The module Fµ,k(X) has induced Hermitian form 〈, 〉Fµ,k which is
∗-invariant on the generators of Bθk. Hence 〈, 〉Fµ,k is a
∗-invariant form.
If X is unitary then 〈, 〉X⊗V ⊗k is positive definite. Hence 〈, 〉Fµ,k is a
positive definite invariant Hermitian form and Fµ,k(X) is unitary.

Definition 9.24. Let X ∈ HC(G), Bθk-mod or Hk(c)-mod module with
invariant Hermitian form 〈, 〉X . We define the Langlands quotient X
to be:
X = X/ rad〈, 〉X,
where rad〈, 〉 is the radical of the form 〈, 〉.
Lemma 9.25. Let X be in HC(G)-mod with Hermitian invariant form
〈, 〉X and Langlands quotient X. The form 〈, 〉Fµ,k is the endowed her-
mitian form of Fµ,k(X) from Definition 9.20 then
Fµ,k(X) = Fµ,k(X) = Fµ,k(X)/ rad〈, 〉Fµ,k .
Proof. One can construct an exact sequence:
0 −→ rad〈, 〉X −→ X −→ X −→ 0.
Exactness of the functors Fµ,k is given by Lemma 5.3. Hence there is
an exact sequence:
0 −→ Fµ,k(rad〈, 〉X) −→ Fµ,k(X) −→ Fµ,k(X) −→ 0.
For the result it is sufficient to prove that Fµ,k(rad〈, 〉X) = rad〈, 〉Fµ,k .
Since 〈, 〉Fµ,k is an invariant form on Fµ,k(X) and a non-degenerate form
on Fµ,k(X) then Fµ,k rad〈, 〉X = rad〈, 〉Fµ,k . 
Theorem 9.26. Let Xνδ be a principal series module for G = O(p, q)
or Sp2n(R). The Langlands quotient Xνδ = X
ν
δ / rad〈, 〉Xνδ is mapped
by Fµ,k, to the Langlands quotient of the Hk(cµ)-module, X(νk) =
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X(νk)/ rad〈, 〉Xνk . Similarly, X
ν
δ is mapped by Fµ,n−k, to the Hn−k(cµ)-
module X(ν¯n−k).
Definition 9.27. We define subsets of a∗:
Uδ = {ν ∈ a
∗ : Xνδ is a unitary Harish-Chandra module}.
Similarly define
Uk(1) = {λ ∈ a
∗
k : Xλ is a unitary Hk(cµ) module}
and
Un−k(1) = {λ¯ ∈ a¯
∗
n−k : X(λ¯) is a unitary Hn−k(cµ) module}.
Since a = ak ⊕ a¯n−k we can associate a pair (λk, λ¯n−k) ∈ a
∗ × a¯∗n−k
to a character of a via:
(λk, λ¯n−k) : a→ C
(λk, λ¯n−k)(ak) = λk(ak),
(λk, λ¯n−k)(a¯n−k) = λ¯n−k(a¯n−k).
Theorem 9.26 shows that the Langlands quotients of Xνδ map under
Fµ,k and Fµ,n−k to Langlands quotients of principal series modules for
Hk(cµ) and Hn−k(cµ) hence we can formulate the following non-unitary
test.
Lemma 9.28. We have an inclusion of sets:
Uδ ⊆ Uk(1)× Un−k(1).
This inclusion of sets states that if we take a minimal principal series
moduleX and find that, under the functor Fµ,k, the Langlands quotient
of the image is not unitary then the Langlands quotient of X is not
unitary.
Theorem 9.29. [Non-unitary test for principal series modules] If ei-
therX(νk) orX(ν¯n−k) are not unitary, as Hk(cµ) and Hn−k(cµ)-modules,
then the Langlands quotient of the minimal principal series module Xν
δk
,
for G = O(p, q) or Sp2n(R) is not unitary.
The above working does not require the image to be a Hecke algebra
module. Therefore, we have also proved the following theorem.
Theorem 9.30. [Non-unitary test for Harish-Chandra modules] Let X
be a Harish Chandra module. For G = Sp2n(R) or O(p, q) p+q = 2n+1,
if for any character µ and k = 1, .., n the Bθk-module Fµ,k(X) is not
unitary, then the Langlands quotient X of X is not a unitary G-module.
In the case when G is split then X is a subrepresentation of Xνδ and
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Fµ,k(X), Fµ,n−k(X) are Hecke algebra modules. In this case, if either
Fµ,k(X), Fµ,n−k(X) is not unitary as a Hecke algebra module then X
is not unitary as a G-module.
We finish with a toy example.
Example 9.31. Let G = Sp2(R) ∼= SL2(R). Then principal series
modules are labelled by δ = ±1 and ν ∈ C. The principal series modules
Xνδ are unitary exactly when ν = ib for b ∈ R, that is ν is entirely
imaginary.
In this case all principal series modules are spherical principal series
modules. The root system associated to Sp2 has one root ǫ and the
Weyl group is Z2 which acts by −1 on ǫ. Here H(c) will be the graded
Hecke algebra associated to type B1 with parameter c. The algebra H(c)
is generated by ǫ and s ∈ Z2 such that sǫ = −ǫs + c. We note that
s∗ = s and ǫ∗ = −ǫ+ cs.
Our theorem gives that
Ftriv,1(X
ν
1 )
∼= Ind
H(c)
C 1ν .
Note that Ind
H(c)
C 1ν is two dimensional with basis {1ν , s1ν} we will
denote the module Ind
H(c)
C 1ν by Yν. Let 〈, 〉 be a hermitian form on Yν,
for Yν to be unitary we require
〈s(u), v〉 = 〈u, s∗(v)〉 = 〈u, s(v)〉
and
〈ǫ(u), v〉 = 〈u, ǫ∗(v)〉 = 〈u, [−ǫ+ cs](v)〉.
Letting u = 1ν and v = 1ν, then the above requirement implies
ν〈1ν ,1ν〉 = 〈ǫ(1ν),1ν〉 = 〈1ν , [−ǫ+ cs]1ν〉 = −ν¯〈1ν ,1ν〉+ 〈1ν , s1ν〉.
For the above equation to hold ν = −ν¯ and 〈1ν , s1ν〉 = 0. Hence for Yν
to be unitary ν must be purely imaginary. Furthermore if ν is purely
imaginary then we can construct a Hermitian non-degenerate form on
Yν such that it is a unitary form. Therefore in the case of Sp2(R) our
non-unitary test becomes an equivalence:
Xνδ is unitary if and only if Ftriv,1(X
ν
δ )
∼= Ind
H(c)
C 1ν is unitary.
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