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Résumé 
 
Depuis deux siècles, les transformations les plus remarquables de la mortalité par 
suicide concernent la relation avec la variable âge. En particulier, Durkheim (2002 [1897]) 
avait observé à partir des données du début du XIXe siècle l’augmentation des taux de suicide 
avec l’âge pour culminer à la vieillesse. Ce constat est demeuré stable pendant plus d’un 
siècle, mais un dérèglement majeur est survenu au plan international durant le dernier quart de 
siècle, l’augmentation substantielle des taux de suicide et particulièrement ceux des jeunes.  
 
Notre étude s’intéresse spécifiquement à l’évolution de la mortalité par suicide au 
Canada selon la variable âge. Pour ce faire, nous utilisons une approche multidisciplinaire  
combinant la démographie, la sociologie et l’économie. La période d’analyse est la plus 
longue jusqu’à présent, du début de l’état civil au XXe jusqu’au début du XXIe siècle (1926-
2008). Les changements nationaux du suicide sont représentatifs de la société canadienne et de 
plus fines analyses relèvent les caractéristiques du phénomène dans la province de Québec 
comparativement au reste du Canada. Des méthodes statistiques avancées récemment 
développées et des techniques économétriques sont utilisées pour estimer les effets 
indépendants âge-période-cohorte et pour considérer la temporalité des indicateurs 
économiques. Les résultats de nos analyses sont présentés sous forme d’articles scientifiques 
qui s’appuient sur les données de Statistique Canada et de l’Institut national de santé publique 
du Québec. 
 
Les conclusions du premier article, à la suite de la modélisation Intrinsic Estimator, 
suggèrent l’effet significatif des trois dimensions APC sur la mortalité par suicide au Canada. 
En effet, il y a un effet net d'âge de la mortalité par suicide des hommes jusqu’à 24 ans suivi 
d’une stabilisation et pour les femmes la tendance ressemble à une forme d’un « U » inversé - 
les deux sexes ont un point d’inflexion au milieu de l’âge adulte -. Nous constatons aussi que 
l'effet net de période diffère au Québec alors qu’il est prolongé de 25 ans comparativement au 
reste du Canada. Une interprétation de ce résultat est la disparité du processus de 
modernisation : le Québec était historiquement en retard dans son processus de modernisation 
 iv 
en comparaison au reste du Canada. Les effets néfastes producteurs de plus de suicides 
attribuables au changement de société agricole à société moderne auraient été présents sur une 
plus longue période dans la province.  L’effet net de cohorte relevé pour les hommes baby-
boomeurs et de la génération X au Canada a été beaucoup plus fort au Québec et un récent 
effet pour les femmes nées en 1981 jusqu’aux plus récentes cohortes est identifié.  
 
Le second article s’inscrit dans la perspective démographique des paradigmes 
d’Easterlin et de Preston sur l’effet de la taille des cohortes. À l’aide du modèle Hierarchical 
Age-Period-Cohort Cross-Classified Random Effect Model (HAPC-CCREM), nous constatons 
au Canada un effet significatif positif associé à la théorie d’Easterlin (1987 [1980]) : les 
cohortes de grande taille ont de plus hauts taux de suicide que les cohortes de petite taille. Plus 
spécifiquement, l’effet de la taille des cohortes est particulier aux hommes et significativement 
plus fort dans la province de Québec comparativement au reste du Canada. 
 
Dans le cadre de notre troisième et dernier article, nous étudions l’impact des 
conditions économiques sur le suicide et offrons un éclairage supplémentaire sur l’âge. Parmi 
les trois théories classiques qui ont tenté d’expliquer cette relation, nos résultats du modèle 
AutoRegressive Integrated Moving Average (ARIMA) s’associent au paradigme de Durkheim 
d’un effet nonlinéalire. En effet, il a augmentation des taux de suicide en période de 
contraction et d’expansion. La relation semble spécifique aux hommes. Par conséquent, nos 
résultats suggèrent que les actions en matière de santé publique sont nécessaires tant en 
période de contraction économique qu’en période d’expansion économique. Également, les 
fluctuations économiques semblent le plus affecter les individus (hommes et femmes) au 
milieu de l’âge adulte.  
 
Mots-clés : Suicide, Canada, Québec, Durkheim, Démographie, Sociologie, Économie, Age-
Période-Cohorte (APC), Intrinsic Estimator (IE), Hierarchical Age-Period-Cohort 
Cross-Classified Random Effect Model (HAPC-CCREM), AutoRegressive 
Integrated Moving Average (ARIMA). 
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Abstract 
 
For two centuries, the most remarkable transformations in suicide mortality concerns 
its relationship with age. In particular, Durkheim (1951 [1897]) noted, based on early XIXth 
century that data, suicide rates increased according to age  reaching its highest point in the 
elderly. The relationship remained stable for over a century but major disruption occurred 
worldwide during the last quarter century: substantial increase of suicide rates and particularly 
those in the youth. 
 
Our study focuses on monitoring suicide mortality temporal age trends in Canada. We 
use a multidisciplinary approach combining demography, sociology and economics. The 
period of analysis is the most extensive to date in the country, from the beginning of the vital 
statistics in the XXth to the XXIst century (1926-2008). National suicide rates are 
representative for Canadian society changes and further analyses provide characteristics of the 
phenomenon in the province of Quebec, compared to the rest of Canada. Advanced statistical 
methods recently developed and econometric techniques are used to estimate the independent 
age-period-cohort effects and assist taking into account indicators timing. The results of our 
analysis are presented in the form of scientific articles based on data from Statistics Canada 
and Institut national de santé publique du Québec. 
 
Findings provided by the Intrinsic Estimator for the first paper suggest a significant 
effect for all three APC dimensions on suicide mortality in Canada. The following is shown: a) 
A significant age effect on suicide rate for men up to 24 years old, with a later stabilization, b) 
Women trend shaped as an inverted "U" and c) both sexes with an inflection point at mid-
adulthood. The net period effect for suicide mortality differs in Quebec, extended by 25 years 
compared to the rest of Canada. A net cohort effect was identified for men baby boomers and 
X generation in Canada, which was much stronger in Quebec while a recent cohort effect is 
detected for women born in 1981 to more recent cohorts. 
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The second paper investigates demographic concurrent paradigms of Easterlin and 
Preston on cohort size effect. Using a Hierarchical Age-Period-Cohort Cross-Classified 
Random Effect Model (HAPC-CCREM). We find a significant positive effect in Canada 
associated with Easterlin (Easterlin) theory: large cohorts have greater suicide rate than small 
cohorts. More specifically, the effect appears in particular in men and statistically it is 
significantly stronger in the province of Quebec compared to the rest of Canada. 
 
The last paper focuses on the impact of economic conditions on suicide and brings 
additional insight on age. Among the three classical theories that attempted to explain the 
relationship, our results of the AutoRegressive Integrated Moving Average (ARIMA) models 
are more representative of Durkheim paradigm. Indeed, a significant nonlinear effect is 
detected with the increase of suicide rates during both periods of economic contraction and 
expansion. The effect seems specific to men. Still, our results suggest public health responses 
during periods of economic contraction and expansion. Finally, economic fluctuations appear 
mostly to affect men and women at mid-adulthood. 
 
Keywords: Suicide, Canada, Quebec, Durkheim, Demography, Sociology, Economy, Age-
Periode-Cohort (APC), Intrinsic Estimator (IE), Hierarchical Age-Period-Cohort 
Cross-Classified Random Effect Model (HAPC-CCREM), AutoRegressive 
Integrated Moving Average (ARIMA). 
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Preface 
 
 
 
“4 Love is patient, love is kind. It does not envy, it does 
not boast, it is not proud. 5 It does not dishonor others, 
it is not self-seeking, it is not easily angered, it keeps no 
record of wrongs. 6 Love does not delight in evil but 
rejoices with the truth. 7 It always protects, always 
trusts, always hopes, always perseveres. 
 
8 Love never fails. But where there are prophecies, they 
will cease; where there are tongues, they will be stilled; 
where there is knowledge, it will pass away. 9 For we 
know in part and we prophesy in part, 10 but when 
completeness comes, what is in part disappears. 
11 When I was a child, I talked like a child, I thought like 
a child, I reasoned like a child. When I became a man, I 
put the ways of childhood behind me.  
12 For now we see only a reflection as in a mirror; then 
we shall see face to face. Now I know in part; then I 
shall know fully, even as I am fully known. 
13 And now these three remain: faith, hope and love.  
But the greatest of these is love.” 
 
1 Corinthians 13:4-13 
 
 
  
Introduction  
 
 
 
« C'est qu’il y a, dans cette façon 
 de prendre congé de ses semblables, un 
mélange apparent de libre choix et de fatalité, 
de résolution et de passivité, de lucidité et 
d'égarement, qui nous déconcerte » 
 
(Halbwachs, 1930, p. 1) 
 
 
 
Le suicide est un phénomène qui a beaucoup évolué au fil du temps. Les études au 
XIXe siècle démontraient que le taux de mortalité par suicide augmente  avec l’âge, quels que 
soient le sexe, le statut matrimonial, le département de résidence. Celui-ci est par ailleurs plus 
élevé chez les hommes que chez les femmes (Baudelot & Establet, 1984, p. 61). Pendant plus 
de cent ans, cette tendance est apparue comme une loi universelle observée dans la quasi-
totalité des pays. Cependant, un dérèglement majeur apparait vers les années 1960 dans la 
plupart des pays occidentaux : on assiste alors à une très forte progression des taux et une 
augmentation beaucoup plus prononcée chez les jeunes (WHO-SUPRE, 2012, p. 2; World 
Health Organization, 2012, p. 4). Devant cette évolution, la loi de l’augmentation du suicide 
avec l’âge est remise en question. 
 
Depuis des siècles, le suicide retient l’attention des milieux philosophiques, religieux, 
moraux et culturels. Il donne lieu à une littérature abondante. La sociologie a fait du suicide un 
de ses objets d’étude classique suite à l’œuvre de Durkheim, Le suicide, publiée en 1897. Cette 
étude aborde le suicide en tant que fait social et le relie aux concepts d’intégration et de 
réglementation. L’ouvrage demeure de nos jours la référence incontournable dont les 
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chercheurs contemporains continuent de s’inspirer. Le contexte de l’économie a lui aussi été 
exploré du point de son influence sur la mortalité par suicide avec les paradigmes d’Henry et 
Short (1954) puis de Ginsberg (1967). Durkheim (1897) avait déjà exploré cet aspect dans sa 
théorie. Pour leur part, les chercheurs en démographie ont approfondi la réflexion sur l’effet de 
la taille des cohortes, démontrant ainsi l’importance de la vision longitudinale du phénomène. 
Les théories d’Easterlin ([1980] 1987) et de Preston (1984) bien que concurrentes sont des 
incontournables dans la littérature.  
 
Au Canada, le ministère de la Santé nationale et Bien-être social Canada a créé en 
1979 le Groupe d'étude national sur le suicide au Canada qui a présenté un premier rapport en 
1987, puis la mise à jour du Rapport initial en 1994. Le document offre un aperçu général des 
problèmes rattachés au suicide, des données détenues (source de référence pour les données 
canadiennes) et une synthèse des principales conclusions des recherches sur le phénomène 
jusqu’au moment de sa publication. Plus près de nos préoccupations sur la variation du suicide 
dans le temps, Reed et al., (1985) ont montré dans une analyse descriptive synthétique de 1921 
à 1980, que le taux de mortalité par suicide avait crû à tous les âges dans chaque génération et 
que, pour les plus récentes cohortes (1961 et 1951) étudiées jusqu’au début de la vie adulte, 
l’augmentation était très nette par rapport aux générations antérieures (Reed et al., 1985, p. 
43). Par la suite, Trovato (1988) a approfondi la réflexion pour estimer les effets nets de l’âge, 
la période et la cohorte (APC) en utilisant un modèle statistique APC classique. Parmi les plus 
récentes études au plan provincial, Thibodeau (2007) a rapporté dans une analyse descriptive 
au Québec la croissance rapide du suicide à l’adolescence pour les garçons entre 1966-1970 et 
1991-1995. Cependant, les jeunes ne constituaient pas le groupe le plus affecté. En fait, la plus 
importante observation concernait l’augmentation considérable des taux de suicide des 
hommes nés de 1923-1928 à 1968-1973. Le suicide apparaissait être principalement le produit 
d’un effet de génération au Québec. C’est-à-dire que le taux de suicide augmente d’une 
génération à l’autre et que cette tendance semblait plus forte que celles associées à l’âge ou la 
période. Concernant l’impact de la taille des cohortes, la littérature empirique est très limitée 
au Canada et les études recensées ont démontré des résultats mitigés (Leenaars & Lester, 
1994c; Leenaars & Lester, 1996). En ce qui concerne l’impact des conditions économiques, 
les conclusions des analyses divergent : alors que certaines ont trouvé un effet significatif sur 
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la mortalité par suicide (Boor, 1980; Statistics Canada & Adams, 1981; Wasserman, 1984), 
d’autres n’en ont pas relevé (Breault, 1986; Leenaars & Lester, 1994a; Leenaars, Yang, & 
Lester, 1993; David   Lester & Yang, 1997; Trovato, 1986).  
 
Malgré l’abondance d’études sur la mortalité par suicide, on sait relativement peu sur 
le phénomène avant les années 1950. Il existe peu d’analyses par modélisation statistique à 
partir des données au Canada du début de l’état civil jusqu’au XXIe siècle. En fait, aucune 
étude empirique à notre connaissance n’a traité de la contribution des variables liées au cadre 
temporel de l’âge au plan national et provincial. La distinction de chaque dimension âge-
période-cohorte (APC) et les changements qui leur sont associés sont importants pour l’étude 
des mécanismes socioculturels de niveau macro qui contribuent à la variation du phénomène. 
De plus, la relation entre la taille relative des cohortes et la mortalité par suicide n’a pas été 
analysée au Canada sur le temps extensivement. Aucune recherche n’a examiné cet impact au 
Québec et dans le reste du Canada. Enfin, l’effet des conditions économiques a lui été 
principalement étudié sur de courtes périodes après 1970, rendant difficile la mise à l’épreuve 
des données avec les théories classiques dans sa dimension macro-sociologique. 
 
L’objectif général de cette thèse consiste à générer de nouvelles connaissances sur 
l’évolution de la mortalité par suicide depuis le début du XXe siècle. Plus particulièrement, il 
s’agit d’une analyse multidisciplinaire du suicide selon l’âge au Canada de 1926 à 2008. La 
période retenue est la plus étendue de tout ce qui a été fait à ce jour. De plus, nous mettons 
l’accent sur les particularités du Québec, une des provinces les plus densément peuplées au 
pays, ayant par ailleurs des taux de suicide très élevés. La population à l’étude est constituée 
des hommes et des femmes âgés de 10 ans et plus. Les analyses sont longitudinales et 
transversales et s’inscrivent dans la tradition durkheimienne. Inscrite dans une approche 
multidisciplinaire s’appuyant sur la démographie, la sociologie et l’économie, notre thèse 
propose une vision multidimensionnelle du phénomène et ouvre de nouvelles perspectives 
pour améliorer les connaissances sur la mortalité par suicide et pour mieux l’appréhender. 
Cette avenue rejoint les préoccupations de Shneidman, considéré comme le père de la 
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suicidologie1, pour qui le suicide est un acte conscient qui est mieux compris comme un 
malaise multidimensionnel (Shneidman, 1985, p. 203).  
 
Notre recherche doctorale poursuit les objectifs spécifiques suivants. Le premier 
consiste à faire le point sur les grandes évolutions de l’âge de la mortalité par suicide depuis le 
début du XXe siècle au Canada et de vérifier si des particularités s’observent dans la province 
de Québec par rapport au reste du Canada. Plus spécifiquement, il vise à départager les effets 
nets d’âge, de période et de cohorte, d’où la nécessité de délimiter statistiquement chaque 
dimension pour produire des paramètres d’estimation indépendants. Ceci permet de mieux 
comprendre les possibles changements de la loi du suicide de l’augmentation des taux avec 
l’âge et l’évolution des taux chez les jeunes. La dimension longitudinale a un rôle crucial dans 
cet exercice puisqu’elle permet de mettre en évidence le profil réel de la mortalité selon l’âge 
et de relever les changements qui sont associés aux comportements des générations.  
 
Notre second objectif est d’analyser l’effet de la taille relative des cohortes sur le taux 
de suicide au Canada, puis de raffiner l’analyse pour la province de Québec. Il s’agit de tester 
les théories démographiques concurrentes d’Easterlin ([1980] 1987) et de Preston (1984). En 
fait, Easterlin soutient que les taux de suicide sont plus élevés parmi les membres de cohortes 
de large taille alors que Preston soutient le contraire (taux plus faibles). La question 
fondamentale ici est de mieux comprendre l’impact entre les individus, la taille relative de leur 
cohorte et leur intégration sociale selon la perspective de Ryder (1965) prônant que l’effet des 
caractéristiques des cohortes se poursuit tout au long de la vie de ses membres.  
 
En troisième objectif, nous souhaitons mobiliser le contexte économique et ses impacts 
sur le suicide. Nous examinerons la relation entre les fluctuations économiques, mesurées par 
le taux de chômage et la mortalité par suicide au Canada selon l’âge. Particulièrement, nous 
testerons les propositions de Durkheim (1897), Ginsberg (1967) et Henry et Short (1954) qui 
ont tenté d’expliquer la relation en suggérant respectivement une relation nonlinéaire, 
procyclique et contrecyclique. Nous connaissons peu de choses à ce jour concernant le 
                                                
1 Science interdisciplinaire ayant pour objectif de comprendre et de prévenir le suicide. 
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changement des conditions économiques et leur impact sur les taux de suicide. Une analyse 
transversale des séries temporelles sera ainsi développée pour la période 1926-2008, période 
caractérisée au Canada par plusieurs climats économiques contrastés.  
 
La thèse est composée de six chapitres dont trois constituent des articles de recherche 
scientifique. Le premier chapitre met en contexte la mortalité par suicide au Canada. Il s’agit 
dans un premier temps d’exposer les transformations qui ont affecté la société canadienne 
depuis l926, notamment la remise en question des valeurs et des croyances. Ensuite, nous 
présentons un bilan synthétique des connaissances quantitatives afin d’éclairer les acquis sous 
l’angle de différentes variables sociodémographiques. Nous concluons ce chapitre en 
présentant le cadre multidimensionnel qui guide notre processus de réflexion ainsi que nos 
questions de recherche.  
 
Le second chapitre se veut une introduction aux principales théories sur le suicide, de 
la littérature classique sociologique aux réflexions démographiques et économiques. Nous 
présentons dans un premier temps le paradigme classique de Durkheim élaboré dans Le 
suicide (2002 [1897]) qui a étudié le suicide dans ses rapports avec la structure sociale, les 
conclusions relativement à l’âge ainsi que la contribution générale de l’œuvre. Nous mettons  
également en perspective l’importance de l’héritage et de l’influence de la théorie 
durkheimienne par rapport à diverses perspectives développées subséquemment. Ensuite, nous 
introduisons les théories démographiques concurrentes d’Easterlin ([1980] 1987) et de Preston 
(1984) sur l’effet de la taille des cohortes et finalement les théories sur le rôle des conditions 
économiques telles qu’élaborées par Durkheim (2002 [1897]), Ginsberg (1967) et Henry et 
Short (1954). 
 
Le troisième chapitre traite des sources utilisées dans chacun des trois articles. Nous 
abordons la fiabilité des données statistiques sur le suicide, la sous-estimation des taux et les 
changements de la Classification Internationale des Maladies durant la période à l’étude. 
Ensuite, nous présentons les dimensions démographiques et les définitions des effets APC 
ainsi que les méthodes retenues pour nos analyses. 
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Les chapitres 4, 5 et 6 correspondent aux trois articles au centre de cette thèse. Le 
premier article présenté au chapitre 4 expose l’évolution des tendances APC de la mortalité 
par suicide au Canada selon la variable âge et sexe. Le second article au chapitre 5 porte sur la 
relation entre la taille relative des cohortes et la mortalité par suicide au pays. Le troisième 
article est présenté au chapitre 6 et porte sur la relation entre la mortalité par suicide et les 
fluctuations économiques au Canada. À noter, je suis la principale auteure de ces trois articles. 
 
La conclusion générale de la thèse est l’occasion de souligner la contribution de chacun 
des trois articles à l’avancement des connaissances scientifiques sur la mortalité par suicide, de 
rappeler l’importance des études multidisciplinaires et de l’analyse longitudinale sur ce 
phénomène pour mieux saisir ses transformations dans le temps. Nous proposons également 
quelques pistes pour l’avenir. 
 
Cette thèse pourra orienter de futures recherches et bénéficier aux différents 
programmes associés à la mortalité par suicide puisque « ce qu’il faut, c’est rechercher dans le 
passé les germes de vie nouvelle qu’il contenait et en presser le développement » (Durkheim, 
2002 [1897], pp. 450-451). 
  
Chapitre 1  
Mise en contexte et questions de recherche  
 
 
 
« Suicide » vient du latin sui (de soi) et 
caedere (tuer) 
 
Sir Thomas Browne, Religio Medici, 1642 
(Organisation mondiale de la santé, 2002, p. 205) 
 
 
 
Ce chapitre présente les principaux éléments de la problématique du suicide au 
Canada. Le contexte général dans lequel s’inscrivent nos travaux de recherche est d’abord 
exploré, relevant d’importantes transformations de la société canadienne depuis 1926. Nous 
proposons dans la seconde section de ce chapitre un bilan synthétique de la vaste littérature 
empirique quantitative sur la mortalité par suicide. Enfin, la troisième section présente notre 
approche multidisciplinaire et les questions de recherche au cœur de nos analyses.  
 
 
1.1 TRANSFORMATIONS DE LA SOCIÉTÉ CANADIENNE  
1.1.1 Le Canada : sa démographie 
 
Le Canada a une superficie de près de 10 millions de kilomètres carrés et se compose à 
ce jour de dix provinces et trois territoires avec une population au dernier recensement de 
2011 de 33 476 688 personnes. Son histoire est riche bien que la naissance du pays avec la Loi 
constitutionnelle ne date que de 1867 (longtemps connue sous le titre de l’Acte de l'Amérique 
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du Nord britannique, AANB). Le Canada a un héritage socioculturel et une démographie 
forgés par sa colonisation britannique et française. Au 18e siècle le Haut-Canada était anglais 
et protestant tandis que le Bas-Canada français est catholique romain. Cette réalité marquera 
l’évolution démographique et les transformations sociohistoriques du pays. Le Canada fondé 
en 1867 est composé au départ de quatre provinces (colonies). L’entrée dans la Confédération 
canadienne de chacune des provinces et des territoires est survenue à différents moments et 
par conséquent l’inclusion des données de l’état civil au plan national. En ordre chronologique 
: Nouveau-Brunswick, Nouvelle-Écosse, Québec et Ontario en 1867, Manitoba et Territoires 
du Nord-Ouest en 1870, Colombie-Britannique en 1871, Île-du-Prince-Édouard en 1873, 
Yukon en 1898, Saskatchewan et Alberta en 1905, Terre-Neuve en 1949 et Nunavut en 1999. 
Du point de vue de la langue, le Canada est officiellement un pays bilingue. Selon le 
Commissariat aux langues officielles, le pourcentage de la population canadienne de langue 
française et de langue anglaise (d’après la première langue officielle parlée) en 2001 était 
respectivement de 24,1% (7 136 985) et 74,5% (22 068 568) et 86% de tous les Canadiens 
déclarant le français comme langue maternelle habitaient au Québec (Commissariat aux 
langues officielles, 2011). Ces bases démographiques sont utiles à la compréhension du 
contexte sociohistorique canadien et à l’interprétation de l’évolution de la mortalité par 
suicide.  
 
1.1.2 Transformations sociohistoriques depuis 1926  
 
La société canadienne a connu d’importantes transformations au cours du XXe siècle. 
Cette période de bouleversements est marquée par une forte croissance démographique, le 
passage vers une société urbaine et industrielle moderne avec une participation plus 
importante dans les affaires internationales. Entre 1930 et 1945, le Canada, comme la plupart 
des pays occidentaux, souffre de la sévère crise économique connue comme la Grande 
Dépression. Au cours de la première moitié des années 1940, la population canadienne a été 
mobilisée pour la Deuxième Guerre mondiale. Ces évènements ont causé plusieurs 
bouleversements politiques, sociaux et économiques en plus de modifier le rôle du 
gouvernement, soit la montée de l’État-providence (Reindeau, 2007a).  
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À la fin des années 1950, confiant en la stabilité économique et politique de l'après-
guerre, le pays a connu un enthousiasme national marqué par la montée de la « trudeaumanie » 
et la promesse d'une « société juste » dans un Canada bilingue (Reindeau, 2007e). L’éducation 
connaît une croissance importante : les inscriptions à l’université au Canada doublent entre 
1951 et 1963 et on anticipe déjà qu’elles vont doubler de nouveau au cours de la décennie 
suivante. Ceci est particulièrement attribué à la part croissante des femmes dans l’éducation 
qui représente au début des années 1960 un peu plus du quart du total des inscriptions à 
l’université au Canada (Reindeau, 2007c). Dans son ensemble, cette période est 
principalement caractérisée par le processus de modernisation : passage de société agricole à 
industrielle puis postindustrielle.  
 
La transition ne s’est cependant pas faite uniformément partout au pays. Alors que le 
processus est bien entamé dans les autres provinces, la modernisation est retardée au Québec. 
Il faut bien voir que la province de Québec a un positionnement particulier dans la société 
canadienne. Cette province parmi les plus populeuses au Canada a une histoire distincte avec 
des caractéristiques religieuses et culturelles qui remonte à ses antécédents de colonie 
française jusqu’en 1763. À l’époque de la révolution industrielle, il y a division entre 
francophones et anglophones dans la province de Québec suite au contrôle de l’économie et 
des capitaux étrangers par l’élite anglophone (Garneau, 2005, p. 71). En raison de la barrière 
linguistique, les francophones se trouvent incapables d’accéder aux postes de dirigeants et 
travaillent au service de la bourgeoisie anglophone. Ceci entraîne la montée d’un fort 
sentiment nationaliste dans la population canadienne française. C’est principalement durant 
cette période, l’ère de Duplessis de 1930 jusqu’à la fin des années 1950, que les changements 
sociaux qui vont marquer profondément le Québec se mettent en place. Maurice Duplessis, 
Premier ministre de la province de 1936 à 1939 et de 1944 à 1959, prônait le retour à la terre, 
en d’autres termes aux valeurs traditionnelles religieuses. Il réprime avec vigueur les syndicats 
ainsi que les autres mouvements qui apportent des idées de changements. L’Église exerçait 
alors un contrôle sur plusieurs sphères. Le métier d’agriculteur était présenté comme « noble » 
tandis que la ville était un endroit « malsain ». Ce modèle aura des répercussions 
démographiques dans toute la province : retour en région et forte hausse de la natalité. De 
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plus, les rôles de genre étaient bien définis par l’Église : femme au foyer et homme 
pourvoyeur. C’est uniquement en 1960 avec l’élection de Jean Lesage que le régime du retour 
à la terre prend fin et que s’amorce une nouvelle ère qu’on nommera Révolution tranquille. 
Cette période déterminante est associée aux bouleversements des valeurs sociales, de la 
religion et de la famille perturbant la scène politique, économique et sociale québécoise. On 
observe une perte substantielle de l’influence de la religion et l’augmentation de la laïcité au 
Québec en 1960 (dans les années 1950 au Canada). La pilule anticonceptionnelle est légalisée 
et ensuite le divorce en 1968. Tous ces éléments contribuent au changement de la structure de 
la famille, de plus petite taille (nombre d’enfants par femme passant de plus de 3,7 pendant le 
baby-boom à 1,6 au milieu des années 1980) et l'accroissement de la diversité des structures 
familiales (Statistics Canada, 2012c, p. 1; 2013, p. 5). 
 
Dans les années 1970 jusqu’au milieu des années 1980, trois évènements marquent la 
société canadienne ; (i) l’échec du premier référendum tenu le 20 mai 1980 au Québec, une 
initiative du gouvernement du Québec dirigé par René Lévesque qui avait pour objectif 
d’obtenir la souveraineté-association ; (ii) l’économie devient une préoccupation importante 
au pays, la récession économique de 1980 causant de graves problèmes de chômage. Enfin 
(iii) au plan politique, il y a l’échec de l’accord du lac Meech2 qui a pour conséquence une 
profonde déception politique et sociale au Québec. Néanmoins, la question de la langue 
demeurera un intense débat public. 
 
Suite à l’amélioration des conditions économiques à la fin des années 1980, le Canada 
effectue des changements sur le plan des politiques d’immigration (plafond augmenté de 100 
000 à 200 000) ce qui engendre des transformations démographiques et les débuts de l’Acte du 
multiculturalisme en 1988 (Reindeau, 2007g). Un second référendum sur la souveraineté du 
Québec est tenu le 30 octobre 1995, où le non l’emporte pour la deuxième fois.  
 
À l’ère de la mondialisation au début du XXIe siècle, la population canadienne a 
                                                
2 L’accord du lac Meech était un projet, qui serait devenu la Loi constitutionnelle, octroyait au 
Québec le statut de société distincte, mais il ne fut jamais entériné par toutes les provinces du 
Canada (Thibodeau, 2007, p. 7). 
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augmenté de 30 millions en 2001 à 31,6 en 2006, principalement grâce à l’immigration, ce qui 
fait du Canada le pays ayant connu la plus rapide croissance démographique des nations du G8 
(Reindeau, 2007g). Le droit de la famille a connu des révisions fondamentales, dont 
l’établissement de nouvelle règle de filiation avec la légalisation du mariage homosexuel au 
Canada (Loi C-38) en 2005. Parmi les autres changements observés, les familles 
monoparentales représentent 16,3% de toutes les familles au recensement en 2011, le double 
de la proportion en 1961 de 8,4% et le nombre d’enfants moyen par femme avait diminué à 
1,9 sous le seuil de remplacement (Statistics Canada, 2012c, p. 3). C’est donc dans un contexte 
sociodémographique mouvementé que la problématique de la mortalité par suicide a évolué au 
pays.  
 
 
1.2 LA MORTALITÉ PAR SUICIDE AU CANADA  
1.2.1 Le Canada par rapport aux tendances internationales 
 
Selon l’Organisation mondiale de la santé et son agence de prévention SUPRE-MISS, 
environ 1 million de personnes meurent par suicide dans le monde par année pour un taux       
« global » de 16 pour 100 000 (World Health Organization, 2012, p. 4). En 2008 au Canada, le 
suicide était la 7e cause de décès pour les hommes et la 10e pour les femmes (parmi toutes les 
causes) en plus d’être la principale cause externe de décès (Statistics Canada, 2012a). Le taux 
comparatif général en 2009 s’élevait à 10,9 pour 100 000 et pour les hommes à 16,7. Le 
positionnement du Canada au plan international (autres pays de l’OCDE) selon les données les 
plus à jour (2009)3 montre que la situation se compare principalement aux États-Unis et à la 
Norvège pour les hommes et à la Nouvelle-Zélande pour les femmes. L’évolution du 
phénomène au pays a été relativement stable dans les années 1950 et ensuite le taux de suicide 
a augmenté régulièrement entre 1960 et 1980 avec un pic en 1983 (taux standardisé par âge de 
15,1 pour 100 000) (Navaneelan & Statistics Canada, 2012). Les tendances nationales de la 
                                                
3 Voir “Supplementary” figures 4.a et 4.b  (premier article au chapitre 4). 
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mortalité par suicide sont représentatives de l’ensemble de la population canadienne, 
cependant le phénomène ne se distribue pas uniformément au pays. 
 
Variations provinciales 
Les taux de suicide varient grandement selon la province et historiquement on observe 
une tendance à l’augmentation d’est en ouest au Canada (Langlois & Morrison, 2002, p. 14; 
Sakinofsky, Roberts, & Van Houten, 1975; Sakinofsky & Webster, 2010, p. 357). Cependant, 
on note une augmentation des suicides au Québec, province qui avait le plus haut taux 
standardisé pour un certain nombre d'années, lequel se situait bien au-dessus de la moyenne 
nationale. Le phénomène a beaucoup évolué dans la province de Québec. Jusqu'à la fin des 
années 1970, le Québec présentait des taux de suicide pour les hommes inférieurs aux 
provinces de l’Ontario, de l’Alberta et de la Colombie-Britannique. Par contre, les années 
1980 et 1990 sont reconnues comme des périodes avec des taux de suicide très élevés alors 
que les taux en Ontario et en Colombie-Britannique diminuaient (St-Laurent & Bouchard, 
2004d, p. 12). La figure 1.1 indique que le Québec se positionnait très désavantageusement 
pour la mortalité par suicide comparativement à 21 pays (Choinière, 2003). Pour l’année 2008, 
l’INSPQ rapportait un taux standardisé de suicide au Québec de 14,4 pour 100 000 (1 122 
suicides observés) : 8,1 pour les femmes et 25,23 pour les hommes (Gagné, Légaré, Perron, & 
St-Laurent, 2011, p. 1). Dans les autres provinces canadiennes, diverses analyses ont porté sur 
l’évolution de la mortalité par suicide, parmi ceux-ci des travaux en Alberta (Quan & 
Arboleda-Florez, 1999; Mark I. Solomon & Charle P. Hellon, 1980) ; en Ontario (Barnes, 
Ennis, & Schober, 1986; Bullock & Diniz, 2000; Carrington & Moyer, 1994) ; au Nouveau-
Brunswick (Clayton & Barcel, 1999) ; à Terre-Neuve et au Labrador (Edwards et al., 2008; 
Malla & Hoenig, 1979). Cependant, aucune autre province canadienne n’a connu une 
augmentation comparable à celle du Québec. Cette situation et le positionnement particulier 
du Québec dans la société canadienne présentée précédemment implorent d’examiner les 
tendances de la mortalité par suicide sur le plan national et de raffiner l’analyse en comparant 
la province de Québec avec le reste du Canada.  
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Figure 
1.1 Taux ajusté de mortalité par suicide, comparaison internationale, selon le sexe, 1981-1983 
et 1996-1998 
 
Source : (Choinière, 2003, p. 50) 
 
Schémas associés au genre  
Le suicide varie donc au plan provincial et les études empiriques internationales 
(Organisation mondiale de la santé, 2013) révèlent que les données globales dissimulent deux 
réalités distinctes selon qu’il s’agit des hommes ou des femmes. Ceci est également le cas au 
Canada : peu importe la période, l’âge ou la génération, les hommes se suicident plus 
fréquemment que les femmes et seul le ratio varie (Mao, Hasselback, Davies, Nichol, & 
Wigle, 1990; Reed et al., 1985; Thibodeau, 2007). Ce ratio est de trois décès par suicide 
masculin pour un féminin, une tendance conforme aux observations internationales par l’OMS 
(Navaneelan & Statistics Canada, 2012; World Health Organization, 2002). Les seules 
exceptions relevées jusqu’à présent sur ce point est la Chine (en milieu rural) et certaines 
parties en Inde où les femmes s’enlèvent la vie en plus grand nombre que les hommes 
(Organisation mondiale de la santé, 2013; World Health Organization, 2002, p. 1). 
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Bien que la surmortalité masculine par suicide soit un fait confirmé, des différences entre les 
sexes concernant le rythme et à l’ampleur de la progression des taux caractérise l’évolution du 
phénomène au Canada. La tendance nationale présente une augmentation chez les deux sexes 
entre 1960 et 1980 (voir figure 1.2). Une différence apparait depuis 1999 lorsque le taux de 
suicide pour les hommes diminue alors que celui des femmes se stabilise (Navaneelan & 
Statistics Canada, 2012).  
 
Figure 
1.2 Taux standardisé de suicide pour 100 000 personnes, selon le sexe, Canada, 1950-2009 
 
Source : (Navaneelan & Statistics Canada, 2012) 
 
Particulièrement dans la province de Québec, nous observons à la figure 1.3 que le taux de 
suicide standardisé augmente rapidement entre 1971 et 1995 : une croissance de 98% pour les 
hommes comparativement à 44% pour les femmes (Beaupré & St-Laurent, 1998, p. 69). 
L’évolution de la progression du suicide entre 1976 et 1983 est très rapide pour les hommes : 
de 16 pour 100 000 à près de 30. Les variations pour les femmes sont plus lentes et la 
progression des niveaux est considérablement moins forte.  
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Figure 
1.3 Taux standardisé de mortalité par suicide selon le sexe, Québec, 1971-1995 
 
Source : (Beaupré & St-Laurent, 1998) 
 
 De nombreuses études ont porté sur la mortalité par suicide et son évolution au Canada 
(National Task Force on Suicide in Canada, 1994; Stack, 2000a, 2000c). De ce qui suit, nous 
retiendrons celles associées spécifiquement à nos trois objectifs en plus de présenter les 
principales variables démographiques et socioculturelles au pays. 
 
1.2.2 Age-Période-Cohorte (APC) 
 
Le premier objectif de notre thèse, rappelons-le, vise à départager les effets respectifs 
APC sur la mortalité par suicide compte tenu du possible rajeunissement du calendrier. 
Traditionnellement, le suicide a progressé avec l’âge, les taux les plus élevés étant observés 
chez les personnes âgées. Néanmoins, au cours du dernier demi-siècle des changements 
importants se sont produits dans la plupart des pays ; (i) la croissance importante du taux 
global de suicide de 60% dans le monde ; et (ii) une augmentation marquée de ceux des jeunes 
à un tel point qu'ils sont au début du XXIe siècle le groupe le plus à risque dans un tiers des 
pays (WHO-SUPRE, 2012, p. 2; World Health Organization, 2012, p. 4). Plusieurs analyses 
internationales se sont intéressées à l’évolution du phénomène selon l’âge et la croissance des 
taux chez les jeunes. Patton et al. ont trouvé, dans une étude portant sur 55 pays, que le suicide 
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représentait chez les jeunes des deux sexes 6% de toutes les causes de décès en 2004 (Patton et 
al., 2009, p. 881). Dans les pays d’Europe, le suicide était la seconde cause de décès chez les 
hommes de 10-24 ans avec 14% de l’ensemble des décès et 8% chez les femmes (Patton et al., 
2009, p. 890). En Angleterre et pays de Galles, la baisse des taux chez les hommes avait été 
moins prononcée pour les 25-34 ans (McClure, 2000, p. 65). Cependant, une analyse en Suisse 
entre 1881 et 2000 démontrait l’augmentation régulière des taux avec l'âge avec des plateaux 
et des effets de cohorte importants - plus pour les hommes que les femmes - (Ajdacic-Gross et 
al., 2006, pp. 209-210). L’augmentation marquée du suicide chez les jeunes a été relevée aux 
États-Unis (Stockard & O'Brien, 2002d, p. 605), mais les taux ont continué d’augmenter avec 
l’avancement en âge pour les hommes. Des situations similaires ont aussi été observées en 
Australie et en Nouvelle-Zélande (Shah, 2007, p. 1142; Skegg & Cox, 1991, p. 187). Plus 
récemment, une analyse sur la relation entre le taux de suicide et l’âge dans 62 pays à l’aide 
des données de l’OMS a démontré l’augmentation des taux avec l’âge pour les hommes et les 
femmes en France et les femmes au Japon (Shah, 2007, pp. 1144-1145). Nous retenons de ces 
études que l’augmentation des taux de suicide chez les jeunes semble variée selon les pays. 
 
Au Canada, plusieurs études ont été réalisées sur la variation de la mortalité par suicide 
selon l’âge. L’analyse descriptive de Reed et al. (1985), suivie de la modélisation APC de 
Trovato (1988) apparaissent parmi les travaux précurseurs sur la question. La recension des 
écrits jusqu’à présent permet de mettre en évidence les faits suivants pour chacune des 
dimensions APC. Concernant l’âge, la plupart des études canadiennes dans les années 1980 
ont noté l’augmentation des taux de suicide avec l'âge pour les deux sexes, puis observé 
comme au plan international une augmentation de ceux des jeunes (plus pour les hommes que 
les femmes) de 1950 jusqu'au début des années 1980 (National Task Force on Suicide in 
Canada, 1994, p. 6; Newman & Dyck, 1988, p. 678; Reed et al., 1985, p. 44; Wasserman, 
1989, p. 298). Une tendance similaire a été signalée dans la province de Québec pour les 
hommes de moins de 30 ans dans les années 1960 et 1970 (Beaupré & St-Laurent, 1998; 
Légaré & Hamel, 2013, p. 120; Thibodeau, 2007). Cette situation a d’ailleurs conduit de 
nombreuses analyses à se concentrer exclusivement sur ce segment de la population (Caron, 
2002; D'Amours, 1995, 1996; Dagenais, 2011).  
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En ce qui a trait à la période, un effet de période de la mortalité par suicide a été rapporté au 
Canada avec la rapide croissance des taux de suicide durant les années 1960 et 1970 (Mao et 
al., 1990). De nombreuses analyses ont signalé l’effet de période dans la province de Québec : 
l'augmentation des taux en particulier chez les hommes pour tous les groupes d'âge dans les 
années 1960 ayant un point culminant de la fin des années 1990 (Beaupré & St-Laurent, 1998; 
Légaré, Gagné, & St-Laurent, 2013; Légaré & Hamel, 2013; St-Laurent & Bouchard, 2004a; 
Thibodeau, 2007). Krull et Trovato (1994) concluaient de l’examen de l’effet de période entre 
1931 et 1986 que les taux de suicide pouvaient être considérés comme « a manifestation of 
differences in psychiatric pathology between the sexes, modernization in Quebec has been 
more detrimental to men than to women » (Krull & Trovato, 1994, p. 1121). Les auteurs 
anticipaient que le breakdown des formes traditionnelles d'intégration et de réglementation 
sociales au Québec continueraient d’engendrer l’élargissement de l'écart entre les sexes dans le 
risque de suicide. Nous reviendrons sur ce point fondamental, où la province de Québec a 
connu des périodes caractérisées par un environnement social très différent. 
 
Quant à l'effet de cohorte, le constat jusqu’à présent est qu’il est principalement observé chez 
les hommes et pratiquement absent chez les femmes au Canada (Mao et al., 1990; Newman & 
Dyck, 1988, p. 679; Reed et al., 1985, p. 46). Ceci correspond aux schémas internationaux 
généraux. Plus précisément, Reed et al. (1985) ont mis en évidence une tendance particulière 
chez les hommes « the males have a much larger increase with successive cohorts, particularly 
in the younger age groups », soit les groupes des cohortes 1961-1951-1941 (Reed et al., 1985, 
p. 45). Il s’agit des hommes nés après la Deuxième Guerre mondiale. Un schéma différent 
était observé pour les femmes : « the rate declined with successive cohorts for younger 
females under 30 year old, and consequently for women over 30 year old (the younger the 
cohort the higher the suicide rate) » (Reed et al., 1985, p. 45), correspondant aux cohortes 
1911-1926. Dans la province de Québec, il y a eu une importante augmentation du suicide 
pour les hommes nés de 1923-1928 à 1968-1973, affectant principalement les générations des 
parents des baby-boomeurs (1919-1939), les enfants de la guerre (1940-1945) et les baby-
boomeurs (1946-1966) (Thibodeau, 2007, p. 75). Cependant, une étude récente a conclu à un 
faible effet de cohorte au Québec chez les hommes nés entre 1950 et 1979 (Légaré & Hamel, 
2013, p. 118).  
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La recension des études démontre que l’analyse des effets de cohorte a suscité un fort intérêt 
des chercheurs dans les années 1980 au Canada. Newman et Dyck (1988) n’ont pas manqué de 
rappeler que ce type d’analyse était un des éléments d’une étude complète APC. Par 
conséquent, un examen exclusif des données de l’effet de cohorte a le potentiel de mener à des 
conclusions erronées (Newman & Dyck, 1988, p. 677 et 681). Ainsi, avant de tirer des 
conclusions de l’évolution de la mortalité par suicide, Newman et Dyck renforçaient la 
nécessité d’examiner chacune des trois dimensions APC. C’est à cette tâche de dissociation 
des effets respectifs d’âge, de période et de cohorte qu’est consacré le premier article de cette 
thèse. 
 
1.2.3 Taille relative des cohortes  
 
Le second objectif de cette thèse met en rapport la dimension APC cohorte et la 
mortalité par suicide. Rappelons tout d’abord la haute fécondité après la Deuxième Guerre 
mondiale, un fait démographique documenté (Campbell, 1974), alors que l’indice synthétique 
de fécondité était de plus de 3 enfants par femme, atteignant presque 4 à la fin des années 
1950. Le baby-boom est en plein essor au Canada en 1960 : le pays enregistre un niveau 
record de l'accroissement naturel de 339 000 et un nombre très élevé de naissances, soit 479 
000 (Statistics Canada, 2008). Toutefois, cette croissance importante a été suivie par plus de 
30 ans de très faible fécondité où l’indice fut au-dessous du seuil de remplacement d’environ 
2,1 enfants par femme. Au Québec, le taux de natalité était plus de 30 pour 100 000 jusqu’à la 
fin des années 1950 et le nombre de naissances en 1959 (144 500 enfants) était le double de 
celui observé en 2000 (Girard, 2013). Plusieurs autres pays à revenu élevé ont également 
connu cette fluctuation de la fécondité, dont les États-Unis, la France, l’Italie, l’Espagne, le 
Royaume-Uni, etc. (Caldwell & Schindlmayr, 2003; Lesthaeghe, 1977; Lesthaeghe, Wilson, 
Coale, & Watkins, 1986; van de Kaa, Bulatao, & Casterline, 2001). Il en résulte de grandes 
disparités entre la taille des cohortes (nombre de ses membres). Ryder (1965) rappelait que les 
caractéristiques des cohortes étaient importantes pour déterminer les comportements de ses 
membres et qu’elles affectaient leurs opportunités économiques ainsi que leur bien-être. Cette 
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situation a posé la question des conséquences économiques et sociales sur la mortalité par 
suicide.  
 
Les conclusions de la recension des études de la relation entre la taille des cohortes et 
la mortalité par suicide sont difficiles à généraliser compte tenu des variations de la 
conceptualisation4 de la taille relative. L’étude empirique d’Ahlburg et Shapiro (1984) est un 
classique sur cette question. Leurs résultats pour les États-Unis démontrent l’impact 
significatif de la taille relative des cohortes sur les taux de suicide des hommes et des femmes 
de 15-64 ans pour la période 1948-1976. De plus, l’effet demeure après contrôle pour d'autres 
variables démographiques (taux de divorce, participation sur le marché du travail des femmes, 
etc.). À l’époque, Ahlburg et Shapiro prévoyaient l’augmentation des taux de suicide des 
baby-boomeurs masculins (Ahlburg & Schapiro, 1984, p. 103). Ensuite, Holigner (1987) a 
réalisé une étude centrée sur les jeunes aux États-Unis qui a démontré entre 1933 et 1982 une 
association positive chez les 15-24 ans, mais négative chez les 25-64 ans (Holinger, 1987, pp. 
181-182). Plus récemment, Pampel (1996) a élargi le cadre temporel et spatial de la 
problématique de la taille relative des cohortes et la mortalité par suicide. Selon l’analyse de 
séries temporelles de 1953 à 1986 auprès de 18 pays développés, Pampel a démontré une 
relation positive pour les groupes d’âge les plus jeunes et négative pour les plus âgés (Pampel, 
1996, p. 354). Sur une période similaire, Stockard et O’Brien ont révélé dans une étude 
internationale sur 14 pays de 1950 à 1995 que les cohortes les plus larges avaient des taux de 
suicide plus élevés que les autres cohortes (Stockard & O'Brien, 2002a, p. 854). Des résultats 
comparables sur une période d’analyse plus longue uniquement aux États-Unis (1930-
1995) ont ensuite été rapportés : les membres des cohortes les plus larges avaient une 
propension au suicide plus grande tout au long de leur vie (Stockard & O'Brien, 2002d, p. 
605). D’autres études ayant une variété de conceptualisation de la taille relative des cohortes 
ont été produites aux États-Unis sur différents segments de population produisant des résultats 
mitigés (Diekstra, 1995; Holinger, 1994; O'Brien, 1989; O'Brien, Stockard, & Isaacson, 1999; 
Pampel, 1998, 2001).  
                                                
4 La variation du calcul (opérationnalisation) de la taille relative des cohortes est traitée au 
chapitre 3 sources et méthodes (section 3.1.1.3) et dans le deuxième article de cette thèse 
présenté au chapitre 5. 
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La littérature empirique au Canada concernant l’impact de la taille relative des cohortes 
sur la mortalité par suicide est très limitée et les conclusions des études recensées ne sont pas 
stables. Leenaars et Lester (1994c) ont testé l’hypothèse d’Easterlin (1987 [1980]) chez les 
jeunes de 15 à 24 ans. Cette hypothèse veut que les taux de suicide soient les plus élevés dans 
les cohortes de grande taille. Leurs résultats pour la période de 1969 à 1988 ont démontré une 
relation inverse : les taux de suicide des cohortes de plus grande taille sont plus faibles et ceux 
des cohortes de petite taille sont plus élevés. Leenaars et Lester ont conclu que l’hypothèse 
d’Easterlin ne s’appliquait pas au Canada et aux États-Unis (Leenaars & Lester, 1994c, p. 
189). Néanmoins, l’analyse a été étendue aux deux sexes et à tous les groupes d’âge pour la 
période 1969-1987 et les résultats cette fois démontraient une relation positive entre le suicide 
et la taille relative de cohorte pour les hommes âgés de 30-34 ans. Aucune association n’avait 
été relevée pour les femmes malgré certains coefficients négatifs (Leenaars & Lester, 1996, 
pp. 49-50). À notre connaissance, il n’existe pas d’étude pour de ce type pour la province de 
Québec.  
 
1.2.4 Influences économiques  
 
Notre troisième objectif porte sur la dimension période et intègre le domaine de 
l’économie, particulièrement les conditions économiques et leur impact sur le taux de 
mortalité par suicide au Canada. L’analyse des fluctuations généralement mesurées par le taux 
de chômage, le PIB, le revenu réel et la production industrielle dégage des résultats nuancés ; 
relation positive, négative et nulle (non significative). Platt (1984) a offert une recension 
extensive des études empiriques reliant les conditions économiques et la mortalité par suicide 
dans différents pays. Depuis ce travail qui date du début des années 1980, plusieurs analyses 
ont rapporté le lien (Ahlburg & Schapiro, 1984; Chuang & Huang, 1996; Faupel, Kowalski, & 
Starr, 1987; Gruenewald, Ponicki, & Mitchell, 1995; F. Luo, Florence, Quispe-Agnoli, 
Ouyang, & Crosby, 2011; Morrell, Taylor, Quine, & Kerr, 1993; Ruhm, 2000; Stack, 2000a; 
Wasserman, 1984; B. Yang, 1992; B. Yang, Lester, & Yang, 1992) alors que d’autres n’ont 
pas trouvé de relation (Hintikka, Saarinen, & Viinamäki, 1999; Phillips, 2013; Reinfurt, 
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Stewart, & Weaver, 1991). La variété des résultats caractérise aussi les analyses de 
l’association au Canada (Leenaars, 1998; Leenaars & Lester, 1994a, 1994c, 1995, 2004; 
Leenaars et al., 1993; David   Lester & Yang, 1997; B. Yang, 1992; B. Yang et al., 1992). 
Différentes corrélations aux différents paradigmes économiques classiques ont été démontrées 
au Canada et aux États-Unis : évolution nonlinéaire (Lesthaeghe, 1983, p. 418; Pierce, 1967) 
qui s’associe à la théorie de Durkheim (2002 [1897]) et contrecyclique (Tapia Granados, 2005, 
p. 1198; Wu & Cheng, 2010, p. 1980; B. Yang, 1992, p. 95) du cadre d’Henry et Short (1954). 
Ces paradigmes sont présentés en détail au chapitre 2 de notre thèse et nous retenons qu’il n’y 
a pas de conclusion générale sur l’existence d’une relation entre la mortalité par suicide et le 
facteur économique ainsi que sur la direction de cette dernière.  
 
1.2.5 Variables démographiques et socioculturelles 
 
Différents constats ont été faits pour le Canada sur des variables sociodémographiques 
et culturelles associées à la mortalité par suicide. 
 
Religion et état matrimonial 
L’impact de la religion sur le comportement suicidaire apparait conforme à la théorie 
de Durkheim (2002 [1897]) qui date de plus d’un siècle : les taux sont inférieurs là où 
l’intégration religieuse est importante. L’Organisation mondiale de la santé a effectué un 
classement approximatif par appartenance religieuse (en ordre croissant) : pays 
majoritairement musulman, pays à prédominance catholique, pays à prédominance protestants, 
pays où le bouddhisme, l’hindouisme ou d’autres religions asiatiques sont prédominants et 
enfin les pays où il est interdit ou fortement déconseillé de pratiquer une religion 
(Organisation mondiale de la santé, 2002, p. 219). Au Canada et particulièrement dans la 
province de Québec, le lien entre le suicide et la religion est pertinent à étudier puisque 
l’Église catholique et son clergé ont longtemps exercé leur contrôle sur la société et ses 
structures. Il a été démontré que le détachement religieux (no religious affiliation) auprès des 
jeunes était associé à l’augmentation de la propension du suicide (Trovato, 1992a, p. 413). 
Tout comme l’influence de la religion, celui de l’état matrimonial semble inchangé depuis les 
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conclusions de Durkheim : le mariage protège. Trois constantes se présentent pour l’état 
matrimonial : (a) le risque de suicide est plus élevé pour les divorcés, les veufs et les 
célibataires ; (b) le mariage serait plus protecteur pour les hommes que les femmes ; et (c) la 
séparation conjugale et la vie solitaire augmentent le risque de suicide (Organisation mondiale 
de la santé & SUPRE - Multisite Intervention Study on Suicidal Behaviours, 2001, p. 6). 
Plusieurs études au Canada (Navaneelan & Statistics Canada, 2012; Trovato, 1991, 1992c; 
Trovato & Lauris, 1989) et dans d’autres pays (Gove, 1972, 1973; Lillard & Waite, 1995) ont 
démontré que le mariage protège du suicide. Aussi, Leenaars et Lester (1999) ont trouvé dans 
une étude considérant toutes les provinces canadiennes une association positive entre la 
mortalité par suicide et le taux de divorce (lorsque le taux de divorce augmente, les taux de 
suicide augmentent) et négative avec le taux de natalité (lorsque le taux de natalité diminue, 
les taux de suicide augmentent).  
 
Moyens utilisés 
Selon l’époque, le genre et l’âge, les moyens utilisés pour s’enlever la vie varient. 
Néanmoins, une constante s’impose : les femmes emploient généralement des moyens moins 
radicaux que les hommes, peu importe le pays (Morissette, 1982, p. 89). Selon Statistique 
Canada (2012), les hommes sont plus susceptibles d’utiliser l’arme à feu (20%) que les 
femmes (3%) et le principal moyen pour s’enlever la vie est respectivement la pendaison 
(46%) et l’empoisonnement (42%). La méthode la plus commune de suicide des 10 dernières 
années au pays est la pendaison (44%) qui comprend la strangulation et la suffocation, suivie 
de l'empoisonnement (25%) puis de l'utilisation d'une arme à feu (16%) (Navaneelan & 
Statistics Canada, 2012). Des variations selon l’âge sont également observées. D’une part, 
l’utilisation de la pendaison diminue avec l’âge : elle représente 55% chez les 15-39 ans 
comparativement à 30% chez les personnes âgées de 60 ans et plus. D’autre part, l'emploi de 
l’arme à feu augmente avec l’âge : 12% pour les 15-39 ans alors qu’il représente 26% pour les 
personnes de 60 ans et plus (Navaneelan & Statistics Canada, 2012). De plus, il semble y avoir 
une transformation de la stabilité des méthodes utilisées avec l’âge alors que la plupart des 
jeunes (15-39) se suicident par pendaison, le choix de la méthode est plus variable après 40 
ans. L’incidence des changements de la loi sur la possession des armes à feu, une juridiction 
fédérale, doit néanmoins être prise en compte dans l’incidence du suicide, et ce, bien qu’ils 
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s’appliquent aux deux sexes. En effet, la Loi sur les armes à feu (LAF) C-68 a reçu en 1995 
l’approbation du Sénat et la sanction royale et comprenait notamment des modifications au 
Code criminel, un nouveau système de délivrance de permis remplace le système d’AAAF et 
l’enregistrement de toutes les armes à feu, y compris les carabines et les fusils de chasse 
(Gendarmerie royale du Canada, 2012). Par la suite, le projet de loi C-19 fut adopté ayant pour 
conséquence d’abandonner l’exigence d’enregistrer toutes les armes sans restriction et la 
destruction des registres partout au pays sauf au Québec. Sur la base des données canadiennes 
et américaines, il apparaît que la plus importante possession d’armes à feu ainsi que la culture 
permissive des armes peuvent jouer un rôle dans la prévalence élevée de suicide par arme à 
feu aux États-Unis, où près 60 % de ceux-ci sont commis à l’aide de ce moyen (Canetto & 
Sakinofsky, 1998, p. 12). Au Canada et dans l’ensemble de l’Amérique du Nord, c’est la 
province de Québec qui a la plus faible utilisation de l’arme à feu dans le cas de suicide 
(Langlois & Morrison, 2002, p. 15).  
 
Immigration 
Les différents segments de la population ne sont pas affectés uniformément par la 
mortalité par suicide, et ceci est vrai pour les populations natives et immigrantes. L’origine des 
migrants au Canada a changé au cours des années au pays ; le pourcentage en provenance 
d’Europe a diminué alors que celui en provenance d’Asie a augmenté de façon considérable. 
De plus, la population immigrante est plus âgée que la population des personnes nées au 
Canada. Trovato (1998) et Caron Malenfant (2004) ont relevé des écarts significatifs quant 
aux risques de suicide des immigrants comparativement aux natifs du Canada. La plus récente 
de ces études a fait ressortir trois principaux faits sur les particularités de la collectivité 
immigrante. D’abord, les immigrants sont moins susceptibles de se suicider que les personnes 
nées au Canada, tant les hommes que les femmes. En fait, le suicide représente une cause de 
décès peu importante pour les immigrants avec un taux brut de 9,9 comparativement à 13,9 
pour 100 000 pour les personnes nées au Canada (Caron Malenfant, 2004, p. 12). L’écart entre 
les genres est moins prononcé que pour la population native. Ensuite, le taux de suicide 
augmente presque régulièrement avec l’âge : les plus hauts taux sont enregistrés chez les 
personnes âgées de 75 ans et plus, 17,9 pour 100 000 comparativement aux natifs dont le 
risque de suicide culmine de 35 à 44 ans (Caron Malenfant, 2004, p. 14). Le profil statistique 
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du suicide pour les immigrants ressemble davantage à celui qui est observé dans les pays 
d’origine qu’à celui des personnes nées au Canada. Finalement, il semble y avoir un effet 
protecteur des zones urbaines. Plus précisément, les taux de suicide sont moins élevés chez les 
immigrants établis à Toronto, à Montréal et à Vancouver que ceux vivant ailleurs au Canada 
(Caron Malenfant, 2004, p. 15).  
 
Détenus (justice pénale) 
Les détenus sont un groupe à haut risque de suicide au Canada. En fait, le taux de 
suicide parmi les détenus serait au moins six fois plus élevé que dans l’ensemble de la 
population et le phénomène serait plus répandu dans les établissements à sécurité maximale en 
plus de se produire principalement en cellule ordinaire malgré la présence d’autres détenus 
(Groupe d'étude national sur le suicide au Canada, 1994, pp. 28-29). La plus haute propension 
en milieu carcéral a également été notée sur le plan international (Dooley, 1990). Différentes 
études ont abordé les spécificités de cette population notamment au Canada (Green, Andre, 
Kendall, Looman, & Polvi, 1992; Service correctionnel Canada, 1992), dans la province de 
Québec (Hodgins & Côté, 1990) et dans le reste du Canada (Bland, Newman, Dyck, & Orn, 
1990). Soulignons que l’identification de ces individus et le traitement de l’effet de sélectivité 
du groupe ne sont pas possibles dans ce travail, mais nous retenons qu’il s’agit d’un groupe à 
risque.  
 
Collectivités autochtones 
Un autre segment de la population canadienne ayant des taux de suicide 
considérablement élevés est les collectivités autochtones. Les peuples autochtones au Canada 
sont les Premières Nations, les collectivités inuites vivant au Nunavut, dans les Territoires du 
Nord-Ouest, dans le Nord du Québec (Nunavik) et au Labrador puis les collectivités métisses 
(Métis). La province de Québec compte 11 nations autochtones. Chacun des groupes possède 
sa propre langue, ses coutumes, son mode de vie et ses croyances spirituelles (Gouvernement 
du Canada, 2010). Ces nations représentaient 3,8% de la population canadienne au 
Recensement de 2006 et 1% de la population québécoise (Statistique Canada, 2014, p. 6). 
Statistique Canada (2013) relevait que les taux de suicide sont de cinq à sept fois plus élevés 
chez les jeunes des Premières nations que chez les jeunes nonautochtones. Au Nunavut, les 
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taux des hommes s’élevaient à 133,9 pour 100 000 (Tester & McNicoll, 2004, p. 2626) et au 
Québec le nombre de suicides inuit avait doublé en huit ans (Kirmayer, Fletcher, & 
Boothroyd, 1998, p. 190). La situation est un sérieux problème documenté dans la littérature 
(Groupe d'étude national sur le suicide au Canada, 1994). Cela dit, la situation particulière des 
collectivités autochtones au Canada va au-delà du cadre de notre recherche. Nous retiendrons 
que les suicides autochtones sont consignés dans les statistiques au Canada puis qu’ils 
contribuent à l’évolution du phénomène. 
 
Suite à la recension synthétique des études empiriques quantitatives sur la mortalité par 
suicide au Canada, nous retenons trois éléments en lien avec nos objectifs de recherche. 
D’abord, l’augmentation des taux de suicide avec l’âge et la progression marquée de ceux des 
jeunes ; la croissance des taux durant les années 1960 ; et un effet de cohorte pour les 
hommes. Ensuite, les conclusions sont difficiles à dégager pour le moment de l’impact de la 
taille des cohortes sur la mortalité par suicide. Enfin, le constat de l’influence des conditions 
économiques sur le suicide est nuancé puisque des relations nonlinéaire et procyclique, 
respectivement au paradigme de Durkheim et d’Henry et Short, ont été rapportées. De plus, la 
littérature indique de manière générale la complexité du phénomène. Halbwachs (1930) a 
relevé la réalité déconcertante de l’acte5 et Shneidman (1985), père de la suicidologie, appelait 
à l'intégration d’approche appropriée pour comprendre ce malaise multidimensionnelle. Nous 
l’élaborons à la prochaine section et expliquons en quoi l’utilisation de notre approche 
multidisciplinaire6 est pertinente dans le cadre de nos travaux sur la mortalité par suicide. 
 
 
1.3 MISE EN OEUVRE D’UNE APPROCHE MULTIDISCIPLINAIRE   
 
Les démographes renommés tels que Federici (1987) et Bourgeois-Pichat (1987) ont 
                                                
5 « C'est qu’il y a, dans cette façon de prendre congé de ses semblables, un mélange apparent 
de libre choix et de fatalité, de résolution et de passivité, de lucidité et d'égarement, qui nous 
déconcerte » (Halbwachs, 1930, p. 1) 
6 À notre connaissance, il n’y a pas de définition uniforme et généralement acceptée des 
termes multidisciplinaire,  pluridisciplinaire et  interdisciplinaire. 
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insisté sur la nécessité d’adopter une approche multidisciplinaire pour l’étude de la population 
et des comportements humains (Caselli & Egidi, 2007, p. 36). Ce raisonnement engage 
différentes disciplines mobilisées sur l’analyse d’une problématique ce qui permet ainsi 
d’éviter l’isolement7. Nier l’apport de cette approche pour l’étude de la mortalité par suicide 
serait gaspiller « les ressources en créant des frontières dans des domaines pourtant de 
collaboration et d’intérêt commun, qui font sérieusement obstacle à la connaissance et la 
curiosité réciproques qui sont le prélude à toute collaboration efficace entre les disciplines » 
(Caselli & Egidi, 2007, p. 36).  
 
Notre cadre multidisciplinaire repose en priorité sur « la force, la rigueur et la 
puissance explicative des théories sociologiques classiques en matière de suicide » (Caron 
Malenfant, 2001, p. 1). Le paradigme de Durkheim (2002 [1897]) offre une avenue d’analyse 
systématique de la mortalité par suicide et offre des bases solides à l’analyse statistique 
(Babbie & Benaquisto, 2002, p. 41). En complément des perspectives sociologiques 
d’inspiration  durkheimienne, l’économie est également mise à contribution. Les apports de 
l'économie en lien avec les taux de suicide ont été particulièrement mis en évidence par 
Ginsberg (1967) et Henry et Short (1954). Bien qu’il soit reconnu dans la littérature que « ce 
qui fait souvent défaut [à la science démographique], c’est le regroupement des hypothèses et 
théories sectorielles en un ensemble cohérent, explicitement adopté par le chercheur à 
l’initiative de la recherche » (Caselli & Egidi, 2007, p. 34). Easterlin ([1980] 1987) puis 
Preston (1984) ont développé des théories assez unifiées sur la mortalité par suicide. Bien 
qu’ils proposent des visions concurrentes de l’effet de la taille des cohortes sur la mortalité par 
suicide, leur intégration à notre cadre théorique est pertinente pour une explication 
multidimensionnelle du phénomène.  
 
Ensuite, l’apport de la démographie à l’étude du suicide tient à la rigueur de ses 
méthodes d’analyses. L’analyse démographique offre un outillage statistique performant dans 
le domaine de la mortalité en général et du suicide en particulier. En effet, « les statistiques du 
                                                
7 Selon Dreifuss « rien ne menace plus la connaissance que la rigidité et le cloisonnement » 
(Faas, 2008). 
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suicide nous donnent à voir quelque chose d’analogue. Si au premier abord le suicide est un 
acte strictement individuel, les bilans chiffrés nous montrent au contraire des faits d’une rare 
stabilité qui, comme pour la natalité, nous obligent à porter notre regard au-delà de la liberté 
individuelle pour en trouver des explications » (Caron Malenfant, 2001, p. 16). Les statistiques 
permettent de mettre en évidence les régularités entre la fréquence de la mortalité par suicide 
et d’autres phénomènes sociaux. Enfin, les méthodes économétriques sont également mises à 
contribution. Plus précisément, elles permettent de considérer la complexité des analyses 
causales temporelles et des indicateurs économétriques (avancés, coïncidents et retardés) pour 
les expliquer, une propriété propre à cette science.  
 
Ce cadre multidisciplinaire combinant la démographie, la sociologie et l’économie 
permet de faire état des changements des taux de mortalité par suicide au Canada du début du 
XXe au début du XXIe siècle dans ses rapports avec la structure sociale et de générer de 
nouvelles connaissances. Cette avenue de recherche intègre les perspectives longitudinales et 
transversales de niveau macro sur la plus longue période pour laquelle les données 
canadiennes sont accessibles au moment de la réalisation du travail. Plus spécifiquement, la 
présente thèse vise à proposer de nouvelles perspectives en tentant de répondre aux questions 
de recherche suivantes. 
 
 
1.3.1 Questions de recherche  
 
  Trois questions principales ont guidé chacun des articles scientifiques qui forment 
l’armature de cette thèse. 
 
Questions article 1  
“Suicide Mortality in Canada and Quebec, 1926-2008: An Age-Period-Cohort Analysis” 
 
Dans le premier article présenté au chapitre 4, nous cherchons à distinguer si la 
l’évolution de la mortalité par suicide selon l’âge a été modifiée entre 1926 et 2008 au Canada. 
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Il s’agit d’identifier les effets nets (indépendants) de l’âge, de la période et de cohorte. 
Particulièrement : 
 
(i) Est-ce que les jeunes affichent des taux de suicide plus élevés que les autres 
groupes?  
 
(ii) Peut-on distinguer des périodes plus ou moins favorables à l’évolution du suicide?  
 
(iii)  Est-ce que certains groupes de cohortes sont plus à risque de se suicider que 
d'autres?  
 
Identifier les effets APC particuliers de la mortalité par suicide dans la province 
de Québec comparativement au reste du Canada.  
 
Ces questions sont importantes pour plusieurs raisons. En effet, si l'analyse descriptive 
permet un aperçu global de l'évolution quantitative temporelle du suicide selon l’âge, elle a ses 
limites. Elle laisse dans l’ombre les « effets APC nets » (indépendants), lesquels ne sont pas 
influencés par les autres dimensions APC. Expliquer l’évolution temporelle APC revient à 
déterminer dans qu’elle mesure le processus à l'étude est une combinaison d’effet d'âge, de 
période et de cohorte, ce qui conduit à estimer statistiquement et à délimiter les effets 
respectifs reliés à l’âge, la période et la cohorte (Y. Yang, 2007, p. 20). L'application de 
modèles statistiques APC permet de séparer chaque dimension et de produire des paramètres 
d'estimations pour chacune d’entre elles. Les études antérieures de la mortalité par suicide au 
Canada n’ont pas tiré profit des récents développements techniques pour estimer ces variations 
nettes APC. De plus, les modélisations statistiques antérieures n’ont pas inclus les données 
entre 1926 à 1950 qui pourtant fournissent des informations du plus grand intérêt et permettent 
de retracer plus de cohortes. Enfin, si les études à l’échelle du Canada sont révélatrices de 
grandes caractéristiques sociétales, elles laissent de côté le fait que le phénomène ne se répartit 
pas uniformément au pays. Jusqu’à présent, il n’y a pas d’étude à notre connaissance qui 
compare les tendances APC du suicide dans la province de Québec au reste du Canada. Or le 
Québec dans l’ensemble canadien présente des caractéristiques qui en font une société 
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intéressante pour l’étude du suicide. Notre travail se distingue donc des études précédentes en 
prenant en compte ces enjeux dans l’analyse de l’évolution du suicide selon l’âge sur près 
d’un siècle.  
 
 
Questions article 2  
“Cohort Size and Suicide Mortality in Canada: An Assessment of the Easterlin and 
Preston Theories in the GI through the Y Generations” 
 
Le deuxième article au chapitre 5 examine la relation entre la taille relative des 
cohortes et le taux de mortalité par suicide au Canada de la génération GI8 à Y (1911 à 1991). 
Nous cherchons à déterminer s’il y a une relation, puis à quel paradigme démographique elle 
s’associe : Easterlin ([1980] 1987) ayant montré un lien négatif pour les cohortes de large 
taille ou Preston (1984) un effet positif. L’analyse est ensuite raffinée afin d’observer cet 
impact au Québec et dans le reste du Canada. Nos hypothèses sont : 
 
Hypothèse 1. Effet national de la taille des cohortes : Les cohortes relativement 
grandes au Canada se suicident plus par rapport aux cohortes 
relativement petites. 
 
Hypothèse 2. Effet national de la taille des cohortes selon le genre : L’effet de la taille 
des cohortes sur le taux de mortalité par suicide au Canada est 
significativement plus élevé chez les hommes que chez les femmes. 
 
Hypothèse 3. Effet régional de la mortalité par suicide : Il y a un effet significativement 
plus élevé des taux de suicide dans la province de Québec que dans le 
reste du Canada. 
 
                                                
8 Terme original aux États-Unis qui signifie un soldat/un militaire.  
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Hypothèse 4. Effet de la taille des cohortes selon la région et le genre : L’effet de la 
taille relative des cohortes sur le taux de suicide chez les hommes est 
significativement plus élevé dans la province de Québec que dans le 
reste du Canada. 
 
Les théories concurrentes d’Easterlin et de Preston prévoient l’influence de la taille des 
cohortes sur les trajectoires sociales et économiques de ces membres, dont leurs taux de 
mortalité par suicide. Ils s’appuient sur le raisonnement de Ryder (1965) selon lequel la 
cohorte a une importance substantielle pour déterminer le comportement de ses membres. Au 
Canada, aucune étude à notre connaissance n’a documenté de manière exhaustive l’effet de la 
taille des cohortes sur la mortalité par suicide. Il n’existe pas d’analyses par province sur cette 
question. À ce jour, on ne connait donc rien de l’effet de la taille des cohortes sur les taux de 
suicide anormalement élevés des baby-boomeurs (cohortes très grandes) par rapport à ceux 
des plus petites cohortes. Notre analyse présente l’avantage d’inclure des données de l'état 
civil ce qui permet de retracer les cohortes GI nées pendant la Première Guerre mondiale. Il 
s’agit d’une analyse qui inclut les trois dimensions APC, elle est confrontée aux difficultés 
méthodologiques mises en évidences dans la littérature statistique (multicolinéarité parfaite). 
Cela dit, des méthodes ont été mises de l’avant dans les sciences sociales (A. J. Bell & Jones, 
2014; Y. Yang & Land, 2006) permettant l’inclusion de covariables à la régression APC, un 
élément essentiel pour l’examen de l’effet de la taille des cohortes dont nous prenons 
avantage. C’est sur ce type de méthode que nous nous appuyons dans le second article. 
 
 
Question article 3 
“Impact of Economic Fluctuations on Suicide Mortality in Canada (1926-2008): Testing 
the Durkheim, Ginsberg and Henry and Short Theories” 
 
Finalement, notre troisième article présenté au chapitre 6 veut mettre à l’épreuve pour 
le Canada trois paradigmes classiques qui ont tenté d’expliquer l’impact des fluctuations 
économiques sur les taux de suicide. Nos questions sont :  
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(i) Quelle est la relation entre les fluctuations économiques, mesurées par le taux de 
chômage, et les taux de suicide au Canada entre 1926 à 2008 (divisée en 3 séries 
temporelles) : l’effet est-il nonlinaire (Durkheim), procyclique (Ginsberg) ou 
contrecyclique (Henry et Short)?  
 
(ii) Les relations mises au jour demeurent-elles après contrôle pour les covariables 
associées aux taux de suicide : le PIB per capita (indicateur de bien-être de la 
nation), le taux de divorce et le taux de fécondité (indicateurs d’intégration 
domestique)? 
 
(iii)  Quelles relations existe-t-il entre les taux de suicide par âge et sexe et les 
fluctuations économiques : l’effet est-il plus fort à certaines étapes de la vie? 
 
Notre analyse propose de mettre en lumière la relation entre les fluctuations 
économiques et la mortalité par suicide sur une période de temps plus longue qui intègre les 
différentes périodes économiques de la scène canadienne que sont la Grande Dépression, les 
Trente Glorieuses et les chocs pétroliers jusqu’aux fluctuations du début du XXIe siècle. Ces 
aspects d’analyses, temps prolongé et périodes économiques plus complètes, ont été négligés 
dans les études empiriques antérieures. Par ailleurs, c’est la première fois qu’on mettra à 
l’épreuve les trois théories classiques développées par Durkheim, Ginsberg, et Henry et Short. 
En effet, l’analyse de série temporelle n’est pas regroupée en une seule période puisque cela 
prévient la distinction cohérente de la relation nonlinéaire (Durkheim). Enfin, de nombreux 
indicateurs économiques ont des impacts à long terme, comme le taux de chômage, et nos 
choix méthodologiques tiennent compte de ce concept temporel pour l’étude de la mortalité 
par suicide.  
 
Ainsi, nos questions de recherche mobilisent les domaines de la démographie, la 
sociologie et de l’économie et s’avèrent une occasion pertinente d’enrichir les connaissances 
sur le phénomène de la mortalité par suicide du point de vue de l’âge, de l’appartenance à un 
groupe de cohortes (cohorts membership), des conditions économiques en plus d’utiliser des 
méthodes statistiques et économétriques plus avancées.  
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1.3.2 Définition du suicide 
 
Comme le mot revient sans cesse dans notre travail de recherche, une définition 
s’impose. Selon la définition de Durkheim (1897) : « on appelle suicide tout cas de mort qui 
résulte directement ou indirectement d’un acte positif ou négatif, accompli par la victime elle-
même et qu’elle savait devoir produire ce résultat » (Durkheim, 2002 [1897], p. 5). D’autres 
analyses, notamment celle de Baechler (1975), assimilent les suicides complétés avec les 
tentatives de suicide et les idées suicidaires9. Malgré la volonté des chercheurs10 qui utilisent 
cette définition élargie du phénomène, les enquêtes ont toujours démontré qu’il s’agit de faits 
distincts et que les « propos recueillis sur les survivants n’apportent pas nécessairement 
d’informations pertinentes sur ceux qui succombent » (Baudelot & Establet, 1984, p. 59). 
Dans les statistiques disponibles au Canada et au Québec, cette définition de Durkheim trouve 
son équivalent dans les termes suivants : « le suicide était défini selon l'ouvrage 
“Classification statistique internationale des maladies et des problèmes de santé connexes” 
(CIM) de l'Organisation mondiale de la santé » (Navaneelan & Statistics Canada, 2012). Les 
cas de suicide étaient définis comme des décès dont la cause était classée “Suicides et 
blessures auto-infligées ” selon la révision de la CIM utilisée à l'époque du décès11. 
 
                                                
9 Définition utilisée par Baechler (1975) : « Le suicide désigne tout comportement qui cherche 
et trouve la solution d’un problème existentiel dans le fait d’attenter à la vie du sujet » 
(Baechler, 1975, p. 77). 
10 Pas limité aux sociologues, mais également certains psychiatres et suicidologues. 
11 Se référer à la section 3.1.2.1 pour plus de détails sur les révisions de la CIM durant la 
période à l’étude. 
  
Chapitre 2 
Littérature sur le suicide 
 
 
 
« Si, au lieu de n'y voir que des évènements 
particuliers, isolés les uns des autres et qui 
demandent à être examinés chacun à part, on 
considère l'ensemble des suicides commis dans 
une société donnée pendant une unité de temps 
donnée, on constate que le total ainsi obtenu 
n'est pas une simple somme d'unités 
indépendantes, un tout de collection, mais qu'il 
constitue par lui-même un fait nouveau et sui 
generis, qui a son unité et son individualité, sa 
nature propre par conséquent, et que, de plus,  
cette nature est éminemment sociale »  
 
(Durkheim, 2002 [1897], p. 8). 
 
 
 
Meurtre de soi-même et ses rapports nuancés : historique de l’héritage aux sociétés 
contemporaines  
 
Depuis l’Antiquité, des hommes et des femmes ont choisi de se donner la mort, ceci 
bien avant que le terme suicide fasse son apparition. Il n’est introduit en effet qu’en 1642 dans 
Religio Medici de Sir Thomas Browne pour remplacer l’expression meurtre de soi-même 
(Organisation mondiale de la santé, 2002, p. 205). Ce choix n’a jamais laissé indifférent et 
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l’attitude vis-à-vis celui-ci est révélatrice des valeurs vitales de la société : Durkheim a 
recherché dans l’histoire comment les peuples ont apprécié moralement le suicide, dans la 
mesure où ces raisons ont fondé la nature de nos sociétés actuelles (Durkheim, 2002 [1897], p. 
369; Minois, 1995, p. 11).  
 
Dans la Grèce antique, le raisonnement sur la mort volontaire était développé en 
fonction des devoirs de l’homme et non pas de son intérêt personnel. Les philosophes grecs 
Platon (429-347) et Aristote (384-322) avaient des discours similaires et condamnaient 
vivement l’acte. Ce sont en outre leurs convictions qui ont le plus marqué la pensée 
occidentale sur le sujet. Dans Les Lois IX, Platon déclare qu’il faut refuser la sépulture 
publique à celui qui se sera tué12. Pour sa part, Aristote reconnaissait le suicide comme une 
offense politique, un crime contre la Cité  (l’État), car il signifiait la perte de revenu 
économique. Malgré le postulat qui condamne généralement l’acte, le jugement moral varie en 
fonction de la position sociale de l’individu qui s’enlève la vie. Ces philosophes distinguaient 
les suicides acceptables et non acceptables « and their discussions underline many of the 
complexities and ambiguities involved in reactions to suicide » (Garrison, 1991, pp. 14-16). 
Différentes attitudes ont toujours coexisté par rapport au suicide au sein d’une même société. 
D’une part, l’idéologie de la cité antique avait précisé une opposition très nette entre deux 
types de suicide, « celle du maître, en principe légitime et parfois glorieuse, celle de l’esclave, 
supposée indigne et abjecte » (Pinguet, 1984, p. 13). D’autre part, dû à l’importance du 
stoïcisme dans les élites à Rome, il n’existait aucune interdiction légale ou religieuse contre le 
suicide des hommes libres (Minois, 1995, p. 63). Cependant, la législation s’est durcie au IIe 
siècle avec parallèlement le déclin du stoïcisme. 
 
Dans l’histoire religieuse, le discours du christianisme médiéval dans les premiers siècles était 
nuancé, inspiré des diverses interprétations des textes où les suicides mentionnés dans la Bible 
ne sont jamais accompagnés d’une réprobation explicite et la conduite des martyres chrétiens 
volontaires des siècles héroïques était admirable (Minois, 1995, pp. 28, 33). Bien que de nos 
                                                
12 « "he must be punished by death and be deprived of burial in the country of his victim. (In 
this way we can show he has not been forgiven, and avoid impiety.)" (871D) » (Cooper & 
Hutchinson, 1997, p. 1530). 
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jours l’Église catholique rejette fortement l’acte, « la condamnation de principe du suicide 
dans la civilisation chrétienne n’est ni évidente ni originelle. Les sources religieuses du 
christianisme sont en effet muettes à ce sujet, ou plutôt ambiguës » (Minois, 1995, pp. 28-29). 
Au Siècle des lumières, David Hume (1711-1776) adopte une approche philosophique parmi 
les plus favorables sur le phénomène, se distinguant des devoirs envers Dieu, en faisant du 
suicide une question personnelle et existentielle. Il conclut « by examining all the common 
arguments against Suicide, and showing that that action may be free from every imputation of 
guilt or blame, according to the sentiments of all the ancient philosophers » (Hume, 1783, p. 
5).   
 
Dans d’autres sociétés, se donner la mort était un geste commun et certaines tribus utilisaient 
le suicide comme moyen de justice (Mann, 1971, p. 265). Au Japon, l’action de mettre fin à 
ces jours n’entraine pas une attitude réprobatrice de la société ; hara-kiri ou seppuku consiste à 
se donner la mort par l’ouverture du ventre, une tradition qui remonte au XIIe siècle très 
codifiée réservée aux guerriers Samouraïs et Bushi. Par conséquent, le Japon a injustement été 
identifié comme le pays du suicide puisqu’on ignorait la signification sociale de cet acte 
d’autodestruction (Baudelot & Establet, 2006, p. 14). 
 
Au plan légal, le suicide a longtemps été considéré comme un fait criminel à degré divers. En 
France, la révolution de 1789 « abolit toutes ces mesures répressives et raya le suicide de la 
liste des crimes légaux » (Durkheim, 2002 [1897], p. 371). En 1969, près de deux siècles plus 
tard la section 213 du Code criminel au Canada stipulait encore que le suicide était une offense 
et pouvait entrainer une condamnation allant jusqu'à six mois de prison. L’acte a été 
décriminalisé en 1972 alors que la section 213 est retirée du Code criminel.  
 
Dans ce chapitre, nous présentons d’abord le paradigme classique qui traite du suicide 
dans ses rapports avec la structure sociale, à savoir celui développé par Durkheim dans Le 
suicide (2002 [1897]). Les constats sociaux demeurent pertinents plus d’un siècle plus tard et 
guident les interprétations de nos analyses. Ensuite, nous précisons l’apport théorique de la 
démographie sur la relation entre la taille des cohortes et la mortalité par suicide comme 
élaboré par Easterlin (1987 [1980]) puis Preston (1984). L’application de ces cadres 
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concurrents est évaluée dans notre deuxième analyse. Enfin, nous introduisons les trois 
paradigmes économiques qui ont tenté d’expliquer le lien entre les fluctuations économiques 
et le suicide, développés respectivement par Durkheim (2002 [1897]), Ginsberg (1967) puis 
Henry et Short (1954). Ce chapitre permet d’établir le cadre général d’interprétation de la  
mortalité par suicide au Canada. 
 
 
2.1 THÉORIES SOCIOLOGIQUES SUR LE SUICIDE  
 
Le suicide est depuis l’étude de Durkheim (2002 [1897]) un sujet classique d’étude en 
sociologie et plusieurs théories sur le phénomène ont été proposées selon différents cadres et 
niveaux d’analyse (macrosociologique et microsociologique). Notre recherche s’inscrit dans le 
paradigme classique de Durkheim puisque la statistique mondiale sur le suicide révèle à ce 
jour l’incidence majeure de quatre facteurs identifiés par le sociologue dès le XIXe siècle (la 
religion, la famille, l’âge et le genre), d’où l’intérêt de retenir ce cadre dans les études 
contemporaines. Bien entendu, l’âge est au centre de la thèse et les autres facteurs sont 
mobilisés dans nos analyses de façon secondaire.  
 
2.1.1 Théorie classique : Durkheim (1897) intégration et réglementation 
 
Émile Durkheim (1858-1917) est considéré comme le père fondateur de la sociologie 
et il est le premier à exposer une théorie sur la mortalité par suicide dans son œuvre maitresse, 
Le suicide (1897). Il étudie la situation française de l’époque à l’aide des méthodes statistiques 
des covariances afin de démontrer l’impact des faits sociaux sur les individus. En préface de la 
traduction anglaise, Gianfranco Poggi exprime avec justesse l’apport de l’ouvrage de 
Durkheim : « Suicide is a sociological masterpiece on three counts: it addresses a problem of 
great social significance which evokes the moral concern of both author and reader, it 
assembles and analyses a large quantity of factual information and it develops an original and 
sophisticated theoretical argument » (Durkheim, 2005 [1897], p. i). Ceci fait d’une part 
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référence à un moment décisif de l’étude du phénomène du suicide que constitue le recours 
aux méthodes statistiques. D’autre part, Durkheim est le premier à montrer que des forces 
sociales sont à l’œuvre, même dans cet acte apparemment isolé d'autodestruction (Macionis & 
Gerber, 2004, p. 6). Les facteurs individuels nommés par Durkheim facteurs extrasociaux ne 
sont pas reconnus comme causes véritables du suicide soit : les états psychopathiques 
normaux comme la folie, la neurasthénie et l’alcoolisme ; les états psychologiques normaux 
que sont l’hérédité et la race ; les facteurs cosmiques (physiques) comme le climat, la 
température, longueur des journées et jour du suicide ainsi que les variations saisonnières ; 
puis le facteur d’imitation incluant la contagion et les épidémies. Bien que Durkheim 
démontre qu’il n’existe pas de corrélation entre les facteurs extrasociaux et les taux de suicide, 
il admettait toutefois qu’il y a une certaine prédisposition psychologique au suicide, mais 
celle-ci ne détermine pas l’action, donc elle n’est pas elle-même une des causes (Durkheim, 
2002 [1897], p. 53). Ainsi, Durkheim réfute avec vigueur toutes les hypothèses qui ne sont pas 
centrées sur le social en distinguant la cause du suicide qui ne peut être que sociale13 et les 
motifs qui sont des prétextes au suicide. Le sociologue s’est d’ailleurs vu reprocher cette 
approche méthodologique, propre de l’holisme, où l’individu ne détermine pas la société, mais 
est déterminé par celle-ci. Il faut bien voir par ailleurs que Durkheim ne s’intéresse pas à l’âge 
comme une variable à part entière : l’âge est plutôt une variable de contrôle pour examiner les 
autres facteurs sociaux. Cependant, il propose des avenues d’interprétations reliant le suicide 
et l’âge qui marqueront profondément l’étude du phénomène. 
 
Fondement de la théorie durkheimienne  
Pour Durkheim, le suicide est un phénomène social, c’est une force collective et 
extérieure (une énergie déterminée) qui pousse l’individu à se tuer (Durkheim, 2002 [1897], 
pp. 336, 369). Les causes de l’augmentation des taux de suicide sont à rechercher du côté des 
conséquences de la modernité (industrialisation) et dans l’harmonisation de trois courants de 
société. Ces courants se présentent sous la forme « d'égoïsme, d'altruisme ou d'anomie qui 
travaillent la société considérée, avec les tendances à la mélancolie langoureuse ou au 
                                                
13 « De tous ces faits il résulte que le taux social des suicides ne s'explique que 
sociologiquement. C'est la constitution morale de la société qui fixe à chaque instant le 
contingent des morts volontaires » (Durkheim, 2002 [1897], p. 336). 
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renoncement actif ou à la lassitude exaspérée qui en sont les conséquences. Ce sont ces 
tendances de la collectivité qui, en pénétrant les individus, les déterminent à se tuer » 
(Durkheim, 2002 [1897], p. 336). Plus particulièrement, il n’y a pas d’idéal moral selon le 
sociologue qui ne combine dans des proportions variables ces trois paramètres : la vie sociale 
suppose que l’individu (i) possède une certaine personnalité (égoïsme), (ii) si la société l’exige 
il est prêt à l’abandonner (altruisme) et (iii) qu’il est ouvert dans une certaine mesure aux idées 
de progrès (anomie). De là, lorsque ces paramètres ne sont pas tempérés, un courant 
suicidogène traverse la société qui entraine les individus vers la mort. Dans la mesure où les 
facteurs individuels ne sont pas analysés en tant que causes fondamentales du suicide, 
Durkheim développe la théorie selon laquelle le taux de suicide d’une société est lié à la 
capacité de celle-ci d’entretenir un contrôle sur les individus qui la composent. C’est donc en 
quelque sont une de type du paradigme fonctionnaliste (la société est un système complexe 
dont les organes ont pour fonction d’assurer la cohésion sociale) que Durkheim cherche à 
comprendre et à expliquer comment différents environnements sociaux (religion, famille, 
politique, classe sociale, occupation, éducation, etc.) fonctionnent et agissent différemment sur 
le suicide (Brym & Lie, 2003, p. 17; Pasdermajian, 2005, p. 32). Chaque société présenterait 
un coefficient d’accélération (d’aggravation) et de préservation du taux de suicide mesurant le 
rapport entre deux taux de suicide à un âge donné en fonction de la situation de famille. De 
manière générale, Durkheim démontre sur la base de ces taux que : 
 
I. Sur le plan de la religion (confessions religieuses) : les protestants se suicident 
plus que les catholiques – la différence essentielle est que le premier admet le 
libre examen dans une bien plus large proportion que le second (Durkheim, 
2002 [1897], p. 156). 
 
II. Sur le plan de la famille : les gens mariés avec enfant(s) se tuent moins que 
les mariés sans enfants, lesquels se tuent moins que les veufs, les divorcés et 
les célibataires. La famille et la présence d’enfant protègent (Durkheim, 1951 
[1897], p. 193). 
 
III. Au plan politique (société politique) : en crise politique le suicide diminue, 
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car il y a intégration plus forte (Durkheim, 2002 [1897], p. 222). 
 
Il conclut que l’intégration14 et la réglementation15 permettent un équilibre et lorsqu’un 
individu est mal positionné sur l’un ou l’autre des trois facteurs sociaux que sont la religion, la 
famille et la politique, il est plus sujet au suicide (Fusé, 1997, p. 83). Pour Durkheim, le 
caractère social de l’intégration et de la réglementation se fait alors que « dans l'ordre de la 
vie, rien n'est bon sans mesure. Un caractère biologique ne peut remplir les fins auxquelles il 
doit servir qu'à la condition de ne pas dépasser certaines limites. Il en est ainsi des 
phénomènes sociaux » (Durkheim, 2002 [1897], p. 233). Durkheim propose alors une  
typologie des suicides. 
 
2.1.1.1 Typologie élémentaire  
 
À partir des concepts d’intégration et de réglementation, Durkheim élabore une 
typologie comprenant quatre types de suicide qui renforce sa théorie sur les trois facteurs 
sociaux de cohésion. La typologie durkheimienne compte le suicide égoïste, altruiste, 
anomique et fataliste. Pour les deux premiers types, « le suicide varie en raison inverse du 
degré d’intégration des groupes sociaux dont fait partie l’individu » (Durkheim, 2002 [1897], 
p. 223). Les deux autres types, anomique et fataliste, s’articulent avec l’action de régulation de 
la société puisque « la société n’est pas seulement un objet qui attire à soi, avec une intensité 
inégale, les sentiments et l’activité des individus. Elle a aussi un pouvoir qui les règle » 
(Durkheim, 2002 [1897], p. 264). Voici brièvement chacun des types de suicide. 
                                                
14 « Intégration - Concept fondamental de Durkheim. L’intégration est un processus qui 
permet à une société d’exister comme une unité cohérente malgré l’obstacle constitué par 
les différences entre les individus. Les sociétés réalisent leur intégration en actualisant 
selon leur degré de complexité soit une solidarité mécanique, soit une solidarité organique » 
(Baudelot & Establet, 1984, p. 124). 
15 « Réglementation - (ou régulation) par opposition : Anomie. La réglementation (régulation) 
est, au même titre que l’intégration, une des conditions du fonctionnement de la société. 
Une société existe – c’est-à-dire ne se dissout pas en ses composantes individuelles – si et 
seulement si elle parvient à aligner les désirs de l’individu sur les objectifs sociaux que son 
rôle lui impose. (…)  Il y a anomie dans le cas contraire » (Baudelot & Establet, 1984, p. 
124). 
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Le suicide égoïste – défaut d’intégration sociale 
Le premier type de suicide, égoïste, résulte de l’individualisation démesurée d’un 
individu au détriment de son intégration sociale (état où le moi individuel s’affirme avec excès 
et au dépend du moi social). Le défaut d’intégration sociale exclut les sentiments de 
sympathie, de solidarité et d’amitié qui inclinent vers autrui puisque c’est l’action de la société 
qui les suscite chez l’individu. Il annule aussi pour ce dernier ses croyances religieuses, 
politiques et morales qui gouvernent sa conduite. Le suicide égoïste est analysé par Durkheim 
à partir des corrélations entre le taux de suicide et les trois facteurs de cohésion sociale que 
sont la religion, la famille (le mariage et la présence d’enfants) - puis la politique. De ce point 
de vue, trois principaux constats se dégagent de l’analyse statistique de Durkheim. 
 
Premièrement, les protestants se suicident davantage que les catholiques et il y a « aggravation 
générale due au protestantisme ; immunité des catholiques et surtout des juifs16 » (Durkheim, 
2002 [1897], p. 149 et 458). Le sociologue reconnait à la suite de l’observation de la carte 
européenne des suicides que le phénomène est très peu développé dans les pays purement 
catholiques comme l'Espagne, le Portugal et l'Italie et qu’il est à son maximum dans les pays 
protestants Prusse, Saxe et Danemark. Durkheim compare également les deux religions au sein 
d’une même société. Ainsi, les statistiques en Suisse démontrent que « les cantons catholiques 
donnent quatre et cinq fois moins de suicides que les cantons protestants, quelle que soit leur 
nationalité » (Durkheim, 2002 [1897], p. 151). Dans les grands États d’Allemagne17, les 
statistiques démontrent l’influence de ces religions sur le suicide qui diffère en raison de 
l’individualisme religieux et de la pratique du libre examen (interprétation personnelle des 
textes religieux). En fait « la seule différence essentielle qu’il y ait entre le catholicisme et le 
protestantisme, c’est que le second admet le libre examen dans une bien plus large proportion 
que le premier » (Durkheim, 2002 [1897], p. 156). Selon Durkheim, les protestants sont plus 
                                                
16 « Pour ce qui est des juifs, leur aptitude au suicide est toujours moindre que celle des 
protestants ; très généralement, elle est aussi inférieure, quoique dans une moindre 
proportion, à celle des catholiques. Cependant, il arrive que ce dernier rapport est renversé ; 
c'est surtout dans les temps récents que ces cas d'inversion se rencontrent » (Durkheim, 
2002 [1897], p. 153). 
17 Prusse, Bade, Bavière et Wurtemberg entre 1846 et 1891 selon les États. 
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les auteurs de leur propre croyance et la communauté semble moins intégrée que les 
catholiques. 
 
Le deuxième constat de Durkheim est que la famille protège, en autres le nombre de ses 
membres a des implications sur le suicide. Cette interprétation vient de la comparaison de la 
situation des hommes et des femmes mariés à celle des célibataires, des veufs et des veuves 
(Aron, 1967, p. 336). L’état de mariage diminue de moitié environ le risque de suicide, 
néanmoins la vie de famille affecte différemment hommes et femmes (Durkheim, 2002 
[1897], p. 176). En effet, le sociologue démontre que le coefficient de préservation des mariés 
par rapport aux célibataires varie avec le sexe en France où les femmes mariées sans enfant se 
tuent deux fois plus que les célibataires au même âge. Toutefois, les hommes célibataires, 
veufs/veuves et les individus isolés sont plus enclins à se suicider que les personnes mariées. 
Durkheim insiste sur le fait que ce n’est pas le mariage, mais la famille et la présence des 
enfants (densité familiale) qui protègent. Lorsqu’une famille est nombreuse, les sentiments et 
les souvenirs communs peuvent être très intenses et il y a assez de consciences pour les 
représenter et les renforcer en les partageant. Par conséquent, ceux-ci unissent et offrent une 
vie collective à chacun de ces membres et de fait, les éloignent du suicide. 
 
Le troisième constat sur le suicide de type égoïste est le suivant : les taux de suicide diminuent 
lors de crises politiques ou nationales importantes et pendant les périodes de guerres. Plus 
précisément, selon les résultats de Durkheim, « c’est que les grandes commotions sociales 
comme les grandes guerres populaires avivent les sentiments collectifs, stimulent l’esprit de 
parti comme le patriotisme, la foi politique comme la foi nationale et, concentrant les activités 
vers un même but, déterminent, au moins pour un temps, une intégration plus forte de la 
société » (Durkheim, 2002 [1897], p. 222). Il affirme également que les grandes guerres 
nationales ont la même influence que les troubles politiques et que la réduction du suicide est 
due à ce que le groupe acquiert dans ces crises : une plus forte intégration. Durkheim précise 
toutefois que ce n’est pas tant la crise qui est salutaire influence, mais la lutte qui force les 
individus à se rapprocher. Le danger oblige l’individu à penser moins à lui-même et davantage 
à ce qui est commun. Moins égoïste, cette intégration momentanée chez les sociétaires peut 
parfois survivre selon Durkheim, surtout lorsqu’elle est intense. 
  42 
 
Le suicide altruiste – excès d’intégration sociale 
Le second type de suicide, à l’opposé du premier type égoïste, est le suicide altruiste 
caractérisé par un engagement excessif de l’individu dans la société. C’est-à-dire que celui-ci 
est trop fortement intégré et son individualisation est insuffisante. Durkheim distingue deux 
sociétés, les sociétés inférieures (archaïques et primitives) d’une part et les modernes d’autre 
part aussi nommées contemporaines ou cultivées. Il développe les formes respectives du 
suicide altruiste de chacune. Le sociologue précise que le suicide est très fréquent chez les 
peuples primitifs et correspond aux caractéristiques suivantes :  
 
a. Suicides d’hommes arrivés au seuil de la vieillesse ou atteints de 
maladies 
b. Suicides de femmes à la mort de leur mari 
c. Suicides de clients ou de serviteurs à la mort de leurs chefs 
(Durkheim, 2002 [1897], pp. 235-236) 
 
Cette distinction des suicides dans les sociétés archaïques est élargie par Durkheim lorsqu’il 
identifie trois variétés ou sous-catégorie du type de suicides altruistes plutôt basée sur des 
exemples historiques que des démonstrations statistiques qu’il nomme ; (i) suicide altruiste 
obligatoire ; (ii) suicide altruiste facultatif ; et (iii) suicide altruiste aigu.  
 
Par ailleurs, Durkheim découvre dans les sociétés modernes l’exemple parfait du suicide de 
type altruiste, le suicide militaire qui est selon lui une situation à l’état chronique dans les 
armées européennes. À partir des statistiques des principaux pays d’Europe entre 1846 et 
1890, la propension des militaires au suicide est très supérieure à celle de la population civile, 
la différence variant entre 25 et 900 % (Durkheim, 2002 [1897], p. 247). Plus précisément, la 
généralité de l’aggravation résulte du service militaire et elle est indépendante du célibat, de 
l’alcoolisme (Durkheim, 2002 [1897], p. 460). Il est donc dû à l’esprit militaire qui se 
caractérise notamment par l’impersonnalité, l’obéissance sans paroles et la disparition de 
l’individu dans le groupe. 
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Le suicide anomique – désajustement de la réglementation 
Le troisième type de suicide identifié par Durkheim, anomique, est basé sur le concept 
nommé anomie. C’est ce type de suicide qui intéresse le plus le sociologue puisqu’il 
caractérise le plus les sociétés modernes (Aron, 1967, p. 337). Le suicide anomique est à la 
jonction de la dimension d’intégration et de l’action régulatrice de la société. Il s’agit du 
concept clé de la philosophie de Durkheim (Baudelot & Establet, 1984, p. 123). Nous 
comprenons des propos de Durkheim, sans qu’il y ait de définition précise, que l’anomie fait 
référence à un état de moindre coercition de l'environnement social. La société ne parvient pas 
à exercer une réglementation adéquate ou une contrainte sur les objectifs, les aspirations ainsi 
que les désirs de ses sociétaires qui dépendent de plus en plus l’individu seul. Ainsi, la société 
n’exerce plus son pouvoir sur un individu et l’expose à sa propre destruction (Pope, 1976, p. 
88). Dans l’histoire de la sociologie, la définition de l’anomie a recouvert un nombre très 
important de significations. De façon plus générale dans la littérature, l’anomie consiste en 
une absence ou un brouillage des références de la régulation sociale, au niveau des normes ou 
des valeurs, qui est le résultat d’un changement social trop rapide qui peut mener à plusieurs 
problèmes, dépendance à la drogue ou l’alcool, crime et violence (Mooney, Knox, Schacht, & 
Nelson, 2004, p. 483).  
 
L’effet régulateur de la société sur l’individu est étudié par Durkheim à partir de la 
corrélation statistique entre la fréquence des suicides et les phases du cycle économique. 
Durkheim démontre, à l’aide des données de la Prusse et de l’Italie du XIXe siècle, que le 
suicide croit avec les crises économiques (dépressions) et que cette progression se maintient 
également dans les crises de prospérité (expansion). Sur le plan des professions, bien que les 
taux de suicide soient plus élevés pour les carrières libérales, Durkheim affirme que la sphère 
de la vie sociale où le suicide est à l’époque à l'état chronique est le monde du commerce et de 
l’industrie, une caractéristique du modernisme de la fin du XIXe siècle. C’est donc dans les 
sociétés agricoles (profession agriculture) où l’ordre des affaires s’est le moins intégré et les 
anciens pouvoirs de régulation se font mieux sentir que le suicide est moins élevé (Durkheim, 
2002 [1897], p. 287). De ces constats, Durkheim veut démontrer que la société limite les 
besoins, les aspirations, les objectifs et les désirs des individus afin d’empêcher la dérégulation 
(les crises). Rappelons que la régulation morale des individus (dont les besoins sont illimités 
  44 
lorsqu’ils dépendent uniquement de lui-même) selon le sociologue est laissée à la société 
directement ou par l’entremise de ces organes (Durkheim, 2002 [1897], p. 275). Cependant, 
ces résultats semblent difficiles à interpréter, alors que Durkheim lui-même n’avait pas dégagé 
de conclusion claire à ce sujet, ce qui sera une critique par Beaudelot et Establet (2006). Le 
développement de la dimension économique de la théorie durkheimienne se poursuit à la 
section 2.3 de ce chapitre. 
 
Il faut également retenir des caractéristiques du suicide anomique que le mariage 
affecte différemment les sexes : le mariage serait un facteur d’équilibre et permettrait 
d’augmenter les capacités d’agir pour les hommes alors qu’il serait plus porteur de contraintes 
pour les femmes. L’homme divorcé est plus menacé que la femme. En résumé, ce type de 
suicide affecte les individus en fonction de leur condition d’existence dans les sociétés 
modernes soit « l'anomie est donc, dans nos sociétés modernes, un facteur régulier et 
spécifique de suicides ; elle est une des sources auxquelles s'alimente le contingent annuel » 
(Durkheim, 2002 [1897], p. 288).  
 
Le suicide fataliste – excès de réglementation  
Le dernier type est le suicide fataliste (à l’opposé d’anomique) résulte d’un excès des 
normes et de réglementation. L’individu est donc brimé et il subit trop de discipline : la société 
limite excessivement les attentes de satisfaction des désirs de ce dernier. Ce suicide de la 
typologie de Durkheim est très peu élaboré, le sociologue lui réserve qu’une simple note de 
bas de page d’un volume colossal. La note va comme suit :  
 
« On voit par les considérations qui précèdent qu'il existe un type de suicide qui s'oppose au 
suicide anomique, comme le suicide égoïste et le suicide altruiste s'opposent entre eux. C'est celui 
qui résulte d'un excès de réglementation ; celui que commettent les sujets dont l'avenir est 
impitoyablement muré, dont les passions sont violemment comprimées par une discipline 
oppressive. C'est le suicide des époux trop jeunes, de la femme mariée sans enfant. Pour être 
complet, nous devrions donc constituer un quatrième type de suicide. Mais il est de si peu 
d'importance aujourd'hui et, en dehors des cas que nous venons de citer, il est si difficile d'en 
trouver des exemples, qu'il nous paraît inutile de nous y arrêter. Cependant, il pourrait se faire qu'il 
eût un intérêt historique. N'est-ce pas à ce type que se rattachent les suicides d'esclaves que l'on dit 
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être fréquents dans de certaines conditions (v. Corre, Le crime en pays créoles, p. 48), tous ceux, 
en un mot, qui peuvent être attribués aux intempérances du despotisme matériel ou moral? Pour 
rendre sensible ce caractère inéluctable et inflexible de la règle sur laquelle on ne peut rien, et par 
opposition à cette expression d'anomie que nous venons d'employer, on pourrait l'appeler le 
suicide fataliste » (Durkheim, 2002 [1897], p. 311). 
 
Nous comprenons que ce quatrième type de suicide est celui des époux trop jeunes, de la 
femme mariée sans enfant et des esclaves. Durkheim affirme clairement que le suicide fataliste 
a si peu d’importance de nos jours, à l’époque de la publication 1897, qu’il ne voit pas 
d’intérêt pour le développer davantage. Cette justification pour ne pas élaborer ce type de 
suicide laisse croire à Besnard (1987c) que la théorie de la régulation est inachevée. En fait, 
Durkheim ne discute pas des implications du suicide fataliste alors que les chiffres sont 
disponibles pour le faire (Caron Malenfant, 2001, p. 27). De plus, le sentiment incomplet est 
entretenu du fait que ce dernier type est exclu du tableau récapitulatif de l’auteur, 
Classification étiologique et morphologique des types sociaux du suicide présenté en annexe 
2.1. 
 
2.1.1.2 Durkheim et la variable âge 
 
Dans son œuvre, Durkheim a recours indirectement à l’âge pour constituer le suicide 
en fait social. L’âge n’est jamais considéré comme une variable à part entière. L’auteur préfère 
l’utiliser dans ses démonstrations comme une variable de contrôle qui permet de saisir à l’état 
pur les effets d’autres variables (Baudelot & Establet, 2006, pp. 135-136; Chauvel, 1997, p. 
682). Néanmoins, si Durkheim n’aborde qu’à quelques reprises la question de l’âge, ses 
conclusions vont profondément affecter la sociologie contemporaine et l’étude du phénomène. 
 
Premièrement, Durkheim traite de l’âge de façon spécifique lorsqu’il réfute 
vigoureusement les causes héréditaires18 au début de son ouvrage19. Il affirme, « non 
                                                
18 L’âge permet à Durkheim d’affirmer que « la façon dont le suicide varie selon les âges 
prouve que, de toute manière, un état organico-psychique n'en saurait être la cause 
déterminante » (Durkheim, 2002 [1897], p. 80). 
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seulement le suicide est très rare pendant l'enfance, mais c'est seulement avec la vieillesse qu'il 
arrive à son apogée et, dans l'intervalle, il croît régulièrement d'âge en âge » (Durkheim, 2002 
[1897], p. 79). Le sociologue note quelques nuances, mais ces rapports sont les mêmes dans 
tous les pays qu’il étudie (France, Prusse, Saxe, Italie, Danemark)20. Il n’approfondit pas le 
questionnement si ce n’est en conclusion de cette section qui ouvre vers sa théorie 
d’intégration et de réglementation. Par exemple, il observe que le suicide croît à mesure que 
l’homme avance dans l’existence, car le maximum d’intensité est chez les vieillards [taux de 
suicide les plus élevés] (Durkheim, 2002 [1897], pp. 80-81). Il précise que le suicide apparait 
plus ou moins tôt selon l'âge auquel les hommes débutent dans la société et une fois le 
processus entamé, les taux augmentent à mesure que ceux-ci sont plus complètement engagés.  
 
C’est vers la fin de son ouvrage que Durkheim fait état d’un constat majeur qui fera figure de 
loi universelle pendant près de deux décennies : le suicide augmente avec l’âge. Il affirme que 
le taux de suicide varie avec l’âge et qu’il croît sans interruption de la jeunesse à la maturité 
(Durkheim, 2002 [1897], p. 367). Le détail de sa conclusion va comme suit : 
 
« Ce qui explique, croyons-nous, cette temporisation, c'est la manière dont le temps agit sur la 
tendance au suicide. Il en est un facteur auxiliaire, mais important. Nous savons, en effet, qu'elle 
croît sans interruption de la jeunesse à la maturité (1), et qu'elle est souvent dix fois plus forte à la 
fin de la vie qu'au début. C'est donc que la force collective qui pousse l'homme à se tuer ne le 
pénètre que peu à peu. Toutes choses égales, c'est à mesure qu'il avance en âge qu'il y devient plus 
accessible, sans doute parce qu'il faut des expériences répétées pour l'amener à sentir tout le vide 
d'une existence égoïste ou toute la vanité des ambitions sans terme. Voilà pourquoi les suicidés ne 
remplissent leur destinée que par couches successives de générations » (Durkheim, 2002 [1897], 
pp. 367-368). 
 
Durkheim n’explique pas très clairement le constat de la hausse progressive du suicide avec 
l’âge, le justifiant uniquement par l’idée qu’il est la conséquence d’un long processus 
                                                                                                                                                    
19  Livre Premier, Chapitre II LE SUICIDE ET LES ETATS PSYCHOLOGIQUES 
NORMAUX LA RACE. L’HEREDITE, section III 
20 Tableau IX Suicides aux différents âges (pour un million de sujets de chaque âge) dont les 
cléments sont empruntés à Morselli (1879), présente directement les deux principales 
variables démographiques, âge et sexe. 
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d’expériences et d’imprégnations (Chauvel, 1997, p. 682). La croissance du suicide en 
fonction de l’âge est pour lui une confirmation supplémentaire du caractère social du 
phénomène. Baudelot et Establet (2006) articulaient bien cette réalité : « les risques de se 
suicider augmentent avec le temps passé en société, c’est bien dans la vie sociale et dans les 
effets à long terme de son action sur les individus qu’il faut chercher les causes du suicide, et 
non dans la nature ou la biologie » (Baudelot & Establet, 2006, p. 135). 
 
Deuxièmement, Durkheim dégage certaines particularités de la variable âge 
congruentes avec sa typologie élémentaire. Concernant le suicide égoïste, caractérisé par le 
défaut d’intégration, Durkheim démontre que pour un groupe d’âge donné, le suicide varie 
selon l’état civil des époux. En fait, Durkheim avait identifié concrètement l’âge comme une 
variable non seulement atténuante, mais également perturbatrice pour étudier les autres 
variables (Durkheim, 2002 [1897], p. 175). Par exemple, l’analyse des données de l’état civil 
faisait état du grand nombre de célibataires qui n’étaient pas sortis de l’enfance. Bien que le 
but premier fût l’analyse de l’état matrimonial et de la famille (dont la présence des enfants) 
afin d’en dégager des lois, l’auteur observe que l’âge modifie le lien entre le suicide et ces 
autres variables sociales. La preuve en est que, passé un certain âge, les femmes mariées sans 
enfant ne profitent plus du coefficient de protection, mais elles sont soumises au coefficient 
d’aggravation (Marcel, 2000, p. 153). Quant au suicide de type altruiste, caractérisé par un 
excès d’intégration, et fréquent selon Durkheim chez les peuples primitifs, l’âge semble le 
déterminer.  Plus précisément, il se présente notamment chez les hommes âgés, vieillards ou 
atteint de maladie et « nous sommes, au premier abord, portés à croire que la cause en est dans 
la lassitude ou dans les souffrances ordinaires à cet âge. (…) l’estime publique se retire de lui 
(vieillard) » (Durkheim, 2002 [1897], p. 236). Ces causes sont reliées à l’avancement en âge 
de l’individu et reviennent aux conclusions sur l’augmentation du risque de se suicider avec le 
temps passé en société. Finalement, le suicide fataliste associé à un excès de réglementation, 
dont le développement est le plus restreint de la typologie, est notamment celui des époux trop 
jeunes. Ce constat implique que le mariage à un jeune âge n’a pas les bénéfices qu’il procure à 
un âge avancé.  
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Ainsi, l’âge, comme le sexe, sont pour Durkheim des variables qui bien que n’ayant 
pas été mises au premier plan dans l’analyse du phénomène du suicide ont une importance 
évidente. Les constats de l’augmentation des taux de suicide avec l’avancée en âge ont acquis 
le statut de loi depuis Durkheim. 
 
2.1.1.3 Réception, contribution et critiques de la théorie durkheimienne 
 
Depuis sa publication en 1897, Le suicide a suscité tant l’admiration que la controverse 
en plus d’avoir contribué au développement de plusieurs approches sur le phénomène. La 
reconnaissance de l’ouvrage par la communauté scientifique ne semble pas avoir été 
immédiate après sa première publication, mais à la suite de sa réédition par les Presses 
Universitaires de France dans les années 1960 où le travail de Durkheim s’est vu de plus en 
plus citée pour devenir un classique (Besnard, 1993). La contribution de la théorie 
durkheimienne à la compréhension du suicide est originale, la première a avoir mis en 
évidence l’impact des faits sociaux sur le comportement des individus. Comme traité 
précédemment, Durkheim réfute avec vigueur les interprétations antérieures du phénomène 
qui considèrent le suicide comme un fait uniquement individuel et établit quant à lui un lien 
entre l’équilibre moral de la société et le comportement de ses membres. De plus, d’importants 
tournants historiques sont identifiés dans sa démarche : la modernisation (modernité), le 
capitalisme industriel mondial et la culture moderne (Pickering & Walford, 2000, p. 197). 
Notre principale variable dans cette thèse, l’âge, est utilisée dans la plupart sinon dans toutes 
les démonstrations du sociologue, mais se présente plutôt comme une variable de contrôle 
pour saisir d’autres variables sociales. L’étude constitue également un apport majeur au 
domaine de la sociologie du point de vue des méthodes : Durkheim est l’instigateur de la 
méthode des covariations basée sur le dénombrement qui sera le propre d’un courant de la 
sociologie contemporaine (Baechler, 1975, p. 22). D’ailleurs, l’utilisation des statistiques lui 
vaut l’étiquette de statisticien moral par Baechler (Baechler, 1975, p. 22).  
 
Bien que l’œuvre soit devenue un point de repère incontournable, la principale critique 
formulée à l’encontre de la thèse durkheimienne est que l’étude du suicide était davantage un 
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prétexte pour étudier la société dans son ensemble qu’un étude sur le suicide en soi. Il 
s’agissait plutôt d’un effort monumental pour établir la légitimité de la sociologie comme 
discipline scientifique (Baechler, 1975; Halbwachs, 1930; Johnson, 1965; Pope, 1976). Trois 
critiques récurrentes apparaissent dans la littérature ; (i) la valeur des statistiques utilisées par 
Durkheim, alors que des sources d’erreurs sont largement contestées et des erreurs seront 
démontrées par Halbwachs (1930) ; (ii) la validité des corrélations établies dans Le 
suicide puisqu’Halbwachs reconstruira les conclusions avec les données publiées par 
Durkheim ; et (iii) la théorie mise de l’avant par Durkheim sur la relation entre l’interprétation 
sociologique et psychologique (Aron, 1967, p. 344). Aussi, la théorie de la régulation, dont 
provient le concept du fatalisme, laissée inachevée par Durkheim suscite la confusion auprès 
de ces commentateurs. Malgré ces limites, la théorie durkheimienne est une référence pour 
l’étude du suicide en plus d’avoir stimulé de nombreuses réflexions théoriques.  
 
2.1.2 Influence de Durkheim sur les analyses sociologiques du suicide  
 
L’héritage de Durkheim a été considérable. Nous présentons ici un bilan synthétique 
des principales approches sociologiques qui semblent avoir le plus marqué la littérature. Nous  
constaterons que l’âge n’est pas souvent une variable directement au centre des 
préoccupations.  
 
2.1.2.1 Halbwachs (1930) : Les causes des suicides (Genre de vie) 
 
Souvent oublié par les chercheurs, Halbwachs (1877-1945), dans l’ouvrage Les causes 
des suicides (1930). revisite les mêmes problématiques abordées trente ans plus tôt par 
Morselli (1879) et Durkheim (2002 [1897]). Les résultats d’Halbwachs (1930) ressemblent à 
ceux de ses prédécesseurs, mais l’interprétation est différente. Halbwachs considère que la 
multiplication des contacts avec les autres augmente les risques de conflits et les sentiments 
tels que la déception, le désespoir et la solitude poussent au suicide. Comparativement à 
Durkheim, chez qui prévalait l’équilibre de la réglementation et de l’intégration sociale de 
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l’individu, le vide social qui habite les suicidés n’est plus un motif, mais bien une cause du 
suicide selon Halbwachs. Cette approche psychosociale pour expliquer le suicide repose sur le 
concept clé développé par le sociologue, celui de genre de vie : « un ensemble de coutumes, 
de croyances et de manières d’être, qui résulte des occupations habituelles des hommes et de 
leur mode d’établissement » (Halbwachs, 1930, p. 502). Il rejoint au facteur de la confession 
religieuse relevé par Morselli et Durkheim l’influence de la ville (où résident principalement 
les protestants) et celle de la campagne (où résident majoritairement les catholiques). 
Halbwachs établit qu’il apparait naturel que dans une société « où les contacts entre les 
hommes se multiplient, les occasions de suicide soient plus fréquentes » (Halbwachs, 1930, p. 
507). Cette théorie joint macro et microsociologie, mais elle est souvent considérée comme 
une simple mise à jour des résultats de Durkheim. Concernant l’âge, les conclusions 
d’Halbwachs sont conformes à celles établies par Durkheim : les effets de l’âge (distincts selon 
le sexe) sont une simple évidence puisque « c'est un fait bien connu que dans la population 
masculine tout au moins, le taux du suicide augmente très régulièrement avec l'âge » 
(Halbwachs, 1930, p. 94). Comme plusieurs chercheurs, il n’interroge pas la loi de la 
croissance des taux avec l’âge, mais aborde au moins la question contrairement à plusieurs 
autres chercheurs.  
 
2.1.2.2 Gibbs et Martin (1958, 1964) : Status Integration Theory  
 
Gibbs et Martin (1958, 1964) ont tenté d’opérationnaliser la théorie de Durkheim et  
ont présenté leur théorie du « Status Integration » pour expliquer la différence des taux de 
suicide selon d’autres caractéristiques de population que celles retenues par Durkheim. Gibbs 
et Martin reprochent à Durkheim comme plusieurs autres critiques l’ambigüité du concept 
d’intégration et proposent de le reformuler en termes de stabilité et de durabilité des relations 
sociales (Gibbs & Martin, 1958, p. 141). Ils soutiennent que des rapports stables et durables 
sont maintenus dans la société lorsqu’un individu se conforme aux droits (privilèges) ainsi 
qu’aux exigences (attentes) que chacun de ces statuts lui confère. Par contre, des conflits de 
statut peuvent survenir lorsqu’un individu en cumule différents nombres (père, mari, etc.) d’où 
peuvent surgir des incompatibilités de statuts. Lorsque la conformité entre les rôles est 
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difficile, simultanément de divers statuts sociaux, l’incompatibilité serait reliée à des risques 
plus élevés de suicide (Gibbs & Martin, 1958, p. 141). Gibbs et Martin développent 5 
théorèmes (postulates) dont le principal est que le taux de suicide d’une population varie 
inversement avec le degré d’intégration de statuts de cette population. Cette théorie 
sociologique est rarement retenue pour l’analyse de la mortalité par suicide. Elle est 
notamment critiquée du point de vue de l’opérationnalisation du concept d’incompatibilité et 
à cause des difficultés de Gibbs et Martin à vérifier leurs propos. De plus, la variable âge ne 
figure pas parmi les concepts théoriques développés.  
 
2.1.2.3 Powell (1958) : Status and Anomie Theory  
 
Powell (1958) s’inspire de Durkheim et postule qu’il est erroné de supposer ou de 
tenter d'expliquer le suicide par une théorie sociologique unique. Il présume pourtant qu’il y a 
un fondement sociologique commun des diverses manifestations de l’acte : l’anomie21. Powell 
distingue deux types d’anomie, le premier serait le résultat de la dissociation du moi (self's 
dissociation from) et le second, « anomie of envelopment » renverrait au système conceptuel 
de la culture. Le Status and Anomie Theory émerge lorsque l'occupation est une fonction 
déterminante du statut social de l'individu qui est un indice de son système conceptuel. 
L’anomie est une variable primordiale de la mortalité par suicide, et par conséquent le 
phénomène est en corrélation avec l'occupation (Powell, 1958, p. 133). Powell traite des types 
d’occupations (I à V), non pas des individus et conclut à une relation curvilinéaire entre le 
statut social et le suicide. L’hypothèse est que l’anomie peut être utilisée pour tenir compte de 
la fréquence du suicide dans les classes supérieures (Pickering & Walford, 2000, p. 117). La 
relation décrite par Powell a été testée avec les données disponibles et a mis l’accent sur 
l’examen de l’impact de la mobilité sociale et le suicide de type fataliste (Pickering & 
Walford, 2000). L’héritage de Durkheim est très présent dans ce cadre théorique du suicide 
avec le concept d’anomie, mais l’âge n’est pas traité.   
                                                
21 « It would be fallacious to assume that a sociological theory could explain a single unique 
case of suicide. Behind the diverse manifestations of the act of self-destruction, however, 
there is a common sociological ground-anomie » (Powell, 1958, pp. 132-133). 
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2.1.2.4 Johnson (1965) : Durkheim’s One Cause of Suicide  
 
Johnson (1965) offre probablement une des interprétations les plus radicales dans la 
littérature de la théorie durkheimienne en réduisant la typologie à un seul type de suicide. Il 
soutient que les types de suicide altruiste et fataliste (réglementation) n’appartiennent pas à la 
théorie. En fait, Johnson argumente qu’il est possible d’ignorer (éliminer) ces deux types 
puisque selon lui le suicide fataliste n’est qu’une note de bas de page et le type altruiste est 
réservé aux militaires de l’armée moderne dont les données nécessaires pour l’analyser ne sont 
pas disponibles. Il regroupe aussi les types égoïste et anomique considérés identiques et « 
integration and regulation are in truth one dimension, rather than two » (Johnson, 1965, pp. 
881, 886). De cette reformulation résulte une cause unique de suicide : égoïsme-anomie. 
Malgré ces affirmations extrêmes, la conclusion générale de Johnson n’est pas 
substantiellement différente de celle de Durkheim. En effet, elle renvoie précisément à sa 
pensée synthèse sur le rôle de l’intégration présentée au chapitre II du suicide égoïste. Alors 
que Johnson affirme « the more integrated (regulated) a society, group, or social condition is, 
the lower its suicide rate » Durkheim avait stipulé « le suicide varie en raison inverse du degré 
d’intégration des groupes sociaux dont fait partie l’individu » (Durkheim, 2002 [1897], p. 223; 
Johnson, 1965, p. 886). Cette approche théorique plus extrême n’aborde pas la question de 
l’âge et soulèvera plusieurs critiques. D’une part, la théorie de Johnson présumant à 
l’élimination du type fataliste peut-être vue comme une proposition de deux types (égoïsme-
anomie et altruisme) dans la mesure où « that data on suicide in primitive society are now 
available, Johnson's rationale for eliminating altruism is itself eliminated » (Pope, 1975, p. 
421). D’ailleurs Pope (1975) fessait remarqué que si les bases théoriques pour éliminer le 
suicide altruiste existaient, Johnson aurait mieux fait de les utiliser à la place des justifications 
empiriques (données non disponibles). D’autre part, les données mettent en doute la 
suggestion de Johnson selon laquelle les concepts d’intégration et de réglementation sont des 
conditions identiques. Plus précisément, les données ne concordent pas avec les conclusions 
de l’auteur puisque « high integration is not an important determinant of the suicide rate. On 
the contrary, if the data are accurate, it may even be more important than low integration » 
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(Rootman, 1973, p. 93). Enfin, Jonhson affirmait lui-même que suite à l’élimination du suicide 
altruiste et fataliste, la seule cause dans Le suicide qui réfutait clairement sa théorie 
(reformulation de Durkheim) est le suicide de l’armée22. 
 
2.1.2.5 Pope (1975, 1976) : A Classic Analysed 
 
Les concepts et la structure explicative dans Le suicide sont au centre des travaux de 
Pope (1975, 1976) et traitent de trois thèmes principaux: la théorie de Durkheim, l’adéquation 
entre sa théorie et les données et le Réalisme social. La conclusion est essentiellement que tous 
sont défectueux. Pour Pope, il est difficile tant en pratique qu’en théorie de faire la distinction 
entre l'intégration et la réglementation et par conséquent entre l'égoïsme, l'anomie, l'altruisme 
et le fatalisme (Huber, 1978, p. 378; Pope, 1976). Pope (1976) fait valoir comme Johnson 
(1965) que le suicide égoïste est la base de la théorie durkheimienne et il rejette le 
raisonnement qui sous-tend l'élimination du type altruisme et fatalisme bien qu’il accepte 
l'équation de l'intégration à la réglementation (Pope, 1975, p. 421). Sur le plan de l’ajustement 
entre les données et la théorie, Pope met en doute la validité des faits sur lesquels repose celle-
ci et affirme que : (i) Durkheim a présenté sélectivement seulement les faits qui étaient en 
accord avec ses hypothèses (exagérer les bases empiriques) ; (ii) les statistiques sont mal 
interprétées ; (iii) les définitions sont modifiées pour s'adapter aux idées préconçues ; (iv) les 
hypothèses sont présentées de manière à les rendre infalsifiables (et sont douteuses) ; (v) 
d’autres interprétations ne sont pas prises en compte ; et (vi) qu’il y ait des lacunes à contrôler 
les variables pertinentes. 
 
Cette analyse a été notamment critiquée par Poggi (1978), reprochant une analyse all-too-
exclusively (tout et trop exclusive) interne du Le suicide23 et que la longue et laborieuse genèse 
                                                
22 « Once altruism and fatalism are eliminated, the single case in Suicide that clearly con-
tradicts the theory is the army. It is the one instance of a highly integrated group with a high 
suicide rate » (Johnson, 1965, p. 886). 
23 « (and of the directly related literature, among which he seems to have missed only one 
item of significance: J. Madge, Origins of Scientific Sociology [London: Tavistock, 1963], 
chap. 2) » (Poggi, 1978, p.1027). 
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de l’ouvrage de Durkheim n’est même pas discutée en plus de soulever des remarques 
provocatrices24. Bien qu’en accord avec les faiblesses relevées dans l’ouvrage classique, 
Poggi suggère que Pope aurait dû s’interroger sur les normes selon lesquelles un soutien 
empirique est évalué légitimement, lesquelles varient dans le temps ou peut-être le 
« sociological discourse is by its very nature persuasive rather than apodictic in nature, and to 
that extent it appropriately employs and assesses even statistical information and logical 
reasoning as (at bottom) rhetorical devices » (Poggi, 1978, p. 1027). Ici encore, les 
fondements théoriques durkheimiens sont davantage débattus que les rapports de variation 
avec l’âge, le sexe ou d’autres variables sociodémographiques.   
 
2.1.2.6 Baechler (1975) : perspective microsociologique qualitative 
 
À l’inverse de ses prédécesseurs, l’approche de Baechler dans Les suicides (1975) 
marque le passage de l’analyse du suicide au niveau microsociologique et des méthodes 
qualitatives.  Le phénomène est pensé uniquement à partir de l’individu, un élément qui lui 
sera d’ailleurs plus tard reproché. Comme Douglas (1967), Baechler n’accorde aucune 
importance et valeur aux statistiques du suicide :  « Durkheim ne s’est pas intéressé au suicide, 
et encore moins aux suicidés, en écrivant son livre. Il s’est intéressé exclusivement à la 
sociologie » (Baechler, 1975, p. 10). Baechler se demande pourquoi une personne est 
suicidaire et l’autre pas et il établit que l’acte provient à la fois de forces intérieures et 
extérieures de l’individu. Il développe une taxonomie des comportements suicidaires à partir 
des histoires de cas de 127 personnes suicidaires (qui ont essayé ou qui se sont suicidées) et 
comprend 11 sens idéal-typique, regroupés en quatre catégories (types généraux). Outre ces 
regroupements, Baechler établit des hypothèses qui lient la conduite suicidaire et les stratégies 
de puissance ou de dépendance développées par les humains pour pallier le sentiment 
d’insécurité. L’approche de Baechler a suscité la critique puisque les conclusions de l’étude 
sont fortement influencées par la définition du suicide très inclusive, où les tentatives, les 
                                                
24 «"though everywhere using the term and addressing himself to its basic nature, Durkheim 
(somewhat curiously) never defined society" (p. 191) » (Poggi, 1978, p. 1027). 
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idées, les gestes et les suicides sont regroupés sans distinction25. Il n’est d’ailleurs pas 
obligatoire qu’il y ait mort pour parler de suicide. En préface Aron précisait que l’ouvrage se 
situe « dans la suite de l’antidurkheimisme, propre à la majorité des psychologues et d’une 
minorité de sociologues » (Baechler, 1975, p. II). Cette théorie ne satisfait pas l’ordre des faits 
que notre travail de recherche propose d’étudier défini ultérieurement26.  
 
2.1.2.7 Baudelot et Establet (1984, 2006) : synthèse théorique de Durkheim et caractéristiques 
contemporaines du suicide  
 
Baudelot et Establet sont des sociologues français auteurs de deux importants 
travaux traitant de l’œuvre originale de Durkheim puis proposant une analyse empirique du 
suicide dans le contexte contemporain.  
 
Le premier ouvrage (1984) fait principalement état des faits et des fondements de la 
théorie durkheimienne. Baudelot et Establet reviennent sur le suicide comme fait social chez 
Durkheim à l’aide de « la statistique [qui] donne à l’état pur la mesure de la contrainte sociale 
» (Baudelot & Establet, 1984, p. 24) et l’influence de la famille et du statut matrimonial. Ils 
recensent aussi certaines erreurs et lacunes de l’analyse classique. Par exemple, le fait de ne 
pas interpréter l’effet du suicide sur le veuvage par sexe alors que les données étaient 
disponibles (Besnard, 1987a, p. 146). Ils abordent aussi concrètement le débat entourant la 
fiabilité des statistiques sur le suicide à l’époque de Durkheim puis repèrent une source de 
sous-estimation en France. Ils concluent que le nombre de suicides devrait être augmenté de 
25%, mais les principales variations (sexe, âge, état matrimonial) ne seraient pas affectées 
(Baudelot & Establet, 1984, p. 72; Besnard, 1987a, p. 146). Baudelot et Establet revisitent 
l’explication de Durkheim sur le poids de l’intégration familiale à l’aide des données du 
suicide en France au moment de la publication. Ils concluent sur le type de suicide égoïste que 
« la protection dont bénéficie un individu à l’égard du suicide est fonction du nombre et de la 
                                                
25 « le suicide désigne tout comportement qui cherche et trouve la solution d’un problème 
existentiel dans le fait d’attenter à la vie du sujet » (Baechler, 1975, p. 77). 
26 Section 1.3.2 
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profondeur des relations qu’il noue avec son milieu familial » (Baudelot & Establet, 1984, p. 
101). Concernant la variable âge, la réflexion des auteurs reprend en quelque sorte les 
conclusions de Durkheim à l’effet que la quantité d’existence sacrifiée diminue lorsque l’âge 
avance (Baudelot & Establet, 1984, p. 127). 
 
Le second ouvrage de Baudelot et Establet (2006) s’inscrit dans la tradition 
durkheimienne, analyse statistique du suicide, en élargissant l’horizon spatial de l’Europe au 
plan mondial où les données sont disponibles. L’objectif est d’enrichir les connaissances sur 
les relations entre le suicide et certaines variables observées par Durkheim plus d’un siècle et 
demi auparavant. Cela dit, l’analyse économique est au premier plan (variation des taux de 
suicide répondant aux inflexions économiques), reléguant les variables de la famille et de la 
religion au second. Les conclusions établies dans Le Suicide sont retrouvées (Tremblay, 2007, 
p. 177) bien que certaines relations diffèrent de l’époque de Durkheim. D’un grand intérêt 
pour notre recherche, Baudelot et Establet mettent à jour la relation du suicide avec la 
structure par âge en France. Alors qu’au XIXe siècle le suicide augmente avec le temps passé 
en société, un important changement apparait en France au cours des années 1970. Un double 
mouvement est observé alors que « le suicide des jeunes augmente, celui des personnes âgées 
diminue » (Baudelot & Establet, 2006, pp. 137-138). Baudelot et Establet attribuent ce 
changement à un effet de période : avoir 20 ans en 1975 en période de chômage de masse et 
tenter de se mettre en place durablement sur le marché de l’emploi n'a pas le même sens que 
prendre sa retraite en percevant 80% de son dernier salaire jusqu’à la fin de ses jours 
(Baudelot & Establet, 2006, pp. 141-142).  
 
Parmi les autres différences notées, l’effet de la richesse. Durkheim dégageait que la misère 
protège (bien que les hauts échelons étaient affectés) alors que les plus hauts taux de suicide 
étaient au XIXe siècle principalement observés dans les plus bas échelons, mais les statistiques 
contemporaines démontrent que les moins riches se suicident le plus, particulièrement là où la 
société a une approche égalitaire pour la distribution des richesses. Aussi, les facteurs sociaux 
traditionnels qui protègent de la modernité les ruraux et les paysans n’apparaissent plus, 
pertinents les taux de suicide sont désormais les plus élevés chez les ruraux en comparaison 
aux urbains et aux ouvriers. Sur le plan de l’effet du genre, comme à l’époque de Durkheim le 
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taux de suicide masculin est supérieur au taux féminin. L’investissement extraprofessionnel 
envers les enfants et l’absence de compétition protègerait les femmes du suicide (notamment 
en cas de divorce), car elles sont plus intégrées en développant un fort noyau social par des 
relations intergénérationnelles (Nicoud, 2006, p. 3; Tremblay, 2007, p. 180). Les seules 
exceptions sont la Chine et l’Inde où Baudelot et Establet interprètent les surplus de suicide 
des femmes aux rapports domestiques et conjugaux, « le sens donné au suicide » est « 
vindicatif » en raison de la soumission au contrôle social de la belle famille. En conclusion, les 
auteurs renvoient à un des fondements sociologiques de l’étude classique de Durkheim en 
affinant que « ce n’est pas la société qui éclaire sur le suicide, c’est le suicide qui éclaire la 
société » (Baudelot & Establet, 2006). 
 
Au terme de ce survol de diverses perspectives sociologiques, il s’avère que les 
nouveaux paradigmes présentent leurs propres limites conceptuelles et n’abordent pas plus la 
question de l’âge. Les chercheurs peuvent apprendre des critiques de l’œuvre Le suicide et de 
la théorie durkheimienne, mieux comprendre ce cadre classique d’analyse et d’interprétation 
pour faire des choix plus éclairés en connaissances des limites actuelles et celles associées à 
l’époque. De là, la théorie de Durkheim demeure au XXIe siècle la référence privilégiée pour 
l’étude de la mortalité par suicide et le cadre théorique principal qui guide nos analyses.  
 
En plus du fondement théorique offert par le domaine de la sociologie avec l’œuvre de 
Durkheim, notre cadre multidimensionnel met à contribution la démographie. Dans la 
prochaine section, nous présentons les paradigmes démographiques associés à l’étude de la 
mortalité par suicide qui permettent d’approfondir la dimension de la cohorte. 
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2.2 APPORTS THÉORIQUES DE LA DÉMOGRAPHIE 
2.2.1 Ryder (1965) : importance de l’analyse des cohortes  
 
 Ryder (1965) a souligné il y a près de 50 ans l'importance de la cohorte, concept clé de 
l'analyse de l'évolution démographique et sociale qui se déplace dans un espace à deux 
dimensions du temps (période) et de l'âge. Cette unité temporelle peut être définie comme 
l'ensemble des personnes qui connaissent le même évènement dans le même intervalle de 
temps (Ryder, 1965, p. 845). Dans la plupart des études, y compris la mortalité par suicide, 
l'évènement déterminant est la naissance. Cependant, une cohorte n'est pas simplement la 
somme d’un ensemble de trajectoires individuelles, chaque cohorte a une composition unique. 
Selon Ryder, l’appartenance à une cohorte pourrait être aussi importante pour déterminer le 
comportement que d'autres caractéristiques sociales telles que le statut socioéconomique 
(Land, 2011). La notion d'effet de cohorte repose sur la théorie selon laquelle les membres 
d'une même cohorte partagent des comportements communs qui reflètent des différences 
durables suite à leur exposition environnementale/sociale puisque ces individus ont vécu les 
mêmes évènements sociaux à travers leur vie au même temps et âge. Les cohortes ont des 
traits particuliers (par exemple, la taille) qui peuvent influer ses membres, et ceux-ci doivent 
être considérés comme une catégorie structurelle déterminante en matière de santé, semblable 
à la race ou la classe sociale. Le travail de Ryder a suscité un regain d'intérêt dans le domaine 
des sciences sociales pour l'estimation des effets uniques d'appartenance à une cohorte. La 
littérature scientifique sur l’influence de la taille des cohortes compte deux principaux 
paradigmes démographiques concurrents qui traitent de la mortalité par suicide. Selon 
l’auteur, les effets sont positifs ou négatifs : avantages et conséquences sur le comportement 
des membres d’une cohorte et celui des autres cohortes. 
 
2.2.2 Easterlin (1980), Birth and Fortune: The Impact of Numbers on Personal Welfare 
 
Dans l’ouvrage Birth and Fortune, Easterlin (1987 [1980]) articule sa théorie 
démographique prévoyant des taux de suicide plus élevés pour les membres des cohortes de 
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grande taille comparativement aux membres de cohorte de petite taille. Il s’agit d’une relation 
positive nuisible pour les cohortes nombreuses puisqu’il y a réduction du revenu relatif pour 
ces membres. Easterlin maintient que la taille relative des cohortes joue un rôle crucial dans la 
détermination des chances de ces membres dans la vie : pour les cohortes très nombreuses, 
comme les baby-boomeurs dont la taille était hors normes comparativement aux cohortes 
précédentes et suivantes, la concurrence s’intensifie pour des ressources rares, notamment 
l'éducation, le marché de l’emploi, le revenu (le chômage et le rythme de promotion dans les 
entreprises), les soins de santé ainsi qu’un système de pension serrée (retraite publique). Ceci a 
pour conséquence la privation et l’augmentation de la rupture sociale. Cette expérience est 
contraire à celle des cohortes de petite taille qui connaissent une vie plus stable, la fortune 
économique des travailleurs et par conséquent, sujet a moins de stress psychologique et 
connaissent des taux de suicide et de criminalité plus faibles (Easterlin, 1987 [1980], pp. 3, 
140). De plus, les cohortes de petite taille connaissent un plus grand succès économique et une 
vie de famille plus stable (De Leo & Evans, 2003, p. 130). De manière générale, les arguments 
d’Easterlin mettent l’accent sur l'impact du nombre relatif (relative number) sur le marché du 
travail du secteur privé (comment réagissent les cohortes de taille inhabituelle).  
 
2.2.3 Preston (1984), Children and the Elderly: Divergent Paths For America’s Dependents  
 
À la même époque, une contre-théorie à celle d’Easterlin est avancée par Preston 
(1984) suggérant que les taux de suicide sont plus faibles pour les membres des cohortes de 
grande taille. La relation est négative et bénéfique puisque les cohortes de grande taille ont de 
hauts niveaux de pouvoir politique et social, à l’opposé de celles de petite taille qui n’ont pas 
l’habileté d’influencer les politiques publiques et d’accumuler des ressources (De Leo & 
Evans, 2003, p. 130). Les cohortes de grande taille dans les sociétés démocratiques peuvent 
profiter des avantages économiques de leur plus importante influence politique. Selon Preston, 
les effets de cette relation peuvent survenir au détriment des cohortes successives de petite 
taille puisque les membres des cohortes précédentes très nombreuses occupent la plupart des 
postes de travail. Contrairement à son prédécesseur Easterlin qui se concentrait sur l’impact du 
revenu, le paradigme de Preston est centré sur la façon dont les transferts publics ou privés se 
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rapportent à la taille des cohortes à l’extérieur de la population active (Preston, 1984, p. 450). 
En résumé, plus le rôle des transferts est important relativement aux revenus d’un groupe ou 
lorsque le rôle du gouvernement relativement au marché est plus grand, l’avantage 
d’appartenir aux cohortes de grande taille sera plus important. En conséquence, lorsque le rôle 
des revenus et du marché est supérieur, le désavantage d’appartenir à une cohorte de grande 
taille est également plus grand (Pampel, 2001, p. 127). Par exemple, lorsque les individus de 
cohorte de grande taille atteignent un âge avancé, en très grand nombre, les dépenses pour le 
bien-être, les pensions de vieillesse et les couts des soins de santé vont augmenter au détriment 
des transferts publics des ressources pour les adultes et les enfants.  
 
Selon les théories d’Easterlin et de Preston, quatre dimensions du marché/distribution 
des transferts (publics et privés) peuvent avoir un impact sur la relation entre la taille des 
cohortes et la mortalité par suicide. D’abord (i) l’âge puisque les sources de revenus varient 
avec l’âge d’une cohorte ; (ii) le genre (indépendamment de l’âge), car il est associé au marché 
du travail et au revenu ; (iii) la nation, car le contexte des politiques en matière de sécurité 
sociale définit le lien entre les individus et le marché  - plus complexe que l’âge et le genre, la 
nation peut être une variable confondante due aux protections des citoyens ; et (iv) le temps 
puisqu’il s’agit d’une composante de changement social important de la taille des cohortes par 
exemple, la division du travail selon l’époque (Pampel, 2001, p. 127). Notre deuxième analyse 
présentée au chapitre 5 teste empiriquement avec les données canadiennes ces deux théories 
démographiques pour offrir de nouvelles perspectives du suicide en lien avec le cycle 
démographique de fécondité : la variation du nombre d’individus appartenant à une cohorte et 
aux opportunités socioéconomiques qui lui sont associées. Il est à noter que l’effet de la taille 
des cohortes est parfois confondu avec le concept plus général de l’effet de cohorte. Il s’agit 
d’un élément technique discuté au chapitre 3 des sources et méthodes.  
 
Étant donné la place centrale occupée par la variable âge dans notre travail de 
recherche, nous mettons en pleine valeur ses trois dimensions temporelles APC. Les 
fondements sociologiques et démographiques permettent d’offrir de nouvelles  perspectives 
sur l’âge et la cohorte. Le domaine de l’économie pour sa part complémente le cadre 
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multidisciplinaire de notre analyse de la mortalité par suicide tout en raffinement la notion de 
« période ». 
 
 
2.3 LE CONTEXTE ÉCONOMIQUE DANS L’ANALYSE DU SUICIDE 
 
L’influence de l’économie sur les faits sociaux est l’objet constant d’analyse en 
sciences sociales. En fluctuations permanentes, l’économie fonctionne de manière cyclique, 
périodique, mais de durée irrégulière  (Gouvernement du Canada, 2011). Le cycle économique 
contient deux phases importantes, la récession et l’expansion avec deux points tournants (crise 
et reprise)27. La récession, par sa définition économique, est une période durant laquelle le PIB 
réel diminue pendant au moins deux trimestres successifs alors qu’en phase d’expansion il 
s’agit d’une d’augmentation. Durant une récession, le PIB réel chute et les ressources comme 
la main-d’œuvre et le capital ne sont pas utilisés à leur plein potentiel (Gouvernement du 
Canada, 2011), ce qui ne serait pas sans effet sur le comportement social et même le suicide. 
En fait, trois grandes théories classiques ont tenté d’expliquer la relation entre le suicide et les 
fluctuations économiques. Les sections suivantes introduisent synthétiquement ces trois 
théories28.  
 
2.3.1 Durkheim (1897) : théorie nonlinéaire 
 
Durkheim (2002 [1897])  a exploré la relation entre le suicide et l’économie dans son 
analyse du type de suicide anomique. L’association pour le sociologue est nonlinéaire : les 
taux de suicide augmentent en période de prospérité et de dépression économique. Durkheim 
argumente son hypothèse de la croissance des taux en période de prospérité avec la situation 
en Italie après l’unification du pays au XIXe siècle. Il note que le commerce et l’industrie ont 
connu de vives impulsions ;  les échanges ont été propulsés avec la marine marchande et les 
                                                
27 La représentation graphique est présentée en annexe 2.2 
28 Pour la représentation graphique, voir “supplementary figures” Figure 6.8.1.   
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voies de communication et de transport (gens et marchandises doublent) ; suivi d’une 
augmentation des salaires de 35% entre 1873-1889 (Durkheim, 2002 [1897], p. 267). En 
concomitance avec cette « renaissance collective », il y a accroissement exceptionnel du 
nombre des suicides en Italie. Durkheim remarque le même phénomène en Prusse à deux 
reprises. En 1866, il y a un premier accroissement avec l’annexe de plusieurs provinces 
importantes et un changement pour devenir chef de la confédération du Nord. Le suicide passe 
alors de 1 pour 8739 [11,44 pour 100 000] en 1864 à 1 pour 5432 [18,4 pour 100 000] en 1867 
- le plus haut taux depuis 1816 -. Ensuite, l’unification de l’Allemagne à la fin du XIXe siècle 
sous l’hégémonie de la Prusse où « une énorme indemnité de guerre vient de grossir la fortune 
publique : le commerce et l’industrie prennent leur essor » (Durkheim, 2002 [1897], p. 268). 
Le suicide augmente de 90% entre 1875-1886.  
 
La seconde hypothèse de Durkheim stipulait l’augmentation des taux de suicide en 
période de contraction économique. Alors qu’il est attendu une influence aggravante sur le 
plan de la « détresse économique » ou « richesse » des individus, Durkheim observe plutôt 
l’effet contraire. Deux exemples sont présentés, l’Irlande où les paysans vivent une vie pénible 
et ne se tuent pas, puis l’Espagne où il y a dix fois moins de suicide qu’en France. Ceci 
entrainera le sociologue à énoncer  qu’« on peut même dire que la misère protège » 
(Durkheim, 2002 [1897], p. 269).  
 
Durkheim conclut que les crises industrielles ou financières et les faillites en société 
augmentent les suicides, mais ce n’est pas parce qu’elles appauvrissent puisque les crises de 
prospérité qui améliore la richesse d’une nation ont le même résultat. C’est parce qu’elles sont 
des crises, soit des périodes de perturbations de l’ordre collectif (Durkheim, 2002 [1897], p. 
271). Particulièrement, toute rupture d’équilibre pousse vers la mort volontaire, les besoins des 
individus sont facilement illimités et ils sont impossibles à satisfaire s’ils dépendent de 
l’individu seul puisqu’ils seront illimités. La seule façon de contrôler (limiter) les désirs des 
individus selon Durkheim est par une source extérieure, rôle que peut uniquement jouer la 
société. Lorsqu’une crise économique (contraction) se produit, elle contraint les individus à 
abaisser leur statut socioéconomique et ceux-ci doivent contenir leurs désirs et accepter moins 
de récompenses (David   Lester & Yang, 1997, pp. 14-15; Statistics Canada & Adams, 1981, 
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p. 9). La société n'a pas le temps de préparer ces membres à ces changements, ils ne peuvent 
pas s'adapter aux conditions qui se transforment rapidement et leur souffrance augmente. Le 
chômage temporaire et prolongé est reconnu comme un problème économique et social 
considérable parce qu’il représente des pertes de production et de revenus en plus de perte en 
capital humain (Pampel, 1996; Watkins, 1985). Alors que les individus sont en difficulté 
individuelle en temps de contraction économique, en période d'expansion les désirs des 
individuels doivent être contrôlés. La société est incapable de réguler les besoins des individus 
et comme en période de contractions, les conditions de vie changent trop rapidement celle-ci 
n’a pas suffisamment de temps pour préparer ses membres aux transformations. L'amélioration 
des conditions économiques supprime les limites des désirs sur les individus et de nouvelles 
limites ne sont pas imposées. La relation nonlinéaire entre le suicide et l’économie est basée 
sur le concept d’anomie de Durkheim, la modernité avec ces changements et ses effets sur les 
facteurs d'intégration traditionnels. 
 
2.3.2 Ginsberg (1967) : théorie procyclique  
 
Plus d’un demi-siècle après l'articulation du paradigme de Durkheim, Ginsberg (1967) 
formule une théorie afin d’expliquer la relation entre le suicide et les conditions économiques. 
Il s’agit plutôt d’une réinterprétation de la notion d’anomie de Durkheim en terme 
psychologique à l’aide du concept d’aspiration. Alors que Durkheim soutient que les taux de 
suicide augmentent en période de contraction et d’expansion, à cause des changements 
économiques trop rapides générateurs d’anomie, Ginsberg pour sa part soutient que l’anomie 
est le résultat de l’insatisfaction (dissatisfaction). Pour ce dernier, l’anomie est une fonction 
directe de l’insatisfaction des individus, elle même fonction directe de l’écart entre les 
récompenses que les individus reçoivent et leurs niveaux d’aspirations (David   Lester & 
Yang, 1997, p. 196). Le processus est normal lorsque les récompenses augmentent plus 
rapidement que les aspirations. Par contre, lorsque les aspirations augmentent plus rapidement 
que les récompenses, le processus est alors anomique ce qui apparait en période d’expansion 
économique. Au plan de l’aspiration au changement, les individus doivent posséder et avoir le 
sentiment d’efficacité. Ginsberg conclu de sa réflexion que la relation entre le cycle 
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économique et le suicide « definitely disconfirm Durkheim’s theory, as it is stated in Suicide, 
and by large support the theory that suicide varies inversevely with general well-being » 
(Ginsberg, 1967, p. 194). La relation est donc procyclique : les taux de suicide diminuent lors 
des contractions économiques et ils augmentent durant les périodes de prospérité. Il est 
important de noter une différence essentielle entre la théorie de Durkheim et la réinterprétation 
de Ginsberg : l’anomie pour le premier implique nécessairement un nombre illimité 
d’aspirations, mais pour le second, le processus ne nécessite pas ce cadre (David   Lester & 
Yang, 1997, p. 20).  
 
2.3.3. Henry et Short (1954) : théorie contre-cyclique  
 
Élaborée environ à la même époque que Ginsberg, la troisième théorie classique établie 
par Henry et Short (1954) a la particularité de faire appel simultanément à la sociologie et la 
psychologie bien que le concept maitre de Durkheim y ait une place importante. Henry et 
Short analysent la mortalité par suicide et les homicides, deux actes considérés comme des 
réactions agressives à la frustration. La théorie psychanalytique d’Henry et Short est basée sur 
le fait que suicides et homicides sont des formes extérieures d’agression : une étant dirigée 
contre soi-même et l’autre dirigé contre autrui. Ils rappellent les propos de Freud au fait que la 
« psychoanalytic formulation of suicide, for example, the strict and punitive demands of 
parents become internalized in the form of a strict and punitive super-ego which operates to 
turn aggression against the self » (Henry & Short, 1954, p. 104). L’analyse bidisciplinaire est 
inspirée également du cadre développé par Dollard et al. (1939) qui suggérait : (i) la forme la 
plus dramatique d'auto-agression est le suicide et (ii) la théorie de frustration et d’agression 
assume que l’agression est toujours une conséquence de la frustration. Plus précisément, 
Dollard et al. (1939) avaient soulevé l’hypothèse que les dépressions économiques augmentent 
le niveau moyen de frustration de la population générale en rappelant qu’il avait démontré 
Thomas (1968 [1927], p. 160) que le taux de suicide étaient plus élevés en période de 
dépression qu’en période de prospérité.  
 
À partir de ces points d’ancrage, Henry et Short développent l’hypothèse principale selon 
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laquelle le suicide des catégories supérieures en société est plus sensible à la frustration 
produite par le cycle économique que celui des catégories de statut inférieur subordonnées du 
système social (Henry & Short, 1954, p. 43). Ils testent celle-ci à l’aide des données des États-
Unis et les résultats suivent le sens général des conclusions de Thomas (1968 [1927]) : le 
suicide augmente en période de dépression économique. Cependant, Henry et Short relèvent 
que cette relation n’est pas exclusive, elle apparait dans toutes les catégories de statuts sociaux 
« although suicide of all categories increases during depression, the degree of increase is 
greatest among the high status categories. The fact that the increase is greatest for high status 
categories suggest that high status categories suffer a greater relative lost of status during 
business contraction than low status categories » (Henry & Short, 1954, p. 15). De manière 
générale, l’association avec le cycle économique est contre-cyclique : les taux de suicide 
augmentent lors des dépressions économiques (contractions) et ils diminuent durant les 
périodes de croissance économique (expansions). Par ailleurs, Henry et Short découvrent la 
relation opposée dans le cas des homicides : les taux augmentent en périodes de prospérité 
économique et diminuent pendant les dépressions. Ils concluront que ces résultats sont 
consistants avec leur interprétation de la théorie frustration–agression (frustration-aggression) 
lorsque les suicides et les homicides sont considérés comme des réactions agressives 
(indifférenciées) à la frustration engendrée par les changements différentiels de statut qui 
accompagnent les périodes d’expansions et de contractions économiques.  
 
Suite à la présentation des trois grands paradigmes qui ont tenté d’expliquer la relation 
entre les fluctuations économiques et la mortalité par suicide, des éléments communs 
émergent, bien que la direction de l’effet anticipée diffère. D’abord, elles sont toutes liées aux 
fluctuations économiques, donc les taux de suicide devraient être fonction des activités 
économiques de l’ensemble de la communauté (société) (David   Lester & Yang, 1997, p. 41). 
Ensuite, les trois théories réfèrent à l’environnement macroéconomique comme force motrice 
pour comprendre le suicide et chacune des théories se développe autour des termes et concepts 
proprement sociologiques : pour (a) Durkheim, l’intégration sociale par l’affaiblissement en 
société) ; (b) Ginsberg, le niveau d’aspiration (théorie de l’insatisfaction des individus) et (c) 
Henry et short, statut du groupe social (basé sur l’hypothèse de frustration et agression) (David   
Lester & Yang, 1997, p. 42). Ainsi, ces paradigmes semblent indiquer que les variables 
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économiques et sociales jouent un rôle dans la variation des taux de suicide en société. 
 
Au terme de ce chapitre, nous dégageons des paradigmes présentés de Durkheim, 
d’Easterlin, de Preston, de Ginsberg et d’Henry and Short des concepts fondateurs pour guider 
nos analyses et interprétations de niveau macro. Nous présentons maintenant notre 
méthodologie. 
  
Chapitre 3 
Sources et méthodes 
 
 
 
« En fait de méthode, d'ailleurs, on ne peut 
jamais faire que du provisoire ; car les 
méthodes changent à mesure que la science 
avance »  
 
Alcan, préface de la deuxième édition  
Les règles de la méthode  
(Durkheim, 1919 [1894], p. 12) 
 
 
 
Ce chapitre vise à présenter en détail les différentes sources de données utilisées pour 
nos trois articles scientifiques de cette thèse et fait état des méthodes descriptives et 
statistiques retenues. 
 
 
3.1 SOURCES 
 
La prochaine section aborde la source de données des variables pour chacun de nos 
articles. Le premier article au chapitre 4 est exclusivement basé sur l’indicateur 
démographique classique du taux de mortalité par suicide pour l’estimation des effets nets des 
dimensions âge-période-cohorte. Dans le contexte du second article présenté au chapitre 5, 
nous introduisons les covariables de la taille relative des cohortes et de la région et finalement 
dans le troisième article au chapitre 6, le taux de chômage, le produit intérieur brut taux per 
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capita (PIB), le taux de divorce et le taux de fécondité. Toutes les données utilisées pour notre 
travail de recherche dans cette thèse sont accessibles publiquement. 
 
3.1.1 Sources des variables 
3.1.1.1 Territoire, population et période à l’étude 
 
Le territoire à l’étude au centre de cette thèse est le Canada. Pour effectuer la 
comparaison avec la province de Québec des deux premiers articles de cette thèse, la base de 
données pour le reste du Canada a été comptabilisée selon la soustraction des effectifs au 
Québec à ceux du Canada. La population est formée des individus âgés de 10 ans et plus, 
stratifiée selon le sexe puisque la littérature29 a démontré des distinctions profondes des 
réalités expérimentées entre les genres. La période à l’étude est de 1926 à 2008, la dernière 
année statistique compilée et la plus récente au moment de la rédaction de ce travail. Cette 
période d’analyse est la plus longue au Canada, près de 90 années. Soulignons que l’analyse 
de la mortalité par suicide au Canada est plutôt difficile avant 1926 bien que les données de 
l’état civil sont disponibles officiellement depuis 1921. En effet, pour les années 1921 à 1923, 
les groupes d’âge après 25-29 ans sont regroupés en groupes décennaux (30-39, 40-49… 90-
99 puis 100 ans et plus) alors que notre étude a comme point d’analyse des groupes 
quinquennaux. Ceci les rend donc inutilisables pour nos analyses. 
 
3.1.1.2 Nombre de décès et estimations de population  
 
Pour l’étude empirique de la mortalité par suicide selon une analyse quantitative, les 
données essentielles sont le nombre de décès attribué au suicide selon l’âge et le sexe ainsi que 
l’effectif de la population du territoire. Les données sur le nombre de décès par suicide pour 
chaque province30 au Canada proviennent de Statistique Canada (statistiques de l'état civil31). 
                                                
29 Se référer au chapitre 1 section 1.2.1 Patterns associés au genre. 
30 Sauf la province de Québec à partir de 1976 
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Celles-ci sont disponibles selon le code CIM (qui permet d’identifier la méthode de suicide 
utilisée : noyade, arme à feu, etc.), mais les décès ont été regroupés puisque ces informations 
plus fines n’étaient pas disponibles pour la province de Québec sur toute la période d’étude. 
Au Québec, les données par âge et sexe ont été obtenues de Statistique Canada de 1926-1975 
puis de l’Institut de la Statistique du Québec (INSPQ) de 1976-200832. Même si l’usage 
unique des données de Statistique Canada avait été plus aisé, l’INSPQ est une source plus 
proche de la réalité étudiée. L’avantage de l’organisme québécois est essentiellement relié au 
fait qu’il peut effectuer des mises à jour du fichier, le reclassement de décès vers une autre 
cause33.  
 
La source des effectifs de la population moyenne au Canada par âge et sexe de 1926 à 
2008 est le recensement instrumentalisé par le gouvernement du Canada. Les séries 
d’estimations démographiques proviennent de Statistique Canada, statistiques de l'état civil34 
produites par la Division de la démographie. Les estimations de population pour la période à 
l’étude sont principalement classifiées intercensitaires définitives, type de données le plus 
fiables, puisqu’elles ne seront plus corrigées par Statistique Canada (considérées 
définitives/permanentes)35.  
 
Ces deux données, nombres et estimations de population, permettent de calculer les 
taux de suicide et d’entreprendre nos analyses36.   
 
                                                                                                                                                    
31 Ottawa, no 84-202 au catalogue 1926-1969 ; et Ottawa, no 84-F0209XIE au catalogue 
1970-2008. 
32 Pour la période de 1976-2008 les données du Ministère de la Santé et des Services sociaux 
du Québec - fichier des décès du Québec, calculs effectués par l’Institut de la Statistique de 
Québec (ISQ). 
33 Se référer à la section 3.1.2.2 Période perturbée des données au Québec, 1975-1978 
34 Estimations de population par âge et sexe, Canada, provinces et territoires, annuels, 
Statistique Canada, Ottawa, CANSIM Table 051-0026 1926-1970 ; Les statistiques de l’état 
civil, Ottawa, no 91-215-X au catalogue 1971-2011 (cd 2009-2010) 
35 Se référer à la description en annexe 3.1. 
36 Les taux utilisés sont présentés à la section 3.3.1 
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3.1.1.3 Variables indépendantes  
 
Les autres variables indépendantes nécessaires à notre second et troisième article 
s’appuient sur le cadre théorique défini par Durkheim. Celles-ci sont subtiles et complexes à 
mesurer puisqu’il n’existe aucune mesure directe, à part l’âge et le sexe, en ce qui concerne le 
concept d’intégration et de réglementation. Ces éléments ne s’observent pas, ce sont des 
construits selon Kaplan (1964)37. En général, l’information statistique (ayant un rôle crucial) 
recueillie sur les suicidés est moins complète qu’à l’époque de Durkheim pour l’application de 
son cadre dans les analyses contemporaines. Le facteur politique-économique, la famille et la 
religion (l’état matrimonial, le nombre d’enfants, la confession religieuse, la profession, etc.) 
ne sont pas récupérés dans la plupart des pays. Cela est le cas au Canada. De plus, une variable 
fondamentale de la théorie durkheimienne n’est pas directement mesurable, le concept 
d’anomie. Il faut s’appuyer sur d’autres indicateurs et à l’origine, Durkheim saisit l’anomie en 
comparant les conditions économiques (crises financières) et l’anomie conjugale (divorce). En 
respectant l’ordre de présentation des articles dans cette thèse, nous introduisons les variables 
indépendantes utilisées.  
 
Taille relative de la cohorte - Relative Cohort Size (RCS)  
La taille relative des cohortes Relative Cohort Size (RCS) est la variable indépendante 
principale du second article de cette thèse et repose sur les théories d’Easterlin et de Preston. 
Cet indicateur mesure le poids d’une génération donnée par rapport à l’ensemble de la 
population considérée des compétiteurs pour les ressources disponibles ou sur le marché du 
travail. Son calcul présente par contre certaines ambigüités et différentes variations utilisées 
les études (Ahlburg & Schapiro, 1984; Easterlin, [1980] 1987; Holinger, 1987; Leenaars & 
Lester, 1994c; Pampel, 1996; Preston, 1984; Stockard & O'Brien, 2002a). Pour notre 
recherche, le RCS est calculé selon : le nombre de personnes d’une cohorte donnée à 15-19 
ans (au moment de leur rentrer sur le marché du travail) par rapport à l’ensemble de la 
population de 15-90 ans, exprimé en pourcentage. Cette opérationnalisation est dite constante 
ou fixe puisqu’elle ne change pas : une cohorte a une mesure RCS. La conceptualisation 
                                                
37 « “constructs may be defined as terms which though not observable either directly or 
indirectly may be applied or defined as the basis of the observables » (Kaplan, 1964, p. 55). 
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choisie correspond pour le dénominateur à l’approche de Preston (1984) qui soutient que tous 
les membres d’une population sont en compétition pour accéder aux ressources dans la 
société. Ainsi, l’opérationnalisation du poids d’une génération est basée sur l’ensemble de la 
population (15 à 90 ans). Pour le numérateur, nous avons considéré un âge crucial où la 
cohorte (15-19 ans) amorce son entrée sur le marché de l'emploi, lequel devrait être 
déterminant sur le reste du parcours de chaque individu. Ce type de mesure a été utilisé dans 
plusieurs analyses sur la taille des cohortes (O'Brien, 1989; O'Brien et al., 1999; Slack & 
Jensen, 2008; Stockard & O'Brien, 2002a, 2002d).  
 
Dummy 
Deux variables dummy sont utilisées pour notre deuxième article. Le genre pour 
distinguer l’effet d’être un homme (1) ou une femme (0) et la région fait référence à la 
division du Canada entre la province de Québec (1) et le reste du Canada (0). Le terme région 
a été préféré au terme plus conventionnel territoire pour éviter la confusion avec les 
Territoires du Nord-Ouest, le Nunavut et le Yukon qui sont trois territoires canadiens.  
 
Taux de chômage  
Le taux de chômage est un des indicateurs classiques de la théorie de Durkheim 
notamment pour capter l’anomie économique. Il est également un indicateur socioéconomique 
commun de bien-être économique et des conséquences économiques des cohort supply 
(Pampel, 1996; Watkins, 1985). La source du taux de chômage annuel canadien est Statistique 
Canada38. Pour la période de 1926 à 1975, les taux ont été calculés selon « person without job 
seeking work » sur « total civilian labor force » et entre 1961-1975 le dénominateur comprend 
                                                
38 Series 1 (1926 to 1960) Catalogue No. 11-516-X Series D124-133 de “Historical statistics 
of Canada”: for 1946 to 1960, The Labour Force, Statistics Canada, (Catalogue 71-001), 
and the Department of National Defence; for 1921 to 1945, Canadian Labour Force 
Estimates, 1931-1945, Statistics Canada, (Reference Paper No. 23, revised 1957) ; 
 
Series 2 (1961 to 1975) Catalogue No. 11-516-X Series D146-159 de “Historical statistics 
of Canada”: The Labour Force, Statistics Canada, (Catalogue 71-001) ; 
 
Series 3 (1976 to 2008) de “Labour Force Historical Review”, 2010 Catalogue No. 
71F0004XCB, Table-086. 
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« persons on temporary layoff ». Le taux de chômage est utilisé dans notre troisième article, 
variable indépendance principale (prédicteur), pour tester l’effet des fluctuations économiques 
sur le taux de suicide (direction de la relation).  
 
Produit intérieur brut (PIB)  
Le Produit intérieur brut (PIB) par habitant Gross Domestic Product per capita (GDP) 
est utilisé au troisième article comme indicateur du niveau de vie et indicateur de la situation-
santé économique au Canada (variable de contrôle). Les sources des données pour le PIB par 
habitant sont de Maddison (2003, p. 80) calculé en dollars internationaux puis transformé en 
log. Cette source est reconnue fiable et tire ses informations de Statistique Canada pour la 
période de 1926 à 196039 et de 1961 à 200840. 
 
Taux de divorce  
Selon la théorie de Durkheim, le taux de divorce est un indicateur de l'anomie 
conjugale en réduisant les liens familiaux et augmente le suicide. De nombreuses études 
recommandent de contrôler pour ses effets liés à l'intégration de la famille (Ahlburg & 
Schapiro, 1984; Gunnell, Middleton, Whitley, Dorling, & Frankel, 2003; Ho, Chao, & Yip, 
1997; Pampel, 1996). La source des taux (calculés) de divorce est Statistique Canada de 1950 
à 200841. Cette variable est utilisée comme variable de contrôle dans le troisième article.  
 
Taux de fécondité  
Le taux de fécondité indique la présence des enfants qui a un effet protecteur contre le 
suicide selon Durkheim. La source du taux de fécondité annuel (calculé) de 1926-2008 est 
                                                
39 “National Income and Expenditure Accounts”, volume 1, “The Annual Estimates 1926–
1974”, Ottawa, 1975, p. 323 
40 Statistics Canada Catalogue No. 11-516-X Series F33-55 and No.13-109-X Table 4 
41  Statistics Canada, Canadian Vital Statistics Divorces Database; Statistics Canada, 
CANSIM, table 051-0001 - Estimates of population, by age group and sex for July 1, 
Canada, provinces and territories. 
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Statistique Canada42. Le taux de fécondité est utilisé pour contrôler l’intégration domestique 
dans notre troisième analyse sur l’impact des conditions économiques.  
 
3.1.2 Considérations sur les données  
 
Des préoccupations d’ordre général sont relevées dans la littérature sur les données 
pour l’étude quantitative de la mortalité par suicide et sept considérations entourent les 
données utilisées pour notre travail de recherche.  
 
3.1.2.1 Sous-estimation et changements de la Classification Internationale des Maladies (CIM) 
 
Les statistiques sur le suicide sont l’instrument principal d’analyse depuis l’étude de 
Durkheim en 1897 pour évaluer l’ampleur du phénomène, mais leurs fiabilités ainsi que leurs 
validités sont régulièrement remises en question. Leur usage a été critiqué notamment par 
Douglas (1967)43, Linden et Breed (1976)44 et Baechler (1975)45. Plusieurs causes sont 
évoquées pour mettre en doute l’exactitude et l’interprétation des données sur le suicide et la 
principale cause est la sous-estimation, également référée sous les termes sous-déclaration ou 
encore sous-notification.  
 
                                                
42 Statistics Canada. (2011 [2000]). Chart 4 Total fertility rate, Canada, 1926 to 2008, Women 
in Canada: Work Chapter Updates (89F0133X). Women in Canada 2000 (catalogue no. 89-
503-XPE, October 2000) 
43 Douglas (1967) n’accorde aucune crédibilité aux statistiques officielles sur le suicide, 
précisant qu’elles n’ont aucune valeur pour des analyses scientifiques et rejette ainsi avec 
vigueur les théories élaborées dans la littérature basée sur des comparaisons statistiques sur 
le phénomène.  
44 Linden et Breed (1976) allaient jusqu’à décourager l’usage des statistiques pour des fins 
purement descriptives.  
45 Baechler (1975) affirmait que « les suicides ne sont pas des données de fait, des objets 
sociaux, qu’une technique améliorée de collecte permettrait de saisir plus fidèlement : ils 
sont construits par ceux qui les perçoivent. Les statistiques officielles ne sont ni justes ni 
fausses, ce sont des points de vue » (Baechler, 1975, p. 33).  
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Sous-estimation des taux de suicide  
Il est reconnu dans la littérature internationale que les chiffres officiels de la mortalité 
sous-estiment le vrai nombre de suicides complétés (Brugha & Walsh, 1978; McCarthy & 
Walsh, 1975; Overstone, 1973; Sainsbury & Jenkins, 1982; Walker, Chen, & Madden, 2008). 
Au Canada, différentes recherches confirment l’existence de la tendance à la sous-estimation 
dans l’ensemble des provinces et territoires (Groupe d'étude national sur le suicide au Canada, 
1994, p. 100; Liberakis & Hoenig, 1978; Malla & Hoenig, 1983; Mao et al., 1990; Speechley 
& Stavraky, 1991). Les sources de la sous-estimation se regroupent en 3 grandes catégories. 
La première est l’attitude sociale par rapport au suicide et fait référence aux préjugés sociaux 
et religieux ainsi qu’aux conséquences sociales et juridiques. Principalement invoqué : l’effet 
psychologique sur la famille, les facteurs reliés à l’assurance-vie, la stigmatisation de la 
victime et les conséquences juridiques possibles et d’ordre moral ou religieux (Syer-Solursh & 
Wyndowe, 1981). Il a été estimé qu’au mieux la sensibilité avec laquelle les coroners et les 
médecins légistes certifient les véritables suicides varie d'environ 55% à 99% (O'Carroll, 
1989, p. 14). C’est donc par convenance sociale, mais également pour différentes raisons 
d’ordre pragmatique qu’un suicide peut se diriger vers une classification inexacte dont « 
causes de décès indéterminées ».  
 
La difficulté de conclure au suicide est la seconde catégorie de sous-estimation des taux. Le 
médecin ou coroner, conformément à la Loi sur la Recherche des Causes et des Circonstances 
des Décès (LRCCD) « procède à l’investigation de tous les décès par suicide où les décès 
survenus dans des circonstances violentes » (St-Laurent & Bouchard, 2004d, p. 2). Le 
déclarant doit atteindre un certain degré de certitude afin d’affirmer qu’il s’agit d’un suicide. 
L’OMS distingue trois moyens d’établir une décision sur la cause d’une mort violente qui 
inclut le suicide : (i) les enquêtes et examens ; (ii) l’autopsie ; et (iii) les examens chimiques 
concentrés dans des laboratoires spéciaux de médecine légale (Organisation mondiale de la 
santé, 1975b, p. 26). Malgré ces moyens scientifiques, les éléments de preuve sont souvent 
peu nombreux. D’ailleurs, certains suicides sont dissimulés : les suicidés déguisent 
volontairement leur geste alors que d’autres sont plus faciles à distinguer en fonction du 
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moyen utilisé46. Aussi, au Québec les coroners ont tout simplement moins tendance à enquêter 
lorsqu’ils se trouvent face au décès d’un individu âgé (Garneau, 2005, p. 31). 
 
La dernière catégorie des sources de sous-estimation des taux de suicide identifiée concerne 
les procédures pour conclure à un décès par suicide et celle-ci a une influence certaine sur les 
données recueillies. L’OMS (1975c) reconnait que l’enregistrement d’un décès par suicide 
varie grandement selon les pays et qu’il n’y a aucune uniformité des taux déclarés selon la 
source dans un même pays, élément rapporté au Canada par Aldridge et St-John (1991). 
L’étude de l’OMS a permis d’identifier quatre moyens (procédures) principaux : « conclusion 
d’un jury, l’accord des experts médicaux ou chimistes ou la seule responsabilité du 
certificateur » (Organisation mondiale de la santé, 1975c, pp. 32-34). Dans la plupart des pays, 
l’opinion des médecins joue un rôle considérable dans la décision concluant ou non au suicide. 
La variation et l’instabilité du suivi des méthodes de déclaration d’un décès par suicide 
occasionnent des difficultés de comparaison des taux d’une province ou d’un territoire à 
l’autre ou entre les époques (Atkinson, Kessel, & Dalgaard, 1975; Nelson, Farberow, & 
MacKinnon, 1978). Des problèmes de cet ordre sont notés au Canada. Des délais de 
traitement, les délais requis par le constat (longueur de l’attestation des décès), la collecte des 
données ainsi que l’enregistrement de la cause du décès contribuent à la sous-estimation dans 
les statistiques officielles canadiennes. Les enquêtes dans bien des cas durent au-delà d’une 
année, s’ajoute le délai à prévoir avant que le constat final du responsable ne soit transmis au 
bureau provincial de statistiques de l’état civil, puis à Statistique Canada (Groupe d'étude 
national sur le suicide au Canada, 1994, p. 105). Lorsque les données sont reçues après la date 
limite prévue pour la publication, celles-ci ne sont pas immédiatement intégrées aux 
statistiques produites par Statistique Canada, ce qui peut fausser considérablement les chiffres 
avant les ajustements des bases de données provisoires, mises à jour puis définitives. Au 
Québec, des délais d’enregistrement affectent les données sur les morts violentes pour la 
période de 1975-1978, une situation abordée à la section suivante de ce chapitre47. 
 
                                                
46 La pendaison versus l’utilisation d’une arme à feu et l’empoisonnement qui sont plus 
facilement associables à des décès accidentels ou des homicides (Morissette, 1982, p. 9). 
47 Section 3.1.2.2 
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Si la sous-estimation des taux de suicide est une situation connue et reconnue, l'ordre 
de grandeur des erreurs est plus difficile à estimer. Plusieurs études ont abordé la question et il 
s’avère que l’ajustement des données pour la sous-estimation des taux est un exercice 
laborieux : il n’est pas évident de déterminer avec justesse l’ampleur du niveau et sa variabilité 
dans le temps et l’espace. Une des difficultés est l’absence d’un critère pour l’évaluation des 
attestations douteuses et sans doute l’impossibilité d’en avoir (O'Carroll, 1989). Parmi les 
différentes tentatives d’estimation, Haim (1969) rapportait la sous-estimation pour les 15-24 
ans pourrait être de l’ordre de 25 à 100% alors que Chesnais (1981) estimait l’ordre de 20 à 
50% du chiffre enregistré. Récemment, des études en France et en Angleterre rapportaient 
respectivement une sous-estimation de 9,4% et 8,7% (Aouba, Pequignot, Camelin, & Jougla, 
2011; Gunnell et al., 2012). 
 
Au Canada, Mao et al. (1990) ont concluent que la situation des données officielles n’est pas 
suffisamment importante pour affecter la validité des comparaisons ou encore masquer les 
différences réelles des taux de suicide d’une province ou d’un territoire à l’autre. Le degré de 
sous-estimation potentielle estimé le plus fort pour la période 1950 et 1982 était les années 
1977-1978 et dans l'ensemble, la sous-déclaration potentielle moyenne estimée s’élève à 
17,5% pour les femmes et 12% pour les hommes (Speechley & Stavraky, 1991, p. 38). La 
sous-estimation serait probablement plus élevée chez les femmes dans les cas 
d’empoisonnements et de noyades. Particulièrement dans la province de Québec, il est difficile 
d’obtenir un pourcentage même approximatif de la sous-estimation du phénomène. Toutefois, 
la sous-estimation est actuellement probablement inférieure à ce qu’elle a été par le passé. 
L’INSPQ conclut que les données sur le suicide au Québec sont valides et fiables et que « la 
sous-déclaration est très peu importante au Québec et si des correctifs étaient apportés, les 
taux resteraient sensiblement les mêmes » (St-Laurent & Bouchard, 2004a, p. 3). 
 
Classification Internationale des Maladies, Traumatismes et Causes de Décès (CIM) 
La seconde préoccupation d’ordre général est la révisons de la Classification 
Internationale des Maladies, Traumatismes et Causes de Décès (CIM), dont huit ont été 
réalisées durant la période de notre étude (1926-2008). Le codage international normalisé des 
maladies, traumatismes et problèmes de santé connexes est passé de la troisième à la dixième 
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révision et le suicide a été classé selon différentes rubriques au cours de cette période, comme 
l’indique le tableau 3.1. 
 
Tableau 
 3.1 Rubriques pour les suicides selon les différentes révisions de la CIM 
 
Classification utilisée 
 
Années en vigueur 
Numéros de rubriques 
(1) (2) 
3e révision (CIM-3) 
4e révision (CIM-4) 
5e révision (CIM-5) 
6e révision (CIM-6) 
7e révision (CIM-7) 
8e révision (CIM-8) 
9e révision (CIM-9) 
10e révision (CIM-10) 
1926-1930 
1931-1940 
1941-1949 
1950-1957 
1958-1968 
1969-1978 
1979-1999 
2000-jusqu’à présent 
165-174 
163-171 
163-164 
E963, 970-979 
E963, 970-979 
E950-959 
E950-959 
X60-X84 et Y87.0 
 
79 
81 
AE 148 
AE 148 
AE 147 
AE 264-270 
 
Notes : (1) Selon la liste détaillée de la classification 
(2) Selon la liste intermédiaire de la classification 
 
Les rapports de compatibilité des statistiques des causes de décès selon les révisions de la CIM 
par l’OMS rapportaient que seules la septième révision et la huitième révision de la CIM 
auraient affecté légèrement la comparabilité des données sur le suicide. L’OMS (1965) précise 
que le passage de la sixième à la septième a fait augmenter le nombre de décès classés comme 
suicide de 3% et serait due au transfert de certains décès par suicide classés auparavant comme 
accidentels une conséquence à l’interprétation différente de l’expression blessures faites à soi-
même. Le passage de la septième à la huitième révision selon l’OMS (1975a) a fait baisser de 
5% le nombre de décès classés comme suicides à cause de l’ajout du mot intentionnellement à 
blessures faites à soi-même. Il y aurait eu un transfert de décès classés auparavant sous la 
rubrique suicide vers la nouvelle rubrique lésions causées de manière indéterminée quant à 
l’intention (Morissette, 1982, p. 14). La dernière version entrée en vigueur au Canada est la 
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CIM-10 en 2000. Pour la majorité des causes de décès, incluant les Lésions auto-infligées 
(suicide), les données codées en CIM-10 ne sont pas directement comparables à celles codées 
en CIM-9, de même que celles des versions antérieures. Cela dit, au Canada « la classification 
selon la CIM-10 n’a aucune incidence sur le nombre de décès dus aux Lésions auto-infligées 
(suicide) » et le rapport de comparabilité entre la CIM-9 et CIM-10 pour la cause de décès 
Lésions auto-infligées (suicide) X60-X84, Y87.0 était de 1,0000 (rapport nul 0,0%) (Geran, 
Tully, Wood, & Thomas, 2005, p. 10 et 33).  
 
Un choix s’impose aux chercheurs d’ajuster ou non les taux de mortalité par suicide. 
De manière générale et selon les informations relevées, il n’y a pas d’ajustement pour la sous-
estimation puisque les niveaux sont difficiles à déterminer avec justesse ayant pour 
conséquence un exercice ardu. Dans ce contexte, nous n’apportons pas de modifications aux 
données officielles utilisées pour notre recherche pour la sous-estimation et les différentes 
révisions de la CIM. 
 
3.1.2.2 Bases de données    
 
Dans l’ensemble, les données utilisées pour ce travail sont de qualité pour toute la 
période observée. Nous ajoutons toutefois sept considérations sur celles-ci.  
 
i. Période perturbée des données au Québec, 1975-1978 
La province de Québec a connu une période perturbée de ses données sur la mortalité 
par suicide entre 1975 et 1978. Morissette (1982) expliquait qu’« à partir de 1975, les données 
du Registre de la population du Québec et celles de Statistique Canada diffèrent (…) il faut 
retenir que pour les années 1975 à 1978, les données du Registre évaluent le nombre de 
suicides à un nombre 16 % supérieur à celui de Statistique Canada » (Morissette, 1982, p. 16). 
L’évolution de l’écart absolu et relatif selon les années démontre qu’il existe une différence 
appréciable entre les données publiées par les deux organismes statistiques48. La situation 
semble attribuable à la modification des procédures et des formulaires pour l’enregistrement 
                                                
48 Tableau complet en annexe 3.2 
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des données d’état civil au Québec entre 1975 et 1978, il y aurait eu des retards pour 
l’enregistrement des décès et un fichier incomplet aurait été remis à Statistique Canada. La 
comparaison des données entre les sources jusqu’en 2008 démontre que la situation s’est 
stabilisée et les écarts sont beaucoup moins importants. Dans ce contexte, les données de 
l’INSPQ à partir 1976 ont été préférées, mais la clarification et la correction de cette situation 
par Statistique Canada est souhaitable.  
 
ii. Anomalies des données : version papier et informatique  
En cas d’anomalie pour la non-cohérence entre les données du fichier informatique et 
la version imprimée papier publiée par Statistique Canada, la version informatique des 
données a été privilégiée afin de se fier aux ajustements les plus récents exécutés par 
l’organisme. Un cas s’est présenté pour l’année 1960 des données du Canada (écart d’un 
décès).  
 
iii. Groupes d’âges de moins de 10 ans 
Les sources de données disponibles ont permis de retracer les décès par suicide des 
individus avant l’âge de 10 ans au Canada. Au total, il y a eu 25 suicides compilés avant 10 
ans entre 1926 et 2008. Il est probable qu’il s’agisse des erreurs de codifications, soit de la 
cause ou de l’âge donc les groupes avant l’âge de 10 ans sont exclus de nos analyses.  
 
iv. Dernier groupe d’âge ouvert  
Le groupe d’âge le plus avancé de notre travail de recherche est formé des 90 ans et 
plus. À noter, Statistique Canada ne fournit pas les données pour ce groupe d’âge pour la 
province de Québec entre 1952 et 1975, elles arrêtent à 85 ans et plus. Toutefois, l’absence du 
dernier groupe d’âge (90 ans et plus) pour cette période n’aura pas d’effet sur nos analyses 
puisque le nombre de décès par suicide pour ce groupe d’âge est petit. Nous faisons 
l’hypothèse entre 1952 et 1975 que le groupe des 85 ans et plus est le dernier groupe ouvert. 
 
v. Suicide sans sexe identifié 
Il y a un total de 21 cas de décès par suicide au Canada pour la période de 1926 à 2008 
dont le sexe n’est pas disponible dans les données de Statistique Canada. Puisque la littérature 
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démontre un rapport hommes/femmes de suicide plus élevé chez les hommes à toutes les 
périodes de notre étude, les 21 cas ont été distribués selon leur catégorie d’âge identifié chez 
les hommes. 
 
vi. Suicides sans âge 
Dans certains cas, les données de Statistique Canada sur le nombre de suicides sont 
répertoriées dans la catégorie âge inconnu. Comme le sexe est identifié, nous avons exécuté la 
répartition proportionnelle à l’unité près de ces cas. Une tâche supplémentaire a été exigée 
pour deux années : la répartition proportionnelle à l’unité égalant la même proportion et le 
même nombre de suicides. En d’autres termes, le décès par suicide sans âge pouvait être 
distribué à deux groupes d’âge. Une technique aléatoire (lancer une pièce de monnaie) a été 
utilisée afin d’être impartiale et sans biais d’âge pour attribuer le suicide à un des deux 
groupes d’âge proportionnel49. La répartition des deux cas au Canada s’est faite comme suit: 
 
1927 : Groupe d’âge 60-64 et 65-69 avec 49 suicides (pile, 60-64 ans) 
1945 : Groupe d’âge 40-44 et 60-64 avec 62 suicides (pile, 40-44 ans) 
 
vii. Disponibilités des variables indépendantes  
Nous sommes confrontés à des données incomplètes pour certaines variables 
indépendantes entre 1926 et 2008. Le taux de chômage, le PIB per capita et le taux de 
fécondité ne sont pas disponibles au moment de la rédaction de ce travail sur toute la période à 
l’étude par âge et sexe dans la province de Québec et n’a pas pu être comptabilisé pour le reste 
du Canada. Ensuite, le taux de divorce est uniquement disponible à partir de 1950 
annuellement. Ainsi, ces indicateurs n’ont pas été intégrés pour l’analyse de la taille des 
cohortes, second article présenté au chapitre 5. Ce type de limite a été mis en évidence dans 
d’autres travaux sur la mortalité par suicide (Pampel, 1996, 2001).  
 
 
 
                                                
49 Pile étant le groupe d’âge le plus jeune et face le groupe le plus âgé 
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3.2. DIMENSIONS DÉMOGRAPHIQUES ET DÉFINITIONS  
 
Cette section présente les dimensions démographiques utilisées dans notre thèse, les 
définitions des effets explorés et la complexité de la variable fondamentale de notre recherche, 
l’âge, dans le contexte d’une analyse multidisciplinaire sur une très longue période de temps. 
 
3.2.1 Analyses transversale et longitudinale 
 
Les taux de mortalité par suicide peuvent être utilisés dans les deux approches de 
l’analyse démographique : transversale et longitudinale. L’analyse transversale « porte sur les 
phénomènes démographiques se manifestant au cours d’une période bien déterminée (année 
civile par exemple) au sein d’un ensemble de cohortes » (Nations Unies, 1981, p. 10). Cette 
approche permet d’étudier les caractéristiques d'une population à un moment donné et s’avère 
une analyse plus aisée à réaliser : moins exigeante au plan des sources de données (période 
moins longue nécessaire). Notre troisième article sur la relation entre le taux de mortalité par 
suicide et les fluctuations économiques est une analyse transversale.  
 
En contraste l’analyse longitudinale est « effectuée au sein d’un groupe bien défini, 
génération, promotion, cohorte, suivie dans le temps » (Nations Unies, 1981, p. 10). Pour ce 
type d’analyse, les taux de suicide sont imputés aux générations auxquelles ils appartiennent. 
Cette dimension à l’avantage d’offrir pour l’étude de la mortalité par suicide la possibilité de 
mettre en évidence les changements qui ne sont pas associés à l’effet de l’âge, mais à des 
aspects culturels et des comportements de génération (Beaupré & St-Laurent, 1998, p. 75). Ce 
type d’analyse démographique nécessite des données à intervalle régulier dans le temps, d’où 
l’importance des sources et de l’accès aux données sur une longue période. Ceci permet de 
retracer un grand nombre de générations et obtenir une vision plus complète de l’évolution du 
phénomène. Les coordonnées sur diagramme de Lexis en figure 3.1 montrent le passage des 
données transversales aux données longitudinales et présentent trois dimensions : temps, âge 
et moment de naissance.  
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Figure 
3.1 Coordonnées sur diagramme de Lexis : analyses transversale et longitudinale 
 
Source : (Vandeschrick, 2003, p. 5) 
 
Ensuite, l’analyse longitudinale permet de suivre un groupe à mesure qu’il avance en âge et 
nous utilisons les mêmes taux calculés pour chaque période de cinq ans en les imputant aux 
générations auxquelles ils appartiennent. Deux techniques ont été utilisées. Pour les 
modélisations statistiques, le groupe de cohorte a été identifié selon  C = P – A. Bien que la 
méthode ne corresponde pas complètement à la réalité complexe de l’identification des 
groupes de cohorte, il s’agit de la procédure standard des modélisations APC. Pour l’analyse 
descriptive, la figure 3.2 présente un exemple d’attribution des taux à 10-14 ans pendant la 
période de cinq ans de 1926-1930 (carré en jaune) qui appartient à 10 générations, soit de 
1911-1920. Par commodité, nous attribuons ce taux aux individus qui constituent le groupe 
d’âge 10-14 ans au milieu de la période, 1er juillet 1928 (ligne rouge), le taux appartient aux 
générations 1913-1918 (voir lignes bleues). Ce processus est suivi pour l’ensemble de la 
période couverte dans notre étude et ainsi nous retraçons l’histoire de 33 groupes de 
générations de 1833-1838 (générations ayant 1 taux pour le groupe d’âge 90+) aux plus 
récentes 1993-1998 (en 2006-2008 ces individus ont 10-14 ans).  
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Figure 
3.2 Diagramme de Lexis, taux de suicide à 10-14 ans pour la période de 1926-1930 rapporté 
aux générations 1913-1918 
 
Source : (Thibodeau, 2007, p. 55) 
 
3.2.2 Définitions des effets APC 
 
Les analyses APC permettent de distinguer séparément trois dimensions de variation 
dans le temps : âge, période et cohorte. La littérature démographique montre que l’analyse qui 
tient compte de toutes les dimensions du temps prévient une vision appauvrie très déformée 
des comportements (Véron, 1994). Il est essentiel de prendre en compte explicitement ces 
multiples effets séparément dans l’analyse de phénomènes démographiques et sociaux. 
Mentionnons que dans les analyses APC l’effet net, aussi nommé indépendant ou séparé, 
exprime l’estimation de l’impact du paramètre examiné sans l’influence par les deux autres 
dimensions50.   
 
Effet d’âge  
Un effet d'âge est lorsque les individus d'une population ou une partie d'entre eux 
                                                
50 Élément méthodologique traité à la section 3.2.3.  
 84 
 
connaissent un évènement démographique (naissance d'un enfant, décès) en fonction de leur 
âge. Le résultat observé est la variation associée à différents groupes d’âge, quelle que soit la 
génération considérée. Ces effets sont généralement associés au risque d'observer une certaine 
caractéristique à différents groupes d’âge et il existe d'innombrables études en biologie, 
psychologie et sociologie sur ces effets (Rodgers, 1982a, p. 774). 
 
Effet de période 
Un effet de période se rapporte au fait que l'évènement a lieu en relation avec la 
conjoncture historique traversée par l'ensemble des individus qui composent la population 
étudiée. Il englobe une variété complexe d'évènements historiques et de transformation de 
l’environnement immédiat social et culturel. Les facteurs comme les guerres mondiales, les 
crises économiques, la famine, les pandémies de maladies infectieuses influencent la mortalité 
de tous les membres de la société (Omran, 1982). En général, les variations de période 
donnent une mesure de l'environnement et des lois économiques et sociales (Rodgers, 1982a, 
p. 774). Par exemple, parmi les signes sociaux il y a la modification de règles juridiques (la 
législation sur le suicide). 
 
Effet de cohorte 
Un effet de cohorte se définit lorsqu’un comportement est adopté en fonction de la 
génération d'appartenance des individus. L’effet rend compte de différences durables de 
comportements entre les différentes cohortes de naissances, dont les individus qui les 
composent ont vécu aux mêmes âges les mêmes évènements temporels (guerre, crise 
économique, etc.), ou ont incorporé des systèmes de valeurs caractéristiques acquis pendant 
leur jeunesse et perdurent tout au long de leur vie (Anguis, Cases, & Surault, 2002, p. 3). Il 
s’agit du résultat de l’exposition physique et sociale. De même, les cohortes à la naissance 
diffèrent dans leur composition démographique (attribuable au cycle démographique). Cela 
dit, l’impact du nombre de membres est un concept distinct qui est nommé effet de la taille des 
cohortes51. 
 
                                                
51  Voir section 3.1.1.3. 
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3.2.3 Complexité de la variable âge 
 
La variable âge est probablement la plus importante variable avec laquelle les 
démographes doivent composer52. Ces propos du démographe Siegel (2002) prennent leur 
ampleur pour l’étude de la mortalité par suicide. La littérature empirique présentée au premier 
chapitre a permis de faire ressortir les importantes transformations relativement à l’âge. Cette 
variable représente un défi d’interprétation dans le cadre d’analyse sur une longue période de 
temps et il faut s’assurer du rôle du cycle des âges au travers du contexte spatiotemporel. Les 
rapports entretenus avec la mortalité par suicide varient dans le temps et l’espace. L’âge donne 
lieu à différentes conceptualisations selon la discipline qui l’observe.   
 
En démographie, l’âge est la variable fondamentale : la science de la population est née 
lorsque le lien entre « mortalité et âge » a été mis à nu (Véron, 1994, p. 372). L’âge se base 
toujours sur des régularités et la variable est fondamentalement invariable dans le temps. Par 
exemple, Sauvy (1959) précisait l’âge chronologique d’une personne mesure le temps écoulé 
depuis sa naissance et par conséquent ne prête à aucun arbitre. Lenoir (1985) lui rappelait la 
vertu de l’âge est d’être « une variable mathématiquement (numérique, quantitative, 
continue…) et biologiquement constituée » (Véron, 1994, p. 372). La possibilité de mesurer 
avec précision l’âge fait référence au modèle d’un âge biologiquement parfaitement défini et 
accrédite l’idée qu’il détermine à lui seul bon nombre de comportements. Les déterminations 
de l’âge sont identiques pour tous les sociétaires, invariables dans le temps, supposant donc 
l’hypothèse de stabilité des dynamiques de sociétés. La construction de pyramide des âges 
repose sur ces constats : l’avancement en âge est un phénomène linéaire qui est vécu par 
chacun de la même façon et les regroupements par âges permettent des différenciations 
pertinentes. L’âge en démographie est une échelle temporelle fixe d’observation de 
phénomène. 
 
Par contre, le temps modifie les âges, en d’autres termes le temps les rend relatifs. L’âge 
sociologique ou appelé social varie selon les époques et des évènements décelés à un âge 
                                                
52 « Perhaps the most important variable demographers deal with is age » (Siegel, 2002, p. 9). 
 86 
 
donné sont profondément modifiés au court du temps, simultanément la signification sociale 
de l’âge et sa perception (Véron, 1994, p. 375). L’âge est devenu en sociologie un principe de 
différentiation de sorte qu’il est perçu comme un construit social : d’une période à l’autre, 
l’âge n’a pas la même signification. Il émane de l’articulation de ce constat que « l’âge n’est 
pas un point fixe, mais variable qui, selon les périodes marquées par des circonstances 
différenciées, ne signifie pas la même chose en termes d’attentes, d’opportunités, de chances, 
de capacité de négociation, de légitimité sociale, d’espoirs, de statuts assignés, ou de 
potentialités d’intégration, notamment professionnelle. En un mot, les âges seraient des 
réalités mobiles dont chaque société à toute étape de son histoire peut déplacer les frontières et 
modifier le contenu et le statut » (Chauvel, 1997, p. 702). 
 
La dualité de ces visions sur l’âge est introduite dans l’interprétation de nos résultats 
d’analyse multidisciplinaire et ne peut être ignorée. Cet arrangement représente des 
opportunités afin d’obtenir de nouvelles informations et un éclairage approfondit pour 
produire une réflexion plus féconde de la compréhension du suicide. Néanmoins, établir des 
équivalences entre l’âge biologique et l’âge social est un défi considérable ayant pour objectif 
de maintenir constant le rapport entre ces deux conceptions par rapport aux transformations 
structurelles de sociétés. Alors, comment concilier les approches? Dans la littérature, les 
études qui ont reconnu la complexité de l’âge, notamment Chauvel (1997), préconisent une 
démarche articulée de mise en relation de faits, d’évènements et de facteurs sociaux : mettre 
en contexte les résultats obtenus au plan sociohistorique. Nous utilisons cette approche pour 
l’interprétation de nos résultats de ce travail de recherche.  
 
 
3.3 MÉTHODES 
 
Chacun des trois articles de la présente thèse repose sur sa propre méthode statistique. 
Nous introduisons d’abord les indices statistiques classiques de l’analyse descriptive puis en 
respectant l’ordre de présentation de ceux-ci au chapitre 4, 5 et 6, les trois modèles statistiques 
et économétriques utilisés : Age-Period-Cohort Intrinsic Estimator (APC-IE), Hierarchical 
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Age-Period-Cohort-Cross-Classified Random Effect Model (HAPC-CCREM) et 
Autoregressive Integrated Moving Average Model (ARIMA) (ARIMAX). Tous nos résultats 
des modélisations statistiques ont été produits sur StataSE version 10.1. 
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Fiche synthétique Article 1 
 
“Suicide Mortality in Canada and Quebec, 1926-2008: An Age-Period-Cohort Analysis” 
 
Questions de recherche 
(i) Est-ce que les jeunes affichent des taux de suicide plus élevés que les autres 
groupes?  
 
(ii) Peut-on distinguer des périodes plus ou moins favorables à l’évolution du suicide?  
 
(iii)  Est-ce que certains groupes de cohortes sont plus à risque de se suicider que 
d'autres?  
 
Identifier les effets APC particuliers de la mortalité par suicide dans la province de 
Québec comparativement au reste du Canada.  
Variables  
Dépendante : taux de mortalité par suicide par âge, taux de suicide selon les étapes de 
la vie 
 
 Indépendantes : âge, période, cohorte 
Méthodes 
 Analyse descriptive  
Modèle statistique Age-Period-Cohort Intrinsic Estimator (IE) 
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Fiche synthétique Article 2 
 
“Cohort Size and Suicide Mortality in Canada: An Assessment of the Easterlin and 
Preston Theories in the GI through the Y Generations” 
 
Questions de recherche 
Hypothèse 1. Effet national de la taille des cohortes : Les cohortes relativement grandes au 
Canada se suicident plus par rapport aux cohortes relativement petites. 
 
Hypothèse 2. Effet national de la taille des cohortes selon le genre : L’effet de la taille des 
cohortes sur le taux de mortalité par suicide au Canada est significativement 
plus élevé chez les hommes que chez les femmes. 
 
Hypothèse 3. Effet régional de la mortalité par suicide : Il y a un effet significativement plus 
élevé des taux de suicide dans la province de Québec que dans le reste du 
Canada. 
 
Hypothèse 4. Effet de la taille des cohortes selon la région et le genre : L’effet de la taille 
relative des cohortes sur le taux de suicide chez les hommes est 
significativement plus élevé dans la province de Québec que dans le reste du 
Canada. 
Variables  
 Dépendante : taux de mortalité par suicide  
 
Indépendantes : relative cohort size (RCS), âge, genre, région, période, cohorte 
Méthode 
 Hierarchical Age-Period-Cohort-Cross-Classified Random Effect Model (HAPC-
CCREM) 
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Fiche synthétique article 3 
 
“Impact of Economic Fluctuations on Suicide Mortality in Canada (1926-2008): Testing 
the Durkheim, Ginsberg and Henry and Short Theories” 
 
Questions de recherche 
(i) Quelle est la relation entre les fluctuations économiques, mesurées par le taux de 
chômage, et les taux de suicide au Canada entre 1926 à 2008 (divisée en 3 séries 
temporelles) : l’effet est-il nonlinaire (Durkheim), procyclique (Ginsberg) ou 
contrecyclique (Henry et Short)?  
 
(ii) Les relations mises au jour demeurent-elles après contrôle pour les covariables 
associées aux taux de suicide : le PIB per capita (indicateur de bienêtre de la 
nation), le taux de divorce et le taux de fécondité (indicateurs d’intégration 
domestique)? 
 
(iii)  Quelles relations existe-t-il entre les taux de suicide par âge et sexe et les 
fluctuations économiques : l’effet est-il plus fort à certaines étapes de la vie? 
Variables  
Dépendante : taux standardisé de mortalité par suicide, taux standardisé de mortalité 
suicide par sexe, taux de mortalité par suicide selon les étapes de la vie 
 
Indépendantes : taux de chômage, produit intérieur brut per capita (PIB), taux de divorce 
et taux de fécondité 
Méthodes 
Analyse descriptive  
Autoregressive integrated moving average (ARIMA) (ARIMAX) 
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3.3.1 Analyses descriptives  
3.3.1.1 Taux brut de mortalité par suicide  
 
Il est possible de suivre l’évolution de la mortalité par suicide grâce à deux indices 
globaux, le taux brut et le taux comparatif. Le taux brut de mortalité par suicide est le rapport 
du nombre de décès par suicide survenu au cours d’une période de temps, à la population 
moyenne correspondante, durant la même période53. Cet indice est facile à calculer puisqu’il 
requiert peu d’informations sur le plan des données statistiques. Toutefois, comme tous les 
taux bruts, il est influencé par la structure par âge de la population, rendant les comparaisons 
entre les territoires et les époques impossibles. Le taux brut (a) dépend du niveau de chaque 
composante et de leur profil par âge et par sexe et (b) est déterminé par les régimes de 
fécondité, de mortalité et de migration par groupe d’âge et sexe. Par exemple, en présence 
d’une population vieillissante et en supposant que la mortalité par suicide est un phénomène 
qui augmente avec l’âge, il en résultera un taux brut très élevé exprimant une forte croissance 
du suicide bien que cela ne soit pas le cas. La variable âge est d’un grand intérêt pour notre 
étude de la mortalité par suicide, mais elle n’est pas distinguée à l’aide de taux brut. Malgré 
ses limites, le taux brut de mortalité par suicide peut offrir une bonne idée de la progression du 
phénomène et de la différence entre les hommes et les femmes - aucune de nos analyses ne 
repose sur cet indice -.  
 
3.3.1.2 Taux standardisé de mortalité 
 
Le taux standardisé, aussi nommé taux normalisé ou taux comparatif, est le taux qu’un 
territoire spécifique aurait connu s’il avait exactement la structure d’âge de la population type 
(de référence) utilisée pour son calcul. Il s’agit d’appliquer la série des taux par âge à une 
population-type qui demeure la même tout au long de la période étudiée (Morissette, 1982, p. 
                                                
53 Équation en annexe 3.3  
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20)54. Il permet les comparaisons entre les territoires dans le temps aux mêmes périodes et 
dans l’espace, exempt des effets d’effectifs et de structure. Il s’agit d’un indice comparatif qui 
n’a pas de valeur en soi, mais uniquement une valeur comparative. Un inconvénient de cet 
outil statistique est qu’il ignore les tendances associées à l’âge et il est sensible/influencé par la 
sélection de la population type - le taux comparatif varie selon le choix de la population type 
ce qui peut donner plus ou moins d’importance à un groupe d’âge. Cela dit, cet indice est 
utilisé dans le cadre de notre troisième article pour ses propriétés permettant les comparaisons 
et l’année 1991 pour la population de référence a été utilisée dans nos calculs. 
 
3.3.1.3 Taux de mortalité par âge 
 
La littérature sur le phénomène indique que la mortalité par suicide varie beaucoup 
selon l’âge et le sexe. Par conséquent, il est d’intérêt de calculer les taux de mortalité par 
suicide par groupes d’âge et par sexe. Nous travaillons le plus possible sur des données 
quinquennales afin d’éviter les fluctuations aléatoires. Nous calculons les taux quinquennaux 
en effectuant la moyenne annuelle des décès par suicide pour un groupe d’âge sur cinq ans et 
rapportons cette moyenne à la population recensée au milieu de la période de ce groupe55.  La 
dernière série disponible à ce jour ne peut pas être complété dans un cadre quinquennal : le 
nombre de suicides n’est pas encore disponible pour les deux dernières années et les 
estimations de la population totale de 2009 et 2010 par Statistique Canada ne sont pas 
définitives, mais Post censitaires mises à jour. Ainsi, pour la période 2006-2008 les taux par 
âge sont calculés en considérant uniquement ces trois années56. 
 
                                                
54 Exemple pour la période 1926 chez les hommes utilisant la population de référence 1991 
en annexe 3.4 
55 Exemple pour la période 1926-1930 pour les hommes en annexe 3.5 
56 Nous avons choisi de ne pas compléter les années 2009 et 2010. Par exemple en émettant 
l’hypothèse que celles-ci sont égales à la moyenne des décès 2006-2008. Cet exercice de 
prévision de la tendance s’avère laborieux sans analyses supplémentaires sur la baisse du 
suicide observé durant les dernières années.  
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3.3.1.4 Taux de suicide selon les étapes de la vie  
 
Le domaine de la psychologie dégage des caractéristiques du développement humain 
physique, cognitif de la personnalité et des relations sociales dont certaines sont attribuables à 
chaque étape de la vie humaine, âge de la vie, sans être distribué par groupe d’âge de cinq ans 
(quinquennaux). Pour cela, nous regroupons également les groupes d’âge par affinités de 
comportement et du développement humain, à savoir les étapes de la vie. Nous retenons le 
regroupement relativement universel des étapes de la vie telles que défini dans la littérature et 
utilisé par De Leo et Evans (2003). Le premier groupe des 10-14 ans est l’enfance/la puberté, 
période où l’individu apprend le langage, socialise et se développe puis acquiert sa morale et 
son indépendance personnelle. Le second groupe est l’adolescence entre 15-24 ans : il s’agit 
d’une période de transition entre l’enfance/puberté et l’âge adulte où l’individu développe des 
relations plus matures et intimes. Les individus à cette étape de la vie expérimentent 
d’importantes transformations physiques, personnelles et sociales. Le troisième groupe est le 
début de l’âge adulte entre 25-44 ans, une période où l’individu cherche à établir des relations 
à long terme, fonder une famille, définir une carrière et trouver un emploi stable. Le groupe 
d’âge suivant est le milieu de l’âge adulte et il s’étend de 45 à 64 ans. Cette étape de la vie est 
caractérisée par plusieurs ajustements parentaux en plus d’aider les enfants dans la transition 
vers l’âge adulte. L’individu au milieu de l’âge adulte vise une stabilité financière et planifie 
sa retraite (De Leo & Evans, 2003, p. 15). Enfin, les ainés rassemblent les individus de 65 ans 
et plus. Ces personnes se retirent graduellement du monde du travail et font particulièrement 
face à certains ajustements physiques (limitations). Cet indice est utile pour notre recherche et 
l’interprétation de celui-ci s’exécute dans la dynamique des âges discutée précédemment, soit 
un cadre sociohistorique.  
 
3.3.2 Modélisations statistiques  
 
Les méthodes dites descriptives permettent d’obtenir une impression générale des 
schémas temporels quantitatifs, mais elles ont des limites. Le second type de méthode utilisée 
est les modèles statistiques offre une meilleure compréhension de l’évolution de phénomènes 
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démographiques, de décomposer l’évolution de ceux-ci en fonction des différents facteurs qui 
entre en jeu dans cette évolution (Wattelar, 1980). Cela dit, il est nécessaire de faire état des 
défis statistiques reliés à la modélisation des dimensions temporelles Âge-Période-Cohorte 
avant de présenter les modèles utilisés pour nos analyses. D’ailleurs, nos choix sont guidés 
selon leurs attributs pour y faire face.  
 
3.3.2.1 Modélisation APC et ses défis 
 
L’estimation des paramètres APC en démographie se fait selon la première équation 
(1) qui représente le taux de mortalité, sous forme de tableaux standard où l’âge est regroupé 
aux rangées, les périodes aux colonnes et la diagonale représente les cohortes et s’écrit selon la 
forme de régression linéaire suivante :  
 𝑇𝑀!" = !!"!!" = 𝜇 + 𝛼! + 𝛽! + 𝛾! + 𝜀!"  (1) 
 
où  représente la variable dépendante qui est le taux de mortalité observé pour le ie 
groupe d’âge (i allant de 1 à a) à la je période de temps (pour j = 1 à p) ;  est le nombre de 
décès survenu pour le groupe ij alors que  est l’estimation de la taille de la population pour 
le territoire observé pour le groupe ij ;  dénote la constante57 ou la moyenne ajustée des taux 
de mortalité ;  représente l’effet de l’âge i ; dénote l’effet de période  j ;  représente 
l’effet de la cohorte k (k variant de 1 à a + p - 1) puis  dénote l’erreur aléatoire dont la 
moyenne est nulle 𝐸 𝜀!" = 0 . 
 
Dans la littérature, l’équation (1) entre dans la catégorie des Conventionnal APC 
models, la forme conventionnelle du modèle APC qui s’intègre au groupe plus général des 
Generalized Linear Models (GLM) (McCullagh & Nelder, 1989; McCulloch & Searle, 2001). 
Elle peut prendre différentes formes : modèle normal, log-linéraire ou encore régression 
                                                
57 Aussi appelé l’ordonné à l’origine 
€ 
TMij
€ 
Dij
€ 
Pij
€ 
µ
€ 
α i
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β j
€ 
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€ 
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logistique. Les équations des formes log-linéaire simple (2) et régression logistique (3) sont :  
 𝑙𝑜𝑔 𝐷!" = 𝑙𝑜𝑔 𝑃!" + 𝜇 + 𝛼! + 𝛽! + 𝛾! (2) 
 
où Dij représente le nombre attendu d’évènements (mortalité) dans une cellule (i,j) dont la 
distribution est supposée être en variable aléatoire de Poisson et log(Pij) est le log de 
l’exposition Pij ;  𝜃!" = 𝑙𝑜𝑔 !"!"!!!"!" = 𝜇 + 𝛼! + 𝛽! + 𝛾! (3) 
 
et θij est log odds évènement (mortalité) et mij est la possibilité de l’évènement dans une 
cellule (i,j). 
 
Les modèles de régression (1), (2) ou (3) peuvent être traités après reparamétrisation du 
paramètre central comme un modèle linéaire généralisé à effets fixes (fixed-effects generalized 
linear models - GLM) (Y. Yang, Schulhofer-Wohl, Fu, & Land, 2008, p. 1701; Y. Yang, 
Schulhofer-Wohl, & Land, 2007, pp. 3-4) présenté en (4) : 
 𝛼!! = 𝛽!! = 𝛾!! = 0 (4). 
 
Problème d’identification 
La nécessité d’estimer statistiquement l’effet individuel de l’âge, de la période et de la 
cohorte à l’aide des coefficients de modèle APC rencontre une difficulté qui soulève 
l’attention et la controverse nommée dans la littérature problème d’identification 
(identification problem). Synthétiquement, la reparamétrisation de l’équation (1) sous forme 
matricielle des moindres carrés (Least-squares regression in matrix - OLS) s’écrit :  
 𝑌 = 𝑋𝑏  (5) 𝑏 = 𝜇,𝛼!,…𝛼!!!,𝛽!,… ,𝛽!!!, 𝛾!,… , 𝛾!!!!! ! 
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Le problème d’identification survient, car la solution de b de l’équation OLS est l’estimateur 
de la matrice (5) en (6) : 
 𝑏 = (𝑋!𝑋)  !!𝑋!𝑌  (6) 
 
qui n’existe pas du fait qu’il y a relation de dépendance linéaire exacte entre âge, période et 
cohorte, Période = Cohorte +Âge58. En d'autres termes, il y a corrélation parfaite entre les trois 
variables soit le type le plus extrême de la colinéarité possible puisque toutes les variables 
indépendantes sont entrées comme variables explicatives dans une équation de régression ou 
utilisées dans tout genre d'analyse similaire rendant l’estimation de leur effet impossible 
(Glenn, 2005, p. 6). Cette relation prévient la solution unique de l’estimateur de la régression 
des moindres carrés ordinaires (MCO) du modèle conventionnel matriciel (5). Un estimateur 
unique n’existe pas : la matrice utilisée dans le processus statistique d’estimation est une 
matrice de rang déficient, one less than full rank column rank. Une matrice singulière produit 
de multiples estimateurs pour les trois effets (singulière =0) et la division par 0 donne une 
infinité de réponses (Kupper, Janis, Karmous, & Greenberg, 1985; Kupper et al., 1983; Searle, 
1971). Se référer à Kupper et al. (1983, p. 2790) pour les démonstrations algébriques. Ensuite, 
contrairement à d’autres problèmes de colinéarité (inexacte), celui-ci ne peut être résolu par la 
manipulation de données où recueillir plus de données pourrait être une solution (A. Bell, 
2014, p. 22).  
 
Plusieurs tentatives ont été mises de l’avant pour trouver une solution numérique au 
traitement de la matrice singulière de l’analyse APC. La littérature APC est substantielle et 
vaste en contradiction dont l’essentiel des débats est sur les possibilités d’obtenir des 
estimations fiables et stables des effets respectifs APC malgré le problème d’identification 
(Stephen E. Fienberg & Mason, 1979; Glenn, 1976; Knoke & Hout 1976; Kupper et al., 1985; 
                                                
58  N’importe laquelle de ces trois variables se confondent entre elles, donc peuvent 
complètement être déterminées par les deux autres : en supposant que le groupe d’âge et la 
période est connu, il est possible de déterminer la cohorte de naissances (C=P-A); en 
connaissant la cohorte et le groupe d’âge, il est possible de déterminer la période (P=C+A) ; 
de même l’âge peut être déterminé en connaissant la période et la cohorte de naissance 
(A=P-C).  
 97 
 
Kupper et al., 1983; Palmore, 1978; T. W. Pullum, 1980; Rodgers, 1982a, 1982j; Smith, 2004; 
Smith, Mason, & Fienberg, 1982; Wilmoth, 1990, 2001). Les premières techniques 
développées ont proposé de retirer de la régression un des paramètres APC (Baltes, 1968; 
Baltes & Nesselroade, 1970; Blalock, 1967), mais il a été démontré qu’elles sont 
insatisfaisantes et les résultats sujets à de fausses conclusions (Mason, Mason, Winsborough, 
& Poole, 1973, p. 253). Parmi les autres stratégies pour pallier au problème d’identification ; 
l’utilisation des variables proxy où une ou plusieurs variables est mesurées comme substitut - 
présumées proportionnelles - aux coefficients âge, période et cohorte (O'Brien, 2000; O'Brien 
et al., 1999) ; les méthodes selon la transformation nonlinéaire paramétrique (S. E. Fienberg 
& Mason, 1985) ; et d’autres classes (Chauvel, 2011a, 2011d; T.W. Pullum, 1978). Au-delà de 
ces approches, une méthode a été plus généralement appliquée par les chercheurs et sa 
conception a soulevé d’intenses débats.  
 
Modèle classique CGLIM et ses limites  
La stratégie conventionnelle en démographie pour l’analyse APC est la régression avec 
contraintes d’égalité qui se regroupent sous la catégorie nommée Constrained Coefficients 
General Linear Model (CGLIM). Différents types de CGLIM ont été développés (Clayton & 
Schifflers, 1987; Holford, 1983; Knight & Fu, 2000; Osmond & Gardner, 1982; Tarone & 
Chu, 1992). Le principal modèle utilisé est celui introduit en 1973 par Mason et collègues : 
accounting/multiple classification model fréquemment référé par la mention CGLIM puisqu’il 
est le plus populaire de cette classe. Celui-ci trouve ses sources des travaux de Yates (1934) et 
impose une ou plusieurs contraintes sur le coefficient afin d’identifier (une contrainte) ou 
suridentifier (deux contraintes ou plus) le modèle. Se référer à Mason et al. (1973) pour la 
démonstration algébrique. Comme le modèle est déterminé par la contrainte d’égalité sur le 
coefficient, cette nature occasionne d’avoir des connaissances préalables ou de très fortes 
préconceptions théoriques pour déterminer les paramètres identiques sinon l’analyse 
performée (sans celles-ci) est assujettie à des erreurs d’interprétations (Mason et al., 1973, p. 
253). 
 
Les limites substantielles du CGLIM sont de manières générales reconnues dans la 
littérature par les statisticiens et spécialistes des méthodes de toutes les disciplines. Le 
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principal problème est lié à la contrainte d’égalité. Plusieurs auteurs ont mis en garde contre 
l’imposition de contrainte sur la base des valeurs observées de la variable dépendante (Kupper 
et al., 1983; O'Brien, 2011a; Rodgers, 1982a; Smith, 2004). Non seulement le modèle a besoin 
de celle-ci, il exige de s’appuyer fortement sur la base de théorie du phénomène étudié (de 
recherches et connaissances a posteriori, latérales ou mêmes, externes pour son choix) alors 
que l’information n’est pas toujours disponible ou encore ne peut pas être facilement 
vérifiable. L’alternative, l’inspection des données pour établir les contraintes est 
problématique (Rodgers, 1982j, p. 793), bien qu’il s’agisse d’une pratique confirmée (Smith, 
2004, p. 114). Ensuite, il y a le niveau de biais associé par la restriction imposée : différents 
choix de contraintes d’égalités produisent différentes estimations de coefficient et l’erreur de 
mesure peut conduire à des estimations très imprécises, et ce, même si la contrainte est 
précisée correctement (Rodgers, 1982a, p. 774). Yang et al. rapportaient la sensibilité des 
estimés selon le choix de la contrainte d’égalité59 et même la production de paramètres 
extrêmement divergents apparait « a familiar, admonitory result » (Smith, 2004, p. 114). 
D’ailleurs, les modèles avec imposition de contrainte d’identification simple produisent tous 
des valeurs valables et identiques de goodness of fit (Rodgers, 1982a, p. 777), donc il n’est pas 
possible de déceler une mauvaise sélection en observant un ajustement inadéquat des données.  
 
Mason et al. (1973) ont proposé des astuces pour déterminer la bonne contrainte : (i) imposer 
une deuxième paire de contraintes (suridentifier),  (ii) si les résultats des modèles suridentifiés 
mènent a une différente interprétation des données, les coefficients de détermination 
(coefficients of determination) peuvent permettre d’identifier le meilleur ajustement (best-
fitting model), (iii) changement de la variance step-wise. L’efficacité a été testée et 
l’application de contrainte d’égalité multiple produit des modèles ayant différents niveaux 
d’ajustement (degrees of fit) entre les valeurs Y observées et estimées60. Les estimés APC 
                                                
59 Les estimés sont très sensibles au choix de la contrainte d’égalité particulièrement lorsque 
différentes restrictions associent les coefficients de catégories de sous-ensembles adjacents 
(successifs), cela peut conduire à des estimations des tendances de l'âge, la période et les 
effets de cohorte très différentes, bien que toutes les données s’adaptent bien (Y. Yang, Fu, 
& Land, 2004, p. 96). 
60« Different sets of constraints do provide different degrees of fit between the predicted and 
observed y-values » (Rodgers, 1982a, p. 774). 
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fournis sont tout aussi arbitraires que ceux réalisés avec des contraintes simples et en fin de 
compte ne permettent pas d’identifier la « meilleure contrainte ». Voir la démonstration de 
Rodgers (1982a, pp. 781,782,785).  
 
Parmi les autres considérations, la dimension APC retenue pour appliquer la ou les contraintes 
est sensible. Il a été démontré en démographie : (i) que l’âge est lié à l’état physiologique en 
plus d’être la source la plus importante de variation sur les taux vitaux et (ii) qu’il y a des 
variations substantielles de la mortalité entre les cohortes (Hobcraft, Menken, & Preston, 
1982; Strehler & Mildvan, 1960). Par conséquent, il est jugé préférable d’éviter de placer des 
contraintes d’égalités sur les dimensions de l’âge et de la cohorte puisque les restrictions sur la 
période entrainent en une moindre perte d’information (Y. Yang et al., 2004, pp. 96-97). En 
résumé, même si la configuration de la contrainte peut être formulée d’une manière défendable 
et le plus prêt de la réalité, il s’agit de la faiblesse fondamentale de la méthode CGLIM.  
 
Outre les problèmes associés à la contrainte, le CGLIM impose de choisir une catégorie de 
référence pour chaque dimension incluse dans le modèle de régression. Cette limite est 
nécessaire à cause de la centralisation des paramètres APC des CGLIM. Par conséquent, il y a 
une perte d’information puisque le modèle ne produit pas d’estimations et d’erreurs types pour 
les catégories de référence. D’ailleurs, le choix de la catégorie de référence a une influence sur 
l’intervalle de confiance des coefficients61. 
 
Malgré les nombreuses préoccupations des CGLIM et possiblement faute de mieux, 
cette méthode d’estimation APC s’est révélée la plus fréquemment utilisée. Néanmoins, de 
nouveaux développements dans le domaine de recherche APC en biostatistique ont permis de 
développer des techniques plus complexes dont nos travaux de recherche tirent avantage.  
 
                                                
61 Si au lieu de choisir la première catégorie de chaque dimension APC comme catégorie de 
référence pour les estimations CGLIM la dernière catégorie avait été choisie, alors les 
intervalles de confiance diminueraient, soit les intervalles de confiance seraient plus grands 
pour la première catégorie de l’âge, la période et de cohorte puis l’ampleur irait en 
diminuant vers les dernières catégories (Y. Yang et al., 2004, p. 99).  
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3.3.2.2 Intrinsic Estimator (APC-IE) 
 
Notre premier article de cette thèse présenté au chapitre 4 exploite l’Intrinsic Estimator 
(IE) pour estimer les effets indépendants de chaque dimension APC. Cette méthode 
d’estimation a été introduite par Yang et al. et la démonstration technique algébrique et 
géométrique complète peut être trouvée dans leurs ouvrages (Y. Yang et al., 2004; Y. Yang et 
al., 2008). Pour paraphraser les concepteurs du modèle, IE est une modélisation APC 
alternative prometteuse qui donne une solution unique de l'équation (1) en utilisant l’approche 
de projection d'espace vectoriel. La décomposition du vecteur des paramètres de régression de 
la matrice de données (design matrix) âge-période-cohorte (équation 1) en deux composantes 
perpendiculaires non paramétriques dans le sous-espace orthogonal peut s’écrire sous la 
forme: 
 𝑏 = B+ 𝑠B!  (7) 
 
où   B = 𝑃!"#$b est un paramètre vecteur spécial qui est la projection du paramètre vecteur b 
dans l’espace non-nul. Il représente l’agrégation des solutions infinies de la matrice non 
inversible ; s est un scalaire utilisé pour multiplier l’ensemble des vecteurs dans l'espace des 
paramètres qui correspond à une solution unique parmi l'infini ; B! est l’unique valeur propre 
des composantes additives de la matrix 𝑋!𝑋  de l’équation (6) ; et B est un complément 
orthogonal de B! (Y. Yang et al., 2008, pp. 1704-1705). Dans l’ensemble, l’idée de base de IE 
(B) est d’éliminer l’influence de la matrice de données sur l’estimation des coefficients.  
 
Les propriétés de IE sont utiles pour produire des analyses APC. Premièrement, B! est 
uniquement une fonction du nombre de groupes d’âge et de période et la contrainte sur le 
modèle apparait purement de convenance algébrique dépourvue de sens (Y. Yang et al., 2008, 
pp. 1707-1723). Deuxièmement, B! n’est pas arbitraire, il est constant (fixé) par la matrice de 
données que le produit de 𝑠B! est une valeur arbitraire dépendante de la solution arbitraire 
trouvée dans l’équation (6). Troisièmement, 𝐵  dans l’équation (7) qui est le complément 
orthogonal de 𝑠B!, l’Intrinsic Estimator, invariable des contraintes du modèle uniquement 
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déterminé par l’inverse généralisé Moore-Penrose Moore-Penrose general inverse (M-P). Les 
modèles APC CGLIM et IE utilisent tous les deux l’inverse généralisé generalized inverses, 
mais celle associée à IE (M-P) a des propriétés techniques particulières qui rendent son 
utilisation souvent citée comme un avantage dans la littérature (O'Brien, 2011a, p. 434). 
Quatrièmement, IE n’exige pas l’utilisation de catégories de référence sur ces dimensions, 
donc moins de perte d’information ce qui est une caractéristique considérable pour l’analyse 
de la mortalité par suicide au Canada sur une longue période. Enfin, IE est statistiquement plus 
efficient (Relative efficiency) que n’importe quel estimateur CGLIM - variance plus petite - 
(Y. Yang et al., 2004, p. 102).  
 
L’estimateur IE rencontre les critères de Glenn (2005) pour une méthode APC tout usage (Y. 
Yang et al., 2008, p. 1732) et il a passé le test d’analyse de simulation Monte-Carlo62 pour 
validité les modèles CGLIM et IE (les résultats ont démontré la supériorité du second 
estimateur63). Précisons toutefois que les modèles CGLIM et IE ont les mêmes ensembles de 
mesures de qualité, dont le log-likelihood et la déviance. Par conséquent ces mesures ne 
peuvent pas être utilisées pour sélectionner le meilleur modèle à retenir pour une modélisation 
APC (Y. Yang et al., 2004, p. 77). De plus, comme la méthode IE est basée sur le modèle 
linéaire classique (CGL), il ne permet pas l’inclusion de variables exogènes (covariables) dans 
la régression. Depuis son introduction dans les sciences sociales, IE a été utilisé dans plusieurs 
recherches (Keyes & Miech, 2013; Keyes et al., 2014; Y. Yang, 2008) et appliqué à l’étude de 
la mortalité par suicide aux États-Unis par Phillips (2014).  
 
Échanges sur le modèle IE 
Depuis son introduction aux sciences sociales, IE a soulevé différentes critiques dont 
les principaux échanges sur sa structure apparaissent entre O'Brien (2011a, 2011j) et Fu, Land 
et Yang (2011). Mentionnons que Smith (2004) s’était montré globalement septique de la 
                                                
62 Une simulation informatique qui aide à faire la lumière sur les propriétés de petits 
échantillons des estimateurs concurrents pour un problème estimation (Kennedy, 2008, p. 
23). 
63 Voir Y. Yang et al. (2007) 
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méthode IE tout comme du modèle CGLIM64 bien que ce dernier a utilisé cette dernière 
approche dans ces travaux. Ainsi, quatre principaux désaccords techniques ont été relevés et 
traités systématiquement par les concepteurs de IE. Nous les relevons synthétiquement.  
 
(i) O’Brien affirme que IE n'est pas une fonction estimable dans le sens traditionnel du 
terme puisqu’il ne remplirait pas les conditions nécessaires et suffisantes d’une fonction 
estimable telles que décrites par Searle (1971, p. 185) (O'Brien, 2011j, p. 468). Il a été 
démontré que IE satisfait la condition l’v=0 dans Yang et al. (2008, p. 1708). De plus, IE est 
une fonction estimable d'un genre particulier, il n’est pas b, mais il correspond à la projection 
du paramètre vecteur b non contraint à l'espace non nul de X (Fu et al., 2011, p. 457). 
 
(ii) O'Brien (2011a) soutient à partir de ses simulations que la norme du vecteur 
converge au vecteur nul (normed null vector goes elementwise to zero k*) ne demeure pas 
constante à mesure que le nombre de périodes augmente (O'Brien, 2011j, pp. 467-468). En 
d’autres termes, l'estimation des effets APC estimés n’est pas le même selon 5 ou 20 périodes. 
Contrairement aux contraintes traditionnelles d’égalités sur les coefficients qui demeurent les 
mêmes, peut importe le nombre de périodes (i.e. période1=période2), la contrainte de IE 
trouve sa solution dans le vecteur nul qui change à mesure que le nombre de périodes est 
modifié (O'Brien, 2011a, pp. 447-448). Chauvel a également soulevé cette préoccupation en 
affirmant que le seul problème de IE est la production d'estimations de cohortes instables 
puisque leur pente est instable lorsque l'on modifie les paramètres de la variable dépendante65 
(Chauvel, 2011a, p. 2). Les concepteurs de IE ont démontré que la valeur de k* est 
indépendante des données (Fu et al., 2011, p. 463). D’ailleurs, O’Brien (2011) avait lui-même 
mentionné de l’exécution de ses simulations que IE performait raisonnablement et « of the 
parameter estimation for two sets of time periods (five and twenty), the IE performs 
                                                
64 « neither the IE model nor the CGLIM model may have any contribution to make to the 
analysis of these nonadditive cohort models » (Smith, 2004, p. 117). 
65 « The only problem of APC-IE is the production of unstable cohort estimates since their 
slope is unstable when one changes the metrics of the dependant variable. For instance, the 
estimated APC-IE cohort effects are different whether one considers nominal wages or real 
ones when the APCD provides a unique DCE since the difference between real and 
nominal wages is absorbed by the period coefficients » (Chauvel, 2011a, p. 2).  
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reasonably well in reproducing the “data generating mechanism” for the simulation based on 
five time periods of data and “does better than the [incorrect] period and cohort constraints 
that we used” (O'Brien, 2011a, p. 446) » (Fu et al., 2011, pp. 463-464). 
 
(iii) O’Brien n’accepte pas IE comme la meilleure solution : il ne fixe pas 
automatiquement t=066(O'Brien, 2011j, p. 468), un désaccord conceptuel technique. 
 
(iv) Il y a désaccord entre O'Brien (2011a, 2011j) et Fu, Land et Yang (2011) sur 
l’emplacement de contrainte(s) pour l’estimation des effets APC et ce, bien qu’ils s’entendent 
sur le fait que la production de paramètres fiables n’est pas possible sans certaines contraintes 
additionnelles. IE est modélisé selon l’hypothèse (contrainte additionnelle) pour tous les 
ensembles de données sur le vecteur nul de X et non pas sur les coefficients puisque plusieurs 
experts statistiques (Kupper et al., 1985; Mason et al., 1973; Rodgers, 1982a) avaient prévenu 
que l’imposition de contraintes d’égalités sur l’estimateur a une influence majeure sur les 
coefficients estimés par le modèle, en plus d’entrainer des erreurs d’interprétation et mener à 
de fausses conclusions (Fu et al., 2011). Néanmoins, O’Brien considère comme Smith (2004) 
que les hypothèses (contraintes additionnelles) doivent être faites sur les coefficients, fondées 
sur les connaissances théoriques/connaissances empiriques de la population à l’étude comme, 
et ce, malgré toutes les complications et limites associées à cette technique (O'Brien, 2011a, p. 
425; 2011j, p. 469).  
 
À partir des échanges techniques recensés sur IE, ceux-ci expriment principalement 
l’absence d’entente générale entre les experts statisticiens et mathématiciens dans les sciences 
sociales et en démographie pour « résoudre » le problème d’identification de l’analyse à trois 
dimensions APC. L’objectif demeure l’obtention de meilleures estimations nettes pour 
observer des transformations et des changements sociaux sous un angle plus révélateur. Notre 
choix de modélisation IE pour notre premier article est motivé par les propriétés de cet 
                                                
66 « Whether t should be zero in the formula b = bc  + tv  depends on whether that solution 
(bc) is a good solution. Because I do not automatically accept the IE as the best solution, I 
would not automatically set t  to zero in the equation b  = B  + tv  (where B  is the IE) » 
(O'Brien, 2011j, p. 468).  
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estimateur relevé précédemment nonobstant le questionnement de fond de l’analyse APC 
agrégé au problème d’identification demeure un champ d’études en lui-même.  
 
3.3.2.3 Hierarchical Age-Period-Cohort Cross-Classified Random Effect Model (HAPC-
CCREM) 
 
Pour poursuivre notre analyse statistique de la mortalité par suicide dans notre second 
article présenté au chapitre 5, le modèle Hierarchical Age-Period-Cohort Cross-Classified 
Random Effect Model (HAPC-CCREM) a été utilisé. Cette technique 
hiérarchique/multiniveau récemment développée par les concepteurs de IE Yang et Land 
(2006) est adaptée pour tester l’effet relié à la taille des cohortes et intégrer simultanément les 
trois dimensions nettes APC. Autrement dit, HAPC-CCREM permet l’ajout de covariables 
dans la régression, ce que le modèle IE ne permet pas dû à sa nature linéaire classique. En 
effet, HAPC-CCREM est une alternative au modèle linéaire67 puisqu’il n’assume pas fixes les 
effets de l’âge, de la période et de la cohorte additifs - évite le problème d’identification -. Il 
permet également de caractériser statistiquement les effets contextuels du temps « historique » 
et de la cohorte d’appartenance pour révéler le processus par lequel la vie des individus est 
façonnée par leur environnement (Y. Yang & K. C. Land, 2013, p. 194). Différentes adaptions 
de cette technique ont été formulées (A. Bell, 2014; Pampel & Hunter, 2012) pour l’étude de 
différents phénomènes. 
 
Dans le cadre de notre travail de recherche, HAPC-CCREM été utilisé pour évaluer 
l'impact de la taille des cohortes sur le taux de mortalité par suicide S (groupe d’âge et 
périodes quinquennales). La méthode estime les effets de l'âge fixe comme des 
caractéristiques individuelles déterminant le taux de suicide puis les effets de période et la 
cohorte aléatoires traités comme étant contextuels en concurrence. Notre analyse prend la 
forme simple (modèle 1) suivante au niveau-1 ou “intracellule”:  
                                                
67 « CCREM family model assume a binomial distribution for the likelihood of the outcome, 
with a logit transformation to make linear the binomial response mean as a generalized 
linear model (GLM) » (Masters et al., 2012, p. 14). 
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 𝑆!"# = 𝛽!!" + 𝛽!𝐴𝑔𝑒!"# +𝛽!𝑅𝐶𝑆!"# + 𝛽! ∗ 𝑋!"#$ + 𝑒!"# 
 
Niveau 2 ou modèle entre cellules: 
 𝛽!!" = 𝛾! + 𝑢!! + 𝜐!! 
 
Modèle combiné : 
 𝑆!"# = 𝛾! + 𝛽!𝐴𝑔𝑒!"# + 𝛽!𝐺𝑒𝑛𝑑𝑒𝑟!"# + 𝛽!𝑅𝐶𝑆!"# +𝑢!" + 𝜐!! + 𝑒!"# 
 
où  i = représente les individus de la cohorte j et période k ; 
j = 17 cohortes de naissance68 ;  
k = 17 périodes de temps (quinquennales) ; 
 
où, i représente les individus nés dans la cohorte j et k année ; X à m variable de contrôle, et e à 
une distribution normale de l’erreur avec une moyenne de zéro et variance de 𝜎!. Au niveau 2, 𝛾 est la constante (grand-mean outcome) ; 𝑢!" représente l'effet aléatoire résiduelle de cohorte 
j de 𝛽!!" moyenne sur toutes les périodes (assumé normalement distribué avec une moyenne 
de 0 et variance 𝜏!) ; et 𝜐!! est l’effet aléatoire résiduelle de la période k moyenne sur toutes 
les cohortes (assumé normalement distribué avec une moyenne de 0 et variance normale 0 et 
variance 𝜏!). Les coefficients des pentes 𝛽! à 𝛽! sont traités comme  étant fixes. 
 
Étapes de l’analyse  
Nos analyses ont été effectuées en quatre étapes. La première étape (Modèle 1) est une 
version des tableaux croisés (cross classified) des effets aléatoires HAPC du RCS, de l’âge et 
                                                
68 Dernière période est de 3 années, 2006-2008.  
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du genre sur le taux de suicide au Canada pour tester l’hypothèse (1). Ensuite, la deuxième 
étape (Modèle 2 et 3) a été d’examiner si la modélisation par genre permettait de révéler des 
différences significatives de l'influence de la taille relative des cohortes sur la mortalité par 
suicide – pour tester l’hypothèse (2). La troisième étape (modèle 4) a été de tester si le taux 
suicide est significativement plus élevé dans une région (province de Québec et reste du 
Canada) hypothèse (3). Enfin, la quatrième étape (modèles 5, 6, 7 et 8) a permis d’observer 
l'influence du RCS sur la mortalité par suicide au Québec et dans le reste du Canada par sexe 
pour tester notre dernière hypothèse (4). Tous les modèles ont été produits avec la commande 
xtmixed. 
 
3.3.2.4 Autoregressive Integrated Moving Average Model (ARIMA) (ARIMAX)  
 
Le troisième article de cette thèse présenté au chapitre 6 se base sur un modèle 
économétrique, la méthode Autoregressive Integrated Moving Average model (ARIMA). Ce 
modèle permet de tester pour la présence des trois théories classiques de l’influence des 
fluctuations économiques (nonlénéaire, procyclique et contrecyclique) sur le suicide en 
considérant le décalage temporel (lag) des indicateurs. L’analyse de séries chronologiques 
ARIMA est utilisée pour estimer l'impact de taux annuel de chômage , le PIB en logarithme 
naturel, le taux de divorce et le taux de fécondité (variables indépendantes) sur le taux de 
suicide annuel  (variable dépendante) au Canada pour la période de notre étude au temps t. 
 
Tout d'abord, nous avons analysé la stationnarité des séries et les avons différenciées 
lorsque cela était nécessaire avec les bons décalages pour les rendre stationnaires (correct time 
lags to be stationary). Ensuite, une procédure de préblanchiment (prewhitening) a été 
appliquée pour éliminer la corrélation temporelle pour la variable indépendante (S). Nous 
avons vérifié si les variables indépendantes influençaient au sens de Granger les taux de 
suicide (test de causalité de Granger) à partir de séries préblanchies (prewhitened). Nous avons 
estimé le décalage de temps (lag) entre chacun (lu lg ld lf ) et le taux de suicide. Pour les termes 
de la moyenne mobile et le processus de bruit blanc de Zt (specification noise process), nous 
avons examiné les termes résiduels après avoir estimé des moindres carrés ordinaires des taux 
€ 
Ut
€ 
St
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de suicide sur les variables exogènes décalées dans le temps (lag). Finalement, le modèle 
ARIMA(X) est un modèle avec les variables exogènes  intégré afin d'estimer le coefficient du 
taux de chômage et leurs erreurs types. 
 𝑆! = 𝛽 ∙ 𝑈!!!! + 𝜒 ∙ 𝐺!!!! + 𝜌 ∙ 𝐷!!!!+𝜗 ∙ 𝐹!!!! + 𝑍! 
 
où 𝑆! est le taux de suicide à un temps t ; 𝑈!!!!est le taux de chômage au temps (𝑡 − 𝑙!) ; 𝐺!!!! est le PIB par capita avec un décalage (with lag 𝑙!) ; 𝐷!!!! le taux de divorce avec un 
décalage 𝑙!)  (with time lag 𝑙!) ; 𝐹!!!! le taux de fécondité  (with lag 𝑙!); puis 𝑍! qui est un 
modèle autorégressif à moyennes mobiles (autoregressive moving average model - ARMA) 
avec p termes autorégressifs et q les termes des moyennes mobiles (moving terms). 
 
Étapes de l’analyse et séries chronologiques 
Un premier modèle brut a été estimé avec le taux de chômage comme unique facteur 
prédicateur du taux de suicide. Nous avons ensuite modélisé en incluant les covariables 
(modèles ajustés). Enfin, l’analyse a été raffinée pour tester l'impact des conditions 
économiques sur le changement des taux de suicide auprès de différents groupes d'âge (étapes 
de la vie) - les modèles bruts et ajustés ont été produits pour chaque sexe -. Précisions que le 
taux de chômage global a été utilisé comme une expression contextuelle de l'environnement 
économique du Canada de son cycle économique avec des périodes de contraction et 
d'expansion. Plus précisément, le chômage global a été considéré comme un indicateur qui a 
un impact sur les deux sexes et qui affecte tous les membres de la famille.  
 
Notre analyse est regroupée en trois séries temporelles sur la base de la littérature de 
l'évolution de l'économie canadienne pour tester les trois paradigmes présentés au chapitre 2 : 
effet linéaire (procyclique et contre-cyclique), mais également nonlinéaire. Nos choix 
rencontrent les exigences de la modélisation ARIMA pour que l’estimation des séries 
chronologiques soit effectuée. La première période (1926-1950) est caractérisée par un haut 
niveau de chômage incluant la Grande Dépression, la Deuxième Guerre mondiale, la période 
d’après-guerre et la récession jusqu’aux conséquences positives sur l’économie canadienne de 
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la guerre Coréenne (Cross, Bergevin, & Institute, 2012, p. 13; Wilkinson, 1980, p. 9). La 
seconde période (1951-1973) est une expansion économique avec un faible taux de chômage 
avec les Trente Glorieuses au Canada où l’économie était au maximum de sa capacité jusqu'à 
la première crise pétrolière (Cross et al., 2012, p. 14). Enfin, la troisième période (1974-2008) 
comprend des fluctuations du taux de chômage et des ralentissements moins marqués de 
l'économie au Canada en 1970, 1986, 1995 et 200169. 
 
Ce chapitre a été l’occasion de présenter dans le cadre de notre approche 
multidisciplinaire les données et les méthodes à contribution dans nos articles au centre de 
cette thèse aux prochains chapitres 4, 5 et 6. 
                                                
69 «…periods of considerable weakness in economic activity, but they did not display the 
process of deterioration, in which events feed on each other to lead to cumulative economic 
decline, that is a defining characteristic of recessions » (Cross et al., 2012, p. 9). 
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ABSTRACT  
 
This study examined the effects of age, period and cohort (APC) on male and female 
suicide risk in Canada from 1926 to 2008. The effects of these factors were also compared 
between Quebec and the rest of Canada. Both descriptive and APC intrinsic estimator (IE) 
analyses were used to study variations in suicide rates over this time period. For Canadian 
males, the risk of suicide was found to increase until age 25 and then level off, whereas among 
females, the pattern of risk with age formed an inverted “U” shape, with rates peaking in mid-
adulthood. Period effects on suicide reached a maximum in the mid-1970s in Canada and 
approximately a decade later in Quebec. Thereafter, in both contexts, suicide rates have 
declined. Cohort effects on suicide were especially pronounced among Quebec males 
comprising baby-boomer cohorts as well as those belonging to generation X cohorts. 
Significant cohort effects were also noted for females, particularly among those born after 
1980. These results are interpreted within the framework of Durkheimian theory.  
  
Key words: Suicide, Age-Period-Cohort, Intrinsic Estimator (IE), Canada, Quebec   
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RÉSUMÉ  
 
Cette étude a examiné les effets de l'âge, de période et de cohorte (APC) sur le risque 
de suicide chez les hommes et les femmes au Canada de 1926 à 2008. Les effets de ces 
facteurs ont également été comparés entre le Québec et le reste du Canada. L’analyse 
descriptive et la modélisation APC Intrinsic Estimator (IE) ont été utilisées pour étudier les 
variations des taux de suicide au cours de cette période. Pour les hommes canadiens, le risque 
de suicide a augmenté jusqu'à 25 ans, puis se stabiliser, alors que chez les femmes, le profil du 
risque avec l'âge ressemble à une forme « U » inversée avec des taux atteignant point 
d’inflexion au milieu de l’âge adulte. Les effets de période sur le suicide ont atteint un 
maximum au milieu des années 1970 au Canada et environ une décennie plus tard au Québec. 
Par la suite, les taux de suicide ont diminué dans les deux contextes. Les effets de cohorte sur 
le suicide ont été particulièrement prononcés chez les hommes québécois comprenant les 
cohortes des baby-boomeurs ainsi que ceux appartenant à génération X. Des effets de cohorte 
importants ont également été observés chez les femmes, en particulier celles qui sont nées 
après 1980. Ces résultats ont été interprétés selon le cadre théorique de Durkheim. 
 
Mots clefs : Suicide, Âge-Périod-Cohorte, Intrinsic Estimator (IE), Canada, Québec  
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4.1 INTRODUCTION  
 
Age-period-cohort (APC) analysis plays an important role in the study of various time-
specific phenomena in demography, sociology, epidemiology, and public health. Net 
(independent) APC dimensions in time are relevant to studies of mortality, especially suicide. 
The APC approach distinguishes three dimensions of time-related variation, including age 
effects, in which individuals in a population or subpopulation experience a demographic event 
as a consequence of their age. The results are given as the distribution of the outcome 
regardless of cohort. Another dimension of APC analysis constitutes period effects, in which 
events take place in conjunction with historical circumstances (a transforming immediate 
social and cultural environment) throughout a studied population (among all age groups). 
Finally, APC analysis investigates cohort effects,70 the behaviors adopted based on cohort 
membership by individuals born in or around the same year, which reflect lasting differences 
in the environment, as these individuals lived through the same events (e.g., wars and 
economic crises) at the same age.  
 
One of the most influential works on suicide mortality is Durkheim’s (1951 [1897]) 
descriptive sociological study71, which was published at the end of the nineteenth century. 
Durkheim recognized the fact that statistics allowed observation of consistent patterns in the 
age and sex of people who died by suicide. First, males committed suicide more often than 
females. Second, rates increased stably from youth to old age72. Durkheim never clearly 
explained his findings but suggested that suicide is the result of a long process of experience. 
Age was never considered as an independent variable in time-related patterns of suicide; 
instead, it was used to capture the effect of other social variables. The connection between 
                                                
70 “Cohort effect” encompasses the shared history of people born in or around the same year, 
while “cohort size” or “relative cohort size” effects represent a proportion of the total 
population (for example, the proportion of the population aged 15 to 24 relative to that aged 
25 to 59). “Cohort size effect” can influence “cohort effect” but should not be reduced to it. 
71 European suicide data from the mid 1850s. 
72 "Not only is suicide very rare during childhood but it reaches its height only in old age, and 
during the interval grows steadily from age to age" Durkheim, É. 1951 [1897]. Suicide, a 
study in sociology. Glencoe, Illinois: The Free Press.. 
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suicide and aging was interpreted as an additional confirmation of the social character of 
suicide risk. In this framework, the risk of suicide lies outside the individual (not in nature or 
biology), increasing with time spent in society as collective forces gradually impel men to kill 
themselves. Both external and collective forces push individuals to commit suicide. The 
increase in suicide risk with age has remained remarkably constant for more than one and a 
half centuries and has thus become known as suicide law. Durkheim’s paradigm of integration 
and regulation strongly influenced contemporary sociology and studies on suicide.73  
 
Over the last half-century, however, major changes have occurred in most occidental 
countries. Importantly, the suicide rate has increased by 60% worldwide, especially among 
youth. Indeed, at the beginning of the 21st century, young people were the group at highest risk 
of suicide in one-third of countries worldwide (WHO-SUPRE 2012:2; World Health 
Organization 2012:4). These data challenge Durkheim’s suicide law.  
 
Substantial research had been performed on suicide and its demographic pattern of 
change in Canada (Mao et al. 1990; National Task Force on Suicide in Canada 1994; 
Sakinofsky and Webster 2010; Stack 2000a, 2000c; Wasserman 1989). Two studies are among 
the pioneering work on time-related variation in suicide risk: the study by Reed et al. (1985), 
which performed a descriptive cohort analysis, and the study by Trovato (1988), which carried 
this work further by using a classic constrained APC statistical model. Thereafter, other 
studies using descriptive analysis and APC modeling emerged on this topic. A brief overview 
of these findings revealed, as Durkheim noted, that men commit suicide more frequently than 
women regardless of the time point; only the ratio varies (Mao et al. 1990; Reed et al. 1985; 
                                                
73 Other macro- Gibbs, J.P.and W.T. Martin. 1958. "A Theory of Status Integration and Its 
Relationship to Suicide." American Sociological Review 23(2):140-147, —. 1964. Status 
integration and suidice : a sociological study. Eugene, Oregon: University of Oregon Books 
, Johnson, B. 1965. "Durkheim's One Cause of Suicide." American Sociological Review 
30(6):875-886, Pope, W. 1976. Durkheim's Suicide: A Classic Analyzed. Chicago: 
University of Chicago Press, Powell, E.H. 1958. "Occupation, status, and suicide: Toward a 
redefinition of Anomie." American Sociological Review 23(2):131-139. and micro-level 
Baechler, J. 1975. Les suicides. Paris: Calmann-Lévy , Dagenais, D. 2007. "Le suicide 
comme meurtre d’une identité." Recherches sociographiques 48(3):139-160. sociological 
theories on suicide were developed, but new approaches are often similar to the original 
work of Durkheim and present their own conceptual limitations. 
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Trovato 1988). Most analyses in that context focused exclusively on males, neglecting 
changes in the suicide rate among females. Using APC, many Canadian studies in the early 
1980s reported that suicide rates grow with age for both sexes and noted increase in youth 
suicide rates from the 1950s through the early 1980s (National Task Force on Suicide in 
Canada 1994:6; Newman and Dyck 1988:678; Reed et al. 1985:44; Wasserman 1989:298). A 
similar pattern of change was observed in Quebec for males under 30 during the 1960s and 
1970s (Beaupré and St-Laurent 1998; Légaré and Hamel 2013:120; Thibodeau 2007), leading 
analyses to focus exclusively on this population segment (Caron 2002; D'Amours 1995, 1996; 
Dagenais 2011). There is no conclusive evidence of an effect of period on suicide in Canada, 
although a strong period effect was reported in descriptive analyses in Quebec, with increased 
rates among males in all age groups in the 1960s (Légaré et al. 2013; Légaré and Hamel 2013; 
St-Laurent and Bouchard 2004; Thibodeau 2007). Empirical studies indicated that cohort 
trends vary, but the effect is primarily observed among males, with more modest (or no) effect 
for Canadian females, following the general international pattern (Légaré and Hamel 
2013:122; Mao et al. 1990; Newman and Dyck 1988:679; Reed et al. 1985:46).  
 
Nonetheless, these analyses are generally dated and limited in scope. While they 
captured increases in suicide mortality rates over shorter timeframes, these studies did not 
cover the net (independent) APC effect of sex from vital statistics from 1926 until the 
beginning of the 21st century, which would provide highly valuable information through the 
inclusion of additional cohorts. Moreover, national characteristics revealing large societal 
trends were reported, but previous authors did not discuss the non-uniform distribution of 
these outcomes across the country.74 Suicide rates vary greatly, and these rates historically 
tend to increase from East to West in Canada (Langlois and Morrison 2002:14; Sakinofsky et 
al. 1975; Sakinofsky and Webster 2010:357); however, an increase in suicide rates in Quebec 
caused this province to have the highest standardized rate for several years, well above the 
                                                
74 High suicide rates among aboriginal people (First Nations, Inuit and Northerners) in Canada 
are well documented Canada, H.C. 2013. "National Aboriginal Youth Suicide Prevention 
Strategy (NAYSPS) : program framework.", and while research and prevention programs 
focus on this population segment, this problem is beyond the scope of this study. 
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national average.75 In addition, this province is societally unique among Canadian provinces. 
For example, Quebec is among the most populous provinces and has distinct historic, religious 
and cultural characteristics dating from its origins as a French colony to its 1763 
reincorporation into Canada. Additionally, the challenge in explaining the temporal pattern of 
change in APC results is to determine whether the process under study results from a 
combination of age, period, and cohort phenomena, which points to the necessity of 
statistically estimating and delimiting the age, period and cohort effects (Yang 2007:20). 
Indeed, descriptive analysis presents many advantages and offers an overview of the 
developments in quantitative temporal age patterns but is limited because the variables are not 
independent. APC statistical models allow delimitation of each dimension to estimate the 
function of each parameter; however, prior studies have not applied the new approaches 
developed to estimate net APC variations to research on suicide mortality in Canada. 
 
Hence, this study examines the independent APC effects of suicide in Canada by sex 
from 1926 to 2008 in individuals aged 10 to 90+ years. This analysis included a long time 
period in an attempt to uncover trends in Quebec compared to the rest of Canada76 and thus to 
provide a more complete and accurate profile of the changes that occurred over 83 years,77 
encompassing nearly 4 generations of Canadians (33 cohorts were retrieved) and including 
historical changes in status/gender roles78 in society that could affect patterns in suicide rates 
over time. Specifically, we sought to distinguish whether trends in suicide risk by age have 
changed over nearly a century in the following ways: (i) whether youth are currently at the 
                                                
75 Available on request to the author. 
76 Canadian provinces and territories minus Quebec province. 
77 The longest time period with publically available data at this time. 
78 Stratified analyses are not a constant in the literature, although differences in suicide rates 
have been highlighted in previous studies Beaupré, M.and D. St-Laurent. 1998. "Deux 
causes de décès : le cancer et le suicide." Pp. 47-81 in D'une génération à l'autre : évolution 
des conditions de vie. Sainte-Foy: Bureau de la Statistique du Québec, Keyes, K.M.and G. 
Li. 2012. "Age-Period-Cohort Modeling." Pp. 409-426 in Injury research theories, methods, 
and approaches, edited by G. Li and S.P. Baker. New York: Springer, Mao, Y., P. 
Hasselback, J.W. Davies, R. Nichol, and D.T. Wigle. 1990. "Suicide in Canada: an 
epidemiological assessment." Canadian Journal of Public Health 81(4):324-328, 
Thibodeau, L. 2007. "Lecture sociodémographique de l’évolution de la mortalité par 
suicide au Québec (1926-2004) : la question de l’âge et des générations." Mémoire de 
maîtrise (M.Sc.) en Sociologie, Département de sociologie, Université de Montréal.. 
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highest risk of suicide; (ii) whether sensitive periods can be distinguished; and (iii) whether 
some cohorts are at greater risk of suicide than others. Correlations with Durkheim’s paradigm 
of integration and regulation provide the theoretical framework in which to interpret our 
findings. We combined descriptive analysis and a recently developed statistical APC model, 
the intrinsic estimator (IE), which is used to place findings in socio-historical and cultural 
context while considering the net effect of each APC dimension.  
 
 
4.2 DATA AND METHODS 
 
The data on the number of suicide deaths in Canada and Quebec cover the period from 
1926 to 2008 and consist of publically available datasets from Statistics Canada and Institut 
national de santé publique du Québec (INSPQ) for Quebec (1976 to 2008). The age- and sex-
specific population estimates for Canada79 were derived from the census carried out by 
Statistics Canada. 
 
Since the Durkheim study, statistics have been the main instrument by which analyses 
have assessed suicide in the 19th century, but their reliability and validity are regularly called 
into question. The prevalence of underestimation, also referred as underreporting, in official 
statistics is a commonly debated topic (Brugha and Walsh 1978; De Leo et al. 2010; McCarthy 
and Walsh 1975; Overstone 1973; Rockett et al. 2011; Sainsbury and Jenkins 1982; Tollefsen 
et al. 2012; Walker et al. 2008). In Canada, Mao et al. (1990) recognized that suicide mortality 
is underestimated by official figures but concluded that the problem is not significant enough 
to affect the validity of comparisons or hide real differences in suicide rates by province or 
territory. A subsequent study examining the years 1950-1982 concluded that underestimation 
was most significant from 1977-1978, with an average estimated underreporting rate of 17.5% 
for women and 12% for men (Speechley and Stavraky 1991:38). Underreporting was 
confirmed in various provinces (Edwards et al. 2008; Liberakis and Hoenig 1978; Malla and 
Hoenig 1983; Parai et al. 2006); however, it is difficult to obtain even an approximate rate of 
                                                
79 Also for Quebec and the rest of Canada 
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suicide underestimation in Quebec. Nevertheless INSPQ concluded that data on suicide are 
valid and reliable, that underreporting is not significant in Quebec, and that if corrections were 
made, the rates would remain essentially the same (St-Laurent and Bouchard 2004:3). In 
addition, the International Classification of Diseases (ICD) underwent 8 revisions over the 
period of our study. According to a compatibility report by the World Health Organization 
(WHO) (1965), only the 7th and 8th ICD revisions slightly affected the comparison of suicide 
data, with an increase of 3%. Recently, Statistics Canada reported that the change from CIM-9 
to CIM-10 had no effect on the number of deaths classified as due to intentional self-harm 
(Geran et al. 2005:10 et 33). In this context, the official data were not adjusted for 
underestimation.  
 
4.2.1 Demographic measures 
 
To avoid random annual rate fluctuations, five-year averages were used for age and 
period intervals. The data corresponded to individuals aged 10-14 to 90+ years, as suicide 
before age 10 is rare80. The data were integrated into a cross-tabular format consisting of 
Period x Age x Sex81. The denominator for suicide rate was the total midyear population. 
After age- and gender-specific rates per 100,000 individuals were calculated, 33 cohorts were 
identified and per-cohort suicide rates were calculated. Our study used five-year age 
groupings, so it was necessary to adjust for this range. For commodity cohort suicide rates, 
allocation followed C=P-A: first year period and first age group82. 
 
Furthermore, physical, cognitive personality, and social characteristics of human 
development can be attributed to different life stages but are not distributed in five-year 
intervals. Thus, age groups combined by behavioral affinities and human development were 
                                                
80 25 in total during the period of our study in Canada. 
81 16 five-year periods and three years for the last period; 17 five-year age groups (male and 
female). 
82 e.g., cohort 1916 consists of those persons who were 10-14 years of age from 1926-1930; 
1916≈1913-1918. This transition from cross-sectional (or period) analysis to cohort 
analysis is a practical alternative and represents the diagonal of the cross-tabular table, 
which denotes approximate birth cohorts, as cohort identification is more complex. 
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used, namely the stages of life suggested in De Leo and Evans (2003): 15-24, youth; 25-44, 
early adult; 45-64, mid-adult; and 65+, elders. Nevertheless, findings and interpretations 
related to age are more challenging than age groupings. Age can be understood in demography 
as a fixed variable in time, while social age varies with perception. Both concepts were taken 
into account using Chauvel’s (1997) approach to suicide analysis, including context, events 
and social factors.  
 
4.2.2 Statistical analysis 
 
Two approaches were combined for this study. First, we used graphical representations 
of descriptive analyses of suicide mortality rates by age and sex and traced a total of 33 
cohorts (31 IE modeling).  
 
Second, an APC statistical model was used to estimate net (independent) effects. The 
basic APC model of a log linear regression produces the following formula:  
 log  (𝑟!"#) = 𝑙𝑜𝑔 !!"#!!"# = 𝜇 + 𝛼! + 𝛽! + 𝛾! + 𝜀!"  (1) 
 
where 𝑟!"# represents the expected death rate in an age-period-cohort (i, j, k); 𝑑!"#denotes the 
expected number of deaths by suicide; 𝑛!"# is the population at risk (exposure); 𝜇 is the 
intercept or adjusted mean suicide rate; 𝛼! is the effect for age groups i = 1, …, a; 𝛽! is the 
effect for time periods j = 1, …, p; and 𝛾! is the effect for cohorts k = 1, …, c; and 𝜀!" denotes 
random errors with expectations 𝐸(𝜀!") = 0. A unique estimator for Equation 1 in Equation 2 
does not exist because the matrix has one less than full column rank (Kupper et al. 1985)  
 𝑏 = (𝑋!𝑋)!!𝑋!𝑌   (2). 
 𝑋!𝑋 is not invertible because APC analysis is impeded by the fundamental problem that the 
linear function of another dimension (Cohort = Period – Age) presents an identification 
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problem. Specifically, simultaneous estimation attempts for all three linear effects cannot be 
accomplished in a traditional least-squares regression. This situation is well documented in the 
APC literature, and attempts to produce sustainable estimations have mainly focused on non-
linear effects or imposing arbitrary additional constraints; typically, one (single identification) 
or more (over-identification) parameters were constrained to be equal.83 This technique, 
presented by Mason et al. (1973), also referred to as conventional generalized linear models 
(CGLIM), implies that statistical model specifications should be grounded on theory; 
however, parameters estimates are very sensitive to constraints. Rodgers (1982a, 1982d) 
characterized the debate over the use of APC as follows: “although a constraint of the type 
described by Mason et al. seems trivial, in fact it is exquisitely precise and has effects that are 
multiplied so that even a slight inconsistency between the constraint and reality, or small 
measurement errors, can have very large effects on estimates” (Rodgers 1982a:785). Other 
common approaches include models with proxy variables (one or more dummies), but such 
substitutions may not capture all the components subtracted by the APC dimension.   
 
Our APC analysis was conducted using the IE approach as developed and introduced 
by Yang and colleagues (Fu 2000; Yang et al. 2004; Yang et al. 2008). Extensive technical 
algebraic and geometric IE descriptions can be found in the study by Yang et al. (2004; 2008). 
To paraphrase the model developers, IE is a promising alternative modeling approach that 
yields a unique solution to Equation 1 using a vector-space projection approach. The 
decomposition of the parameter vector of APC regression design matrix, Equation 1, into two 
nonparametric component perpendiculars in the orthogonal subspace can be written as 
follows: 
 𝑏 = B+ 𝑠B!   (3) 
 
where    B = 𝑃!"#$b is a special parameter vector that is the projection of the parameter vector b 
to the non-null space, representing an aggregation of the infinite solutions to the non-invertible 
matrix; s is a scalar used to multiply sets of vectors in parameter space corresponds to a 
                                                
83 i.e., setting the first and second period effects to be equal, by grouping multiple APC pairs. 
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specific solution among the infinite; B! is a additive components unique eigenvalue of the 
matrix design 𝑋!𝑋  in Equation 2; and B is the orthogonal complement of B! (Yang et al. 
2008:1704-1705). 
 
The basic idea of the IE (B) is to remove the influence of the design matrix on 
coefficient estimates. Among its unique proprieties that can be used in APC analysis, B! is 
solely a function of the number of age groups and periods and places a constraint on the model 
that has purely algebraic convenience but is devoid of substantive meaning (Yang et al. 
2008:1707-1723). B! is non-arbitrary and fixed by the design matrix, and the product of 𝑠B! is 
an arbitrary value dependant on the arbitrary solution found in the infinite in Equation 2. 
Third, 𝐵  in Equation 3, the orthogonal complement to 𝑠B! represents an IE invariant used to 
model constraints that is uniquely determined by the Moore-Penrose general inverse (M-P). In 
fact, although both the CGLIM and IE APC models use generalized inverses, the model 
associated with the IE estimator, M-P, has some special technical properties that are often 
cited as an advantage (O'Brien 2011:434). IE meets Glenn’s (2005) criteria for an acceptable 
all-purpose APC method (Yang et al. 2008:1732) and does not use a reference category; 
therefore, less information is lost. This is an asset especially in historical demography studies, 
in which it is important to track the most parameters possible for each dimension. Another 
benefit is that IE coefficient estimates are more statistically efficient than CGLIM (Yang et al. 
2004:102). As the IE method is based on the conventional linear model (CGL), it does not 
allow for the inclusion of covariates (exogenous - independent variables) in the regression. 
This approach was used by Yang (2008), Keyes and Miech (2013, and Keyes et al. (2014, and 
it was also applied to a study of suicide in the United States by Phillips (2014). For our study, 
an algorithm add-on file for calculating the IE was obtained on a publicly available domain 
using the Stata command line ssc install apc (Yang et al. 2008), and results were produced in 
StataSE version 10.1. The results of the IE analysis are presented in a graph of the log 
coefficient. 
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4.3 RESULTS 
4.3.1 Descriptive approach 
 
Figure 4.1 presents the results of the descriptive analysis of suicide mortality rates 
aggregated by life stages. From 1926 to 2008 in Canada, suicide rates among the male youth 
(15-24; panel A) increased from 1960 to 1980 and then decreased with subsequent life stages. 
Over nearly one century, despite the very marked increase in suicide rates among youth, this 
group was never the most at-risk group. Among elderly men (65+), rates did not substantially 
change, although a 10-point decrease occurred since the 1980s. The highest suicide mortality 
rates were seen at mid-adulthood (45-64) and among the elderly.  
 
Trends among Quebec males (panel B) contrast with those observed in the rest of 
Canada (panel C), where all suicide rates by life stages remained constant until the end of the 
1950s, when a pronounced increase began. Suicide rates among youths and elderly men 
followed a similar trend. Trends among Quebec females were mostly comparable to those seen 
in males, though the rates were much lower. Suicide rates among youths and elderly females 
suicide rates in the rest of Canada generally followed comparable patterns, and neither group 
was at highest risk during the period of the study. Mid-adult women showed a distinctive 
increase and decrease in risk by approximately five points from 1960-1980 and were the most 
at-risk group.84 
 
  
                                                
84 Data for graphics by five-year age groups available on request to the author. 
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4.1 Suicide mortality rates by life stage in males and females: Canada, Quebec, and the rest of 
Canada, 1926-1930 to 2006-2008 
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4.3.2 IE analysis 
 
Figure 4.2 presents the APC-IE estimation results.85 Panel A shows the net age effect. 
The probability of suicide by men in Canada increased considerably from 10-14 to 20-24 years 
of age and thereafter plateaued, at which time no significant variation was observed across 
age, with a slight peak at approximately 50 years old. The trend among women resembled an 
inverted “U” shape, in which the risk increased until it reached an inflection point at mid-
adulthood at approximately 45-50 years of age and then began to decrease from ages 55-59. In 
Quebec and the rest of Canada, the net age trends were comparable for men and women.  
 
Net period trends in suicide risk mortality (panel B) showed that the risk of suicide by 
men in Canada fluctuated until the end of the 1930s, increased until 1976-1980, and finally 
steadily decreased until the end of the 2000s. Suicide risk among Canadian women followed a 
similar pattern. Quebec and the rest of Canada showed distinct patterns among males and 
females. The rest of Canada showed a decrease in the net period effect at the beginning of the 
1970s, while rates in Quebec continued to increase until 1981-1985 and thereafter oscillated 
until the end of the century (1996-2000), when they began to decrease. Risk in both sexes in 
Quebec decreased from 1941-1945.  
 
Panel C presents net suicide mortality risk by cohort. Among Canadian males, suicide 
risk decreased for cohorts born 1846 to 1916. Then, subsequent cohorts show no net effect 
until the years 1946-1950 (first baby boomers). Cohort effects were also seen in subsequent 
cohorts, with Quebec and the rest of Canada showing similar patterns among males. Canadian 
females showed no net cohort effect, except in the 1981-1985 cohort, and Quebec and the rest 
of Canada showed the same trends.86  
  
                                                
85 To save space, Canadian estimate coefficients are presented in Table 4.1, while tables for 
Quebec and the rest of Canada available on request to the author. 
86 Cohort descriptive graphics available on request to the author. 
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Figure 
4.2 Age-period-cohort effect estimates from the IE for suicide mortality in males and females: 
Canada, Quebec, and the rest of Canada, 1926-1930 to 2006-200887 
 
 
 
 
  
                                                
87 IE-estimated coefficients (Table 4.1). Canada, Quebec and rest of Canada available on 
request to the author. 
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Table 
4.1 Intrinsic estimates for Canada, suicide rates, males and females, 1926-2008 
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4.4 DISCUSSION  
 
Our analysis of APC trends over 83 years in Canada showed that age, period and 
cohort had separate effects on suicide mortality. We interpreted our findings in relation to the 
three research questions and the four characteristics of the patterns seen in suicide rates in 
Quebec compared to the rest of Canada. Durkheim’s classical paradigm of integration and 
regulation can help explain our results, which followed a similar trend as those previously 
reported in the literature, in which males commit suicide more frequently than females. 
 
4.4.1 Descriptive analysis 
 
The results of descriptive statistics for Canada showed that the greatest changes took 
place among the youth. Indeed, males (15-24) experienced an increase of more than 20 points 
in Canada,88 a change not observed in other life stages. This early stage of suicide risk has 
been documented in studies dating from the late 1980s (Dyck et al. 1988; Huchcroft and 
Tanney 1988; Mao et al. 1990; Reed et al. 1985; Sakinofsky and Roberts 1987). This pattern 
of change reflects the largest growth of the youth population during the 1970s in Canada. 
Individuals are not subject to the same demands at 19 and 55 years of age, and youth have 
their whole lives ahead of them. So why did suicide rise so sharply among males at this stage 
of life? Teen suicide can result from a lack of social integration due to the delay or absence of 
family, professional status, and economic independence. Adolescence is a period of transition 
between childhood and early adulthood that presents various challenges, including multiple, 
rapid physical, psychological and social development transformations that are conducive to 
anomie. Anomie in adolescence arises from the combination of a lack of preparation for entry 
into adult life and deep dissatisfaction (Dagenais 2007:151). Although the high rate of suicide 
mortality in young males (15-24) is commonly misunderstood by the general public, this life 
stage was never the most at-risk group in Canada over the period of this study. Moreover, 
there is evidence in the literature of artifacts that selectively affect younger age groups, such as 
greater acceptance of the existence of youthful suicide and/or better diagnostics (Holinger 
                                                
88 5. 5 per 100,000 individuals from 1926-1930 to a maximum of 25.9 from 1981-1985. 
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1978:756). The descriptive statistics seem to indicate the end of this pattern in Canada, with 
youth suicide rates decreasing for both sexes during the last decade. Similar patterns have 
been reported in the USA (Phillips 2014:16).  
 
Also of interest in the context of possible changes in the suicide law is the pattern of 
change observed in elderly males. In Canada, these individuals were the second-most at-risk 
group for suicide mortality in most of our analyses. This result is consistent with a nearly 25-
year-old descriptive analysis by Mao et al. (1990:324). Unfortunately, suicide in old age is a 
much-neglected area of research; in many countries, suicide rates among the elderly are higher 
than or as high as those among the youth, which we found to hold true in Canada for both 
sexes and which had not been previously reported.89 The high suicide rates in elderly males 
seen for more than seven decades are in keeping with Durkheim’s theory of the accumulation 
of repeated social experiences associated with age. Social cohesion erodes with raising 
isolation in old age, weakening integration and leading to egoistic suicide.90 While rates were 
high and steady for years, a recent decline in suicide among elderly males and females has 
occurred since 1980 in Canada. This recent trend was also reported in the USA (Phillips 
2014:16), in England and Wales (Gunnell et al. 2003) and has been associated in the literature 
with a range of social and health-related factors in the USA (Gunnell et al. 2003:595). 
Considering that the number and proportion of the senior population will rise substantially in 
coming decades, more investigation is needed to better understand how the elderly have 
benefited from suicide protection in recent decades.  
 
4.4.2 IE modeling  
 
In this analysis, the descriptive statistics and IE estimations showed that suicide 
mortality does not peak among youths or the elderly in Canada, but among mid-adults of both 
                                                
89 For example, suicide rates in Canada among elderly males ranged from 30.3 to 22.7 per 
100,000 individuals between 1926-1930 and 1996-2000, and this rate only fell below 20 in 
the last decade. These rates were higher than those for male youth for all periods of our 
study, except 1991-1995, when there was a 1-point gap. 
90 Egoistic suicide refers to suicide resulting from the lack of integration in society. 
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sexes (males 55-59 and 50-54 years old; females 45-49 and 50-54). Indeed, IE modeling 
revealed a significant91 net effect of age on suicide. Among males, the suicide mortality rate 
increased until 25 years of age and then plateaued, with a slight peak at mid-adulthood. 
Among females, the trend resembled an inverted "U" shape, also with an inflection point at 
mid-adulthood. Thus, our research extends and strengthens previous descriptive findings by 
Mao et al. (1990) in Canada, and similar patterns by gender were also observed in the USA 
(Paulozzi 2007; Phillips 2014; Phillips et al. 2010; Riggs et al. 1996). The results obtained for 
females seem to indicate that net age effects were fairly constant throughout the period of our 
study. Nonetheless, the “U” shape revealed by IE analysis suggests that variation in suicide 
rate is especially linked to age among females in Canada.  
 
Our findings do not represent a total breach from Durkheim’s suicide law but show the 
need to investigate trends in suicide during middle age. Interpretative attempts to explain the 
high suicide rates in middle age in Canada were examined closely and revealed that a 
substantial part of this net age effect corresponds to the baby boomer cohorts (1946-1966). 
This finding is in keeping with findings across cohorts born from 1951-1988 in the USA by 
Riggs et al. (1996). Therefore, these individuals may have unique risk factors for suicide. 
Although life expectancy increased over the time period of our study and changes was 
observed in the distribution of causes of mortality, these factors do not influence suicide rates. 
A recent study on the impact of change in life expectancy on age-related trends in suicide 
mortality concluded that there was no relationship among females (Shah 2009:18). While a 
significant relationship was seen among males, the author attributed this result to an artifact of 
the analysis 92  and concluded that this relationship required further examination (Shah 
2009:19). 
 
The second APC dimension revealed periods influencing suicide mortality in Canada. 
First, a significant increase in the net effect of period on suicide began among males from 
                                                
91 All coefficients significant at 95%, except for two in Canada and one in Quebec. 
92 “Between countries with an increase in suicide rates with increasing age to countries 
without a change in suicide rates with increasing age” Shah, A. 2009. "Are age-related 
trends in suicide rates associated with life expectancy and socio-economic factors?" 
International Journal of Psychiatry in Clinical Practice 13(1):16-20.”. 
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1946-1950 and among females from 1961-1965 and continued until the end of the 1970s. 
Significant decreases that began during 1981-1985 continued until the most recent period 
studied. Limited and partial examinations of these patterns were conducted in descriptive 
analyses (Mao et al. 1990:324; Sakinofsky and Webster 2010:358), and the results diverge 
from two previous studies that concluded that period effects are less important than age or 
have no substantial effect in Canada (Dyck et al. 1988; Wasserman 1989:307). 
 
How can we make sense of this significant net period effect on suicide? Clearly, the 
timing matches the modernization in Canada and the passage from an agricultural to an 
industrialized society. Durkheim included this transformation from mechanic to organic 
society in his concept of anomie. The lack of social regulation produces anomie, an absence of 
norms, rapid changes and the inability of society to meet needs and means (disequilibrium). In 
the classic Durkheim paradigm, the causes of this increase in suicide are found in the 
consequences of modernity. The harmful effects of industrialization on societal harmony 
transform and erode traditional forms of integration and regulation.93 He thus developed the 
theory that the suicide rate is related to society’s ability to maintain control over the 
individuals who compose it. Durkheim reasoned that “religion, marriage and family, and 
politics were the important social ties that hold individuals together to society” (Fusé 
1997:83). Modernity is associated with industrialization, urbanization, and parting with 
traditional ways of life, which all likely contribute to the rise in suicide rates as social 
cohesion erodes. Indeed, a direct association has been shown between industrialization and 
suicide in Canada (Labovitz and Brinkerhoff 1977). Moreover, a substantial body of literature 
has investigated the relation of societal events (family structure, religion, and economic 
characteristics) to suicide mortality, and the results show, similar to Durkheim, that less 
socially integrated populations have higher suicide rates (Phillips 2013; Stack 2000a, 2000c). 
                                                
93 Durkheim defined four types of suicide based on the moral state of society: egoistic (lack of 
social integration), altruistic (excessive social integration), anomic (inadequate regulation), 
and fatalistic (overregulation). For the first two types, “suicide varies inversely with the 
degree of integration of the social groups of which the individual forms a part” Durkheim, 
É. 1951 [1897]. Suicide, a study in sociology. Glencoe, Illinois: The Free Press.. The other 
two types are related to the regulative action performed by society, as it is “not only 
something attracting the sentiments and activities of individuals with unequal force. It is 
also a power controlling them” ibid..  
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Considerable evidence associated with Durkheim’s theory of family integration and its 
disruption indicates that suicide risk varies directly with the incidence of marital dissolution 
(Stack 2000c; Trovato 1986, 1988). In Canada, divorced males and females are at higher risk 
of suicide (Leenaars et al. 1993:919; Trovato 1992:126), even after controlling for effects of 
unemployment and female participation in the labor force (Trovato 1987:201). Although 
obvious and strong, the national suicide net period effect among males and females hid the 
distinctive pattern of change in suicide mortality in Quebec, as discussed further below.  
 
Our study reveals recent decreases in suicide risk for both sexes in Canada but shows 
no indication of a major shift in the trend. Nevertheless, the potential impact of certain factors 
should be highlighted, as they may contribute to the increase and decrease in suicide rates 
observed during the period studied. Suicide was decriminalized in 1972 (Section 213 removed 
from the Criminal Code in Canada), illustrating a change in the cultural view of the act. Other 
relevant legal changes include modifications to legislation on firearms and the amendment to 
the act (RSQ) on the causes and circumstances of death research in 1984 in Quebec. On the 
other hand, media resources and different strategies of intervention implemented at the 
national and provincial levels may have contributed to the pattern of change. The association 
of these legislative changes and social changes with suicide mortality in Canada merits 
additional investigation before making any conclusions about their possible effect on suicide 
risk. 
 
The third dimension, cohort, displayed a strong significant net effect for male baby 
boomers (1946-1966) and generation Xers (1966-1979) in Canada. Thereafter, the momentum 
oscillated for future cohorts. This net cohort effect for males was distinguished beyond the 
possible effects of underestimation and lack of reliability of the data (variation in time) in the 
early period of the study; older male cohorts (1846-1916) showed a decreased suicide rate, and 
no net effect was seen among the parents of the baby boomers (1919-1939). Previous analyses 
agree with our findings (Barnes et al. 1986:208; Mao et al. 1990:324; Newman and Dyck 
1988:679; Reed et al. 1985:46; Solomon and Hellon 1980). Additionally, the progressive 
increase in the cohort suicide effect among men born after World War II has been observed in 
other countries, notably the USA, West Germany, Switzerland, UK, Spain and Japan (Ajdacic-
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Gross et al. 2006; Granizo et al. 1996; Gunnell et al. 2003; Hafner and Schmidtke 1985; Keyes 
and Li 2012; Murphy and Wetzel 1980; Odagiri et al. 2011; Riggs et al. 1996); however, our 
findings and the preponderance of the literature stand in sharp contrast to studies concluding 
that in Canada, cohort is “virtually irrelevant” and “statistically unimportant” in explaining 
suicide rates (Trovato 1989:149). Of note, multivariate techniques (least square) were used in 
these analyses and could represent a source of this disagreement. 
 
People born in the same period experience a succession of favorable and unfavorable 
collective events that influence demeanor, as they reflect contemporaneous socio-historical 
context beyond individual and societal characteristics. Thus, there is strong reason to believe 
that behavior can be influenced by common opportunities and challenges. For groups of men 
from increasingly suicidal generations, from the first baby boomers in 1946 to the cohort born 
in 1976, the relentlessness of social changes until the end of the post-industrialization era 
represented a "bad" spell, reducing protections and increasing suicide risk compared to earlier 
cohorts. We consider those cohorts to have been affected by the integration factors identified 
by Durkheim to exist in traditional society. These changes seem to have benefitted females, as 
their cohorts did not experience such a net effect and appear to be related to the severely 
increased risk of male suicide. The recent increase in male mortality between cohorts seems to 
have emerged from different causes, as younger cohorts show inconsistent variations in 
suicide rates. 
 
Females displayed no real suicide cohort effect in Canada throughout the period 
studied, although IE analysis revealed a significant net cohort effect for those born in 1981 and 
members of generation Y. This recent suicide net cohort effect for females was not detected in 
prior studies in Canada. Province-level analysis revealed the same pattern when comparing 
Quebec to the rest of Canada but was qualified in previous work as “weak for those born 
between 1980 and 1989” (Légaré and Hamel 2013:122). In the USA, the recently born female 
cohort showed an increase in the net cohort effect on suicide (Keyes and Li 2012:422). 
Although this effect is very recent and involves cohort members in their early 30s and 
younger, new integration and regulation variables should be examined for those groups. 
Generation Y is different from the parents of the baby boomers, "children of the wars" and the 
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baby boomers. Moreover, cohesion is created differently, depending on factors specific to 
each generation. Following changes in the 1950s and 1960s, inclusive institutions such as 
religion and work, key processes of integration, were no longer running in the same way. 
Unlike their predecessors, this generation was not exposed by religion to traditional values; 
then what are their protector factors? Would identity crisis or the fact that the younger Y 
generation is characterized by independence increase the risk of egoistic suicide? These 
factors are non-inclusive, as over time and social changes, the meaning of events does not 
necessarily remain the same. For instance, childbirth out of wedlock was considered 
"negative" until the beginning of the 21st century. Moreover, recent female birth cohorts now 
in their 20s and 30s reconcile motherhood and work differently from the past and acquire 
degrees that place them in competition for jobs with men. Therefore, forms of social 
integration, Durkheim factors and new possible unexplained creators of social cohesion should 
be considered for the younger female cohort. In particular, longitudinal studies should focus 
on identifying protective and accelerating factors, not only to analyze classical variables that 
may or may not have retained meaning but also to reflect on their meaning through each 
generation.  
 
4.4.3 Comparing suicide mortality in Quebec to the rest of Canada  
 
This study design allowed the comparison of suicide mortality in Quebec to the rest of 
Canada over the longest period studied to date, and four specific aspects surfaced. 
 
First, suicide rates among male youth (15-24) increased much more significantly in 
Quebec then in the rest of Canada; respectively 35.8 points versus 19.8. Moreover, this 
increase was significant compared to any other group in Quebec from 1966-1970 to 1991-
1995. The later period showed an historic high rate of 37.5 per 100,000. A closer examination 
revealed very low rates in the earlier periods compared to other life stages before the rates 
increased,94 and this pattern was also observed in USA (Stockard and O'Brien 2002:606). 
                                                
94 Maximum rate per 100,000 individuals (period); youth 1926 to 1965: 5.2 (1961-1965), 1966 
to 2000: 37.5 (1991-1995); early adulthood 1926 to 1965: 11.4 (1961-1965), 1965 to 2000: 
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These data could have contributed to the misconception that young males constitute the most 
at-risk life stage in Quebec. Moreover, IE estimations confirmed that middle age is the 
highest-risk age group in Quebec, and a closer examination revealed no difference to the 
patterns observed in the rest of Canada. Our findings that female suicide in Quebec is most 
strongly related to age effects agree with a recent study by Legaré et Hamel (2013:121) 
completed exclusively on Quebec.  
 
Second, IE findings revealed a unique net period effect among females from 1941-
1945 in Quebec that was not found in the rest of Canada. This net effect was also not 
previously reported. By one possible interpretation, the decrease in suicide rates might be 
related to the influence of the Catholic Church in Quebec. Females were encouraged to enter 
the work place, for example in military factories or other employment left vacant by males 
during World War II, which changed their roles during that period (Brandt 1981; Goldin 
1991:741). Although the rest of Canada also saw women greatly contributing to the war effort, 
in Quebec, gender roles were deeply embedded before the war, with the traditional, religion-
enforced conceptualization of “exclusive” domestic duties. This “breakout” represented a 
significant change and shift to a more integrated society. According to Durkheim’s theory, 
wartime encourages stronger cohesion with society, and females additionally benefitted from 
integration through the workplace; however, these new positions were resorbed, and women 
were directed back to household work after the males returned from overseas war duties, 
leading to loss of that protection and likely to an increase in their suicide risk.  
 
Although a national net period effect on suicide mortality and the associated societal 
transformations have been previously discussed, the pattern of change distinct to Quebec 
province was not. Indeed, the net period effect on increased suicide risk in Quebec extended 
for both sexes over 10 years (1971-1975 to 1981-1985) compared to the rest of Canada, as 
marked by the slowing and the beginning of a significant decrease. Moreover, the next five-
year period (1986-1990) showed a steady and rapid decrease in suicide rates in the rest of 
Canada, but the risk remained high in Quebec until the end of the century. Quebec only started 
                                                                                                                                                    
43.1 (1996-2000); mid-adulthood 1926 to 1965: 19.1(1956-1960), 1966 to 2000: 36.9 
(1996-2000).  
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to follow the trends seen in the rest of Canada in 2001-2005, with a decreased risk of suicide 
for both sexes.  
 
The origin of the strong and distinctive 25-year net period effect in Quebec compared 
to the rest of Canada is not definite. The delay in observing the lower suicide risk may be 
related to the fact that Quebec lagged behind the rest of Canada in modernization (Krull and 
Trovato 1994:1124). Duplessis’s regime of retour à la terre from the 1930s to 1950s 
promoted strong traditional religious values, agriculture, suppression of unions and other 
change-promoting movements. The Catholic Church and its clergy exercised control over 
many spheres of Quebec’s society, including political and educational institutions. However, 
in 1960, a new era began. La révolution tranquille (the quiet revolution) overturned Quebec 
society through rapid modernization, although the long adjustment needed created a 
substantive period of factors strongly associated with higher suicide mortality.  
 
Modernization occurred nationwide, but the magnitude and pace of change were 
remarkable in Quebec. Quebecers committed suicide more frequently than their Canadian 
counterparts (St-Laurent and Bouchard 2004), and rates in this province reached a historical 
maximum during this period. Anomie was seen in all the traditional factors described by 
Durkheim. For example, Durkheim describes lower suicide rates in rural areas as being related 
to a fundamental principle of mechanic solidarity (traditional society) characterized by 
similarity, high influence of religion, and family-based concrete and specific norms. Higher 
rates in urban areas are related to organic solidarity (modern society), individualism, division 
of labor, strong secular influence, and an organized occupational base with general and 
ambiguous norms. Cohesion holds strong via the Catholic Church, and its clergy experienced 
a major loss of power with increased secularization in Quebec. Empirical results show that the 
lower the importance of religion in society, the higher the suicide rate (Breault 1986; Stack 
1985). Alongside erosion of traditional life, new modern beliefs and ways of life affected 
family and political-economic structures and functions.  
 
The decreased importance of the Church and religion contributed to changing gender 
roles, concomitant with a sharp increase in divorces and family instability (Trovato 1988:41). 
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Our findings point to the widening of the gap between the sexes in suicide risk in this 
province. A previous study showed that modernization, with the breakdown in traditional 
forms of integration, is more detrimental to men than to women (Krull and Trovato 
1994:1121). Indeed, male identity changed rapidly as societal attitudes shifted towards 
acceptance of married women in the labor force and decreased influence of religion. Beyond 
conjugal anomie, Durkheim pressed the importance of children, and the 1970s (about the 
middle of period effect) mark the beginning of declining fertility in all provinces (Grindstaff 
1975:15). An empirical study revealed that having children is more beneficial in reducing 
suicide risk for males than for females (Krull and Trovato 1994:1138). These societal 
transformations might help to explain the observed patterns. 
 
Finally, there was evidence of a stronger significant net cohort effect in males over the 
last 30-40 years in Quebec, mainly for cohorts of the last baby boomers and generation X. 
Moreover, the effect was less strong for the most recent cohort of generation Y in the 
province, and a plateau with no net cohort effect was seen in the rest of Canada. This result 
supports findings based only on previous descriptive analyses (Beaupré and St-Laurent 1998; 
St-Laurent and Bouchard 2004; Thibodeau 2007). However, this finding also contradicts 
Légaré and Hamel (2013, who concluded that there was “no obvious cohort effect on the 
variation in suicide rates over the past 60 years” (Légaré and Hamel 2013:122); however, the 
latter analysis did not include periods prior to 1950 and compared the results to patterns of 
suicide rates in the USA. Therefore, our comparison appears to be more representative of 
Quebec. Certainly, the stronger cohort effect seen in males in Quebec suggests the long-lasting 
impact of societal changes resulting from the révolution tranquille and other shifts presented 
previously. These changes may have profoundly affected the degree of integration and 
regulation, producing higher suicide rates for members of those cohorts. Consequently, 
demographic aspects and societal forms of integration and regulation that may affect those 
cohorts should be investigated. Example factors include the role of cohort size and 
environmental influences on generation-Xers.  
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4.4.4 Limitations 
 
Our work shares the limitations of other suicide analyses. First, our study was based on 
two variables, age and sex; however, suicide is influenced by many other social variables that 
are closely related. Second, this study was limited by the lack of publicly available statistical 
information on le suicidé, including the method used, region, marital status, number of 
children, profession and religion. Third, parallels and comparisons between international and 
inter-provincial suicide rates should be undertaken with some caution. Although the countries 
and provinces reported in this study use the same classification system (ICD), suicide-related 
behaviors differ based on country life cycle, culture, gender roles and other factors (e.g., 
differences in reporting suicide death). The more permissive climate of Quebec, with its free 
and open values, could result in a surplus of suicides compared to other Canadian provinces 
and internationally. Furthermore, observed trends in suicide mortality in the rest of Canada are 
indicative of general patterns, but additional analysis is needed to address each province and 
territory, as they may not be homogenous. Moreover, media and other social platforms can 
play roles in strategy development and in awareness and understanding of suicide mortality. 
Finally, due to the identification problem, APC models are criticized and remain a 
controversial research area. Indeed, recent works in the field have evaluated these models 
(Fienberg 2013; Luo 2013a, 2013c; O'Brien 2013; Yang and Land 2013); a recent critical 
evaluation of APC-IE by Luo (2013a) demonstrated incorrect interpretation of the model, and 
a number of fallacies were addressed clearly by Yang and Land (2013). APC-IE models differ 
from Yang’s recently developed statistical model, the hierarchical-age-period-cohort (HAPC). 
The IE approach does not solve the identification problem in APC analysis because there will 
never be such a solution to the linear relationship C=P-A (Mason et al. 1973; O'Brien 2011; 
Rodgers 1982a; Yang et al. 2004). Nonetheless, IE has been shown to be useful in expressing 
relationships among the three time dimensions, has desirable mathematical and statistical 
properties, and has been validated by studies and simulation tests (Land 2008:42; Yang et al. 
2008:1707). Although no statistical tools can assist researchers in determining which APC 
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dimension prevails over another, other methodologies also have a place in suicide mortality 
research.95 
 
4.5 CONCLUSION  
 
In summary, APC analysis revealed net patterns of suicide mortality in Canada for both 
genders over almost 90 years, providing valuable information to better characterize at-risk 
groups in a changing society. Meanwhile, four distinct characteristics of the pattern of change 
in Quebec compared to the rest of Canada were highlighted: a more significant increase in 
rates among the youth; net period-related decrease among females during World War II; a 
distinctive 25-year net period effect; and a stronger net cohort effect among the late baby 
boomers and generation-Xers. These insights may be valuable to assess the extent of the 
public health problem in this province. The IE model improves the performance of APC 
analysis of suicide in the nation, and the Durkheim paradigm introduces integration and 
regulation factors to the interpretive discussion of the results. Future studies examining the 
pattern of change in suicide mortality, how rapidly rates change in certain demographic 
segments, and the influence of different factors on long-term APC patterns are key to 
understanding suicide epidemiology. Among other factors, further investigation of patterns of 
suicide in mid-adulthood is needed. Additionally, our analysis showed strong significant 
period effects but did not explicitly estimate the effect of economics on suicide rates. 
Moreover, considering the number and proportion of male baby boomers who will be entering 
the senior population, which will increase substantially in the coming decades, it will be 
interesting to follow their journey and monitor how suicide mortality evolves through APC 
patterns in Canada and its provinces. However, future investigations should be careful in 
selecting statistical estimator models that allow for covariates, which IE does not. Finally, 
social forces are complex, and a better understanding of integration and regulation variables, 
higher-quality data on le suicidé, and further interdisciplinary research on suicide mortality are 
needed.  
                                                
95 e.g., non-linear models or models with interaction effects (median polish, non-additive 
cohort models). 
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4.8 SUPPLEMENTARY DATA  
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4.a Adjusted suicide rates in some OECD countries, males, 2005-2010 
 
*Data source: (WHO 2012) 
  
 153 
 
4.b Adjusted suicide rates in some OECD countries, females, 2005-2010 
 
*Data source: (WHO 2012) 
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4.c Comparative suicide mortality rates across Canada provinces, males and females, 2009 
 
*Data source: (Statistics Canada 2014) 
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4.d Suicide mortality rates males and females: Canada, Quebec, and Rest of Canada, 1926-
1930 to 2006-2008 
 
 
  
 
 
  
Panel A 
Panel C 
Panel B 
Canada, females Canada, males 
Rest of Canada, females Rest of Canada, males 
Quebec, females Quebec, males 
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4.e Suicide mortality rates (per 100 000) by cohort group’s males and females: Canada, 
Quebec, and Rest of Canada 
 
 
  
 
 
 
 
 
 
 
 
Panel C 
Panel B 
Canada, males Canada, females 
Quebec, males Quebec, females 
Rest of Canada, males Rest of Canada, females 
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ABSTRACT  
 
A key component of demographic analysis is the cohort. Cohort-related factors might 
play a role in the strong net cohort effect reported for male baby boomers (born 1946-1966) in 
Canada, who have committed suicide at an unusually high rate. This study examines the 
impact of relative cohort size on suicide mortality in Canada and compares this effect in the 
province of Quebec to the effect observed in the rest of Canada and tests concurrent 
demographic theories of Easterlin and Preston. A Hierarchical Age-Period-Cohort Cross-
Classified Random Effect Model (HAPC-CCREM) was used to assess the impacts of interest. 
The results in Canada support Easterlin’s paradigm: large cohorts commit suicide at higher 
rates than small cohorts. However, the relationship appears to be specific to males, as female 
cohort sizes do not have significant effects on suicide mortality rates. Our findings also 
suggest that the effect of relative cohort size on suicide mortality is significantly greater for 
males in Quebec than for males in the rest of Canada. 
  
Keywords: Suicide, relative cohort size, Canada, Quebec, Easterlin, Preston, hierarchical 
modeling.  
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RÉSUMÉ 
 
Un élément clé de l'analyse démographique est la cohorte. Des études antérieures ont 
rapporté un fort effet net de cohorte pour les baby boomeurs masculins (1946-1966) au 
Canada. Ces derniers ont des taux de suicide anormalement élevés et des facteurs associés à 
leurs cohortes pourraient jouer un rôle dans la relation. Notre étude examine l'impact de la 
taille relative des cohortes sur la mortalité par suicide au Canada puis compare l'effet dans la 
province du Québec au reste du Canada. Nous testons les théories démographiques 
concurrentes d’Easterlin et de Preston. Le Hierarchical Age-Period-Cohort Cross-Classified 
Random Effect Model (HAPC-CCREM) est utilisé pour évaluer ces effets. Nos résultats au 
Canada soutiennent le paradigme d’Easterlin : les cohortes de grande taille ont des taux de 
suicide plus élevés que les cohortes de petite taille. Néanmoins, la relation apparait  
particulière aux hommes puisque l’effet de la taille relative des cohortes n’a pas d’effet 
significatif sur la mortalité par suicide pour les femmes. Nos résultats suggèrent également un 
l'effet nocif de la taille des cohortes sur le suicide significativement plus élevé pour les 
hommes dans la province de Québec que dans le reste du Canada. 
 
Mots clés : Suicide, Taille relative des cohortes, Canada, Québec, Easterlin, Preston, Modèle 
hiérarchique.  
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5.1 INTRODUCTION 
 
Ryder’s classic work (1965), published nearly 50 years ago, demonstrated the importance of 
the cohort, a key concept used to consider demographic and social-change analyses in a two-
dimensional framework of time and age. The cohort, a temporal unit, may be defined as the 
aggregate of individuals who experience the same event within the same time interval (Ryder 
1965:845). In most research, including that on suicide mortality, the defining event for a 
cohort is being born in or around the same year. However, a cohort is not a summation of a set 
of individual histories; each cohort has a distinctive composition, and Ryder argued that cohort 
membership could be as important in the determination of behavior as other features of social 
structure, such as socioeconomic status (Land 2011). The notion of a cohort effect rests in the 
theory that members of a cohort share behaviors that reflect lasting effects of shared 
environmental exposures as they experience the same events throughout their lives.  
 
Studies of the cohort can take various forms, leading to possible misinterpretation of results. 
The cohort is one of the three basic dimensions of Age-Period-Cohort (APC) analyses. A 
“cohort effect” encompasses the shared history of people born in or around the same year and 
is sometime misread as being equivalent to the “cohort size” or “relative cohort size” effect, 
which is the proportion of the population belonging to a given cohort 96. Thus, the “cohort 
size effect” can influence general changes in the “cohort effect”. Theories on the benefits and 
consequences of cohort size regarding the behavior of cohort members compared to members 
of other cohorts have two prominent concurrent paradigms that are applied to suicide 
mortality. The best-known theory is that of Easterlin (1980), who in "Birth and Fortune: The 
Impact of Numbers on Personal Welfare" supports a harmful link between suicide and large 
birth cohort size, as large birth cohorts have higher rates of suicide than small birth cohorts. 
Easterlin maintained that relative cohort size is crucial in determining one’s economic and 
social fortunes, and a large cohort produces increased competition for scarce resources, 
including education, employment earnings (unemployment and job advancement), health care, 
and public retirement. This competition can result in deprivation and increases in social 
                                                
96 For example, the proportion of the population aged 15 to 24 relative to that aged 25 to 59. 
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disruptions (i.e., suicide) among members of large birth cohorts compared to members of 
smaller birth cohorts, who experience more stable life courses and economic fortunes and thus 
less psychological stress and lower rates of suicide and crime (Easterlin [1980] 1987:3,140). 
In general, Easterlin’s arguments emphasize the impact of the relative number of individuals 
in the private labor market and how this number is affected by cohorts of unusual size. At 
about the same time that Easterlin’s theory was proposed, a counter-theory was advanced by 
Preston (1984), who claimed that there was a beneficial effect (lower suicide rates) of larger 
cohorts. Preston argued that larger birth cohorts have an advantage in the political and 
economic spheres because they have enough individuals to influence public policy and acquire 
consumer resources (in democratic societies), while smaller birth cohorts do not. Moreover, 
successive smaller birth cohorts may be disadvantaged, as members of the previous larger 
cohorts are occupying most jobs. Preston’s emphasis is primarily on how public or private 
transfers relate to the cohort size of those outside the labor force (Preston 1984:450).  
 
Suicide mortality in Canada is an important public-health issue,97 and scholars have noted 
successive male cohorts with higher suicide rates (Mao, Hasselback, Davies, Nichol, & Wigle, 
1990; Reed, Camus, & Last, 1985). Several studies have demonstrated the progressively 
increasing cohort effects for males born after World War II in Canada (Légaré and Hamel 
2013; Mao et al. 1990; Newman and Dyck 1988; Reed, Camus and Last 1985; Thibodeau 
2015c) and in other countries, notably the USA, West Germany, Switzerland, the UK, Spain 
and Japan (Ajdacic-Gross et al. 2006; Granizo, Guallar and Rodriguez-Artalejo 1996; Gunnell 
et al. 2003; Hafner and Schmidtke 1985; Keyes and Li 2012; Murphy and Wetzel 1980; 
Odagiri, Uchida and Nakano 2011; Phillips 2014; Phillips et al. 2010; Riggs, McGraw and 
Keefover 1996). In Canada, baby boomers born between 1946 and 1966 experience a stronger 
cohort effect(Thibodeau 2015c), as they were born during a well-documented period of high 
fertility (Grindstaff 1975; Pampel 2001; Statistics Canada 2008). In fact, the total fertility rate 
during that period remained at more than three children per woman and kept increasing 
through the late 1950s. In 1960, while the baby boom was in full swing, Canada recorded a 
                                                
97 In 2008, it ranked 9th of all causes of death in Canada and was the principal cause of death 
by an external cause (Statistics Canada. 2012a. "Age-standardized mortality rates by 
selected causes, by sex." in Table 102-0552, edited by CANSIM: Statistics Canada.) 
 162 
 
total fertility rate of 3.91 children per woman, a record level of natural population increase of 
339,000 and 479,000 children born to Canadian women (Statistics Canada 2008, 2011 [2000]). 
This period was followed by more than 30 years of low fertility (Statistics Canada 2008); 
other high-income nations experienced similar patterns. This fluctuation in fertility resulted in 
a substantial fluctuation in cohort size, which prompted scholars to investigate potential 
economic and social consequences. 
 
Empirical studies on the relationship between suicide mortality and cohort size are limited, 
with variable findings. A classic cohort-size analysis by Ahlburg and Schapiro in the United 
States revealed a significant impact of cohort size on suicide mortality for both males and 
females (Ahlburg and Schapiro 1984:103), while Holigner’s (1987) study on youth from 1933 
to 1982 showed a positive association for those aged 15-24 but a negative association for those 
aged 25-64, suggesting a “youth cohort effect” (Holinger 1987:181-182). Among the most 
well-known comprehensive works on cohort size are those of Pampel (1996, 2001), which 
offer a broad overview of the problem. He found a positive association between relative cohort 
size and suicide mortality among young age groups and a negative association among old age 
groups for the 1953-1956 cohorts of 18 developed nations (Pampel 1996:354). O’Brien and 
Stockard’s substantial contribution focuses on family structure (O'Brien and Stockard 2002; 
O'Brien and Stockard 2003; O'Brien and Stockard 2006; O'Brien, Stockard and Isaacson 1999; 
Stockard and O'Brien 2002a, 2002d). In a broad study of 19 modern nations, the effect of 
interest was modeled using an extension of the APCC hierarchical model. The authors found 
positive links between cohort size, the percentage of non-marital births and the suicide rate 
(Stockard and O'Brien 2006). In Canada, analyses have provided inconsistent assessments of 
the impact of relative cohort size on suicide rates. Leenaars and Lester (1994) tested the 
Easterlin hypothesis for youths aged 15 to 24 and found a negative association between cohort 
size and suicide rate for the period of 1969 to 1988, which was in the opposite direction of the 
predicted association. This finding led to the conclusion that Easterlin’s cohort-size hypothesis 
was not relevant in Canada and the United States at that time (Leenaars and Lester 1994:189). 
However, the authors (1996) extended their analysis to both sexes and all age groups and 
found that for the period of 1969 to 1987, the suicide rate among males aged 30-34 was 
positively associated with cohort size. No such association was observed in Canada for the 
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period under study, although some significant negative coefficients were found (Leenaars and 
Lester 1996:49-50).  
 
These analyses are generally dated and limited in scope. While they captured to some extent 
the “cohort size effect” and the increases in suicide mortality rates over short time frames, 
these studies did not cover the net (independent) effect of sex by using vital statistics from 
1926 through the beginning of the 21st century; doing so would provide highly valuable 
information via the inclusion of additional cohorts. Moreover, some national characteristics 
revealing large societal trends were reported, but previous authors did not discuss the non-
uniform distribution of these characteristics across the country.98 Indeed, suicide rates vary 
greatly, and these rates historically tend to increase from east to west in Canada (Langlois and 
Morrison 2002:14; Sakinofsky, Roberts and Van Houten 1975; Sakinofsky and Webster 
2010:357); however, an increase in suicide rates in Quebec caused this province to have the 
highest standardized rate, well above the national average, for several years (St-Laurent and 
Bouchard 2004:17-21).99 In addition, this province is societally unique among Canadian 
provinces. For example, Quebec is among the most populous provinces and has distinct 
historic, religious and cultural characteristics dating from its origins as a French colony to its 
1763 reincorporation into Canada. Quebec also experienced a very intense and volatile period 
in which hostile conditions rapidly and severely transformed social and cultural values to an 
extent unmatched in the rest of Canada. The erosion of traditional lifestyles was precipitated 
by new modern beliefs and ways of life, which affected family and political-economic 
structures and functions (Thibodeau 2015c). For example, traditional gender roles evolved 
drastically (emancipation of women from housework), and there was a rapid demographic 
movement into the city as traditional agricultural life and values were left behind. The strong 
social cohesion provided by the Catholic Church began to disintegrate with increased 
secularization in Quebec. In general, studies have shown that the lower the importance of 
                                                
98 High suicide rates among aboriginal people (First Nations, Inuit and Northerners) in 
Canada are well documented (Canada, H.C. 2013. "National Aboriginal Youth Suicide 
Prevention Strategy (NAYSPS) : program framework."), and while research and prevention 
programs focus on this population segment, this problem is beyond the scope of this study. 
99 Available upon request to the author. 
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religion in a society, the higher the suicide rate (Breault 1986; Stack 1985). An investigation 
of the effect of cohort size on suicide at the provincial level is necessary because of the unique 
position of and higher suicide rate in Quebec (Krull and Trovato 1994; Lesage et al. 2012; 
Thibodeau 2015c) and a recent analysis highlighted the stronger cohort effect in Quebec 
compared to the rest of Canada (Thibodeau 2015c). Nevertheless, no study to date has 
performed such an investigation.  
 
Furthermore, a gender-stratified analysis is needed because this phenomenon differs by 
gender. Men commit suicide more frequently than women regardless of the point in time; only 
the ratio of male to female suicides varies (Baudelot and Establet 2006; Mao et al. 1990; Reed 
et al. 1985; Trovato 1988).. Additionally, the cohort effect is primarily observed among males 
in Canada, in keeping with the general international pattern of more modest (or no) cohort 
effects for females and the specific pattern of relative cohort size appearing to have a stronger 
influence on male suicide rates than female suicide rates (Beaupré and St-Laurent 1998; Keyes 
and Li 2012:424; Légaré and Hamel 2013:122; Mao et al. 1990; Newman and Dyck 1988:679; 
O'Brien and Stockard 2006:1545; Phillips 2014; Reed et al. 1985:46; Thibodeau 2015c). 
 
Finally, the challenge in explaining the temporal consequences of the cohort size effect (a 
component of the cohort dimension) is the decomposition of each APC dimension to estimate 
the contribution of each parameter. The search for a reliable statistical technique continues, 
and new advanced statistical models have recently been proposed. In particular, a hierarchical 
structure allows for additional levels where data are available, but no prior studies have 
applied this approach to suicide mortality. This approach may provide important insight into 
drivers of the anomalously high suicide rate among baby-boomers compared to the rates in 
small cohorts. 
 
This study focuses on two objectives. The first is to determine the relationship between suicide 
mortality rate and relative cohort size (RCS) in Canada from 1926 to 2008. The second is to 
compare the impact of RCS on suicide rates in the province of Quebec to the impact in the rest 
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of Canada100. This analysis included the most comprehensive period data available at this 
time in an attempt to uncover trends at the national and provincial levels and thereby provide a 
more complete and accurate profile of the changes that occurred over 83 years. Indeed, this 
study encompasses nearly 4 generations of Canadians from 1911 to 1991; it includes the GI 
generation, also called the Greatest Generation, which is composed of individuals born at the 
beginning of the 20th century through 1924, and all cohorts through the Y generation (born 
between 1981 and 1996). This extended time period includes the cohort of baby boomers with 
the high suicide rate. Cohort membership could strongly affect economic fortunes and social 
integration and regulation. Theoretical arguments regarding the advantages and disadvantages 
of cohort size are revisited with reference to Easterlin (1987 [1980]) and Preston (1984). 
Specifically, we use evidence from the literature to test the following hypotheses:  
 
 
Hypothesis 1. Basic national cohort size effect: Relatively large cohorts in Canada commit 
suicide at higher rates compared to relatively small cohorts. 
 
Hypothesis 2. National gender cohort size effect: The relative effect of cohort size on suicide 
rates in Canada is significantly greater for males than for females. 
 
Hypothesis 3. Regional101 suicide effect: There is a significantly greater effect on the suicide 
rate in the province of Quebec than in the rest of Canada. 
 
Hypothesis 4. Regional gender cohort size effect: The relative cohort size effect on the suicide 
rate among males is significantly greater in the province of Quebec than in the 
rest of Canada. 
 
                                                
100 Canadian provinces and territories minus Quebec province. 
101 The term region (regional) is used in this research to define the subdivision of Canada 
between the province of Quebec and the rest of Canada, as the more conventional term in 
research, territory, could have caused confusion with the Northwest Territories, Nunavut, 
and Yukon, which are three actual territories in the country.  
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A Hierarchical Age-Period-Cohort Cross-Classified Random Effect Model (HAPC-CCREM) 
was used to test these hypotheses. Our analysis was stratified by gender, and our findings are 
discussed within the socio-historical context of a changing Canadian society.  
 
 
5.2 METHODS 
5.2.1 Data 
5.2.1.1 Dependent variable  
 
The age-specific suicide rate by gender is our dependent variable. The data cover the period 
from 1926 to 2008, and the numbers of suicide deaths in Canada have been extracted from the 
publically available database Statistics Canada. For the analysis, the data were aggregated into 
five-year age and period intervals; we focused on ages 15-19 to 90+, thereby producing a 
Period x Age x Sex cross-table. The age- and sex-specific population estimates for Canada 
were derived from the census carried out by the Government of Canada using the series of 
population estimates produced by Statistics Canada. Vital statistics on suicide can be obtained 
back to the beginning of the 20th century, and the inclusion of specific provinces and territories 
varies by date of admission into the confederation102. Notably, this study is designed to 
examine suicide mortality. We do not consider an expanded definition of suicide, as surveys 
have consistently demonstrated that suicide attempts, suicidal “ideation” and suicidal conduct 
are separate concepts; additionally, recollections from survivors do not necessarily provide 
information relevant to suicide victims (Baudelot and Establet 1984:59). Consequently, only 
completed suicides are within the scope of this research. 
 
Statistics on suicide have been the main tools utilized in analyses of this phenomenon since 
Durkheim’s (1951 [1897]) study in the 19th century. Their validity is thoroughly debated 
                                                
102 Figures from Quebec and Ontario were included in 1926, Newfoundland in 1950, and the 
Northwest Territories in 1956, while creation of Territories Nunavut date to 1999. 
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(Brugha and Walsh 1978; McCarthy and Walsh 1975; 1973; Sainsbury and Jenkins 1982). 
Canada’s official figures for suicide deaths are underestimates, but the discrepancy is not large 
enough to affect the validity of comparisons or hide real differences in suicide rates (Mao et 
al. 1990). For the period from 1950 to 1982, the years with the most substantial underreporting 
are 1977-1978, during which the average potential underreporting is estimated at 17.5% for 
women and 12% for men (Speechley and Stavraky 1991:38). Changes to the International 
Classification of Diseases (ICD), which underwent eight revisions during the time period of 
our study, were also considered. The changes from the 7th to the 8th revision very slightly 
affected suicide-data comparisons; an increase of 3% was observed according to WHO (1965), 
but the recently reported CIM-10 by Statistics Canada indicated no change in the number of 
deaths due to intentional self-harm (Geran et al. 2005:10, 33). Past analyses have thus been 
based on a negatively biased estimator that underestimates suicide rates, usually with no 
adjustments for the factors discussed above; the true rates would be difficult and work-
intensive to define. Hence, we did not adjust the official data on suicide mortality in this 
research. 
 
5.2.1.2 Independent variables 
 
Measuring relative cohort size (RCS) 
Our main predictor, or independent variable, is the relative cohort size (RCS) as a proportion 
of the total population. However, the analysis is complex, and the appropriate 
operationalization of the RCS presents further difficulties. Indeed, variations have been noted 
in the literature (Ahlburg and Schapiro 1984; Easterlin [1980] 1987; Holinger 1987; Leenaars 
and Lester 1994; Pampel 1996; Preston 1984; Stockard and O'Brien 2002a), including choices 
with partial influence on the outcomes (Leenaars and Lester 1996:47). There are two principal 
elements by which to calculate the indicator. 
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First, RCS can be a variable or a fixed measure. The first method allows the RCS value to 
change as a cohort ages over time103. In this study, we operationalized RCS as a fixed 
measure: it is the proportion as a percentage of the population that was in a five-year cohort 
when that cohort was young (i.e., 15-19 year olds). The measure is constant for a particular 
cohort across all age groups and periods by gender (each cohort has only a single value for 
RCS) and was used in previous analyses of suicide and violent mortality (O'Brien 1989; 
O'Brien et al. 1999; Savolainen 2000; Slack and Jensen 2008; Stockard and O'Brien 2002a, 
2002d, 2006). This fixed operationalization was preferred because it appears to be the most 
consistent with the concepts of Ryder (1965), which emphasize the importance of historical 
experiences and social changes (particular events in time) faced by cohorts over time that last 
throughout a lifetime. The measure focuses on the age at which birth cohorts enter adulthood, 
a time when individuals are more likely to enter the job market, enter university, leave home, 
potentially start a family (bear children), get married, etc.104 
 
Second, the denominator of the indicator is fundamental because it corresponds to the 
advantages and disadvantages associated with cohort age, the number of dependents, and 
social and economic conditions. Both demographers who specified cohort-size paradigms used 
different methods to compute relative size. Easterlin’s conceptualization focused on 
comparing the size of a cohort to the size of the parents’ cohort (ratio of the number of 
individuals aged 15-29 to those aged 30-64) because his theory mainly focused on competition 
for resources among the active population in the labor market. Preston, on the other hand, used 
the standard demographic method of taking the percentage of the total population for each 
year (O'Brien 1989:64). Refer to Equation 1 and Equation 2 for examples.  
 
                                                
103 For example, when the cohort was aged 18-20, RCS would be calculated as the 
percentage of the population 18-62 aged 18-20; when the cohort was aged 21-23, RCS 
would be calculated as the percentage of the population 18-62 that was 21-23; and so on 
O'Brien, R.M., J. Stockard, and L. Isaacson. 1999. "The enduring effects of cohort 
characteristics on age-specific homicide rates, 1960-1995." American Journal of Sociology 
104:1061-1095. 
104 “tap the effects of a relatively large number of new entrants into families, schools, and the 
job market on members of a cohort” ibid. 
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Equation 1: Example of Easterlin’s RCS operationalization 
 𝑅𝐶𝑆 = 𝑃!!"!!"𝑃!!"!!" 
 
and  
 
Equation 2: Example of Preston’s RCS operationalization 
 𝑅𝐶𝑆 = 𝑃!!"!!"𝑃!!"!#$  (!"!) 
 
where  RCS = Relative cohort size 
 P = Population 
g = Gender 
 
 
For our study, we calculated RCS values using Preston’s conceptualization on the basis of the 
total population (each male five-year cohort based on the male population and so on for 
females - refer to table 5.1). This choice seemed more appropriate because economic and 
social resources are consumed by the entire population, as opposed to only the adult or the 
active population (i.e., 15-64). For instance, an elderly population will increase funding for 
welfare, old-age pensions, healthcare, etc., at the expense of adults and children (Leenaars and 
Lester 1996:52). Likewise, in a population with large numbers of children, resources will be 
directed into child-assistance payments, family-aid programs, school and day care, at the 
expense of seniors and adults. Therefore, each segment draws resources from every other 
segment. RCS results are presented accordingly. Our results are representative of this 
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operationalization. We thus undertook a sensitive analysis as suggested in literature105, using 
Easterlin’s measure for the active population (not presented106).  
 
 
Table  
5.1 Cohort number and relative cohort size by age and year, Canadian males, 1926-2008107 
 
Note: Values expressed in percentage (%) 
          RCS Preston Total population (15+) 
 
 
                                                
105 Leenaars, A.A.and D. Lester. 1996. "Testing the cohort size hypothesis of suicide and 
homicide rates in Canada and the United States." Archives of Suicide Research 2(1):43-54. 
106 Available upon request to the author. 
107 To save space, only the table containing the Canadian male cohort numbers and relative 
cohort sizes is presented. Other tables available upon request to the author. 
    
Year Age  
   15-19  20-24  25-29  30-34  35-39  40-44  45-49  50-54  55-59  60-64 65-69 70-74 75-79 80-84 85-89 90+  
 1                 
1926 13.958                 
  2 1                
1931 13.731 13.958                
  3 2 1               
1936 13.524 13.731 13.958               
  4 3 2 1              
1941 12.687 13.524 13.731 13.958              
  5 4 3 2 1             
1946 11.538 12.687 13.524 13.731 13.958             
  6 5 4 3 2 1            
1951 10.726 11.538 12.687 13.524 13.731 13.958            
  7 6 5 4 3 2 1           
1956 11.205 10.726 11.538 12.687 13.524 13.731 13.958           
  8 7 6 5 4 3 2 1          
1961 12.916 11.205 10.726 11.538 12.687 13.524 13.731 13.958          
  9 8 7 6 5 4 3 2 1         
1966 14.11 12.916 11.205 10.726 11.538 12.687 13.524 13.731 13.958         
  10 9 8 7 6 5 4 3 2 1        
1971 14.228 14.11 12.916 11.205 10.726 11.538 12.687 13.524 13.731 13.958        
  11 10 9 8 7 6 5 4 3 2 1       
1976 13.661 14.228 14.11 12.916 11.205 10.726 11.538 12.687 13.524 13.731 13.958       
  12 11 10 9 8 7 6 5 4 3 2 1      
1981 11.504 13.661 14.228 14.11 12.916 11.205 10.726 11.538 12.687 13.524 13.731 13.958      
  13 12 11 10 9 8 7 6 5 4 3 2 1     
1986 9.59 11.504 13.661 14.228 14.11 12.916 11.205 10.726 11.538 12.687 13.524 13.731 13.958     
  14 13 12 11 10 9 8 7 6 5 4 3 2 1    
1991 8.942 9.59 11.504 13.661 14.228 14.11 12.916 11.205 10.726 11.538 12.687 13.524 13.731 13.958    
  15 14 13 12 11 10 9 8 7 6 5 4 3 2 1   
1996 8.881 8.942 9.59 11.504 13.661 14.228 14.11 12.916 11.205 10.726 11.538 12.687 13.524 13.731 13.958   
  16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1  
2001 8.651 8.881 8.942 9.59 11.504 13.661 14.228 14.11 12.916 11.205 10.726 11.538 12.687 13.524 13.731 13.958  
  17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 
2006 8.535 8.651 8.881 8.942 9.59 11.504 13.661 14.228 14.11 12.916 11.205 10.726 11.538 12.687 13.524 13.731 13.958 
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In our analysis, gender is a dummy variable integrated in the models along with region, which 
denotes either the province of Quebec or the rest of Canada. The other variables beside 
RCS108 are the three APC analysis dimensions of age, period and cohort.  
 
5.2.2 Statistical estimation: HAPC-CCREM 
 
The APC approach distinguishes three dimensions of time-related variation (age, period, and 
cohort effects) and is a central element of a cohort analysis. Though, APC analysis is impeded 
by the “identification problem”: the fundamental problem that the three variables are collinear 
by definition (Cohort = Period – Age).109 This problem is well documented in the APC 
literature, and different methods have been proposed to produce reliable and stable coefficient 
estimates over the years (Bell 2014; Chauvel 2011a, 2011c; Holford 1983; Mason et al. 1973; 
O'Brien et al. 1999; Pullum 1978; Yang, Fu and Land 2004). In the APC family of models, the 
most used model is probably the Conventional Linear APC Model, which imposes arbitrary 
additional constraints.110 However, other approaches have been recently proposed.  
 
Our analysis was conducted using the HAPC-CCREM111 developed by Yang and Land 
(2006), which is well suited to testing our hypotheses regarding the impact of RCS on S, the 
suicide mortality rate (five-year age groups and periods). Extensive technical algebraic 
                                                
108 National total fertility rate is not included in the assessment of the Easterlin and Preston 
theories due to its association with the demographic cycle captured by the RCS. 
109 Exact collinearity: A=P-C; C=P-A; and P=C-A. 
110 Typically one (single identification) or more (over-identification) parameters are 
constrained to be equal. 
111 Not to be confused with the same author’s “Intrinsic Estimator”, which is based on the 
conventional linear model (CGL) and does not allow for the inclusion of covariates 
(exogenous independent variables) in the regression. IE was also applied to a study of 
suicide in Canada by Thibodeau, L. 2015c. "Suicide Mortality in Canada and Quebec, 
1926-2008: an Age-Period-Cohort Analysis." Canadian Studies in Population 42(3-4):1-
23. and in the United States by Phillips, J.A. 2014. "A Changing Epidemiology of Suicide? 
The Influence of Baby Boomers on Suicide Rates in the United States." Social Science & 
Medicine 114:151-160. 
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descriptions can be found in the developer’s studies (Yang 2008; Yang and Land 2006). 
HAPC-CCREM is a multilevel model (also called a random-effect, hierarchical linear, or 
mixed model in the literature) with a cross-classified structure. Age is specified as an 
individual-level determinant of the suicide rate in the fixed part of the model (potentially non-
linear) (Level 1). Individuals are nested within both cells of the cross-classified period and 
cohort (no exact nesting). Thus, the structure treats period and cohort as context in competition 
in the random part of the model (Level 2). Paraphrasing Yang et Land (2006) and using RCS 
as an illustration, a level-1 or “within-cell” model takes the following form:  
 
 𝑆!"# = 𝛽!!" + 𝛽!𝐴𝑔𝑒!"# +𝛽!𝑅𝐶𝑆!"# + 𝛽! ∗ 𝑋!"#$ + 𝑒!"# 
 
 
A level-2 or “between-cell” model takes the form: 
 
 𝛽!!" = 𝛾! + 𝑢!! + 𝜐!! 
 
 
and a combined model the form: 
 
 𝑆!"# = 𝛾! + 𝛽!𝐴𝑔𝑒!"# + 𝛽!𝑅𝐶𝑆!"# +𝑢!" + 𝜐!! + 𝑒!"# 
 
 
where i refers to individuals within cohort j and period k; 
j = 17 birth cohorts;  
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k = 17 time periods (five years112); 
 
 
where i refers to individuals within birth cohort j and year k; X to the m control variable, and e 
to a normally distributed error with a mean of zero and variance of 𝜎!. Level-2 𝛾 is the model 
intercept or grand-mean outcome; 𝑢!"  is the residual random effect of cohort j on 𝛽!!" 
averaged over all periods (assumed normally distributed with mean 0 and variance 𝜏!); and 𝜐!! is the residual random effect of period k on 𝛽!!" averaged over all cohorts (assumed 
normally distributed with mean 0 all over variance 𝜏!). The slope coefficients 𝛽! through 𝛽! 
are treated as fixed.  
 
The analysis was undertaken in four steps. The first step (Model 1), used to test our first 
hypothesis, is a cross-classified version of the HAPC random-effects model that has RCS, age 
and gender as drivers of the suicide rate in Canada. The second step (Models 2 and 3), used to 
test Hypothesis 2, examined whether modeling by gender revealed significant differences in 
the impact of relative cohort size on suicide mortality. The third step (Model 4) tested whether 
controlling for region (the province of Quebec or the rest of Canada) influenced suicide 
mortality coefficients (test of Hypothesis 3). Finally, our fourth step (Models 5, 6, 7 and 8) 
evaluated the effect of RCS on suicide mortality in each region (Quebec and rest of Canada) 
by gender to test our last hypothesis (4). All models for this study were estimated using 
StataSE 10.1 xtmixed programs. 
 
 
5.3 RESULTS 
 
Table 5.2 reports empirical estimates to test our hypotheses regarding the impact of relative 
cohort size on suicide mortality in Canada using the HAPC-CCREM. Model 1 estimates the 
general relationships between the level-1 independent variables, age, gender, and RCS, and 
                                                
112 The last period, 2006-2008, is three years long. 
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suicide mortality. It shows a significant positive effect of RCS (0.394), meaning that as cohort 
size increases, the suicide rate in Canada increases. The estimates for random effects in terms 
of the residual components at level 2 indicate significant positive period and cohort effects 
when controlling for the age effect. Thus, the suicide rate varies significantly by time period 
and birth cohort in Canada, independent of the age effect. The results of Model 1 also show 
that males commit suicide at a substantially and highly significantly higher rate compared to 
females (13.402). The results of Models 2 and 3 show that, as expected, the RCS is more 
significant in Canada for males than for females. Indeed, the estimated coefficient is 0.9 for 
males but is not significant for females. To test whether significant differences emerged 
between suicide rates in the province of Quebec and those in the rest of Canada, Model 4 used 
a region regressor. After adjusting for time period and birth-cohort variations, the suicide rate 
increases by 2.221 in Quebec compared to the rest of Canada (2.221, CI= [1.117, 3.325]). 
Therefore, it is important to estimate the effect of RCS stratified by gender and region. 
 
 
Table 
 5.2 HAPC-CCREM model parameter estimates of suicide mortality, Canada 
 
Canada 
Variables Model 1 
 
Model 2 
 
Model 3  
 
Model 4 
  β SE   βmale SE   βfemale SE   β SE 
Fixed Effects 
           Constant -4.674 
  
-0.695 
  
3.794 
  
0.737 
 RCSa 0.394* 0.216  
 
0.900*** 0.326 
 
-0.051 0.138 
 
-0.169 0.201 
Age 0.112*** 0.020  
 
0.166*** 0.027 
 
0.066*** 0.014 
 
0.129*** 0.022 
Gender  13.402*** 0.538  
       
14.139*** 0.453 
 (Male 1, 
Female 0) 
           Region 
         
2.221*** 0.563 
(Quebec 1,  
           rest of Canada 0) 
           Random Effects  
           Period 4.133** 
  
6.580**  
  
1.856** 
  
4.143** 
 Cohort 1.682** 
  
5.164 
  
2.359 
  
3.248** 
 Residual 4.929   2.240   0.969   5.870  
Goodness-of-fit 
(BIC) 2142.957   1131.616   857.4767   4509.017 
            Note: *p< .10,  **p< .05, ***p< 0.01 
       
            a Total population 15+
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Table 5.3 presents the parameter estimates and model fit statistics for each region to compare 
the gender-specific impact of RCS on suicide mortality in the province of Quebec to the same 
impact in the rest of Canada to test Hypothesis 4 (Models 5 to 8). Beyond the national trends, 
Model 5 and Model 7 indicate a significant positive impact of RCS: males of relatively large 
cohorts in Quebec and in the rest of Canada commit suicide at higher rates compared to those 
of relatively small cohorts. However, the relationship appears to be stronger in Quebec (1.344) 
than in the rest of Canada (0.788). Examining Models 6 and 8 and focusing on the female 
suicide rate, the estimated individual-level coefficients for both RCS and age are not 
significant in Quebec, although, independent of the age effect, the suicide rate for females in 
the rest of Canada varies by time period (1.987). The Bayesian Information Criterion (BIC) 
assesses the relative fit of different models. Lower values of BIC indicate better fit, and the 
female models overall appear to have better fits. 
 
 
Table 
5.3 HAPC-CCREM model parameter estimates of suicide mortality, Quebec and rest of 
Canada 
                        
 
Quebec 
 
Rest of Canada 
Variables Model 5 
 
Model 6 
 
Model 7 
 
Model 8 
  βmale SE   βfemale SE   βmale SE   βfemale SE 
Fixed Effects 
           Constant -2.170  
  
3.511  
  
-0.462 
  
3.476 
 RCSa 1.344*** 0.431 
 
0.048 0.169  
 
0.788*** 0.300  
 
-0.041 0.135 
Age -0.003  0.048 
 
0.034 0.021  
 
0.212*** 0.024  
 
0.072*** 0.013 
Random Effects  
           Period 13.179**  
 
2.630** 
  
5.092** 
  
1.987** 
 Cohort 6.948 
  
3.049 
  
4.901  
  
2.278 
 Residual 3.168   1.248   2.074    0.951  
Goodness-of-fit 
(BIC) 1243.896   944.446     1107.464     849.307   
            Note: *p< .10,  **p< .05, ***p< 0.01 
         
            a Total population 15+
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5.4 DISCUSSION 
 
In this paper, we tested four hypotheses to assess the prominent demographic paradigm of 
Easterlin ([1980] 1987) and the counter-theory of Preston (1984), who both proposed an 
explanation for the effect of cohort size on suicide mortality. For the GI through the Y 
generations in Canada, our findings support our hypotheses in a manner that is overall 
consistent with Easterlin’s view. A sensitivity analysis using Easterlin’s RCS measure (on the 
total active population aged 15-64113) did not change the direction or strength of our observed 
associations discussed here, which are based on the total population (15-90+).  
 
5.4.1 Canada’s larger cohort and suicide: Encountering Easterlin’s Theory 
 
The national-level analysis in Model 1 reveals a significant positive relationship: large cohorts 
commit suicide at higher rates than small cohorts (Hypothesis 1 is supported). Furthermore, 
we explored the effect of cohort size on suicide mortality by gender, as previous literature has 
consistently shown a higher suicide rate for males and life experiences and expectations differ 
by sex. As expected, Models 2 and 3 show a significantly greater effect of cohort size on 
suicide for males than for females in Canada (Hypothesis 2 is supported). In fact, our results 
indicating a stronger and more positive cohort size effect for males than for females concur 
with prior studies (Leenaars and Lester 1996; Pampel 2001; Stockard and O'Brien 2006). The 
theories of Easterlin and Preston tested in this study are founded on the density of the cohort 
and the available labor market earnings and the size of the labor force and do not distinguish 
between genders. It has been proposed in previous analyses that “males might be more likely 
than females to be negatively affected by larger cohort sizes because of their historically 
greater involvement with the labor market” (Pampel 2001), and women generally show 
stronger social integration than men as a result of role differences between the sexes, affording 
women greater protection from suicidal impulses (Krull and Trovato 1994; Travis 1990). Our 
finding of a greater cohort size effect for males in Canada is related to the large birth cohorts 
                                                
113 Tables available upon request to the author. 
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of the baby boomers, individuals born after World War II through the mid-1960s. These 
cohorts are particularly large compared to previous and subsequent cohorts, and individuals in 
these cohorts came of age during substantial changes and shared enduring characteristic 
behaviors. As mentioned previously, many studies reported that males of this generation 
commit suicide at higher rates; our work goes a step further by indicating that the 
demographic size of these cohorts played a detrimental role.  
 
How can we make sense of this? Our results in Canada correspond to Easterlin’s theory that 
cohort size crucially shapes personal welfare: “for those fortunate enough to be members of a 
small generation, life is - as a general matter - disproportionately good; the opposite is true for 
those who are members of a large generation” (Easterlin 1987 [1980]:3-4). Large cohorts face 
competition for increasingly limited resources and deprivation that may persist throughout 
their lives. Scarcity includes a shortage of teachers and schools when large cohorts are young, 
labor-market competition and unemployment in early adulthood, low pay and slow promotion 
during adulthood, and finally insufficient health care and meager public retirement benefits in 
old age (Easterlin 1987 [1980]). In each life stage, large cohorts endure the lasting negative 
consequences of their demographic. Consequences of scarce resources and deprivation include 
social disruption and psychological stress due to low relative incomes, as well as difficulties 
achieving personal or professional goals. Suicide is a response to these difficulties among 
males (Easterlin 1987 [1980]:106). Hence, according to Easterlin, the suicide rate would vary 
with stress levels in association with generation size; smaller cohorts experience greater 
economic success, more stable lives and more satisfying family dynamics, and thus lower 
rates of suicide. The author has supported this theory in previous work (Keyfitz 1972; Ryder 
1965:845), which suggested implications for educational, labor-market and bureaucratic 
structures.  
 
Furthermore, Easterlin anticipated that the large cohort of the baby boomers would face social 
deteriorations, including increasing likelihoods of late marriage, low fertility, illegitimacy, 
and divorce. These patterns were observed in Canada and were linked to this generation’s 
increased risk of suicide. Upon reaching working age, the baby boomers encountered a 
societal transformation resulting from modernization. Consistent with Easterlin’s theory, the 
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female presence in the labor force increased in the early 1960s (Rosin 2012; Sangster 2010; 
Statistics Canada 2012c), leading to new competition between male and female baby boomers, 
notably for education and for jobs. Females took advantage of their opportunities, and gender 
relationships were redefined. Of interest in the context of an APC analysis, our study found 
significant period effects for females at the national and provincial levels. These results agree 
with a prior analysis by Thibodeau (2015c); thus, the interpretations suggested are in keeping 
with the Durkheim theory and amonie arising from modernization.  
 
In around the same period, the influence of religion was greatly reduced and secularization 
increased. Subsequently, a progressive lifestyle and new family structures emerged 
(Kempeneers 1992)114, and views on marriage changed to regard the practice as more 
disposable, with a general decreasing aspiration to marry. As Easterlin anticipated, baby 
boomers experienced late marriage (Duchesne et al. 1999:10; Le Bourdais and Marcil-Gratton 
1996:415; Ram 1990:80), and the increasing prevalence of non-marital-births was associated 
with a higher suicide rate (Pampel 2001; Stockard and O'Brien 2002d, 2006). The fertility rate 
declined below the replacement level of approximately 2.1 children per woman (Statistics 
Canada 2008), weakening the protection that fertility offers against suicide. Indeed, male 
suicide is negatively correlated with female fertility (Easterlin 1987 [1980]:105; 1975), and 
Durkheim demonstrated lower suicide rates when children were present in families in the 19th 
century; the number of children also mattered (Durkheim 1951 [1897]:193). Finally, 
considerable evidence in the literature indicates that suicide rates vary directly with the 
incidence of marital dissolution (Leenaars, Yang and Lester 1993:919; Stack 2000; Trovato 
1986, 1987:201, 1988, 1992) and large cohort and the large cohorts of the baby boomers were 
the first cohorts to divorce and remarry in large numbers during their young adulthood. 
Moreover, a recent study showed that the pattern persists throughout life, as these cohorts 
continued to experience increased divorce rates between 1990 and 2010, a phenomenon 
known as the gray divorce revolution (Brown and Lin 2012:3). A detrimental cohort size 
effect was observed in Canada.  
                                                
114 Alongside the traditional nuclear family unit, it became more common to encounter single 
parent families, reconstituted /blended /step families, two parents of the same sex, childless 
families, grandparent families, etc.   
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5.4.2 Beyond national’s assessment, distinctive traits in Quebec  
 
As many studies (Langlois and Morrison 2002:14; Sakinofsky et al. 1975; Sakinofsky and 
Webster 2010:357) have indicated, suicide rates are not evenly distributed throughout the 
nation, and Model 4 revealed the hypothesized statistically significant effect of the region on 
suicide mortality over the years covered by our study. The suicide rate in Quebec is 2.221 
times greater than that in the rest of Canada (Hypothesis 3 is supported). Therefore, national-
level findings suggest the need for a refined investigation in Quebec and the rest of Canada, 
considering gender. The most notable feature of the results of Models 5 to 8 is the different 
levels of the effect of RCS on the suicide mortality rate. Males of relatively large cohorts in la 
belle province, as expected, commit suicide at higher rates than those in the rest of Canada 
(Hypothesis 4 confirmed). The RCS effect on male suicide rates is stronger in Quebec (1.344) 
than in the rest of Canada (0.788). Our analysis also uncovered a greater period effect for 
males in the province of Quebec (coefficient of 13.179) compared to the rest of Canada 
(coefficient of 5.082), in agreement with work by Thibodeau (2015c) that specified a 25-year 
distinctive effect in the past French colonies115. Therefore, we suggest that cohort size and 
period effects might not be mutually exclusive; rather, we suggest reviving the theory of 
Ryder (1965:845) regarding the importance of cohort membership and events experienced 
within the same time interval. Indeed, baby boomers form a large demographic contingent and 
grew up during a highly unstable period. While adverse conditions occurred throughout 
Canada, Quebec was especially badly disrupted. Social and cultural norms changed 
profoundly and rapidly at the beginning of the 1960s in what is known as the Quiet 
Revolution, or La révolution tranquille. As a consequence of the Duplessis’ regime of retour à 
la terre for 20 years, the province was notably behind the rest of Canada in terms of 
modernization (Krull and Trovato 1994:1124). This revolution is notable for the severe 
decline of the Catholic Church and clergy, increased secularization, the transition from an 
                                                
115 “The rest of Canada showed a decrease in the net period effect at the beginning of the 
1970s, while rates in Quebec continued to increase until 1981-1985 and thereafter 
oscillated until the end of the century (1996-2000), when they began to decrease”.  
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agricultural to an industrialized society and the drastic change in gender roles. The changes of 
the 1960s resulted in increased suicide rates in Quebec, as suggested by our results and those 
of previous analyses (Krull and Trovato 1994; Mao et al. 1990:324; Sakinofsky and Webster 
2010:358). Our results and previous literature seem to indicate a net male cohort effect in 
Quebec and, to a lesser extent, in the rest of Canada, which appears to be related to the period 
effect size of their demographic (cohort). 
 
5.4.3 Limitations 
 
Possible limitations of this research relate to the methodological approach. The identification 
problem leads to severe criticisms of the use of APC models, and the HAPC-CCREM is no 
exception. Recent work by Bell and Jones (2014) noted some concerns, mainly regarding the 
application of the technique, because the assumptions made must be appropriate for the project 
at hand (Bell and Jones 2014:352). Other APC methodologies can be applied to investigate 
effects of cohort size on suicide mortality. Additionally, dummy variables could not be used 
for all of the time periods (or in a set of terms) because there was an insufficient number of 
observations. Further research to estimate random effects for cohort and RCS impacts in 
specific age groups and time periods in Canada is desirable. Methodological limitations also 
prevented us from using standardized rates because suicide rates by age groups are required 
for APC modeling. Secondly, direct measurement of some characteristics of the large cohorts 
that are believed to be detrimental could not be integrated into the analysis. Like many other 
countries, Canada lacks data on Durkheim’s elements of social integration measured by five-
year age groups for each group for lengthy periods, such as marital status, number of children, 
education, etc. The economic indicators that are generally available for long historical periods 
raised two concerns: i) data on the unemployment rate and GDP per capita (by sex and age) 
are not currently available from 1926 in Quebec and the rest of Canada; and ii) most 
fundamentally, numerous economic indicators have long-term impacts (pending, leading, 
coincidental or lagging), with effects on suicide that can persist (lag) up to 5 years (Brenner 
1976; Thibodeau 2015a). This effect was found in the relationship between unemployment 
rates and suicide in Canada (Statistics Canada and Adams 1981; Thibodeau 2015a). 
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Incorporation of an appropriate time lag (a single value for each cohort) is beyond the scope of 
this study; similar limitations were encountered in other works (Pampel 1996, 2001; Trovato 
1988:39). Moreover, our analysis is based on a single long period due to a lack of sufficient 
observations and does not consider variations in the Canadian economy over time. Therefore, 
accounting for these variations could potentially change the characterization of the 
relationship between suicide mortality rate and RCS. Finally, patterns may not be homogenous 
throughout the rest of Canada. Therefore, an investigation of the effect of relative cohort size 
in other provinces could provide valuable data.   
 
 
5.5 CONCLUSION  
 
In summary, our findings indicate a significant impact of cohort size on suicide mortality in 
Canada and support Easterlin’s theory that large cohorts commit suicide at higher rates than 
relatively small cohorts. This relationship is specific to males in Quebec and in the rest of 
Canada because no cohort size effect was observed for females. Additionally, although a 
significant positive cohort size effect was observed for males in Quebec and the rest of 
Canada, the effect in la belle province was significantly stronger. We conclude that the cohort 
size effect goes beyond temporal variability in fertility and powerfully influences individuals’ 
life experiences and social integration. Our results offer insight into the very high suicide rates 
among baby boomers. However, it is possible, as Easterlin suggested (1987 [1980]:110-111), 
that baby boomers’ high suicide rates were an exception attributable to unique historical and 
demographic conjunctions. Still, close monitoring of the situation is essential as the baby 
boomers enter their senior years in large numbers, as seniors are vulnerable to suicide116. A 
Being and Time, published almost a century ago, made a point relevant to this case: “the 
inescapable fate of living in and with one's generation completes the full drama of individual 
human existence” (Heidegger 1962 [1927]). 
                                                
116 Durkheim’s Durkheim, É. 1951 [1897]. Suicide, a study in sociology. Glencoe, Illinois: 
The Free Press. Theory of the increases of suicide rates with age to reach its highest point at 
old age. 
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ABSTRACT 
 
Three theories have been proposed to explain the relationship between suicide and economic 
fluctuations, including the Durkheim (nonlinear), Ginsberg (procyclical), and Henry and Short 
(countercyclical) theories. This study tested the effect of economic fluctuations, measured by 
unemployment rate, on suicide rates in Canada from 1926 to 2008. Autoregressive integrated 
moving average (ARIMA) time-series models were used. The results showed a significant 
relationship between suicide and economic fluctuation; this association was positive during 
the contraction period (1926-1950) and negative in the period of economic expansion (1951-
1973). Males and females showed differential effects in the period of moderate unemployment 
(1974-2008). In addition, the suicide rate of mid-adults (45-64) was most impacted by 
economic fluctuations. Our study tends to support Durkheim’s theory and suggests the need 
for public health responses in times of economic contraction and expansion.  
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RÉSUMÉ 
 
Trois théories classiques ont tenté d'expliquer la relation entre la mortalité par suicide et les 
fluctuations économiques; Durkheim (nonlinéaire), Ginsberg (procyclique) et Henry & Short 
(contrecyclique). Cette étude a testé l'effet des fluctuations économiques, mesurée par le taux 
de chômage, sur le taux de suicide au Canada de 1926 à 2008. La modélisation Autoregressive 
integrated moving average (ARIMA) a été utilisée. Les résultats ont montré une relation 
significative entre le suicide et les fluctuations économiques; cette association était positive en 
période de contraction (1926-1950) et négative en période d’expansion (1951-1973). Les 
hommes et les femmes ont montré des effets différentiels en période de chômage modéré 
(1974-2008). En outre, les taux de suicide des individus au milieu de l’âge adulte (45 à 64) 
étaient les plus affectés par les fluctuations économiques. Les résultats de notre étude tendent 
à confirmer la théorie de Durkheim et suggèrent la nécessité d’intervention en santé publique 
en période de contraction et d'expansion économiques. 
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6.1 INTRODUCTION 
 
Suicide and its consequences are an important public health issue for society. In 2008, 
suicide ranked 9th among all causes death in Canada and was the principal cause of death due 
to trauma (Statistics Canada 2012a). Study of the relationship between suicide mortality and 
economic fluctuations can be traced back to Durkheim's work from the late 19th century. In 
fact, three classical theories have sought to explain the link between economic fluctuations 
(business cycles consisting of expansion and contraction) and suicide mortality1. Each theory 
proposes a different perspective. Durkheim's (1951 [1897]) publication of Le suicide: étude de 
sociology has proven to be a seminal work in sociology and still guides studies on this 
phenomenon. Durkheim postulated that the association between suicide and economic 
fluctuations is nonlinear due to weakening of the integration and regulation (factors related to 
religion, family, economy/politic) among individuals in society. In both periods of economic 
prosperity and depression, there is less social integration and regulation; therefore, suicide 
rates should increase. Ginsberg (1967) based his theory on Durkheim's paradigm, mainly the 
concept of anomie but in psychosocial terms. He postulated that the anomie process of 
aspiration changes according to the mechanism that produces the association between 
economic fluctuations and fluctuations in the suicide rate” (Ginsberg 1967:196). Focusing on 
an individual’s unhappiness/dissatisfaction, discrepancy between the actual reward received 
and level of aspiration are assumed to follow one of two courses. First, in a normal process, 
the individuals internalize legitimate norms (regulated by social position) where the level of 
aspiration remains proportional to the rewards. Consequently, one is fairly satisfied. However, 
in the anomie process, the aspiration level is unrestricted by external factors, leading 
individuals to unhappiness because the rewards vanish. Periods of economic prosperity 
increase the individual aspiration level, and when rewards are not met, the suicide rate 
increases. In other words, Ginsberg argued that the association between suicide and the 
business cycle is procyclical; suicide rates should decrease during periods of economic 
contraction (depressions) and increase during periods of expansion (prosperity). The third 
paradigm developed by Henry and Short (1954) is based on a bi-disciplinary approach. 
Bringing together sociology and psychology, this theory focuses on the frustration and 
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aggression hypothesis. Durkheim's concept of social integration and regulation remains 
important, and the authors integrated the proposition of Dollard et al. (1939)2 to construct their 
own theory. Comparing suicide and homicide behavior, they stated that the “psychological 
base of legitimation of the other-oriented aggression – super ego strength or guilt … 
consequent to frustration varies with the degree to which the outward expression of aggression 
threatens the flow of nurturance and love” (Henry and Short 1954:18). Furthermore, Henry 
and Short argued that the link with the economic cycle is countercyclical, which means suicide 
rates should increase during economic contraction (depressions) and decrease during periods 
of economic expansion. 
 
Beyond the three classical theories, different economic models have been developed 
(Becker 1962; Hamermesh and Soss 1974; Lea 1978; McCain 1990) and were revisited by 
Lester and Yang (1997). Empirical research conducted in both cross-sectional and time-series 
analyses has explored the link between suicide and economic conditions. The economic 
situation is often measured according to the unemployment rate, gross domestic product 
(GDP), real income, and industrial production, although the results have shown mixed support 
of the relationship between suicide and economic activity. Many studies in various countries 
support this link (Ahlburg and Schapiro 1984; Chen et al. 2010; Chuang and Huang 1996; 
Faupel, Kowalski and Starr 1987; Morrell et al. 1993; Phillips and Nugent 2014; Ruhm 2000; 
Stack 2000a, 2000c; Yang, Lester and Yang 1992), while others do not  (Hintikka, Saarinen 
and Viinamäki 1999; Reinfurt, Stewart and Weaver 1991; Yang 1992). In North America, 
empirical evidence supports Durkheim's theory (Lesthaeghe 1983; Pierce 1967) and that 
proposed by Henry and Short (Piérard and Grootendorst 2014; Tapia Granados 2005; Wu and 
Cheng 2010; Yang 1992). Some of the most extensive studies in the United States (1928-
2007) indicate that overall suicide rates generally rise during periods of recession and decline 
during periods of expansion (Luo et al. 2011:1139). In Canada, previous studies have found 
inconsistent results; some support the relationship between suicide and economic activity 
(Boor 1980; Statistics Canada and Adams 1981; Wasserman 1984), while others do not 
(Breault 1986; Leenaars and Lester 1994; Leenaars, Yang and Lester 1993; Lester and Yang 
1997; Trovato 1986). The publication of lengthy time-series analyses began after the 1950’s, 
typically in the 1970’s. Moreover, little research has examined the impact of economics on 
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suicide according to age and gender, except to focus on youth during the record high suicide 
period in Canada. The conclusions of these studies revealed a link between economics and 
suicide for male youths; this finding was not significant in 1971 but significant and negative in 
1981 (Trovato 1992).  
 
Nonetheless, previous empirical studies are either outdated or limited by design 
shortcomings. While these studies have captured part of the economic association with suicide 
mortality, few studies have tested the three alternative theories. Only two reports have been 
published, including those from Pierce (1967) and Marshall (1981), and neither focused on 
suicide in Canada (Lester and Yang 1997:37). Moreover, cross-sectional studies of the 
association between economic conditions and suicide rate do not allow for fluctuations in 
time. Therefore, interpretations based on those findings are most likely not representative of 
the actual situation. Additionally, time-series analyses regrouped as a single period fail to 
detect nonlinear, procyclical and countercyclical relationships because they requires a 
distinction to be made between economic contraction and expansion periods. Most 
fundamentally, numerous economic indicators may have long-term impacts, and researchers 
have neglected to consider unemployment rate as a lagging indicator in time-series of lengthy 
periods in explaining suicide rate fluctuations. Instead of progressing with the dependent 
variable (i.e., suicide rate), the impact of the explanatory variable (i.e., unemployment rate) 
occurring at time t-k (k>0) is considered to lag behind the suicide rate occurring at time t. 
Brenner (1976) pointed out that unemployment’s effect on suicide persisted, and lagged, for 
some indicators for up to 5 years. Moreover, advanced and powerful econometric statistical 
models have yet to be used to assess the three theories in the Canadian context. Finally, no 
studies to date have considered lengthy time periods that incorporate the Canadian economic 
time stages of the Great Depression, the Glorious Thirty, the oil chocks and the fluctuations 
during the beginning of the 21st century; in other words, no studies have spanned the 
beginning of the collection of vital statistics in 1926 up until the latest data publicly available. 
 
The present study provides an empirical assessment of the relationship between economic 
fluctuations and suicide rate in Canada for the period from 1926 to 2008. We sought to 
determine which of the three classical theories of suicide and economic fluctuation, proposed 
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by Durkheim (nonlinear), Ginsberg (procyclical) and Henry and Short (countercyclical), could 
be observed over 83 years. The unemployment rate was used as a contextual variable for 
Canadian economic fluctuations (contraction and expansion). Furthermore, this analysis tested 
the impact of economic conditions on suicide by age and sex to evaluate in which group the 
effect was the most significant. Autoregressive integrated moving average (ARIMA) time-
series analyses considering the lag effect were used to model the relationship between suicide 
and economic status. Our findings are interpreted in light of the context of the historic and 
social transformation over time in Canadian society. The current study takes into account only 
completed suicides, as the literature has consistently demonstrated that suicide attempts, 
suicidal ideation and suicidal conduct constitute separate facets of suicidal activity (Baudelot 
and Establet 1984:59). 
 
6.2 METHODS 
6.2.1 Data  
6.2.1.1 Dependent variable 
 
Numbers of suicide deaths and population estimates by sex in Canada to calculate rates 
for the period from 1926 to 2008 have been drawn from Statistics Canada3, and all data used 
in this study are publicly available. We used the age-standardized suicide rate (population in 
1991), which removes the effect of population age distribution versus crude rate. Analysis of 
suicide by age groups was defined according behavior affinities and human development, 
namely the stages of life as suggested by De Leo and Evans (2003): 15-24 youth; 25-44 early 
adulthood; 45-64 mid-adult; 65+ elders. Thus, suicide data in Canada can be traced back to the 
beginning of the 1900’s, with provincial and territorial statistics’ inclusion at the national level 
varying according to the time of admission to the confederation (date of entry into the 
country)4.  
 
Reliability and validity concerns have been expressed for suicide statistics since 
Durkheim’s work. Prior studies have examined, in different settings, the quality of data on 
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suicide (Aouba et al. 2011; Brugha and Walsh 1978; De Leo et al. 2010; McCarthy and Walsh 
1975; Overstone 1973; Rockett, Kapusta and Bhandari 2011; Sainsbury and Jenkins 1982; 
Tollefsen, Hem and Ekeberg 2012; Walker, Chen and Madden 2008). In Canada, official 
figures underestimate suicide mortality, although Mao et al. (1990) stated that this discrepancy 
is not large enough to affect the validity of the data or hide real differences in rates. The 
largest underestimates were made in the years 1977-1978, with an average potential 
underreporting of 17.5% for women and 12% for men (Speechley and Stavraky 1991:38). 
Suicide underestimation may also vary between Canada provinces. Also worthy of 
consideration is the International Classification of Diseases (ICD), which underwent 8 
revisions during the period of our study. The World Health Organization (WHO) (1965) found 
that the 7th to 8th revision included slightly altered suicide rates (with an increase of 3%), while 
Statistics Canada found that the ICD-9 to ICD-10 revision had no incidence on suicide death 
(Geran et al. 2005:10-33). Although official figures underestimate the true number of 
completed suicides, literature errors should not alter trend analysis, and no adjustments for 
reliability factors are typically made. No correction of official data for underestimation was 
made in this study.  
 
6.2.1.2 Independent variables 
 
Our main predictor was the unemployment rate, which was used as a socioeconomic 
indicator of economic fluctuations. Unemployment data were obtained from Statistics 
Canada5; rates were calculated for the period from 1926 to 1975 using “person without job 
seeking work” in the “total civilian labor force” and from 1961-1975 using as the denominator 
include “persons on temporary layoff”.  
 
Another control covariate in our study was the GDP per capita in international dollars 
transformed in natural log for Stata analysis. The GDP per capita is often used as a measure of 
the standard of living and as an indicator of well-being (ESDC 2014; Watkins 1985). The data 
were extracted from Table 3 in the study by Maddison (2003:80), a reliable source that drew 
information from Statistics Canada for the period from 1926-606 and the OECD from 1960-
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2008. The time interval in this study was yearly rather than monthly because data on some 
variables were not available in monthly or quarterly format.  
 
Additional covariates that the literature advises researchers to consider are the divorce rate and 
fertility rate as indicators of domestic integration, which were controlled for in our models 
(Gunnell et al. 2003; Ho, Chao and Yip 1997). However, data limitations precluded 
measurement of the divorce rate from 1926-1950 because divorce was not legalized 
throughout the nation until 1968 (the previous option was to obtain a “dissolution”) 
(Navaneelan and Statistics Canada 2012:9). Fertility rates7 from 1926 to 2008 and divorce 
rates8 for 1950 to 2008 in Canada were computed by Statistic Canada. As with our dependent 
variable, all covariate data are publically available.  
 
6.2.2 Method of statistical analysis of unemployment rate 
 
Time-series analyses, specifically using ARIMA models, were undertaken to assess the 
impact of annual unemployment rate, GDP in natural log, divorce rate, and fertility rate 
(independent variables) on yearly suicide rate (dependent variable) in Canada for the period of 
our study at time t. First, the series stationary was analyzed and differentiated when necessary 
by the correct time lags to become stationary. Then, for the independent variable, a pre-
whitening procedure was applied to remove temporal correlation. We also applied “granger-
causality” test to measure whether independent variables provided statistically significant 
information to predict suicide rates, using pre-whitened series, on the time lag between each of 
them (lu lg ld lf) and suicide rates. For the moving average terms and the specification of the 
noise process Zt, we examined the residuals terms after fitting an ordinary least-squares 
suicide rate on the time-lagged exogenous variables. Finally, the ARIMAX model, where (X) 
represents the exogenous input model, was fitted to estimate the coefficient of unemployment 
rates and their standard errors. 
 𝑆! = 𝛽 ∙ 𝑈!!!! + 𝜒 ∙ 𝐺!!!! + 𝜌 ∙ 𝐷!!!!+𝜗 ∙ 𝐹!!!! + 𝑍! 
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In this equation, 𝑆! is the suicide rate at time t; 𝑈!!!!is the unemployment rate at time (𝑡 − 𝑙!); 𝐺!!!!is the GDP per capita (with lag 𝑙!); 𝐷!!!! is the divorce rate9 (with time lag 𝑙!); 𝐹!!!!  is the fertility rate (with lag 𝑙!); and is an autoregressive moving average model 
(ARMA) model with p autoregressive terms and q moving terms.  
 
This study was designed to test the theories proposed by Durkheim, Ginsberg and Henry and 
Short on the relationship between unemployment rate and suicide rate by gender for the period 
from 1926 to 2008. We first estimated crude models with unemployment as a single predictor 
of suicide rate and then modeled with the other covariates (adjusted models). The 
unemployment rate was used as a contextual expression of the Canadian economic 
environment and its fluctuation cycles with periods of contraction and expansion that impact 
both sexes and all family members. These analyses were grouped into three periods based on 
literature of the evolution of the Canadian economy. The following ARIMA time-series 
groups were made: (a) 1926-1950, a contraction period characterized by higher unemployment 
rates, including the Great Depression, World War II, the after-war period, and the recession of 
1947 until the end of the economic trough before the heavy impact of the Korean War on the 
Canadian economy (Cross, Bergevin and Institute 2012:13; Wilkinson 1980:9); (b) 1951-
1973, an expansion period with lower unemployment rates, including the Glorious Thirty in 
Canada, where the economy was in full capacity until the first oil crisis (Cross et al. 2012:14); 
and (c) 1974-2008, a period of fluctuation in unemployment rate with a less severe downturn 
in Canada’s economy in the 1970’s, 1986, 1995, and 200110. Because of the lack of complete 
data on all covariates for the entire time period of the analyses, adjusted models were 
constructed based on the second and last periods. All of our analyses were conducted using 
Stata SE version 10.1. 
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6.3 RESULTS 
6.3.1 Descriptive statistics  
 
The results of the descriptive statistics are shown in Figure 111. The age-standardized 
suicide rate for males mostly followed a similar trend as the fluctuations in unemployment rate 
in Canada, while this associated was far less apparent for females from 1926-2008. 
Additionally, it was more difficult to distinguish clear patterns when the suicide rate was 
divided by gender.  
 
6.3.2 ARIMAX: Test of time-series analysis of suicide rates and unemployment rate in 
Canada 
 
Table 6.112 presents the results from the ARIMAX regression procedure analyzing the 
relationship between unemployment rates (crude and adjusted) and age-standardized suicide 
rates yearly in Canada for three periods (1926-1950, 1951-1973 and 1974-2008) modeled 
separately. During the first period of economic contraction, a significant positive relationship 
was detected between overall suicide, particularly among males, and unemployment rate. This 
result means that, when economic conditions worsen and unemployment rises, suicide 
increases. For the second period, marking the improvement in employment conditions (1951-
1973), a significant negative relationship with suicide was found. Thus, in times of economic 
prosperity when the unemployment rate is lower, suicide rates increase. Coefficients remained 
negatively linked to the unemployment rate after controlling for covariates. In addition, no 
significant relationship emerged in either contraction or expansion periods for females. Thus, 
it appears there could be important exogenous factors other than economic ones for 
understanding suicide mortality among females during these periods. For the third period with 
moderate unemployment rates (1974-2008), significant opposing relationships were found in 
the crude and adjusted models, including a positive association for males and negative 
association for females, with a lag of 2 years.  
  
 205 
 
Table 
6.1 ARIMAX regression analyses of the relationships between suicide death rate and 
unemployment rate in Canada, 1926-2008 
  1926-1950a 1951-1973b 1974-2008c 
  Crude Adjusted ‡ Crude Adjusted ‡ Crude Adjusted ‡ 
Suicide rate both 
sexes combined             
Unemployment .1621**  NA -.1787*  -.2199*  .3416** .3482* 
(se) (.0812) [0]   (.1067) [5] (.1202) [5] (.1659) [1] (.2072) [1] 
Male suicide rate             
Unemployment .1641* NA -.4228***  -.4042** .5015** .4536* 
(se) (.0994) [0]   (.1331) [5] (.1756) [5] (.2507) [0] (.1765) [0] 
Female suicide 
rate             
Unemployment .0219 NA -.0097  -.0216   -.1961**  -.2131**  
(se) (.0368) [0]   (.1451) [0] (.0807) [0] (.0945) [2] (.0985) [2] 
Note: *p< .10,  **p< .05, ***p< 0.01  Crude: regression unemployment rate as single predicator of suicide rate  ‡ Adjusted: regression between unemployment rate and suicide rate adjusted for natural log of GDP per 
capita, divorce rate, and fertility rate 
[]: time lag lu  NA: Not available  
       a period of higher unemployment rate  b period of lower unemployment rate  c period of moderate unemployment rate   
6.3.3 ARIMAX: Test of time-series analysis of suicide rates by life stage and 
unemployment rate in Canada 
 
The ARIMAX regression analysis in Table 6.213 shows the decomposition of suicide 
rate by life stage and gender in relation to the unemployment rate. The strongest impact was 
observed at mid-adulthood (45-64), for both males and females. For males, the unemployment 
rate was significant and positively linked to early adulthood (25-44) and mid-adulthood 
suicide rates in the first period (1926-1950). In the second period (1951-1973), a negative 
significant relationship emerged for the youth (15-24), mid-adult and elderly (65+) suicide 
rate, which remained after adjustments. The direction observed by life stage for males 
corresponded to that observed when analyzing the age-standardized suicide rate. In the third 
period (1974-2008), a link appeared for early adulthood and mid-adulthood suicide rates. Few 
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relationships emerged for females, and most relationships affected mid-adults. During the 
period of economic expansion, both youth and early adulthood female suicide rates were 
significant and positively linked to the unemployment rate, and similar findings were observed 
among males. For the second economic period, the results demonstrated a positive significant 
relationship with unemployment; however, this relationship among youth did not hold after 
controlling for covariates, and mid-adult and elders showed a significant negative relationship 
that remained after adjustment. The third period findings revealed relationships for female 
elders’ suicide rate that disappeared after controlling for covariates, as well as one associated 
that emerged at mid-adulthood. 
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Table 
6.2 Age-specific ARIMAX regression analyses of the relationships between life stage 
suicide death rate and unemployment rate in Canada, 1926-2008 
  1926-1950a 1951-1973b 1974-2008c 
  Crude Adjusted ‡ Crude Adjusted ‡ Crude Adjusted ‡ 
Male suicide rate 
by life stage             
Unemployment 
(se)             
              
15-24 .1375  NA   -1.2772**  -1.1743**   -.0936  .0994  
  (.1090) [0]   (.5656) [3] (.5656) [3] (.5676) [3] (.8134) [3]  
              
25-44 .2396**  NA .1440   -.2137   .9631*** .6303** 
  (.1027) [0]   (.3422) [0] (1.3604) [0] (.2858) [0]  (.2640) [0] 
              
45-64 .3698*  NA   -1.2504*  -3.0296***   -.2762  -.6665** 
  (.2128) [0]   (.6600) [4] (.9003) [5] (.4579) [5] (.3100) [5]  
              
65+  .1251   NA  -.6399**   -.5860**  .3118  .1353 
  (.1630) [0]    (.3113) [0] (.3105) [0] (.2393) [0] ( .4102) [0] 
Female suicide 
rate by life stage             
Unemployment 
(se)             
              
15-24 .0676*** NA .1361* .0448  -.0433 -.1034 
  (.0236) [0]   (.0745) [0]  (.0767) [0] (.1096) [0] (.1315) [0] 
              
25-44 .0787***  NA .1765  -.0773  .1374   .1089 
  (.0297) [0]    (.2327) [0] (.2931) [0] (.0980) [0] (.1174) [0]   
              
45-64 .0497  NA -.7040*   -.8500*   -.1867  -.5477* 
  (.0343) [0]    (.3869) [0] (.5076) [0] ( .2251) [0] (.2924) [0]  
              
65+ .1382  NA -.3931** -.5404** -.0520* -.2013 
  (.0933 ) [0]     (.1725) [0] (.2322) [0] (.0287) [0] (.2347) [0]   
Note: *p< .10,  **p< .05, ***p< 0.01 
Crude: regression unemployment rate as single predicator of suicide rate 
‡ Adjusted: regression between unemployment rate and suicide rate adjusted for natural log of GDP per 
capita, fertility rate and divorce rate 
[]: time lag lu 
       a period of higher unemployment rate  b period of lower unemployment rate 
c period of moderate unemployment rate 
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6.4 DISCUSSION  
 
Using a lengthy time series from 1926-2008, our analysis found that suicide rates rose 
in both times of economic contraction (positive relation to unemployment rate) and expansion 
(negative relation to unemployment rate). Therefore, of the three classic economic theories, 
our results in Canada are most consistent with Durkheim’s (1951 [1897]) paradigm. This 
relationship appeared to be specific to males, as stratified analysis shown no relationship for 
female’s suicide rate until the last period of moderate economic fluctuations. In addition, we 
tested the impact of economic fluctuations on suicide rates by age, and our results indicated 
the strongest effect at mid-adulthood for both males and females.  
 
6.4.1 Durkheim on the nonlinearity relationship between economic fluctuations and 
suicide 
 
Durkheim explained the nonlinear association through his theory, which stated that the 
functions of society constrain individuals in two ways. First, society exerts integration on 
individuals by assigning purposes and ideas. Second, society is not only something that 
attracts the sentiments and activity of individuals; it also has the power to control them 
(through regulation) by modeling their aspirations and desires (Durkheim 1951 [1897]:209, 
241). Less integration and regulation due to abrupt changes during economic crises makes the 
society unable to exert its social regulation over individuals, and thus suicide rates rise 
accordingly.  
 
Our results show that in a period of economic contraction (1926-1950) marked by 
higher unemployment rates, the overall suicide rate increased. Notably, the significant positive 
relationship between suicide and economics in times of worsening economic conditions 
appeared specific to males, as female suicide rates did not demonstrate the same relationship. 
However, it should be noted that women working outside of the home were subject to much 
criticism during this time period; other than their role in the war effort, changes did not begin 
until after the Second World War, when women entered the workplace in increased numbers 
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(Sangster 2010:18). This particular economic period, set apart by the Great Depression of 
1929 with extremely severe recession and rapid contractions in both per capita GDP and 
employment over an extended period of time until the end of the economic trough and before 
the positive impact of the Korean War, was found to have produced more suicide. In 
Durkheim’s view, when such economic disaster occurs, it casts some individuals to lower 
socioeconomic status, and they must restrain their desires and accept fewer rewards (Lester 
and Yang 1997:14-15; Statistics Canada and Adams 1981:9). Society does not have time to 
prepare people for such changes, and if they are unable to adjust to the rapidly changing 
conditions, their suffering increases. In fact, unemployment is recognized as a considerable 
economic and social problem (temporary and prolonged) because it reflects losses in 
production and incomes, as well as human capital. Moreover, unemployment is a source of 
social stress, leading to increases in family tensions and isolation (Preti 2003:557). In times of 
economic disruption, a society usually experiences a large rate of business failure and/or loss 
of income and buying power (as happens during inflation), which often lead to severe 
disorganization and adverse effects on society. These elements were addressed in Canada by 
Labovitz and Brinkerhoff (1977:258). However, the increase in suicide during times of 
industrial and financial crisis is not related to poverty according to Durkheim because “crises” 
of economic prosperity also lead to an increase in the suicide rate. Specifically, Durkheim 
proposed that times of economic “crises” disturb the collective order, such that every 
disturbance of equilibrium (even those that achieve greater comfort and a heightening of 
general vitality) provides an impulse to voluntary death (Durkheim 1951 [1897]:246). This 
describes Durkheim’s concept-state of anomie, symptomatic in both economic poles14.  
 
Our study detected this tendency in Canada, as improvements in economic conditions 
reflected by lower unemployment rates were not necessarily linked to lower suicide rates. 
Indeed, improvements in the level of unemployment for the period from 1951-1973, 
characterized by economic expansion, including the Glorious Thirty, greater economic 
conditions due to the Korean War and the economic peak before the recession of the first oil 
crises in Canada, showed a statistically significant relationship with an increase in suicide rate 
(negative estimates coefficients). Overall, the suicide rate increased as economic prosperity, 
i.e., the unemployment rate, decreased. These results were significant for males and remained 
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after adjustment for covariates. Statistics Canada and Adams (1981) reported a negative crude 
suicide trend in Canada for the period 1950-1977. However, what are the reasons for this 
negative trend? While individuals struggle in times of economic contraction, in times of 
expansion, individuals’ desires need to be controlled. Durkheim showed that society is 
incapable of regulating human needs, as conditions of life change too rapidly and leave 
individuals without adequate time to prepare for change. Economic improvement removes the 
limits on people’s desires, and new ones are not imposed. Anomie is produced by modernity 
and its effect on traditional integration factors (religion, family and politic-economy). During 
the expansion period in Canada, society was weakened by accelerated changes in social norms 
and simultaneously by important demographic transformation with urbanization and 
modernization throughout the nation. All factors are sources of anomies. In fact, Durkheim 
argued that there is a constant state of anomie in the world of industry and trade, a 
characteristic of organic social solidarity (modern society with division of labor). Excessive 
individualism, a characteristic of modern society, produces disruptive and even anarchic 
effects with the specialization and division of labor encouraging this tendency, which in turn 
threatens social harmony and cohesion (Adams and Sydie 2002:93). In Canada, direct links 
have been reported between industrialization and suicide (Labovitz and Brinkerhoff 1977). 
 
Results for the last period (1974-2008) of our analysis, characterized by a moderate 
unemployment rate, revealed a positive link between the overall age-standardized suicide rate 
and intriguing gender relationships. The relationship between the male suicide rate and the 
unemployment rate was positive (although a negative relationship was observed for females), 
and both remained significant after adjustment. A recent analysis by Chen et al. (2010) also 
reported differential associations with suicide by gender in Taiwan and Hong Kong. Of 
course, gender disparities in suicide rate have been highlighted in numerous studies in Canada 
(Keyes and Li 2012; Mao et al. 1990; National Task Force on Suicide in Canada 1994; 
Thibodeau 2015); however, the differential effect of economic fluctuations had not been 
explored from the three classic theoretical standpoints. Nonetheless, it is possible to make 
sense of our finding based on its timeframe (1974-2008). The conditions of women changed 
considerably during this time compared to the beginning of the 20th century, with ongoing 
redefinition of gender roles from those internalized by both sexes in the social division of 
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labor (Baudelot and Establet 1991, 2006). Specifically, the following major transformations 
took place after the 1960’s as the work force evolved: a) the feminist organization grew 
stronger in the 1970’s and b) new profiles of working women emerged in Canada and were 
socio-culturally more broad, specifically in large urban centers with integrated immigrant 
women (Sangster 2010:267-272). In recent decades, female financial security has remained 
uncertain as women attempt to establish their careers and find independence, specifically with 
the modern demands of reconciling work and family life. The literature indicates that men and 
women do not see themselves assigned to the same positions (Baudelot, Gollac and Gurgand 
1999). These economic changes might have affected the integration and regulation of females 
in Canada’s society, which in return could have led to a change in suicide rates. Still, further 
investigation should be undertaken, and in this study, we extended our analysis of economic 
fluctuations to consider suicide by life stage and sex. 
 
6.4.2 Unemployment rate and mid-adult suicide: an actual relationship 
 
The direction of the relationships found between suicide at different life stages and 
unemployment essentially remained the same (in both crude and adjusted models) as those 
observed in the age-standardized analysis for the three economic periods. The results showed 
that the principal effect was in mid-adulthood (45-64), particularly for males. Prior work 
identified mid-adult (44-65) as being the most at-risk life stage for suicide mortality in Canada 
for almost a century (Thibodeau 2015), and our results reveal that economic fluctuations 
(unemployment rates) play a significant role in this age group. This finding is similar to a 
recent analysis in the United States, demonstrating temporal variations in middle-aged suicide 
with unemployment (Phillips and Nugent 2014:22), where the most prominent increase was 
among prime working ages and especially males (Blakely, Collings and Atkinson 2003; Luo et 
al. 2011:1144). 
 
The significant association between economic fluctuations and mid-adult suicide risk, 
predominantly among males, may be partially explained by the fact that this population 
constitutes an important part of the active population and are most likely the breadwinners of 
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the household. Traditionally, working-age males have supported their households, with their 
salaries paying the mortgage, insurance, children’s education, etc., making them more 
vulnerable to economic fluctuations. For women, their working conditions are strongly 
influenced by the domestic constraints placed on them (Baudelot et al. 1999:8), and it has been 
put forward that inequalities associated with the social division of labor, which still protect 
women from suicide, reflect fundamental differences between the social status of men and 
women (Baudelot and Establet 2006:237-238). 
 
A few additional relationships emerged for females when the suicide rate was 
considered in relation to life stage, and these results seem to indicate that age represents a 
further relevant factor for the analysis of the impact of economic fluctuations. Among these 
relationships, the female suicide rate for the youth and early adulthood periods was found to 
be positively associated with unemployment during the first economic period (1926-1950). It 
is possible that this impact was in conjunction with the familial dynamics at the time in 
Canada. For instance, the female presence in the labor market was limited, with only 5% of 
married women working outside of the home in 1941 (Sangster 2010:19), while males mainly 
filled an occupational role. Therefore, a contagious effect from the spouse should not be 
overlooked, as was highlighted in previous analyses in the United States (Liem and Liem 
1988; Rook, Dooley and Catalano 1991). This type of interaction certainly deserves further 
investigation in Canada. Additionally, the last two economic periods showed negative 
coefficients at mid-adulthood (45-64) and among the elderly (65+). In particular, it seems that 
mid-adult females benefit the most from changes in employment conditions, including a gain 
of work autonomy and retention of stronger social cohesion from family life. Moreover, it is 
possible that our results detected a cohort effect over time. Mid-adults (45-64) included in the 
last period (1974-2008) mostly consist of baby-boomers, i.e., those born between 1944-1966, 
and males of this generation have been known to experience much higher suicide rates 
(Thibodeau 2015; Trovato 1988). Similarly, the conflicting relationship found in our analysis 
for males aged 25-44 years of the younger generation X (positive) as compared to male baby 
boomers (negative) could be an expression of this potential cohort effect. However, due to 
data and modeling limitations, this interpretation deserves further analysis before any 
conclusions can be drawn. 
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Overall, our study has significant predictive power compared to prior analyses,15 but 
comparisons should be made with great caution due to analytical differences. Our study 
stands out because of the extensive time period covered (almost a century) and the design by 
economic periods of expansion and contraction to assess the three classical theories. Thus, an 
ARIMAX model was produced over the complete time period of this study as one time series 
from 1926 to 200816; these results are not discussed because they do not take into account 
changes over time of the economic conditions in Canada, which we sought to investigate. 
Among the findings reported in the literature, the unemployment rate did not predict the 
suicide rate more successfully among youth compared to any other age group in Canada, as 
reported by Leenaars and Lester (1995). We found very few significant relationships among 
youth during times of economic contraction and expansion17 and none during the final time 
period, where more youth entered the job market and acquired independence. As Trovato 
(1992:425) noted, our findings show that the unemployment rate was not an important 
determinant of youth female suicide propensities in times of moderate economic fluctuations 
in Canada. Thus, it seems that factors other than economic fluctuation may play a role in 
youth suicide; in particular, divorce rate and GDP appeared significant.18  
 
6.4.3 Methodological limitations  
 
It is important to note the limitations of this study. Although ARIMA is a very useful 
tool for public health issues, this model has its weaknesses, including the fact that it requires 
sufficient time periods to perform analysis. Additionally, other methodologies can be utilized 
to determine the relationship between suicide mortality and economic conditions (e.g., 
multiple regressions, nonparametric analysis, etc.). Furthermore, this study was limited by the 
lack of publicly available statistical information in Canada compared to other countries, such 
as France. Durkheim integrated in his conceptual framework factors that would have further 
helped detail suicide rates in our analysis. For example, we were unable to identify the impact 
of all covariates on the full time period because divorce legalization and its collection 
imposed such limits. Additionally, other factors could influence the relationship with suicide, 
 214 
 
including region, the method used, marital status, number of children, profession and religion. 
Furthermore, our conclusions are drawn at the macro level (population) and are not to be 
interpreted or applied at the micro level (individual). Additionally, the definition of 
employment status (non-active labor force) is complex and can be classified in several ways 
according to cause and severity. In our study, economic status measured by unemployment 
rate did not take into account the length (duration) of unemployment, although previous 
studies suggest a recent loss of employment may be more important in this respect than 
chronic unemployment (De Leo and Evans 2003:141). This could likely make our findings 
conservative. Limits are also determined by a stronger assessment of various events in more 
recent years, an element that should not be neglected when measuring the relationship with 
suicide over a very long period of time. Finally, noteworthy changes in political environment, 
issues and transformation, including the Quebec referendum, may have affected the observed 
relationship.  
 
6.5 CONCLUSION 
 
In summary, suicide is a major cause of premature and preventable death in Canada. 
Considering the lack of previous research assessing the three classic theories, this study 
provides a more comprehensive understanding of the relationship between economic 
fluctuation and suicide rate. Our findings show a nonlinear pattern during the period from 
1926-2008 (divided into 3 time series) associated with Durkheim’s theory, although this 
relationship appears to be specific to males. Our study also provides details by life stage and 
shows the strongest effect of unemployment on suicide rate among mid-adults of both sexes. 
We look forward to conducting further analysis and comparing these results at the 
international and provincial level to better characterize the relationship between economic 
fluctuation and suicide mortality in Canada. Further research is certain to extend the 
theoretical explanations for the differential link observed between genders in our study. 
Finally, studies should target mid-adulthood for better prevention efforts. 
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6.9.1 ARIMA regression of the relationships between suicide death rate and unemployment 
rate in Canada, 1926-2008 
  1926-2008 
  Crude Adjusted ‡ 
Suicide rate both sexes combined     
Unemployment .1133**   NA 
(se) (.0558) [0]   
Male suicide rate     
Unemployment .2128*** NA 
(se) (.0808) [0]   
Female suicide rate     
Unemployment  -.0079  NA 
(se) (.0295) [0]   
Note: *p< .10,  **p< .05, ***p< 0.01 
Crude: regression unemployment rate as single predicator of suicide rate 
‡ Adjusted: regression between unemployment rate and suicide rate adjusted for natural log of 
GDP per capita, fertility rate and divorce rate 
[]: time lag lu 
NA: Not available 
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6.9.2 ARIMAX regression of the relationships between suicide rate and unemployment rate in 
Canada, 1951-1973 
 
1951-1973b 
  Coef. (se) P>|Z| 
Suicide rate both sexes 
combined     
Unemployment rate (t) -.0016544 .1683925 0.992 
LD. (t-1) -.0519841 .2471946 0.833 
L2D. (t-2) .1501588 .1793542 0.402 
L3D. (t-3) -.0493701 .1971924 0.802 
L4D. (t-4) -.1232506 .127098 0.332 
L5D. (t-5)  -.2199396* .1202168 0.067 
Log GDP (t) -2.343119 5.708039 0.681 
Divorce rate (t) .0047004 .0084908 0.580 
Fertility rate (t) -1.388667 1.41021 0.325 
    
Male suicide rate       
Unemployment rate (t) .0156211 .2474277 0.950 
LD. (t-1) -.1730407 .277537 0.533 
L2D. (t-2) .1768809 .3376536 0.600 
L3D. (t-3) -.0147739 .2417329 0.951 
L4D. (t-4) -.1839676 .1529324 0.229 
L5D. (t-5)  -.4042405** .1755922 0.021 
Log GDP (t) -.073744 9.16983 0.994 
Divorce rate (t) .0016447 .0140109 0.907 
Fertility rate (t) -1.388142 2.648055 0.600 
    
Female suicide rate       
Unemployment rate (t) -.0215708 .0807484 0.789 
Log GDP (t)   -6.672004*** 2.42905 0.006 
Divorce rate (t) .0077927 .015363 0.612 
Fertility rate (t)  -2.395448*** .2108908 0.000 
Note: *p< .10,  **p< .05, ***p< 0.01   
b period of lower unemployment rate   
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6.9.3 ARIMAX regression of the relationships between suicide rate and unemployment rate in 
Canada, 1974-2008 
 
1974-2008c  
  Coef. (se) P>|Z| 
Suicide rate both sexes 
combined       
Unemployment rate (t) -.0041976 .4676991 0.993 
LD. (t-1) .348196** .2071975 0.093 
L2D. (t-2) -.1778396 .2243281 0.428 
L3D. (t-3) .1311634 .1778519 0.461 
L4D. (t-4) -.0220108 .1865832 0.906 
Log GDP (t) -9.336374 22.03805 0.672 
Divorce rate (t) .0013847 .0178825 0.938 
Fertility rate (t) -2.932382 5.556416 0.598 
    
Male suicide rate       
Unemployment rate (t) .4536314** 2.57 0.010 
Log GDP (t) -3.681209 -0.34 0.733 
Divorce rate (t) .0075117 0.81 0.415 
Fertility rate (t) -7.351321 -1.04 0.297 
    
Female suicide rate       
Unemployment rate (t) -.1460608 .1897461 0.441 
L1. (t-1) .2958341 .3117968 0.343 
L2. (t-2)  -.2131083** .0984977 0.030 
L3. (t-3) .0254141 .0759597 0.738 
L4. (t-4) .0117764 .0944366 0.901 
Log GDP (t) -4.258472 9.623171 0.658 
Divorce rate (t) .0031919 .0058161 0.583 
Fertility rate (t) -.3874651 2.35936 0.870 
Note: *p< .10,  **p< .05, ***p< 0.01   
c period of moderate unemployment rate   
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6.9.4 ARIMAX regression of the relationships between male suicide rate by life stage and 
unemployment rate in Canada, 1951-1973 
1951-1973b 
  Coef. (se) P>|Z| 
Male suicide rate youth (15-24)       
Unemployment rate (t) .5444975 1.160189 0.639 
LD. (t-1) -.5878298 .8489498 0.489 
L2D. (t-2) 1.453257 .9446178 0.124 
L3D. (t-3)  -1.17428** .5655877 0.038 
L4D. (t-4) .8600477 .665719 0.196 
L5D. (t-5) -.4690786 .5171568 0.364 
Log GDP (t) 15.61989 46.09576 0.735 
Divorce (t) .1192858** .0532788 0.025 
LD. (t-1) -.0688972 .0194508 0.000 
L2D. (t-2) .1040968 .0593862 0.080 
L3D. (t-3)  -.085516** .0330621 0.010 
Fertility (t) -2.000442 10.27137 0.846 
LD. (t-1) -1.679114 11.10073 0.880 
L2D. (t-2) -9.24024 21.77916 0.671 
L3D. (t-3) 16.77808 16.56412 0.311 
    
Male suicide rate early adulthood (25-44)       
Unemployment rate (t) -.2136674 1.360379 0.875 
LD. (t-1) -.4041559 1.271971 0.751 
L2D. (t-2) -.0259267 .5742084 0.964 
L3D. (t-3) -.002743 .2190773 0.990 
L4D. (t-4) -.2083423 .3821083 0.586 
L5D. (t-5) -.2320057 .4142917 0.575 
Log GDP (t) -22.53585 36.20754 0.534 
LD. (t-1) -.1705677 29.67056 0.995 
L2D. (t-2) -1.760289 37.97631 0.963 
Divorce rate (t) .0193635 .0146394 0.186 
Fertility rate (t)  -1.834023* 1.052427 0.081 
    
Male suicide rate mid-adult (45-64)       
Unemployment rate (t) -6.051202 2.320319 0.009 
LD. (t-1) -11.77661 1.898964 0.000 
L2D. (t-2) 5.464663 1.812622 0.003 
L3D. (t-3) 3.435127 1.094964 0.002 
L4D. (t-4) -.0113271 .6959962 0.987 
L5D. (t-5)  -3.02957*** .9003203 0.001 
Log GDP (t) -96.25765 69.062 0.163 
LD. (t-1) -220.8385 85.55721 0.010 
L2D. (t-2) 193.6118 83.34312 0.020 
L3D. (t-3) 217.9964*** 48.84405 0.000 
Divorce rate (t)  -.0717963*** .0194014 0.000 
Fertility rate (t) 7.644404 4.760966 0.108 
LD. (t-1) 6.126554 6.917216 0.376 
L2D. (t-2) -9.635627 6.625942 0.146 
    
Male suicide rate elders (65+)       
Unemployment rate (t)  -.5859894** .3105177 0.059 
Log GDP (t) -6.527565 8.989083 0.468 
Divorce rate (t) .0407852 .0556892 0.464 
Fertility rate (t) 1.10442 3.663649 0.763 
Note: *p< .10,  **p< .05, ***p< 0.01 
b period of lower unemployment rate 
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6.9.5 ARIMAX regression of the relationships between male suicide rate by life stage and 
unemployment rate in Canada, 1974-2008 
1974-2008c 
  Coef. (se) P>|Z| 
Male suicide rate youth (15-24)       
Unemployment rate (t) -.3429867 .4256515 0.420 
L1. (t-1) .0889355 .5271392 0.866 
L2. (t-2) -.0514159 .6151327 0.933 
L3. (t-3) .0994208 .8133891 0.903 
L4. (t-4) -.2314469 .5656261 0.682 
L5. (t-5) -.1894821 .385137 0.623 
Log GDP (t)  -15.40231*** 3.938795 0.000 
Divorce rate (t) -.000027 .029201 0.999 
L1. (t-1) .0323321 .0588176 0.583 
L2. (t-2) .0182021 .0687388 0.791 
L3. (t-3) .0280374 .0379453 0.460 
Fertility rate (t) -25.30273 18.18042 0.164 
L1. (t-1) -10.26395 23.38292 0.661 
L2. (t-2) 38.51797 24.64208 0.118 
L3. (t-3) -5.888196 16.93443 0.728 
    
Male suicide rate early adulthood (25-44)       
Unemployment rate (t) .6302662** .263963 0.017 
Log GDP (t)  -7.024491* 3.757276 0.062 
Divorce rate (t) .0149043 .0130757 0.254 
Fertility rate (t) -7.787159 6.304739 0.217 
    
Male suicide rate mid-adult (45-64)       
Unemployment rate (t) .2479872 .661425 0.708 
L1. (t-1) .0199095 .6617864 0.976 
L2. (t-2) .2716317 1.277947 0.832 
L3. (t-3) -.6482795 1.361587 0.634 
L4. (t-4) .4209511 .5609752 0.453 
L5. (t-5)  -.6665145** .3099935 0.032 
Log GDP (t) -9.267622 21.38202 0.665 
L1. (t-1) -7.817576 38.99695 0.841 
L2. (t-2) 15.50114 64.62149 0.810 
L3. (t-3) -8.578952 50.28137 0.865 
Divorce rate (t) .0140478 .0256277 0.584 
Fertility rate (t) -18.54099 12.86396 0.149 
L1. (t-1) -7.811387 20.23398 0.699 
L2. (t-2) 10.39822 17.87121 0.561 
    
Male suicide rate elders (65+)       
Unemployment rate (t) .1353349 .4101927 0.741 
Log GDP (t) -28.88377 22.995 0.209 
L1. (t-1) 9.091615 23.60182 0.700 
L2. (t-2) -1.113489 20.64865 0.957 
Divorce rate (t) .0345649 .0250052 0.167 
Fertility rate (t)  -14.5896* 8.606819 0.090 
 
Note: *p< .10,  **p< .05, ***p< 0.01 
c period of moderate unemployment rate 
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6.9.6 ARIMAX regression of the relationships between female suicide rate by life stage and 
unemployment rate in Canada, 1951-1973 
1951-1973b 
  Coef. (se) P>|Z| 
Female suicide rate youth (15-24)       
Unemployment rate (t) .0448457 .0766893 0.559 
Log GDP (t) -5.261054 5.850421 0.369 
Divorce rate (t) .0178846** .0089421 0.045 
Fertility rate (t) -.6476684 .6270322 0.302 
    Female suicide rate early adulthood 
(25-44)       
Unemployment rate (t) -.0773097 .2930921 0.792 
Log GDP (t) -4.022073 13.18209 0.760 
Divorce rate (t) .0057394 .0120866 0.635 
Fertility rate (t)  -2.245121*** .8589591 0.009 
    Female suicide rate mid-adult (45-64)       
Unemployment rate (t)  -.8499887* .5076322 0.094 
Log GDP (t) -10.13491 22.30894 0.650 
Divorce rate (t) .0225777 .015842 0.154 
Fertility rate (t) -.3035297 2.174459 0.889 
    Female suicide rate elders (65+)       
Unemployment rate (t)  -.5403517** .2321989 0.020 
Log GDP (t) -11.17587 13.71534 0.415 
Divorce rate (t) .0094404 .0158777 0.552 
Fertility rate (t) -1.644889 1.243751 0.186 
 
Note: *p< .10,  **p< .05, ***p< 0.01 
b period of lower unemployment rate 
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6.9.7 ARIMAX regression of the relationships between female suicide rate by life stage and 
unemployment rate in Canada, 1974-2008 
1974-2008c 
  Coef. (se) P>|Z| 
Female suicide rate youth (15-24)       
Unemployment rate (t) -.1034004 .1315272 0.432 
Log GDP (t) -3.239289 5.393041 0.548 
Divorce rate (t) .0063139 .0073122 0.388 
Fertility rate (t) .5586159 4.237487 0.895 
    Female suicide rate early adulthood 
(25-44)       
Unemployment rate (t) .1089427 .1174489 0.354 
Log GDP (t) -.7378456 4.572272 0.872 
Divorce rate (t) .0067638 .0060683 0.265 
Fertility rate (t) -3.984507 4.280058 0.352 
    Female suicide rate mid-adult (45-64)       
Unemployment rate (t)  -.5476806* .2924054 0.061 
LD. (t-1) .2314578 .3604854 0.521 
L2D. (t-2) .0537284 .3467204 0.877 
L3D. (t-3) -.2387709 .1982064 0.228 
Log GDP (t) -18.89491 13.1896 0.152 
Divorce rate (t) .0016177 .0081623 0.843 
Fertility rate (t) -5.223601 4.515091 0.247 
    Female suicide rate elders (65+)       
Unemployment rate (t) .0664241 .0757199 0.380 
Log GDP (t) -.1547025 .97297 0.874 
Divorce rate (t) -.0033926 .003565 0.341 
Fertility rate (t) -1.047647 1.990163 0.599 
 
Note: *p< .10,  **p< .05, ***p< 0.01 
c period of moderate unemployment rate 
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1 Graphic representation can be found in Supplementary figure 6.8.1. 
2 Aggression is often a consequence of frustration; personal status ranking is produced by 
variations in the business cycle; frustration is generated by failure to maintain a constant or 
growing position in the hierarchy status relative to the status position of the other groups 
Lester, D.and B. Yang. 1997. The economy and suicide : Economic perspectives on suicide. 
New York: Nova Science Publishers.. 
3 Statistics Canada, Vital Statistics 1926-2008. 
4 Quebec figures were included in 1926, Newfoundland figures in 1950, and Northwest 
Territory figures in 1956, while the creation of Territories Nunavut only dates from 1999. 
5 Series 1 (1926 to 1960) Catalogue No. 11-516-X Series D124-133 from “Historical 
statistics of Canada”: for 1946 to 1960, The Labour Force, Statistics Canada, (Catalogue 71-
001), and the Department of National Defence; for 1921 to 1945, Canadian Labour Force 
Estimates, 1931-1945, Statistics Canada, (Reference Paper No. 23, revised 1957); 
Series 2 (1961 to 1975) Catalogue No. 11-516-X Series D146-159 from “Historical statistics 
of Canada”: The Labour Force, Statistics Canada, (Catalogue 71-001) ;  
Series 3 (1976 to 2008) from “Labour Force Historical Review”, 2010 Catalogue No. 
71F0004XCB, Table-086. 
6 “National Income and Expenditure Accounts”, volume 1, “The Annual Estimates 1926–
1974”, Ottawa, 1975, p. 323 
7 Statistics Canada, Canadian Vital Statistics, Birth Database and Demography Division, 
demographic estimates Statistics Canada. 2012c. "Women in Canada: A Gender-based 
Statistical Report (89-503-X).". 
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8  Statistics Canada, Canadian Vital Statistics Divorces Database; Statistics Canada, 
CANSIM, table 051-0001 - Estimates of population, by age group and sex for July 1, 
Canada, provinces and territories. 
9 Starting in 1950 
10 “…periods of considerable weakness in economic activity, but they did not display the 
process of deterioration, in which events feed on each other to lead to cumulative economic 
decline, that is a defining characteristic of recessions” (Cross, et al. 2012: 9). 
11  Graphical representations of age-standardized suicide rate trends in relation to 
unemployment, fertility rate and divorce rate can be found in Supplementary figure 6.8.2, 
6.8.3 and 6.8.4. 
12 To save space, only the results for unemployment rate are presented in detail for the 
models. See Supplementary table 6.9.2 and table 6.9.3 for complete covariate estimate 
coefficients. 
13 To save space, only the results for unemployment rate are presented in detail for the 
models. See Supplementary table 6.9.4 to 6.9.7 for complete covariate estimate coefficients 
by life stage. 
14 Of Durkheim typology; “anomic suicide” 
15 Unemployment added little predictive power to predict the suicide rate; being weak; not 
being significant for some groups and not playing a role in predicting Canadian suicide rate 
Leenaars, A.A., B. Yang, and D. Lester. 1993. "The effect of domestic and economic stress 
on suicide rates in Canada and the United States." Journal of Clinical Psychology 49(6):918-
921, Lester, D.and B. Yang. 1997. The economy and suicide : Economic perspectives on 
suicide. New York: Nova Science Publishers, Trovato, F. 1986. "A time series analysis of 
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international immigration and suicide mortality in Canada." International Journal of Social 
Psychiatry 32(2):38-46.. 
16 Supplementary table 6.9.1 
17 Two for female and one that hold for male after adjustment 
18 Supplementary data table 6.9.5 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
Conclusion  
 
 
 
“Science, my boy, is made up of mistakes,  
but they are mistakes 
which it is useful to make,  
because they lead little by little to the truth” 
 
(Verne, 2003, p. Chapter XXXI Journey to the Center of the Earth) 
 
 
 
Pendant près d’un siècle et demi, la croissance des taux de suicide avec l’âge est 
apparue comme un constat social. Cependant, depuis le milieu du XXe siècle, nous avons 
observé une très forte augmentation des taux de suicide et en particulier ceux des jeunes. Cette 
thèse s’est intéressée à la problématique de la mortalité par suicide, spécifiquement à 
l’évolution du phénomène selon l’âge afin de détailler les changements survenus dans les trois 
dimensions de l’analyse temporelle âge, période et cohorte. L’analyse APC sur une période 
suffisamment longue offre un regard pertinent sur le phénomène du suicide puisqu’elle permet 
d’estimer et d’interpréter les mécanismes qui l’influencent - attribuables à un effet ou une 
combinaison d’effet des trois dimensions. 
 
Pour ce faire, nous avons adopté une approche multidisciplinaire incluant la démographie, la 
sociologie et l’économie. De plus, notre travail de recherche a tiré avantage des récentes 
techniques d’estimation statistiques plus avancées. Nous avons utilisé le modèle IE qui est une 
excellente alternative au modèle classique CGLIM ; le modèle multiniveau HAPC-CCREM 
qui nous a permis d’intégrer des covariables à l’analyse APC ; et le modèle économétrique 
ARIMA(X) qui considère le statut d’indicateur retardé (lagging indicator). Nos analyses 
empiriques à l’aide de ces méthodes statistiques ont la propriété unique de couvrir la plus 
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longue période possible au Canada jusqu’à présent, du commencement de l’état civil au début 
du XXe siècle jusqu’au XXIe siècle. Ainsi, nous avons retracé près de 90 ans d’histoire de la 
mortalité par suicide au Canada, totalisant 33 groupes de générations (1833-1938 à 1993-
1998). L’ensemble de ces arrangements théoriques et méthodologiques représentait des 
opportunités qui n’avaient pas encore été exploitées et nous avons été en mesure de 
pleinement l’utiliser pour offrir de nouvelles connaissances de l’évolution de la mortalité par 
suicide.  
 
Le premier article a permis de mettre en évidence que chacune des dimensions APC a 
un effet net significatif sur la mortalité par suicide au Canada. Effectivement, l’effet net d’âge 
augmente pour les hommes jusqu’à 24 ans pour ensuite atteindre un plateau alors que pour les 
femmes, l’évolution ressemble à un « U » inversé. Nous avons donc été en mesure de répondre 
à notre première question de recherche en montrant que les taux de suicide les plus élevés ne 
s’observent pas chez les jeunes, mais chez les individus des deux sexes au milieu de l’âge 
adulte. Il s’agit d’un résultat important à la suite des préoccupations du rajeunissement du 
calendrier de la mortalité par suicide avec l’augmentation rapide des taux de suicide des 
jeunes. Nos résultats ont aussi relevé que certains groupes de cohortes sont plus à risque de 
suicide au Canada. D’une part, les baby-boomeurs masculins ont un très fort effet net de 
cohorte comparativement aux autres groupes. Ce résultat concorde à plusieurs études 
antérieures (Newman & Dyck, 1988; Reed et al., 1985; M. I. Solomon & C. P. Hellon, 1980). 
D’autre part, nous avons constaté un effet net de cohorte sur la mortalité par suicide pour les 
femmes canadiennes nées en 1981 et les années suivantes. Cet effet est très récent et n’avait 
pas été relevé dans les études empiriques antérieures (David Lester, 1988; Mao et al., 1990; 
Trovato, 1988).  
 
Notre analyse comparative entre le Québec et reste du Canada a permis de mettre en lumière 
quatre caractéristiques significatives dans la belle province. Premièrement, l’augmentation des 
taux de suicide chez les jeunes a été substantiellement plus importante au Québec que dans le 
reste du Canada. Deuxièmement, il y a eu diminution significative du suicide des femmes 
québécoises au cours de la Seconde Guerre mondiale, un effet net de période qui n’a pas été 
observé dans le reste du Canada. Parmi les cadres d’interprétations, cet effet s’associe à la 
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théorie de Durkheim : forte intégration des femmes à la suite à leur entrée sur le marché du 
travail (effort de guerre), initiée et valorisée par le clergé catholique. Troisièmement, le 
Québec a expérimenté un effet net de période de la mortalité par suicide distinct du reste du 
Canada pendant 25 années débutant vers 1960. Une interprétation de ce résultat est la disparité 
dans le processus de modernisation. Historiquement, le Québec était en retard dans son 
processus de modernisation en comparaison au reste du Canada à la suite du régime de 
Duplessis (Krull & Trovato, 1994) et les effets néfastes producteurs de plus de suicide auraient 
perduré sur une plus longue période dans la province. En effet, l'autorité omniprésente de 
l'Église catholique romaine a contribué à maintenir jusqu’à la fin des années 1950 la province 
dans un système ecclésiastique rigide traditionnel, en particulier grâce à son contrôle des 
établissements d'enseignement et par son importante influence sur la famille québécoise (Krull 
& Trovato, 1994, p. 1124). En contraste, la Révolution tranquille a propulsé la société 
québécoise dans le processus de modernisation, ce qui a eu pour conséquence d’éroder de 
nombreuses formes traditionnelles de l'intégration et de la réglementation. Enfin, nous avons 
découvert que l’effet net de cohorte sur le suicide chez les hommes baby-boomeurs est plus 
fort au Québec que dans le reste du Canada, ce que la littérature n’avait pas relevé auparavant. 
Les effets de cohortes identifiés démontrent l’importance de la cohorte sur la mortalité par 
suicide au Canada et au Québec et la poursuite de notre deuxième objectif de recherche a 
permis de raffiner l’analyse de cette dimension temporelle.  
 
Dans notre second article, nous avons examiné la relation entre la taille des cohortes et 
la mortalité par suicide au Canada selon un suivi extensif et ces informations s’avèrent 
essentielles puisque la littérature empirique avait négligé cet aspect. Les résultats de 
modélisation HAPC-CCREM ont permis de constater, comme formulé dans notre première 
hypothèse, qu’on se suicide plus dans les cohortes de grande taille que dans celles de petite 
taille. Ceci corrobore le paradigme d’Easterlin. L’effet est particulier aux hommes 
puisqu’aucune relation n’est relevée pour les femmes, deuxième hypothèse confirmée. À la 
lumière de nos résultats, le nombre de membres des cohortes jouerait un rôle significatif dans 
les taux de suicide masculins au Canada. Cet examen approfondi de la dimension APC de la 
cohorte permet de mieux comprendre et définir les taux de suicide anormalement élevés des 
cohortes de large taille des baby-boomeurs masculins. Sur le plan provincial, nous avons 
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constaté que les taux de suicide sont plus élevés au Québec. Enfin, notre quatrième hypothèse 
formulant que l’effet de la taille des cohortes est significativement plus grand au Québec que 
dans le reste du Canada. Ces résultats offrent des précisions sur le caractère du phénomène 
non seulement au Canada, mais dans la province où un plus fort effet de cohorte avait été 
relevé dans notre premier article. Il s’agit là d’un solide complément à la littérature sur 
l’analyse APC et des taux de suicide au Canada.  
 
Dans le dernier article, nos résultats d’analyse pour répondre à nos deux premières 
questions de recherche ont mis en évidence l’augmentation des taux de suicide en période de 
contraction et d’expansion économique : une relation nonlinéaire qui est demeurée après 
contrôle pour les covariables. Des trois théories classiques, ce constat s’associe à la théorie de 
Durkheim. Révélatrice d’anomie, les crises de prospérités et de dépressions avec leurs 
changements rapides ne laissent pas le temps à la société de s’ajuster, d’où l’augmentation du 
suicide. Mentionnons que le genre s’avère révélateur puisque la relation nonlinéaire apparait 
plus spécifique aux hommes. De plus, un effet différentiel sur le suicide (positif pour les 
hommes et négatif pour les femmes) a été observé lorsque les conditions économiques sont 
modérées (taux de chômage modéré). Ce résultat peut s’avérer surprenant, mais il doit être 
situé dans le contexte sociohistorique particulier qui pourrait affecter les rapports de 
masculinités aux différents âges et périodes. D’une part, par les rôles différents attribués et 
intériorisés par les deux sexes dans la division du travail social et d’autre part la redéfinition 
des relations de genres au Canada. Rappelons jusqu’à la fin des années 1950 les rôles 
traditionnels de la femme au foyer et de l’homme pourvoyeur étaient définis par la religion. 
Ceux-ci ont été fondamentalement modifiés durant les dernières décennies à la suite du 
processus de modernisation : les conditions des femmes au Canada ont été redéfinies tant au 
plan économique que sociale et culturelle. Un nouveau profil des femmes est apparu 
notamment caractérisé par l’intégration sur le marché du travail et la part importante qu’elles 
constituaient dans l’éducation. Ces facteurs pourraient contribuer à expliquer l’effet 
différentiel sur le suicide lorsque les conditions économiques sont modérées. Enfin, nos 
résultats suggèrent en réponse à notre dernière question de recherche que les taux de suicide 
des hommes et des femmes du milieu de l’âge adulte sont les plus sensibles aux changements 
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économiques au pays, principalement les hommes (sur le marché du travail ayant le rôle de 
pourvoyeur). 
 
Bien que nos analyses soient basées sur l’âge et le sexe ainsi qu’à l’apport d’autres 
variables associées au paradigme durkheimien, il est possible que le suicide soit influencé par 
de nombreuses autres variables sociales qui lui sont étroitement liées. Le Canada a des 
données très peu détaillé, comparativement à la France notamment, ce qui engendre des 
difficultés pour mobiliser les théories sociologiques, démographiques et économiques sur le 
phénomène du suicide. Aussi, en raison du problème d’identification, l’usage des méthodes 
APC est critiqué et continu d’être un champ de recherche en lui-même. Les travaux récents 
expriment d’ailleurs le prolongement dans le domaine (A. J. Bell & Jones, 2014; Stephen E. 
Fienberg, 2013; L. Luo, 2013a, 2013c; O'Brien, 2013; Y. C. Yang & K. C. Land, 2013) et 
d’autres méthodes statistiques trouvent leur place dans l’étude du phénomène de la mortalité 
par suicide. Pour faire face aux problèmes de convergences, la longue période d’analyse (près 
d’un siècle) a été regroupée dans nos analyses selon l’histoire de l’économie canadienne et 
selon les exigences des modèles pour produire des estimations fiables en raison du nombre 
d’observations. Par conséquent, il est possible que différents points de références (historiques, 
regroupements âge, période et cohorte, modes d’opérationnalisations, etc.) pour comptabiliser 
ces variations au cours du temps puissent modifier la caractérisation les relations avec le taux 
de mortalité. Rappelons également la difficulté de mesurer de la taille relative de la cohorte 
d’une manière significative. Enfin, nos résultats observés de l’évolution du suicide dans le 
reste du Canada sont révélateurs des tendances générales, mais des analyses supplémentaires 
sont nécessaires pour mieux caractériser la situation dans chaque province et des territoires, 
car le phénomène n’est probablement pas réparti de manière homogène. 
 
Au terme de cette thèse, nous croyons avoir offert des perspectives 
sociodémographiques et macroéconomiques de la mortalité par suicide au Canada sur les 
thématiques mentionnées ci-haut et les recherches futures sur le phénomène pourraient 
considérer trois principales pistes : distinguer les caractéristiques des hommes et des femmes 
du milieu de l’âge adulte, suivre à court, moyen et long terme les trajectoires des baby-
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boomeurs et de la génération féminine Y et comparer l’effet de la taille relative des cohortes 
au Canada avec d’autres pays. 
 
En effet, le milieu de l’âge adulte est l’étape de la vie la plus à risque de suicide au Canada et 
où le taux est le plus affecté par les fluctuations économiques. L’analyse des caractéristiques 
macro et micro associées à cet âge contribuerait à l’amélioration de la compréhension de ce 
constat et au développement de meilleurs programmes d’intervention et de prévention ciblés à 
leur intention.  
 
Ensuite, compte tenu du nombre et de la proportion de baby-boomeurs masculins au Canada 
qui augmentera considérablement dans les prochaines années pour entrer dans le segment de la 
population âgée, il est nécessaire de suivre leur trajectoire de mortalité par suicide. Comment 
évolueront ces groupes de cohortes? Cela n’est pas connu pour le moment, mais dans 
l’éventualité où la loi de Durkheim avec croissance des taux avec l’âge pour culminer à la 
vieillesse se réalise pour ces groupes de cohortes successivement plus suicidaires, la situation 
deviendrait spécialement préoccupante au Canada et encore plus dans la province de Québec. 
En ce qui concerne l’augmentation du suicide des femmes des générations Y, à notre avis une 
réflexion doit être engagée sur les formes créatrices d’intégration traditionnelles et des 
tendances émergentes de ces cohortes. Ces effets requièrent un suivi accru au Canada et dans 
ses provinces dans le but de mieux caractériser la nature du phénomène observé. 
 
L’analyse comparative de l’effet de la taille relative des cohortes entre le Canada et d’autres 
pays pourrait pour sa part permettre de contextualiser globalement l’impact démographique de 
la forte hausse de la natalité dans les années 1940 à 1960. Par exemple, un comparatif avec les 
États-Unis est une avenue possible selon les similarités et la proximité des deux pays ainsi que 
la disponibilité des données sur une très longue période de temps.  
 
Il est souhaitable pour de meilleures connaissances scientifiques et la compréhension 
des mécanismes de société qui influencent ses membres de développer, valoriser et financer 
les études interdisciplinaires sur ce phénomène complexe qu’est la mortalité par suicide.   
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2.1 Classification étiologique et morphologique des types sociaux du suicide 
 
Formes individuelles qu'ils revêtent 
Caractère fondamental Variétés secondaires 
Types 
élémentaires 
Suicide égoïste Apathie 
- Mélancolie paresseuse avec 
complaisance 
pour elle-même 
- Sang-froid désabusé du sceptique. 
 Suicide altruiste 
Énergie passionnelle 
ou volontaire 
- Avec sentiment calme du devoir. 
- Avec enthousiasme mystique. 
- Avec courage paisible. 
 Suicide anomique Irritation dégoût 
- Récriminations violentes contre la vie en 
général. 
- Récriminations violentes contre une 
personne en particulier (homicide-suicide). 
Types mixtes 
Suicide ego-anomique 
- Mélange d'agitation et d'apathie, d'action 
et de rêverie. 
Suicide anomique-altruiste - Effervescence exaspérée. 
Suicide ego-altruiste 
- Mélancolie tempérée par une certaine 
fermeté morale. 
 
Source : (Durkheim, 2002 [1897], p. 332) 
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2.2 Étapes du cycle économique 
 
Source: (Cross et al., 2012, p. 5) 
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3.1 Classification des estimations de population 
 
Estimations de population Classification 
1921-2005 Intercensitaires définitives 
2006-2008 Postcensitaires définitives 
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3.2 Nombre de décès par suicide, selon deux sources, Québec, 1975 à 2008 
Année 
Sources Écart 
Statistique 
Canada ISQ Absolu Relatif 
1975 578 682 104 18% 
1976 657 776 119 18% 
1977 777 914 137 18% 
1978 894 1 005 111 12% 
1979 981 934 -47 -5% 
1980 947 988 41 4% 
1981 1054 1047 -7 -1% 
1982 1071 1146 75 7% 
1983 1208 1187 -21 -2% 
1984 1027 1081 54 5% 
1985 1124 1112 -12 -1% 
1986 1148 1147 -1 0% 
1987 1179 1165 -14 -1% 
1988 1089 1093 4 0% 
1989 1042 1038 -4 0% 
1990 1104 1104 0 0% 
1991 1115 1105 -10 -1% 
1992 1255 1256 1 0% 
1993 1318 1313 -5 0% 
1994 1263 1291 28 2% 
1995 1431 1442 11 1% 
1996 1468 1463 -5 0% 
1997 1370 1382 12 1% 
1998 1373 1370 -3 0% 
1999 1598 1610 12 1% 
2000 1294 1311 17 1% 
2001 1306 1334 28 2% 
2002 1247 1321 74 6% 
2003 1260 1259 -1 0% 
2004 1148 1177 29 3% 
2005 1237 1268 31 2,5% 
2006 1148 1191 43 3,7% 
2007 1088 1111 23 2% 
2008 1152 1122 -30 2,5% 
 
Sources:  (Morissette, 1982, p. 11) 
Complété par l’auteur selon (Légaré, Gagné, St-Laurent, & Perron, 2013; St-Laurent 
& Bouchard, 2004a; Statistics Canada, 2014)  
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3.3 Taux brut de mortalité par suicide 
 
 𝑇𝐵𝑀𝑆! = 𝐷!(𝑥, 𝑥 + 𝑎)𝑃!!!!!!!"  
 
TBMS = taux brut de mortalité par suicide 
D = nombre de décès de suicide 
P = Population 
t = année 
x = âge 
a = intervalle d’âge (5 années)  
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3.4 Taux standardisé de mortalité par suicide 
 𝑇𝑆𝑀𝑆!!"#$ = 𝑡! !,!!!!"#$ ∗ 𝑃!(!,!!!)!""!𝑃!!".!".!""!  
 
TSMS = Taux standardisé de mortalité par suicide 
t = taux de suicide 
P = Population 
H = hommes 
x  = âge 
n = intervalle d’âge (5 années)  
 
Méthode de standardisation directe avec la population des hommes au 01.07.1991 comme 
population type par groupe d’âge.  
  
 285 
 
3.5 Taux de mortalité par suicide par groupe d’âge de 5 ans 
 
𝑇𝑀𝑆!,!!!  !!"#$!!" = (𝐷! !,!!!! )5𝑃!(!,!!!)!.!".!"#$!"#$!!!"#$  
 
TMS = Taux de mortalité par suicide par groupe d’âge de 5 ans 
D = décès 
P = Population 
H = hommes 
x  = âge 
n = intervalle d’âge (5 années) 
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3.6 Moore-Penrose General Inverse 
 
Moore-Penrose 
Une particularité de IE est que son estimateur B est déterminé par l’inverse Moore-
Penrose. Y. Yang et al. (2004) rappelaient que Moore (1920) puis Penrose (1955) ont montrés 
que pour toute matrice A, il existe une matrice unique K qui satisfait les IV conditions 
suivantes :  
 
Generalized inverse AKA=A 
Reflexive generalized inverse KAK=K 
and KA is symmetrical  
Normalized generalized inverse (KA)’=KA 
Reverse normalized condition / inverse Penrose (AK)’=AK  
      (Searle, 1971, pp. 16-19) 
 
L’inverse de Moore-Penrose réduit l’infinité de réponses du problème d’identification de 
l’analyse APC et sa matrice singulière, car elle permet de calculer la meilleure solution 
moindre carrée (MC) de système d’équations linéaires qui n’ont pas de solution unique. 
O'Brien (2011j) rapportait la propriété unique de IE qui utilise le vecteur nul comme contrainte 
produit des solutions/estimations plus proches de sa contrainte que toutes autres contraintes. Il 
est souvent cité dans la littérature statistique comme un avantage d’utiliser l’inverse de Moore-
Penrose : « If we want to single out one particular member of this solution set of vectors as a 
representative, we might want to pick the one with the smallest length (Press, Flannery, 
Teukolsky, & Vetterling, 1992, p. 62) » (O'Brien, 2011a, p. 434).  
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“28 All things work together for good 
 to those who love God, who have been called 
according to his purpose.”  
Romans 8:28 
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