Starting from an ab initio symmetry-adapted perturbation theory potential energy surface we have performed converged variational and close-coupling calculations of the bound rovibrational states and of the positions and widths of rotationally predissociating resonances of HeHF and HeDF van der Waals complexes. The energy levels were used to compute transition frequencies in the near-infrared spectra of these complexes corresponding to the simultaneous excitation of vibration and internal rotation in the HF(DF) subunit in the complex. The computed transition energies and other model independent characteristics of the near-infrared spectra are in excellent agreement with the results of high-resolution measurements of Lovejoy and Nesbitt [C. M. Lovejoy and D. J.
I. INTRODUCTION
Knowledge of intermolecular potential energy surfaces (IPS) is crucial for understanding the properties of molecular gases, liquids, and solids. Several of these properties, such as virial and transport coefficients in the gas and liquid phases and phonon frequencies in solids, have been used to test and refine ab initio potentials (see Refs. 1-3 for recent reviews). However, the data which depend most sensitively on the de tails of the anisotropic intermolecular potentials in the physi cally important region of the van der Waals minimum are the spectra of van der Waals molecules. Since for simple systems nearly exact dynamical calculations of the rovibrational en ergy levels can be performed at present, any discrepancy between the observed and calculated spectra can be attrib uted to some deficiencies of the intermolecular potential.
The determination of the potential energy surfaces from the experimental data is highly nontrivial, and has so far been possible only for a few favorable cases (see, e.g., . Moreover, the arbitrariness in choosing both the ana lytical form and the variable parameters of the empirical po tentials raises the question about the relation of various terms in those potentials to the physical reality. Indeed, some com ponents of the interaction energy may be completely unreal istic, with compensating contributions providing neverthe less a satisfactory overall potential (see, e.g., .
On the other hand, complete potential energy surfaces lor van der Waals molecules from ab initio calculations are seldom available. This is due, in part, to the enormous diffi-Permanent address: Department of Chemistry, University of Warsaw, Pas tura 1, 02-093 Warsaw, Poland. culty of an accurate ab initio description of the van der Waals bonding. Indeed, accurate calculations of IPS require the use of large basis sets with high angular momentum functions, carefully optimized for multipole properties of monomers, and the inclusion of high-order correlation effects. Moreover, only a few ab initio potentials have been checked by expos ing them to the severe test of computing the observed (highresolution) spectra of these van der Waals molecules. The ones that have been tested include the potential energy surfaces for the N2 dimer, [13] [14] [15] [16] 17'18 H, HF, 19, [20] [21] [22] [23] [24] Recently, a new, physically motivated theoretical method of calculating IPS for van der Waals molecules has been developed. [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] This method, referred to as the many-body symmetry-adapted perturbation theory (SAPT), has been ap plied with success to determine interaction potentials for the HeF", (Ref. 12) , HeK+ (Ref. 36) , and ArH2 (Ref. 37) sys tems. The potential energy curve for the HeK+ (Ref. 36) molecular ion was in very good agreement with the mobility derived potential of Viehland (Ref. 7) , and reproduced accu rately all available experimental transport coefficients of the K + ions in the He gas. The three-dimensional potential energy surface for the ArH2 system' was in excellent agree ment with the empirical potential of LeRoy and Hutson.4 Recent calculation of the rovibrational levels of ArH2 and ArD2 complexes38 using the ab initio potential,37 proves the high accuracy of this potential energy surface since the re sulting infrared transitions agree with the available experi mental data with an error of the order of 0.1 cm-1. A similar study of the ArHF complex will be presented in a forthcom-Recently, Lovejoy and Nesbitt40 reported the first spec troscopic study of the near-infrared vibration-rotation spectra corresponding to the simultaneous excitation of the vibration and rotation of HF within the HeHF complex. By correcting the long-range dispersion term in the ab initio potential of Ref. 41 they were able to obtain an anisotropic potential energy surface which reproduced all spectroscopic data A â vailable for HeHF. In the preceding paper " we reported a potential energy surface for the HeHF complex calculated using the many-body SAPT theory. The intermolecular po tential has been represented as an expansion in terms of Leg endre polynomials. Each contribution to the interaction en ergy has been fitted to an analytical form with adjustable, and physically interpretable, parameters. Further improve ment of the important dispersion term has been achieved by the computation of high-quality long-range dispersion coef ficients at the same level of the theory43"45 in a large spdfg basis set.
Our potential energy surface is in very good agreement with the empirical potential of Lovejoy and Nesbitt.40 In par ticular, the anisotropy of the two potential energy surfaces tance of anisotropic contributions to the intermolecular po tential we report in Table I the values of the co efficients V¡(r,R) in the Legendre expansion of the potential
compares very well, although around the "T-shape" geom etries the two surfaces appear to be slightly shifted and the agreement is somewhat worse. Since various experimentally observed spectroscopic parameters are sensitive to different anisotropic terms in the Legendre expansion of the potential, it is interesting to check their correctness by computing the for various R and fixed r. Although around the van der Waals near-infrared spectrum and linewidths and compare them minimum the interaction energy is dominated by the isotro- Fig. 1 ), the Hamiltonian describ-with the results of high-resolution measurements.
In the present paper we describe the calculation of bound and resonance states of the HeHF complex using the ab ini tio SAPT potential.42 The results of variational and scattering calculations will be used to characterize the near-infrared spectrum of the complex and to study the rotational predis sociation dynamics. This study will allow us to test the cor rectness of various anisotropic terms in the ab initio poten tial. The paper is organized as follows. In Sec. II we discuss theoretical aspects of the HeHF states involved in the ob served near-infrared transitions40 The formalism used to compute bound and resonance states of the complex is briefly outlined in Sec. Ill, while in Sec. IV we present some details of the numerical procedures. Numerical results are presented and discussed in Sec. V. Finally, in Sec. VI we present conclusions.
ing the nuclear motion can be written as 50-52
II. THEORETICAL ASPECTS
Our IPS for the HeHF complex42 is described in the Jacobi coordinates (r,R,iï), where r is the HF internuclear (stretching) distance, R is the distance from the He atom to the center of mass of HF, and fì is the angle between the vector pointing from the center of mass of HF to He and the vector pointing from F to H (see Fig. 1 ). Although for threebody systems the dynamical calculations of rovibrational en ergy levels are nearly exact, it may be helpful to characterize the calculated states by approximate quantum numbers. First, we note that the HF vibrations can, to a very good approxi mation (Ref. 46), be decoupled from intermolecular modes due to the high frequency of the HF stretching fundamental (3961.4229 cm-1, Ref. 47). In order to visualize the impor- where fi~ 1 + (/77H+ m F)_1 is the reduced mass of the complex, bv is the rotational constant corresponding to the vih vibrational state of HF, and rv is the average bond length of the HF uth vibrational state. In Eq.
(2) we explicitly as sumed that the HF subunit is treated as a rigid fragment. However, the effects of HF vibrations are implicitly taken into account via the dependence of the monomer rotational constant bv and of the potential V(ru,/?,iï) on the HF sub unit stretching quantum number u. In Ref. 46 it was shown that this approximation introduces a very small error com pared to a full three-dimensional calculation. The angular momentum operator of the HF subunit (acting on the vari-A A ables # and < p ) is designated by j, and J is the total angular momentum operator. Note, that the present coordinate sys tem corresponds to the so-called "two-thirds body-fixed" system of Ref. 52 . Therefore, the angular momentum operators j and J do not commute, so the third term in Eq. (2) cannot be factorized. The only rigorously conserved quantum numbers are the total angular momentum J and the spectroscopic parity p.
[The spectroscopic parity p is related to the conventional parity cr by the relation p -cr(-1 )y.] However, the HF rota-/ \ A tional quantum number j, and the projection K of J (or j) onto the body-fixed intermolecular axis, are nearly con served. This conservation is only broken by off-diagonal Coriolis interaction.50-52 Indeed, in the limit of the case b coupling,48 where we assume that both j and K are con served, the wave function describing the nuclear motion in the dimer can be written as VJ" r=ct>(R) [Yj'K(d,cp) ®W*(a,ß, 0)
where (ß,a) are polar angles of the R vector in the spacelixed coordinates, Yj K( cp) is the spherical harmonic, y [ M K{a,ß, y) is an element of the Wigner rotation matrix,53 and </>(/•) is the function describing the radial motion in the dimer. The energy levels of the complex can be obtained from the first-order perturbation theory formula49
where h coy is the energy corresponding to the stretching vi bration of the van der Waals bond, B is the rotational con stant of the complex, Vv¡ is the average of Vi(rviR) over radial motions, and g¡(jjK) is the standard Gaunt coefficient. Note that the Gaunt coefficients vanish for odd values of /. This suggests that the energy levels and transition enerties are mainly sensitive to even terms in the angular expansion of the intermolecular potential. Since K is the projection °f an angular momentum, states with Â = 0, ±1, etc. will be denoted as 2, il, etc. In addition, levels with p= + 1 and p~~ 1 will be designated by superscripts e an d /, respectively. For K = 0 only e parity states exist. Thus, the firstorder perturbation theory formula (4) gives a very simple classification of the rovibrational energy levels in HeHF:
each monomer rotational level j is split into j + 1 levels cor responding to any J^\K\ with K= 0, ±1, ±2,..., ± j. Note, however, that Eq. (4) neglects the angular-radial coupling and the off-diagonal Coriolis coupling50-52 arising from the yJ/fJiR term in the Hamiltonian (2) . The latter term con nects states with the same J, j , and p with \K\ differing by ± 1. The inclusion of the Coriolis interaction introduces fur ther splitting of the states with I^I^O (the so-called / dou bling) into states with e and ƒ parity labels. The allowed dipole transitions between the states of the complex can be deduced from an analysis of the expression for the transition intensity .7 [ ( J " ,p ') ] . The inten sity of a dipole transition from the state {J",p") to the state (y ',/?') is proportional to the square of the dipole matrix element between these states,54
where ^rJ M p ('^'■ / M p ) is the exact wave function of the initial (final) state, and ¡im is the operator of the mth spheri cal component of the dipole moment. It follows easily from Eq. (5) that the observed dipole transitions must obey the following rigorous selection rules:
or y " = y ' ± i, p "=p '.
Since the K quantum number is nearly conserved, an addi tional approximate selection rule should hold,
Thus, the observed bands in the cold HeHF near-infrared spectrum should correspond to the transitions from the bound 2 states of HeHF(i> = 0) to X*, U e, and states of H eH F (i;= l). In view of Eqs. (6) and (7) for 2 ->2^ and 2 -> n e bands, two branches (P and R) corresponding to y" = y' + l and J" = J' -1, respectively, should be observed, while for the 2 ->11^ transitions one branch ( Q) should be observed. The schematic diagram of the energy levels and observed near-infrared transitions is depicted in Fig. 2 .
It should be noted that due to the small binding energy of the complex, D0^l cm-1 (see Ref. 40 and Sec. V), the only truly bound states are those e levels which lie below the j = 0 states of the free HF, and the ƒ levels which lie below the j = 1 state of HF. Other states are metastable. Two kinds of resonances are observed. The first kind involves the so-called "shape" or "orbiting" resonances which predissociate di rectly by tunneling through the centrifugal barrier. The sec ond kind arises from the small binding energy D0 of the complex compared to the energy of the j = 1 internal HF rotation. This leads to the formation of the so-called Feshbach or "compound" resonances55 which decay via internal rotational predissociation mechanism: the energy of the j -1 rotational excitation is converted into translation energy of the dissociated fragments. Note, that rotational predissocia- tion lifetimes can be computed from the Fermi golden rule expression56 which mixes states with j = 0 and j= 1. Conse quently, the widths of the compound resonances are expected to be mainly sensitive to odd terms in the angular expansion of the interaction potential. Finally, it should be stressed that all states of HeHF (v= 1) may undergo internal vibrational predissociation, which utilizes the HF vibrational energy to dissociate the HeHF (u = 1 ) complex into He and HF (v = 0) fragments. This process is found to be extremely slow40 and will be ignored in the present work.
.
METHOD OF CALCULATIONS

A. Bound state calculations
The bound state problem for the Hamiltonian (2) has been solved variationally in the following orthogonal, p-and 7-adapted basis,
U)
[Note, that the inversion sends into p( -1 )J -] The basis of radial functions {*"(/?)} is the complete set of Morse functions,50
L°n(y) denotes the associated Laguerre polynomial, and E(A) is the integer part of A. The parameters Re, coe, and De can be associated with the equilibrium position, funda mental frequency, and dissociation energy of a Morse poten tial. In practice they were treated as variational parameters.
For high values of J the dimension of the secular prob lem can become unmanageable. Therefore, in practice it is useful to use a two-step variational procedure.57 The Hamil tonian (2) can be partitioned as
A where H0 is diagonal in the projection A T of J on the bodyfixed intermolecular axis, Here j¡ and 7-, i = x,y,zi denote the components of the anguiar momentum operators j and J, respectively. In order to compute the bound states of the Hamiltonian (2), one can solve the vibrational problem with the blocked Hamiltonian A H0 and the basis (9). The effect of the Coriolis coupling is then obtained via an additional variational calculation in a A truncated basis consisting of eigenstates of H0.
B. Calculations of resonance states
Although the bound states of three-body systems can be computed nearly exactly by the use of the variational ap proach described earlier, the calculations of positions and widths of resonances are much more difficult and may re quire additional approximations. There are several methods to treat resonances. The stabilization (Ref. 58) 61 and 62) . Quantitative basis set approaches based on the L~ discretization of the continuum or based on the iterative secular equation perturbation theory67,68 could be applied in practice. In some cases, however, the accuracy of these methods may be difficult to control (see Ref. 68 for a discus sion). Other basis set techniques69 are even more approxi mate and may serve only to distinguish between resonance and unbound scattering states.
In principle, the parameters (positions and widths) of resonance states could be determined from the ( c o m p u t e d ) profiles of the photodissociation cross sections.
How ever, assuming that the direct photodissociation is negligible, the positions and widths of resonances can be obtained from sponding to the lowest values of these matrix elements were *7/ selected for the final basis. The basis for the second step of the variational procedure was again chosen using the energy n o selection criterion. The final calculations including the Co riolis coupling were done in the basis of 100 (for 7^2 ) and /\ 150 (for 7^3 ) eigenfunctions of H0 with the lowest eigen values. The convergence of the eigenvalues has been checked by performing calculations in still larger bases. We found that all eigenvalues are converged within 10 or better.
The close-coupling scattering equations were solved us ing the log-derivative algorithm of Mrugala and Secrest,79 as modified by Manolopoulos.80 The angular basis included all channels with j values up to ymax= 18. The numerical inte gration utilized a radial interval from R min= 1.8 À to -5 ™ -l cm R max= 20 Â, and step length A/? = 0.01 À. The integration close-coupling scattering calculations.74 It is well known55 that in the vicinity of a resonance the energy dependence of the phase shift Sj(E) can be described by the Breit-Wigner function, parameters R and A/?, as well as the number of channels included in the calculation were chosen to yield the positions and widths converged to 10-4 cm-1 or better. Other relevant parameters used in calculations are summarized in Table II . The close-coupling calculations were done using the MOLSCAT code. 81 The positions of the resonances were first estimated by diagonalizing the Hamiltonian in a L2 basis. The phase shift as a function of energy was determined at a -i
where &j(E) is the contribution from the direct scattering, closely spaced grid of 100 energies around the estimated and Ej and Tj are the position and the width of the reso-location of the resonance. The parameters of the resonance nance, respectively. Note, that Eq. (16) is valid only in the were then obtained by fitting the computed phase shifts to one open channel case (for a generalization to situations of the Breit-Wigner expression (16). The direct scattering term two or more open channels see, e.g., Ref. 74). In practice, the was assumed to depend quadratically on the energy E, alphase shift as a function of energy can be computed by solv ing the close-coupling scattering equations74 at a closely spaced grid of energies {£,-} around the estimated location (e.g., from bound state calculations), subject to standard 5-matrix boundary conditions. The position Ej and the width r j are then obtained by fitting the computed phase shifts {£/(£,•)} to the Breit-Wigner function (16). We assumed that the direct scattering term &j(E) depends very weakly on the energy, and that it can be approximated as quadratic function of energy. 74 We also assumed that the parameters Ej though the linear parametrization of the background gave the same results with 10-4 c m " 1 accuracy. The analytical fits to the computed phase shifts were done using the RESFIT program.82 The quality of these fits can be characterized by the root mean square deviations (rmsd) between the com puted and fitted phase shifts. For almost all resonances rmsd were of the order of 10-6 or smaller. 
IV. COMPUTATIONAL DETAILS
In Table II we summarize all relevant parameters used in the calculations. We optimized the parameters Re , De, and ue of the radial basis functions to yield minimum energy with fixed size of the basis for the 7 = 0 state. As observed previously,46 the energy was rather insensitive to D and co
In Table III we summarize the results of bound and reso nance states calculations. As expected, HeHF is a very weakly bound complex. The potential energy surface for HeHF(i> = 0) supports only five bound states. In addition to the ground rovibrational state (7 = 0), the only other bound states correspond to the rotationally excited energy levels of the complex. For comparison we included in Table III the energy levels computed using the empirical potential energy surface.40 The agreement is very good: the energies of bound states agree within 0.05 cm -l or better. In particular, the = 7.38 cm -1 and strongly dependent on Re. The values of the optimized parameters are given in Table II . All bound state calculations were done using the TRIATOM system of codes.75,76 The cal culations without the off-diagonal Coriolis interaction were done in a basis of 250 functions with j max=18 and rcmax=22. The basis functions were selected using the energy criterion.77 First, all diagonal matrix elements of the Hamil tonian were evaluated, and the 250 basis functions corre-theoretical dissociation energy D 0= / .^ö cm ■ compares very well with the result obtained using the empirical poten tial (D0 = 7.35 cm -1). Lovejoy and Nesbitt40 estimated the dissociation energy of HeHF from dynamical calculations on isotropic potentials, which were fitted to reproduce the ob served transition energies of the 2-b a n d . These poten-• « tials yield the dissociation energy £>ó = 7 . 1 4 ± 0 . 1 cm" . Our isotropic potential for HeHF(i> = 0) predicts D q = 7.25 cm -1, almost within the error bars of the empirical result. It ''Energies relative to HF(i> = 0, j = 0). cEnergies relative to HF(y = 1, j = 0).
''Resonance states determined from close-coupling scattering calculations. cBound states relative to HF(u = 1 ,7 = 1 ) .
'Obtained from a variational calculation without the j -1 function in the basis. ( should be noted, however, that in Ref. 40 the isotropic po tentials were assumed in the Lennard-Jones form with three variable parameters. Therefore, they may not be very ad equate to represent the isotropic part of the potential energy surface for HeHF(i> = 0). In addition to the energy levels of the HeHF(u = 0) bound states, also shown in Table III are the computed positions of resonances corresponding to the experimentally observed 2 e and IT' states of HeHF(i;= 1), as well as the energies of the bound rV states. Again, the agreement between the results computed using the ab initio and empirical potential energy surfaces is very good: the positions of the 2 e resonances agree within 0.1 cm -1, while the positions of the IT' resonances and energies of the Y\f states agree within 0.2 cm -1. The energy levels reported in Table III can be used to compute the transition energies corresponding to the experi mentally observed 2 -*2*, 2 -*11*, and 2 -»iV bands. Since we assumed that the HF vibrations are decoupled from the intermolecular modes, the transition frequencies were computed from the formula
where <2](0) = 3961.4229 cm-1 (Ref. 47) is the frequency of the HF stretching fundamental. The resulting transition energies are given in Table IV . The agreement of theoretical transition frequencies with the results of high-resolution measurements40 is excellent. Our potential energy surface predicts all infrared transitions with errors smaller than 0.1 cm -1. In particular, the band origins A o f the computed and measured near-infrared spectra agree within 0.2% of the difference AE(J"->J') -Q\(0) or better. It fol lows from Eq. (4) that the transition energies are mainly sensitive to even terms in the Legendre expansion of the potential. The results reported in Table IV show that at least the even terms in our ab initio potential are very accurate. Also shown in Table IV are transition frequencies computed using the empirical potential.40 In general, both the theoreti cal and empirical potentials reproduce the experimental data with similar accuracy. It is interesting to note, however, that some transition energies (the R branch of the 2 ->IT band and the 2 -*11^ band) are reproduced more accurately by the theoretical potential.
The transition frequencies AE(J"->Jf) are often repre sented as a power series in [7(7+ 1 ) -K2], C R branch of the X ->11'' band. AP branch of the X -»IT band. L A V j i (./) denotes the difference of the TP' and H,e energy levels for a given I A j j( y ) denotes the difference of the IT' and W energy levels for a given J.
Computed using the energy levels reported in Table III . hThe experimental result estimated using the perturbation theory. 'The experimental value of An(l) + An (2) determined from a combination of frequencies corresponding to the transitions R{ I ), Q( 1 ), P{2), and 0 (2 ).
• • (18)
where hoe 0 is the vibrational origin and B" and D" (B ' and D') are the rotational and distortion constants of the initial (final) state, respectively. Following Ref. 40 we determined B" and D" from the combination of frequencies correspond ing to R (0), R( 1 ), P (2), and P ( 3) transitions of the 2 ->Tle band,
The resulting rotational and distortion constants of 0.3886 cm 1 and 0.996X10-'1 cm -1, respectively, are compared in Table V with those derived from the experimental data. Again, the agreement is very good: the theoretical spectrum reproduces B" and D" within 2%, slightly better than the spectrum generated from the empirical potential. Using the rotational and distortion constants one can predict the fre quency of the van der Waals stretch in the pseudodiatomic approximation,83 
Our values of B" and D" give coy= 15.35 cm *, in good agreement with cos derived from the experimental values of B" and D 15.14 cm-1. Note, that the zero-point energy of HeHF(i> = 0), D e -D 0 = 32.17 cm-1, is much larger than the estimated zero-point energy for the stretch vibration ? ho)s = 7.68 cm-1. This shows that a large amount of the zero-point energy is associated with the hindered internal rotations of the HF subunit, and suggests that the wells of the van der Waals potential are too narrow to localize the inter nal rotor wave functions. This result is consistent with the estimate of the vibrationally averaged distance (R ) between the He atom and the center of mass of HF, (22) Equation (22) gives (R) = 6.82 bohr, substantially larger than the equilibrium distance of the HeHF(i> = 0) potential Rm = 6.18 bohr.
Other model independent characteristics of the HeHF near-infrared spectrum are reported in Table V and compared with the experimental data. The 2 -^n^ band is predicted to be blue shifted by 0.927 cm-1 from the AEj(0) monomer transition [/?,(0) = 4 0 0 0 .9 8 9 4 cm-1 (Ref. 40)]. The P branch of the 2 -»II6 and the X ->2'' band are, in turn, red shifted by 0.406 and 1.129 cm -1, respectively. These num bers compare reasonably well with the experimental values of 1.016, 0.350, and 1.036 cm-1, respectively. Except for the red shift of the 2 ->2'' band, the present results are again slightly more accurate than those derived from the spectrum generated using the empirical potential. The widths of the bands are also predicted quite accurately: 0.518, 1.300, 0.223, and 0.247 cm-1 for the 2 -^2"' band, R and P branches of the 2 -»IF band, and for the 2 -> n / band, re spectively, vs 0.496, 1.257, 0.265, and 0.325 cm-1 for the experimentally observed bands. The 2* -11* spacing A^n(^) is also reproduced correctly.
As discussed in Sec. II, the inclusion of the Coriolis interaction is responsible for the splitting of the II state into IT and 11^ components. The / doubling, i.e., the energy dif ference between the e and ƒ parity levels, An (7), can be easily computed using the energy levels from Table III . The values of A n (7) for J -1 and 2 are reported in Table V . An (7) cannot be deduced from the experimental spectrum. It can be estimated, however, from the following perturbation theory formula,18,84,85
where ß is the fixed portion of the Coriolis matrix element coupling the 2 and n states, i.e., ( I I |/ / '|2 ) = ß\jj(j+ 1 ). Using the the experimental values of ß and A sn(7), we found the experimental / doubling of the J= 1 states equal to 0.335 cm -1, in fairly good agreement with the theoretical value of 0.413 cm-1. For J = 2 the agreement is less satisfactory, but for higher values of J both Eq. (23) and the experimental estimate of ß are expected to be too crude approximations. Conversely, one can use Eq. (23) to find the values of ß from the computed values of A n (7) and A^nU )-This gives /3=0.818 and 0.855 cm-1 for J= 1 and 2, respectively, in reasonable agreement with the experimen tal estimate of 0.734 cm -1. Let us mention finally that al- though the / doubling of the II states for different J cannot be deduced from the experimental spectrum, the sum An(l) + An (2) can be computed from the combination of fre quencies corresponding to R{ 1), Q( 1), P(2), and 0 (2 ) transitions of the 2 -»ET and 2 ->11^ bands, An(l) + An (2) 
As shown in Table V , the theoretical spectrum reproduces the experimental value of An(l) + An(2) within 4%. Thus far, we have discussed the near-infrared spectrum 1 O generated using the ab initio potential " and compared vari ous spectroscopic observables with the experimental data.40 As shown in Sec. II, these data are mainly sensitive to even terms in the Legendre expansion of the interaction potential.
The results presented earlier clearly support the accuracy of A O the ab initio SAPT potential. ~ However, the odd terms are much smaller than the even ones (see Table I ). Therefore, their accuracy may be lower without introducing substantial changes into the anisotropy of the potential, at least in the region of the van der Waals minimum. The correctness of the P j(cos$) anisotropy can be checked by computing the widths of resonances decaying via an internal rotational pre dissociation mechanism. Indeed, rotational predissociation lifetimes can be computed from the Fermi golden rule expression56 which mixes states with j = 0 and j = 1 via the V](r,R)P] (cos #) term in the Legendre expansion of the potential. Lovejoy and Nesbitt40 measured the linewidths of all 2 -»2* and 2 ->IF transitions in HeHF Thus, a direct comparison of the computed and measured widths will be a severe test of the accuracy of the odd terms.
In Table VI we report the widths of the 2 (' and I F resoa n nances calculated using the ab initio potential. The agree ment here is less satisfactory: all computed widths are larger than the measured linewidths40 by a factor of 2. This sug gests that the small P,(cos ïï) anisotropy of the potential is not correct. To confirm this assumption we computed the widths of the 2* and I F resonances using the potential in which the (linear) coefficients A , and B ( in the analytical representation of the short-range energy ^shorti^) were scaled by 0.95. The resulting widths are given in parentheses.
The agreement with the measured linewidths is very good: almost all widths computed using the scaled potential agree with the experimental data within the experimental error bars. The new values of Ty also compare very well with those computed using the empirical potential.40 It should be noted that this 5% scaling of the short-range term ^s h o rt(R ) introduces a very small change in the interaction potential. In the repulsive region (R = 5 bohr and #= 0°) the scaled potential is -4% smaller than the ab initio potential, while the depth of the van der Waals well is only 2% lower.
It may be interesting to see, however, the effect of this scal ing on the anisotropy of the potential in the region of the van der Waals minimum. In Fig. 3 we compare the anisotropies of the ab initio, scaled, and empirical potentials. As ex pected, the largest changes of the order of 2% are observed for $ = 0° and 180°. For other angles, the scaled potential differs from the ab initio one by 1 % or even less. This con firms that the overall anisotropy of the ab initio potential is correct. Small inaccuracies of the order of 2% may be due to basis set unsaturation of the £ short component. These results clearly show that the widths of resonances are extremely sensitive to the accuracy of the odd terms. Consequently, quantitative predictions of the rotational predissociation widths are a challenge for ab initio calculations. Surprisingly, the scaling of the 1 ^shortC^) component does not resolve the discrepancy between the anisotropies of the ab initio and empirical potentials around #=90°. Let us mention finally that the energy levels and transition frequencies are insensi tive to the scaling of the ' &Sh0n(R) term: the energies of bound states are changed by less than 0.01 cm-1, while the positions of the resonances are changed by -0.05 cm-1.
It is interesting to note, that although the widths of the I F and 2* resonances are not correctly reproduced by the ab initio potential, the dependence of the ratio of the 2 e width to the I F width shows a correct dependence on J. Using simple perturbation theory arguments one can show18 that this ratio (denoted by k ) should be roughly proportional to where the constant C can be related to the parameter ß de scribing the fixed part of the Coriolis matrix element, and is approximately independent of 7. In Fig. 4 we present graphi cally the dependence of k on 7(7 + 1 ). While the proportion ality, Eq. (25), is seen to be indeed approximate, the qualita tive behavior is as expected. Both the ab initio and scaled potentials reproduce the 7 dependence of k within the experi mental error bars. This is not entirely surprising, however, since the constant C is related to the / doubling of the ET and U 1 states which was correctly reproduced by the ab initio potential. These results also show that the widths of the IT' resonances are mainly determined by the Coriolis mixing of the 2 and fl states, while the widths of the 2* resonances are mainly sensitive to the anisotropy of the P j (cos tf) compo nent, in agreement with the theoretical arguments reported in Refs. 18 and 74.
B. HeDF
The experimental data for the HeDF complex40 are much more limited than for HeHF. This is partly due to the fact that some transitions overlap with the /?,(0) transition of the free monomer and others could not be measured due to the low signal-to-noise ratio. Therefore, our study is limited only to those states which are involved in the <2(1) -0 (4 ) transi tions of the 2-b a n d , and /?(0) and P(2) transitions of the 2 -> I F band. The calculations were done using the ab initio potential for HeHF transformed into the DF center of mass frame. The /th angular component of the interaction potential for HeDF was obtained from the formula 
In Table VII we report the results of bound and reso nance state calculations. As for HeHF(i> = 0), the potential energy surface for HeDF(i> = 0) supports only five bound states: the ground vibrational state (7 = 0) and four rotationally excited energy levels. The agreement with the energy levels computed using the empirical potential40 is again very good: the energies of bound states agree within 0.02 cm-1 or better, while the position of the II* resonance and the ener gies of the bound 11^ states agree within 0.2 and 0.1 cm-1, respectively. The ab initio potential predicts a dissociation energy of D 0 = 7.50 cm-1, which compares very well with the result obtained using the empirical potential (D0 = 7.52 cm-1).
In Table VIII we report the frequencies of near-infrared transitions in HeDF accompanying the fundamental band of DF. The transition energies were calculated using Eq. (17), where the frequency corresponding to the DF stretching fun damental is (21(0) = 2906.6608 cm-140 The agreement be tween the computed and measured frequencies is very good: the band origins of the 2 ->He and 2 ->11^ bands agree within 1% and 0.4% of the difference A£(7"->7') -0 j(0 ), respectively. The experimental data are too limited to deter mine the rotational and distortion constants for the ground state. However, assuming that the distortion constant for the HeDF ground state is the same as for HeHF, one can estimate TABLE VIII. Near-infrared transitions in HeDF (in cm ') accompanying the fundamental hand of DF. The frequency corresponding to the DF stretching fundamental is (?|(0) = 2906.6608 cm-1.
Transition
J" J '
A E(J"^J') B" from the difference between the frequencies of the R {0) and P { 2) transitions. The theoretical spectrum gives the ro tational constant of 0.388 cm -1, in very good agreement with the experimental value of 0.384 cm-1.
Due to the experimental limitations, only the 7 = 1 IT resonance has been observed. The measured linewidth of this resonance is 400±100 MHz. Our potential gives a value of 55 MHz, a factor of 10 too small. Surprisingly, the scaling of the short-range energy '^shortW only worsens the agree ment with the experimental width: the scaled potential gives the width of 5.3 MHz. The empirical potential40 also does not reproduce this experimental result. The calculated width on this potential is 14 MHz. We found, however, that the scaling of '^short^) by 1-05 gives the width of 272 MHz, almost within the error bars. This scaling would, however, substantially worsens the good agreement for HeHF. There fore, this lack of agreement for HeDF must be attributed either to some further inaccuracies of the ab initio potential, or to an error in the measurements.
VI. CONCLUSIONS a n
Using an ab initio SAPT potential energy surface " we have calculated bound rovibrational states and positions and widths of rotationally predissociating resonances of HeHF and HeDF complexes. As expected, these complexes are very weakly bound. In addition to the ground rovibrational state, the ab initio potential energy surfaces for HeHF and HeDF support only four bound rotationally excited states. The resulting transition frequencies and other model inde pendent characteristics of the near-infrared spectra of these complexes are in quantitative agreement with the results of high-resolution measurements 40 Our ab initio potential en ergy surface42 produces transition frequencies of comparable quality to those calculated on an empirical potential of Love joy and Nesbitt40 optimized to reproduce the results of mea surements. In particular, the SAPT potential predicts disso ciation energies of 7.38 and 7.50 cm -1 for HeHF and HeDF, respectively, in very good agreement with the empirical results40 of 7.35 and 7.52 cm -1, respectively. The agreement of the observed and calculated linewidths is less satisfactory. However, the linewidths are found to be extremely sensitive to the accuracy of the short-range contribution to the small V,(/-,/?) term in the anisotropic expansion of the potential.
By simple scaling of the latter component we have obtained linewidths in very good agreement with the experimental results. We have also found that this scaling introduces a very small 2% change in the potential around the van der Waals minimum. Our present results look very promising for the predictive power of the intermolecular potentials ob tained from ab initio SAPT calculations combined with the calculations of high-quality long-range van der Waals coef ficients, and suggest that the symmetry-adapted perturbation theory potentials for weakly bound van der Waals complexes achieve spectroscopic accuracy.
