Abstract-Time-dependent covariance matrices are important in remote sensing and hyperspectral detection theory. The difficulty is that C(t) is usually available only at two endpoints C(t 0 ) = A and C(t 1 ) = B where C(t 0 < t < t 1 ) is needed. We present the Riemannian manifold of positive definite symmetric matrices as a framework for predicting a geodesic timedependent covariance matrix. The geodesic path A → B is the shortest and most efficient path (minimum energy). Although there is no guarantee that data will necessarily follow a geodesic path, the predicted geodesic C(t) is of value as a concept. The path for the inverse covariance is also geodesic and is easily computed. We present an interpretation of C(t) with coloring and whitening operators to be a sum of scaled, stretched, contracted, and rotated ellipses.
0 and t 1 = 1. This scenario occurs in many field tests where a target (chemical cloud) is disseminated at t 0 < t < t 1 for which C(t)|H 0 is inaccessible. Performing the interpolation between two matrices (A and B) is a basic task in temporal monitoring applications (e.g., anomalous change detection). The key question is how to define "reasonable" when we compute (predict) C(t) by interpolation between A and B. Interpolation implies missing data points; hence, the type of interpolation used to fill in the missing data can only be judged by our prejudice (or prior knowledge) of what is "reasonable." Our approach is to perform the interpolation between the endpoints A and B in the Riemannian manifold of covariance matrices (symmetric matrices with positive eigenvalues) [5] . It can be shown (see proposition 5.3.2 in [6] ) that this path for C(t) from A → B, where 0 ≤ t ≤ 1 is the shortest (this path is known as a geodesic path) and has the least energy of all possible paths.
The premise of this work is that nature is an efficient machine and thus the geodesic path of C(t) that is the most efficient (shortest and with minimal energy) path is chosen. The argument of "efficiency" is used in the same way that the chosen path of light particles (photons) from A → B is such that it minimizes the time (Fermat's principle). In this letter, we do not address how a real atmosphere behaves and what atmospheric conditions, topography, etc., may impose on C(t), where C(t) may vary due to particulates and gases in the atmosphere. We view the geodesic path in Riemannian space with an analogy to airplane flight path between two cities. The "best" flight path is the shortest path achieved in a path along great circles, where the metric for best is shortest path length, hence shortest time, efficient, and with least energy (fuel) consumption. That said, it does not mean that "best" flight paths always follow great circles (e.g., a change of a path due to local atmospheric weather disturbances). The Riemannian manifold is a space with a structure that provides the "best" (shortest with least energy) path for the trajectory of time-dependent covariance matrix C(t) from A → B. The Riemannian manifold is a good starting point (a reasonable framework) for thinking about timedependent covariance matrices in remote sensing.
The discussion of geodesic paths in Riemannian manifolds has been so far mainly limited to geometric analysis within the mathematical community. In this letter, we want to introduce the relevance of the geodesic path to the hyperspectral remote sensing community. Although we address the temporal change in C(t) for a single-pixel hyperspectral sensor, the Riemannian framework for C(t) is valid for imaging sensors where A and B are estimated from 2-D pixels at t 0 and t 1 , and C(t) is the geodesic interpolation between the two matrices. We follow the seminal work by Pennec et al. [5] and illuminate the mechanics of the geodesic paths C(t) and C −1 (t) in the Riemannian manifold and contrast it with the "naive" linear 1545-598X © 2014 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
path A → B in the Euclidean space, given by C lin (t) = A + t(B − A). "Naive" does not necessarily imply "simpler." We show that the geodesic inverse path C −1 geo (t) is actually easier to compute than C −1 lin (t). Our letter gives a reasonable way to interpolate the missing C(t) data along the path A → B. We give an interpretation for the geodesic C(t) with whitening and coloring operations [7] .
II. TIME-DEPENDENT COVARIANCE MATRIX
In the Riemannian manifold, the gradient (tangent) matrix G and the time-dependent geodesic covariance matrix [5] are computed for 0 ≤ t ≤ 1 with exponential logarithm mapping given by (1) , shown at the bottom of the page, where
, and exp(·) and log(·) are the matrix exponential and logarithm functions (given in MATLAB by expm and logm functions). Note that C −1 geo (t) is given without an explicit inverse operation. The local geodesic tangent G(t) along the geodesic path A → B is given by
geo where the local gradient is a function of location and is scaled by (1 − t) −1 for the remainder of the distance C geo (t) → B. One can view the tangent as "velocity" (i.e., speed and direction) toward the endpoint (B) of the path. The tangent plays an important role in charting a geodesic (shortest) path because a length of a parametric curve can be given via integration of the time-dependent (local) tangent-and finding the geodesic path involves constraining the tangents along the path. In numerical implementation, we suggest to force symmetry (to counteract lack of symmetry due to rounding errors) for all the matrix terms by computing X → (X + X T )/2 where superscript T is the matrix transpose. Eigenvalues and the Eigenvectors: The exponential matrix exp(tQ) = UΛ(t)U T using singular value decomposition (SVD) where Q = UΛU T is given with only time-dependent eigenvalues Λ(t) = exp(t · eig(Q)). Nevertheless, the eigenvalues and eigenvectors of C geo (t) = A 0.5 exp(tM)A 0.5 are time dependent, and thus C(t) = U(t)Λ(t)U T (t). A few properties of geodesic C(t) are of particular interest. Reversibility: The geodesic path B → A is the same as the geodesic path A → B; C geo (1 − t, B → A) = C geo (t, A → B). The path for A −1 → B −1 is also a geodesic path and can be derived by noting that [exp(tX)] −1 = exp(−tX). The geodesic inverse path is also reversible:
. The gradient matrix G is guaranteed to be real and symmetric, but not necessarily positive definite (i.e., the eigenvalues are real but can be negative).
Distance: The distance [5] , [8] between two matrices C 1 and C 2 is given by
where s i is the ith eigenvalue of C −0.5 1
Using series expansion for matrix exponential and its inverse, we can rewrite (1) by
Due to the fact that 0 ≤ t ≤ 1 and the reciprocity C geo (t, A → B) = C geo (1 − t, B → A), the series needs to be computed only for 0 ≤ t ≤ 0.5, and usually only a few terms. We use the series expansion representation to interpret the geodesic time-dependent C(t) and its inverse along the path. Our interpretation relies on the concepts of rotations and scaling which we explain with whitening and coloring operations on normally distributed multivariate vectors. Let x ∼ N (0, C) be a p-by-1 zero mean vector with normal probability density function (pdf ) where
is distributed as a central Wishart distribution [9] , [10] with m degrees of freedom, where m > p and m + 1 is the number of vectors x that are used in the expectation. The variances of the sampled covarianceĈ and the inverse covarianceĈ −1 [11] , [12] are of importance when field data are to be compared with theoretical predictions of population covariance C. The sampled variance ofĈ is given by
, where tr(·) is matrix trace. The ratio m/p is important in the performance of detection algorithms [13] . We compute
0.5 ) in Section V for field dataĈ.
III. INTERPRETATION OF C(t) AS A SUM OF ROTATED AND SCALED ELLIPSES
A covariance matrix (a quadratic form) represents a p-dimensional ellipsoid whose principal directions and axis lengths are the eigenvectors and eigenvalues, respectively. The population covariance is an ellipsoid with a specific orientation and aspect ratio. Let F be a p-by-p positive definite matrix with SVD decomposition
are rotation (by eigenvectors U) and scaling operators (by eigenvalues S ±0.5 ) where F ±0.5 = US ±0.5 U −1 , and F ±0.5 x reshapes the elliptical covariance of x (x does not have to be normally distributed). When x is normal, the density of the contours of x is elliptical, and it is convenient to think of the operation F ±0.5 x as whitening and coloring. The pdf of x ∼ N (0, C) has elliptical density (hyper ellipsoid in p-D). Each of the p axes of the ellipsoid can be thought of as a color and the length of the axes (the eigenvalue of C) is the intensity of the color. The color of x is captured in the structure of its covariance. White light is composed of all colors with equal intensity. The transformation
) is a whitening operation that produces a whitened vector with a diagonal covariance matrix of equal values (hence, the analogy to a white light) where all the "color" of x was removed. The whitened vector is also termed a "sphered" vector (i.e., unit variance in all directions). A coloring operation is an operation that imposes (adds) color on x. When x ∼ N (0, C), the operation F 0.5 x ∼ N (0, F 0.5 CF 0.5 ) is an attempt to put color F on the original color C. When C = I, F 0.5 x results with only color F.
Equation (2) presents the geodesic covariance C(t) as a sum of rotated and scaled ellipses. It is convenient to show this by tracking a normal p-by-1 vector, x(t), where at time t = 0 N (0, B) , and at 0 < t < 1 x(t) ∼ N (0, C(t)) where C(t) is given by (2) . x ∼ N (0, M) is a hyper-ellipsoid whose axes are the eigenvectors, and the magnitude of the axes (the eigenvalues) determines the eccentricity of an ellipsoid must be positive. The matrix M in (1), (2) n ; hence, the eccentricity of the ellipse is now accentuated in a nonlinear manner. In (2), A 0.5 M n A 0.5 is coloring of x ∼ N (0, M n ) with the covariance at t = 0, where
is rotated due to the coloring operation. The scalar (n!) −1 t n in (2) is a simple scaling that expands (or shrinks) the ellipse in equal amounts in all directions. Thus, (2) is a sum of rotated ellipses (rotated and colored by A 0.5 at t = 0 where ellipses change their eccentricities (by M n ), are scaled (by (n!) −1 t n ), and the matrix M is related to (attempted) whitening of the boundary condition (B) at t = 1 by the boundary condition (A) at t = 0. The interpretation of the inverse covariance C −1 (t, A → B) is similar, but M n in (2) is whitened (sphered) by the boundary condition A −0.5 at t = 0 and we sum and subtract a series of whitened and scaled ellipses due to altering signs of (−1) n . Distance: The distance d(C 1 , C 2 ) between two matrices C 1 and C 2 can be interpreted as a measure of deviation (distance) from perfect whitening operation. We measure the quality of whitening of a vector x ∼ N (0, C 2 ) by C 
IV. IMPLICATIONS FOR MATCHED FILTER DETECTION
The impact of using a linearly time-dependent covariance C lin (t) = A + (B − A)t instead of using geodesic time-dependent covariance C geo (t) in (1) on the standard matched filter detection algorithm [3] , [4] is easy to see when we assume that the true time-dependent covariance is the geodesic covariance. The time-dependent detection score (S) for a matched filter (MF ) detector is given by
where δ is the target vector, and the zero mean test vector x is distributed as x(t)|H 0 ∼ N (0, C geo (t)) under the H 0 (target absent) scenario and as x(t)|H 1 ∼ N (δ, C geo (t)) under the H 1 (target present scenario). We have two choices for C −1 (t) in computing detection scores: with 
Due to the imperfect whitening by C lin , the score variances Var lin ≥ Var geo and the detection and false alarm probabilities (given by the cumulative probability density of the H 1 and H 0 scores, respectively) are worse when the naive linear time-dependent covariance is used: P detect (linear) ≤ P detect (geodesic) for a given value of false alarm probability, and the false alarm probability P false (linear) ≥ P false (geodesic) for a given value of probability of detection.
V. RESULTS
We explored (with simulations) the difference between C geo (t) and C lin (t). We also experimented with linear interpolation in the inverse space A −1 → B −1 and compared it to C −1 geo (t) in (1). We found that the volume of C lin (t) (volume equals the product of eigenvalues) is always larger than that of C geo (t), V (C lin (t)) > V (C geo (t)), and that the instantaneous distance d(t) = d(C geo (t), C lin (t)) can be up to tens of percents of the distance d (A, B) . The objective of detection is to separate two populations H 0 and H 1 , where the orientation of H 1 depends on the target direction, and detection is implemented with a specific algorithm (e.g., MF, spectral angle mapper, adaptive cosine estimator). The volume of C(t) is related to separation between H 0 and H 1 data. As the separation increases, the detection performance improves.
As the H 0 space increases in the direction of the target, the H 1 target space is more likely to be hidden inside the H 0 space and separation between x|H 0 and x|H 1 is more difficult. As the H 0 space (i.e., the volume of C(t)) increases, the performance of a detector deteriorates because one must set a higher threshold around the H 0 data to minimize false alarm at the price of reduced probability of detection. When the change of volume is due to shape (structure) of C(t), i.e., rotation of eigenvectors and change in relative magnitude of eigenvalues, the detection scores (which depends on target direction) will be affected.
We present field data C(t) and compare it to geodesic C geo (t) that is estimated from the boundary conditions C(t 0 ) and C(t 1 ) of the data-even though there is no guarantee that field data will be geodesic (as previously discussed). The measurements were collected on February 20, 2013 at MESH Inc., Oxford, Pennsylvania with MCAD sensor operating at 30 spectra/s acquisition rate; 8 cm −1 resolution; spectral range 770 cm −1 to 1650 cm −1 . The measurements were conducted at very variable conditions in order to maximize the change in the field data C(t). During the time of the measurements (12:32 to 12:36, local time) clouds drifted in and out of the field of view of the sensor that was pointing at 20
• above the horizon; temperature changed from 271.6 K to 271.2 K (below freezing); relative humidity 57%; dew point −8.9
• C to −9.44 • C; high wind speed 4.9 m/s to 5.8 m/s with gusts; wind direction 302
• to 322
• . We selected 40 bands (p) uniformly spaced between 850 and 1150 cm −1 and computed C(t) with 250 spectra (m), and 350 spectra for the boundary conditions in order to enhance the quality of the boundary estimates A and B. Hence, the ratio m/p in Wishart statistics was low (6.25) and therefore we used the algorithm of Ben-David and Davidson [14] to estimate C(t).
The effect of variable conditions during the measurements is shown in the broadband radiance (integrated over all spectral bands) in the bottom panel of Fig. 1. In Fig. 1 (top panel) , we show the distance between the geodesic C geo (t) and the field data C(t). In the upper plot, we also show the distance Fig. 1 . The figure shows that much of the distance between C geo (t) and C(t) falls below the line d(I, 2I) and thus suggests that the predicted C geo (t) is "close" to the field data. Furthermore, the effect of uncertainty Var(C(t)) of the sampled field data C(t) due to the small number of spectra (vectors) on computing the distance between C geo (t) and C(t) ± [Var(C(t))] 0.5 is about 8 distance-units for the first and last third portions of the data t < 1/3 and t > 2/3, and 16 distance-units between 1/3 < t < 2/3; hence, C geo (t) is within the variation of C(t).
In Fig. 2 (top panel) , we show the three distances: C lin (t) to the field data C(t), C geo (t) to C(t), and C lin (t) to C geo (t). In comparing these distances, we regard the field data C(t) as "error free" in order to explore the difference between C geo (t) predictions and the "naive" C lin (t) predictions. The figure (top panel) shows that the distance between C geo (t) and C lin (t) is small, but nevertheless, the distance C lin (t) to C(t) is larger than the distance C geo (t) to C(t); the ratio between the two is shown in the bottom panel (y-axis on the left) to be up to two-folds; hence, the geodesic prediction is much closer to the field data than the linear predictions. In the middle panel, we show the logarithm of the p-D volume, log(V ) = log(eigenvalues), for the hyper-ellipsoids, C(t), C lin (t), and C geo (t). The figure shows that the volume of C lin (t) is much larger than of C geo (t); the ratio V lin (t)/V geo (t) = exp[log(V lin (t)) − log(V geo (t))] is shown in the bottom panel (y-axis on the right) to be up to 80-fold.
In Fig. 3 , we show the signal-to-noise ratio (SN R) for a matched filter detector for the following scenarios: C(t)), x(t)|H 1 ∼ N (δ, C(t)), C(t) is the field data. The SN R [4] 
SNR solely determines the performance of MF detectors [Ch. 4.3.2 in 4]. The optimal whitening is done with the data C −1 (t) for which SN R data is optimal. However, in most scenarios, C(t) is not available and we resort to prediction for C −1 (t). The target vector δ was chosen to be the 1 vector (all p elements equal to 1) in order to give equal weight to all the p eigenvectors (directions) of C(t) and was scaled to have a norm of 0.1. SN R is highly dependent on the spectral direction of the target with respect to the eigenvectors of C(t). Fig. 3 shows that SN R using the geodesic predictions for whitening, for this target, is higher (by ∼3.6 on average) than if linear predictions are used for whitening. However, the drop of SN R from the optimal SN R (top curve) shows that the geodesic SN R predictions are not very good near the middle of the time interval (t ∼ 0.4) where large changes in radiance occur (see Fig. 1 , bottom panel, for t around 100 to 150 s).
VI. CONCLUSION
Time-dependent covariance matrix C(t) is important in remote sensing and hyperspectral detection theory. The difficulty is that C(t) is usually available only at C(t 0 ) = A and C(t 1 ) = B whereas C(t 0 < t < t 1 ) is needed for detection algorithms. We presented the Riemannian manifold of positive definite symmetric matrices as a framework for predicting geodesic time-dependent covariance matrix C(t 0 < t < t 1 ). The geodesic path for C(t) is the shortest and most efficient path (minimum energy) between two boundary conditions. In this letter, we wanted to introduce the relevance of the geodesic concept to the hyperspectral remote sensing community. The path for inverse covariance C −1 (t) from A → B is also geodesic (inverse covariance matrices play a key role in detection theory). We compared the geodesic covariance and the naive linearly predicted covariance C lin (t) that linearly traverses the path A → B in simulations and in field data and showed the difference in performance of matched-filter detection algorithm. We showed that the volume of the geodesic covariance is smaller than that of C lin (t) and thus using C geo (t) will increase the separation between the H 0 and H 1 detection scores and the detection performance will improve (false alarm and detection probabilities depend on the detection algorithm and location of targets). The distance d(C 1 , C 2 ) is interpreted as deviation from sphericity in attempting to whiten one matrix by the other. We presented the covariance C geo (t) as the sum of scaled, stretched, contracted, and rotated elliptical covariance matrices. For hyperspectral vector x(t) ∼ N (0, C(t)), we interpret the geodesic time-dependent covariance a sum of rotated ellipses (rotated and colored by the boundary condition A 0.5 at t = 0) where ellipses change their eccentricities (by M n ), are scaled (by (n!) −1 t n ), and the matrix M is related to (attempted) whitening of the boundary condition at t = 1 (covariance B) by the boundary condition at t = 0 (covariance A). The eigenvalues and the eigenvectors of C geo (t) are time dependent; thus, in simulations for C(t), we suggest to construct C(t) = U(t)Λ(t)U T (t). Although there is no guarantee that covariance data will necessarily follow a geodesic path (in the same way that airplanes do not always fly in the shortest path between two cities along great circles), the geodesic time-dependent covariance C(t) is of value as a concept that gives insight to hyperspectral remote sensing algorithms where C(t) plays a key role.
