Most distortion correction methods focus on simple forms of distortion, such as radial or linear distortions. These works undistort images either based on measurements in the presence of a calibration grid [1]-[3], or use multiple views to find point correspondences and predict distortion parameters [4]- [6] . When possible distortions are more complex, e.g. in the case of a camera being placed behind a refractive surface such as glass, the standard method is to use a calibration grid [7], [8] . Considering a high variety of distortions, it is nonviable to conduct these measurements. In this work, we present a single view distortion correction method which is capable of undistorting images containing arbitrarily complex distortions by exploiting recent advancements in differentiable image sampling introduced by [9] and in the usage of semantic information to augment various tasks. The results of this work show that our model is able to estimate and correct highly complex distortions, and that incorporating semantic information mitigates the process of image undistortion.
I. INTRODUCTION
One way intelligent systems are able to perceive and interact with complex environments is vision, thus, they are highly reliant on a wide variety of computer vision algorithms, such as object detection, semantic segmentation, or depth estimation. The propagation of errors caused by geometric image distortions has a negative effect on the accuracy of these algorithms, therefore it is critical to correct them.
Camera based driver assistance and autonomous driving systems are no exception, as the camera is usually placed behind the vehicle's windshield, which typically consists of two curved sheets of glass with a plastic layer laminated between them. The curvature, deviation in thickness and inconsistency in the parallelism of the two surfaces, causes geometric distortions. Measuring ground truth distortions caused by various glass surfaces requires laboratory setups, making the collection of large training sets -and as a consequence using standard supervised learningunfeasible.
Our contribution is threefold. First, we present a scalable deep learning approach that can correct arbitrarily complex nonlinear distortions. Second, we construct two data sets comprising of real-world (KITTI odometry [10] ) and synthesized (Carla [11] ) images and corresponding semantic segmentation, on which we apply parametric distortions sampled from a distribution derived from real-world measurements in the presence of different windshields. Third, we train our network in an end-to-end manner without using hard to obtain ground truth distortions as supervision, and instead leverage recent advancements in differentiable image sampling to formulate a loss based on Multi-Scale Structural Similarity Index Metric (MS-SSIM) [12] .
Our experiments on both data sets show that our model is able to estimate highly complex distortions. Moreover, the network does not only estimate the distortions, but it produces directly the undistorted image and segmentation also.
II. PREVIOUS WORK
In this section, we summarize the studies related to our approach. First, a brief overview of existing work addressing the problem of geometric distortion correction is provided. Second, various successful use cases of semantic guidance are presented, including distortion correction. Third, current progress of spatial transformer networks and their applications is described, which is a main unit of our distortion correction system.
A. Distortion Correction
Most of the literature focuses on simple forms of distortions, such as radial distortions. According to [13] , radial distortions are the main components of distortions caused by lenses in addition to decentering distortions and thin prism distortions. There are two major approaches for correcting radial distortions in the literature. The first involves using point correspondences of two or more images [4] - [6] , while the second is based on finding distorted straight lines in single images and estimating the distortion parameters [1]- [3] .
In contrast with these methods, in [14] a CNN based model is introduced, which predicts radial distortion parameters based on single input images. In [15] fisheye distortion parameters are estimated by CNNs. Another achievement is that both networks in [14] and [15] are trained on synthetically distorted images, but it is demonstrated that they achieve similarly good results in undistorting images containing real distortions.
Only a few studies have conducted experiments for more complex distortions. In [7] a calibration grid is used to measure aircraft windscreen distortions and a decision-tree-based classifier is introduced which classifies the distortions as acceptable or not. In [16] and [17] , the distortions caused by a car's front window are estimated with the help of a calibration grid in order to create head-up displays (HUD), which show important information directly in the field of view of the driver. The disadvantage of utilizing a calibration grid is that the measurements need to be conducted for each kind of distortion separatelyhence the method is not scalable.
B. Semantic Guidance
Semantic segmentation is understanding an image at pixel level i.e, an object class (e.g. car, road, pedestrian, ...) is assigned to each pixel in a given image. A number of studies have investigated the potential utilization of semantic labels for solving various problems.
In [18] , an end-to-end deep convolutional neural network is proposed, which learns to capture semantic information, and uses that information for image harmonization. A multi-context embedding network, which integrates high-level semantic labels and low-level image details is proposed for automatic shadow removal from single images in [19] . Single image depth estimation is achieved in [20] by first performing a semantic segmentation of the scene and using the semantic labels to guide the 3D reconstruction. The task of optical flow estimation is also enhanced by modelling motions as a function of the classes present in the images [21] .
By knowing semantic labels, the correction of distortions can also be augmented, due to objects of different classes having different geometric properties (e.g. buildings have straight borders, while cars usually do not). This property is exploited in [15] to facilitate estimating fisheye distortion parameters and correcting the distortions.
C. Spatial Transformer Module
Spatial transformers introduced in [9] are modules which can be incorporated into any CNN to augment various problems, and are composed of three parts. The first part is the localization network, which takes an input feature map or input image and produces the parameters of the chosen TRAFFIC SIGNS transformation. The second generates a sampling grid based on the predicted transformation parameters. The third part is a differentiable sampler, which transforms the input using the generated sampling grid. The task of these modules is to achieve real spatial invariance by automatically transforming input images or feature maps to a prototype instance before they are used for classification or other tasks. Recent successful use-cases of spatial transformers include handwritten digit classification [9] on distorted MNIST [22] data set, recognition of sequences of numbers [9] on Street View House Numbers (SVHN) [23] and scene text recognition [24] .
III. DATA SETS
In order to demonstrate that our model is able to undistort both synthetic and real-world images, we construct two data sets, Distorted Carla (DC) and Distorted KITTI (DK).
Distorted Carla is composed of 10, 000 synthetic images and their corresponding semantic labels generated using Carla driving simulator [11] . The labels which are provided by Carla are presented in Table I . We generate the images with autopilot turned on, at a fixed time-step of 0.2 seconds, using weather preset ClearNoon, having 128 vehicles and 256 pedestrians spawned on the map Town01.
Distorted KITTI is comprised of 15, 223 images originating from sequences 00 to 06 of KITTI odometry [10] data set.
The geometric distortions are defined as a grid containing displacement vectors δ = [δ xi , δ yi ] for each pixel in the image. We apply distortions synthetically on the images and corresponding semantic labels. As a second step, we interpolate the color values in the sampled images using bilinear interpolation, and the semantic labels using nearest-neighbour interpolation. The set of distortions used in our experiments is drawn from real-world windscreen distortion distribution data, covering a wide range of parameter settings.
IV. OUR APPROACH First, we introduce our parametric distortion model. Then, we specify the architecture of our deep network. We close this section with a description of how our model is trained.
A. Distortion Model
In [25] it is shown, that a pair of thin plate splines (TPS), one representing the x-component and the other the y-component form a map from R 2 to R 2 , which can model biological deformations, e.g. in the case of Apert syndrome. We model geometric distortions with thin plate spline pairs.
The transformed coordinates f tps (G i ) at image coordinate G i = [x i , y i ] assuming n control points are given, are defined as
For our purpose, we use n = 16 control points, but it is possible to use more points to model arbitrarily complex distortions. The target control points P = [p 1 , p 2 , . . . , p n ] ∈ R 2×n in our case are fixed and evenly distributed on a 4 × 4 grid, whereas source control points P = [p 1 , p 2 , . . . , p n ] ∈ R 2×n have to be localized on the distorted image in order to interpolate the displacements between them.
The first term of f tps (·) is an affine transformation A = [a 1 , a 2 , a 3 ] ∈ R 2×3 . The second term represents the non-affine deformation, where the radial basis kernel corresponding to TPS transformation is ϕ(r) = r 2 log(r), with r denoting the Euclidean distance between two points, while W = [w 1 , w 2 , . . . , w n ] ∈ R 2×n is a warping coefficient matrix. The transformation parameter θ containing the two terms is calculated by
where L −1 is the inverse of the padded kernel matrix L which is computed based on the target control points and is given by
Here, K ∈ R n×n is defined by
where r ij denotes the Euclidean distance between target control points p i and p j . In order to undistort images we need the displaced coordinates for each point in the undistorted reference grid G = [G 1 , G 2 , · · · , G N ], where N is the total number of pixels in the undistorted image. Thus, we first define matrix K ∈ R N ×n which contains radial basis kernel values of Distorted Carla data set. The task is to localize source control points in the distorted image (large blue dots). Since the target control points (large green dots) are fixed, we are able to generate a sampling grid (small blue dots) using thin plate spline interpolation, based on which we can undistort the image.
the pairwise distances of undistorted grid points and target control points and is defined by
where r ij denotes the Euclidean distance between grid point G i and target control point p j . Let τ θ (G) be the distorted grid consisting of displaced coordinates, where τ θ is a transformation of choice parameterized by θ. The distorted grid is given by
B. Proposed Architecture
We employ an end-to-end architecture which takes a single distorted image I as input, and outputs the undistorted image I and its corresponding semantic labels (Figure 3 ). Our architecture processes the input in two steps: a feature extraction step, and a distortion correction step.
Feature Extraction: First, low-level features are extracted by the core network, for which we use ResNet-18 [26] pretrained on ImageNet [27] and remove the top two layers.
The model includes a semantic segmentation network, as in [15] , which provides high-level semantics for undistorting the images. The segmentation network takes the extracted feature maps with channel dimension 512 and the distorted image as input and outputs high-level semantics. The feature maps are first upsampled using five resize-convolution layers [28] . Each of these layers upsamples the input feature map by a factor of two using nearest-neighbour sampling (Upx2), then Fig. 3 . Schematic diagram of the proposed model composed of three main processing units: the core network (green), the semantic segmentation network (red), and the spatial transformer module (light blue). First, low-level features are extracted using the core network. The semantic segmentation module then combines the input image with the upsampled low-level features and produces pixel-level semantic labels. The spatial transformer module fuses the extracted low-level features with high-level semantics and the input image, and predicts the transformation parameters, based on which the sampling grid is generated, and the output (undistorted) image and segmentation are produced. applies a convolution with kernel size 3, stride 1 and padding 1, followed by batch normalization [29] and a parametric rectified linear unit (PReLU) [30] .
After five such blocks, the upsampled feature maps are concatenated with the input image, and are further upsampled using two resize-convolution layers. They are then passed to a Conv4x4-BN-PReLU block. Finally, a Conv4x4 layer produces the pixel-level semantic labels, corresponding to the 13 classes which Carla provides as ground truth.
Distortion Correction: Once the control points have been localized, the model generates a sampling grid containing 2D pixel coordinates using Equation (6) . Finally, a Spatial Transformer Sampler [9] takes the sampling grid, the distorted image and semantic segmentation to produce the undistorted image and segmentation (Figure 4 ). Both the Fig. 4 . The undistorted grid points G i (green) are transformed to distorted grid points τ θ (G i ) (dark blue). The pixel values in the undistorted image are calculated by bilinear sampling from the nearby pixel values (light blue). The undistorted semantic labels are the semantic labels nearest to the transformed points.
sampling grid generator and the sampler are differentiable, thus, end-to-end learning using gradient descent is possible.
C. Model Training
In the section that follows, we detail our training method, including network initialization, training loss function and hyperparameters.
Network Initialization: The model parameters are initialized using "He" uniform initialization described in [30] , except for the last fully connected layer in the control point localization network, where weights are set to zero, and biases are set to initially produce the target control points, similarly to [24] .
Training Loss: We experiment with various settings of training loss functions. In order to enforce reconstruction of both the image and the semantic labels, we employ a joint loss.
For the former, we propose to use the reconstruction loss L r based on MS-SSIM [12] , which involves computing single-scale structural similarity on multiple scales, measuring the similarity of two image patches in luminance, contrast, and structure. This metric is proper in case of training our model on data sets containing real-world distortions, since ground truth sampling grid is hard to obtain in those scenarios. The proposed loss is given by
Since we applied synthetic distortions, we are able to calculate the ground truth sampling grid for undistorting the images. Therefore, we investigate whether minimizing directly the grid loss gives better results than L r from Equation (7) . The grid loss is formulated as where τ θ (G) is the estimated sampling grid, whileτ θ (G) is the ground truth sampling grid.
For semantic segmentation, we use L s , which we calculate as the mean of pixel-wise cross-entropy between the ground truth distorted and predicted distorted semantic labels.
The final loss of our network is composed of a weighted sum of all three losses:
where {λ i } is a set of weighting coefficients to balance the loss functions. We set λ 1 = 100, λ 2 = 0.25 empirically.
Training Method: We use Adam [31] optimization and minibatch gradient-descent, with batch size of 8. The learning rate is set to 10 −3 , except for the core network, where we use 5 · 10 −4 . During fine-tuning on sequences 01 to 06 of Distorted KITTI, we set the learning rate of the semantic segmentation network to 0, because no ground truth semantic labels are provided.
V. EXPERIMENTAL RESULTS
We split Distorted Carla and Distorted KITTI into training and test sets. We train the networks on Distorted Carla Train (8,000 images) for 10 epochs, while we test the models on both Distorted Carla Test (2,000 images) and on sequence 00 of Distorted KITTI (4,539 images). We fine-tune the previously trained networks on sequence 01 − 06 of Distorted KITTI (10,684 images) for another 10 epochs and test the fine-tuned models on sequence 00.
Since we synthetically generate the applied distortions, we are able to measure the performance of our model quantitatively by calculating the residual distortion norm measured in pixels for each pixel on each image and computing the mean and standard deviation over all the pixels in all images, contrary to previous work [15] where only qualitative metrics were used, such as Peak Signal-to-Noise Ratio (PSNR) or MS-SSIM [12] .
In Table II we report mean and standard deviation of distortion norms in pixels in the original distorted test images, which we use as a comparison to the residual distortion error norms after distortion correction. The mean and standard deviation of residual distortion norms in pixels after distortion correction for different settings of our method are summarized in Table III. We conducted various experiments using different configurations of the training loss function. It can be seen, that employing semantic loss reduces the residual error in general, except in the case where it is used alongside both The model which performs the best on Distorted Carla Test uses reconstruction loss and segmentation loss, whereas on Distorted KITTI 00, the best performing model uses grid loss together with segmentation loss. Among the fine-tuned models, the model which achieves the lowest mean residual distortion norm is also the one using grid loss and segmentation loss.
The fine-tuned models do not achieve significantly better performance when using grid loss instead of reconstruction loss, so it is possible to train our network without obtaining ground truth sampling grid, which simplifies the training and usage of our model.
VI. CONCLUSION AND FUTURE WORK
In this work we have demonstrated a deep-network based system that can correct arbitrarily complex distortions and have illustrated its accuracy for the highly nonlinear distortions caused by vehicles' windshields. We have also shown, that training on synthesized data, the model is able to generalize to real-world scenes. Additionally, we demonstrated that incorporating semantic information mitigates the process of image undistortion. It is possible to train our model using real-world distortions instead of synthetic distortions, since only the distorted image is needed as input, and the undistorted image as supervision for the fine-tuning phase. In the future, we want to test the model in real-world scenarios, and to quantify the impact of our algorithm on the performance of end-to-end computer vision pipelines.
