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MODULI SPACES, INDECOMPOSABLE OBJECTS AND POTENTIALS
OVER A FINITE FIELD
GALYNA DOBROVOLSKA, VICTOR GINZBURG, AND ROMAN TRAVKIN
ABSTRACT. Given an Fq-linear category such that the moduli space of its objects is a smooth Artin
stack (and some additional conditions) we give formulas for an exponential sum over the set of abso-
lutely indecomposable objects and a stacky sum over the set of all objects of the category, respectively,
in terms of the geometry of the cotangent bundle on the moduli stack. The first formula was inspired
by the work of Hausel, Letellier, and Rodriguez-Villegas. It provides a new approach for count-
ing absolutely indecomposable quiver representations, vector bundles with parabolic structure on a
projective curve, and irreducible e´tale local systems (via a result of Deligne). Our second formula
resembles formulas appearing in the theory of Donaldson-Thomas invariants.
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1. MAIN RESULTS
1.1. Exponential sums. Fix a finite field k and an additive character ψ : k → Q¯×ℓ . Let C be a k-
linear (not necessarily abelian) Karoubian category (so, C has finite direct sums). Let [ObC ] denote
the set of isomorphism classes of objects of C . We fix a function φ : [ObC ]→ k, usually referred to
as a ‘potential’. such that φ(x⊕ y) = φ(x)+φ(y) for all x, y ∈ [ObC ]. We also fix a finite set I and a
k-linear functor F : x 7→ F (x) = ⊕i∈IFi(x), from C to the category of finite dimensional I-graded
vector spaces such that F does not kill nonzero objects. The I-tuple v := (dimFi(x))i∈I ∈ ZI≥0 is
called the dimension (or dimension vector) of an object x of C . We assume that for any v, the set
[Obv C ], of isomorphism classes of objects of dimension v, is finite. In this paper, we are interested
in the following exponential sums:
Ev(C , F, φ, ψ) =
∑
x∈[Obv(C)]
ψ(φ(x)), stackyEv(C , F, φ, ψ) =
∑
x∈[Obv(C)]
1
#Aut(x) · ψ(φ(x)), (1.1.1)
where Aut(x) denotes the group of automorphisms of x. Our main result provides, for certain
interesting classes of triples (C , F, φ), a formula for each of these sums in geometric terms.
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In order to use geometry, we assume that our category C has a well-behaved moduli space of
objects in the sense that there exists a smooth Artin stack X(C ), over k, and an identification of
groupoid X(C )(k), of closed k-points of X(C ), with the groupoid of objects of C . Furthermore,
we assume that the data discussed in the previous paragraph is compatible with the stack struc-
ture as follows. We assume that one has a direct sum morphism ⊕ : X(C ) × X(C ) → X(C ). Let
prj : X(C ) × X(C ) → X(C ), j = 1, 2, denote the projection to the j-th factor. We assume that the
potential comes from a regular function X(C )→ A1, to be also denoted by φ again, which is addi-
tive in the sense that one has⊕∗φ = pr∗1φ+pr
∗
2φ. Further, we assume given, for each i ∈ I , a locally
free sheaf Fi on X(C ) equippedwith an additivity isomorphism: ⊕
∗Fi ∼= pr
∗
1Fi⊕pr
∗
2Fi and, for all
x ∈ X(C )(k), with an isomorphism of the geometric fiber of Fi at x with Fi(x). Finally, we require
that the direct sum morphism and the additivity isomorphism satisfy appropriate associativity
constraints and are compatible with the natural isomorphisms F (x⊕ y) ∼= F (x)⊕ F (y).
There are two classes of examples of the above setting.
Examples of the first class, to be discussed in more detail in §1.4, are categories of parabolic
bundles on a smooth geometrically connected projective curve C over k with a fixed set of k-
rational marked points. The functor F assigns to a parabolic bundle the direct sum of its fibers
over the marked points. In the most basic special case of the category of vector bundles (without
parabolic structure), one chooses an arbitrary k-rational point c ∈ C and let the functor F send
a vector bundle to its fiber over c. There are various modifications of the above setting. For
example, one can consider categories of framed coherent sheaves on a projective variety, cf. [MR]
and [Me, Example 3.7], in which case the functor F is taken to be the functor of global sections. In
those cases It is also interesting to consider the category of locally projective modules over a fixed
hereditary order on C , cf. [CI]. In all these cases, there are no nonconstant potentials φ.
Examples of categories of the second class are the categories A-mod of finite dimensional mod-
ules over a smooth associative k-algebra A. Recall that A is called smooth if the kernel of the map
A ⊗ A → A, given by multiplication, is finitely generated and projective as an A-bimodule. It is
known that this condition insures that the stack X(A-mod) is smooth. Path algebras of quivers
and coordinate rings of smooth affine curves are examples of smooth algebras. Any localization
of a smooth algebra, eg. a multiplicative version of a path algebra, is smooth. We let F be the
forgetful functor that assigns to an A-moduleM the underlying k-vector space. Given an element
a ∈ A/[A,A], there is an associated potential φa : X(A-mod) → A1, M 7→ φa(M) := tr(a,M),
the trace of the a-action in M . In the case where A is the path algebra of a quiver Q, we get the
category of finite dimensional representations of Q; here, the finite set I is the vertex set of Q and
an element of A/[A,A] is a linear combination of oriented cycles, i.e. cyclic paths, in Q.
Remark 1.1.2. The category A-mod is abelian and the forgetful functor is faithful. On the contrary,
categories from the first class, such as the category of vector or parabolic bundles, are only quasi-
abelian (usually not abelian) and the functor that sends a vector bundle to a direct some of finitely
many fibers is, typically, not faithful. ♦
An important additional source of categories where our results are applicable comes from con-
sidering stability conditions on quasi-abelian categories. In more detail, let C be a quasi-abelian
category equipped with a stability condition, cf. [An]. Any object x ∈ C has a canonical Harder-
Narasimhan filtration x = x0 ⊃ x1 ⊃ . . ., of finite length. Given a segment S ⊂ R (or a sector
in the upper half plane, in the framework of Bridgeland stability) let CS be a full subcategory of
C whose objects are the objects x ∈ C such the slope of xj/xj+1 is contained in S for all j. The
moduli stack X(CS) is easily seen, see e.g. [KS2], to be an open substack of X(C ). Hence, X(CS) is
a smooth Artin stack whenever so is X(C ). Thus, starting with a data (C , F, φ), where C is either
the category of modules over a smooth algebra or the category of parabolic bundles, the results of
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this paper apply to the triple (CS, F, φ), for any choice of stability condition on C and a segment S.
Fix a triple (C , F, φ) as above. For each dimension vector v = (vi)i∈I , let Xv(C ) be a substack
of X(C ) such that the restriction of Fi, i ∈ I , to Xv(C ) is a vector bundle of a fixed rank vi. Thus,
one has a decomposition X(C ) = ⊔
v∈ZI≥0
Xv(C ). We consider a stack Xv(C , F ) of ‘framed objects’
whose closed k-points are pairs (x, b), where x is an object of C of dimension v and b, the ‘framing’,
is a collection (bi)i∈I where bi is a k-basis of the vector spaceFi(x), cf. §6.2 for a complete definition.
The group GLv =
∏
i GLvi acts on Xv(C , F ) by changing the framing. One can show that the 1-
dimensional torus Gm ⊂ GLv, of scalar matrices, acts trivially on Xv(C , F ), so the GLv-action
factors through the group PGLv = GLv/Gm.
Remark 1.1.3. Forgetting the framing gives a GLv-torsor Xv(C , F ) → Xv(C ). There are canoni-
cal isomorphisms Xv(C , F )/GLv = Xv(C ) and Xv(C , F )/PGLv = Xv(C )/BGm. Here, BGm =
pt/Gm, the classifying stack, is viewed as the groupoid of 1-dimensional vector spaces equipped
with an operation of tensor product. Tensoring with a 1-dimensional vector space is a well de-
fined functor on a k-linear category, and this gives a natural action of BGm on X(C ). The stack
Xv(C , F )/GLv is aGm-gerbe overXv(C , F )/PGLv. One has dimXv(C , F )/PGLv = dimXv(C )/BGm =
dimXv(C ) + 1. ♦
We need some notation. Write Sv for the Symmetric group on v letters, so Sv =
∏
iSvi
is the Weyl group of PGLv. Let IrrSv be the set of isomorphism classes of irreducible Sv-
representations and let sign, resp. triv, denote the sign, resp. trivial, character. Let tv be the
Cartan subalgebra of pgl
v
formed by diagonal matrices. By the Chevalley isomorphism, we have
pgl∗
v
/PGLv = t
⋄
v
/Sv , where pgl
∗
v
/PGLv denotes the categorical quotient. We will define a Sv-
stable Zariski open subset t⋄
v
of tregv , see Definition 4.3.1, where t
reg
v ⊂ t∗v is the complement of root
hyperplanes.
Let T∗Xv(C , F ) be the cotangent stack of Xv(C , F ) and pglv = Lie PGLv. Associated with the
PGLv-action on T
∗Xv(C , F ), there is a moment map T
∗Xv(C , F ) → pgl
∗
v
. This map is PGLv-
equivariant, hence descends to a map µ : T∗Xv(C , F )/PGLv → pgl
∗
v
/PGLv, of stacky quotients
by PGLv. Further, the pull-back of the potential φ via the projection Xv(C , F )→ Xv(C ) is clearly
a PGLv-invariant function. Hence, this function descends to a function Xv(C , F )/PGLv → A1, to
be denoted by φ again. We obtain the following diagram
t⋄
v
×pgl
v
/PGLv pglv/PGLv
pr
−→ pgl∗
v
/PGLv
µ
←−− T∗Xv(C , F )/PGLv
q
−→ Xv(C , F )/PGLv
φ
−→ A1.
(1.1.4)
Here, pr is the second projection and q is induced by the vector bundle projection T∗Xv(C , F ) →
Xv(C , F ).
Write ASψ for the Artin-Schreier local system on A1 associated with the additive character ψ
and grW(−) for an associated graded with respect to the weight filtration.
Proposition 1.1.5. Let (C , F, φ) be a triple satisfying all the conditions above. Then, for any dimension
vector v, the constructible complex grW (pr
∗µ!φ
∗ASψ) is a constant sheaf on t
⋄
v
×pgl
v
/PGLv pglv/PGLv.
The image of the map pr in (1.1.4) has the form pgl⋄
v
/PGLv, where pgl
⋄
v
is a PGLv-stable Zariski
open and dense subset of the set of regular semisimple elements of pgl∗
v
∼= pgl
v
. Therefore, pr is a
Galois covering with Galois group Sv and the sheaf µ!φ
∗ASψ
∣∣
pgl⋄
v
PGLv
is a locally constant sheaf
on pgl⋄
v
/PGLv, by the above proposition. A k-rational coadjoint orbit O ⊂ pgl
⋄
v
gives a point of
(pgl⋄
v
/PGLv)(k) and one has a short exact sequence
1→ πarith1 (t
⋄
v
×pgl
v
/PGLv pglv/PGLv) −→ π
arith
1 (pgl
⋄
v
/PGLv)
u
−→ Sv → 1
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where the group in themiddle is the arithmetic fundamental group of pgl⋄
v
/PGLv atO ∈ pgl
⋄
v
/PGLv.
The stack MO = µ
−1(O) may be viewed as a stacky Hamiltonian reduction with respect to the
moment map T∗Xv(C , F )→ pgl
∗
v
. Thanks to the proposition above, the monodromy action of the
subgroup Ker(u) ⊂ πarith1 (pgl
⋄
v
/PGLv) on the cohomologyH
q
c (MO, φ
∗ASψ) = H
q
c (µ!φ
∗ASψ|O
)
is
unipotent. It follows that for any ρ ∈ IrrSv one has a well-defined space H
q
c (MO, φ
∗ASψ)
〈ρ〉, the
generalized isotypic component of ρ under the monodromy action.
To state our main result about exponential sums it is convenient to package the sums in (1.1.1)
into generating series. To this end, let (zi)i∈I be an I-tuple of indeterminates and write z
v :=∏
i∈I z
vi
i . Put v · v =
∑
i∈I v
2
i and |v| =
∑
i∈I vi. We form the following generating series
E(C , F, φ) =
∑
v
zvEv(C , F, φ),
stackyE(C , F, φ) =
∑
v
(−1)|v| · zv · q
v·v
2 · stackyEv(C , F, φ).
Wewill assume that for each v the stack Xv(C ) has finite type. It follows that the set [Obv C ] :=
[Xv(C )(k)] is finite. We put dv = dimXv(C ) + 1 +
v·v−|v|
2 + 1. Let TrFr |H
q
c (MO, φ
∗ASψ)
〈ρ〉 denote
the alternating sum of traces of the Frobenius. Finally, write Exp for the plethystic exponential.
Then, we
Theorem 1.1.6. Let k = Fq, let O ⊂ pgl
⋄
v
be a coadjoint orbit defined over k, andMO := µ
−1
v
(O)/PGLv.
Then, one has the following equations:
E(C , F, φ) = Exp
(∑
v>0
zv · q−dv · Tr
Fr
|H
q
c (MO, φ
∗ASψ)
〈sign〉
)
(1.1.7)
stackyE(C , F, φ) = Exp
(
1
q
1
2 − q−
1
2
·
∑
v>0
zv · q−dv · Tr
Fr
|H
q
c (MO, φ
∗ASψ)
〈triv〉
)
. (1.1.8)
Remarks 1.1.9. (i) The quantity v·v−|v|2 is the dimension of the flag variety for the group PGLv.
(ii) We have Tr
Fr
|H
q
c (Xv(C )/BGm, Q¯ℓ) = (q − 1) · TrFr |H
q
c (Xv(C ), Q¯ℓ) and dimXv(C ) + 1 =
dimXv(C )/BGm. In many cases, including all the examples considered in this paper, one has an
equality dv =
1
2 dimMO. Also, the stack MO in Theorem 1.1.6 is, typically, a smooth scheme,
cf. §9.
(iii) The equations of Theorem 1.1.6 have motivic nature. In particular, there are counterparts
of these equations in the case where k = C, the field of complex numbers. In that case, the natu-
ral analogue of the function ψ ◦φ is the exponential function eφ. The analogue of the exponential
sum stackyE(C , F, φ) is an element [[Xv(C ), e
φ]]
[[PGLv]]
, where [[PGLv]] is the motive of PGLv, [[Xv(C ), e
φ]]
is a class in the Grothendieck group of the category of exponential monodromic mixed Hodge struc-
tures defined by Kontsevich and Soibelman [KS2], and the fraction is an element of an appropriate
localization of the Grothendieck group. It will become clear from section 5 that the correct ana-
logue of the exponential sum E(C , F, φ) is the element [[I(Xv(C )), e
φ]]
[[PGLv]]
, where I(Xv) is the inertia
stack of Xv(C ). Finally, one can define a Hodge theoretic counterpart, [[MO, e
φ]]〈ρ〉, of the quantity
Tr
Fr
|H
q
c (MO, ℘
φ)〈ρ〉.
(v) The motivic counterpart of formula (1.1.8) with φ = 0 implies, in a special case where C
is the category of representations of a symmetric quiver and zero potential, a special case of the
‘positivity and integrality conjecture’ for DT-invariants due to Kontsevich and Soibelman [KS2].
This special case of the conjecture has been proved in [HLV1] (cf. also [DM] in the general case).
We believe that formula (1.1.8) might be relevant for understanding the conjecture in full general-
ity. The essential point is that, in the case of quiver representations, the stackMO is a scheme. In
such a case, formula (1.1.8) indicates that every coefficient in the motivic counterpart of the formal
power series Log(stackyE(C , F, φ)) is an exponential motive of a scheme rather than a general stack.
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1.2. Counting absolutely indecomposable objects. For any finitely generated commutative k-
algebra K one defines K ⊗k C , the base change category, as a K-linear category whose objects
are pairs (x, α), where x is an object of C and α : K → End(x) is an algebra homomorphism, to
be thought of as a ‘K-action on x’. A morphism (x, α) → (x′, α′), in K ⊗k C is, by definition, a
morphism u : x→ x′ in C such that α′(a) ◦u = u ◦α(a) for all a ∈ K . By construction, the algebra
K maps to the center of the categoryK⊗kC . It is easy to show that if the category C is Karoubian,
resp. exact, then so is K ⊗k C .
In the case where K is a finite field extension of k, the natural forgetful functor K ⊗k C → C is
known to have a left adjoint functor C → K ⊗k C , x→ K ⊗k x, see [So, §2].
Definition 1.2.1. An object x of C is called absolutely indecomposable ifK⊗kx is an indecomposable
object ofK ⊗k C , for any finite field extensionK ⊃ k.
It turns out that the generating series E(C , F, φ) can be expressed in terms of absolutely inde-
composable objects. Specifically, write
LetAIv(C ), or AIv(C , k), be the subset of [Obv(C )] formed by the isomorphism classes of abso-
lutely indecomposable objects. Let EAI
v
(C , F, φ) be an exponential sum similar to Ev(C , F, φ), see
(1.1.1), where summation over [Obv(C )] is replaced by summation over the set AIv(C ). It follows
from a generalization of Hua’s lemma [H] that one hasE(C , F, φ) = Exp
(
EAI
v
(C , F, φ)
)
Therefore,
formula (1.1.7) yields the following result.
Theorem 1.2.2. Let k = Fq. Then, we have
EAI(C , F, φ) = q−dv · Tr
Fr
|H
q
c (MO, ℘
φv)〈sign〉.
In the special case φ = 0, the local system ℘φ reduces to a constant sheaf and Theorem 1.2.2
yields a formula for the number of isomorphism classes of absolutely indecomposable objects:
#AIv(C ,Fq) = q
−dv · Tr
Fr
|H
q
c (MO, Q¯ℓ)
〈sign〉. (1.2.3)
Fix a finite set I and write kI for the algebra of functions I → k, with pointwise operations.
Let A be a kI-algebra, i.e. an associative k-algebra equipped with a k-algebra homomorphism
kI → A (with a not necessarily central image). Let C = A-mod and let F be the forgetful functor.
Then, the stack Xv(C , F ) is nothing but the representation scheme Repv(A), so we have Xv(C ) =
Rep
v
(A)/GLv, the moduli stack of v-dimensional A-modules. The assumption that A be smooth
implies that Rep
v
(A) is a smooth scheme. Hence, Xv(C ) is a smooth Artin stack of dimension
dim
(
Rep
v
(A)/GLv
)
= dimExt1(x, x) − dimEnd(x), for any x ∈ Xv(C ).
To a large extent, our paper grew out of our attempts to better understand a remarkable proof
of Kac’s positivity conjecture by T. Hausel, E. Letellier, and F. Rodriguez-Villegas, [HLV1]. The
present paper provides, in particular, a new proof of the main result of [HLV1]. Our approach is
quite different from the one used in [HLV1].
In more detail, let C be the category of finite dimensional representations a quiver Q, equiva-
lently, the category A-mod where A is the path algebra of Q. In that case the varietyMO becomes
in this case a certain quiver variety. Our formula (1.2.3) is then equivalent to the main result of
[HLV1], modulo the assertion, proved in [HLV2], that the cohomology of quiver varieties is pure
and Tate, i.e. Hoddc (MO, Q¯ℓ) = 0 and the Frobenius acts onH
2j
c (MO, Q¯ℓ) as a multiplication by qj .
In particular, we have that Tr
Fr
|H
q
c (MO, Q¯ℓ) =
∑
j≥0 q
j · dimH2jc (MO, Q¯ℓ) is a polynomial in q
with non-negative integer coefficients, proving the Kac’s positivity conjecture.
Remark 1.2.4. The fact that the cohomology of the quiver variety is pure and Tate also follows,
using a deformation argument, cf. §10, from a much more general result of Kaledin [Ka] that says
that rational cohomology groups of an arbitrary symplectic resolution are generated by algebraic
cycles.
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1.3. Deformation to the nilpotent cone. The RHS of formulas (1.1.7)-(1.1.8) involve an arbitrarily
chosen coadjoint orbit O ⊂ pgl⋄
v
while the LHS of the formulas are independent of that choice.
Therefore, it is tempting to find a replacement of the cohomology of the stack MO by a more
canonical object. Below, we explain how to do this in the case of quiver representations (and zero
potential) or the case of parabolic bundles. In those cases, one can choose a stability condition
θ and consider the substack of θ-semistable objects of the stack T∗Xv(C , F )/PGLv and the corre-
sponding coarse moduli spaceMθ, a quasi-projective variety whose closed k¯-points are polystable
objects. In the case where C is the category of representations of a quiver Q, the coarse moduli
space is a GIT quotientMθ = Rep
v
Q¯/ θPGLv, where Repv Q¯ is the representation scheme of the
double of the quiver Q. In the case of parabolic bundles the corresponding coarse moduli space is
a well studied varietyMθ of semistable parabolic Higgs bundles, cf. [Y].
In the above setting, the GIT counterpart of the moment T∗Xv(C , F ) → pgl
∗
v
is a morphism
f θ : Mθ → pgl∗
v
/PGLv, where pgl
∗
v
/PGLv is a categorical quotient. An orbit O ⊂ pgl
∗
v
maps to
a point ηO ∈ g
∗/PGLv. The result below expresses the quantity in the RHS of (1.2.3) in terms of
a ‘limit’ of the cohomology of the generic fiber (f θ)−1(η) as η → 0, that is, the regular semisimple
orbit O degenerates to the nilpotent cone Nil ⊂ pgl∗
v
.
The dimension vector vwill be fixed throughout this subsection, sowe drop it from the notation
and writeG = PGLv, resp. g = pglv. Thus, t is the Cartan subalgebra of g andW = Sv is theWeyl
group. LetM⋄ := (f θ)−1(g⋄/G). This is a Zariski open and dense subset contained in the stable
locus ofMθ. Further, letMθnil = (f
θ)−1(0), a closed subvariety ofMθ. We also consider another
variety, Mθ0, a closed subset ofM
θ
nil. In the case of quiver representations,M
θ
0 is defined as the
image inRep
v
Q¯/ θGLv of the θ-semistable locus of the zero fiber of themomentmapRepv Q¯→ g
∗.
In the case of parabolic bundles, the variety Mθ0 is formed by the Higgs bundles such that the
Higgs field has no poles, equivalently, its residue at every marked point vanishes. Thus, one has
a commutative diagram:
Mθ0
  //Mθnil
fθ

  ı //
✷
Mθ
fθ

✷
M⋄? _
oo
fθ

✷
M⋄ ×t⋄/W t
⋄proooo

{0} 
 // g∗/G t⋄/W? _oo t⋄oooo
(1.3.1)
Here, ı, resp. , is a closed, resp. open, imbedding, and all squares in the diagram are cartesian.
The map pr, the first projection, in the above diagram is an unramified covering, so one has a
direct sum decomposition pr!Q¯ℓ = ⊕ρ∈Irr(W ) ρ ⊗ Lρ, where Irr(W ) is the set of isomorphism
classes of irreducible representations of the groupW , Lρ is an irreducible local system onM
⋄ and
Q¯ℓ stands for a constant sheaf onM⋄ ×t⋄/W t
⋄. Let IC(Lρ) be the IC-extension of Lρ (here, we use
an unconventional normalization such that IC(Lρ)|Mθ = Lρ is placed in homological degree zero
rather than − dimMθ). The following result will be proved in section §9.
Theorem 1.3.2. Let C be either the category A-mod for a smooth algebra A or the category of parabolic
bundles. Then, for any stability condition θ we have
(i) For any ρ ∈ Irr(W ), the sheaf ı∗ IC(Lρ) is a semisimple perverse sheaf on M
θ
nil, moreover, the
cohomology H
q
c (M
θ
nil, IC(Lρ)) is pure.
(ii) The support of the sheaf ı∗ IC(Lsign) is contained inM
θ
0. Furthermore, if θ is sufficiently general
then, in the ‘coprime case’, the map f θ is a smooth morphism and ı∗ IC(Lsign) is a constant sheaf onM
θ
0,
up to shift.
(iii) For anyO ⊂ g⋄, the scheme (f θ)−1(ηO) is smooth and one has an isomorphismMO ∼= (f
θ)−1(ηO),
of stacks.
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(iv) If C is either the category of quiver representations or the category of parabolic bundles then the
monodromy action on H
q
c (MO, Q¯ℓ) factors through aW -action and one has a canonical isomorphism
H
q
c (MO, Q¯ℓ)
ρ = H
q
c
(
Mθnil, ı
∗ IC(Lρ)
)
, ∀ ρ ∈ IrrW.
In particular, for θ sufficiently general in the ‘coprime’ case we have
Tr
Fr
|H
q
c (MO, Q¯ℓ)
sign = q−
1
2
dimMO ·#Mθ0(k). (1.3.3)
Remark 1.3.4. We expect that parts (i)-(iii) of the theorem hold for more general quasi-abelian cat-
egories whenever one can construct coarse moduli spacesMθ with reasonable properties. Quite
differently, the statement of part (iv) crucially relies on the fact thatMθ is a semi-projective variety
in the sense of [HV2]. We do not know examples beyond quiver representations and parabolic
bundles whereMθ is semi-projective. This is the reason we had to require in (iv) that the algebra
A is a path algebra. ♦
The proof of Theorem 1.3.2 exploits an idea borrowed from [HLV2]. We use a deformation ar-
gument and the following general result that seems to be new andmay be of independent interest.
Proposition 1.3.5. Let X˜
π
−→ X
p
−→ S be a diagram of morphisms of schemes such that the scheme S is
smooth, π is a proper, resp. p ◦π is a smooth, morphism and, moreover, there is a Zariski open and dense
subset U ⊂ S such that the morphism (p ◦π)−1(U)→ p−1(U), induced by from π by restriction, is smooth.
Then, we have π∗Q¯ℓ = IC(π∗Q¯ℓ|p−1(U)), i.e., the map π is virtually small in the sense of Meinhardt
and Reineke [MR].
Assume in addition that π is generically finite. Then π is small. Furthermore, for any closed point s ∈ S
the map (p ◦π)−1(s)→ p−1(s), induced by π, is semi-small.
A basic example of the setting of the proposition is provided by the Grothendieck-Springer
resolution µ : g˜ → g for a semisimple Lie algebra g. In that case, we let S = t be the Cartan
subalgebra, resp. X˜ = g˜ and X = g ×t/W t, where W denotes the Weyl group. There is a natural
smooth morphism g˜ → t that factors as a composition of a proper birational morphism π : g˜ →
g×t/W t and the second projection p : g×t/W t→ t.
For applications to the proof of Theorem 1.3.2 one takes S = t∗ and X = Mθ ×t∗/W t
∗. The
corresponding variety X˜ is defined as a certain GIT quotient for a stability condition θ′ which is a
sufficiently general deformation of the given stability condition θ, see §9. Proposition 1.3.5 insures
that the resulting variety is a small resolution ofMθ ×t∗/W t
∗. There is a strong similarity with
the construction of M. Reineke [Rei], although the setting in loc cit involves quiver moduli spaces
while our setting corresponds to the cotangent bundle of those moduli spaces.
1.4. Parabolic bundles. Let C be a smooth projective geometrically connected curve over Fq, and
D = {ci ∈ C(Fq), i ∈ I} a fixed collection of pairwise distinct marked points sometimes thought
of as a divisor D =
∑
i∈I ci. Associated with a dimension vector m = (mi)i∈I with positive
coordinates, there is a categoryC = Vect(C,D,m) of parabolic bundles. An object of Vect(C,D,m)
is a vector bundle, i.e. a locally free sheaf V on C equipped, for each i ∈ I , with an mi-step partial
flag V •i = (V|ci = V
(0)
i ⊇ V
(1)
i ⊇ . . . ⊇ V
(mi)
i = 0) in the fiber of V at ci. Put r
(j)
i = dim(V
(j)
i /V
(j+1)
i )
and call the array r = {r
(j)
i ∈ Z≥0, (i, j) | i ∈ I, j = 1, . . . ,mi} the type of the parabolic bundle.
The integer |r| =
∑mi
j=1 r
(j)
i is the same for all i ∈ I and it is the rank of the vector bundle V . Let
Ξ(m) = {(i, j) | i ∈ I, j = 1, . . . ,mi}. It will be convenient to view various types r as dimension
vectors r = (r
(j)
i ) ∈ Z
Ξ(m)
≥0 . A parabolic type such that mi = 1 ∀i, will be called ‘trivial’. For any
such type the corresponding category Vect(C,D,m) is the category of vector bundles without any
flag data.
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A morphism in Vect(C,S,m) is, by definition, a morphism f : V → W of locally free sheaves
that respects the partial flags, i.e. such that f(V
(j)
i ) ⊂ W
(j)
i , for all i, j. A direct sum of parabolic
bundles V and W is the vector bundle V ⊕ W equipped with the partial flags defined by (V ⊕
W )
(j)
i := V
(j)
i ⊕ W
(j)
i . This makes Vect(C,D,m) a k-linear, not necessarily abelian, Karoubian
category. The assignment
V 7→ F (V) =
⊕
(i,j)∈Ξ(m)
V
(j)
i /V
(j+1)
i . (1.4.1)
gives a k-linear functor from category Vect(C,D,m) to the category of finite dimensional Ξ(m)-
graded vector spaces. One has a decomposition X(Vect(C,D,m)) = ⊔
r∈Ξ(m) Xr(Vect(C,D,m)),
where Xr(Vect(C,D,m)) is the stack parametrizing parabolic bundles of type r. The correspond-
ing framed stackXr(Vect(C,D,m), F ) parametrizes the data
(
V, (V•i )i∈I , b = (b
(j)
i )(i,j)∈Ξ(m)
)
, where
(V, (V•i )i∈I) is a parabolic bundle of type r and b
(j)
i is a k-basis of the vector space V
(j)
i /V
(j+1)
i . The
groupGLr :=
∏
(i,j)∈Ξ(m) GLr(j)i
acts onX(Vect(C,D,m), F ) by changing the bases. One can show
that this action factors through an action of Gr = Gr/Gm.
Remark 1.4.2. Note that in order to have a nonzero functor F the set I of marked points must al-
ways be nonempty, even if one is only interested in vector bundles without flag data, i.e., parabolic
bundles of trivial type. ♦
In this paper, a Higgs field on a parabolic bundle V is, by definition, a morphism V → V⊗Ω1C(D)
such that
resi(u)(V
(j)
i ) ⊂ V
(j)
i ⊗ Ω
1
C(D)|ci , ∀ (i, j) ∈ Ξ(m). (1.4.3)
Here, u is viewed as a section of Hom(V,V) ⊗ Ω1C with simple poles at the marked points and
resi(u) ∈ End(V|ci) denotes the residue of u at the point ci.
Remark 1.4.4. Our terminology is slightly different from the standard one. The objects that we call
‘parabolic bundles’ are usually referred to as ‘quasi-parabolic bundlles’, while the name ‘parabolic
bundle’ is reserved to objects equipped with additional stability parameters. Since we work with
stacks, these parameters will play no role in our considerations except for the section 9. Also,
Higgs fields are often defined as morphisms u : V → V⊗Ω1C(D) satisfying a stronger requirement:
resi(u)(V
(j)
i ) ⊂ V
(j+1)
i ⊗ Ω
1
C(D)|ci , ∀ (i, j) ∈ Ξ(m). ♦
The stack T∗Xr(Vect(C,D,m), F ) may be identified with the stack of framed parabolic Higgs
bundles. A k-point of this stack is a triple (V, b, u) where V is a parabolic bundle, b is a framing,
and u is a Higgs field on V . We let gr = LieGr and use the natural identification g
∗
r
= gr. The
moment map T∗Xr,d(Vect(C,D,m), F ) → g
∗
r
associated with the Gr-action on the cotangent stack
sends (V, u, b) to the collection (gr resi(u))i∈I . Here, gr resi(u)) ∈ ⊕j End(V
(j)
i /V
(j+1)
i ) is the map
induced by resi(u) and the framing b provides an identification End(V
(j)
i /V
(j+1)
i ) = glrji
; thus, the
collection (gr resi(u))i∈I may be identified with an element of gr. Note that the Gr-conjugacy class
of that element is independent of the choice of the framing b.
Let#AI(PBunr,d,Fq) be the number of isomorphism classes of Fq-rational absolutely indecom-
posable parabolic bundles of type r and degree d. Given a conjugacy class O ⊂ gr, let Higgsr,d(O)
be (the Beilinson-Drinfeld modification, cf. Remark 1.1.9(i), of) the stack of parabolic Higgs bun-
dles whose objects are pairs (V, u) such that gr res(u) ∈ O. Using formula (1.2.3) we prove
Theorem 1.4.5. For a very general Fq-rational semisimple conjugacy class O in gr, we have an equation
#AI(PBunr,d,Fq) = q
− 1
2
dimHiggs
r,d(O) · Tr
Fr
|H
q
c (Higgsr,d(O), Q¯ℓ)
〈sign〉. (1.4.6)
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We remark that PBunr,d is an Artin stack of infinite type and the corresponding set [PBunr,d(Fq)]
is not finite. Therefore, Theorem 1.2.3 can not be applied to category Vect(C,D,m) directly.
We will prove formula (1.4.6) by approximating category Vect(C,D,m) by an increasing fam-
ily of subcategories such that the corresponding moduli stacks have finite type. We show that
the sets of absolutely indecomposable objects of these categories stabilize. This allows to find
#AI(PBunr,d,Fq), in particular, this number is finite.
In the case of a trivial parabolic type, the LHS of the above formula reduces to#AIr,d(Bunr,d,Fq),
the number of isomorphism classes of Fq-rational absolutely indecomposable vector bundles of
rank r and degree d. If, in addition, r and d are coprime the RHS of formula (1.4.6) can be expressed
in terms of the coarse moduli space, Higgsssr,d, of semistable Higgs bundles of rank r, degree d, and
such that the Higgs field is regular on the whole of C . Specifically, formula (1.3.3) yields
#AI(Bunr,d,Fq) = q
− 1
2
dimHiggsssr,d ·#Higgsssr,d(Fq) if (r, d) = 1. (1.4.7)
Another, much more explicit, formula for #AI(Bunr,d,Fq) has been obtained earlier by O.
Schiffmann [Sch], cf. also [MS]. The approach in loc cit is totally different from ours and it is
close, in spirit, to the strategy used in [CBvdB] in the case of quiver representations with an indi-
visible dimension vector. It seems unlikely that such an approach can be generalized to the case
of vector bundles with (r, d) > 1, resp. the case of quiver representations with divisible dimension
vector. Note that the more general formula (1.4.6) applies regardless of whether (r, d) = 1 or not.
The relation between (1.4.6) and the approach used in [Sch] and [CBvdB] is discussed in more
detail in §9.
1.5. Higgs bundles and local systems. Remarkably, indecomposable parabolic bundles provide
a bridge between the geometry of Higgs bundles, on one hand, and counting irreducible ℓ-adic
local systems on the punctured curve with prescribed monodromies at the punctures, on the other
hand. In more detail, let C∗i = Ci r {ci} where Ci is the henselization of C at ci. Fix an I-tuple
(Li)i∈I , where Li is a rank r tame semisimple Q¯ℓ-local system on C∗i such that Fr
∗Li ∼= Li.
In [De], Deligne addressed the problem of counting elements of the set Locet((Li)i∈I , q), of iso-
morphism classes of irreducible Q¯ℓ-local systems L on C∗ := C r (
⋃
i ci), such that Fr
∗L ∼= L
and L |C∗i
∼= Li. Motivated by an old result of Drinfeld [Dr] in the case r = 2, one expects that the
function n 7→ # Locet((Li)i∈I , q
n) behaves as if it counted Fqn-rational points of an algebraic vari-
ety over Fq. The main result of Deligne confirms this expectation under the following additional
assumptions on the collection (Li)i∈I :
(1) Each of the local systems Li is semisimple and tame.
(2) One has
∏
i∈I detLi = 1, see [De], equation (2.7.2).
(3) Genericity condition: for any 0 < r′ < r and any I-tuple (L ′i )i∈I where L
′
i is a direct
summand of Li of rank r
′, one has
∏
i∈I detL
′
i 6= 1, see [De], equations (2.7.3) and (3.2.1).
Recall that the tame quotient of the geometric fundamental group of C∗i is isomorphic to Ẑ(1),
cf. [De, §2.6]. Therefore, the local system Li being tame by (1), it gives a homomorphism ρi :
Ẑ(1) → GLr(Q¯ℓ). Condition (2) says that, writing
∏
i det ρi(z) = 1 for all z ∈ Ẑ(1). This equation
is neccesary for the existence of a local system L on C r D such that L |C∗i
∼= Li, ∀i ∈ I , see
[De, §2.7]. Furthermore, condition (3) guarantees that any such local system L is automatically
irreducible. Condition (1) implies also that each local system Li is isomorphic to a direct sum of
rank one local systems. Thus, one can write
Li = (Li,1)
⊕r
(1)
i
⊕
. . .
⊕
(Li,mi)
⊕r
(mi)
i , ∀ i ∈ I,
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where the tuple (r
(1)
i , . . . , r
(mi)
i ) is a partition of r with mi parts and Li,j, j ∈ [1,mi], is an un-
ordered collection of pairwise nonisomorphic rank one tame local systems. We say that the I-tuple
(Li)i∈I has type (r
(j)
i ).
According to Deligne [De, The´ore`me 3.5], for an I-tuple (Li)i∈I of type r = (r
(j)
i ) one has
# Locet((Li)i∈I , q) = #AI(PBunr,d,Fq), (1.5.1)
for any fixed degree d. The proof of this equation, which is the main result of [De], rests on the
validity of the Langlands conjecture for GLn proved by Lafforgue. Comparing (1.5.1) and (1.4.6),
we obtain
Corollary 1.5.2. Let (Li)i∈I be an I-tuple such that conditions (1)-(3) hold and let r be the corresponding
type. Then, for any degree d and a very general conjugacy class O in gr one has
# Locet((Li)i∈I , q) = q
− 1
2
dimHiggs
r,d(O) · Tr
Fr
|H
q
c (Higgsr,d(O), Q¯ℓ)
〈sign〉. (1.5.3)
Remark 1.5.4. It would be interesting to find an analogue of (1.5.3) for a general reductive groupG
that relates the number of ℓ-adicG-local systems to the number of Fq-rational points of a variety of
Higgs bundles for the Langlands dual group of G. Note that the set of indecomposable parabolic
bundles has no obvious counterpart for an arbitrary G. ♦
The RHS of (1.5.3) simplifies in the generic case, i.e. the case where one has Li 6∼= Lj for all
i 6= j. This forces all r
(j)
1 be equal to 1, so r corresponds to the parabolic structure such that
all partial flags are complete flags. The group Gr is in this case a torus. Therefore, the group Sr
reduces to the identity element and the cohomology group in the RHS of (1.5.3) is equal to its
sign-isotypic component. Hence, by the Lefschetz trace formula one finds that the RHS of (1.5.3)
equals q
− 1
2
dimHiggsr,d,complete flags(O) ·#Higgsr,d,complete flags(O)(Fq).
Some very interesting phenomena also occur in the case where the set I consists of one element,
so there is only one marked point c ∈ C . Let ζ be a primitive root of unity of order r and use
simplified notation Locζet(q) = Locet((Li)i∈I , q) for the set of isomorphism classes of tame rank r
local systemsL on Cr {c} such that Fr∗L ∼= L and the monodromy of L at c equals ζ · Id. Such
a local system is automatically simple and the corresponding type r is trivial. Therefore, formula
(1.4.7) is applicable and using Corollary 1.5.2, for any d coprime to r, we obtain
# Locζet(q) = q
− 1
2
dimHiggsssr,d · Tr
Fr
|H
q
c (Higgs
ss
r,d, Q¯ℓ). (1.5.5)
On the other hand, let Ctop be a compact Riemann surface of the same genus as the algebraic
curve C and pt ∈ Ctop a marked point. For any field k that contains r-th roots of unity, one has
a smooth affine algebraic variety LocζBetti, called character variety, that parametrizes isomorphism
classes of r-dimansional representations of the fundamental group of Ctopr{pt} such that a small
loop around the puncture pt goes to ζ · Id. It is known that for k = C there is a natural dif-
feomorphism LocζBetti(C)
∼= Higgsssr,d(C), of C
∞-manifolds. In particular, these two C∞-manifolds
have isomorphic singular cohomology groups. However, these two manifolds are not isomorphic
as complex algebraic varieties and the isomorphism of the cohomology induced by the diffeo-
morphism does not respect the Hodge structures. The number of Fq-rational points of Loc
ζ
Betti is
controlled by the E-polynomial associated with the Hodge structure. Specifically, it was shown in
[HV] using a result of N. Katz that one has
# LocζBetti(Fq) =
∑
j
qj ·
(∑
k
(−1)k dim grW2j H
k
c (Loc
ζ
Betti(C), C)
)
, (1.5.6)
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where grWq (−) denotes an associated graded space with respect to the weight filtration (the Hodge
structure onH
q
(LocζBetti(C), C) is not pure).
It would be interesting to compare formulas (1.5.5) and (1.5.6) in the context of ‘P = W ’-
conjecture, see [CHM].
Remark 1.5.7. The above formulas may also be reformulated in terms of de Rham local systems.
To do so, let R be a domain over Z that admits homomorphisms R → C and R → k, where k is a
finite field of characteristic p. Let CR be a smooth projective curve over R with a good reduction
to a smooth curve Ck over k, and let CC be a complex curve obtained from CR by specialization.
Let Loc
1
r
DR(CC), resp. Loc
1
r
DR(Ck), be the the moduli space of ‘de Rham local systems’, that is, of
pairs (V,∇) where V is a rank r algebraic vector bundle on CC, resp. CF, and ∇ is a connection
on V with regular singularity at pt such that respt∇ =
1
r · Id. The Riemann-Hilbert correspon-
dence provides an isomorphism LocζBetti(C)
∼= Loc
ζ
DR(C), of complex analytic manifolds (but not
algebraic varieties) that respects the Hodge structures. Therefore, the RHS of (1.5.6) is not affected
by replacing LocζBetti(C) by Loc
ζ
DR(C).
On the other hand, it is well known that crystalline differential operators on Ck give rise to an
Azumaya algebra on (T∗C)(1), the Frobenius twist of T∗C . Furthermore, the results proved in
[Tr2], [Gro] imply that the restriction of this Azumaya algebra to any k-rational ‘spectral curve’
in (T∗C)(1) admits a splitting over k¯. The Brauer group of the (finite) field k being trivial, one
can actually find a splitting defined over k. Now, given a connection ∇ on a vector bundle V
on Ck, there is an associated p-curvature, curvp(∇), defined as the map ξ 7→ ∇
p(ξ) − ∇(ξp). It
follows from the above mention splitting resultIt that the assignment (V,∇) 7→ (Fr∗V, curvp(∇)),
provides a bijection between the set Loc
1
r
DR(Ck)(k), of isomorphism classes of k-rational points of
Loc
1
r
DR(Ck), and the set of isomorphism classes of rank r Higgs bundles on C
(1)
k , the Frobenius
twist of Ck, respectively. Assume that p > r and fix an integer m prime to r. One can show that
if ∇ has a simple pole at pt with residue mr Id then curvp(∇) has no singularity at pt. Moreover,
this way one obtains an isomorphism of the stack Loc
1
r
DR(Ck) and the Frobenius twist of the stack
Higgsr,1. Thus, for the corresponding numbers of isomorphism classes of k-rational points one
gets# LocζBetti(Ck)(k) = q
− 1
2
dimHiggsssr,d ·#Higgsssr,d(k).
1.6. Factorization sheaves. Factorization sheaves have appeared in the literature in various con-
texts, see eg. [FG]. We will use the following settings.
Fix a smooth schemeC over k and write Symv C for the v-th symmetric pover of C . For any pair
v1, v2 ∈ Z≥0, let C
disj
v1,v2 be an open subset of C
v1+v2 formed by the tuples (c1, . . . , cv1 , c
′
1, . . . , cv2) ∈
Cv1+v2 such that cj 6= c
′
k for all j, k. Let Sym
v1+v2
disj C be the image of C
disj
v1,v2 in Sym
v1+v2 C . A
factorization sheaf on SymC is, by definition, a collection F = (Fv)v≥0, whereFv ∈ Dabs(Sym
v C),
equipped, for each pair v1, v2, with an isomorphism Fv1+v2 |Symv1+v2disj C
∼→ (Fv1 ⊠ Fv2)|Symv1+v2disj C
,
satisfying certain associativity and commutativity constraints, see §3. Here, the notation Dabs(X)
stands for the the triangulated category of absolutely convergent Weil complexes on a stackX, as
defined by Behrend [B1],[B2] and reminded in §2 below.
There are two other settings sheaves where the sheaf Fv on Sym
v C is replaced, in the above
definition, by either aSv-equivariant sheaf onC
v (equivalently, the categorical quotient Symv C =
Cv/Sv is replaced by C
v/Sv, a stacky quotient of C
v by Sv) or by a sheaf on Cohv(C), the stack
of length v coherent sheaves on C . In the latter case, the subset Symv1+v2disj C should be replaced
by Coh
disj
v1,v2 , an open substack of Cohv1+v2(C) whose objects are coherent sheaves of the form
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M1⊕M2 such that supp(M1)∩ supp(M2) = ∅ and length(Mj) = vj, j = 1, 2. In these two settings,
the collections F = (Fv)v≥0 where Fv ∈ Dabs(C
v/Sv), resp. Fv ∈ Dabs(Cohv(C)), will be referred
to as ‘ factorization sheaves on C’, resp. ‘ factorization sheaves on Cohv(C)’.
Factorization sheaves onCohC and SymC are related via a pair of adjoint functors. Specifically,
for each v one has an adjoint pair Dabs(Cohv C)
res // Dabs(C
v/Sv),
ind
oo of functors of parabolic re-
striction and induction. One shows that these functors take factorization sheaves to factorization
sheaves, cf. Remark 4.2.6.
Finally, there is also a version of the notion of factorization sheaf in the coherent world where
one considers collections M = (Mv) with Mv ∈ DCoh(C
v/Sv), an object of the derived category
of coherent sheaves.
All the above can be extended to an I-graded setting by replacing a given schemeC by a disjoint
union ⊔i∈ICi, of several copies of C each ‘colored’ by an element of the set I . Given a dimension
vector v = (vi), let C
v =
∏
i∈I C
vi
i . Further, elements of Sym
v C are colored effective divisors on
C with degree vi for the i-th color. Similarly, the stackCohv(C) parametrizes finite length coherent
sheaves whose support is a colored divisor of multi-degree v. Thus, one may consider an object
Fv of Dabs(Sym
v C), resp. DCoh(Sym
v C), Dabs(C
v/Sv), andDabs(Cohv C).
We will apply factorization sheaves to moduli problems using a construction that associates to
a triple (C , F, φ), as in §1.1, and an affine curve C a factorization sheaf on CohC . To explain the
construction, writeK = k[C] for the coordinate ring of C and letK⊗C be the corresponding base
change category. For any object (x, α) of K ⊗ C , the composite homomorphism K
α
−→ End(x)
F
−→
EndF (x) makes F (x) a K-module. So the assignment (x, α) 7→ F (x) yields a functor K ⊗ F :
K ⊗ C → K-mod. Thus, one obtains a diagram of natural maps
Cohv(C) = Xv(K-mod)
ν
←− Xv(K ⊗ C )
p
−→ Xv(C )
φv
−→ A1 (1.6.1)
where the map ν is induced by the functor K ⊗ F and we have used an equivalence between the
category of finite dimensional k[C]-modules and of finite length coherent sheaves on C , respec-
tively.
Remark 1.6.2. For C = Gm, one has isomorphisms Cohv(Gm) ∼= GLv/AdGLv ∼= I(pt/GLv), resp.
X(k[Gm] ⊗ C ) ∼= I(X(C )), where I(Y) denotes the inertia stack of a stack Y. Thus, in the special
case C = Gm, the map ν in (1.6.1) may be viewed as a map I(X(C )) → I(pt/GLv). This map of
inertia stacks is induced by the morphism Xv(C )→ pt/GLv that comes from F, the rank v vector
bundle on Xv(C ), cf. §1.1. ♦
The following result plays a crucial role in the proof of Theorem 1.1.6.
Theorem 1.6.3. For any smooth affine curve C and a data (C , F, φ), as in §1.1, the collection RF,φ,C =
(RF,φ,Cv ) defined by the formula R
F,φ,C
v = ν!℘
φv ◦ p is a factorization sheaf on CohC .
1.7. Cohomology of factorization sheaves. Fix a smooth schemeC with tangent, resp. cotangent,
sheaf TC , resp. T
∗
C . Let v be a dimension vector, C ⊂ C
v the principal diagonal, and Nv → C ,
resp. N∗
v
→ C , the normal, resp. conormal bundle. The naturalSv-action onC
v by permutation of
factors induces a Sv-action on Nv, resp. N
∗
v
. We will define a Zariski open Sv-stable subset N
⋄
v
⊂
N∗
v
. To simplify the exposition we assume that there exists k-rational section ηv : C → N
⋄
v
/Sv. We
consider the following chain of functors
Dabs(C
v/Sv)
spN // Dabs(Nv/Sv)
FN // Dabs(N
∗
v
/Sv)
η∗
v // Dabs(C), (1.7.1)
where FN is the Fourier-Deligne transform along the fibers of the vector bundle N and spN is the
Verdier specialization to the normal bundle. Let Φ : Dabs(C
v/Sv) → Dabs(C) be the composite
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functor. Also, write {n} for the functor [n](n2 ), of homological shift and a Tate twist. Then, our first
important result concerning factorization sheaves reads, cf. Theorem 3.2.3.
Theorem 1.7.2. Let F = (Fv)v∈ZI≥0r{0}
be a factorization sheaf on SymC such that for every v the sheaf
∆∗
v
Fv is a locally constant sheaf on C . Then, one has∑
v≥0
zv · [RΓc(C
v/Sv,Fv)] = Sym
(∑
v 6=0
zv · [RΓc
(
C, Φ(Fv)
〈triv〉
]
{dimC(1− |v|)}
)
. (1.7.3)
The above equation holds inKabs(pt)[[z]], wherewe use the notationKabs(X) for a suitable Grothen-
dieck group of the category Dabs(X). The symbol H
q
c (−)
〈triv〉 in the RHS of the equation refers to
the generalized isotypic component of the trivial representation of a certain monodromy action of
the groupSv , cf. §2.5.
Observe that the LHS, resp. RHS, of the equation (1.7.3) depens only on the class of Fv in
Kabs(C
v)), resp. of Φ(Fv)
〈triv〉 in Kabs(C). It will be explained in the main body of the paper that
the map Kabs(Cohv(C)) → Kabs(C) given the assignment [Fv] → [Φ(Fv)
〈triv〉] can be defined in
a canonical way that does not involve a choice of ηv. Furthermore, we will actually establish a
version of (1.7.3) that holds without any additional assumptions and choices, see Theorem 3.2.3.
Applications to exponential sums involve factorization sheaves on Coh(C), where either C =
A1 or C = Gm. There is a well-known isomorphism of stacks Cohv(A1) ∼= glv/GLv, resp.
Cohv(Gm) ∼= GLv/AdGLv. The group Aff = Gm ⋉ Ga of affine-linear transformations acts on glv
by g 7→ a · g + b · Id. For an Aff-equivariant factorization sheaf F = (Fv), on gl = CohA1, formula
(1.7.3) simplifies. Specifically, the sheaf Fv descends to a Gm-equivariant sheaf F¯v on pglv/GLv.
In such a case, taking Verdier’s specialization becomes unnecessary. Furrther, we have a diagram
GLv
ε
→֒ gl
v
i
←֓ {0}, where ε is an open imbedding of invertible matrices into all matrices. Re-
stricting F via ε gives aGm-equivariant factorization sheaf ε∗F = (ε∗Fv) onGL = CohGm. Using
that the operation of taking Sym corresponds, under the trace of Frobenius, to taking plethystic
exponential, from formula (1.7.3) we deduce the following equations, cf. Theorem 4.3.2,∑
v
zv · Tr
Fr
|H
q
c,GLv(GLv, ε
∗
v
Fv) = Exp
(
(q−
1
2 − q
1
2 ) ·
∑
v 6=0
(−1)|v| · zv · q
|v|
2 · Tr
Fr
| (w!Fpgl
v
F¯v|ηv)
〈sign〉
)
,
∑
v
(−1)|v| · zv · q
v·v
2 · Tr
Fr
|H
q
c,GLv(i
∗
v
Fv) = Exp
(
−
∑
v 6=0
zv · q
|v|
2 · Tr
Fr
| (w!Fpgl
v
F¯v|ηv)
〈triv〉
)
.
(1.7.4)
where ηv ∈ pgl
⋄
v
is a k-rational element and w : pgl
v
/GLv → pglv/GLv is the natural projection
from a stacky quotient to the corresponding categorical quotient by G.
Example 1.7.5. In the special case where the set I consists of one element and the factorization
sheaf F , on gl, is formed by the constant sheaves Fv = Q¯ℓ, ∀v, one finds that Fpglv F¯v|ηv = 0 for
all v 6= 1. terms in the sum in the RHS of formula (1.7.4) vanish except for term for v = 1. In that
case, equation (1.7.4) is the standard identity for the quantum dilogarithm:
∑
v≥0
zv ·
(−1)vq
v2
2
#GLv(Fq)
= Exp
(
z ·
q
1
2
1− q
)
. ♦
The factorization sheaf RF,φ,A
1
is automatically Aff-equivariant, so the above equations are
applicable for F = RF,φ,A
1
. Theorem 1.1.6 is an easy consequence of these equations.
Remark 1.7.6. There is a natural isomorphism of stacks Cohv pt ∼= pt/GLv = BGLv. Hence,
H
q
(Cohv pt) = H
q
(BGLv) is an algebra of symmetric polynomials, so one has SpecH
q
(Cohv pt) =
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Symv A1. For any scheme C , one has a natural map Cohv C → Cohv pt = BGLv, induced by a
constant map C → pt. This map takes a finite lentgh sheaf to its space of sections. The pull-back
of the cohomology makes H
q
(Cohv C) a super-commutative H
q
(BGLv)-algebra, equivalently, a
coherent sheaf, H
q
(Cohv C), of super-commutative algebras on Sym
v A1. By abstract nonsense,
the collection (H
q
(Cohv C))v∈ZI≥0
gives a coherent factorization sheaf on SymA1 such that the
factorization maps respect the algebra structures.
Now, given a sheaf Fv ∈ Dabs(Cohv C), the cohomology H
q
c (Cohv(C), Fv) has the canonical
structure of a graded module over the graded algebra H
q
(Cohv C). One can show that if a collec-
tion F = (Fv) is a factorization sheaf on CohC then the collection H
q
c (F) = (H
q
c (Cohv C, Fv)),
gives a coherent factorization sheaf on SymA1 and, moreover, the factorization maps respect the
action of (H
q
(Cohv C))v∈ZI≥0
, a coherent factorization sheaf of super-commutative algebras.
All the above applies, in particular, to the case whereC is a smooth affine curve andF = RF,φ,C
is the factorization sheaf from Theorem 1.6.3. In that case we have
H
q
c (Cohv(C), R
F,φ
v
) ∼= H
q
c (Xv(K ⊗ C ), ℘
φv ◦ p). (1.7.7)
We conclude from that the collection of the cohomology spaces (1.7.7) has the natural structure of
a coherent factorization sheaf on SymA1 equipped with a compatible action of the commutative
algebras (H
q
c(Cohv C, Fv)). This is a generalization of the construction from [KS2, §6.5]. ♦
Remark 1.7.8. One can show that there is a natural graded algebra isomorphism
H
q
(CohvGm) ∼= H
q
(GLv/AdGLv)
∼=
(
S h⊗ ∧h
)Sv ,
where h = Av is the Cartan subalgebra of gl
v
. There is a generalization of this isomorphism to the
case where Gm is replaced by an arbitrary smooth affine connected curve C . In the general case,
the role of the super vector space h⊗ (A1⊕A1[1]) is played by the super vector space h⊗ (H0(C)⊕
H1(C)). ♦
1.8. Relation to earlier works. Formula (1.7.4) and Theorem 1.6.3 are related, in a way, toworks of
Davison, Meinhardt and Reineke, [MR], [Me], [DM]. In these papers, the authors studyDonaldson-
Thomas invariants of the moduli stack X(C )θ of θ-semistable objects of a finitary abelian cate-
gory C . Let Mθ be the corresponding coarse moduli space and Mθ−st ⊂ Mθ the stable locus
of Mθ. There is a well-defined morphism p : X(C )θ → Mθ that sends an object of C to an
associated graded object with respect to a Jordan-Ho¨lder filtration. Further, any cosed point
of Mθ is represented by a polystable object, i.e. a finite direct sum of stable objects. Hence,
the direct sum operation yields an isomorphism SymMθ−st ∼→Mθ, so the map p gives a mor-
phism X(C )θ → SymMθ−st. Let C be a constant sheaf on X(C )θ, with appropriated shifts and
Tate twists. In this language, it was shown in [Me], [DM] that p!C is a factorization sheaf on
SymMθ−st. Furthermore, the main result of loc cit says, roughly speaking, that in Kabs(M
θ−st)
one has [p!C] = Sym[IC(M
θ−st)]. This result may be compared with equation (1.7.4).
We observe that in Donaldson-Thomas theory the category C in question is assumed to be
abelian, furthermore, the framing functor F is assumed to be exact and faithful. Our setting is more
general, e.g. it covers the case of parabolic bundles where the category is not abelian and the func-
tor F is neither exact nor faithful. In such a case, there is no meaningful notion of Jordan-Ho¨lder
series, so there is no natural analogue of the morphism X(C )θ →Mθ. On the other hand, one has
the notion of an absolutely indecomposable object. The structure of the set of (isomorphism classes
of) absolutely indecomposable objects is, typically, rather chaotic from an algebra-geometric view-
point. There is no natural way, in general, to upgrade this set to a scheme or a stack. However, one
can consider an ind-constrictible scheme, X(C ), that parametrizes isomorphism classes of objects of
C , and the set of isomorphism classes of absolutely indecomposable objects is the set of k-rational
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points of an ind-constrictible subscheme X ind(C ) of X(C ). Further, thanks to the Krull-Schmidt
theorem there is a natural isomorphismX(C ) ∼= SymX ind(C ), of constructible schemes. This may
be viewed as a substitute of the isomorphism SymMθ−st ∼→Mθ, resp. the Krull-Schmidt theorem
as a substitute of the Jordan-Ho¨lder theorem. It seems that the formalism of constrictible schemes
is not rich enough to do interesting geometry. This was one reason for us to consider the factoriza-
tion sheafRF,φ,C , on CohC , rather than factorization sheaves on SymX ind(C ). More importantly,
our approach is ‘microlocal’ in the sense that it involves the geometry of the cotangent bundle
TX(C , F ) and the monent map.
It is interesting to observe that the effect of replacing the zero fiber of the monent map by the
generic fiber (the stackMO in Theorem 1.1.6, cf. also the RHS of (1.7.3)) is similar, in a way, to re-
placing [H
q
c (X(C ))] by [IH(M
θ−st)] (where [. . .] stands for the class in an appropriate Grothendieck
group), in the setting of [MR], [Me], [DM]. Understanding this phenomenon requires a better
understanding of the geometry of the ‘forgetting the legs’ map from the indecomposable locus of
X(C˜ , F˜ )θ˜ to X(C , F )θ , cf. §9.2 and also Proposition 11.1.2. We plan to discuss this in the future.
1.9. Layout of the paper. In section 2 we recall basic notions concerning absolutely convergent
constructible complexes and the Grothendieck-Lefschetz trace formula on stacks, as developped
by Behrend [B1], [B2]. This section also contains the proof of a generalization of Hua’s lemma
and of Lemma 2.5.2 that allows to define the map Φ, see §1.6, in full generality. In section 3, we
introduce factorization sheaves on SymC and prove our main technical results involving coho-
mology of factorization sheaves. In section 4 we upgrade the results of section 3 to the setting of
factorization sheaves on the stack CohC . Specifically we relate factorization sheaves on the stack
GL = CohGm to factorization sheaves on symmetric powers of Gm via a radial part (aka ‘para-
bolic restriction’) functor. This is necessary for applications tomoduli spaces. In section 5 we study
equivariant inertia stacks. Section 6 begins with some generalities cocerning sheaves of categories
and associated moduli stacks. This subject was studied by several authors in various contexts but
we have been unable to find the setting that fits our purposes in the literature. We then study the
equivariant inertia stack of a moduli stack and prove a factorization property which is equivalent
to Theorem 1.6.3. In section 7 we explain a relation, via the Fourier transform, between the equi-
variant inertia stack of aG-stack and themomentmap for the cotangent stack of thatG-stack. Such
a relation is well known in the case ofG-schemes but its generalization to stacks is not straightfor-
ward. It requires a duality formalism for vector bundles on stacks which we develop in §7.1 and
that may be of an independent interest. The proof of Theorem 1.1.6 is completed in §7.3. In section
8 we study indecomposable parabolic bundles. We use the Harder-Narasimhan filtration to define
a family of certain truncated categories such that the correspondingmoduli stacks have finite type
and Theorem 1.1.6 is applicable. The counting of absolutely indecomposable parabolic bundles is
then reduced to counting absolutely indecomposable objects of the truncated categories.
Sections 9, 10, and 11 do not depend on the rest of the paper and each of these sections may
be of independent interest. Section 9 is devoted to the proof of Theorem 1.3.2. In §10.1 we prove
Proposition 1.3.5. Section 10.2 contains a new proof of deformation invariance of the cohomology
of a semi-projective variety. Although the result itself is not new, our proof is algebraic while the
original proof in [HLV2] is based on a reduction to the case of the ground field C and a transcen-
dental argument involving Riemannian metrics. In section 11 we show that the geometry of cells
in the Calogero-Moser variety studied by G. Wilson [Wi] has a natural interpretation in terms of
indecomposable representations of the Calogero-Moser quiver. The results of section 11 have also
appeared in the recent paper by Bellamy and Boos [BeBo].
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2. ABSOLUTELY CONVERGENT SHEAVES AND HUA’S FORMULA
2.1. We write k¯ for an algebraic closure of a field k. We choose a prime ℓ 6= char k and let CX
denote the constant sheaf on a scheme (or stack)X with fiber Q¯ℓ.
Let k be a finite field and X a scheme over k. We write Fr = Frk¯/k for the Frobenius automor-
phism of k and πet1 (X) for the geometric e´tale fundamental group ofX, that is, for the kernel of the
canonical homomorphism of the full e´tale fundamental group ofX to Gal(k¯/k).
Let G be a connected algebraic group over a finite field F. Associated with a homomorphism
ψ : G(F) → Q¯×ℓ there is a rank one Q¯ℓ-local system ℘ψ, on G, such that Fr
∗℘ψ ∼= ℘ψ and one has
ψ(g) = Tr
Fr
| (℘ψ)g, for any g ∈ G(F). To define this local system one considers the Lang map
Lang : G → G, g 7→ g−1Fr(g). Thanks to Lang’s theorem, the map Lang is a Galois covering with
Galois group G(F). One defines ℘ψ to be the ψ-isotypic component of the local system Lang∗CG,
on G. This construction is functorial in the sense that, for any morphism χ : G′ → G of algebraic
groups over F, there is a canonical isomorphism ℘ψ ◦χ ∼= χ∗℘ψ .
We write A := A1 for an affine line and G := Gm for the multiplicative group. Thus, An is
an n-dimensional affine space, resp. Gn an n-dimensional torus. From now on, we reserve the
notation ψ for an additive character, i.e. for the case G = Ga. The corresponding local system ℘ψ
is the Artin-Schreier local system. Given a scheme (or a stack) X and a morphism f : X → A, we
write ℘f := f∗℘ψ, a rank 1 local system on X obtained from ℘ψ by pull-back via f .
2.2. We will systematically use the formalism of stacks. Throughtout the paper, a stackmeans an
Artin stack over k. Given a stack X over k and a field extensionK/k we write X(K) = X(SpecK)
for the groupoid (= category) of all 1-morphisms x : SpecK → X in the 2-category of stacks.
If the morphism x is defined over k, we let [x] denote the isomorphism class of objects of the
corresponding category over k. In this case we write [x] ∈ [X(k)], where [X(k)] stands for the set
of isomorphism classes of all k-objects of X. Given a pair of objects x, x′ ∈ X(k) let Mork(x, x
′)
denote the set of morphisms f : x→ x′. We write TX, resp. T∗X, for the tangent, resp. cotangent,
stack on X.
Schemes will be identified with stacks via the functor of points, where sets are viewed as
groupoids with trivial isomorphisms. For a scheme X over k, we will often identify the set X(k)
of k-rational points ofX with the set [X(k)] of isomorphism classes of objects of the corresponding
stack, defined over k.
Given a stack X let D(X) be the bounded above derived category of constructible complexes on
X. Abusing the terminology, we will often refer to an arbitrary object of D(X) as a “sheaf”.
We refer the reader to [Ro] for a detailed exposition of the formalism of group actions on stacks.
We will only consider G-actions where G is a linear algebraic group over k. A stack X equipped
with a strict G-action, cf. [Ro, Definition 1.3], is called a G-stack. There is a quotient stack X/G
that comes equipped with a canonical projection X → X/G. The category D(X/G) is equivalent
to the G-equaivariant constructible derived category on X. Given a G-action on a scheme X
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we write X/G for the corresponding categorical quotient. Then, there is a canonical morphism
w : X/G→ X/G.
2.3. We will need to take the trace of Frobenius for sheaves on a stackX over a finite field k. The
corresponding theory is developed in [B2], and [LO]. In particular, Behrend introduces [B2, §6] a
triangulated category of absolutely convergent ℓ-adic Weil complexes onX. We will not reproduce a
complete definition; an essential part being that for any point x : pt→ X defined over k, the trace
of the Frobenius inverse on the (co)stalk x!F of an absolutely convergent constructible complex F
gives, for every field imbedding j : Q¯ℓ →֒ C, an absolutely convergent series∑
n∈Z
( ∑
λ∈Spec(Fr−1;Hn(x!F))
mult(λ) · |j(λ)|
)
<∞,
where ‖ − ‖ stands for the absolute value of a complex number, Spec(−) is the set of eigenvalues
of Fr−1 in Hn(x!F), and mult(λ) is the corresponding multiplicity.
It will be more convenient for us to use a dual notion of an absolutely convergent constructible
complex that involves the stalks Fx := x
∗F rather than the costalks. We let Dabs(X) denote
the corresponding bounded above triangulated category, for which one additionally requires that
the weights of Frobenius on all the stalks be uniformly bounded. The cohomology sheaves of an
object ofDabs(X) vanish in degrees≫ 0 (whereas, in Behrend’s definition the cohomology sheaves
vanish in degrees ≪ 0). The results of [B2] insure that for any morphism f : X → Y , of stacks
over k, there are well defined functors f! : Dabs(X) → Dabs(Y ) and f
∗ : Dabs(Y ) → Dabs(X).
Objects of the categoryDabs(pt) will be referred to as absolutely convergent complexes. Thus, for
any F ∈ Dabs(X) there is an absolutely convergent complex RΓc(X,F) := f!F , where f : X → pt
is a constant map.
Remark 2.3.1. Introducing a category of absolutely convergent constructible complexes is neces-
sary already in the case where X = pt/G. Since pt/G is homotopy equivalent to P∞. Thus,
H
q
(pt/G,C) = C[u], where deg u = 2, so the complex RΓ(pt/G,C) has nonzero cohomology in
infinitely many nonnegative degrees and it is an absolutely convergent constructible complex on
pt in the sense of [B2]. On the other hand, the complex RΓc(pt/G,C) is an object of Dabs(pt), in
our definition. We have H
q
c (pt/G,C) = C[u, u
−1]/C[u], so the complex RΓc(pt/G,C) has nonzero
cohomology in infinitely many negative degrees: −2 = 2dim(pt/G), −4,−6, . . .. ♦
Given an absolutely convergent complex F ∈ Dabs(X), let H (F) denote the complex with zero
differential and terms H n(F), n ∈ Z, the cohomology sheaves of F . Let Kabs(X) be a quotient
of the Grothendieck group of the category Dabs(X) by the relations [F ] = [H (F)] for all [F ] ∈
Dabs(X) (this relation is not, in general, a formal consequence of the relations in the Grothendieck
group itself since F may have infinitely many nonzero cohomology sheaves). In the special case
X = pt we use simplified notation Kabs = Kabs(pt). For any field imbedding j : Q¯ℓ →֒ C, the
map V 7→
∑
n∈Z (−1)
n · j(tr(Fr;Hn(V ))) induces a well-defined group homomorphismKabs → C.
From now on, we fix an imbedding j and denote the corresponding homomorphism by Tr
Fr
. In
particular, from the Remark above we find Tr
Fr
|RΓc(pt/G, Q¯ℓ) =
1
q +
1
q2
+ . . . = 1q−1 , where q = #k.
By definition, objects ofDabs(X) come equipped with a canonical weight filtration. The graded
pieces of the weight filtration on F are pure, hence semisimple. We write F ss for the associated
graded semisimple object and we call it the semisimplification of F . If the stack X is an algebraic
variety or, more generally, an orbifold then in Kabs(X) we have [F ] = [F
ss]. This can be proved
using the equations [E ] = [H (E)] and the fact that the cohomology sheavesH i(E) of any perverse
sheaf E on X vanish in degrees i > |dimX|.
We put KIabs :=
∏
v∈ZI≥0
Kabs ∼= Kabs[[z]], where z = (zi)i∈I . We write an element of K
I
abs either
as V =
∑
v
zvVv or just V =
∑
v
Vv, if no confusion is possible. We call Vv the component of V
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of dimension v. The group KIabs has the natural structure of a pre λ-ring, in particular, one has a
product [M ] · [M ′] := [M ⊗M ′] and an operation Sym :
∏
v>0 Kabs → K
I
abs, [M ] 7→ Sym[M ] =∏
v
Symv[M ], where Symv[M ] = ⊕m≥0 [((M
⊗m)v)
Sm ] and (M⊗m)v is the component of M
⊗m
with respect to the decomposition induced by the decompositionM into components of various
dimensions. We identify Kabs with the component of K
I
abs corresponding to v = 0. The class
1 = [Q¯ℓ] ∈ Kabs is a unit of KIabs. Also, let L be the class [RΓc(A, Q¯ℓ)] = Q¯ℓ[−2](−1) ∈ Kabs(pt). It
will be convenient to enlarge Kabs by adjoining a formal square root L1/2 := [Q¯ℓ(
1
2)], of L. In the
enlarged group, one has Sym(z ·L1/2) = 1+ z ·L1/2+ z2 ·L+ . . . = 1
1−z·L1/2
. For F ∈ Dabs(X), we
often use the notation F{n} = F [n](n2 ). Thus, in Kabs(X) one has [F{n}] = L
−n/2 · [F ].
2.4. Generalized Hua’s formula. Let f =
∑
v∈ZI≥0
zv · fv be a formal power series where each
coefficient fv is a function ZI≥1 → Q¯ℓ, m 7→ fv(m). For any such f with f0 = 0 one defines,
following [Mo, §4], the plethystic exponential of f as a formal power series Exp f =
∑
v∈ZI≥0
zv ·
Exp
v
f , where the functions Exp
v
f are determined by the equation
∑
v>0
zv · (Exp
v
f)(m) := exp
∑
n≥1
∑
v>0
zn·v
n
· fv(n ·m)
 , m ∈ ZI≥1.
In a special case where the functions fv have the form fv(n) = fv(q
n), for some q ∈ Q¯ℓ and some
Laurent polynomials fv ∈ Q¯ℓ[q] in one variable, the above formula takes a more familiar form
Exp
(∑
v>0
zv · fv(q)
)
:= exp
∑
n≥1
∑
v>0
zn·v
n
· fv(q
n)
 . (2.4.1)
Let k be a finite field and K/k a finite field extention. Let (C , F ) be a data as in §1.1, so C is a
k-linear category and F is an additive k-linear functor from C to the category of finite dimensional
I-graded k-vector spaces that does not kill nonzero objects. Let X(C ) = ⊔v Xv(C ) be the corre-
sponding decomposition of the moduli stack of C . In §6.1, we will define, by ‘extension of scalars’,
a K-linear category CK = CK equipped with a K-linear functor FK = K ⊗ F such that the pair
(CK , FK) satisfies the assumptions of §1.1 over the the ground fieldK and such that for the corre-
sponding moduli stacks there are canonical isomorphisms Xv(CK) ∼= K ⊗k Xv(C ). In particular,
for the sets of isomorphism classes of objects one has [Obv(CK)] = [Xv(C )(K)]. Further, for each
v 6= 0, let AIv(K) let be a subset of [Obv(CK)] formed by the absolutely indecomposable objects
of the category CK .
Now, for each n ≥ 1 let Kn be a degree n extension of k and trKn/k : Kn → k the trace
map. Thus, ψn := ψ ◦ trKn/k is an additive character of Kn associated with the additive character
ψ : k → Q¯×ℓ . Given a potential φ : X(C ) → A, we define a function Ev(C , F, φ) : Z≥0 → Q¯ℓ, resp.
EAI
v
(C , F, φ) : Z>0 → Q¯ℓ, by the formula
Ev(C , F, φ)(n) =
∑
x∈[Obv(Fqn⊗C)]
ψn(φ(x)), resp. E
AI
v
(C , F, φ)(n) =
∑
x∈[AIv(Fqn )]
ψn(φ(x)).
Then, our generalization of Hua’s formula reads
Proposition 2.4.2. For any data (C , F, φ) as in section 1.1, we have∑
v∈ZI≥0
zv · Ev(C , F, φ) = Exp
(∑
v>0
zv · EAI
v
(C , F, φ)
)
.
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In the special case where φ = 0 and C is the category of finite dimemsional quiver represen-
tations over k = Fq, it was shown by V. Kac that the functions #[Xv(C )(Fqn) and #[AIv(Fqn)]
are Laurent polynomials in q. In this case one can use (2.4.1) and the formula of the proposition
reduces to the original formula due to Hua [H].
The proof the proposition given below amounts, essentially, to a more conceptual reinterpreta-
tion of Hua’s argument. In fact, the proof in loc cit can be carried over in our, more general, setting
as well. Indeed, the only property of the function ψ ◦φ : X(C )(k¯)→ k¯which is necessary forHua’s
argument to go through is the equation (ψ ◦φ)(x ⊕ x′) = (ψ ◦φ)(x) · (ψ ◦φ)(x′), x, x′ ∈ X(C )(k¯).
The latter equation holds thanks to the additivity of the potential φ.
The proof of the Hua formula begins with the following
Lemma 2.4.3. For any finite field extensionK/k, allHom-spaces in the the category CK have finite dimen-
sion over K and, moreover, CK is a Krull-Schmidt category, i.e. any object is isomorphic to a finite direct
sum of indecomposable objects, defined uniquely up to isomorphism and permutation of direct summands.
Proof. Recall that automorphism groups of objects of an Artin stack are algebraic groups. For
x ∈ CK , the group Aut(x) is the group of invertible elements of the algebra End(x), hence it is
Zariski open in End(x). Thus, we have dimEnd(x) = dimAut(x) < ∞. Applying this to a direct
sum x⊕ y we deduce that Hom(x, y) <∞. The second statement holds by Theorem A.1 in [CYZ],
which asserts that an additive Karoubian category has the Krull-Schmidt property if and only if
End(x) is semi-perfect for every object x of this category. In particular this is true in our case since
End(x) is finite-dimensional, hence semi-perfect. 
Given a reduced scheme Y , let Symn Y = Y n/Sn and write pn : Y
n → Symn Y for the quotient
map. We put SymY = ⊔n≥0 Sym
n Y where Sym0 Y = {pt}. Given a sheaf F ∈ Dabs(Y ), for each
n ≥ 1 put Symn F =
(
(pn)!F
⊠n
)Sn . Also let Sym0F = Cpt. Let SymF be a sheaf on SymY such
that the restriction of SymF to Symn Y equals SymnF . Then, one has the following equations for
generating functions in one variable z (these equations are well known from calculations involving
the L-function associated with the sheaf F):
∑
n≥0
zn ·
 ∑
w∈(Symn Y )Fr
Tr
Fr
|H
q
(SymnF|w)
 = ∑
n≥0
zn · Tr
Fr
|H
q
c (Sym
n Y, SymnF)
= exp
∑
n≥1
zn
n
· trFrn |H
q
c (Y,F)
 = exp
∑
n≥1
zn
n
·
 ∑
y∈Y Fr
n
trFrn |H
q
(F|y)
 . (2.4.4)
Here, the first and third equality hold by the Grothendieck-Lefschetz trace formula, and the sec-
ond equality is a consequence of the Ku¨nneth formula one
Observe that for any finite decomposition Y = ⊔α Yα, where iα : Yα →֒ Y is a locally closed
subvariety, inKabs one has [H
q
c (Y,F)] =
∑
α [H
q
c (Yα, i
∗
αF)]. It follows that one can assign awell de-
fined element [H
q
c (Y,F)] ∈ Kabs and extend equations (2.4.4) to sheaves on constructible schemes.
Recall that a constructible scheme is, roughly speaking, a reduced scheme Y defined up to an
equivalence given by partitioning Y into smaller, locally closed subsets, cf. [KS1].
We will use a graded version of the above. Specifically, let Yv, v ∈ ZI≥0, be a collection of
reduced schemes of finite type over k and Fv ∈ Dabs(Yv), a collection of sheaves. We put Y =
⊔v Yv, a disjoint union of the schemes Yv. For each n ≥ 1 and v ∈ ZI≥0 let Sym
v Yn be the
image of ∪{v1,...vn∈ZI≥0|v1+...+vn=v}
Symv1 Y × . . . Symvn Y under the quotient map pn : Y
n →
Symn Y . Let Symv Fn be the restriction of the sheaf Sym
nF to Symv Yn. It is clear that Sym
v Y =
⊔n Sym
v Yn. This is a disjoint union of finitely many schemes of finite type and we have Sym
v F ∈
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Dabs(Sym
v Y ), where F is a sheaf such that F|Symv Yn = Sym
v Fn. Further, it is clear that one has
a decomposition SymY = ⊔v Sym
v Y .
For each v, write zv =
∏
i∈I z
vi
i and let E(Yv,Fv) : Z>0 → Q¯ℓ be a function defined by the
assignment n 7→
∑
y∈(Symv Y )Fr
n trFrn |H
q
(Fy). With this notation, a generalization of (2.4.4) to the
ZI≥0-graded setting reads
∑
v∈ZI
≥0
zv ·
 ∑
w∈(Symv Y )Fr
Tr
Fr
|H
q
(Symv F|w)
 = Exp(∑
v>0
zv · E(Yv,Fv)
)
. (2.4.5)
Sketch of proof of Proposition 2.4.2. The argument below is based on an observation, due to Kontse-
vich and Soibelman [KS1, §2], that for each v there is a canonically defined constructible scheme
Xv of finite type over k such that one has a bijection of sets [Xv(k¯)] ∼= Xv(k¯). Here, [Xv(k¯)]
stands for the set of isomorphism classes of objects Xv(C )(k¯), resp. Xv(k¯) for the set of closed
k¯-points of Xv. Similarly, it was argued in [KS1] that for each v 6= 0 there is a canonically de-
fined constructible k-subscheme X ind
v
, of Xv, such that one has a bijection between the subset
[Xind
v
(C )(k¯)] ⊂ [Xv(C )(k¯)], of isomorphism classes of indecomposable objects, and the set X
ind
v
(k¯)
of closed k¯- points of the constructible scheme X ind
v
. It follows that for any finite field exten-
sion K/k there is a bijection X ind
v
(K) ∼= [AIv(CK)]. Further, one has an ind-constructible scheme
X = ⊔v Xv, resp. X
ind = ⊔v>0 X
ind
v
. Then, the Krull-Schmidt property implies that the di-
rect sum map, ⊕ : SymnX ind → X, (x1, . . . , xn) 7→ x1 ⊕ . . . ⊕ xn, induces a bijection of sets
⊕ : (SymX ind)(k¯) ∼→ X(k¯). This bijection sends (SymvX ind)(k¯) to Xv(k¯). Further, a potential
φ : X(C ) → A induces morphisms Xv → A, of constructible schemes. The additivity of the po-
tential implies an isomorphism ℘φ ◦⊕ ∼= ℘φ ⊠ . . . ⊠ ℘φ, of sheaves on SymX ind. We conclude that
equation (2.4.5) becomes, in the case where Yv = X
ind
v
and Fv = ℘
φ|X indv , the required equation of
Proposition 2.4.2. 
2.5. Generalized isotypic decomposition. The construction of this subsection will (only) be used
in §3.3.
Consider a diagram X˜
a
−→ X
b
−→ Y of morphisms of schemes and put c := b ◦a. We make the
following assumptions:
(1) The morphism a is an unramified finite Galois covering;
(2) Each of the morphisms b and c is a Zariski locally trivial fibration;
(3) All fibers of the morphisms b and c are connected.
Let Γ be the Galois group of the Galois covering a and the group Γ acts naturally on X˜. A local
system on X˜ is said to be constant along c if it is isomorphic to a pull-back via c of a local system
on Y . Let F˜ be a Γ-equivariant local system on X˜ which is constant along c. Therefore, on any
local system F onX one obtains,thanks to assumption (3), an action of the local system of groups
which is obtained by taking the associated bundle for the action of Γ on itself by conjugation. The
group Γ being finite, this yields a canonical direct sum decomposition into isotypic components:
F = ⊕ρ∈Irr(Γ) F
ρ, (2.5.1)
where Irr(Γ) denotes the set of isomorphism classes of irreducible Γ-representations in finite di-
mensional Q¯ℓ-vector spaces.
Next, we say that a Q¯ℓ-local system F˜ on X˜ is unipotent along c if it admits a finite filtration
by local sub-systems such that gr F˜ , an associated graded local system, is constant along c. The
restriction of such an F˜ to any fiber of c is a local system with unipotent monodromy.
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Lemma 2.5.2. Let F be a Q¯ℓ-local system on X such that the local system a∗F , on X˜, is unipotent along
c. Then, there is a canonical ‘generalized isotypic decomposition’:
F = ⊕ρ∈Irr(Γ) F
〈ρ〉. (2.5.3)
The direct summand F 〈ρ〉 is uniquely determined by the requirement that it admits a filtration such that
a∗ gr(F 〈ρ〉), a pull-back of an associated graded local system, is constant along c and using the notation of
(2.5.1), we have gr(F 〈ρ〉) = (gr(F 〈ρ〉))ρ, equivalently, (gr(F 〈ρ〉))σ = 0, ∀σ ∈ Irr(Γ), σ 6= ρ.
Proof. It will be convenient to identify Q¯ℓ-local systems on a scheme with representations of the
geometric (e´tale) fundamental group of that scheme.
We have the following diagram
1 // πet1 (X˜)
c∗

// πet1 (X)
b∗

// Γ // 1
πet1 (Y )
Id
πet1 (Y )
where the maps b∗ and c∗ are induced by the morphisms b and c, respectively. It follows from
assumption (1) that the horizontal row in the diagram is an exact sequence, and it follows from
assumptions (2)-(3) that the vertical maps are surjective.
Let K = Ker(b∗), resp. K˜ = Ker(c∗). We may view π
et
1 (X˜)/K˜ and K/K˜ as normal subgroups
of πet1 (X)/K˜ . Then, diagram chase yields π
et
1 (X)/K˜ = (π
et
1 (X˜)/K˜) · (K/K˜) and (π
et
1 (X˜)/K˜) ∩
(K/K˜) = {1}. It follows that the group πet1 (X)/K˜ is a direct product of the subgroups π
et
1 (X˜)/K˜
andK/K˜ . Further, we have thatK/K˜ ∼= Γ and πet1 (X˜)/K˜ = π
et
1 (Y ). We deduce an exact sequence
1→ K˜ → πet1 (X)→ Γ× π
et
1 (Y )→ 1,
such that the group πet1 (X˜) ⊂ π
et
1 (X) gets identifiedwith the preimage of {1}×π
et
1 (Y ) ⊂ Γ×π
et
1 (Y ).
Now, let f : πet1 (X) → GL(V ) be the representation that corresponds to a local system F on X.
The assumption that a∗F be unipotent along c translates into the condition that f |K˜ is a unipotent
representation of the group K˜. In such a case, by elementary group theory, there is a canonical
generalized isotypic decomposition V |K = ⊕ρ∈Irr(Γ) V
〈ρ〉 where each V 〈ρ〉 is K-stable. The direct
summand V 〈ρ〉 is characterized by the property that it is the maximal K-subrepresentation of V |K
such that any irreducibleK-subquotient of V 〈ρ〉 is isomorphic to a pull-back of ρ via the projection
K ։ Γ.
We claim that each space V 〈ρ〉 is in fact πet1 (X)-stable. To see this, choose a π
et
1 (X)-stable increas-
ing filtration 0 = V0 ⊂ V1 ⊂ . . . ⊂ Vm = V such that the action of K˜ on Vi/Vi−1 is trivial. To prove
the claim it suffices to show that for any i ≥ 1 the space Vi ∩ V
〈ρ〉 is πet1 (X)-stable and, moreover,
one has
Vi = ⊕ρ∈Irr(Γ) (Vi ∩ V
〈ρ〉).
This is easily proved by induction on i using that the πet1 (X)-action on Vi/Vi−1 factors through an
action of πet1 (X)/K˜ = Γ× π
et
1 (Y ) and the characterizing property of the subspaces V
〈ρ〉.
The claim insures that, for each ρ ∈ Irr(Γ), there is a local subsystemF 〈ρ〉, ofF , that corresponds
to the πet1 (X)-subrepresentation V
〈ρ〉 ⊂ V . We leave to the reader to check that the resulting
decomposition F = ⊕ρ∈Irr(Γ) F
〈ρ〉 satisfies all the required properties. 
Similarly, we say that a local system F on X is unipotent relative to c if it admits a finite filtra-
tion by local sub-systems such that a∗ grF , a pull-back of an associated graded local system, is
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isomorphic to a local system of the form c∗FY for some local system FY on Y . LetD
unip
abs (X, c), de-
note the full triangulated subcategory of Dabs(X) whose objects are complexes F such that each
cohomology sheaf of F is a local system unipotent relative to c. LetKunipabs (X, c), denote the corre-
sponding Grothendieck group with the modification similar to the one explained in §2.3. Also, let
K locabs(Y ) be the Grothendieck group of the category of absolutely convergent local systems on C .
The functor RΓc(Y,−) induces a homomorphismK
loc
abs(Y )→ Kabs(pt), [FY ] 7→ [RΓc(Y,FY )].
Let Irr(Γ) be the set of isomorphism classes of irreducible Γ-representations in finite dimen-
sional Q¯ℓ-vector spaces For each ρ ∈ Irr(Γ), we define a group homomorphism
Kunipabs (X, c)→ K
loc
abs(Y ), [F ] 7→ [F ]
〈ρ〉, (2.5.4)
as follows.
Let F ∈ Dunipabs (X, c). One can assume, without changing the class of F in the Grothendieck
group, that F is a local system and, morover, that a∗F ∼= c∗FY for some local system FY on Y
The local system a∗F comes equipped with a canonical Γ-equivariant structucture which induces,
via the isomorphism a∗F ∼= c∗FY , a Γ-equivariant structucture on c
∗FY . The group Γ acts along
the fibers of c and these fibers are connected. Therefore, we have FY = R
0c∗a
∗F (an underived
direct image) and giving the Γ-equivariant structucture on c∗FY is equivalent to giving an action
Γ → Aut(FY ), of Γ on FY . Hence, one has a canonical direct sum decomposition into Γ-isotypic
components:
FY = ⊕ρ∈Irr(Γ) F
ρ
Y (2.5.5)
By definition, the map (2.5.4) sends the class [F ] ∈ Kunipabs (X, c) to the class [F ]
〈ρ〉 := [(R0c∗a
∗F)ρ] ∈
K locabs(Y ). It is easy to check that this map is well-defined and the class thus defined does not
depend on the choices of various filtrations involved in the construction. In particular, note that
the uniform boundedness of weights in the definition of Kabs(X) implies that the K-group above
is the same as the K-group of pure complexes, hence the K-group is the same as for sheaves with
monodromy along the fibers of c. Therefore the above K-group decomposes as a direct sum over
representations of Γ, and the Γ-isotypic components along the fibers and descend to the base.
Remark 2.5.6. Under these conditions we also have an isomorphism obtained by taking the direct
sum of the generalized isotypic component morphisms over all irreducible representations of the
finite group Γ
Kunipabs (X, c)→ ⊕Irr(Γ)K
loc
abs(Y )
3. FACTORIZATION SHEAVES
In this section we introduce factorization sheaves and prove a result (Theorem 3.2.3) involving
cohomology of such sheaves and the Fourier transform. This theorem, which has an independent
interest, plays a crucial role in relating exponential sums over indecomposable objects with the
geometry of moment maps.
3.1. Given a nonempty finite set J let SJ denote the group of bijections J → J and sign : SJ →
{±1} the sign-character. Given a positive integer v we write [v] := {1, 2, . . . , v} andSv := S[v], the
Symmetric group on v letters. For v = 0, we define [v] = ∅, resp. Sv = {1}. Given a dimension
vector v = {vi}i∈I , we put [v] = ⊔i [vi], resp. |v| =
∑
i vi, andSv =
∏
iS[vi] =
∏
iSvi .
Let C be a connected scheme over a field k and CJ the scheme of maps γ : J → C . This scheme
is isomorphic to a cartesian power of C (for J = ∅ we declare that CJ = {pt}) and it comes
equipped with a natural SJ -action. For an integer v ≥ 0, resp. dimension vector v = {vi}i∈I , we
use simplified notation Cv := C [v], resp. Cv := C [v].
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Let v1, . . . ,vm be anm-tuple of dimension vectors. One has the following canonical maps∏
α C
vα/Svα
∼= C⊔α [vα]
/(∏
αS[vα]
)
→ C⊔α [vα]/S⊔α [vα]
∼= Cv
1+...+vm/S
v
1+...+vm . (3.1.1)
Here, the last isomorphism uses the fact that for any set J with v elements there is a canonical
isomorphism CJ/SJ ∼= C
v/Sv, of stacks. Let ıv1,...,vm denote the composite map in (3.1.1).
Further, we put
C
disj
v
1,...,vm := {γ : ⊔α[v
α]→ C
∣∣ γ([vα]) ∩ γ([vβ ]) = ∅, ∀ α 6= β}. (3.1.2)
Thus, C
disj
v
1,...,vm is a Zariski open and dense, (
∏
αSvα)-stable subscheme of
∏
α C
v
α
. We obtain a
diagram
C
disj
v
1,...,vm/(
∏
αSvα)
 

v
1,...,vm //
∏
α(C
v
α
/Svα)
ı
v
1,...,vm // // Cv
1+...+vm/S
v
1+...+vm , (3.1.3)
where 
v
1,...,vm is the natural open imbedding.
Let τ : Cv/Sv × C
w/Sw
∼→ Cw/Sw × C
v/Sv be the flip morphism. It is clear that τ maps the
set C
disj
v,w/(Sv ×Sw) to C
disj
w,v/(Sw ×Sv). Furthermore, the following diagram commutes
C
disj
v,w/(Sv ×Sw)
τ //
ı
v,w **❚❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚
C
disj
w,v/(Sw ×Sv)
ıw,vtt❥❥❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
Cv+w/Sv+w
It follows that there is a isomorphism of functors ψv,w : ı
∗
v,w
∼→ τ∗ ◦ ı∗
w,v.
Definition 3.1.4. A weak factorization sheaf F on SymC is the data of a collection (Fv)v∈ZI≥0
,
Fv ∈ D(C
v/Sv), equipped, for each pair v1,v2 of dimension vectors, with an isomorphism
ϕv1,v2 : 
∗
v1,v2ı
∗
v1,v2Fv1+v2 → 
∗
v1,v2(Fv1 ⊠ Fv2),
of sheaves on C
disj
v1,v2/(Sv1 ×Sv2), such that:
Associativity constraint: For any triple v1,v2,v3, of dimension vectors (using slightly im-
precise notation) one has
∗
v1,v2,v3
(
(ϕv1,v2 ⊠ Idv3) ◦ϕv1+v2,v3
)
= ∗
v1,v2,v3
(
ϕv1,v2+v3 ◦ (Idv1 ⊠ϕv2,v3)
)
. (3.1.5)
Commutativity constraint: For any v,w, the following diagram commutes
∗
v,wı
∗
v,wFv+w
∗
v,w(ψv,w)

ϕv,w // ∗
v,w(Fv ⊠ Fw)
∼=

τ∗∗
w,vı
∗
w,vFv+w
τ(ϕw,v) // τ∗∗
w,v(Fw ⊠ Fv)
(3.1.6)
Here the vertical map on the right comes from the natural isomorphismFv⊠Fw
∼→ τ∗
v,w(Fw ⊠ Fv).
Given an action on C of a group H , we get the diagonal H-action on Cv for any I-graded set
v. AnH-equivariantweak factorization sheaf is a weak factorization sheaf F = (Fv) equipped, for
each v, with an H-equivariant structure on Fv and such that the morphisms ϕv1...,vm respect the
H-equivariant structures (here F
v
1 ⊠ . . .⊠Fvm , anH × . . .×H-equivariant sheaf, is viewed as an
H-equivariant sheaf via the diagonal imbedding H →֒ H × . . .×H).
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Let F = (Fv) be a factorization sheaf. Using the associativity constraint one constructs induc-
tively, for anym ≥ 2 and v1, . . . ,vm, an isomorphism
ϕ
v
1,...,vm : 
∗
v
1,...,vmı
∗
v
1,...,vmFv1+...+vm → 
∗
v
1,...,vm(Fv1 ⊠ . . .⊠ Fvm) (3.1.7)
MacLane’s coherence argument implies that this isomorphism is independent of the induction
process.
LetN(Sv1,...,vm) be the normalizer of the Young subgroupSv1× . . .×Svm inSv1+...+vm . An el-
ement σ ∈ N(Sv1,...,vm) induces a an automorphism τσ ofC
v1× . . .×Cvm. One has a commutative
diagram
C
disj
v1,...,vm/
∏
α Svα
τσ //
ıv1,...,vm ++❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱
C
disj
v1,...,vm/
∏
α Svα
ıv1,...,vmss❤❤❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤❤
❤❤
Cv1+...+vm/Sv1+...+vm
Thus, there is a isomorphism of functors ψσ : ı
∗
v1,...,vm
∼→ τ∗σ ◦ ı
∗
v1,...,vm . Using that symmetric
groups are generated by transpositions, from the commutativity constraint (3.1.6) one deduces
that for anym ≥ 2 and σ ∈ N(Sv1,...,vm) the following diagram commutes
∗
v1,...,vmı
∗
v1,...,vmFv1+...+vm
∗
v1,...,vm
(ψv1,...,vm )

ϕv1,...,vm // ∗
v1,...,vm(Fv1 ⊠ . . . ⊠ Fvm)
∼=

τ∗σ
∗
v1,...,vmı
∗
v1,...,vmFv1+...+vm
τ∗σ (ϕv1,...,vm ) // τ∗σ
∗
v1,...,vm(Fv1 ⊠ . . . ⊠ Fvm)
(3.1.8)
Remarks 3.1.9. The following is clear
(1) Given a Weil (as opposed to a general absolutely convergent) sheaf E on a scheme (or
a Deligne-Mumford stack), its Verdier dual is again a Weil sheaf, to be denoted E∨. Let
F = (Fv) be a weak factorization sheaf where each Fv is a Weil sheaf. Then, the collection
F∨ = (F∨
v
) is a weak factorization sheaf.
(2) For any pair F = (Fv), F
′ = (F ′
v
), of weak factorization sheaves on SymC , the collection
F ⊗ F ′ = (Fv ⊗F
′
v
) has the natural structure of a weak factorization sheaf on SymC .
(3) Let Csign
Cv
be a rank 1 constant sheaf on Cv equipped with a (unique) Sv-equivariant struc-
ture such that the group Sv acts in the stalks over points of the principal diagonal of C
v
via the sign character of the groupSv. The collection {CsignCv [dv]}, where dv = (
∑
vi)·dimC
has the natural structure of a weak factorization sheaf. We remark that without homologi-
cal shift by dv, the commutativity of (3.1.6) fails already in the case where the set I consists
of 1 element, C = A, and v = w = 1.
(4) For any factorization sheaf F on SymC and an open subset C0 ⊂ C , the collection F|C0 =
(Fv|Cv0 ) is a weak factorization sheaf on SymC0.
We often consider weak factorization sheaves F = (Fv) such that each Fv is an absolutely con-
vergent sheaf and all the data involved in the above defininition is compatible with the Frobenius.
Similarly, in the case where the ground field is k = Cwe may (and will) use the category of mixed
HodgeD-modules as a replacement of the category of mixed ℓ-adic sheaves. We will not explicitly
mention ‘absolutely convergent’, resp. ‘mixed ℓ-adic’ or ‘mixed Hodge’, when dealing with weak
factorization sheaves in those settings.
There are several other, slightly different variants of the notion of weak factorization sheaf
which are stronger than the one given in Definition 3.1.4. In particular, one has
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Definition 3.1.10. A factorization sheaf on SymC is a collection (Fv)v∈ZI≥0
equipped, for each v,w,
with morphisms ϕ¯v,w : ı
∗
v,wFv,w → Fv ⊠ Fw (of sheaves on C
v × Cw rather than on the open
subsetC
disj
v,w) such that the associativity constrain (3.1.5) is replaced by (ϕ¯v1,v2⊠ Idv3) ◦ ϕ¯v1+v2,v3 =
ϕ¯v1,v2+v3 ◦ (Idv1 ⊠ϕ¯v2,v3) and also the following analogue of diagram (3.1.6) commutes
ı∗
v,wFv+w
ψv,w

ϕ¯v,w // Fv ⊠ Fw
∼=

τ∗ı∗
w,vFv+w
τ(ϕ¯w,v) // τ∗(Fw ⊠ Fv)
A factorization sheaf F is called a strong factorization sheaf if each of the morphisms ϕ¯v,w is itself
an isomorphism. Clearly, we have
strong factorization sheaves ⇒ factorization sheaves ⇒ weak factorization sheaves.
Remark 3.1.11. There are analogues of the notions of factorization sheaves, resp. weak and strong
factorization sheaves, involving higher categories where condition (3.1.5) has an infinite sequence
of higher analogues. In that context, analogues of weak factorization sheaves are are usually
called ‘factorization algebras’, cf. e.g. [FG, §2.5]. These are sheaves on
∐
v
Cv/Sv where the latter
is viewed as a factorization ∞-stack. Higher analogues of factorization sheaves considered in
Definition 3.1.10(i) are called factorization E1-algebras, cf. [Lur]. These are associative algebras in
the category of factorization algebras. Finally, objects analogous to strong factorization sheaves
turn out to form a rather small subclass of objects which are determined by their components with
dimension vectors v = 1i, i ∈ I . ♦
3.2. A cohomology result on factorization sheaves. Let v be a dimension vector and A ⊂ Av
the principal diagonal. We put t = Av/A. Using the identification (Av)∗ = Av, we have t∗ ={
(zαi )i∈I,α∈[1,vi] ∈ A
v
∣∣ ∑
i, α z
α
i = 0
}
, a codimension one hyperplane of Av. We define a subset
t⋄
v
⊂ t∗
v
as follows
t⋄
v
=
{
(zαi ) ∈ A
v
∣∣∣∣ (1)
∑
i∈I
∑
α∈[vi]
zαi = 0; (2) z
α
i 6= z
β
i for any α 6= β; and
(3) for any I-tuple of subsets Ji ⊆ [vi], i ∈ I , such that Ji 6= ∅,
resp. Ji 6= [vi], for at least one i, one has
∑
i∈I
∑
α∈Ji
zαi 6= 0.
}
(3.2.1)
This is a G×Sv-stable, Zariski open and dense subset of t∗v.
Remark 3.2.2. Condition (2) in (3.2.1) says that theSv-action on t
⋄
v
is free. Themeaning of condition
(3) will be explained in §3.4 below. We note that conditions (1) and (3) in the RHS of (3.2.1) are
additive analogues of conditions (2) and (3), respectively, from section 1.5). ♦
Now, fix a a smooth scheme C with tangent, resp. cotangent, sheaf TC , resp. T
∗
C . The normal,
resp. conormal, sheaf to C ⊂ Cv, the principal diagonal, is canonically isomorphic to t⊗ TC , resp.
t∗ ⊗ T ∗C . Therefore, Nv, resp. N
∗
v
, the total space of the normal, resp. conormal, bundle on C is
isomorphic to the total space of the vector bundle associated with the sheaf t⊗ TC , resp. t
∗ ⊗ T ∗C .
We have rkN = dim t · dimC = (|v| − 1) dimC . Let T×C be the complement of the zero section
in the cotangent bundle T ∗C → C . We define N⋄
v
:= t⋄
v
×G T
×C . This is a Sv-stable, Zariski open
and dense subset of N∗
v
that has been mentioned in §1.7. A geometric interpretation of the set N⋄
v
will become clear from Lemma 3.4.3.
Let ∆(v) : C → Cv be the diagonal imbedding, u : C →֒ Nv the zero section, and v : N
∗
v
→ C
the projection. Let FN : Dabs(Nv) → Dabs(N
∗
v
) be the (relative) Fourier-Deligne transform functor
along the fibers of the vector bundle N→ C . We choose a self-dual normalization of FN such that
FN takes perverse sheaves to perverse sheaves. Then, for any sheaf E on C , one has FN(u!E) =
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v∗E [rkNv](
rkNv
2 ). There is also a similar functor FN : Dabs(Nv/Sv)→ Dabs(N
∗
v
/Sv), betweenSv-
equivariant categories. Let ΦN : Dabs(C
v/Sv) → Dabs(N
⋄
v
/Sv) denote the composition functor
F 7→ (FN ◦ spNF)|N⋄/Sv .
Note thatSv-action on N
⋄
v
is free and the setup of Section 2.5 applies to the natural maps N⋄
v
a
−→
N⋄
v
/Sv
b
−→ C and c = b ◦a. Write grW (−) for the associated graded with respect to the weight
filtration. The main result of section 3, which is the precise version of equation (1.7.3), reads
Theorem 3.2.3. Let F = (Fv)v∈ZI≥0
be a weak factorization sheaf on SymC such that for every v the
sheaf ∆(v)∗F˜v is a local system on C . Then, we have
(i) For each v, the sheaf a∗ grW ΦN(Fv) is a pull-back of a sheaf on C via b, therefore, ΦN(Fv) is an
object of Dunipabs (N
⋄/Sv, c).
(ii) In KIabs, one has the following equation
⊕
v
[
RΓc(C
v/Sv, Fv)
]
= Sym
⊕
v 6=0
RΓc
(
C, [ΦN(Fv)]
〈triv〉
)
{dimC(|v| − 1)}
 .
Here, {n} = [n](n2 ) and the symbol [. . .]
〈triv〉 in the RHS of the formula of part (ii) refers to the map
(2.5.4) in the case ρ = triv. This makes sense thanks to the statement of part (i).
The above theorem will be proved in §3.7.
3.3. The case C = A. In this paper, we will only be interested in the case where the scheme C is
eitherC = A orC = G. Thus,Av := Cv is an affine space, resp. Gv := Cv is an algebraic torus. Let
Aff = G⋉Ga be the group of affine-linear transformations x 7→ ax+b, of A. The naturalAff-action
on A induces, for any dimension vector v, the diagonal Aff-action on Av that descends to Av/Sv.
LetAff act on t through its quotientG by dilations and act on t×A, resp. t∗×A, diagonally. Then,
there is a natural Aff-equivariant trivialization N = t× A, resp. N∗ = t∗ × A. Thus, we have N⋄ :=
A × t⋄
v
. The action of Sv on t
⋄
v
being free, the canonical map t⋄
v
/Sv → t
⋄
v
/Sv is an isomorphism,
so we will make no distinction between t⋄
v
/Sv and t
⋄
v
/Sv. Let δ : N
∗/Sv = t
∗/Sv × A → t∗v/Sv
be the first projection.
Let Fv be an Aff-equivariant sheaf on Av/Sv. Then, Fv descends to a sheaf F¯v on (Av/A)/Sv.
Moreover, F¯v is G-equivariant with respect to the dilation action on Av/A. This implies a natural
isomorphism spN(Fv)
∼= Fv.
Let Ft denote the Fourier-Deligne transform Dabs(tv/Sv) → Dabs(t
∗
v
/Sv). The Aff-equivariant
structure on Fv provides the sheaf FN(Fv), on N
∗
v
/Sv = A × t∗v/Sv, with a natural equivari-
ant structure with respect to the action of the additive group on t∗
v
/Sv × A by translation along
the second factor and one has a canonical isomorphism FN(Fv) ∼= δ
∗Ft(F¯v). We put Φt(Fv) :=
F(F¯v)|N⋄
v
/Sv . By construction, we have ΦN(Fv) = δ
∗Φt(Fv).
Let F := (Fv)v∈ZI≥0
be be an Aff-equivariant weak factorization sheaf on SymA. Then, each of
the sheaves ∆(v)∗F˜v is an Aff-equivariant, hence a geometrically constant, sheaf on A. Thus, ap-
plying part (i) of Theorem 3.2.3 we deduce that the local systemΦt(Fv) is unipotent relative to the
constant map t⋄
v
/Sv → pt. It follows that there is a canonical ‘generalized isotypic decomposition’:
Φt(Fv) = ⊕ρ∈Irr(Sv) Φ
〈ρ〉
t (Fv).
Let η be a k-rational closed point of t⋄
v
/Sv and Φt(Fv)
〈ρ〉
η be the restriction of Φ
〈ρ〉
t (Fv) to η.
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For every v, one has a natural diagram Gv/Sv
ε
−→ Av/Sv
i
←− 0/Sv , where the map ε is an
open imbedding induced by the natural imbedding G →֒ A and i is a closed imbedding. Let
Dabs(Gv/Sv) Dabs(Av/Sv)
ε∗oo i
∗
// Dabs(0/Sv)
be the corresponding restriction functors. For any Aff-equivariant weak factorization sheaf F on
SymA, the collection ε∗F = (ε∗Fv) gives a G-equivariant weak factorization sheaf on SymG, cf.
Remark 3.1.9(4).
The following result will be deduced from Theorem 3.2.3.
Theorem 3.3.1. Let F = (Fv)v∈ZI≥0
be an Aff-equivariant weak factorization sheaf on SymA.
(i) The monodromy action of the subgroup πarith1 (t
⋄
v
) ⊂ πarith1 (t
⋄
v
/Sv) on Φt(Fv)η is unipotent.
(ii) In KIabs, one has the following equations∑
v
zv · [RΓc(A
v/Sv,Fv)] = Sym
(
− L
1
2 ·
∑
v>0
(−1)|v| · zv · L
|v|
2 · [Φt(Fv)η ]
〈triv〉
)
(3.3.2)
∑
v
[RΓc(G
v/Sv, ε
∗Fv)] = Sym
(
(L−
|v|
2 − L
|v|
2 ) ·
∑
v>0
(−1)|v| · zv · L
|v|
2 · [Φt(Fv)
〈triv〉
η ]
)
(3.3.3)
∑
v
[RΓc(0/Sv, i
∗Fv)] = Sym
(
− L
1
2 ·
∑
v>0
(−1)|v| · zv · L−
|v|
2 · [Φt(Fv)η ]
〈triv〉
)
. (3.3.4)
3.4. Diagonal stratification. Given a dimension vector v 6= 0, let P˜(v) be the set of decomposi-
tions [v] = ⊔α J
α into a disjoint union of nonempty subsets Jα. Let P(v) be the set of unordered
collections (vα)α, of nonzero dimension vectors, such that v =
∑
α v
α. For (vα)α ∈ P(v), let dw
be the number of occurences of a dimension vector w as an element of the collection (vα)α. We
see that giving an element ofP(v) is equivalent to giving a collection {dw ∈ Z≥0, w ∈ ZI≥0 r {0}}
such that
∑
w
dw · w = v. Thus, the set P(v) may be identified with the set of multi-partitions
of v.
For A,B ∈ P˜(v), resp. a, b ∈ P(v), we write A ≤ B, resp. a ≤ b, whenever B is a refinement
of A, resp. b is a refinement of a. This gives a partial order on P˜(v), resp. P(v). By definition,
B ≥ A = (Jα) holds iff the parts ofB are obtained by partitioning further each of the sets Jα. For
any tuple {bα = (wα,β)β ∈ P(v
α), α ∈ A}, whereA is a finite setA, we have
∑
α,β w
α,β =
∑
α v
α,
so the collection (wα,β)α,β gives an element of P(
∑
α v
α). This way one obtains a bijection∏
α
P(vα) ∼→ {b ∈ P(
∑
α v
α) | b ≥ a}, {(wα,β)β ∈ P(v
α), α ∈ A} 7→ (wα,β)α,β.
Any decompositionA = (Jα) ∈ P˜(v) gives, for each i ∈ I , a decomposition [vi] = ⊔α ([vi]∩J
α).
We put SA =
∏
i,α S[vi]∩Jα , a subgroup of Sv. Further, let v
α := (vαi )i∈I be a dimension vector
with components vαi := #([vi] ∩ J
α). Since v =
∑
α v
α we obtain a multi-partition a = (vα) ∈
P(v). The assignment A 7→ a provides a natural map P˜(v)→ P(v).
The group Sv acts naturally on the set P˜(v). The stabilizer in Sv of a decomposition A =
(Jα)α∈A ∈ P˜(v) equals N(SA), the normalizer of the subgroup SA ⊂ Sv. We have an isomor-
phism
N(SA) ∼=
∏
w∈ZI
(
(Sv)
dw ⋊Sdw
)
where dw := #{α ∈ A | w = v
α}. (3.4.1)
Observe further that the fibers of the map P˜(v) → P(v) are precisely the Sv-orbits. We will
identify P(v) with the set of Sv-orbits in P˜(v).
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Fix a smooth curve C . For r > 0 let Cr,◦ ⊂ Cr be a subset formed by the r-tuples of pairwise
distinct points of C . Given a dimension vector v and A = {Jα, α ∈ [r]} ∈ P˜(v), we consider a
closed imbedding Cr →֒ Cv defined, using the decomposition [v] = ⊔α J
α, by the assignment
z =
(
[r]→ C, α 7→ z(α)
)
7−→ ∆¯(z) =
(
⊔α J
α → C, Jα 7→ z(α)
)
.
We will usually identify Cr, resp. Cr,◦, with its image, to be denoted CvA, resp. C
v,◦
A . Thus, C
v
A
is a smooth closed subscheme of Cv and Cv,◦A is a Zariski open and dense subset of C
v
A . Write
∆(A) : Cr,◦ = Cv,◦A →֒ C
v, resp. ∆¯(A) : Cr = CvA →֒ C
v, for the corresponding locally closed,
resp. closed, imbedding. It is clear that, for A,B ∈ P˜(v), we have A ≤ B iff one has an inclusion
CvA ⊆ C
v
B. In particular, C
v
A = C
v
B holds iff A = B. Note also that the sets C
v,◦
A and C
v,◦
B are equal
if A = B, and are disjoint otherwise. It follows that CvB =
⊔
A≤B C
v,◦
A . In particular, one has a
stratification Cv =
⊔
A∈P˜(v) C
v,◦
A . The action of the groupSv on C
v respects the stratification and
induces a stratificationCv/Sv with locally-closed smooth strata which are labeled by the setP(v).
These stratifications of either Cv or Cv/Sv will be called ‘diagonal stratification’.
In the special case where r = 1 and A = {J1} is the decomposition with a single part J1 = [v],
we have that CvA = C
v
∆ is the principal diagonal and∆(A) = ∆¯(A) = ∆(v) is the diagonal imbed-
ding. In this case, abusing the notation, we write A = ∆v for the corresponding decomposition .
Observe that the principal diagonal is contained in the closure of any other stratum, and it is the
unique closed stratum of the diagonal stratification.
For any A ∈ P˜(v), we have closed imbeddings C
∆(v)
−−−→ CvA → C
v. Let TC(C
v
A) denote the
normal bundle to ∆(v)(C) ⊂ CvA , resp. T
⊥
C(C
v
A) a vector sub-bundle of N
∗
v
whose fibers are the
annihilators of the corresponding fibers of TC(C
v
A). Thus, one has natural diagrams
C TC(C
v
A)
uAoooo   vA // TC(C
v) = Nv, C T
⊥
C(C
v
A)
u⊥
Aoooo  
v⊥
A // T∗C(C
v) = N∗
v
. (3.4.2)
The following result is straighforward; it explains the geometric meaning of the set N⋄
v
.
Lemma 3.4.3. The set N⋄
v
is equal to the set of elements z ∈ N∗
v
such that w(z) 6= z for any w ∈
Sv, w 6= 1, and, moreover, z /∈ T
⊥
C(C
v
A) for any A ∈ P(v), A 6= ∆. 
3.5. Fix A ∈ P˜(v) and let a = (v = v1 + . . . + vr) ∈ P(v) be an associated multi-partition. We
have a product of diagonal imbeddings
∏
α∈[r] ∆(v
α) : Cr →֒
∏
α∈[r] C
v
α
. Note that the image of
the open subset Cr,◦ ⊂ Cr is contained in C
disj
v
1,...,vr , cf. (3.1.2). We obtain a commutative diagram
C
disj
v
1,...,vr
̟
v
1,...,vr

Cr,◦ = Cv,◦A
∆(A)
//? _
∏
α∈[r] ∆(v
α)
oo Cv
̟v

C
disj
v
1,...,vr/(
∏r
α=1Svα)
 

v
1,...,vr //
∏r
α=1 (C
v
α
/Svα)
ı
v
1,...,vr // // Cv/Sv.
(3.5.1)
It is often convenient to choose and fix an identification [v1] ⊔ . . . ⊔ [vr] ∼= [v]. Such an iden-
tification determines a lift of the bijection P(v1) × . . . × P(vr) ∼→ {b ∈ P(v) | b ≥ a} to a
bijection γ : P˜(v1) × . . . × P˜(vr) ∼→ {B ∈ P˜(v) | B ≥ A}. This provides an identification∏
αC
v
α ∼→ Cv and, therefore, an identification of C
disj
v
1,...,vr with an open subset of C
v that lifts the
map ı
v
1,...,vr ◦ v1,...,vr . It is immediate to see that this way, for any B
1 ∈ P˜(v1), . . . ,Br ∈ P˜(vr),
we get
C
disj
v
1,...,vr ∩ (C
v
1,◦
B1
× . . .× Cv
r,◦
Br ) = C
v,◦
γ(B1,...,Br)
. (3.5.2)
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It will sometimes be convenient to use a separate notation C◦
B1,...,Br for the set on the left of this
equation whenever we want to think of it as a Zariski open subset of Cv
1,◦
B1
× . . .× Cv
r,◦
Br .
Thus, the diagonal stratification of Cv induces the following stratification
C
disj
v
1,...,vr =
⊔
B1∈P˜(v1),...,Br∈P˜(vr)
C◦B1,...,Br =
⊔
B≥A
Cv,◦B . (3.5.3)
Below, we will freely use the above identifications without further mention.
Remark 3.5.4. Note that we have C◦∆(v1),...,∆(vr) = C
v
A
∼= Cr,◦ is the unique closed stratum of the
stratification.
Let F = (Fv) be a weak factorization sheaf on C and recall the notation F˜ = (F˜v), F˜v = ̟
∗
v
Fv.
We say that F is diagonally constructible, resp. diagonally constant, if for all v and A ∈ P˜(v)
the sheaf∆(A)∗F˜v is a locally constant, resp. geometrically constant, sheaf on C
v,◦
A .
Lemma 3.5.5. ForF to be diagonally constructible, resp. diagonally constant, it is sufficient that∆(v)∗F˜v,
the restriction of F˜v to the principal diagonal, be a locally constant, resp. geometrically constant, sheaf for
all v.
Proof. Fix v and A = {Jα, α ∈ [r]} ∈ P˜(v). Let (v = v1 + . . . + vr) ∈ P(v) be the decomposition
associated with A and for each α = 1, . . . , r letBα ∈ P(vα).
Observe that the stratum CvA is stable under the action of the group N(SA) ⊂ Sv. Using (3.1.7)
and isomorphisms (3.5.2)-(3.5.3) we deduce an isomorphism
(∆(γ(B1, . . . ,Br))∗F˜v)|
C
disj
v
1,...,vr
∼→ (∆(B1)∗F˜
v
1 ⊠ . . .⊠∆(Br)∗F˜vr)|
C
disj
v
1,...,vr
. (3.5.6)
Moreover, diagram (3.1.8) says that this isomorphism is compatible with the natural action of the
group N(SA) ∼= N(Sv1,...,vr) on each side of (3.5.6).
If∆(v)∗F˜v is locally constant for all v then so is the sheaf (∆(v
1)∗F˜
v
1⊠ . . .⊠∆(vr)∗F˜vr)|C◦∆,...,∆ ,
for all decompositionsv1+. . .+vr = v, r ≥ 1. Combining Remark 3.5.4 and isomorphism (3.5.6) in
the special case (B1, . . . ,Br) = (∆(v1), . . . ,∆(vr)), we deduce that ∆(A)∗F˜v is a locally constant
sheaf on Cv,◦A for all A ∈ P˜(v). An identical argument applies in the geometrically constant case
as well. 
3.6. Semisimple factorization sheaves. Let Z be a geometrically connected variety. An object of
Dabs(Z) is called a semisimple local system if it is isomorphic to a finite direct sum of objects of the
form V ⊗L, where V ∈ Dabs(pt) is an absolutely convergent complex with zero differential and L
is a finite dimensional geometrically irreducible local system on Z .
Definition 3.6.1. A sheaf on Cv is said to be nice if it is isomorphic to a direct sum of the form⊕
A∈P˜(v) ∆¯(A)∗E
A, where EA is a semisimple local system on CvA . A weak factorization sheaf F is
called nice, resp. semisimple, if so is the sheaf F˜v for every v.
Lemma 3.6.2. (i) Let F = (Fv) be a nice weak factorization sheaf so, for each v, we have Fv =⊕
A∈P˜(v) F
A, where FA = ∆¯(A)∗E
A for some semisimple local system EA on CvA . Then, for every v
and A ∈ P˜(v), there is an isomorphism
EA ∼= ⊠α∈[r] E
∆(vα), (3.6.3)
ofN(SA)-equivariant local systems onC
v
A
∼=
∏
α∈[r] C
∆(vα), where v = v1+. . .+vr is the decomposition
associated with A and r is the number of parts.
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(ii) Let F = (Fv) be a semisimple weak factorization sheaf such that ∆(v)
∗F˜v is a semisimple local
system for any v. Then F is nice.
Proof. (ii) Fix A ∈ P˜(v) and use the notation as above. Given an r-tupleBα ∈ P˜(vα), α ∈ [r], let
CB1,...,Br := C
disj
v
1,...,vr ∩ (C
v
1
B1 × . . .× C
v
r
Br) = C
disj
v
1,...,vr ∩ Cγ(B1,...,Br).
Thus, the set CB1,...,Br equals the closure of the set C
◦
B1,...,Br = C
disj
v
1,...,vr ∩ (C
v
1,◦
B1
× . . .× Cv
r ,◦
Br ) in
C
disj
v
1,...,vr , cf. (3.5.3). Let∆
disj
(B1, . . . ,Br) : CB1,...,Br →֒ C
disj
v
1,...,vr denote the closed imbedding.
We have the following diagram
C◦
B1,...,Br
(3.5.2)
  // CB1,...,Br _

 
∆
disj
(B1,...,Br) // C
disj
v
1,...,vr _
˜
v
1,...,vr

Cv,◦B
  // CvB
 
∆¯(B)
// Cv
Hence, we find
F˜v|
C
disj
v
1,...,vr
=
⊕
B∈P(v)
FB|
C
disj
v
1,...,vr
=
⊕
B≥A
(∆¯(B)∗E
B)|
C
disj
v
1,...,vr
=
⊕
(B1,...,Br)∈P˜(v1)×...×P˜(vr)
(∆
disj
(B1, . . . ,Br)∗
(
Eγ(B
1,...,Br)|C
B1,...,Br
)
.
Similarly, we have(
⊠α F˜vα
)
|
C
disj
v
1,...,vr
=
(
⊠α
(⊕
Bα∈P(vα) F
Bα
))
|
C
disj
v
1,...,vr
=
⊕
(B1,...,Br)∈P˜(v1)×...×P˜(vr)
(
⊠α ∆¯(B
α)∗E
Bα
)
|
C
disj
v
1,...,vr
=
⊕
(B1,...,Br)∈P˜(v1)×...×P˜(vr)
(∆
disj
(B1, . . . ,Br)∗
(
(⊠α E
Bα)|C
B1,...,Br
)
.
Comparing the above isomorphisms, we see that the factorization isomorphism ϕ
v
1,...,vr yields,
for each tuple (B1, . . . ,Br) ∈ P(v1, . . . ,vr), an isomorphism
Eγ(B
1,...,Br)|C
B1,...,Br
∼= (⊠α E
Bα)|C
B1,...,Br
,
of local systems on CB1,...,Br . The local system on each side of the isomorphism is a restriction of a
local system on Cvγ(B1,...,Br). The homomorphism π
et
1
(
CB1,...,Br) → π
et
1 (C
v
γ(B1,...,Br)) being surjec-
tive, we conclude that the isomorphism of local systems on CB1,...,Br extends to an isomorphism
Eγ(B
1,...,Br) ∼= ⊠α E
Bα of the corresponding local systems on Cvγ(B1,...,Br).
In the special case where (B1, . . . ,Br) = (∆(v1), . . . ,∆(vr)) one has γ(∆(v1), . . . ,∆(vr)) = A.
Thus, Eγ(B
1,...,Br) ∼= ⊠α E
Bα reduces to an isomorphism as in (3.6.3). Furthermore, one checks that
this isomorphism respects the N(SA)-equivariant structures.
(ii) From the factorization isomorphism (∆(v1)∗F˜
v
1 ⊠ . . .⊠∆(vr)∗F˜vr )|C◦∆,...,∆
∼= ∆(A)∗F˜v we
deduce that F is diagonally constructible, cf. proof of Lemma 3.5.5. Therefore, the semisimple
sheaf F˜v is isomorphic to ⊕A ∆(A)!∗E
A,◦, a direct sum of intersection cohomology complexes
associated to some local systems EA,◦ on CA,◦v . Furthermore, since the local system (∆(v1)∗F˜v1 ⊠
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. . . ⊠∆(vr)∗F˜vr ) is semisimple and C
v
A
∼= C∆(v1) × . . . × C∆(vr), we deduce that the local system
∆(A)∗F˜v extends to a semisimple local system on C
v
A. The local system E
A,◦ is a direct summand
of ∆(A)∗F˜v. It follows that E
A,◦ extends to a semisimple local system EA on CvA . Hence, we have
∆(A)!∗E
A,◦ = ∆¯(A)∗E
A, proving that Fv is nice. 
In the nice case we have the following stronger version of Theorem 3.2.3. Recall the projection
c : N⋄
v
= T∗C(C
v)⋄ → C .
Proposition 3.6.4. Let F = (Fv)v∈ZI≥0
be a nice weak factorization sheaf on SymC . Then, writing
F˜v =
⊕
A∈P˜(v) (∆¯(A))∗E
A, one has:
(i) For each v we have (FN ◦ spCv/C(F˜v))|N⋄v
∼= c∗E∆(v)[rkNv](
rkNv
2 ).
(ii) In DIabs(pt) (rather than in K
I
abs), one has a natural isomorphism⊕
v
RΓc(C
v/Sv, Fv) = Sym
(⊕
w 6=0 RΓc(C∆(w), E
∆(w))Sw
)
.
Proof. The construction of Verdier specialization involves a deformation to the normal bundle.
From that deformation and the factorization isomorphism (3.6.3), it is easy to see that one has
spCA/C∆(E
A) = u∗A(E
A|C∆), wherewe use the notation of diagram (3.4.2). It follows that spCv/C∆(F˜
A) =
(vA)∗u
∗
A(E
A|C∆). By the properties of Fourier-Deligne transform, this implies that
FN ◦ spCv/C∆(F˜
A) = (v⊥A )∗(u
⊥
A )
∗(EA|C∆)[rkNv](
1
2 rkNv). (3.6.5)
The sheaf above is supported on T⊥C(C
v
A). We see that the restriction of this sheaf to the open
set N⋄
v
= T∗C(C
v)⋄ vanishes unless A = ∆(v) and CvA = C is the principal diagonal. In the latter
case, we have spC∆/C∆(E
∆(v)) = (u⊥∆)
∗E∆(v) and T⊥C(C
v
∆(v))
⋄ = N⋄
v
. Thus, we obtain
(FN ◦ spCv/C Fv)|N⋄
v
=
⊕
A∈P˜(v) (FN ◦ spCv/C(F˜
A))|
N⋄
v
= (u⊥∆)
∗E∆(v) [rkNv](
rkNv
2 )|N⋄
v
= c∗E∆(v)[rkNv](
rkNv
2 ).
This proves (i).
To prove (ii), let P˜(v, a) denote the fiber of the canonical projection P˜(v)→ P(v) over a decom-
position a ∈ P(v). Further, we put F˜a :=
⊕
B∈P˜(v,a) F˜
B
v
. This is a Sv-invariant direct summand
of F˜v. Therefore it descends to a direct summand F
a
v
of Fv.
Choose a decomposition A ∈ P˜(v, a). The group Sv acts transitively on P(v, a) and the stabi-
lizer of the element A equals N(SA). Therefore, RΓc(C
v, F˜a) =
⊕
B∈P˜(v,a) RΓc(C
v, F˜B
v
), viewed
as a representation of Sv, is induced from the N(SA)-representation RΓ(C
v, F˜A). Thus, using
Lemma 3.6.3 and the notation therein we get
RΓc(C
v/Sv,F
a) = RΓc(C
v, F˜a)Sw = RΓc(C
v, F˜A)N(SA)
= RΓc(
∏
α C
v
α
, ⊠α F
∆(vα))N(SA) =
(⊗
α RΓc(C∆(vα), E
∆(vα)
)N(SA).
Observe next that the set P(v), of multipartitions, has a natural identification with the set of
collections {dw}v∈ZI≥0
such that one has
∑
w
dw · w = v. Let {dw} be the collection that corre-
sponds to a decomposition a ∈ P(v). Then, by (3.4.1) we have N(SA) ∼=
∏
w
(
(Sw)
dw ⋊ Sdw
)
.
Hence, we get( ⊗
α∈[r]
RΓc(C∆(vα), E
∆(vα)
)N(S
v
1,...,vr )
=
(⊗
w
RΓc(C∆(w), E
∆(w))⊗dw
)∏
w
(
(Sw)dw⋊Sdw
)
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=
⊗
w
Symdw
(
RΓc(C∆(w), E
∆(w))Sw
)
.
Thus, using the direct sum decomposition Fv =
⊕
a∈P(v) F
a
v
, we compute⊕
v
RΓc(C
v/Sv,Fv) =
⊕
v
⊕
a∈P(v)
RΓc(C
v/Sv, F
a
v
)
=
⊕
v
⊕
{(dw)
w∈ZI
≥0
r{0}
|
∑
w
dw·w=v}
(⊗
w
Symdw
(
RΓc(C∆(w), E
∆(w))Sw
))
=
⊕
(dw)
w∈ZI
≥0
r{0}
(⊗
w
Symdw
(
RΓc(C∆(w), E
∆(w))Sw
))
= Sym
(⊕
w 6=0 RΓc(C∆(w), E
∆(w))Sw
)
.
Part (ii) follows. 
3.7. Proofs of Theorem 3.2.3 and Theorem 3.3.1. Let DP(C
v) be a full subcategory of Dabs(C
v)
whose objects are constructible with respect to the diagonal stratification and let Kabs(C
v) be
the corresponding Grothendieck group. The semisimplification, F ss, of any object F ∈ DP(C
v)
is again an object of DP(C
v). The semisimplification operation extends to the Sv-equivariant
setting.
Lemma 3.7.1. For any weak factorization sheaf F = (Fv) the collection F
ss := (F ss
v
)
v∈ZI≥0
has the
natural structure of a weak factorization sheaf.
Sketch of Proof. Since the operation of open restriction preserves the weight filtration, we can con-
sider semisimplification more generally for sheaves on any open substack U ⊂ Cv/Sv. Further-
more, it is clear that for any such U , and E ∈ D
P
(Cv/Sv), one has (E
ss)|U = (E|U )
ss. In partic-
ular, for any decomposition v = v1 + . . . + vr we have an isomorphism (∗
v
1,...,vr ı
∗
v
1,...,vrFv)
ss =
∗
v
1,...,vr ı
∗
v
1,...,vr(F
ss), of sheaves onC
disj
v
1,...,vr . Also, it is clear that (Fv1⊠. . .⊠Fvr)
ss = F ss
v
1⊠. . .⊠F
ss
v
r .
Since the only operations with sheaves involved in the definition of factorization sheaf are the
operations ∗
v
1,...,vr ı
∗
v
1,...,vr and ⊠, and the operation of taking semisimplification is functorial, it
follows that for any collection (Fv)v∈ZI≥0
that satisfies that definition the collection (F ss
v
)
v∈ZI≥0
sat-
isfies it as well. 
Proof of Theorem 3.2.3. Each of the functors spN and FN is t-exact with respect to the perverse t-
structure. Hence, for any weak factorization sheaf F , we have (ΦN(Fv))
ss = ΦN(F
ss
v
). Further,
part (i) of Proposition 3.6.4 implies that (ΦN(F˜v))
ss is a pull-back of a semisimple local system on
C via the projection N⋄
v
→ C . We deduce that the local system ΦN(F˜v) is unipotent along the map
c : N⋄
v
→ C . Part (i) of Theorem 3.2.3 follows.
Observe next that in Kabs(C
v) we have [E ] = [Ess]. The equation of part (ii) of Theorem 3.2.3
is an equation in KIabs. Such an equation is unaffected by replacing each of the sheaves Fv by
F ss
v
. The sheaf F ss
v
is nice. For such a sheaf, the equation of part (ii) of Theorem 3.2.3 is an imme-
diate consequence of the formula of Proposition 3.6.4(ii) and the isomorphism of part (i) of that
proposition, using that rkNv = dimC(|v| − 1). 
Proof of Theorem 3.3.1. Part (i) of the theorem follows directly from Theorem 3.2.3(i). Also, it is clear
from the equivariance of the sheaf Fv under the diagonal translations that one has [ΦN(Fv)]
〈ρ〉 =
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[RΓc(A,CA)] ⊗ [Φt(Fv)
〈ρ〉
η ] = L · [Φt(Fv)
〈ρ〉
η ], resp. [ΦN(ε
∗Fv)]
〈ρ〉 = RΓc(G,CA) ⊗ [Φt(Fv)
〈ρ〉
η ] =
(L − 1) · [Φt(Fv)
〈ρ〉
η ], for any ρ ∈ Irr(Sv). Thus, equations (3.3.2) and (3.3.3) follow from Theorem
3.2.3(ii).
We now prove (3.3.4). Since this is an equation in KIabs it suffices to prove it for semisimple weak
factorization sheaves F . Furthermore, without loss of generality one may assume in addition that
each of the corresponding local systems EA that appear in Definition 3.6.1 has finite rank, that is,
the semisimple sheavesFv areWeil sheaves. In that case, the collection F
∨ = (F∨
v
) is a semisimple
weak factorization sheaf again, cf. Remark 3.1.9(1). Thus, we are in a position to apply equation
(3.3.2) in the case of the factorization sheafF∨. Note thatF∨
v
= (F¯v)
∨[2](1). Using that the Fourier-
Deligne functor Ft commutes with the Verdier duality we deduce [Φt(F
∨
v
)η] = [Φt(Fv)
∗
η]{2} =
L−1 · [Φt(Fv)∗η]. Also, we one has RΓc(A
v/Sv,F
∨
v
) = RΓ(Av/Sv,Fv)∗. Thus, using (3.3.2) for F∨,
we compute∑
v
zv · [RΓ(Av/Sv,Fv)
∗] =
∑
v
zv · [RΓ(Av/Sv,F
∨
v
)]
= Sym
(
− L
1
2 ·
∑
v>0
(−1)v · zv · L
|v|
2 · [Φt(F
∨
v
)η ]
〈triv〉
)
= Sym
(
− L
1
2 · L−1 ·
∑
v>0
(−1)v · zv · L
|v|
2 ·
[
(Φt(Fv)
∗
η
]〈triv〉)
.
Now, the sheaf Fv being G-equivariant, the well known result of Springer yields a canonical iso-
morphism RΓ(Av/Sv,Fv) ∼= RΓ(0/Sv, i∗vFv). Applying (−)
∗ to the displayed formula above
yields the required equation (3.3.4). 
4. FACTORIZATION SHEAVES ON GL
4.1. From G to T . We will use the notation ptX for a constant map X → pt.
Let G be a split connected reductive group. For all Borel subgroups B of G, the tori T =
B/[B,B] are canonically isomorphic to each other and we write W for the corresponding Weyl
group. Let g, b, and t, be the Lie algebras of G, B, and T , respectively. The imbedding b →֒ g,
resp. the projection b ։ b/[b, b], gives a morphism of quotient stacks κb : b/B → g/G, resp.
νb : b/B → t/T . Observe that the action of T on t being trivial, there is a canonical isomorphism
t/T ∼= t× pt/T . This isomorphism respects the natural actions of the Weyl groupW on each side,
where W acts on t × pt/T diagonally. By the Chevalley isomorphism g/G ∼= t/W , we have a
commutative diagram:
0/G 
 ig //
pt0/G

g/G
wg

b/B? _
κboo νb // // t/T t×BT
r

{0} ×BT = 0/T? _
itoo
pt0/W

pt g/G t/W t/W
wtoo t
qoo pt
(4.1.1)
We claim that for any sheaf F on g/G, the sheaf r!(νb)!κ
∗
bF on t has a canonical W -equivariant
structure. This seems to be well known (its version for parabolic restriction of character sheaves
is essentially due to Lusztig [L2]), but we have been unable to find the statement in the generality
that we need in the literature.
To state our result, put nG = dimG/B = dim b − dim t, resp. rk = dimT . Write sign ⊗ (−) for
a twist by the sign character of theW -action on a W -representation or, more generally, a twist of
the equivariant structure on aW -equivariant sheaf. In particular, one has a functor sign ⊗ (−) on
Dabs(t/W ) induced by tensoring with a rank 1 local system Sign.
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In the proofs below, we will freely use the following known results about compactly supported
cohomology of G/T, BT , and BG. The top degree nonzero compactly supported cohomology
groups are H4nGc (G/T ), resp. H
−2 rk
c (BT ) and H
−2 dimG
c (BG) = H
−4nG−2 rk
c (BG). These groups
are 1-dimensional, furthermore, the Weyl group acts on H4nGc (G/T ) and H
−2 rk
c (BT ) via the sign
character, where we have used the isomorphisms H
q
(G/B) = H
q
c (G/B) = H
q+2nG
c (G/T ). Also,
each of the groupsHoddc (G/B), H
odd
c (BT ), and HH
odd
c (BG), vanishes. Therefore, the spectral se-
quence for the fibrationBT
G/T
−−−→ BG collapses, yielding aW -equivariant isomorphismHevc (BT ) =
Hevc (G/T )⊗H
ev
c (BG). In particular, one hasW -equivariant isomorphisms
H
q
c (BT )
W = H
q+2nG
c (BG) resp. H
q
c (BT )
sign = sign⊗H
q+4nG
c (BG).
The functors constructed in the following lemma are called parabolic restriction functors.
Lemma 4.1.2. (i) There exists a functorRt : Dabs(g/G)→ Dabs(t/W ) such that one has an isomorphism
of functors r! (νb)! κ
∗
b
∼= q∗ Rt, resp.
r! (νb)! κ
∗
b
∼= q∗ Rt, (wg)! ∼= ((wt)!Rt)
W , (pt0/G)! i
∗
g
∼= ((pt0/W )! (i
∗
t Rt⊗sign)){−2nG}.
(4.1.3)
(ii) There is also a group analogue, a functorRT : Dabs(G/AdG)→ Dabs(T/W )with similar properties.
(iii) For any smooth affine curve C there is a functor RC : Dabs(Cohv C) → Dabs(C
v/Sv) such that
analogues of isomorphisms (4.1.3) hold. Given an open imbedding ε : C1 →֒ C , one has an isomorphism of
functors
ε∗Sym ◦ RC
∼= RC1 ◦ε
∗
Coh, (4.1.4)
where ε∗Coh : Dabs(Cohv C) → Dabs(Cohv C1), resp. ε
∗
Sym : Dabs(C
v/Sv) → Dabs(C
v
1 /Sv), is the
natural restriction.
(iv) The functorRC reduces to the functorRt, resp. RT , in the caseG = GLv andC = A, resp. C = G.
Let g˜ be the variety of pairs (b, g) such that b is a Borel subalgebra and g is an element of
b. It is convenient to reformulate the lemma in terms of the Grothendieck-Springer resolution
g˜ → g, (b, g) 7→ g. This map is G-equivariant, hence descends to a morphism κ˜ : g˜/G → g/G.
There is a natural isomorphism g˜/G ∼= b/B, of quotient stacks. Therefore, one also has amorphism
ν˜ : g˜/G = b/B → t/T = t × pt/T, (b, g) 7→ νb(g). Thus we have the following commutative
diagram:
g˜/G
κ˜
tt✐✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐✐✐
✐
π

ν˜ // t× pt/T
r

g/G
wg

(g/G) ×t/W t
κoo
✷π′

pr2 // t
q

g/G = t/W (g/G)×t/W (t/W )
κ′
jj❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯❯
pr′2 //proo t/W
wt // t/W
(4.1.5)
Proof of Lemma 4.1.2. We have a chain of canonical isomorphisms of functors:
r! (νb)! κ
∗
b = r! ν˜! κ˜
∗ = (pr2)! π∗ κ˜
∗ = (pr2)! π∗ π
∗ κ∗ = (pr2)!
(
ν! κ
∗ ⊗ π!Cg˜/G
)
(4.1.6)
where the last isomorphism follows from the projection formula and we have used that π! = π∗.
The sheaf π!Cg˜/G can be equipped with aW -equivariant structure as follows. Let g
rs be the set
of regular semisimple elements of g and U := (grs/G) ×t/W t. The morphism π¯ : g˜ → g ×t/W t,
a non-stacky counterpart of π, is a proper morphism which is an isomorphism over U , moreover,
this morphism is known to be small [L1, Section 3]. It follows that π¯!Cg˜ = IC(U)[− dimU ], where
IC(U) is the IC-sheaf corresponding to the constant sheaf CU . The natural G × W -equivariant
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structure on CU induces one on IC(U) and, hence, on π¯!Cg˜ = IC(U)[− dimU ]. It is clear that the
sheaf π!Cg˜/G on (g/G)×t/W t is, up to a shift, obtained from π¯!Cg˜ byG-equivariant descent. Since
the actions of G andW on g ×t/W t commute, theW -equivariant structure on π¯!Cg˜ induces aW -
equivariant structure on π!Cg˜/G. Thus, there is a canonically defined sheaf IC on (g/G)×t/W (t/W )
such that π!Cg˜/G = (π
′)∗ IC.
We now define the required funtorRt as follows
Rt(F) := (pr
′
2)!((κ
′)∗F ⊗ IC).
Using base change with respect to the cartesian square at the bottom right corner of diagram (4.1.5)
we deduce
q∗Rt = q
∗(pr′2)!
(
(κ′)∗ ⊗ IC) = (pr2)!(π
′)∗((κ′)∗ ⊗ IC(U/W )
)
= (pr2)!
(
(π′)∗(κ′)∗ ⊗ (π′)∗ IC
)
= (pr2)!
(
κ∗ ⊗ IC(U)
)
= (pr2)!
(
κ∗ ⊗ π!Cg˜/G)
(4.1.6)
== r! (νb)! κ
∗
b,
proving the first isomorphism in (4.1.3).
To prove the second isomorphism in (4.1.3), we observe that the naturalW -action on κ!π!Cg˜/G
gives, for any sheaf F ∈ Dabs(g/G), aW -action on
κ˜!κ˜
∗F = F ⊗ κ˜!κ˜
∗Cg˜/G = F ⊗ κ!π!π
∗Cg/G.
Furthermore, the well known isomorphism (κ!π!Cg˜/G)
W = Cg˜/G yields
(κ˜!κ˜
∗F)W = F ⊗ (κ!π!Cg˜/G)
W = F ⊗Cg/G = F .
We deduce that (wg)!F = (wg)!(κ˜! κ˜
∗F)W = ((wg ◦ κ˜)! κ˜
∗F)W . On the other hand, diagram (4.1.5)
shows that wg ◦ κ˜ = wt ◦ q ◦r ◦ ν˜. Therefore, we have an isomorphism of functors
(wg ◦ κ˜)! κ˜
∗ = (wt)! q! r! ν˜!κ˜
∗ = (wt)! q! q
∗ Rt,
by the first isomorphism in (4.1.3). The proof of the second isomorphism in (4.1.3) is now com-
pleted by the following chain of isomorphisms of functors
(wg)! = ((wg ◦ κ˜)! κ˜
∗(−))W = ((wt)! q! q
∗ Rt(−))
W
= (wt)! (Rt(−)⊗ (q!q
∗Ct/W )
W ) = ((wt)! (Rt(−)⊗Ct/W ) = (wt)! Rt .
Next, let N ⊂ g be the nilpotent variety. Let i0 : 0/G →֒ N/G and iN : N/G →֒ g/G be the
natural imbeddings, and ptN : N/G → pt. According to the theory of Springer representations,
one has
i∗Nκ
′
!
(
IC⊗(pr′2)
∗Sign
)
= (i0)∗C{0/G}[−2n](−n),
where n = nG and the shift is due to the fact that dimN = 2n. We deduce
i∗Nκ
′
!
(
(κ′)∗F ⊗ IC⊗(pr′2)
∗Sign
)
= (i0)∗i
∗
gF [−2n](−n).
Note that (κ′)−1(N/G) = N/G × 0/W = (pr′2)
−1(0/W ). Let ι : N/G × 0/W →֒ (g/G) ×t/W
(t/W ) be the imbedding. Since (ptg/G)!i
∗
g = (ptN )! (i0)! i
∗
g, using the isomorphism above and base
change, we find
(ptg/G)!i
∗
gF = (ptN )! (i0)∗ i
∗
gF = (ptN )! i
∗
Nκ
′
!
(
(κ′)∗F ⊗ IC⊗(pr′2)
∗Sign
)
[2n](n)
= (ptN ⊠ ptt/W )!ι
∗
[
(κ′)∗F ⊗ IC⊗(pr′2)
∗Sign
)
[2n](n)
= (ptt/W )! i
∗
t (pr
′
2)!
(
(κ′)∗F ⊗ IC⊗(pr′2)
∗Sign
)
[2n](n)
= (ptt/W )! i
∗
t (Rt F ⊗ Sign)[2n](n).
The third isomorphism in (4.1.3) follows. The proof of part (ii) is left for the reader.
35
To prove (iii) one replaces g˜/G by the stack C˜ohvC be the stack whose objects are complete flags
0 = M0 ⊂ M1 ⊂ . . . ⊂ Md = M , where Mj is a length j coherent sheaf on C . One has a natural
diagram Cohv C
κ˜
←− C˜ohvC
ν˜
−→ Cv that reduces to the diagram g/G
κ˜
←− g˜/G
ν˜
−→ t in the case where
C = A and g = gl
v
. The diagram for a general curve C is isomorphic, e´tale locally, to the diagram
for C = A. In particular, the map C˜ohvC → Cohv C ×Cv/Sv C
v is small. The isomorphism of part
(iii) is an immediate consequence of base change in the following diagram with cartesian squares:
Cohv C1 _

C˜ohvC1 _

oo // Cv1
//
 _

Cv1 /Sv _

Cohv C C˜ohvCoo // C
v // Cv/Sv
Generalization to the the I-graded case is straightforward, as well as the proof of (iv), is straight-
forward. 
Remark 4.1.7. One can also define an induction functor ind : Dabs(t/W ) → Dabs(g/G) by the
formula ind(F) = (κ′!((pr
′
2)
∗F ⊗ IC))W . ♦
Next, we dualize the maps in the top row of diagram (4.1.1). Thus, writing (−)⊤ for the trans-
posed map, we get a diagram
Let Fg/G : Dabs(g/G)→ Dabs(g
∗/G) be the Fourier-Deligne transform, that is, a relative Fourier
trasform on the vector bundle g/G→ pt/G. With obvious modifications of the notation of Lemma
4.1.2 we have the following result.
Lemma 4.1.8. There exists a functor Rt∗ : D(g
∗/G) → D(t∗/W ), such that analogues of the three iso-
morphisms in (4.1.3) hold and, in addition, there is an isomorphism of functors
Ft/W ◦ Rt ∼= sign⊗ (Rt∗ ◦Fg/G). (4.1.9)
Proof. The construction of the functor Rt∗ mimics the proof of Lemma 4.1.2. Further, let n = [b, b]
be the nilradical of b. The proof of (4.1.9) is well known, it is based on the fact that the Killing form
provides an identification of the following natural diagram
g∗/G
wg∗

n⊥/B? _oo // // t∗/T t∗ ×BT
rt∗

g∗/G t∗/W t∗/W
wt∗oo t∗
qt∗oo
with the rectangle in the middle of diagram (4.1.1). We refer to Brylinski’s paper [Br] for details.

Later on, we will also need the following result. Let χ : G → G be a morphism of algebraic
groups and ℘ a local system on G. The local system χ∗℘, on G, is clearly AdG-equivariant, hence
it descends to a local system ℘G on G/
Ad
G. The morphism χ gives, by restriction, a W -invariant
morphism χT : T → G. The corresponding local system χ∗T℘ is thereforeW -equivariant, hence it
descends to a local system ℘T on T/W .
Corollary 4.1.10. With the above notation, for any F ∈ Dabs(G/AdG), there is a canonical isomorphism
RΓc(Gv/AdGv, ℘
G ⊗ ε∗GF)
∼= RΓc(Tv/Sv, ℘
T ⊗ ε∗T RtF). (4.1.11)
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Proof. Let χB : B → G be the restriction of χ to B. As above, the local system χ∗B℘ descends
to a local system ℘B on B/
Ad
B. Clearly, we have µ∗B℘
G ∼= ℘B ∼= ν∗B℘
T . Using the composite
isomorphism µ∗B℘
G ∼= ν∗B℘
T , for any E ∈ Dabs(G/AdG), we compute
(νB)!µ
∗
B(℘
G ⊗ E) = (νB)!(µ
∗
B℘
G ⊗ µ∗BE) = (νB)!(ν
∗
B℘
T ⊗ µ∗BE) = ℘
T ⊗ (νB)!µ
∗
BE ,
were the last isomorphism is the projection formula. We deduce that RT (℘
G ⊗ E) ∼= ℘T ⊗RT (E)
canonically.
Now, given F ∈ Dabs(g/G), we apply the above isomorphism for E := ε
∗
GF . We compute
RΓc(G/AdG, ℘
G ⊗ ε∗GF) = RΓc(T/W, RT (℘
G ⊗ ε∗GF)) (Lemma 4.1.2)
= RΓc(T/W, ℘
T ⊗ (RT ε
∗
GF))
= RΓc(T/W, ℘
T ⊗ (ε∗T RtF)). (Lemma 4.1.8) 
Remark 4.1.12. Below, we will use analogues of the above results in the case of GLv-equivariant
(rather than PGLv-equivariant) sheaves on pglv, resp. PGLv. In such a case, the stack g˜/G must
be replaced by (GLv×Bv pbv)/GLv
∼= pb
v
/Bv, whereBv ⊂ GLv is the Borel subgroup ofGLv and
pb
v
⊂ pgl
v
is the image of LieBv in pglv, a Borel subalgebra of pglv. Similarly, the stack tv/G
v,
where tv = Av/A is the Cartan subalgebra of pglv, plays the role of t/T .
4.2. Factorization sheaves on GL and gl. In this subsection we write Gv for GLv, resp. gv for glv.
We will consider factorization sheaves on the collection of Lie algebras gv, resp. groups Gv. To
this end, for any v1,v2, we define
g
disj
1,2 = {(a, b) ∈ gv1 × gv2 | a = (ai)i∈I , b = (bi)i∈I , spec(ai) ∩ spec(bj) = ∅ ∀ i, j ∈ I}, (4.2.1)
where spec(g) stands for the set of eigenvalues of a matrix g. It is clear that g
disj
1,2 is an affine,
Gv1 ×Gv2-stable Zariski open and dense subset of gv1 × gv2 . Thus, we have natural maps
g
disj
v1,v2
v1,v2−−−−→ gv1/Gv1 × gv2/Gv2
ıv1,v2−−−−→ gv1+v2/Gv1+v2 ,
where the first, resp. second, map is an open, resp. closed, imbedding. For any triple v′,v′′,v′′′, of
dimension vectors, we let g
disj
v
′,v′′,v′′′ be a subset of gv′×gv′′×gv′′′ formed by the triples
(
(ai)i∈I , (bi)i∈I ,
(ci)i∈I
)
, of I-tuples, where ai ∈ gv′i , bi ∈ gv′′i , ci ∈ gv′′′i such that any two of the three sets ∪i spec(ai),
∪i spec(bj), and ∪i spec(ci), are disjoint.
We have an open imbedding GLv →֒ glv of invertible matrices into the space of all matrices,
and induced imbeddings Gv1 × Gv2 →֒ gv1 × gv2 , etc. Let G
disj
v1,v2 := g
disj
v1,v2 ∩ (Gv1 × Gv2), resp.
G
disj
v
′,v′′,v′′′ := g
disj
v
′,v′′,v′′′ ∩ (Gv′ × Gv′′ × Gv′′′). One can equivalently define g
disj
v
′,v′′,v′′′ , resp. G
disj
v1,v2 ,
as the preimage of A
disj
v1,v2/ (S × Sv2 , resp G
disj
v1,v2 , under the Chevalley isomorphism gv1/Gv1 ×
gv2/Gv2
∼= A/Sv1 × A
v2/Sv2 , resp. Gv1/AdGv1 ×Gv2/AdGv2
∼= Gv1/Sv1 ×G
v2/Sv2 .
The general notion of factorization sheaves on CohC in the case C = A, resp. C = G, translates
into the following
Definition 4.2.2. (i) A factorization sheaf F on gl is the data of a collection (Fv)v∈ZI≥0
, where
Fv ∈ D(gv/Gv), equipped, for each pair v
′,v′′, with amorphism ϕ¯
v
′,v′′ : ı
∗
v
′,v′′Fv′+v′′ → Fv′⊠Fv′′
such that analogues of (3.1.5) and (3.1.6), where ϕ is replaced by ϕ¯ and C
disj
v1,v2/(Sv1 × Sv2) is
replaced by g
disj
v1,v2/(Gv1 ×Gv2), hold.
(ii) Equivariant factorization sheaves and factorization sheaves on GL are defined similarly.
Remark 4.2.3. We will not use the notion of ‘weak factorization sheaf’ on either G or g. ♦
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We let the group G act onGv, resp. gv, by scalar multiplication, resp. Aff act on gv by ”az+ b” :
g 7→ ag+ b · Id. These actions commute with the Gv-action, hence descend to well-defined actions
on the corresponding quotient stacks gv/Gv and Gv/AdGv.
Lemma 4.2.4. The functorRt, resp. RT , sends factorization sheaves on g, resp. G, to factorization sheaves
on SymA, resp. SymG. A similar statement holds for Aff-equivariant, resp. G-equivariant, factorization
sheaves in the Lie algebra resp. group, case.
Proof. Let g1 = gv1 , g2 = gv2 , let g1 ⊕ g2 →֒ g := gv1+v2 be a block diagonal imbedding., and
put g
disj
1,2 = g
disj
v1,v2 . Let bi = ti + ui, i = 1, 2, be a Borel subalgebra in gi, let u be the upper right
v1×v2-block. Thus t = t1× t2 is a Cartan subalgebra of g, p = g1⊕g2⊕u is a parabolic subalgebra
of g with nilradical u, and b = b1 × b2 × u is a Borel subalgebra of g contained in p. Let Gi, Bi, U,
etc. be the subgroups of G corresponding to the Lie algebras gi, bi, u, etc. We put
g
disj
= g
disj
v1,v2 , t
disj
= t
disj
v1,v2 , (b1 ⊕ b2)
disj
= t
disj
v1,v2 × (u1 ⊕ u2), b
disj
= t
disj
× u.
Then, the variety b
disj
is stable under the adjoint action of B, furthermore, for any
Claim 4.2.5. The variety b
disj
is B-stable and the action the map yields an isomorphism
B ×B1×B2 (b1 ⊕ b2)
disj
→ b
disj
.
Proof. For any b ∈ b
disj
, the variety b + u is U -stable. The differential of the adjoint action U →
b+u, u 7→ u(b) is injective. This is clear if b ∈ t
disj
since in that case all the weights of the ad b-action
in u are nonzero by the definition of the set t
disj
. The case of a general b ∈ b
disj
reduces to the one
where b ∈ t
disj
by considering Jordan decomposition. Thus, the map u 7→ u(b) gives an imbedding
U →֒ b + u. The image of this map is open since dimU = dim(b + u), and it is also closed in b+ u
since orbits of a unipotent acting on an affine variety are known to be closed. We deduce that the
action map U ×U1×U2 (b1 ⊕ b2)
disj
→ b
disj
is an isomorphism. This implies the claim. 
Let Zi := gi ×gi/Gi ti, resp. Z := g ×g/G t, and let g˜i, resp. g˜, denote the Grothendieck-Springer
resolution. For any scheme (or stack) G over t we write G
disj
:= G ×t t
disj
. We have a commutative
diagram:
G×
G1×G2
(g˜1 × g˜2)
disj
f˜ ∼=

IdG×µ1×µ2 // G×
G1×G2
(Z1 × Z2)
disj
f

g˜
disj µ // Z
disj
Note that
G×G1×G2 (g˜1 × g˜2) = G×G1×G2 ((G1 ×G2)×B1×B2 (b1 ⊕ b2)) = G×B (B ×B1×B2 (b1 ⊕ b2)).
Therefore, Claim 4.2.5 implies that the map f˜ in the commutative diagram is an isomorphism.
Further, it is known that one has (µ1 × µ2)∗Og˜1×g˜2 = OZ1×Z2 , resp. µ∗Og˜ = OZ . Hence, we
deduce an isomorphism
f∗O
G×G1×G2 (Z1×Z2)
disj
∼→ O
Z
disj .
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The morphism f being affine, it follows that this morphism is an isomorphism. Thus, taking
quotients by the G-action in the diagram above yields the following commutative diagram
t1 × t2
∼=t

(Z1 × Z2)
disj
/(G1 ×G2)
prt1×prt2oo
f ∼=

prg1×prg2 // (g1 × g2)
disj
/(G1 ×G2)
g

t Z
disj
/G
prg //prtoo g/G
Recall the open sets Ui := g
rs ×gi/Gi ti, resp. U := g
rs ×g/G t. The morphism f being an iso-
morphism, we deduce an isomorphism IC(U1/G1 × U2/G2)
∼→ f∗ IC(U/G). Now, for any F ∈
Dabs(g/G), we compute
(Rt1 ×Rt2)(
∗
gF) = (prt1 × prt2)!((prg1 × prg2)
∗∗gF ⊗ IC(U1/G1 × U2/G2))
= (prt1 × prt2)!(f
∗ IC(U/G)⊗ f∗pr∗gF)
= ∗t (prt)!(IC(U/G)⊗ pr
∗
gF) = 
∗
t Rt(F).
The sheaf IC(U/G) being W -equivariant, the functors ∗t and f
∗ IC(U/G) ⊗ f∗(−) clearly respect
W1 ×W2-equivariant structures, proving the lemma. 
Remark 4.2.6. An argument similar to the proof of Lemma 4.2.4 shows that each of the two func-
torsDabs(Cohv)
res // Dabs(C
v/Sv)
ind
oo sends factorization sheaves to factorization sheaves. We will
neither use nor prove this result.
4.3. Aff-equivariant factorization sheaves on gl. We are going to formulate a gl-counterpart of
the result from §3 about the cohomology of Aff-equivariant factorization sheaves on A.
We identify tv = Av/A with the Cartan subalgebra of pglv and also identify pgl
∗
v
/PGLv with
t∗
v
/Sv via the Chevalley isomorphism.
Definition 4.3.1. Let pgl⋄
v
be the preimage of the set t⋄
v
/Sv, see (3.2.1), under the quotient map
pgl∗
v
→ pgl∗
v
/PGLv = t
∗
v
/Sv.
The groupGLv acts on pglv, resp. pgl
∗
v
, through its quotientPGLv and the imbedding t
⋄
v
→֒ pgl⋄
v
induces an isomorphism t⋄
v
/Gv ∼→ pgl⋄
v
/GLv, where Gv, the maximal torus of GLv, acts trivially
on t⋄
v
. Thus, the canonical map w : pgl⋄
v
/GLv → pgl
⋄
v
/GLv = pgl
⋄
v
/PGLv = t
⋄
v
/Sv may be
identified with the first projection t⋄
v
/Sv × pt/Gv → t⋄v/Sv.
The group Aff acts on gl
v
by ax + b : g 7→ a · g + b · Id. This action commutes with the GLv-
action, hence, it descends to gl
v
/GLv. An Aff-equivariant sheaf Fv on glv/GLv descends to a
G-equivariant sheaf F¯v on pglv/GLv, where G acts on pglv by dilations. We put Φpgl
v
/GLv(Fv) =
w!
(
Fpgl
v
/GLv(F¯v)|pgl⋄v/GLv
)
, where Fpgl
v
/GLv denotes the Fourier-Deligne transform on pglv/GLv.
Thus,Φpgl
v
/GLv(Fv) is a sheaf on t
⋄
v
/Sv andwe letΦpgl
v
/GLv(Fv)η be the restriction ofΦpglv/GLv(Fv)
to η = Spec k(t⋄
v
/Sv).
We have natural imbeddings GLv/AdGLv
ε
−→ gl
v
/GLv
i
←− 0/GLv. The image of each imbedding
is stable under the action of the subgroup G ⊂ Aff.
Theorem 4.3.2. For any Aff-equivariant factorization sheaf F = (Fv)v∈ZI≥0
on gl we have:
(i) The monodromy action of the subgroup πet1 (t
⋄
v
) ⊂ πet1 (t
⋄
v
/Sv) on Φpgl
v
/GLv(Fv) is unipotent and
there is a Frobenius stable generalized isotypic decomposition
Φpgl
v
/GLv(Fv)η = ⊕ρ∈Irr(Sv) Φpglv/GLv(Fv)
〈ρ〉
η .
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(ii) In KIabs, one has the following equations∑
v
zv · [RΓc(glv/GLv,Fv)] = Sym
(
− L
1
2 ·
∑
v>0
(−1)|v| · zv · L
|v|
2 · [Φpgl
v
/GLv(Fv)η]
〈sign〉
)
; (4.3.3)
∑
v
zv · [RΓc(GLv/AdGLv, ε
∗Fv)] = Sym
(
(L−
1
2 − L
1
2 ) ·
∑
v>0
(−1)|v| · zv · L
|v|
2 · [Φpgl
v
/GLv(Fv)η]
〈sign〉
)
;
(4.3.4)∑
v
(−1)|v| · zv · L
v·v
2 ·
[
RΓc(0/GLv, i
∗Fv)
]
= Sym
(
−
∑
v>0
zv · L
|v|
2 · [Φpgl
v
/GLv(Fv)η]
〈triv〉
)
.
(4.3.5)
Proof. First, applying the functor RΓc(Av/Sv,−) to the second isomorphism in (4.1.3) in the case
of the group G = GLv, we obtain
RΓc(GLv/AdGLv, ε
∗Fv) = RΓc(GLv/AdGLv, (wGLv)!ε
∗Fv)
= RΓc(G
v/Sv, ((wGv)!RG ε
∗Fv)
Sv) = RΓc(G
v/Sv, RG ε
∗Fv) = RΓc(G
v/Sv, ε
∗RAFv).
Next, let Tv = Gv/G be the Cartan torus, resp. tv = Av/A the Cartan subalgebra, for PGLv.
Abusing the notation, we write Rt for the functor Dabs(pglv/GLv) → Dabs(tv/Sv) described in
Remark 4.1.12. For each v, the sheaf Fv, resp. RAFv, descends, thanks to the Aff-equivariance, to
a sheaf F¯v on pglv/GLv, resp. RAFv on tv, furthermore, one has Rt F¯v = RA Fv. Applying the
analogue of the second isomorphism in (4.1.3) in the case of pgl∗
v
and using Lemma 4.1.8, we find
(wpgl∗
v
)!Fpgl
v
/GLv(F¯v) = (wt∗v)!Rt∗ Fpglv/GLv(F¯v)
= sign⊗ (wt∗
v
)!Ftv (Rt F¯v) = sign⊗ (wt∗v)!FtvRAFv.
We deduce that for any ρ ∈ Irr(Sv) one has
Φpgl
v
/GLv(Fv)
〈ρ〉
η = ((wpgl∗v)!Fpglv/GLvF¯v)
〈ρ〉
η (4.3.6)
=
(
sign⊗ (wt∗
v
)!FtvRAFv
)〈ρ〉
η
= Φtv(RAFv)
〈sign⊗ρ〉
η .
By Lemma 4.2.4, the collection RAF = (RAFv) is an Aff-equivariant factorization sheaf on A.
Thus, using (3.3.3), we compute∑
v
zv · [RΓc(GLv/AdGLv, ε
∗Fv)] =
∑
v
zv · [RΓc(G
v/Sv, ε
∗RAFv)]
= Sym
(
(L−
1
2 − L
1
2 ) ·
∑
v>0
(−1)|v| · zv · L
|v|
2 · [Φt(RAFv)η]
〈triv〉
)
= Sym
(
(L−
1
2 − L
1
2 ) ·
∑
v>0
(−1)|v| · zv · L
|v|
2 · [Φpgl
v
/GLv(Fv)
〈sign〉
η ]
)
.
This proves (4.3.4). The proofs of (4.3.3) and (4.3.5) are similar using the corresponding equation
of Theorem3.2.3. For example, to prove formula (4.3.5) recall first that n
GLv
= v·v−|v|2 . We compute
[RΓc(0/GLv, i
∗Fv)] · L
n
GLv = [(pt0/GLv)!i
∗Fv]{−2nGLv}
= [((pt0/Sv)!i
∗RAFv)]
sign{2nGLv − 2nGLv} = [RΓc(0/Sv, i
∗(sign ⊗RAFv))].
By Remarks 3.1.9(2)-(3), the collection (sign ⊗ RAFv
[
|v|
]
) is a factorization sheaf on A. Thus,
using (4.3.6), we compute
40
∑
v
(−1)|v| · zv · L
v·v−|v|
2 ·
[
RΓc(0/GLv, i
∗Fv)]
=
∑
v
zv · [(pt0/GLv)!i
∗Fv]{−nGLv}
[
|v|
]
=
∑
v
zv ·
[
RΓc(0/Sv, i
∗(sign ⊗RAFv
[
|v|
]
)
]
= Sym
(
− L−
1
2 ·
∑
v>0
(−1)|v| · zv · L
|v|
2 ·
[
Φt(sign⊗RA Fv
[
|v|
]
)η
]〈triv〉)
= Sym
(
− L−
1
2 ·
∑
v>0
(−1)|v| · zv · L
|v|
2 ·
[
Φt(RAFv)η
]〈sign〉[
|v|
])
= Sym
(
− L−
1
2 ·
∑
v>0
zv · L
|v|
2 ·
[
Φpgl
v
/GLv(Fv)η
]〈triv〉)
.
Finally, it is known that in KIabs the following two equations are equivalent
Sym
(∑
v>0
zv · av
)
=
∑
v
zv · fv ⇔ Sym
(
L−
1
2 ·
∑
v>0
zv · av
)
=
∑
v
zv · L−
|v|
2 · fv. (4.3.7)
We apply this in the case where av = −L
|v|
2 ·
[
Φpgl
v
/GLv(Fv)η
]〈triv〉
and formula (4.3.5) follows. 
5. INERTIA STACKS
5.1. G-stacks. Given an algebraic group G and a G-stack Y , over k, we write qY : Y → Y/G
for the quotient morphism. The categories Y (k¯) and (Y/G)(k¯) have the same objects and the
quotient morphism qY : Y → Y/G is the identity on objects. The groups of morphisms between
the corresponding objects of Y and Y/G may differ, in general. In particular, for y ∈ Y (k¯), the
automorphism group of the object qY (y) ∈ (Y/G)(k¯) equals
Aut(qY (y)) = {(g, f) | g ∈ G, f ∈ Mor(y, gy)},
where the group operation is given by (g, f) · (g′, f ′) = (gg′, g′(f) ◦f ′).
There is a natural exact sequence
1 // Aut(y)
f 7→(1,f)
// Aut(qY (y))
py: (g,f)7→g // G, (5.1.1)
of algebraic groups. The group Gy := Im(py)may be viewed as the stabilizer of y in G.
Recall that a morphism Y → X, where Y is a G-stack and X is a stack, is called a G-torsor
(on X) if, for any test scheme S and an S-point S → X, the first projection S ×X Y → S is a G-
torsor on S. Any morphism ofG-torsors onX is an isomorphism. For any G-stack Y , the quotient
morphism qY : Y → Y/G is a G-torsor. Conversely, for any G-torsor Y → X the canonical
morphism Y/G→ X is an isomorphism of stacks.
One has the universal G-torsor pt → pt/G, where pt/G = BG is the classifying stack of the
group G. For any G-torsor Y → X the constant map Y → pt induces a map Y/G → pt/G It
follows, since Y/G = X and any morphism of G-torsors on X is an isomorphism, that the G-
torsor Y → X may be obtained from the universalG-torsor by base change, equivalently, we have
Y ∼= (Y/G) ×pt/G pt.
Let X × kv → X be a trivial rank v vector bundle on a stack X. For any rank v vector bundle
V onX, let Y (V) be the sheaf (onX) of vector bundle isomorphismsX × kv ∼→ V . There is a GLv-
action on Y (V) induced by the naturalGLv-action on k
v. The projection Y (V)→ X is aGLv-torsor
onX, to be called the ‘frame bundle’ of the vector bundle V .
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5.2. G-inertia stacks. The inertia stack, I(X), of a stack X is defined as a fiber product I(X) =
X ×X×X X, where each of the two maps X → X ×X is the diagonal morphism. An object of the
inertia stack is a pair (x, f) where x ∈ X and f ∈ Aut(x). Morphisms (x, f)→ (x′, f ′) are defined
as morphisms ϕ : x→ x′ such that f ′ ◦ϕ = ϕ ◦f .
Let G be an algebraic group with Lie algebra g, and fix a G-stack Y . One defines equivariant
analogues of the inertia stack as follows. The morphism
aG : G× Y → Y × Y, resp. ag : g× Y → TY,
given by (g, y) 7→ (gy, y), makes G×Y a stack over Y × Y , resp. g× Y a stack over TY . We define
the G-inertia stack, resp. infinitesimal G-inertia stack, of Y , by
I(Y,G) = Y ×Y×Y (G× Y ), resp. I(Y, g) = Y ×TY (g× Y ),
where Y → Y × Y is the diagonal morphism, resp. Y → TY is the zero section. In the special
case where Y is a G-scheme, viewed as a stack, the G-inertia stack becomes a scheme and the
corresponding set of closed points can also be defined in the following equivalent, more familiar
way
I(Y,G) = {(y, g) ∈ Y ×G | gy = y} = {(y, g) ∈ Y ×G | y ∈ Y g}. (5.2.1)
We return to the general case. It is easy to see that objects of the stack I(Y,G) are triples of the
form (y, g, f), where y is an object of Y , g ∈ G, and f : y → g(y) is a morphism. Similarly, an object
of I(Y, g) is a triple (y, g, f)where y ∈ Y, g ∈ g, and f : gy → 0 is an isomorphism in the groupoid
TyY .
We let the group G act on itself, resp. its Lie algebra, via the adjoint action. Then, it is clear that
I(Y,G), resp. I(Y, g), is a G-stack. The first projection prY : I(Y,G) → Y , resp. the composition,
prG, of the second projection I(Y,G)→ G×Y and the first projectionG×Y → G, are morphisms of
G-stacks. Further, it follows from definitions that the composition I(Y,G)→ Y ×Y → Y/G×Y/G
factors through a morphism qI : I(Y,G) → I(Y/G), furthermore, the latter morphism factors
through I(Y,G)/G → I(Y/G).
Lemma 5.2.2. (i) The morphism I(Y,G)/G→ I(Y/G) is an isomorphism.
(ii) The morphism qI is a G-torsor that fits into a diagram of cartesian squares
Y
qY

I(Y,G)
✷ ✷qI

prYoo
prG // G
qG

Y/G I(Y/G)p
Y/G
oo
p
G
// G/
Ad
G
(5.2.3)
Proof. One has natural isomorphisms Y = (Y/G) ×
pt/G
pt, resp. G = pt ×
pt/G
pt, and also
G× Y = Y ×Y/G Y . Using these isomorphisms we find
I(Y,G) = Y ×
Y×Y
(G× Y ) = Y ×
Y×Y
(Y ×
Y/G
Y ) = Y ×
Y×Y
(Y × Y )×
Y/G×Y/G
(Y/G)
= Y ×
Y/G×Y/G
(Y/G) = Y ×
Y/G
(Y/G) ×
Y/G×Y/G
(Y/G) = Y ×
Y/G
I(Y/G).
The resulting isomorphism I(Y,G) ∼= Y ×Y/G I(Y/G) yields the left cartesian square in (5.2.3). Fur-
ther, since Y → Y/G is a G-torsor, it follows that I(Y,G)→ I(Y/G) is a G-torsor. This implies (i).
By the universal property of quotient stacks, the map prG × prY : I(Y,G) → G × Y followed
by the projection to (G × Y )/G factors through I(Y,G)/G, which is isomorphic to I(Y/G) by (1).
Thus, we obtain a diagram
I(Y/G)
part (1)
I(Y,G)/G
prG×prY // (G× Y )/G
pr1 // G/
Ad
G. (5.2.4)
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Let p
G
: I(Y/G) → G/
Ad
G be the composite map. Note that the map qI × pG : I(Y,G) →
I(Y/G) ×
G/
Ad
G
G is a morphism of G-torsors on I(Y/G), hence it is an isomorphism. It follows
that the right square in (5.2.3) is cartesian, completing the proof. 
In the Lie algebra case, we put I
+
(Y/G) := Y/G ×(TY )/G (g × Y )/G, where Y/G→ (TY )/G is
given by the zero section. The Lie algebra counterpart of diagram (5.2.3) reads
Y
qY

I(Y, g)
✷ ✷q+I

pr+Yoo
prg // g
q+G

Y/G I
+
(Y/G)
p+
Y/G
oo
pg
// g/G.
(5.2.5)
In particular, the map q+I is a G-torsor, so one has a canonical isomorphism I
+
(Y/G) = I(Y, g)/G.
5.3. A trace formula. Below, we will freely use the notation of diagram (5.2.3) and putX = Y/G.
Thus, we have the projections pX : I(X) → X and pG : I(X) → G/AdG, respectively. Recall that
an object of I(X) is a pair z = (x, f)where x ∈ X and f ∈ Aut(x).
Proposition 5.3.1. Let k be a finite field. Then, for any E ∈ Dabs(X) and a locally constant sheaf F ∈
Dabs(G/AdG), we have
Tr
Fr
|RΓc(G/AdG, (pG)!p
∗
XE⊗F) =
∑
[x]∈[X(k)]
∑
f∈Aut(x)(k)
1
#Aut(x)(k)
·(Tr
Fr
| Ex)·(TrFr | FpG (x,f)). (5.3.2)
Proof. Let J := p∗XE ⊗ p
∗
GF . This is a sheaf on I(X) and we compute the trace of Frobenius on
RΓc(I(X),J ) in two ways as follows.
On the one hand, using the projection formula, we find
Tr
Fr
|RΓc(I(X),J ) = TrFr |RΓc(G/AdG, (pG)!(p
∗
XE ⊗ p
∗
GF))
= Tr
Fr
|RΓc(G/AdG, (pG)!p
∗
XE ⊗ F) = LHS (5.3.2).
On the other hand, by the Grothendieck-Lefschetz formula for stacks due to Behrend [B1, The-
orem 6.4.9], one has
Tr
Fr
|RΓc(I(X),J ) =
∑
[z]∈[I(X)(k)]
1
#Aut(z)
Tr
Fr
|Jz.
We write z = (x, f) and put A(x, f) := Aut(z)(k). An object z′ = (x′, f ′) ∈ I(X) is isomorphic
to (x, f) iff there is an isomorphism ϕ : x → x′ such that f ′ = ϕ ◦f ◦ϕ−1. Hence, the set [I(X)(k)]
is formed by the pairs ([x], C) where [x] ∈ [X(k)] and C is a conjugacy class in the group A(x) :=
Aut(x)(k). Furthermore, for an object z ∈ I(X)(k) in the isomorphism class ([x], C) the group
Aut(z)(k) is isomorphic to A(x,C), the centralizer in A(x) of an element of the conjugacy class C .
Thus, writing ClA(x) for the set of conjugacy classes of the group A(x), we compute
Tr
Fr
|RΓc(I(X), J ) =
∑
([x],f)∈[I(X)(k)]
1
#Aut(x,f)(k)
· Tr
Fr
| (Ex ⊗Fp
G
(x,f)) (5.3.3)
=
∑
[x]∈[X(k)]
∑
C∈ClA(x)
∑
f∈C
1
#A(x,C)
· (Tr
Fr
| Ex) · (TrFr | FC)
=
∑
[x]∈[X(k)]
1
#A(x)
· (Tr
Fr
| Ex) ·
( ∑
C∈ClA(x)
#A(x)
#A(x,C)
· Tr
Fr
| FC
)
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=
∑
[x]∈[X(k)]
1
#A(x)
· (Tr
Fr
| Ex) ·
( ∑
f∈A(x)
Tr
Fr
| Fp
G
(x,f)
)
= RHS (5.3.2). 
6. FACTORIZATION PROPERTY OF INERTIA STACKS
6.1. Moduli stacks. The goal of this subsection is to formalize the concept of moduli stack of
objects of a given k-linear category. The approach suggested below is, perhaps, neither the most
optimal nor the most general one. In any case, it will be sufficient for the limited purposes of the
present paper.
It is well known that the adequate setting for studying moduli problems is that of stacks since,
usually, moduli spaces do not exist as schemes. Let k be an arbitrary field and Ck a k-linear cate-
gory. We would like to consider a moduli stack of objects of Ck. For such a stack to be an Artin
stack requires, in particular, being able to define the notion of a flat family of objects of Ck over a
scheme. For the purposes of this paper, we formalize this as follows.
Let AffSch be the category of affine schemes over k. Given a fibered category πC : C → AffSch,
let X(C ) be a not necessarily full subcategory of C that has the same objects as C and such that
the morphisms in X(C ) are defined to be the cartesian arrows, cf. [Ols]. The category X(C ) is a
prestack, i.e. it is fibered in groupoids over AffSch.
Definition 6.1.1. A sheaf-category over k is a fibered category πC : C → AffSch equipped, for each
S ∈ AffSch, with the structure of a k[S]-linear category on the fiber CS := π
−1
C (S), the fiber of C
over S, such that
(1) For every morphism f : S′ → S, in AffSch, the pull-back functor f∗ : CS → CS′ (defined up
to a canonical isomorphism) is k[S]-linear.
(2) The prestack X(C ) is an Artin stack (to be called the moduli stack of objects of C ).
We let Ck := C (Spec k), a k-linear category, and refer to C as a sheaf-category enhancement of Ck.
The descent property of X(C ), which is part of the definition of a stack, guarantees that the
presheaf C : S 7→ CS is, in fact, a sheaf in fppf topology. Thus, the name ‘sheaf-category’ is
legitimate.
Remark 6.1.2. (i) In the case of an abelian category, the notion of flat family of objects has been
studied by Lowen and Van den Bergh [LvdB], and also by Joyce [J]. Unfortunately, it is not suf-
ficient for applications we are interested in to restrict to the case of abelian categories (there is a
more general notion of quasi-abelian category, cf. [An], [BvdB, Appendix B], that is sufficient for
most applications). In any case, all examples of k-linear categories considered in this paper come
equipped with a natural enhancement to a sheaf-category. So, in the rest of the paper we simply
work with sheaf-categories and will not discuss whether or not a given k-linear category comes
from some sheaf-category.
(ii) Amuch better, and a more correct approach would be to use formalism of derived algebraic
geometry as follows. Let D be a finite-type dg category, i.e. a dg-category such that its category
of modules is equivalent to the category modules over some homotopically finitely presented dg-
algebra. For any t-structure on D, Toe¨n and Vaquie [TV] constructed a moduli space of objects of
the heart of the t-structure. This moduli space is an ∞-stack, which is a direct limit of derived
n-stacks for all n. Using [TV, Corollary 3.21], one can find a substack which is in fact a derived
Artin 1-stack. Finally, one can consider an underlying classical stack of that Artin 1-stack.
(iii) A finite type category is saturated in the sense of Kontsevich. In such case, an analogue of
(2) in Definition 6.1.1 would says that the natural functor k[S′]⊗k[S] CS → CS′ is an equivalence. ♦
The sheaf-category C is said to be Karoubian if, for any affine scheme U of finite type over
k, the category C (U) is Karoubian, i.e. for any M ∈ C (U) every idempotent morphism p ∈
HomC (U)(M,M), p
2 = p, is the projection to a direct summand ofM .
44
Lemma 6.1.3. Let C be a Karoubian sheaf-category. Then, for any separable field extension K/k, there is
a natural equivalence K ⊗k Ck ∼= C (SpecK) and a natural bijection of the set of isomorphism classes of
objects of category K ⊗k C with the set X(C )(K).
Proof. It will be convenient to consider a more general setting. Fix a finite e´tale morphism S′ → S.
Given a finite e´tale morphism U → S, let C ′(U) := CU×SS′ (= OU×SS′ ⊗OU C (U)), resp. C
′′(U) :=
CU×SS′ . We claim that the fibers over S of the fibered categories C
′ and C ′′ are equivalent.
To prove the claim, we introduce a category T of ‘trivialized’ morphisms U → S. That is, an
object of T is an e´tale morphism U → S equipped with an isomorphism U × Ξ → U for some
finite set Ξ. Let C Ξ be a fibered category over T such that its fiber over an object U ∈ T as above is∏
ξ∈Ξ C (U). Then, the Karoubi property of C implies that the pullback of the category C
′ to such
an U ∈ T is canonically equivalent to C Ξ. Therefore, applying descent to the sheaf of categories
U 7→ C (U), we deduce that C ′(U) is equivalent to the category of sections of fiber products of
categories C Ξ over the the diagram U // // U ⊗S U
////// U ⊗S U ⊗S U . . . . This yields our claim
since all the above clearly applies to the sheaf of categories U 7→ C ′′(U) as well.
The statement of the lemma follows as a special case where the morphism S′ → S is taken to be
SpecK → Spec k. 
Example 6.1.4. An I-graded coherent sheaf on a scheme U is, by definition, a direct sum V =
⊕i∈I Vi where Vi is a coherent sheaf on U . Equivalently, one can view an I-graded coherent sheaf
as a coherent sheaf on a disjoint union of I copies of U . Let VectI(U), the category of I-graded
algebraic vector bundles on U , be a full subcategory of the category of I-graded coherent sheaves
whose objects are locally free sheaves. The category VectI(U) has a natural enhancement to a
sheaf-category defined by VectIU : S 7→ Vect
I(U × S). The corresponding moduli stack X(VectIU )
is a disjoint union X(VectIU ) = ⊔v≥0 Bunv(U) where Bunv(U), v = (vi)i∈I , is the stack that
parametrizes vector bundles V = ⊕i∈I Vi, on U , such that rkVi = vi, ∀i ∈ I .
In the special case where I is a one element set we use simplified notation Vect(U) = VectI(U),
resp. VectU = Vect
I
U , etc.
Definition 6.1.5. A functor of sheaf-categories is a functor F : C → C ′ such that πC ′ ◦ F = πC
strictly, and the induced functor CS → C
′
S is k[S]-linear for all S ∈ AffSch.
We will use the notation VectI = Vect(pt), a sheaf enhancement of the categry of finite dimen-
sional vector spaces. By definition, one has Xv(Vect
I) ∼= pt/GLv. This stack comes equipped with
a ‘tautological’ universal I-graded vector bundle of I-graded rank v.
Let C be a sheaf category and F : C → VectI a sheaf functor . This functor induces a morphism
X(C ) → X(VectI), of moduli stacks. For any dimension vector v, one has a substack Xv(C ) =
X(C )×X(VectI)X(Vect
I
v
) parametrizing all objects x ∈ C such that rkF (x) = v. The substackXv(C )
is both open and closed in X(C ), so X(C ) = ⊔v Xv(C ) is a disjoint union. The universal vector
bundle on X(VectI
v
) gives, by pull-back, a natural I-graded rank v vector bundle Fv on Xv(C ). Let
Xv(C , F ) → Xv(C ) be the ‘frame bundle’ of the vector bundle Fv, cf. §5.1. Thus, Xv(C , F ) is a
GLv-torsor overXv(C ) andXv(C , F )/GLv ∼= Xv(C ). An object of the category Spec k→ Xv(C , F )
is a pair y = (x, b)where x is an object of Ck and b is a frame, i.e. an isomorphism F (x) ∼= ⊕i∈Ik
vi ,
of I-graded vector spaces. We will refer to Xv(C , F ) as the ‘framed stack’ for Xv(C ).
Example 6.1.6. Let S be a scheme over k and D = ⊔i∈I Di ⊂ S a disjoint union of closed sub-
schemes. Given a dimension vector m ∈ ZI≥0 one has a k-linear category Vect(S,D,m) of par-
abolic bundles, cf. §1.4. An object of Vect(S,D,m) is a locally free sheaf V on S equipped, for
each i ∈ I , with a partial flag of subbundles V|Di = V
(0)
i ⊇ V
(1)
i ⊇ . . . ⊇ V
(mi)
i = 0, i.e. a chain
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of coherent subsheaves such that each quotient V
(j)
i /V
(j+1)
i is a locally free sheaf on Di. Cate-
gory Vect(S,D,m) has an enhancement to a sheaf category. Specifically, for any test scheme U let
D × U := ⊔i∈I Di × U , a disjoint union of closed subschemes of S × U . Then, the sheaf category
is given by the presheaf U 7→ Vect(U × S,D × S,m). We will often abuse the notation and write
Vect(S,D,m) for the sheaf enhancement of the category of parabolic bundles denoted by the same
symbol.
Below, we are mostly be interested in the special case where S is a smooth curve and D =
{ci ∈ S(k), i ∈ I} a collection of marked points. In this case, we have the natural identification
{ci} × U ∼= U , so we may (and will) view V
(j)
i /V
(j+1)
i as a locally free sheaf on U . The assignment
V 7→ F (V) =
⊕
i∈I
⊕
1≤j≤mi
V
(j)
i /V
(j+1)
i .
yields a sheaf-functor F : Vect(C,D,m) → VectΞ(m)(pt) = VectΞ(m). For a type r ∈ Ξ(m), the cor-
responding framed stack Xr(Vect(C,D,m), F ) classifies pairs (V, b)where V is a parabolic bundle
on S of type r and b = (b
(j)
i )(i,j)∈Ξ(m) is a collection of bases, where b
(j)
i is a k-basis of the vector
space V
(j)
i /V
(j+1)
i . The forgetful map Xr(Vect(S,D,m), F )→ Xr(Vect(S,D,m)) is a Gr-torsor.
6.2. Endomorphisms and automorphisms. Fix a sheaf-category C and write X = X(C ). Let
S be an affine scheme, AffSchS the category of affine schemes over S, and X(S) the groupoid
corresponding to S. We write Aut(x) for the stabilizer group scheme of an object x ∈ X(S).
For any objects x, y ∈ X(S), let Homx,y be a functor AffSchS → Sets defined by the assignment
(p : S′ → S) 7→ HomCS′ (p
∗x, p∗y).
Lemma 6.2.1. (i) The functor Homx,y is represented by an affine scheme Hom(x, y) that has the natural
structure of a generalized vector bundle on S in the sense of Definition 7.1.1. Furthermore, there is a
canonical k[S]-module isomorphism of HomCS (x, y) and Γ(S,Hom(x, y)), the space of sections of this
generalized vector bundle.
(ii) The stack X(C ) has an affine diagonal. In particular, the projection I(X(C )) → X(C ) is an affine
morphism and X is a stack with affine stabilizers.
Proof. For any f ∈ HomCS′ (p
∗x, p∗y), the matrix
∣∣∣∣ Idx 0f Idy
∣∣∣∣ gives an automorphism of p∗x⊕ p∗y,
so one has an imbedding of the set HomCS′ (p
∗x, p∗y) into the set Aut(p∗(x ⊕ y)). The functor
(p : S′ → S) 7→ Aut(p∗x ⊕ p∗y) is represented by the group scheme Aut(x ⊕ y) ∈ AffSchS .
Hence, the presheaf of sets over AffSchS associated with the functor Homx,y is a sub-presheaf of
the presheaf associated with the functor represented by Aut(x⊕ y). Therefore, the functor Homx,y
is represented by a sub-groupscheme of Aut(x⊕ y). It may be characterized as follows. We have a
natural homomorphism γ : G→ Aut(x⊕ y) given by t 7→ diag(Idx, t · Idy). LetG act on Aut(x⊕ y)
by group scheme automorphisms via conjugation. Then, we have Hom(x, y) = {g ∈ Aut(x ⊕ y) |
lim
t→0
γ(t)gγ(t)−1 Id}. This can be reformulated scheme-theoretically by identifying Hom(x, y) with
the scheme of G-equivariant maps u : A→ Aut(x⊕ y) such that u(0) = 0. It follows from this last
reformulation that the scheme Hom(x, y) is affine. The rest of the proof of part (i) are left to the
reader.
To prove (ii) observe first that, for any x, y, z ∈ X(S), the composition map HomCS (x, y) ×
HomCS (y, z) → HomCS (x, z) induces a morphism ◦ : Hom(x, y) × Hom(y, z) → Hom(x, z), of
affine schemes over S.
The pair (x, y) gives a morphism S → X × X and we also have a morphism {(Idx, Idy)}S :
S → Hom(x, y) ×S Hom(y, x), of schemes over S. Further, let Hom(x, y) ×S Hom(y, x) → S be a
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morphism given by (f, g) 7→ (g ◦f, f ◦g)). With this notation, one has a natural isomorphism
S → X×X = (Hom(x, y)×S Hom(y, x))×Hom(x,x)×SHom(y,y) {(Idx, Idy)}S
Part (i) implies that the RHS of this formula is affine over S. It follows that S ×X×X X is an affine
schemes over S, proving (ii). 
In the special case x = y, we put End(x) := HomCS (x, x). By the above lemma, we have
End(x) = Γ(S,Hom(x, x)). Let Aut(x) be a closed subscheme of Hom(x, x) ×S Hom(x, x) defined
by the equations g′ ◦g = g ◦g′ = Id. It is easy to show that Aut(x) is canonically isomorphic to
Autx as a group scheme over S.
Now, we fix a sheaf functor F : C → VectI . For x ∈ X(S), let Fx : End(x) → EndF (x) be the
k[S]-algebra homomorphism induced by F .
Lemma 6.2.2. For any x ∈ X(S), the ideal KerFx is nilpotent, i.e. we have (KerFx)
N = 0 for N ≫ 0.
Proof. PutB = k[S]. First, we consider the case whereB = k. Let J be the kernel of themap Fx and
let A := k+ J . Thus, A is a finite dimensional unital subalgebra of End(x) and J is a codimension
one two-sided ideal of A. The lemma would follow provided we show that J is contained in N,
the nilradical of A (which is the same as the Jacobson radical).
Assume that J * N. Let J¯ ∼= J/(J ∩N) be the image of J inA/N. Thus, J¯ is a nonzero codimen-
sion one two-sided ideal of A/N. Any two-sided ideal of A/N, a semisimple finite dimensional
algebra, is generated by a central idempotent.
We deduce that the ideal J¯ contains a nonzero idempotent e¯. The ideal N being nilpotent, the
idempotent e¯ can be lifted to an idempotent e ∈ A such that e (modN) = e¯ ∈ J¯ . Since A = k + J
this implies that e ∈ J . Thus, we have constructed a nonzero idempotent e ∈ End(x) that belongs
to the kernel of the homomorphism Fx : End(x)→ Endk F (x).
Associatedwith the decomposition 1 = e+(1−e), inEnd(x), there is a direct sumdecomposition
x = x′ ⊕ x′′, in C . This gives a vector space decomposition F (x) = F (x′) ⊕ F (x′′). It is clear, by
functoriality, that the map Fx(e) : F (x)→ F (x) is equal to the composition F (x)։ F (x
′) →֒ F (x),
of the first projection and an imbedding of the first direct summand. We deduce
e 6= 0 ⇒ x′ 6= 0 ⇒ F (x′) 6= 0 ⇒ Fx(e) 6= 0,
On the other hand, by construction we have e ∈ Ker(Fx), hence Fx(e) = 0. The contradiction
implies that J ⊂ N. This completes the proof in the special case B = k.
We now consider the general case, and put S = SpecB. Thus, End(x) is a B-algebra which
is finite as a B-module. For every closed point s : Spec k →֒ S, one has the composite map
xs : Spec k→ X and the corresponding finite dimensional k-algebra End(xs). The algebra End(x)
being finite over B, there is an integer N such that dimk End(xs) < N for all closed points s ∈ S.
Observe further that given an arbitrary k-algebra R such that dimkR < N and a two-sided ideal
J of R such that Jm = 0 for some m ≫ 0, one automatically has that JN = 0. Therefore, from the
special case B = k of the lemma, we deduce that (KerFxs)
N = 0 holds for all s.
We claim that (KerFx)
N = 0. Indeed, if a1 · · · aN 6= 0 for some elements a1, . . . , aN ∈ KerFx
then one can find a closed point s ∈ S such that a1|s · · · aN |s 6= 0. That would contradict the
equation (KerFxs)
N = 0, since aj |s ∈ KerFxs , j = 1, . . . , N . 
Fix a sheaf-functor F : C → VectI . We will use the notation X = Xv(C ), Y = Xv(C , F ), resp.
g = gl
v
, G = GLv and g(S) = k[S], G(S) for S-poits of G. For y = (x, b) ∈ Y (S) and f ∈ End(x)
there is a unique element pg,y(f) ∈ g(S) such that Fx(f)(b) = pg,y(f)(b). Let gy be the image of the
map f 7→ pg,y(f). Thus, we have an exact sequence
0 // KerFx // End(x)
pg,y // gy. (6.2.3)
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Observe that the map pg,y is a homomorphism of associative subalgebras.
The group Aut(y), resp. Aut(x), is the group of units of the associative algebra End(y), resp.
End(x). Furthermore, the restriction of this map to Aut(x) is nothing but the map py in (5.1.1).
Thus, the exact sequence in (5.1.1) is obtained from (6.2.3), an exact sequence of associative alge-
bras, by restriction to the groups of units. On the other hand, clearly, one has LieAut(x) = End(x),
where End(x) is viewed as a Lie algebra with the commutator bracket. Therefore, (6.2.3) may be
identified with the exact sequence of Lie algebras induced by (5.1.1). In particular, the groupGy is
the group of units of the associative algebra gy and we have LieGy = gy.
Corollary 6.2.4. Let y ∈ Y (k) and x ∈ X(k) be the image of x. Then,
(i) The groups Aut(x) and Gy are connected.
(ii) The group Aut(y) is unipotent and we have Aut(y) = Ker
[
Fx : Aut(x)→ GL(F (x))
]
.
Proof. It is clear that the group of units of a finite dimensional algebra is connected. It follows
that the group Aut(x), hence also Gy , is connected, proving (i). The equation of part (ii) follows
from the exact sequence (5.1.1). Hence, we deduce Aut(y) = Id+Ker[Fx : End(x) → EndF (x)].
Lemma 6.2.2 insures that this group is unipotent, and (ii) follows. 
Corollary 6.2.5. If the functor F is faithful then, for any v, the stack Y is an algebraic space.
Proof. This is an immediate consequence of Corollary 6.2.4(ii) and [LM, Corollaire (8.1.1)(iii)]. 
Corollary 6.2.6. If k is a finite field then each fiber of the natural map [Y (k)]→ [X(k)] is a G(k)-orbit.
Proof. The fiber of the map [Y (k)] → [(Y/G)(k)] over x ∈ X(k) is isomorphic to the set of k-
rational points of a G-orbit which is defined over k. Our claim is a consequence of a combination
of two well known results. The first result says that any such orbit contains a k-rational point, say
y ∈ Y (k). Then, Gy is a connected subgroup of G = GLv defined over k, and we can identify the
fiber with (G/Gy)(k). The second result says that, the group Gy being connected, the G(k)-action
on (G/Gy)(k) is transitive. 
Note for any y = (x, b) ∈ Y (k) the group Aut(x), resp. Aut(y), contains the subgroup Gscalars of
scalar automorphisms and one has pg,y(Gscalars) = Gv∆ ⊂ Gy .
Corollary 6.2.7. For any y = (x, b) ∈ Y (k) we have
(i) If x is not absolutely indecomposable then the group Gy contains a torus H defined over k which is
a G(k¯)-conjugate of a diagonal torus GvA 6= G
v
∆.
(ii) The following conditions are equivalent:
x is absolutely indecomposable ⇔ Aut(x)/Gscalars is unipotent ⇔ Gy/G
v
∆ is unipotent.
Proof. Let J be the (nil)radical of the algebra End(x)(k) and A = End(x)(k)/J , a finite dimensional
semisimple k algebra. By the Wedderburn theorem, we have A is isomorphic to a finite direct
sum of matrix algebras over some division algebras of finite dimension over k. Let B ⊂ A be a
direct sum of the subalgebras of diagonal matrices of all these matrix algebras. Thus, we have
B ∼= ⊕α Qα, where each Qα is a division algebra over k. For every α, we choose a maximal
subfield Kα ⊂ Qα. Then, Kα is a finite extension of k. Therefore, the group
∏
α K
×
α defines,
by Weil restriction, an algebraic subgroup H of Aut(x), which is defined over k and is such that
H(k) =
∏
α K
×
α . Moreover,H is a torus.
For each α we have k¯ ⊗k Kα = ⊕γ∈Γα k¯1α,γ , a direct sum of several copies of the field k¯
with the correspoding unit element being denoted by 1α,γ . The elements {1α,γ} form a collec-
tion of orthogonal idempotents of the algebra k¯ ⊗k A which can be lifted to a collection {eα,γ}
of orthogonal idempotents of the algebra End(x)(k¯). Let k¯ ⊗k x = ⊕α,γ xα,γ be the correspond-
ing direct sum decomposition, where xα,γ ∈ Ck¯. It is clear from the construction that we have
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End(xα,γ)(k¯) = eα,γ End(x)(k¯)eα,γ = k¯ ⊕ Jα,γ , where Jα,γ is a nilpotent ideal. Thus, End(xα,γ)(k¯)
is a local k¯-algebra. Hence, xα,γ is an indecomposable object, by the Fitting lemma.
We have F (x) = ⊕ F (xα,γ), a direct sum of k¯I-modules. The homomorphism py : Aut(x)→ GL
induces an isomorphism H(k¯) =
∏
G(k¯) Idxα,γ
∼→ py(H)(k¯) =
∏
G(k¯) IdF (xα,γ) Let bα,γ be a k¯-
basis of F (xα,γ) which is compatible with the I-grading. Then, there is a unique element g ∈ G
that takes the given basis b of F (x) to the basis ⊔α,γ bα,γ . It is clear thatAd g(py(H)(k¯)) is a diagonal
torus that contains Gv∆, proving (i).
To prove (ii) observe that the object x is absolutely indecomposable if and only if x = xα,γ for a
single (α, γ). The latter holds if and only if dimH =
∑
α dimkKα = 1, that is, if and only if one
has py(H) = Gv∆. 
6.3. Factorization of fixed point loci. Let Gv = GLv, resp. gv = glv and Xv = Xv(C ), Yv =
Xv(C , F ). We have the stack I(Yv, Gv), resp. I(Yv, gv), whose objects are triples (x, b, f) where
(x, b) ∈ Y and f ∈ Aut(x), resp. f ∈ End(x). We recall the isomorphismXv = Yv/Gv and observe
that the above definition of the stack I
+
(Xv) agrees with the definition I
+
(Yv/Gv) = I(Yv, gv)/Gv,
given at the end of section 5.2. Thus, there are natural commutative diagrams of open imbeddings
I(Yv, Gv)
prG

  // I(Yv, gv)
prg

I(Xv)
pG

  // I
+
(Xv)
pg

Gv
  εG // g Gv/AdGv
 
εG/G // gv/Gv
(6.3.1)
Corollary 6.3.2. Each of the diagrams (6.3.1) is cartesian.
Proof. Themap prg, resp. prG, sends (x, b, f) to py(f), where y = (x, b). Thus, at the level of objects,
the statement amounts to the claim that an endomorphism f ∈ End(x) is invertible if and only
if the element py(f) ∈ g is invertible. The latter claim is a consequence of Lemma 6.2.2. Indeed,
we have py(f) ∈ Im py ∼= End(x)/Ker py and, the ideal Ker py being nilpotent, an element of the
algebra End(x) is invertible iff so is its image in End(x)/Ker py.
The proof for morphisms is similar and is left for the reader. 
Let v1,v2 be a pair of dimension vectors. Recall the notation of §4.2 and consider a natural
commutative diagram
I
+
(Xv1)× I
+
(Xv2)
pgv1×pgv2

iv1,v2 // I
+
(Xv1+v2)
pg
v1+v2

U
disj
:= g
disj
v1,v2/(Gv1 ×Gv2)
 
v1,v2// gv1/Gv1 × gv2/Gv2
ıv1,v2 // gv1+v2/Gv1+v2 ,
(6.3.3)
where the map ıv1,v2 , resp. iv1,v2 , sends a pair of objects to their direct sum.
Proposition 6.3.4. The morphism
U
disj ×
gv1/Gv1×gv2/Gv2
(
I
+
(Xv1)× I
+
(Xv2)
Id×iv1,v2−−−−−−→ U
disj ×
g
v1+v2
/G
v1+v2
I
+
(Xv1+v2),
induced by (6.3.3), is an isomorphism of stacks over g
disj
v1,v2/(Gv1 ×Gv2).
Proof. We introduce simplified notation gj = gvj , Gj = Gvj , j = 1, 2, resp. g = gv1+v2 , G = Gv1+v2 .
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It suffices to show that, for any affine scheme S and a morphism g : S → g
disj
v1,v2 , the correspond-
ing functor
{g} ×(g1/G1×g2/G2)(S)
(
I
+
(Xvj )(S) × I
+
(Xvj )(S)
)
−→ {g} ×(g/G)(S) I
+
(Xv1+v2)(S) (6.3.5)
is an equivalence of categories. We first show that this functor is full. An object of the category
on the right is a triple (x, f, h) where x ∈ X(S), f ∈ End(x), and h ∈ G(S) is such that pg(f) =
Adh(g), cf. (6.2.3). Without loss of generality we may (and will) assume that h = 1, so pg(f) = g.
The map g is given by a pair of elements gj ∈ gj ⊗ k[S], j = 1, 2. The vector space End(x),
resp. gj ⊗ k[S], has the natural structure of an associative k[S]-algebra. Further, there is a natural
evaluation homomorphism evf : k[t]⊗k[S] = k[A×S]→ EndF (x), resp. evj : k[t]⊗k[S]→ gj⊗k[S],
an algebra homomorphism defined by the assignment t ⊗ 1 7→ f , resp. t ⊗ 1 7→ gj . We put
J := Ker(evf ), resp. Jj := Ker(evj). Let Af ⊂ End(x), resp. Ag ⊂ g⊗ k[S] and Aj ⊂ gj ⊗ k[S], be a
k[S]-subalgebra generated by f , resp. g and gj . Thus, we get the following homomorphisms:
Af = k[A× S]/J
u
։ Ag = k[A × S]/(J1 ∩ J2)
v
→֒ A1
⊕
A2 = k[A × S]/J1
⊕
k[A× S]/J2,
where the secondmap is induced by the diagonal imbedding k[t]⊗k[S]→ (k[t]⊗k[S])⊕ (k[t]⊗k[S]).
Further, let pj(t, s) = det(t Idkvj −gj(s)) be the characteristic polynomial of gj . Thus, we have
pj ∈ k[A × S] and, moreover, the Hamilton-Cayley theorem implies that pj(t, s) ∈ Jj . The poly-
nomials p1 and p2 have no common zeros since g ∈ gv1,v2 . Therefore, the ideals J1 and J2 have
no common zeros and, hence, J1 + J2 = k[A × S], by the Nullstellensatz. This implies that v, the
second map in the diagram above, is an isomorphism. We deduce that there is a canonical direct
sum decomposition Ag ∼= A1 ⊕ A2. Thus, the element (1A1 , 0) ∈ A1 ⊕ A2 produces a nontrivial
idempotent of the algebra Ag .
Observe next that Ker(u) is a nilpotent ideal in Af , thanks to Lemma 6.2.2. The algebra Af
being commutative, it follows that the idempotent (1A1 , 0) can be lifted uniquely to an idempotent
e = ex,f,g ∈ Af . By construction, e is an element of End(x) that commutes with f . We put
x1 := ex and f1 = e ◦f , resp. x2 = (1 − e)x, and f2 = (1 − e) ◦f . Thus, we have a direct sum
(x, f) = (x1, f1)⊕ (x2, f2) and, moreover, pG(fj) = gj . This proves that the functor in (6.3.5) is full.
Now, let (x, f, g) → (x′, f ′, g′) be a morphism in the category on the right of (6.3.5). This means
that we have a morphism ϕ : x → x′ such that ϕ ◦f = f ′ ◦ϕ, and also pg(f
′) = g′ ∈ Adh(g) for
some h ∈ G(S). Therefore, the map ϕ˜ : Af
∼→ Af ′ , u 7→ ϕ ◦u ◦ϕ
−1, is an algebra isomorphism.
Furthermore, we have ϕ˜(ex,f,g) = ex′,f ′,g′ , since the elements gj and Adh(gj) have equal charac-
teristic polynomials and the idempotent are determined by the corresponding triples uniquely. It
follows that the morphism ϕ takes the direct sum decomposition (x, f) = (x1, f1)⊕ (x2, f2) to the
corresponding decomposition (x′, f ′) = (x′1, f
′
1)⊕ (x
′
2, f
′
2), resulting from ex′,f ′,g′ . This implies that
the functor (6.3.5) is fully faithful. Hence, this functor is an equivalence, as required. 
Proposition 6.3.4 and its proof have an immediate generalization to the case where the stack
I
+
(Xv(C )) is replaced by the stack Xv(k[C] ⊗ C ), cf. §1.6, where C ⊂ A is a fixed Zariski open
nonempty subset. In particular, for C = G from Proposition 6.3.4, using Corollary 6.3.2, we obtain
Corollary 6.3.6. The natural morphism below is an isomorphism:
G
disj
v1,v2×(Gv1/AdGv1 )×(Gv2/AdGv2 )
(
I(Xv1)× I(Xv2)
)
−→ G
disj
v1,v2×Gv1+v2/AdGv1+v2 I(Xv1+v2).
Remark 6.3.7. Proposition 6.3.4 can also be extended to the case of stacks Xv(k[C]⊗C ), where C is
a smooth affine curve which is not necessarily contained in A. We will neither use nor prove such
a generalization.
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6.4. We now introduce the factirization sheaf RF,φ associated to a triple (C , F, φ), as has been
outlined in §1.7 in a more general setting of an smooth scheme C . Thus, we fix a potential, a
morphism φ : X(C ) → A, of stacks over k. For each v, put φv = φ|Xv . According to (5.2.5), one
has a diagram
A
φv
←− Xv(C ) = Xv(C , F )/GLv
pXv(C ,F )/GLv
←−−−−−−−−− I
+
(Xv(C )
pgl
v−−→ gl
v
/GLv.
We define a sheafRF,φv , on glv/GLv, by R
F,φ
v := (pgl
v
)! p
∗
Xv(C ,F )/GLv
℘φv , where ℘φv = φ∗
v
℘ψ is a
pull-back of the Artin-Schreier local system.
Theorem 6.4.1. If the morphism φ is additive in the sense of §1.1, then the collectionRF,φ = (RF,φv )v∈ZI≥0
has the natural structure of an Aff-equivariant factorization sheaf on gl.
Proof. Fix dimension vectors v1,v2. We use simplified notation from the proof of Proposition
6.3.4. Thus, for j = 1, 2, we write Xj = Xvj (C ), resp. Yvj = Xv(C , F ), φj = φvj , Gj = GLv, gj =
gl
vj
, I
+
j = I
+
1 (Xvj ), and I
+
= I
+
(Xv1+v2), φ = φv1+v2 . Also, U
disj
:= g
disj
v1,v2/(G1 × G2), ı =
ıv1,v2 ,  = v1,v2 , i = iv1,v2 . Then, using diagrams (5.2.5) and (6.3.3), one obtains the following
commutative diagram
A× A
+

Xv1 ×Xv2
⊕

φ1×φ2oo U
disj ×g1/G1 × g2/G2 (I
+
1 × I
+
2 )
∼= Id×i

(pX1×pX2) ◦ proo
Id×(pg1×pg2) // U
disj
Id×ı ◦ 
A Xv1+v2
φoo U
disj ×g/G I
+
pX ◦ pr
oo
Id×pg // U
disj
×g/G g/G,
where pr denotes the projection to the second factor.
A× A
+

Xv1 ×Xv2
⊕

φ1×φ2oo I
+
1 × I
+
2
i

pX1×pX2oo // (g1/G1 × g2/G2)×g/G I
+
pg1×pg2 // g1/G1 × g2/G2
ı

A Xv1+v2
φoo I
+pXoo
pg // g/G,
By the additivity of the morphism φ, using the canonical isomorphism (+)∗℘ψ ∼= ℘ψ ⊠ ℘ψ where
the map ‘+’ is given by addition (a, a′) 7→ a+ a′, we obtain an isomorphism
(⊕)∗φ∗ ℘ψ = (φ1 × φ2)
∗(+)∗ ℘ψ = (φ1 × φ2)
∗ (℘ψ ⊠ ℘ψ) = φ
∗
1℘ψ ⊠ φ
∗
2℘ψ. (6.4.2)
We compute
ı∗RF,φ
v1+v2 = ı
∗ (pg)! p
∗
Xφ
∗ ℘ψ = (Id×ı)
∗ (Id×pg)! p
∗
X φ
∗℘ψ (Base change)
=
(
Id×(pg1 × pg2)
)
!
i∗ p∗X φ
∗℘ψ
=
(
Id×(pg1 × pg2)
)
!
(pX1 × pX2)
∗ (⊕)∗ φ∗℘ψ (by (6.4.2))
=
(
Id×(pg1 × pg2)
)
!
(pX1 × pX2)
∗ (φ∗1℘ψ ⊠ φ
∗
2℘ψ) (Base change)
= ∗ (pg1 × pg2)! (pX1 × pX2)
∗ (φ∗1℘ψ ⊠ φ
∗
2℘ψ)
= ∗
(
(pg1)! p
∗
X1 φ
∗
1℘ψ ⊠ (pg2)! p
∗
X2 φ
∗
2℘ψ
)
= ∗(RF,φ
v1
⊠RF,φ
v2
).
RF,φ
v1
⊠RF,φ
v2
= (pg1)! p
∗
X1 φ
∗
1℘ψ ⊠ (pg2)! p
∗
X2 φ
∗
2℘ψ = (pg1 × pg2)! (pX1 × pX2)
∗ (φ∗1℘ψ ⊠ φ
∗
2℘ψ)
= (pg1 × pg2)! (pX1 × pX2)
∗ (⊕)∗ φ∗℘ψ = (pg1 × pg2)! i
∗ p∗Xφ
∗ ℘ψ
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Therefore, the base change morphism ı∗(pg)! → (pg1 × pg2)!i
∗ yields a canonical morphism
ı∗RF,φ
v1+v2 = ı
∗ (pg)! p
∗
Xφ
∗ ℘ψ
ϕ
−→ (pg1 × pg2)! i
∗ p∗Xφ
∗ ℘ψ = R
F,φ
v1
⊠RF,φ
v2
To complete the proof observe that for any affine scheme S and an object x ∈ C (S), there is
an Aff-action on on End(x), resp. G-action on Aut(x), defined by ”az + b” : g 7→ a · g + b · Idx,
resp. ”a” : g 7→ a · g, similarly to §4.2 This gives the stack I
+
(Xv), resp. I(Xv), the structure
of an Aff-stack, resp. G-stack. Furthermore, the morphism pg in diagram (5.2.5) is clearly Aff-
equivariant, resp. the morphism pG in diagram (5.2.3) is G-equivariant. It follows R
F,φ
v is an
Aff-equivariant sheaf on gl
v
/Gv. It is straightforward to see that the factorization sheaf structure
on RF,φ = (RF,φv ) constructed in the proof of Lemma 6.4.1 is compatible with the Aff-equivariant
structure. This givesRF,φLie the structure of an Aff-equivariant factorization sheaf. 
7. INERTIA STACKS AND FOURIER TRANSFORM
7.1. Fourier transform for stacks. Let Y be a stack, viewed as a G-stack with a trivial action.
Definition 7.1.1. Amorphism E → Y , of G-stacks, is called
• a vector bundle on Y if for any test scheme S and a morphism S → Y , the first projection
S ×X Y → S is a vector bundle on S and the induced G-action on S ×X Y is by dilations.
• a generalized vector bundle on Y ifE is a representable stack over Y of the form SpecY (SymM)
whereM is a coherent sheaf on Y .
• a vector space stack if there exists an open covering {uα : Yα → Y } in fppf-topology and, for
each α, a morphism fα : E
′
α → E
′′
α of vector bundles on Yα and a G-equivariant isomor-
phism u∗α(E)
∼= Coker(fα). In this case, we put rkE := rkE
′′
α− rkE
′
α. Morphisms of vector
space stacks on Y are defined to be the G-equivariant morphisms of stacks over Y .
Given a morphism f : E′ → E′′ of vector bundles on a stack Y one may view E′ as a flat group
scheme over Y and E′′ as aE′-stack, whereE′ acts onE′′ by translation. We writeCoker(f) for the
corresponding quotient stack. The map f is equivariant under the dilation action of G on E′ and
E′′. Thus, Coker(f) is a vector space stack to be denoted E′′/E′. By definition, any vector space
stack has an fppf-local presentation of the form E′′/E′.
Let f : Y1 → Y2 be amorphism of stacks. Given a generalized vector bundleE = SpecY2(SymM),
resp. a vector space stack E = E′′/E′ on Y1, one defines its pull-back by the formula f
∗E =
SpecY1(Sym f
∗M), resp. f∗E = f∗E′′/f∗E′. It is immediate to check that the latter formula is in-
dependent of the choice of a presentation of E in the form E′′/E′. There is a canonical morphism
f♯ : f
∗E → E, of stacks, such that p2 ◦f♯ = f ◦p1, where p1 : f
∗E → Y1 and p2 : E → Y2 denote the
projections.
The dual of a vector space stack E on Y is , by definition, a generalized vector bundle E∗ on Y
defined as follows. Given a test scheme S let E∗(S, y) be category of morphisms E ×Y S → AS =
A×S of vector space stacks on S. It is easy to see that the category E∗(S) is in fact a groupoid and
we let E∗ be the stack defined by the assignment S 7→ E∗(S). In a special case where E = E′′/E′
this definition is equivalent to the formula E∗ = E∗2 ×E∗1 Y = SpecY Sym(CokerY (E1 → E2)),
where we have used the the morphism Y → E∗1 given by the zero section.
Example 7.1.2. Let Y be a smooth stack. Then, the tangent complex of Y is a short complex d :
T ′X → T
′′
X . In this case, we have TY
∼= Coker(d), so the tangent stack is a vector space stack over
Y . Further, we have T∗Y = SpecY (Coker(d)). Thus, the cotangent stack of Y is a generalized
vector bundle, the dual of the vector space stack TY .
Remark 7.1.3. Associated with a vector space stack E, there is also a dual vector space stack E∗[1]
defined by HomY (S,E
∗[1]) = Hom(E ×Y S,BGa × S) and a generalized vector bundle ΩE(=
E[−1]) := Y ×E Y . One has a canonical isomorphism Ω(E
∗[1]) ∼= E∗. ♦
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We proceed to define the Fourier-Deligne transform in this setting, cf. [BG, §7.3] for a special
case. Thus, we assume k to be a finite field and let ℘ψ be the Artin-Schreier sheaf associated
with a fixed additive character ψ : k → C×. Let Y be a stack over k and E a vector space stack
on Y . We have a natural evaluation morphism evE : E ×Y E
∗ → A. For F ∈ Dabs(E), define
FE(F) = pr2!(pr
∗
1F ⊗ ev
∗
E(℘ψ)) ∈ Dabs(E
∗), where pri is the projection from E ×Y E
∗ to the i-th
factor. It will be more convenient to use a renormalized Fourier-Deligne transform defined by
FE(F) = FE(F)[ rkE](
1
2 rkE). The latter commutes with the Verdier duality.
Proposition 7.1.4. (i) The Fourier-Deligne transform FE is an equivalence of categories;
(ii) Let h : E1 → E2 be a morphism of vector space stacks and h
∨ : E∗2 → E
∗
1 the dual morphism of
generalized vector bundles. Put d = rkE2 − rkE1. Then, there are isomorphisms of functors
FE2 ◦h! = h
∨,∗
◦FE1 [d](
1
2d), FE1 ◦h
∗ = h∨! ◦FE2 [d](
1
2d). (7.1.5)
(iii) Let f : Y1 → Y2 be a morphism of stacks, E a vector space stack on Y2, and f
♯
E : f
∗E → E, resp.
f ♯E∗ : f
∗E∗ → E∗, the canonical morphisms. Then, there are isomorphisms of functors
(f ♯E∗)! ◦Ff∗E = FE ◦ (f
♯
E)!, (f
♯
E∗)
∗
◦FE = Ff∗E ◦ (f
♯
E)
∗.
Example 7.1.6. Any vector space stack on Y = pt is isomorphic to a stack of the form E = Am ×
(pt/An). For the dual generalized vector bundle E∗ one finds that E∗ = (Am)∗ × (pt/An)∗ =
(Am)∗. Let pr : Am × pt/An → Am be the first projection. Then the functor f∗ : Dabs(Am) →
Dabs(Am × pt/An) is an equivalence since the additive group An is a unipotent group. Thus, the
equivalence of part (i) of the Proposition reduces, in this case, to an analogous equivalence in the
case of E = Am.
Sketch of proof of the Proposition. The first, resp. second, isomorphism in (ii) amounts to functorial
isomorphisms FE2(h!A) = h
∨,∗FE1(A), resp. FE1(h
∗B) = h∨! FE2(B)[2d](d) for any A ∈ Dabs(E1)
and B ∈ Dabs(E2). We only prove the first isomorphism. To this end, consider the following
commutative diagram
E1
h //
✷
E2
A1 E1 ×Y E∗1
✷
evE1
oo
pr
E1
2

pr
E1
1
77♦♦♦♦♦♦♦♦♦♦♦♦♦
E1 ×Y E
∗
2id×h∨
oo h×id //
p˜r2

p˜r1
OO
E2 ×Y E
∗
2
pr
E2
1
OO
evE2 //
pr
E2
2ww♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
A1
E1
∗ E2
∗
h∨
oo
The squares in the diagram are Cartesian. The required isomorphism is a consequence of the
following chain of isomorphisms
h∨,∗FE1(A) = h
∨,∗prE12,! (pr
E1,∗
1 (A)⊗ ev
∗
E1(℘χ))
= p˜r2,!(id× h
∨)∗(prE1,∗1 (A) ⊗ ev
∗
E1(℘χ)) (base change)
= p˜r2,!(p˜r
∗
1(A)⊗ (id× h
∨)∗ev∗E1(℘χ))
= p˜r2,!(p˜r
∗
1(A)⊗ (h× id)
∗ev∗E2(℘χ)) (since evE1 ◦ (id× h
∨) = evE2 ◦ (h× id))
= prE22,! (h× id)!(p˜r
∗
1(A) ⊗ (h× id)
∗ev∗E2(℘χ)) (projection formula)
= prE22,! ((h× id)!p˜r
∗
1(A) ⊗ ev
∗
E2(℘χ)) (base change)
= prE22,! (pr
E2,∗
1 h!(A)⊗ ev
∗
E2(℘χ)) = FE2(h!A).
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The proof of the equivalence in (i) mimics the standard proof of a similar equivalence in the
case of vector bundles on a scheme, cf. [KL]. Specifically, define a functor FE∗ : Dabs(E
∗) →
Dabs(E) by the formula FE∗(F) = pr1!(pr
∗
2F ⊗ ev
∗
E(℘−ψ))[rkE](
1
2 rkE). Then, one establishes the
Fourier inversion formula saying that there are isomorphisms of functors FE∗ ◦FE ∼= IdDabs(E) and
FE ◦FE∗ ∼= IdDabs(E∗ , respectively.
To prove the isomorphisms, let i : E ×Y E
∗ →֒ E × E∗, resp. i∨ : E∗ ×Y E →֒ E
∗ × E,
be the imbedding and put KE := i!ev
∗
E(℘ψ)[rkE](
1
2 rkE), resp. KE∗ = i
∨
! ev
∗
E∗(℘−ψ)[rkE](
1
2 rkE).
The functors FE , resp. FE∗ , can be written as a convolution functor FE(F) = F ∗ KE , resp.
FE∗(E) = E ∗KE∗ . Let∆E : E → E ×Y E, resp. ∆E∗ : E
∗ ×Y E
∗, denote the diagonal imbedding.
Using adjunction, one constructs natural morphisms (∆E)!CE → KE ∗KE∗ , resp. (∆E∗)!CE∗ →
KE∗ ∗ KE . The Fourier inversion formula is equivalent to a statement that these morphisms are
isomorphisms. The latter statement is local with respect to Y . Therefore, we may (and will)
assume that E = E′′/E′. Thus, the category Dabs(E) may be identified with the E
′-equivariant
derived category of E′′. Further, the group E′ being unipotent, the forgetful functor Dabs(E) →
Dabs(E
′′) is an imbedding. The essential image of this imbedding is a full subcategory ofDabs(E
′′)
whose objects are sheaves F such that there exists an isomorphism a∗F ∼= p∗F , where a, resp. p,
is the action, resp. second projection, E′ ×Y E
′′ → E′′. This way, we are reduced to proving the
result in the case where E is a vector bundle on Y . The latter case follows from the corresponding
result for schemes, which is known.
The proof of part (iii) is similar. We omit it. 
7.2. Infinitesimal inertia and Fourier transform. LetG be an algebraic group and g its Lie algebra.
Let Y be a smooth G-stack, iY : Y → TY the zero section, ag : g × Y → TY the infinitesimal
action, and f : Y/G→ pt/G the map induced by a constant map Y → pt. We have a commutative
diagram
Y/G
Id

i // TY/G

(g × Y )/G

aoo
f♯
g/G
=pr1
//
✷
g/G

Y/G Y/G Y/G
f // pt/G
(7.2.1)
Here, the first 3 vertical maps are vector space stacks, the map i, resp. a, induced by iY , resp. ag,
is a morphism of vector space stacks on Y/G. The square on the right is cartesian, so we have
pr1 = f
♯
g/G.
Let µ : T∗Y → g∗ be the moment map and π : T∗Y → Y the projection. We have a commutative
diagram
Y/G
Id

T ∗Y/G
π′oo

ν // (g∗ × Y )/G
✷

f♯
g∗/G
=pr1
// g∗/G

Y/G Y/G Y/G
f // pt/G
where themaps ν and π′ are induced by µ×π and π, respectively. Themap ν is the dual of themap
a′ by the definition of the moment map. Hence, the above diagram is a diagram of morphisms of
generalized vector bundles which is dual to diagram (7.2.1).
Recall the notation of diagram (5.2.5) and let p : I
+
(Y/G) → (g × Y )/G be a composition of the
map prg×prY : I
+
(Y/G)→ g×Y and the quotientmap g×Y → (g×Y )/G. Let µ′ : T∗Y/G→ Y/G
be the map induced by µ.
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Proposition 7.2.2. For any morphism φ : Y/G→ A, there is an isomorphism
Fg/G→BG((pg)!p
∗
Y/G℘
φ) = µ′!(π
′)∗℘φ{2 dimY − dimG}.
Proof. We have the following commutative diagram where the square is cartesian, cf. (5.2.5):
TY/G (g× Y )/G
aoo pr1 // g/G
Y/G
i
OO
I
+
(Y/G)
pY/Goo
pg
99sssssssss
p
OO
By base change we obtain
(pg/G)!p
∗
Y/G℘
φ = (pr1)!p!p
∗
Y/G℘
φ = (pr1)!a
∗
g/Gi!℘
φ = (f ♯
g/G)!a
∗
g/Gi!℘
φ.
Thus, we compute
Fg/G→BG((pg)!p
∗
Y/G℘
φ) = Fg/G→BG((f
♯
g/G
)!a
∗i!℘
φ) (by Prop. 7.1.4(iii))
= (f ♯
g∗/G)!F(g∗×Y )/G→Y/G(a
∗i!℘
φ) (by Prop. 7.1.4(ii)).
The rank of the vector bundle TY/G → Y/G, resp. (g × Y )/G → Y/G, equals dimY , resp. dim g.
Hence, we have
F(g×Y )/G→Y/G(a
∗i!℘
φ) = µ′!F(TY/G→Y/G(i!℘
φ){dimY }
= µ′!(π
′)∗℘φ{dimY − dim g}{dimY } = µ′!(π
′)∗℘φ{2 dim Y − dim g}.
The result follows using that f ♯
g∗/G
◦ν = µ′. 
Remark 7.2.3. There is a more general construction whereBG in Y/G→ BG above is replaced by a
more general stack. Suppose that we have a smooth map q : Y →W (‘a family of smooth stacks’).
Then there is a map T∗(Y/W )→ q∗(TY )∗[1] and the ‘dual’ q∗Ω(TY )→ T(Y/W ) which specialize
to µ and a above for Y/G → BG. However these are maps from generalized vector bundles to
vector space stacks. The functoriality with respect to such maps is not covered by Proposition
7.1.4, though it could be stated separately. ♦
7.3. Proof of theorem 1.1.6. For each v we have a diagram, cf. (5.2.5),
Xv(C )
Id
I
+
(Xv(C ))
p+
Xoooo
pg

✷
I(Xv(C ))
pG

? _
ε˜oo
Xv(C ) glv/GLv
pXoooo GLv/AdGLv
? _
εoo
where we have used the notation pG = pGLv , resp. pg = pglv , p
+
X = p
+
Xv(C ,F )/GLv
, and pX =
p
Xv(C ,F )/GLv
. Let φ : Xv(C )→ A be an additive potential andRv := R
F,φ
v = (pg)!(p
+
X )
∗℘φ.
We apply Proposition 5.3.1 in the special case where F = CGLv/AdGLv
∈ Dabs(GLv/AdGLv) and
E = ℘φ ∈ Dabs(Xv). Clearly, we have TrFr | Ex = TrFr | (℘
φ|x) = ψ(φ(x)) and TrFr | (FpG(x,f) = 1,
for all [x] ∈ [Xv(k)], f ∈ Aut(x)(k). Further, by base change, from the above diagram we get
(pG)!p
∗
XE = (pG)! ε˜
∗(p+X )
∗ ℘φ = ε∗RF,φv . Thus, formula (5.3.2) yields
Tr
Fr
|RΓc(GLv/AdGLv, ε
∗Rv) = TrFr |RΓc(GLv/AdGLv, (pG)!p
∗
XE)
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=
∑
[x]∈[Xv(k)]
( ∑
f∈Aut(x)(k)
1
)
· 1
#Aut(x)
· (Tr
Fr
| Ex)
=
∑
[x]∈[Xv(k)]
(Tr
Fr
| Ex) =
∑
[x]∈[Xv(k)]
ψ(φ(x)). (7.3.1)
Recall next that theGLv-action Xv(C , F ) factors through a PGLv-action. It follows that one has
a natural isomorphism I
+
(Xv(C , F ), glv) = I
+
(Xv(C , F ), pglv) ×pglv glv. Further, the group Aff
acts naturally on I
+
(Xv(C , F ), glv). Write I
+
(Xv(C , F ), glv)/A for the quotient of I
+
(Xv(C , F ), glv)
by the additive group. From the above isomorphismwe deduce I
+
(Xv(C , F ), glv)/A ∼= I
+
(Xv(C , F ), pglv).
Let ppgl : I
+
(Xv(C , F ), pglv)/GLv → pglv/GLv, resp. p¯
+
X : I
+
(Xv(C , F ), pglv)/GLv → Xv(C ), be
the natural morphism. We deduce that the sheaf Rv = (pgl
v
)!(p
+
X )
∗℘φ, on gl
v
/GLv, descends to a
sheaf R¯v on pglv/GLv and, moreover, we have R¯v = (ppgl)!p¯
+
X℘
φ.
Let π′ : T∗Xv(C , F )/GLv →Xv(C , F )/GLv = Xv(C ) be the projection and µ
′
v
: T∗Xv(C , F )/GLv
→ pgl∗
v
/GLv the map induced by the moment map for the PGLv-action on T
∗Xv(C , F ). A slight
modification of Proposition 7.2.2 yields Fpgl
v
/GLv((ppgl)!p¯
∗
X℘
φ) = µ′!(π
′)∗℘φ{2Xv(C , F )−dim pglv}.
Writing dv = dimXv(C ), we compute
2 dimXv(C , F )− dim pglv = 2dv + 2dimGLv − dim pglv = 2dv + v · v + 1.
By Theorem 6.4.1, the collection (Rv) is an Aff-equivariant factorization sheaf on gl. Thus, we
obtain
Φpgl
v
/GLv(Rv)η = Fpglv/GLv(R¯v)η = Fpglv/GLv((ppgl)!p¯
+
X℘
φ) (7.3.2)
= (µ′
v
)!(π
′)∗℘φ{2 dimXv(C , F )− dimPGLv} = (µ
′
v
)!(π
′)∗℘φ{2dv + v · v + 1}.
Finally, applying (4.3.4) and using (7.3.1), we compute∑
v
zv ·
( ∑
[x]∈[Xv(k)]
ψ(φ(x))
)
=
∑
v
zv · [RΓc(GLv/AdGLv, ε
∗
v
Rv)]
= Sym
(
(L−
1
2 − L
1
2 ) ·
∑
v>0
(−1)|v| · zv · L
|v|
2 ·
[
Φpgl
v
/GLv(Rv)
〈sign〉|ηv
])
= Sym
(
(L−
1
2 − L
1
2 ) ·
∑
v>0
(−1)|v| · zv · L
|v|
2 ·
[
µ′
v
)!(π
′)∗℘φ
]〈triv〉
|η{2dv + v · v + 1}
)
= Sym
(
(L−
1
2 − L
1
2 ) ·
∑
v>0
(−1)|v| · zv · L
|v|
2 · (−1)2dv+v·v+1 · L−dv−
v·v
2
− 1
2 ·
[
(µ′
v
)!(π
′)∗℘φ
]〈triv〉
|η
)
= Sym
(
(1− L−1) ·
∑
v>0
zv · L−(dv+
v·v−|v|
2
) ·
[
(µ′
v
)!(π
′)∗℘φ
]〈triv〉
|η
)
,
where in the last equality we have used that (−1)|v| · (−1)2dv+v·v+1 = −1 since 2dvv + ·v + |v| is
an even integer.
By definition, we have φv = (π
′)∗℘φ and
[
(µ′
v
)!(π
′)∗℘φ
]〈triv〉
|η = H
q
(MO, ℘
φv). Thus, taking
the trace of Frobenius in the RHS side of the last equation yields formula (1.1.7).
To prove formula (1.1.8), we consider the following cartesian diagram
Xv(C )
p0

i˜ //
✷
I
+
(Xv(C ))
pg

0/GLv
  i // gl
v
/GLv
(7.3.3)
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where we have used the notation p0 = pg|Xv(C ). Applying base change for this diagram, we find
RΓc(Xv(C ), ℘
φ) = RΓc(Xv(C ), i˜
∗p∗X℘
φ) = RΓc(glv/GLv, (pg)!RΓc(0/GLv, (p0)!˜i
∗p∗X℘
φ)
= RΓc(glv/GLv, i
∗(pg)!p
∗
X℘
φ)RΓc(0/GLv, i
∗Rv).
Thus, using (7.3.2) and (4.3.5) we compute∑
v
zv · L−
v·v
2 · [RΓc(Xv, ℘
φ)] = Sym
(∑
v>0
zv · L−
|v|
2 · [Φ(Rv)|η]
〈triv〉
)
= Sym
(∑
v>0
zv · L−
|v|
2 · (−1)2dv+v·v+1 · L−dv−
v·v
2
− 1
2 ·
[
(µ′
v
)!(π
′)∗℘φ
]〈triv〉
|η
)
= Sym
(
− L−
1
2 ·
∑
v>0
(−1)|v| · zv · L−(dv+
v·v+|v|
2
) ·
[
H
q
(MO, ℘
φv)
]〈triv〉)
.
Equation (1.1.8) follows from the above by the Lefschetz trace formula applied to the sheaf ℘φ
on the stack Xv(C ). This completes the proof of Theorem 1.1.6.
8. PARABOLIC BUNDLES ON A CURVE
The goal of this section is to prove Theorem 1.4.5.
8.1. Approximation categories for vector bundles. In this subsection we consider the case of
vector bundles without parabolic structure.
Fix a smooth geometrically connected curve C . Recall that the slope of a vector bundle V , on C ,
is defined by the formula slopeV = degV/ rkV . One has the corresponding notion of semistable,
resp. stable, vector bundle in the sense of Mumford. For any vector bundle V there is a unique
ascending filtration 0 = V0 ⊂ V1 ⊂ V2 ⊂ . . . ⊂ Vn = V , by vector sub-bundles, called the Harder-
Narasimhan filtration, such that each of the vector bundles HNj(V) := Vj/Vj−1, j = 1, . . . , n, is
semistable and the following inequalities hold
slopeHN1(V) > slopeHN2(V) > . . . > slopeHNn(V).
It is known that one has
slopeHN1(V) ≥ slopeV ≥ slopeHNn(V). (8.1.1)
Also, the Harder-Narasimhan filtration is functorial in the sense that any vector bundle morphism
f : V → V ′ maps Vi to V
′
j whenever slopeVi ≤ slopeV
′
j , cf. e.g. [An].
Recall that Vect(U) denotes the category of vector bundles on a schemeU , cf. Example 6.1.4. For
any real number γ > 0, we let Vectγ(C) be a full subcategory of Vect(C) whose objects are vector
bundles V such that one has −γ ≤ slopeHNj(V) ≥ γ for all j. The functoriality of the Harder-
Narasimhan filtration insures that Vectγ is stable under finite direct sums and direct summands, so
it is a k-linear Karoubian category. Moreover, the category Vectγ(C) is quasi-abelian, [An]. Clearly,
for any γ < δ there is a full imbedding Vectγ(C) →֒ Vectδ(C), so one has lim−→
γ
Vectγ(C) = Vect(C).
Lemma 8.1.2. Let S be an affine connected scheme and V a vector bundle on C × S. Then, the set formed
by the (closed) points s ∈ S such that V|C×{s} ∈ Vectγ(C) is a Zariski open subset of S.
Proof. By a result of Shatz [Sh], the scheme S has a canonical partition S = ⊔P SP parametrized
by convex polygons P in the plane R2, called Harder-Narasimhan polygons. For each P , the set
SP is a locally-closed subscheme of S, see [Sh, p. 183], all vector bundles Vs := V|C×{s}, s ∈ SP ,
have the Harder-Narasimhan filtration of the same length n(P ), the number of vertices of P and,
moreover, the coordinates of the j-th vertex are (rkHNj(Vs), degHNj(Vs).
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Proving the lemma amounts to showing that the set
Sγ =
{
s ∈ S
∣∣ ∃j such that slopeHNj(Vs) /∈ [−γ, γ]}
is a closed subset of S. It is sufficient to show that, for any Harder-Narasimhan polygon P , we
have Sγ ∩ SP ⊂ Sγ .
Let s ∈ Sγ ∩SP , s
′ ∈ Sγ ∩ SP , and let Q be the polygon such that Vs′ ∈ SQ where one may have
P = Q, in general. The polygons P andQ share the same vertex (0, 0), that corresponds to the 0-th
term of the Harder-Narasimhan filtration, and the same vertex (rkVs,degVs) = (rkVs′ ,degVs′),
that corresponds to the last term of the Harder-Narasimhan filtration. By the semi-continuity
theorem [Sh, Theorem 3], the polygon Q is on or above the polygon P . Further, since s ∈ Sγ
we have that either slopeHN1(Vs) > γ or slopeHNn(P )(Vs) < −γ. Therefore, in the first case
one has slopeHN1(Vs′) ≥ slopeHN1(Vs) > γ and in the second case one has slopeHNn(Q)(Vs′) ≤
slopeHNn(P )(Vs) < −γ. Thus, in either case, we deduce that s
′ ∈ Sγ , and the lemma follows. 
Fix γ > 0. Given an affine test scheme S, let Vectγ(C × S) be a full subcategory of Vect(C × S)
whose objects are vector bundles V on C × S such that V|C×{s} ∈ Vectγ(C) for any closed point
s ∈ S. The assignment S 7→ Vectγ(C×S) defines a sheaf subcategory, VectC,γ , of the sheaf category
VectC , cf. Example 6.1.4. The corresponding moduli stack X(Vectγ(C)) is a substack of the stack
X(Vect(C)). Specifically, we have X(Vectγ(C)) = ⊔r Xr(Vectγ(C)), where Xr(Vectγ(C)) is the stack
parametrizing the objects of category Vectγ(C) of rank r. Lemma 8.1.2 implies that Xr(Vectγ(C))
is an open substack of the stack Bunr(C). Hence, Xr(Vectγ(C)) is a smooth Artin stack.
Given r and γ, let Pr,γ be the set of Harder-Narasimhan polygons P with vertices contained
in the set Pr,γ = {(r
′, d′) ∈ Z2 | 0 ≤ r′ ≤ r, −γ · r′ ≤ d′ ≤ γ · r′}. The latter is finite. Hence,
Pr,γ is a finite set. The result of Shatz [Sh, Proposition 11] yields a decomposition Xr(Vectγ(C)) =
⊔P∈Pr,γ BunP , whereBunP is a locally closed substack of Bunr(C) that parametrizes vector bundles
with Harder-Narasimhan polygon P . Furthermore, each stack BunP has finite type. We deduce
that for any fixed r and γ the stack Xr(Vectγ(C)) has finite type. We obtain the following result
Corollary 8.1.3. For any γ > 0 and r = 0, 1, . . ., the stack Xr(Vectγ(C)) is an open substack of
Xr(Vect(C)) of finite type and we have Xr(Vect(C)) = lim−→
γ
Xr(Vectγ(C)).
Our next result shows that the category Vectγ(C) ‘captures’ all indecomposable vector bundles
provided γ is large enough.
Lemma 8.1.4. Let V be an indecomposable vector bundle of rank r ≥ 1 and degree d. Put
γ0 =
|d|
r
+ 2(g − 1)(r − 1) if genus(C) ≥ 1, resp. γ0 =
|d|
r
if genus(C) = 0.
Then, V is an object of the category Vectγ(C) for any γ > γ0.
Proof. For C = P1 any indecomposable vector bundle has rank 1 and the result is clear.
Assume next that genus(C) ≥ 1 and write 0 = V0 ⊂ . . . ⊂ Vn = V for the Harder-Narasimhan
filtration. By [Sh, Proposition 8], for an indecomposable vector bundle, we have slopeHN1(V) −
slopeHNn(V) ≤ (n − 1)(2g − 2). Hence, using (8.1.1), for any j = 1, . . . , n, we deduce
| slopeHNj(V)− slopeV| ≤ slopeHN1(V)− slopeHNn(V) ≤ (n− 1)(2g − 2) ≤ 2(r − 1)(g − 1).
The result follows. 
8.2. Approximation categories for parabolic bundles. Below, we will freely use the notation of
section 1.4. In particular, we have a collection ci ∈ C(k), i ∈ I , of marked points and put D =∑
i∈I ci. Following the ideas of [Se],[Fa],[Bi], [KMM] we are going to use the relation between
parabolic bundles and orbifold bundles on a ramified covering of the curve C .
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In more detail, fix r ≥ 1, the rank of the parabolic bundle. Then, it follows from the proof of
Theorem 1-1-1 in [KMM] that one can choose an integer N , a simple effective divisor D′, and a
ramified Galois covering p : C˜ → C such that the following holds:
(1) We have N > r and (N, char k) = 1.
(2) The geometric Galois group Γ, of the covering, is a cyclic group of orderN .
(3) The divisor D := D +D′ is the ramification divisor of the covering.
(4) The divisor D is simple and it is linearly equivalent over k to N · H , where H is a very
ample divisor. The covering is totally ramified at every point of the support of D.
The covering is constructed as the scheme of N -th roots of the canonical section of O(D) in the
total space of a line bundle L corresponding to the divisor H above, as in the proof of Theorem
1-1-1 in [KMM].
We write D =
∑
i∈I ci, where I ⊇ I is a labeling set for the points in the support of D. For i ∈ I,
let zi be the unique point of C˜ over ci. Thus, zi is a Γ-fixed point and Γ acts on TziC˜ , the tangent
space at zi, via a multiplicative character εi. Since Γ ∼= Z/(N), we have (εi)N = 1. Furthermore,
the set {1, εi, (εi)
2, . . . , (εi)
N−1} is a complete set of multiplicative characters of the group Γ and
we have εi = εi′ for all i, i
′ ∈ I. Let VectΓ(C˜) be the k-linear category of Γ-equivariant vector
bundles on C˜. For any E ∈ VectΓ(C˜), the group Γ acts naturally on the fiber of E at zi and there is
a weight decomposition E|zi = ⊕0≤k≤N−1 E
(k)
i , where E
(k)
i is the weight space of weight (εi)
k.
Fix m = (mi)i∈I, 1 ≤ mi ≤ r, and let V ∈ Vect(C,D,m) be a parabolic bundle. Recall that we
write Vi for the fiber of V , resp. V
q
i for the partial flag in that fiber, at the point ci, i ∈ I. We view V
as a locally free sheaf and, for each (i, j), let V
(j)
i be a torsion free subsheaf formed by the sections
v of V such that v|ci ∈ V
(j)
i . Thus, there is a short exact sequence
0→ V
(j)
i → V → (V/V
(j)
i )⊗ kci → 0, (8.2.1)
where kci = OC/OC(−ci) is a skyscraper sheaf at ci. We have V
(j)
i /V
(j+1)
i = (V
(j)
i /V
(j+1)
i )⊗ kci .
Let D˜ =
∑
i∈˜I zi denote the simple divisor in C˜ given by the collection of distinct ramification
points zi = p
−1(ci). We define a subsheaf P(V) of the sheaf OC˜(N · D˜)⊗ p
∗V , by the formula
P(V) :=
∑
i∈˜I
mi∑
j=0
OC˜(j · zi)⊗ p
∗V
(j)
i .
The sheaf P(V) comes equippedwith a natural Γ-equivariant structure and it is torsion free, hence,
locally free. Thus, we have P(V) ∈ VectΓ(C˜).
Let VectΓ
m
(C˜) be a full subcategory of VectΓ(C˜)whose objects are the Γ-equivariant vector bun-
dles E , on C˜ , such that, for every i ∈ I˜ and mi ≤ k ≤ N − 1, one has E
(k)
i = 0. Thus, we have
E|zi = ⊕0≤k≤mi−1 E
(k)
i . Observe that for any V ∈ Vect(C,D,m) and i ∈ I˜ it follows from the
definition of the sheaf P(V) that for any i ∈ I˜ we have canonical isomorphisms
P(V)|zi
∼=
⊕
j
O(j ·zi)/O((j + 1)·zi)
⊗
(V
(j)
i /V
(j+1)
i )
∼=
⊕
j
(TziC˜)
⊗j⊗ (V (j)i /V (j+1)i )⊗ kci .
We deduce that P(V) is an object of the category VectΓ
m
(C˜).
The idea of the following proposition goes back to Seshadri [Se]; the statement below is a slight
strengthening of [Fa, §5].
Proposition 8.2.2. The functor P : Vect(C,D,m)→ VectΓ
m
(C˜), V 7→ P(V), is an equivalence.
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Proof. An inverse of P is constructed as follows. Observe that for any Γ-equivariant coherent
sheaf E , on C˜, the sheaf (p∗E)
Γ, of Γ-invariants, is a direct summand of p∗E , since the order of Γ
is prime to char k. If E is locally free, then the sheaf p∗E is also locally free and hence so is (p∗E)
Γ.
Further, p∗[E(−j · zi)] is a (not necessarily Γ-stable) subsheaf of p∗E . The sequence p∗[E(−j · zi)] ∩
(p∗E)
Γ, j = 0, 1, . . ., is a flag of locally free subsheaves of (p∗E)
Γ which induces a flag of subspaces
(p∗E)
Γ|ci = V
(0)
i ⊇ V
(1)
i ⊇ . . ., in the fiber of (p∗E)
Γ at ci. Furthermore, the definition of category
VectΓ
m
(C˜) insures that, for any E ∈ VectΓ
m
(C˜) and i ∈ I, one has V
(mi)
i = 0. Moreover, it is not
difficult to show that the resulting functor VectΓ
m
(C˜)→ Vect(C,D,m), E 7→ (p∗E)
Γ is an inverse of
the functor P, cf. eg. [Bi, section 2(c)]. 
Recall that the destabilizing subsheaf HN1(E) of a coherent sheaf E is defined as the sum of all
subsheaves of E of the maximal slope. It follows that if the sheaf E is equipped with an equi-
variant structure then each term, HNj(E), of the Harder-Narasimhan filtration of E is an equi-
variant subsheaf of E . Therefore, for any real γ > 0 there is a well defined k-linear category
VectΓ
m,γ(C˜) = Vect
Γ
m
(C˜)∩Vectγ(C˜), a full subcategory of Vect
Γ
m
(C˜)whose objects are Γ-equivariant
vector bundles E on C˜ such that for all k one has −γ ≤ slopeHNk E ≤ γ. Further, we use the func-
tor P and let Vectγ(C,D,m) be a full subcategory of Vect(C,D,m) whose objects are the parabolic
bundles V , on C , such that P(V) ∈ VectΓ
m,γ(C˜).
We claim that an analogue of Lemma 8.1.4 holds in the parabolic setting, specifically, we have
Lemma 8.2.3. For any parabolic bundle V which is an indecomposable object of category Vect(C,D,m),
we have V ∈ Vectγ(C,D,m), for any γ > γ0 where γ0 is the same constant as in Lemma 8.1.4.
Proof. The functor P being an equivalence, it suffices to prove the corresponding result for the cat-
egory VectΓ
m
(C˜). Further, since VectΓ
m
(C˜) is a full Karoubian subcategory of the category VectΓ(C˜),
of all Γ-equivariant vector bundles, it is sufficient to establish an analogue of Lemma 8.1.4 in the
case of category VectΓ(C˜).
It is clear from the proof that Lemma 8.1.4 is, essentially, a consequence of [Sh, Proposition 8].
That proposition is deduced in [Sh] from the vanishing of certain Ext1-groups. Let CohΓ(C˜), resp.
Coh(C˜), be the abelian category of Γ-equivariant, resp. non-equivariant, coherent sheaves on C˜.
Then, for any Γ-equivariant coherent sheaves E , E ′ on C˜, we have
Ext1
CohΓ(C˜)
(E , E ′) =
(
Ext1
Coh(C˜)
(E , E ′)
)Γ
.
This isomorphism follows from the exactness of the functor (−)Γ, of Γ-invariants, which holds
since the order of the group Γ is prime to char k. We conclude that the vanishing of Ext1
Coh(C˜)
(E , E ′)
implies the vanishing of Ext1
CohΓ(C˜)
(E , E ′). This insures that all the arguments in the proof of [Sh,
Proposition 8] go through in our Γ-equivariant setting. 
One has a decompositionX(Vect(C,D,m)) = ⊔r PBunr, where isPBunr is the stack parametriz-
ing parabolic bundles of type r. For any γ > 0, there is a similar decompositionX(Vectγ(C,D,m)) =
⊔r Xr(Vectγ(C,D,m)).
From now on, we let r be a type such that |r| = r, where the r is the integer involved in the
choice of the covering C˜ → C . Then, we have a parabolic analogue of Corollary 8.1.3:
Lemma 8.2.4. For any r and γ, the stack Xr(Vectγ(C,D,m)) is an open substack of PBunr of finite type
and we have PBunr = lim−→
γ
X
r
(Vectγ(C,D,m)).
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Proof. By standard results, it is known that Xr,d(Vect
Γ
m
(C˜)), the stack parametrizing objects of cat-
egory VectΓ
m
(C˜) of type r and degree d, is an Artin stack of finite type. We have a decomposition
Xr(Vect
Γ
m
(C˜)) = ⊔d Xr,d(Vect
Γ
m
(C˜)). We observe that the proof of Lemma 8.1.2 as well as the
argument leading to Corollary 8.1.3 extend to the Γ-equivariant setting word for word. We de-
duce that Xr(Vect
Γ
m,γ(C˜)) is an open substack of Xr(Vect
Γ
m
(C˜)) of finite type and Xr(Vect
Γ
m
(C˜)) =
lim−→
γ
Xr(Vect
Γ
m,γ(C˜)). Transporting these observations via the equivalence P, we conclude that
Xr(Vectγ(C,D,m)) is an open substack ofXr(Vect(C,D,m)) of finite type and Xr(Vect(C,D,m)) =
lim
−→
γ
Xr(Vectγ(C,D,m)).
It remains to show that the stack Xr(Vect(C,D,m)) is smooth. To see this, we use a natural mor-
phism of stacks PBunr → Bunr that sends parabolic bundles to the underlying vector bundles and
forgets the partial flag data. It is clear that this is a smooth morphism and its fiber is isomorphic
to a product of partial flag varieties. The stack Bunr being smooth, it follows that so is PBunr.
PBunr. 
Recall that D =
∑
i∈I ci. Given an I-tuple n = (ni), where ni ≥ 1, define an I-tuple m = (mi)
by lettingmi = ni for all i ∈ I , resp. mi = 1 for all i ∈ Ir I . Let Ξ(m) = {(i, j) | i ∈ I, j ∈ [1,mi]}.
Note that parabolic bundles of any type in Ξ(m) have a trivial flag data in the fibers over the point
ci for each i ∈ I r I . Therefore, adding trivial flags at these points yields a fully faithful functor
ρ : Vect(C,D,n) → Vect(C,D,m). For any γ > 0, let Vectγ(C,D,m) be a full subcategory of
category Vect(C,D,m) whose objects are parabolic bundles V such that ρ(V) is an object of the
subcategory Vectγ(C,D,m).
Proposition 8.2.5. Let r ∈ In be a type such that |r| = r. Then, we have
(i) For any γ > 0 the stack Xr(Vectγ(C,D,n)) is a smooth open substack of PBunr of finite type.
Furthermore, we have PBunr = lim−→
γ
X
r
(Vectγ(C,D,n)).
(ii) There exists γ0 > 0 such that the natural map AIr(Vectγ(C,D,n)) → AIr(Vect(C,D,n)) is a
bijection for all γ ≥ γ0.
Proof. Part (i) is a consequence of Lemmas 8.2.3-8.2.4. Define a type r˜ ∈ Ξ(m) by r˜
(j)
i = r
(j)
i if i ∈ I ,
resp. r˜
(j)
i = 0 if i ∈ Ir I, j > 1. It is immediate from definitions that the map Xr(Vect(C,D,n))→
X
r˜
(Vect(C,D,m)), induced by the functor ρ, is an isomorphism of stacks and, moreover, this maps
restricts to an isomorphism Xr(Vectγ(C,D,n)) ∼→ Xr˜(Vectγ(C,D,m)). The required statements
now follow from the corresponding statements of Lemmas 8.2.3-8.2.4 via the functor ρ. 
8.3. Reminder on the Hitchin base. Let C be a smooth projective curve, and D =
∑
i∈I ci, as
above. Let L := Ω1C(D), an invertible sheaf on C . Write L for the total space of the corresponding
line bundle, pC : L→ C for the projection, and put Li := p
−1
C (ci) = L|ci , a line in L. The sheaf p
∗
CL
has a canonical section λ whose value at any element ℓ ∈ L equals ℓ.
The residue map Resi : Γ(C,Ω
1
C(D)) → A at the point ci gives, for any j = 1, . . . , r, a residue
map Res⊗ji : Γ(C,L
⊗j)→ A; in particular, it induces a canonical isomorphism of the fiber Li
∼→ A.
Fix an integer r ≥ 1. The Hitchin base, Hitchr(D), is a vector space defined as follows
Hitchr(D) =
⊕r
j=1Γ(C, Ω
⊗j
C (j ·D)) =
⊕r
j=1Γ(C, L
⊗j).
Associated with an element κ = (κ(j))j∈[1,r] ∈ Hitchr(D) there is a spectral curve Σκ, a closed
subscheme of L defined as the zero locus of the section λ⊗r +
∑r
j=1 p
∗
Cκ
(j)⊗ λ⊗(r−j) ∈ Γ(L,L⊗r).
The composition Σκ →֒ L ։ C is a finite morphism of degree r. Thus, Σκ ∩ Li, the fiber of
this morphism over ci, is a scheme of length r. Explicitly, it may be identified, via the canonical
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isomorphism Li ∼= A, with a subscheme of A defined by the equation zr +
∑r
j=1 Res
⊗j
i (κ
(j)) ·
zr−j = 0. Let |Σκ ∩ Li| ∈ Ar/Sr be the unorderd r-tuple of roots of this polynomial counted with
multiplicities, i.e., an effective divisor in A of degree r. We define a morphism
resHitch : Hitchr(D) −→ (A
r/Sr)
I =
∏
i∈I A
r/Sr, κ 7→
∏
i∈I |Σκ ∩ Li|.
Let (Ar)I0 be a codimension one hyperplane of (A
r)I formed by the points with the vanish-
ing total sum of all coordinates, i.e. by the tuples (z
(j)
i )i∈I,j∈[1,r] such that
∑
i,j z
(j)
i = 0. Let
Hitchred,irrr ⊂ Hitchr(D) be the locus of points κ ∈ Hitchr(D) such that the spectral curve Σκ is
reduced and irreducible. The following result is certainly known to the experts but we have been
unable to find a convenient reference in the literature.
Lemma 8.3.1. (i) For any κ ∈ Hitchr(D) one has resHitch(κ) ∈ (A
r)I0/Sr .
(ii) Assume that κ ∈ Hitchr(D) is such that the following two conditions hold:
• For each i ∈ I , the divisor |Σκ ∩ Li| is a sum of r pairwise distinct points. (8.3.2)
• For any 0 < r′ < r and any collection of subsets Zi ⊂ Σκ ∩ Li, i ∈ I ,
such that #Zi = r
′ for all i, one has
∑
i∈I
∑
z∈Zi
z 6= 0 .
(8.3.3)
Then, the spectral curve Σκ is reduced and irreducible, i.e., we have κ ∈ Hitch
red,irr
r .
Proof. For any i ∈ I , the sum of roots of the equation zr +
∑r
j=1 Res
⊗j
i (κ
(j)) · zr−j = 0 equals
Resi(κ(1)). Hence, proving part (i) of the lemma amounts to showing that one has
∑
i∈I Resi(κ
(1)) =
0. The latter equation holds thanks to the Residue Theorem applied to κ(1) ∈ Γ(C,L), a rational
1-form on the curve C .
To prove (ii), we use the canonical section λ of p∗CL. Specifically, let C
◦ = C r (∪i ci) and
L◦ = p−1C (C
◦). By definition, one has a canonical isomorphism L|C◦ = Ω
1
C(D)|C◦
∼= Ω1C◦ . Hence,
λ|L◦ , the restriction of λ to the open set L
◦, may be identified with a 1-form on L◦. This 1-form
restricts further to give a 1-form λ◦Σ on Σ
◦
κ := Σκ ∩ L
◦, a curve in L◦ (the form λ◦Σ may have poles
at the points of the finite set Σκ r Σ◦κ = ⊔i∈I Σκ ∩ Li).
Assume now that conditions (8.3.2)-(8.3.3) hold. Then, one shows that λ◦Σ has a simple pole at
any point z ∈ Σκ∩Li ⊂ A and, moreover, for the corresponding residuewe have Residuez(λ◦Σ) = z.
Therefore, we deduce∑
i∈I
∑
z∈Σκ∩Li
z =
∑
i∈I
∑
z∈Σκ∩Li
Residuez(λ
◦
Σ) =
∑
z∈ΣκrΣ◦
Residuez(λ
◦
Σ) = 0, (8.3.4)
by the Residue Theorem. More generally, a similar calculation implies that for any irreducible
component Σ′ of the curve Σκ one must have
∑
i∈I
∑
z∈Σ′∩Li
z = 0. Let r′ be the degree of the
morphism Σ′ → C . If Σ′ 6= Σκ then for every i ∈ I we have #(Σ
′ ∩ Li) = r
′ < r, contradicting
condition (8.3.3). It follows that the spectral curve can not be reducible.
To complete the proof observe that condition (8.3.2) clearly implies that the scheme Σκ is re-
duced at any point of Σκ ∩ Li. Hence, being irreducible, Σκ is generically reduced. Further, the
projection Σκ → C is a finite, hence a flat, morphism. It follows that Σκ is reduced. 
8.4. Parabolic Higgs bundles. Fix m = (mi). Following Example 6.1.6, we view Vect(C,D,m)
as a sheaf category equipped with the sheaf functor F : Vect(C,D,m) → VectΞ(m). Thus, given
a type r ∈ Ξ(m), we have the framed stack Yr = Xr(Vect(C,D,m), F ) of parabolic bundles of
type r. The stack T∗Yr classifies triples (V, b, u), where (V, u) is a parabolic Higgs bundle and b is
a framing on V . The assignment (V, b, u) 7→ (gr resi(u))i∈I gives a moment map µr : T
∗Yr → g
∗
r
,
see §1.4. We remark that g∗
r
is a codimension 1 hyperplane in gl∗
r
∼= gl
r
⊂ (glr)
I cut out by the
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equation
∑
i∈I tr gi = 0. The fact that the image of µr is contained in this hyperplane may be seen
as a consequence of the Residue theorem
∑
i∈I resi(tr u) = 0, where tru is a section of Ω
1
C(D). The
morphism fbas : T
∗Yr → Higgsr, (V, b, u) 7→ (V, u) is a Gr-torsor. Hence, we have (T
∗Yr)/Gr =
Higgs
r
and the map µr descends to a well definedmorphism resHiggs : Higgsr → g
∗
r
/Gr, of quotient
stacks.
We briefly recall the construction of the Hitchin map in the case of Higgs bundles without par-
abolic structure. Let Higgsr be the stack that parametrizes pairs (V, u), where V is a rank r vector
bundle on C and u is a morphism V → V⊗Ω1C(D). Given such a pair (V, u), one considers a vector
bundle p∗CV on L and amorphism p
∗
Cu : p
∗
CV → p
∗
CV⊗L, where we have used the notation of §8.3.
The corresponding ‘characteristic polynomial’ det(λ−p∗Cu) is a morphism ∧
rp∗CV → ∧
rp∗CV⊗L
⊗r,
that is, an element of Hom(∧rp∗CV, ∧
rp∗CV ⊗ L
⊗r) = Γ(C,L⊗r). This element has an expansion of
the form det(λ − p∗Cu) =
∑r
j=0 κ
(j)(u) ⊗ λ⊗(r−j), where κ(j)(u) is a section of L⊗j ; in particular,
we have κ(0)(u) = 1. Then, the Hitchin map is a map κr : Higgsr → Hitchr(D) defined by the
assignment (V, u) 7→ ⊕rj=1 κ
(j)(u).
Each of the stacks Higgs
r
, Yr, and T
∗Yr, can be partitioned further by fixing a degree d of the
underlying vector bundle, so one hasHiggsr = ⊔d∈Z Higgsr,d, etc. PutHiggsr,d∩κ
−1
r (Hitch
red,irr
r ) :=
Higgsr,d ×Hitchr(D) Hitch
red,irr
r (D). Below, we will use the following known result that amounts,
essentially, to a statement about compactified Jacobians proved in [BNR].
Proposition 8.4.1. For any degree d, the stack Higgsr,d ∩ κ
−1
r (Hitch
red,irr
r ) has finite type. 
The standard Cartan subalgebra of the Lie algebra gl
r
of block diagonal matrices is isomorphic
to ⊕(i,j)∈Ξ(m) A
r
(j)
i = (Ar)I . Let tr be the Cartan subalgebra of the Lie algebra gr. Thus, one has a
natural identification t∗
r
∼= (Ar)I0 and the Chevalley isomorphism g
∗
r
/Gr ∼= t
∗
r
/Sr ∼= (Ar)I0/Sr.
Proof of Theorem 1.4.5. Forgeting the flag data on parabolic bundles yields a morphism fHiggs :
Higgs
r
→ Higgsr. Various maps considered above fit into the following diagram
T∗Yr,d
µr

✷
fbas // Higgs
r,d
fHiggs //
resHiggs

Higgsr,d
κ // Hitchr(D)
resHitch

g∗
r
// g∗
r
/Gr t
∗
r
/Sr (Ar/Sr)I0
(8.4.2)
It follows from definitions that this diagram commutes. Therefore, we have res−1Higgs(g
⋄
r
/Gr) =
(resHitch ◦κr ◦fHiggs)
−1(t⋄
r
/Sr)). The morphism fHiggs is a proper schematic morphism. Hence,
from Lemma 8.3.1 and Proposition 8.4.1 we deduce that the stack T∗Yr,d/Gr = res
−1
Higgs(g
⋄
r
/Gr) has
finite type. In particular, the stack MO := µ
−1
r
(O)/Gr is a stack of finite type for any coadjoint
orbit O ⊂ g⋄
r
.
Further, for any γ > 0 let Yr,d,γ be the preimage of the substack Xr,d(Vectγ(C,D,m)) ⊂ PBunr,d
in Yr,d. By Proposition 8.2.5, Yr,d,γ is an open substack of Yr,d of finite type. The morphism
T∗Yr,d → Yr,d being schematic, we deduce that (T
∗Yr,d,γ)/Gr is an open substack of T
∗Yr,d/Gr
of finite type. Furthermore, Proposition 8.2.5 says that PBunr,d = lim−→
γ
X
r,d(Vectγ(C,D,m)). Put
MO,γ = MO ×Higgs
r,d
(T∗Yr,d,γ)/Gr, an open substack of MO. It follows that (T
∗Yr,d)/Gr =
lim
−→
γ
(T∗Yr,d,γ)/Gr and henceMO = lim−→
γ
MO,γ . Thus, we obtain a diagram
lim
−→
γ
MO,γ =MO →֒ (T
∗Yr,d)/Gr = Higgsr,d → PBunr,d = lim−→
γ
X
r,d(Vectγ(C,D,m)).
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The stack MO being of finite type, it follows that there exists γ such that MO,γ = MO and,
moreover, the image ofMO in PBunr,d is contained in Xr,d(Vectγ(C,D,m)). Increasing γ, if nec-
essary, we may (and will) assume that γ > γ0, where γ0 is as in Lemma 8.2.3. Thus, using that
Lemma, we get
#AI(PBunr,d,Fq) = #AIr,d(Vectγ(C,D,m)), Fq)
= q−
1
2 dimMO,γ · Tr
Fr
|H
q
c (MO,γ , Q¯ℓ)
〈sign〉 = q−
1
2 dimMO · Tr
Fr
|H
q
c (MO, Q¯ℓ)
〈sign〉,
where the second equality follows from Theorem 1.1.6 applied to category Vectγ(C,D,m). 
9. DEFORMATION CONSTRUCTION VIA COARSE MODULI SPACES
This section is devoted to the proof of Theorem 1.3.2. Although the theorem is stated under
the assumption that C is either the category of quiver representations or the category of parabolic
bundles, a large part of the theory may be developed in a much more general setting.
9.1. We first consider quiver representations. Let Q be a finite quiver with vertex set I and C
the category of finite dimensional representations of Q eqipped with the forgetful functor F . Let
v ∈ ZI be a dimension vector and G = PGLv, resp. g = pglv. Then, Xv(C , F ) = RepvQ is
the G-scheme of representations of Q of dimension v and T∗Xv(C , F ) = Repv Q¯ is the G-scheme
of representations of Q¯, the double of Q. Associated with any I-tuple θ = (θi) ∈ QI such that∑
i∈I θi = 0 there is a stability condition onRepv Q¯. LetZ
θ ⊂ Rep
v
Q¯ denote the θ-semistable locus
andMθ = Rep
v
Q¯/ θG the corresponding GIT quotient, the coarse moduli space of θ-semistable
representations. The canonical map ̟ : Zθ → Mθ is a categorical quotient by G. The moment
map µ : Rep
v
Q¯→ g∗ restricts to a map µθ : Zθ → g∗.
Next, we consider the setting of parabolic bundles. We keep the notation of §1.4, in particular,
we fix a vector m = (mi) ∈ ZI , where mi > 0 for all i. Following Mehta and Seshadri [MeSe],
a stability condition for parabolic Higgs bundles is given by an I-tuple θ
(1)
i ≤ θ
(2)
i ≤ . . . ≤ θ
(mi)
i ,
of rational numbers, such that θ
(mi)
i − θ
(1)
i < 1. The slope of a parabolic Higgs bundle of type
r ∈ ZΞ(m)≥0 and degree d is defined as
1
r (d +
∑
i,j r
(j)
i · θ
(j)
i ), where r = |r| is the rank of the un-
derlying vector bundle. Thus, one has the notion of θ-stable, resp. θ-semistable, parabolic Higgs
bundles. By definition, a framed parabolic Higgs bundle is θ-stable, resp. θ-semistable, if so is
the corresponding parabolic Higgs bundle with the framing being forgotten. It is known that
for any type r and degree d there exists a coarse moduli space Mθ, resp Zθ , of θ-semistable
parabolic Higgs bundles, resp. framed parabolic Higgs bundles. Furthermore, these moduli
spaces are normal quasi-projective varieties. Let G = PGLr and g = LieG. The G-action on
the stack T∗Xr,d(Vect(C,D,m), F ) induces one on Z
θ. Forgetting the framing yields a morphism
̟ : Zθ → Mθ , which is a categorical quotient by G. The moment map induces a G-equivariant
map µθ : Zθ → g∗.
Below, we will consider the setting of quiver representations and of parabolic Higgs bundles at
the same time. In order to use uniform notation, in the Higgs bundle case we will often write v
for the pair (r, d). Also, write (−)θ-stab for the θ-stable locus.
The following result uses a special feature that there is a well behaved notion of a subobject of
a given object of the category Q¯ -mod, resp. the category of parabolic Higgs bundles, in particular,
the category in question is an exact category.
Lemma 9.1.1. Let ξ be a closed point of T∗Xv(C , F )/G such that µ(ξ) ∈ g
⋄/G. Then, ξ has no nonzero
proper subobjects. In particular, ξ is θ-stable, for any stability condition θ.
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Proof. Let ξ′ be a subobject of ξ and let ξ′′ = ξ/ξ′. Let x, resp. x′, x′′, be the image of ξ, resp. ξ′, ξ′′,
in X(C ) and let v′ = dimx′, v′′ = dimx′′. Clearly, we have v = v′ + v′′, moreover, one can choose
compatible framings of x and x′, x′′, i.e. choose a basis of the vector space F (x) such that a subset
of that basis is a basis of the vector space F (x′) ⊂ F (x) and the images of the remaining base
vectors form a basis of F (x′′) = F (x)/F (x′). These choices provide a lift of ξ, resp. ξ′, ξ′′, to an
object ξ˜, resp. ξ˜′, ξ˜′′, of the stack T∗X(C , F ). Let g = µ(ξ˜) ∈ g∗ ∼= sl, resp. g′ = µ(ξ˜′) ∈ g∗
v
′
∼=
sl
v
′ , g′′ = µ(ξ˜′′) ∈ g∗
v
′′
∼= slv′′ . By construction, the matrix g has a block form g =
(g′ ∗
0 g′′
)
. The
assumption of the lemma that g ∈ g⋄ forces one of the two diagonal blocks to have zero size. We
conclude that either v′ = v and ξ′ = ξ, or v′ = 0 and ξ′ = 0. Finally, applying the Schur lemma,
one deduces that Aut ξ = G. 
The following result is well known.
Lemma 9.1.2. The top, resp. bottom, horizontal arrow in the following natural commutative diagram is an
isomorphism of G-stacks, resp. stacks:
T∗X(C , F )θ-stab

∼= // Zθ-stab
̟
(
T∗X(C , F )/G
)θ-stab ∼= //Mθ-stab
Furthermore, Zθ-stab is a smooth symplectic variety and the map µθ : Zθ-stab → g∗ is a smooth morphism.
Sketch of Proof. The case of quiver representations is clear, so we only consider the case of para-
bolic Higgs bundles. Let ξ be a stable closed point T∗X(C , F ). Then, we have Hom(ξ, ξ) = k. In
particular, we have Aut(x) = G, hence T∗X(C , F )θ-stab is an algebraic space. An explicit construc-
tion of the coarse moduli space Zθ shows that the scheme Zθ-stab represents the functor associated
with the stack T∗X(C , F )θ-stab, so this algebraic space is in fact a scheme.
To prove that T∗X(C , F )θ-stab is smooth, it suffices to show that the function ξ 7→ dimExt1(ξ, ξ)
is constant on T∗X(C , F )θ-stab. To this end, one observes that the stack of parabolic bundles be-
ing smooth, the corresponding cotangent stack has cohomological dimension ≤ 2. It follows that
for all objects ξ of Zθ the group Extj(ξ, ξ) = Rj Hom(ξ, ξ) vanishes for all j 6= 0, 1, 2. Hence, the
Euler characteristic dimExt0(ξ, ξ) − dimExt1(ξ, ξ) + dimExt2(ξ, ξ) is independent of ξ. Further-
more, thanks to the (derived) symplectic structure on a cotangent stack, one has dimExt2(ξ, ξ) =
dimExt0(ξ, ξ) = 1. We deduce that the function ξ 7→ dimExt1(ξ, ξ) is constant on the stable locus,
as required. The remaining statements follow from standard results of symplectic geometry. 
Corollary 9.1.3. The varietyMθ-stab is the fine moduli space of θ-stable objects and the map̟ : Zθ-stab →
Mθ-stab is a G-torsor.
Let t be the Cartan subalgebra, resp. W the Weyl group, of g. Let f θ : Mθ → g∗/G = t∗/W
be the map induced by the moment map, and writeM⋄ = (f θ)−1(g⋄/G), resp. Z⋄ = (µθ)−1(g⋄).
Also, let µ−1(g⋄) denote the preimage of g⋄ under the T∗Xv(C , F ).
Corollary 9.1.4. For any stability condition θ, one has an isomorphism µ−1(g⋄) ∼= Z⋄ of G-stacks, resp.
an isomorphism µ−1(g⋄)/G ∼=M⋄ of stacks. 
9.2. Constructing a resolution. The proof of Theorem 1.3.2 is based on the construction of a
smooth variety M˜ equipped with a morphism π : M˜ →M×g∗/G t
∗ such that
(P1): The map p is a projective morphism;
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(P2): The composite f˜ : M˜
π
−→M×g∗/G t
∗ pr2−−→ t∗ is a smooth morphism;
(P3): The restriction of π yields an isomorphism π−1(M×g∗/G t
⋄) ∼→ M×g∗/G t
⋄.
In the quiver setting, the variety M˜ was, essentially, constructed in [HLV1], [HLV2] as follows.
One introduces an extended quiver Q′ obtained from Q by attaching, a ‘leg’ of length vi − 1 at
each vertex i ∈ I . Let v˜ be the dimension vector that has the same coordinates as v = (vi)i∈I
at the vertices of Q and such that the coordinates at the additional vertices of the i-th leg are
(vi−1, vi−2, . . . , 1). One has the group PGLv˜, the representation schemeRepv˜ Q¯
′ and the moment
map µ
v˜
: Rep
v˜
Q¯′ → pgl∗
v˜
. Let z
v˜
⊂ pgl∗
v˜
be the fixed point set of the coadjoint PGL
v˜
-action on pgl∗
v˜
and put Z := µ−1
v˜
(z
v˜
). For example, in the case where the quiver Q has a single vertex 0, a point
of Z is a data ξ = (ρ, ρj , ρ
∗
j , j = 1, . . . , v − 1):
Avµ(ρ) 77
ρ∗1 // Av−1
ρ1
oo
ρ∗2 // Av−2
ρ2
oo
ρ∗3 // . . .
ρ∗v−1 //
ρ3
oo A1
ρ∗v //
ρv−1
oo 0
ρv
oo (9.2.1)
where ρ is a representation of Q¯ in Av and the other maps are subject to the ‘moment map equa-
tions’:
µv(ρ) = z0 Idglv +ρ1ρ
∗
1, and ρ
∗
jρj − ρj+1ρ
∗
j+1 = z
j · Idgl
vj
j = 1, . . . , v − 1, (9.2.2)
for some z = (z0, z1, . . . , zv−1) ∈ Av such that
∑
j z
j = 0. Let
µZ : Z → zv˜, ξ = (ρ, , ρj , ρ
∗
j , j = 1, . . . , v) 7→ (z0, z1, . . . , zv−1)
be the restriction of the map µ
v˜
to Z . The assignment z = (z0, . . . , zv−1) 7→ diag(t1, . . . , tv), where
tj = z0 + . . . + zj−1, j = 1, . . . , v, gives an isomorphism κ : zv˜
∼→ t∗v. Further, let p : Z → Repv Q¯
be the forgetful map (ρ, ρj, ρ
∗
j , j = 1, . . . , v) 7→ ρ.
The case of an arbitrary quiver Q with possibly more than one vertex is similar and we keep
the notation p for the forgetful map. In the general, it is easy to check that the following diagram
commutes
Z
µZ

p // Rep
v
Q¯
µv // g∗ // // g∗/G
z
v˜
κ
∼=
// t∗ // // t∗/W
(9.2.3)
Hence, the assignment ξ 7→
(
p(ξ), κ ◦µ
v˜
(ξ)
)
gives a well defined map f˜Z : Z → Repv Q¯×g∗/G t
∗.
The implications in (9.2.5) below are well known; statements analogous to statements (i)-(ii)
below may be found eg. in [HLV2].
Lemma 9.2.4. Let θ˜ be a stability condition on Rep
v˜
Q¯′ that has the same coordinates as the original
stability θ at the vertices of Q and sufficienly general small negative rational numbers at the additional
vertices. Then, for ξ ∈ Z one has
p(ξ) is θ-stable ⇒ ξ is θ˜-stable ⇔ ξ is θ˜-semistable ⇒ p(ξ) is θ-semistable. (9.2.5)
Furthermore, writing ξ = (ρ, ρj , ρ
∗
j ) ∈ Z , we have
(i) If ξ is θ˜-semistable then each of the maps ρ∗j , j ≥ 0, is surjective.
(ii) If p(ξ) is θ-stable and each of the maps ρ∗j , j ≥ 0, is surjective then ξ is θ˜-stable.
LetGLlegs be a subgroup ofGLv˜ formed by the product of general linear groups corresponding
to the vertices of the legs. Thus,GL
v˜
= GLv ×GLlegs and the first projection induces a short exact
sequence
1→ GLlegs → PGLv˜ → G→ 1
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where G = PGLv. We fix θ˜ as in the above lemma, let Z
θ˜ ⊂ Z be the open subset of θ˜-semistable
representations, and Z˜ , resp. M˜, be the corresponding quotient by GLlegs, resp. PGLv˜. By (9.2.5),
any point of Z θ˜ is θ˜-stable. It follows that Z˜ and M˜ are smooth and the map Z θ˜ → M˜ is a
geometric quotient byGL
v˜
. Furthermore, this map factors as a compositionZ θ˜ → Z˜
̟
−→ M˜, where
the first map is the geometric quotient by the group GLlegs and the second map is a quotient map
by G, which is also a geometric quotient.
The map µ
v˜
in diagram (9.2.3) induces a map M˜ → z
v˜
. By part (i) of Proposition 9.2.4 the map
p restricts to a map Z˜ → Zθ and also induces a map M˜ → Mθ. Further, the map µ
v˜
in diagram
(9.2.3) induces a map M˜ → z
v˜
. Thanks to the commutativity of the diagram, these give a well
defined map M˜ →Mθ ×g∗/G t
∗.
Proposition 9.2.6. Properties (P1)-(P3) hold for the map M˜ →Mθ ×g∗/G t
∗.
For any ρ¯ ∈ Rep
v˜
Q¯, we associate an I-graded partial flag F
q
(ρ) in the I-graded vector space
Av, cf. (9.2.1), defined by F j = Ker(ρ∗j ◦ρ
∗
j−1 ◦ . . . ◦ρ
∗
1), j = 1, 2, . . .. Note that if all the maps ρ
∗
j are
surjective then F
q
(ρ¯) is a complete flag. Therefore, in the setting of Lemma 9.2.4, the assignment
ξ = (ρ, ρj , ρ
∗
j ) 7→ (ρ, F
q
(ρ)) yields a map Z θ˜ → Repθ Q¯×g∗ g˜, where g˜ is the Grothendieck-Springer
resolution of g∗ ∼= pgl
v
. This map factors through Z˜ and so does the composite map Z θ˜
µ
v˜−→ pgl∗
v˜
=
pgl
v
→ g∗ = g. The proof of the following result is left for the reader.
Lemma 9.2.7. The above maps give a G-equivariant isomorphism Z˜ θ˜-stab ∼= Zθ-stab ×g∗ g˜. Hence, one
obtains a geometric quotient map Zθ-stab ×g∗ g˜→ M˜
θ˜-stab, by G.
Next, we consider the setting of parabolic Higgs bundles. Let r˜ = (r˜
(j)
i ) be the type that cor-
responds to taking complete flags at each of the marked points ci, i ∈ I , i.e. we have r˜
(j)
i = 1
for all i, j. The group GL
r˜
/G is the maximal torus T , of (
∏
i∈I GLr)/G, so Lie(GLr˜/GG) = t and
W
r˜
= {1}. Note that writing r˜ = (r˜
(j)
i ) we have gcd{r˜
(j)
i , (i, j) ∈ Ξ(m)} = 1. A stability con-
dition θ˜, for parabolic Higgs bundles of type r˜, may be viewed as a point in the interior of the
fundamental alcove in t. For a sufficiently general θ˜,
Since gcd{r˜
(j)
i , (i, j) ∈ Ξ(m)} = 1, any θ˜-semistable parabolic Higgs bundle is θ˜-stable, provided
the stability condition θ˜ is sufficiently general. Thus, the corresponding coarsemoduli spaceMθ˜ =
Mθ˜-stab is smooth, the map Z θ˜ → Mθ˜ is a T -torsor, and the moment µθ˜ : Z θ˜ → t∗ is a smooth
morphism. It follows that the induced morphism f θ˜ :Mθ˜ → t∗ is smooth as well.
Now, given an arbitrary type r ∈ Ξ(m), one has the natural morphism p : Higgs
r˜
→ Higgs
r
,
of stacks, that sends complete flags in the fibers to the corresponding partial flags of type r. The
groupG = GLr/G is a Levi subgroup of (
∏
i∈I GLr)/G, so a stability condition on parabolic Higgs
bundles of type rmay be viewed as a point θ on a wall of the fundamental alcove. It follows that
for a sufficiently general element θ˜ ∈ t in the interior of the fundamental alcove which is also
sufficiently close to θ all implications in (9.2.5) hold. We fix such a θ˜. Then, the map p induces
well-defined maps pZ : Z
θ˜ → Zθ, resp. pM :M
θ˜ →Mθ, and one has a commutative diagram, cf.
(8.4.2):
Mθ˜
f θ˜

̟ //Mθ
fθ

t∗ // // g∗/G = t∗/W.
(9.2.8)
67
Let g˜ → g∗ denote the Grothendieck-Springer resolution viewed as a map of G-varieties. As-
sociated with the G-torsor Zθ-stab → Mθ-stab and the G-viriety g˜, one has an associated bundle
Zθ-stab ×G g˜→M
θ-stab.
Lemma 9.2.9. There is a natural isomorphism p−1M(M
θ-stab) ∼= Zθ-stab ×G g˜, of schemes over M
θ-stab.
Furthermore, the natural map Zθ-stab ×g∗ g˜→ Z
θ-stab ×G g˜ is a geometric quotient by G.
Proof. The isomorphism in the bottom line of the diagram of Lemma 9.1.2 implies thatMθ-stab is
a fine moduli space, in particular, there is a universal vector bundle V , onMθ-stab × C , equipped
with the parabolic structure of type r and with the universal Higgs field. The quotient map
Zθ-stab →Mθ-stab is aG-torsor, the frame bundle associatedwith the vector bundleF (V) onMθ-stab
given by formula (1.4.1). There is a similar universal vector bundle V˜ on M˜ = Mθ˜-stab × C . Let
M˜θ-stab := p−1M(M
θ-stab). Using universal properties of moduli spaces, it is easy to show that the
restriction of V˜ to M˜θ-stab is canonically isomorphic to the vector bundle p∗MV . Moreover, the uni-
versal parabolic structure of type r˜ on this vector bundle and the universal Higgs field yield the
isomorphism claimed in the lemma. The second statement of the lemma is proved similarly. 
By commutativity of (9.2.8), the map pM × f
θ˜ factors through a map π :Mθ˜ →Mθ ×g∗/G t
∗.
Lemma 9.2.10. Properties (P1)-(P3) hold for M˜ =Mθ˜ and the map π defined above.
Proof. Since every θ˜-semistable point is θ˜-stable, the varietyMθ˜ is smooth. The Hitchin map de-
scends to a map κθ :Mθ → Hitchr(D), resp. κ
θ˜ :Mθ˜ → Hitchr(D). It is known that κ
θ and κθ˜ are
projective morphisms. LetG/B be the flag variety. It is known also that one has
dimMθ˜ = 2
(
r2(g − 1) + 1 + dimG/B
)
= 2dimHitchr(D)
and the fibers of the Hitchin map have dimension ≤ dimMθ˜. It follows that the map κθ˜ is dom-
inant, hence surjective. Further, it is clear that we have κθ˜ = κθ ◦pM. We deduce that pM, hence
π, is a projective morphism, proving (P1). Property (P2) is clear since the map f˜ in (P2) equals f θ˜
and we know that f θ˜ is a smooth morphism.
Next, we use Lemma 9.2.9 to identify the map p−1M(M
θ-stab) →Mθ-stab ×g∗/G t
∗, obtained from
π by restriction, with the morphism
Zθ-stab ×G g˜→ (Z
θ-stab ×G g
∗)×g∗/G t
∗
induced by the natural map g˜ → g∗ ×g∗/G t
∗. Further, by Lemma 9.1.1 we have M⋄ ⊂ Mθ-stab,
resp. Z⋄ ⊂ Zθ-stab. Therefore, the restriction of π to π−1(M×g∗/G t
⋄) may be identified with the
morphism Z⋄ ×G g˜
⋄ → (Z⋄ ×G g
⋄) ×g∗/G t
⋄. The latter morphism is an isomorphism, proving
(P3). 
9.3. Proof of Theorem 1.3.2(i),(iii), and also parts (ii), (iv) in the coprime case. The statement
in (iii) follows from Lemma 9.1.2 and Corollary 9.1.4. To prove other statements, let Nil be the
nilpotent variety of g∗. Wewrite M˜⋄ = π−1(M×g∗/Gt
⋄), resp.Mnil = (f
θ)−1(0), M˜nil = f˜
−1(Nil),
and πnil, resp. π
⋄, for the restriction of p to M˜nil, resp. M˜
⋄. Thus, we obtain a commutative
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diagram:
M˜nil
πnil

  // M˜
π

f˜
((
M˜⋄? _oo
π⋄∼=

Mnil

  ı //M×g∗/G t
∗
pr2

M×g∗/G t
⋄? _
oo
pr2

{0} 
 // t∗ t⋄?
_oo
(9.3.1)
Here, we have used that the reduced scheme associated withM×g∗/G {0} is isomorphic toMnil.
We consider diagram (10.1.3) in the case where X˜ = M˜, X = M×g∗/G t
∗, and S = t∗, so
the diagram is: M˜
π
−→ M×g∗/G t
∗ pr2−−→ t∗. Properties (P1)-(P3) insure that Proposition 10.1.5 is
applicable. Using base change in diagram (9.3.1), we deduce isomorphisms
pθ˜!CM˜θ˜ = !∗CMθ×g∗//Gt⋄ , (p
θ˜
nil)!CM˜θ˜nil
= ı∗!∗CMθ×g∗//Gt⋄ . (9.3.2)
Part (i) of the theorem now follows from this.
We have natural G-actions onM, resp. M˜, etc. In the case of quiver representations, the action
is induced by the G-action on Rep
v
Q¯, resp. Rep
v˜
Q¯′, by dilations. In the case of parabolic Higgs
bundles the G-action is obtained by rescaling the Higgs field. Further, the dilation action on t∗
v
induces a G-action on t∗/W . Each of the maps M˜ → M and M → t∗/W is G-equivariant. It
follows, thanks to [HV2, Corollary 1.3.3] (cf. also [HLV2, Appendix B] and Theorem 10.2.2 of
the present paper), that the restriction map H
q
(M˜) → H
q
(f˜−1(z)) is an isomorphism for any
z ∈ t∗ and that the sheaf f˜!CM˜ is geometrically constant, cf. Theorem 10.2.2). If z = 0 we have
f˜−1(0) = M˜nil. On the other hand, let z ∈ t
⋄ and η = wt(z) ∈ t
⋄/W = g∗/G. The preimage of η
under the quotient map wg : g
∗ → g∗/G is a regular semisimple coadjoint orbit O in g∗. The map
π⋄ yields an isomorphism f˜−1(z) ∼→ f−1M (η) = µ
−1
Z (O)/G. Let IC := !∗CMθ×g∗//Gt⋄ . We deduce
H
q
c (Mnil, ı
∗ IC) ∼= H
q
c (M˜nil, CMnil)
∼= H
q
c (f
−1
M (η), C)
∼= H
q
c (µ
−1
Z (O)/G)
∼= Hc(MO). (9.3.3)
It is clear from the construction that the composite isomorphism respects the natural monodromy
actions. In particular, the monodromy action on H
q
c
(
µ−1Z (O)/G, C
)
factors through a W -action.
Alternatively, this follows from the fact that the sheaf f˜!CM˜ is geometrically constant.
We now assume that we are in the coprime case, that is, the dimension vector v, resp. the
vector (r, d) in the parabolic bundle case, is indivisible and, moreover, the stability condition θ is
sufficiently general. In such a case, we haveM := Mθ = Mθ-stab, resp Z := Zθ = Zθ-stab. Thus,
the map µZ := µ
θ : Z → g∗ is a smooth morphism, so the map prg˜ : Z×g∗ g˜→ g˜, obtained by base
change from µZ , is a smooth morphism as well. Hence Z ×g∗ g˜ is a smooth variety and Lemma
9.2.9 implies that the map ˜̟ : Z ×g∗ g˜→ M˜ is a universal geometric quotient by G.
To complete the proof, we use the following commutative diagram
µ−1Z (Nil)
pr
yyttt
tt
tt
tt
t
  //
✷
Z
pr
yysss
ss
ss
ss
ss
s
µZ
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
µ−1Z (Nil)
✷
? _oo
µZ
$$❏
❏❏
❏❏
❏❏
❏❏
Mnil
%%❑❑
❑❑
❑❑
❑❑
❑❑
  //M
fM
%%▲▲
▲▲
▲▲
▲▲
▲▲
▲
g∗
wgxxrrr
rr
rr
rr
rr
Nil? _oo
yytt
tt
tt
tt
tt
{0} 
 // g∗/G {0}? _oo
(9.3.4)
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Let prZ : Z ×g∗ g˜ → Z , resp. prM : M×g∗/G t
∗ → M and prg∗ : g
∗ ×g∗/G t
∗ → g∗, be the
first projection and pr⋄Z , resp. pr
⋄
M and pr
⋄
g∗ : g
∗ ×g∗/G t
⋄ → g⋄, its restriction to Z⋄ ×g∗ g˜ → Z ,
resp. M×g∗/G t
⋄ and g∗ ×g∗/G t
⋄. We also use similar notation prZ,nil, resp. prM,nil, prg∗,nil for
the corresponding maps over Nil. For ρ ∈ Irr(W ), let ICρ,Z , resp. ICρ,M and ICρ,g∗ , denote the IC-
extension of the ρ-isotypic component of the local system (pr⋄Z)!CZ⋄×g∗ g˜, resp. (pr
⋄
M)!CM×g∗//Gt⋄
and (pr⋄g∗)!Cg∗×g∗//Gt⋄ . We have f˜!CM˜ = (prM)!π!CM˜ = (prM)! IC = ⊕ρ ICρ,M. On the other
hand, by smooth base change for the cartesian squares in the above diagram, we get
pr∗Z,nilı
∗
Mnil→M ICρ,M = ı
∗
Znil→Z ICρ,Z = µ
∗
Z,nilı
∗
Nil→g∗ ICρ,g∗ . (9.3.5)
In the special case ρ = sign, the sheaf ı∗Nil→g∗ ICρ,g∗ is known to be the sky-scrapper sheaf C0, at
{0} ⊂ Nil, by the theory of Springer representations. It follows that ı∗Mnil→M ICsign,M = CM0 and,
hence,H
q
c (Mnil)
(sign) = H
q
c (M0), as required in Theorem 1.3.2(ii). 
Using the definition of an IC-sheaf, from the first isomorphism in (9.3.2) we deduce the follow-
ing corollary that resembles a result of Reineke [Rei]:
Corollary 9.3.6. The map pθ˜ :Mθ˜
v˜
→ M˜θ is a small resolution.
9.4. The support of ı∗ IC(Lsign). To complete the proof of Theorem 1.3.2 it remains to show that the
sheaf ı∗ IC(Lsign is supported onM
θ
0. In the coprime case, this has been established in the previous
subsection. We reduce the general case to the coprime case. To this end, we perform constructions
of previous sections in a slightly different setting where we ‘frame’ by legs all elements of I except
one.
Specifically, assume first that #I > 1, fix i ∈ I and let I♭ = I r {i}. We mimic the constructions
of previous sections with the set I being replaced by I♭. Thus, in the parabolic bundle case we only
consider complete flags at the marked points i ∈ I♭. Similarly, in the quiver case, we only add legs
at the vertices of I♭. To simplify the notation, we give a detailed construction in the setting of
parabolic bundles, the quiver setting being similar.
We write m = (m♭,mi), where m♭ is an I♭-tuple. Fix a type r = (r
(j)
i′ ) ∈ Ξ(m) and put G♭ =∏
(i′,j)∈Ξ(m♭)
GL
r
(j)
i′
, resp. W♭ :=
∏
(i′,j)∈Ξ(m♭)
S
r
(j)
i′
, and Gi = (
∏
j GLr(j)i
)/G, resp. Wi = Sr(j)i
.
Let g♭ and t♭, resp. gi and ti, be the Lie algebra and the Cartan subalgebra of G♭, resp. Gi. The
natural imbedding G♭ →֒ GLr induces a short exact sequence 1 → G♭ → G → Gvi → 1, where
G = GLr/G. The induced extension of Lie algebras has a natural splitting g = g♭ ⊕ gi. To simplify
the exposition, we will use this splitting to identify t = t♭ ⊕ ti, g
∗/G = g∗♭/G♭ × g
∗
i /Gi, etc.
In addition to the type r˜ considered in §9.2, we now introduce the type r˜♭ = ((r♭)
(j)
i′ ) that corre-
sponds to taking complete flags at the marked points labeled by I♭ only, i.e. such that (r♭)
(j)
i′ := 1
for all (i′, j) ∈ Ξ(m♭) and (r♭)
(j)
i := r
(j)
i for all j = 1, . . . ,mi − 1. Given a stability condition θ for
parabolic Higgs bundles of type r, we choose a sufficiently close stability condition θ˜♭ for para-
bolic Higgs bundles of type r˜♭ and also a stability condition θ˜ for parabolic Higgs bundles of type
r˜which is close to θ. Associatedwith these stability conditions, there are coarse moduli spacesZθ,
resp. Z θ˜♭ ,Z θ˜, andMθ, resp.Mθ˜♭ ,Mθ˜.
It is important to note, forwhat follows, that the vector r˜♭ is indivisible, i.e. we have gcd{(r♭)
(j)
i′ , (i
′, j) ∈
Ξ(m)} = 1. Therefore, choosing θ˜♭ to be sufficiently general , we can ensure that any θ˜♭-semistable
object is θ˜♭-stable. Similarly, any θ˜-semistable object is θ˜-stable. Hence, the moment map Z
θ˜♭ →
t∗♭⊕g
∗
i is smooth. Furthermore, an analogue of Lemma 9.2.7 yields an isomorphismZ
θ˜ = Z θ˜♭×g∗i g˜i
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where πi : g˜i → g
∗
i is the Grothendieck -Springer resolution for the Lie algebra gi. Also, we have a
proper morphism pi : Z
θ˜♭ →Mθ˜♭ ×t∗/Wi t
∗
v
.
Write πNili : N˜ili → Nili for the Springer resolution of the nilpotent cone of g
∗
i . Let Z
θ˜♭
nil =
Z θ˜♭ ×g∗i Nili and pri : Z
θ˜♭
nil → Nili be the restriction of the moment map µ
θ˜♭ . One has the following
commutative diagram
Z
θ˜♭
nil ×Nili N˜ili
a //

Z
θ˜♭
nil
pNil,i

pri // Nili
M
θ˜
nil _
q1

b1i //Mθ˜♭nil
b2i //
 _
q2

M
θ
nil
b3i
 _
q3

M
θ
nil
b4i
 _
q4

M
θ
nil _
q5

M
θ˜
c1i //

M
θ˜♭ ×t∗/Wi t
∗
c2i //
fi

M
θ
×t∗/Wi t
∗
c3i

M
θ
×t∗/W t
∗
c5i //

M
θ
fθ
v

t∗ t∗ t∗ t∗ // t∗/W
Now let signi be the sign representation of the groupWi, write IC := !∗CMθ×g∗//Gt⋄ , as in (9.3.3),
and let ICsigni be the corresponding signi-isotypic component. According to the theory of Springer
representations, the signi-isotypic component of the sheaf (πNili)!C is supported at 0 ∈ Nili. Us-
ing base change in the above diagram and an argument similar to the proof of isomorphisms in
(9.3.5) one deduces that supp(ICsigni) ⊂ (b4i ◦ b
3
i ◦ b
2
i ◦pNil,i)(pr
−1
i (0)). We can use this inclusion for
all elements i ∈ I at the same time provided we choose (as we may) θ˜ in such a way that it is a suf-
ficiently general deformation of θ˜♭ for every choice of distinguished element i ∈ I . This way, we
obtain that supp(ICsigni) ⊂ ∩i∈I (b
4
i ◦ b
3
i ◦ b
2
i ◦pNil,i)(pr
−1
i (0)). The intersection on the right is equal
toMθ0.
This completes the proof of Theorem 1.3.2(ii) provided the set I contains at least 2 elements. It
remains to consider the case where #I = 1, i.e. the case where there is only one marked point.
Then, one can add a second marked point with trivial parabolic type and apply the result in the
case of two marked points. On the other hand, it is clear that adding a marked point with trivial
parabolic type doesn’t affect the moduli space of parabolic Higgs bundles. This completes the
proof.
10. APPENDIX A: PURITY
10.1. Local acyclicity. Throughout this section we fix a smooth geometrically irreducible scheme
S and a morphism p : X → S.
We will use the following version of the standard definition of local acyclicity.
Definition 10.1.1. A sheaf F on X is called locally acyclic with respect to p if for any cartesian
diagram
C ×S X
g˜ //
p˜

X
p

C
g // S
(10.1.2)
where C is a smooth curve, the sheaf g˜∗F has zero vanishing cycles with respect to the map g˜ at
any closed point of the curve C .
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Local acyclicity behaves well under proper push-forwards in the following sense. Let π be a
proper morphism, so we have a diagram
X˜
π
−→ X
p
−→ S. (10.1.3)
Lemma 10.1.4. Let F be a sheaf on X˜ which is locally acyclic with respect to the composite map f = p ◦π.
Then, the sheaf π!F
′ is locally acyclic with respect to p.
Proof. This follows from a similar property of the vanishing cycles functor. 
Next, for each n ∈ Z, let H n denote the n-th perverse cohomology sheaf of the complex π!CX˜
and, given a Zariski open subset U ⊂ S let U : p
−1(U) →֒ X denote the corresponding open
imbedding. For any closed point s ∈ S write X˜s := f
−1(s), resp. Xs := p
−1(s).
The main result of this subsection, which is equivalent to Proposition 1.3.5, is as follows
Proposition 10.1.5. Assume that π is a projective morphism, the composite f = p ◦π, in (10.1.3), is a
smooth morphism, and U ⊂ S is a Zariski open and dense subset such that π : f−1(U) → p−1(U) is a
smooth morphism. Then, we have
(i) H n = IC(H n|p−1(U)) for all n, equivalently, the map π is virtually small in the sense of [Rei].
(ii) Assume in addition that π is generically finite. Then π is small. Furthermore, for any s ∈ S the
map X˜s → Xs, induced by π, is semi-small.
Proof. By smooth base change the morphism f˜ : C ×S X˜ → C is smooth for any smooth curve
g : C → S. Furthermore, X˜ and C ×S X˜ are smooth schemes. It follows that the sheaf CX˜ is
locally acyclic with respect to f . Hence, the sheaf π!CX˜ is locally acyclic with respect to p, by
Lemma 10.1.4. Decomposition theorems implies that π!CX˜ = ⊕n H
n and, moreover, for each n
one has H n = ⊕α IC(Xn,α,Ln,α) for some smooth connected locally closed and pairwise distinct
subvarieties Xα ⊂ X and some local systems Ln,α on Xn,α. We deduce that each of the sheaves
IC(Xn,α,Ln,α)must be locally acyclic with respect to p.
To prove (i) we must show that the direct sum ⊕α IC(Xn,α,Ln,α) consists of a single summand
IC(Xn,α0 ,Ln,α0) where Xn,α0 is a Zariski open and dense subset of X. Assume that Xn,α is not
dense in X. The sheaf H n|p−1(U) being a local system, it follows that X¯n,α, the closure of Xn,α, is
contained in p−1(S r U). We choose x ∈ Xn,α such that s = p(x) is a sufficiently general smooth
point of p(Xn,α), a constructible subset of S. Further, we choose (as we may) a smooth connected
curveC in S such thatC∩(SrU) = {s}. Letφp˜,s denote the functor of vanishing cycles for themap
p˜ : C ×S X → C , in diagram 10.1.2, at the point s ∈ C ⊂ S. In our case, the map g˜ : C ×S X → X,
in diagram 10.1.2, is a locally closed imbedding and X¯n,α ⊂ {s} ×S X = p
−1(s). It follows that
φp˜,s(g˜
∗ IC(Xn,α,Ln,α)) = g˜
∗ IC(Xn,α,Ln,α). The restriction of this sheaf to the point g˜
−1(x) is
isomorphic to Ln,α|x, hence nonzero. This contradicts the local acyclicity of IC(Xn,α,Ln,α). Thus,
IC(Xn,α,Ln,α) = 0 and part (i) is proved.
Assume now that the map π is generically finite. It follow that the morphism π : (p ◦π)−1(U)→
p−1(U) is finite. Hence, dim X˜ = dimX and H n|p−1(U) = 0 unless n = − dimX. We conclude that
π!CX˜ = IC(H
−dimX |p−1(U)), that is, the map π is small.
The last statement in (ii) is clear for all s ∈ U . Thus, let s ∈ S r U and let πs : X˜s → Xs be
the restriction of π. Proving that πs is semismall amounts to showing that (πs)!CX˜s [dim X˜s] is a
perverse sheaf. To this end, choose a smooth curve C in S such that s ∈ C and C r {s} ⊂ U .
The map g˜ : C ×S X → X is a locally closed imbedding such that (C r {s}) ×S X ⊂ p−1(U), cf.
diagram 10.1.2. It follows that the restriction of the sheaf g˜∗π!CX˜ to (Cr{s})×SX = p˜
−1(Cr{s})
is a local system, say LCr{s}. Let ψF,s denote the functor of nearby cycles for a map F : Y → C
at the point s ∈ C . This functor takes perverse sheaves to perverse sheaves. We deduce that
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ψp˜,sLCr{s}[dimXs] is a perverse sheaf onXs. On the other hand, let π˜ : C ×S X˜ → C ×S X be the
map induced by π. The map p˜ ◦ π˜ : C ×S X˜ → C being smooth, we have ψp˜ ◦ π˜,sCC×SX˜ = CX˜s .
Hence, the proper base change theorem for nearby cycles yields
ψp˜,sLCr{s} = (πs)!ψp˜ ◦ π˜,sCC×SX˜ = (πs)!CX˜s .
Thus, (πs)!CX˜s [dim X˜s] is a perverse sheaf, as required. 
The proof of part (ii) also yields the following result. Let is : Xs →֒ X denote the closed
imbedding
Corollary 10.1.6. In the setting of Proposition 10.1.5(ii), the sheaf i∗s IC(H
−dimX |p−1(U)) is a perverse
sheaf which is isomorphic to (πs)!CX˜s [dimXs].
10.2. The following definition was introduced by Hausel and Rodriuez-Villegas [HV2].
Definition 10.2.1. A smooth quasi-projective variety X is called semi-projective if X is equipped
with a G-action such that XG, the fixed point set, is a projective vatiety and, moreover, the G-
action contracts X to XG, i.e., for any x ∈ X the map G → X, x 7→ zx extends to a regular map
A→ X.
In the above setting,XG is necessarily smooth and we have lim
z→0
z · x ∈ XG.
The goal of this section is to give an algebraic proof of [HV2, Corollary 1.3.3], which is stated
below. The original proof, essentially contained in [HV], works over the complex numbers and
it involves a C∞-argument and a compatification of X constructed earlier by C. Simpson. The
statement for e´tale cohomology is then deduced from the corresponding result for the ordinary
cohomology by certain comparison arguments. In the special case of quiver varieties, the theorem
was proved earlier in [CBvdB] where the proof also used transcendental methods (the hyper-
Ka¨hler trick) .
Theorem 10.2.2. Let h be a finite dimensional vector space equpped with a linear G-action with positive
weights, so the G-action is a contraction to 0 ∈ h, the origin. Let X be a semi-projective variety and
f : X → h a smooth G-equivariant morphism. Then, for any h ∈ h and k ≥ 0, we have
(i) The restriction map H
q
(X )→ H
q
(Xh), where Xh := f
−1(h), is an isomorphism and the cohomol-
ogy group Hk(Xh) is pure of weight k/2.
(ii) The sheaf Rkf∗CX is a constant sheaf on h.
Proof. Following [HV], for a G-variety Y one defines Core(Y ), the core of Y , to be the set of all
points y ∈ Y such that lim
z→∞
z · y exists. It is clear that XG0 = X
G and Core(X0) = Core(X ). Hence,
X0 is a semi-projective variety and one has restriction mapsH
q
(X )→ H
q
(X0)→ H
q
(Core(X0)). It
is not difficult to show, see e.g. [HV, Theorem 1.3.1], that the secondmap, as well as the composite
of the two maps, is an isomorphism. It follows that the first map is an isomorphism. Hence, the
cohomology groups of X , resp. X0, are isomorphic to those of X
G, in particular, they are pure,
[HV, Corollary 1.3.2].
Next, fix h 6= 0 and put X ′ := A ×h X , where the fiber product is taken with respect to the
action map A → h, z 7→ z(h). We let G act on X ′ via dilations on the first factor. Thus, we have a
commutative diagram of G-equivariant maps
pr−11 (0)
  i //

X ′
pr1

pr2 // X
f

{0} 
 // A
z 7→ z(h) // h
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Note that pr−11 (0)
∼= X0 and the G-action on X ′ is a contraction. We deduce similarly to the
above that each of the pull-back morphisms H
q
(X )
pr∗2−−→ H
q
(X ′)
i∗
−→ H
q
(X0) is an isomorphism.
In particular, the cohomology of X ′ is pure. Note further that pr−11 (1)
∼= Xh and the G-action
provides a G-equivariant isomorphism G× X ′h
∼→ pr−11 (G). Thus, we have a diagram
X0
  i // X ′ X ′ r X0?
_joo G× Xh, (10.2.3)
where i and j are a closed and an open imbedding, respectively.
The cohomology groups H0(G) = C(0) and H1(G) = C(2) are 1-dimensional vector spaces
which have weights 0 and 2, respectively. Hence, one has the following Ku¨nneth decomposition
H
q
(X ′ r X0) ∼= [H
0(G)⊗H
q
(Xh)]
⊕
[H1(G)⊗H
q−1(Xh)] = H
q
(Xh)
⊕
H
q−1(Xh)(2).
Using the Ku¨nneth decomposition, the long exact sequence associatedwith diagram (10.2.3), takes
the following form,
. . .→ Hk−1(X0)(1)
i! // Hk(X ′)
j∗ // Hk(Xh)
⊕
Hk−1(Xh)(2)
[1]
// Hk+1(X0) → . . . (10.2.4)
Let grwH
q
(−) denote an associated graded term of weight w ∈ Z in the weight filtration on the
cohomology. Applying the functor grw(−), which is an exact functor, to (10.2.4), one obtains an
exact sequence of spaces of weight w. Thanks to the purity result proved earlier, we know that
grwH
n(X0) = grwH
n(X ′) = 0, whenever w 6= n. Hence, for any w ≥ k + 2, the fragment of the
resulting exact sequence of spaces of weight w that corresponds to (10.2.4) reads
. . .→ 0
i! // 0
j∗ // grwH
k(Xh)
⊕
[grw−2H
k−1(Xh)](2)
[1] // 0 → . . . (10.2.5)
From (10.2.5), we see that grw−2H
k−1(Xh) = 0. It follows that the group grwH
k(Xh) vanishes
for any pair of integers w, k, such that w > k. On the other hand, since Xh is smooth, we also have
grwH
k(Xh) = 0 for all w < k. Thus, we conclude that, for each k, the group H
k(Xh) is pure of
weight k.
The purity implies that the long exact sequence (10.2.4) breaks up into a direct sum ⊕w∈Z E
(w),
of long exact sequences E(w), w ∈ Z, such that, for any w, all terms in E(w) are pure of weight w.
Furthermore, one finds that each of these long exact sequences actually splits further into length
two exact sequences. Specifically, for k ∈ Z, the long exact sequence E(k) reduces, effectively, to
the following pair of isomorphisms:
∗ : Hk(X ′) ∼→ Hk(Xh) and i! : H
k−1(X0)(2)
∼→ Hk+1(X ′). (10.2.6)
Here, the isomorphism ∗ is induced by the imbedding  : Xh = {1} × Xh →֒ X
′.
To complete the proof of part (i) of the theorem, we factor the restriction mapH
q
(X )→ H
q
(Xh)
as a composition H
q
(X )
pr∗2−−→ H
q
(X ′)
∗
−→ H
q
(Xh). We have shown that each of these maps is an
isomorphism, proving (i).
To prove (ii), write ih : {h} →֒ h, resp. ıh : Xh →֒ X , for the corresponding closed imbeddings
and p : X × h։ h for the second projection. Also, define a map ε : X →֒ X × h by the assignment
x 7→ (x, f(x)). Thus, ε is a closed embedding via the graph of f , so one has a factorization f = p ◦ε.
Now, we begin the proof by noting that each cohomology sheaf Rkp∗CX×h is a constant sheaf,
by the Ku¨nneth formula. Next, we observe that there is a canonical morphism
u : p∗CX×h −→ p∗(ε∗ε
∗CX×h) = f∗CX .
Thus, we would be done provided we can prove that the morphism u is, in fact, an isomor-
phism. We will prove this by showing that, for every h ∈ h, the morphism i!h(u) : i
!
h(p∗CX×h) →
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i!h(f∗CX ), induced by u, is an isomorphism. This is known to be sufficient to conclude that u is an
isomorphism,
The argument below involves the following diagram, where fh := f |Xh and ph stands for a
constant map,
Xh
_
ıh

ε|Xh
//
fh
++
X × {h}
_
Id×ih

ph
// {h}
_
ih

X
ε //
f
33X × h
p // h.
(10.2.7)
It is clear that all commutative squares in the diagram are cartesian. Also, f is a smooth mor-
phism, so Xh is a smooth subvariety of codimension n := dim h in X . Therefore, applying proper
base change to the above diagram one gets the following canonical isomorphisms:
i!h(p∗CX×h) = (ph)∗(Id×ih)
!CX×h = (ph)∗(CX [2n]) = H
q+2n(X );
i!h(f∗CX ) = (fh)∗(ı
!
hCX ) = (fh)∗(CXh [2n]) = H
q+2n(Xh).
Thus, the morphism i!h(u) goes, via base change, to a morphism H
q+n(X ) → H
q+n(Xh). One
can check that the latter morphism is the restriction morphism ı!h induced by the imbedding ıh :
Xh →֒ X . Furthermore, the first isomorphism in (10.2.6) implies that ı
!
h is an isomorphism, for any
h ∈ h. It follows that the morphism u is an isomorphism, completing the proof of the theorem. 
11. APPENDIX B: AN APPLICATION TO THE CALOGERO-MOSER VARIETY OF TYPE A
The goal of this Appendix is to illustrate the relation between indecomposable representations
and the geometry of the moment map in a special case of the Calogero-Moser quiver.
11.1. Fix a quiver Q with vertex set I and a dimension vector v ∈ ZI . Let Q¯ be the double of the
quiver Q and MO be as in the formulation of Theorem 1.1.6. Further, let (ηi)i∈I ∈ k
I and write
η = (ηi · trvi)i∈I ∈ g
∗
v
. One has a diagram
µ−1
v
(η) 
 //
q

Rep
v
Q¯ // // Rep
v
Q
w

µ−1
v
(η)/Gv
π // Rep
v
/Gv
(11.1.1)
Here the first map in the top row is the natural inclusion and the second map is a restriction of
representions of Q¯ to Q, viewed as a subquiver of Q¯. Let p denote the composite of these two
maps. Further, for any x ∈ Rep
v
/Gv let Ind(x) be the set of Gv-orbits in w
−1(x) formed by the
indecomposable representations.
It was shown by Crawley-Boevey that in the case where v is indivisible and the I-tuple (ηi) is
sufficiently general the image of p is equal to the set of indecomposable representations. Moreover,
η is a regular value of the moment map µ : Rep
v
Q¯→ g∗
v
. In particular, µ−1
v
(λ) is a smooth scheme,
the Gv-action on this scheme is free, and the map µ
−1
v
(λ)→ µ−1
v
(λ)/Gv is a geometric quotient.
The following result is essentially [CBvdB, Proposition 2.2.1].
Proposition 11.1.2. Let v be an indivisible dimension vector and assume η is sufficiently general. Then
we have
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(i) For anyGv-orbit y ⊂ RepvQ, of indecomposable representations, we have q(p
−1(y)) ∼= A
1
2
dimMO ,
whereMO is as in Theorem 1.1.6.
(ii) For any Fq-rational point x ∈ RepvQ/Gv, the number, #Ind(x)(Fq), of isomorphism classes of
absolutely idecomposable representations defined over Fq, is given by the formula
#Ind(x)(Fq) = q
1
2
dimMO · Tr
Fr
|H
q
c (π
−1(x)).
(iii) If the the set Ind(x) is finite then we have a partition π−1(x) = ⊔y∈Ind(x) q(p
−1(y)) into a disjoint
union of finitely many locally closed subvarieties, each isomorphic to A
1
2
dimMO .
Proof. (i) According to Lemma 3.1 in [CB1], for y ∈ Rep
v
Q, which is in the image of p ◦ i, the
fiber (p ◦ i)−1(y) is a quotient of a vector space V isomorphic to Ext1kQ(y, y)
∗ by an affine-linear
free action on V of a unipotent group U , where U = Gy . The latter group is unipotent since
y is absolutely indecomposable. representation y. Any such quotient V/U is known to be iso-
morphic an affine space of dimension dimV − dimU . Thus, we have (p ◦ i)−1(y) ∼= Am where
m = dimExt1kQ(y, y) − dimAut(y) = dimRepvQ − dimGv =
1
2 dimMO. This proves (i). In
particular, for any Fq-rational point x ∈ RepvQ/Gv, we have
Tr
Fr
|H
q
c (π
−1(x)) = #π−1(x)(Fq) = q
1
2
dimMO ·#r−1(x)(Fq).
Part (ii) follows. In the case where the number of somorphism classes of absolutely indecom-
posable representations is finite we deduce from (i) that the scheme π−1(x) is a disjoint union of
finitely many pieces each of which is isomorphic to A
1
2
dimMO . 
11.2. Let Q be the Calogero-Moser quiver Q, i.e. a quiver with two vertices, a loop at one of the
vertices, and an edge joining the vertices, which we fix to point toward the vertex with the loop.
We fix the the dimension vector (n, 1), where n labels the vertex with the loop. A representation
with this dimension vector is a pair (u, v), where u ∈ gl(V ), v ∈ V , and V is an n-dimensional
vector space. It is known that the map that assigns to (u, v) ∈ gln × V the unordered n-tuple of
eigenvalues of the operator u yields an isomorphism
Repn,1(Q)/GLn = (gln × V )/GL(V )
∼→ gl(V )/GL(V ) ∼= An/Sn.
Let Nil = Nil(gl(V )). Conjugacy classes in Nil are parametrized by partitions of n according to
Jordan normal form. Given a partition ν = (ν1 ≥ ν2 ≥ . . .), write |ν| =
∑
νi, resp. ℓ(ν) for the
number of parts, i.e. ℓ(ν) = #{i | νi 6= 0}. Let Σ be the set of pairs, (λ, µ), of partitions such that
(1) |λ|+ |µ| = n;
(2) The parts of each of the partitions λ and µ strictly decrease;
(3) One has that either ℓ(λ) = ℓ(µ) or ℓ(λ) = ℓ(µ) + 1.
The definition of the setΣ and the lemma belowwere also obtained in a recent paper by Bellamy
and Boos, see [BeBo, Lemma 5.3], where the authors use the notation PF (n) for our Σ.
Lemma 11.2.1. For any field k, there is a natural bijection (λ, µ) 7→ Oλ,µ between the set Σ and the set of
k-rational GL(V )-orbits in Nil × V which consist of absolutely indecomposable representations such that
for (u, v) ∈ Oλ,µ the Jordan normal form of u is given by the partition with parts λi + µi = νi, i.e. the size
of the i-th block of the nilpotent u equals λi + µi = νi.
Proof. First we recall the description of theGL(V )-orbits in the space of pairs (u, v) ∈ N×V , where
V is a vector space andN ⊂ gl(V ) is the nilpotent cone. This classification is the result of Theorem
1 in [Tr] or Proposition 2.3 in [AH], and is described as follows (we follow [Tr]). The orbits in
N × V are in bijection with pairs of partitions λ, µ such that |λ| + |µ| =
∑
λi +
∑
µi = n. This
bijection has the property that the type of the nilpotent u is equal to λ+ µ = (λ1 + µ1, λ2 + µ2, ...),
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and is constructed in the following way. Given a pair of partitions (λ, µ) as above, let ν = λ + µ,
and let u be a nilpotent of type ν. Let Dν be the set of boxes of the Young diagram ν, so that
Dν = {(i, j) : 1 ≤ j ≤ νi}. We choose a basis of V with basis vectors ei,j , where (i, j) ∈ Dν such
that uei,j = ei,j−1 for 2 ≤ j ≤ νi and uei,1 = 0. Let v =
∑
ei,λi , where we put ei,0 = 0.
To single out the orbits consisting of indecomposable representations, we start by recalling an-
other bijection in Proposition-Construction 1 in [Tr] between the orbits in N × V and pairs of
partitions ν, θ, where ν is the type of the nilpotent u and θ is the type of the nilpotent u acting on
the quotient vector space V/〈v, uv, u2v, ...〉. Note that ν and θ have the property that their columns
with the same number differ in length at most by one.
We observe that a representation is reducible if and only if ν and θ have a row of the same
length. Indeed, a representation is reducible if and only if u has a Jordan block in its Jordan
normal form such that the component of v is zero in a basis of generalized eigenvectors for u,
which translates into the condition that ν and θ have a row of the same length. Because of the
equalities λi − λi+1 = νi − θi, µi − µi+1 = νi − θi+1 we obtain that λ and µ have to have distinct
parts.
Finally we remark that because of the explicit description of indecomposables, which by the
above are indexed by the same data over any field, we have that absolutely indecomposable rep-
resentations coincide with indecomposable ones. 
An element of Repn,1 Q¯ is a quadruple (B1, B2, v, w) ∈ gl(V ) × gl(V ) × V × V
∗. The moment
map µ : Repn,1 Q¯ → gln is given by the formula µ(B1, B2, v, w) = [B1, B2] + vw. It is known that
for any c 6= 0 the element c · Id ∈ gl(V ) is sufficiently general. Id ∈ gl(V ) is a regular value of the
moment map. Thus, Id ∈ gl(V ) is a regular value of the moment map andM = µ−1(Id)/GLn is
a smooth symplectic variety of dimension 2n, called the Calogero-Moser space. We use the notation
of diagram (11.1.1) and put
M0 := µ
−1(Id)∩π−1(0) = {(B1, B2, v, w) ∈ Nil×gl(V )×V ×V
∗ | [B1, B2] = I+vw = Id}/GL(V ).
The above variety has been studied by G. Wilson [Wi]. He constructed a parametrization of
connected components of the varietyM0 by partitions of n and showed that each connected com-
ponent ofM0 is isomorphic to An. On the other hand, the number of GL(V )-orbits in w−1(0) =
Nil×V being finite, Proposition 11.1.2(iii) is applicable and it yields an alternative proof of the lat-
ter isomorphism. Furthermore, Proposition 11.1.2(iii) provides a natural parametrization of con-
nected components ofM0 by the GL(V )-orbits of indecomposables in Nil× V . Applying Lemma
11.2.1 we obtain a parametrization of connected components ofM0 by the elements of the set Σ.
The latter parametrization is related to the one given by Wilson via a bijection between the set
Σ and the set of partitions of n, viewed as Young diagrams with n boxes. The bijection amounts,
essentially, to describing Young diagrams by its ‘Frobenius form’ , Specifically, let (λ, µ) ∈ Σ.
First, shift the rows of the Young diagram µ so that the i-th row is shifted by i units to the right
(where the first row is the longest, the second row is the second longest, and so on). Next, shift
the columns of the Young diagram λ so that the i-th column is hifted by i− 1 units up (where the
first column is the longest, the second column is the second longest, and so on). Now, the bijection
in question is defined by assigning to (λ, µ) the Young diagram with n boxes obtained by gluing
the resulting shifts of λ and µ along the line that becomes the main diagonal of the new diagram.
Lemma 11.2.1 ensures that the diagram thus defined has the shape of a Young diagram.
Remark 11.2.2. Frobenius form was also mentioned by Wilson, see [Wi, p.28]. Our Lemma 11.2.1
gives a geometric interpretation, in terms of indecomposable quiver representations, of somewhat
mysterious inequalities in Wilson’s work [Wi, Lemma 6.9].
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Remark 11.2.3. One can generalize1 the case of the Calogero-Moser quiver to a cyclic quiver with
one additional vertex connected by an edge to one of the vertices of the cycle, where the compo-
nent of the dimension vector is equal to n at each of the vertices of the cycle and 1 at the additional
vertex. Below we describe the bijection which is the content of Proposition 11.1.2 for the cyclic
quiver (i.e. the analog for the cyclic quiver of the bijection of Lemma 11.2.1 for the Calogero-Moser
quiver).
The torus-fixed points in a quiver variety for the cyclic quiver are described, for example, in
[Ne], and the description is as follows. Let (v1, ..., vn) be the dimension vector at the vertices of the
cycle so that dimVk = vk for the standard vector spaces Vk associated to the quiver variety (note
that we will take k modulo n below), and let the framing be given by 1 at the first vertex and 0 at
all the other vertices of the cycle. Then the torus-fixed points in the corresponding quiver variety
are labelled by Young diagrams in which each box is colored in one of the n colors corresponding
to the content of the box (i.e. the difference of the x- and the y-coordinates of the center of the box,
when the Young diagram is placed in the first quadrant in the standard way) in such a way that
in total there are exactly vi boxes of the i-th color in the Young diagram.
Now we describe the other side of the bijection of Lemma 11.2.1. The absolutely indecompos-
able representations of the undoubled quiver in this case coincide with the indecomposable ones,
as in the above case of the Calogero-Moser quiver. The indecomposable (nilpotent when one goes
around the circle enough times) representations of our undoubled quiver (with an oriented cycle
and the remaining arrow pointing inside) can be described as follows.
We call a ”snake” a nilpotent representation of the cyclic quiver which consists of a string of
vectors u1, ..., uN where uk lies in Vk mod n and uk is mapped to uk+1 by the arrow Vk mod n →
V(k+1) mod n) with a marked point in each snake at a place with residue 1 modulo n (i.e. the place
mod n corresponding to where the nonzero component of the framing vector lies). Then an inde-
composable representation of our undoubled quiver is labelled by a collection of ”snakes,” so that
when all snakes are unrolled and placed on the coordinate line so that the marked place of each
snake is at the origin, any two snakes have the following property: one of them lies strictly within
the other inside of the coordinate line (i.e. the longer is the head of a snake, the longer is its tail).
The bijection of Lemma 11.2.1 of the above data describing an indecomposable representation
of the undoubled quiver with the data describing a torus-fixed point in the quiver variety for the
cyclic quiver is obtained by taking each snake, bending it at the marked point to form the right
angle, and placing snakeswhich have been bent in this way on top of each other to form the Young
diagram.
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