Entropy estimates for transitive maps on trees  by Baldwin, Stewart
E-mail address: baldwsl@mail.auburn.edu (S. Baldwin)
Topology 40 (2001) 551}569
Entropy estimates for transitive maps on trees
Stewart Baldwin
Department of Mathematics, Auburn University, Auburn, AL 36849-5310, USA
Received 1 November 1998; accepted 8 July 1999
Abstract
If X is a space, de"ne ‚(X) to the the in"mum of all possible values h( f ), where h( f ) denotes the topological
entropy of f, and f ranges over all transitive functions on X. Various lower and upper bounds are given for
‚(„) in the case for which „ is a tree, which provides an exact value of ‚(„) for a large class of trees. We also
examine the analogous problem when f is required to "x the endpoints of the tree. ( 2001 Elsevier Science
Ltd. All rights reserved.
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1. Introduction
The word ‘chaosa, as it applies to dynamical systems, has been de"ned in di!erent ways. Two
important properties of dynamical systems which have appeared in some of these de"nitions are
the properties of transitivity and positive topological entropy. A continuous function f from
a topological space X into itself is said to be transitive if and only if for any pair;,< of nonempty
open subsets of X, there is a positive integer n such that f n(;)W< is nonempty, where f n denotes
composition of f with itself n times. If X is second countable and locally compact (as will always be
the case in this paper), then f is transitive i! f has a dense orbit. Topological entropy (de"ned on
maps on compact spaces) was "rst de"ned by Adler et al. [1], and introductions to the basic facts
about topological entropy can be found in numerous sources (see e.g., [3,5]).
One natural way to measure the connection between transitivity and topological entropy
(introduced in [2], which has a more detailed introduction to the subject) is to de"ne a number
‚(X) (for each "xed X) to be the in"mum of all entropies possible for transitive maps on X,
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and then ask what the value of ‚(X) is for various spaces X. The main result of [2] was the
following:
Theorem 1.1. If „ is a tree with n endpoints, then ‚(„)*(1/n)log 2.
Proof. See [2]. h
However, the exact value of ‚(„) was known only for a small class of trees (the ‘starsa, de"ned
below), and good global upperbounds for ‚(„) were unknown. The main results of this paper will
provide such upperbounds, and give the exact value of ‚(„) for a large class of trees „.
If we restrict ourselves to a smaller class of maps than just the transitive maps, we get new values
‚@(„) which can also be studied. In particular, if „ is a tree, de"ne ‚
1
(„)"infMh( f ): f transitive,
f "xes all endpoints of „N, and ‚
2
(„)"infMh( f ): f transitive, f "xes all endpoints and branching
points of „N. It is easy to see that ‚(„) ‚
1
(„) ‚
2
(„) for every tree „, since the in"mums are
taken over smaller sets. We will show that if „ is any tree, then ‚
1
(„)"‚
2
(„)"log 3, so that
‚
1
(„) and ‚
2
(„) are both independent of the tree „.
In addition, we will look at the interesting question of whether or not there exists a transitive
function f on „ whose entropy is exactly ‚(„). For the trees with previously known exact values for
‚(„), it was the case that such a function did indeed exist, and it was conjectured in [2] that this
was always the case. We will show that this conjecture is false, and will tempt fate by o!ering a new
conjecture which is almost the opposite of the previous one.
The remainder of Section 1 will state the main de"nitions, give some background material, and
give a few preliminary results regarding entropy. Section 2 will cover the special case in which all
endpoints of the function are required to be "xed points. In Section 3, we will give procedures for
constructing transitive maps which provide the necessary upper bounds for ‚(„). In Section 4,
lower bounds for ‚(„) will be given for those cases which were not covered by the results of [2], and
examples for which ‚(„) cannot be attained by any transitive map will be given.
According to one of the referee’s reports on this paper, there is some overlap between results in
this paper and results obtained independently by Xiangdong Ye [7], in which he gives an example
of a tree „ for which ‚(„) is not attained as the topological entropy of any continuous function on
„, and also gives some upper estimates for ‚(„) which are di!erent from the ones in this paper.
The following Theorem gives three well-known basic properties of entropy, the proofs of which
can be found in most introductions to the subject (see. e.g., [3,5]).
Theorem 1.2. (1) If f : XPX is continuous and > is a closed f-invariant subset of X, then
h( f D>) h( f ).
(2) If q : XP> is continuous and onto, and f : XPX and g:>P> are such that g"q"q"f (i.e., q is
a semiconjugacy with respect to f and g), then h(g) h( f ).
(3) If f :XPX is continuous, then for every positive integer n, h( f n)"nh( f ).
De5nition 1.3. An arc is any homeomorphic copy of the unit interval [0,1]. A continuum is
a compact, connected metric space. A graph is any space which is the union of "nitely many arcs, no
two of which intersect in more than one point. A tree is a connected graph which contains no
homeomorphic copy of the circle (or, equivalently, a uniquely arcwise connected graph). A dendrite
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is a continuum which is locally connected and uniqely arcwise connected. Note that „ is a tree i! it
is both a graph and a dendrite. If D is a dendrite, and x3D, then we call x an endpoint if DCMxN is
connected, and we call x a branching point if DCMxN has three or more components. A node of a tree
will be any point which is either a branching point or an endpoint. For a tree „, e(„) denotes the
number of endpoints of „. Given a dendrite D and x, y3D, we de"ne the interval (x, y) to be the set
of all points z3DCMx, yN having the property that x and y are in di!erent components of DCMzN.
Note that the interval (x, y) is not necessarily open in D, and that (x, y)"(y,x). If (x, y) is referred to
as an ‘opena interval, we mean that it is also an open set in the usual topology (i.e., it contains no
branching points). As usual [x, y]"(x, y)XMx, yN, and [x, y)"(x, y)XMxN. If P is a "nite subset of „,
we let [P] be the smallest tree containing P. If f :„P„ is continuous, and x3„, de"ne
Pre
f
(x)"My: f n(y)"x for some integer n*0N, and Orb
f
(x)"M f n(x): n an integer, n*0N. Given
topological spaces X and >, a continuous function f :XP> is monotone i! f~1(y) is connected for
every y3>. If „ is a tree, and f :„P> is continuous, we say that that f is piecewise monotone i!
„ can be written as the union of "nitely many copies of the unit interval, such that f is monotone on
each of these intervals. In such a case, a maximal f-monotone interval will be any interval [x, y] which
is maximal with respect to the two properties that f D[x, y] is monotone and (x, y) is an open interval.
A metric k on a tree „ will be called a taxicab metric if k(a, c)"k(a, b)#k(b, c) whenever b3(a, c).
A map on a tree will be called linear on a set S (with respect to a taxicab metric) i! there is
a constant c such that k( f (x), f (y))"ck(x, y) for all x, y3S. If P is a "nite subset of a tree which
contains all nodes, then a function will be called P-linear if f is linear on each component of „CP,
using a taxicab metric on which each such component has length 1. We say that a map f :„P„ is
Markov i! there is a "nite set P-„ containing all nodes of „ such that f (P)-P and f is monotone
on each component of „CP. If f :„P„ is Markov with respect to P as above, then the closures of
the components of „CP are called P-basic intervals, and the Markov graph of „ with respect to P is
the directed graph having the P-basic intervals as vertices, with relation IPJ (read ‘I f-covers Ja)
de"ned by IPJ i! j-f (I) for all P-basic intervals I and J. If MI
1
, I
2
,2, InN is the set of
P-basic intervals, then the incidence matrix of the Markov graph (with respect to the
enumeration MI
1
, I
2
,2, InN) is the n]n matrix A having 0’s and 1’s as entries such that aij"1 i!
I
i
PI
j
.
The main connection between the incidence matrix of a Markov function and it topological
entropy is given by the following theorem.
Proposition 1.4. If f :„P„ is Markov with respect to P-„, and A is the corresponding indidence
matrix of the Markov graph with respect to P, then h ( f ) is the maximum of 0 and log j, where j is the
largest real eigenvalue of A (equivalently, the spectral radius of A).
Proof. See [6]. h
One type of tree for which it is possible to determine ‚(„) is what will be called a ‘snow#akea, as
de"ned here.
De5nition 1.5. An n-star will be a tree which consists of a point (called the center of the star) with
n copies of the unit interval attached to the center at their endpoints. Thus, a 1-star and a 2-star are
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both homeomorphic to the unit interval, but have di!erent centers. A snowyake is any tree which
can be constructed in a "nite number of steps by the following recursive procedure.
1. A star is a snow#ake.
2. If „ is a snow#ake having k endpoints, and n*2 is an integer, then the tree S which is obtained
by attaching an n-star to „ (at the center of the n-star) to each endpoint of „, is a snow#ake.
The center of the snow#ake is de"ned to be the center of the star that formed the "rst stage of the
construction of the snow#ake. Observe that snow#akes can also be inductively constructed from
the other end, i.e., given n identical snow#akes, we can attach an interval to each center, and then
attach the intervals to each other at the other endpoints. A superstar is any tree obtained by starting
with a star, and attaching the center of another star to each endpoint of the original star.
Equivalently, a superstar is any tree in which no interval in the tree contains more than three
branching points.
Lemma 1.6. Let „ be a tree, with x3„. If f :„P„ is transitive, and Pre
f
(x) is not dense in „, then
x is periodic with respect to f, and Pre
f
(x)"Orb
f
(x). Furthermore, if x is not an endpoint of „, then
f (x)"x, and there exists a positive integer n such that f nDC is transitive on each component C of „CMxN.
Proof. Suppose Pre
f
(x) is not dense in „. Note that for any Z-„, if ZWPre
f
(x) is empty, then so
is f (Z)WPre
f
(x). Thus, let; be a component of „CPre
f
(x) such that; has nonempty interior. Then
6=
n/0
f n(;) is dense in „ and disjoint from Pre
f
(x). But we also have that f n(;)W; is nonempty for
some positive integer n, and therefore f n(;)-;, by maximality of ;. Fix the least such n. Then
6n~1
n/0
f n(;) is dense in „, so Pre
f
(x) must be "nite, since 6n~1
n/0
f n(;) is a "nite union of connected
sets. Since f is onto, Pre
f
(x) is in"nite for all x for which Pre
f
(x)OOrb
f
(x), and this completes the
"rst part of the proof.
Now, suppose that x is not an endpoint of „, and let z be any "xed point of „. For each i,
0)i)n!1, let <
i
be the closure of f i(;), and let <
n
"<
0
. Then „"6n~1
i/0
<
i
, and thus z3<
i
for some i. But f (<
i
)"<
i‘1
, 0)i)n!1, and thus z3<
i
for all i. The leastness of n, as de"ned
above, implies that the interiors of<
0
,<
1
,2,<n~1 are pairwise disjoint, and thus z is an endpoint
of each<
i
. Since x is not an endpoint of „, this is possible only if x"z and Pre
f
(x)"MxN. Thus the
;
i
’s are exactly the components of „CMxN, and f nD<
i
is transitive on each <
i
. h
Corollary 1.7. If „ is a tree, f :„P„ is transitive, and Pre
f
(x)OOrb
f
(x), then there exists an inxnite
sequence (x"x
0
, x
~1
,x
~2
,2) from Pref (x) such that Mxn : n"0,!1,!2,2N is dense in „, and
f (x
n
)"x
n‘1
for all integers n(0.
Proof. Enumerate a countable basis of „, and proceed by induction. Since Pre
f
(x) is in"nite, you
can pick an element y
0
of Pre
f
(x) which is not periodic, so Pre
f
(y
0
) is dense. Thus we can pick
y
1
3Pre
f
(y
0
) which is in the "rst basic open set, etc. The rest of the easy induction is left to the
reader. h
Corollary 1.8. If „ is a tree with e endpoints, and f :„P„ is transitive, then there are no more than
e#1 points x such that Pre
f
(x) is not dense in „, and only one can be a non endpoint of „.
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Proof. There is clearly no more than one non endpoint x satisfying the criterion of the previous
theorem. h
De5nition 1.9. If D is a dendrite, f : DPD, and P is a "nite subset of D such that f (P)-P, then we
de"ne S(D,P)"MMxN: x3PNXMC: C is a component of „CPN. (In [4], a slightly more complicated
de"nition of S(D,P) was given, in order to make sure that S(D,P) was "nite, but those complica-
tions will not be needed here.) Note that every point of D is an element of exactly one point of
S(D,P). If x3D, the itinerary of x with respect to P, denoted I
f,P
(x) (or just I(x), if f and P are
obvious from context), is the in"nite sequence (a
0
, a
1
,2) from S(D,P) such that f n(x)3an . We say
that f is P-expansive i! no two di!erent points of D have the same itinerary with respect to P. Note
that if f is P-expansive, then f is one to one on each component of DCP, and that f ([P])-[P], with
f DP being P-expansive on [P]. In the special case that D is a tree, and x is a branching point of D,
then f (x) is either a branching point of D or an element of P (since f is one to one on each
component), so that if we let P@ be P along with all branching points of D, then f (P@)-P@, so that f is
Markov with respect to P@.
If D is any dendrite with f : DPD and f (P)-P, let us generalize the de"nition of Markov graph
by letting the P-basic intervals be all intervals [a, b] such that a, b3P and (a, b)WP is empty, and
de"ne [a, b]P[c, d] i! [c, d]-[ f (a), f (b)]. For each P-basic interval I, de"ne the order of I to be
the number of P-basic intervals J such that IPJ. If I
0
PI
1
P2PI
n
is a loop through the
Markov graph, de"ne the order of the loop to be the product of the orders of I
0
, I
1
,2, In~1 . The
Markov graph is called strongly connected i! for every two P-basic intervals I and J, there is a path
through the Markov graph from I to J.
Theorem 1.10. Suppose that „ is a tree and f :„P„ is Markov with respect to a xnite P-„. Then f is
transitive iw f is P-expansive and the Markov graph of f with respect to P is strongly connected.
Proof. Suppose f is transitive, and let x
0
,x
1
,2 be a dense orbit for f, with f (xn )"(xn‘1). Then
x
n
NP for all n, and if I and J are P-basic intervals, then x
n
3I for some n and x
m
3J for some m’n,
which is easily seen to generate a path from I to J in the Markov graph. In addition, if x and y had
the same itinerary, then every point in [x, y] would also have the same itinerary, and f nD[x, y] would
be one to one for all n, clearly violating transitivity. Thus f is P-expansive.
Conversely, suppose that f is P-expansive and the Markov graph of f with respect to P is strongly
connected. Let; be any nonempty open set. Then there is an n such that f n(;)WP is nonempty, for
otherwise every element of ; would have the same itinerary. By a similar argument, there is an
m’n such that f m(;) contains at least two points of P, and therefore contains a P-basic interval.
Thus, by strong connectivity, if I is any P-basic interval, then there is a k such that I-f k(;), and
thus „-M6=
n/0
f n(;). h
Corollary 1.11. Suppose „ is a tree, and f is Markov and P-linear for some P containing all nodes of „.
Then f is transitive iw the Markov graph is strongly connected and contains no basic interval of order
zero and no loops of order 1.
Proof. The last requirement is easily seen to be necessary (even for P-monotone functions), and it is
easy to check that this requirement give the P-expanding property. h
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The following result, one of the main results from [4], is given here in the form in which it will be
used, and is a simple minor restatement of the corresponding result of [4].
Theorem 1.12. Let „ be a tree, f :„P„ continuous, and suppose that P is a xnite subset of „ with
f (P)-P. Then there is a dendrite D, a surjection n :„PD, and a continuous function g : DPD such
that n"f"g"n (i.e., n is a semiconjugacy), g is n(P)-expansive on D, and if a, b, c3P are such that
b3[a, c], then n(b)3[n(a),n(c)]. Furthermore, if the Markov graph of f with respect to P has no
intervals of order zero and no loops of order one, then nDP is one to one.
De5nition 1.13. In the setting of the previous theorem, the function gD[n(P)] on the tree [n(P)]-D
will be called the P-reduction of f. (n(P)-expansiveness is easily seen to imply that g maps n(P) into
itself.) Although it can be proven that the P-reduction of f is unique up to conjugacy, we will not
need that fact.
Although the case in which P has no intervals of order zero and no loops of order one will be
su$cient for most of our applications of these resullts, the following slight generalization will also
be necessary.
Lemma 1.14. Let „, F,P,n be as in Theorem 1.9, let „@ be a subtree of „, all of whose endpoints are in
P. Let G consist of all P-basic intervals which are not contained in „@, and look at G as a subgraph of
the Markov graph of f with respect to P, i.e., ignore all &arrows’ which pass through an interval of „@.
Then if the subgraph G has no intervals of order zero, and no loops of order one (noting that the order
might be diwerent from the original Markov graph), then n is one to one on PC„@.
Proof. A minor modi"cation of the case stated in Theorem 1.12 (see [4]). h
Proposition 1.15. If g is the P-reduction of f, then h(g) h( f ).
Proof. An immediate consequence of the de"nitions and Theorem 1.2. h
2. The case of 5xed endpoints
In this section we discuss the simple situation in which all endpoints of the transitive function are
required to be "xed, and show that this always leads to same lower bound of log 3 for the entropy,
independent of the tree.
Lemma 2.1. Let „ be a tree, f :„P„ continuous and transitive, and suppose that the closed intervals
I
1
,2, In form an n-horseshoe for f, such that no branching point of „ is in the interior of any Ij , and
6n
j/0
I
j
is not all of „. Then h( f )’log n.
Proof. WLOG, we may assume that n’1. Thus, for any j, 1)j)n, and any x3I
j
, f ~1(x) has at
least two preimages with respect to f, and therefore Pre
f
(x) is dense in „. Let z3I
2
be a "xed point
of f, and let a be the endpoint of I
1
such that I
1
-[a, z]. Let ; be a nonempty open subset of
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„ such that ;WI
j
is empty for all j. Thus, since f is transitive, there is a positive integer k and
a nonempty closed interval J containing more than one point such that J-;W f k(I
1
). Since z is
a "xed point of f and Pre
f
(z) is dense, there exists a positive integer M such that z3 f m(J) for all
m*M. Using the fact that Pre
f
(x) is dense for every x3Pre
f
(a), we can "nd an m’M such that
a3 f m(J). Thus I
1
-f m(J) and f k(I
1
)-J. Let s"k#m#1. Then it is easy to see that there is
an ns-horseshoe J
1
,2, Jns for f s such that for every p3M1,2,2, nsN and for all
t(s, f t(J
p
)-6n
j/1
I
j
-f s(J
p
). Now, let K-J be a closed interval such that f m(K)"I
1
, and
let J
n
s
‘1
-I
1
be a closed interval such that f k(J
n
s
‘1
)"K. Then, J
n
s
‘1
is disjoint from J
i
for all
i)s, since f k(J
n
s
‘1
) is disjoint from 6n
j/1
I
j
. In addition, we have that
f s(J
n
s
‘1
)"f ( f m( f k(J
n
s
‘1
)))"f ( f m(K))"f (I
1
) contains every I
j
, 1)j)n, and therefore contains
every J
i
, 1)i)ns. Thus, MJ
1
, J
2
,2, Jns‘1N is an ns#1-horseshoe for f s, and therefore
h( f s)*log(ns#1)’log(ns). Thus h( f )’log n. h
The following corollary, without the strict inequality, appeared in [2].
Corollary 2.2. If „ is a tree, f :„P„ is transitive, and x is an endpoint of „ such that f ~1(x)"MxN,
then h( f )’log 3.
Proof. In the proof in [2] that h( f )*log 3, a 3-horseshoe for f was constructed which was not all of
„. Thus h( f )’log 3. h
Lemma 2.3. If „ is a tree, f :„P„ is transitive, f (x)"x for every endpoint z of „, and Pre
f
(x) is
dense in „ for every endpoint x, then there is a tree „@ with the same number of endpoints as „, and
a transitive Markov map f @:„@P„@, such that h( f @) h( f ).
Proof. Write „"6k
j/1
I
j
, where each I
j
is an arc which has no interior branching points. The case
„"[0,1] is trivial, so we assume that „ has at least one branching point. Using Corollary 1.5, for
each endpoint x, we can "nd a backwards orbit of x which is dense in x, and by taking a "nite
subset of this orbit, we get points x
~n
, x
~n‘1
,2, x0"x such that [x,x~n] has no branching point,
and Mx
i
: !n)i)1N intersects each I
j
. If we let P be the set which is formed by taking all such x
i
’s
for each endpoint, and take the P-reduction, it is easily seen that the resulting Markov graph is
strongly connected, and that the P-reduction f @ is thus transitive. h
Theorem 2.4. If f :„P„ is a transitive Markov map on a tree „ which xxes each endpoint, then
h( f )*log 3. Furthermore, if „ has more than one branching point, then h( f )’log 3.
Proof. Let I be an interval in the Markov graph, let x be in the interior of I, and let A and B be the
two components of „CMxN. Then there must be a point a3A such that f (a)3B and a point b3B such
that f (b)3A (by transitivity). The points a and b are clearly not endpoints, by the hypothesis of the
theorem. Pick endpoints c and d such that a3[c,x] and b3[d,x]. Then f ~1(x) intersect all of
(c, a),(a, b),(b,d), and there are therefore at least three basic intervals covering I in the Markov
graph. Since I was arbitrary, each basic interval is f-covered by at least three basic intervals, and
thus h( f )*log 3.
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Now, suppose that „ has at least two branching points. We need to show that at leat one basic
interval in the Markov graph is covered by at least four basic intervals.
Case 1: f (b)Ob for some branching point b. Then let I be the basic interval which has b as one
endpoint, and which intersects the component of „CMbN containing f (b). Let x be any point in the
interior of I, and let A and B be the components of „CMxN, with b3B. Pick the point a3A as before,
with f (a)3B, and note that f (b)3A. Since, b is a branching point, there are at least two endpoints
d
1
, d
2
such that b3[d
i
, x], i"1,2. De"ne c as before. Thus, arguing as above, x has at least four
preimages, so I is covered by at least four basic intervals.
Case 2: There is a basic interval I"[u, v] such that u3[ f (u), v] and v3[u, f (v)]. Let x be in the
interior of I. Then, when the points, a, b, c, d are de"ned as above, f~1(x) will intersect all of the
intervals [c, a], [a, u], [u, v], [v,b], and [b, d], and the basic interval I will therefore be covered by at
least "ve basic intervals.
Case 3: Neither Case 1 nor Case 2 holds. We will show that this case cannot happen. Since every
branching point is "xed by f, let u and v be two branching points such that (u, v) contains no
branching point. Let I"[u, u@] and J"[v, v@] be basic intervals contained in [u, v]. Since neither
I nor J satisfy Case 2, we must have u@3[ f (u@), v@] and v@3[u@, f (v@)]. But then we must clearly have
some basic interval contained in [u@, v@] which satis"es Case 2, a contradiction.
Thus, every basic interval is covered by at least three basic invervals, and at least one basic
interval is covered by four or more basic intervals. Looking at the corresponding incidence matrix
for the Markov graph, we see that the column sums must all be at least 3, with at least one column
sum strictly greater than 3. Therefore, the incidence matrix must have an eigenvalue which is
strictly greater than 3, so h( f )’log 3.
Example 2.5. Let „ be the n-star, with branching point 0 and endpoints Mx
1
,x
2
,2, xnN. Assume
that each branch of the star has length 1. Let y
i
be the midpoint of [0,x
i
]. De"ne a continuous
function f :„P„ by f (y
i
)"x
i‘1
, f (y
n
)"x
0
, and 0 and all branching points "xed by f. Extend f to
be piecewise linear on the rest of „ in the obvious way. Then f is transitive and h( f )"log 3.
Note that if „ is any tree, then „ can be written as a union of stars which intersect only at
endpoints. Since the above examples have all endpoints "xed, we can therefore use them to de"ne
a corresponding map on any tree having entropy log 3, whose restrictions will be transitive on the
appropriate substar (but not on „).
Theorem 2.6. If „ is a tree, then for every e’0, there is a transitive Markov map on „ xxing all
endpoints and branching points, such that h(f)(log 3#e.
Proof. Examples have already been constructed for stars above, so we may assume that „ is not
a star. Let g’0 be such that log(3#g)(log 3#e. Pick a positive integer N large enough so that
2N#1(((3#g)/3)N. Fix a "nite subset A of „ such that A contains no branching points or
endpoints, and each component of „CA contains exactly one branching point. Let S
1
,2, Sk be the
closures of the components of „CA, and de"ne g :„P„ such that gDS
i
is like Example 1 above, for
each i, 1)i)k. Let P-„ be the obvious Markov partition for g, and note that each P-basic
interval is g-covered by exactly three P-basic intervals. Let B"g~1(A)CA. For each x3A and each
component C of „CMxN, there is exactly one w3C such that g(w)"x. De"ne w
C
to be this unique w,
and note that it depends only on C (since x is the unique limit point of C which is not in C). Note
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also that, since w
C
is not a "xed point, w
C
3B. Note that each element of A is a repelling "xed point,
and that Pre
g
(x) is dense in S
i
for all x3S
i
. Thus, for each x3A and each component C of „CMxN, we
can "nd a point u
C
such that gN(u
C
)3B, but gn[x, u
C
]WB is empty for all n(N. Let
Q"PXM f n(u
C
): n(N and for some x3A, C is a component of „CMxNN. Then Q is a Markov
partition of „ with respect to g, and every Q-basic interval is still g-covered by exactly three Q-basic
intervals.
We now de"ne the function f, by "rst de"ning f DQ. Let f D(QCB)"gD(QCB). To de"ne f DB, for each
x3A, let C and D be the components of „CA, and let f (w
C
)"u
D
and f (w
D
)"u
C
. De"ne f on the
rest of „ by letting each Q-basic interval have length 1, and then letting f be linear (in the sense
discussed above in De"nition 1.3) on each component of „CQ. Note that if I and J are Q-basic
intervals, and I g-covers J, then I also f-covers J. Furthermore, if I f-covers J but does not g-cover
J, then there is an x3A such that x3J, and if C is the component of „CMxN disjoint from J, then
w
C
3I. From this, it is easy to check that the Markov graph of f is strongly connected, and thus f is
transitive.
To estimate the entropy of f, "x a basic interval I
N
, and we count the number of walks
I
0
P2PI
N
of length N through the Markov graph of f. Since each Q-basic interval is g-covered
by exactly 3 Q-basic intervals, the number of walks through the Markov of graph of g of length
k which end in any "xed interval is exactly 3k. Thus there are exactly 3N walks through the Markov
graph of g of length N ending in I
N
, and each of these is also a walk through the Markov graph of f.
Now, suppose that I
0
P2PI
N
is a walk through the Markov graph of f which is not a walk
through the Markov graph of g. Then, since f k[x, u
C
]WB is empty for all k(N, there can be only
one k(N such that I
k
does not g-cover I
k‘1
. For "xed k, there are 3N~k~1 possibilites for the
subwalk I
k‘1
P2PI
N
(which is also a walk in the Markov graph of g), there are two
possibilities for I
k
(given that I
k‘1
must contain an element of A), and then 3k possibilities for
I
0
P2PI
k
. This gives us 2(3N~1) possibilities for each relevant value of k, and N relevant values
of k. Thus, the total number of walks of length N through the Markov graph of f which end in I
N
is
no more than 3N#2N(3N~1)((2N#1)3N. By the choice of N above, we have that
2N#1(((3#g)/3)N, and thus (2N#1)3N((3#g)N. Since I
N
was arbitrary, this tells us that the
row sums in the Nth power of the transition matrix of the Markov graph of f are all less than
(3#g)N, so that h( f ) 3#g. h
As an immediate corollary to the results of this section, we obtain the following result, which
gives a complete solution to the main problem for all trees in the case of "xed endpoints.
Corollary 2.7. For all trees „, ‚
1
(„)"‚
2
(„)"log 3. There exists a transitive map f :„P„ which
xxes all endpoints of „ and has entropy log 3 if and only if „ is a star.
3. Upper bounds on ‚(„)
In this section, we want to get upper bounds on the value of ‚(„) for various trees „. In general,
it will often be the case that ‚(„) cannot be attained as the entropy of a transitive map on „, so we
will get the desired results by constructing transitive maps whose entropy is arbitrarily close to the
desired amount.
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Proposition 3.1. If f :„P„ is a transitive piecewise monotone map, and x is a xxed point of f, then
f~1(x) contains some point other than x.
Proof. We "rst prove the case where x is an endpoint of „. Let I"[x, a) be an interval containing
x on which f is monotone. Then x must be a repelling "xed point of f, for otherwise f would not be
transitive. We know f has a dense orbit X"Mx
0
, x
1
,2N, and we may assume that x0N I. Since X is
dense, x is a limit point of XWI, so we can "nd a sequence (y
n
) of points from XWI which converge
to x. For each n, let r
n
, s
n
3X be such that r
n
NI, s
n
3I, f (r
n
)"s
n
, f k(s
n
)"y
n
for some k*0, and
f (s
n
), f 2(s
n
),2, f n~1(sn)3I. That is, we start at yn and work backward through the orbit X until we
"nd the "rst previous place in the orbit where a point mapped from outside I into I (which might
include y
n
itself in the case k"0 above). These points exist (since x
0
NI) and are unique. Further-
more, since f is repelling from x in the interval I, each s
n
is in the interval [x, y
n
], so x is also a limit
point of Ms
n
: n"0,1,2,2N. But then any limit point r of Mrn : n"0,1,2,2N has the desired property
that f (r)"x. If x is not an endpoint, assume that f~1(x)"MxN, and we will obtain a contradiction.
In this case, f maps components of „CMxN into components of „CMxN, so some f k maps a component
of „CMxN into itself. Applying the argument for the case where x is an endpoint to f k then gives
a contradiction. h
Theorem 3.2. Let „ be a tree, and f :„P„ be transitive and Markov. Let z be a xxed point of f, and let
„@ be the tree which is obtained from „ by attaching an arc to z at one of the endpoints of the arc. Then
for every e’0, there is a transitive Markov function f @ :„@P„@ such that h( f @)(h( f )#e. Further-
more, f@ can be dexned so that, in addition, both ends of the new arc are xxed by f @.
Proof. Pick positive numbers r and s such that h( f )(log r(log s(h( f )#e. We will construct
the map f @ so that h( f @)(log s. Since f is piecewise monotone, and h( f )(log r, there is a positive
integer N such that for every x3„ and every k, n with n*k,N, f ~k(x) has fewer than rn points. Fix
such an N. Now, since s’r, we can pick n’N large enough so that sn’4n3rN‘n. Let y be such
that f (y)"z and yOz. Such a y must exist by Proposition 3.1. Pick an open neighborhood ; of
z such that y N f n(;). By the hypotheses of the theorem, there is a w3; and a positive integer m such
that f m(w)3P. Let PA"PXM f i(w): 0)i)mNXMyN. Let a be the unattached endpoint of the new
arc, and let b be a point in „@ between a and z. Let p3P be such that [p, y] is a basic interval in the
PA-graph, and pick y@3(p, y) and c3(y@, y). Let P@"PAXMa,b, c, d, y@N, and we are ready to de"ne f @.
If x3PA, we let f @(x)"f (x), and we let f @(a)"a, f @(b)"w, f @(c)"a, and f @(y@)"z. We then extend f @
to all of „@ by making it linear on each basic P@-interval, where each basic P@-interval is assigned
a length of 1 when we use the term ‘lineara here. Clearly, f @ is P@-expansive. Furthermore, the
P@-graph G@ contains a subgraph which is isomorphic to the PA-graph GA. This subgraph consists of
all interval which are basic in both G@ and GA, plus [p, y@]3G@ corresponding to [p, y]3GA. Let us
refer to the intervals in the above subgraph of G@ as the ‘olda intervals, with the ‘newa intervals
being a"[a, b], b"[b, z], c"[y, c], and d"[y@, c]. Thus, a f @-covers a,b, and [z,w], b f @-covers
[z,w], c f @-covers a and b, and d f @-covers a and b. In addition, an undetermined number of old
intervals f @-cover c and d. Since f is transitive, GA is strongly connected, and it is therefore easy to see
that G@ is also strongly connected. Thus, f @ is transitive.
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To estimate the entropy of f @, we get an upper bound on the number of walks through G@ of
length n, where n is as above. By the way w was de"ned, any walk in G@ from [z,w] to c or d takes
more than n steps. Thus, if="(=
1
,=
2
,2,=n ) is a walk of length n in G@, then there cannot be
i(j(k such that=
i
and=
k
are in the new part of G@ and=
j
in the old part. Thus,="X>Z,
where X,>, Z are walks through G@,X and Z are in the old part of G@ and> is in the new part. (We
allow the possibility that one or two of X,>, and Z is the empty walk.) Since
len(X)#len(>)#len(Z)"n, there are clearly fewer than n3 possible triples (len(X), len(>), len(Z)).
Since every walk in the new part must begin with a c or d, end with an a or b, and have all a’s in
between, there are only four possibilities for > of any "xed length. If we let k
1
"maxMN, len(X)N
and k
2
"maxMN, len(Z)N, then there are no more than rk1 and rk2 possibilities for X and Z,
respectively, given the above "xed lengths. Thus, since k
1
#k
2
)N#n in any case, there are fewer
than 4rN‘n possibilities for each triple (len(X), len(>), len(Z)), and therefore fewer than 4n3rN‘n
walks of length n through G@. Thus [h(( f @)n)](log (4n3rN‘n)(log (sn), and thus h( f )"
(1/n)h(( f @)n)(log s, as was desired.
Let us examine the key fact which allowed the argument to go through. If we let > (which need
not be an interval) be the new part of the tree which was attached to the old tree at some point, and
we let X be the part of the old tree which is mapped to the new part by the new function (necessary
to make the new map transitive), then>was mapped into the old tree in such a way that the images
of > would still not intersect X after the function is iterated n times, where n was chosen to be
arbitrarily large (and depended on e). It is this which guaranteed that any walk of the given length
n could not return to the old part once it had gone from the old part to the new part. Thus, we also
get the following theorem, whose proof uses an almost identical argument, the full details of which
are left to the reader. h
Theorem 3.3. Let f :„P„ be transitive and Markov with respect to the partition P, and suppose that
x3P is a preperiodic point of f. Let „@ be any tree which is obtained by attaching an arbitrary tree to
„ at the point f (x). Then for any e’0, there is a transitive map f@ on „@ which is Markov with respect to
the partition P@ (with PLP@) such that h( f @)(h( f )#e, f @DP"f DP, and f (f (x)) has at least two
preimages with respect to f @.
Outline of proof. An interval having x as one of its endpoints will be mapped onto the new part of
the tree, as in the previous proof. The new part of the tree will be mapped to a small interval
containing f ( f (x)) in such a way that at least one point of the new interval (other than f (x)) maps to
f ( f (x)). As in the above discussion, the new part of the tree can be mapped to an interval which
eventually maps arbitrarily close to a periodic point, and the images can therefore be kept disjoint
from x for n steps, where n can be chosen arbitrarily large. The rest of the argument is just like the
proof of the previous theorem.
Corollary 3.4. Let „ be a tree, and let n be the largest integer such that „CMxN has n components for
some x3„. Then ‚(„) (1/n)log 2.
Proof. There is a transitive Markov map on the n star having entropy (1/n)log 2 which "xes the
center, and such that every endpoint is preperiodic. Using Theorem 3.2 a "nite number of times, we
can get a transitive map on „ whose entropy is arbitrarily close to (1/n)log 2.
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Theorem 3.5. If S is a snow-ake with n endpoints, then ‚(S)"(1/n)log 2. More speci,cally, if e’0,
then there is a transitive function f :SPS which ,xes the center of S, such that h( f )((1/n)log 2#e.
Proof. By induction on the size of the snow#ake. It is already known to be true for stars. Let S be
a snow#ake which is not a star, and assume that the Theorem is true for all snow#akes having fewer
endpoints than S. Let „ be a snow#ake having k endpoints, such that S can be formed by taking
m copies of „, attaching an interval to each center, and then attaching the intervals at the other
endpoints, as observed above. Then, if n"End(S), then n"km. By the induction hypothesis, there
is a transitive map g on „ "xing the center of „, such that h(g)((1/k)log 2#e. Let „@ be the tree
which is obtained from „ by attaching an arc at its center. By Theorem 3.2, there is a transitive map
g@ :„@P„@ which "xes the new endpoint, and such that h(g@)((1/k)log 2#2e. Using the function
g@, we can construct a function f on S such that for each „A-S which was one of the copies of
„@ used to form S, f mD„@ is a transitive map on „A which is conjugate to g@. Thus
h( f )((1/m)h(g@)((1/mk)(log 2#2e))((1/n)log 2#e. Since ‚(S)*(1/n)log 2 was already known,
the result follows. h
4. Lowerbounds for ‚(„)
De5nition 4.1. Let „ be a tree, with f :„P„ continuous, and let x3„ be a "xed point of f. We say
thatW is an n-pinwheel based at x i!W"M;
1
,;
2
,2,;nN is a collection of nonempty, connected,
pairwise disjoint, open subsets of „ such that each ;
i
has x as a limit point, x N f (;
i
) for all i, and
f (;
i
)W;
i‘1
is nonempty for all i, 0)i)n!1 (where we let;
0
";
n
). The above pinwheelW is
said to be recurrent i! each;
i
contains points y arbitraily close to x such that f k(y)"x for some k.
If W is the only pinwheel W@"M;@
1
,2,;@nN based at x such that ;i-;@i for all i, then W is
called maximal. Clearly, every pinwheel has a unique extension to a maximal pinwheel.
Proposition 4.2. If „ is a tree, and f :„P„ is transitive, then either h( f )’log 3, or every 1-pinwheel
based at a xxed point of f is recurrent.
Proof. If there is a 1-pinwheel at a "xed point which is not recurrent, then h( f )’log 3, by
Corollary 2.2, since such a "xed point would have to be an endpoint. h
Theorem 4.3. If „ is a tree, f :„P„ is transitive, and there is a 1-pinwheel based at some xxed point
of f, then f n is transitive on „ for all positive integers n.
Proof. Let x be the "xed point with 1 pinwheel M;N. Let = be an open subset of „.
Claim. There exists a positive integer k and an open set <-„ such that f k(=)-<-f (<).
Proof. Case 1: M;N is a recurrent pinwheel. Then Pre
f
(x) is dense in „, since x has more than one
preimage. Let i be a positive integer such that x3f i(=) and let j’i be a positive integer such that
f j(=)W; is nonempty. Pick y3f j(=)W;, and it is easy to see that<-f (<), using the de"nition of
a 1-pinwheel.
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Case 2: M;N is not a recurrent pinwheel. Without loss of generality, we may assume (by shrinking
;, if necessary), that neither; nor f (;) contains any branching points of „. Let I be the closure of
;. Then transitivity of f and the de"nition of a recurrent pinwheel imply that x is an endpoint
of „ such that f~1(x)"MxN. Using the ‘dog chases rabbita trick, there is another "xed point y of
f which is not an endpoint, and we must have that Pre
f
(y) is dense in „, since otherwise we would
have f~1(y)"MyN and 6=
i/0
f i(x, y) could not be dense in „. Note that „CI-f („CI), since f („CI)
contains all endpoints of „ other than x (since f is onto), and must contain at least one point of
„ which is not in „CI (since there are no proper f-invariant nonempty open subsets). Thus the
sequence S f i(„CI)T is an increasing nested sequence whose union is „CMxN, and we can therefore
"nd points x
i
such that lim x
i
"x, x
i‘1
3[x
i
, x], and f (x
i
)"x
i‘1
. Clearly, we may also assume
that x
i
3I for all i, and that x
0
3[x, y]. Now, Pre
f
(x
0
) is dense in „ (by Lemma 1.4, since x
0
is not
periodic), so there must be a positive integer i such that both y and x
0
are in f i(=). Then
<"[x
0
, y] is the desired set.
This "nishes the proof of the claim. Note that it may be assumed that k is a multiple of n. Thus, it
it easy to see that 6=
i/0
f in(=) is dense in „. Thus, since = was arbitrary, f n is transitive. K
Lemma 4.4. Suppose that f: „P„ is transitive, „ a tree, letW"M;
1
,;
2
,2,;nN be an n-pinwheel
based at the xxed point x, and let „@ be the smallest subtree of „ which contains all ;
i
’s. Let e be the
number of endpoints of „@. Then h( f )*(1/e)log 2.
Proof. Case 1: f~1(x)"MxN. Then h( f )*(1/n)log 3’(1/e)log 2.
Case 2: f~1(x)OMxN. Then transitivity of f clearly implies thatW is a recurrent pinwheel, which
we may, WLOG, assume to be a maximal pinwheel. Thus, we can pick points x
0
"x, x
1
, x
2
,2, xr
such that x
r
3(x
0
, x
1
) and f (x
j‘1
)"x
j
for 0)j)r!1. By moving these points closer to x if
necessary, we may assume that all of these points are in „@. Let f A :„AP„A be the P-reduction of
f :„P„, where P"Mx
0
,2, xrN. Then, it is easy to check that the resulting reduction is a transitive
map on a tree having no more than e endpoints, so that h( f )*h( f A)*(1/e)log 2. K
Theorem 4.5. Let f :„P„ be continuous, and let x be a xxed point of f. If W"M;N is a recurrent
1-pinwheel based at x, and the component of „CMxN containing ; has no branching points, then
h( f )*log 2.
Proof. Let< be the component of „CMxN which contains;. Because the pinwheel is recurrent, it is
easily checked that there must be a point y3< such that f (y)"x. (To "nd y, pick the smallest
k such that x3f k(;) and look at f k~1(;).) By the same argument, we can then pick a point
z between x and y such that f (z)"y. Then Mx, y, zN give a horseshoe, and h( f )*log 2. h
Corollary 4.6. Let f :„P„ be continuous, and let x be a xxed point of f. IfW is a recurrent n-pinwheel
based at x, and there is at least one ;3W such that the component of „CMxN containing U has no
branching points, then h( f )*(1/n)log 2.
Proof. Apply the previous theorem to f n. h
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Theorem 4.7. Let f :„P„ be transitive, „ a tree, and let x be a xxed point of f of valence n. If
h( f )((1/n)log 2, then there is a pinwheel based at x.
Proof. By contradiction. Assuming that there is no pinwheel based at x, we will show that
h(f)*(1/n)log 2. Let ; be a connected neighborhood of x which contains no branching point
distinct from x. By shrinking ; if necessary, we may assume that ; contains no endpoints of
„ (other than x, if x is an endpoint), and that each component of ;CMxN either contains no
preimages of x, or contains preimages of x arbitrarily close to x. Let C be the set of all components
of ;CMxN, and let A-C be the set of all such components which contain no preimage of x. Let
B"CCA. For each<3A, de"ne g:APC by letting g(<) be the unique=3A such that f (<)W= is
nonempty. Then there is clearly no nonempty subset D of A such that g(D)-D, for that would give
a pinwheel, a contradiction. Thus, by picking points su$ciently close to x, we can "nd points
x
1
,x
2
,2, xn3;, one in each element of C, such that if we let P"Mx,x1 , x2 ,2,xnN, then f (P)-P,
and for every y3P, f n(y)"x. Let „@"[x
1
, x
2
,2,xn]. Since f is transitive, if y is any point of„ distinct from x, then 6=
i/0
f i(x, y) must be dense in „, and since it is obviously connected, must
contain all of „@. Thus, for each <3B, we can pick a point x
V
3<W„@ such that
M f i(x
V
): i"0,1,2,2N-„@ and f i(xV)"xj for some j. (Note that the latter implies that xV has
a "nite orbit.) By the way the x@
j
s were de"ned, for each <3B, there is exactly one=3B such that
f i(x
v
)3= and f i‘1(x
V
)"x. Let="k(<), giving a function k:BPB. Since B is "nite, k must have
a periodic orbit E-B. Let Q"M f i(x
V
): <3E, i"0,1,2,2N, and note that Q includes at least one
x
j
, but not necessarily all x@
j
s. Furthermore, the Markov graph of Q is strongly connected, has no
loops of order 1, and no intervals of order zero. Thus, the Q-reduction of f thus gives a transitive
map on some tree having no more than n endpoints. Thus, h( f )*(1/n)log 2, a contradiction. h
Corollary 4.8. Let S be a star, f : SPS transitive, and suppose that h( f )(1
2
log 2. If x is a xxed point of
f of valence 2, then x has a 1 pinwheel M;N such that ; is in the same component of SCMxN as the
branching point of S. (In other words, every xxed point of valence 2 has a 1-pinwheel which points in the
direction of the branching point.)
Proof. By Lemma 4.6, x has a pinwheel, which must be either a 1- or a 2-pinwheel. Since
h( f )(1
2
log 3, it is easily seen from Lemma 1.4 that f~1(x)OMxN, and that this pinwheel is therefore
recurrent (by transitivity of f). Thus, a 1-pinwheel pointing in the direction of the branching point is
the only possibility which would not violate Corollary 4.6. h
Lemma 4.9. (a) Let „ be a tree, and suppose f :„P„ is continuous and transitive. Let a3„ with
f (a)Oa. Let s be the largest valence of any branching point of the component of „CMaN which contains
f (a). Suppose that h( f )((1/s)log 2. Then there exists a xxed point x of f, in the same component of
„CMaN as f(a), such that x has an n-pinwheel for some n*2.
(b) Let „ be a tree, and suppose f :„P„ is continuous and transitive. Let a be a xxed point of
f having a 1-pinwheel, and let s be the largest valence of any branching point of the component of „CMaN
which contins this pinwheel. Suppose that h( f )((1/s)log 2. Then there exists a xxed point x of f, in the
same component of „CMaN as f (a), such that x has an n-pinwheel for some n*2.
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Proof. The proofs of the two parts are virtually identical, and can be done simultaneously. Clearly,
Theorem 4.7 implies that every "xed point in the component of „CMaN containing f (a) (or
containing the pinwheel) has a pinwheel (which might be a 1-pinwheel). The proof proceeds by
induction (possibly trans"nite), using the ‘dog chases rabbita argument. Starting at the point a,
move a point (which we will call d* the ‘doga) continuously in the direction of f (d) (the ‘rabbita).
Do this until d ‘catchesa f (d), giving us a "xed point which we will call x
0
. x
0
must have a pinwheel,
and if it is anything other than a 1-pinwheel, we are done. So, assume x
0
has only 1-pinwheels.
Now, there cannot be a 1-pinwheel in the direction from which the dog just approached, for that
would clearly give us some open interval (x
0
, d) such that f (x
0
, d)-(x
0
, d), violating transitivity.
Thus, there is a 1-pinwheel disjoint from the dog’s previous path. Furthermore, the interval of this
1-pinwheel must contain points c arbitraily close to x
0
such that c is between x
0
and f (c), for
otherwise transitivity of f would be violated. Thus, we allow the dog to ‘jumpa to such a point c and
continue its chase, until it catches the rabbit again at another "xed point x
1
, where the same
argument is repeated. Suppose a is an ordinal, and for all b(a, the "xed points xb have been
de"ned without "nding the desire pinwheel. If a is a successor ordinal, we proceed as with x
1
above.
If a is a limit ordinal, the "xed points xb for b(a converge to a "xed point, which we call xa . As
with the successor case, the direction from which the dog approached cannot be a 1-pinwheel, so
the induction can continue. The dog chases rabbit procedure never reaches an endpoint, since that
would violate transitivity, and it cannot continue for an uncountable number of times, since the
tree „ is separable, and the dog never retraces its steps. Therefore, the procedure must stop, but it
can only stop at an n-pinwheel for some n*2. Since the dog was always moving away from the
point a, it is clear that the resulting "xed point is in the same component of „CMaN as f (a). h
Lemma 4.10. Suppose that f:„P„ is a transitive map on a tree T, and that f has a 1-pinwheel M;N
based at the xxed point x. Let S be the closure of the component of „CMxN containing ;, and suppose
that S is a star with n#1 endpoints, with n*2. Then h( f )’(1/n)log 2.
Proof. We "rst prove the case where n*3. Let X"f ~1(x)WS. If there is a y3X distinct from
x such that (x, y) contains no branching point, then (x, y) contains a point w such that f (w)"y, and
Mx, y,wN then gives a 2-horseshoe, and h( f )*log 2’(1/n)log 2. Let z be the unique branching
point of S. If h( f )*1
2
log 2, then we are done, so we may also assume that h( f )(1
2
log 2. Thus,
Corollary 4.8 applies, and evey "xed point of f of valence 2 (if any) has a 1-pinwheel pointing toward
z. We now use the ‘dog chases rabbita trick, as in Lemma 4.9, until we reach a "xed point of f which
does not have a 1-pinwheel from which we can proceed further. This "xed point cannot be a point
of (x, z), since there would be a 1-pinwheel in the right direction, and we could proceed further. As in
Lemma 4.9, this process cannot end in an endpoint or in a 1-pinwheel approached from the
‘wronga direction, so the only possibility for this "xed point is z. Thus f (z)"z. We now claim that
XOMxN. If SO„, then this is a simple consequence of the transitivity of f, and if S"„ it follows
from the fact that h( f ) log 3 and Corollary 2.2. Thus, let x
0
"x, and let x
1
3X such that no point
of X lies in (x
0
, x
1
). If x
i
has been de"ned, pick x
i‘1
such that f (x
i‘1
)"x
i
and (x
0
, x
i‘1
) contains
no preimages of x
i
. It is not di$cult to check that x
i‘1
can also be chosen so that no x
j
is in
(x
0
, x
i‘1
), 1)j)i. The construction stops when we reach a point x
k
which lies in the same
component of SCMzN as some previous x
m
. If mO0, then M[z,x
k
],[x
k
, x
m
]N is easily checked
to be a 2-horseshoe for f k~m which does not contain all of „, and therefore
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h( f )’[1/(k!m)]log 2*(1/n)log 2, since f k~m is still transitive on all of „ (because of the
1-pinwheel). If m"0 and k"2, then we have a 2-horseshoe and h( f )*log 2. If m"0 and k’2,
then we look at the Markov graph with respect to the points Mz,x
0
,x
1
,2, xkN, and, using the‘Rome methoda [see 6], we get that h( f )*log j, where j is the largest root of the polynomial
p(t)"tk!tk~1!2. Since p(21@(k~1))"2(k@k~1)!2!2"(0 (since k’2), so j’21@(k~1)*
2(1@n), and we are done with the case n*3.
We still need to prove the case n"2, i.e., where S is the star with three endpoints. As above, the
1-pinwheel at x must be recurrent, so there is a point y in the interval (x, z) such that f r(y)"x for
some r and f j(y)3S for all j such that 0)j)r. If we let S@, f @ be the P-reduction of f, where
P"Mfj(y): 0)y)rN, the f @ is still transitive, and S@ is the tree with three endpoints, and the
hypotheses of the theorem still apply to the new function and tree (where S@ is the entire tree in this
case). Since f is now P@-expansive for some P@, every "xed point has a pinwheel. If all pinwheels of
"xed points of valence 2 point toward the branching point of S@, the the same argument works as
used above for n*3. Thus, assume that some "xed point of valence two either has a 1 -pinwheel
pointing away from the branching point, or has a 2-pinwheel. In the "rst case, h( f @)*log 2, by
Theorem 4.5. If this "xed point (call it u) has a 2-pinwheel, this gives a 2-horseshoe for f{2 (as in the
argument of Corollary 4.6), which does not contain all of S@. Since f @2 is still transitive on all of S@
(again, because of the 1-pinwheel), Lemma 2.1 gives us that h( f )*h( f @)’1
2
log 2. h
Lemma 4.11. Let „ be a tree, f :„P„ transitive, and let a be a xxed point of f such that there is
a 1-pinwheel M;N based at a. Let „@ be the closure of the component of „CMaN which contains M;N, and
suppose that „@ can be written as „@"SX[a,b], where S is a snowyake having e endpoints and center
b, with b not an endpoint of S, and SW[a, b]"MbN. Then h( f )’(1/e)log 2.
Proof. By induction on e. Suppose the lemma is true whenever S has fewer than e endpoints. Let
v be the largest valence of any point in the snow#ake S. If v"e, then „@ is a star, and we are done by
Lemma 4.10, so we may assume that v(e. Thus, we may assume that h( f )((1/v)log 2, for
otherwise we are done. Therefore, by Lemma 4.9, there is a "xed point x of f having a k-pinwheel for
some k’1. Note that k)v(e. h
Case 1: The k-pinwheel based at x includes an interval < contained in [a, b]. Then M<N is
a 1-pinwheel based at x for the function f k, which is also transitive by Lemma 4.3, and the maximal
pinwheel containing M<N consists of an interval with one endpoint other than x. Thus h(fk)*log 2,
and h( f )"1/kh( f k)*(1/k)log 2’(1/e)log 2.
Case 2: The k-pinwheel based at x does not include in interval contained in [a, b]. Then the
k-pinwheel is contained entirely in S. Thus, if we consider all components of „CMxN which contain
a part of the pinwheel, and let „A be the closure of such a component having the fewest number (say
e@) of endpoints, then „A is a tree satisfying the hypothesis of the theorem with respect to the
function f k. Thus, h( f k)’(1/e@)log 2, and since e*ke@, h( f )’(1/e)log 2, and we are done.
Theorem 4.12. If S is a snowyake with e endpoints which is not a star, and f : SPS is transitive, then
h( f )’(1/e)log 2, and therefore no transitive function on S has entropy ‚(S).
Proof. Assuming the theorem fails, let x be a "xed point having a k-pinwheel for some k’1, and
apply the same argument as Lemma 4.11. h
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In [2], it was conjectured that entropy ‚(„) was always attained by some map f :„P„, and the
above result shows that this conjecture was false. Indeed, the only known trees for which the
conjecture is known to be true are the stars, and this leads to a new conjecture which, except for
stars, is the exact opposite of the original conjecture.
Conjecture. If „ is a tree which is not a star, then there does not exist a transitive function f :„P„
such that h( f )"‚(„).
De5nition 4.13. We de"ne a branching point b of a tree to be central if there exist branching points
a and c such that b3(a, c). Note that a superstar has no more than one central branching point.
Theorem 4.14. Let „ be a superstar, and let N"maxMe : S-„, S is a snowyake with e endpointsN.
Dexne a positive integer M as follows.
Case 1: If „ has only two branching points, or if the central branching point has the largest valence of
any point of „, or if the largest valence of any point of „ is shared by two or more points, then we let
M"N.
Case 2: Otherwise (i.e., „ has at least three branching points, and the point of largest valence, which
is not central, has valence strictly larger than any other point), we let M be the largest of N and 2u,
where u is the second largest valence of any point of „.
Then (1/M)log 2)‚(„) (1/N)log 2.
Proof. We may assume that „ is not a snow#ake, for otherwise we are done. If S-„ is
a snow#ake with e endpoints, then "nitely many applications of Theorem 3.3 (starting with the
function de"ned in Theorem 3.5) will give a transitive map on „ whose entropy is arbitrarily close
to (1/e)log 2. This proves that ‚(„) (1/N)log 2.
In the other direction, suppose that f :„P„ is transitive. Let v be the maximum valence of any
point of „. Then we may assume that h( f )((1/v)log 2, since otherwise we are done. Thus, by
Lemma 4.9, there is a "xed point x which has an n-pinwheel W for some n’1. Since
h( f )((1/n)log 2, it must be the case that every component of „CMxN which contains a member of
the pinwheel W also contains a branching point, for otherwise Corollary 4.6 would be contradic-
ted. Among these n components, pick one having the fewest number of endpoints of „, say
k endpoints. Then f n has a 1-pinwheel in the direction of that component, and thus
h( f n)*(1/k)log 2, so that h( f )*(1/kn)log 2. If „ contains a snow#ake having kn endpoints, and we
are done. Thus, assume that „ contains no snow#ake having kn endpoints. Then, it must be the
case that n"2, x is a point of valence 2, and Case 2 was used to de"ne M. Furthermore, the unique
point having largest valence must be the only branching point in one of the components
intersecting the 2-pinwheel, and the other component intersecting the pinwheel must have two or
more branching points, for otherwise the desired snow#ake would exist. Let „
1
, „
2
be the closures
of the components of „CMxN which intersect the pinwheel, and let „
1
have the single branching
point of valence v, with „
2
having two or more branching points, all of valence u or less. If
h( f )*(1/2u)log 2, then we are done, so assume otherwise. Then h( f 2)*(1/u)log 2, and by Lemma
4.9, applied to the 1-pinwheel of f 2 in the direction of „
2
, there is a "xed point y of f 2 having
a q-pinwheel for some q)u with q*2. Since y must be in the maximal pinwheel based at x,
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f (y)3„
1
, and there is also a maximal q-pinwheel in „
1
for f 2. But „
1
is a star, so h( f 2)*(1/q)log 2
by Corollary 4.6, and we are done. h
For many superstars, the numbers M and N in the above theorem are the same, and for such
superstars „ we get the exact value of ‚(„). The following example is the smallest superstar for
which the numbers M and N are not the same, and is also the smallest tree for which the exact value
of ‚(„) is unknown. As such, it makes a good example to look at in future research on the problem.
Example 4.15. Let Z be the superstar which obtained by attaching a 1-star, a 3-star, and a 4-star
together at endpoints. Equivalently, „ could be described by taking the two trees which are shaped
like the capital letters H and X, and attaching them at endpoints. Then it is easy to check that
Theorem 4.14 gives 1
6
log 2)‚(Z) 1
4
log 2, since no superstar having more than 4 endpoints is
a subtree of „.
We "nish with a class of trees which seem to provide more useful test examples for further
research. If n is a positive integer, de"ne>
n
to be the tree (unique up to homeomorphism) which has
exactly n branching points, all of which are contained in an arc, and all of which have valence 3.
Since >
1
, >
2
, and >
3
are all superstars, it is easy to check that ‚(>
1
)"1
3
log 2 and
‚(>
2
)"‚(>
3
)"1
4
log 2, using Theorem 4.12. The smallest tree which is not a superstar is >
4
, but
we will show that the exact value of ‚(>
4
) can be calculated. Since all other trees having six or fewer
endpoints are superstars, of which all but the above tree Z have an exact value for ‚(„) from
Theorem 4.12, this leaves Z as the only tree having six or fewer endpoints for which the value ‚(„)
remains unknown. For large n, the trees >
n
give good examples in which there is still a signi"cant
gap between the lowerbounds and upperbounds given in this paper and in [2].
Lemma 4.16. Let H be the tree obtained by taking two 3-stars and attaching them at endpoints, i.e., the
tree shaped like the capital letter H. Let e’0. Then there is a transitive map f:HPH having a xxed
endpoint, such that h( f )(1
3
log 2#e.
Proof. Let „ be a 3-star, and let z be the center of „. Let C
i
be the components of „CMzN, i"0,1,2.
On C
i
, pick points x
3~i
, x
6~i
,2, x3k~3~i ,x3k~i , with the points picked in order on Ci , x3~i being
closest to z, and x
3k~i
being the endpoint of C
i
. This gives us the 3k points x
1
,2, x3k on „ which
are indexed as a outward ‘spirala. Form a homeomorphic copy of H by adding an interval (at one
endpoint) to the point x
1
, and call the other endpoint x
3k‘1
. Let z and x
3k‘1
be "xed points of f
k
,
and let f
k
(x
i
)"x
i‘1
for 1)i)3k. Extend f
k
to a continuous function on H by linear extension.
Then it is a routine matter, using the ‘Romea method of [6], to see that h( f
k
)"log j
k
, where j
k
is
the largest root of the polynomial p
k
(j)"j3k~3(j!1)(j3)!2. Since p
k
(21@3)(0, it is clear that
j
k
’21@3. Thus, since j3k~3
k
(j
k
!1)(j3
k
!2)"2, and lim
k?=
j3k~3
k
"#R, we must clearly have
lim
k?=
(j3
k
!2)"0. h
Since the above proof does not give any idea regarding how the family of functions was
discovered, a few remarks are in order regarding how one might go about "nding low entropy
families. Assuming that we are looking for Markov examples, we "rst make the empirical
observation that functions having small entropy generally have the property that most basic
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intervals I in the Markov graph have only one other basic interval J such that IPJ, the number of
exceptions being generally quite small. Once the map has been de"ned for a few points, this limits
the choices considerably. Using methods from [4] helped to trim the possibilities even further.
Assuming that one endpoint was "xed, pick a preimage of that endpoint, then a preimage of that
point, and so forth, until the resulting P-reduction (which depends only on the location of the
points with respect to each other) gives a map in which all points of P are not collapsed. For small
numbers of points, this P-reduction is generally easy to calculate. Most of these P-reductions gave
entropy larger than 1
3
log 2, and were discarded. The P-reduction giving entropy 1
3
log 2 was then
examined further, leading to the desired examples.
Corollary 4.17. ‚(>
4
)"1
6
log 2.
Proof. The lower bound comes from the main result of [2], and the upper bound follows trivially
from the previous theorem, since >
4
is the result of attaching two copies of H at their end-
points. h
The most obvious open problem which has still not been settled is the following:
Problem 1. Determine a formula for ‚(„) which works for all trees „, and depends only on the
combinatorial structure of „. (One of the referee’s reports on this paper informs me that [7]
contains a conjecture on how to do this.)
One can also extend some of these problems to dendrites.
Problem 2. Is it always true that if D is a dendrite which is not a tree, then ‚(D)"0?
Problem 3. Do there exist any transitive maps f on a dendrite such that h( f )"0?
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