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SUMMARY
The ability to extract sequences of game events for high-resolution e-sport games has
traditionally required access to the game’s engine. This difficulty serves as a barrier to
groups who don’t possess this access. It is possible to apply deep learning to derive these
logs from gameplay video, but it requires computational power that serves as an addi-
tional barrier. These groups would benefit from access to these logs, such as small e-sport
tournament organizers who could better visualize gameplay to inform both audience and
commentators. In this dissertation, we present a combined solution to reduce the required
computational resources and time to apply a convolutional neural network (CNN) to ex-
tract events from e-sport gameplay videos. This solution consists of techniques to train
CNN faster and methods to execute predictions more quickly. These techniques expand the
types of machines capable of training and running these models, which in turn extends ac-
cess to extracting game logs with this approach. We evaluate the approaches in the domain
of DOTA2, one of the most popular competitive e-sport games. Our results demonstrate




Extracting information from gameplay videos is a critical concern in the game industry.
All related fields in this industry can benefit from that information [1]. For examples,
real-time data is immensely helpful for game narrators to explain the details of certain
events in broadcasting, and game developers can use the feedback information from testing
gameplay videos to improve the quality of games. Nevertheless, extracting information
demands accurate representations of gameplay events. Before, there are two typical ways
to collect such representations: using game logs, or collecting from users. Game logs,
the data generated by the game engine, are usually exclusive to game developers and are
restricted by game engine design and privacy concerns; information gathered directly from
players cannot preserve the data integrity and preciseness. Therefore, we demand a novel
method to collect required information - extracting information directly from gameplay
videos, which keeps the data precise and avoids most game engine restrictions.
Machine Learning provides one potential solution for extracting necessary information
from gameplay videos without restrictions. In the past a few years, many works utilized
machine learning techniques to recognize actions and objects from videos. To be specific,
there is a piece of work using supervised learning concerned with action recognition for
real-world videos [2], which we could apply to the problem of extracting representations
of player actions from gameplay videos. Furthermore, as Fulda, Murdoch, and Wingate
proposed, unsupervised learning can equally stand a choice to extract players interaction
events in realistic games. All of these works prove that machine learning is one of the most
practical ways to retrieve data from gameplay videos.
Nevertheless, these machine learning techniques are not perfect: such approaches re-
quire massive amounts of paired training data of video labeled with activities, which re-
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stricts this approach to those with the access or resources to create a training dataset. While
the crucial requirement of computation power is expensive to purchase, the disadvantages
stop researchers from applying advanced techniques to high-resolution video games, which
usually requires more training data and prolonged time to train a decent production model.
Notably, in such cases, the game action recognition model must run in real-time to keep the
stability in broadcast in video fame tournaments. These tournaments would likely either
lack the high-performance machines associating with deep learning or want to save bud-
gets for computers. Therefore the computation resource requirements and execution time
of such a model would matter hugely in determining the success of a machine learning
approach.
My research focuses on making the convolutional neural network (CNN) for videos
parsing easier to access. CNN is the prominent accurate supervised learning model used to
map the data and its label in the computer vision field, and it is easy to modify and extend.
For our domain, we employ Defense of the Ancient 2 or DOTA2 because it is a popular
e-sport and has stylized visuals (meaning that one cannot merely apply real-life event de-
tection models). My goal is to reduce the computational power requirements for training a
CNN and execute deep CNNs on low-performance machines. To accomplish them, I split
the problem into two sub-problems: training optimization and runtime optimization. In
the training optimization, the goal is to reduce the resource and time to train an excellent
CNN classifier, and in the runtime optimization, the goal is to decrease barriers to apply
pre-trained CNN classifier efficiently in real-time. I choose different complementary ma-
chine learning techniques to conquer these two sub-problems. For preparing a CNN faster,
I utilize transfer learning and style transfer to reduce the required iterations in the training
process. For executing a CNN more quickly, I make use of zero-shot and network pruning
technique to reduce the classifier size. After solving both sub-problems with different ap-
proaches, the combination of all practical approaches should be a sound solution to reduce
the requirement of applying complex CNN classifiers to games. Based on this assumption,
2
we can derive a system from performing information extraction from some complex and
high-resolution video games much more natural. Furthermore, this system is not limited
in the video game domain, but it could also be applied in real-life situations like sports




Player modeling [4], the study of computationally modeling the players’ actions in video
games, represents a related domain to this paper, given that it requires a representation
of player actions as input. Nonetheless, most player modeling systems and methods are
typically developed upon the necessary assumption of sufficient computational power and
access to comprehensive data of game events. Player modeling research in the domain
of commercial games has traditionally required support or partnership with existing game
developers [5, 6, 7]. As an alternative, some prior player modeling researches explored the
possibility of creating clones of past commercial games [8, 9, 10], but this requires both
design and game development knowledge, takes a significant amount of time, and is not
tenable for modern, large-scale games. Camilleri, Yannakakis, and Liapis [11] proposed
to construct a general model of the player affect across distinct games to make player
modeling accessible to more people. However, this approach still requires access to the
logging system of each game.
Prior approaches exist to derive approximated game logs from gameplay video. How-
ever, the majority of these approaches rely on hand-authored event definitions [12] or a
secondary machine vision library like OpenCV [13] and access to all of the images in the
game [14, 15]. This latter approach is only viable for two-dimensional games with limited
sets of possible models for each game component (called a “sprite”).
McCallum, Freitag, and Pereira [16] proposed to use the Maximum Entropy Markov
Models to perform information extraction from images inputs, but we choose to focus on
the deep learning approaches, which have high potential than HMM, in this paper. Deep
neural networks have previously been applied to predict or approximate player experience
in a summarizing capacity. For example, approaches applying CNNs to directly predict
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player experience metrics like fun and challenge from levels [17] or game logs [18]. Sum-
merville, Guzdial, Mateas, and Riedl [19] derived logs of player movement from gameplay
video with OpenCV and then applied a long-short-term memory (LSTM) recurrent neural
network to predict player paths through new levels. However, their approach only focused
on player movement events. Karavolos, Liapis, and Yannakakis [20] utilized CNNs as a
surrogate model of gameplay to predict game level balance based on automated high-level
summarizing metrics. Fulda, Murdoch, and Wingate [3] predicted player actions from
Skyrim video based on existing machine vision models, but presented inconclusive results.
Luo, Guzdial, Liao, and Riedl [1], the work most similar to ours, applied CNNs to con-
vert from gameplay video to representations of player experience for a Super Mario clone,
Mega Man, and Skyrim through transfer learning.
Existing prior approaches have improved CNN training time significantly by utilizing
explicit input normalization and decreasing the variance. Ioffe and Szegedy [21] introduced
the use of batch normalization to minimize changes over each iteration during the training
process, which is notorious for slowing down the training by requiring lower learning rates
and parameter initialization. Weight normalization [22] is also a solution to simplify the
optimization problem and speed up the convergence of stochastic gradient descent during
the training process. Another particular method to accelerate training is to use special-
ized hardware [23]. However, this approach demands additional optimization and support
from hardware manufacturers. Those techniques are either general methods to accelerate
training or require specialized hardware. They are not designed toward real-world action
recognition domains, not for games, and they do not take into account accessibility con-
cerns. We demonstrate that one can use other techniques to accelerate the training process
much faster without additional computational power or specialized hardware.
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CHAPTER 3
METHODS AND TECHNICAL APPROACHES
The experiment starts with designing and running the standard method to obtain data from
gameplay video in DOTA2. A standard method stands for a most used way to train a CNN
for video game event recognition. The ResNet152 classifier trained by the standard method
serves as a baseline by which we compare our attempts to improve training and execution
time and to minimize computational power requirements. After obtaining the baseline data,
I slightly change the procedure to adapt these complementary machine learning techniques
one by one and conclude the results. To train a large-scale model like ResNet152 is addi-
tionally a long and resource-intensive task on such a computer. Given sufficient time one
could train a ResNet152 model on a computer with a single GPU, but this assumes the
ability to dedicate the computer entirely to the training process for hours (depending on
the size of the dataset and complexity of the problem). I apply two different approaches
to decrease training iteration and time: teacher-student [24, 25] and neural style transfer
[26]. The intuition behind both approaches is that retraining an existing ResNet152 model
trained on another dataset is faster than training a new ResNet152 model from scratch. Af-
ter training a CNN, the crucial problem is how to deploy this model and run it in real-time
scenarios. The required time to predict one input image or frame is dependent on the size
of the model and the computation power and the number of available GPUs. I make use of
zero-shot learning and network pruning that focus on shrinking or making use of less of the
complete neural network. With running each approach, we record the data and compare it
to the baseline.o
Ten most recognizable game events from DOTA2 are chosen to be the testing task. The
reason is that these ten-game events are easily interpretable output from the models, to both
expert and casual fans. Further, the focus is on only these most essential events given that
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this is an initial investigation into the appropriateness of these approaches in the domain
of DOTA2. The test split is uniformly drawn from the dataset, to ensure that any variation
between the approaches was caused by variations in our approach and not variations in the
data.
3.1 Standard Approach
ResNet152 [27] is utilized as the classifier, as it represents a state of the art model on
many computer vision problems. Double Cross Entropy is chosen as the loss function, and
Adam is the optimizer. A large and robust gameplay video dataset is usually required in the
training processing of ResNet152; thus, for every new domain, a new dataset is collected
to support ResNet152 training. The dataset is split into two sections: training dataset and
the testing dataset. The training dataset is used to train the CNN, and the testing dataset is
utilized to test the performance of trained CNN. Backpropagation, the most common way
train CNN in deep learning, is utilized for training the ResNet152 model in this standard
method.
3.2 Teacher-student Transfer
The teacher-student method is a transfer learning technique that I use in the experiment.
The teacher-student method replicates the weights of the pre-trained “teacher“ model to a
new, generally smaller “student“ model. The intuition behind the teacher-student method
is that the student model can leverage and modify the features learned by the teacher model
on a new task. The procedure is to prepare a “teacher“ model on a comprehensive and
large dataset and transfer its weight into a smaller “student“ model; then, this “student“
model is finetuned on a small dataset in the target domain. The advantage of this method
is that ones only need to train the teacher model once, and this “teacher“ model can be
applied to many different “student“ models, which require smaller datasets and training
times. This approach also ensures that the user does not need to train the teacher model if
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one is otherwise available personally. Luo, Guzdial, Liao, and Riedl [1] also demonstrated
that a model pre-trained on ImageNet could successfully serve teacher model for gameplay
video student models.
3.3 Kernel Neural Style Transfer
Kernel Neural Style Transfer (KNST) is an approach of running style transfer [26] on the
learned features of the ResNet152 model trained on ImageNet. This approach is inspired
by neural style transfer and generative adversarial networks or GANs, to try to accelerate
the training process by updating the trained ResNet152 ImageNet classifier kernels with a
designed style. Two independent CNNs are required in this approach: one is the classifier
used to extract information, and the other one is the stylizer that selects features from a
target gameplay image as the target style for the content of the classifier’s first kernel. The
prediction accuracy is expected to improve while decreasing training time since the neural
networks could converge faster if the classifier already has features from the stylizer.
3.4 Modified Zero-Shot
Zero-shot learning represents a wide set of approaches for deriving classifiers without train-
ing or at least without traditionally training on any data [28]. Chao, Changpinyo, Gong,
and Sha [29] describes an approach to derive a classifier from a trained neural network by
investigating the activations of only a few layers. Mostly the approach looks at the activa-
tions over each class in a pre-trained classifier (usually a classifier trained with the standard
method, transfer learning, or KSNT), and uses the average activation for each class as a
nearest-neighbor classifier, matching a new candidate image to the class with the most sim-
ilar average activation. This process markedly decreases the GPU usage since it excludes
all other layers other than the first few layers. Additionally, the execution speed is accel-
erated significantly because each neural network forwarding step only goes through these
layers instead of full CNN. We anticipated this approach could reduce the execution time
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of ResNet152 while still retaining reasonable accuracy.
3.5 Network Pruning: ThiNet
Neural network pruning represents a class of algorithms for removing less important neu-
rons from a typically pre-trained neural network to retain similar performance but with
smaller memory and faster processing speed [30]. We employed a particular neural network
pruning algorithm referred to as ThiNet [31], to shrink and prune the trained ResNet152
model. ThiNet is an efficient and unified neural network framework that simultaneously ac-
celerates and compresses CNN models in both training and forwarding stages [31]. Differ-
ent from the original ResNet152 model, ThiNet framework oversees the neurons’ weights
in the original ResNet152 and only choose the mattering neuron to construct a correspond-
ing ThiNet model. The advantage of applying ThiNet is that it decreases the filters in each




4.1 Teacher-Student Approach Evaluation
In this section, we evaluate the performance of the teacher-student approach in terms of
required training time and accuracy. The standard method is applied as a baseline, which
trains a ResNet152 model via backpropagation from scratch. The training accuracy and the
loss between the teacher-student approach and the standard approach baseline during the
training process are compared to conclude results. Figure 4.1 and Figure 4.2 represent the
training accuracy and loss trend respectively over first 20 iterations for both approaches.
The red line represents the teacher-student model, and the standard method is in blue.
Both figures demonstrate the teacher-student approach converges faster in compari-
son to the standard method. More specifically, the teacher-student model can reach near
100% training accuracy after five iterations, with the loss approaching zero and remaining
steady. However, the standard method is still in the converging stage after twenty itera-
tions, and both accuracy and loss curves have fluctuations. Note that the standard method
took roughly fifty iterations to fully converge, representing an improvement of approxi-
mately an order of magnitude. In terms of final testing accuracy, the teacher-student ap-
proach achieves 99.8% test accuracy after converging, compared to 94.6% for the standard
method. While this difference may seem small, over a second in a live stream, it would be
the difference between an average of no errors and three errors. Further, our primary focus
is in reducing training time, which teacher-student accomplishes compared to the standard
method.
The results demonstrate that the teacher-student transfer learning approach is both more
efficient and more accurate in comparison to the standard method. Based on the empiri-
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Figure 4.1: The training accuracy over the first 20 iterations for the teacher-student ap-
proach and standard method baseline
Figure 4.2: The training loss over the first 20 iterations for the teacher-student approach
and standard method baseline
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Figure 4.3: The training accuracy over the first 20 iterations for KNST and standard ap-
proach baseline.
cal data collected, applying the teacher-student approach takes on;y 10% of the required
training epochs of the standard method to converge. This result indicates an impressive im-
provement in terms of accessibility for those with time constraints, especially those without
high-end hardware.
4.2 Kernel Neural Style Transfer Evaluation
In this section, we evaluated KNST using the same method as in Section 4.1. If we see
a similar or more considerable improvement utilizing KNST as the teacher-student ap-
proach in comparison to the standard method that would lend evidence to the importance
of aesthetic differences between real-world images and games with a DOTA2-like visual
aesthetic.
The results are demonstrated in Figure 4.3 with the training accuracy and Figure 4.4,
which includes the training loss over the first 20 iterations. The training loss does not
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Figure 4.4: The training loss over the first 20 iterations for KNST and standard approach
baseline
converge faster than the standard method, and the training accuracy has no noticeable im-
provements. Markedly, it’s worthy to note that KNST even appears to converge somewhat
slower than the standard method during the initial iterations.
These results demonstrate that there is no apparent improvement from the KNST method
compared to the standard method. Further, to stylize the first layer of the classifier model
requires additional GPU memory, meaning that each training step for the KNST approach
is longer than a single training step for the standard method. However, the final test ac-
curacy of the KNST method was roughly two percent higher than the standard method
test accuracy. This result indicates that while KNST may not have outperformed the stan-
dard method in terms of training time or accuracy, it may have lead to more general final
features.
This experiment had several limitations. We only used one image in the stylizer to
stylizing the first kernel in the classifier. It is quite likely that this image cannot represent
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all features that appear in our dataset. Further, KNST mostly had to train two models
simultaneously. Hence, it’s reasonable that KNST didn’t perform well in training process
acceleration.
Based on these results, we have to admit that KNST is not a mature approach to acceler-
ate the training process. However, this method could be proper consideration for alternative
classification tasks. For example, if the game’s visual aesthetics were significantly less like
visual aesthetics.
4.3 Modified Zero-Shot Approach Evaluation
In section 3.4, we demonstrate the motivation and structure of this modified zero-shot ap-
proach. In this section, we evaluate the execution time of this modified zero-shot approach
on DOTA2 dataset thoroughly against the standard approach. Ideally, this approach will
improve in execution time without a significant loss in accuracy.
We include the average test accuracy in Table 4.1. The result shows that our expectation
was not met in terms of a non-significant loss of accuracy, with all variations performing
with about half the accuracy of the complete ResNet152. Two variations are included in
our results beyond the “Only First 4 Layers” version described in the previous section. The
first variation adds the layer1 module, which has a total of 13 layers, and the second adds
both the layer1 and layer2 modules, for a total of 37 layers. It’s explicit that there is a
considerable improvement in the 13-layer and 37-layer experiments compared to the first-
4-layer experiment: with the 13-layer classifier reaching about 51% test accuracy and 37-
layer classifier reaching 56% test accuracy. However, even though these two new classifiers
outperform the first-4-layer classifier; the accuracy they reach is insufficient for any real-
world scenarios. Despite this we did note our predicted improvement in speed, with the
t time (s) value of Table 4.1 referring to the time it took to process the complete DOTA2
dataset, cutting our execution time to a third compared to the full ResNet152 model. Across
the variations, we found out that the runtime does not increase significantly as additional
14








Accuracy 42.43% 50.99% 56.25%
Time (s) 31.002 32.586 34.113
Table 4.2: A comparison of different ThiNets and original ResNet152.
ThiNet30 ThiNet50 ThiNet70 ResNet152
Parameters 6573806 10287296 14847686 57992384
Memory




4678.9 6983.9 9635.1 21728.1
Execution
Time (s) 23.665 23.564 23.984 24.516
Test
Accuracy 99.7% 99.8% 99.8% 94.6%
layers are added. However, it appears we would quickly plateau by increasing the size of
the zero-shot classifier, without achieving the level of accuracy we’d need to deploy this
approach in a real-world environment.
In this section, the result demonstrated that using this modified zero-shot approach can
reduce the GPU memory usage and execution time while sacrificing prediction accuracy.
This tradeoff is too harsh to deploy in our target scenario, real-time e-sports streams on a
single GPU computer. However, depending on the scenario, such a loss of accuracy may
be acceptable due to the size of datasets that need to be processed, an initial processing step
in a longer pipeline.
4.4 Network Pruning Evaluation
In this section, we evaluate the different ThiNet models and ResNet-152 in terms of the
number of parameters, GPU Memory Usage, Execution time, and test accuracy. Shown
in Table 4.2, the GPU memory usage of each CNN increases when the parameters of each
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CNN increases. Also, as the number of CNN’s parameters increase, the parameter-memory
ratio increases, which implies that increasing the number of parameters results in requiring
less memory per parameter on average. We also note that the execution time for all four
models, this time over only the test frames of our dataset was almost the same. To the best
of our knowledge, this result is due to the optimization of cudnn, and that forwarding is not
the most costly process. The initializing processes of different models also have almost the
same computation cost. Thus the particular per-frame processing time is lower, but there is
some start-up time for each model, and this is mostly unchanged.
We show this approach can effectively reduce the parameters of CNNs, but due to
the optimization of low-level code compilation, the differences in execution time are not
distinct. Compared to the modified zero-shot approach we proposed in the previous section,
ThiNet is a better solution to reduce the GPU memory usage while keeping high prediction
accuracy. The cause is that, in our experiment, all ThiNet models have 152 layers, and
they can fit the dataset much better than the modified zero-shot approach. Besides, there





Our work proves that a combined solution of training acceleration and running optimiza-
tion is one suitable solution to reduce the requirements to apply accurate CNNs to game
event prediction from e-sport gameplay video. However, the teacher-student approach re-
quires a teacher model pre-trained on a large, high-quality dataset. While there are many
such pre-trained models available, they cannot cover all possible scenarios, and we identify
constructing a high-quality dataset and training an initial teacher model as future problems.
For example, consider attempting to apply this approach to a retro game with a pixelated
aesthetic. One would expect, and we have found from initial tests, that real-world datasets
do not transfer nearly as well to this aesthetic as the cartoony, but high quality aesthetic
of DOTA2. Thus, to apply the teacher-student method, one would need an existing, high-
quality dataset with a pixelated aesthetic. While there have been prior attempts at this
process [1], they are not of sufficient quality for real-world applications. The kernel neural
style transfer approach is not successful, but it represents an innovative strategy and may
be helpful in extreme cases like this. In future work, we hope to address these issues to
make these approaches accessible to even wider audiences.
While we anticipate that these approaches should extend to games with semi-realistic
aesthetics at least as close as DOTA2, we acknowledge we would likely need to make
changes to our approach in certain situations. For example, first-person shooting e-sports
game such as Overwatch, which does not have the same over-the-top view as DOTA2 has
more events that may occur off-screen. However other e-sport games like Hearthstone
and Artifact, which are card games with a good deal of hidden information, may still be
successful domains for this approach given that all cards are still visible once played.
Besides applying these techniques and similar ones for gaming event extraction, we
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also look forward to extending the usage to non-gaming events in the real world, like sports
broadcasting. Nowadays, video games are more and more realistic, and there are a lot of
common traits shared by e-sports games and real-life sports. Based on judgments, we can
surely imply that these machine learning techniques could work in real-world situations.
We acknowledge that a current limitation of this work is that we do not attempt to run
any of these approaches in the context of our goal scenario. While we note that this was
meant primarily as a motivating example for the kind of applications one might imagine in
the future from these technologies, we still anticipate a need to apply these methods in the
real world. This also underscores a limitation in our focus primarily on hardware acces-
sibility, issues related to financial and technical knowledge accessibility undoubtedly arise
in a real-world application. We anticipate the ability to address the technical knowledge
barriers with explainable AI and other human-computer interaction methods, which open




Our work proposed a combined solution to reduce the requirements for extracting informa-
tion from the e-sport DOTA2 gameplay videos: specifically, how to decrease CNN training
time, execution time, and memory requirements. Since all four approaches are independent,
the performance of the combination of methods would be an assembly of the performance
of all methods. We investigate the ability and performance of utilizing teacher-student
transfer learning on ImageNet and kernel neural style transfer of DOTA2 to train a CNN
faster. Then, we demonstrate the impact of zero-shot prediction and neural network prun-
ing on CNN execution time and memory usage. We evaluate these approaches against the
standard backpropagation method. Further, we present a corpus we developed for DOTA2
event recognition. Our results demonstrate that both approaches can help reduce the re-
quirement of applying complex CNN classifiers to e-sport games and a combined solution
of these two approaches has a high potential for minimizing technical barriers to the acces-
sibility of these approaches. After all, we discussed the limitations of current techniques
and potential applications to real-world activities in the future.
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