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Convex Subspace Clustering by Adaptive Block
Diagonal Representation
Yunxia Lin, Songcan Chen
Abstract—Subspace clustering is a class of extensively studied clustering methods and the spectral-type approaches are its important
subclass whose key first step is to learn a coefficient matrix with block diagonal structure. To realize this step, sparse subspace
clustering (SSC), low rank representation (LRR) and block diagonal representation (BDR) were successively proposed and have
become the state-of-the-arts (SOTAs). Among them, the former two minimize their convex objectives by imposing sparsity and low
rankness on the coefficient matrix respectively, but so-desired block diagonality cannot neccesarily be guaranteed practically while the
latter designs a block diagonal matrix induced regularizer but sacrifices convexity. For solving this dilemma, inspired by Convex
Biclustering, in this paper, we propose a simple yet efficient spectral-type subspace clustering method named Adaptive Block Diagonal
Representation (ABDR) which strives to pursue so-desired block diagonality as BDR by coercively fusing the columns/rows of the
coefficient matrix via a specially designed convex regularizer, consequently, ABDR naturally enjoys their merits and can adaptively form
more desired block diagonality than the SOTAs without needing to prefix the number of blocks as done in BDR. Finally, experimental
results on synthetic and real benchmarks demonstrate the superiority of ABDR.
Index Terms—Subspace clustering, spectral clustering, convex biclustering, coercive fusion, convex optimization.
F
1 INTRODUCTION
SUBSPACE clustering is a class of classic clustering meth-ods to deal with high-dimensional data such as image,
video, text and has been extensively studied so far [1]-[5].
It assumes that given high-dimensional data points are ap-
proximately drawn from a union of some low-dimensional
subspaces and aims to segment them into corresponding
subspaces as faithfully as possible. The research on this
topic has fostered various applications in, for example,
machine learning [6], computer vision [7], image processing
[8][9], and system identification [10]. Alternatively, various
subspace clustering methods are proposed and mainly cover
four types: iterative method [11][12], algebraic method [13–
15], statistical method [16]-[18], and spectral-type method
[19]-[21]. Among them, the spectral-type method has al-
most become the most attractive and popular one in recent
years due to its simplicity and excellent performance. The
approaches of this type usually perform the following two
steps: the 1st step learns the representation coefficients from
the collected data for constructing corresponding Laplacian
or affinity matrix and the 2nd step performs spectral clus-
tering based on the Laplacian matrix to determine the final
partition/segmentation. Here, learning the representation
coefficients in the 1st step plays a key role for the clustering
effectiveness. However, owing to the complexity and diver-
sity of the inherent unknown structure of the real data, we
have to introduce some assumptions on data distributions,
such as manifold or low rank assumption in the represen-
tation learning, thus leading to different ways to construct
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or learn representation coefficients. These ways can further
be subdivided into two categories: locality-inducing method
and globality-inducing method.
The locality-inducing method directly defines represen-
tation coefficient for each data point by using multiple
samples in its neighbor according to certain distance metric
or proximity. For example, ε-ball neighborhood, k-nearest
neighbor (KNN) [19], Local Subspace Affinity (LSA) [22].
Actually, the data points drawn from the union of multiple
low-dimensional subspaces may be distributed arbitrarily
rather than locally. As a consequence, this locality-inducing
manner is not enough to reflect the subspace structure of
data.
The globality-inducing method exploits the global sub-
space structure assumption to learn the representation coef-
ficients, in which the most typical and commonly adopted
one is self-expression based, i.e., each data in the union of
some low-dimensional subspaces can be represented as a
linear combination of other data points in the subspaces
[23]. That is X = XZ, where X = [x1, x2, · · · , xn] ∈ Rd×n
is the given data matrix and Z = [z1, z2, · · · , zn] ∈ Rn×n is
the self-expression coefficient matrix in which d and n are
the number of dimension and the number of data points,
respectively. Essentially, the approaches of this category
aim to automatically represent a data point as a linear
combination of the data points from the target subspace
while make the representation coefficients corresponding to
the data points from the non-target subspaces almost zero.
Note that in this case, Z approximately forms the desirable
block diagonal structure, which can more likely or even
lead to correct clustering. To obtain such near-true block
diagonal representation matrix, various structure priors are
introduced by imposing corresponding regularizers on Z
based on the self-expression property, fostering respective
block diagonal-oriented formulations. Among them, Sparse
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Subspace Clustering (SSC) [23][24] attempts to achieve this
end by introducing sparsity on Z induced by `1 norm.
Low Rank Representation (LRR) [25][26] tries to achieve this
goal by imposing low rankness on Z induced by nuclear
norm. Muti-subspace Representation (MSR) [27] manages to
reach this end by imposing both sparsity and low rankness
on Z by `1 norm and nuclear norm, respectively. Least
Squares Regression (LSR) [28] endeavors to realize this
goal by enforcing high correlation on Z formulated by F
norm. Subspace Segmentation via Quadratic Programming
(SSQP) [29] tries to minimize ||ZTZ||1 with nonnegative
Z. However, the block diagonaliy of Z by these methods
cannot necessarily be guaranteed in real applications due to
the noise or corruption in data. For solving this problem,
the work [30] and Block Diagonal Representation (BDR)
[31] enforce the block diagonal structure on Z induced
by a hard graph Laplacian constraint and a self-defined
block diagonal matrix induced regularizer, respectively. The
BDR can be viewed as the most typical representative and
the state-of-the-art so far. However, on the one hand, the
superior performance of BDR is obtained at the expense
of sacrificing the convexity of SSC, LRR, LSR, MSR, in
turn bringing difficulty for the optimization while the non-
convexity also easily getting stuck into local minima. On the
other hand, the so-involved two hyper-parameters of BDR
make model determination more complicated (compared
with ours). Additionally, different from the above methods,
the number of subspaces in BDR needs to be prefixed.
In this work, we aim to propose an alternative spectral-
type subspace clustering method which not only strives to
pursue the characteristic of BDR but also inherits the merits
of SSC, LRR and so on. Specifically, inspired by the Convex
BiClustering [35], we propose a simple yet effective method
named Adaptive Block Diagonal Representation (ABDR)
which enforces the columns and rows of the coefficient ma-
trix to be simultaneously shrunk by adding corresponding
convex auto-fused terms into squared data-fidelity term,
adaptively forming the block diagonal structure of the
representation matrix without predefining the number of
subspaces or blocks. In summary, the contributions of ABDR
can be summarized as follows:
• ABDR can adaptively form the more desirable block
diagonal structure of the coefficient matrix where the
number of blocks naturally matches to the number of
subspaces even without any additional assumptions
such as low-rankness and sparsity.
• ABDR corresponds to a strongly convex objective
function which guarantees a global optimality of
solution where Generalized Alternating Direction
Method of Multipliers (GADMM) can be used to
achieve highly efficient optimization.
• ABDR only involves one hyper-parameter which
makes its adjustment easier.
• Our experimental results validate the effectiveness
and efficiency of our proposed ABDR on various
benchmark subspace clustering tasks compared with
several state-of-the-art subspace clustering methods.
Table 1 compares existing spectral-type subspace clus-
tering methods with our proposed method ABDR in main
aspects.
In the rest of this paper, Section 2 briefly overviews the
related works including SSC, LRR and BDR. Section 3 details
our algorithm (ABDR). Section 4 reports extensive experi-
mental results and analysis. Finally, Section 5 concludes this
paper with future research directions.
2 RELATED WORK
The spectral-type subspace clustering methods firstly learn
the coefficient matrix from the data for constructing the
Laplacian matrix, then perform the spectral clustering on the
Laplacian matrix and finally determine the data partition
or segmentation. Here, the coefficient matrix learning in
the first step plays a key role for the clustering quality.
In this section, we review three state-of-the-arts in detail,
i.e., Sparse Subspace Clustering (SSC), Low Rank Represen-
tation (LRR) [32]-[34] and Block Diagonal Representation
(BDR). They are all globality-inducing spectral-type sub-
space clustering methods.
The globality-inducing method utilizes the global sub-
space structure of high-dimensional data points embedded
in a union of multiple low-dimensional subspaces and
utilizes their self-expression property to be designed. Con-
cretely, each data point can be represented by a linear or
affine combination of other data points, i.e., X = XZ, where
Z is the coefficient matrix corresponding to the given dataset
and optimally learned under different prior assumptions.
Ideally, the learned Z should be block diagonal particularly
for noiseless or low-noise data, i.e., a data point is only
represented by the data points from the target subspace
while the coefficients corresponding to non-target subspaces
are almost zero. However, for real-world noisy data, to
obtain such desirable block diagonal coefficient matrix,
corresponding structure priors as regularizations must be
introduced to the Z.
2.1 Sparse Subspace Clustering
To obtain the desirable block diagonal structure of the
coefficient matrix, Sparse Subspace Clustering (SSC) [23][24]
introduces sparsity on Z by regularizing Z with `1 norm,
while considering X = XZ may not hold in real-world
noisy data, SSC finally proposes to optimize the following
objective
min
Z
||Z||1 + λ||X−XZ||2F , s.t. diag(Z) = 0. (1)
It has been proved that SSC can acquire the block diago-
nal coefficient matrix when the multiple low-dimensional
subspaces are mutually independent [23][24]. However, the
data points may not strictly lie on the independent sub-
spaces in real applications, thus the block diagonal structure
of Z obtained by SSC is hard to be guaranteed.
2.2 Low Rank Representation
To determine the block diagonal coefficient matrix, Low
Rank Representation (LRR) [25][26] introduces low rankness
on Z by regularizing Z with nuclear norm. Considering
X = XZ may not strictly hold for real-world noisy data,
LRR instead optimizes the following objective
min
Z
||Z||∗ + λ||X−XZ||2F . (2)
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TABLE 1
Comparison between multiple subspace clustering methods
Method Regularization Constraint # of Parameters Assumption Convexity Optimization
Locality
-neighborhood [19] - - - - - -
KNN [19] - - - - - -
LSA [22] - - - - - -
Globality
SSC [23][24] ||Z||1 X 1 X X ADMM
LRR [25][26] ||Z||∗ - 1 X X ADMM
MSR [27] ||Z||1 + λ||Z||∗ X 1 X X ALM
LSR [28] ||Z||2 - 1 X X closed solution
SSQP [29] ||ZTZ||1 X 1 X X SPG
HBDR [30] ||Z||1OR||Z||∗ X 1 - × ALM
BDR [31] ||B||
k
=
∑N
i=N−k+1 λi(LB) X 2 - × ALM
Mixture ABDR Ω(Z) - 1 - X GADMM
• Constraint: ”X” imposes restriction on Z; ”-” indicates no restriction on Z.
• Assumption: ”X” indicates certain subspace assumption required; ”-” indicates no subspace assumption required.
• Convexity: ”X” indicates the objective function is convex; ”×” indicates the objective function is non-convex.
• Optimization: ”-” indicates no need to optimize; ”ADMM” represents Alternating Direction Method of Multipliers; ”ALM” represents
Alternating Minimization; ”SPG” represents Spectral Projected Gradient method; ”GADMM” represents Generalized Alternating
Direction Method of Multipliers.
[25][26] prove that the Z obtained by LRR can be block
diagonal only over ideal independent subspaces. However,
for real application settings, the block diagonality of Z
obtained by LRR is not largely ensured.
2.3 Block Diagonal Representation
To obtain the desirable block diagonal coefficient matrix
even for noisy data, Block Diagonal Representation (BDR)
[31] directly enforces the block diagonal structure of the
coefficient matrix Z by imposing a specially designed soft
regularizer on Z, and then defines and optimizes the fol-
lowing objective
min
B,Z
1
2
||X−XZ||2 + λ
2
||Z−B||2 + γ||B||k ,
s.t. diag(B) = 0,B ≥ 0,B = BT .
(3)
where ||B||k =
∑n
i=n−k+1 λi(LB) and LB is the Laplacian
matrix of B. Although BDR can obtain relatively more
desirable block diagonal coefficient matrix for noisy data,
it not only sacrifices the convexity of SSC and LRR, but also
introduces an additional hyper-parameter in its model com-
pared with SSC, LRR and ours, making its determination
more complicated. Moreover, the number of subspaces in
BDR must be given in advance.
3 CONVEX SUBSPACE CLUSTERING BY ADAPTIVE
BLOCK DIAGONAL REPRESENTATION
In this section, we first detail Convex Subspace Clustering
by Adaptive Block Diagonal Representation (ABDR) and
then provide its problem solution including optimization
strategy, complexity analysis and convergence analysis and
finally describe the subspace clustering algorithm in sepa-
rated sub-sections, respectively.
3.1 Model Formulation
In this paper, we aim to propose an alternative spectral-
type subspace clustering method which not only strives
to pursue so-desired block diagonality as BDR but also
inherits the strengths of SSC, LRR and so on. Concretely,
inspired by Convex BiClustering [35] which partitions the
data matrix into checkerboard-like pattern, we incorporate
the corresponding auto-fused terms into the data fitting
term to simultaneously shrink the columns and rows of
the representation matrix and formulate the problem (4) of
Convex Subspace Clustering by Adaptive Block Diagonal
Representation (ABDR)
min
Z
1
2
||X−XZ||2F + γΩ(Z). (4)
where Ω(Z) =
∑
(i,j)∈E wij ||Z.i − Z.j ||2 +∑
(i,j)∈E wij ||Zi. − Zj.||2, E is the edge set formed by
the point-pairs of data and Z.i (Zi.) indicates the ith column
(row) of the coefficient matrix Z and wij is a non-negative
weight indicating the similarity between data points X.i
and X.j . Similar with [39], we use the sparse kernel weights
in (4), i.e., wij = ιk(i,j)exp(−φ‖X.i − X.j‖22). Here, ιk(i,j)
is an indicator function whose value is 1 if X.j is among
the k nearest neighbors of X.i or 0 otherwise. Note that
the objective function (4) of ABDR is strongly convex, thus
ensuring a unique global minimizer.
With the simultaneous fusion of the columns and rows
in Z, ABDR identifies the groups of columns and groups of
rows of Z that correspond to the same subspace while au-
tomatically makes the the groups of columns and groups of
rows of Z corresponding to different subspaces approximate
to zero, thus adaptively determining desired block diagonal
coefficient matrix where the number of blocks matches with
the number of subspaces.
3.2 Problem Solution
We adopt the Generalized Alternating Direction Method of
Multipliers (GADMM) [36][37] to optimize our proposed
ABDR. Before detailing the optimization procedure, we
firstly give some preliminaries and notations.
3.2.1 Preliminaries and Notations
Following [38], for a given undirected graph G = (V,E)
where V is the set of n vertices and E is the set of edges,
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according to the enumeration order of the index pairs in
E, which is denoted by l(i, j) for the point-pair (i, j),
we give the node-arc incidence matrices J , J˜ as follows:
J l(i,j)k =
{
1 if k = i,
0 otherwise; J˜
l(i,j)
k =
{
1 if k = j,
0 otherwise.
where J l(i,j)k , J˜ l(i,j)k are the k-th entry of the l(i, j)-th
column of J ∈ Rn×|E| and the k-th entry of the l(i, j)-
th column of J˜ ∈ Rn×|E|, respectively, where |E| is the
number of edges in G.
For the given coefficient matrix Z ∈ Rn×n and the graph
G, letQ = J −J˜ , we can write column difference matrix of
coefficient matrix as Bcol(Z) = ZQ and row difference ma-
trix of coefficient matrix Z as Brow(Z) = QTZ, respectively,
where Bcol : Rn×n → Rn×|E| and Brow : Rn×n → R|E|×n
are two linear operators.
Therefore, the formulation (4) can be rewritten as
min
Z
1
2
||X−XZ||2F + γ([Bcol(Z)]col,2w + wT [Brow(Z)]row,2).
(5)
where w is a edge weight column vector, among
which the order of point-pair (i, j) is the same as
that in E. Besides, for a matrix M ∈ Rp×q , we de-
fine [M]col,2 = [||M.1||2, · · · ,M.q||2] and [M]row,2 =
[||M1.||2, · · · , ||Mp.||2]T .
3.2.2 Optimization Algorithm
We first convert the formulation (5) to the following equiv-
alent problem (6) by introducing two auxiliary variables V1
and V2
min
Z
1
2
||X−XZ||2F + γ([V1]col,2w + wT [V2]row,2)
s.t. Bcol(Z) = V1,
Brow(Z) = V2.
(6)
which can be solved by solving the following Augmented
Lagrange Multipliers (ALM) problem
min
Z,V1,V2,Λ,Ψ
1
2
||X−XZ||2F + γ([V1]col,2w + wT [V2]row,2)
+ tr(ΛT (Bcol(Z)−V1))) + tr(ΨT (Brow(Z)−V2))))
+
µ1
2
||Bcol(Z)−V1||2F +
µ2
2
||Brow(Z)−V2||2F
(7)
where both Λ ∈ Rn×|E| and Ψ ∈ R|E|×n are Lagrange
multipliers and µ1, µ2 >0 are two penalty parameters. Here,
we adopt the Generalized Alternating Direction Method of
Multipliers (GADMM) [36][37] to solve (7), which is far
more efficient for large problems [37].
Step1: Fix Others, update Z
To update Z, we need to optimize the following function
f(Z) =
1
2
||X−XZ||2F + tr(ΛT (Bcol(Z)−V1)))
+ tr(ΨT (Brow(Z)−V2)))) + µ1
2
||Bcol(Z)−V1||2F
+
µ2
2
||Brow(Z)−V2||2F .
(8)
let V˜1 = V1+ 1µ1 Λ, V˜2 = V2+
1
µ2
Ψ, (8) can be reformulated
as
f(Z) =
1
2
||X−XZ||2F +
µ1
2
||Bcol(Z)− V˜1||2F
+
µ2
2
||Brow(Z)− V˜2||2F .
(9)
For highly efficient Z-update, following [37], we augment
Z-update with the quadratic operator Ξ(Z) = 12 (α||Z||2F −
µ1||Bcol(Z)||2F − µ2||Brow(Z)||2F ). That is
Z = argminf(Z) + Ξ(Z− Zk). (10)
where Zk is Z obtained from the previous iteration. Note
that α must be chosen to guarantee that Ξ(Z) is positive
definite, in fact, [37] has given the smallest valid value of α
where α > 2ρ(σ(Q)), in which σ(Q) is the largest singular
value of matrix Q.
Let the gradient of f(Z) + Ξ(Z − Zk) with respect to Z
be zero, we can easily obtain the Z-update in each iteration
is
Z = (XTX + αI)−1(αZk + XTX + µ1A + µ2B). (11)
where I is an identity matrix, A = (V1 + 1µ1 Λ − ZkQ)QT ,
B = Q(V2 + 1µ2 Ψ− ZkQT ).
Step2: Fix Others, update V1
To update V1, we need to optimize the following func-
tion
f(V1) =γ[V1]col,2w + tr(Λ
T (Bcol(Z)−V1))
+
µ1
2
||V1 − Bcol(Z)||2F .
(12)
Referring to [39], the update of V1 is determined by the
proximal mapping
V1 = arg min
V1
1
2
{[V1 − Bcol(Z)]col,2,2 + γ
µ1
[V1]col,2}
= proxσcol‖.‖(Bcol(Z)−
1
µ1
Λ).
(13)
where σcol = [
γ
||V1.1||2 , · · · ,
γ
||V1.|E|||2 ]. For a matrix M ∈
Rp×q , we define [M]col,2,2 = [||M.1||22, · · · ,M.q||22]. Note
that proxσcol‖.‖(M) does the proximal operation for each
column of M.
Step3: Fix Others, update V2
To update V2, we need to optimize the following func-
tion
f(V2) =γw
T [V2]row,2 + tr(Ψ
T (Brow(Z)−V2)))
+
µ2
2
||V2 − Brow(Z)||2F .
(14)
Similar with the update of V1, the update of V2 is also
determined by the proximal mapping
V2 = arg min
V2
1
2
{[V2 − Brow(Z)]row,2,2 + γ
µ2
[V2]row,2}
= proxσrow‖.‖(Brow(Z)−
1
µ2
Ψ).
(15)
where σrow = [
γ
||V21.||2 , · · · ,
γ
||V2|E|.||2 ]
T . For a matrix M ∈
Rp×q , we define [M]row,2,2 = [||M1.||22, · · · ,Mp.||22]T . Note
that proxσrow‖.‖(M) does the proximal operation for each
row of M.
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Step4: Fix Others, update Λ
To update the Lagrange multiplier matrix Λ, we use
Λ = Λ + µ1(V1 − Bcol(Z)). (16)
Step 5: Fix Others, update Ψ
To update the Lagrange multiplier matrix Ψ, we use the
following formula
Ψ = Ψ + µ2(V2 − Brow(Z)). (17)
The whole procedure to obtain the solution of (7) is given
in Algorithm 1.
Algorithm 1 Adaptive Block Diagonal Representation
Solver
Inputs: X ∈ Rd×n, Q, w, γ, MaxIter.
1: Initialization: k = 0, Zk , Vk1 , V
k
2 , Λ
k , Ψk .
2: for each k ∈ {1, 2, 3, · · · , MaxIter} do
3: Update Zk by Eq.(11);
4: Update Vk1 by Eq.(13);
5: Update Vk2 by Eq.(15);
6: Update Λk by Eq.(16);
7: Update Ψk by Eq.(17);
8: if converged then
9: Break
10: end if
11: end for
12: return Z.
3.2.3 Complexity Analysis
Now, we give the computational complexity of GADMM for
optimizing our ABDR. In our implementation, each update
of Z involves (XTX + αI)−1, which needs the computa-
tional complexity of O(n3). But note that we need to com-
pute (XTX+αI)−1 only once. In each iteration, the updates
of Z, V1, V2, Λ, Ψ need complexity of O(n2d), O(n2),
O(n2), O(C), O(C) respectively, where C is a constant. So
the computational complexity of ABDR is O(T1n2d + n3),
where T1 is the total number of iterations until Algorithm
1 converges. For BDR, the computation is dominated by
the updates of B and Z, which needs to compute the
eigenvectors of the matrix of size n×n (O(n3)). So the com-
putational complexity of ABDR is O(T2n3), where T2 is the
total number of iterations until BDR converges. Moreover,
from Figure 11(a) and (b), we can observe that T1 is very
small (about 20). In summary, our proposed method ABDR
is more efficient than BDR.
3.2.4 Convergence Analysis
The coerciveness and strict convexity of the objective func-
tion of ABDR (4) guarantee the existence and uniqueness
of a global minimizer Z∗ [35]. There must exist (Z∗, V∗1 ,
V∗2 , Λ
∗, Ψ∗) satisfying the KKT conditions. Here, we choose
ν1 = 1, ν2 = 1, which satisfy the conditions in Theorem 2.1
in [36]. Therefore, according to Theorem 2.2 in [36], ABDR
must converge to the unique global minimizer (Z∗, V∗1 , V
∗
2 ,
Λ∗, Ψ∗).
3.3 Subspace Clustering Algorithm
We describe the process of ABDR for subspace clustering.
For a given data matrix X, we firstly obtain the coefficient
matrix Z by solving the optimization problem (4) using Al-
gorithm 1 and construct the affinity matrix W = (Z+ZT )/2.
TABLE 2
Statistics of the benchmark datasets.
Dataset # instances # features # clusters
Extended YaleB 2414 2016 38
PIE 2856 1024 68
MNIST 6996 784 10
Next, we apply spectral clustering [40] on W to determine
the final partion/segmentation.
Different from BDR, our proposed ABDR does not need
to prefix the number of subspaces/blocks when comput-
ing the coefficient matrix. Moreover, we also empirically
observe that the number of diagonal blocks of coefficient
matrix Z obtained by ABDR exactly matches to the number
of subspaces, thus providing a reference for spectral cluster-
ing when the number of subspaces is unknown.
4 EXPERIMENTS
We choose K-means [41] (a classic clustering method), ratio
cut (Rcut) [42], normalized cut (Ncut) [43] (two represen-
tative locality-inducing spectral-type subspace clustering
methods), SSC, LRR, BDR (three state-of-the-art globality-
inducing spectral-type subspace clustering methods) as the
compared methods. We test these methods and ABDR
on three synthetic examples and four benchmark real
datasets for various subspace clustering tasks: Hopkins155
database for motion segmentation [24][26][31], Extended
YaleB database [24][26][31] and PIE database [47] for face
clustering, MNIST database for handwritten digit clustering
[31]. The statistic information of these benchmark datasets
is shown in Table 2.
Similar with BDR, we utilize the clustering error defined
as follows to evaluate the clustering performance
clustering error = 1− 1
n
n∑
i=1
δ(pi −map(qi)), (18)
where pi and qi are the predictive label and ground truth
label of the ith data point, respectively, δ(x, y) = 1 if x = y,
δ(x, y) = 0 otherwise and map(·) is the optimal mapping
function that permutes predictive labels to maximally match
with the ground truth labels. Note that the lower the value
of clustering error is, the better the clustering performance
is.
For each method, we tune the parameter(s) in a wide
range and utilize the one(s) which obtains the best result in
most cases for each dataset. Because K-means is sensitive
to initialization, we run k-means 20 times and report the
best result. For some methods over certain datasets, we use
the parameters given in their papers or codes. Note we find
that the post-process influences the final clustering result
at certain extent, so we perform the optimal post-process
for each obtained Z (B). This explains the fact that the
clustering errors of certain compared methods for some data
sets in this paper are lower than that of [31].
4.1 Synthetic Illustration
Example 1. Here, we give a simple example to illustrate the
effectiveness of ABDR. As Figure 1(a) shows, we sample
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Fig. 1. Three synthetic data sets.
(a) BDR B, given k = 2 (b) BDR Z, given k = 2 (c) BDR B, given k = 5 (d) BDR Z, given k = 5
(e) BDR B, given k = 7 (f) BDR Z, given k = 7 (g) BDR B, given k = 10 (h) BDR Z, given k = 10
Fig. 2. B and Z obtained by BDR over different number of subspaces given on Example 1.
(a) K = 5 (b) K = 10
Fig. 3. Z constructed by KNN on Example 1.
30 data points from two 1D subspaces in R2 to construct
the data matrix X = {X1,X2}, where X1 includes 20 data
points and X2 includes 10 data points, respectively. The
coefficient matrixes obtained by BDR and ABDR are shown
in Figure 2(a), Figure 2(b) and Figure 4(a), respectively.
As Figure 2(a) and (b) show, even if the correct number
of subspaces is given, BDR still obtains both coefficient
matrixes with three diagonal blocks, which is different from
the ground-truth. This illustrates that it is difficult for BDR
to obtain the exact coefficient matrix that can reflect true
global subspace structures on this dataset. Besides, we ex-
ploit KNN with number of neighbors K = 5 and K = 10
to construct the coefficient matrixes for this example and
show them in Figure 3. From Figure 3, we can see that KNN
cannot construct a coefficient matrix to reflect the subspace
structure of this dataset. Differently, from Figure 4(a), we can
find that ABDR adaptively acquires the exact block diagonal
representation matrix where the number of blocks matches
to the ground-truth even without predefinition, performing
better than BDR. Next, we further validate the effect of given
number of subspaces on BDR and show the obtained B
and Z by BDR in Figure 2(c)-Figure 2(h). From them, we
can observe that worse representation matrixes are obtained
by BDR over the incorrect number of subspaces. Compared
with BDR, ABDR can adaptively construct the more exact
block diagonal matrix without prefixing the number of
subspaces, thus not suffering from this problem. Besides,
Figure 4 shows that ABDR can still obtain the coefficient
matrixes with exact block diagonal structure over several
hyper-parameters with large differences, this illustrates the
low sensitivity of ABDR to hyper-parameters to a certain
extent.
Example 2. Here, we give another synthetic example
to illustrate the effectiveness of ABDR. We generate the
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(a) γ = 0.001 (b) γ = 1 (c) γ = 10 (d) γ = 1000
Fig. 4. Z obtained by ABDR over different hyper-parameters on Example 1.
TABLE 3
Clustering Errors (%) of Different Methods on the Hopkins 155 Database with the 2F -Dimensional Data Points
method K-means Rcut Ncut SSC LRR BDR-B BDR-Z Ours
2 motions
mean 19.55 15.98 16.94 0.63 0.85 0.54 0.61 0.75
median 17.92 8.96 11.19 0.00 0.00 0.00 0.00 0.00
3 motions
mean 26.02 24.97 25.00 2.95 3.07 0.36 0.39 2.39
median 20.48 20.73 26.42 0.21 0.56 0.00 0.00 0.71
All motions
mean 21.02 18.01 18.76 1.16 1.35 0.49 0.56 1.12
median 18.99 15.55 16.98 0.00 0.00 0.00 0.00 0.00
• The lowest index value is highlighted in bold, the second lowest is underlined. The lower the value of the index is, the better the clustering
performance is. The same meaning for the following tables.
TABLE 4
Clustering Errors (%) of Different Methods on the Hopkins 155 Database with the 4k-Dimensional Data Points by Using PCA
method K-means Rcut Ncut SSC LRR BDR-B BDR-Z Ours
2 motions
mean 19.56 15.98 16.94 0.68 1.36 0.39 0.38 0.98
median 17.92 8.96 11.19 0.00 0.00 0.00 0.00 0.00
3 motions
mean 26.02 24.97 25.08 2.97 2.95 0.38 0.38 2.36
median 20.48 20.73 26.60 0.20 0.56 0.00 0.00 0.71
All motions
mean 21.02 18.01 18.78 1.20 1.72 0.39 0.38 1.29
median 18.99 15.55 16.98 0.00 0.00 0.00 0.00 0.00
Fig. 5. Z obtained by ABDR on Example 2.
data matrix X = {X1,X2} with its columns drawn from
2 1D subspaces without noise, where the two subspaces
correspond to y = 0 and y = 12x, respectively. We randomly
choose 20 data points from the 1D subspace of y = 0 and 10
(a) B (b) Z
Fig. 6. B and Z obtained by BDR on Example 2.
data points from the 1D subspace of y = 12x to construct
X and show it in Figure 1(b). We perform both ABDR
and BDR on this dataset and show the resulting coefficient
matrixes in Figure 5 and Figure 6, respectively. We can
find from them that BDR still obtains the block diagonal
coefficient matrix with three blocks, not reflecting the true
global subspace structures of the dataset. Different from
BDR, ABDR determines the exact block diagonal represen-
tation matrix where the number of blocks matches with the
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Fig. 7. Z obtained by ABDR on Example 3.
 
(a) B
 
(b) Z
Fig. 8. B and Z obtained by BDR on Example 3.
true number of subspaces, even without predefinition. This
further demonstrates the superiority of ABDR in reflecting
the subspace structure of data points.
Example 3. Here, we illustrate the effectiveness and
robustness of ABDR on the noisy data. We firstly generate
the data matrix X = {X1,X2}with its columns drawn from
2 1D subspaces without noise, where the two subspaces
correspond to y = 0 and y = 12x, respectively. We randomly
choose 40 data points from the 1D subspace of y = 0 and
40 data points from the 1D subspace of y = 12x. Then
we randomly add Gaussian noise with µ = [0 0; 0 0] and
Σ = [0.1 0; 0 0.1] (µ and Σ are mean matrix and standard
error matrix, respectively) with noisy rate r = 0.2 to the 80
data points to generate the noisy matrix X and show it in
Figure 1(c). The coefficient matrixes obtained by the ABDR
and BDR are shown in Figure 7 and Figure 8, respectively.
We can see that ABDR obtains a desirable block diagonal co-
efficient matrix where the number of blocks exactly matches
to the number of subspaces, illustrating the robustness of
ABDR to noisy data points and the ability of ABDR to
reflect the true global subspace structure of the dataset. On
the other hand, BDR obtains the block diagonal coefficient
matrix with four blocks, not matching with the true one.
This example further demonstrates better performance of
ABDR than that of BDR on noisy observations.
4.2 Motion Segmentation
Here, we illustrate the effectiveness of ABDR by consid-
ering the application of subspace clustering on motion
segmentation, which refers to the problem of segmenting
the video sequences into multiple spatiotemporal regions
where each region corresponds to a rigid-body motion in
the scene. As [23] showed, the coordinates of the points in
trajectories of one moving object reside in a 3-dimensional
subspace. Therefore, the problem of motion segmentation
can be solved by subspace clustering. In this section, we
choose widely used Hopkins155 database [44] as the tested
dataset. It consists of 155 video sequences, where 120 video
sequences have two motions and 35 video sequences have
three motions. Each sequence is a whole dataset so there are
total 155 subspace clustering tasks.
Similar with the setting in [31], we consider using two
forms to construct the data matrix X for each video se-
quence: (1) directly use the original 2F -dimensional feature
trajectories, where F is the the number of frame of the
sequence; (2) use PCA to project the whole data matrix
into the 4k-dimensional subspace, where k is the num-
ber of subspaces. For all of the spectral-based methods,
as the same setting in [24], we define the affinity matrix
W = (|Z| + |ZT |)/2, where Z is the obtained coefficient
matrix by different methods. Hopkins155 database consists
of 120 video sequences of 2 motions and 35 video sequences
of 3 motions, so we report the segmentation results of 2 mo-
tions, 3 motions and all video sequences over two settings in
Table 3 and Table 4. Table 3 and Table 4 report the clustering
result of applying all methods on the dataset when we use
the original 2F -dimensional feature trajectories and when
we project the data into a 4k-dimensional subspace using
PCA, respectively.
Based on the results in Table 3 and 4, we have the
following observations and conclusions:
• We report the means of clustering errors of many
video sequences, among which the values of cluster-
ing errors of BDR almost approximate zero. More-
over, the other compared methods such as SSC al-
ready perform very well. So it is too challenging
to obtain considerable improvements on this motion
segmentation. Even so, our ABDR just performs a
slightly lower than BDR while outperforms other
compared methods on the setting of 2F with clus-
tering accuracy approximating to 99% (100%-1.12%).
Although ABDR performs a slightly lower than BDR
and SSC on the setting of 4k, it still obtains clustering
accuracy about 99% (100%-1.29%). Note both BDR
and SSC have higher computational cost than ABDR.
Besides, Table 3 and 4 report the means of clustering
errors of many (155) subspace clustering tasks, ABDR
performs well on this motion segmentation with
clustering accuracy 99% on both settings. Further-
more, ABDR only has one hyper-parameter while
BDR needs to adjust two hyper-parameters, mak-
ing its model determination more complicated than
ABDR. Besides, the non-convexity of BDR makes it
easily get into local minima. So in summary , ABDR
is a good choice in real applications.
4.3 Face Clustering
Face clustering aims to partition face images into clusters
according to their respective subjects. Under the Lambertian
assumption, the face images corresponding to a subject
with a certain pose and varying illumination approximately
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TABLE 5
Clustering Errors (%) of Different Methods on the Extended YaleB database
Algorithm 2 subjects 3 subjects 5 subjects 8 subjects 10 subjectsmean median std mean median std mean median std mean median std mean median std
K-means 48.24 48.44 1.54 64.11 64.06 1.18 77.08 77.34 1.07 84.25 84.18 0.75 86.24 86.25 0.47
Rcut 46.84 47.66 2.69 54.01 51.56 9.76 61.09 60.16 3.71 65.74 67.48 5.50 67.77 68.52 3.31
Ncut 45.74 46.48 3.32 54.11 54.95 9.73 59.23 58.75 3.94 63.48 65.14 6.43 66.16 67.03 4.52
SSC 0.74 0.00 1.61 3.02 0.52 7.17 4.14 1.41 4.10 7.56 8.30 5.64 9.38 9.53 6.88
LRR 3.01 1.17 5.76 3.59 2.60 3.94 5.08 4.06 3.97 6.57 4.59 5.40 8.34 5.94 5.71
BDR-B 1.80 0.00 6.61 2.42 0.52 7.91 3.09 2.03 4.08 2.39 2.34 0.81 2.74 2.50 1.08
BDR-Z 0.90 0.00 3.00 0.57 0.52 0.71 1.84 1.41 1.44 2.79 2.83 1.34 2.60 2.50 1.22
Ours 0.74 0.00 1.47 2.27 0.78 5.41 3.20 2.03 2.76 2.79 2.34 2.70 4.16 2.97 3.53
TABLE 6
Clustering Errors (%) of Different Methods on the PIE database
Algorithm 10 subjects 20 subjects 40 subjects 50 subjects 68 subjectsmean median std mean median std mean median std mean median std mean median std
K-means 70.50 70.60 3.43 73.51 73.51 1.70 74.50 74.35 1.21 75.92 75.79 0.83 76.33 76.30 1.10
Rcut 17.12 16.90 5.56 18.94 19.11 4.37 26.75 26.55 2.61 29.43 29.12 2.46 32.74 32.77 1.73
Ncut 14.94 14.64 5.22 14.69 15.48 5.21 19.51 19.52 3.33 22.42 22.52 2.65 25.24 25.40 0.57
SSC 8.27 9.52 7.13 4.73 4.76 4.11 3.59 3.57 1.92 3.68 3.81 1.72 3.47 3.78 1.30
LRR 1.71 0.00 3.82 0.35 0.00 1.13 0.97 0.00 1.52 0.92 0.00 1.29 2.74 2.50 1.08
BDR-B 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 6.44 6.44 0.00
BDR-Z 0.00 0.00 0.00 0.00 0.00 0.00 0.16 0.00 0.72 1.20 0.00 1.36 3.20 3.78 1.15
Ours 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.39 0.00 0.80
TABLE 7
Clustering Errors (%) of Different Methods on the MNIST database
Algorithm 2 subjects 3 subjects 4 subjects 5 subjects 6 subjectsmean median std mean median std mean median std mean median std mean median std
K-means 6.48 4.25 8.22 24.15 24.33 15.78 29.48 31.25 9.84 35.05 35.40 10.52 40.76 41.17 6.39
Rcut 5.10 1.75 7.55 19.18 17.00 13.80 23.06 21.63 11.93 31.30 32.00 8.11 38.25 38.58 8.12
Ncut 4.10 2.25 5.58 15.30 9.67 12.91 23.01 23.75 12.03 28.86 31.10 9.82 36.84 38.00 7.42
SSC 4.20 1.50 7.17 14.67 13.00 10.91 21.19 18.00 10.45 24.81 27.20 8.05 34.58 33.42 6.45
LRR 3.05 1.50 4.27 14.57 9.00 13.47 20.14 17.00 10.79 27.23 30.70 9.10 34.32 35.83 6.20
BDR-B 9.65 1.25 17.39 13.08 8.00 11.85 19.16 16.63 10.26 26.50 29.40 10.08 35.68 38.00 7.17
BDR-Z 4.93 1.50 11.41 11.93 5.83 12.56 19.33 16.13 11.14 24.91 27.90 10.22 34.74 35.42 6.17
Ours 1.98 1.00 3.35 9.77 3.33 12.10 16.85 14.50 11.09 23.92 28.80 10.44 32.25 32.58 5.41
TABLE 8
Clustering Errors (%) of Different Methods on the MNIST database
Algorithm 7 subjects 8 subjects 9 subjects 10 subjectsmean median std mean median std mean median std mean median std
K-means 38.71 40.29 5.77 42.35 42.44 4.49 45.03 45.89 3.74 47.01 45.95 3.38
Rcut 36.28 35.36 6.74 41.15 42.69 7.33 42.03 42.44 6.07 42.09 41.75 2.77
Ncut 33.86 33.36 6.45 37.76 39.25 7.55 40.26 40.83 6.41 40.56 40.20 2.60
SSC 32.02 32.57 5.65 39.56 39.19 6.43 40.11 40.50 4.52 41.98 42.00 2.57
LRR 31.83 30.86 5.38 36.22 36.19 4.78 40.44 39.83 4.44 41.60 41.40 2.73
BDR-B 31.76 30.50 5.79 35.94 36.63 5.34 38.42 38.17 4.91 38.95 39.40 2.56
BDR-Z 31.17 30.93 6.19 35.82 37.56 5.24 38.12 38.17 4.91 38.95 39.40 2.56
Ours 29.61 29.36 4.68 32.78 33.31 4.85 35.38 36.39 4.02 35.76 35.45 2.89
reside in a subspace of dimension 9 [45]. Therefore, a set
of face images of multiple subjects approximately reside
in a union of 9-dimensional linear subspaces. Naturally,
the problem of face clustering can be solved by subspace
clustering method. Here, we validate the effectiveness of
ABDR on two widely used face data sets: Extended YaleB
[46] and PIE [47].
Extended YaleB. Extended YaleB dataset consists of
2414 face images of 38 subjects including 9 poses and
64 illumination conditions, where each subject covers 64
images. The original size of each face image is 192×168.
To reduce the computation and memory cost, as what was
done in [31], we downsample each image to the size of
48×32 and vectorize it to a vector of length 2016 as a data
point. Meanwhile, we normalize each data point with a unit
length. Next, we construct the data matrix X by the subset
with k ∈ {2, 3, 5, 8, 10} subjects from the Extended YaleB
database. For each k, we randomly choose k subjects from
the total 38 subjects and each subset consists of 64k face
images. For each k, we perform 20 trails and report the
mean, median and standard deviation of clustering error.
The clustering errors of different subspace clustering
methods on the Extended YaleB database are reported in
Table 5. From it, we can see that ABDR outperforms BDR on
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(a) Z obtained by ABDR (b) B obtained by BDR (c) Z obtained by BDR
Fig. 9. Z (or B) obtained by ABDR and BDR on a subset of 5 subjects from MNIST dataset, respectively.
2 subjects of Extended YaleB. This demonstrates that ABDR
may especially performs well in small dataset, note the small
dataset commonly exists in real applications. Actually, from
Table 5, we can see that BDR has performed very well on
this dataset, so it is too challenging to obtain considerable
improvements. Even so, ABDR still performs comparably
with BDR over other cases. Moreover, although the face
clustering task becomes more challenging as the number
of subjects increases, the improvements of ABDR become
more significant as the number of subjects increases com-
pared with other existing representative subspace clustering
methods such as LRR and SSC. Therefore, our proposed
method ABDR is effective to deal with challenging face
clustering task. Here, note that although BDR performs
slightly better than ABDR, it corresponds to a non-convex
objective with two hyper-parameters and needs to prefix
the number of subspaces, leading to its sensitivity to ini-
tialization, local minimum solution and the difficulty of
real implementation. In contrast, ABDR corresponds to a
strongly convex objective with only one parameter and has
lower computational complexity than BDR, so ABDR is a
good choice for subspace clustering in real applications.
PIE. PIE database includes 2856 face images of 68 people,
each of which has 32 × 32 pixels. We vectorize each face
image to a 1024 data vector and normalize it to a vector
with unit length. Each people has 42 face images under
different light and illumination conditions. Similar to the
way of constructing the data matrix X for Extended YaleB,
we construct the data matrix X by the subset which consists
of k ∈ {10, 20, 40, 50, 68} subjects. For each k, we randomly
choose k people from the total 68 people and use the 42k
data points to construct the data matrix X. For each k,
we perform the clustering methods for 20 trials and report
the mean, median and standard deviation. The clustering
errors by different subspace clustering methods on PIE
database are shown in Table 6. Table 6 shows that our ABDR
outperforms all compared methods in all cases. Although
the clustering task especially becomes more challenging as
the number of subjects increases, ABDR still improves 2.81%
in clustering error than that of BDR on the 68 subjects.
Meanwhile, Table 6 reports the average result in clustering
error, therefore the improvements obtained by ABDR is
significant. This experiment demonstrates the effectiveness
of ABDR for the face clustering task on the PIE database.
Moreover, ABDR has single hyperparameter to adjust, lead-
ing to easy model determination. Besides, ABDR has low
computational cost. Therefore, ABDR is a good choice for
real subspace clustering tasks.
4.4 Handwritten Digit Clustering
MNIST. The images of handwritten digits reside in the
subspaces of dimension 12 [48], so the problem of clustering
images of handwritten digits can be solved by subspace
clustering method. Here, we choose MNIST database to
validate the effectiveness of ABDR, which consists of grey
scale images of 10 subjects, i.e., 0∼9 handwritten digits. Each
grey image of MNIST database has 28×28 pixels and we
vectorize each image into a data vector of length 784. Each
data vector is normalized as one of unit length. We consider
the problem of clustering k subjects, where k varies from 2 to
10. For each k, we perform each subspace clustering method
for 20 trials and report the average of clustering error. Note
that for each k and each trial, we randomly choose k subjects
from the total 10 subjects and each subject consists of 100
samples. That is, we construct the data matrix X for each
k and each trial of size 784×100k. The clustering errors by
different subspace clustering methods on MNIST database
are shown in both Table 7 and Table 8. From them, we can
see that ABDR largely outperforms the existing subspace
clustering methods on MNIST dataset. Even if the number
of subjects increases gradually, ABDR still outperforms the
existing methods including BDR with a large improvement
(e.g., 3.19% on 10 subjects, 3.04% on 9 subjects, 3.32% on
3 subjects). Therefore, this experiment on MNIST database
demonstrates the effectiveness and superiority BDR on the
challenging Handwritten Digit clustering task. Besides, we
show the Z (B) obtained by ABDR and BDR on two datasets
with 5 and 10 subjects respectively in Figure 9 and Figure
10. From them, we can observe that ABDR can obtain more
exact block diagonal coefficient matrix than BDR even with-
out prefixing the number of subspaces/blocks. Furthermore,
we plot the objective function values of (4) with respect to
number of iterations on two subsets of 5 and 10 subjects
from MNIST dataset in Figure 11. It can be seen that the
objective function monotonously declines and converges
after 20 iterations, indicating a fast convergence rate of
ABDR.
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(a) Z obtained by ABDR (b) B obtained by BDR (c) Z obtained by BDR
Fig. 10. Z (or B) obtained by ABDR and BDR on a subset of 10 subjects from MNIST dataset, respectively.
(a) The objective function value of (4) ver-
sus iteration on a subset of 5 subjects from
MNIST dataset.
(b) The objective function value of (4) ver-
sus iteration on a subset of 10 subjects from
MNIST dataset.
Fig. 11. The objective function value of (4) versus iteration on two
subsets from MNIST dataset.
5 CONCLUSION
In this paper, we propose a simple yet effective spectral-type
subspace clustering method. The state-of-the-art spectral-
type subspace clustering methods such as SSC, LRR and
BDR own the same block diagonality which can even lead to
correct clustering. To strive to pursue the so-desirable block
diagonality of BDR and inherit the strengths of SSC, LRR
and so on, inspired by Convex BiClustering, we enforce the
columns and rows of coefficient matrix to be simultaneously
shrunk by adding corresponding convex auto-fused terms
into squared data-fidelity term, thus proposing a Convex
Subspace Clustering method named Adaptive Block Diag-
onal Representation (ABDR). ABDR enjoys several advan-
tages: (1) ABDR can adaptively form more desired block
diagonality of coefficient matrix where the number of blocks
matches to the number of subspaces even without any
additional assumptions such as low-rankness and sparsity;
(2) ABDR corresponds to a convex objective function to
guarantee global optimality of solution and Generalized
Alternating Direction Method of Multipliers (GADMM) can
be used to achieve highly efficient optimization; (3) ABDR
only involves one hyper-parameter which makes its adjust-
ment easier. Finally, our experiments on several synthetic
data and benchmarks demonstrate the effectiveness of our
proposed ABDR.
There are still some interesting future works, e.g., the
theoretical proof of ABDR, extension of the auto-fused terms
to tensor subspace clustering and (incomplete) multi-view
convex spectral clustering and so on.
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