1. Introduction. A self-dual metric or conformal structure on a 4-manifold M is a Riemannian metric g or conformal class [g] for which the Weyl conformal curvature tensor W is self-dual; M is then called a self-dual 4-manifold. Compact self-dual 4-manifolds have been extensively studied and it is known [16] that very many compact 4-manifolds do admit families of self-dual metrics, but explicit examples of self-dual metrics that can be written down in coordinates are comparatively few. In this paper we shall provide a geometrical framework within which it is possible to construct self-dual structures by solving a linear rather than a nonlinear equation, and use it to construct some new explicit examples of compact self-dual 4-manifolds.
The two most basic compact self-dual 4-manifolds are the round metric on S
4
, which is conformally flat, and the Fubini-Study metric on CP 2 . Apart from these, the first examples of self-dual metrics on compact, simply-connected manifolds were Poon's family of self-dual metrics on 2CP 2 [13] . Then LeBrun, generalizing earlier work of Gibbons and
Hawking [5] , found that U (1)-invariant self-dual metrics can be constructed from solutions to a linear equation over hyperbolic 3-space H
3
. With this 'hyperbolic Ansatz' he wrote down a family of self-dual metrics on nCP 2 for each n [9] , which coincide with Poon's metrics when n = 2. Using a similar argument, we shall study T
2
-invariant self-dual metrics, and will show how to construct such metrics from solutions to a linear equation over the hyperbolic plane H 2 . Smooth actions of the torus T 2 on nCP 2 can be classified up to equivariant diffeomorphisms [11] , and for large n there are many possible actions. For every such T 2 -action we shall construct a family of explicit self-dual metrics on nCP 2 , invariant under the action. One of these families for each n turns out to be a subfamily of LeBrun's metrics on nCP 2 , but the other families (for n ≥ 4) are new. By the same technique we also write down explicit self-dual metrics on some other compact 4-manifolds with fundamental group Z.
Chapter 1 studies 4-manifolds M equipped with a conformal structure [g] and a connection ∇ preserving [g] . Conditions are given on the torsion and curvature of ∇ that imply [g] is self-dual, but that do not require the torsion to vanish. Similar conditions are also given for [g] to be conformal to an Einstein or Einstein-Weyl structure. The main inspiration for Chapter 1 is a formulation of the self-dual Einstein equations found by Ashtekar et al. [1] .
Chapter 2 goes on to show how a conformal class [g] and connection ∇ may be written down in such a way that the condition of Chapter 1 for [g] to be self-dual is linear in a part of the data. The freedom in the torsion of ∇ is crucial here, because if the full torsion vanishes then the linear equation has only constant solutions. Since explicit solutions can often be found for linear equations, this provides a fruitful construction method for self-dual metrics. The result is linear constructions for self-dual metrics with one Killing vector or two commuting Killing vectors, and for self-dual hermitian metrics on a complex surface. 
where the bracket [ , ] is the Lie bracket in E − , regarding it as a Lie algebra isomorphic to so(3).
We shall show that the component in S 
In coordinates w.r.t. {V j } and {ω
jk , so antisymmetrizing over j, k gives the difference between the torsions:
But Q satisfies Q
ja for any g ∈ [g]. Using this symmetry it can be shown that if
Rearranging (4) and applying (5) gives
Because S is the T * M ⊗ E − component of Q, this determines S in terms of κ, λ and τ . From (3) we calculate that
where α is summed from 1 to 3. So by (6),
as it is the contraction of an anti-self-dual term J α and a self-dual term τ . But since τ i jk is self-dual in j, k, it is of type (1, 1) w.r.t. J α (regarding this as an almost complex structure), and so (J α )
Substituting this into (7), we get
where µ is the 1-form
, and J α · µ is the contraction of the T M factor of J α with µ ∈ T * M . Evaluating the expression [S, S] in (2) using (8) and the Lie bracket relations above, we get
But the projection of (
, which is a multiple of the identity, and has no component in S
is a tensor determined by the conformal class [g] and the orientation, it follows that this tensor is constant with respect to∇, and we deduce from (8) that∇
where α is summed from 1 to 3 and (J α ·∇µ) jk = (J α ) i k∇ j µ i in coordinates. Now∇ acting on S is the composition of the action of∇ on E − with the action of∇ on 1-forms, and what we actually want is the action of d∇ on S, which is the combination of∇ on E − with the exterior derivative d on 1-forms. But because∇ is torsion-free, the antisymmetrization of the action of∇ on 1-forms is d, so d∇S is the antisymmetrization of∇S. So by (10) ,
It can be shown that the component of d∇S in 
; this defines∇ uniquely. With this choice of λ, the 1-form µ in the proof of Theorem 1.2.1 is zero, so that S = 0 by (8 
, where L is the Lie derivative. Suppose that V 1 , . . . , V 4 preserve a volume form (12) is this: the equations imply the vanishing of the Nijenhuis tensors of the almost complex structures J 1 , J 2 , J 3 defined by (3) . Thus M has three anticommuting complex structures on M and so is a hypercomplex 4-manifold [15, §6] , which are automatically self-dual and EinsteinWeyl. Note that in the second part of the Proposition, the volume form of the metric is e
, which is not Ω, the volume form one might expect. 2. Constructions for self-dual metrics. In this chapter constructions will be given for self-dual metrics with one Killing vector or two commuting Killing vectors, and for selfdual Hermitian metrics on a complex surface with no symmetry assumption. The case of hypercomplex structures will be handled first in §2.1, as Proposition 1.3.3 (Ashtekar's equations) makes things simple. Then §2.2 and §2.3 generalize the results of §2.1 to ansatzes for general self-dual metrics with one and two Killing vectors respectively. The case of §2.2 has already been studied by Jones and Tod [6] , and we reprove some of their results using the ideas of §1.2. Section 2.4 gives a classification result for T 2 -invariant self-dual metrics compatible with a product structure N × T 2 , and shows how to find Kähler structures of the opposite orientation in the same conformal class. In §2.5 a curious construction for self-dual hermitian metrics is found.
2.1. Making hypercomplex structures using Ashtekar's equations. Ashtekar's equations (12) are bilinear in the vector fields {V j }, and so are an example of the general problem of finding u ∈ U with Q(u, u) = 0, where U, W are vector spaces, and Q : U ×U → W is a symmetric, bilinear map. Here is a simple method for reducing this bilinear problem to a linear problem: first find a starting solution u 0 in U satisfying Q(u 0 , u 0 ) = 0. Choose a vector subspace Z of U satisfying Q| Z×Z = 0, and consider elements with the standard coordinates (x 1 , . . . , x 4 ). We shall construct solutions of (12) with Killing vector ∂/∂x 1 . Let f 1 , . . . , f 4 be smooth real functions of x 2 , x 3 , x 4 , and define (12) is equivalent to the three equations
Thus to apply Proposition 1.3.3 to V 1 , . . . , V 4 , (13) 4 , and define V j = e j ∂/∂x 1 + f j ∂/∂x 2 for j = 1, 2 and V j = e j ∂/∂x 1 + f j ∂/∂x 2 + ∂/∂x j for j = 3, 4. Then (12) is equivalent to the six equations
The first of these shows that e 3 = ∂γ/∂x 3 and e 4 = ∂γ/∂x 4 for some function γ(x 3 , x 4 ), and by the coordinate change (
we eliminate the e 3 , e 4 terms, and similarly the f 3 , f 4 terms. So we may suppose after a coordinate change that e 3 = e 4 = f 3 = f 4 = 0.
The last four equations of (14) are four first-order linear equations in the four unknowns e 1 , e 2 , f 1 , f 2 . We can identify the equations: they are the Cauchy-Riemann equations for e = e 1 − ie 2 and f = f 1 − if 2 to be holomorphic functions of the complex variable x 3 + ix 4 . Thus solutions of (14) are determined by a pair of holomorphic functions e, f on C. The condition for this data to define an oriented basis of T R 4 at each point is e 1 f 2 − e 2 f 1 > 0, which we can regard as Im(ef ) > 0 or as a 2 × 2 determinant. If this condition and the last four equations of (14) If e = cf for some c ∈ C, then there exists a coordinate change in x 3 , x 4 taking [g] to the flat conformal class on R
4
, but if e, f are not proportional we expect in general to get a nontrivial metric. Locally we can use this coordinate change to make e or f equal to 1, so that hypercomplex structures generated in this way really depend on only one holomorphic function.
Example 3. Here is another way to construct hypercomplex structures from holomorphic functions. Ashtekar's equations (12) may be written in a complex form:
Let M be a complex surface, let (z 1 , z 2 ) be local holomorphic coordinates, and define V 1 , . . . , V 4 locally by
where f j is a complex function on M . Substituting into (15), we find the equations are satisfied identically if ∂f j /∂z k = 0, i.e. if f j is a holomorphic function w.r.t. the complex structure on M . So we can construct a hypercomplex structure on M locally out of four holomorphic functions f 1 , . . . , f 4 , or globally out of two holomorphic vector fields. The complex structure of M is of the opposite orientation to the new complex structures J 1 , J 2 , J 3 and commutes with them. 4 ) commute for some nonzero holomorphic function u, then the metric is locally isomorphic to the flat metric on R
, but otherwise we in general expect a nontrivial metric. By a heuristic argument we can see that the hypercomplex structures really depend on one holomorphic function of two variables. The interesting thing about this construction is that it results in nontrivial structures that need have no Killing vectors, as compatibility with a complex structure does instead of an assumption of symmetry. The example will be generalized in §2.5.
2.2. Self-dual metrics with a Killing vector. In [6] , Jones and Tod show that self-dual metrics with a Killing vector can be constructed from the solution of a linear equation (the generalized monopole equation) over a 3-manifold possessing an EinsteinWeyl structure. We shall now reprove this using Corollary 1.2.3, by generalizing Example 1 of §2.1. Let N be an oriented 3-manifold, M be N × R, and t be the projection M → R.
Then dt is a 1-form on M , and ∂/∂t is a vector field which will be the Killing vector. Let γ be a smooth, positive function on N , φ be a 1-form on N , and h be a Riemannian metric on N . Define a metric g on
Let H ⊂ T M be the subbundle of zeros of the 1-form dt + φ, and let π be the projection from H to T N ; π is an isomorphism on the fibres of H, and H is the orthogonal subspaces to ∂/∂t. The metric h and the orientation on N together define the Hodge star * N of N , where
∧ dt + φ , and in this splitting, the Hodge star over N that is invertible and orientation-preserving as
) and between L * and T * (T 2 ), and with this identification we can
. We shall make frequent use of this identification, to avoid writing the many factors of φ and φ −1 that would otherwise appear. We shall also use the following convention: the Latin symbols a, b, c, d, e and the Greek symbols α, β, γ, δ, will be used as tensor indices, to indicate a tensor factor of T M or T * M when they appear as a superscript or subscript, in the usual way. However, an index a, . . . , e means the tensor lies in T N or T * N in that factor in the splittings
, and an index α, . . . , means the tensor lies in L or L * in that factor. Moreover, when adding tensors, a and α will indicate the same tensor index, and so on. 
The 
where the equations are in sections of R , using the formula
where
. Substituting into (21) and using (18) to give G i jk and Lemma 2.3.1 to give the form of T , we find that R 0 (∇) is
β Ω cd , and calculating in coordinates shows that the terms on the last line are equal to − We can now prove the main result of this section, the promised construction for selfdual metrics. 
Proof. We shall apply Corollary 1.2.3, and to do this we need W
Thus by Lemma 2.3. 
Therefore if conditions (i) and (iii) hold we have 
Lemma 2.4.3. Suppose g is a self-dual metric on N ×T

constructed using Theorem 2.3.3. If the data C of §2.3 is nowhere zero, then g is locally conformal to a metric constructed using Lemma 2.4.2.
Proof. When C does not vanish, there is a unique conformal factor χ on N for which C satisfies C By the definition of C in §2.3, C is a section of a vector bundle with fibre R 2 equipped with a complex structure and a connection preserving the complex structure. But this gives the vector bundle the structure of a holomorphic line bundle, and condition (iii) of Theorem 2.3.3 is that C should be a holomorphic section of this line bundle. So C behaves locally like a holomorphic function. Now a holomorphic function must either be identically zero, or have isolated zeros modelled on the zero of w n at w = 0, for positive integers n. The case C = 0 is that of Example 2 in §2.1. Isolated zeros of C will be easier to understand after a diversion to look at anti-self-dual Kähler metrics. 
Then J is an integrable complex structure andg is anti-self-dual w.r.t. the complex orientation, and Kähler w.r.t. J.
Proof. As the orientation induced by J is the opposite to our usual orientation on N ×T 2 ,g is anti-self-dual in the complex orientation if it is self-dual in our usual orientation. We shall apply Theorem 2.3.3 to show thatg is self-dual in the usual orientation, and in addition show that J is integrable andg is Kähler. Let g be the metric h ab + h αβ on M , which is conformal tog. Let ∇ N be the flat connection on N , and using complex notation, , which is easily shown to be equal to d log(det φ), so µ = (dξ)/4ξ. In complex notation, µ = Rdw + Rdw, where R is the complex function (∂ξ/∂w)/4ξ on N .
From the proof of Theorem 1.2.1, the difference in the SO(3) − -components of ∇ and ∇ is S, where in complex notation, S is the real part of It remains only to show that g is self-dual. We know already that condition (i) of Theorem 2.3.3 holds, so if (ii) and (iii) hold as well then the Theorem will show that g is self-dual, and the proof will be complete. From ( f : U → V is a biholomorphism between two regions U, V of C, then it is easy to see that the anti-self-dual Kähler structures constructed over V using some function ξ are the same as the anti-self-dual Kähler structures constructed over U using ξ • f . Thus if ξ = Re(e), where e is an invertible holomorphic function V → U with inverse f , then the structures constructed over V are the same as those constructed over U with the standard function ξ = Re(w). Locally, e is invertible if ∂e/∂w = 0, and as C is proportional to ∂e/∂w, this gives a similar statement to Lemma 2.4.3.
We can now provide a local model for self-dual metrics constructed using Theorem 2.3.3 in which C has an isolated zero in N . Consider the metrics constructed by Proposition 2.4.4 over a neighbourhood of 0 in N , using the function ξ = Re(1 + w n+1 ). This function is smooth and positive in the unit disc, and satisfies ∂ 2 ξ/∂w∂w = 0, and by power series it can be shown that (29) admits many solutions. As C is proportional to dξ, it has an isolated zero of order n at w = 0. Lemma 2.4.3 can easily be generalized to show that if g is a metric constructed using Theorem 2.4.3 for which C has an isolated zero of order n, then locally g can be constructed using Proposition 2. 
The condition for T to be of type (2, 0) Following [11, § §4, 5] , all orbits of type (a) are isolated, and as M is compact there can be only finitely many. So ∂N is a compact 1-manifold, i.e. a union of circles, containing a  finite number of points p 1 , . . . , p k that are orbits of type (a), and the rest are orbits of type (b). To each orbit of type (b) we associate a T 
In the particular case that b on nCP 2 can be described in the manner above by coprime integers
Proof. Given a T (M ) = n, and the right hand side of (34) is the sum of n + 2 terms each of which is ±1, we deduce that one of m k n 1 − m 1 n k and m j n j+1 − m j+1 n j for 1 ≤ j < k must be 1, and all the rest −1.
But we chose m k n 1 − m 1 n k to be 1, so m j n j+1 − m j+1 n j = −1 for 1 ≤ j < k, which gives condition (iii). If m j = 0 for some j > 1, then n j > 0 and m j−1 n j = −1, so m j−1 < 0, a contradiction. Thus m j > 0 if j > 1, which is condition (ii). We have shown that the data (m 1 , n 1 It is an interesting combinatorial problem to compute the number of T 2 -actions on nCP 2 up to equivariant diffeomorphisms. We cannot do this precisely, but we can find the number of sets of data m j , n j satisfying the conditions of the Proposition. Proof. Let (m 1 , n 1 ) , . . . , (m k , n k ) satisfy the conditions of Proposition 3.1.1, and draw a graph in the plane as follows. Start with a convex k-gon, with vertices numbered 1, . . . , k clockwise in order. Then for all pairs i, j such that i, j ∈ {1, . . . , k}, i + 1 < j, (i, j) = (1, k) and m i n j − m j n i = −1, join vertices i and j by a straight edge. It can be shown using induction on k and the proof of the Theorem on [11, p. 553 ] that none of these added edges meet inside the k-gon, and that the graph is a division of the k-gon with numbered points into k − 2 triangles.
Conversely, we claim that every subdivision of the numbered k-gon into triangles gives rise to a set of data (m j , n j ) satisfying the conditions of Proposition 3.1.1. This set of data is explicitly constructed as follows: for k = 3, the (m j , n j ) are in order (0, 1), (1, 1), (1, 0), and if (m 1 , n 1 ) , . . . , (m k , n k ) are the data for some subdivision of the k-gon, then the data for the subdivision of the (k +1)-gon obtained by adding a triangle onto the edge joining vertices j, j +1 and adding 1 to the numbers of vertices j +1, . . . , k is obtained by inserting (m j + m j+1 , n j + n j+1 ) into the sequence (m 1 , n 1 ), . . . , (m k , n k ) between (m j , n j ) and (m j+1 , n j+1 ).
This gives a 1-1 correspondence between sets of data (m 1 , n 1 ), . . . , (m k , n k ) satisfying the conditions of Proposition 3.1.1, and subdivisions into k − 2 triangles of the k-gon with numbered vertices. The problem of counting such subdivisions is an old combinatorial problem going back to Euler, and Brown [3] gives a historical survey of it; I am indebted to an article by Jan Stevens for bringing this paper to my attention. Brown states that the number of such subdivisions is (2k − 4)!/(k − 2)!(k − 1)!, and as k = n + 2, this is (2n)!/n!(n + 1)!, which is what we have to prove.
3.2. Self-dual metrics on torus bundles over the hyperbolic plane. Using the upper half-plane model for the hyperbolic plane, we shall put Lemma 2.4.2 in a more explicit form: , and suppose they satisfy the three conditions
, and identify T (T
2
) with R 2 in the usual way. Then the metric g = (dx 2 , and let ω 1 , ω 2 be the dual basis of 1-forms, so that
Thus the scalar curvature of h ab is −1, and (N, h ab ) is the hyperbolic plane H 2 . Let l 1 , l 2 be orthonormal sections of L, the square root of the tangent bundle, such that the identification S
which is normalized so that C 2 = 1/4 as required.
The condition for φ to be nondegenerate and orientation-preserving is condition (i), and equation (28) 
But this simplifies to conditions (ii) and (iii). Thus if conditions (i)-(iii) hold, then Lemma 2.4.2 applies and gives a self-dual metric
, which is g = (dx 
satisfies the equation
, which is the analogue of (28). Now as (38) is a canonical equation over H 2 it is invariant under orientation-preserving isometries of H 2 . Therefore we can generate a family of solutions to (38) from f (∞) by applying isometries to it. The oriented isometry group of H 2 is P SL(2, R), which acts bỹ
where the centre ± The upper triangular matrices in SL(2, R) form a set with two connected components, and the matrices of the identity component fix f (∞) . Thus the images of f (∞) under SL(2, R) are a 1-parameter family, and a calculation with (39) shows the general member of this family to be
for p ∈ R. Choosing the positive sign for the root and taking the limit p → ±∞, the result is ±f (∞) , so there is a sign change as p goes from −∞ to +∞. Now 
satisfying (28). In the next two sections we use solutions of this form to make compact self-dual 4-manifolds. . Then in the coordinates (x 1 , x 2 , y 1 , y 2 ), g 0 is
in the region x 1 > 0, so that g 0 is conformal to
In the notation of §3.2, define φ by
But d 
for l < k, and [5] and [9] . First we deal with compactifying orbits of type (b). Let K be the set Putting (m 1 , n 1 ) = (0, 1) and (m j , n j ) = (1, k − j) for j = 2, . . . , k gives data {(m j , n j )} satisfying Proposition 3.1.1. It can be shown that the metrics constructed by Theorem 3.3.1 with this data are conformal to a subfamily of LeBrun's metrics on nCP 2 [9] , those that are made using points lying on a line in H We shall now make some remarks about the twistor spaces of the metrics of Theorem 3.3.1. There is a geometric structure called a quaternionic structure [15] , which generalizes the notion of self-dual 4-manifold to 4n dimensions. In [7] the author defined a quotient construction for quaternionic manifolds. Starting with a quaternionic manifold of dimension 4n acted on by a Lie group G of dimension m, under certain conditions one can construct a quaternionic manifold of the lower dimension 4(n − m). When n − m = 1, this new quaternionic manifold is a self-dual 4-manifold.
Thus the quaternionic quotient construction gives a systematic method for finding examples of self-dual metrics. One advantage of this method is that the twistor spaces of the metrics are given explicitly by the construction. Now the most basic quaternionic manifold in dimension 4n + 4 is HP n+1 , and it is equipped with an action of Sp(n + 2), which has maximal torus U (1)
and performing a quaternionic quotient, one produces self-dual 4-manifolds.
The metrics on nCP 2 defined by Theorem 3.3.1 were originally found by the author in exactly this way. The data (
. In this picture, the twistor spaces of the metrics of Theorem 3.3.1 are given explicitly. Each twistor space Z appears as the quotient (in some sense) of a projective variety Q by (C * ) n , where Q is the intersection of n quadrics in CP 2n+3 . In particular, this shows that the twistor spaces of the metrics have algebraic dimension 3, i.e. are Moishezon.
Unfortunately, this picture of the twistor spaces, though simple in conception, is actually horribly messy to work out in detail, and is difficult to relate to the picture given in §3.3. For this reason we will not explain it here. If any reader can find a simpler construction for the twistor spaces based on the data of §3.3, the author would be interested to see it.
By a well-known argument involving a result of Poon [14] , if the twistor space Z of a self-dual metric on a compact 4-manifold M is Moishezon, then M must be homeomorphic to nCP 2 , and so have b One direction from which this conjecture might be proved is algebraic geometry, as the T
2
-action lifts to a holomorphic action of (C * ) 2 on the twistor space Z, which must have strong consequences on the complex geometry of Z. Another approach might be to prove directly the existence of a compatible product structure, apply Theorem 2.4.5 to show that the metrics are constructed over H 2 or a branched cover of it, and then to try and exclude the branched cover case.
3.4.
Compact self-dual manifolds with fundamental group Z. Self-dual metrics will now be constructed on compact self-dual 4-manifolds M with π 1 (M ) = Z, using infinite sums of the solutions (40) of (28). The idea is this: let ν > 1 be a fixed real number, let N be the set (x 1 , x 2 ) ∈ R 
for R some fixed element of SL(2, Z). must converge to smooth solutions with the properties we expect. Secondly, the resulting section φ must be nondegenerate and orientation-preserving, and thirdly, there must be a compact manifold M in which B appears as a dense open set, and the self-dual metric on B must extend to a self-dual conformal structure on M . The second and third problems have been dealt with in §3.3 and need only minor modifications for this case. So the main work that remains to be done is to settle the question of convergence. So (50) converges uniformly and φ is well-defined. By properties of uniform convergence, φ is continuous, all its derivatives exist and are continuous, and the derivatives of φ are the sum of the derivatives of the terms in the series (50). But as the terms in the series were shown in §3.2 to satisfy (28), we deduce that φ satisfies (28). By uniform convergence we may write det φ as an infinite sum of determinants of terms in the series (50). But from the conditions of Definition 3.4.1 and the proof of Lemma 3.3.3 it can be shown that each of these determinant terms is positive, so det φ > 0 as it is a convergent, infinite sum of positive terms, and thus φ is nondegenerate and orientation-preserving.
Therefore Lemma 2.4.2 applies to φ, giving a self-dual metric on H However, in the hyperbolic isometry group P SL(2, R) there is a one-parameter subgroup of dilations fixing both 0 and ∞, which has the effect of multiplying p j , q j by positive constants, and this removes one parameter to give at most k + l effective parameters.
In the cases I have examined, the manifold M of Lemma 3.4.2 has always been diffeomorphic to S It turns out that when ν − r is positive and small, the section φ defined by (50) is large on all of the annulus A, except for a small neighbourhood of the boundary. Since the metric g is defined using the inverse of φ, this means that the T 2 -orbits are small, and the Riemannian manifold M can be thought of as a fibre bundle over a 2-dimensional annulus with small fibres. Thus as ν → r, in a certain sense the metric on M collapses down to a metric on a 2-dimensional annulus. This is very similar to the collapses of Riemannian manifolds studied by Cheeger and Gromov [4] .
The approach of this section should extend to manifolds with other fundamental groups. The method would be to find a discrete subgroup Γ of P SL(2, R), such that 
