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Abstract
Given a multithreaded program written assuming a friendly, non-
preemptive scheduler, the goal of synchronization synthesis is to
automatically insert synchronization primitives to ensure that the
modified program behaves correctly, even with a preemptive sched-
uler. In this work, we focus on the quality of the synthesized solu-
tion: we aim to infer synchronization placements that not only en-
sure correctness, but also meet some quantitative objectives such as
optimal program performance on a given computing platform.
The key step that enables solution optimization is the con-
struction of a set of global constraints over synchronization place-
ments such that each model of the constraints set corresponds to
a correctness-ensuring synchronization placement. We extract the
global constraints from generalizations of counterexample traces
and the control-flow graph of the program. The global constraints
enable us to choose from among the encoded synchronization so-
lutions using an objective function. We consider two types of ob-
jective functions: ones that are solely dependent on the program
(e.g., minimizing the size of critical sections) and ones that are also
dependent on the computing platform. For the latter, given a pro-
gram and a computing platform, we construct a performance model
based on measuring average contention for critical sections and the
average time taken to acquire and release a lock under a given av-
erage contention.
We empirically evaluated that our approach scales to typical
module sizes of many real world concurrent programs such as
device drivers and multithreaded servers, and that the performance
predictions match reality. To the best of our knowledge, this is
the first comprehensive approach for optimizing the placement of
synthesized synchronization.
1. Introduction
Synchronization synthesis aims to enable programmers to concen-
trate on the functionality of the program, and not on the low-level
synchronization. One of the main challenges in synchronization
synthesis, and in program synthesis in general, is to produce a so-
lution that not only satisfies the specification, but also is good (if
not optimal) according to various metrics such as performance and
conformance to good programming practices. Optimizing for per-
formance for a given architecture is a challenging problem, but it
is an area where program synthesis can have an advantage over the
traditional approach to program development: the fact that synthe-
sis takes a high-level specification as input gives the synthesizer a
lot of freedom to find a solution that is both correct and performs
well.
Optimization is hard for the common approach to synchroniza-
tion synthesis, which implements a counterexample-guided induc-
tive synthesis (CEGIS) loop. A counterexample is given by a trace,
and typically, this trace is immediately (greedily) removed from the
program by placing synchronization. The advantage of this trace-
based approach is that traces are computationally easier to analyze.
However, the greedy approach makes it difficult to optimize the fi-
nal solution with respect to qualities such as performance.
We propose a new approach that keeps the trace-based tech-
nique, but uses it to collect a set of global constraints over syn-
chronization placements. Each model of the global constraints cor-
responds to a correct synchronization placement. Constructing the
global constraints is a key step in our approach, as they enable us
to choose from among the encoded synchronization solutions using
an objective function.
The global constraints are obtained by analyzing the program
with respect to the concurrency specification. In this paper, we fo-
cus solely on one type of synchronization – locks. Our concurrency
specification consists of three parts: preemption-safety, deadlock-
freedom, and a set of standard locking discipline conditions. The
goal of preemption-safety (proposed in [5]) is to enable the pro-
grammer to program assuming a friendly, non-preemptive sched-
uler. It is then the task of the synthesizer to ensure that every exe-
cution under the preemptive scheduler is observationally equivalent
to an execution under the preemptive scheduler. Two program ex-
ecutions are observationally equivalent if they generate the same
sequences of calls to interfaces of interest. We consider a program
correct if, in addition to preemption-safety, it does not produce
deadlocks, and if it follows good programming practices with re-
spect to locks: we require no double locking, no double unlocking
and several other conditions that we refer to as legitimate locking.
Legitimate locking helps making the final solution readable and
maintainable. The salient point of our correctness notion is that it
is generic — the programmer does not need to write a specification
for each application separately.
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The global constraints resulting from the preemption-safety
requirement are obtained from an analysis of generalized coun-
terexamples. The analysis uses the CEGIS approach of [5], where
the key steps in checking preemption-safety are a coarse, data-
oblivious abstraction (shown to work well for systems code), and
an algorithm for bounded language inclusion checking. The ap-
proach of [5] is greedy, that is, it immediately places locks to elim-
inate the counterexample. In contrast, we do not place locks, but
instead infer mutual exclusion (mutex) constraints for eliminating
the counterexample. We then enforce these mutex constraints in
the language inclusion check to avoid getting the same counterex-
ample again. We accumulate the mutex constraints from all coun-
terexamples iteratively generated by the language inclusion check.
Once the language inclusion check succeeds, we construct the set
of global constraints using the accumulated mutex constraints and
constraints for enforcing deadlock-freedom and legitimate locking.
Given the global constraints, we can choose from among the
encoded solutions using an objective function. We consider two
types of objective functions: ones that are solely dependent on the
program and ones that are also dependent on the computing plat-
form and workload. Examples of objective functions of the first
type include minimizing the number of lock statements (leading
to coarse-grained locking) and maximizing concurrency (leading
to fine-grained locking). We encode such an objective function, to-
gether with the global constraints, into a weighted MaxSAT prob-
lem, which is then solved using an off-the-shelf solver.
In order to choose a lock placement (from among the ones en-
coded by global constraints) that has a good performance, we use
an objective function that depends on a particular machine archi-
tecture and workload. The objective function is given by a perfor-
mance model. We emphasize that the model is based on measuring
parameters of a particular architecture running the program. In par-
ticular, it is based on measuring the average time taken to acquire
and release a lock under a given level of contention (this part de-
pends only on the architecture) and the average time it takes to
execute the critical section, and the average contention for critical
sections (this part depends on the architecture, the program, and
the workload). The optimization procedure using the performance
model and the global constraints works as follows. First, we pa-
rameterize the space of solutions by the sizes of critical sections
and the number of locks taken. Second, we find the parameter val-
ues that maximize performance. Third, we find a solution of the
global constraints closest to the parameter values that yield maxi-
mal performance.
We empirically evaluate that our approach scales to typical
module sizes of many real world concurrent programs such as de-
vice drivers and multithreaded servers (∼1000 LOC). We use our
synthesis tool (with architecture-independent objective functions)
on a number of device driver benchmarks and find that the synthe-
sis times are comparable to an existing tool [5] that implements
a standard CEGIS-based algorithm; we emphasize that our tool
finds an optimal lock placement that guarantees preemption-safety,
deadlock freedom and legitimate locking. Furthermore, we evalu-
ate the tool with an objective function given by our performance
model. We use the memcached network server that provides an
in-memory key-value store, specifically the module used by server
worker threads to access the store. We found that the performance
model predictions match reality, and that we obtained different
locking schemes based on the values of parameters of the perfor-
mance model.
The contributions of this work are:
• To the best of our knowledge, this is the first comprehensive
approach for finding and optimizing lock placement. The ap-
proach is comprehensive, as it fully solves the lock placement
problem on realistic (albeit simplified) systems code.
static void* worker thread(void *arg) {
for (j = 0; j < niter; j++) {
sharedX();
sharedY();
local();
sharedZ();
} };
Figure 1: Example: Work sharing
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Figure 2: Performance under various locking schemes
• We use trace analysis to obtain global constraints each of whose
solutions gives a legitimate lock placement, thus enabling
choosing from among the encoded correct solutions using an
objective function.
• A method for lock placement for machine-independent objec-
tive functions, based on weighted MaxSAT solving.
• Optimization of lock placement using a performance model
obtained by measurement and profiling on a given platform.
1.1 Related Work
Synthesis of lock placement is an active research area [3–13, 15–
17, 19, 20]. There are works that optimize lock placement: for
instance the paper by Emmi et al. [11], Cherem et al. [8], and Zhang
et al. [20]. These papers takes as an input a program annotated with
atomic sections, and replace them with locks, using several types
of fixed objective functions. In contrast, our work does not need
the annotations with atomic sections, and does not optimize using
a fixed objective function, but rather using a performance model
obtained by performing measurements on a particular architecture.
Another approach is to not require the programmer to annotate
the program with atomic sections, but rather infer them or infer
locks directly [3, 5–7, 10, 12, 19]. All these works also either do not
optimize the lock placement, or do so for a fixed objective function,
not for a given architecture. The work [4] proposes concurrency
synthesis w.r.t. a performance model, but it does not produce such
models for a given machine architecture.
Jin et a [13] describe a tool CFix that can detect and fix con-
currency bugs by identifying bug patterns in the code. CFix also
simplifies its own patches by merging fixes for related bugs.
Usui et al. [16] provide a dynamic adaptive lock placement
algorithm, which can be precise but necessitates runtime overhead.
Our abstraction is based on the one from [5], which is similar
to abstractions that track reads and writes to individual locations
(e.g., [1, 18]). In [19] the authors rely on assertions for synchro-
nization synthesis and include iterative abstraction refinement in
their framework, which could be integrated in our approach.
1.2 Illustrative Example
One of the main contributions of the paper is a synthesis approach
that allows optimization for a particular computing platform and
program. We will demonstrate on an example that varying param-
eters of our performance model, which corresponds to varying the
machine architecture and usage pattern (contention), can lead to a
different solution with best performance.
Consider the function worker thread in Figure 1 that is called
by a number of worker threads in a work-sharing setting. The
worker thread function calls three functions that access shared
memory: sharedX(), sharedY(), and sharedZ(). Each of the
three functions needs to be called mutually exclusively with itself,
but it does not conflict with the other two functions. None of the
three functions uses locks internally. The function local() does
not access shared memory. If we consider locking schemes that
use only one lock, and lock only within an iteration of the loop,
then there are a number of correct locking schemes. First, there is a
coarse-grained versionC which locks before the call to sharedX()
and unlocks after the call to sharedZ(). Second, there is a fine-
grained version F that locks each function separately. Third, there
are intermediate versions, such as a versionM that locks before the
call to sharedX(), unlocks before the call to local(), and then it
locks again the call to sharedZ().
Clearly, which of the correct versions will have the best per-
formance depends on the program, the contention, and the archi-
tecture. For instance, with very low contention, the coarse-grained
version would be fastest. On the other hand, with contention, and if
local() is expensive enough, the third version performs best, as it
releases the lock before calling local().
We further demonstrate with a small experiment (Figure 2)
that often no locking scheme is uniformly better. We considered
variants of the program in Figure 1 which differ in how long it
takes to execute the function local() (parameter lt in Figure 2).
We kept the other parameters (such as contention and number of
threads) constant (there were 4 threads). We see that if the call to
local is cheap, then the coarse-grained version performs better,
but it can be perform very badly otherwise. The other two versions
M and F perform comparably.
The example is similar to our main case study of the memcached
server. We demonstrate on that case study that the performance
model helps us choose the option with the best performance, and
that it does not have to be the most coarse-grained or the most fine-
grained locking solution.
2. Formal Framework
We present the syntax and semantics of a concrete concurrent while
language W , followed by the syntax and semantics of an abstract
concurrent while language Wabs. While W (and our tool) permits
function call and return statements, we skip these constructs in the
formalization below. We conclude the section by formalizing our
notion of correctness for concrete concurrent programs.
In our work, we assume a read or a write to a single shared vari-
able executes atomically and further assume a sequentially consis-
tent memory model.
2.1 Concurrent Programs
Syntax ofW (Fig. 3). A concurrent program C is a finite collection
of threads ⟨T1, . . . ,Tn⟩ where each thread is a statement written in
the syntax ofW . AllW variables (shared program variables s var,
local program variables l var, lock variables lk var, condition
variables c var and guard variables g var) range over integers.
Each statement is labeled with a unique location identifier loc; we
denote by stmt(loc) the statement labeled by loc.
The language W includes standard syntactic constructs such as
assignment, conditional, loop, synchronization, goto and yield
statements. In W , we only permit expressions that read from at
most one shared variable and assignments that either read from
or write to exactly one shared variable1. The language also in-
cludes assume, assume not, set and unset statements whose
1 An expression/assignment statement that involves reading from/writing to
multiple shared variables can always be rewritten into a sequence of atomic
read/atomic write statements using local variables.
l_expr::= constant | * | l_var |
operator(l_expr, l_expr, ... , l_expr)
s_expr::= s_var |
operator(s_var, l_expr, ..., l_expr)
lstmt ::= loc: stmt | lstmt; lstmt
stmt ::= s_var := l_expr | l_var := s_expr |
s_var := havoc() | while (s_expr) lstmt |
if (s_expr) lstmt else lstmt |
s_var := in(tag) | out(tag,s_expr) |
lock(lk_var) | unlock(lk_var) |
wait(c_var) | wait_not(c_var) |
notify(c_var) | reset(c_var)
assume(g_var) | assume_not(g_var) |
set(g_var) | unset(g_var) |
goto loc | yield | skip
Figure 3: Syntax of W
use will be clarified later. Most significantly, W permits reading
from (in(tag)) and writing to (out(tag, s expr)) a communication
channel tag between the program and an interface to an external
system. In practice, we use the tags to model device registers. In
our presentation, we consider only a single external interface.
Semantics of W . We first define the semantics of a single thread
in W , and then extend the definition to concurrent non-preemptive
and preemptive semantics.
Single-thread semantics (Fig. 4). Let us fix a thread identifier tid .
We use tid interchangeably with the program it represents. A state
of a single thread is given by ⟨V, `⟩ where V is a valuation of all
program variables visible to thread tid , and ` is a location identifier,
indicating the statement in tid to be executed next.
We define the flow graph Gtid for thread tid in a manner similar
to the control-flow graph of tid . Each node of Gtid is labeled with a
unique labeled statement of tid (unlike a control-flow graph, state-
ments in the same basic block are not merged into a single node).
The edges of Gtid capture the flow of control in tid . Nodes labeled
with if(s expr) and while(s expr) statements have two out-
going edges, labeled with assume s expr and assume ¬s expr,
respectively. The flow graph Gtid has a unique entry node and
a unique exit node. The entry node is the first labeled statement
in tid ; we denote its location identifier by firsttid . The exit
node is a special node corresponding to a hypothetical statement
lasttid ∶ skip placed at the end of tid .
We define successors of locations of tid using Gtid . The location
last has no successors. We define succ(`) = `′ if node ` ∶ stmt
in Gtid has exactly one outgoing edge to node `′ ∶ stmt′. We define
succ1(`) = `1 and succ2(`) = `2 if node ` ∶ stmt in Gtid has
exactly two outgoing edges to nodes `1 ∶ stmt1 and `2 ∶ stmt2.
We can now define the single-thread operational semantics. A
single execution step ⟨V, `⟩ αÐ→ ⟨V ′, `′⟩ changes the program state
from ⟨V, `⟩ to ⟨V ′, `′⟩, while optionally outputting an observable
symbol α. The absence of a symbol is denoted using . In the
following, e represents an expression and e[v/V[v]] evaluates an
expression by replacing all variables v with their values in V .
In Fig. 4, we present a partial set of rules for single execution
steps. The only rules which involve output of an observable are:
1. HAVOC: Statement ` ∶ v ∶= havoc assigns v a non-deterministic
value (say k) and outputs the observable (tid ,havoc, k, v).
2. INPUT, OUTPUT: ` ∶ x ∶= in(t) and ` ∶ out(t, e) read and
write values to the channel t, and output (tid ,in, k, t) and(tid ,out, k, t), where k is the value read or written, respec-
tively.
Intuitively, the observables record the sequence of non-deterministic
guesses, as well as the input/output interaction with the tagged
stmt(`) = v ∶= havoc k ∈ N `′ = succ(`)⟨V, `⟩ (tid,havoc,k,x)ÐÐÐÐÐÐÐÐ→ ⟨V[x ∶= k], `′⟩ HAVOC
stmt(`) = v ∶= in(t) k ∈ N `′ = succ(`)⟨V, `⟩ (tid,in,k,t)ÐÐÐÐÐÐ→ ⟨V[x ∶= k], `′⟩ INPUT
stmt(`) = out(t, e) e[v/V[v]] = k `′ = succ(`)⟨V, `⟩ (tid,O,k,t)ÐÐÐÐÐÐ→ ⟨V, `′⟩ OUTPUT
stmt(`) = lock(lk) V[lk] = 0 `′ = succ(`)⟨V, `⟩ Ð→ ⟨V[lk ∶= tid], `′⟩ LOCK
stmt(`) = unlock(lk) V[lk] = tid `′ = succ(`)⟨V, `⟩ Ð→ ⟨V[lk ∶= tid], `′⟩ UNLOCK
stmt(`) = wait(cv) V[cv] = 1 `′ = succ(`)⟨V, `⟩ Ð→ ⟨V, `′⟩ WAIT
stmt(`) = wait not(cv) V[cv] = 0 `′ = succ(`)⟨V, `⟩ Ð→ ⟨V, `′⟩ WAIT NOT
stmt(`) = notify(cv)/reset(cv) `′ = succ(`)⟨V, `⟩ Ð→ ⟨V[cv ∶= 1/0], `′⟩ NOTIFY/RESET
Figure 4: A partial set of rules for single-thread semantics of W
ctid = i ⟨V, `i⟩ αÐ→ ⟨V ′, `′i⟩⟨V, ctid, (. . . , `i, . . .)⟩ αÐ→ ⟨V, ctid, (. . . , `′i, . . .)⟩SEQ
ctid = i `i = lasti ctid′ ∈ {1, . . . , n} ∖ {i}⟨V, ctid, (. . . , `i, . . .)⟩ Ð→ ⟨V, ctid′, (. . . , `i, . . .)⟩THREAD END
stmt(`i) = lock(lk)/wait(cv)/wait not(cv)/yield
ctid = i ctid′ ∈ {1, . . . , n} `′i = succ(`)⟨V, ctid, (. . . , `i, . . .)⟩ Ð→ ⟨V, ctid′, (. . . , `′i, . . .)⟩ NSWITCH
Figure 5: Non-preemptive semantics
ctid′ ∈ {1, . . . , n}⟨V, ctid, (`1, . . . , `n)⟩ Ð→ ⟨V, ctid′, (`1, . . . , `n)⟩PSWITCH
Figure 6: Additional rule for preemptive semantics
channels. The semantics of the synchronization statements shown
in Fig. 4 is standard.
The semantics of assume, assume not, set and unset state-
ments are identical to that of wait, wait not, notify and reset
statements, respectively. Thus, assume(g) and assume not(g) ex-
ecute iff guard variable g equals 1 and 0, respectively. Statements
set(g) and unset(g) assign 1 and 0 to guard variable g, respec-
tively.
Concurrent semantics. A state of a concurrent program is given
by ⟨V, ctid, (`1, . . . , `n)⟩ where V is a valuation of all program
variables, ctid is the thread identifier of the currently executing
thread and `1, . . . , `n are the locations of the statements to be
executed next in threads T1 to Tn, respectively. Initially, all program
variables and ctid equal 0 and for each i ∈ [1, n] ∶ `i = firsti.
Non-preemptive semantics (Fig. 5). The non-preemptive semantics
ensures that a single thread from the program keeps executing using
the single-thread semantics (Rule SEQ) until one of the following
occurs: (a) the thread finishes execution (Rule THREAD END) or it
encounters a (b) yield, lock, wait or wait not statement (Rule
void open dev() {
1: while (*) {
2: if (open==0)
3: power up();
4: open:=open+1;
5: yield; } }
void open dev abs() {
1: while (*) {
2: r(open);
if (*)
3: w(dev);
4: r(open);
w(open);
5: yield; } }
Figure 7: Example procedure and its abstraction
lstmt ::= loc: stmt | lstmt; lstmt
stmt ::= r(var) | w(var) | if(*) lstmt else lstmt
| while(*) lstmt |
lock(lk_var) | unlock(lk_var) |
wait(c_var) | wait_not(c_var) |
notify(c_var) | reset(c_var) |
assume(g_var) | assume_not(g_var) |
set(g_var) | unset(g_var) |
goto loc | yield | skip
Figure 8: Syntax of Wabs
NSWITCH). In these cases, a context-switch is possible.
Preemptive semantics (Fig. 5, Fig. 6). The preemptive semantics
of a program is obtained from the non-preemptive semantics by
relaxing the condition on context-switches, and allowing context-
switches at all program points. In particular, the preemptive seman-
tics consist of the rules of the non-preemptive semantics and the
single rule PSWITCH in Fig. 6.
2.2 Abstract Concurrent Programs
For concurrent programs written in W communicating with exter-
nal system interfaces, it suffices to focus on a simple, data-oblivious
abstraction ([5]). The abstraction tracks types of accesses (read or
write) to each memory location while abstracting away their val-
ues. Inputs/outputs to an external interface are modeled as writes to
a special memory location (dev). Havocs become ordinary writes
to the variable they are assigned to. Every branch is taken non-
deterministically and tracked. Given C written in W , we denote byCabs the corresponding abstract program written in Wabs.
Example. We present a procedure open dev() and its abstraction
in Fig. 7. The function power up() represents a call to a device.
Abstract Syntax (Fig. 8). In the figure, var denotes all shared pro-
gram variables and the dev variable. Observe that the abstraction
respects the valuations of the lock, condition and guard variables2.
Abstract Semantics. As before, we first define the semantics ofWabs for a single-thread.
Single-thread semantics (Fig. 9.) The abstract state of a single
thread tid is given simply by ⟨`⟩ where ` is the location of the
statement in tid to be executed next. We define the flow graph and
successors for locations in the abstract program tid in the same way
as before. An abstract observable symbol is of the form: (tid , θ, `),
where θ ∈ {(read,v), (write,v),if,else,loop,exitloop}.
The symbol θ records the type of access to variables along with the
variable name ((read,v), (write,v)) and records non-deterministic
branching choices {if,else,loop,exitloop}. Fig. 9 presents
the rules for statements unique to Wabs; the rules for statements
common to Wabs and W are the same.
2 The purpose of the guard variables is to improve the precision of our
otherwise coarse abstraction. Currently, they are inferred manually, but
can presumably be inferred automatically using an iterative abstraction-
refinement loop. In our current benchmarks, guard variables needed to be
introduced in only three scenarios.
stmt(`) = r(v) `′ = succ(`)⟨`⟩ (tid,(read,v),`)ÐÐÐÐÐÐÐÐ→ ⟨`′⟩ READ
stmt(`) = w(v) `′ = succ(`)⟨`⟩ (tid,(write,v),`)ÐÐÐÐÐÐÐÐ→ ⟨`′⟩ WRITE
stmt(`) = if(∗) s1 else s2 `′ = succ1(`)⟨`⟩ (tid,if,`)ÐÐÐÐÐ→ ⟨`′⟩ IF1
stmt(`) = if(∗) s1 else s2 `′ = succ2(`)⟨`⟩ (tid,else,`)ÐÐÐÐÐÐ→ ⟨`′⟩ IF2
stmt(`) = while(∗) s `′ = succ1(`)⟨`⟩ (tid,loop,`)ÐÐÐÐÐÐ→ ⟨`′⟩ WHILE1
stmt(`) = while(∗) s `′ = succ2(`)⟨`⟩ (tid,exitloop,`)ÐÐÐÐÐÐÐÐ→ ⟨`′⟩ WHILE2
Figure 9: Partial set of rules for single-thread semantics of Wabs
Concurrent semantics. A state of an abstract concurrent program
is given by ⟨Vo, ctid, (`1, . . . , `n)⟩ where Vo is a valuation of
all lock, condition and guard variables, ctid is the current thread
identifier and `1, . . . , `n are the locations of the statements to be
executed next in threads T1 to Tn, respectively. The non-preemptive
and preemptive semantics of a concurrent program written inWabs
are defined in the same way as that of a concurrent program written
in W .
2.3 Executions and Observable Behaviours
LetW,Wabs denote the set of all concurrent programs inW ,Wabs,
respectively.
Executions. A non-preemptive/preemptive execution of a concur-
rent program C in W is an alternating sequence of program states
and (possibly empty) observable symbols, s0α1s1 . . . αksk, such
that (a) s0 is the initial state of C and (b) ∀j ∈ [0, k − 1], accord-
ing to the non-preemptive/preemptive semantics of W , we have
sj
αj+1ÐÐ→ sj+1. A non-preemptive/preemptive execution of a con-
current program Cabs inWabs is defined in the same way, replacing
the corresponding semantics of W with that of Wabs.
Given an execution pi, let obs(pi) denote the sequence of non-
empty observable symbols in pi.
Observable Behaviours. The non-preemptive/preemptive observ-
able behaviour of program C in W, denoted [[C]]NP /[[C]]P , is the
set of all sequences ω of non-empty observable symbols such that
ω = obs(pi) for some non-preemptive/preemptive execution pi of C.
The non-preemptive/preemptive observable behaviour of programCabs in Wabs, denoted [[Cabs]]NP /[[Cabs]]P , is defined similarly.
2.4 Program Correctness
We specify correctness of concurrent programs in W using three
implicit criteria, presented below.
Preemption-safety. Observable behaviours ω1 and ω2 of a programC in W are equivalent if: (a) the subsequences of ω1 and ω2 con-
taining only symbols of the form (tid ,in, k, t) and (tid ,out, k, t)
are equal and (b) for each thread identifier tid , the subsequences of
ω1 and ω2 containing only symbols of the form (tid ,havoc, k, x)
are equal. Intuitively, observable behaviours are equivalent if they
have the same interaction with the interface, and the same non-
deterministic choices in each thread. For setsO1 andO2 of observ-
able behaviours, we writeO1 ⊆ O2 to denote that each sequence inO1 has an equivalent sequence in O2.
Given a concurrent programs C and C′ in W such that C′ is
obtained by adding locks to C, C′ is preemption-safe w.r.t. C if[[C′]]P ⊆ [[C]]NP .
Deadlock-freedom. A state s of concurrent program C in W is a
deadlock state under non-preemptive/preemptive semantics if
(a) there exists a non-preemptive/preemptive execution from the
initial state s0 of C to s,
(b) there exists thread i such that `i ≠ lasti in s, and
(c) ¬∃s′: ⟨s⟩ αÐ→ ⟨s′⟩ according to the nonpreemptive/preemptive
semantics of W .
Program C inW is deadlock-free under non-preemptive/preemptive
semantics if no non-preemptive/preemptive execution of C hits a
deadlock state. In other words, every non-preemptive/preemptive
execution of C ends in a state with `1, . . . , `n = last1, . . . ,lastn.
We say C is deadlock-free if it is deadlock-free under both non-
preemptive and preemptive semantics.
Legitimacy of locking discipline. Let us first fix some notation for
execution steps of a concurrent program C in W:
• Let locktid,lk denote the single step execution of a lock(lk)
statement in thread tid :⟨(V, tid , (. . . , `tid , . . .)⟩ Ð→ ⟨V ′, tid , (. . . ,succ(`tid), . . .)⟩
where stmt(`tid) = lock(lk), V[lk] = 0 and V ′[lk] = tid .
• Similarly, let unlocktid,lk denote the single step execution of
an unlock(lk) statement in thread tid .
• Given an execution pi = s0α1s1 . . . αksk of C, let pi[ jÐ→] denote
the single execution step sj
αj+1ÐÐ→ sj+1 in pi.
Program C has legitimate locking discipline under non-preemptive/
preemptive semantics if for any nonpreemptive/preemptive execu-
tion pi of C, the following are true:
(a) Lock implies eventually (but not immediately after) unlock:∃i: pi[ iÐ→] = locktid,lk ⇒ ∃j > i + 1: pi[ jÐ→] = unlocktid,lk
(b) Unlock implies earlier (but not immediately before) lock:∃i: pi[ iÐ→] = unlocktid,lk ⇒ ∃j < i − 1: pi[ jÐ→] = locktid,lk
(c) No double locking:∃i, j: i < j, pi[ iÐ→] = locktid,lk and pi[ jÐ→] = locktid,lk⇒ ∃m: i + 1 <m < j − 1 and pi[mÐ→] = unlocktid,lk
(d) No double unlocking:∃i, j: i < j, pi[ iÐ→] = unlocktid,lk and pi[ jÐ→] = unlocktid,lk⇒ ∃m: i + 1 <m < j − 1 and pi[mÐ→] = locktid,lk
We say C has legitimate locking discipline if it has legitimate lock-
ing discipline under both non-preemptive and preemptive seman-
tics. semantics
3. Problem Statement and Solution Overview
3.1 Problem Statement
Given a concurrent program C in W such that C is deadlock-
free and has legitimate locking discipline under non-preemptive
semantics, and an objective function f ∶ W ↦ R, the goal is to
synthesize a new concurrent program C′ in W such that:
(a) C′ is obtained by adding locks to C,
(b) C′ is preemption-safe w.r.t. C,
(c) C′ is deadlock-free,
(d) C′ has legitimate locking discipline, and,
(e) C′ = arg minC′∈Wsatisfying (a)-(d) above f
3.2 Solution Overview
Our solution framework (Fig. 10) consists of the following main
components.
Reduction of preemption-safety to language inclusion [5]. To
ensure tractability of checking preemption-safety, we rely on the
abstraction described in Sec. 2.2. Observable behaviours ω1 and
Compute Cabs
Construct NPabsConstruct P′abs
Language
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Infer mutex constraints
Construct new P′abs:
enforce mutex constraints
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Figure 10: Solution Overview
ω2 of an abstract program Cabs in Wabs are equivalent if (a)
they are equal modulo the classical independence relation I on
memory accesses: accesses to different locations are independent,
and accesses to the same location are independent iff they are both
read accesses and (b) subsequences of ω1 and ω2 with symbols(tid , θ, `), θ ∈ {if,else,loop,exitloop}, are equal. Using this
notion of equivalence, the notion of preemption-safety is extended
to abstract programs.
Under abstraction, we model each thread as a nondeterministic
finite automaton (NFA) over a finite alphabet consisting of abstract
observable symbols. This enables us to construct NFAs NPabs and
P′abs accepting the languages [[Cabs]]NP and [[C′abs]]P , respec-
tively (Cabs is the abstract program corresponding to C and ini-
tially, C′abs = Cabs). It turns out that preemption-safety of C′ w.r.t.C is implied by preemption-safety of C′abs w.r.t. Cabs, which, in
turn, is implied by language inclusion modulo I of NFAs P′abs and
NPabs. NFAs P′abs and NPabs satisfy language inclusion modulo I
if any word accepted by P′abs is equivalent to some word obtain-
able by repeatedly commuting adjacent independent symbol pairs
in a word accepted by NPabs. While the problem of language inclu-
sion modulo an independence relation is undecidable [2], we define
and decide a bounded version of language inclusion modulo an in-
dependence relation3.
Inference of mutex constraints from generalized counterexam-
ples. If P′abs and NPabs do not satisfy language inclusion mod-
ulo I , then we obtain a counterexample cex and analyze it to infer
constraints on L(P′abs) for eliminating cex. Our counterexample
analysis examines the set nhood(cex) of all permutations of the
symbols in cex that are accepted by P′abs. The output of the coun-
terexample analysis is an hbformula φ — a Boolean combination
of happens-before or ordering constraints between events — repre-
senting all counterexamples in nhood(cex). Thus cex is general-
ized into a larger set of counterexamples represented as φ.
3 Our language inclusion procedure starts with an initial bound and itera-
tively increases the bound until it reports that the inclusion holds, or finds a
counterexample, or reaches a timeout
From φ, we infer possible locks-enforceable constraints onL(P′abs) that can eliminate all counterexamples satisfying φ.
The key observation we exploit is that common concurrency
bugs manifest as simple patterns of ordering constraints between
events. For instance, the pattern (tid1, θ1, `1) < (tid2, θ2, `2) ∧(tid2, θ′1, `′2) < (tid1, θ′2, `′1), indicates an atomicity violation
and can be rewritten as a mutual exclusion (mutex) constraint:
mutex(tid1.[`1 ∶ `′1], tid2.[`2 ∶ `′2]). Note that this mutex con-
straint can be easily enforced by a lock that protects access to the
regions `1 to `′1 in tid1 and `2 to `′2 in tid2. We refer the reader to
[12] for more details.
Automaton modification for enforcing mutex constraints. Once
we have the mutex constraints inferred from a generalized coun-
terexample, we can insert the corresponding locks into C′abs, re-
construct P′abs and repeat the process, starting from checking P′abs
and NPabs for language inclusion modulo I . This is a greedy it-
erative loop for synchronization synthesis and is undesirable (see
Sec. 1). Hence, instead of modifying C′abs in each iteration by in-
serting locks, we modify P′abs in each iteration to enforce the mutex
constraints on L(P′abs) and then repeat the process. We describe
the procedure for modifying P′abs to enforce mutex constraints in
Sec. 4.
Construction of global lock placement constraints. Once P′abs
and NPabs satisfy language inclusion modulo I , we formulate
global constraints over lock placements for ensuring correctness.
These global constraints include all mutex constraints inferred over
all iterations and constraints for enforcing deadlock-freedom and
legitimacy of lock placement. Any model of the global constraints
corresponds to a lock placement that ensures program correctness.
We describe the formulation of these global constraints in Sec. 5.
Computation of f -optimal lock placement. In our final component,
given an objective function f , we compute a lock placement that
satisfies the global constraints and is f -optimal. We then synthe-
size the final output C′ by inserting the computed lock placement
in C. We present various objective functions and describe the com-
putation of their respective optimal solutions in Sec. 6.
T1:
a1: w(v);
a2: r(x);
T2:
b1: r(v);
b2: if (*)
b3: w(v);
b4: r(x);
else
b5: r(x);
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b2
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Figure 11: Example: Mutex constraints and conflicts
4. Enforcing Mutex Constraints in P′
abs
To enforce mutex constraints in P′abs, we prune paths in P′abs that
violate the mutex constraints.
Conflicts. Given a mutex constraint mutex(tid1.[`1 ∶ `′1], tid2.[`2 ∶
`′2]), a conflict is a tuple (`prei , `midi , `posti , `cprej , `cpostj ) of location
identifiers satisfying the following: (a) `prei , `
mid
i , `
post
i are adjacent
locations in thread tid i for i ∈ [1,2], (b) `cprej , `cpostj are adjacent
locations in the other thread tid3−i, (c) `i ≤ `prei , `midi , `posti ≤ `′i
and (d) `j ≤ `cprej , `cpostj ≤ `′j . Intuitively, a conflict represents a
minimal violation of a mutex constraint due to the execution of a
statement in thread j between two adjacent statements in thread
i. The execution of each statement is represented using a source
location and a destination location.
Given a conflict c = (`prei , `midi , `posti , `cprej , `cpostj ), let pre(c) =
`prei , mid(c) = `midi , post(c) = `posti , cpre(c) = `cprej and cpost(c) =
`cpostj . Further, let tid1(c) = i and tid2(c) = j. Let C denote the
set of all conflicts derived from all mutex constraints in the current
loop iteration and let K = ∣C∣.
Example. We have an example program and its flow-graph in
Fig. 11 (we skip the statement labels in the nodes here). Suppose
in some iteration we obtain mutex(T1.[a1 ∶ a2],T2.[b1 ∶ last]).
This yields 2 conflicts: c1 given by (b1,b2,b3,a1,a2) and c2
given by (b2,b3,b4,a1,a2). On an aside, this example also illus-
trates the inadequacy of a greedy approach for lock placement. The
mutex constraint yields a lock lock(T1.[a1 ∶ a2],T2.[b1 ∶ last]).
This is not a legitimate lock placement; in executions executing the
else branch, the lock is never released.
Constructing new P′abs. Initially, NFA P′abs is given by the tuple(Sold,Σ ∪ {}, s0,old, Fold, Told), where (a) Sold is the set of states⟨V, ctid, (`1, . . . , `n)⟩ of the abstract program Cabs corresponding
to C, (b) Σ is the set of abstract observable symbols, (c) s0,old is
the initial state of Cabs, (d) Fold is the set of states in Cabs with
`1, . . . , `n = last1, . . . ,lastn and (e) Told ⊆ S × Σ × S is the
transition relation with (s,α, s) ∈ T iff s αÐ→ s′ according to the
abstract preemptive semantics.
To enable pruning paths that violate mutex constraints, we
augment the state space of P′abs to track the status of conflicts
c1, . . . , cK using four-valued propositions p1, . . . , pK , respec-
tively. Initially all propositions are 0. Proposition pk is incremented
from 0 to 1 when conflict ck is activated, i.e., when control moves
from `prei to `
mid
i along a path. Proposition pk is incremented from
1 to 2 when conflict ck progresses, i.e., when thread tid i is at `midi
and control moves from `cprej to `
cpost
j . Proposition pk is incremented
from 2 to 3 when conflict ck completes, i.e., when control moves
from `midi to `
post
i . Proposition pk is reset to 0 when conflict ck is
aborted, i.e., when thread tid i is at `midi and either moves to a loca-
tion different from `posti , or moves to `
post
i before thread tid j moves
from `cprej to `
cpost
j .
Example. In Fig. 11, c1 is activated when T2 moves from b1 to
b2; c1 progresses if now T1 moves from a1 to a2 and is aborted if
instead T2 moves from b2 to b3; c2 completes after progressing if
T2 moves from b2 to b3 and is aborted if instead T2 moves from
b2 to b5.
Formally, the new P′abs is given by the tuple (Snew,Σ ∪{}, s0,new, Fnew, Tnew), where:
(a) Snew = Sold × {0,1,2,3}C,
(b) Σ is the set of abstract observable symbols as before,
(c) s0,new = (s0,old, (0, . . . ,0)),
(d) Fnew = {(s, (0, . . . ,0)) ∶ s ∈ Fold} and
(e) Tnew is constructed as follows:
add ((s, (p1, . . . , pK)), α, (s′, (p′1, . . . , p′K))) to Tnew iff(s,α, s′) ∈ Told and for each k ∈ [1,K], the following hold:
1. Conflict activation:
if pk = 0, ctid = ctid′ = tid1(ck), `ctid = pre(ck) and
`′ctid = mid(ck), then p′k = 1,
2. Conflict progress:
else if pk = 1, ctid = ctid′ = tid2(ck), `tid1(ck) =
`′tid1(ck) = mid(ck), `ctid = cpre(ck) and `′ctid = cpost(ck),
then p′k = 2,
3. Conflict completion and state pruning:
else if pk = 2, ctid = ctid′ = tid1(ck), `ctid = mid(ck) and
`′ctid = post(ck), then p′k = 3; delete state (s′, (p′1, . . . , p′K))4,
4. Conflict abortion - tid1(ck) executes alternate statement:
else if pk = 1 or 2, ctid = ctid′ = tid1(ck), `ctid = mid(ck)
and `′ctid ≠ post(ck), then p′k = 0,
5. Conflict abortion - tid1(ck) executes before tid2(ck):
else if pk = 1, ctid = ctid′ = tid1(ck), `ctid = mid(ck)
and `′ctid = post(ck), `tid2(ck) = `′tid2(ck) = cpre(ck), then
p′k = 0
In our implementation, the new P′abs is constructed on-the-
fly. Moreover, we do not maintain the entire set of propositions
p1, . . . , pK in each state of P′abs. A proposition pi is added to
the list of tracked propositions only after conflict ci is activated.
Once conflict ci is aborted, pi is dropped from the list of tracked
propositions.
5. Global Lock Placement Constraints
We encode the global lock placement constraints for ensuring cor-
rectness as an SMT5 formula LkCons. Let L denote the set of all lo-
cation and Lk denote the set of all locks available for synthesis. We
use scalars x,x′, x1, . . . of type L to denote locations and scalars
lk, lk′, lk1, . . . of type Lk to denote locks. Let Pre(x) denote the
set of all predecessors in node x ∶ stmt(x) in the flow-graph of the
current abstract concurrent program C′abs. Let Call denote the set
of all conflicts derived from mutex constraints across all iterations.
We use the following Boolean variables in the encoding.
LoBef(x, lk) lock(lk) is placed just before x
LoAft(x, lk) lock(lk) is placed just after x ∶ stmt(x)
UnBef(x, lk) unlock(lk) is placed just before x
UnAft(x, lk) unlock(lk) is placed just after x ∶ stmt(x)
Order(lk, lk′) when nesting lk, lk′,
lock(lk) is placed before lock(lk′)
We describe the main constraints constituting LkCons below.
For illustrative purposes, we also present the SMT formulation for
some of these constraints. All constraints are over each x ∈ L and
lk ∈ Lk.
4 Our mutex constraints are in disjunctive normal form (CNF). Hence, in
our implementation, we track conflict completions and delete a state only
after the DNF is falsified.
5 The encoding of the global lock placement constraints is essentially a SAT
formula. We present and use this as an SMT formula to enable combining
the encoding with objective functions for optimization (see Sec. 6).
1. Define InLo(x, lk): x is protected by lk.
InLo(x, lk) = LoBef(x, lk) ∨ (¬UnBef(x, lk) ∧⋁
x′∈Pre(x)InLoEnd(x′, lk))
2. Define InLoEnd(x′, lk): x is protected by lk or lock(lk) is
placed after x.(InLo(x, lk) ∧ ¬UnAft(x, lk)) ∨ LoAft(x, lk)
3. All locations in the same conflict in Call are protected by the
same lock, without interruption.
4. Placing lock(lk) immediately before/after unlock(lk) is dis-
allowed.
UnBef(x, lk)⇒ (¬ ⋁
x′∈Pre(x)LoAft(x′, lk))
LoBef(x, lk)⇒ (¬ ⋁
x′∈Pre(x)UnAft(x′, lk))
5. Enforce the lock order.
6. No wait statements in the scope of synthesized locks.(⋁
cv
stmt(x) = wait(cv))⇒ ¬InLo(x, lk)
7. Placing both lock(lk) and unlock(lk) before/after x is disal-
lowed.(¬LoBef(x, lk) ∨ ¬UnBef(x, lk)) ∧(¬LoAft(x, lk) ∨ ¬UnAft(x, lk))
8. All predecessors must agree on their InLoEnd status.( ⋀
x′∈Pre(x) InLoEnd(x′, lk)) ∨( ⋀
x′∈Pre(x) ¬InLoEnd(x′, lk))
9. unlock(lk) can be placed only after lock(lk) has been placed.
UnAft(x, lk)⇒ InLo(x, lk)
UnBef(x, lk)⇒ ⋁
x′∈Pre(x) InLoEnd(x, lk)
10. No double locking.
11. No double unlocking.
Besides the above, LkCons includes constraints that account for
existing locks in the program. In particular, the lock order enforces
all synthesized locks to be placed after any existing lock (when
nesting). Further, LkCons also includes constraints enforcing uni-
formity of lock placements in loop bodies.
We have the following result.
Theorem 5.1. Let concurrent program C′ be obtained by inserting
any lock placement satisfying LkCons into concurrent program C.
Then C′ is guaranteed to be preemption-safe w.r.t. C, deadlock-free
and have legitimate locking discipline.
6. Optimizing Lock Placement
The global lock placement constraint LkCons constructed in Sec-
tion 5 often has multiple models corresponding to very different
lock placements. The desirability of these lock placements vary
considerably due to performance considerations. Hence, any com-
prehensive approach to synchronization synthesis needs to take into
account performance while generating the solution program.
Here, we present two types of objective functions to distinguish
between different lock placements, as well as accompanying opti-
mization procedures. These procedures take as input the global lock
placement constraints along with any auxiliary inputs required by
an objective function f and produce the lock placement that ensures
program correctness and is f -optimal.
The first category of objective functions consists of formal en-
codings of various syntactic “rules of thumb” (such as minimality
of critical sections) used by programmers, while the second cate-
gory is based on building a performance model based on profiling.
The second category is less widely applicable than the first, but also
corresponds more closely to real performance on a machine.
6.1 Syntactic optimization
We say that a statement stmt in a concurrent program C is pro-
tected by a lock lk if InLo(stmt, lk) is true. We define two syntac-
tic objective functions as follows:
1. Coarsest locking. Under this objective function, a program C1
is considered better than C2 if the number of lock statements inC1 is fewer than in C2. Among the programs having the same
number of lock statements, the ones with the fewest statements
protected by any lock are considered better. Formally, we can
define Coarse(Ci) to be λ +  ⋅ Minimal(Ci) where λ is the
count of lock statements in Ci, Minimal(Ci) is the count of
statements in Ci that are protected by any lock and  is given by
1
2k
where k is the total number of statements in Ci.
2. Finest locking. This objective function asks for maximum pos-
sible concurrency, i.e., it asks to minimize the number of pairs
of statements from different threads that cannot be executed to-
gether. Formally, we define Fine(Ci) to be the sum over pairs
of statements stmt1 and stmt2 from different threads that can-
not be executed at the same time, i.e., are protected by the same
lock.
A note on usage. Neither of the objective functions mentioned
above are guaranteed to find the optimally performing program in
all scenarios. It is necessary for the programmer to judge when each
criterion is to be used. Intuitively, coarsest locks should be used
when the cost of locking operations is relatively high compared
to th cost of executing the critical sections, while the finest locks
should be used when locking operations are cheap compared to the
cost of executing the critical sections.
Optimization procedure. The main idea behind the optimization
procedure for the above syntactic objective functions is to build an
instance of the MaxSMT problem using the global lock placement
constraint LkCons, such that (a) Every model of LkCons is a model
for the MaxSMT problem; and (b) the cost of each model for
the MaxSMT problem is the cost of the corresponding locking
scheme according to the chosen objective function. The optimal
lock placement is then computed by solving the MaxSMT problem.
A MaxSMT problem instance is given by ⟨Φ, ⟨(Ψ1,w1), . . .⟩⟩
where Φ and Ψi’s are SMT formulae and the ci’s are real numbers.
The formula Φ is called the hard constraint, and each Ψi is called
a soft constraint with wi being its associated weight. Given an
assignment V of variables occurring in the constraints, its cost is
defined to be ∑i∣V /⊧Ψi wi. The objective of the MaxSMT problem
is to find a model that satisfies Φ while having the minimal cost.
In the following, we write InLo(stmt) as a short-hand for⋁lk InLo(stmt, lk). For each of the above objective functions, the
hard constraint for the MaxSMT problem is LkCons and the soft
constraints and associated weights are as specified below:
• For the coarsest locking objective function, the soft con-
straints are of three types: (a) LoBef(stmt) with weight 1,
(b) LoAft(stmt) with weight 1, and (c) ¬InLo(stmt) with
weight , where  is as defined above.
• For the finest locking objective function, the soft constraints
are given by⋀lk ¬InLo(stmt, lk)∨¬InLo(stmt′, lk), for each
pair of statements stmt and stmt′ from different threads. The
weight of each soft constraint is 1.
Theorem 6.1. For each of the three syntactic objective functions,
the cost of the optimal program is equal to the cost of the model for
the corresponding MaxSMT problem obtained as described above.
6.2 Performance profiling-based optimization
We first present the performance model for a very restricted set-
ting. The target use case of this performance model is for high-
performance work-sharing code as present in servers or database
management systems. In such systems, it is usually the case that
there are as many worker threads as there are cores in the CPU
with each thread executing the same code. We build the perfor-
mance model based on this execution model. We also assume that
the synthesizer is allowed to introduce at most one lock variable,
which may be taken and released multiple times by each thread
during its execution, i.e., the various programs the synthesizer can
synthesize differ only in the granularity of locking. We later show
how this assumption of only one lock variable can be removed.
Execution model. To formally define the parameters that our per-
formance model depends on, we first need to understand and de-
fine the characteristics of the execution model. The “average” time
taken to execute a concurrent program depends on a wide variety of
factors (e.g., underlying hardware platform, distribution of inputs,
and scheduler). Here, we list a number of assumptions we make
about these factors:
• Usage and scheduling models. We assume that under intended
usage of the program, program inputs are drawn from a proba-
bility distribution and further, that the expected running time of
the program is finite. We also assume that the system scheduler
is oblivious, i.e., does not make scheduling choices based on
the actual values of variables in the program. This is a reason-
able assumption for most systems. Note that neither the input
probability distribution, nor the system scheduler needs to be
formally modelled or known–all we require is the ability to ob-
tain “typical” inputs and run the program.
• Architecture model. First, we assume a “linear” execution
model in each core of the processor. Informally, this means
that the cost of executing a block of code followed by another
is roughly equal to the sum of costs of executing the blocks in-
dividually. This assumption is not strictly true in most modern
processors due to out-of-order and pipelined execution. How-
ever, this effect is usually minor and localized when the two
blocks of code are of sufficient size.
• Locking model. We model the cost of acquiring a lock as a func-
tion of the contention for the lock, i.e., the number of threads
waiting to acquire the lock. We denote by tl(k) the average
cost of acquiring a lock when k threads are waiting. Note that
tl(k) does not include the time spent waiting for the lock to be-
come available, but only the cost of the steps for acquiring the
lock in the lock implementation, including cost of any system
calls, inter-thread communication, etc. We extend the domain
of tl(k) from k ∈ N to k ∈ R≥0 by smoothly interpolating be-
tween the integers. For most lock implementations, tl(k) is low
when only one thread is attempting to acquire a lock, i.e., k ≈ 1
and is much larger when k >> 1.
To measure tl(k), we run a concurrent program both with
and without locks under different contentions. The difference
between the times gives us an estimate of the locking cost.
Note that these values need to be measured only once for each
computing platform.
Performance parameters. Given a fixed usage model and sched-
uler, our performance model predicts the performance of a con-
current program based on several parameters of the program. Intu-
itively, fixing a usage model and a scheduler gives us a probability
distribution over the executions of the program, and program pa-
rameters are then defined as the expected values of random vari-
ables over this probability distribution. Here, we define these pa-
rameters informally.
• Contention. We define the contention for a set of statements S
as the average number of threads executing statements from S
over time where we only consider time points when at least one
thread is executing some statement in S. We say that a thread
is executing a lock statement even when it is waiting to acquire
the lock. We usually denote contention using κ.
• Cost. The cost of a set of statements S is defined as the expected
time spent per execution in executing statements from S. We
usually denote this parameter using lower case tc.
• Lock acquisitions. The number of lock acquisitions is the ex-
pected number of lock statements executed per execution by
all the threads combined. We usually denote this parameter us-
ing ν.
The performance model. First, note that the performance model is
a statistical model and is not formally guaranteed to always pre-
dict correctly which program performs better. Like any statistical
model, the suitability of the model is to be tested by experiment
(this is done Sec. 7).
The execution time of a program can roughly be split into three
parts: (a) time taken to execute the lock-free code; (b) time taken
to acquire locks; and (c) time spent waiting to acquire locks. In
our model, (a) is obtained (by profiling) as the cost tc of the rel-
evant sections of code, and (b) is obtained as the number of lock
acquisitions multiplied by the cost ν of acquiring a lock. The most
important parameter that goes into predicting (c) is contention κ
for the critical sections, i.e., how many other threads are trying to
execute the critical sections. The most complex part of our model
is the equation we use to predict contention using the other param-
eters. Our performance model is first constructed by measuring the
above parameters (contention, cost, and, locks acquisitions) for the
solution program CC corresponding to the coarsest lock placement
(see Section 6.1).
Let S be the set of all statements protected by any lock in CC .
We denote the contention for S, the cost of S, and lock acquisitions
in CC by κ, tc, and ν. Now, consider a solution program CR where
the lock placement is a refinement of the coarsest lock placement,
i.e., every statement is protected by a lock in CR is also protected
by a lock in CC . Let S′ be the set of statements protected by any
lock in CR; we have that S′ ⊆ S. Let the cost of the S′ and the lock
acquisitions in CR be tc′ and ν′. Our performance model predicts
that the contention for the new critical sections to be κ′ where:
κ′ = 1 + (κ − 1) ⋅ Avg. time taken by one thread to execute S′
Avg. time taken by one thread to execute S
Intuitively, when a thread is executing S′, on an average there are
κ−1 threads executing the coarser critical section as the contention
for S is κ. For these κ − 1 threads executing S, we approximate
the probability of each executing S′ to be the fraction of time each
thread spends in S′.
The average time taken by a thread to execute S in CR can be
written as the sum of the times taken to execute S′ and S∖S′. Now,
S ∖ S′ consists of only unprotected statements which each thread
can execute independently. Therefore, its cost is approximated as(tc − tc′). We model the average time to execute S′ as (tc′ +
ν′ ∗ tl(κ′)) ∗ max(κ′ − 0.5,1). Intuitively, (a) tc′ is the cost of
executing S′ in the absence of other threads, (b) ν′ ∗ tl(κ′) is the
cost of acquiring the ν′ locks; and (c) the factor κ′ − 0.5 arises as
each thread has to wait for κ′ others to finish executing the critical
sections on an average. The 0.5 correction term arises from a more
careful analysis of what part of the critical section each thread is
executing. Hence, we get the following expression for contention:
κ′ = 1+(κ−1)⋅ (tc′ + ν′ ∗ tl(κ′)) ∗max(κ′ − 0.5,1)(tc − tc′) + (tc′ + ν′ ∗ tl(κ′)) ∗max(κ′ − 0.5,1)
(1)
The rating given by the performance model to the program CR
is defined to be the average time taken for a thread to execute.
Formally, we define
PerfModel(CR) = (tc−tc′)+(tc′+ν′∗tl(κ′))∗max(κ′−0.5,1)
(2)
As PerfModel(CR) is dependent only on tc′ and ν′, we abuse
notation by writing PerfModel(tc′, ν′) instead of PerfModel(CR).
Profiling model parameters. Here, we show how to profile CC to
obtain κ, tc and ν. Further, we also measure some finer grained
statistics so that tc′ and ν′ can be constructed for all CR with finer
lock placements.
In practice, profiling code to measure execution times often
changes the time taken to execute the code. This effect is larger
the smaller the size of the code being profiled. Therefore, it is not
practically possible to accurately measure the time take to execute
a single statement. Hence, we divide the program into blocks of
single-entry multi-exit pieces of code. While these blocks can be
chosen arbitrarily, in practice, we heuristically choose blocks such
that they are likely to either be completely contained in a critical
section, or completely outside a critical section. This can be done
by choosing the block boundaries to be in code which is “unin-
teresting” for concurrency. For each statement stmt, let b(stmt)
represent the block it belongs to.
Let CC be the correct program with the coarsest possible locks
obtained from the optimization procedure in Section 6.1 and let S
be the set of statements protected by a lock in CC . We perform
several kinds of profiling on CC to obtain the following.
• Frequency measurement. The number of times each statement
stmt is executed in each run is recorded, and these numbers are
averaged over the runs to obtain freq(stmt). The frequencies
will be used to obtain the average number of lock acquisitions
for any given lock placement, i.e., the parameter ν′.
• Timing measurement. For each block block, the amount of time
spent executing the block in each run is measured, and these
times are averaged over the runs to obtain cost(block). The
cost of the S is approximated as∑block∩S≠∅ cost(block). The
block costs will be similarly used to obtain the average cost of
the critical sections for any given lock placement.
• Contention measurement. We measure the contention for S as
follows: while the program is being executed, it is interrupted
at various points and the number of threads executing S is
recorded. Of these samples, the ones having no threads execut-
ing S are eliminated and the rest of the samples are averaged to
get the contention κ.
Note that each of these measurements is performed on different
profiling runs as each measurement can interfere with the others.
Now, given CR, S, and S′ as in the previous paragraph, we
approximate tc′ and ν′ as follows:
• The cost of S′ is obtained by summing the cost of all blocks
which are contained in S′, i.e., tc′ = ∑block∩S′≠∅ cost(block).
If the blocks are chosen such that each block is either com-
pletely contained in S′ or completely outside S′, this approxi-
mation of tc′ is precise. Note that obtaining tc′ by simply sum-
ming up the block costs uses the assumption that the execution
model is linear.
• The average number of lock acquisitions ν′ is obtained by
summing the frequencies of all statements which immediately
follow a lock statement, i.e., ν′ = ∑stmt freq(stmt), where
stmt ranges over statements following lock statements.
Obtaining the optimal program. First, we describe how to extend
the global lock placement constraint LkCons with additional vari-
ables tc′ and ν′ that represent the cost of critical sections and av-
erage number of lock acquisitions. Further, we introduce auxiliary
variables bi to represent whether blocki ∩ S′ ≠ ∅ and variables
tstmt to represent if stmt is the first statement following a lock
statement. Now, we can constrain tc′ as follows:⋀
stmt
InLo(stmt) Ô⇒ b(stmt)
tc′ =∑
i
(if(bi) then ⟨cost(blocki)⟩ else 0)
Similarly, for average lock acquisitions ν′, we have:⋀
stmt
⋁
lk
LoBef(stmt, lk) Ô⇒ tstmt
ν′ = ∑
stmt
(if(tstmt) then ⟨freq(stmt)⟩ else 0)
In the above constraints, ⟨cost(blocki)⟩ and ⟨freq(stmt)⟩ are
not symbolic expressions, but the concrete values measured by
profiling. We denote the formula obtained by taking the conjunction
of LkCons and the above constraints as L̂kCons.
We now present a procedure to generate the optimal lock place-
ment according to the performance model. Intuitively, we solve
Equations 1 and 2 numerically to obtain the PerfModel rating for
for the full range of values for tc′ and ν′ to build a map from tc′
and ν′ values to PerfModel values. Then, using an SMT solver, we
search for lock placements for which the tc′ and ν′ values fall in
the neighbourhood of minima in this map.
Formally, we define a region Reg to be an expression of the
form tc1 ≤ tc′ ≤ tc2 ∧ ν1 ≤ ν′ ≤ ν2 where tc1, tc2, ν1, ν2 ∈ R.
We define w(Reg) and h(Reg) to be tc2 − tc1 and h(Reg) =
ν2 − ν1, respectively. For each rectangle, we define the query
UniquePerformance(Reg) to return true if and only if all models
of LkCons ∧Reg have the same values for tc′ and ν′.
Algorithm 1 presents a procedure to find the model of L̂kCons
corresponding to the lock placement with the minimal PerfModel
value. It takes the following additional parameters: (a) ∆1 and ∆2
which bound the rate of change of PerfModel(tc′, ν′) with respect
to tc′ and ν′, and (b) a shattering parameter k. Any integer k > 1
can be passed as the shattering parameter without affecting the
correctness of the algorithm–in practice, we use k = 10. In practice,
the bounds ∆1 and ∆2 can be approximated numerically.
The algorithm proceeds by building a set of concrete points
placed at regular intervals across the full space of values of tc′
and ν′, and computing PerfModel(tc′, ν′) for these points. Note
that these concrete points do not necessarily correspond to models
of L̂kCons, but they will be used to guide the search for optimal
models. We ask the SMT solver to generate models in the region
containing the best concrete point.
The full space (and the initial region) is given by (0 ≤ tc′ ≤
tc) ∧ (0 ≤ ν′ ≤ νmax) where νmax is ∑stmt freq(stmt). In
each step, the region Reg into which the concrete point with the
minimum PerfModel value belongs to is picked. If Reg does not
contain a model, i.e., no locking scheme has tc′ and ν′ in Reg , it is
deleted; further, all concrete points falling intoReg are also deleted.
If the region does contain a model and the model’s PerfModel
value is less than the minimum, we record the minimum and the
model. Further, we eliminate all other regions where all points
have performance values larger than the current minimum. To do
this, the algorithm first picks the concrete point with the lowest
PerfModel values in each region and subtracts from this value the
height and width of the region multiplied by parameters ∆1 and
∆2. If this value is greater than Min , the region is removed. Note
that ∆1 ⋅w(Reg ′)+∆2 ⋅h(Reg ′) is maximum possible variation of
the PerfModel function within the region Reg ′ as ∆1 and ∆2 are
upper bounds for ∣ ∂PerfModel
∂tc′ ∣ and ∣ ∂PerfModel∂ν′ ∣.
As the last part of the step, if the region contains more models
with distinct tc′ and ν′, we shatter the region, i.e., replace the
region with k2 smaller sub-rectangles of equal size. For these new
regions, for every region that does not contain a concrete point, we
pick a concrete point from the region and add it to Pts.
Algorithm 1 Searching of the optimal program
Require: Global lock placement constraint L̂kCons
Require: Performance model parameters tc, νmax
Require: Shattering parameter k > 1 ∈ N
Require: Upper bounds ∆1 and ∆2 on the partial derivatives∣ ∂PerfModel
∂tc′ ∣ and ∣ ∂PerfModel∂ν′ ∣
Ensure: Minimal model Model of L̂kCons
Pts← {(tc′, ν′,PerfModel(tc′, ν′))∣(0 ≤ tc′ = tc⋅k1
2k
≤ tc) ∧(0 ≤ ν′ = νmax ⋅k2
2k
≤ νmax) for k1, k2 ∈ N }
InitRegion← (0 ≤ tc′ ≤ tc) ∧ (0 ≤ ν′ ≤ νmax)
Regions← {InitRegion}
Min ←∞;Model ← None
while Regions ≠ ∅ do
Reg ← GetRegion(GetMinimum(Pts))
Regions← Regions ∖ {Reg}
if L̂kCons ∧Reg is not satisfiable then
Pts← Pts ∖ {Pt∣Pt ∈ Reg}
continue
M ← GetModel(L̂kCons ∧Reg)
if Min > PerfModel(M[tc′],M[ν′]) then
Min ← PerfModel(M[tc′],M[ν′])
Model ←M
if ¬UniquePerformance(Reg) then
Regs ← Regs ∪ Shatter(Reg)
for Reg ′ ∈ Regs do
if /∃ (tc′, ν′, p) ∈ Pts ∶ (tc′, ν′) ∈ Reg ′ then
Pick (tc′, ν′) ∈ Reg
Pts← Pts ∪ {(tc′, ν′,PerfModel(tc′, ν′))}
for Reg ′ ∈ Regs do
if ∀(tc′, ν′, p) ∈ Pts ∶ (tc′, ν′) ∈ Reg ′∧(p −∆1 ⋅w(Reg ′) −∆2 ⋅ h(Reg ′)) >Min then
Regions← Regions ∖ {Reg ′}
Pts← Pts ∖ {Pt∣Pt ∈ Reg ′}
return Model
Theorem 6.2. If L̂kCons is satisfiable, Algorithm 1 returns the
model corresponding to the lock placement that yields the optimal
program as per the objective function PerfModel.
Extension to multiple locks. The performance model presented
above is for the case where only lock variable is used. However, it
can be easily extended to multiple locks by defining separate con-
tention variables for different critical section protected by different
locks. Equation 1 is replaced by multiple equations for contention
for each lock lk where, again, the denominator corresponds to the
average time a thread spends executing the coarse grained critical
section, and the numerator corresponds to the average time a thread
spends executing the critical section protected by lk.
7. Implementation and Evaluation
Implementation
We implemented the optimal lock placement technique, de-
scribed above, in a tool called O-LISS. O-LISS is based on the
open source LISS synthesis tool [5]. LISS uses language-inclusion-
based conflict detection in conjunction with data-oblivious abstrac-
tion, and implements a greedy algorithm for lock placement. We
replaced the greedy algorithm with the optimal lock placement al-
gorithm. In addition, LISS does not guarantee deadlock freedom of
synthesized solutions, whereas our constraint-based synthesis algo-
rithm does.
O-LISS is comprised of 5400 lines of C++ code, including 775
lines that implement the optimal lock placement procedure. It uses
Z3 version 4.4.1 (unstable branch) as MaxSMT solver. We use
Clang/LLVM 3.6 for parsing and generating C code. In particular,
we rely on the Clang’s rewriter to insert text into the original source
file. This has the advantage that the output file preserves original
source file content and formatting.
Benchmarks
We evaluate O-LISS using two benchmarks. The first bench-
mark, proposed by the LISS project, is based on the Linux driver
for the TI CPMAC Ethernet controller device [5]. To the best of our
knowledge, this benchmark represents the most complex synchro-
nization synthesis case study, based on real-world code, reported in
the literature. The CPMAC benchmark is a bug fixing benchmark—
most synchronization code is already in place in the driver; however
preemption safety may be violated due to missing locks. The goal
of synthesis is to detect and automatically correct such defects.
In our experiments we focus on the quality of synthesized code:
out of multiple correct solutions we would like to pick one that is
consistent with the user-preferred locking strategy. This can be for-
malized as an optimal synthesis problem. The two locking strate-
gies used in device drivers in practice are fine-grained and coarse-
grained locking. The former requires placing as few statements
as possible inside locks and using different locks to protect inde-
pendent operations. This strategy is used in conjunction with low-
overhead spin locks and is particularly useful for protecting data
accessed by interrupt handler functions, as waiting inside an inter-
rupt handler can severely degrade the overall system performance.
The coarse locking strategy is used to protect non-performance-
critical operations, where code clarity is more important than par-
allelizability. These strategies correspond to the Coarse and Fine
optimization criteria defined in Section 6.1.
Our second benchmark explores a very different scenario where
we would like to synthesize locking for a complete program mod-
ule rather than fix defects in existing lock placement. Furthermore,
optimal locking strategy in this benchmark depends on the hard-
ware platform and workload and can only be obtained using the
dynamic cost model described in Section 6.2. We envisage a usage
model where the developer ships a version of software for a non-
preemptive scheduler, and lock placement is synthesized as part of
the software integration process with the help of profiling data col-
lected for a particular target platform and workload.
Specifically, we consider the memcached in-memory key-value
store server version 1.4.5 [14]. The core of memcached is a non-
reentrant library of store manipulation primitives. This library is
wrapped into the thread.c module that implements a thread-safe
API used by server threads. Each API function performs a sequence
of library calls protected with locks.
Table 1 summarizes our benchmarks in terms of the number
of lines of code and the number of concurrent threads in each
benchmark. We consider six variants of the CPMAC driver, five
containing different concurrency-related defects and one without
defects.
Evaluation
Our experiments aim to evaluate three main properties of the
optimal synthesis procedure: (1) efficiency of the synthesis algo-
rithm, (2) correctness and (3) quality of synthesized lock place-
ment. Table 1 reports on the efficiency of the algorithm by showing
the time spent (1) analyzing the input program and computing the
set of conflicts, (2) synthesizing a lock placement without an ob-
jective function, i.e., by solving the set of hard constraints only,
and (3) computing optimal lock placement for coarse-grained and
fine-grained objective functions and, for the memcached bench-
Name LOC Threads
Time (s) Memory
(MB)
Conflict Objective function
analysis None Coarse Fine model-
based
cpmac.bug1 1275 5 6.0 0.21 1.59 1.13 - 156
cpmac.bug2 1275 5 150.4 0.80 63.0 41.37 - 1210
cpmac.bug3 1270 5 11.2 0.56 16.18 9.64 - 521
cpmac.bug4 1276 5 107.4 0.59 10.54 6.50 - 5392
cpmac.bug5 1275 5 137.3 0.57 11.03 7.67 - 3549
cpmac.correcta 1276 5 2.1 - - - - 114
memcached 294 2 49.51 0.685 6.205 2.10 23.0 114
a bug-free example (O-LISS stops after checking preemption safety)
Table 1: Benchmarks.
mark only, the objective function based on performance model. It
also shows the peak memory consumption of O-LISS, which is in
all cases reached during anti-chain-based language inclusion check.
All measurements were done on an Intel core i5-3320M laptop with
8GB of RAM. In all experiments, synthesis completed within a few
minutes or less. Importantly, the added cost of optimal lock place-
ment is modest compared to the analysis step.
Next, we evaluate correctness of synthesized lock placement. In
all examples, O-LISS enforced both preemption equivalence and
deadlock-freedom of the synthesized solution. In contrast, previ-
ous tools, including LISS, may introduce deadlocks during synthe-
sis. This is not just a theoretical possibility: in one of the examples
(cpmac.bug2), LISS synthesizes a solution that contains a dead-
lock. While LISS is able to detect such deadlocks, it leaves it to the
user to fix them.
Next, we focus on the quality of synthesized solutions. Ta-
ble 2 compares the implementation synthesized using each objec-
tive functions in terms of (1) the number of locks used in synthe-
sized code, (2) the number of lock and unlock statements generated,
and (3) total number of program statements protected by synthe-
sized locks.
Interestingly, even though in CPMAC benchmarks we start with
a program that has most synchronization already in place, different
objective functions produce significantly different results in terms
of the size of synthesized critical sections and the number of lock
and unlock operations guarding them: the fine-grained objective
synthesizes smaller critical sections at the cost of introducing a
larger number of lock and unlock operations. The implementation
synthesized without an objective function is clearly of lower qual-
ity than the optimized versions: it contains large critical sections,
protected by unnecessarily many locks.
Finally, we evaluate the profiling-based synthesis method on
the memcached benchmark. The key question here is whether the
performance model built using profiling data accurately predicts
program performance for various lock placements and, hence, leads
to a synthesized implementation with optimal performance.
Preliminary analysis showed that the high-level structure of the
benchmark resembles the program in Figure 1: each memcached
operation consists of several phases that access the shared data
store and must be locked to enforce atomicity. In between atomic
sections, the lock can be safely dropped; however in most cases this
does not make sense, as the lock must be re-acquired after a few
statements. The only exception is the store update operation where
two atomic sections are separated by a memory copy operation
between two thread-local variables, where the size of data copied
is equal to the size of the new data item written to the store. If the
average item size is large enough, then the performance gain due
to unlocking the copy operation and running it concurrently with
other threads outweighs the overhead of the extra lock operations.
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Figure 12: Precision of the statistical model.
Thus, the benchmark effectively allows two valid lock place-
ments: the coarse grained placement, which in this case locks the
entire body of the server loop, and a finer-grained version that
drops the lock during the copy operation. The choice of the opti-
mal placement depends on the average data item size. In a real-
world scenario, this depends on the kind of data stored in the given
memcached installation, e.g., microblog entries, email messages,
or high-resolution images.
In order to construct a performance model for the memcached
benchmark, we developed an artificial workload that generates a
randomized sequence or read, write, and update requests to mem-
cached, parameterized by the average item size. We pick 12 differ-
ent parameter values, ranging from 32 to 65,536 bytes and for each
of them measure model parameters following the methodology out-
lined in Section 6.2: we break the program into blocks and measure
tl, κ, tc, ν, and, for each block, cost(block). All measurements
were done on a quad-core Intel Core i7-3520M machine, running
one server thread per core, which is the standard memcached con-
figuration. All steps of the synthesis process, including profiling,
MaxSMT constraint generation and lock placement in the source
code are automated, with the exception of program decomposition
into blocks (Section 6.2), which is currently done manually, but can
be readily automated.
We evaluate our statistical model by extracting predicted per-
formance of the finer-grained lock placement for different pa-
rameter values and comparing it against actual measured perfor-
mance. More precisely, we measure predicted and actual speed-
up due to finer-grained locking relative to coarse-grained locking:
PerfModel(CC)/PerfModel(CR). We plot the results in Figure 12.
Values less than 1 mean that coarse locking performs better than
finer locking; conversely, values > 10 .
In all cases, predicted performance is close to the actual perfor-
mance. In 8 out of 11 data points, both lines are either above or
below 1, and the lock placement synthesized by O-LISS for these
parameter values is indeed optimal.
Name
No objective Coarse Fine
locks locks/
unlocks
protected
instr
locks locks/
unlocks
protected
instr
locks locks/
unlocks
protected
instr
cpmac.bug1 2 6/6 11 1 3/3 11 1 3/3 9
cpmac.bug2 2 22/23 119 1 4/4 98 1 6/7 95
cpmac.bug3 1 4/4 29 1 2/3 29 1 5/6 28
cpmac.bug4 4 16/16 53 1 4/4 53 1 6/6 26
cpmac.bug5 3 15/15 30 1 4/4 30 1 5/5 30
memcached 2 5/5 26 1 1/1 28 1 2/2 24
Table 2: Lock placement statistics: the number of synthesized lock variables, lock and unlock statements, and the number of abstract
statements protected by locks for different objective functions.
These encouraging results experimentally justify our statistical
performance model and the overall synthesis approach based on a
combination of static program analysis and runtime profiling.
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