Abstract Statistical properties of the horizontal to vertical spectral ratios (HVSR) applied to noise recording are analyzed in order to define optimal strategies for numerical processing and identification of possible artifacts. To this purpose, two time series have been analyzed: one constituted by environmental seismic noise in the presence of a genuine physical signal and one relative to pure instrumental noise, both obtained with the same experimental apparatus. By means of suitable statistics, some guidelines for the HVSR analysis are provided. A statistical test proposed by Albarello (2001) for the identification of artifacts in the HVSR function has been analyzed and invalidated.
Introduction
Seismic noise is the result of a wide range of processes of both natural and artificial origin (Bard, 1999) . This makes noise an essentially stochastic phenomenon, having an unpredictable amplitude at a particular time and location (Okada, 2003) . Despite this, some statistical features can be determined, which appear to be essentially time-independent. One of these features is the average ratio of the horizontal and vertical spectral amplitudes of the noise (HVSR). It has been observed that the HVSR is nearly independent of the noise sources, and strictly dependent upon the acoustic properties of the subsoil. In particular, some authors (Nogoshi and Igarashi, 1971; Nakamura, 1989) have suggested that the maxima of HVSR could be used to estimate the fundamental resonance frequency of a soft sedimentary layer overlying a stiff bedrock (e.g., Bard, 1999) . This makes the HVSR technique of great potential interest for seismic microzonation and structural studies (e.g., Bard, 1999 and references therein) .
Many theoretical and practical aspects of this methodology still require more thorough investigation, and this justifies the skepticism of many researchers about the results of the HVSR technique. Recently, researchers have mainly focused their attention on understanding the basic physical process of this survey technique (e.g., SESAME Project, report WP08, 2003) . Among a number of articles on this topic, Bard (1999) and other authors (e.g., Nogoshi and Igarashi, 1971; Lachet and Bard, 1994; Tokimatsu, 1997; Konno and Ohmachi, 1998) agree, in particular on the close relationship between the HVSR and the ellipticity of Rayleigh waves. However, less attention has been devoted to evaluate experimental procedures and statistical properties of HVSR estimates. For example, erroneous experimental procedures could be responsible for artifacts in the HVSR that may be erroneously interpreted as genuine physical phenomena (Albarello, 2001 ). Due to the stochastic nature of environmental noise, such artifacts could be difficult to recognize by the simple inspection of HVSR patterns, making mandatory the definition of specific and reliable processing tools to eliminate, or at least reduce, this problem. An attempt in this direction was carried out by Albarello (2001) , who proposed a statistical protocol able to identify in the HVSR curve maxima that are probably due to purely stochastic fluctuation in the measured noise. However, despite its apparent robustness, this test needed to be tested using a large data set. For this reason, it has been applied to a large set (337 sites) of environmental seismic noise (hereafter ESN) measurements carried out in the Cologne area (Parolai et al., 2001) . The fundamental resonance frequencies estimated by Parolai et al. (2001) are consistent with those obtained independently by D. Hollnack (2001, personal comm.) and Tyagunov et al. (2005) by using available geological and geophysical information for the area. The results of the test (Albarello, 2001) , considering the whole data set, indicated as suspect 50% of the peaks (in most of the cases HVSR showed only one peak) that were supposed to indicate the fundamental resonance frequency of the sites. This empirical evidence suggested that Albarello's test may provide overly conservative results.
To investigate the reasons behind this unexpected behavior and the tightly related statistical properties of the HVSR estimates, the sampling properties of HVSR should be determined both for the case where it results from the genuine physical properties of the noise and when it is due to purely stochastic fluctuations (e.g., instrumental noise in the absence of natural signals). Therefore, in this article we perform a comparative statistical analysis of two experimental time series both recorded with the same instrument (PDAS Teledyne Geotech; Mark L4 C 3D). The first time series corresponds to the monitoring of ESN carried out in the Cologne (Germany) area. The experimental setting and results are described by Parolai et al. (2001 Parolai et al. ( , 2004 . In particular, we consider the recordings at one station, K25 (Parolai et al., 2004) , for which the HVSR curves calculated at different times are characterized by a remarkable stability in shape and peak amplitudes. For this reason, the maximum peak in the HVSR of ESN at this station can be safely related to a genuine physical process, such as the polarization of Rayleigh waves traveling in the area. The second time series was obtained by the same instrument used for ESN monitoring by removing the sensor and replacing it with a resistor of similar resistance. In this way, a time series of pure instrumental random noise (IRN hereafter) was obtained. These two series are the end members of possible experimental situations, ranging from the best to the worse noise-to-signal ratio.
The article is divided in two parts. In the first part, a systematic study of the effects induced on the estimated HVSR function by adopting different processing procedures is carried out by considering the ESN time series. For this purpose, suitable statistics are defined to evaluate the quality of the resulting HVSR estimates. In the second part, after selecting the most effective procedure, strictly stochastic aspects of the HVSR estimates are addressed by attempting a direct validation of the test proposed by Albarello (2001) by its application to both the IRN and ESN time series.
HVSR Sampling Properties Statistical Parameterization of HVSR Estimates
In the application of the HVSR method, for each frequency, f, the ratio
is evaluated between the vertical, A V (f), and horizontal, A NS (f) and A EW (f), spectral amplitudes of the recorded time series. The sampling properties of q(f) are clearly determined by those of the amplitude spectra of the three components from which they are derived. On the whole, the statistical characteristic of the spectral harmonics are affected by two random factors that behave in different way: The first factor has been well documented (e.g., Bard, 1999) . The amplitude and shape of seismic noise spectra varies considerably over time. For high-frequency components (Ͼ1 Hz), generally due to anthropic sources, the size of these variations is considered rather large. Conversely, for low frequencies (Ͼ1 Hz), essentially caused by seismic sources such as coastal sea waves or wind, the noise is considered more stable (Bard, 1999) . As stated above, this makes the value of ESN at each time an unpredictable value whose stochastic nature is intrinsic to the underlying physical process. Previous studies (e.g., Okada, 2003) showed that microtremors satisfy the properties of a Gaussian stationary stochastic process, at least over a 3-h period.
The second factor depends both on the procedure adopted for numerical processing and on the instrumental tool used for recording. These factors cannot be simply modeled in terms of Gaussian random white noise (e.g., Albarello, 2001 ) since colored spectral patterns cannot be excluded. Therefore, we can consider A(f) as a random variable resulting from the combination of the two underlying random variates N(f) and C(f). Also, in the simple (purely theoretical) case that their sampling distributions are actually known, their joint effect on A(f) is difficult to determine. Indeed, considering the interdependence between the two considered variates, the probability distribution function associated with A(f) can be defined as:
where p and P represent the relevant density distribution function and cumulative distribution functions, respectively. Furthermore, one should consider that for determining the HVSR sampling properties, the probabilistic convolution of the P(A i ) distributions relevant to the three components of motion, should be known. These difficulties appear to seriously limit the possibility of obtaining an accurate characterization of the sampling properties of the HVSR by examining the basic variables, N(f) and C(f).
A possible way that allows these difficulties to be overcome is to study the sampling properties of HVSR by the statistical analysis of a set of n realizations relative to the random variable, q, given in equation (1). Several q estimates can be easily obtained by the analysis of n different time windows of the same time series. In general, the sampling properties of q are unknown. However, this lack of knowledge can be overcome if, instead of studying singular realizations of q, we consider the average value l(q). Assuming that l(q) exists and that n is adequately high, according to the central limit theorem, the sample average, M(q), is a random variable following the Gauss probability distribution. In this case, l(q) lies, within an ␣ significance level, inside the interval
where S(q) is the sampling standard deviation of n realizations of q and t is the Student parameter (e.g., Davis, 1986 ). An alternative expression of the confidence interval relative to l(q) is
where q is the dispersion index defined as
Equations (3) and (3Ј) suggest that the width of the confidence interval for q is essentially determined by the parameters q and n. In particular, the relative error, e, associated with the estimate of l(q) is . Both the dispersion index q/ n Ί and the relative error capture the major statistical features of q and can be used to evaluate the relative accuracy of q estimates: that is, small values of the dispersion index will correspond to more stable estimates of the average value of l(q), while lower relative errors will indicate more precise evaluations.
It is worth nothing that the parameter q directly relates the accuracy in the estimate of q to the accuracy of the spectral amplitudes A i (see Appendix 1).
Statistical Study of the HVSR Function
We evaluate the effects that different ways of performing the spectral computation have on the statistical fluctuation of the HVSR, using the parameters q and e. In particular, we investigate which spectral-computation procedure may yield the minimum dispersion of the HVSR estimates, q i , around their sample average value M(q). For this purpose, we proceeded by evaluating singularly the effects of the various analysis parameters:
• different modalities of spectral smoothing • size of the signal windows • number of signal windows, n For these analyses, time series of ESN have been considered, and a fast Fourier transform (FFT) algorithm has been used to compute spectral amplitudes from a tapered time series (Bartlett window).
Effect of the Different Modalities of Spectral Smoothing.
We investigate the influence of spectral smoothing on l(q) by analyzing the dispersion index q. Different processing strategies have been considered: no smoothing, smoothing with fixed rectangular windows, and smoothing with a Hanning window with 50% relative bandwidth. The latter allows a good resolution for the low frequencies, keeping the main characteristic of the spectra. Moreover, it is often adopted in site response studies (Bindi et al., 2000; Castro et al., 2004) . When the test with fixed rectangular windows is performed, we considered different window widths (including from 3 to 10 samples). Considering that different window widths (in the analyzed range) showed little influence on the final results, in the following we shall present results obtained using five samples. To isolate the effects of the smoothing procedure, we fixed the length of all analyzed ESN windows to 60 sec. Figure 1a shows that the smallest dispersion indexes are obtained when the smoothing is carried out using the relative bandwidth windows. This holds approximately for the whole frequency range of interest, except below 0.5 Hz, where similar performances are obtained by using fixed smoothing windows. In this frequency range, in fact, the number of spectral ordinates within the two windows is similar.
As a consequence of these results, the following analysis will be carried out using only a smoothing window with 50% relative bandwidth.
Effect of the Size of the Signal Windows. In order to assess the influence of varying the time series length on the HVSR curve, we performed different tests, keeping fixed the other analysis parameters. In particular, for the ESN time series, the number of windows n was fixed at 60. Clearly, this strategy implies that in repeating the analysis, records of increasing durations are considered. The smallest dispersion index q is obtained when longer signal windows are adopted (Fig.  1b) . In particular, for the usual frequency range of interest, 0.1-10 Hz, the dispersion index values tend to become small when time series larger than 20 sec. are used, and to strongly increase when windows shorter than 20 sec are used. These statistical observations are in good agreement with the rule of thumb proposed by Bard (1999) .
Effect of the Number of Signal Windows, n. We evaluated the effects of a varying number, n, of signal windows analyzing both the variations of the dispersion index q and of the relative error e. Time series of length 60 sec. were used, while the number of signal windows was progressively increased. The empirical values q and e were evaluated only for some significant sample frequencies.
For all analyzed frequencies, both the q and the e values (Figs. 1c and 1d ) tend to decrease with an increasing number of signal windows. An irregular trend can be observed only at 0.1 Hz. This anomalous behavior may be due to the fact that low frequencies are undersampled and are also significantly damped, since the natural frequency of the sensor is around 1 Hz. These results indicate that using long noise recordings constitutes a good strategy to reduce the HVSR values variability. Nevertheless, it is worth noting that the decrease of both q and e is less significant when more than 20 windows are used. From a practical point of view, this number could represent the necessary recording time (nearly 20 min.), which is the main advantage of the HVSR method (i.e., the fast and cost-effective acquisition of data) and to reduce the HVSR artificial variability.
Summary.
The statistical considerations about HVSR sampling properties provide some practical and useful strategies for the analysis of the ESN data. These can be summarized as follows:
• For the frequency range under study (0.1-10 Hz), the length of the time series should be between 20 and 60 sec. This allows a good compromise between a small dispersion index, the necessary frequency resolution of HVSR curve, and the recording duration.
• The recording duration should be long enough to guaran- tee the statistical stabilization of the signal. As a practical rule, we can state that about 20 min. of recording is sufficient. Longer duration recording does not allow either the reduction of the relative error or of the dispersion index significantly.
• Smoothing the spectra using a relative bandwidth around the central frequency stabilizes the HVSR curves and tends to minimize the dispersion around the average spectral ratio value l(q).
Validation of the Albarello (2001) Statistical Test
The Statistical Test Albarello (2001) , proposed a statistical test that aimed to identify spurious HVSR maxima induced by IRN in the case where ESN is characterized by small spectral amplitudes. This test is based on the assumption that IRN can be modeled as Gaussian white noise characterized by a null average and unknown variance (hypothesis Ho in Albarello, 2001) In this case, the statistic j m can be defined as
where l(q 2 ) and r(q 2 ) are the average and standard deviation of the squared spectral ratio q, respectively. When Gaussian IRN is dominant, this statistic depends only on the number of degrees of freedom m, that is, on the amounts of information used to evaluate the noise-spectral amplitude corresponding to the considered frequency. This parameter depends on the numerical procedure used to evaluate the HVSR function and particularly on the spectral-smoothing strategy. For example, dividing the recorded signal into n windows with a width of T and for each evaluating the HVSR function using a smoothing window with fixed width (Df), the number of degrees of freedom is
where df is the resolution in frequency. Therefore, the ratio Df/df corresponds to the number of spectral ordinates included in the smoothing window. If the width of the smoothing window is dependent on the central-frequency values, or rather the size is pf (with p as a fraction of the central frequency f), the number of degrees of freedom is: The empirical value k m,n of the statistic j m can be estimated as
where M n and S n are the empirical average and standard deviation computed for the sample of HVSR measurements q, respectively. In the hypothesis H 0 , sampling properties of k m,n will depend only on the number n of estimates actually carried out and on the number m of degrees of freedom.
Confidence bounds for k m,n in the hypothesis H 0 ( and l j m,n ) can be determined by numerical simulations. When the u j m,n experimental values of the k parameter lie inside this region (the gray area in Fig. 2) , the hypothesis H 0 cannot be excluded, and, thus, the relevant q value can be an effect of numerical or instrumental noise. The numerical stability of the and bounds has been checked by considering
various numbers of simulations (1000, 5000, and 10,000 samples), where stable values were found when more than 1000 runs were carried out.
Application of the Statistical Test on Instrumental and Experimental Data
We performed a detailed analysis of the statistical test applications by considering both the ESN measurements obtained at station K25 and the IRN time series.
From the available ESN data set, we have three different subsets of data, comprising 50 time segments, each 60 sec in duration. Different days and hours of recording have been considered. For the IRN data set we considered 30 time segments (60 sec of duration each). As an example, Figure 3 (lower panel) shows the velocity spectra of the instrumental (IRN) and seismic noise (ESN) recorded at the station K25 in Cologne. The time series have been processed using the same procedure described in the previous section. In particular, the Fourier spectra have been corrected for the instrumental response and smoothed using a Hanning window with 50% relative bandwidth. We find that if high-quality instruments are used together with the recommended strategy of data analysis, the influence of the instrumental noise on the seismic noise HVSR is negligible (the IRN spectral amplitude being several orders of magnitude smaller than ENS). The importance of using an adequate strategy of data analysis is also shown in Figure 3 . In fact, velocity spectra calculated for both ESN and IRN using the smoothing with relative bandwidth do not show (as expected) spurious peaks. As a consequence, the HVSR from IRN time series (Fig. 3, upper panel) shows, as expected, a unitary value for almost the full frequency range.
We applied the statistical test to the IRN series (n ‫ס‬ 30, 60 sec windows). If reliable, the test should show that all values of the empirical k parameters for all frequencies lie between the confidence levels ( and ) of the H 0 hy-
pothesis. However, the results (Fig. 2) indicate that for frequencies greater than 0.5 Hz, some values lie outside the lower theoretical bound, . These test results therefore l j m,n appear to be underconservative. A possible interpretation of these results relies on the hypothesis that IRN can be considered as Gaussian white noise: this hypothesis appears to be falsified when considering the IRN spectra in Figure 3 . Figure 4 (top) shows the HVSR curves computed for the three different subsets of ESN data (K25 station). Although these data were collected on different days during a month of recording, the HVSR curves are very similar and their maxima show good coherence. This indicates that the HVSR spectral peak is a stable feature, clearly independent of the time of recording. Nevertheless, these results contrast with those obtained using the statistical test (Fig. 4, bottom) . In particular, among the three experimental k values relevant to the maxima in the HVSR curves, only one is unequivocally outside the theoretical k l,u critical region. This would lead us to consider the HVSR maxima as possible artifacts, with a 95% confidence level. However, as previously stated, other studies confirm that these HVSR maxima may be considered fair estimations of the fundamental resonance frequency of the sedimentary cover below the site. Therefore, the controversial results obtained when applying the statistical test to the whole Cologne data set may be explained by the reduced capability of the test to discriminate between different cases and the tendency to provide overconservative results; that is, it indicates as suspect HVSR function peaks due to seismic noise signal. A possible explanation for these results, following Tazime (1957) and Scherbaum et al. (2003) , could be related to the filtering role of a layered medium on the surface waves. In fact, both of these works showed that the medium acts as a filter, especially close to the frequency of the maximum HVSR, where the amplitude of the vertical components vanishes. Many authors (e.g., Tazime, 1957; Konno and Ohmachi, 1998; Bard, 1999; Fäh et al., 2001; Scherbaum et al., 2003) showed that this behavior can be related to the polarization of Rayleigh waves, which therefore may be considered as the key mechanism for explaining the occurrence of HVSR peaks and troughs. In Figure 3 , both spectra (n ‫ס‬ 50, 60 sec windows) evaluated for each component of ESN motions recorded and the relevant HVSR curve of the station K25 are shown. The maximum of the HVSR curve is close to the minimum amplitude of the vertical velocity spectra, in agreement with the polarization of the Rayleigh waves. Therefore, close to the main peak of the HVSR, the vertical component of ground motion is relatively more dominated by seismic phases other than Rayleigh waves (Tokimatsu, 1997) . All such seismic phases act incoherently and their effects on the HVSR maximum may be considered white noise with regard to those relative to coherent surface waves. Moreover, owing to the small spectral amplitude, the influence of IRN is higher. That is, near the HVSR peak, we expect the statistical characteristics of the vertical component signal to be similar to those of white Gaussian noise. This may limit the applicability of this statistical test. In our opinion, concerning the HVSR peak values, the physics of the process strongly condition the statistical properties of the environmental seismic noise.
Conclusion
In this study, statistical aspects of the HVSR of ambient seismic noise have been investigated. A time series of pure instrumental noise and one including environmental seismic noise measured in a constrained geostructural situation were considered. The aim was to fix some guidelines to optimize HVSR estimates and to validate a statistical test devoted to the identification of statistical artifacts in the experimental HVSR. With regard to the first point, the processing procedure (i.e., different modalities of spectral computation, the width of the signal windows, and the number of signal windows) has been evaluated by selecting the optimal characteristics:
• The selection of a time series duration between 20 and 60 sec. can be, for the frequency range 0.1-10 Hz, a good compromise to reduce dispersion effects and to obtain the necessary resolution of the HVSR with a reasonable recording length.
• The recording duration should be wide enough to guarantee the statistical stabilization of the signal. For this aim, we found that about 20 min. of recording is sufficient.
• The smoothing of spectra is indispensable to minimize dispersion effects in the HVSR function. Our results, based on a statistical approach, agree with those of Bard (1999) , who suggests using a constant relative bandwidth window for smoothing the spectra.
With respect to the second issue, it has been shown that the Albarello (2001) test supplies unreliable results, probably due to the specific features of the physical process responsible for the HVSR pattern.
