






















The subfield codes and subfield subcodes of a
family of MDS codes
Chunming Tang, Qi Wang, Cunsheng Ding
Abstract
Maximum distance separable (MDS) codes are very important in both theory and practice. There
is a classical construction of a family of [2m + 1,2u− 1,2m − 2u+ 3] MDS codes for 1 ≤ u ≤ 2m−1,
which are cyclic, reversible and BCH codes over GF(2m). The objective of this paper is to study the
quaternary subfield subcodes and quaternary subfield codes of a subfamily of the MDS codes for even
m. A family of quaternary cyclic codes is obtained. These quaternary codes are distance-optimal in
some cases and very good in general. Furthermore, infinite families of 3-designs from these quaternary
codes are presented.
Index Terms
BCH code, cyclic code, MDS code, subfield code, subfield subcode, t-design.
I. INTRODUCTION
An [n,k,d] code over GF(q) is a k-dimensional linear subspace of GF(q)n with minimum
Hamming distance d. By the parameters of a linear code, we refer to its length n, dimension k
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and minimum distance d. An [n,k,d] code over GF(q) is called distance-optimal (resp. dimension-
optimal and length-optimal) if there is no [n,k,d′ ≥ d +1] (resp. [n,k′ ≥ k+1,d] and [n′ ≤ n−
1,k,d]) linear code over GF(q). An optimal code is a code that is length-optimal, or dimension-
optimal, or distance-optimal, or meets a bound for linear codes.
Let C be an [n,k,d] linear code over GF(q). Let Ai denote the number of codewords with
Hamming weight i in C for 0 ≤ i ≤ n. The sequence (A0,A1, · · · ,An) of integers is called the
weight distribution of C , and the polynomial ∑ni=0 Aiz
i is referred to as the weight enumerator
of C . In this paper, C⊥ denotes the dual code of a linear code C , and (A⊥0 ,A
⊥
1 , · · · ,A
⊥
n ) denotes
the weight distribution of C⊥.
An [n,k,n− k+ 1] linear code is called a maximum distance separable (MDS) code. MDS
codes are very important in theory and have important applications. For example, the Reed-
Solomon codes are widely used in communication systems and data storage devices. There is a
classical construction of a family of [2m +1,2u−1,2m−2u+3] MDS codes for 1 ≤ u ≤ 2m−1,
which are cyclic, reversible and BCH codes over GF(2m). The objective of this paper is to study
the quaternary subfield subcodes and quaternary subfield codes of a subfamily of the MDS
codes for even m. A family of quaternary cyclic codes is obtained. These quaternary codes are
distance-optimal in some cases and very good in general. Infinite families of 3-designs from
these quaternary codes is presented.
II. CYCLIC CODES AND BCH CODES OVER FINITE FIELDS
Let q be a prime power. An [n,k,d] code C over GF(q) is said to be cyclic if (c0,c1, · · · ,cn−1)∈
C implies (cn−1,c0,c1, · · · ,cn−2) ∈ C . We identify any vector (c0,c1, · · · ,cn−1) ∈ GF(q)
n with
c0 + c1x+ c2x
2 + · · ·+ cn−1x
n−1 ∈ GF(q)[x]/(xn−1).
Then a code C of length n over GF(q) corresponds to a subset of the ring GF(q)[x]/(xn−1). A
linear code C is cyclic if and only if its corresponding subset in GF(q)[x]/(xn −1) is an ideal
of the ring GF(q)[x]/(xn −1). A cyclic code C is said to be reversible if C ∩C⊥ = {0}. Such
a code is called a linear complementary dual (LCD) code. Note that the family of MDS codes
presented in the next section are cyclic BCH codes and reversible.
It is well known that every ideal of GF(q)[x]/(xn−1) is principal. Let C = 〈g(x)〉 be a cyclic
code, where g(x) is monic and has the smallest degree among all the generators of C . Then
g(x) is unique and called the generator polynomial, and h(x) = (xn −1)/g(x) is referred to as
the check polynomial of C .
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Let n be a positive integer and let Zn denote the set {0,1,2, · · · ,n−1}. Assume that gcd(n,q)=
1. For any integer s with 0 ≤ s < n, the q-cyclotomic coset of s modulo n is defined by
Cs = {s,sq,sq
2, · · · ,sqℓs−1} mod n ⊆ Zn,
where ℓs is the smallest positive integer such that s ≡ sq
ℓs (mod n), and is the size of the q-
cyclotomic coset. The smallest integer in Cs is called the coset leader of Cs. Let Γ(n,q) be the
set of all the coset leaders. It is easily seen then Cs∩Ct = /0 for any two distinct elements s and
t in Γ(n,q), and
⋃
s∈Γ(n,q)
Cs = Zn. (1)
Hence, the distinct q-cyclotomic cosets modulo n partition Zn.
Let m = ordn(q) be the order of q modulo n, and let α be a generator of GF(q
m)∗. Put
β = α(q
m−1)/n. Then β is a primitive n-th root of unity in GF(qm). The minimal polynomial
Mβs(x) of β
s over GF(q) is the monic polynomial of the smallest degree over GF(q) with βs as




which is irreducible over GF(q). It then follows from (1) that
xn −1 = ∏
s∈Γ(n,q)
Mβs(x),
which is the factorization of xn −1 into irreducible factors over GF(q).
Let δ be an integer with 2 ≤ δ ≤ n and let h be an integer. A BCH code over GF(q) with length
n and designed distance δ, denoted by C(q,n,δ,h), is a cyclic code with the generator polynomial
g(q,n,δ,h) = lcm(Mβh(x),Mβh+1(x), · · · ,Mβh+δ−2(x)) (2)
where the least common multiple is computed over GF(q).
If h = 1, the code C(q,n,δ,h) with the generator polynomial in (2) is called a narrow-sense BCH
code. If n = qm−1, then C(q,n,δ,h) is referred to as a primitive BCH code.
BCH codes are a subclass of cyclic codes with interesting properties and applications. In
many cases BCH codes are the best linear codes. For example, among all binary cyclic codes
of odd length n with n ≤ 125 the best cyclic code is always a BCH code except for two special
cases [3]. Reed-Solomon codes are also BCH codes and are widely used in communication
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devices and consumer electronics. In the past decade, a lot of progress on the study of BCH
codes has been made (see, for example, [11], [12], [13], [15], [21]). A 70-year breakthrough and
a 71-year breakthrough in combinatorics were recently made with the help of special families
of BCH codes [6], [16].
In this paper, we will use a family of BCH codes of length 2m +1 over GF(2m) to obtain a
family of quaternary cyclic codes with interesting parameters and application in combinatorics.
III. A FAMILY OF [2m+1,2u−1,2m−2u+3] MDS CODES OVER GF(q)
In the following, let q = 2m and m be a positive integer. Let α be a primitive element of
GF(q2). Define β = αq−1. Then β is a (q+1)-th primitive root of unity in GF(q2). Let Mβi(x)
denote the minimal polynomial of βi over GF(q). Clearly, Mβ0(x) = x−1 and
Mβi(x) = (x−β
i)(x−βq+1−i) = (x−βi)(x−β−i)
for all 1 ≤ i ≤ q.
For each u with 1 ≤ u ≤ q/2, define
gu(x) =Mβu(x) · · ·Mβq/2(x).
Let Cu be the cyclic code of length q+1 over GF(q) with the generator polynomial gu(x).
The following theorem is well known [14]. But for completeness, we give a proof here, which
is very short.
Theorem 1. Let m≥ 2 be an integer. For each u with 1≤ u≤ q/2, Cu is a [q+1,2u−1,q−2u+3]
MDS cyclic code and is reversible.
Proof. By definition, the check polynomial of Cu is
hu(x) =Mβ0(x) · · ·Mβu−1(x).
For each i with 1 ≤ i ≤ q/2, deg(Mβi(x)) = 2. Consequently, deg(hu(x)) = 2(u−1)+1= 2u−1.
Hence, the dimension of Cu, denoted by dim(Cu), is 2u−1.
By definition, gu(x) has the following consecutive roots
βu,βu+1, . . . ,βq−u,βq−u+1.
Note that (q−u+1)−u+1 = q−2u+2. It follows from the BCH bound for cyclic codes that
the minimum distance d(Cu) ≥ q− 2u+ 3. By the Singleton bound for linear codes, we have
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d(Cu)≤ q−2u+3. As a result, d(Cu) = q−2u+3. Since both β
i and β−i are roots of gu(x) for
all i with u ≤ i ≤ q/2, Cu is reversible, i.e., LCD. Clearly, Cu is a BCH code.
Reed-Solomon codes over GF(q) are MDS codes with length q− 1. Hence, the code Cu in
Theorem 1 is not a Reed-Solomon code. In the next section, we will study the subfield subcodes
of these MDS codes C(q+4)/4.
IV. THE SUBFIELD SUBCODE (C⊥(q+4)/4)|GF(4) AND ITS DUAL
The subfield subcode C |GF(r) of an [n, ℓ] code over GF(r
ℓ) is the set of codewords in C each
of whose components is in GF(r), where ℓ is a positive integer and r is a power of a prime. Our
task in this section is to study the subfield subcode (C⊥(q+4)/4)|GF(4) and its dual. Throughout
this section, let q = 22h, where h is a positive integer.
Let notation be the same as before. Notice that the q-cyclotomic cosets modulo n = q+1 are
{0},{1,q}, . . . ,{i,q+1− i}, . . . ,{q/2,(q+2)/2}.
For each i with 0 ≤ i ≤ n−1, we have
Mβi(x) =Mβ−i(x),
where Mβi(x) denotes the minimal polynomial of β
i over GF(q).
Recall that the check polynomial of C⊥(q+4)/4 (when u = (q+4)/4) is
g(q+4)/4(x) = Mβ(q+4)/4(x) · · ·Mβq/2(x)
= Mβ−(q+4)/4(x) · · ·Mβ−q/2(x).





















































































It follows from the Delsarte Theorem again that the generator polynomial of the cyclic code
C⊥(q+4)/4|GF(4) has zeros
β−0,β−1, . . . ,β−q/4.
Consequently, the generator polynomial of C⊥(q+4)/4|GF(4) has zeros
β0,β1, . . . ,βq/4.
Let C
(4)







The discussions above proved the following lemma.
Lemma 2. Let notation be the same as before. Then
• {0,1,2, . . . ,4h−1} ⊂ T and
• {n−1,n−2, . . . ,n−4h−1} ⊂ T .
Lemma 3. Let notation be the same as before, and let 4h−1 +1 ≤ i ≤ 4h−1 +4h−2 + · · ·+4+1.
Then i ∈ T .
Proof. The conclusion can be easily verified for h ∈ {1,2}. Assume now that h ≥ 3. Let








For each integer i with 4h−1+1 ≤ i ≤ δ, there is an integer j with 0 ≤ j ≤ γ such that i = δ− j.
Note that
2 ≤ 2+3 j ≤ 2+3γ = 4h−1 −2.
It then follows that there is an integer t with 1 ≤ t ≤ h−1 such that
4h−1 +1 ≤ (2+3 j)4t ≤ 4h +1.
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With this t, we have
i4t mod n = [4h−1 +4h−2 + · · ·+4t − (4t−1 +4t−2 + · · ·+1)−4t j] mod n
=




4h − (2+3 j)4t +1
3
≤ 4h−1.
This means that i4t mod n ∈ T . Consequently, i ∈ T .
Lemma 4. Let notation be the same as before. Then
• {0,1,2, . . . ,δ} ⊂ T and
• {n−1,n−2, . . . ,n−δ} ⊂ T .
Proof. Combining Lemmas 2 and 3 proves the first statement. Note that a4h ≡ n−a (mod n).








i : a0 ∈ {2,3}, ai ∈ {1,2} for 1 ≤ i ≤ h−1
}
.
Lemma 5. T c is the union of some 4-cyclotomic cosets modulo n.
Proof. Recall that n= 4h+1. Let a∈ T c and a=∑h−1i=0 ai4
i, where a0 ∈ {2,3}, ai ∈ {1,2} for 1≤
i ≤ h−1. It is easily verified that














h−1 + · · ·+a14
2 +4+3 if (a0,ah−1) = (2,1),
ah−24
h−1 + · · ·+a14
2 +4+2 if (a0,ah−1) = (2,2),
ah−24
h−1 + · · ·+a14
2 +2×4+3 if (a0,ah−1) = (3,1),
ah−24
h−1 + · · ·+a14
2 +2×4+2 if (a0,ah−1) = (3,2).
This completes the proof.
Lemma 6. T and T c partition Zn = {0,1, . . . ,n−1}.
Proof. The conclusion can be easily verified for h ∈ {1,2}. We consider below the case h ≥ 3.
By definition, the least integer in T c is
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and the largest integer in T c is




It then follows from Lemmas 4 and 5 that T and T c are disjoint.
We now prove that every integer a with min ≤ a ≤ max is an element of either T c or T . Let
a = ah−14
h−1 +ah−24
h−2 + · · ·+a14+a0,
where 0 ≤ ai ≤ 3. Since min ≤ a ≤ max, we deduce that ah−1 ∈ {1,2}. We will carry out our
discussions in the following cases.
The case a0 = 1: In this case, we have
a4h−1 mod n = 4h−1 − (ah−14








This means that a4h−1 mod n ∈ T . Consequently, a ∈ T .
The case a0 = 0: By assumption we have a0 = 0 and a0 ≤ max. Then we have
a ≤ 2(4h−1 +4h−2 + · · ·+4).




h−2 + · · ·+a24+a1





This means that a/4 ∈ T . As a result, a ∈ T .
The case a0 ∈ {2,3} and ai = 0 for some 1 ≤ i ≤ h− 2: Let t be the smallest integer such
that 1 ≤ t ≤ h−2 and at = 0. Then at−1 6= 0. In this case, we have
a4h−1−t mod n = at4
h−1 +at−14
h−2 + · · ·+a04
h−1−t − (ah−14
h−2−t + · · ·+at+1)
< 3(4h−2 + · · ·+4h−1−t)
= 4h−1 −4h−1−t
< 4h−1.
DRAFT June 16, 2021
9
This means that a4h−1−t mod n ∈ T . Consequently, a ∈ T .
The case a0 ∈ {2,3} and ai 6= 0 for all 1 ≤ i ≤ h−2: Recall that ah−1 ∈ {1,2}. If there is no
integer i such that 1 ≤ i ≤ h−2 and ai = 3. By the definition of T , we have a ∈ T .
If there is an integer i such that 1 ≤ i ≤ h−2 and ai = 3, let t be the smallest integer such
that 1 ≤ t ≤ h−2 and at = 3. In this case, we have
a4h−1−t mod n = at4
h−1 +at−14
h−2 + · · ·+a04
h−1−t − (ah−14
h−2−t + · · ·+at+1)
≥ 3×4h−1 +4h−2 + · · ·+4h−t +2×4h−1−t −
(2×4h−2−t +3×4h−3−t + · · ·+3×1)
=






This means that a4h−1−t mod n ∈ T . Consequently, a ∈ T .
Summarizing the conclusions in the cases above, we deduce that every integer a with min ≤
a ≤ max is an element of either T or T c. This completes the proof of this lemma.
The first main result of this paper is documented in the following theorem.






The cyclic code ((C⊥(q+4)/4)|GF(4))
⊥ has parameters [22h +1,22h +1−2h,d ≥ 3].




















(x) denotes the minimal polynomial of βi over GF(4).
By definition, |T c|= 2h. It then follows from Lemma 6 that the degree of the check polynomial
of (C⊥(q+4)/4)|GF(4) is equal to 2
h. This means that the dimension of the code (C⊥(q+4)/4)|GF(4) is
2h.
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By definition, the least integer in T c is




and the largest integer in T c is




It then follows that the generator polynomial of (C⊥(q+4)/4)|GF(4) has the following roots
{β−(2
2h−1)/3, . . . ,β−2,β−1,0,β1,β2, . . . ,β(2
2h−1)/3}.
The lower bound on d⊥ follows from the BCH bound on cyclic codes.
The dimension of (C⊥(q+4)/4|GF(4))
⊥ follows from that of (C⊥(q+4)/4)|GF(4). Note that the defining
set of the cyclic code (C⊥(q+4)/4|GF(4))
⊥ is
{n− i : i ∈ T c}. (5)
By definition, the set in (5) contains the following two consecutive integers
n− (4h−1 +4h−2 + · · ·+4+3), n− (4h−1 +4h−2 + · · ·+4+2).
It then follows from the BCH bound that the minimum distance of (C⊥(q+4)/4|GF(4))
⊥ is at least
3.
Example 8. Let h = 1. Then the cyclic code (C⊥(q+4)/4)|GF(4) has parameters [5,2,4] and weight
enumerator 1+ 15z5. The cyclic code ((C⊥(q+4)/4)|GF(4))
⊥ has parameters [5,3,3]. Both codes
are MDS and optimal.
Example 9. Let h= 2. Then the cyclic code (C⊥(q+4)/4)|GF(4) has parameters [17,4,12] and weight
enumerator 1+204z12 +51z16, and is distance-optimal. The cyclic code ((C⊥(q+4)/4)|GF(4))
⊥ has
parameters [17,13,4] and is distance-optimal.
Example 10. Let h = 3. Then the cyclic code (C⊥(q+4)/4)|GF(4) has parameters [65,8,44] and
weight enumerator 1+18720z44 +16380z48 +30240z52 +195z64, and is distance-optimal. The
cyclic code ((C⊥(q+4)/4)|GF(4))
⊥ has parameters [65,57,5] and is distance-optimal.
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The cyclic code ((C⊥(q+4)/4)|GF(4))
⊥ has parameters [257,241,8].





and its dual are distance-





and its dual are very
interesting in terms of the error-correcting capability.
V. THE SUBFIELD CODE C
(4)
(q+4)/4 AND ITS DUAL
Let GF(rh) be a finite field with rh elements, where r is a power of a prime and h is a positive
integer. Given an [n,k] code C over GF(rh), we construct a new [n,k′] code C (r) over GF(r) as
follows. Let G be a generator matrix of C . Take a basis of GF(rh) over GF(r). Represent each
entry of G as an h×1 column vector of GF(r)h with respect to this basis, and replace each entry
of G with the corresponding h×1 column vector of GF(r)h. In this way, G is modified into a
kh× n matrix over GF(r), which generates a new code C (r) over GF(r) with length n, which
is called the subfield code of C . By definition, the dimension k′ of C (r) satisfies k′ ≤ hk. It is
known that the subfield code C (r) of C is independent of the choices of both G and the basis
of GF(rh) over GF(q) [5].
The trace representation of the subfield code C (r) of C is given in the next theorem [5].
Theorem 12. [5] Let C be an [n,k] linear code over GF(rh). Let G = [gi j]1≤i≤k,1≤ j≤n be a























where Trrh/r(x) denotes the trace function from GF(r
h) to GF(r).
The trace of a vector c = (c1,c2, . . . ,cn) ∈ GF(r
h)n is defined by
Trrh/r(c) =
(
Trrh/r(c1),Trrh/r(c2), . . . ,Trrh/r(cn)
)
.
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The trace code of a linear code C over GF(rh) is defined by
Trrh/r(C ) =
{
Trrh/r(c) : c ∈ C
}
.
It then follows from Theorem 12 that
C
(r) = Trrh/r(C ).
Hence, the subfield code C (r) of a linear code C over GF(rh) is in fact the trace code Trrh/r(C )
of C . The following theorem then follows from the Delsarte theorem.











Hence, the subfield subcode C |GF(r) is a subcode of the subfield code C
(r). In general, the two
codes are different.
The subfield code C (r) of a code C over GF(rh) may have good or bad parameters. To obtain
a good subfield code C (r) over GF(r), the code C over GF(rh) must be well chosen. Several
families of very good subfield codes were obtained in [5], [8], [9], [20]. The objective of this
section is to present a family of very good subfield codes over GF(4) whose duals are also very
good. Specifically, we have the following corollary, which follows from Theorem 13.













It follows from Corollary 14 and the examples in Section IV that the subfield code C
(4)
(q+4)/4
and its dual are distance-optimal when h ∈ {1,2,3}. This shows that the subfield code C
(4)
(q+4)/4
and its dual are very interesting in terms of the error-correcting capability.
We point out that (C(q+4)/4)|GF(4) is indeed a proper subcode of C
(4)
(q+4)/4. For example, when
m = 4, the former has parameters [17,5,9] and the latter has parameters [17,13,4].
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VI. AN INFINITE FAMILY OF CONJECTURED 3-DESIGNS SUPPORTED BY THE CODES C
(4)
(q+4)/4
A. The support designs of linear codes
Let P be a set of v ≥ 1 elements, where v is an integer, and let B be a set of k-subsets of
P , where k is a positive integer with 1 ≤ k ≤ v. Let t be a positive integer with t ≤ k. The pair
D := (P ,B) becomes an incidence structure when the incidence relation is the set membership.
The incidence structure D = (P ,B) is called a t-(v,k,λ) design, or simply t-design, if every
t-subset of P is contained in exactly λ elements of B . The elements of P are called points, and
those of B are referred to as blocks. The set B is called the block set. The number of blocks














a k-(v,k,1) design, which is called a complete design. A t-design is called simple if B does
not contain any repeated blocks. We consider only simple t-designs with v > k > t. A t-(v,k,λ)
design is referred to as a Steiner system if t ≥ 2 and λ = 1, and is denoted by S(t,k,v). By











There are different approaches to constructing t-designs. A coding-theoretic construction of
t-designs is as follows. Let C be a [v,κ,d] linear code over GF(q). For each k with Ak 6= 0, let
Bk(C ) denote the set of the supports of all codewords with Hamming weight k in C , where the
coordinates of a codeword are indexed by (p1, . . . , pv). Let P (C ) = {p1, . . . , pv}. The incidence
structure (P (C ),Bk(C )) may be a t-(v,k,λ) design for some positive integer λ, which is called
a support design of the code C , and is denoted by Dk(C ). In such a case, we say that the
codewords of weight k in C support or hold a t-(v,k,λ) design, and for simplicity, we say that
C supports or holds a t-(v,k,λ) design.
The following theorem, established by Assumus and Mattson and called the Assmus-Mattson
Theorem, shows that the pair (P (C ),Bk(C )) defined by a linear code C is a t-design under
certain conditions [1].
Theorem 15. Let C be a [v,k,d] code over GF(q). Let d⊥ denote the minimum distance of C⊥.
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i=0 denote the weight distribution of C
and C⊥, respectively. Fix a positive integer t with t < d, and let s be the number of i with A⊥i 6= 0
for 1 ≤ i ≤ v− t. Suppose s ≤ d − t. Then
• all the codewords of weight i in C support a t-design provided Ai 6= 0 and d ≤ i ≤ w, and
• all the codewords of weight i in C⊥ support a t-design provided A⊥i 6= 0 and d
⊥ ≤ i ≤
min{v− t,w⊥}.
The Assmus-Mattson Theorem above is a useful tool in constructing t-designs from linear
codes (see, for example, [4], [18] and [19]), but does not characterize all linear codes supporting
t-designs. The reader is referred to [17] for a generalized Assmus-Mattson theorem.
Another sufficient condition for the incidence structure (P (C ),Bk(C )) to be a t-design is via
the automorphism group of the linear code C . Before introducing this sufficient condition, we
need to recall several different automorphism groups of a linear code.
The set of coordinate permutations that map a code C to itself forms a group, which is referred
to as the permutation automorphism group of C and denoted by PAut(C ). If the length of C is
n, then PAut(C ) is a subgroup of the symmetric group Symn.
A monomial matrix over GF(q) is a square matrix that has exactly one nonzero element of
GF(q) in each row and column. It is easily seen that a monomial matrix M can be written
either in the form DP or the form PD1, where D and D1 are both diagonal matrices and P is
a permutation matrix. Clearly, the set of monomial matrices that map C to itself forms a group
denoted by MAut(C ), which is called the monomial automorphism group of C . By definition,
we clearly have
PAut(C )⊆ MAut(C ).
The automorphism group of C , denoted by Aut(C ), is the set of maps of the form Mγ, where
M is a monomial matrix and γ is a field automorphism, that map C to itself. In the binary case,
PAut(C ), MAut(C ) and Aut(C ) are the same. If q is a prime, MAut(C ) and Aut(C ) are identical.
According to their definitions, we have in general the following relations:
PAut(C )⊆ MAut(C )⊆ Aut(C ).
By definition, every element in Aut(C ) is of the form DPγ, where D is a diagonal matrix, P
is a permutation matrix, and γ is an automorphism of GF(q). The automorphism group Aut(C )
is said to be t-transitive if for every pair of t-element ordered sets of coordinates, there is an
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element DPγ of the automorphism group Aut(C ) such that its permutation part P sends the first
set to the second set. The automorphism group Aut(C ) is said to be t-homogeneous if for every
pair of t-element sets of coordinates, there is an element DPγ of the automorphism group Aut(C )
such that its permutation part P sends the first set to the second set.
Using the automorphism group of a linear code C , the following theorem gives another
sufficient condition for the code C to hold t-designs.
Theorem 16. [10, p. 308] Let C be a linear code of length n over GF(q) such that Aut(C ) is
t-transitive or t-homogeneous. Then the codewords of any weight i ≥ t of C hold a t-design.
B. The support 3-designs of C
(4)
(q+4)/4 and its dual

















(q+4)/4. The second main result of this paper is the following.
Theorem 17. Let notation be the same as before. For each k with 1 ≤ k < q and A⊥k 6= 0, the
incidence structure (P ,Bk((C(q+4)/4)
⊥|GF(4))) is a 3-(q+1,k,λ) design, where λ is a positive
integer and A⊥k is the number of codewords with weight k in (C(q+4)/4)
⊥|GF(4).
For each k with 1 ≤ k < q and Ak 6= 0, the incidence structure (P ,Bk(C
(4)
(q+4)/4) is a 3-(q+




Example 18. Let h = 2. Then the cyclic code (C⊥(q+4)/4)|GF(4) has parameters [17,4,12] and
weight enumerator 1+204z12+51z16, and is distance-optimal. The cyclic code ((C⊥(q+4)/4)|GF(4))
⊥
has parameters [17,13,4] and is distance-optimal. Further, the minimum weight codewords in
(C⊥(q+4)/4)|GF(4) support a 3-(17,12,22) design.
Example 19. Let h = 3. Then the cyclic code (C⊥(q+4)/4)|GF(4) has parameters [65,8,44] and
weight enumerator 1+18720z44 +16380z48 +30240z52 +195z64, and is distance-optimal. The
cyclic code ((C⊥(q+4)/4)|GF(4))
⊥ has parameters [65,57,5] and is distance-optimal. Further, the
minimum weight codewords in (C⊥(q+4)/4)|GF(4) support a 3-(65,44,1892) design.
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Example 19 shows that the Assmus-Mattson theorem cannot be used to prove the 3-design
property of the incidence structure (P ,Bk((C(q+4)/4)
⊥|GF(4))). Since q is even, PGL2(GF(q)) =
PSL2(GF(q)). According to a theorem proved in [7], the permutation automorphism group of
the code (C(q+4)/4)
⊥|GF(4) is smaller than PGL2(GF(q)). It looks hard to use Theorem 16 to
prove the 3-design property of the incidence structure (P ,Bk((C(q+4)/4)
⊥|GF(4))) either. In the
next subsection, we will use a newly developed approach in [7] to prove Theorem 17.
C. The proof of Theorem 17
1) Group actions and t-designs: A permutation group is a subgroup of the symmetric group
Sym(X), where X is a finite set. More generally, an action σ of a finite group G on a set X is
a homomorphism σ from G to Sym(X). We denote the image σ(g)(x) of x ∈ X under g ∈ G by
g(x) when no confusion can arise. The G-orbit of x ∈ X is Orbx = {g(x) : g ∈ G}. The stabilizer
of x is Stabx = {g ∈ G : g(x) = x}. The length of the orbit of x is given by
|Orbx|= |G|/ |Stabx| .
One criterion to measure the level of symmetry is the degree of transitivity and homoge-
neousity of the group. Recall that a group G acting on a set X is called t-transitive (resp.,
t-homogeneous) if for any two t-tuples (x1, · · · ,xt),(x
′
1, · · · ,x
′
t) of pairwise distinct elements
from X (resp., two t-subsets {x1, · · · ,xt}, {x
′
1, · · · ,x
′
t} of X ) there is some g ∈ G such that
(x′1, · · · ,x
′
t) = (g(x1), · · · ,g(xt)) (resp., {x
′
1, · · · ,x
′
t}= {g(x1), · · · ,g(xt)}).
We recall a well-known general fact that (see [2, Proposition 4.6]), for a t-homogeneous group
G on a finite set X with |X |= ν and a subset B of X with |B|= k > t, the pair (X ,OrbB) is a t-









be the set of subsets of X consisting of k elements.





is called invariant under G if OrbB ⊆ B for any B ∈ B . If this is
the case, it means that the pair (X ,B) is a t-(ν,k,λ) design admitting G as an automorphism
group for some λ.
2) The projective general linear group PGL2(GF(q)): The projective linear group PGL2(GF(q))


























, where a ∈ GF(q)∗ and b ∈ GF(q).
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Here the following convention for the action of PGL2(GF(q)) on the projective line PG(1,GF(q))






 ∈ PGL2(GF(q)) acts on PG(1,GF(q)) by






(x0 : x1) = (ax0 +bx1 : cx0 +dx1), (6)




This is an action on the left, i.e., for π1,π2 ∈ PGL2(GF(q)) and x ∈ PG(1,GF(q)) the following
holds: π1(π2(x)) = (π1π2)(x). The action of PGL2(GF(q)) on PG(1,GF(q)) defined in (7) is
sharply 3-transitive, i.e., for any distinct a,b,c ∈ GF(q)∪{∞} there is π ∈ PGL2(GF(q)) taking








Thus, PGL2(GF(q)) is in one-to-one correspondence with the set of ordered triples (a,b,c) of
distinct elements in GF(q)∪{∞}, and in particular
|PGL2(GF(q))|= (q+1)q(q−1). (8)
Two subgroups H1 and H2 of a group G are said to be conjugate if there is a g ∈ G such that
gH1g
−1 = H2. It is easily seen that this conjugate relation is an equivalence relation on the set
of all subgroups of G, and is called the conjugacy.
3) Another representation of the action of PGL2(GF(2
m)) on the projective line PG(1,GF(2m)):
To prove Theorem 17, we give another representation of the action of PGL2(GF(2
m)) on the
projective line PG(1,GF(2m)). Let Uq+1 be the subset of the projective line PG(1,GF(q
2)) =
GF(q2)∪ {∞} consisting of all the (q+ 1)-th roots of unity. Denote by StabUq+1 the setwise
stabilizer of Uq+1 under the action of PGL2(GF(q
2)) on PG(1,GF(q2)).
Proposition 20. [7] Let q = 2m. Then the setwise stabilizer StabUq+1 of Uq+1 consists of the
following three types of linear fractional transformations:
(I) u 7→ u0u, where u0 ∈Uq+1;
(II) u 7→ u0u
−1, where u0 ∈Uq+1;
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(III) u 7→ u+c
qu0
cu+u0
, where u0 ∈Uq+1 and c ∈ GF(q
2)∗ \Uq+1.
The following result follows from Proposition 20 directly.
Corollary 21. [7] Let q = 2m. Then the setwise stabilizer StabUq+1 of Uq+1 is generated by the
following three types of linear fractional transformations:
(I) u 7→ u0u, where u0 ∈Uq+1;
(II) u 7→ u−1;
(III) u 7→ u+c
q
cu+1 , where c ∈ GF(q
2)∗ \Uq+1.
The following proposition shows that the action of StabUq+1 on Uq+1 and the action of
PGL2(GF(2
m)) on PG(1,GF(2m)) are equivalent.
Proposition 22. [7] Let q = 2m and StabUq+1 the setwise stabilizer of Uq+1. Then StabUq+1 is
conjugate in PGL2(GF(2
2m)) to the group PGL2(GF(2
m)), and its action on Uq+1 is equivalent
to the action of PGL2(GF(2
m)) on PG(1,GF(2m)).








i : ei = 1 or 2
}








i : a0 ∈ {2,3}, ai ∈ {1,2} for 1 ≤ i ≤ h−1
}
.












We index the coordinates in the codewords in both codes with the elements in Uq+1. When
an element σ ∈ StabUq+1 acts on a codeword in C(q+4)/4(4) , it acts on the coordinates of the












(q+4)/4 is a cyclic code. It follows that B(C
(4)
(q+4)/4) is fixed by any element σ(u) = u0u of
StabUq+1 , where u0 ∈Uq+1.
By (9) we deduce that i ∈ E if and only if n− i ∈ E. It then follows that B(C
(4)
(q+4)/4) is fixed
by the element σ(u) = u−1 of StabUq+1 .
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, c ∈ GF(q2)∗ \Uq+1 (10)
fix B(C
(4)
(q+4)/4). To this end, we need to prove a few lemmas below.
Lemma 23. Let w = ∑2h−1i=0 2 · 4
i, e = 1 + ∑h−1i=0 ei4
i and f = xq
2−1−qe(x + 1)w+(q−1)e−q
2+1 ∈
GF(2)[x], where ei ∈ {1,2}. Then
f = ∑
0 ≤ vi ≤ 2− ei






Proof. It is easy to check that
q2 −1−qe = ∑2h−1i=0 3 ·4
i −∑h−1i=0 ei4
h+i −4h
= ∑h−1i=0 3 ·4
i +∑h−1i=0 (3− ei)4
h+i −4h
= ∑h−1i=0 (3− ei)4
h+i −1.
(11)









i +w− (q2 −1)+(q−1)
=−∑h−1i=0 ei4
i +∑h−1i=0 ei4
h+i +∑h−1i=0 3 ·4
i −∑2h−1i=0 4
i
= ∑h−1i=0 (2− ei)4







where e′i = 2−ei for 0 ≤ i ≤ h−1 and e
′
i = ei−h−1 for h ≤ i ≤ 2h−1. In particular, e
′
i ∈ {0,1}.
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Combining (13) with (11) gives that
f = ∑
0 ≤ vi ≤ e
′
i









This completes the proof.
Lemma 24. Let ei ∈ {1,2} for 0 ≤ i ≤ h− 1. Let ℓ = ∑
h−1
i=0 vi4
i +∑h−1i=0 (3− ei + vi+h)4
h+i − 1
where 0 ≤ vi ≤ 2− ei and 0 ≤ vi+h ≤ ei −1. Then the remainder of ℓ divided by q+1 belongs
to the set E.
Proof. A standard computation shows that
ℓ ≡ ∑h−1i=0 vi4
i −∑h−1i=0 (3− ei + vi+h)4
i −1 (mod q+1)
≡ ∑h−1i=0 (ei + vi − vi+h)4
i −4h (mod q+1)
≡ 1+∑h−1i=0 (ei + vi − vi+h)4
i (mod q+1).
(15)





(0,0) or (1,0), if ei = 1,
(0,0) or (0,1), if ei = 2.
(16)
Plugging (16) into (15) yields the desired conclusion.
Lemma 25. Let w = ∑2h−1i=0 2 ·4





(u+ cq)e (cu+1)w−e = ∑ℓ∈E aℓu
ℓ, for any u ∈Uq+1.










Applying Lemmas 23 and 24 to (17) yields the desired conclusion.
The following very useful result is derived immediately from Lemma 25.
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Lemma 26. Let w = ∑2h−1i=0 2 · 4
i. Let c ∈ GF(q2)∗ \Uq+1. and f (u) a function from Uq+1 to
GF(q2) given by u 7→ ∑e∈E aeu













It then follows from Lemma 26 that permutation described in (10) fixes B(C
(4)
(q+4)/4). Com-
bining the discussions above and Corollary 21, we deduce that B(C
(4)
(q+4)/4) is fixed by StabUq+1 .
Hence, the same is true for B((C
(4)
(q+4)/4)
⊥). Recall that StabUq+1 acts triply on Uq+1. The 3-design
property of the designs held in both codes follows from the discussions in Section VI-C1. This
completes the proof of Theorem 17.
VII. CONCLUDING REMARKS
The contributions of this paper are the family of quaternary cyclic codes (C⊥(q+4)/4)|GF(4) and
their duals documented in Theorem 7 and the two infinite families of 3-designs supported by
these codes in Theorem 17. The codes (C⊥(q+4)/4)|GF(4) would be very interesting due to the
following:
• They are reversible BCH codes obtained from a family of MDS codes.
• They are distance-optimal when m ∈ {2,4,6} and very good in general.
• They may be the first family of quaternary codes supporting an infinite family of 3-designs.
Naturally, we have a family of quaternary cyclic codes (C⊥u )|GF(4) for each u with 2 ≤ u ≤
q/2. Among all the q/2 families of quaternary cyclic codes (C⊥u )|GF(4), the family of codes
(C⊥(q+4)/4)|GF(4) is very special in the sense that they have the best parameters and support
3-designs, according to our experimental data.
The results of this paper demonstrate that the subfield codes of some MDS codes could be
very interesting. It would be worthy to studying the subfield codes of Reed-Solomon codes.
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