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At zero temperature coupled cluster theory is widely used to predict total energies, ground state
expectation values and even excited states for molecules and extended systems. Generalizations
to finite temperature exist [1, 2], however, they are in practice several orders of magnitude more
demanding compared to the zero temperature case since the amplitudes must be computed and
stored for many Matsubara frequencies to yield sufficiently accurate results.
Instead of using Matsubara frequencies one can also work directly in the imaginary time domain
on the compact interval [0, β]. The arising imaginary time dependent coupled cluster amplitude
integral equations are solved numerically on a non-uniform grid. About a dozen grid points provide
sufficient accuracy if the Hamiltonian is repartitioned to include particle/hole interactions in the
non-perturbative part. In this framework the transition from finite to zero temperature is uniform
and comes at no extra costs, allowing, for instance, to benchmark fractional occupancy formulations
of coupled cluster theories. Finite temperature direct ring coupled cluster doubles free energies
are calculated for various temperatures for solid lithium, a metallic system, and for solid silicon, a
semiconductor.
NOTICE
This preprint contains an error. The final corrected
version is available on JCTC under https://pubs.acs.
org/doi/10.1021/acs.jctc.8b00793.
I. BACKGROUND
The many-body Schrödinger equation for the electrons
in matter can only be solved approximately for systems
having more than one electron. Many approximation
methods exist, ranging from fast methods providing low
accuracy, such as Orbital Free Density Functional The-
ory, to slow methods providing high accuracy, such as
Full Configuration Interaction Quantum Monte Carlo.
Coupled cluster methods provide relatively high accu-
racy at computational costs that scale only polynomially
with the size of the system to be calculated. Although
the scaling is still steep, modern computer facilities en-
able coupled cluster calculations for systems large enough
to extrapolate to the infinite size of a solid or a surface.
Moreover, coupled cluster methods offer a whole hierar-
chy of approximations having increasing accuracy with
increasing computational costs. Within this hierarchy
coupled cluster singles doubles with perturbative triples
(CCSD(T)) is regarded accurate enough for most practi-
cal purposes, providing an accuracy of about 1 kcal/mol
or roughly 40meV/atom.
At zero temperature the electrons of matter assume
the state of lowest possible energy. At finite tempera-
ture the many-body quantum system of electrons can be
found in any of its states. At thermal equilibrium the
probability of finding it in an eigenstate with energy En
is proportional to the Boltzmann factor e−βEn , where
β = 1/kBT denotes the inverse temperature of the sys-
tem. If the system can exchange electrons with the bath
in addition to energy, it can also be found in states with
fewer or more electrons than suggested, say, by the num-
ber of protons N . Thus, a many-body electronic system
at finite temperature can be computed by, first, calcu-
lating the relevant many-body states |Ψn〉 with a zero
temperature theory which is able to yield excited states,
and then determine the finite temperature many-body
system by the mixture of states |Ψn〉 with probabilities
proportional to their respective Boltzmann factor e−βEn .
A. Correlating large systems at finite temperature
For large systems, and particularly for metals, the
number of relevant excited states quickly becomes un-
manageable for practical purposes. Furthermore, con-
ducting the zero temperature coupled cluster calculations
is difficult at best for metallic systems due to (quasi)
degeneracies of the uncorrelated mean field description,
such as Density Functional Theory (DFT) or Hartree–
Fock (HF), serving as the starting point of coupled clus-
ter theories. Alternatively, one can already start from a
thermal mean field description, where each single-body
level p forms an independent fermionic system occupied
with a probability fp, and add correlation by means of
a finite temperature many-body theory. It is the scope
of this work to translate zero temperature coupled clus-
ter theories CC(T = 0) to a finite temperature starting
point, circumventing the difficulties of the first approach
arising in large and metallic systems. For systems, where
zero temperature coupled cluster can be readily applied,
such as insulating systems, thermalizing and adding cor-
relation should commute, especially in the limit of T → 0,
as laid out in FIG. 1.
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FIG. 1. Thermalizing the single-body description and adding
correlation by a finite temperature coupled cluster formula-
tion should agree with adding correlation at zero tempera-
ture and thermalizing the resulting many-body states in cases
where both methods are applicable.
B. Imaginary time formulation
Finite temperature many-body perturbation theory
(MBPT) provides the framework of adding correlation
to a thermalized starting point. According to Eq. (A9),
a given term of the perturbation expansion of nth order
is calculated by evaluating contractions 〈. . . cˆa . . . cˆ†b . . .〉0
of the perturbations Hˆ1 at n distinct imaginary times
τ1, . . . , τn, integrating the times in an ordered fashion
on the interval 0 < τ1 < . . . < τn < β. Between
the times of the perturbations, say τ1 and τ2, the sys-
tem propagates according to the mean field description,
namely exp{−(τ2 − τ1)(Hˆ0 − µNˆ)}. This is analogous
to the time dependent formulation of zero temperature
many-body perturbation theory, Wick rotated to imagi-
nary time about the Fermi energy εF = µ. In the zero
temperature MBPT the times are integrated on the infi-
nite interval −∞ < τ1 < . . . < τn = 0. The terms of the
many-body expansion are otherwise identical and can in
particular be depicted by the same diagrams, applying
the respective evaluation scheme summarized in FIG. 2.
T τ integration 〈cˆacˆ†b〉0 diagrams
= 0
∫
−∞<τ1<...<τn−1<τn=0
dτ1 . . .dτn−1 δbaθ(εa − µ)
> 0 − 1
β
∫
0<τ1<...<τn<β
dτ1 . . .dτn δbafa
FIG. 2. The many-body perturbation expansion at zero
and at finite temperature can be given in terms of the same
diagrams, differing only in the way contractions are evaluated
and imaginary times τ are to be integrated. The dashed lines
indicate τ = 0 and β, respectively. The dotted line denotes
minus infinity. fa = (1− fa).
In the limit of T → 0 the terms of finite temperature
MBPT agree with the respective terms of zero temper-
ature MBPT [3]. We can therefore generalize zero tem-
perature coupled cluster theories to finite temperature
by, first, expanding the zero temperature coupled cluster
ground state energy in terms of the many-body pertur-
bation expansion and then translating each occurring di-
agram to finite temperature according to FIG. 2. As the
expansions do not terminate at any finite order we need
to formulate them in terms of a recursive scheme given
by a Dyson like equation.
C. Related approaches
The generalization of Wick’s theorem to mixtures,
rather than pure Slater determinants, is the key to fi-
nite temperature many-body perturbation theory. It was
brought forward by Matsubara [4, 5]. Many theories exist
employing Dyson like recursion schemes, such as Dynam-
ical Mean Field Theory (DMFT). They are, however, for-
mulated in the Matsubara frequency domain, rather than
in the imaginary time domain. To avoid multiple count-
ing, the diagrams of coupled cluster theory require strict
(imaginary) time ordering, which cannot be provided in
any frequency domain. However, Matsubara frequencies
simplify the formulation of infinite order expansions, al-
lowing for an approximate coupled cluster scheme, as pre-
sented by Hermes et al. [2] and applied to the Peierls
transition in one dimensional infinite hydrogen chains.
Mandal and coworkers have generalized the coupled
cluster ansatz directly, stating an operator differential
equation in imaginary time in Eq. (10) in [1]. Truncat-
ing the excitation level in the amplitudes of S(τ) and
integrating yields an analogous form as the one retrieved
by translating the many-body perturbation expansion of
coupled cluster, as done here. The authors solve this
equation for model systems, here a method is presented
to solve it for ab-initio Hamiltonians of extended systems.
Finally, fractional occupancy formulations of coupled
cluster theories [6] use the same generalization of Wick’s
theorem to mixtures as the one employed by finite tem-
perature many-body perturbation theory. It remains to
be studied, whether and which of the fractional occu-
pancy formulations agree with finite temperature coupled
cluster for T → 0 in cases where the zero temperature
mean field description requires fractional occupancies.
D. Structure of this work
Section II writes the zero temperature ground state en-
ergy of coupled cluster theories as a subset of the many-
body perturbation expansion. Section III translates this
subset to finite temperature in the imaginary time depen-
dent formulation and gives an algorithm to solve the oc-
curring equations for ab-initio Hamiltonians. Section V
applies finite temperature coupled cluster to solid lithium
and silicon to demonstrate its applicability to metals and
its convergence behavior for T → 0. Appendix A gives a
3brief derivation of finite temperature many-body pertur-
bation theory.
II. ZERO TEMPERATURE COUPLED
CLUSTER IN TERMS OF THE PERTURBATION
EXPANSION
In this section we translate the equations of coupled
cluster theory into a series of diagrams of the many-body
perturbation expansion. The series does not terminate at
any given order, however, it can be stated by means of
a recursive recipe which contains only a finite number of
terms. The resulting amplitude equations contains the
desired quantity both on the left-hand-side as well as in
a contracted forms on the right hand side and can thus
be expanded ad infinitum.
A. The coupled cluster ansatz
Coupled cluster theories start from a mean field
Hartree–Fock or DFT calculation. Let ψp(x) be the spin
orbitals of the mean field Hamiltonian Hˆ0 and let |Φ〉 de-
note the Slater determinant of the ground state, where
the lowest N orbitals are occupied by the N electrons
present in the system. At zero temperature we will use
the letters i, j, k, . . . to label occupied orbitals, a, b, c, . . .
to label virtual orbitals and p, q, r, . . . to label general spin
orbitals. Coupled cluster chooses an exponential ansatz
acting on the mean field Slater determinant for the ap-
proximation of the many-body wave function
|Ψ〉 = eTˆ |Φ〉 . (1)
The cluster operator Tˆ is expanded in excitation levels
Tˆ = Tˆ1 + Tˆ2 + . . . =
∑
ai
T ai tˆ
a
i +
∑
abij
T abij tˆ
ab
ij + . . . (2)
with the excitation operators tˆai = cˆ†acˆi, tˆabij = cˆ†acˆ
†
b cˆj cˆi,
. . . , and with the scalar arrays T ai , T abij , . . . to be de-
termined, which are referred to as singles, doubles,
. . . amplitudes, respectively. This choice ensures mul-
tiplicative separability of the approximate many-body
wave function for non-interacting subsystems by con-
struction. In the projection coupled cluster method
the amplitudes are determined by inserting Eq. (1) into
the stationary Schrödinger equation Hˆ|Ψ〉 = E|Ψ〉, left-
multiplying it with exp{−Tˆ} and projecting onto excited
Slater determinants 〈Φ|tˆia, 〈Φ|tˆijab, . . . , giving
0 = 〈Φ|tˆia e−Tˆ Hˆ eTˆ |Φ〉, 0 = 〈Φ|tˆijab e−Tˆ Hˆ eTˆ |Φ〉, . . .
(3)
In practice, the excitation level is truncated at a given
level, say at the doubles level, and the first and the sec-
ond equations are used to solve for the singles and dou-
bles amplitudes, respectively. The truncation level deter-
mines the quality of the approximation. Having found
the amplitudes, above equation is projected onto the
ground state Slater determinant 〈Φ| to yield the coupled
cluster ground state energy E in the respective approxi-
mation
E = 〈Φ|e−Tˆ Hˆ eTˆ |Φ〉. (4)
The expectation values of Eqs. (3, 4) are evaluated
by summing over all fully contracted terms occurring in
the expansions according to Wick’s theorem. It turns
out that only terms of the positive exponential remain
where all occurring operators are connected by the con-
tractions, denoted by an apostrophe on the expectation
value brackets 〈·〉′. The operator equation for determin-
ing the doubles amplitudes reads for instance
0 = 〈Φ|tˆijabHˆ eTˆ |Φ〉′ (5)
and the expansion of the remaining exponential now ter-
minates since the number of the contractions which can
be connected to Hˆ and tˆ is finite for a given excitation
level of the amplitudes. The energy expression is also
simplified by regarding only connected terms to
E = 〈Φ|Hˆ eTˆ |Φ〉′. (6)
B. Defining time dependent amplitudes
In the finite temperature many-body formalism one is
required to compute a density operator ρˆ ∝ exp{−βHˆ}.
This is equivalent to the time evolution operator from
zero to the finite point β in imaginary time. We are
therefore required to obtain equations for the amplitudes
of the cluster operator Tˆ (τ) = T ai (τ)τˆai +T abij (τ)τˆabij which
are valid for arbitrary imaginary times τ , rather than just
for the stationary case. We insert the coupled cluster ap-
proximation for the wave function exp{Tˆ (τ)}|Φ〉 into the
imaginary time dependent Schrödinger equation, giving
− eTˆ (τ) ∂
∂τ
Tˆ (τ)|Φ〉 = HˆeTˆ (τ)|Φ〉 (7)
since all excitation operators τˆai , τˆabij , . . . commute with
each other. Left-multiplying above equation with
exp{−Tˆ (τ)} and projecting onto excited Slater deter-
minants yields differential equations for the amplitudes,
reading for the doubles for instance
− ∂
∂τ
T abij (τ) = 〈Φ|τˆ ijabHˆ eTˆ (τ)|Φ〉′, (8)
where only the remaining connected terms are given, as
in the case of Eq. (5). Comparing Eq. (8) and Eq. (5)
shows that the original coupled cluster amplitudes are the
steady-state solution of the imaginary time dependent
amplitudes.
4C. Example: direct ring coupled cluster doubles
In order to give concrete working equations, the am-
plitudes can be truncated at a certain excitation level.
Truncating already at the level of doubles still results
in cumbersome equations, so for the sake of brevity we
further restrict the considered contractions to those con-
tractions, where all fermionic loops have length 2. The
resulting theory is termed direct ring coupled cluster dou-
bles theory (drCCD) or, alternatively, Random Phase
Approximation (RPA) with Second Order Screened Ex-
change (SOSEX). Apart from fully regarding fermionic
exchange relations, it shares important qualities of a fully
featured coupled cluster singles doubles (CCSD) theory,
where all contractions are regarded, such as a non-linear
nature of the amplitude equations and the ability to de-
scribe metallic systems in the thermodynamic limit. For
simplicity, we use the canonical set of creation and an-
nihilation operators, such that Hˆ0 =
∑
p εpcˆ
†
pcˆp. The
Hamiltonian is written in the form Hˆ = Hˆ0 − Vˆeff + Vˆ
with the electron–electron and the effective interaction of
the reference are given by
Vˆ =
1
2
∑
pqrs
V pqsr cˆ
†
pcˆ
†
q cˆr cˆs , Vˆeff =
∑
pq
vpq cˆ
†
pcˆq , (9)
respectively. Hartree–Fock-type terms will only be
considered at first order, in accordance with most
RPA+SOSEX calculations.
Integrating Eq. (8) with the boundary condition
Tˆ (τ → −∞) = 0 and evaluating all considered contrac-
tions, one finally obtains the drCCD equations in alge-
braic form, free of any operators:
T abij (τ) = (−1)
∫
−∞<τ ′<τ
dτ ′ e−(τ−τ
′)∆abij
[
V abij
+ V alid T
db
lj (τ
′) + V cbkj T
ac
ik (τ
′) + V klcd T
ac
ik (τ
′)T dblj (τ
′)
]
(10)
∀abij and implying a sum over all other indices. The
eigen-energy difference is denoted by ∆abij = εa + εb −
εi − εj . The drCCD amplitude equations can also be
stated in terms of Goldstone diagrams
τ =
τ ′
+
+ + , (11)
depicting the contractions and the time ordered unper-
turbed propagations from τ ′ to τ . The imaginary time
dependent formulation of the amplitude equations is not
the standard formulation, it is, however, readily gener-
alized to finite temperature. Inserting the steady-state
ansatz T abij (τ ′) = T abij (τ) = T abij into Eq. (10) and inte-
grating over all time differences 0 < τ − τ ′ < ∞ yields
the standard form of the drCCD amplitude equations for
non-degenerate systems
T abij =
V abij + V
al
id T
db
lj + V
cb
kj T
ac
ik + V
kl
cd T
ac
ik T
db
lj
−∆abij
(12)
The equations are non-linear and contain the left-hand-
side quantity T in contracted forms on the right-hand-
side, which can be solved by iteration until convergence
is reached. Once the steady-state amplitudes T abij are
found, the drCCD energy E can be computed by consid-
ering all non-vanishing contractions in Eq. (6), eventually
retrieving
E = εi − vii +
1
2
(
V ijij − V ijji
)
+
1
2
(
V ijab − V jiab
)
T abij (13)
implying a sum over all indices. The term involving the
amplitudes is referred to as drCCD correlation energy,
the remaining term is the Hartree-exchange energy EHX.
III. FINITE TEMPERATURE COUPLED
CLUSTER
Having formulated the imaginary time dependent cou-
pled cluster amplitude equations in terms of connected
fully contracted expressions allows a consistent gener-
alization to finite temperature by translating contrac-
tions and imaginary time integrations in an analogous
way as it is done in finite temperature many-body per-
turbation theory, outlined in FIG. 2. At finite temper-
ature the imaginary times of each occurring perturba-
tion are integrated over the finite domain [0, β], rather
than over the infinite domain of the zero temperature
case. The last perturbation at τn also needs to be in-
tegrated, rather than being kept fixed. Furthermore,
the contractions within quantum mechanical expectation
values of the Hartree–Fock or DFT Slater determinant
〈Φ| . . . cˆacˆ†b . . . |Φ〉0 are superseded by contractions within
the ensemble average of the respective finite temperature
mixture. Each level of the Hartree–Fock or DFT calcu-
lation must be allowed to exchange its electron with the
bath if the occupation probabilities are to be independent
of each other, enforcing the grand canonical ensemble. In
the canonical basis the (non-normalized) density opera-
tor factorizes into
ρˆ0 = e
−β(Hˆ0−µNˆ) =
⊗
p
e−β(εp−µ)nˆp (14)
with nˆp = cˆ†pcˆp and the fixed chemical potential of the en-
vironment µ. The probability of occupation fp of a single
level p is then given by the Fermi–Dirac distribution
fp = 〈nˆp〉0 = Tr{ρˆ0nˆp}
Tr{ρˆ0} =
e−β(εp−µ)
1 + e−β(εp−µ)
(15)
5and the probability of vacancy of the level p is denoted
by fp = 1 − fp. Matsubara generalized Wick’s theorem
to mixtures [4, 5] allowing contractions to be defined for
a thermal Hartree–Fock or DFT reference
〈. . . cˆ†i cˆj . . .〉0 = δijfi , 〈. . . cˆacˆ†b . . .〉0 = δbafa, (16)
by defining thermal particle and hole creation and anni-
hilation operators
cˆ†p = (1− gp)aˆ†p + gpbˆp , cˆp = (1− gp)aˆp + gpbˆ†p , (17)
with cˆ†p = aˆ†p = bˆp and cˆp = aˆp = bˆ†p. The scalars gp =
f
1/2
p are chosen such that thermal expectation values of
thermally normal ordered operators vanish. This is not
a canonical transformation but rather a re-labeling of
operators for defining thermal normal ordering.
Products of occupation or vacancy probabilities are de-
noted by fab...ij... = fafif bfj . . ., where lower and upper
indices are referred to as thermal hole and thermal parti-
cle levels, although all indices i, a, . . . are to be summed,
in principle, over all single-body levels p. In practice,
however, the sum over thermal holes i and thermal par-
ticles a can be restricted to levels where fi and fa is
non-negligible, respectively. The fact that thermal hole
indices i and thermal particle indices a can refer to the
same level p. spawns contractions which are not present
in the usual zero temperature formalism, in which hole
and particle state are disjoint. Most strikingly, the ref-
erence Hamiltonian Hˆ0 is no longer excitation level pre-
serving although it is diagonal in the canonical basis.
According to Eq. (17) it splits into four possible ways
how it can occur within the connected finite temperature
contractions
〈 · · εpaˆ†pbˆ†p 〉′0 〈 εpbˆpaˆp · · 〉′0 (18)
〈 · εpaˆ†paˆp · 〉′0 〈 · εpbˆpbˆ†p · 〉′0 (19)
Thus, only the excitation level preserving part of Hˆ0,
given in Eq. (19) and denoted by Hˆ0˜, can be used for the
unperturbed time evolution operator, diagrammatically
indicated by lines connecting perturbations at different
imaginary times τ ′ and τ . It reads similar to the zero
temperature case
e−(τ−τ
′)Hˆ0˜ = e−(τ−τ
′)∆˜ab...ij... , (20)
though with the thermal rather than the usual energy
differences of the propagating states abij denoted by
∆˜ab...ij... = f
aεa − fiεi + f bεb − fjεj + . . . The remain-
ing contraction cases of Hˆ0 which are given in Eq. (18)
must be treated as an additional perturbation, as they
change the number of simultaneously propagating ther-
mal states. The perturbation including the additional
terms is denoted by Hˆ1˜, such that Hˆ = Hˆ0˜ + Hˆ1˜.
This lays the fundament for finite temperature many-
body perturbation theory, in fact, including Hartree–
Fock itself, defining the exchange free energy. Appendix
A lists a brief derivation of finite temperature many-body
perturbation theory.
A. Finite temperature coupled cluster equations
At finite temperature we can use the thermal particle
and thermal hole creation operators aˆ†a and bˆ
†
i , respec-
tively, to define the excitation operators
τˆ+
a
i = aˆ
†
abˆ
†
i , τˆ+
ab
ij = aˆ
†
aaˆ
†
b bˆ
†
j bˆ
†
i , . . . (21)
employed by the cluster operator Tˆ . The de-excitation
operators are no longer their Hermitian conjugates but
rather given by
τˆ−ia = bˆiaˆa , τˆ−
ij
ab = bˆibˆj aˆbaˆa , . . . (22)
Working on connected and fully contracted expressions of
operators translates straightforwardly from zero to finite
temperature. Some contractions may no longer vanish at
finite temperature, so all of them have to be reconsidered.
The algebra of contractions is, however, identical, most
importantly
〈 · · · · aˆ†abˆ†i aˆ†b bˆ†j〉′0 = +〈 · · · · aˆ†b bˆ†j aˆ†abˆ†i 〉′0 . (23)
Thus, the differential equations for the amplitude scalars,
as for instance Eq. (8), also hold in the finite temperature
case, since the thermal excitation operators τˆ+aj , τˆ+abij , . . .
commute within contractions. The equation for the dou-
bles amplitudes reads for instance
− ∂
∂τ
T abij (τ) = 〈τˆ−ijabHˆ eTˆ (τ)〉′0. (24)
Having solved the imaginary time dependent ampli-
tudes for all times τ between 0 and β, the coupled cluster
grand potential can be computed from the grand poten-
tial of the reference Ω0 and a reference thermal expecta-
tion value of all connected and fully contracted coupled
cluster terms with the perturbation part Hˆ1˜
Ω = Ω0 − 1
β
∫ β
0
dτ 〈Hˆ1˜ eTˆ (τ)〉′0 , (25)
according to Eq. (A9). Note that the reference thermal
expectation 〈·〉′0 are evaluated in the Hˆ0 system, while
the interaction picture is employed with respect to the
Hamiltonian Hˆ0˜. Note that in the grand canonical en-
semble the expectation value of the number operator 〈Nˆ〉
will be affected by correlation. In principle, the chemical
potential µ needs to be scanned for the value µN , such
that 〈Nˆ〉 is fixed to the desired number of electrons N :
∂ logZ(β, µ)
β∂µ
∣∣∣∣
µ=µN
= N. (26)
6The correlation effect is, however, small at moderate tem-
peratures. The differences µN − µN−1 and µN+1 − µN
correspond to the finite temperature generalization of the
ionization potential (IP) and the electron affinity (AE),
respectively.
B. Example: direct ring coupled cluster doubles
The concrete working equations of a zero temperature
coupled cluster theory, formulated in imaginary time as
in Eq. (10), can be translated to finite temperature by
• extending hole and particle states to overlapping
thermal hole and particle states,
• convolving with the thermal time evolution opera-
tor e−(τ−τ
′)∆˜ab...ij... over the finite domain [0, τ ],
• multiplying with the thermal occupancies f c...k... for
each contracted thermal particle/hole index, and
• adding the excitation and de-excitation operators
of Hˆ0 given in Eq. (18) to the amplitude equations
coupling different excitation levels.
Applied to the direct ring coupled cluster doubles theory,
we obtain
T abij (τ) = (−1)
∫ τ
0
dτ ′ e−(τ−τ
′)∆˜abij
[
V abij + f
d
l V
al
id T
db
lj (τ
′)
+ f ckV
cb
kj T
ac
ik (τ
′) + f cdkl V
kl
cd T
ac
ik (τ
′)T dblj (τ
′)
+ δbjεbT
a
i (τ
′) + δai εaT
b
j (τ
′)
]
, (27)
for the doubles amplitudes and
T ai (τ) = (−1)
∫ τ
0
dτ ′ e−(τ−τ
′)∆˜ai
[
f bj δ
j
bεbT
ab
ij (τ
′) + f bj δ
j
bεbT
ba
ji (τ
′)
]
, (28)
for the singles amplitudes, implying a sum over all indices
occurring only on the right-hand-side. Note that the the-
ory now contains non-vanishing singles amplitudes from
the additional terms of Hˆ0 contained in the perturbation
Hˆ1˜. In principle, we could also truncate these terms at a
different level than the remaining terms of Hˆ1.
Having solved for the imaginary time dependent am-
plitudes, the direct ring coupled cluster doubles grand
potential is evaluated by
Ω = Ω0 +
β
0
τ
+
= Ω0−fivii+
1
2
fij
(
V ijij − V ijji
)
− 1
β
∫ β
0
dτ
[
fai δ
i
aεaT
a
i (τ)
+ fabij
(
V ijab − V jiab
) (
T abij (τ) + T
a
i (τ)T
b
j (τ)
) ]
, (29)
where Ω0 denotes the DFT grand potential
Ω0 = fiεi − 1
β
fi log fi . (30)
IV. SOLVING THE FINITE TEMPERATURE
AMPLITUDE EQUATIONS
At zero temperature only the steady-state solution of
the amplitudes was required, while in the finite temper-
ature case the free energy is determined from averaging
over all imaginary times [0, β]. In the finite tempera-
ture case one indeed needs to solve the system of coupled
integral equations (27,28) to an extend permitting suf-
ficient accuracy in the quadrature of Eq. (29). In prac-
tice, the imaginary time dependent amplitudes are rep-
resented on a non-equidistant imaginary time grid. An
exponential grid τm = βq(m−M) with 1 ≤ m ≤ M ≈ 10
and q > 1 is chosen, as the amplitudes generally follow
an exponential switching on process. Which choice of M
and q provides sufficient accuracy depends on the system
and on the temperature 1/β of the calculation. The am-
plitude integral equations are solved iteratively, starting
with a guess on the grid T ai (τm), T abij (τm), . . . From the
current amplitudes on the grid points T (τm) a continu-
ous interpolation to arbitrary imaginary times T (τ ′) is
constructed and inserted into the right hand side of the
amplitude equations to be solved, e.g. Eq. (27). Integrat-
ing the amplitude equations for each τ = τm, employing
the interpolation on the r.h.s., gives a set of amplitudes
T˜ (τm), which should agree with the initial amplitudes
T (τm). From the deviation of T˜ (τm) from T (τm) a new
set of amplitudes is estimated for each grid point. The
whole procedure is depicted in FIG. 3 and repeated until
the coupled cluster energies are sufficiently converged.
T abij (τm)
interpolate−−−−−−−→ T abij (τ ′)
estimate
x insert y on r.h.s.
T˜ abij (τm) ←−−−−−
integrate
amplitude eq.
FIG. 3. Iteratively solving the amplitude integral equations.
A. Particle/hole interaction picture
Applying the iterative procedure outlined above di-
rectly to the amplitude equations as stated for instance
in Eqs. (27,28) requires an unfeasibly large number M
of grid points for most systems and temperatures in or-
der to converge. This originates from contributions with
low or vanishing energy differences ∆˜abij , requiring small
steps ∆τ between the points on the imaginary time grid
to stay in the perturbative regime with ∆τ ‖Hˆ1˜‖ . 1.
7The amplitude equations are usually given in the inter-
action picture with respect to the reference Hamiltonian
Hˆ0˜ in the canonical basis. The time evolution operator
between the interactions is therefore diagonal and given
by exp{−∆˜abij (τ − τ ′)}. We can, however, redefine the in-
teraction picture to include an excitation level preserving
part of the perturbation into the time evolution operator,
hopefully extending the perturbative regime of amplitude
equations in the interaction picture redefined this way.
The map giving the interaction energy between an in-
coming and an outgoing thermal particle/hole pair a, i
and b, j, respectively
〈 · · V ibaj bˆiaˆ†b bˆ†j aˆa · · 〉′0 = (31)
is a positive definite map and contained in the perturba-
tion Hˆ1˜. Putting this part of the perturbation into the
part of the Hamiltonian Hˆ0˜, used for the time evolution
operator, is therefore expected to shift the spectrum of
Hˆ0˜ up while decreasing the norm of the remaining terms
in Hˆ1˜. Both effects are desirable to extend the perturba-
tive regime and we will henceforth use Hˆ0˜ and Hˆ1˜ only
to denote the operators, updated in this way.
In order to evaluate the resulting time evolution oper-
ator we write Hˆ0˜ in matrix form, such that matrix prod-
ucts correspond to thermal contractions. The square root
of the contraction weight is assigned to each open index
in order to retain an Hermitian matrix with real valued
eigenvalue decomposition
hibaj = δ
b
aδ
i
j∆˜
a
i +
(
fabij
) 1
2 V ibaj = U
b
jFλ
F
FU
∗iF
a , (32)
implying a sum over the eigenvalue index F . The parti-
cle/hole imaginary time evolution operator is thus given
and depicted by
e−∆τHˆ0˜ = U bjF e
−∆τλFFU∗iFa , (33)
Finding the eigenvalue decomposition scales as O(N3vN3o )
with the number of thermal holes No and particles Nv,
which is of the same order as zero temperature coupled
cluster doubles. Finally, the amplitude equations also
need to be updated to exclude the particle/hole inter-
action moved into the time evolution operator and to
assign the square root of the contraction weight to each
open index.
The proposed repartitioning of the Hamiltonian for
the imaginary time evolution operator corresponds to
a generalization of the Casida equation in the Tamm–
Dancoff approximation to finite temperature. Indeed,
having found the eigenvalue decomposition, one can im-
mediately evaluate linearized direct ring coupled cluster
doubles by
Ω = Ω0 − 1
β
∫ β
0
dτ1
∫ β
τ1
dτ2 e−(τ2−τ1)(λ
F
F+λ
G
G)
1
2
(
V klcd − V lkcd
)
U ckFU
∗iF
a U
d
lGU
∗jG
b V
ab
ij , (34)
implying a sum over all indices. The excitation level ris-
ing or lowering contributions of Hˆ0 are, however, not re-
garded.
B. Example: direct ring coupled cluster doubles
This subsection applies all techniques to the direct ring
coupled cluster doubles theory, summarizing the method
details of the calculations conducted for Section V.
Moving the particle/hole interaction into the time evo-
lution operator, the finite temperature direct ring doubles
amplitude equations from Eq. (27) now read
T abij (τ) =
(−1)
∫ τ
0
dτ ′ e−(τ−τ
′)(λFF+λ
G
G) UaiFU
∗kF
c U
b
jGU
∗lG
d[ (
f cdkl
) 1
2 V cdkl +
(
fefmn
) 1
2 V mnef T
ce
km(τ
′)T fdnl (τ
′)
+
(
fdl
) 1
2 δdl εdT
c
k (τ
′) + (f ck)
1
2 δckεcT
d
l (τ
′)
]
, (35)
or in terms of diagrams
= + (36)
The equation for the singles reads
T ai (τ) = (−1)
∫ τ
0
dτ ′ e−(τ−τ
′)λFF UaiFU
∗kF
c[ (
f bj
) 1
2 δjbεbT
ab
ij (τ
′) +
(
f bj
) 1
2 δjbεbT
ba
ji (τ
′)
]
. (37)
The convolutions in the amplitude equations are evalu-
ated using the (non-smooth) linear interpolating function
T (τ) =
(τm − τ)T (τm−1) + (τ − τm−1)T (τm)
τm − τm−1 (38)
where m = m(τ) = min{m : τm ≥ τ}.
The iteration process starts with the initial values
T (0)ai (τm) = 0, T
(0)ab
ij (τm) = 0, (39)
denoting the iteration index in superscripted parenthesis.
The next set of amplitudes of T (I+1) for iteration I + 1
is computed from the the amplitudes in iteration I via
intermediate amplitudes T˜ (I+1), which are given by
T˜ (I+1)ai (τ0 = 0) = 0 T˜
(I+1)ab
ij (τ0 = 0) = 0 (40)
8for the first (trivial) point in imaginary time τ0 = 0 and
by
T˜ (I+1)abij (τm > 0) = U
a
iFU
∗kF
c U
b
jGU
∗lG
d{
e−(τm−τm−1)(λ
F
F+λ
G
G) T˜ (I+1)cdkl (τm−1)
−
∫ τm
τm−1
dτ e−(τm−τ)(λ
F
F+λ
G
G)[ (
f cdkl
) 1
2 V cdkl +
(
fefmn
) 1
2 V mnef T
ce
km(τ)T
fd
nl (τ)
+
(
fdl
) 1
2 δdl εdT
c
k (τ) + (f
c
k)
1
2 δckεcT
d
l (τ)
]}
(41)
for all further imaginary time points 0 < τm ≤ β, depend-
ing on the current intermediate amplitudes T˜ (I+1)(τm−1)
at the previous imaginary time τm−1. The intermediate
singles amplitudes are found analogously. Inserting the
interpolation function of the amplitudes Eq. (38) and in-
tegrating τ results in a linear combination of contrac-
tions. Each occurrence of the amplitudes T (τ) will be
evaluated once at the start of the integrated interval
τm−1 and once at the end τm with weights depending on
the interval length ∆τ = τm − τm−1. For instance, the
quadratic term needs to be evaluated for three different
combinations of imaginary times.
Once the intermediate amplitudes are evaluated for all
imaginary time points, the amplitudes for the next iter-
ation I + 1 are estimated by linear mixing
T (I+1)(τm) = αT˜
(I+1)(τm) + (1− α)T (I)(τm) (42)
with the mixing factor α.
V. APPLICATIONS
In this section the presented finite temperature coupled
cluster framework is applied to solid lithium, a metallic
system, and to solid silicon as an insulating system to
demonstrate its practical applicability. All calculations
were conducted with the Coupled Cluster for Solids cc4s
code, developed at TU Wien, based on a density func-
tional theory reference, provided by the Vienna ab-initio
Simulation Package (VASP) [7]. The direct ring cou-
pled cluster doubles energies approximation was chosen
for the first test as it is expected to converge for metal-
lic systems at zero temperature in the thermodynamic
limit of an infinite solid. It also exhibits a non-linear
form of the amplitude equations, which proves to be a
substantial difficulty to overcome, when solving the fi-
nite temperature equations. None of the calculations is
fully converged, neither with respect to the number of
virtual orbitals, nor with respect to the thermodynamic
limit. However, the test systems provide the respective
key features of interest. The lithium system is truly de-
generate at all temperatures considered, with 3 electrons
distributed over 6 orbitals at low temperature. The sil-
icon system provides an underestimated but finite band
gap and can therefore also be calculated with the conven-
tional zero temperature direct ring coupled cluster dou-
bles methods, also known as RPA+SOSEX.
The lithium super cell comprises 16 atoms in 284 or-
bitals at the Γ-point. The silicon super cell contains 8
atoms in 125 orbitals at the Γ-point. All super cells
were relaxed at the DFT level with the Perdew–Burke–
Enzerhof (PBE) functional. The kinetic cutoff energy for
the calculation of the electron–electron interaction was
set to 280 eV. FIG. 4 plots the resulting free energies in
the Tamm–Dancoff approximation as a function of in-
verse temperature β. In the case of the semi-conducting
Si, the finite temperature free energy approaches the to-
tal energy, calculated with the existing zero temperature
formalism, as expected. In the case of the metallic Li,
the convergence is much slower below a temperature of
about 0.1 eV.
VI. SUMMARY
This work presents a framework for finite temperature
coupled cluster theories, including a practical algorithm
to apply it to extended systems. For demonstration pur-
poses the direct ring coupled cluster doubles free energy
is calculated for two solids, metallic lithium and semi-
conducting silicon. In the latter case the finite tempera-
ture result can be compared with existing zero tempera-
ture theories and agreement is found. The metallic sys-
tem converges much slower below a certain temperature.
It remains to be studied how the convergence behavior
depends on the system size.
Appendix A: Brief derivation of finite temperature
many-body perturbation theory
In thermal equilibrium, the (non-normalized) density
operator ρˆ of the grand canonical ensemble with chemical
potential µ is given by
ρˆ = e−β(Hˆ−µNˆ), (A1)
where β = 1/kBT is the inverse temperature. Applying
the Zassenhaus formula separates the density operator
into a reference part ρˆ0 and a correlation part Sˆ:
ρˆ = e−β(Hˆ0+Hˆ1−µNˆ) = e−β(Hˆ0−µNˆ)︸ ︷︷ ︸
ρˆ0
e−βHˆ1e+β
2/2[Hˆ0,Hˆ1] . . .︸ ︷︷ ︸
Sˆ
(A2)
since Nˆ commutes with Hˆ0 and Hˆ1.
1. Bloch equation
The derivative of ρˆ with respect to β defines an equa-
tion of motion for ρˆ as a function of β, referred to as
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FIG. 4. Free energy in the linearized direct ring coupled cluster doubles approximation for solid lithium (left) and solid
silicon (right) as a function of inverse temperature β. In the insulating case the free energy approaches the ground state
energy obtained from the zero temperature theory. In the metallic case the free energy converges considerably slower below a
temperature corresponding to β ≈ 10 eV−1.
Bloch equation
− ∂ρˆ
∂β
= (Hˆ − µNˆ)ρˆ . (A3)
Inserting Eq. (A2) on both sides and using −∂ρˆ0/∂β =
(Hˆ0 − µNˆ)ρˆ0 yields
− ∂(ρˆ0Sˆ)
∂β
= (Hˆ0 − µNˆ)ρˆ0Sˆ − ρˆ0 ∂Sˆ
∂β
= (Hˆ0 + Hˆ1 − µNˆ)ρˆ0Sˆ , (A4)
from which the equation of motion for the correlated part
Sˆ follows
− ∂Sˆ
∂β
= Hˆ1(β)Sˆ(β) , (A5)
with Hˆ1(τ) = e+τ(Hˆ0−µNˆ)Hˆ1e−τ(Hˆ0−µNˆ). This is the fi-
nite temperature analog to the interaction picture.
2. Perturbation expansion of Sˆ
The equation of motion for the correlation part Sˆ can
be transformed into a Voltera integral equation with the
formal solution
Sˆ(β) =
∞∑
n=0
(−1)n∫
0<τ1<...<τn<β
dτ1 . . . dτnHˆ1(τn) . . . Hˆ1(τ1) . (A6)
Note that Sˆ(β) also depends on µ although this is not
explicitly denoted.
3. Grand potential difference
The grand canonical partition functions of the fully
interacting system Z and of the reference system Z0 are
given by
Z(β, µ) = Tr{ρˆ0Sˆ(β)}, Z0(β, µ) = Tr{ρˆ0} (A7)
respectively. We are interested in the grand potential
difference between the fully interacting and the reference
system
∆Ω = − 1
β
(
logZ(β, µ)− logZ0(β, µ)
)
= − 1
β
log
〈
Sˆ(β)
〉
0
, (A8)
where 〈Aˆ〉0 = Tr{ρˆ0Aˆ}/Z0(β, µ) denotes the statistical
expectation value of the operator Aˆ in the reference sys-
tem Hˆ0.
4. Linked cluster theorem at finite temperature
The terms in Eq. (A6) can be expressed as the expo-
nential of a subset, consisting only of connected (linked)
terms [8]. Thus,
∆Ω = − 1
β
∞∑
n=1
(−1)n∫
0<τ1<...<τn<β
dτ1 . . . dτn
〈
Hˆ1(τn) . . . Hˆ1(τ1)
〉′
0
, (A9)
where 〈Aˆ〉′0 denotes the statistical expectation value of
Aˆ in the reference system, restricted to connected Wick
contractions only. Above result is also derived in [5].
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5. Thermal expectation values
Derivatives of the log-partition function with respect
to β or µ yield central statistical moments of Hamiltonian
Hˆ and of the number operator respectively Nˆ
〈Hˆ〉 = ∂ logZ(β, µ)−∂β 〈Nˆ〉 =
∂ logZ(β, µ)
β∂µ
(A10)
〈∆2Hˆ〉 = ∂
2 logZ(β, µ)
(−∂β)2 〈∆
2Nˆ〉 = ∂
2 logZ(β, µ)
(β∂µ)2
(A11)
and so forth, with ∆Aˆ = Aˆ− 〈Aˆ〉.
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