Abstract This paper presents a system that is able to reliably track multiple faces under varying poses (tilted and rotated) in real time. The system consists of two interactive modules. The first module performs the detection of the face that is subject to rotation. The second module carries out online learning-based face tracking. A mechanism that switches between the two modules is embedded into the system to automatically decide the best strategy for reliable tracking. The mechanism enables a smooth transit between the detection and tracking modules when one of them gives either nil or unreliable results. Extensive experiments demonstrate that the system can reliably carry out real time tracking of multiple faces in a complex background under different conditions such as out-of-plane rotation, tilting, fast nonlinear motion, partial occlusion, large scale changes, and camera motion. Moreover, it runs at a high speed of 10∼12 frames per second (fps) for an image of 320 × 240.
Real-time object tracking in a complex environment is a challenging research topic in the field of computer vision, and it has many practical applications, such as visual surveillance, biometric identification, human-computer interaction, and video retrieval. Accurate and real time face tracking will improve the performance of face recognition, human activity analysis, and a high-level of event understanding.
An automatic face-tracking system usually includes two key modules: face detection and face tracking [1−11] . Viola and Jones [1] used AdaBoost for frontal face detection, and it is related to the earlier work of Tieu and Viola [2] for boosting image retrieval. The ability to detect and track faces of varying head poses is important for many real applications. To solve this problem, Wang et al. [3] proposed a graphical model-based method, which combines the factorial and the switching-hidden Markov model (HMM). Huang et al. [4] developed a tree-structured multi-view face detector that divided the entire face space into small subspaces. Wiskott et al.
[5] built elastic bunch-graph templates for multi-view face detection and tracking. Gong et al. [6] studied the trajectories of faces in linear principal component analysis (PCA) feature spaces as they rotated in addition, he used kernel-support vector machines for multi-view face detection and pose estimation [7] . Li et al. [8] proposed the float-boost algorithm and use of the fused output of different viewpoint detectors to handle rotated faces.
The face-tracking system of Toyama [10] uses an incremental focus of attention (IFA), a state-based architecture that allows the fast recovery of lost targets within a unified framework. Huang et al. [11] developed a skintone and edge-based detection module integrated with a tracking module for an efficient and robust detection and tracking process. Many visual-based tracking systems use some low-level features to track objects including faces. Monte Carlo methods [12−14] adopt sampling techniques to model the posterior probability distribution of the object state and track objects through inference in the dynamical Bayesian network. A robust non-parametric technique, the mean-shift algorithm, has also been proposed for visual tracking [15−17] , and human faces are tracked by projecting the face-color-distribution model onto the color frame and moving the search window to the mode (peak) of the probability distributions by climbing density gradients. Collins et al. [18] brought online feature selection into tracking and changed the problem of tracking into pattern classification. On the basis of that novel idea, some related methods [18−19] were presented to handle object tracking in a cluttered environment.
Although much progress has been made in face detection and tracking, it is still a big challenge to handle multiple, largely tilted and rotated faces reliably in real time. The tracked faces can either be lost easily when the faces are tilted, or rotated to a large degree, or heavily occluded. Moreover, the used algorithms are not fast enough to handle abrupt changes such as jumping and running, especially for non-frontal view faces. These limitations must be overcome for a wide range of real applications. This paper presents a real time face-tracking system. The system consists of two interactive modules: 1) the face-detection module, and 2) online adaptive face-tracking module based on visual cue selection. The advantage of the first module is the high accuracy of frontal face detection in position and scale. However, it may fail with large tilt and rotation of the subject. The second module could achieve real time multiple-face tracking in various head poses, but it is sensitive to large face-scale changes. To overcome the weaknesses of the two modules above, the system switches between them, when one module gives either nil or unreliable results through an association method. Extensive results demonstrate that the system can reliably carry out real time tracking of faces in video sequences under conditions such as out-of-plane rotation, tilting, partial occlusion, large scale changes, camera motion, and multiple persons. The processing speed of the system is 10∼12 fps for images of size 320 × 240.
The remainder of this paper is organized as follows: Section 1 introduces the diagram of the system. Section 2 presents the online adaptive visual cue selection-based facetracking module in detail. Section 3 explains the switching method between the face detector and tracker modules. Section 4 discusses extensive results. Section 5 describes the conclusion and future extension of the system.
System overview
The system consists of two interactive modules ( Fig. 1 ): 1) face detection and 2) visual cue selection-based face tracking. The detection module incorporates ideas from Viola [1] for the detection of faces subject to rotation. In the second module, tracking is performed by an online adaptive visual cue selection method and mean-shift analysis. Different from the mean-shift tracking methods, which are based on minimizing the distance between the kernel distribution for the object and the model [15] , the herein proposed method selects salient color features of the faces automatically and dynamically for each frame, and computes the weight of each pixel by fusing the probabilities of the pixels in the tracked regions and the surrounding area. In contrast to the tracking methods that use a static object model, the current method can focus on the differences between the object and environment, thus retaining the tracker robustness even in a complex environment. Real-time multipleface tracking is performed by the interaction between the above two modules. • For each input frame, the detection module is used to find all possible faces and to update or initialize a new tracker of the tracking module.
• To reduce the influence of false detects (false alarms of the face-detection module), the time-prints of each new face are analyzed in consecutive frames, and the result so obtained is further used to remove noise.
• Once a new face is confirmed, it will be added to the list of objects being tracked, and the color distribution of the face and its surrounding area are computed for the initialization of the tracker.
• If a tracked face is not detected in a certain frame, for instance when under rotation or partial occlusion, the recorded face pattern is utilized to estimate the target position.
• Once a tracker gets detected, its parameters such as scale, position, and color distribution of both the face and the surrounding area will be updated by the detection result. If a tracker is not detected for several consecutive frames, it will be labelled as lost target and deleted.
• The final output of the tracking result is the integration of the two modules.
Online adaptive visual cue selectionbased face-tracking
The mean-shift algorithm is a nonparametric statistical method for seeking the nearest mode of a point-sample distribution [15−17] . The algorithm has been adopted as an efficient technique for real time object tracking. One of the key issues in mean-shift algorithm is the production of the sample-weight image. In the desired sample-weight image, the pixels on the object are expected to have high weight, whereas pixels on the background have low weight. Thus, any feature that may separate the object from the background can be used to produce the weight map. For instance, the motion feature in the process of moving-object tracking with a static camera, skin-color model in face tracking, texture similarity, and the output of the correlation from a detection module such as a classifier.
The problem that is addressed in the system is how to produce a sample-weight image in which the weight of the pixel on the face is greatly enhanced than the weight of the dynamic scene in mean-shift analysis. Although the face s motion characteristic can be used to separate the moving person and the static background, and thus improve the accuracy of the weight image, many of the existing motionsegmentation algorithms with a static camera are based on the background subtraction technique. Considering that the camera is active in many application fields, preference is given to building a system that has little constraints with respect to the camera motion.
In this system, the color distribution of the object is considered as the main feature. Typically, a color featurebased weight image is determined by computing the Bhattacharyya coefficient between the color histograms of the object model and the current mean-shift window. Instead of using the Bhattacharyya coefficient, the weight image is computed in this model through the fusion of the probabilities of the pixel in the color distribution of the object model and its surroundings. First, the color distribution of the face model is taken as the feature space. Subsequently, the color distribution of its surroundings in the current frame is used to select the dominant color in the feature space for the next frame during the mean-shift tracking.
Face detection for candidate initialization
This method uses the output of the Viola method [1] for target-candidate initialization. Usually, the face is represented by a certain region in the image, and its shape can be chosen as an ellipse or a rectangle. In the system, the face is modeled as a rectangular window, and the size of the window is changed online; its state is defined as S = {x, y, w, h, d}, where (x, y) is the center position of the window, w and h represent the width and height, and d denotes the number of times of lost detection for the face tracker. Ir(x, y), Ig(x, y), and I b (x, y) represent the intensity values of R, G, and B of the input image I at (x, y), respectively. During the tracking process, the state S is initialized by the face-detection result. The face in the tracker is modeled as a rectangle with h = α·w, α ∈ [1, 1.5], where α is an experimental variable of the face model, and fixed as 1. 2 in the herein-proposed system.
If a detected face does not associate with any of the existing trackers, it will be assigned as a possible new face.
If the associated times of the new face are higher than a threshold in the following frames, it will be confirmed, and a new tracker will be initialized. More details about the association method are given in Section 3.
Online adaptive visual cue selection
The goal of feature selection is to find pixels with dominant features in feature space and produce the sampleweight image during further mean-shift tracking. The two main components in feature selection are feature-space creation and online feature selection. Considering the camera motion and dynamic background, the color cue is selected to build feature space. Without loss of generality, many color spaces such as RGB, HSV, and YUV can be chosen as the feature space. Because almost the same tracking results are obtained with the color spaces mentioned above in the current experiments, in this system, the RGB color distribution of the object is chosen as the feature space. An RGB histogram with N = Nr·Ng·N b bins is chosen as the object color model qT :
where N n=1 qT (n) = 1. Let P k denote the weight map at time k, and P k (x, y) denote the probability of the pixel I(x, y) in the weight map. Then, without feature selection, the pixel weight P k (x, y) can be directly computed as follows:
where
Under the weight map P k in (2), while the iteration stops, the candidate will move to the nearby highest modes of the observation density, where the pixels with high probabilities are located in the object-color model.
The main advantage of (2) is that in contrast to computing the Bhattacharyya coefficient between the color histograms of the object model and the current mean-shift window, (2) is simple and fast to implement. However, because in (2) only the probability of each pixel in the object color model is considered, it may fail in a complex environment that has color similar to the object model. To solve this problem, an efficient feature-selection method, which continually uses the color distribution of the surrounding area to select the dominant color feature from the object color model, has been developed. The selected feature will be used to produce the weight image in mean-shift tracking.
Considering the non-linear motion of the object, a large circular area around the current object position is chosen to estimate the color distribution of the background. Let q k T and q k BK denote the color distributions of the target and background at time k, respectively; a natural extension to design the dominant color-feature distribution q k D is to select those colors with higher probabilities in qT than that in q
Although (4) successfully selects the salient color of the object, by directly taking the probability of the target q 
However, if q k BK (n) is a small value such as zero, the corresponding q k D (n) in (5) will be infinite. To avoid this problem, a threshold T is designed to prevent a high contrast between the target and the background in the model, and in addition, a small value ε is also designed to get rid of small probabilities and avoid being divided by zero. Finally, q
otherwise (6) Then the weight map can be created as Fig. 2 gives an example of online visual cue selection with similar color between the target and background. The rectangle in Fig. 2 (a) (computed by (6)) are shown in Fig. 2 (d) . Note that during visual cue selection, similar color of the object and the background will be punished ( Fig. 2 (d) , rectangle with broken line), and the salient color feature of the object will be enhanced ( Fig. 2 (d) , left rectangle with broken line).
Figs. 2 (b) and (c) display the computed weight map by q k T and q k D , respectively. Note that due to the similar color between the target and its background (Fig. 2 (a) ), the weight map (Fig. 2 (b) ) computed by target-color model is full of noises, and hence, portends great trouble for further tracking. However, the weight map P k , built by q k D (Fig. 2 (c) ), contains the salient contrasts between the target and its background, and the mean-shift tracking will be more robust when based on this map. Table 1 Online adaptive visual cue selection-based tracking algorithm
The online adaptive visual cue selection-based tracking algorithm is shown in Table 1 . Here, Mx is the first moment of x, My is the first moment of y. The threshold λ is set to one pixel in the system. During the tracking process, if a tracked face is not detected in a certain frame, the size of its rectangle window is constant for simplicity. Once a tracker gets detected, its parameters such as scale, position, and color distribution of the face and its surroundings will be updated by the detection result.
Module switching
In this section, the previous work [20] in this field by the same authors has been adopted to associate the detected faces with previous tracks. By computing the overlapping ratios of the previous tracks T and the current measures M , a correspondence matrix C k is constructed to assign the detected faces to previous tracks. Three possible values may be found in the element of matrix C k : zero, one, and two. Zero indicates no selection. One represents one selection among the options considered takes place. Two implies that both the track and the measure select each other. Thus, the face-detection measures and existing tracks are classified into three parts: nonmatched track, nonmatched measure, and matched track and measure. The following is the sum of the module-switching rules of the system. 1) For each matched track and measure, its parameters such as scale, position, and color distribution of the face model and surrounding area will be updated by the measure, and the face-detector module of this target is taken as the active module.
2) For each non-matched track, the recorded face pattern is used to estimate the target position, and the face-tracker module of this target is set to active mode. To avoid tracking problems, the tracker will be considered as lost target if it is not detected for several consecutive frames.
3) For each nonmatched measure, a possible new face is detected, and a new tracker is initialized. If this tracker is associated with the detected face in the following frames, it will be confirmed as a new face and added to the list of the object being tracked.
Experimental results
The system is implemented on a standard PC (Pentium IV at 3.0 GHz), and its average processing speed reaches 10∼12 frames per second for images of size 320 × 240. Extensive experiments have been made to test the performance of the system, for instance-typical indoor and outdoor environments, with a large degree of head rotations in plane and out-plane, partial occlusion, large scale changes, multiple persons, and nonlinear fast movement in a complex background.
Color histogram in RGB color space with 10 × 10 × 10 bins for building the color distributions of the object and the surrounding area is used. Clips taken under difficult conditions are deliberately selected, especially those with rotation and occlusion, for which most face-detection methods fail. Fig. 3 shows an example of tracking multiple faces in an indoor environment. The cross shows the position of the face. White color denotes that the active module of the target is the face detector. Black color shows that the active module is the face tracker, and the face detector fails to detect the target in this movement. Note that this system successfully tracks multiple faces in realtime under various difficult conditions, such as out-plane rotations ( Fig. 3 (a) , frames 94 122), up-and-down nodding ( Fig. 3 (a) , frame 351, Fig. 3 (b) , frame 417), partial occlusion ( Fig. 3 (a) , frames 351, 372, 394, and 463, Fig. 3 (b) , frames 214, 249) and large scale changes (Fig. 3 (a) , frame 463, Fig. 3 (b) , frame 249). Many detectors [1] may fail in situations. Fig. 4 gives an example of face tracking with an active camera in an indoor environment. Serious problems as heavy rotation (Fig. 4, frames 128 , 147, and 314), scale changes (Fig. 4, frames 71∼274) , and changing background are correctly handled. It is hard for those systems that only detect near-frontal face in still frame to achieve the same tracking result.
Tracking result of a single person in an outdoor environment is shown in Fig. 5 . In this sequence, a person is walking towards the camera (Fig. 5, frames 90 and 659) . Note that the system successfully handles difficult conditions like heavy rotation (Fig. 5, frames 274, 322, and 435 ), large tilting (frames 377 and 466), camera zoom-ratio changes (frames 90 to 659), and camera motion. (Fig. 6, frames 112∼243) ; in the last two rows, the person s face is completely occluded by the book (Fig. 6,  frames 354∼508 ). Skin color-based tracker fails in this condition whereas the proposed method keeps on tracking the object by his hair with visual cue selection. To analyze the performance of the proposed tracking results and observe how the limitation of each module is overcome, the active times of the detection and tracking modules are given in Table 2 and Fig. 7 . Note that the frontal face-detection module [1] fails when the faces are tilted, or rotated to a large degree, or much occluded, and as a result, it could only achieve a low detection rate (0.14 for No. 1 and 0.05 for No. 2 of Fig. 4 ) in the real dynamic scene. However, these limitations are overcome by switching between the detector and tracker modules in proposed system. It is evident from Table 2 [1] system P.Viola [1] system No. 1 524 173 514 33.0% 98.1% ( Fig. 3 (a) Fig. 3 (a) (Fig. 4) No. 2 109 6 100 5.0% 91.7% (Fig. 4)   Fig. 7 Switching between the detection and tracking modules in the system ((a) Active detection and tracking time of the target No. 1 (Fig. 4) ; (b) Active detection and tracking time of the target No. 2 (Fig. 4) )
Conclusions
The main contributions of this work are the following: 1) A face tracking system architecture is presented which dynamically switches between the face detection and tracking modules by data association, thus overcoming the weaknesses of the two modules.
2) An online adaptive visual cue selection-based tracking algorithm is proposed. This method achieves robust tracking in difficult conditions such as out-of-plane rotation, up to 90 degree tilting, partial occlusion, large scale changes, camera motion, and nonlinear fast motion in a complex background.
3) A reliable and fast multipose face-tracking system has been developed. Extensive experiments demonstrate that the system can automatically detect and track multipose faces at a speed of 10∼12 fps for an image size of 320 × 240.
Future work will focus on the improvement of the adaptive visual cue selection, and integration of more cues and features as evidences for face tracking.
