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Abstract— Prognostics is a major activity of Condition-Based 
Maintenance (CBM) in many industrial domains where safety, 
reliability and cost reduction are of high importance. The main 
objective of prognostics is to provide an estimation of the 
Remaining Useful Life (RUL) of a degrading component/ system, 
i.e. to predict the time after which a component/system will no 
longer be able to meet its operating requirements.  RUL 
prediction is a challenging task that requires special attention 
when modeling the prognostics approach. This paper proposes a 
RUL prediction approach based on Instance Based Learning 
(IBL) with an emphasis on the retrieval step of the latter. The 
method is divided into two steps: an offline and an online step. 
The purpose of the offline phase is to learn a model that 
represents the degradation behavior of a critical component 
using a history of run-to-failure data. This modeling step enables 
us to construct a library of health indicators (HI) from run-to-
failure data. These HI’s are then used online to estimate the RUL 
of components at an early stage of life, by comparing their HI’s 
to the ones of the library built in the offline phase. Our approach 
makes use of a new similarity measure between HIs. The 
proposed approach was tested on real turbofan data set and 
showed good performance compared to other existing 
approaches.  
Keywords—prognostics; RUL prediction; Instance Based 
Learning; similarity measures. 
I.  INTRODUCTION  
In industrial world, breakdowns can have huge impact on 
the system’s performance and may lead to disastrous 
situations where both human’s life and systems are put in 
jeopardy. In order to avoid such situations, maintenance 
strategies shifted from traditional fix-it-when-it-breaks to 
predict-prevent maintenance schemes in the form of 
Condition-Based Maintenance (CBM) first and Prognostics 
and Health Management (PHM) later. CBM makes use of 
machinery run-time data to determine the machinery condition 
and hence its current fault/failure condition, which can be used 
to schedule repair and maintenance prior to breakdown. PHM 
refers specifically to the phase involved with predicting future 
behavior, including remaining useful life, in terms of current 
operating state and the scheduling of required maintenance 
action to maintain systems health [1]. The core of PHM 
process is prognostics. 
Prognostics as defined by the international standard 
organization is “the estimation of time to failure and risk for 
one or more existing future failure modes” [2]. It is thereby a 
promising activity that aims at reducing the costly systems 
downtime and maximizing the useful operating life of 
equipment by avoiding unnecessary replacements and thus 
increases the system’s reliability.  
In general, prognostics approaches can be categorized 
under three categories; model-based, data-driven and hybrid 
approaches [3, 4]. Model-based prognostics build a 
mathematical model that is directly related to the physical 
process that influences the health of the component. The 
model can be described by dynamic systems such as nonlinear 
equations, differential equations, state space models and 
solved accordingly. These approaches provide the most 
accurate and precise tool for prognostics applications. 
However, it is usually hard to construct physical models for 
complex systems, because we do not have the necessary 
knowledge of the physical degradation phenomena. Model-
based approaches are application specific and cannot be 
generalized [5, 6].  Data-driven approaches, on the other hand, 
attempt to derive models from routinely collected monitoring 
data instead of building the models based on comprehensive 
system physics and human expertise. They are based on 
statistical and learning techniques built upon the historical 
records and produce prediction output directly in terms of 
condition monitored data. Data-driven approaches are easier to 
implement compared to model-based approaches but give less 
accurate results. They hence offer a trade-off between 
precision, complexity and implementation cost. Hybrid 
approaches combine both previously described approaches. 
Usually for these approaches, the physical model is validated 
offline and data-driven techniques are then used to update the 
model’s parameters to increase the accuracy.  
Thanks to the easiness of implementation and their ability 
to learn models from historical data, data-driven approaches 
offer an appealing tool to perform prognostics. Artificial 
Neural Networks (ANN) is the most widely used data-driven 
approach for prognostics due to its accuracy [7, 8]. However, 
neural networks lack the ability to explain and interpret their 
results. They are black-box systems where the relationship 
between the inputs and outputs is not known. Statistical 
approaches are also popular in the field of prognostics. 
However, they are usually based on assumptions that are not 
suitable for real world industrial applications [9, 10]. In this 
paper, instance based learning (IBL) is developed as a 
machinery prognostics approach. This method is able to give 
good prediction results without any prior knowledge about the 
components characteristics or the degradation model. The 
degradation model is directly learned from the data.  We 
propose to enhance the retrieval step of IBL by developing a 
new similarity measure algorithm that takes into account the 
whole history data while giving more importance to late 
observations. This similarity measure is used to retrieve the K 
most similar instances, represented by health indicator 
trajectories in the library, and locate the time position of the 
new experience (instance) in order to predict its RUL. Our 
approach can be used in any application following these 
hypotheses: 
• Run to failure historical data available.  
• The history of training data starts with components in 
good health and ends when the components reach 
failure condition that is the end of life criteria.  
• Test components are assumed to exhibit the same 
degradation behavior.  
• Variable contexts were not addressed in this work.  
• Observation signals i.e. sensory data should capture 
the health status evolution through time. 
This paper is organized as follows. Section 2 presents 
related work, section 3 outlines the proposed method for RUL 
prediction, section 4 describes the experimental verification 
and results and finally, section 5 concludes the paper.  
II. RELATED WORK 
IBL application in prognostics is relatively new (beginning 
of the 2000s) [11-15]. IBL re-utilizes the experience gained 
from solving similar instances to solve new problem instances. 
Hence, in such approaches, learning occurs as a natural 
outcome of solving problems; when a problem is successfully 
solved, the experience is retained in order to solve similar 
problems in the future. The idea is to exploit the only available 
knowledge, by learning from experience. This type of 
approaches for RUL prediction follows three main steps; 
instance retrieval from the training data set, prediction through 
local model and aggregation of local predictions [11]. 
In [12], Xue et al. proposed a fuzzy instance based 
prognostic approach for RUL prediction. The approach starts 
by building local fuzzy models for test engines. The fuzzy 
model defines a cluster of peers in which each of these peers is 
a similar instance to the given engine with comparable 
operational characteristics. The final RUL estimate of the 
given engine was obtained by aggregating the RULs of similar 
training instance via a similarity weighted average. Mosallam 
et al. in [13] modeled the monitoring data as trajectories that 
characterize the lifecycle of the component using principal 
component analysis. For the problem component, the most 
similar trajectory is retrieved based on the Euclidean distance, 
and its RUL is directly considered as the RUL for the new 
component. Wang et al. [14] created a library of degradation 
models for PHM 2008 challenge turbofan data using linear 
regression and then used those models to construct health 
indicators for each engine. Final RUL for the test engines were 
estimated through a weighted sum of RULs of the most 
similar instances. Zio et al. [15] proposed a similarity-based 
approach for prognostics using a fuzzy point-wise similarity 
defined for degradation trajectories. The distance score 
between two trajectories based on a fuzzy membership 
function that maps the difference between trajectories 
elements into membership. Weights to the distance score are 
assigned such that the smaller the distance is the larger the 
weight given to the corresponding trajectory. RUL is obtained 
as a weighted sum of RULs of the similar instances. Ramasso 
et al. in [11] proposed a method that jointly predicts 
observations (continuous states) and health states (discrete 
states) in order to predict the remaining useful life. Instead of 
aggregating RULs of the most similar instances, the 
observation trajectories are aggregated to predict the future 
observations. Those observations are classified as health states 
and RUL is predicted as the time transition from the degrading 
to fault state. The retrieval phase of the algorithm is based on a 
Euclidean distance measure where only the last block of the 
test observation trajectory is considered.  
Instance retrieval step is of high importance in the IBL 
approach as retrieving inappropriate instances will lead to 
completely wrong predictions. It is based on measuring the 
distance between the training data and test data. This distance 
is directly used to select the similar instances from the training 
data or is converted to a similarity score that determines the 
similar instances.  
In most of the discussed IBL-prognostics approaches, the 
information contained in the up-to-date condition monitoring 
data is not fully used to decide upon the similarity. At the 
retrieval step, the similarity is either set by using a vector of 
attributes that characterizes the instance instead of the instance 
data [12], or by using a feature vector of only the latest 
measurements [11, 15]. To address this, [13, 14] considered 
the complete history of observations with a point-wise 
Euclidean distance between the test and train trajectories. 
These latter truly fully used the up-to-date condition 
monitoring data. However, all observations had the same 
influence on the distance measurement while it is known that 
late observations are more critical since fault is most likely to 
occur by the end of life of the component and thus should be 
accorded more importance (weight). In this paper a new 
similarity measure is proposed to improve the retrieval step of 
IBL and thus improve the prediction performance. The 
algorithm makes use of the whole history of data while giving 
more weight to late observations.  
III. RUL PREDICTION BASED ON IBL 
The proposed approach as described in Fig. 1, predicts the 
remaining useful life before failure of components based on 
already lived experiences. The idea is to match the test 
component’s current degradation behavior represented by a 
health indicator trajectory to a library of training HI’s and then 
use only the most similar ones to directly estimate the RUL. 
This library of HI’s is constructed offline by extracting smooth 
monotonic signals from sensory data. These generated trends 
represent the progression of components health status and 
model the degradation evolution. They are thus called health 
indicators. To do so, linear regression was applied on the 
sensory data. The regression model learnt offline is then used 
online on the test sensory data to generate test health indicators 
in the same manner. The test HI is then compared to the library 
of training HI’s by means of the new similarity measure. 
proposed in the paper. To predict the RUL, o
instances that best matched the test instance a
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Algorithm 1 describes the similarity measure algorithm. It 
starts by dividing the test HI trajectory into N windows. Each 
window in the test trajectory is scanned over the train HI 
trajectory. The first similar window detects the start of 
similarity and the last similar window indicates the end of 
similarity and thus the current position on the train HI 
trajectory. Each window in the test trajectory is given a weight 
in a way that favors late windows. This similarity measure will 
evaluate the similarity between two trajectories and produce a 
score that is equal to “one” in the case of a perfect match and 
“zero” for completely non-similar trajectories. Since it is very 
unlikely to observe the exact same test instance in the train 
instance library, an additional factor; λ, called a relaxing factor 
is proposed. This factor allows a margin of difference between 
train and test trajectories. The bigger λ is the larger the 
margin.  In prognostics, early predictions are preferable than 
late ones. For this reason long trajectories are penalized by 
dividing the similarity score by the total number of windows in 
the train trajectory. This number is larger for longer 
trajectories. 
Fig. 4 gives an example of the best and worst matches for a 
given test instance. 
 
C. RUL estimation 
To predict the remaining useful life of a test instance, the 
train instances having similar degradation patterns depicted by 
the HI trajectories are used as a basis for RUL estimation. Each 
HI in the library can produce one estimated RUL for the test 
instance: 
 
ܴܷܮ௜ ൌ  ܧܱܮ௜ െ ݐ௣௜    . (2) 
 
Where EOLi is the end of life of train instance “i” and “tpi” is 
the present time location on the train instance trajectory defined 
by the similarity measure as described in Fig. 5. 





Fig. 5. RUL estimation. 
 
The final RUL of the test instance can be estimated through a 
weighted sum of the obtained RULs of the k-nearest train 
instances, that is the k trains instances with the highest 
similarity scores. 
 
  RUL ൌ ∑ w୧. RUL୧୩୧ୀଵ          . (3) 
  w୧ ൌ S.C౟∑ S.C౟ౡ౟సభ                        . (4) 
 
Weights assigned to the train instance depend on the similarity 
degree between the test and train instances whereas k, number 
of selected neighbors, is application dependent. 
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Current approach 54 18 28 Tested on 100 test 
units. 
[11]  
Ramasso et al. 
(2012) 
53 36  11 
 
Tested on 100 test 
units. 
[7]  
Javed et al. (2013) 
53 27 20 Tested only on 15 
test units.
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authors. 
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This paper presented a prognostics approach based on 
instance based learning with a new similarity measure. Linear 
regression was used to model the degradation behavior of 
components as health indicator trajectories. Online, the piece 
HI trajectory is compared to the library of HI’s constructed 
offline to directly estimate the RUL. The method was 
demonstrated on the challenge data set of diagnostics and 
prognostics of machine faults which is known for its 
complexity and nonlinear nature. Results showed that the new 
similarity algorithm was able to enhance the retrieval step of 
IBL and thus RUL prediction performance. Our future work 
will focus on the preprocessing step by investigating features 
that might better discriminate instances. 
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