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Thomas algorithmAbstract In this paper, a new approach ‘‘modified extended cubic B-Spline differential quadrature
(mECDQ) method” has been developed for the numerical computation of two dimensional hyper-
bolic telegraph equation. The mECDQ method is a DQM based on modified extended cubic B-
spline functions as new base functions. The mECDQ method reduces the hyperbolic telegraph equa-
tion into an amenable system of ordinary differential equations (ODEs), in time. The resulting sys-
tem of ODEs has been solved by adopting an optimal five stage fourth-order strong stability
preserving Runge - Kutta (SSP-RK54) scheme. The stability of the method is also studied by com-
puting the eigenvalues of the coefficient matrices. It is shown that the mECDQ method produces
stable solution for the telegraph equation. The accuracy of the method is illustrated by computing
the errors between analytical solutions and numerical solutions are measured in terms of L2 and L1
and average error norms for each problem. A comparison of mECDQ solutions with the results of
the other numerical methods has been carried out for various space sizes and time step sizes, which
shows that the mECDQ solutions are converging very fast in comparison with the various existing
schemes.
 2016 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The hyperbolic partial differential equation plays an important
role in modeling various fundamental equations in atomic phy-
sics [1] and is very useful in understanding various physicalphenomena in applied sciences and engineering. These equa-
tions are also used in the modeling of the vibrations of struc-
tures, for example, in buildings, machines and beams. The
telegraph equation is more convenient than the ordinary diffu-
sion equation in modeling reaction-diffusion for such branches
of sciences [2], and mostly used in wave propagation of electric
signals in a cable transmission line [3].
Consider second-order two-space dimensional linear hyper-
bolic telegraph equation of the formy of two
Figure 1 The stability region of SSP-RK54 scheme.
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where @X denotes the boundary of the computational domain
X ¼ ½0; 1  ½0; 1  R2 and a > 0; b are arbitrary constants.
Eq. (1) with b ¼ 0 is a damped wave equation while for
b > 0 it reduces to telegraph equation.
Two space dimensional initial boundary value problem for
second order linear telegraph Eq. (1) is obtained by combining
this equation with the following initial conditions:
uðx; y; 0Þ ¼ /ðx; yÞ; utðx; y; 0Þ ¼ wðx; yÞ; ðx; yÞ 2 X;
ð2Þ
and the boundary conditions: ðaÞ Dirichlet boundary
conditions
uð0;y; tÞ¼/1ðy;tÞ;uð1;y;tÞ¼/2ðy; tÞ;
uðx;0;tÞ¼/3ðx; tÞ;uðx;1; tÞ¼/4ðx; tÞ;

ðx;yÞ 2 @X; t> 0
ð3Þ
or ðbÞ Neumann boundary conditions
uxð0;y;tÞ¼w1ðy; tÞ;uð1;y; tÞ¼w2ðy;tÞ;
uyðx;0;tÞ¼w3ðx; tÞ;uðx;1; tÞ¼w4ðx; tÞ;

ðx;yÞ 2 @X; t> 0;
ð4Þ
where w;/;wi;/iði ¼ 1; 2; 3; 4Þ are known smooth functions.
In the literature, various numerical schemes have been
developed for solving partial differential equations
[31,33,19,6,8,2,26,27]. One dimensional telegraph equationsFigure 2 Eigenvalues of Bx and By for diff
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matrix method [4], dual reciprocity boundary integral method
[2], unconditionally stable finite difference scheme [5], modified
B-spline collocation method [6], Chebyshev tau method [7],
interpolating scaling function method [1], implicit difference
scheme [8], variational iteration method [9], and cubic B-
spline collocation method [10]. Two dimensional initial value
problem of telegraph equations has been solved using various
schemes: Taylor matrix method by Bu¨lbu¨l and Sezer [11] which
converts the telegraph equation into the matrix equation,
Meshless local weak-strong (MLWS) method and meshless
local Petrov-Galerkin (MLPG) method [12], higher order
implicit collocation method [13], A polynomial based DQM
[14], modified cubic B-spline DQM (MCB-DQM) [33], an
unconditionally stable alternating direction implicit scheme
[18], A hybrid method due to Dehghan and Salehi [15], com-
pact finite difference scheme by Ding and Zhang [16] with
accuracy of order four in both space and time. In [17], Deh-
ghan and Shokri have solved two dimensional telegraph equa-
tion with variable coefficients.
Bellman et al. [20,21] developed ‘‘differential quadrature
(DQ) method” for numerical computation of partial differen-
tial equations (PDEs). After seminal work of Bellman et al.
and Quan and Chang [22,23], the DQMs have been imple-
mented for various type of base functions, among them, cubic
B-spline DQM [24,25], MCB-DQM [31,33,28–30], DQM
based on fourier expansion and Harmonic function [34–36],
sinc DQM [37], generalized DQM [38], polynomial based
DQM [14,40,41], quartic B-spline based DQM [39,42], Quartic
and quintic B-spline methods [43], exponential cubic B-spline
DQM [44], and extended cubic B-spline DQM [45].
In this paper, we propose a new approach: modified
extended cubic-B-spline differential quadrature method
(mECDQ) for the numerical computation of two space
dimensional second order linear hyperbolic telegraph equa-
tion with Dirichlet and Neumann both kind of boundary
conditions. The mECDQ method is a new differential
quadrature method based on modified extended cubic-B-
splines as set of base functions. This converts the initial -
boundary value system of the telegraph equation into an ini-
tial value system of ODEs, in time. To solve the resulting sys-
tem of ODEs, we prefer SSP-RK54 [47,48] scheme due to its
reduced storage space which results in less accumulation of
the numerical errors. The accuracy, efficiency and adaptabil-
ity of the method are confirmed by taking six test problems
of the 2D telegraphic equation.erent grid sizes h ¼ 0:1; 0:01; 0:025; 0:016.
new DQM with modified extended cubic B-splines for numerical study of two
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Figure 3 Contour and surface plots of mECDQ solution and exact solution at t ¼ 1; 2; 3 of Example 1.
Algorithm based on DQM for study of two dimensional hyperbolic telegraph equation 3The rest of the paper is organized into five more sections,
which follow this introduction. Specifically, Section 2 deals
with the description of mECDQ method. Section 3 is devoted
to the procedure for the implementation of mECDQ method
for the problem (1) with the initial conditions (2) and bound-
ary conditions (3) and (4). The stability analysis of thePlease cite this article in press as: B.K. Singh, P. Kumar, An algorithm based on a
dimensional hyperbolic telegraph equation, Alexandria Eng. J. (2016), http://dx.domECDQ method is discussed in Section 4. Section 5 is con-
cerned with the main aim: the numerical study of six test prob-
lems in terms of L2 and L1 error norms, to establish the
accuracy of the proposed method. Finally, Section 6 concludes
the paper with reference to critical analysis and research
perspectives.new DQM with modified extended cubic B-splines for numerical study of two
i.org/10.1016/j.aej.2016.11.009
Figure 4 Contour and surface plots of numerical and exact solution at t ¼ 1; 2; 3 for Example 2.
4 B.K. Singh, P. Kumar2. Description of mECDQ method
The DQM is an approximation to derivatives of a function. In
DQM, derivatives of a function are defined by the weighted
sum of the functional values at certain nodes [21]. The weightingPlease cite this article in press as: B.K. Singh, P. Kumar, An algorithm based on a
dimensional hyperbolic telegraph equation, Alexandria Eng. J. (2016), http://dx.docoefficients depend only on grid spacing [38]. Therefore, we con-
sider a uniform partition of the computational domain X:
X ¼ fðx; yÞ 2 R2 : 0 6 x; y 6 1g
of the problem, in each x; y-direction with the following grid
points:new DQM with modified extended cubic B-splines for numerical study of two
i.org/10.1016/j.aej.2016.11.009
Figure 5 Contour and surface plots of numerical and exact solution at t ¼ 1; 2; 3 for Example 3.
Algorithm based on DQM for study of two dimensional hyperbolic telegraph equation 50 ¼ x1 < x2 <    < xi <    < xNx1 < xNx ¼ 1;
0 ¼ y1 < y2 <    < yj <    < yNy1 < yNy ¼ 1;Please cite this article in press as: B.K. Singh, P. Kumar, An algorithm based on a
dimensional hyperbolic telegraph equation, Alexandria Eng. J. (2016), http://dx.dowhere hx ¼ 1Nx1 and hy ¼ 1Ny1 is the discretization step in x
and y directions, respectively. Let ðxi; yjÞ be the generic grid
point andnew DQM with modified extended cubic B-splines for numerical study of two
i.org/10.1016/j.aej.2016.11.009
Figure 6 Contour and surface plots of numerical and exact solution at t ¼ 1; 2; 4 for Example 4.
6 B.K. Singh, P. Kumaruij  uijðtÞ  uðxi; yj; tÞ
for i 2 Dx ¼ f1; 2; . . . ;Nxg and j 2 Dy ¼ f1; 2; . . . ;Nyg.
The r-th order spatial derivative of uðx; y; tÞ, for r 2 f1; 2g,
with respect to x; y and computed at the grid point ðxi; yjÞ for
i 2 Dx; j 2 Dy are approximated as follows:Please cite this article in press as: B.K. Singh, P. Kumar, An algorithm based on a
dimensional hyperbolic telegraph equation, Alexandria Eng. J. (2016), http://dx.do@ru
@xr
ðxi; yjÞ ¼
XNx
‘¼1
a
ðrÞ
i‘ u‘j; i 2 Dx;
@ru
@yr
ðxi; yjÞ ¼
XNy
‘¼1
b
ðrÞ
j‘ ui‘; j 2 Dy;
ð5Þnew DQM with modified extended cubic B-splines for numerical study of two
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Figure 7 Contour and surface plots of numerical and exact solution at t ¼ 0:5; 1; 2 for Example 5.
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Figure 8 Contour and surface plots of numerical and exact solution at t ¼ 1; 3; 5 for Example 6.
8 B.K. Singh, P. Kumarwhere a
ðrÞ
i‘ and b
ðrÞ
j‘ , called the weighting functions of the rth-
order partial derivative, are the unknown time dependent
quantities to be computed using different set of base functions.
The extended cubic B-spline ui ¼ uiðxÞ, in x direction and
at the knots, reads [45]:Please cite this article in press as: B.K. Singh, P. Kumar, An algorithm based on a
dimensional hyperbolic telegraph equation, Alexandria Eng. J. (2016), http://dx.doui ¼
1
24
4ð1kÞP3i2ðxÞþ3kP4i2ðxÞ; x2 ½xi2;xi1Þ;
24pþ12Pi1ðxÞþ6ð2þkÞP2i1ðxÞ12P3i1ðxÞ3kP4i1ðxÞ; x2 ½xi1;xiÞ;
24p12Piþ1ðxÞþ6ð2þkÞP2iþ1ðxÞþ12P3iþ1ðxÞ3kP4iþ1ðxÞ; x2 ½xi;xiþ1Þ;
4ðk1ÞP3iþ2ðxÞþ3kP4iþ2ðxÞ; x2 ½xiþ1;xiþ2Þ;
0; otherwise;
8>>><
>>>:
ð6Þnew DQM with modified extended cubic B-splines for numerical study of two
i.org/10.1016/j.aej.2016.11.009
Table 1 Comparison of the mECDQ solutions of Example 1 with k ¼ 0:01.
t Mittal and Bhatia [33] mECDQ method
Mt ¼ 0:01; hx ¼ hy ¼ 0:1 Mt ¼ 0:01; hx ¼ hy ¼ 0:1
L2 L1 Re CPU (s) L2 L1 Re CPU (s)
1 9.9722E4 2.2746E3 5.9762E3 0.08 3.7532E06 4.5735E06 2.4741E5 0.046
2 1.0926E3 2.8706E3 8.5019E3 0.11 4.4713E06 5.6113E06 3.8269E5 0.08
3 2.2877E4 6.0818E4 7.4720E4 0.14 3.7415E06 6.2819E06 1.3442E5 0.13
5 1.1562E3 2.9942E3 1.2767E3 0.20 4.4094E06 5.3808E06 5.3557E5 0.19
7 7.2867E4 1.8781E3 3.1572E3 0.26 3.2189E06 3.7459E06 1.5341E5 0.29
10 5.8889E4 1.5158E3 2.2874E3 0.34 3.1817E06 3.7053E06 1.3594E5 0.39
Table 2 Comparison of the mECDQ solutions of Example 1 with k ¼ 1:5.
t Mittal and Bhatia [33] mECDQ method
Mt ¼ 0:001; hx ¼ hy ¼ 0:05 Mt ¼ 0:001; hx ¼ hy ¼ 0:05
L2 L1 Re CPU (s) L2 L1 Re CPU (s)
1 9.8870E5 2.4964E4 6.2977E4 0.78 3.0897E07 3.8320E07 2.0664E6 2.30
2 1.2148E4 3.2296E4 1.0025E3 1.3 2.0914E07 2.4982E07 1.8120E6 4.59
3 3.7627E5 9.9310E5 1.3078E4 1.7 1.8399E07 2.9191E07 6.7150E7 6.87
5 1.2762E4 3.3205E4 1.5411E3 3.0 2.1347E07 2.6008E07 2.7194E6 11.68
7 6.7672E5 1.7679E4 3.0892E4 3.3 2.6096E07 3.2222E07 1.2508E6 16.03
10 5.1764E5 1.3521E4 2.1245E4 5.2 2.5243E07 3.0766E07 1.0878E6 22.96
Table 3 Comparison of the mECDQ solutions of Example 2 with Mt ¼ 0:01; b ¼ 5; a ¼ 10 and hx ¼ hy ¼ 0:1.
t Mittal and Bhatia [33] mECDQ method
Mt ¼ 0:01; hx ¼ hy ¼ 0:1 Mt ¼ 0:01; hx ¼ hy ¼ 0:1
L2 L1 Re CPU (s) L2 L1 Re CPU (s)
0.5 8.3931E4 3.3019E3 2.8902E3 0.13 3.3298E06 4.3522E06 1.2612E5 0.02
1 6.0254E4 2.0597E3 3.4208E3 0.16 2.8751E06 3.7341E06 1.7955E5 0.04
2 2.4167E4 7.6531E4 3.7297E3 0.19 1.2641E06 1.6128E06 2.1459E5 0.10
3 8.9534E5 2.7920E4 3.7937E3 0.24 4.7636E07 6.0518E07 2.2202E5 0.14
5 1.2168E5 3.7800E5 3.8097E3 0.34 6.5010E08 8.2502E08 2.2389E5 0.23
7 – – – – 8.8015E09 1.1169E08 2.2397E5 0.32
10 – – – – 4.3821E10 5.5608E10 2.2398E5 0.35
Algorithm based on DQM for study of two dimensional hyperbolic telegraph equation 9where hxPiðxÞ ¼ ðx xiÞ and 24p ¼ 4 k. The real number k
is a free parameter that determines various forms of the
extended cubic B-splines. In particular, the extended cubic B-
splines with k ¼ 0 are the well known cubic B-splines. The
set fu0;u1;u2; . . . ;uNx ;uNxþ1g forms a base over the interval
½a; b. Let 12hxh ¼ 8þ k and 2h2xx ¼ 2þ k, then the values of
ui and its first and second derivatives in the grid point xj,
denoted by uij :¼ uiðxjÞ;u0ij :¼ u0iðxjÞ and u00ij :¼ u00i ðxjÞ, respec-
tively, read:
uij ¼
h; if i j ¼ 0;
p; if i j ¼ 1;
0; otherwise;
8><
>: ð7Þ
2hxu
0
ij ¼
1; if i j ¼ 1;
1; if i j ¼ 1;
0; otherwise;
8><
>: ð8Þ
u00ij ¼
2x; if i j ¼ 0;
x; if i j ¼ 1;
0 otherwise:
8><
>: ð9ÞPlease cite this article in press as: B.K. Singh, P. Kumar, An algorithm based on a
dimensional hyperbolic telegraph equation, Alexandria Eng. J. (2016), http://dx.doThe modified extended cubic B-splines base functions are
obtained by modifying the extended cubic B-spline base func-
tion (6) as follows [31]:
/1ðxÞ ¼ u1ðxÞ þ 2u0ðxÞ
/2ðxÞ ¼ u2ðxÞ  u0ðxÞ
..
.
/jðxÞ ¼ ujðxÞ; for j ¼ 3; 4; . . . ;Nx  2
..
.
/Nx1ðxÞ ¼ uNx1ðxÞ  uNxþ1ðxÞ
/NxðxÞ ¼ uNxðxÞ þ 2uNxþ1ðxÞ
8>>>>>>><
>>>>>>>:
ð10Þ
The set f/1;/2; . . . ;/Nxg is a base over the set ½a; b. Analo-
gously procedure is followed for y direction.
2.1. The weighting coefficients for first & second order spatial
derivatives
In order to evaluate the weighting coefficients a
ð1Þ
i‘ of first order
partial derivative in Eq. (5), we use the modified extendednew DQM with modified extended cubic B-splines for numerical study of two
i.org/10.1016/j.aej.2016.11.009
Table 4 Comparison of mECDQ solutions of Example 2 with a ¼ 10;b ¼ 0; 5.
t mECDQ method Mittal and Bhatia [33] Jiwari et al. [14]
Mt ¼ 0:001; hx ¼ hy ¼ 0:05 Mt ¼ 0:001; hx ¼ hy ¼ 0:05 Mt ¼ 0:001
b ¼ 5; k ¼ 3:5 L2 L1 Re CPU
(s)
L2 L1 Re CPU
(s)
Re CPU
(s)
0.5 2.2466E07 2.9705E07 8.7993E07 1.31 1.0690E04 2.4738E04 1.1088E04 0.47 1.1185E04 6
1 1.9405E07 2.4971E07 1.2531E06 2.55 1.5293E05 3.3082E04 1.3266E04 1.10 1.8051E04 12
2 8.4945E08 1.0777E07 1.4925E06 5.05 4.6468E05 1.1380E05 3.1954E04 1.10 4.7289E04 25
3 3.2295E08 4.0828E08 1.5424E06 7.58 2.1994E05 4.3577E05 1.3024E04 2.80 1.2656E04 37
5 4.4110E09 5.5733E09 1.5551E06 12.58 2.7151E06 5.4141E06 1.4439E04 4.30 9.2770E04 62
b ¼ 0; k ¼ 0:9
0.5 9.9711E07 1.8576E06 3.9053E06 1.27 9.2959E05 4.2348E04 3.4675E04 0.52 1.1198E04 6
1 7.4789E07 1.1030E06 4.8294E06 2.54 6.3652E05 2.5838E04 3.9146E04 0.98 1.8635E04 12
2 4.0526E07 4.8490E07 7.1206E06 5.15 2.5540E05 9.5843E05 4.2739E04 1.80 5.1797E04 25
3 2.0228E07 2.4986E07 9.6611E06 7.74 9.9234E06 3.5340E05 4.5140E04 2.20 1.4412E04 37
5 4.1874E08 5.2836E08 1.4762E05 12.66 1.5116E06 4.8043E06 5.0758E04 4.50 1.0883E04 62
Table 5 Comparison of mECDQ solutions of Example 3 with a ¼ 10; 50;b ¼ 5.
t mECDQ method Mittal and Bhatia [33] Jiwari et al. [14]
Mt ¼ 0:001; hx ¼ hy ¼ 0:05 Mt ¼ 0:001; hx ¼ hy ¼ 0:05 Mt ¼ 0:001
a ¼ 10; k ¼ 3:9 L2 L1 Re CPU
(s)
L2 L1 Re CPU
(s)
Re CPU
(s)
0.5 1.4028E06 1.8676E06 3.7974E06 1.4 1.0696E04 3.7559E04 1.3787E05 0.57 2.0149E05 7
1 1.9932E06 2.5929E06 8.7823E06 2.7 1.7174E04 5.6395E04 3.5957E05 0.92 4.6003E05 13
2 1.4242E06 1.8262E06 8.1123E06 5.4 1.6468E04 5.1298E04 4.4722E05 1.20 4.4460E05 27
3 5.4370E07 7.6421E07 1.3045E06 8.1 8.9858E06 1.9564E05 1.0266E06 2.30 6.4830E06 39
5 1.6287E06 2.0932E06 1.3634E05 13.5 1.7737E04 5.5627E04 7.0735E05 4.10 7.3626E05 69
7 1.8661E06 2.4339E06 5.8801E06 19.0 1.4200E04 4.7231E04 2.1307E05 5.40
10 1.7953E06 2.3113E06 4.8678E06 26.7 1.2241E04 4.1222E04 1.6514E05 7.40 2.4901E05 139
a ¼ 50; k ¼ 4:5
0.5 1.8263E06 2.5504E06 4.9436E06 1.3 9.8800E05 3.6962E04 1.2735E05 0.57 2.8724E05 7
1 2.8514E06 3.8917E06 1.2537E05 2.7 1.67766E04 5.6874E04 3.5104E05 0.94 7.0064E05 13
2 2.2793E06 3.0343E06 1.2983E05 5.3 1.7109E04 5.2572E04 4.6408E05 1.40 6.7759E05 27
3 1.0555E06 1.7525E06 2.5324E06 8.0 1.7406E05 4.3459E05 1.9886E06 2.50 1.3856E05 39
5 2.9292E06 3.9361E06 2.4531E05 13.3 1.8420E04 5.6940E04 7.3460E05 4.10 1.2840E04 69
7 3.0294E06 4.2599E06 9.5459E06 18.7 1.3760E04 4.7587E04 2.0647E05 6.00
10 2.7941E06 3.9666E06 7.9158E06 26.7 1.1691E04 4.1396E04 1.5772E05 8.80 4.4202E05 139
Table 6 Comparison of the mECDQ solutions of Example 4 with k ¼ 0:35.
t Mittal and Bhatia [33] mECDQ method
Mt ¼ 0:01; hx ¼ hy ¼ 0:1 Mt ¼ 0:01; hx ¼ hy ¼ 0:1
L2 L1 CPU (s) L2 L1 CPU (s)
1 1.4441E2 2.9996E2 0.03 4.0048E04 6.6903E04 0.03
2 1.3898E3 3.9711E3 0.05 4.2934E05 1.0368E04 0.06
3 1.3018E3 2.2178E3 0.08 4.0333E05 7.2719E05 0.10
5 1.1112E4 2.0618E4 0.11 3.9569E06 3.2222E07 0.17
7 1.3695E5 3.0052E5 0.14 4.5346E07 1.0201E06 0.21
10 1.4408E6 2.5354E6 0.19 3.8221E08 6.8211E08 0.27
10 B.K. Singh, P. Kumarcubic B-spline /pðxÞ; p 2 Dx in DQ method as set of base func-
tions. Write /0pi :¼ /0pðxiÞ and /p‘ :¼ /pðx‘Þ, In DQ method,
the approximate values of the first-order derivative are
obtained as follows:
/0pi ¼
XNx
‘¼1
a
ð1Þ
i‘ /p‘; p; i 2 Dx: ð11ÞPlease cite this article in press as: B.K. Singh, P. Kumar, An algorithm based on a
dimensional hyperbolic telegraph equation, Alexandria Eng. J. (2016), http://dx.doSetting U ¼ ½/p‘;A ¼ ½að1Þi‘  (the unknown weighting coefficient
matrix), and U0 ¼ ½/0pi, then Eq. (11) can be re-written as the
following set of system of linear equations:
UAT ¼ U0: ð12Þ
The coefficient matrix U of order Nx can be obtained from (9)
and (10):new DQM with modified extended cubic B-splines for numerical study of two
i.org/10.1016/j.aej.2016.11.009
Table 7 Comparison of the mECDQ solutions of Example 4 with k ¼ 1:3.
t Mittal and Bhatia [33] mECDQ method
Mt ¼ 0:001; hx ¼ hy ¼ 0:05 Mt ¼ 0:001; hx ¼ hy ¼ 0:05
L2 L1 CPU (s) L2 L1 CPU (s)
0.5 3.4808E3 9.5129E3 0.5 1.1829E04 2.3551E04 1.03
1 3.2351E3 7.4749E3 0.7 1.0376E04 1.7784E04 2.13
2 2.8518E4 1.0361E3 1.3 9.0074E06 2.3878E05 4.33
3 3.1028E4 5.7859E4 1.9 1.0409E05 1.8238E05 6.43
5 2.4495E5 6.7234E5 3.3 8.9830E07 1.9603E06 10.73
7 2.5376E6 8.2203E6 3.9 9.0137E08 2.2538E07 14.86
10 3.6505E6 8.5897E6 5.2 1.1393E08 2.0218E08 16.82
Table 8 Comparison of the mECDQ solutions of Example 5 with k ¼ 1:4.
t Mittal and Bhatia [33] mECDQ method
Mt ¼ 0:01; hx ¼ hy ¼ 0:1 Mt ¼ 0:01; hx ¼ hy ¼ 0:1
L2 L1 CPU (s) L2 L1 CPU (s)
1 1.6144E3 3.6006E3 0.07 5.0729E05 9.2568E05 0.064
2 2.6345E3 5.7068E3 0.09 2.7893E05 4.4737E05 0.091
3 5.3845E4 1.2479E3 0.11 8.8732E06 1.3336E05 0.143
5 1.2418E4 2.1003E4 0.15 9.6538E07 1.7224E06 0.207
7 1.3653E5 2.6261E5 0.12 1.5664E07 2.7038E07 0.330
10 7.5592E6 1.4083E6 0.20 7.0098E09 1.2479E08 0.338
Table 9 Comparison of the mECDQ solutions of Example 5 with k ¼ 1:3.
t Mittal and Bhatia [33] mECDQ
Mt ¼ 0:001; hx ¼ hy ¼ 0:05 Mt ¼ 0:001; hx ¼ hy ¼ 0:05
L2 L1 L2 L1
0.5 3.5833E4 9.5129E4 1.2873E05 1.6470E05
1 3.2351E4 7.4749E4 3.2249E06 4.7075E06
2 2.8518E5 1.0361E4 2.7148E06 3.6404E06
3 3.1028E5 5.7859E4 1.0143E06 1.3945E06
5 2.4495E6 6.7234E5 6.4988E08 1.2038E07
7 2.5376E7 8.2203E7 1.8073E08 2.2280E08
10 3.6505E9 8.5897E8 3.3145E10 5.7163E10
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and in particular the columns of the matrix U0 read:Please cite this article in press as: B.K. Singh, P. Kumar, An algorithm based on a
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1=2hx
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..
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; . . . ;U0 ½Nx1 ¼
0
..
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1=2hx
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2
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; andU0 ½Nx  ¼
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..
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1=hx
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:It is worth stressing that the extended cubic B-splines are mod-
ified in order to have a diagonally dominant coefficient matrix
U, see Eq. (12). The system (12) is thus solved by employing
the Thomas Algorithm [46]. Similarly, the weighting coeffi-
cients b
ð1Þ
i‘ can be evaluated by considering the grids in the y
direction.new DQM with modified extended cubic B-splines for numerical study of two
i.org/10.1016/j.aej.2016.11.009
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ðrÞ
i‘ and b
ðrÞ
i‘ , for rP 2, can be
computed by using the following Shu’s recursive formulae
[38]:
a
ðrÞ
i‘ ¼ r að1Þi‘ aðr1Þii 
a
ðr1Þ
i‘
xix‘
 
; i – ‘ : i; ‘ 2 Dx;
a
ðrÞ
ii ¼ 
XNx
i¼1;i–‘
a
ðrÞ
i‘ ; i ¼ ‘ : i; ‘ 2 Dx;
b
ðrÞ
i‘ ¼ r bð1Þi‘ bðr1Þii 
b
ðr1Þ
i‘
yiy‘
 
; i – ‘ : i; ‘ 2 Dy
b
ðrÞ
ii ¼ 
XNy
i¼1;i–‘
b
ðrÞ
i‘ ; i ¼ ‘ : i; ‘ 2 Dy:
8>>>>>>>>><
>>>>>>>>>:
ð13Þ3. The mECDQ method for the telegraph equation
First, we set ut ¼ v and thus utt ¼ vt. Keeping all above in
mind, the second order telegraph Eq. (1) with the initial con-
dition transforms to initial valued coupled system of first
order differential equations as follows:
@uðx;y;tÞ
@t
¼ vðx;y; tÞ;
@vðx;y;tÞ
@t
¼2avðx;y;tÞb2uðx;y;tÞþ @2uðx;y;tÞ
@x2
þ @2uðx;y;tÞ
@y2
þfðx;y;tÞ;ðx;yÞ 2X;t> 0;
uðx;y;0Þ¼/ðx;yÞ; vðx;y;0Þ¼wðx;yÞ; ðx;yÞ 2X:
8>><
>>:
ð14Þ
Further, on setting fðxi; yj; tÞ ¼ fij, the mECDQ method
transforms Eq. (14) to
@uij
@t
¼ vij;
@vij
@t
¼
XNx
‘¼1
a
ð2Þ
i‘ u‘jþ
XNy
‘¼1
b
ð2Þ
j‘ ui‘þKij;
uijðt¼ 0Þ¼/ij; vijðt¼ 0Þ¼wij;
8>>><
>>>>:
ð15Þ
where Kij ¼ fij  2avij  b2uij; i 2 Dx and j 2 Dy.
3.1. The boundary conditions
The solution on the boundary can be read directly from (3),
given below, whenever the boundary conditions are of
Dirichlet type:
u1j¼/1ðyj;tÞ¼/1ðjÞ; uNxj¼/2ðyj;tÞ¼/2ðjÞ; j2Dy;
ui1¼/3ðxi;tÞ¼/3ðiÞ; uiNy ¼/4ðxi;tÞ¼/4ðiÞ; i2Dx;
)
tP0:
ð16Þ
On the other hand, if the boundary conditions are Neu-
mann or mixed type, there is a need for further simplification.
The solutions at the boundary are obtained by using
mECDQ method on the boundary, which yields a system
of two linear equations. On solving resulting system of the
linear equations produces the desired solution on the bound-
aries. Specially, when the boundary conditions are of Neu-
mann type, the procedure for the solutions is as follows:ew DQM with modified extended cubic B-splines for numerical study of two
rg/10.1016/j.aej.2016.11.009
Algorithm based on DQM for study of two dimensional hyperbolic telegraph equation 13From Eq. (5) with r ¼ 1 and the Neumann boundary con-
ditions (4) at x ¼ 0 and x ¼ 1 can be written asXNx
‘¼1
a
ð1Þ
1‘ u‘j ¼ w1ðjÞ;
XNx
‘¼1
a
ð1Þ
Nx‘
u‘j ¼ w2ðjÞ; j 2 Dy: ð17Þ
In terms of matrix system for u1j; uNxj, the above equation can
be rewritten as
a
ð1Þ
11 a
ð1Þ
1Nx
a
ð1Þ
Nx1
a
ð1Þ
NxNx
" #
u1j
uNxj
 
¼ S1ðjÞ
S2ðjÞ
 
; ð18Þ
where S1ðjÞ ¼ w1ðjÞ 
PNx1
‘¼2 a
ð1Þ
1‘ u‘j and S2ðjÞ ¼ w1ðjÞPNx1
‘¼2 a
ð1Þ
Nx‘
u‘j.
On solving (18), we have
u1j ¼
S1ðjÞað1ÞNxNx  S2ðjÞað1Þ1Nx
a
ð1Þ
11 a
ð1Þ
NxNx
 að1ÞNx1a
ð1Þ
1Nx
;
uNxj ¼
S2ðjÞað1Þ11  S1ðjÞað1ÞNx1
a
ð1Þ
11 a
ð1Þ
NxNx
 að1ÞNx1a
ð1Þ
1Nx
; j 2 Dy: ð19Þ
Similarly, Eq. (5) with r ¼ 1 and Neumann boundary con-
ditions (4) at y ¼ 0 and y ¼ 1 can be written as
b
ð1Þ
11 ui1 þ bð1Þ1NyuiNy ¼ S3ðiÞ; b
ð1Þ
Nx1
ui1 þ bð1ÞNyNyuiNy ¼ S4ðiÞ;
i 2 Dx; ð20Þ
where S3ðiÞ ¼ w3ðiÞ 
PNy1
‘¼2 b
ð1Þ
1‘ ui‘ and S4ðiÞ ¼ w4ðiÞPNy1
‘¼2 b
ð1Þ
Ny‘
ui‘.
On solving the above system of equations for the boundary
values ui1and uiNy , we have
ui1 ¼
S3ðiÞbð1ÞNyNy  S4ðiÞbð1Þ1Ny
b
ð1Þ
11 b
ð1Þ
NyNy
 bð1ÞNy1b
ð1Þ
1Ny
;
uiNy ¼
S4ðiÞbð1Þ11  S3ðiÞbð1ÞNy1
b
ð1Þ
11 b
ð1Þ
NyNy
 bð1ÞNy1b
ð1Þ
1Ny
; i 2 Dx: ð21Þ
Finally, on using boundary values u1j; uNxj; ui1 and uiNy
obtained from either boundary conditions (Dirichlet boundary
conditions (3) or Neumann boundary conditions (4)), Eq. (15)
can be rewritten as follows:
@uij
@t
¼ vij;
@vij
@t
¼
XNx1
‘¼2
a
ð2Þ
i‘ u‘j þ
XNy1
‘¼2
b
ð2Þ
j‘ ui‘ þHij;
uijðt ¼ 0Þ ¼ /ij; vijðt ¼ 0Þ ¼ wij;
8>><
>>:
ð22Þ
where 2 6 i 6 Nx  1; 2 6 j 6 Ny  1 and
Hij ¼ Kij þ að2Þi1 u1j þ að2ÞiNxuNxj þ bð2Þj1 ui1 þ bð2ÞjNyuiNy ;
2 6 i 6 Nx  1; 2 6 j 6 Ny  1: ð23Þ3.2. SSP-RK54 scheme
A lot time integration schemes have been proposed for the
numerical computation of initial valued system of differential
Eqs. (22), among others, the SSP-RK scheme allows low stor-
age and large region of absolute property [47,48]. In what fol-
lows, we adopt SSP-RK54 scheme, is strongly stable for
nonlinear hyperbolic differential equations:Please cite this article in press as: B.K. Singh, P. Kumar, An algorithm based on a
dimensional hyperbolic telegraph equation, Alexandria Eng. J. (2016), http://dx.doUð1Þ ¼Umþ0:391752226571890MtLðUmÞ;
Uð2Þ ¼0:444370493651235Umþ0:555629506348765Uð1Þ
þ0:368410593050371MtLðUð1ÞÞ;
Uð3Þ ¼0:620101851488403Umþ0:379898148511597Uð2Þ
þ0:251891774271694MtLðUð2ÞÞ;
Uð4Þ ¼0:178079954393132Umþ0:821920045606868Uð3Þ
þ0:544974750228521MtLðUð3ÞÞ;
Umþ1¼0:517231671970585Uð2Þ þ0:096059710526147Uð3Þ
þ0:063692468666290MtLðUð3ÞÞ
þ0:386708617503269Uð4Þ þ0:226007483236906MtLðUð4ÞÞ;
where L is the linear differential operator of Eq. (22) as defined
in Eq. (24), i.e., LðUÞ ¼ AUþ G.
4. Stability analysis
In compact form, the system (22) can be rewritten as follows:
dU
dt
¼ AUþ G
or
d
dt
u
v
 
¼ O I
B 2aI
 
u
v
 
þ O1
H
 
; ð24Þ
where
aÞ O and O1 are null matrices;
bÞ I is the identity matrix of order ðNx  2ÞðNy  2Þ;
cÞ U ¼ ðu; vÞT the vector solution at the grid points:u ¼ ðu22; u23; . . . ; u2ðNy1Þ; u32; u33; . . . ; u3ðN
y  1Þ; . . . ; uðNx1Þ2; . . . ; uðNx1ÞðNy1ÞÞ.
v ¼ ðv22; v23; . . . ; v2ðNy1Þ; v32; v33; . . . ; v3ðNy1Þ; . . . ; vðNx1Þ2;
. . . ; vðNx1ÞðNy1ÞÞ.
dÞ H ¼ðH 22;H 23; . . . ;H 2ðNy1Þ;H 32; . . . ;H 3ðNy1Þ; . . .HðNx1Þ2
; . . .HðNx1ÞðNy1Þ, where Hij is defined in (23).
eÞ B ¼ b2I þ Bx þ By , where Bx and By are the following
matrices (of order ðNx  2ÞðNy  2Þ) of the weighting
coefficients að2Þij and b
ð2Þ
ij :
Bx ¼
a
ð2Þ
22 Ix a
ð2Þ
23 Ix . . . a
ð2Þ
2ðNx1ÞIx
a
ð2Þ
32 Ix a
ð2Þ
33 Ix . . . a
ð2Þ
3ðNx1ÞIx
..
. ..
. . .
. ..
.
a
ð2Þ
ðNx1Þ2Ix a
ð2Þ
ðNx2Þ3Ix . . . a
ð2Þ
ðNx1ÞðNx1ÞIx
2
6666666664
3
7777777775
;
By ¼
My Oy . . . Oy
Oy My . . . Oy
..
. ..
. . .
. ..
.
Oy Oy . . . My
2
666666664
3
777777775
;
ð25Þ
where identity matrix, Ix, and null matrix, Oy, both are of
order ðNy  2Þ andnew DQM with modified extended cubic B-splines for numerical study of two
i.org/10.1016/j.aej.2016.11.009
14 B.K. Singh, P. KumarMy ¼
b
ð2Þ
22 b
ð2Þ
23 . . . b
ð2Þ
2ðNy1Þ
b
ð2Þ
32 b
ð2Þ
33 . . . b
ð2Þ
3ðNy1Þ
..
. ..
. . .
. ..
.
b
ð2Þ
ðNy1Þ2 b
ð2Þ
ðNy1Þ3 . . . b
ð2Þ
ðNy1ÞðNy1Þ
2
666666664
3
777777775
:
The stability of mECDQ method for the telegraph Eq. (1)
depends on the stability of the system of ODEs defined in
(24). It is to be noticed that whenever the system of ODEs
(24) is unstable, the proposed method for temporal discretiza-
tion may not converge to the exact solution. Moreover, being
the exact solution can be directly obtained by means of the
eigenvalues method, and the stability of (24) depends on the
eigenvalues of the coefficient matrix A [49]. In fact, the stability
region is the set S ¼ fz 2 C : jRðzÞj 6 1; z ¼ kAMtg, where
Rð:Þ is the stability function and kA is the eigenvalue of the
coefficient matrix A. Further, for SSP-RK54 scheme the stabil-
ity region is depicted in Fig. 1, see [50, Fig. 5]. It is clear from
Fig. 1 that for the stability of the system (24), it is sufficient to
show that for each eigenvalue kA of the coefficient matrix A,
kAMt 2S. Hence, the real part of each eigenvalue, kA, is nec-
essarily either zero or negative.
Let kA be an eigenvalue of A associated with the eigenvector
ðX1;X2ÞT, where each component is a vector of order
ðNx  2ÞðNy  2Þ. Then from Eq. (24) we have
A
X1
X2
 
¼ O I
B 2aI
 
X1
X2
 
¼ kA
X1
X2
 
; ð26Þ
which yields
IX2 ¼ kAX1; ð27Þ
and
BX1  2aX2 ¼ kAX2: ð28Þ
Simplifying Eqs. (27) and (28), we get
BX1 ¼ kAðkA þ 2aÞX1; ð29Þ
which confirms that the eigenvalue kB of B is kB ¼ kAðkA þ 2aÞ.
By definition the matrix B is:
B ¼ b2Iþ Bx þ By: ð30Þ
Now, we compute the eigenvalues k of Bx þ By for different
grid sizes: hx ¼ hy ¼ h ¼ 0:1; 0:01; 0:025; 0:016, and depicted in
Fig. 2. It is evident from Eq. (30) and Fig. 2 that for different
values of the grid sizes the computed eigenvalues kB ¼ k b2
of B are real negative numbers, that is
Re kBð Þ 6 0 and Im kBð Þ ¼ 0; ð31Þ
where ReðzÞ and ImðzÞ denote the real and the imaginary part
of z, respectively.
Let kA ¼ xþ iy, then
kB ¼ kAðkA þ 2aÞ ¼ x2  y2 þ 2axþ 2iðxþ aÞy: ð32Þ
According to Eqs. (31) and (32), we have
x2  y2 þ 2ax < 0;
ðxþ aÞy ¼ 0:

ð33Þ
The possible solutions of Eq. (33) arePlease cite this article in press as: B.K. Singh, P. Kumar, An algorithm based on a
dimensional hyperbolic telegraph equation, Alexandria Eng. J. (2016), http://dx.do(1) If y – 0, then x ¼ a,
(2) If y ¼ 0, then ðxþ aÞ2 < a2.
In each case x is negative whenever a > 0. Further, for
given values of h one can find small possible value of Mt for
which kAMt lie inside S. This confirms that for two dimen-
sional second order linear telegraph equation, the mECDQ
method produces stable solution.
5. Numerical experiments and discussion
This section deals with the main goal of the paper, the compu-
tation of numerical solution of the telegraph equation. The
accuracy and the efficiency of the method is measured for six
examples in terms of the discrete L2 and L1 error norms,
and the relative error norm Re [12], which are defined as
follows:
L2 ¼ h
XN
k¼1
e2k
 !1=2
; L1 ¼ max
16k6N
ek; and Re ¼
XN
k¼1
e2k
XN
k¼1
u2k
0
BBBB@
1
CCCCA
1=2
;
where ek ¼ uk  u	k
 ; uk and u	k denote exact solution and
numeric solution at node k, respectively.
Example 1. Consider the telegraph Eq. (1) in the region X with
a ¼ b ¼ 1; fðx; y; tÞ ¼ 2ðcos t sin tÞ sinx sin y,
/ðx; yÞ ¼ sin x: sin y;wðx; yÞ ¼ 0, and the Dirichlet boundary
conditions:
/1ðy; tÞ ¼ 0;/2ðy; tÞ ¼ cos t sinð1Þ sin y; 0 6 y 6 1;
/3ðx; tÞ ¼ 0;/4ðx; tÞ ¼ cos t sin x sinð1Þ; 0 6 x 6 1:
8><
>: ð34Þ
The exact solution [2] is
uðx; y; tÞ ¼ cos t sinx sin y: ð35Þ
Notice that the optimal value of the free parameter k is
obtained from the graph between k and L1 error norm, see
[32]. The computed relative error (Re), L2;L1 error norms
are compared with the recent results of Mittal and Bhatia
[33] at different time levels t 6 10, reported in Tables 1,2 with
the parameters Mt ¼ 0:01; hx ¼ hy ¼ :1; k ¼ 0:01 and
Mt ¼ 0:001 and hx ¼ hy ¼ :05; k ¼ 1:5, respectively. The find-
ings show that the proposed solution are much better than that
of Mittal and Bhatia[33], and are in excellent agreement with
the exact solutions. The computation time is slightly more than
that of due to Mittal and Bhatia[33] for large t due to selection
of SSP-RK54 scheme instead of SSP-RK43 scheme in time
integration. The surface plots of numerical solutions, and con-
tour plots of numeric and exact solutions at t ¼ 1; 2; 3 are
depicted in Fig. 3 with Mt ¼ 0:001; hx ¼ hy ¼ :05.
Example 2. Consider the telegraph Eq. (1) with fðx; y; tÞ ¼
ð2a þ b2  1Þ expðtÞ sinh x sinh y, /ðx; yÞ ¼ sinh x sinh y;
wðx; yÞ ¼  sinh x sinh y, in X;/1ðy; tÞ ¼ 0;/2ðy; tÞ ¼ expðtÞ
sinhð1Þ sinh yfor 0 6 y 
 1 and w3ðx; tÞ ¼ 0;w4ðx; tÞ ¼
expðtÞ sinh x sinhð1Þ for 0 6 x 6 1.new DQM with modified extended cubic B-splines for numerical study of two
i.org/10.1016/j.aej.2016.11.009
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uðx; y; tÞ ¼ expðtÞ sinhx sinh y: ð36Þ
The solutions are computed for a ¼ 10; b ¼ 5 and
a ¼ 10; b ¼ 0 with parameters Mt ¼ 0:01; 0:001; h ¼ 0:1; 0:05
and different values of k. The computed L2;L1 error norms
and CPU time for different time levels t 6 10 are compared
with the error norms by Mittal and Bhatia [33] in Table 3,
for Mt ¼ 0:01 and hx ¼ hy ¼ 0:1; k ¼ 4:0. In Table 4, the com-
puted results for Mt ¼ 0:001 and hx ¼ hy ¼ 0:05 are compared
with Mittal and Bhatia [33] and Jiwari et al. [14]. The findings
from the above tables confirm that the proposed results are
better than [33,14]. The CPU time is slightly more than that
in [33] due to selection of SSP-RK54 scheme instead of SSP-
RK43 scheme, for time integration. The surface plots of
numerical solutions, and contour plots of numeric and exact
solutions at t ¼ 1; 2; 3 with Mt ¼ 0:001 and hx ¼ hy ¼ :05 are
depicted in Fig. 4.
Example 3. Consider the telegraph Eq. (1) in the region X with
fðx; y; tÞ ¼ ð3 cos t 2a sin tþ b2 cos tÞ sinh x sinh y, and
/ðx; yÞ ¼ sinhx sinh y;wðx; yÞ ¼ 0 in X, and /1ðy; tÞ ¼
o;/2ðy; tÞ ¼ cos t sinhð1Þ sinh yfor 0 6 y 6 1, and /3ðx; tÞ ¼
0;w4ðx; tÞ ¼ cos t sinhx sinhð1Þ for 0 6 x 6 1.
The exact solution [14] is
uðx; y; tÞ ¼ cos t sinh x sinh y: ð37Þ
The solution is computed with the parameters a ¼ 10;
b ¼ 5and a ¼ 50; b ¼ 5 for the time step Mt ¼ 0:001 and
hx ¼ hy ¼ 0:05.The computed discrete L2;L1 and relative
error (Re) norms, and CPU time at different time levels, are
reported in Table 5. From Table 5, we observed that the pro-
posed mECDQ solutions are comparably better than the solu-
tions obtained by Bhatiya and Mittal[33] and Jiwari et al. [14].
The surface plots of numerical solutions, and contour plots of
numeric and exact solutions for t ¼ 1; 2; 3 are depicted in
Fig. 5.
Example 4. Consider the telegraph Eq. (1) in the region X with
a ¼ 1; b ¼ 1; fðx; y; tÞ ¼ 2 expðxþ y tÞ, and /ðx; yÞ ¼ exp
ðxþ yÞ;wðx; yÞ ¼  expðxþ yÞ in X, and the mixed boundary
conditions /1ðy; tÞ ¼ expðy tÞ;/2ðy; tÞ ¼ expð1þ y tÞfor
0 6 y 
 1and w3ðx; tÞ ¼ expðx tÞ; /4ðx; tÞ ¼ expð1þ x tÞ
for 0 6 x 6 1. The exact solution [2] is
uðx; y; tÞ ¼ expðxþ y tÞ: ð38Þ
The computed results and CPU time are compared with the
results by Mittal and Bhatia [33] for different space step size
h ¼ 0:1; 0:05 and time step size Mt ¼ 0:01; 0:001 and reported
in Tables 6,7. It is evident accuracy of the proposed results is
much better than results of Mittal and Bhatia [33]. The surface
plots of numerical solutions, and contour plots of numeric and
exact solutions at different time levels t ¼ 1; 2; 4 are depicted in
Fig. 6
Example 5. The telegraph Eq. (1) with
a ¼ 1; b ¼ 1; fðx; y; tÞ ¼ 2p2 expðtÞ sin px sinpy in region
X; t > 0is considered together with /ðx; yÞ ¼
sinpx sin py;wðx; yÞ ¼  sin px sinpy in X, and the mixed
boundary conditions w1ðy; tÞ ¼ p expðtÞ sinðpyÞ; /2ðy; tÞ ¼ 0Please cite this article in press as: B.K. Singh, P. Kumar, An algorithm based on a
dimensional hyperbolic telegraph equation, Alexandria Eng. J. (2016), http://dx.doin 0 6 y 6 1, and /3ðx; tÞ ¼ 0;w4ðx; tÞ ¼ p expðtÞ sinðpyÞ
in 0 6 x 6 1 The exact solution as in [2] is
uðx; y; tÞ ¼ expðtÞ sinðpxÞ sinðpyÞ: ð39Þ
The solutions are computed in terms of L2;L1error norms,
for h ¼ 0:1;Mt ¼ 0:01 and h ¼ 0:05;Mt ¼ 0:001 with k ¼ 1:35
and reported in Tables 9 and 8. The surface plots of numerical
solutions, and contour plots of numeric and exact solutions at
different time levels t ¼ 0:5; 1; 2 are depicted in Fig. 7. It is evi-
dent that mECDQ solutions are better than the results by Mit-
tal and Bhatia [33].
Example 6. The telegraph Eq. (1) with a ¼ 1; b ¼ 1 is consid-
ered together with /ðx; yÞ ¼ logð1þ xþ yÞ;wðx; yÞ ¼ 1
1þxþy in
X, and the mixed boundary conditions
/1ðy; tÞ ¼ logð1þ yþ tÞ;w2ðy; tÞ ¼ 12þyþt for 0 6 y 6 1 and
w3ðx; tÞ ¼ 11þxþt ;/4ðx; tÞ ¼ logð2þ xþ tÞ for 0 6 x 6 1. The
exact solution as given in [2] is:
uðx; y; tÞ ¼ logð1þ xþ yþ tÞ; ð40Þ
where the function fðx; y; tÞ can be extracted from the exact
solution.
The solution is computed for Mt ¼ 0:001 and space step
h ¼ hx ¼ hy ¼ 0:05 in the region X in terms of L2;L1 and
relative error norms. The computed results are compared with
the results by Mittal and Bhatia [33] and Dehghan and
Ghesmati [12], reported in Table 10. It is evident from Table 10
that the accuracy of mECDQ results is better than the
accuracy in the results of [33,12]. The surface plots of
numerical solutions, and contour plots of numeric and exact
solutions at different time levels t ¼ 1; 2; 3 are depicted in
Fig. 8.6. Conclusion
In this paper, we have developed a new differential quadra-
ture method based on modified extended cubic B-splines as
a set of base functions, and so, called it modified extended
cubic B-spline differential quadrature (mECDQ) method.
The developed scheme, mECDQ, with SSP-RK54 scheme
is implemented for the initial values system of two dimen-
sional second order hyperbolic telegraph equation subject
to the Dirichlet as well as Neumann boundary conditions.
The results are compared with the recent results by Mittal
and Bhatia [33] and Jiwari et al. [14]. It is found that the errors
in mECDQ solutions get reduced in comparison with the errors
in [33,14]. The CPU time is more than that in [33], while very
less in comparison with [14]. Thus, we conclude that the pro-
posed mECDQ results with suitable value of free parameter k
converge very fast in comparison with the results in [33,14,12].
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