We estimate the irreducible angular three-point correlation function of Abell clusters in distance classes 5 and 6 with Galactic latitude \ b u \ > 40° from the Abell and Abell, Corwin, and Olowin catalog and of clusters identified in the Shane-Wirtanen catalog (Shectman). We find that the distribution of these clusters satisfies a relation between the two-and three-point correlation functions: trsu*Q(trts + Uu + Ur) similar to galaxies. Higher order terms of ^ are absent in Ç, in contrast to predictions of biased galaxy formation theories. The value of Q for the Abell clusters is found to be in the range 0.8<ß<l.l, the formal fits preferring lower values, and alternative weighting schemes pointing toward values close to 1.0. The less conservative bounds are best described by ß = 1.0 ± 0.1. The SW clusters give a systematically lower value, Q = 0.64 ± 0.04.
I. INTRODUCTION
The statistical properties of the galaxy distribution were studied in detail during the last 20 years, the two-point, three-point, and even the four-point correlations being determined (for a summary see Peebles 1980) . The two-point correlation function turned out to be very close to a power law: £(r) = (r/r 0 )~y, with y « 1.8 and r 0 » 5/i" 1 Mpc. An interesting scaling relation was found between the spatial two-and three-point correlation functions ^ and { (Groth and Peebles 1977) : Cg( r > U ) ^ Qg(£r £s + + £u £r) ? Ü-1) where ß fl = 0.8-1.3 for the various catalogs. This scaling hierarchy seems to extend even further, and it is fairly well established for the four-point correlations (Fry and Peebles 1978) . The scaling that seems to hold is ^(¿r,, ..., ¿r N ) = X-< N -1)y Uru r") .
(
1.2)
This scaling relation is a stable closure of the BBKGY hierarchy (Davis and Peebles 1983; Guillen and Liboff 1988) .
In the last few years both the angular and the spatial two point correlation function of the Abell clusters has been studied (Hauser and Peebles 1973; Bahcall and Soneira 1983; Klypin and Kopylov 1983; Couchman, McGill, and Olowin 1988) . The Zwicky clusters, a much more numerous but statistically more uneven catalog was analyzed by Postman, Geller, and Huchra (1986) . Surprisingly, the correlation function of clusters turned out to be very similar to the galaxy correlations, ^c(r) = (r/ro) -1 8 , but for clusters r 0 « 25-35/i _ 1 Mpc. The similarity goes further: although at first glance the correlation length of the clusters is much larger than that of galaxies, it was pointed out that (at least on the two-point correlation level) pictures of galaxy and cluster catalogs would be indistinguishable from each other if we did not know in advance which is which, since r 0 in both cases is very close to the mean distance of objects in the catalog (Szalay and Schramm 1985) . This is a sign of scale invariance, and the Shane-Wirtanen clusters (Shectman 1985) , both in correlation length and mean separation in between the galaxies and the Abell clusters, satisfy the relation extremely well. The two-point correlation functions for all these samples are well represented by £i( r ) = 035(r/D i )~y, (1.3) where D f is the mean distance of objects in the catalog i. The fact that the correlation function of clusters is so much stronger and satisfies this scaling is somewhat puzzling and recently has provided one of the great challenges to galaxy formation theories. Here we try to investigate if this similarity of the clustering patterns is just accidental, or if it does extend to higher order correlations as well Recently there has been some tendency to question the significance of Abell clusters because of the possibility that the visibility of a cluster is enhanced by the presence of an accidental foreground duster (Sutherland 1988) . Our results from angular crosscorrelation of different distance classes (Szalay, Hollósi, and Tóth 1989) , beside other arguments discussed in the literature, seem to contradict this theory. However, the Shane-Wirtanen clusters provide an independent check for our analysis.
In the CDM models one attempts to generate stronger correlations by biasing of density fluctuations, where we assume that from the primordial Gaussian fluctuations of the mass visible objects were only formed where the density exceeded a critical value (Kaiser 75 H LO O' J 76 TÓTH, HOLLÓSI, AND SZALAY Vol. 344 oo ; Politzer and Wise 1984; Bardeen et al. 1986 ). One could indeed get an amplification of the correlations, but at the price of ^ making the objects rare. This biasing propagates to the distribution of the clusters as well, the large-scale part of the fluctuation § spectrum modulating the small-scale part, forming galaxies in an exponential manner (Bardeen et al 1986) , and yielding the same S biasing law as if the density smoothed on cluster scales had been clipped. 2 In the simple theories, the three-point correlations did not satisfy the scaling relation equation (1.1) exactly, and there is a term cubic in ^ present. One can still wonder if this is only an artifact of the particular biasing scheme used. It turned out that this is not the case. In a more general model (Szalay 1988) one can have an arbitrary nonlinear relation between luminosity and mass density. Assuming Gaussian fluctuations in the mass density, the luminosity fluctuations are strongly non-Gaussian. The three-point correlation function can be expanded in terms of £, and the leading terms become For the simple "clipping" discussed in the above references, ß = 1 and Q -0, and we recover the pure cubic term. But in any nonlinear biasing scheme the cubic term is always present in the three-point function with an amplitude ß 3 , locked to the amplitude of the quadratic term. This can, of course, subsequently be altered by dynamical motion, which can be quite strong for galaxies, enough to wipe out the higher order terms and converge to the BBGKY similarity solution. Clusters are expected to have only small peculiar velocities, certainly not enough to move them substantially on 40 Mpc scales. One would thus expect some differences between these simple biasing scenarios and the scale-invariant hierarchy, which should be apparent in the distribution of the clusters.
In this paper we set out to determine the behavior of the angular three-point correlation function of clusters, with special emphasis on possible deviations from the quadratic scaling law (eq. [1.1]). In § II we describe the catalogs and the techniques we used to correct for the large-scale gradients. In § III we define our model for the three-point function and explain how that would project to the angular correlations. Section IV discusses the actual determination of the necessary bin counts and the preparation of random catalogs for comparison to the data. In § V we discuss the fitting procedure, error estimates, and the actual results of the various fits. In § VI we summarize our main results. Appendices A-C describe the details of the projection procedure and the probability distribution of random triplets.
II. DATA We used several catalogs during this project. We used the original Abell catalog (Abell 1958) in part, and subsequently we obtained a floppy disk of the ACO catalog of 4073 rich clusters (Abell, Corwin, and Olowin 1988) from H. Corwin. This catalog contains complete southern data and some minor corrections to the "old" northern catalog. For the estimation of the selection function we also used the redshift compilation of Struble and Rood (1987a, b) containing redshifts for the " old " catalog.
The third catalog is the list of clusters identified in the Shane-Wirtanen catalog of galaxies (hereafter SW clusters) (Schectman 1985) . This survey contains 646 clusters, of which 40% are members of the " old " Abell catalog. The spatial density is ~6 times that of the R> 1, D < 4 sample. The redshift distributions of SW clusters and the D = 1^1 Abell clusters are similar. This is a good complement to the more distant D = 5 + 6 sample we use otherwise.
The extinction function is determined from the surface density distribution rj(b n ) of all clusters along the Galactic latitude. The clusters are counted in 50 equal area bins on both the north and south Galactic cap. The result is smoothed by a simple averaging process and is saved in a file to be used for generating random catalogs (Fig. 1 ). There are small differences between the north and south Galactic caps, between the " old " and " new " catalogs or the SW catalog. We compare our result to the well-known analytic formula for the extinction :
1) This expression does not necessarily hold for the cluster data since the cluster identification is a nonlinear process, but it is not far from the result of direct smoothing, either. For small separations the amplitude of the two-point correlation function depends on <y/ 2 ), the second power of the extinction function, and the amplitude of the three-point correlation function depends on <f/ 3 >, the third power of the function. These moments are not very sensitive to the details of the extinction function. We found that our extinction functions remove the large-scale gradients fairly well: the tails of the two-point correlation functions go to zero as expected (Fig. 2) . In order to be safe, we restrict ourselves to high-latitude | fr n | > 40° clusters, where the extinction function is more uniform.
When estimating the three-point function, we used the D = 5 + 6 (distance classes 5 and 6 and richness class R > 1) sample with Galactic latitudes | h 11 1 > 40° (HL for high latitude hereafter), since the D = 1-4 sample contained too few clusters to get a meaningful three-point correlation function. We split this into two subsamples (NC and SC) partly in order to estimate the errors and partly because the SC sample has been considerably revised by Abell et al. (1988) from the original catalog (see Table 1 ). The SW sample is limited in declination as well, <5 > -22?5. Within these geometrical boundaries only Abell clusters of the "statistical sample " as defined by Abell (1958) can be found (the only exception is A915); thus, no further geometrical constraints are necessary to restrict ourselves to the statistical sample. Since we calculate angular correlations, the redshift distribution does not have any effect on our results. Only when we relate the amplitudes of the angular correlations to spatial amplitudes does the selection function appear. As we shall see from the angular fits, we can conclude that higher order terms are absent from the three-point correlation function, and the amplitude of the quadratic term is rather insensitive to the actual shape of the selection function P(x) : the probability that at a given radial comoving distance a cluster will become a member of the Abell sample. For the sake of simplicity, we assign effective limits which are in reasonable agreement with those given by Seldner and Peebles (1977) but which have been updated somewhat by using the available sparse redshift information (Struble and Rood 1987a, b) . We adopt P(x) = 1 within the limits 250-600 Mpc, and P(x) = 0 outside those limits as an effective selection function for the D = 5 + 6 sample.
III. THE MODEL FOR THE THREE-POINT CORRELATIONS Let <51^, <5F 2 , ôV 3 be three volume elements with separations r 12 , r 23 , and r 31 . The expected number of triplets in the volume elements is p 3 ôV l <5F 2 <5F 3 for a uniform distribution, where p is the mean density of clusters. In case of a correlated distribution there is an excess of triplets : where Q 2 , and Q 3 are three solid angle elements on the surface of the unit sphere with separations 0i 2 > 023> an d 0 31 , rç is the mean surface density of clusters, and w and z are the angular two-and three-point correlation functions.
An easy way to estimate the spatial three-point correlation function Ç(r, s, u) would be to determine the number of triplets with given separations both in the data and random catalogs : N D (r, s, u) and N R (r, s, u) . Assuming that we have already determined the two-point correlation function £, we could estimate Ç :
Unfortunately only ae 300 Abell clusters have measured redshifts in our sample, and even that sample is not statistically fair. Thus we cannot apply this method, since N D (r, s, u) would be too small, and we have to use angular correlations. For two-point correlations the angular function w(0) can be expressed from the spatial function ^(r) (Limber 1953 (Limber ,1954 , and vice versa (Fall and Tremaine 1977 ; Parry 1977) . Thus, we can estimate ^(r) from w(0) even if we do not know the individual redshifts, but only their statistical distribution. For three-point correlations we can express the angular function z from the spatial function (, but
TÓTH, HOLLÓSI, AND SZALAY Vol. 344 01 .... f f the inversion is complicated (Regos 1988) . In any case, all these inversions are rather unstable against statistical fluctuations, and ^ usually one assumes a power-law form for the correlation functions for stability. § We are interested in the relation between the two-point and three-point functions of clusters. We prefer not to assume the S existence of a quadratic scaling law, but rather to use a systematic expansion in terms of the various powers of the two-point ^ functions. We consider all possible symmetric combinations in ^ up to third order, which if present, should cause a signal strong enough to be detectable. Our model is using = <^(r) :
CmO*, 5, U) = 6o + QÁtr + £ S + U + Qllitr ts + 4 ^ + LL) + Qje
Using the notation k e {0, 1, 11,2, 111, 21, 3}, the expansion (eq. [3.4]) can be written in a shorter form :
5) k where ^(r, s, u) = + symmetric terms. Our goal is to determine the coefficients Q k . Assuming that the selection function P(r) is known, the expansion can be projected to the corresponding angular correlation functions with linear coefficients A k :
The connection between Q k ¿; k and its projection A k w fc is the following: where r 2 = + rf Accepting cjr) = (r/r 0 )~y, we can integrate analytically (except the c r c s c u term, where the y = 2 assumption is necessary for analytical integration, which is a good approximation). The calculation is similar to the projection of ¿;(r) to w(0), but it is more complicated (see Appendices A and B). (3.8) where H(y) = | ' J. dx(l + x 2 ) y:2 . The angular coefficients are proportional to the spatial coefficients, but the ratios are different for the different terms because of the various moments of P(r) involved. Let us denote the ratios by R k = AJQ k . The numerical results for y = 2 and for the selection function P(r) (1 for 250 Mpc < r < 600 Mpc; 0 otherwise) are the following:
where M n (a) = jo dr P(r)"r a_ ^ and a, h, and c, are measured in degrees. The R k constants depend on the dimensionless ratios of the various M"(a) moments; thus, they are not too sensitive to the shape of P(x).
We need the angular two-and three-point correlation functions so as to determine the coefficients A k from the angular expansion, and then the spatial coefficients Q k = A k /R k .
IV. THE DETERMINATION OF THE ANGULAR CORRELATIONS a) Angular Two-Point Correlations
The angular two-point correlation function for the NC, SC, HL, and SW samples are estimated the following way. One hundred random catalogs are generated with the same boundaries and extinction functions and with the same number of clusters as in the data samples. The pairs in 12 linear bins are counted up to 5° separation for the data sample and the random catalogs as well. The estimator of the angular correlation for each bin is where <DR> 0 and <DD> 0 are the number of data-data and data-random pairs in a bin of (9 -AO/2, 9 -h A9/2). To check how effectively the large-scale gradient is removed, the two-point correlation function is determined up to 60°. Figure 2 shows the behavior of w(0), and at large angles the tail goes to zero as expected. Figure 3 shows the two-point correlation function on logarithmic scale ; one can see how well the power-law fits. b) Angular Three-Point Correlations All triplets with separations up to 5° are counted and put into bins according to the length of the sides. We have decided to use these (a, b, c) instead of the usual (a, u, v) (Groth and Peebles 1977) . Using a as the size parameter, one is averaging over u and v, triangles of very long sides, where the effect may be less apparent: it turns out that the three-point correlation function grows fastest in a direction orthogonal to a. Let n(a, b, c) be the number of triplets in a bin defined by where n^a, b, c) = n DDD -n DDR + 2n DRR is the excess number of triplets due to the three-point correlation function in the V(a, b, c) bin. The quantity n DDD is the total number of triplets in a given bin, n DDR is cross-correlating the data catalog with itself and a random catalog (essentially a triplet weighted mean of the two-point correlation function), and n DRR is the expected random triplet count for a uniform distribution. The latter two were calculated from 100 Monte Carlo catalogs with the proper extinction function (smoothed from the data). This method is more stable than subtracting the global average of the two-point correlation function, since it takes the edge effects better into account for a given triangle. Equation (4.3) is the mean value of z(a, b, c) in the bin V(a, b, c), it becomes the true value of z in the center for infinitesimal A only. Reducing A is difficult because of the relatively small number of triplets ( ae 40,000 in the whole sample). As a compromise, we use A = (5/12)°, yielding 239 bins, with the geometrical constraints for the sides: a<b<c<a + b. Thus, having enough bins to determine z(a, b, c), we still have enough triplets within each bin to avoid a large statistical scatter, although A <£ a, b, c does not hold for most of the bins.
Our goal is to determine the expansion of the three-point correlation function. In order to avoid the difficulties mentioned above, in the fitting process we use the integrated triplet counts rather than z itself. Let P(a, b, c) be the density distribution function of triplets : In order to obtain n k we need the probability density of random triplets P DRR (a, b, c). Since we use small separations, the nonlinear effects of the boundary and the density gradient are negligible, so the uniform distribution is a good approximation for the random catalogs. In this case the distribution of triplets can be calculated analytically taking P DRR (a, b, c) = P R (a, b, c) (Appendix C): The accurate coefficient in this equation for a finite area might be a bit smaller because of the presence of the boundaries, but we compensate for it. Since P R (a, h, c) is singular at a + h = c, the terms in equation (4.8) must be integrated carefully. The values of P R (a, b, c) are calculated at »20,000 grid points in each bin and are multiplied by the various w k terms (eq. [3.8]), estimated from the angular two-point correlations. Finally, the integrated values are multiplied by a normalization factor and are stored for the various samples, respectively.
We normalize these functions by comparing the total number of triplets expected for uniform distribution to the number of triplets in random catalogs which are taking into account the extinction and the boundaries. The triplets with separations up to 5° are counted in 100 random catalogs generated with the proper extinction function and boundaries for each sample. Let us denote by T r the average of the counts in the 100 random catalogs and by T A the expected number of triplets calculated from the analytic formula :
Tr -^ n R (a, b, c), t a= Tj n 0 (a,b,c)= 5] i|| dadbdcP R (a, b, c) .
(4.10) a,b,c a, b, c J J J V(a, b, c) Assuming that the difference between T R and T A comes from linear effects of the large-scale gradient and the boundaries, the normalization factors are set to Tr/T a for each sample separately. To show that this linear correction is enough we tested n R (a, b, c) versus the corrected n 0 (a, b, c) function in every bin. The difference is reasonably small, considering that the statistical dispersion of triplet counts, even for random catalogs, can be higher than the Poisson error (Tóth 1988).
v. FITTING à) Two-Point Correlations First, we determine the angular two-point correlation function of the clusters. We fit a power law to the data, out to about 20°. The best fit for the HL sample is, locking the slope to -1, 0?71 w(0) = -.
(5.1)
For the NC and the SC samples the amplitudes become 0?70 and 0?72, respectively (Fig. 3) , in excellent agreement with both Bahcall and Soneira (1983) and Couchman, McGill, and Olowin (1988) . We integrate the powers of these functions to obtain n k . A higher resolution analysis of w(0) shows that it becomes zero below 0 min = 0?225, which is presumably due to the finite angular size of the clusters. In order to avoid excessive counts in the innermost bin, we truncated our fit the same way; otherwise we could have obtained an unreasonably large contribution from the small angles when we integrate in equation (4.8).
For the SW sample the angular two-point correlation function is not very well fitted by any power law, although it is consistent with one. Thus, we integrated the actual binned two-point correlation function in order to get the n k . where <r(a, h, c) is the rms dispersion of the triplet count in the F(a, b, c) bin. The whole fitting scheme depends on how we assign a value to this dispersion and, as a result, how the various parts of the (a, h, c) space are weighted. The integral contribution to the reduced three-point function is n zn DUD ~ n DDR + 2WdRR _ W DDD -W DRr(1 + Wß + Wfc + VV C ) . (5.3) There are two types of errors: statistical and systematic. The largest source of statistical error is in n DDD ; we take it to be Poissonian, not a bad approximation if the total number of the clusters is fixed in the sample. The statistical error in n DRR is minimal, since it was determined by averaging over 100 random catalogs. The statistical errors in the two-point subtraction are dominated by systematic errors which are due to large-scale gradients. The uncertainty in the estimate of the extinction function results in a deviation in the " tail " of w(0). We take the systematic error of each w value to be e, and we determine e from the requirement that the reduced x 2 for the two-point correlation function fit should be about 1. This yields € = 0.06. Our expression for <j (a, b, c) 2 then becomes
It is comforting to see that this gives reasonable reduced x 2 values (slightly above 1) for our fits to the three-point function (see below). c) Three-Point Correlations All the functions with which we are fitting have a spike at the origin and tend to zero at large separations. The sample is dominated by triangles, where the values of all functions (and the data) is close to zero; therefore, the most interesting region will get a relatively small weight. On the other hand, in order to distinguish between different power laws one needs a wide dynamic range. The distribution of the <z(a, b, c)> values is shown in Figure 4 as a function of the smallest side a and the mean size defined by p = (a + h + c)/3. The size of the hexagon indicates the value of 1 -b <z>.
First, we fit to all higher order functions, and in order to have the maximum dynamic range we use all triangles in the HL sample. When we actually do the fit, we normalize the various n k to have the same norm: the total number of excess triplets in the 239 bins. The results are shown in Table 2 using all 239 triangles, with x 2 = 270.70 for N d{ = 238. Now we investigate the effect of slightly modifying the relative weights associated with the small and large triangles by including triangles with their smallest side a < a max . For orientation the distribution of bins as a function of a is shown in Figure 4 . We shrink the sample size down to a = 1, containing only 22 bins. These cuts have the advantage that besides confining the sample to the bins where z is relatively high, we keep a large dynamic range. Cutting by a fixed value of a instead of cutting in a ratio a/p has the additional advantage that in the latter case the bins would still be heavily dominated by the outer ones, containing values close to zero. Such a cut depending on the geometry of the triangles is allowed : if we have a good fit, it should be good in any region. Given the absolute errors <r (a, b, c) 2 , cutting in a results in a region where the relative errors become smaller. It does not necessarily result in a smaller error in the value of the parameters since the sample becomes smaller, but we are considering a physically more Note.-The results of fitting to the HL sample with one parameter, the fit we use for further reference. Two cases are considered; Qu is the spatial amplitude of the quadratic term, and Q is the amplitude of the combination ô£n + ô 3 £in-The respective x 2 values and the increase are also indicated. See also Fig. 5 for a graphical representation of the dependence on the cut we applied in a max , corresponding to a shift in weighting.
meaningful regime for the low values of a max . The results of applying a set of different cuts is shown in Table 3 and graphically in Figure 5 .
We tested the same sample for the model expected from simple biasing (Szalay 1988), £ = QÇu + ß 3 £iu-The best value of Q and the corresponding x 2 are shown in Table 3 . The right-hand box in Figure 5 shows the change in x 2 relative to the fit: the typical value Ax 2 > 9.80, corresponding to an acceptance probability less than 0.001, so the biasing prediction can be rejected. From the results of the five-parameter fit we are still left with the possibility that there may be a small but nonnegligible contribution coming from the ^1 11 term. We have tried a set of fits to test this (Table 4) , changing a max from 12 to 1 as in the previous cases. At a max = 12 we obtain ßn =0.76 ±0.04, ß ni =0.11 ±0.04, (5.7) with x 2 = 264.64 for N d{ -237, barely different from the five-parameter fit, meaning that the other three parameters are indeed irrelevant. On the other hand, the difference from the canonical one-parameter fit seems to be somewhat significant : A/ 2 is between -4 and -6 for a change of 1 in the effective degrees of freedom. However, as we decrease a max this significance disappears, and at (4) of Table 3 , the one parameter fit with alone. Note that the more we restrict the fit to the inner part, the larger Q n and the smaller Q 111 become. This is also shown in Fig. 6 . the same time the value of Q lll approaches zero. The quantity Q n rises slightly toward higher values, from 0.76 to 0.84, as shown in Figures 5a-5b .
There is one other way of changing the weighting scheme to assign slightly higher weights to the inner part : changing the ratio of the systematic to statistical errors. This will not give any reasonable values for x 2 but may enable us to see the stability of the parameters with respect to various weighting strategies. We change the value of e from the "fair" value of 0.06 to about 1.0 and follow the behavior of the fits. We have done this for the ^x fit and combination, with a max = 3 and 10. The curves are shown in Figure 6a . In all cases the tendency is the same : as e grows, Q 11 approaches 1 and Q lll goes to zero. THREE-POINT CORRELATIONS OF GALAXY CLUSTERS 85 : No. 1, 1989 in the formal fitting process. However, increasing e results in a nice convergence between 0.9 < ßn < 1.05. This again confirms our ^ belief in this weighting scheme (Fig. 6b) This value of Q 1Y is stable with changes in e or a max . Since the SW sample is independent of the HL sample, it is interesting to examine the contribution of ^ ! in this sample as well : ßu = 0.75 ± 0.05 , ß xll = -0.13 ± 0.05 , (5.11) with y 2 = 282.89 for N áf -237. The result is similar to equation (5.7). The SW sample is considerably smaller, so the statistical errors are bigger, and it is more affected by the finite size of the nearby clusters, which changed the behavior of the correlation function at small distances. Still, this is a reasonably good agreement, and with the future availability of the redshifts for this catalog it will be much easier to determine Ç more accurately.
VI. CONCLUSIONS
We reached the following conclusions regarding the three-point correlations of Abell and SW clusters : 1. We detected the presence of a strong irreducible three-point correlation function for the clusters. 2. The shape of the three-point correlation function is fully consistent with the quadratic scaling law found by Groth and Peebles (1977) for galaxies. C = ß(^s + <Uu + <^r) = ß{ 11 .
(6.1) 3. We searched for other higher order terms in the series expansion of (, and all but the = £ r £ s <!; u term can be rejected. The amplitude was zero with less than 1 <7.
4. The three-point correlation function is inconsistent with the expectations from biasing, where the minimal form becomes Í = ß£ii + ß 3 £i 11-This form of £ can be rejected at the 0.001 significance level. 5. Our best fit with two parameters for the combination £ = ßuiu + ßiu^m using the HL sample is given by 7. Trying out various weighting schemes (without a strong control on the value of x 2 ) showed that when weights were shifted more toward the small separations, the value of ßn approaches unity, and the best estimate Q ííí becomes zero. Therefore we conclude that the acceptable range of ßi x is 0.80 < ß u < 1.10 (6.4) with the most likely value close to 1, so we can set a less conservative bound as ßn = 1.0 ±0.1. (6.5) 8. The NC and SC catalogs are compatible with the above numbers, although NC has some problems with the removal of gradients. With increasing e, both samples converge to ß u between 0.9 and 1.05. The SW sample yields the best formal fit of Qu = 0.64 ± 0.04.
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where r 2 = rj + r| -2r 1 r 2 cos 0, p is the spatial density of the clusters, and r¡ is the projected surface density. Accepting £(r) = (r/r 0 )~y and a smooth selection function on the scale of the correlation length, we can integrate analytically for small separations in 6. The following result was also derived by Peebles (1980), but we repeat it here because both the special techniques and the result will be used in our more complicated calculations subsequently. 
The separation 0 is small (<5°), and at large x values the integrand is negligible. Thus we can use the approximation 1 + 0x ae 1, and we integrate from -oo to oo in the second integral :
w(0) = M 1 (3) ^lO 1 y j dqq 5 y P(q) 2 Í dx(l + x 2 ) y/2 . Jo J-oo (A4)
The result is M <0) = 0 1 -V r V M 2 (6 -y) MiO) 2 H(y).
H LO O' j 88 TÓTH, HOLLÓSI, AND SZALAY 00 ; Unfortunately the third integral can be evaluated only for special values of y; thus, the y = 2 approximation is necessary. In this case ^ the third integral can be decomposed into four partial fractions : 
