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We review the present status of the Anderson transition in the spectrum of the Dirac operator of
QCD-like theories on the lattice. Localized modes at the low-end of the spectrum have been found in
SU(2) Yang-Mills theory with overlap and staggered valence fermions as well as in Nf = 2+1 QCD
with staggered quarks. We draw an analogy between the transition from localized to delocalized
modes in the Dirac spectrum and the Anderson transition in electronic systems. The QCD transition
turns out to be in the same universality class as the transition in the corresponding Anderson model.
We also speculate on the possible physical relevance of this transition to QCD at high temperature
and the possible finite temperature phase transition in QCD-like models with different fermion
contents.
PACS numbers: 12.38.Gc,72.15Rn,12.38.Mh,11.15.Ha
I. INTRODUCTION
Quantum Chromodynamics (QCD), the theory of
strong interactions, is an (apparently) extremely simple,
yet very rich theory. Based on the simple geometric prin-
ciple of local gauge invariance, QCD has only the gauge
group and the quark masses as input parameters. More-
over, stable matter around us is made of only u and d
quarks that are almost massless. In spite of this con-
ceptual simplicity QCD produces a wealth of nontrivial
phenomena, such as generating most of the mass of ordi-
nary matter, quark confinement, the spontaneous break-
ing of chiral symmetry and the anomalous breaking of the
U(1)A symmetry. Recently a new item has been added
to this list, Anderson localization [1].
Anderson localization was originally proposed to ex-
plain the loss of zero temperature conductance as a re-
sult of impurities in a conducting solid [2]. It is essentially
the spatial localization of electronic wave functions due
to quantum interference caused by the presence of impu-
rities. Since the original proposal, Anderson-type tran-
sitions have been demonstrated with electromagnetic [3]
and sound waves [4] as well as ultracold atoms [5]. All
these phenomena occur on atomic scales, thus it comes
as a surprise that strong interactions, operating on vastly
different length and energy scales, are also capable of ex-
hibiting a similar phenomenon.
Let us now briefly recall how Anderson localization ap-
pears in QCD. It is well-known that at low temperature
the lowest part of the spectrum of the QCD Dirac op-
erator is described by Random Matrix Theory (RMT)
and the corresponding quark states are delocalized over
the whole four-dimensional space-time volume [6]. This
has been successfully exploited to extract the low-energy
constants of chiral perturbation theory from lattice QCD
simulations. In contrast, at high temperature, above the
chiral transition, the lowest part of the Dirac spectrum is
drastically different: it consists of localized eigenmodes,
and the corresponding eigenvalues are statistically in-
dependent and obey Poisson statistics. This applies to
modes up to a critical point, λc, that we call the “mo-
bility edge”, using the terminology of Anderson transi-
tions. Above that point the spectral statistics is again
described by RMT and the eigenmodes become extended.
The mobility edge has a strong temperature dependence,
vanishing roughly at the pseudo-critical temperature of
the chiral and deconfining cross-over and rapidly shifting
upwards at higher temperatures [7].
The localized-delocalized or Poisson-RMT transition
in the QCD Dirac spectrum appears to be similar to
the Anderson transitions observed before. This similar-
ity turns out to go much deeper than a loose analogy.
In fact, like real Anderson transitions, the QCD transi-
tion also becomes singular in the thermodynamic limit
and its correlation length critical exponent is compati-
ble with that of the corresponding Anderson model [8].
This shows that the QCD transition is a real Anderson
transition belonging to the same universality class.
The present paper is a summary of our current under-
standing of Anderson localization in the high tempera-
ture, quark-gluon plasma phase of strongly interacting
matter as well as other QCD-like theories. Besides an
introduction to the subject and a review of already pub-
lished results, here we also offer some new results and
speculations as to the physical nature of the transition.
II. LATTICE QCD AND THE ANDERSON
MODEL
Since on hadronic energy scales QCD is a strongly in-
teracting theory, it is not amenable to perturbative meth-
2ods. At low energies the only way to compute physical
quantities using systematically controllable approxima-
tions is to discretize the theory on a four-dimensional
Euclidean space-time lattice. The discretized system has
a finite number of degrees of freedom in a finite physical
volume and thus provides a regularization of the theory.
In this formulation the gauge fields are SU(3) valued par-
allel transporters attached to the links of the hypercubic
lattice, while quarks are represented by Grassmann fields
on the sites of the lattice.
The propagation of quarks is described by the covari-
ant Dirac operator that has several physically equivalent
discretizations in common use. Here we will mostly con-
sider the simplest of these, the staggered Dirac operator
[9]-[11]. Technically, it is a large sparse anti-Hermitian
matrix that has zeros in its diagonal and only the matrix
elements connecting nearest neighbor lattice sites (hop-
ping terms) are non-zero. These matrix elements depend
on the gauge group valued link variables. The gauge links
themselves are random variables with a distribution gen-
erated with the full path integral measure [12]. In this
way the Dirac operator of lattice QCD is a sparse random
matrix, with purely imaginary eigenvalues iλ.
For comparison, here it is useful to recall the most ex-
tensively studied model of Anderson localization, the An-
derson tight binding model. It describes non-interacting
electrons with the one-electron Hamiltonian
H =
∑
i
εi|i〉〈i| +
∑
(ij)
|i〉〈j|, (1)
where the first summation is over the sites of the lattice
while the second one runs over all nearest neighbor pairs
of sites. The states |i〉 represent atomic or molecular or-
bitals on the lattice sites with energies εi and the second
sum contains the hopping terms. In the Anderson model
the εi are i.i.d. random variables representing disorder.
The strength of the disorder is controlled by the width
of the distribution of εi-s. In the special case when this
is zero, meaning that there is no disorder, the Anderson
model is just the tight binding model with delocalized
Bloch-wave eigenmodes and the usual band structure of
the spectrum. If disorder is gradually turned on by in-
creasing the width of the distribution of the εi-s then
localized states appear at the band edges, while states at
the band center still remain delocalized. In the spectrum,
localized and delocalized states are separated by critical
points called mobility edges. If the disorder strength in-
creases, the mobility edges move towards the band center
and eventually at a critical disorder the whole band be-
comes localized.
We have seen that both the Anderson Hamiltonian and
the QCD Dirac operator can be viewed as sparse random
matrices with the non-zero Dirac matrix elements repre-
senting hopping between nearest neighbor lattice sites.
Given the similar structure of the Anderson Hamiltonian
and the QCD Dirac operator, it is natural to ask whether
the QCD Dirac operator can also exhibit localization phe-
nomena similar to the one found in the Anderson model.
It has been known for a long time that at low temperature
the low-lying eigenmodes of the Dirac operator are delo-
calized and the statistics of the corresponding part of the
spectrum is described by RMT. In the past two decades
the random matrix theory description of the low Dirac
spectrum has been extensively studied and also exploited
to extract physical parameters from lattice simulations
(see [6] for an extensive review of the subject).
Since the low-lying Dirac modes, the ones analogous
to the band edge in the Anderson model, are already
delocalized, there seems to be little hope of finding an
Anderson transition in QCD. However, this applies only
to the low temperature hadronic phase of the system. In
contrast, at high temperature, above the chiral and de-
confining transition, very little had been known until re-
cently about the nature of quark states at the lower edge
of the spectrum. This is all the more surprising since
already two decades ago it was suggested that the finite
temperature chiral transition might be accompanied by
an Anderson-like transition in the Dirac spectrum [13].
This idea, however, had not been followed up until more
than a decade later when it was found in lattice simula-
tions that the chiral transition is indeed accompanied by
the appearance of more localized Dirac eigenmodes and
a change in the spectral statistics towards Poisson type
[14]. However, at that time a detailed verification of an
Anderson type transition in QCD was still not available.
III. THE ANDERSON TRANSITION IN QCD
The first quantitative demonstration of an Anderson-
type transition in a QCD-like theory came in a simplified
model, SU(2) gauge theory with overlap valence quarks
[14]. The overlap is a more complicated discretization
of the Dirac operator that, unlike other, simpler dis-
cretizations, possesses an exact chiral symmetry [15]-[18].
Therefore, it is particularly suitable for any study focus-
ing on the low-end of the Dirac spectrum. However, it
is rather expensive to simulate, therefore large volume
simulations with dynamical quarks, comparable to the
ones that we will present here with staggered quarks,
are still impossible. In this simplified model, one of us
found that at high temperature the distribution of the
lowest two Dirac eigenvalues is precisely described by as-
suming Poisson eigenvalue statistics [19]. This indirectly
confirms in a quantitative manner that at the given tem-
perature the lowest part of the QCD Dirac spectrum is
indeed localized in the same way as in Anderson local-
ization.
Unfortunately, overlap fermions provided to be too ex-
pensive to obtain enough eigenvalues and statistics to
reach up to the mobility edge and trace out the transi-
tion between localized and delocalized modes within the
spectrum in detail. For the same reason we had to re-
sort to the quenched approximation, that is neglecting
the quark determinant in the path integral measure. To
overcome these limitations, first two of us used staggered
3valence quarks to trace out the transition from localized
to delocalized modes through the mobility edge within
the spectrum. This was again a study at a fixed temper-
ature and using the quenched approximation with the
SU(2) gauge group [1].
Finally, two of us did the first detailed quantitative
study of the Anderson transition in full QCD without
any major compromise [7]. This again involved staggered
quarks albeit including Nf = 2 + 1 flavors of sea quarks
with their masses tuned to the physical up/down and
strange quark masses respectively.
IV. LEVEL SPACING STATISTICS
The simplest and most generally used method to lo-
cate a transition from localized to delocalized states is
by looking at statistical properties of the corresponding
spectrum. In the present section we study the simplest
such statistics, the unfolded level spacing distribution.
This is a statistics that can be defined locally anywhere
in the spectrum, even for moderate sized systems. Re-
markably, this distribution is universal in the sense of
being independent of the physical details of the system,
depending only on whether states are localized or delo-
calized in the given spectral region.
States localized in distant spatial locations are statis-
tically independent. This is because fluctuations in the
background disorder (gauge field in QCD or the local po-
tential in the Anderson model) influence only those states
that have a significant amplitude in the given location.
Localized states do not overlap and as a result, any fluc-
tuation in the background disorder can only change at
most one of those states. Thinking in terms of pertur-
bation theory, even though nearby states are close in the
spectrum and the energy denominators are small, the ma-
trix elements of local operators between these states are
small because of the large spatial separation. Therefore,
such states are not mixed by local fluctuations. Statisti-
cal independence of such states means that their distri-
bution is Poissonian.
The other extreme possibility for the states is to be de-
localized over the whole system. In this case the spectral
statistics is more complicated and it is described by Ran-
dom Matrix Theory (RMT) (for a review, see e.g. [20]).
For a quantitative analysis of the level spacing distribu-
tion (LSD) it is necessary to perform a transformation on
the spectrum, called unfolding. Unfolding is essentially
a local rescaling of the eigenvalues to render the spectral
density unity throughout the spectrum. The unfolded
level spacing distribution (ULSD) is the distribution of
the quantity
s =
λi+1 − λi
〈λi+1 − λi〉
, (2)
where λi are the ordered eigenvalues in a narrow spectral
window and the denominator is the average level spac-
ing in the same spectral window. The spectral window
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FIG. 1. The unfolded level spacing distribution in different
regions of the Dirac spectrum. The panels from (a) through
(d) correspond to spectral windows going up in the spectrum.
The dashed line indicates the exponential distribution corre-
sponding to the localized (Poisson) case and the dotted line
indicates the chiral unitary Wigner surmise expected in the
delocalized (RMT) case.
should be chosen narrow enough for the spectral statistics
to be constant in it but wide enough to include several
eigenvalues in the given volume. In principle this can al-
ways be fulfilled by choosing a large enough volume since
the spectral density is proportional to the volume.
Unfolding eliminates non-universal features of the
spectral statistics and the resulting ULSD is fully uni-
versal. For localized eigenmodes and Poisson statistics
the ULSD is the standard exponential distribution,
P (s) = exp(−s). (3)
For delocalized modes the ULSD can still be computed
analytically and it is very precisely approximated by the
Wigner surmise of the corresponding random matrix uni-
versality class. QCD with staggered quarks in the fun-
damental representation belongs to the unitary class and
the corresponding Wigner surmise is
P (s) =
32
pi2
s2 · exp
(
−
4
pi
s2
)
. (4)
It is remarkable that these distributions do not have
any free parameters and thus a precise agreement of the
ULSD with either of these is a strong indication for the
corresponding eigenmodes to be localized or delocalized
respectively.
To demonstrate the transition from localized to delo-
calized states within the QCD Dirac spectrum, in Fig. 1
we show the ULSD in four different spectral windows
starting from the lowest part of the spectrum and go-
ing upwards. The data is based on simulations with
Nf = 2 + 1 flavors of stout smeared staggered quarks.
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FIG. 2. The integrated spectral density, normalized by the
volume, in units of fm−3 in the spectrum across the transition.
The mobility edge is at λca = 0.336. The boxes correspond
to the spectral windows of Fig. 1.
The temporal lattice size was Nt = 4 and the lattice
spacing a = 0.125 fm, which corresponds to a temper-
ature of T = 400 MeV. Details of the action and the
scale setting can be found in Ref. [21]. We also show the
predictions for the ULSD coming from Poisson statistics
and from RMT in Eqs. (3) and (4) respectively. It is
clear that starting from the lowest modes and going up-
wards, the spectrum undergoes a transition from Poisson
to Wigner-Dyson statistics. It is interesting to compare
this with how the spectral density increases throughout
the spectrum. In Fig. 2 we plot the integrated spectral
density in the spectrum through the transition.
V. FINITE SIZE SCALING AND THE
CORRELATION LENGTH CRITICAL
EXPONENT
The transition in the spectral statistics is a clear indi-
cation that a localization-delocalization type transition
takes place in the QCD Dirac spectrum. On the other
hand, there is a finite spectral window where the statis-
tics is clearly in between the two universal possibilities al-
ready indicated. This is, however, not unexpected. Tran-
sitions in finite systems are always smooth, and genuine
critical behavior, exhibiting sharp transitions, can only
occur in the thermodynamic limit. One possibility to
decide whether there is such a transition for an infinite
system is to study the dependence of the transition on
the system size using finite size scaling. In this section
we summarize the results of a finite size scaling study of
the transition in the QCD spectrum. For more technical
details of this analysis we refer the reader to Ref. [8].
To quantify the sharpness of the transition we choose
a particular quantity characterizing the unfolded level
spacing distribution and monitor how it changes through
the transition in systems of various sizes. In principle,
0.25 0.3 0.35 0.4
λa
0.1
0.15
0.2
0.25
0.3
0.35
0.4
I
L=3.0 fm
L=4.5 fm
L=6.0 fm
FIG. 3. The quantity I defined by Eq. (5) computed in narrow
spectral windows across the transition. The different symbols
represent data taken from systems of different spatial sizes
indicated in the legends.
any quantity that has different values for the limiting
distributions of Eqs. (3) and (4) would be suitable for
this purpose. A convenient choice is the integral of the
probability density
I =
∫ s0
0
P (s) ds (5)
to the point s0 ≈ 0.5 where the two limiting distribu-
tions cross. For our purposes I is a good quantity since
it decreases monotonically from the exponential to the
Wigner-Dyson distribution and the difference of the val-
ues it takes in the limiting cases is large enough. At
the same time I receives contributions from a substantial
fraction of the modes following the exponential distribu-
tion. This helps to improve the quality of the observable
at the low-end of the spectrum where the statistics is
otherwise rather limited due to the small spectral den-
sity there.
In Fig. 3 we show this quantity computed separately
in different spectral windows across the spectrum. The
different symbols correspond to linear spatial sizes of
L = 3.0, 4.5 and 6.0 fm. The transition clearly becomes
sharper as the spatial volume of the system increases.
To obtain a more quantitative description of the depen-
dence of the transition on the linear size of the system,
L, we use finite size scaling based on a renormalization
group (RG) argument. As is usual in Anderson transi-
tions, we assume a single relevant variable controlling the
correlation length. In our setup this can be taken to be λ,
the location in the spectrum. To simplify the notation,
in the following discussion we write λ instead of λ − λc
where λc is the mobility edge, that is the critical point
in the spectrum where the transition occurs. We have to
keep in mind that λc is a parameter that also has to be
determined from the finite size scaling.
We assume that the quantity I that we consider here
depends on λ, L and some leading irrelevant variable that
5we call µ. A blocking transformation with scale b > 1
transforms these parameters as
λ→ b1/νλ, L→ b−1L, µ→ byµµ, (6)
where ν > 0 is the correlation length critical exponent
and yµ < 0 is the leading (smallest magnitude) irrele-
vant exponent and we used the linear approximation of
the blocking transformation around the given fixed point.
Other irrelevant operators are neglected. Since I is a
dimensionless RG-invariant quantity it does not change
under a scale b blocking transformation. It means that
I(λ, µ, L) = I(b1/νλ, byµµ, b−1L). (7)
Choosing the blocking factor b to be proportional to the
system size, b = L/C, systems of various sizes can be
blocked down to the same “reference size” C and com-
pared. In this way the dependence of I on the system
size through its last argument can be eliminated and
I(λ, µ, L) = I((CL)1/νλ, (CL)yµµ,C)
= f(L1/νλ, Lyµµ),
(8)
where f is a scaling function. Since yµ, being the expo-
nent of an irrelevant operator, is negative, in principle
the size of the system can be chosen large enough for
Lyµµ ≈ 0 and then I depends only on the single vari-
able L1/νλ. Note that since the correlation length in
an infinite system is proportional to λ−ν , this single in-
dependent variable is essentially the ratio of the system
size and the correlation length.
Singular behavior is not expected in a finite system
and as a result the dependence of I on λ is analytic and
can be expanded as
I(λ, L) = F (L1/ν(λ− λc)) =
∑
n
FnL
n
ν (λ − λc)
n, (9)
where we have restored the explicit dependence on the
critical point, λc.
Finite size scaling relies on the first equality of Eq.
(9). This means that data for I computed on systems
of different sizes, if plotted as a function of the appro-
priate scaling variable L1/ν(λ − λc), should all collapse
on a single scaling curve . Our task is to determine the
parameters λc and ν resulting in such data collapse (see
Fig. 4). The simplest way of doing that is by making
use of the expansion in Eq. (9), truncated to an appro-
priate order, n. Data taken on different volumes can be
fitted to this form to extract the parameters λc, ν and
F0, F1, . . . , Fn. The truncation order, n, should be large
enough to properly describe the scaling function, F , in
the fitting range but small enough to ensure stability of
the fits.
This procedure gives correct results only if the volumes
included in the fit are large enough that corrections com-
ing from the neglected irrelevant parameter(s) (see Eq.
(8)) are small. Such corrections can be systematically
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FIG. 4. The quantity I defined by Eq. (5) computed in narrow
spectral windows across the transition. The different symbols
represent data taken from systems of different spatial sizes in-
dicated in the legends. The data is plotted against the scaling
variable L1/ν(λ− λc) with the parameters ν and λc obtained
from the fit (see text).
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FIG. 5. (Reprinted from Ref. [8]) The fitted value of the
critical exponent ν versus Lmin, the linear size of the small-
est system for which data was included in the fit. The three
horizontal lines and shaded regions represent the critical ex-
ponents and their uncertainties for the Anderson models of
orthogonal, unitary and symplectic symmetry classes (marked
from top to bottom and obtained from Refs. [22–24]).
accounted for by replacing Eq. (9) with a double expan-
sion containing also the dependence of I on the leading
irrelevant variable, µ. However, this makes the number
of parameters to be fitted so large that very good quality
data is needed to ensure a stable fit. For this reason we
followed a different procedure. We did the fit using only
subsets of the full data by omitting data for system sizes
smaller than Lmin. In Fig. 5 we show how the fitted value
of the exponent ν depends on the smallest system size
that is included in the fit. Naturally, if less data is used
for the fit, its uncertainty increases but the fitted value
stabilizes, showing that corrections to the assumed one-
parameter scaling of Eq. (9) are not larger than the other
6sources of uncertainty. It is remarkable that the critical
exponent we obtain for the QCD transition is consistent
with that of the unitary Anderson model. This strongly
indicates the these two seemingly very different models
are in the same universality class.
VI. CONTINUUM LIMIT AND THE
TEMPERATURE DEPENDENCE OF THE
MOBILITY EDGE
We have demonstrated that the transition in the QCD
Dirac spectrum is a genuine Anderson transition belong-
ing to the same universality class as the Anderson model
of the corresponding (unitary) symmetry class. However,
this was done only at a fixed lattice spacing. Since the
physical theory is defined only as the continuum limit of
lattice QCD, it is important to check how the transition
changes in the continuum limit. In this respect the most
important quantity to look at is the mobility edge, λc.
In finite temperature lattice simulations the temperature
is controlled by the system size in the temporal direction
as
T =
1
Nta
, (10)
where Nt is the temporal size of the box in lattice units
and a is the lattice spacing. Since Nt is typically a small
integer, if the lattice spacing is fixed, the temperature
can be changed only in discrete steps. For this reason,
in Ref. [7] we studied both the temperature and the lat-
tice spacing dependence of the mobility edge using the
same set of simulations. For this we combined three dif-
ferent lattice spacings, a = 0.125, 0.082 and 0.062 fm
with Nt = 4, 6, 8 (not all combinations were used). The
parameters were chosen so that at T = 400 MeV we
had simulations with all three lattice spacings and the
temperatures spanned the range between 260 MeV and
800 MeV.
The mobility edge is a dimensionful quantity and it is
not a renormalization group invariant. Since λc charac-
terizes the Dirac spectrum, it is expected to be renor-
malized as the quark mass (see Refs. [25] and [7] for a
discussion). For this reason the quantity that we consid-
ered was λc/mud, the mobility edge normalized by the
light quark mass. In Fig. 6 we show the temperature
dependence of this quantity. Since the data obtained at
different lattice spacings are all on a smooth curve, we
can conclude that scaling violations are small and the
Anderson transition also takes place in the continuum
limit.
Also in the same figure we show a quadratic fit of the
form
λc
mud
(T ) = a ·
T − Tc
Tc
+ b ·
(
T − Tc
Tc
)2
(11)
By construction, Tc is the temperature where the mobil-
ity edge vanishes and, as a result, the Anderson transition
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FIG. 6. (Reprinted from Ref. [7]) The mobility edge normal-
ized by the light quark mass versus the temperature. Different
symbols represent data originating from simulations with dif-
ferent lattice spacings. The continuous line is a quadratic fit
to all the data.
ceases to exist. The fit yields Tc = 171(9) MeV which
is consistent with the known location of the cross-over
[26, 27]. We also note that in Eq. (11) the dimension-
less coefficient of the quadratic term coming from the fit
is two orders of magnitude smaller than that of the lin-
ear term. The mobility edge thus increases sharply with
the temperature and, to a good approximation, it scales
linearly with the temperature.
VII. SHAPE ANALYSIS
In Section V we analyzed in detail how I changed in the
spectrum through the Anderson transition. Our finite
size scaling analysis was essentially based on a matching
of points in the spectra of systems of different sizes where
I took the same value. That such a matching was possible
by a simple transformation λ→ L1/ν(λ−λc) was indirect
evidence that I depended only on the ratio of the system
size to the correlation length. This is natural to expect in
the case of an Anderson transition since there is only one
relevant variable around the fixed point characterizing
the transition.
The quantity I is just one parameter characterizing the
ULSD. Through the transition the ULSD changes from
the exponential distribution to the Wigner surmise in a
continuous way. Thus the ULSD traverses a path in the
infinite dimensional space of all possible distributions.
An interesting question is how this path depends on the
particular details of the system such as the volume, the
lattice spacing and the physical temperature. A simple
way to study this, known as shape analysis [28], is to
compute different parameters of the ULSD and plot them
one against another. If the ULSD of different systems
follows the same universal path, the data coming from
these systems should collapse on a single universal curve.
This curve can be viewed as a two dimensional projection
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FIG. 7. Shape analysis using I (Eq. (5)) and the second
moment of the ULSD 〈s2〉 (top), and I and I˜ (Eq. (12))
(bottom).
of the path that the ULSD traces.
In Fig. 7 we show the results of the shape analysis
for two pairs of observables, namely I and the second
moment of the ULSD, and I and the integrated ULSD I˜,
defined as
I˜ =
∫ s1
s0
dsPλ(s) , (12)
where s1 ≈ 1.8 is the second crossing point of the ex-
ponential and the Wigner surmise. Data obtained with
different lattice size, lattice spacing and/or tempera-
ture all fall on a universal curve, with deviations being
smaller than the statistical errors for both pairs of ob-
servables. From this analysis one can conclude that the
transition from Poisson to Wigner-Dyson statistics takes
place on a universal path, up to small corrections. In
turn, this hints to the local spectral statistics depend-
ing on the position in the spectrum and on the details
of the system through a single quantity ζ, i.e., the lo-
cal ULSD P = P (s;λ;L, a, T ) is a function of the form
P (s;λ;L, a, T ) = p(s; ζ(λ, L, a, T )), up to small correc-
tions vanishing in the limit L →∞. In other words, the
local ULSD is essentially determined by a single physical
quantity, which is most likely a property of the corre-
sponding eigenvectors, regardless of the details of the sys-
tem. A natural candidate is the correlation length of the
eigenvectors, which certainly is the appropriate quantity
in the vicinity of the critical point, where one-parameter
scaling applies.
The universal path in the space of probability distri-
butions corresponds to a universal one-parameter family
of random matrix models, describing the transition from
Poisson to Wigner-Dyson behavior in the Dirac spectrum
independently of the details of the system. A comparison
with analogous results obtained in the Anderson model
shows that the spectral statistics at the critical point in
the two models are compatible [29]. This provides further
support to the claim that the localization/delocalization
transitions found in the two models belong to the same
universality class.
VIII. CONCLUSIONS
We studied the transition from localized to delocal-
ized states in the QCD Dirac spectrum at high temper-
ature. We demonstrated that the transition is a gen-
uine Anderson transition and that its critical exponent
agrees with that of the corresponding Anderson model.
However, there is an important difference between An-
derson transitions in electronic systems and the transi-
tion in QCD. On the one hand, in electronic systems the
Anderson transition is a genuine phase transition with
the zero temperature conductivity having a singularity.
On the other hand, in QCD, most likely there is no sin-
gular thermodynamic behavior associated with the An-
derson transition. In fact, the finite temperature transi-
tion from the hadronic to the quark-gluon plasma state
is known to be a cross-over [30]. The resolution of this
apparent paradox is that the QCD Dirac spectrum has
no such direct physical interpretation as the spectrum of
the one-electron Hamiltonian. Neither the appearance of
low-lying localized states around Tc nor the presence of a
mobility edge above Tc manifests itself in singular ther-
modynamic behavior. This is because there is no ther-
modynamic quantity in QCD that is sensitive enough to
the abrupt change occurring at λc in the spectrum.
However, this might not be the case for some other
QCD-like theories. It is believed that if the quark
masses were small enough the finite temperature cross-
over would become a phase transition [31]. In that case
the extension of the singular line λc(T ) in the “phase di-
agram” of Fig. 6 to Tc might contain useful information
about the chiral phase transition.
Even though in QCD the Anderson transition does
not correspond to a genuine phase transition in observ-
able quantities, the appearance of localized states in
the Dirac spectrum can have important physical conse-
quences. Correlators of hadronic operators can be writ-
ten in terms of quark propagators which in turn admit a
decomposition into Dirac eigenmodes. The eigenmodes
in this decomposition are weighted with (m+iλ)−1 where
m is the quark mass and λ is the eigenvalue. Low-lying
Dirac modes, therefore, give a large contribution to corre-
lators. However, they can give a significant contribution
8to the correlators only on distance scales smaller than
their localization length. Therefore, long-distance corre-
lators are dominated by Dirac eigenmodes above the mo-
bility edge. In this way the mobility edge plays the role
of an effective gap in the spectrum, similar to the quark
mass. In this connection it is remarkable that this gap
increases sharply with the temperature and even around
T = 2Tc it is already two orders of magnitude larger than
the light quark mass (see Fig. 6). Asymptotic hadronic
correlators at and above this temperature behave qual-
itatively as if the effective quark mass were comparable
to λc. This might provide an explanation of the sharp
increase of screening masses that was observed in lattice
calculations above Tc [32].
There are several directions in which further study can
provide interesting new insight. Firstly, the full physical
implications of localized Dirac modes have certainly not
been understood. The possible connections, if any, of the
QCD Anderson transition to finite temperature phase
transitions in QCD-like theories still remains to be ex-
plored. Secondly, there is much more to be learned from
a detailed study of how the quark eigenmodes themselves
change through the transition. The only information we
have about this so far is through the inverse participation
ratio (IPR). Using the IPR we estimated that the local-
ization length of the localized modes is controlled by the
inverse temperature [7]. In Anderson transitions, how-
ever, it is known that the critical wave functions develop
a peculiar multifractal structure that has recently been
utilized to improve the finite size scaling analysis [33]. It
would be certainly interesting to explore this possibility
in the QCD Anderson transition.
Both the Anderson model and the lattice QCD Dirac
operator are sparse random matrices with a structure re-
flecting the geometry of space (or space-time). In this
context it would be interesting to understand what are
the necessary conditions of an Anderson-type transition
in the spectrum of such a system. One might be tempted
to speculate that it is the spectral density per unit vol-
ume that drives the transition. Indeed, a small spectral
density per unit volume is almost surely a necessary con-
dition for localized modes to appear, as otherwise fluc-
tuations of the gauge field are likely to mix the modes
due to their small energy differences. However, that this
is certainly not the full story is shown by the example
of QCD-like theories with many fermion flavors. Intro-
ducing enough fermion flavors can drive those systems
into the deconfined chirally restored phase already at
zero temperature; as a result, the spectral density at the
low-end of the spectrum becomes arbitrarily small. How-
ever, no Anderson transition takes place in those systems
[34, 35]. This example also shows that there is much to
be understood about Anderson transitions in QCD-like
theories.
Finally, we would like to remark that phenomena ap-
parently similar to the one described here were previously
seen in quenched QCD at zero temperature. Golterman
and Shamir found that just outside the Aoki phase there
is a finite density of localized Dirac modes related to so
called exceptional configurations, topological charge fluc-
tuations on the scale of the lattice spacing [36]. However,
these objects are very different from the ones that we
studied here, as they are not driven by the temperature
and are expected to be absent in the full theory with
light dynamical quarks. Greensite et al. observed that
in zero temperature quenched gauge backgrounds the co-
variant Laplacian also possesses localized eigenmodes at
the edge of its spectrum [37]. Also in this case there
is no indication that this phenomenon could be related
to the transition in the spectrum at finite temperature
described in the present paper.
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