In order to overcome the shortcoming of the solution may be trapped into the local minimization in the traditional TSK (Takagi-Sugeno-Kang) fuzzy inference training, this paper attempts to consider the TSK fuzzy system modeling approach based on the visual system principle and the Weber law. This approach not only utilizes the strong capability of identifying objects of human eyes, but also considers the distribution structure of the training data set in parameter regulation. In order to overcome the shortcoming of it adopting the gradient learning algorithm with slow convergence rate, a novel visual TSK fuzzy system model based on evolutional learning is proposed by introducing the particle swarm optimization algorithm. The main advantage of this method lies in its very good optimization, very strong noise immunity and very good interpretability. The new method is applied to long-term hydrological forecasting examples. The simulation results show that the method is feasibile and effective, the new method not only inherits the advantages of traditional visual TSK fuzzy models but also has the better global convergence and accuracy than the traditional model.
INTRODUCTION
Currently, the conventional methods for hydrologic forecast at home and abroad include regression analysis method, forecasting method with quantification theory and combined forecasting (Mitaim & Kosko ; Chen & Zhao ) . Although these forecasting models are of certain effectiveness, they are not ideal for complicated hydrologic forecast. Some are over complicated while others are lacking in accuracy. In recent years, the research on artificial neural network has witnessed rapid development (Moghaddamnia et al. ) and has been widely applied to such aspects as system control and forecast (Li & Jing ; Li et al. ) . The back propagation (BP) neural network is one of the most important artificial neural networks, but it is not easy to be accepted by experts from various fields due to its disadvantages as artificiality determined by structure, slow training speed and randomness of impact of initial weight values on results and BP network is often thought to be a black box without good interpretability.
Another important intelligent modeling technique fuzzy system is widely concerned with overcoming these disadvantages (Keskin et al. ; Kisi ; Kisi & Ozturk ; Shiri et al. a, b) . Among various types of fuzzy systems, TSK (Takagi-Sugeno-Kang) fuzzy system is widely applied to various fields thanks to its good modeling effect. Extensive research has been conducted on TSK fuzzy systems by numerous scholars at present (Zhao & (Deng et al. ) based on the principle of vision and TSK fuzzy system modeling of Weber law and applied to parameter learning in TSK fuzzy system modeling. The error function representation in such modeling method of visual TSK fuzzy system denotes the variance of different data set images, thus, the parameter learning of fuzzy system is possible from overall angle. More traditional TSK has to be provided with better generalization and modeling capacities. However, the shortage still exists in this method as it adopts gradient learning algorithm with slow convergence rate and is vulnerable to getting into local optimum.
Aiming at the shortage in modeling of visual TSK fuzzy system, the particle swarm optimization (PSO) algorithm has been introduced in this paper to learn the parameters of visual TSK fuzzy system. PSO is an efficient parallel search cable algorithm which has been presented by Eberhart & Kennedy () . PSO is provided with such merits as good globally optimum searching ability to simply and easily realize and is highly intelligentized. The TSK fuzzy inference system based on evolutionary learning is put forward accordingly in this paper by combining it with the visual fuzzy system. This fuzzy modeling method has not only inherited the merits of modeling of initial visual fuzzy system but also provided with better global learning ability.
MATERIALS AND METHODS

Rules of TSK fuzzy system
The following 'IF-THEN' rule shall be adopted for fuzzy inference in the TSK fuzzy system:
where: A ij is the fuzzy set; p ij is the parameter of conclusion part of inference rule; y i is the output of rule i of the system, i ¼ 1, 2,……,m and m is the rule number.
That is to say, the IF part in TSK fuzzy system is fuzzy, but the THEN part is determinate, i.e. the output being linear combination of various input variables. For a input vector x ¼ (x 1 ,… … , x d ), the output y(x) of TSK fuzzy system is equivalent to the weighted average of y i , which can be expressed as:
where the weighting coefficient w i has included all truth values obtained by R i acting on input and the computational formula of w i is as follows:
The Gaussian membership function is adopted for measuring the fuzzyness under normal cases, i.e.
where u ij and σ ij are parameters to be learnt.
Learning target function of TSK fuzzy system based on visual principle
The principle of visual system adopted in the visual TSK fuzzy system (Deng et al. ) is a given sample set {x i }, x i ∈ R d and an image representing the distribution of sample set can be expressed as:
Here, σ denotes the dimension parameter of visual window and the following target optimization function is raised in the document (Deng et al. ) based on the visual principle:
is the vector composed of sample input x i and sample output y di of fuzzy system and z 00 i is the vector composed of sample input x i and predicted output y i of the fuzzy system, here:
Compared with the traditional error function, the TSK modeling target function based on visual principle is provided with the following merits: its parameter learning of fuzzy system is conducted from the global angle and it is easy to fall into overfitting. Therefore, it is of good robustness to noise and good generalization ability.
Although the visual TSK fuzzy modeling has displayed good performance, the following demerits still exist: it adopts the gradient learning algorithm with slow convergence rate and is vulnerable to getting into local optimum, while the PSO algorithm serves as a kind of simple yet effective intelligent optimum searching algorithm (Zeng et al. ) . Aiming at the modeling demerits of visual TSK fuzzy system, the PSO algorithm has been introduced in this paper to improve the visual TSK fuzzy system and the evolutionary modeling of visual TSK fuzzy system has been put forward.
MODELING OF VISUAL TSK FUZZY SYSTEM BASED ON EVOLUTIONARY LEARNING OF PARTICLE SWARM Particle swarm optimization algorithm
PSO is a kind of emerging evolutionary computing method, the thought of which originates from the simulation on bird flock and fish school behaviors, assuming that there is food in a certain region and a flock of birds are searching for this food randomly. All the birds have no idea of where the food is, but they all know the distance from its current position to the food. The best method to find the food is to search the peripheral region of birds nearest to the food. PSO is to search optimum exactly by simulating this behavior and individual in PSO is just the particle. PSO is provided with strong global convergence ability without relying on characteristic information, such as gradient. The convergence rate and generalization ability of model parameter learning can be effectively improved by combining with artificial neural network and fuzzy system.
The parameters of PSO algorithm include the population with scale m, searching in the space of dimension D[x min , x max ]. The basic learning formula of particle swarm algorithm is as follows (Eberhart & Kennedy ) :
The formula for speed adjustment of particles is:
The formula for position adjustment of particles is:
where: rand is a random number between (0,1); c 1 and c 2 are the accelerated learning factors, representing the learning ability of the particle toward itself and swarm; v i k ∈ ½Àv max , v max , the maximum speed v max is a constant, which is set by users; α i is a non-negative number, called inertia factor, which is the coefficient to balance local and global searching. The optimal solution currently found by the particle itself is pBest k and that found by the whole population is gBest k .
Modeling of visual TSK fuzzy system based on particle swarm optimization
Aiming at the visual TSK fuzzy system to be solved, the particles for PSO and fitness function are defined as follows:
1. Particles. Here the particle is defined as the parameter of fuzzy system to be solved, including the antecedent and consequent parameters, i.e.:
2. Fitness function. The fitness function is defined as the optimization target functional expression (5) of fuzzy system, namely:
Specifically, the course for training algorithm of visual TSK fuzzy system based on PSO is as shown below:
Step 1: initialize m randomly, set maximum iterations ε, determine inertia factor α i and set acceleration constants c 1 and c 2 .
Step 2: enter into PSO optimization and initialize the particle swarm, including random position x i and speed v i , assuming i ¼ 1.
Step 3: calculate the fitness value of each particle by utilizing the fitness functional expression. Initialize pBest k and gBest k , set the optimal solution currently found by the particle itself pBest k ¼ (pBest 1 , pBest 2 , …, pBest m ) and that found by the whole population gBest k ¼ (gBest 1 , gBest 2 , …, gBest m ). Compare the fitness value of each particle with the best position pBest k experienced by this particle and the best position gBest k experienced by the whole population. If it is better than pBest k or gBest k, it shall be regarded as pBest k or gBest k to update the speed and position of particles based on formulas (7) and (8) in accordance with the principle of following the best self position.
Step 4: check if i reaches the maximum iterations. If yes, enter the step 5, otherwise, i ¼ i þ 1. Enter the next round of iteration and return to Step 3.
Step 5: return the optimal solution obtained to various corresponding parameters of the fuzzy system.
RESULTS AND DISCUSSION
Example 1
The proposed vision TSK is applied to hydrological longterm forecast experiment in this thesis. Hydrological long-term forecast possesses the theoretical and practical significance with extreme importance. In current utility, the main problem existing in some methods lies in the lower forecast accuracy, so that it is difficult to guide production practice effectively ( Table 1 , Tables 3 and 4 .
The data of measured annual runoff for 30 years and characteristic value of four factors in Yamadu Hydrological Station in Ili River of Xinjiang Uigur Autonomous Region in the document are as shown in Table 1 . In the table, factor x 1 is the total rainfall of the Yili meteorological station from November in last year to March in this year; factor x 2 is the Eurasian region monthly mean zonal circulation index August in last year; factor x 3 is the Eurasian region warp (longitudinal direction) circulation index May in last year; factor x 4 is the 2.8 THz solar radio flux June in last year.
Annual runoff y is connected with each factor. This essentially decided that y has a certain relationship with every single factor. According to the statistic analysis:
where: ρ i is correlation coefficient of x i and y; x i is forecast factor i characteristic value; y is the mean value of y. According to the sample data, calculation of annual runoff forecast factor y and x ij (i ¼ 1, 2, 3, 4; j ¼ 1, 2, …, 99, 100) by formula (10). The correlation coefficients are ρ 1 ¼ 0.80, ρ 2 ¼ -0.63, ρ 3 ¼ 0.44 and ρ 4 ¼ 0.40. In the test, the parameters of new learning algorithm in visual fuzzy system are set as follows: scale of particle swarm m ¼ 40; maximum iterative times ε ¼ 400; location of initialized particle swarm: x i ¼ 1; accelerated learning factor: c 1 ¼ c 2 ¼ 2; maximum speed: v max ¼ 1; inertia factor α i max ¼ 1 will decrease linearly to α i min ¼ 0.4 with increasing iteration. In the visual TSK fuzzy system vision window: σ ¼ 0.5 ∼ 2.5, rule number of TSK is of 12.
Brief descriptions about parameters are as shown in Table 2 . Firstly, values of the algorithm parameters are set at the initial value. Scale of particle swarm setting is not more than 50. In general, we set 20-50. Scale of particle swarm can be increased to increase the stability of the algorithm, but it leads to more computing time. So we choose 40 in this paper. c 1 and c 2 are the accelerated learning factors, representing the learning ability of the particle toward itself and swarm. c 1 and c 2 can be 0-4. In general,
σ denotes the dimension parameter of visual window, which is set to 0.5-3. Secondly, select a faster convergence parameters combination, operating several times to reach convergence. If in the operation of several trials, different results are obtained, it means the convergence speed is too fast. But after choosing slow convergence speed of parameter combinations, if we cannot find optimal point after many iterations, it means that the convergence speed is too slow. This means we should select a set of faster convergence of the parameter combination or some closely related particle swarm. Then through MATLAB programming debugging, we can use available algorithm convergence graphics, harmonic vibration graphics, and Z shape graphics and so on. If thereafter we get consistent results in most of the experiments, multiple iterations can get continuous improvement, it means the convergence speed is enough. It can be applied in a similar problem with the same parameters, the topology and population size. Finally, set values of the algorithm parameters are as shown in Table 2 . Simulation results of the proposed new method and the existing method are as shown in Tables 3 and 4. Statistical indexes have been use to assess the predictions. We have used forecast value and measured value for comparison. According to the relative error formula (11):
The prediction accuracy is higher when the relative error is less.
Tables 3 and 4 show that the relative error for forecast and measured value of modified prediction model of vision TSK fuzzy system based on evolution department is less, absolute value of relative error is less than 5%. The relative error is also far less than forecast results compared with that of intelligent forecasting mode and method (Chen et al. ) combined by fuzzy optimization, BP neural network and genetic algorithm and that of traditional vision TSK fuzzy system forecasting model. The experimental result proves that PSO algorithm applied into parameters of optimization vision TSK fuzzy system possesses better global research learning ability compared with classical gradient descent learning algorithm to show better learning ability and generalization ability.
Example 2
In order to further prove the effectiveness of modified evolutionary vision TSK fuzzy system applied into forecast, this thesis will propose new algorithm for application to longterm and exact quantitative forecast experiment. Now, establish the modified evolutionary vision TSK fuzzy system prediction model for data of ocean lowest water level of a hydrological station in literature (Zhou & Che ) in February from 1961 to 1989, parameter of model still adopts those acquired by PSO optimization algorithm learning. Figure 1 shows the prediction results of multiple linear regression method and two TSK vision fuzzy system learning algorithms used in literature (Zhou & Che ). It can be observed from Figure 1 that predicted effect of proposed evolutionary vision TSK fuzzy system is more accurate than that of traditional vision TSK fuzzy system and multiple linear regression method, and its precision is much higher, so as to reveal that the proposed evolutionary vision TSK fuzzy system possesses better generalization ability and stronger robustness. Incorporated with the above-mentioned experiments, it is clear that prediction model of two TSK fuzzy system based on fuzzy inference shows more promising performance compared with that of multiple linear regression method. This is because the TSK fuzzy system is a universal approximator, which can approach arbitrary linear and nonlinear system, so it has better adaptability. Spatiotemporal change of hydrological elements in the hydrological system is provided with high non-linear feature, the existing hydrographic forecasting method mainly as linear methods has larger limitation on aspect of long-term hydrographic forecasting. Based on non-linear feature of hydrological element change, the non-linear method should become an effective analysis approach. Evolutionary vision TSK fuzzy system proposed in this thesis is a typical non-linear system, with very strong non-linear makingmodel ability. Compared with classical vision TSK fuzzy model making, the method proposed in this thesis has been further improved in respect of parameter learning so as to obtain better forecast performance.
Forecasts conducted by using the methods proposed in the thesis for some data also show larger error. This is possibly because it is difficult to investigate many influencing factors, and some factors influencing the system are not fully taken into consideration. It may also because of invasion of some random factors, which caused changes of system under the influence. Therefore, in long-term hydrological prediction, we should use actual situations of watershed so as to increase accuracy in hydrological forecasting.
CONCLUSIONS
The thesis proposes the model-making method of vision TSK fuzzy system used in evolutionary learning and applies it to long-term hydrological forecast. The main advantage of this method lies in its very good optimization, very strong noise immunity and very good interpretability, which is able to overcome defect of tending to fall into local optimum in traditional vision TSK fuzzy system modeling method, so that it shows its superiority in application of hydrological prediction modeling. However, there is defect in evolutionary vision TSK fuzzy system, for example, which cannot realize the complete automation and still require further discussion in this respect. 
