Purpose This study quantifies some of the technical and physical factors that contribute to error in image-guided interventions. Errors associated with tracking, tool calibration and registration between a physical object and its corresponding image were investigated and compared with theoretical descriptions of these errors. Methods A precision milled linear testing apparatus was constructed to perform the measurements. Results The tracking error was shown to increase in linear fashion with distance normal to the camera, and the tracking error ranged between 0.15 and 0.6 mm. The tool calibration error increased as a function of distance from the camera and the reference tool (0.2-0.8 mm). The fiducial registration error was shown to improve when more points were used up until a plateau value was reached which corresponded to the total fiducial localization error (∼0.8 mm). The target registration error distributions followed a χ 2 distribution with the largest error and variation around fiducial points. Conclusions To minimize errors, tools should be calibrated as close as possible to the reference tool and camera, and tools should be used as close to the front edge of the camera throughout the intervention, with the camera pointed in the direction where accuracy is least needed during surgery.
Introduction
Image-guided neurosurgery (IGNS) systems are used for surgical guidance within a neuronavigation environment. Neuronavigation is a term that is used to describe the ensemble of tools used for IGNS. All neuronavigation systems consist of several main components organized in a particular way. First, a tracking system is used. This is commonly in the form of an infrared camera, but in some cases, magnetic [1] or ultrasonic tracking [2] can be used. Since Polaris stereo infrared cameras (Northern Digital Instruments, Waterloo, Canada) are used at the Montreal Neurological Institute and Hospital (MNI/MNH) for tracking, focus in this paper will be placed on this technology only. In addition to a tracking camera, a reference tool and surgical pointing tool with special passive reflective spheres are used. The reference tool defines the origin of the camera coordinate system, or world space, and the tracked pointer is used to navigate within this space. The Polaris camera uses stereo triangulation to locate the reflective spheres on the both the reference and pointer tools. Finally, a navigation console is needed to display the preoperative images, segmented structures and surgical plan. The console is also connected to the camera in order to display the position of the pointer tool relative to the preoperative images. The patient and the specialized surgical tools are tracked with an image-to-patient mapping. All of these systems relate the real-world coordinates of a patient to those of the preoperative images using a rigid body transformation. There are many advantages associated with these systems, the most important being greater positional accuracy during the surgical intervention that results in numerous clinical benefits.
There are many sources of spatial error associated with IGNS systems, all of which lead to the position of a tracked probe being incorrectly reported in relation to the images used for guidance. Many of these errors arise from the failure of two basic assumptions:
1. That the equipment, registration and images are perfectly accurate. This assumes that the pointer tracking device is free of any positional error, the mapping between patient and image is perfect and that the preoperative images are free from spatial distortions. 2. That the equipment and volume of interest form a rigid system. This assumes the structures of interest remain in the same position throughout the entire procedure with respect to the originally selected external points used as landmarks for initial registration.
Most commercially available tracking devices can provide position and orientation information with sub-millimeter accuracy [3] , and point matching between manually identified homologous point pairs on the patient and images can yield a mapping with accuracy on the order of 2-3 mm [4] . Image distortion in MRI (the most common image modality used in IGNS) is highly dependent on acquisition parameters, and geometric distortion can be on the order of 2-3 mm if precautions are not taken to avoid it [5, 6] . During surgery, the movement of brain tissue (brain shift) invalidates the patientto-image mapping. This type of deformation has been shown to range from 2 to 30 mm [7, 8] and as high as 50 mm [9] . As a result of these sources of error, surgeons at most hospitals use the IGNS system as a tool to approach a surgical target, but justifiably no longer trust the system during resection for many cases as they can no longer rely on an accurate patient-to-image mapping.
Pointer calibration errors
To determine the transformation that defines the relationship between the pointer's tip and its sensors (T S←T ), a calibration procedure consisting of holding the tip of the pointer at a fixed location and recording its position while the pointer is in several different orientations is performed [10] . Since the position of these recorded points may no longer be identical, error is introduced when determining the transformation between the pointer's sensors and its tip ( T S←T ). This error is expressed as the root mean square (RMS) of the standard deviation (σ ) of the static point's x, y and z positions:
Tracking errors
For optical tracking systems, such as the Polaris infrared camera, a common error measurement is how the reported position of a static tool varies over time. This tracking error varies with the type of tracking system used as well as the camera's position with respect to the reference tool and the tracked tools [3] . Since the reference does not move throughout a surgical intervention, minimizing this error will decrease the error in accurately reporting physical locations on the patient's anatomy when identified by the tracked pointer.
Registration errors
Recent literature suggests three main error metrics when analyzing the accuracy of point-based registration methods: (i) fiducial localization error (FLE)-the error in locating fiducial points, (ii) fiducial registration error (FRE)-the distance between corresponding fiducial points after registration and (iii) target registration error (TRE)-the distance between corresponding points other than the fiducial points after registration [11] [12] [13] [14] [15] .
Methods
The goal of this study was to quantify and characterize tracking accuracy in image-guided surgery by measuring pointer calibration errors, camera tracking errors and FREs and TREs of a typical setup.
Materials
Tracking was performed using one of two Polaris infrared optical cameras (Northern Digital, Waterloo, ON, Canada). The camera used for experiments is indicated as "C1" or "C2." There were five different tools passively tracked throughout all of the experiments; a TA002-135 Pass Trax Tracker dynamic reference frame, an NDI passive pointer and a Traxtal passive pointer, a Traxtal TA001-133 marker tool, and a Traxtal TA201-4005 marker tool (Traxtal Technologies Inc. Toronto, ON, Canada; see Fig. 1a ). All tools had reflective spheres rigidly fixed to them. The C1 and C2 have a cylindrical digitizing volume (see Fig. 1b ). The front of the cylindrical volume is a sphere of radius 0.5 m, centered 1.9 m from the position sensor. The back of the measurement volume is a cylinder of radius 0.5 m extending from 1.9 to 2.4 m from the position sensor. When tracking moving tools, they must remain in the camera's measurement volume and preferably away from the back edges of this volume which tend to be less accurate, as indicated by the manufacturer. The software used with the tracking hardware was a prototype neuronavigation system developed locally in the Image Processing Laboratory of the McConnell Brain Imaging Center at the Montreal Neurological Institute, called the Intraoperative Brain Imaging System (IBIS) [16] . A precision-machined linear testing apparatus (LTA) was used to evaluate error measurements (see Fig. 2 ). The purpose of the LTA was to create a volume that could be used with tracking equipment and tools, whose manufacturing errors were far smaller than the error expected from the actual tracking error measurements. It was also made to mimic a typical surgical volume in a real IGNS case, so that tracked tools, such as the NDI and Traxtal pointers, could be used to register the volume with a corresponding virtual image volume to observe and measure potential registration errors. The LTA consists of a 500 mm × 500 mm target plate with a 10 × 10 grid of uniformly spaced holes. The holes are separated by 50.00 mm in both directions and were milled with a 0.005 mm tolerance. The holes were milled so that the Traxtal and NDI pointers could fit snuggly inside without moving to enable recording of the tracked position of each hole. The target plate was made from 1/2" plexiglass because of the material's ability to be easily milled with the equipment available. Due to machine equipment constraints, the target plate was constructed from two identical pieces that were milled simultaneously and then put together using a third piece to ensure proper alignment (see Fig. 3 ). The target plate was mounted onto a 3/4" aluminum frame with aluminum side panels and screwed together on a framing table to ensure that the target plate remained perpendicular to a flat surface in all areas (Fig.  2a) . Aluminum was chosen since it was a harder and heav- ier material than the plexiglass and would be a good anchor to attach to the plate as a frame, and the additional weight would help ensure that the plate would not move when performing experiments. In order to obtain measurements in all three dimensions, the plate is also mounted on an aluminum track that allows parallel movement in the direction normal to the plane of the target plate. The distance is determined through use of precision milled spacing rods that go at the edge of the LTA track and push up tightly against the bottom portion of the frame to ensure the plate remains straight when changing distances. Six pairs of rods were milled, the first measuring 10 cm and each increasing in length by 10 cm with a tolerance of 0.01 mm (Fig. 2b ). An additional mount with pegs that mate with the holes was made so that the reference or marker tools could be mounted on the plate for certain experiments (Fig. 2c) . The mounting tool with pegs was also used as a tool to verify that all holes were separated by the proper distance on the entire plane of the target plate. Since it was also milled with a 0.005 mm tolerance, the four holes with pegs that fit tightly into them were placed in each set of holes in the target plate to ensure a snug and accurate fit along the entire area. The front edge of the track was also constructed with a lip, so that the reference or other tools could be attached to it for different experiments or to use as a non-measurement portion of the apparatus that could be used to clamp it down to a flat surface to ensure no movement of the LTA occurred during measurements. Other LTAs have previously been presented by Yaniv [17] and Hummel [18] in the context of evaluating calibration and tracking errors associated with electromagnetic tracking environments. Our LTA differs from [17] in both the size and precision of the location of the target holes and from [18] by the ability to perform measurements in three orthogonal directions
Pointer calibration error
The LTA was placed on a flat surface with the camera in front of it and the target grid parallel to the x − y plane (z being the distance from the camera) of the camera. Different properties of the error associated with calibrating the pointer were investigated through the use of different tracked pointers having different reflective sphere configurations, as well as different camera setups. The Traxtal pointer has four reflective spheres in a non-coplanar arrangement, whereas the NDI pointer has three reflective spheres aligned collinearly. In the first experiment, the reference was placed in the center of the digitizing volume of the camera which was positioned at the side of the LTA (Fig. 4 ). Both pointer tools were then calibrated 10 times. The plate was then shifted 100.00 mm along the z-axis, away from the camera using the precision milled rods, and the pointer tools were calibrated another ten times. This was repeated for intervals of 100.00 mm for a range of 600.00 mm from the front of the calibration volume of the camera. This experiment characterizes the pointer calibration error as a function of distance from the tracking camera. In the second experiment, the reference was fixed to a non-moving portion of the LTA at the front of the calibrated volume of the camera and doing the same set of measurements as described above. This experiment characterizes the pointer calibration error as a function of distance from the reference. Both of these measurements were repeated with the second camera as well.
Tracking error quantification
For these experiments, the LTA was placed on a flat surface in front of the camera on a tripod with the camera lenses parallel to the x − y plane of the camera. The referenced was clamped to the flat surface that supported the LTA. In order to build the entire measurement volume, the camera's center line was moved to one of four positions relative to the LTA: the first hole of the first row, the sixth hole of the first row, the first hole of the sixth row and the sixth hole of the sixth row. This can be seen in Fig. 4 (right) as the top left corner of each of the squares labeled A, B, C and D. The third dimension of the volume was sampled by changing the distance of the LTA target plate from the front of the camera by the use of precision milled rods to extend through the entire calibrated volume of the camera. It is assumed that the digitizing volume is symmetric about the x and y axes; therefore, measurements only need to be recorded in a single quadrant [3] .
Once the camera is in the proper parallel position, 100 data points were taken with a marker tool, tracked by the Polaris camera, at the first position. Next, the marker tool was moved 50.00 mm (one hole) to the right to collect another 100 data points. This was repeated for five positions on five different rows, recording from a total of 25 different locations. This is equivalent to the first portion of the section labeled A in Fig. 4 (right). The plate was then shifted 100.00 mm along the z-axis, away from the camera using the precision milled rods, and the entire process was repeated for each new depth through the entire calibrated volume of the camera. Once all the depths for position A had been sampled, the camera would be repositioned so that sections B, C and D could be collected in the same way. To quantify the tracking error associated with the camera, a parameter called "jitter" was used. The jitter, J , is represented by the standard deviation of the Euclidean distances between the actual point location and the mean recorded location of the 100 data points. For all measurements, the LTA was placed on a flat surface. The reference was placed at the front of the track of the LTA, since this is where the reference would be placed during an IGNS intervention. Ten different camera positions were used. The base of the tripod was placed 1,400 mm from the flat surface where the LTA was located. Five different locations, each with two different heights, were used and chosen so that the entire volume of the LTA could be sampled without changing the position of the camera. After positioning the camera, 100 points at six different depths in the LTA were sampled using the Traxtal pointer and then registered to a corresponding volume of points in a virtual image. This volume was also registered using only the outer border of points of the LTA volume, and finally, with the outer border points of the LTA plus two central points of each plane. The camera position was then varied to the next position, and all measurements were repeated. These measurements were also repeated for both cameras. For each set of measurements, the best-fit transformation was determined between sampled points and the corresponding grid volume points by means of a minimization of a least squares function. The error distributions determined by using all possible points within the LTA volume correspond to the FRE in the surgical volume. When using only the exterior points to register the LTA volume, the remaining interior points' position was still known, and it is thus possible to compare their actual registered position with the position they should be located in giving a distribution of the TRE within the tested volume.
Results

Pointer calibration errors
A linear regression model was used to fit the calibration error data (Fig. 5) . The data for the experiments involving a mov- ing reference and a static reference for each camera were plotted on the same axes. A strong positive correlation was found between the calibration RMS and the distance from the camera for a moving reference, for both pointers. A positive correlation was also found between the calibration RMS and the distance from the camera for a moving reference. This was evident for both pointers and both cameras except for the NDI lab pointer and camera 1 with a moving reference, where the calibration RMS stayed relatively constant.
Tracking error measurements
The mean jitter as a function of distance from each camera along the z-axis was plotted for both cameras with both the TA001-133 and TA201-4005 marker tools (Fig. 6) . The mean of the lowest 95 % of the jitter values for each constant z depth was plotted as a function of z as to avoid some of the major outliers that were in the top 5 % of the distribution of jitter values. The data points were used to find a least squares fit to a linear model 1 to the remaining distribution: 1 An Akaike information criterion test was performed on the data in order to determine whether a linear or quadratic model should be used to fit the data with the linear model showing a more favorable fit.
where z is measured in meters. These results are summarized in Fig. 6 which shows the coefficients a, b and c for each camera-marker pair. The range for which the jitter was calculated corresponded to the calibrated volume of the camera of 1,400-2,400 mm. The lowest 95 % of the jitter values exhibit an RMS jitter range of 0.30 ± 0.18 mm for the C1-TA001-133 combination, 0.33 ± 0.21 mm or the C1-Ta201-4005 combination, 0.32 ± 0.22 mm for the C2-TA001-133 combination and 0.32 ± 0.18 mm for the C2-Ta201-4005 combination. A single factor ANOVA showed no significant difference ( p = 0.945) between different camera-tool pairs. The jitter along the x and y axes were roughly equal and constant on the order of 0.03 mm or less and were insignificant compared with the jitter in the z direction.
FRE and TRE distributions in the LTA
The FRE for the FS613-C1 pair was 0.75 mm, the FRE for the FS613-C2 pair was 0.75 mm, the FRE for the NDI-C1 pair was 0.82 mm and the FRE for the NDI-C2 pair was No statistically significant differences (single factor ANOVA, p > 0.05) between these distributions were found. The evolution of the mean FRE as a function of number of points used is shown in Fig. 7 for camera 1 and the NDI pointer. A red ellipse is placed on this graph to indicate the typical clinical range for number of points used as fiducials for a registration procedure in an IGNS intervention.
To obtain a TRE distribution in the LTA, the outer border of each depth and the outer border plus two central points of each depth of the LTA plane were used as fiducial points (corresponding to 252 and 266 points, respectfully), and the remaining points were used to analyze the TRE. Overall, the TRE within the region of interest varies from 0.3 to 1.8 mm. depending on the fiducial configuration and the location of the target point. Figure 8 is an illustrative example for a single camera-pointer pair showing a histogram of the TRE values with the theoretical Chi-squared probability distribution overlaid along with a representative z-depth slice of the mean and standard deviation of the TRE distribution.
Discussion and conclusion
The calibration of the pointer is an important measure of accuracy for IGNS interventions. It gives an insight into how accurately the physical position of the tracked pointer is represented in the image space. The factor that had the largest effect on the quality of the calibration was its distance from the reference; as the pointer's distance from the reference increased, the calibration RMS also increased. When the pointers were calibrated at deeper distances in the camera's calibrated volume, but at the same distance from the reference, the calibration error remained relatively constant for all distances. As the distance from the camera increased the consistency of the pointer's calibration began to vary considerably, showing the camera's decreased ability to precisely report tracked objects' position at further distances. This can be an issue in the operating room, where equipment including the neuronavigation systems, microscope, IV poles, sanitary table and related personnel, resulting in the optical camera, is placed in the "most convenient" spot relative to the patient, so that the patient, reference and tracked tools are all in its calibrated volume. The camera should be close while calibrating and then can be moved back to a convenient location afterward. The two tracked pointers had two different sphere configurations; the Traxtal FS613 had four non-planar spheres, whereas the NDI pointer had three collinear spheres. The difference between camera-pointer calibration pairs was not significantly different. The NDI pointer showed a smaller calibration RMS with smaller standard deviations than the Traxtal pointer for all experiments. The results from these experiments give another important implication in regard to minimizing error for an IGNS intervention. There were no significant differences between pointers (t test, p > 0.05).
The jitter for each camera-tool pair was dominated by jitter in the z-direction; increasing with increasing distance from the camera. Only the lowest 95 % of jitter values were used in the analysis since the upper 5 % showed jitter values that were considered outliers and seemed to inappropriately influence the data. Reasons for the large amount of outliers in these experiments is not fully understood; however, similar experiments by other groups [3, 17] show that for some optical systems, time varying external disturbances may affect some of the jitter measurements. Every camerapair tool fit the linear jitter model well with no observable difference between different cameras or different tools used. This trend of increased jitter as a function of distance from the camera leads to an obvious method to improve the precision of tracking during the IGNS intervention: keep the distance between the tracked tools and the camera at a minimum, and preferably at the front edge of the calibrated volume of the camera. The x and y jitter components were relatively constant and equal in magnitude on the order of 0.03 mm or less, and insignificant compared with the jitter values along the z-axis.
In the registration experiments, for each camera-pointer tool pair, a similar trend was observed for the mean FRE as the number of points used for the registration increased. The mean FRE starts at an initial value and then slowly converges toward a steady value. This value was approximately 0.75 mm for all sets of camera and pointer tool pairs. Several important characteristics of the FRE can be seen from the experiments. First, when only a small number of fiducials are used, if any of the initial points have a large (or small) FRE associated with them, the mean FRE tends to be much higher (or lower) than the value that the mean FRE convergence value. The variation of the FRE for fiducials located at the edges of the camera volume tended to be higher than The typical range of fiducials or landmarks used in an IGNS procedure for registration is between 5 and 20 points. This is the region where the mean FRE varied the most and was the most unstable for all camera-pointer pairs. This means that, when possible, more fiducials should be used for a reg-istration procedure if the FRE is to be minimized. The mean FRE tended to converge after approximately 100 points are used. Using 100 points in an actual, IGNS procedure is an unrealistic goal since it takes a significant amount of time and resources to accurately locate these points on both the physical anatomy of a patient as well as on the preoperative image of a patient, but caution should be taken when choosing this small number of points in order to avoid bias from the mean FRE from outlying large errors. In practice, the FRE for the initial patient-to-image registration is on the order to 1-3 mm but can be far worse if the corresponding points are not chosen carefully and if a specific point is far worse than the mean FRE.
The two different types of fiducial configurations used for registration showed some slight but interesting differences in the TRE distributions. The mean TRE was lower when using the Traxtal pointer compared with the NDI lab pointer. The histograms were plotted alongside the theoretical probability distribution, and all fit reasonably well with this distribution. However, since these TRE distributions are based on the mean of ten different data sets, the TRE was more highly biased to the mean value of the TRE compared with theoretical prediction. For all camera-pointer pairs, the configuration of fiducials along only the edge of the LTA, as compared with the configuration comprising the fiducials along the edges with some central points, had a smaller mean TRE. For all camera-pointer pairs and fiducial configurations, the standard deviations of the TRE were highest at points closest to fiducials and smallest at points furthest from the fiducial points. The TRE was generally highest at points closest to the fiducials near the edge of the LTA. Some of these results can be explained by lever effects, where the TRE will be best in the center of the fiducial configuration and increase with distance from the center. This is seen well in the TRE distribution contours seen in Fig. 8 . Also, since the value of the FRE around these points changes with camera position, it is more likely that the target points closest to them will suffer similar changes and variations. While brain shift is definitely the larger problem to tackle, as it can account for shift of up to 50 mm, by minimizing all registration and localization errors prior to the craniotomy or incision, a surgeon can potentially minimize the size of the opening needed for the intervention and further reduce the invasiveness of the surgical intervention. An important clinical limitation for registration accuracy is the quality of the images used for registration. The limiting factor is generally the voxel size used during acquisition which will reflect the final accuracy achievable in a registration process. In most clinical interventions, an imaging matrix such as a 512 × 512 acquisition is performed resulting a pixel size of 0.5 mm. This is generally lower than the other errors encountered in image-guided interventions, but is important to monitor when lower quality images are used.
In conclusion, the results from these experiments give important implications in regard to minimizing error for an IGNS intervention. The tools should be as close to the reference tool and the front of the camera as possible when being calibrated. The trend of increased jitter as a function of distance implies that the distance between the tracked tools and the camera should be kept at a minimum and preferably at the front edge of the calibrated volume of the camera.
