Abstract Optimal utilization of resources in present-day communication networks is a challenging task. Routing plays an important role in achieving optimal resource utilization. The open shortest path first (OSPF) routing protocol is widely used for routing packets from a source node to a destination node. This protocol assigns weights (or costs) to the links of a network. These weights are used to determine the shortest path between all sources to all destination nodes. Assignment of these weights to the links is classified as an NP-hard problem. This paper formulates the OSPF weight setting problem as a multi-objective optimization problem, with maximum utilization, number of congested links, and number of unused links as the optimization objectives. Since the objectives are conflicting in nature, an efficient approach is needed to balance the trade-off between these objectives. Fuzzy logic has been shown to efficiently solve multi-objective optimization problems. A fuzzy cost function for the OSPF weight setting problem is developed in this paper based on the Unified And-OR (UAO) operator. Two iterative heuristics, namely, simulated annealing (SA) and simulated evolution (SimE) have been implemented to solve the multi-objective OSPF weight setting problem using a fuzzy cost function. Results are compared with that found using other cost functions proposed in the literature (Sqalli et al. in Network Operations and Management Symposium, NOMS, 2006). Results suggest that, overall, the fuzzy cost function performs better than existing cost functions, with respect to both SA and SimE. Furthermore, SimE shows superior performance compared to SA. In addition, a comparison of SimE with NSGA-II shows that, overall, SimE demonstrates slightly better performance in terms of quality of solutions.
Introduction
Internet traffic is increasing rapidly due to the increase in web based applications [2] . To deal with this high volume of traffic, efficient utilization of network resources, such as network bandwidth, is essential. The primary objective of network traffic engineering is to map traffic efficiently on the available network resources, preventing traffic imbalance if it exists [3] .
Routers are the main interconnection points of the Internet. They forward data packets between source and destination nodes through multiple paths which exist between a given source and destination pair. The complexity of the Internet is due to its huge size. The Internet is divided into autonomous systems (AS) to manage its complexity. An AS is a collection of networks under the control of one single entity or organization with a specific routing policy. These policies are defined by a class of routing protocols, namely, interior gateway protocols (IGP) [4] . Routing across ASs is performed by another class of protocols, namely, exterior gateway protocols (EGP) [4] . Open shortest path first (OSPF) [4] is an IGP. The foundation of OSPF is based on Dijkstra's algorithm [5] , which determines a shortest path between a source and destination pair. The metric for shortest path determination is the link weight. The cost of path between a given source and destination pair is the sum of OSPF weights on the links in that path. The path with least cost is considered as the shortest path.
This paper focuses on the open shortest path first weight setting (OSPFWS) problem, which is an NP-hard problem [6] . The OSPFWS problem requires that a set of weights be determined such that network resources are utilized efficiently. The objectives of this problem is to minimize maximum utilization, minimize number of congested links, and minimize number of unused links. These objectives are conflicting in nature, i.e. if improvement in one objective is obtained, at least one of the other objectives may result in deterioration. To address this NP-hard problem with conflicting objectives, this paper proposes to apply two algorithms, namely, a fuzzy logic based simulated annealing [7] and a fuzzy logic based simulated evolution [8] algorithm. The performance of these two algorithms is compared. Results are also compared with other formulations of the objective function.
The rest of the paper is organized as follows: Sect. 2 provides the necessary background and related work on the OSPFWS problem, as well as an introduction to the simulated annealing and simulated evolution algorithms. Section 3 gives the formal definition of the OSPFWS problem. Section 4 provides a primer on fuzzy logic and the Unified And-OR operator. The formulation of a fuzzy logic based objective function for the OSPFWS problem is covered in Sect. 5 . Section 6 describes the proposed algorithms. Results are provided and discussed in Sect. 7 . The paper is concluded in Sect. 8 . Finally, symbols and terminology used in this paper are given in the Appendix.
Background and related work
Literature has reported significant research on applications of intelligent techniques to various optimization problems in the field of computer communication networks [9] [10] [11] [12] [13] [14] . Accordingly, considerable attention has been given to efficiently solve an important problem in the field, namely, optimization of OSPF weights [1, 3, 15, 16] . In this problem, two objectives, namely, 'maximum utilization' and 'number of congested links' were previously considered in the optimization process. The term "maximum utilization" is defined as the maximum value of all the utilization values over all the links in the network. Fortz and Thorup [3] were the first to formulate a cost function based on utilization ranges, and applied tabu search [17] to optimize (i.e. minimize) "maximum utilization".
The formal definition of the Fortz and Thorup cost function is as follows:
subject to the constraints:
The constraint in Eq. (2) implies that total traffic load on arc a is equal to the sum of the traffic load on arc a and the traffic load on all the incoming arcs to arc a. Equation (3) signifies that the traffic flow from node s to t over arc a can be greater than or equal to zero.
In Eq. (1), Φ a are piecewise linear functions, with Φ a (0) = 0 and a derivative, Φ a (l a ) given by (see Fig. 1 ):
for0≤ l/c a < 1/3, 3 for1/3 ≤ l/c a < 2/3, 10 for 2/3 ≤ l/c a < 9/10, 70 for 9/10 ≤ l/c a < 1, 500 for 1 ≤ l/c a < 11/10, 5000 for 11/10 ≤ l/c a < ∞ (4) This function signifies that the utilization (i.e. load to capacity ratio) of a link is acceptable within 100 % of the link's capacity. The cost assigned to the links having a utilization level within 100 % of the link capacity is 1, 3, 10, or 70, depending on the level of utilization. For example, if utilization is equal to or more than 0 % but less than 33.33 %, then a cost of 1 is assigned; for utilization of over 33.33 % but up to 66.66 %, a cost of 3 is assigned, and so on). On the other hand, if the utilization of a link is beyond 100 % (which means that more packets are coming to the link beyond its maximum capacity) then such an over-utilization is not acceptable, since it will result in packets being dropped. Therefore, the cost assigned to the links beyond 100 % utilization is much higher (i.e. 500 for utilization of equal to or more than 100 % but less than 110 %, and 5000 for more than 110 %). Note that as per Eq. (4), a link with utilization greater than 100 % and less than 110 % is still preferable compared to a link with utilization greater than 110 %.
The approach followed by Fortz and Thorup was based on the observation that equal traffic load distribution across the links can be achieved by multiple equidistance shortest paths between the source and the destination node. Fortz and Thorup obtained multiple shortest paths using a dynamic shortest path algorithm [18] [19] [20] . Ramakrishnan and Rodrigues [15] proposed a local search procedure similar to that of Fortz and Thorup. Although Ramakrishnan and Fig. 1 Cost function curve [3] Rodrigues used the same cost function as Fortz and Thorup, the main difference between the two approaches was that Rodrigues and Ramakrishnan's technique increases the link metric (the cost or OSPF weight assigned to a link) of a heavily used link. This was done as an attempt to reach neighbor solutions in the search space. In addition, Rodrigues and Ramakrishnan used a different test case to that used by Fortz and Thorup. Ericsson et al. [16] applied a genetic algorithm [21] to the OSPFWS problem using the cost function proposed by Fortz and Thorup.
Sqalli et al. [1] proposed minimization of the number of congested links using SA [22] in order to solve the OSPFWS. In this work, this cost function is denoted as SqalliCF and defined as
where MU is the maximum utilization of any link in the network, which is the maximum value obtained from the load to capacity ratio of all the links. SetCA refers to the set of congested links, l a is the total traffic on link a, c a is the capacity of link a, and E represents the total number of links in the network. The second term of Eq. (5) after the plus sign represents the extra load on the network. This extra load is taken from all the congested links, divided by the total number of links present in the network to normalize the entire function. If there is no congestion in the network, the whole term after the plus sign will be zero. [24] . Tabu search using SqalliCF [1] has also been applied to the OSPFWS problem [25] . Abo Ghazala et al. [26] have surveyed various algorithm applications to the OSPFWS problem. They have also applied a different technique to the OSPFWS problem [27] . This technique increases the weight values for links with higher utilization, decreases weight values for links with low utilization, and increases weight values for links with less empty bandwidth (difference between link capacity and traffic on the link). Abo Ghazala et al. used the same cost function as that of Fortz and Thorup (refer to Eq. (1)), but employed iterative local search. The test cases were small and also different from the test cases used in this paper. Results were compared with the Cisco weight setting criteria [27] , unity weight setting, and random weight setting.
The cost function proposed by Fortz and Thorup (Eq. (1)), which was subsequently used by many researchers [1, 15, 16, 24, 27] as discussed above, is based on utilization ranges. The aim of the cost function of Fortz and Thorup was to minimize "maximum utilization" only. Minimizing "maximum utilization" only might lead to the existence of congested and unused links. The cost function proposed by Sqalli (Eq. (5)) was aimed at optimizing maximum utilization and the number of congested links. However, optimizing these two factors does not necessarily guarantee that the number of unused links will definitely be optimized implicitly, because SqalliCF does not say anything about optimizing NUL. Therefore, it would be more logical to also use unused links in the optimization process. This can be achieved by shifting the traffic of congested links to unused links. Therefore, the cost function proposed in this paper is motivated by the above observations, and therefore addresses the simultaneous optimization of maximum utilization, number of congested links, and number of unused links through the use of fuzzy logic, as mentioned earlier.
Simulated annealing algorithm
Simulated annealing (SA) is a popular heuristic algorithm proposed by Kirkpatrick et al. [7] . It is derived from the analogy of the physical annealing process of metals. SA is applied to a single solution, where each perturbation of the current solution results in a single move. The core of the algorithm is the metropolis procedure, which perturbs the existing solution by making a move, thus resulting in a new solution. Solutions which result in a reduced cost are readily accepted, while solutions with higher cost than the previous solution is accepted probabilistically based on the metropolis criterion. Several parameters such as initial temperature T 0 , cooling rate α, and Markov chain length M play a key role in the performance and convergence of the algorithm, Fig. 2 Procedure for the simulated annealing algorithm (adopted from [28] 
(*S 0 is the initial solution *) (*Sbest is the best solution *) (*T 0 is the initial temperature *) (*α is the cooling rate *) (*β is a constant *) (*Maxtime is the total allowed time for the annealing process *) (*M represents the time until the next parameter update *) Begin T = T 0 ; CurS = S 0 ; Sbest = CurS; /* Sbest is the best solution seen so far */ Ccur = Cost(CurS); 3 The Metropolis procedure (adopted from [28]) and therefore need a very careful tuning in order to produce solutions of highest quality. The SA algorithm and the metropolis procedure are illustrated in Figs. 2 and 3 respectively. Interested readers may refer to [28] for further details.
Simulated evolution algorithm
Simulated evolution (SimE) is a general search strategy (since it can be applied to any complex optimization problem irrespective of the domain) proposed by Kling and Banerjee [8, 29, 30] . SimE is derived from the analogy of the biological evolution process which results in heritable changes in a population spread over many generations. The pseudo-code of SimE is given in Fig. 4 . Like SA, SimE also operates on a single solution, where a solution is comprised of elements (also referred to as individuals). The algorithm iterates between the evaluation, selection, and allocation phases. In the evaluation phase, goodness (i.e. fitness) of each element of a solution is evaluated based on a goodness function. Based on the outcome of the evaluation phase, elements are selected in the selection phase so that they can be replaced with newer elements. The selection is done probabilistically based on a selection function and through a parameter called the Bias, denoted by B, as illustrated in Fig. 5 . The replacement of older elements with newer ones is done in the allocation phase, in which a compound move is performed, thus replacing all selected elements in a single iteration. A detailed discussion on the simulated evolution algorithm can be found in [28] .
The motivation behind using SA and SimE to solve the OSPFWS problem is threefold. Firstly, SA and SimE have shown relatively better performance than the local search approach of Fortz and Thorup in terms of optimizing two objectives, i.e. minimizing "maximum utilization" and "number of congested links" [1] . Secondly, SA and SimE have already been applied to a simpler version of the OSPFWS problem than the one proposed in this paper, and it would be of interest to build upon and improve already existing approaches. Note that, for the approaches proposed in this paper, a third objective (i.e. number of unused links) is also included in the optimization process, in addition to the two objectives mentioned above. Moreover, the conflicting nature of these three objectives have been addressed by employing fuzzy logic. Thirdly, both SimE and SA have been applied to solve various multi-objective optimization problems. Some examples for SA are [31] [32] [33] [34] , and for SimE are [35] [36] [37] . Thus, the overall aim of this paper is to compare and study the performance of fuzzy SA and fuzzy SimE algorithms (with three optimization objectives) with respect to the existing SA and SimE approaches (with two objectives).
OSPFWS problem definition
This section provides the details of the OSPFWS problem. More specifically, the section provides a formal definition of the OSPFWS problem, followed by a discussion on calculation of traffic load on links.
OSPF weight setting problem
The OSPF weight setting (OSPFWS) problem is formulated as follows: Given a network topology and predicted traffic demands, find a set of OSPF weights that optimizes network performance. More precisely, given a directed network G = (N, A) , a demand matrix D, and capacity C a for each arc a ∈ A, determine a positive integer weight w a ∈ [1, w max ] for each arc a ∈ A such that the objective function or cost function Φ is minimized. w max is a userdefined upper limit. Fortz and Thorup [38] found that a small set of weight values significantly reduces the overhead of the algorithm. By experimentation, w max was set to 20 . The chosen arc weights determine the shortest paths, which in turn completely determine the routing of traffic flow, the loads on the arcs, and the value of the cost function. The quality of OSPF routing depends highly on the choice of weights. Figure 6 depicts a topology with weights assigned within the range [1, 20] . A solution for this topology can be (18, 1, 7, 15, 3, 17, 14, 19, 13, 18, 4, 16, 16) . These elements (i.e. weights) are arranged in a specific order for simplicity: The outgoing links from node A are listed first (i.e. AB, AF), followed by the outgoing links from node B (i.e. BC, BD), and so on (in other words, a breadth-first expansion).
For the purposes of this paper, three objectives have to be simultaneously optimized. These objectives are maximum utilization, number of congested links, and number of unused links, all of which need to be minimized. Minimizing maximum utilization may lead to better distribution of network traffic across all the links such that congestion can be avoided and network resources can be utilized well [6] . Network administrators prefer to keep links less congested. However, if there is congestion in the network, then it is preferred to reduce the congestion by at least minimizing the total number of congested links. Suppose there is a network having 40 congested links, and also having 15 unused links. It would be preferred to accommodate the traffic of the 40 congested links on the existing 15 unused links. Thus, minimizing the number of unused links also affects the performance of the network. This is because traffic distribution across the links of the networks depends on the routing paths established. A new solution might therefore create new routing paths such that traffic on congested links may be distributed on unused links. 
Traffic load calculation
This section provides details of the steps of calculating arc (or link) loads. Given a weight setting {w a } a∈A , the arc loads l a are calculated in five steps. For all demand pairs d st ∈ D, consider one destination t at a time and compute partial arc loads l t a ∀t ∈N ⊆ N , whereN is the set of destination nodes. The steps are as follows:
1. Compute the shortest distances d t u from each node u ∈ N to t, using Dijkstra's shortest path algorithm [5] . Dijkstra's algorithm usually computes the distances away from source s, but since it is required to compute the distance to the sink node t, the algorithm is applied on the graph obtained by reversing all arcs in G.
Compute the set A t of arcs on shortest paths to t as,
If δ t u > 1, then traffic flow is split at node u to balance the load. 4 . The partial loads l t a are computed as follows: (a) Nodes v ∈ N are visited in order of decreasing dis-
5. The arc load l a is now summed from the partial loads as:
Fuzzy logic and aggregation operators
Fuzzy logic [39, 40] has been extensively applied to a huge number of multi-objective optimization and decisionmaking problems in a variety of domains. The original 'And' function proposed by Zadeh used the "min" function. This implementation of 'And' was a very rigid approach since it only considered the worst membership value in the optimization process, while completely neglecting the positive effects of better membership values of other objectives. This observation subsequently led to the development of several 'soft-And' operators that would consider the effects of all design objectives in the decision-making process by aggregating all membership values into a single optimization function. Some well-known aggregation operators are the ordered weighted average operator [41] , Einstein's operator [42] , Hamacher's operator [43] , Frank's operator [44] , Weber's operator [45] , Dubois and Prade's operator [46] , and the unified AND-OR operator [35] , among others. These operators allow easy adjustment of the degree of "anding" embedded in the aggregation.
The Unified And-Or (UAO) operator, proposed by Khan and Engelbrecht [35] , has an important characteristic which is that a single equation is used to adjust the degree of "anding" and "oring" embedded in the aggregation, yet the operator is capable of behaving either as the soft-AND or the soft-OR operator. This is in contrast to other aggregation operators listed above, which use separate equations for AND and OR functions. The behavior of ANDing and ORing using the UAO operator is controlled by a variable ν ≥ 0, whose value determines whether the function behaves as AND or OR. The operator is defined as:
where a represents the membership value of μ A (i.e. a = μ A ), b represents the membership value of μ B (i.e. b = μ B ), and f (a, b) represents the value of the overall objective function (i.e. f (a, b) = μ AB ). I * represents the AND operation using the UAO operator, and I denotes the OR operation using the UAO operator. For more detail on the UAO operator, the interested reader is referred to Khan and Engelbrecht [35] .
Fuzzy logic approach to the OSPFWS problem
The OSPFWS problem can be solved by assigning a set of weights to the network links. The best solution to the problem is one which optimizes network resources efficiently. The objectives of OSPFWS problem include maximum utilization (MU), the number of congested links (NOC) and the number of unused links (NUL). These objectives, if considered individually and separately, do not provide adequate information for deciding the quality of a solution, since they are interdependent. Therefore, it is more appropriate to consider their combined effect to assess the quality of a solution.
The conflicting nature of these objectives further amplifies the complexity of the problem. Under such a situation, a mechanism is required to find a set of solutions (referred to as Pareto solutions) that balance the trade-off among the objectives. Fuzzy logic provides a mechanism to conveniently deal with the trade-off among multiple, conflicting objectives. The rest of this section details the use of fuzzy logic to combine the three conflicting objectives into a single overall objective. This single objective assesses the quality of a solution in terms of membership of a given set of weights. A set of weights providing efficient utilization of network resources consists of low MU, low NOC, and low NUL.
To formulate the overall objective function, the values of individual objectives need to be determined first, by using membership functions. This needs the formulation of membership functions for each individual objective. This process is detailed below.
To define the membership function of maximum utilization, two extreme values, the upper and lower bounds, are determined first. Figure 7 shows the membership function of the objective to be optimized. If the objective is maximum utilization, then point 'A' refers to the minimum MU (MinMU) and point 'B' refers to the maximum MU (MaxMU). The membership value for MU, μ MU , is determined as follows:
The membership function for NOC, μ NOC , is defined in a similar way. In Fig. 7, point ' A' then refers to the minimum NOC (MinNOC) and 'B' refers to the maximum NOC (MaxNOC). The membership function of NOC is defined as follows:
Finally, the membership function for NUL, μ NUL , is also represented by Fig. 7 , where the minimum (MinNUL) and maximum (MaxNUL) values correspond to 'A' and 'B', respectively. The membership value for NUL is determined as Fig. 7 Membership function of the objective to be optimized follows:
Since the aim is to obtain a solution having minimum values of MU, NOC, and NUL, a fuzzy rule can be formulated as follows:
Rule 1: IF a solution X has low MU AND low NOC AND low NUL THEN it is a good solution.
The words 'low MU', 'low NOC', 'low NUL', and 'good solution' are linguistic values, each defining a fuzzy subset of solutions. Using the UAO operator [35] , the above fuzzy rule reduces to the following equation. (10) is employed as a fuzzy cost function for solving the OSPFWS problem using the SA and the SimE algorithms. This paper denotes the proposed fuzzy cost function as FuzzyCF.
Proposed algorithms and implementation details
This section describes the details of the proposed fuzzy SA and fuzzy SimE algorithms to solve the OSPFWS problem.
Proposed fuzzy simulated annealing algorithm
As mentioned earlier, the OSPFWS problem requires assignment of a set of weights to the links in the network. Thus, the weights are the movable elements. A change in the weight of a link leads to different shortest paths between source and destination pairs, resulting in a new solution, and thus providing a different cost. Below, each step of the proposed fuzzy SA algorithm for the OSPFWS is described.
Initialization
The initialization phase generates a random solution (i.e. a set of weights). The SA control parameters, i.e. the initial temperature T 0 , the cooling rate α, the constant β, maximum time for the annealing process MaxTime (in terms of number of iterations), and the length of Markov chain M are also initialized.
The SA control parameters have an impact on the convergence of the algorithm. For example, the initial temperature T 0 is set to an appropriate value, so that all moves are accepted initially. A very high initial temperature causes the algorithm to search blindly. On the other hand, a very low initial temperature results in bad solutions to be rejected in the early stage of the search. A number of methods have been proposed in the literature to determine an appropriate initial temperature [7, [47] [48] [49] [50] . This paper adopts the method proposed by Kirkpatrick [7] , where the value of T 0 is chosen such that the initial acceptance ratio X(T 0 ) is close to unity. The acceptance ratio is calculated using
Number of moves accepted at T 0 Total number of moves attempted at T 0
The cooling rate, α, controls the rate of decrease in temperature. The higher the value of α, the lower the decrease in temperature, and vice versa. A typical value of α ranges from 0.8 to 0.99 [22] .
Parameter M has also an impact on the convergence of SA, and it is very important to determine an appropriate value of M. A very high value of M increases the execution time. As an example, consider M = 35. This means that, at a given temperature, the algorithm will attempt 35 moves. It is quite probable that the same quality of solution is achieved with M = 15. Therefore, 20 moves are wasted. Similarly, when M is very low (for example, 5) then the algorithm may also result in bad quality solutions, simply because of the fact that the algorithm did not have sufficient time to explore the search space.
Metropolis procedure
The core procedure of the annealing algorithm is the metropolis procedure. This procedure is repeated for a given number of iterations. During the metropolis procedure, a solution is perturbed. For the OSPFWS problem, a move involves selecting a weight from the set of given weights, and replacing the selected weight with a different weight value. For example, with reference to Fig. 6 , replacement of weight value 17 of the link between node A and node E by a new weight value of 10 is a single move. This replacement results in a new solution. The cost of this solution is evaluated and compared with the previous solution. If the new cost is better than the old cost, then the new solution is accepted. If the cost of the new solution is less than the cost of the previous solution, then the new solution is probabilistically accepted as explained in Sect. 2.
Evaluation of a solution
Once a new solution is generated, its cost should be computed. This is done using FuzzyCF (Eq. (10)). For each individual objective, minimum and maximum values are a prerequisite for obtaining the membership values. These extreme values are found as follows: For the MU objective, the minimum value, 'MinMU', is taken as the minimum utilization of the initial solution given to the algorithm during the initialization phase. The maximum value for MU, 'MaxMU', is taken as the maximum utilization of the initial solution. The minimum value for the NOC objective, 'MinNOC', is set to zero. The maximum value for the NOC objective, 'MaxNOC', is taken as the number of congested links obtained from the initial solution. In the same way, 'MinNUL' is set to zero, while 'MaxNUL' is taken as the number of unused links obtained from the initial solution. In the subsequent steps, membership values for each objective are calculated by using Eqs. (7), (8) , and (9).
Stopping criterion
The algorithm is stopped when a maximum number of iterations has been reached.
Proposed fuzzy simulated evolution algorithm
This section details the fuzzy simulated evolution, FSimE, algorithm proposed for the OSPFWS problem. The SimE algorithm operates on a single solution, but unlike SA, navigates the search space by employing compound moves. The algorithm repetitively iterates between the evaluation, selection, and allocation functions before a pre-defined stopping criterion is reached.
Evaluation
For the OSPFWS problem, each element is a weight on a link, whose goodness needs to evaluated. The goodness function is one of the key factors that affects the performance of the FSimE algorithm, and therefore should be carefully designed. This paper uses the goodness function defined by Sqalli et al. [24] for both cost functions (SqalliCF and FuzzyCF). The goodness function is
where u i represents the utilization on link i and MU refers to the maximum utilization. To illustrate how the above goodness function works, consider the following example: consider two links e 1 and e 2 of a particular solution. Let the maximum utilization be 0. 9 . Assume that the utilizations on links e 1 and e 2 are 0.6 and 0.1, respectively. By substituting the above values in the goodness function in Eq. (12), g e 1 = 0. 4 and g e 2 = 0.9 are obtained. In the next iteration, e 1 is more probable to be selected for replacement than e 2 . This is because the goodness of e 1 is worse than that of e 2 . Now, consider the maximum utilization to be 1.8 , and let the utilization on links e 1 and e 2 be 0.7 and 1.4, respectively. From Eq. (12) , g e 1 = 0.827 and g e 2 = 0.655. In the next iteration, e 2 is more probable to be selected for replacement than e 1 .
Selection
In the selection phase, for each link, i, a random number is sampled from a uniform distribution in the range [0, 1]. If this random number is larger than g i + B, the corresponding weight is selected for allocation. The bias B is used to control the size of the set of selected weights. A low value of B increases the number of elements selected in each iteration, thus allowing the algorithm to explore more. This may lead to high quality solutions, but at the expense of higher computational effort. A high value of B inflates the goodness of each element. This may result in a reduced number of elements selected for reallocation. Consequently, the execution time of the algorithm is reduced, but at the risk of premature convergence to a sub-optimal (or local optimal) solution.
Since it is computationally expensive to find the best bias value by a process of trial-and-error, different approaches have been proposed in the literature [36, 51] to use a dynamic bias, instead of a user-defined static bias. The approach by Sait et al. [36] calculates the bias based on the quality of the current solution and changes every iteration. The corresponding dynamic bias is given by
where B(t) is the bias in iteration t and G(t) is the average goodness of all the elements at the start of that iteration. The average goodness of elements is a measure of how many "good" elements are present in the solution. For a detailed analysis of dynamic bias, the interested reader is referred to Sait et al. [36] .
Allocation
During the allocation stage of the algorithm, the selected weights are removed from the solution one at a time. For each removed weight, new weights are tried in such a way that they result in an overall better solution. For the OSPFWS problem, weights are in the range [1, 20] . The following allocation scheme was adopted. For all the iterations, a weight window of value 4 is kept. Therefore, if weight 6 was selected for replacement, then weight values 4, 5, 7, and 8 are tried. This results in a beam search and is done to have less disturbance in the solutions in each iteration.
Results and discussion
This paper uses the test cases proposed by Fortz and Thorup [3] . Table 1 shows the characteristics of the test cases. For each test case, the table lists its network type, the number of nodes, and the number of links. The 2-level hierarchical networks are generated using the GT-ITM generator [52] , based on the model of Calvert [53] and Zegura [54] . In hierarchical networks, local access arcs have capacities equal to 200, while long distance arcs have capacities equal to 1000.
In Random networks and Waxman networks, 1 capacities are set at 1000 for all arcs. Fortz and Thorup generated the demands to force some nodes to be more active senders or receivers than others, thus modelling hot spots 2 on the network. The demands generated by Fortz and Thorup assign higher demands to closely located node pairs. For further details on the assignment process of generated demands, the interested reader is referred to Fortz and Thorup [6] . 
Purpose and outline
The following discussion will focus on the experimental procedure adopted in this paper and the type of experiments performed. The purpose of the discussion is mainly to asses the performance of the two cost functions, namely, SqalliCF and FuzzyCF, as well as the mutual comparison of the fuzzy simulated annealing and fuzzy simulated evolution algorithms.
Experimental procedure
For each test case, 30 independent runs were executed, and the average of the best solutions found in each run was reported, together with the standard deviation. The average runtime over the 30 runs for each test case was also recorded. Furthermore, the Wilcoxon rank-sum test [55] was used to validate the significance of the results. The associated ranks and corresponding p-values were also provided. A confidence level of 95 % was used. Four sets of experiments were conducted. The first set of experiment compared the two cost functions (i.e. SqalliCF and FuzzyCF) with regard to the final values (average of 30 runs) of each of the three objectives, using SA. The second set of experiments did the same comparison, but using SimE. The third set of experiments compared the performance of SA and SimE with regard to FuzzyCF only (since FuzzyCF is proposed in this paper and therefore, the focus of the paper is on FuzzyCF). Finally, the fourth set of experiments focussed on the comparison of fuzzy SimE with NSGA-II. Detailed results and analysis of each set of experiments are given below.
Comparison of SqalliCF and FuzzyCF using SA
A value of α = 0.965 was used by Sqalli et al. [1] . The same value was used in this paper for both SqalliCF and FuzzyCF. However, experimentation was done with values of M = 20 and M = 30 using test cases h50N212a and h100N360a. As observed from Table 2 , M = 20 resulted in better cost values for both SqalliCF (a lower value is desired) and FuzzyCF (a higher value is desired). Statistical testing suggested that for FuzzyCF, results produced by M = 20 were better than those by M = 30. For SqalliCF, statistical testing showed that there was no significant difference between the results produced by M = 20 and M = 30. However, since M = 20 requires less perturbations, and thus results in lesser execution time, M = 20 is preferred over M = 30. Therefore, all experiments were conducted using M = 20 for both FuzzyCF and SqalliCF. Furthermore, 5000 iterations were used for each run. Tables 3 and 4 respectively summarize the results obtained for SA using SqalliCF and FuzzyCF, and the percentage improvement achieved by FuzzyCF when compared to SqalliCF. The results in both tables are displayed with respect to the three design objectives, i.e. maximum utilization (MU), number of congested links (NOC), and number of unutilized links (NUL). Furthermore, average runtime for each test case with respect to the two cost functions is also provided.
From Table 3 , it is observed that SqalliCF was able to generate lower levels of MU as compared to FuzzyCF for all test cases. More specifically, MU for SqalliCF was mainly in the range 1.23 to 1.93 , with the exception of r50N245a (having an MU level of 2.24). For FuzzyCF, MU was mainly in the range 1.41 to 3.58. The difference between MU levels of the two approaches were statistically evaluated for significance in terms of percentage improvements as shown in Table 4 . The results in column two of the table suggest that, for the objective MU, the results obtained by UAO were of inferior quality than those of SqalliCF, as confirmed by the Wilcoxon test.
With respect to the second objective (NOC), the results were somewhat mixed as shown in Table 3 . For all Waxman graphs as well as test case h100N360a, SqalliCF resulted in lower number of congested links, while for the remaining test cases, the FuzzyCF cost function showed better performance. This was confirmed by values in Table 4 which showed statistically better results for FuzzyCF than SqalliCF for four test cases (h100N280a, h50N148a, r50N228a, and r50N245a), while SqalliCF had statistically better performance for four other cases (h100N360a, w100N391a, w100N476a, and w50N230a). For the remaining four cases, both FuzzyCF and SqalliCF had the same quality of results. Table 3 reflects that, for the third objective (i.e. NUL), the dominant trend was that FuzzyCF performed better than SqalliCF for over 80 % (i.e. 10 out of 12) test cases. As seen in Table 4 , results obtained by FuzzyCF were significantly better than SqalliCF except for test case w100N391a, while for r100N503a, results were of the same quality.
With regard to the execution time, it is observed from Table 3 that the average execution time per run for FuzzyCF was lesser than that of SqalliCF.
Based on the above observations and analysis, it can be suggested that overall, FuzzyCF performed better than SqalliCF.
Comparison of SqalliCF and FuzzyCF for SimE
As mentioned above, the bias B can have a significant impact on the performance of the SimE algorithm. Therefore, it is important to find the most appropriate value of the bias. For the SqalliCF cost function, a bias value of −0.02 was used as reported by Sait et al. [24] . To find a suitable bias value for FuzzyCF, experiments were done with static bias values of −0.1, 0, 0.1, 0.2, 0.3, as well as with a dynamic bias (see Eq. (13)) using two test cases of different complexities, one with 50 nodes and the other with 100 nodes. These test cases were h100N360a and h50N212a. The average cost over 30 runs for each bias value is shown in Table 5 . It is observed from this table, that a bias value of −0.1 produced the best results (i.e. highest value of FuzzyCF) for both test As far as the second objective (NOC) is concerned, the results in Table 6 show superior performance by FuzzyCF for seven cases. This is confirmed by statistical testing and results in Table 7 , where the FuzzyCF function showed statistically better results than SqalliCF for six test cases, while for two test cases (h100N360a and h50N148a), the results were of the same quality. Furthermore, SqalliCF showed statistically better performance for the remaining cases (r100N503a, w100N391a, w100N476a, and w50N230a).
For the NUL objective, FuzzyCF had a lower number of unutilized links (which is desired) than SqalliCF for all test cases, as depicted in Table 6 . As suggested by values in Table 7 , all results obtained by FuzzyCF were significantly better than SqalliCF.
As far as the execution time is concerned, the results depict more or less the same trend as observed for SA. It can be seen from Table 6 that the average execution time per run for FuzzyCF was lesser than that of SqalliCF.
In view of the above results and analysis, the overall assessment is that FuzzyCF performed better than SqalliCF.
Comparison of simulated evolution and simulated annealing algorithms
A comparative study of SimE and SA with respect to the three design objectives using the SqalliCF and FuzzyCF functions was also performed. Figure 8 shows different plots with respect to maximum utilization, number of congested links, and number of unused links. Figure 8(a) shows that the utilization level for SA is, in general, higher than that of SimE using SqalliCF. This trend is more prominent when SimE and SA are compared using the FuzzyCF operator, as illustrated in Fig. 8(b) . With regards to NOC, Fig. 8(c) shows that, although SimE and SA have similar performance for most test cases using SqalliCF, there are instances where SimE has less congested links than SA. Therefore, it can be suggested that SimE did relatively better than SA. The better performance of SimE is more prominently visible in Fig. 8(d) , where SimE has less congested links than SA using FuzzyCF.
Finally, for the third objective, NUL, both SimE and SA have similar performance using SqalliCF, with some instances showing better performance by SimE, as observed in Fig. 8(e) . A similar trend is observed in Fig. 8(f) with respect to the FuzzyCF function.
With regard to the algorithm execution time, it can be observed from Tables 3 and 6 that with respect to the SqalliCF, the average execution time per run was slightly higher for SimE than that of SA. A similar observation is made with regard to FuzzyCF, where SimE again took slightly more execution time than SA.
The overall moderately better performance of SimE compared to SA is attributed to the fact that the search in SA is carried out blindly, and moves are done randomly. This may result in replacing an optimally placed weight on a link with a weight resulting in a low quality solution. However, in SimE, perturbations to a solution are done on the on basis of goodness, i.e. moves are done intelligently, rather than blindly. Thus, elements with a higher quality have a lower probability of getting removed, while elements with low quality are more prone to being replaced. Hence, SimE performs more intelligently than SA, resulting in higher quality solutions. 7.6 Comparison of fuzzy SimE and NSGA-II As observed from the above discussion, fuzzy SimE performed relatively better than fuzzy SA. In order to further establish its effectiveness for the problem in hand, the fuzzy SA algorithm was compared to a well-known MOGA, namely, the non-dominated sorting genetic algorithm II (NSGA-II) [56] . Literature has reported that NSGA-II has the capability to converge to the global Pareto-optimal front as well as to maintain the diversity of population on the Pareto-optimal front [56, 57] . Furthermore, NSGA-II has lesser computational complexity than other multi-objective evolutionary algorithms. Further details on NSGA-II can be found in [56, 57] . The NSGA-II was adapted to address the OSPF weight setting problem and comparison of fuzzy SimE and NSGA-II was done with respect to the three design objectives. Figure 9 depicts performance plots for the two algorithms with respect to maximum utilization, number of congested links, and number of unused links. In Fig. 9(a) , it is observed that, in general, the maximum utilization level for NSGA is somewhat comparable to that of fuzzy SimE. In eight of the twelve test cases, both NSGA-II and fuzzy SimE were able to achieve the same or nearly same utilization level. However, there are four instances (h50n148a, r100N403a, r100n503a, and w100n476a) where NSGA-II ended up with higher utilization levels than fuzzy SimE. With these observations, it can be claimed that fuzzy SimE was able to demonstrate better performance than NSGA-II as far as the MU objective is concerned.
With regards to NOC, Fig. 9(b) shows that fuzzy SimE and NSGA achieved exactly the same level of performance for seven test cases. However, there are five in- Fig. 8 Comparison of SimE and SA using SqalliCF and FuzzyCF functions. (a) Maximum utilization using SA, (b) Number of congested links using SA, (c) Number of unused links using SA, (d) Maximum utilization using SimE, (e) Number of congested links using SimE, (f) Number of unused links using SimE stances (h50n148a, r100N403a, r100n503a, w100N391a, and w100n476a) where fuzzy SimE was able to reach lesser numbers of congested links than NSGA. Therefore, it can be suggested that fuzzy SimE did slightly better than NSGA-II.
Finally, for the NUL objective, NSGA-II performed better than fuzzy SimE for six cases, and achieved almost the same level of results for four test cases as observed from Fig. 9(c) . The figure also shows the two exceptions (r100N403a and r100503a) where fuzzy SimE showed better performance than NSGA-II. In general, it can be comfortably claimed that NSGA-II demonstrated superior performance than fuzzy SimE for the NUL objective.
From the above discussion, it turns out that NSGA-II achieved slightly inferior results than fuzzy SimE for the objectives of maximum utilization and number of congested links. However, this inferior performance of NSGA-II was somewhat compensated by its superior performance with regard to the objective of unused links. Therefore, an overall trend is that fuzzy SimE showed a slightly better performance than NSGA-II. The results thus indicate that fuzzy SimE was more efficient in performing searches in the areas that had better solutions with the regard to the MU and NOC objectives, whereas NSGA-II was stronger in performing searches focussed on obtaining solutions with lower number of unused links.
Conclusion
The open shortest path first (OSPF) weight setting problem is a complex optimization problem involving multiple conflicting objectives, namely, maximum utilization, number of congested links, and number of unused links. This paper presented two optimization approaches, namely, fuzzy simulated evolution and fuzzy simulated annealing, to efficiently solve the multi-objective OSPF weight setting problem. Fuzzy logic was used to aggregate the three design objectives into a single optimization function using the Unified And-OR (UAO) operator. Results from the UAO based function were compared with results of the Sqalli cost function. Results suggested that overall, the UAO function produced moderately better results than Sqalli's function when used with the fuzzy simulated annealing and fuzzy simulated evolution algorithms. Analysis also suggested that the fuzzy simulated evolution algorithm demonstrated better performance than fuzzy simulated annealing algorithm. Furthermore, a comparison of fuzzy SimE with NSGA-II suggested that fuzzy SimE performed slightly better than NSGA-II. The plan for future work is to focus on applying swarm intelligence algorithms, such as particle swarm optimization and ant colony optimization, to the problem studied in this paper.
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