Abstract-This paper studies the Demmel condition number of Wishart matrices, a quantity which has numerous applications to wireless communications, such as adaptive switching between beamforming and diversity coding, link adaptation, and spectrum sensing. For complex Wishart matrices, we give an exact analytical expression for the probability density function (p.d.f.) of the Demmel condition number, and also derive simplified expressions for the high tail regime. These results indicate that the condition of complex Wishart matrices is dominantly decided by the difference between the matrix dimension and degree of freedom (DoF), i.e., the probability of drawing a highly ill conditioned matrix decreases considerably when the difference between the matrix dimension and DoF increases. We further investigate real Wishart matrices, and derive new expressions for the p.d.f. of the smallest eigenvalue, when the difference between the matrix dimension and DoF is odd. Based on these results, we succeed to obtain an exact p.d.f. expression for the Demmel condition number, and simplified expressions for the high tail regime.
aspects of MIMO research. A contemporary view of RMT and its application to wireless communications can be found in [2] .
While most previous work focused on the application of joint or marginal eigenvalue statistics, the distribution of the ratio of eigenvalues has also found applications in wireless communications. Probably the most common eigenvalue ratio is known as the standard condition number [3] , defined as the ratio of the maximum eigenvalue to the minimum eigenvalue. Its distribution was later studied in [4] , [5] and applied in several communications systems [6] , [7] .
Similar to the standard condition number, the Demmel condition number [8] , which is defined as the ratio of the sum of the eigenvalues (or matrix trace) to the minimum eigenvalue, is another indicator of the matrix condition, and its properties have also recently found important applications in MIMO communication systems. For instance, it was used to define the switching criterion for adaptive MIMO beamforming and diversity coding systems [9] , [10] , in link adaptation for MIMO WiMAX systems [11] , in the analysis of indoor multicarrier MIMO systems [12] , and in the analytical prediction of level-crossing and fade duration statistics of Rayleigh channels [13] .
The Demmel condition number distribution (for both complex and real matrices) has also been used in spectrum sensing for cognitive radio systems [7] , [14] [15] [16] . However, prior studies mainly employed asymptotic results where the numbers of users (or antennas) and samples grow to infinity. While adopting asymptotic analysis allows simple analytical characterizations, it may significantly degrade the sensing performance, which is particularly pronounced in those applications with limited number of cooperating antennas or constrained sample size. As a result, there is a strong desire to obtain the exact distribution of the Demmel condition number for random matrices with arbitrary dimensions, which enables an exact calculation of the sensing threshold given the false alarm probability, thereby ultimately improving the robustness of spectrum sensing schemes [17] .
Compared with the standard condition number, the available statistical results for the Demmel condition number are much less understood. In [18] , closed-form expressions of the probability distribution function (p.d.f.) of the Demmel condition number were derived for × Wishart matrices with degrees of freedom (DoF). Most recently, [5] obtained a closed-form expression for the Demmel condition number for 2×2 complex Wishart matrices with DoF. Motivated by the importance of the Demmel condition 0090-6778/11$25.00 c ⃝ 2011 IEEE number distribution, this paper extends the results of [5] , [18] For instance, the difference between the matrix dimension and DoF has the dominating effect on the condition of the matrix, the rate at which the high tail distribution of the Demmel condition approaches zero is reduced and the channel becomes increasingly ill-conditioned when the matrix dimension and DoF increase at the same pace. The rest of the paper is organized as follows. Section II gives an introduction of the Demmel condition number. Section III deals with the complex Wishart matrices, while Section IV addresses the real Wishart matrices. We conclude the paper in Section V.
II. THE DEMMEL CONDITION NUMBER
Consider an × matrix H with entries being identically and independently distributed (i.i.d.) zero-mean and unitvariance Gaussian random variables, and define the quadratic form of H as
where the superscript (⋅) † denotes the Hermitian operation. The × matrix W follows a Wishart distribution with DoF, and is denoted as W ∼ ( , I) for the real case and W ∼ ( , I) for the complex case, where
The Demmel condition number can be used as a measure of the relative condition of a matrix and as mentioned previously, its statistical properties have various applications in the communications area. In the following, we give a slightly detailed account of two important scenarios.
• Adaptive MIMO-The first example arises in the context of switching between diversity and multiplexing in MIMO systems [9] , [10] . Consider a MIMO system equipped with transmit antennas and receive antennas. Given a random × channel matrix H, how can one effectively capitalize on the diversity and multiplexing benefits of the MIMO channel with low complexity? One potential solution was presented in [9] , [10] , where the authors proposed the use of the Demmel condition number of W as a decision criterion, and proved that multiplexing is preferred if ≤ th , where th is a constellation specific constant. Given the random nature of wireless channels, it is important to understand and characterize the statistical behavior of such system, e.g., determining the probability that multiplexing is preferable to diversity-based transmission and vice-versa. Other questions include determining how the key system parameters such as antenna numbers, transmission rate and constellation distance affect the selection behavior. To address these questions, the statistical properties of the Demmel condition number are required.
• Spectrum sensing-The second example comes from the spectrum sensing problem in multiple antenna cognitive radio networks. The spectrum sensing problem can be formulated as the following binary hypothesis testing problem:
where is the number of samples, and 0 and 1 indicate the hypotheses corresponding to the absence and presence of the primary signals, respectively. The noise vectors {v( )} =1 are assumed to be additive Gaussian (AWGN) with zero mean and variance 2 , s( ) is the primary user signal, and y( ) is the × 1 received signal vector at the multiple antenna cognitive user. The eigenvalue based sensing methods have been shown to be most reliable and accurate in the absence of primary signal and noise power information [7] . Given a finite number of samples, the test statistics are generally obtained from the sample covariance matrix R, for instance, in the absence of the primary signal, we have
Here W 1 ∼ ( , 2 I) for the real case and W 1 ∼ ( , 2 I) for the complex case. One of the key steps in spectrum sensing is to set an appropriate threshold for the decision variable in order to meet the targeted false alarm rate. For the Demmel condition number based approach, this is determined by [7] 
where fa is the target false alarm rate, is the Demmel condition number of W 1 and th is the decision threshold. The p.d.f. of is required to accurately set the threshold.
In the two applications above, we have seen the usage of the statistical properties of the Demmel condition number in practical communications systems. In the following sections, our effort will be spent on characterizing the statistical behavior of .
III. COMPLEX WISHART MATRICES
Here, we give a detailed treatment for the distribution of for complex Wishart matrices. We do this by first presenting the definition of a tensor operation. Tensors have been introduced into mathematics and physics to extend the notion of scalars, vectors, and matrices to higher orders. In the context of MIMO communications, the concept of tensor was first introduced in [19] where the tensors can be regarded as three-dimensional matrices. The formal definition is given as follows.
Definition 1: Given a rank-3 tensor Y = { , , } , , =1,..., , we define the operator (Y) as 
where Γ(⋅) denotes the gamma function,
=1
, and Φ = {Γ( + + + 1)} , , =1,..., −1 .
Proof: See Appendix I. Theorem 1 is valid for arbitrary dimensions of a Wishart matrix. However, for a large matrix, the computation of the multi-fold summation becomes expensive. Hence, we look into some special cases, where the multi-fold summation can be explicitly computed, and simplified expressions are possible. It is noted that some of the ensuing Corollaries have appeared in other papers, we nevertheless produce them here as examples to demonstrate the generality of Theorem 1.
Corollary 1: For a complex Wishart matrix W ∼ 2 ( , I), the p.d.f. of the Demmel condition number is given by
(8) Proof: Substituting = 2 into Theorem 1, we have Eq. (9) shown at the top of the next page. With (Φ ) = Γ(3 + 1 ), simplifying the binomial expansion lead to the desired result.
In essence, Corollary 1 presents the p.d.f. of the Demmel condition number of a 2 × 2 complex Wishart matrix with DoF, and it has been derived in [5] by a different approach. However, the direct integration method used in [5] does not work for the case ≥ 3, due to the complicated integration region imposed by the sum of eigenvalues. In contrast, our approach avoids the complex integration region problem by taking advantage of the Laplace transform relationship between the smallest eigenvalue and the Demmel condition number of Wishart matrices.
Next, we study the case for arbitrary and while keeping − fixed. Corollary 2: For a complex Wishart matrix W ∼ ( , I), the p.d.f. of the Demmel condition number can be expressed as
Proof: In this case, = 0, and we have
The desired result can then be obtained from Theorem 1 after some mathematical manipulations.
Note that Corollary 2 has appeared in [18] . Corollary 3: For a complex Wishart matrix W ∼ ( , I), if − = 1 and ≥ 3, then the p.d.f. of the Demmel condition number can be expressed as Eq. (11) shown at the top of the next page. where the vector 1 is defined in Appendix II.
Proof: See Appendix II. It is worth pointing out that Corollary 3 only requires − 1 tensor computations, while Theorem 1 needs 2( − 1). Therefore, Corollary 3 is much more efficient when is large.
In Fig. 1 , the p.d.f. curves of the reciprocal of the Demmel condition number 1 for = 3 and = 4 were plotted. The analytical results match exactly with the Monte Carlo simulation results, which confirms the correctness of the analytical expression. Fig. 2 depicts the p.d.f. curves of the Demmel condition number for various and with − = 1. We see that when becomes larger, the probability of drawing a large Demmel condition number increases. For instance, the area under the p.d.f. curve associated with = 6 is the biggest for ≥ 50. This implies that the random matrix becomes less stable (i.e., harder to invert) if and increase simultaneously. Now, we study the tail distribution of the Demmel condition number (the probability of experiencing an extremely large Demmel condition number). The high tail behavior has a direct implication on the design of cooperative spectrum sensing algorithms in [7] , and various applications in mathematics [20] . While the tail distribution of the standard condition number has been extensively studied [3] , [21] , [22] , there has been very little progress in terms of the Demmel condition number, with only an approximation given in [3] for an × Wishart matrix with DoF.
In the following, we present an exact expression for the high tail distribution of the Demmel condition number, which is valid for arbitrary complex Wishart matrices.
Theorem 2: Let be the Demmel condition number of W ∼ ( , I). Then, we have Eq. (12) shown at the top of the next page.
Proof: See Appendix III. It states that the probability of drawing a highly illconditioned matrix goes to zero polynomially as −( − +1) .
Clearly, the difference in and has the dominating effect in determining the condition of the matrix. As − increases, the channel condition improves significantly. Now, we study the scenario that − is fixed by the following corollary.
Corollary 4: For − = , and keeping as a fixed constant, the high tail probability of the Demmel condition number is an increasing function of .
Proof: When − = , Theorem 2 can be expressed as Eq. (13) shown at the top of the next page. It is easy to observe that both
Corollary 4 suggests that when and increase at the same pace, the rate at which the high tail distribution of the Demmel condition approaches zero is reduced and the channel becomes increasingly ill-conditioned. Fig. 2 illustrates this phenomenon and we can observe that for ≥ 50, the area under the p.d.f. curve is the largest for = 5, showing the worst channel condition.
While the tail distribution of the standard condition number [21] involves the moments of the largest eigenvalue of a smaller Wishart matrix and is rather complicated, Theorem 2 on the contrary reveals that the high tail behavior of the Demmel condition number is very compact and concise. The high tail behaviors of these two condition numbers are therefore generally quite different, except for the special 2 × 2 Wishart matrix with DOF, where they will become identical.
Corollary 5: For a 2 × 2 complex Wishart matrix with DoF, the high tail distributions of the Demmel condition number, , and the standard condition number, , are the same, and
and if → ∞, we also have
(15) Proof: When = 2, the standard condition number is = 2 1 , where 2 > 1 are the two eigenvalues of W. Therefore, we have = +1. Now, the tail of the distribution of is given by Pr( ≥ ) = Pr( ≥ + 1). Obviously, when → ∞, Pr( ≥ + 1) = Pr( ≥ ), which completes the proof of the first claim. The second part is obtained by substituting = 2 in Theorem 2 and further applying the stirling's approximation that Γ( ) = √ 2 ( ) . For this particular case, an expression has been derived in [21] for the high tail distribution of the standard condition number , which, as expected, is identical to the one given in (14) . Fig. 3 shows the asymptotic high tail distribution of the Demmel condition number for complex Wishart matrices. The simulation results are seen to converge to the analysis predicted by Theorem 2. Moreover, we observe that when − increases, the condition of the channel improves.
IV. REAL WISHART MATRICES
Now, we turn our attention to the distribution of the Demmel condition number for real Wishart matrices. We first present new statistical results for the p.d.f. of the smallest eigenvalue for real Wishart matrices, and then proceed to study the distribution of the Demmel condition number.
A. P.d.f. of the Smallest Eigenvalue
For real Wishart matrices, the p.d.f. of the smallest eigenvalue has been studied in [3] , where a recursive formula was presented. However, the formula therein is complicated, and does not easily allow for further manipulations. Here, we consider Wishart matrices for which the difference between the matrix dimension and the DoF is odd. The result is given in the following theorem. 
, and ( ) is a constant (independent of ) defined in (56).
Proof: See Appendix IV. Thus, the p.d.f. of the smallest eigenvalue of a real Wishart matrix only involves finite summations of gamma type p.d.f. expression. This structure renders itself amicable for further manipulations. For instance, it can be applied to derive the higher order moment of the smallest eigenvalue, the p.d.f. as well as the high tail distribution of the Demmel condition number.
Theorem 3 presents a general expression of the p.d.f. of the smallest eigenvalue of a real Wishart matrix. Due to the multi-fold integration in ( ), the evaluation of the multiple summations of ( ) becomes increasing difficult for large or . For small , say = 2, or small , say = 0, 1, 2, explicit closed-form expressions can be derived as shown in the following corollaries.
Corollary 6: For a real Wishart matrix W ∼ 2 ( , I), if = 2 + 3 for non-negative , the p.d.f. of the smallest eigenvalue can be found as
Proof: When = 2, ( 1 ) reduces to
After some simple mathematical manipulations, the desired result can be obtained. Note that the above corollary is valid for arbitrary . In other words, Corollary 6 presents the p.d.f. for a 2 × 2 real Wishart matrix with odd DoF. In the following, we study the cases for arbitrary and that satisfy − = 1 + 2 for = 0, 1, 2. 
Proof: Substituting = 0 in Theorem 3, the p.d.f. expression is reduced to
One can either utilize the fact that ( ) is a p.d.f. to resolve the coefficient as in [3] , or compute the value of (0) with the help of Selberg type integral. Both will yield the same result. 
where ℐ( , , ) is defined in (57) in Appendix V.
Proof: See Appendix V. For = 1, an alternative expression involving Laguerre polynomial has been reported in [3] , which involves a result on the expected characteristic polynomial 2 of the Wishart matrix. On the contrary, Corollary 8 is proved by first expanding the characteristic polynomial and then evaluating the expectation term-by-term. The advantage of this approach will be seen in the next corollary.
Corollary 9: For a real Wishart matrix W ∼ ( , I), if − = 5, the p.d.f. of the smallest eigenvalue can be expressed as in Eq. (22) shown on the top of the next page.
Proof: See Appendix VI. The method in [3] for = 1 cannot be applied here because no expression of the expected second moment of the characteristic polynomial is available. On the contrary, the term-by-term approach is still applicable here. In other words, the result shown in Corollary 9 offers an alternative way to compute the expected second moment of the characteristic polynomial.
In the derivation of the above closed-form expressions of the p.d.f. of the smallest eigenvalue, the key tool is the Selberg type integral. We have shown this for the cases = 0, 1, 2 and it is noted that it is possible to consider larger with the help of high-order integration identities [23] .
B. P.d.f. of the Demmel Condition Number
Having established the p. number can be expressed as
where¯, , ( ) and ( ) have been defined in Theorem 3.
Proof: Based on the p.d.f. of the smallest eigenvalue of a real Wishart matrix in Theorem 3, and a lemma in [24] which establishes the relationship between the p.d.f. of the reciprocal of the Demmel condition number and the p.d.f. of the smallest eigenvalue for real Wishart matrices, the theorem can be proved by following the same steps as in the proof of Theorem 1.
Theorem 4 presents a general expression of the p.d.f. of the Demmel condition number. In the following, we give closed form expressions for some special cases.
Corollary 10: For a real Wishart matrix W ∼ 2 ( , I), when = 2 + 1, the p.d.f. of the Demmel condition number can be expressed as
Proof: Substituting = 2 into Theorem 4, we have
With ( 
, simplifying the binomial expansion leads to the result.
Corollary 11: For a real Wishart matrix W ∼ ( , I), when − = 1, the p.d.f. of the Demmel condition number can be expressed as Proof: Based on the p.d.f. expression given in Corollary 9, following similar steps in the proof of Theorem 4 leads to the desired result.
In Fig. 4 , the p.d.f. of the reciprocal of the Demmel condition number for = 3 and = 8 is plotted. As can be seen, the analytical result fits well with the Monte Carlo simulation results, confirming the correctness of the analytical expression. In addition, Fig. 5 depicts the p.d.f . results of the Demmel condition number when = 3 for various . Similar to the complex case, we can see that the channel condition improves as the difference of and increases. The high tail distribution of the Demmel condition number for real Wishart matrices is now addressed by the following theorem. Theorem 5: For a real Wishart matrix W ∼ ( , I), when − = 1+2 , let be the Demmel condition number W. Then, we have
Proof: The result can be obtained by following the same steps as Theorem 2 with the help of the p.d.f. expression presented in Theorem 4.
Theorem 5 indicates that the probability of drawing a highly ill-conditioned matrix goes to zero polynomially as
. The rate is much slower as compared to the complex case. Now, we look into the special dual Wishart case, where even simpler expression can be derived.
Corollary 14: When = 2, the tail behavior of the Demmel condition number is given by
Proof: The desired result can be obtained by substituting = 2 into Theorem 5 with the help of following identity
Fig . 3 investigates the high tail distribution of the Demmel condition number for = 3 and = 5, 6. In both cases, the analytical curves are generated according to Theorem 5. Clearly, we see that the simulated results approach the analytical results when the condition number increases in both cases. Note that for = 3, and = 5, we have − = 2, which does not satisfy the constraint given in Theorem 5. Based on this observation and a number of similar experiments with different parameters, we conjecture that Theorem 5 is valid for arbitrary and .
V. CONCLUSION In this paper, we investigated the distribution of the Demmel condition number of both complex and real Wishart matrices. Explicit expressions were derived for the p.d.f. of the Demmel condition number for both types of matrices. In addition, the high tail distributions of the Demmel condition number were characterized. These results indicate that the condition of Wishart matrices is primarily determined by the difference between the matrix dimension and the DoF, and the probability of drawing a highly ill-conditioned matrix is much higher in the real case. Moreover, the rate at which the high tail distribution of the Demmel condition number approaches zero is reduced and the channel becomes increasingly illconditioned when the matrix dimension and DoF increase at the same pace. All the theoretical results were validated by Monte Carlo simulation results. 
where ( ) is the p.d. 3 we compute the right-hand-side of Lemma 1 as
where
, and Φ = {Γ( + + + 1)} , , =1,..., −1 . With further help of the following Laplace transform identity
and the time domain shifting property of Laplace transform
where (⋅) is the Heaviside step function, the inverse Laplace transform of ( ) is expressed as
Substituting (35) into Lemma 1, the p.d.f. of the inverse Demmel condition number is found as
The desired result can then be obtained after a change of random variable.
APPENDIX B PROOF OF COROLLARY 3
Before going into the proof of the corollary, we first prove the following lemma.
Lemma 2: Let = { 1 , 2 , . . . , }, where 0 ≤ ≤ , for = 1, . . . , , and = { 1 , 2 , . . . , } being a descending version of , i.e., is the -th largest number of . Then,
Proof: The tensor operating function can be written as
where Δ( ) = ∏ < ( − ). A close observation reveals that (Φ ) is a symmetric function of , which completes the proof.
The key of the proof is to utilize the symmetry of tensor operator shown in Lemma 2 to simplify the multi-fold summation, and this is accomplished by breaking the multifold summation into three different parts 1 , 2 , and 3 as follows:
1) If = 0, for = 1, . . . , − 1, then we have
where 
2) If = 1, for = 1, . . . , − 1, then we have
where D 
3) When there are 1 ≤ ≤ − 2 ones among all , we have
where 1 is defined as
Note that in the first two cases, the technique proposed in [19] has been applied to compute the multi-variable integration, while Lemma 2 has been used in the third case. 
As → ∞, it is easy to observe that ( ) is dominated by the term
A close look at (46) reveals that Pr( ≥ ) is dominated by the term with maximum ( ).
Since ( ) achieves its maximum when = − , for = 1, . . . , − 1, we have
When = − , for = 1, . . . , − 1, the tensor (Φ ) can be evaluated as
where D 3 is an ( − 1) × ( − 1) matrix with entries defined by
Noting that the determinant of D 3 can be evaluated as
the desired result can be obtained after some mathematical manipulations.
APPENDIX D PROOF OF THEOREM 3
The joint p.d.f. of eigenvalues 0 ≤ ≤ . . . ≤ 1 ≤ ∞ of real Wishart matrices W is given by [29] ( 1, . . . , ) =¯,
where¯, is defined in Theorem 3. When − = 1 + 2 for a non-negative integer , we have
By change of variables, = − for = 1, . . . , − 1, and using the fact that
the joint p.d.f. for and can be rewritten as 
It is easy to observe that the multiple integral is independent of , and can be regarded as a coefficient. Therefore, the desired result is obtained by defining 
where 2 = {0 ≤ ≤ ∞, = 1, . . . , }, and
we have the following identity [23] To apply (57), we make a change of random variables, = 2 , and reexpress the p.d.f. of as 
where 3 = {0 ≤ ≤ ∞, = 1, . . . , − 1}.
To evaluate the multi-fold summation in , the property of symmetry plays an important role. Observing that ( ) is symmetric with respect to , we consider three separate cases: 
2) When there are 1 ≤ ≤ − 2 ones and − 1 − zeros among all , we have 2 = ℐ (2, 1/2, − 1)
− .
3) If = 0, for = 1, . . . , − 1, then we have
Now that = 1 + 2 + 3 , combining all these together yields the desired result.
APPENDIX F PROOF OF COROLLARY 9
The proof is similar to that of Corollary 8. However, the following identity in [23] is needed: ∫ To evaluate the multi-fold summation, we consider five separate cases: 1) If = 2, for = 1, . . . , − 1, then we have 
2) If = 1, for = 1, . . . , − 1, then we have Combining all these together yields the desired result.
