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Abstract
On the setting of general bounded smooth domains in Rn; we construct L1-bounded
nonorthogonal projections and obtain related reproducing formulas for the harmonic
Bergman spaces. In addition, we show that those projections satisfy Sobolev Lp-estimates of
any order even for p ¼ 1: Among applications are Gleason’s problems for the harmonic
Bergman–Sobolev and (little) Bloch functions on star-shaped domains with strong reference
points.
r 2004 Elsevier Inc. All rights reserved.
MSC: primary 31B05; secondary 31B10
Keywords: Projection; Harmonic Bergman function; Gleason’s problem
1. Introduction
For a ﬁxed integer nX2; let O be a bounded smooth domain in Rn: Let hðOÞ
denote the class of all functions harmonic on O: For 1ppoN; the Lp-harmonic
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Bergman space bp ¼ bpðOÞ is the space of all functions fAhðOÞ satisfying
jj f jjp ¼
Z
O
j f jp dV
 1=p
oN:
Here, dV denotes the Lebesgue volume measure on O: We often use the notation
dy ¼ dVðyÞ for simplicity. Also, we let bN ¼ bNðOÞ denote the space of all bounded
harmonic functions on O:
As is well known, the space bp is a closed subspace of Lp ¼ LpðO; dVÞ and thus is a
Banach space. In particular, b2 is a Hilbert space. Due to the mean value property of
harmonic functions, each point evaluation is easily veriﬁed to be a bounded linear
functional on b2: Hence, for each xAO; there exists a unique kernel function
Rðx; ÞAb2 which has the following reproducing property:
f ðxÞ ¼
Z
O
f ðyÞRðx; yÞ dy; xAO ð1:1Þ
for functions fAb2: The reproducing kernel Rð; Þ; called the harmonic Bergman
kernel, is known to be real and symmetric; see [3] for more information and related
facts. So, the complex conjugation in (1.1) can be removed.
Let Q be the Hilbert space orthogonal projection from L2 onto b2: Then the
reproducing property (1.1) yields the following integral representation of Q:
QcðxÞ ¼
Z
O
cðyÞRðx; yÞ dy; xAO ð1:2Þ
for functions cAL2: The partial derivatives of functions Rðx; Þ of any order, when x
stays away from the boundary @O of O; are known to be uniformly bounded on O;
see Lemma 2.1 below. Thus, by means of (1.2), the projection Q naturally extends to
an integral operator taking L1 into hðOÞ: Moreover, it is known that Q is Lp-
bounded if and only if 1opoN; see Theorem 4.2 of [9].
The failure of L1-boundedness of Q makes quite often L1-theory of harmonic
Bergman spaces more subtle than Lp-theory, p41: A way of going around such
difﬁculties is to construct and utilize L1-bounded projections. Such an argument is
originated by Ahlfors, Shields–Williams and Forelli–Rudin who ﬁrst found L1-
bounded projections for (holomorphic) Bergman spaces on the unit disk [1,15] and
on the unit ball [6] of Cn: The existence of such L1-bounded projections is now a
general phenomenon and is one of fundamental features which distinguish Bergman
spaces from Hardy spaces, because there is no L1-bounded projection in the Hardy
space context; see Theorem 12.3.9 of [14].
In the harmonic Bergman space case, L1-bounded projections are constructed and
utilized on the half-space [13] and on the ball [5]. However, the constructions therein
heavily depend on the symmetry of the domains. In the present paper, we show the
existence of L1-bounded projections on the general setting. Our argument is based on
the existence of differential operators, which serve as right inverses of Q and thus
provide many other b1-reproducing properties.
ARTICLE IN PRESS
B.R. Choe et al. / Journal of Functional Analysis 216 (2004) 388–421 389
We consider the harmonic Bloch space as well. Let
rðxÞ ¼ distðx; @OÞ; xAO
denote the distance from x to @O: The harmonic Bloch space B ¼ BðOÞ is then the
space of all functions fAhðOÞ satisfying
sup
xAO
rðxÞjrf ðxÞjoN;
where rf ¼ ðD1 f ;y; Dn f Þ is the gradient of f : Here, Dj ¼ @=@xj denotes the
differentiation with respect to the jth component xj of xARn: Equipped with the
norm
jj f jjB ¼ j f ðaÞj þ sup
xAO
rðxÞjrf ðxÞj;
where aAO is an arbitrary but ﬁxed point, the space B is a Banach space. The little
harmonic Bloch space B0 ¼ B0ðOÞ is the subspace of B consisting of functions fAB
satisfying the additional boundary vanishing condition limx-@O rðxÞjrf ðxÞj ¼ 0:
Note that bNCB by Cauchy’s estimate. Also, it is not hard to see that
j f ðxÞjpCjj f jjBð1þ logþjrðxÞj	1Þ; xAO ð1:3Þ
for functions fAB: Thus, one can see BCbp for all poN by Lemma 2.2 below.
As is well known on various different settings, the space B is identiﬁed with the
dual of b1; see Corollary 4.3 of [9]. Also, one can prove that B0 is identiﬁed with the
predual of b1; see Corollary 2.15 below. Thus, the spaces B and B0 can be viewed as
limiting spaces of harmonic Bergman spaces in the sense of ‘big oh’ and ‘little oh’,
respectively.
Our ﬁrst result is the existence of L1-bounded projections, the right inverses of Q
and reproducing formulas. To be more explicit, we need more notation. Let r be a
deﬁning function for O as described in Section 2. Given an integer mX1; deﬁne a
differential operator Km by
Kmg ¼ g 	 1ð2mÞ! D
mðr2mgÞ; gAhðOÞ; ð1:4Þ
where D denotes the ordinary Laplacian and consider a corresponding integral
operator Qm deﬁned by
QmcðxÞ ¼
Z
O
cðyÞKmRxðyÞ dy; xAO ð1:5Þ
for cAL1: Here, RxðyÞ ¼ Rðx; yÞ: Also, we let C0 ¼ C0ðOÞ denote the class of all
functions continuous on %O and vanishing on @O: The identity operator on hðOÞ is
denoted by I :
ARTICLE IN PRESS
B.R. Choe et al. / Journal of Functional Analysis 216 (2004) 388–421390
Theorem 1.1. Each pair of operators Qm and Km has the following properties:
(a) Qm : L
p-bp is a bounded projection for each 1ppoN:
(b) Km : b
p-Lp is bounded for each 1ppoN:
(c) Qm : L
N-B is bounded and QmðC0ÞCB0:
(d) Km :B-L
N is bounded and KmðB0ÞCC0:
(e) QKm ¼ I on b1:
( f ) QmHm ¼ I on b1 for some operator Hm with HmðBÞCLN:
In addition, we show that each operator Qm satisﬁes Sobolev estimates as in the
next theorem. Given an integer kX0; let Lpk ¼ LpkðOÞ denote the well-known Lp-
Sobolev space of order k: Also, we let bpk ¼ hðOÞ-Lpk denote harmonic Bergman–
Sobolev spaces.
Theorem 1.2. Qm : L
p
k-b
p
k is bounded for mX1; 1ppoN and kX0:
As an application, we show that Gleason’s problem (see Section 3) is solvable for
all the spaces introduced above. Unfortunately, our method at the present paper
does not work in full generality with regard to domains. That is, we conﬁne ourselves
to star-shaped domains with strong reference points; see Section 4 for deﬁnition.
Theorem 1.3. Assume that O is a star-shaped domain with a strong reference point
aAO: For any positive integer m and multi-indices a with jaj ¼ m; there exist linear
operators Aa on hðOÞ with the following properties:
(a) If fAhðOÞ and Dbf ðaÞ ¼ 0 whenever jbjpm 	 1; then
f ðxÞ ¼
X
jaj¼m
ðx 	 aÞaAaf ðxÞ; xAO:
(b) Each Aa is bounded on b
p
k for 1ppoN and kX0:
(c) Each Aa is bounded on B and AaðB0ÞCB0:
Here, we use conventional multi-index notation. That is, for a given multi-index
a ¼ ða1;y; anÞ with each aj a nonnegative integer, we let jaj ¼ a1 þ?þ an; xa ¼
xa11 ?x
an
n and D
a ¼ Da11 ?Dann :
This paper is organized as follows. In Section 2 we prove Theorem 1.1.
The proof is divided into three parts; Theorem 2.10 for the operators Km;
Theorem 2.11 for the operators Qm; and Theorem 2.13 for the existence of operators
Hm as well as their additional properties. Some immediate applications are also
deduced. In Section 3 we prove Theorem 1.2. Section 4 is devoted to the proof of
Theorem 1.3.
Constants. Throughout the paper we use the same letter C; always depending on
the domain O; to denote various constants which may change at each occurrence.
The constant C may often depend on some other parameters, but it is always
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independent of particular functions and points under consideration. For non-
negative quantities A and B; we often write AtB or B\A if A is dominated by B
times some inessential positive constant. Also, we write AEB if AtB and BtA:
2. L1-bounded projections
In this section, we construct L1-bounded (nonorthogonal) projections. The
construction is done by establishing integral identities involving differential
operators Km introduced in (1.4). Such integral identities also provide reproducing
formulas for the harmonic Bergman functions.
Before proceeding, we recall some well-known facts. Since O is a bounded smooth
domain, there exists a smooth deﬁning function r such that
O ¼ fxARn : rðxÞ40g
and rr is never vanishing on @O: Here and in what follows, the term ‘smooth’ refers
to smoothness in the sense of CN on %O: So, rACNð %OÞ: Thus, by appropriately
adjusting the deﬁning function, we may assume that
jrrj2 ¼ 1þ ro ð2:1Þ
for some oACNð %OÞ: In particular, jrrj ¼ 1 on @O:
Recall that rðxÞ denotes the distance from xAO to @O: For e40; we let
Oe ¼ fxAO : rðxÞ4eg:
For e sufﬁciently small, by the so-called e-neighborhood theorem (see [8]), each point
xAO\Oe possesses a unique closest point, denoted by pðxÞ; in @O: In such a case, we
have
rðxÞ ¼ jx 	 pðxÞjErðxÞ; xAO\Oe;
which is easily seen from the fact that jrrj ¼ 1 on @O: Thus, it follows that
rðxÞErðxÞ; xAO; ð2:2Þ
so that these two quantities make no difference, as far as our estimates are concerned
throughout the paper.
The size of derivatives and integrals of the harmonic Bergman kernel is estimated
by Kang–Koo [9]. Such estimates are repeatedly used in our argument. In order to
state those estimates, we need some notation. We let
dðx; yÞ ¼ jx 	 yj þ rðxÞ þ rðyÞ
for x; yAO: Also, a subscript attached to Da denotes the variable with respect to
which the differentiation is taken.
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Lemma 2.1. Given multi-indices a and b; there exists a constant C ¼ Cða;bÞ such that
jDaxDbyRðx; yÞjp
C
dðx; yÞnþjajþjbj
for all x; yAO:
Lemma 2.2. For s; tX0 with s þ t40 and to1; there exists a constant C ¼ Cðs; tÞ
such that Z
O
dy
dðx; yÞnþsrðyÞtp
C
rðxÞsþt
for all xAO:
In view of Lemma 2.2 we mention a related (and trivial) estimate; note that
dðx; yÞXjx 	 yj and thus, for s40; we have
sup
xAO
Z
O
1
dðx; yÞn	s dyp
Z
jzjpdiamðOÞ
dz
jzjn	soN: ð2:3Þ
As is well known on basic domains like balls, one may expect the reproducing
formula (1.1) to extend to b1-functions, which turns out to be actually the case as in
the next proposition. Therefore, Q : Lp-bp is now a bounded ‘projection’ for each
1opoN:
Proposition 2.3. Qf ¼ f for fAb1:
This b1-reproducing property might have been known. Here, we include a proof
for completeness.
Proof. Take a sequence of smooth domains O1CO2C?CO such that ,jOj ¼ O:
For each j; let ROj denote the harmonic Bergman kernel for the space b
2ðOjÞ: We use
the fact
lim
j-N
Z
Oj
jRðx; yÞ 	 ROj ðx; yÞj2 dy ¼ 0; xAO ð2:4Þ
which is to be proved later.
Let fAb1 and ﬁx xAO: We see from (2.4) that ROj ðx; Þ converges to Rðx; Þ in
b2ðOj0Þ whenever xAOj0 and hence uniformly on compact subsets of O: Since the
constant (with a ¼ b ¼ 0) in Lemma 2.1 should continuously depend on smooth
change of domains, we see from Lemma 2.1 that functions ROj ðx; Þ (with j
sufﬁciently large) are uniformly bounded. Thus, by the dominated convergence
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theorem, we conclude
f ðxÞ ¼ lim
j-N
Z
Oj
f ðyÞROj ðx; yÞ dy ¼
Z
O
f ðyÞRðx; yÞ dy
as desired.
It remains to prove (2.4). To show this, we ﬁrst prove
lim
j-N
ROj ðx; xÞ ¼ Rðx; xÞ; xAO: ð2:5Þ
So, assume xAOj: Note that ROj ðx; xÞ ¼ jjROj ðx; Þjj2b2ðOjÞ has the extremal property
ROj ðx; xÞ ¼ supfjgðxÞj2 : gAb2ðOjÞ; jjgjjb2ðOjÞp1g:
Since b2ðOjÞ*b2ðOjþ1Þ*?; the above shows that ROj ðx; xÞXROjþ1ðx; xÞX? and
thus limj-N ROj ðx; xÞXRðx; xÞ: To see the converse inequality, take a sequence of
functions fgjg such that
ROj ðx; xÞpjgjðxÞj2 þ
1
j
; jjgjjjb2ðOjÞp1: ð2:6Þ
Then, by the standard normal family argument, we see that fgjg contains a
subsequence (still called fgjg) which converges (uniformly on compact subsets of O)
to some harmonic function gAb2ðOÞ with jjgjjb2ðOÞp1: Now, taking the limit j-N in
(2.6), we have
lim
j-N
ROj ðx; xÞpjgðxÞj2pRðx; xÞ;
which completes the proof of (2.5). Now, it follows from (2.5) thatZ
Oj
jRðx; yÞ 	 ROj ðx; yÞj2 dy
¼
Z
Oj
fjRðx; yÞj2 	 2Rðx; yÞROj ðx; yÞ þ jROj ðx; yÞj2g dy
¼
Z
Oj
jRðx; yÞj2 dy 	 2Rðx; xÞ þ ROj ðx; xÞ
-
Z
O
jRðx; yÞj2 dy 	 Rðx; xÞ ð j-NÞ
¼ 0:
This completes the proof. &
We now turn to the investigation of operators Km: These operators turn out to
have nice properties for our purpose. To see those properties it is necessary to see
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what happens when the multiple Laplacian term in (1.4) is expanded. The expansion
is described in terms of the operator N deﬁned by
N ¼ rr  r;
where, and elsewhere, x  y ¼Pnj¼1 xjyj denotes the standard inner product of
x; yARn: Note that N; when restricted on @O; is the (inward) normal differentiation.
We need more notation. For differential operators E1 and E2; we say E1 ¼ E2 if
E1 	 E2 ¼ 0 on hðOÞ: For a given integer kX0; we let Ik denote the class of all
differential operators E of the form
E ¼
Xk
jaj¼0
oarjajDa
for some real functions oaACNð %OÞ: In particular, each function jAI0 is identiﬁed
with the multiplication operator with symbol j: Let I ¼,Nk¼0Ik: Also, we let I0
denote the class consisting of all EAI whose 0th order term is 0:
Given EAI; put Eðx; yÞ ¼ ERxðyÞ (recall Rx ¼ Rðx; Þ) and consider an integral
operator bE deﬁned by
bEcðxÞ ¼ Z
O
cðyÞEðx; yÞ dy; xAO
for cAL1: Note that the function Eð; yÞ is harmonic for each ﬁxed y: Also, note that
functions Eð; yÞ; where y stays in a compact subset of O; are uniformly bounded by
Lemma 2.1 and the same is true for their derivatives. So, differentiating under the
integral, we see that bE is a linear operator taking L1 into hðOÞ:
Lemma 2.4. For 0psoN; define
FscðxÞ ¼
Z
O
cðyÞ rðyÞ
s
dðx; yÞnþs dy; xAO
for cAL1: Then the following statements hold:
(a) F0 : Lp-Lp is bounded for 1opoN:
(b) Fs : Lp-Lp is bounded for 1ppoN and 0osoN:
Proof. For 1opoN; the Lp-boundedness of Fs with sX0 follows from the well
known Shur test by means of estimates given in Lemma 2.2. Also, the L1-
boundedness of Fs with s40 follows from Fubini’s theorem and Lemma 2.2. &
The following lemma is useful in understanding the mapping properties of
operators Km:
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Lemma 2.5. Let EAI: Then the following statements hold:
(a) E : bp-Lp is bounded for 1pppN:
(b) F bE : LN-LN is bounded and F bEðC0ÞCC0 for any FAI0:
(c) bE : Lp-bp is bounded for 1ppoN and for EAI0:
(d) bE : LN-B is bounded and bEðC0ÞCB0:
In the proof below and elsewhere, we let Bðz; dÞ denote the euclidean ball of radius
d40 with center at zARn:
Proof. For (a), it is sufﬁcient to show that, given aa0 and 1pppN; we have
jjrjajDaf jjptjj f jjp; fAbp: ð2:7Þ
The case p ¼N is a simple consequence of Cauchy’s estimate. So, let 1ppoN: Let
fAbp and xAO: Then, by Corollary 8.2 of [2], we have
rðxÞpjajjDaf ðxÞjpp C
rðxÞn
Z
Bðx;rðxÞ=2Þ
j f ðyÞjp dy ð2:8Þ
for some constant C independent of f and x: Note that rðxÞ=2prðyÞp3rðxÞ=2 for
yABðx; rðxÞ=2Þ: Thus, integrating both sides of the above against the measure dx
and then interchanging the order of the integration, we haveZ
O
rðxÞpjajjDaf ðxÞjp dxt
Z
O
j f ðyÞjp
Z
jx	yjprðxÞ=2
1
rðxÞn dx dy
t
Z
O
j f ðyÞjp dy;
which shows (2.7), as desired.
Now, we prove (b). For a given a; we have by Lemma 2.1
jDaxEðx; yÞjt
1
dðx; yÞnþjaj
; x; yAO ð2:9Þ
this holds, because EAI: Consider cALN and aa0: Differentiating under the
integral and then applying (2.9), we obtain from Lemma 2.2 that
rðxÞjajjDa bEcðxÞjtjjcjjNrðxÞjaj Z
O
dy
dðx; yÞnþjaj
tjjcjjN; xAO:
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Next, further assume cAC0: Then, for each e40 small, we have by Lemma 2.2
rðxÞjajjDa bEcðxÞj
trðxÞjaj
Z
O\Oe
jcðyÞj
dðx; yÞnþjaj
dy þ rðxÞjaj
Z
Oe
jcðyÞj
dðx; yÞnþjaj
dy
t sup
O\Oe
jcj þ jjcjjN rðxÞjaje	ðnþjajÞ; xAO:
Now, take the limit x-@O with e ﬁxed and get
lim sup
x-@O
rðxÞjajjDa bEcðxÞjt sup
O\Oe
jcj:
Since e is arbitrary and cAC0; the above yields rjajDa bEcAC0: Consequently, we see
that (b) holds.
Note that
jEðx; yÞjt rðyÞ
dðx; yÞnþ1; x; yAO ð2:10Þ
for EAI0: Thus, (c) holds by (2.10) and Lemma 2.4. Also, by the above proof of (b)
for jaj ¼ 1; we have (d). The proof is complete. &
Calculation for the expansion of Dm 3 r2m is rather complicated and thus requires a
couple of lemmas. Given a differential operator E with smooth coefﬁcients, we let
½Ek ¼ ½kðk 	 1Þoþ kDr þ rDE; k ¼ 0; 1; 2;y;
where oAI0 is given by (2.1).
Lemma 2.6. Let kX0 be an integer and E be a differential operator with smooth
coefficients. Then the following statements hold:
(a) r2D 3 ðrkEÞ ¼ rkf½kðk 	 1Þ þ 2krNE þ r½Ekg:
(b) r2	kD 3 ðrkEÞAIjþ1 for EAIj ; jX0:
Proof. By a straightforward calculation using (2.1), we have
r2Drk ¼ rkfkðk 	 1Þ þ krDr þ kðk 	 1Þorg:
Since DðrkEÞ ¼ ðDrkÞE þ 2rrk  rE þ rkDE; the rest of proof of (a) is now a routine
calculation.
Next, we prove (b). Assume EAIj: Note that rNAI1 and thus rNEAIjþ1: So, it
remains to show r2DEAIjþ1; which comes from the last term of r½Ek in (a). Now,
we may assume E ¼ oar jDa where jaj ¼ j and oaAI0: Again by (a), the proof then
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reduces to show r jþ2DðoaDaÞAIjþ1; which is easily veriﬁed, because DðoaDaÞ;
regarded as an operator acting on hðOÞ; is of order j þ 1: The proof is complete. &
Lemma 2.7. Let k; jX0 be integers. Then
r2D 3 ðr2kþjN jÞ
¼ r2kfð2k þ jÞð2k þ j 	 1Þr jN j þ 2ð2k þ jÞr jþ1N jþ1 þ rEkjg
for some EkjAIjþ1:
Proof. Let E ¼ Ekj ¼ r j ½N j2kþj: By Lemma 2.6, we need to show EAIjþ1: By
deﬁnition we have
E ¼ r jþ1DN j þ ð2k þ jÞð2k þ j 	 1Þor jN j þ ð2k þ jÞðDrÞr jN j:
Note that, for each j; we have r jN jAIj and r jþ1DN jAIjþ1; because DN j 	 N jD is
of order at most j þ 1: Thus, we have EAIjþ1; as desired. The proof is
complete. &
The expansion of Dm 3 r2m turns out to take a quite natural form, up to an error
term, as in the following lemma.
Lemma 2.8. Let mX1 be an integer. Then
Dm 3 r2m ¼
Xm
j¼0
amjr
jN j þ rEm ð2:11Þ
for some constants amj and EmAIm: Moreover, am0 ¼ ð2mÞ! and amm ¼ 2mð2mÞ!=m!:
In particular, Dm 3 r2mAIm:
Proof. Let mX1 be ﬁxed. Let jpm be a positive integer. We claim
D j 3 r2m ¼ r2m	2j
Xj
i¼0
amjir
iNi þ rEmj
( )
ð2:12Þ
for some EmjAIj and constants amji with amj0 ¼ ð2mÞ!=ð2m 	 2jÞ! and amjj ¼
2 jð2mÞ!=ð2m 	 jÞ!: Note that the case j ¼ 1 follows from Lemma 2.6(a) (with k ¼ 2m
and E ¼ 1). We now proceed by induction on j: So, assume that (2.12) holds for
jom: Then, applying D to both sides of (2.12) once more, we obtain
D jþ1 3 r2m ¼
Xj
i¼0
amjiD 3 ðr2m	2jþiNiÞ þ D 3 ðr2m	2jþ1EmjÞ: ð2:13Þ
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By Lemma 2.7, we have
D 3 ðr2m	2jþiNiÞ ¼ r2m	2ð jþ1Þfð2m 	 2j þ iÞð2m 	 2j þ i 	 1ÞriNi
þ 2ð2m 	 2j þ iÞriþ1Niþ1 þ rFmjig ð2:14Þ
for some FmjiAIiþ1: Also, by Lemma 2.6(b), we have
D 3 ðr2m	2jþ1EmjÞ ¼ r2m	2ð jþ1ÞrFmj ð2:15Þ
for some FmjAIjþ1: Thus, inserting (2.14) and (2.15) into (2.13), we see that (2.12)
also holds for j þ 1: Consequently, (2.12) holds for all 1pjpm: Now, upon inserting
j ¼ m into (2.12), we conclude (2.11). The last part of the lemma is clear. The proof is
complete. &
The following is the key integral identity mentioned earlier.
Proposition 2.9. Let mX1; 1pppN and let q be the conjugate index of p: ThenZ
O
fg dV ¼
Z
O
f Kmg dV
for functions fAbp and gAbq:
Proof. Let fAbp and gAbq: The integral identity we wish to prove is then equivalent
to Z
O
fDmðr2mgÞ dV ¼ 0 ð2:16Þ
by deﬁnition of Km: Note that the integral on the left side of the above is well deﬁned
by Lemma 2.8 and Lemma 2.5(a).
We introduce some auxiliary functions. Take a smooth function xX0 on the
interval ð0;NÞ with support away from 0 such that x ¼ 1 on ½1;NÞ: Choose l40
such that lrXr on O; such l exists by (2.2). For e40 sufﬁciently small, let teðxÞ ¼
xðle	1rðxÞÞ; xAO: Then, each te is a smooth function on O with compact support
such that te ¼ 1 on Oe and
0pejrtej þ e2jDtejpC ð2:17Þ
for some positive constant C independent of e: Put fe ¼ f te: Now, it is sufﬁcient to
show
Ie :¼
Z
O
feDmðr2mgÞ dV-0; e-0: ð2:18Þ
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Since fe is compactly supported in O; we have by Green’s theorem
Ie ¼
Z
O
ðDfeÞ½Dm	1ðr2mgÞ dV
¼
Z
O\Oe
ðrf  rte þ fDteÞ½Dm	1ðr2mgÞ dV :
Note Dm	1ðr2mgÞ ¼ Oðr2GÞ where G ¼Pm	1jaj¼0 rjajjDagj by (2.12) with j ¼ m 	 1:
Also, note that Gðj f j þ rjrf jÞAL1; because j f j þ rjrf jALp and GALq by Lemma
2.5. Hence, it follows from (2.17) that
jIejt
Z
O\Oe
r2Gðj f je	2 þ jrf je	1Þ dVt
Z
O\Oe
Gðj f j þ rjrf jÞ dV :
Now, taking the limit e-0; we have (2.18). This completes the proof. &
With preliminary lemmas and propositions above, to prove the properties of
operators Km is now a matter of tying up some loose ends.
Theorem 2.10. Each operator Km has the following properties:
(a) Km ¼ o0r þ Sm for some o0AI0 and SmAI0:
(b) Km : b
p-Lp is bounded for each 1pppN:
(c) Km :B-L
N is bounded and KmðB0ÞCC0:
(d) QKmg ¼ g for gAb1:
Proof. We clearly have (a) by deﬁnition of Km and Lemma 2.8. Also, (b) follows
from (a) and Lemma 2.5(a). Note that (d) is an immediate consequence of
Propositions 2.9 and 2.3 by taking f ¼ Rx; xAO:
Finally, we prove (c). It is easily seen from (a) and (1.3) that (c) holds for m ¼ 1:
Now, since Q ¼ b1; we have Sm ¼ SmQK1 ¼ Smb1K1 on b1 by (d). Thus, we have (c)
for general m by (a) and Lemma 2.5(b). The proof is complete. &
Now, we turn to the investigation of operators Qm ¼ bKm introduced in (1.5). It
turns out that Qm also ﬁxes b
1-functions, as Q does. The advantage of Qm over Q is
the Lp-boundedness for all 1ppoN:
Theorem 2.11. Each operator Qm has the following properties:
(a) Qm : L
p-bp is bounded for each 1ppoN:
(b) Qm : L
N-B is bounded and QmðC0ÞCB0:
(c) Qm f ¼ f for fAb1:
Proof. Let mX1 be ﬁxed. First, (c) follows from Propositions 2.9 and 2.3. Next, note
that KmAI by Theorem 2.10(a). Hence, (b) follows from Lemma 2.5(d).
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Using notation in Theorem 2.10, we have Qm ¼ bM þ bSm where M denotes the
multiplication operator with symbol o0r: Thus, in order to prove (a), we only need to
take care of bM by Lemma 2.5(c); recall SmAI0: Let cAL1: Then, by Lemma 2.1, we
have
bMcðxÞt Z
O
jcðyÞj rðyÞ
dðx; yÞn dyt
Z
O
jcðyÞj rðyÞ
dðx; yÞnþ1 dy:
Thus, (a) follows from Lemma 2.4. The proof is complete. &
Remark. Let MðOÞ denote the space all complex Borel measures on O: For mAM;
deﬁne
QmmðxÞ ¼
Z
O
KmRxðyÞ dmðyÞ; xAO:
Then, by a trivial modiﬁcation of the proof for the case p ¼ 1 in Theorem 2.11(a), we
see that Qm : MðOÞ-b1 is bounded for each mX1:
As is shown in Theorem 2.10(d), the projection Q has right inverses taking B into
LN: So, one may expect the same for the projection Qm: The construction of
analogous right inverses of Qm should also require substantial amount of
complicated estimates. Here, we construct just one for simplicity.
Lemma 2.12. Let mX1 be an integer. Then
r2Dmþ1 3 r2m ¼
Xmþ1
j¼0
bmjD j 3 r2j þ rFm
for some constants bmj and FmAImþ1:
Proof. In the proof below we continue using notation in Lemma 2.8. First, we claim
r2Dmþ1 3 r2m ¼
Xmþ1
j¼2
cmjr
jN j þ rF1m ð2:19Þ
for some constants cmj and F1mAImþ1: To see this, note that we have by Lemma 2.7
r2D 3 ðr jN jÞ ¼ jð j 	 1Þr jN j þ 2jr jþ1N jþ1 þ rF2j
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for each jX0 and for some F2jAIjþ1: Thus, applying r2D to both sides of (2.11), we
obtain
r2Dmþ1 3 r2m ¼
Xm
j¼0
amjr
2D 3 ðr jN jÞ þ r2D 3 ðrEmÞ
¼
Xm
j¼1
amj½ jð j 	 1Þr jN j þ 2jr jþ1N jþ1 þ r½F3m þ rD 3 ðrEmÞ;
where F3m ¼
Pm
j¼1 amjF2jAImþ1: Recall EmAIm: Thus, we also have rD 3 ðrEmÞA
Imþ1 by Lemma 2.6(b). This proves (2.19).
Now, solving ðr jN jÞmþ1j¼0 in terms of ðD j 3 r2jÞmþ1j¼0 and ðrEjÞmþ1j¼0 by using Lemma 2.8
and then inserting the solution into (2.19), we conclude the lemma. The proof is
complete. &
Now, we are ready to show the existence of a right inverse of Qm taking B into
LN:
Theorem 2.13. Given an integer mX1; there exists an operator Hm with the following
properties:
(a) Hm : b
p-Lp is bounded for each 1ppoN:
(b) Hm :B-L
N is bounded and HmðB0ÞCC0 þB0-bN:
(c) QmHm f ¼ f for fAb1:
Proof. Consider an integral operator Gm deﬁned by
GmcðxÞ ¼ 1
2ð2mÞ!
Z
O
cðyÞFmRxðyÞrðyÞ dy; xAO ð2:20Þ
for cAL1 where FmAImþ1 is given by Lemma 2.12. We ﬁrst show that
QmK1 ¼ cmI þ Gm on b1 ð2:21Þ
for some constant cma0: To see this, let xAO and gAb1: Note that, by a standard
approximation argument similar to the proof of (2.16), we have
Z
O
Dmðr2mRxÞDðr2gÞ dV ¼
Z
O
gr2Dmþ1ðr2mRxÞ dV :
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Thus, by using notation in Lemma 2.12, we see from (1.4), (2.16) and Proposition 2.3
that
QmK1gðxÞ ¼
Z
O
ðKmRxÞðK1gÞ dV
¼ gðxÞ þ 1
2ð2mÞ!
Z
O
gr2Dmþ1ðr2mRxÞ dV
¼ gðxÞ þ 1
2ð2mÞ! bm0gðxÞ þ
Z
O
ðFmRxÞgr dV
 
:
Thus, we have (2.21) with cm ¼ 1þ bm0=ð2mÞ!: A close examination of the proof of
Lemma 2.12 shows that the constant bm0 depends only on m and thus so does cm; it is
independent of even n and O: So, cma0; otherwise QmK1 ¼ Gm would happen, which
is impossible.
Next, we need information on mapping properties of Gm: While Gm should have
much better regularities thanks to the extra weight in its kernel, we observe the
following properties which are enough for our purpose.
(i) Gm : L
p-bp is bounded for each 1ppoN:
(ii) Gm :B-b
N is bounded.
(iii) Gm :B-B0 is bounded.
Since FmAImþ1; it follows from Lemma 2.1 that
rðyÞjFmðx; yÞjt rðyÞ
dðx; yÞnt
rðyÞ1=2
jx 	 yjn	1=2
; ð2:22Þ
rðyÞjrxFmðx; yÞjt rðyÞ
dðx; yÞnþ1t
rðyÞ1=2
dðx; yÞnþ1=2
ð2:23Þ
for all x; yAO: Now, (i) follows from the ﬁrst inequality of (2.22) and Lemma 2.4. Let
gAB: Then we have c :¼ r1=2gAC0 and jjcjjNtjjgjjB by (1.3). By (2.22) and (2.3)
we have (ii). Meanwhile, we have by (2.23) and Lemma 2.2
jrGmgðxÞjt
Z
O
jcðyÞj
dðx; yÞnþ1=2
dytrðxÞ	1=2jjgjjB; xAO ð2:24Þ
which implies that Gm :B-B is bounded. Also, as in the proof of Lemma 2.5(b), we
have GmgAB0: So, (iii) holds.
Now, let Hm ¼ c	1m ðK1 	 GmÞ: The properties of Hm then follows from Theorem
2.10 and Theorem 2.11. The proof is complete. &
Now, as an easy consequences of what we have obtained above, we see that
harmonic functions smooth up to the boundary form a dense subset of the harmonic
Bergman spaces and the little harmonic Bloch space. Before going further, note that
QðLNÞCB and QðC0ÞCB0 by Lemma 2.5(d). Thus, QðLNÞ ¼ B and QðC0Þ ¼ B0
by Theorem 2.10.
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Corollary 2.14. hðOÞ-CNð %OÞ is dense in bp for each 1ppoN: Also, hðOÞ-CNð %OÞ
is dense in B0:
Proof. Let 1ppoN and ﬁx fAbp: Given e40; put fe ¼ Q1ð f weÞAbp where we is the
characteristic function of Oe: We then have DafeALN for any a by Lemma 2.1 and
thus feACNð %OÞ by the Sobolev embedding theorem. Since Q1 is Lp-bounded by
Theorem 2.11, we have
jj f 	 fejjp ¼ jjQ1ð f 	 f weÞjjptjj f 	 f wejjp-0
as e-0: Thus, hðOÞ-CNð %OÞ is dense in bp: Also, since QðC0Þ ¼ B0; one may easily
modify the above proof to obtain the density of hðOÞ-CNð %OÞ in B0: The proof is
complete. &
In [9], the fact QðLNÞ ¼ B is already noticed and used to derive the duality
ðb1ÞDB under the standard (densely deﬁned) pairing
/f ; gS :¼
Z
O
f %g dV : ð2:25Þ
Similarly, the fact QðC0Þ ¼ B0 can be used to derive the duality ðB0ÞDb1; which is
not included in [9]. Here, we include a sketch of proof for reader’s convenience.
Corollary 2.15. ðB0ÞDb1 under the pairing (2.25).
Proof. Given gAb1; let Lg denote the functional fAhðOÞ
T
CNð %OÞ//f ; gS: Since
hðOÞTCNð %OÞ is dense in B0; it is clear that LgAðB0Þ by duality ðb1ÞDB: Next, let
LAðB0Þ: Then L3QAðC0Þ ¼ MðOÞ and thus
L3QðcÞ ¼
Z
O
c d %m; cAC0
for some mAMðOÞ: Let fAB0: Then, we have QK1 f ¼ f and K1 fAC0 by Theorem
2.10. Thus, a routine calculation by using Fubini’s theorem yields
Lð f Þ ¼ L3QðK1 f Þ ¼
Z
O
K1 f d %m ¼
Z
O
f Q1m dV :
Note that Q1mAb1 by the remark mentioned after Theorem 2.11. So, letting g ¼ Q1m;
we conclude L ¼ Lg: Moreover, it is not hard to see that such g is uniquely
determined by L and jjLgjjEjjgjj1: The proof is complete. &
Since QmðLNÞCB by Theorem 2.11, we also have QmðLNÞ ¼ B by Theorem 2.13.
While we still have QmðC0ÞCB0 by Theorem 2.11, Theorem 2.13 does not yield the
surjectivity QmðC0Þ ¼ B0; which we believe should hold. However, we could not ﬁnd
any simple proof. The proof is given in the next section; see Proposition 3.5.
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3. Sobolev estimates
For 1ppoN and an integer kX0; recall that the well known Sobolev space Lpk is
the space of all functions cALp satisfying
jjcjjLp
k
¼
X
jajpk
jjDacjjLpoN;
where Dac’s are the weak derivatives of c: As is well known for bounded smooth
domains, CNð %OÞ is dense in each Lpk: Also, recall bpk ¼ Lpk-hðOÞ: So, bp0 ¼ bp:
In [9] Kang and Koo adapted the arguments of [11] to prove Sobolev estimates
asserting that Q :L
p
k-L
p
k is bounded for each kX0 and 1opoN: In this section we
push the argument of [9] one step further to obtain Sobolev estimates for projections
Qm as asserted in Theorem 1.2.
So, we brieﬂy go over what is done in [9] and needed for our purpose. First, we
have the following estimate, which is taken from Lemma 4.4 of [9]. Here, we let
n ¼ 	rr denote the unit outward normal vector ﬁeld on @O:
Lemma 3.1. Given d40 sufficiently small, there exists a constant C ¼ CðdÞ with the
following property: Let kon þ jaj þ jbj; zA@O and x be a function compactly
supported on Bðz; dÞ: Then,Z N
0
?
Z N
0
jDaxDbyRðx; y 	 tnðzÞÞjjxðy 	 tnðzÞÞj dt1?dtkp
CjjxjjN
dðx; yÞnþjajþjbj	k
for yAO-Bðz; dÞ where t ¼ t1 þ?þ tk:
Note: We now ﬁx d40 sufﬁciently small as in Lemma 3.1 in the rest of this section.
We ﬁx a ﬁnite covering fUngMn¼1 for %O\Od=2 where Un ¼ Bðzn; dÞ for some znA@O:
Note that we may assume rr  nn is never vanishing on Un for each n: Also, we ﬁx a
smooth partition of unity fxngMn¼0 subordinate to the covering fUngMn¼0 where U0 ¼
Od=2:
Let 1pnpM be given. Put nn ¼ nðznÞ: For integers i; jX0 and kX1; we use the
same notation Ri; j;	kn ðx; yÞ for functions of the type
ðx; yÞ/
X
jaj¼i;jbj¼j
Z N
0
?
Z N
0
DaxD
b
yRðx; y 	 tnnÞZnðy 	 tnnÞ dt1?dtk;
where Zn is a function compactly supported in Un: Also, for an integer c; we use the
same notation Rcnðx; yÞ for functions of the type
ðx; yÞ/
X
iþj	kpc
Ri; j;	kn ðx; yÞ:
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Note that we have jRcnðx; yÞjtdðx; yÞ	ðnþcÞ for c4	 n by Lemma 3.1. Also, the
proof of Lemma 3.1 in [9] shows that jRcnðx; yÞj is of logarithmic growth of dðx; yÞ	1
for c ¼ 	n and bounded for co	 n: So, for each co0; we have
jRcnðx; yÞjt
1
dðx; yÞn	1; x; yAO: ð3:1Þ
We need more notation. Since there is no smooth nonvanishing tangential vector
ﬁeld on @O in general for n42; we deﬁne tangential derivatives by means of a local
family of tangential vector ﬁelds. Let Z1 ¼ nn and extend it to the orthonormal basis
fZ1; Z2;y; Zng of Rn: Let Tn; j denote the smooth tangential vector ﬁeld deﬁned by
Tn; j ¼ @r
@Z1
@
@Z j
	 @r
@Z j
@
@Z1
; j ¼ 2;y; n ð3:2Þ
where @=@Z j denotes the differentiation in the Z j-direction. Note that @r=@Z1 ¼
rr  nn does not vanish on Un: We use the same notation T2n for differential
operators, depending on n; of the form
P
ojkTn; jTn;k where ojkAI0: Also, we use
the same notation D jn for differential operators, depending on n; of order j with
smooth coefﬁcients.
We now recall some estimates established in [9]. Let xAO and consider an
arbitrary smooth function c: The key estimate in [9] for k ¼ jaj ¼ 2; for example, isZ
O\U0
cðyÞDaxRðx; yÞ dy




 



tX
jbjp2
Z
O
jDbcðyÞj
dðx; yÞn dy
deduced by means of a local argument using the smooth partition of unity
introduced above. A more precise version of this estimate, actually proved in [9] and
suitable for our purpose here, isZ
O
xnðyÞcðyÞDaxRðx; yÞ dy ¼
Z
O
cðyÞR2;2;	2n ðx; yÞ dy
¼
Z
O
½T2n cðyÞ þ D1ncðyÞ½R2;0;	2n þR2;1;	3n ðx; yÞ dy
¼
Z
O
½T2n cðyÞ þ D1ncðyÞR0nðx; yÞ dy:
Moreover, only harmonicity and size estimates of the kernel in both variables are
used in its proof. Thus, given an integer cX0 and multi-indices a and b with c ¼
jaj þ jbj; the same argument leads to the estimateZ
O
xnðyÞcðyÞDaxDbyRðx; yÞ dy ¼
Z
O
cðyÞRjaj;jbjþ2;	2n ðx; yÞ dy
¼
Z
O
½T2n cðyÞ þ D1ncðyÞRc	2n ðx; yÞ dy ð3:3Þ
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and, more generally,Z
O
cðyÞRcnðx; yÞ dy ¼
Z
O
½T2n cðyÞ þ D1ncðyÞRc	2n ðx; yÞ dy: ð3:4Þ
Using this recurrence relation, we now prove the following estimate which plays the
key role in our Sobolev estimates.
Lemma 3.2. Let Rmþcþ2kn be given where m; c; k are nonnegative integers. Let s ¼ m
for mX1 and s ¼ 1 for m ¼ 0: Then, there exists a constant C ¼ CðRmþcþ2kn Þ such thatZ
O
cðyÞrðyÞsRmþcþ2kn ðx; yÞ dy




 



pC X
jbjp2k
Z
O
jDbcðyÞj
dðx; yÞnþc	1
rðyÞ
dðx; yÞ2 þ 1
( )
dy
for xAO and smooth functions c:
Proof. We provide a proof for mX1 and c ¼ 0; the proof for m ¼ 0 is similar (and
simpler) and the proof for cX1 is almost the same. Also, to avoid triviality, assume
kX1: In the discussion below the subscripts n are all suppressed for simplicity.
Fix xAO and a smooth function c: Note that T2ðcrÞ ¼ ðT2cÞr; because r is
annihilated by tangential differential operators as in (3.2). Thus, applying (3.4) with
rmc instead of c; we have
J :¼
Z
O
cðyÞrðyÞmRmþ2kðx; yÞ dy
¼
Z
O
½D2cðyÞrðyÞmRmþ2k	2ðx; yÞ dy þ
Z
O
cðyÞrðyÞm	1Rmþ2k	2ðx; yÞ dy:
Let q1 ¼ minfm; 2k þ 1g: Then, applying the same argument repeatedly to the
second term of the above, we obtain
J ¼
Xq1	1
j¼0
Z
O
½D2cðyÞrðyÞm	jRmþ2k	2j	2ðx; yÞ dy þ E1cðxÞ;
where
E1cðxÞ ¼
Z
O
cðyÞrðyÞm	q1Rmþ2k	2q1ðx; yÞ dy:
We now estimate E1: First, consider the case q1 ¼ m: Then, iterating (3.4) k times, we
have
jE1cðxÞj ¼
Z
O
D2kcðyÞR	mðx; yÞ dy




 



t Z
O
jD2kcðyÞj
dðx; yÞn	1 dy
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where the second estimate holds by (3.1). Next, consider the case q1 ¼ 2k þ 1: Then,
by (3.1), we have
jE1cðxÞjt
Z
O
jcðyÞj
dðx; yÞnþ2k	q1
dy ¼
Z
O
jcðyÞj
dðx; yÞn	1 dy:
Thus, we see that E1 satisﬁes the desired estimate.
Now, let q2 ¼ minfm; 2k 	 1g: In case q2pq1 	 1; we should have q2 ¼ 2k 	 1 and
therefore ðn þ m þ 2k 	 2	 2jÞ 	 ðm 	 jÞ ¼ n þ 2k 	 2	 jpn 	 1 for q2pjpq1 	
1: Thus, we have
Xq1	1
j¼q2
Z
O
½D2cðyÞrðyÞm	jRmþ2k	2j	2ðx; yÞ dy




 



t 1
dðx; yÞn	1: ð3:5Þ
Meanwhile, for given 0pjpq2 	 1; repeating the same process with D2c; rm	j and
Rmþ2k	2j	2 instead of c; rm and Rmþ2k; respectively, we obtainZ
O
½D2cðyÞrðyÞm	jRmþ2k	2j	2ðx; yÞ dy þ E1cðxÞ
¼
Xq2	j	1
i¼0
Z
O
½D4cðyÞrm	j	iðyÞRmþ2k	2j	2	2i	2ðx; yÞ dy þ E2jcðxÞ
¼
Xq2	1
i¼j
Z
O
½D4cðyÞrm	iðyÞRmþ2k	2i	4ðx; yÞ dy þ E2jcðxÞ;
where E2j has the desired bound. Therefore, summing up for j ¼ 0;y; q2 	 1; we
have by (3.5)
J ¼
Xq2	1
j¼0
Z
O
½D4cðyÞrm	jðyÞRmþ2k	2j	4ðx; yÞ dy þ E2cðxÞ
for some E2 satisfying the desired estimate. By iterating this step k times we ﬁnally
get
J ¼
Xqk	1
j¼0
Z
O
½D2kcðyÞrm	jðyÞRm	2jðx; yÞ dy þ EkcðxÞ;
where qk ¼ minfm; 2k þ 1	 ð2k 	 2Þg ¼ minfm; 3g and Ek satisﬁes the desired
estimate. Note that qk 	 1om: Thus, the ﬁrst term of the above is bounded by some
constant times Xqk	1
j¼0
Z
O
jD2kcðyÞjrðyÞm	j
dðx; yÞnþm	2j dyt
Z
O
jD2kcðyÞjrðyÞ
dðx; yÞnþ1 dy:
This completes the proof. &
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Having proved the technical lemma above, we are now ready to prove
Theorem 1.2.
Proof of Theorem 1.2. By Theorem 2.11(a), we only need to consider kX1: Given a
multi-index b; put s ¼ 1 for b ¼ 0 and s ¼ jbj for ba0: Consider operators Pb of the
form
PbcðxÞ ¼
Z
O
cðyÞobðyÞrðyÞsDbyRðx; yÞ dy; xAO;
where obAI0: By Theorem 2.10(a) each Qm is a linear combination of Pb’s. Thus, it
is sufﬁcient to prove that each Pb has the desired Sobolev estimates.
We prove the desired estimates for Pb only for Sobolev spaces of even order; the
case of odd orders then follows from interpolation. So, ﬁx 2k and consider a with
jajp2k: Recall that CNð %OÞ is dense in each Sobolev space. So, consider a smooth
function c and let xAO: Since x0 is supported in U0; we clearly have
jDaPb½x0cðxÞjtjjcjjL1ðU0ÞpjjcjjL1k ð3:6Þ
by the interior estimate for the kernel. On the other hand, as in the proof of Theorem
4.5 of [9], we have
DaPb½ð1	 x0ÞcðxÞ ¼
XM
n¼1
Z
O
xnðyÞcðyÞobðyÞrðyÞsDaxDbyRðx; yÞ dy
¼
XM
n¼1
Z
O
cðyÞobðyÞrðyÞsRjaj;jbjþ2k;	2kn ðx; yÞ dy
¼
XM
n¼1
Z
O
cðyÞobðyÞrðyÞsRjajþjbjn ðx; yÞ dy:
Thus, for jaj ¼ 2cp2k; we have by Lemma 3.2
jDaPb½ð1	 x0ÞcðxÞjt
X
jgjp2c
Z
O
jDgðcobÞðyÞj
dðx; yÞn	1
rðyÞ
dðx; yÞ2 þ 1
( )
dy:
This, together with (3.6), yields
jDaPbcðxÞjtjjcjjL1
k
þ
X
jgjp2c
Z
O
jDgcðyÞj rðyÞ
dðx; yÞnþ1 þ
1
dðx; yÞn	1
( )
dy:
So, using Lemma 2.4 and (2.3) with Fubini’s theorem, we obtainX
jajp2k
jaj¼ðevenÞ
jjDaPbcjjbptjjcjjLp
2k
;
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which in turn yields the same estimates for odd jaj’s by interpolation. So, we ﬁnally
conclude that Pb : L
p
2k-b
p
2k is bounded for 1ppoN; as desired. The proof is
complete. &
As a consequence of Theorem 1.2, we have the following density result by a similar
proof to that of Corollary 2.14.
Corollary 3.3. hðOÞ-CNð %OÞ is dense in bpk for each 1ppoN and kX1:
Also, by the Sobolev embedding theorem, we have the following consequence.
Corollary 3.4. Each Qm takes C
Nð %OÞ into itself.
Utilizing the idea designed for the Sobolev estimates above, we are now able to
prove the surjectivity of Qm : C0-B0; as mentioned at the end of the previous
section.
Proposition 3.5. QmðC0Þ ¼ B0 for each mX1:
Proof. Let mX1 be given. For 0oeod=2 small, let je be a smooth function with
compact support in O such that 0pjep1 and je ¼ 1 on Oe: For the operator Gm
deﬁned in (2.20), put Gm;e ¼ Qm½ð1	 jeÞGm and consider it as an operator acting on
B; we may do so, because GmðBÞCbN: We claim
jjGm;ejj-0; as e-0: ð3:7Þ
Note that we have Gm;e ¼ QmðK1 	 jeGmÞ 	 cm; because QmðK1 	 GmÞ ¼ cmI where
cma0: Also, note that QmðK1 	 jeGmÞðB0ÞCB0 by Theorem 2.10 and Theorem
2.11. Thus, it follows from (3.7) that QmðK1 	 jeGmÞ :B0-B0 is invertible for e
sufﬁciently small. So, with e small enough, we see that ðK1 	 jeGmÞ½QmðK1 	
jeGmÞ	1ðB0ÞCC0 by Theorem 2.10 and thus QmðC0Þ ¼ B0; as desired.
It remains to prove (3.7). Let fAB: Recall that jjGm f jjNtjj f jjB: First, for a
point aAO ﬁxed, we have
jGm;e f ðaÞjtVðO\OeÞjj f jjBtejj f jjB ð3:8Þ
by Lemma 2.1.
Now, we estimate jrGm;e f ðxÞj: Note that ð1	 jeÞ is supported on O\Oe and thus
we have
rGm;e f ðxÞ ¼
Z
O\Oe
ð1	 jeðyÞÞGm f ðyÞrxRmðx; yÞ dy; ð3:9Þ
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recall that
jrxRmðx; yÞjt rðyÞ
dðx; yÞnþ2p
rðyÞ
rðxÞnþ2; x; yAO
by Theorem 2.10(a) and Lemma 2.1. Thus, we have
rðxÞjrGm;e f ðxÞjte	1jj f jjB
Z
O\Oe
rðyÞ dytejj f jjB; xAOe1=ðnþ1Þ : ð3:10Þ
Next, consider xeOe1=ðnþ1Þ : Note that 1	 je is supported in O\U0 because eod=2: We
therefore have
Gm;e f ðxÞ ¼
Z
O
ð1	 jeðyÞÞGm f ðyÞRmðx; yÞ dy
¼
XM
n¼1
Z
O
xnðyÞð1	 jeðyÞÞGm f ðyÞRmðx; yÞ dy; ð3:11Þ
recall that fxngMn¼0 is a smooth partition of unity subordinate to the covering fUngMn¼0:
Let oaAI0 be given and put u ¼ ð1	 jeÞoaGm f for simplicity. Then, for each na0
and aa0; it follows from (3.3) that
Jna :¼
Z
O
xnðyÞuðyÞrðyÞjajDayrxRðx; yÞ dy




 




t
Z
O
jT2n uðyÞjrðyÞjaj
dðx; yÞnþjaj	1
dy þ
Z
O
jD1nðurjajÞðyÞj
dðx; yÞnþjaj	1
dy
t
X2
jbj¼1
Z
O
jDbGm f ðyÞjrðyÞjaj
dðx; yÞnþjaj	1
dy þ
Z
O
jGm f ðyÞjrðyÞjaj	1
dðx; yÞnþjaj	1
dy
p
X2
jbj¼1
Z
O
jDbGm f ðyÞjrðyÞ
dðx; yÞn dy þ
Z
O
jGm f ðyÞj
dðx; yÞn dy: ð3:12Þ
On the other hand, by an easy modiﬁcation of the proof of (2.24), we have by
Lemma 2.2 that
jDbGm f ðyÞjtjj f jjB
Z
O
rðzÞ1=2
dðy; zÞnþjbj
dztrðyÞ1=2	jbjjj f jjB
for each multi-index ba0: Also, jGm f ðyÞjtrðyÞ	1=2jjGm f jjBtrðyÞ	1=2jj f jjB by
(1.3). So, inserting these estimates into (3.12), we have by Lemma 2.2
Jnatjj f jjB
Z
O
dy
dðx; yÞnrðyÞ1=2
trðxÞ	1=2jj f jjB:
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Meanwhile, one can easily see from Lemma 2.1, Lemma 2.2 and (1.3) that
Jn0 :¼
Z
O
unðyÞrðyÞrxRðx; yÞ dy




 



trðxÞ	1=2jj f jjB:
Since Rmðx; yÞ ¼ KmRxðyÞ; combining these estimates with (3.11), we deduce (with
suitably chosen oa’s) by Theorem 2.10(a) that
jrGm;e f ðxÞjt
X
jajpm
1pnpM
JnatrðxÞ	1=2jj f jjB
and therefore
rðxÞjrGm;e f ðxÞjte1=ð2nþ2Þjj f jjB; xeOe1=ðnþ1Þ :
This, together with (3.8) and (3.10), yields jjGm;ejjte1=ð2nþ2Þ: So, we have (3.7), as
desired. The proof is complete. &
4. Gleason’s problem
Gleason’s problem for a given function space X on O is as follows: Given aAO and
fAX ; do there exist f1;y; fnAX such that
f ðxÞ 	 f ðaÞ ¼
Xn
j¼1
ðxj 	 ajÞ fjðxÞ; xAO ?
Initiated by Gleason [7] for the ball algebra of the unit ball in Cn; problems of this
type have been studied for various holomorphic function spaces on various domains.
See, [14,16] and references therein for earlier works in the holomorphic case. Also,
see [2,10,12] for more recent works in that direction. In the harmonic case, the
authors studied Gleason’s problem for harmonic Bergman and Bloch spaces on the
upper half-space and the ball; see [4] for the half-space and [5] for the ball.
In this section, we solve Gleason’s problem for the harmonic Bergman–Sobolev
and Bloch spaces, as an application of the results established in the previous section.
As mentioned in the introduction, our method does not work on general domains
and works only on star-shaped domains which are nonpathological in the sense of
what is described below.
Recall that n denotes the unit outward normal vector ﬁeld on @O: We say that
aAO is a strong reference point if there exists an angle y0A½0; p=2Þ such that
ðz	 aÞ
jz	 aj  nðzÞXcos y040 ð4:1Þ
for all zA@O: This means that two vectors ðz	 aÞ and nðzÞ meet with an angle at
most y0 for any zA@O: One can see that a domain O with a strong reference point is
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necessarily star-shaped. However, it is not hard to see that there are star-shaped
domains without any strong reference point. For example, consider a (nonsmooth)
planar domain O1 consisting of points ðx1; x2Þ satisfying one of the three conditions:
(i) 0ox2o
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1	 x21
q
; (ii)	
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1	 ðx1 	 1Þ2
q
ox2o0; and (iii) 0ox1o1; x2 ¼ 0: Note
that O1 is star-shaped and contains no strong reference point. Now, one may
smoothen the corners of the boundary of O1 to obtain a smooth star-shaped domain
without any strong reference point.
Note: In the rest of the paper we assume that O is a star-shaped domain with a
ﬁxed strong reference point aAO satisfying (4.1).
The idea of our solutions is basically taken from [5] where the same problems for
the harmonic Bergman and Bloch spaces are treated on the ball. The hardest part is
the following integral estimate; it is this estimate which requires the existence of a
strong reference point. Since the proof is not only too technical, but also tediously
long, it is given after the proof of Theorem 1.3.
Proposition 4.1. Given s41; there exists a positive constant C ¼ CðsÞ such thatZ 1
0
dt
dðtðx 	 aÞ þ a; yÞsp
C
dðx; yÞs	1 ð4:2Þ
for all x; yAO:
Note that the above integral makes sense, because O is star-shaped. Now, with the
help of this integral estimate, the only steps remaining are simply to combine all the
ingredients of previous sections.
Let jAC1ðOÞ: Then we have
jðxÞ 	 jðaÞ ¼
Z 1
0
d
dt
½jðtðx 	 aÞ þ aÞ dt
¼
Z 1
0
ðx 	 aÞ  rjðtðx 	 aÞ þ aÞ dt
¼
Xn
j¼1
ðxj 	 ajÞAjjðxÞ; ð4:3Þ
where
AjjðxÞ ¼
Z 1
0
ðDjjÞðtðx 	 aÞ þ aÞ dt:
Note that if j is harmonic, then so is each Ajj: Hence, in order to solve Gleason’s
problem, it is sufﬁcient to show that the operators Aj leave the spaces under
consideration invariant, which turns out to be indeed the case.
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Theorem 4.2. Each operator Aj has the following properties:
(a) Aj : b
p
k-b
p
k is bounded for each 1ppoN and kX0:
(b) Aj :B-B is bounded and AjðB0ÞCB0:
Proof. Fix j and assume a ¼ 0 without loss of generality. First, we prove (a). Fix
kX0: Let fAb1 and xAO: Then, using the reproducing formula f ¼ Q1 f ; we have
Aj f ðxÞ ¼
Z 1
0
ðDjQ1 f ÞðtxÞ dt
so that
DaAj f ðxÞ ¼
Z 1
0
tjajðDaDjQ1 f ÞðtxÞ dt ð4:4Þ
for each multi-index a: Now, given a with jaj ¼ 2cp2k; a modiﬁcation of the proof
of Theorem 1.2 by using Lemma 3.2 yields
jDaDjQ1 f ðxÞjtjj f jjL1
k
þ
X
jbjp2c
Z
O
jDbf ðyÞj rðyÞ
dðx; yÞnþ2 þ
1
dðx; yÞn
( )
dy
and therefore we have by (4.4) and Proposition 4.1
jDaAj f ðxÞjtjj f jjL1
k
þ
X
jbjp2c
Z
O
jDbf ðyÞj rðyÞ
dðx; yÞnþ1 þ
1
dðx; yÞn	1
( )
dy:
Now, the rest of the proof for (a) is the same as that of the proof of Theorem 1.2.
Next, we prove (b). So, suppose fAB: This time we use the reproducing formula
f ¼ QK1 f provided by Theorem 2.10(d) with m ¼ 1: A similar argument to the
above yields
jrAj f ðxÞjt
Z
O
jK1 f ðyÞj
dðx; yÞnþ1 dy; xAO:
Therefore, since jjK1 f jjNtjj f jjB by Theorem 2.10, we see from Lemma 2.2 that
jjAj f jjBtjj f jjB; as desired. Also, since K1ðB0ÞCC0 by Theorem 2.10(c), the same
argument as in the proof of Lemma 2.5(b) shows that Aj takes B0 into itself. The
proof is complete. &
Now, Theorem 1.3 is a consequence of a repeated applications of Theorem 4.2.
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Proof of Theorem 1.3. Without loss of generality assume a ¼ 0: Let fAhðOÞ: Note
Aj f ð0Þ ¼ Dj f ð0Þ for each j: Thus, a repetition of (4.3) yields
f ðxÞ ¼ f ð0Þ þ
Xn
j¼1
xjAj f ðxÞ
¼ f ð0Þ þ
Xn
j¼1
Aj f ð0Þxj þ
Xn
j¼1
Xn
k¼1
xjxkAkAj f ðxÞ
¼ f ð0Þ þ rf ð0Þ  x þ
Xn
j¼1
Xn
k¼1
xjxkAkAj f ðxÞ
for xAO: The boundedness properties of operators AkAj follow from Theorem 4.2.
For higher orders, one may repeat the same argument. The proof is complete. &
Proof of Proposition 4.1. We now turn to the proof of Proposition 4.1. As mentioned
before, there exists d040 such that the normal projection map
p :O\Od0-@O ð4:5Þ
is well deﬁned. In the rest of the paper, we ﬁx d ¼ d0: We may assume aAOd:
Given x; yARn; we let ½x; y denote the line segment connecting x and y: We let xy-
denote the ray emanating from x and passing through y: We let x˜ denote the unique
intersecting point of @O with ax
-
: We write x ¼ ðx0; xnÞARn	1  R:
Let zA@O: For xARn; let xnðzÞ denote the (inward) normal component of ðx 	 zÞ
at z: Also, let x0ðzÞ denote the tangential component of ðx 	 zÞ at z: More explicitly,
we let
xnðzÞ ¼ ðx 	 zÞ  rrðzÞ; x0ðzÞ ¼ ðx 	 zÞ 	 xnðzÞrrðzÞ:
In the argument below we often take a local coordinate system near z so that
z ¼ 0; nð0Þ ¼ 	rrð0Þ ¼ ð00;	1Þ: ð4:6Þ
In such a case, we simply have xnð0Þ ¼ xn and x0ð0Þ ¼ x0: Also, for e40; we let
SeðzÞ ¼ fxARn : jxnðzÞjoejx0ðzÞjg;
@Sþe ðzÞ ¼ fxARn : xnðzÞ ¼ ejx0ðzÞjg;
@S	e ðzÞ ¼ fxARn : xnðzÞ ¼ 	ejx0ðzÞjg:
For xaa; we let x7e ðzÞ denote the intersecting points of @S7e ðzÞ with ax
-
; if they exist.
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Lemma 4.3. There exist positive constants e0; l0 and M0 such that ax
- -@S7e ðzÞa|
and
jz 	 zjpl0jx 	 zj; zA xþe ðzÞ; x	e ðzÞ
  ð4:7Þ
for all zA@O; xABðz; d=M0Þ and 0oepe0:
Proof. By (4.1), to each zA@O; there corresponds a constant MðzÞ40 such that
ðx 	 aÞ  nðzÞXg0jx 	 aj; g0 ¼ ðcos y0Þ=2 ð4:8Þ
for all xABðz; d=MðzÞÞ: Since MðzÞ should depend on z continuously, MðzÞ has a
ﬁnite maximum on @O: Now, we take M0 ¼ max MðzÞ:
Let zA@O: Choose a local coordinate system (4.6). Let xABð0; d=M0Þ: We see
from (4.8) that, for e40 small enough (depending on z), the intersecting points x7e ð0Þ
exist for each x: Also, each ray ax
-
contains a unique point x0 with x0;n ¼ 0: Note that
(4.8) yields
g0jz 	 x0jpjznj; zA ax
-
: ð4:9Þ
Taking z ¼ x in (4.9), we obtain g0jx 	 x0jpjxj and thus
jx0jpð1þ g	10 Þjxj: ð4:10Þ
On the other hand, taking any point zA½xþe ð0Þ; x	e ð0ÞCSeð0Þ in (4.9), we have g0jz 	
x0jpejzj and thus
ð1	 e=g0Þjzjpjx0jpð1þ e=g0Þjzj: ð4:11Þ
In particular, we see from (4.10) and (4.11) that
jzjp1þ 1=g0
1	 e=g0
jxj; zA xþe ð0Þ; x	e ð0Þ
 
:
This shows that there exists a constant eðzÞ40 such that (4.7) holds at given z with
l0 ¼ 2ð1þ g	10 Þ for 0oepeðzÞ: Now, since eðzÞ should also depend on z
continuously, eðzÞ has a positive minimum on @O: So, we may take e0 ¼ min eðzÞ:
This completes the proof. &
In what follows we let e0; l0 and M0 denote the constants provided by Lemma 4.3.
Note l0X1: For simplicity we let e ¼ e0: The constant e ¼ eðOÞ; whenever necessary,
is assumed to be sufﬁciently small.
ARTICLE IN PRESS
B.R. Choe et al. / Journal of Functional Analysis 216 (2004) 388–421416
Lemma 4.4. There exists a constant M1X1þ M0 such that
@O-Bðz; d=M1Þ\fzgCSeðzÞ
for all zA@O:
Proof. Let zA@O: As before, choose a local coordinate system (4.6). Note that we
have
rðxÞ 	 xn ¼ rðxÞ 	 rð0Þ 	 x  rrð0Þ ¼ Oðjxj2Þ
for x ¼ ðx0; xnÞA %O by smoothness of r on %O: So, we have
jrðxÞ 	 xnjpC1jxj2; xA %O ð4:12Þ
for some constant C140 depending only on O: Recall that r ¼ 0 on @O: Thus, for
0axA@O-Bð0; e=4C1Þ; it follows from (4.12) that
2jxnjp2C1jxj2oejxjpeðjx0j þ jxnjÞ:
This yields the lemma with M1 ¼ maxf4C1d=e; 1þ M0g: The proof is complete. &
In what follows, M1 denotes the constant provided by Lemma 4.4. Recall
rðxÞErðxÞ for xAO by (2.2). We also need rðxÞEjx 	 x˜j as in the following.
Lemma 4.5. There exists a constant C40 such that
Cjx 	 x˜jprðxÞpjx 	 x˜j
for all xAO:
Proof. Since the upper estimate is trivial, we need to prove only the lower estimate.
Note that the lower estimate is also trivial on each compact subset of O: So, it is
sufﬁcient to show that
jx 	 x˜jtrðxÞ for rðxÞod=ðl0M1Þ: ð4:13Þ
Let xAO with rðxÞod=ðl0M1Þ and put z ¼ pðxÞ so that rðxÞ ¼ jx 	 zj: We then
have xABðz; d=l0M1Þ and thus x	e ðzÞABðz; d=M1Þ by Lemma 4.3. Therefore, the line
segment ½x; x	e ðzÞ is entirely contained in Bðz; d=M1Þ: Note that, x˜e½a; x; because O
is star-shaped. Therefore, x˜A½x; x	e ðzÞ by Lemma 4.4. We now see from Lemma 4.3
that
jx 	 x˜jpjx 	 x	e ðzÞjprðxÞ þ jx	e ðzÞ 	 zjtrðxÞ;
which yields (4.13), as desired. The proof is complete. &
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Lemma 4.6. There exists a constant Z040 such that
Z0jx 	 zjpjz 	 zj; zA½a; x
for all zA@O and xAO:
Proof. Let zA@O; xAO and zA½a; x: Then, by Lemma 4.5 and (2.2), we have
jz 	 xjpjz 	 x˜j ¼ jz 	 z˜jErðzÞpjz 	 zj
so that
jx 	 zjpjx 	 zj þ jz 	 zjtjz 	 zj:
Note that the constants involved in these estimates depend only on O: The proof is
complete. &
In what follows Z0 denotes the number provided by Lemma 4.6.
Lemma 4.7. Let xAO; yAO\Od and put z ¼ pðyÞ: For M40; suppose that either
xeBðz; d=MÞ or yeBðz; Z0d=2MÞ: Then
dðz; yÞXCd=M; zA½a; x
where C40 is a constant depending only on O:
Proof. Let zA½a; x: If yeBðz; Z0d=2MÞ; then dðz; yÞXrðyÞ ¼ jy 	 zjXZ0d=2M: If
xeBðz; d=MÞ and yABðz; Z0d=2MÞ; then
dðz; yÞXjz 	 yjXjz 	 zj 	 jz	 yj4Z0d=2M:
The last inequality holds by Lemma 4.6. This completes the proof. &
Given zA@O; let
GeðzÞ ¼ fxARn : xnðzÞ4ejx0ðzÞjg:
Note that @GeðzÞ ¼ @Sþe ðzÞ: Also, we have
rðxÞ ¼ xnðzÞ þ Oðjx 	 zj2Þ\jx 	 zj
for xAO-GeðzÞ sufﬁciently close to z: Thus, by (2.2), there exists a constant M2 such
that
rðxÞEjx 	 zj ð4:14Þ
for all zA@O and xAO-GeðzÞ-Bðz; d=M2Þ: In the rest of the paper we ﬁx
M ¼ maxfl0M1; M2g:
We are now ready to ﬁnish the proof.
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Finish of Proof. Without loss of generality, we may assume a ¼ 0: Let x; yAO: For
yAOd; we have dðtx; yÞXrðyÞXd for all tA½0; 1 and thus the estimate is trivial. Thus,
let yAO\Od and put z ¼ pðyÞ: Then, by Lemma 4.7, the estimate is trivial in case
xeBðz; d=MÞ or yeBðz; Z0d=2MÞ: So, ﬁx xABðz; d=MÞ and yABðz; Z0d=2MÞ in the
rest of the proof.
Let t0 ¼ t0ðxÞAð0; 1Þ be the smallest number satisfying t0xeOd: Then, for tA½0; t0;
we have txAOd and thus dðtx; yÞXrðtxÞXd: Thus, in the estimate of the integral in
(4.2), we only need to consider the integral from t0 to 1: In estimating such an
integral, we use the estimateZ u
t0
dt
dðtx; yÞst
1
jx˜ 	 uxjs	1; t0pup1: ð4:15Þ
This follows from the fact that dðtx; yÞXrðtxÞEjtx 	 etxj ¼ jtx 	 x˜j by Lemma 4.5.
We consider the following three cases separately:
(i) xABðz; MrðyÞÞ;
(ii) xABðz; MrðyÞÞc-GeðzÞ;
(iii) xABðz; MrðyÞÞc-GeðzÞc:
First, consider the case (i). So, let xABðz; MrðyÞÞ and let t1 ¼ t1ðxÞAðt0; 1Þ be the
unique number such that ft1xg ¼ ½0; x-@Bðz; 2MrðyÞÞ: Note that rðxÞpjx 	
zjoMrðyÞ and jx 	 yjpjx 	 zj þ rðyÞtrðyÞ: Thus, dðx; yÞErðyÞ: It follows that
1	 t1Eð1	 t1Þjxj ¼ jx 	 t1xjErðyÞEdðx; yÞ ð4:16Þ
and thus we have by (4.15)Z t1
t0
dt
dðtx; yÞst
1
jx˜ 	 t1xjs	1
p 1jx 	 t1xjs	1
E
1
dðx; yÞs	1:
Also, we have by (4.16) Z 1
t1
dt
dðtx; yÞsp
1	 t1
rðyÞsE
1
dðx; yÞs	1;
which completes the estimate for the case (i).
Next, consider the case (ii). So, ﬁx xABðz; MrðyÞÞc-GeðzÞ: Then, we have by (4.14)
jx 	 yjpjx 	 zj þ rðyÞtjx 	 zjErðxÞ
so that dðx; yÞErðxÞ: Now, we see by (4.15) and Lemma 4.5 thatZ 1
t0
dt
dðtx; yÞst
1
jx 	 x˜js	1E
1
rðxÞs	1E
1
dðx; yÞs	1
and thus the estimate for the case (ii) is complete.
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Finally, consider the case (iii). So, ﬁx xABðz; MrðyÞÞc-GeðzÞc: Since MXl0M1;
the proof of Lemma 4.5 shows that x˜A½x; x	e ðzÞCBðz; d=M1Þ: Thus,
½xþe ðzÞ; xCSeðzÞ: Note that jx 	 yjXjx 	 zj 	 rðyÞ\rðyÞ and thus
rðxÞpjx 	 zjpjx 	 yj þ rðyÞtjx 	 yj:
So, dðx; yÞEjx 	 yj: Meanwhile, note that
jx 	 yjpjx 	 zj þ rðyÞtjx 	 zjtjx 	 yj
and thus jx 	 yjEjx 	 zj: Combining these estimates, we have
dðx; yÞEjx 	 yjEjx 	 zjEjz 	 zj; zA½xþe ðzÞ; x; ð4:17Þ
where the last equivalence holds by Lemma 4.3.
Now, let t2 ¼ t2ðxÞAðt0; 1Þ be the unique number such that t2x ¼ xþe ðzÞ: It follows
from Lemma 4.5 and (4.17) that
ð1	 t2ÞEjð1	 t2Þxjpjx˜ 	 t2xjErðt2xÞpjt2x 	 zjEdðx; yÞ: ð4:18Þ
This, together with (4.17), yieldsZ 1
t2
dt
dðtx; yÞst
1	 t2
dðx; yÞst
1
dðx; yÞs	1:
Also, we have by (4.15) and (4.18)Z t2
t0
dt
dðtx; yÞst
1
jx˜ 	 t2xjs	1
E
1
dðx; yÞs	1;
which completes the estimate for the case (iii). The proof is complete. &
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