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Abstract 
Given a quadratic pseudo-Boolean function f (x 1, . , XJ written as a multilinear polynomial 
in its variables, Hammer et al. [7] have studied, in their paper “Roof duality, complementation 
and persistency in quadratic 0-I optimization”, the greatest constant c such that there exists 
a quadratic posiform 4 satisfyingf= c + 4 for all x E {0, 1)“. Obviously c is a lower bound to 
the minimum of,f: In this paper we consider the problem of minimizing a quadratic pseudo- 
Boolean function subject to the cardinality constraint CiZl n xi = k and we propose a linear 
programming method to compute the greatest constant c such that there exists a quadratic 
posiform 4 satisfyingf= c + 4 for all x E {O,l}” with C,=l,n xi = k. As in the unconstrained 
cast c is a lower bound to the optimum. Some computational tests showing how sharp this 
bound is in practice are reported. 
Keywords: Constrained zero-one quadratic programming; Roof duality; Linear programming; 
Lower bound. 
1. Introduction and notations 
The unconstrained quadratic O-l minimization problem consists in determining 
the minimum over B” = (0, 11” of a quadratic pseudo-Boolean function (qpBf) 
.f(Xl, .“, Xn) = 40 + C qiXi + 
i= z_ 1j=zl nqiJxixj (1) 
i=l,n 
where qi(i = 0, 1, . . . ,n) and qi.j(i = 1, . . . , n - 1; j = i + 1, . . . ,n) are real numbers. 
Optimizing an arbitrary qpBf belongs to the class of the NP-hard problems for 
which no polynomial algorithms are known. However, there are a number of interest- 
ing special cases for which polynomial algorithms have been found. Among those 
important functions considered in the literature let us single out the supermodular 
functions [5,11], the unate functions [S, 91 and the functions which can be associated 
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in a natural way with graphs of bounded tree-width [6]. Many approaches have been 
proposed to obtain good lower bounds on the minimum of an arbitrary qpBf 
[l, 3,4,7,10,12]. For example, it is well known that allowing the use of complemented 
and uncomplemented variables a qpBf may always be written as 
f(x 1, . . . . X”) = c + f$ (Xl, . . . ,x,, Xl, . . . )X”), (2) 
where c is a constant and 4 a quadratic posiform, i.e. 4 = clTl + cZT2 + ..’ + c,T, 
where the term Tj is a literal (xi or Xi = 1 - xi) or a product of two literals and all 
CjG= 1, ...) m) are positive. Note that every qpBf f(x) has a unique polynomial 
expression (1) in the variables x1, . . . , x, [S] but the posiform associated to the functionf 
is in general not unique. Obviously c is a lower bound to the minimum off: For example, 
2x, - 3x2 - 2x1x2 = 2x1 - 3(1 - X2) - 2(1 - X1)x2 = - 5 + 2x1 + 5x2 + 2x92. An- 
other lower bound can be obtained by rewriting the problem min{f(x): x E I?“} by 
introducing new variables yi,j and constraining yi,j to take the value xixj (i = 1, 
. ..) n-l; j=i+l,..., n) for every x E B”. We thus obtain the following equivalent 
O-l linear program LPOl: 
min Lf(X,Y)=40 + 1 qixi + 
i= l,fI i=l n_l j=;, /igj Ycj 
C 
s.t. Yi,j a O (i = 1, . . . . n - 1; j = i + 1, . . ..n). 
Xi - Yi, j 2 0 (i = 1, . . . . n-l;j=i+l,...,n), 
LPOl: Xj - Yi, j 3 0 (i = 1, . . . . n - 1; j = i + 1, . . ..n). 
1 - Xi - Xj + yi,j > 0 (i = 1, . . . , tl - 1; j = i + 1, . . . , n), 
Xi E {O, l> (i = 1, . . ..n). 
The continuous relaxation LPOl of LPOl gives obviously a lower 
minimum off 
min Lf(X,Y) =40 + 1 qixi + 1 1 4i,jYi,j 
i=l,n i=l,n-1 j=i+l,n 
bound to the 
s.t. Yi,j 3 O (i=l,..., n-l;j=i+l,.,., n), (3) 
Lpo1: Xi - Yi, j 2 0 (i=l,..., n-l; j=i+l,..., n), (4) 
Xj - _Yi, j > 0 (i = 1, . . . . n - 1; j = i + 1, . . ..n). (5) 
1 -x~-x~+Y~,~>O (i= 1, . . . . n- 1; j=i+ 1, . . . . n). (6) 
Note that the constraints (3x6) imply that xi and yi,j are between 0 and 1. 
The greatest constant c such that there exists a quadratic posiform C$ satisfying (2) 
for all x E B” has been studied by Hammer et al. [7]. These authors have proved that 
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this constant is equal to the optimum value of LPOl and also to the “roof-dual” value 
off In fact they study the smallest constant c such that there exists a quadratic 
posiform 4 satisfying f(xl, . . . ,x,) + 4(x1, . . . . x,, X1, . . . , 2,) = c and they call this 
constant he height off but it is not difficult to verify that the greatest constant c such 
that there exists a quadratic posiform C$ satisfying (2) for all x E B” is equal to the 
opposite of the height of -f: 
The aim of this work is to propose a generalization of the height notion for the 
following constrained quadratic O-l minimization problem 
lJ(n, k): min{J(x,, . . . ,x,): x E B”, iI$ nxi = kls 
where k E {2,3, , n - 2). We thus consider in this paper the greatest constant c such 
that there exists a quadratic posiform 4 satisfying 
.f(x *, . . . . x,) = c + $(x1, . . . . Xn,X,, . . . . X,) for all x E B” such that 1 xi = k. 
i=l,n 
(7) 
We will show that this constant can be computed by solving a (continuous) linear 
program with n(n + 1)/2 variables and 1 + n(3n - 1)/2 constraints. 
An example of problem which can be stated as IIP(n, k) is the following graph 
bi-partitioning problem: given a graph G = (I/, E) of n vertices 1,2, . . , n and a posit- 
ive integer 1([i, j]) for each [i, j] E E, find a partition of V into two disjoint sets T/i and 
1/,suchthat1V,I=k,II/,I=n-k(kE(2,...,n-2))andsuchthatifE’cEisthe 
set of edges that have their two endpoints in two different sets, then &ti,jl EEI) r([i, j]) is 
minimal. It is easy to formulate this problem as the following constrained quadratic 
O-l program QBPOl where Xi = 1 if and only if vertex i belongs to V1 
min f(xi, . . ..x~)= 2 1 ~(C6.d) xi - 21,~E~(cijjl) xixj
i= 1,n jsT(i), I, E 
QBPOl: s.t. 
Xi E {O,l} (i= 1, . . ..n) 
where T(i) is the set of vertices adjacent to vertex i, i.e. f(i) = (j( [& j] E E). 
Let Qn be the set of qpBf involving n variables. Given a function,f(x) of Qn and any 
nonempty subset X of B” we denote by H(f, X) the greatest constant c such that there 
exists a quadratic posiform C$ (x,X) satisfying f(x) = c + $(x,X) for ail x E X. Note 
that with this notation the greatest constant c such that there exists a quadratic 
posiform (p satisfying (2) for all x E B” is H(f, B”). For simplicity we shall denote 
H(f, B”) by H( fl, Given any nonempty subset X of B” we denote by Fo(n, X) the set of 
qpBf of Q,, which are equal to 0 for all x E X, i.e. FO(n, X) = {f E Qn: f(x) = 0 for all 
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x E X}. Note that F0 (n, X) is nonempty since it includes 0, the always null function. 
Let X(n, k) = (x: x E B”, Ci= I,,, xi = k}. 
This paper is organized as follows. We show in Section 2 how to compute H(f; X) 
from the set Fo(n, X). In Section 3 we characterize the set Fo(n, X(n, k)). In Section 4 
we give the (continuous) linear program where the value of the optimal solution is 
H(f,X(n, k)). We report in Section 5 some computational tests concerning 
H( f, X(n, k)) and Section 6 is a conclusion. 
2. Computation of H(f; X) 
We give in this section a general result allowing to compute H(J; X) for all subset 
X of (0, l}“. We shall see that this result can be practically used if we are able to 
efficiently characterize F0 (n, X), the set of quadratic pseudo-Boolean functions vani- 
shing at every point of X. 
Lemma 1. Let f be a function of Q,, and X be a subset of (0, l}“. Then 
ff(f,X) = max (H(f+ 9): 9 EFdn,X)). 
Proof. Let g* be a function of F,(n, X) such that H(f + g*) = max{H(f + g): 
g eFO(n, X)}. By definition of H there exists a quadratic posiform 4 such that 
j + g* = H(f+ g*) + 4 for all x E B” and thereforef= H(f + g*) + 4 for all x E X 
since (f + g*)(x) =f(x) f or all x E X. That implies H(f,X) > max{H(f+ g): 
g E &(n, X)1. 
Now we show that H(f; X) < max(H(f+ g): g E &(n, X)>. Suppose there exists 
a constant c > max{H(f+ g): g EFO(n, X)} and a quadratic posiform g5 such that 
f(x) = c + 4(x, X) for all x E X. Let Y(x) be the unique polynomial form of the 
quadratic posiform 4(x, 2). Obviously f(x) = c + Y(x) for all x E X. Consider the 
qpBf defined by g(x) = Y(x) -f(x) + c for all x EB”. It is clear that this function 
belongs to &(n, X) and f(x) + g(x) = c + Y(x) = c + 4(x, 2) for all x EB”. That 
implies H(f + g) > c, and therefore max(H(f + g): g E F,(n, X)} 2 c and thus contra- 
dicts the hypothesis c > max(H( f + g): g E &(n, X)>. 0 
3. Characterization of the set F,(n, X(n, k)) 
We have proposed in the previous section a computation of H( f, X) which requires 
a characterization of the set &(n,X(n, k)). We will see in this section that g is 
a quadratic pseudo-Boolean function of F,(n,X(n, k)) if and only if f(x) = 
(x1 + ... + x, - k) (alxl + ... + a,x, + ao) where ao,al, . . ..a., are arbitrary reals. 
First let us see the following lemma. 
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Lemma 2. Let {zl, z2, . . , z,,} (n 3 2) be a set of n real variables and In,k be the family of 
thesetsofk(kE {1,2, . . ..n- l})indiceschosenfromthesetofnindices(1,2, . . ..n}. 
The system of / In.k / equations 
izzi = b (W E In,,) (8) 
admits the unique solution z1 = z2 = ... = z, = blk. 
Proof. Consider the follow;ng equations of the system 
iz=$_lzi+zk=b, (9) 
i_T~_lzi+zk+j=b (j=l, . . ..n-4. (10) 
Eqs. (9) and (10) imply zk = zk + I = ... = z,. Now consider in the system the equations 
i~_~+lZi-Zj=b (j=l, . . . . k-l). (11) 
Eqs. (9) and (11) imply z1 = z2 = ... = zk_ 1 = zk+ I and we finally obtain 
z1 = - L2 = ‘.. = z, = blk. 0 
For n 3 4 and k E (2, . , n - 2) denote by II(n, k) the following property: 
II(n, k): f(x) E FO(n,X(n, k)) if and only if there exists reals ao, al, . . . , a,, such 
that 
f(x) = (x1 + ... + x, - k) (alxl + ... + a,x, + ao) for all x ~(0, l}“. 
Theorem 1. For all n 2 4 and all k E (2, . , n - 2}, Ii’(n, k) is true. 
Proof. The sufficient condition of the property II(n, k) is obvious. The necessary 
condition is proved by recurrence. Let II,(n, k) be the “only if” part of II(n, k). 
(a) Let k = 2 and prove that IIo(n, k) is true for all n 2 4. Let 
f = 40 + Ci=l,nYiXi + Ci=l,n-lCj=i+l,n 4i,j XiXj be a function of Fo(n,X(n,2)). Since 
all vector x of X(n,2) has exactly two components Xi and Xj, i + j, equal to 1, we get 
q0+qi+qj+qi,j=O(i=l,...,n-lI;j=i+l, . . . . n) and therefore all the functions of 
Fo(n,X(n, 2)) can be written f = qo + Ci=l,n qiXi - xi= l,np l&=i+ l,n (qi + qj + 
qo) xixj. Then it is easy to verify that f = (~1 + ... + X, - 2) (Ci=l,n ( - qi - 
qo/2)xi - q,/2) for all x E (0,l)“. 
(b) Suppose that IIo(n, k) is true for an n 3 4 and a k E (2, . . , n - 2) and prove 
that IIo(n + 1,k + 1) is true. Let f(xl, . . . . xn+11)‘40 +Ci=l,n+19ixi + 
&=l,nCj=i+l.n+19i,j XiXj be a function of Fo(n + l,X(n + 1, k + 1)). There exists 
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some vectors of X(n + 1, k + 1) with x1 = 1. By fixing x1 = 1 in f(xI, . . . ,x,+ r) we 
obtain a qpBf of n variables which is equal to 0 for all vectors (x2, . . , x,+ 1) of B” such 
that Ci=2,n+lxi = k: 
f(L x2, ... 5 &+l) = 40 + 41 + i=z+l(qi + 41,Jxi + 
i=2,n j=i;n+lq~*jxixj. 
C 
By the recurrence hypothesis 
f(L x2, . . ..&+I) = c xi - k (Uo + U~X_T + ... + U”+,Xn+l) 
i=Z,n+l ) 
and since 
fc% x2, . . ..%I+11 =f(Lxz, . . ..Xn+l) + Cxl - l) 
( 
41 + C ql,ixi 
i=Z,n+l ) 
we obtain 
fh x 2, . . ..Xn+l) = (i=2,~+~i-k)(a,+u2x2+ ... +h+~xn+l)+(x~-1) c 
x(q1 + c 41.ixi). 
i=Z.n+l 
(12) 
Consider all the vectors of X(n + 1, k + 1) with x1 = 0, i.e. such that 
xi= 2,n+ 1xi = k + 1. By (12) they satisfy the following equation: 
i=~+lCui - rll,ih = (41 - %) 
and by Lemma 2 we get 
(ai - q1.i) = (41 - ao)/(k + 1) i = 2, . . . , PI + 1 
which implies ql,i = ai - (ql - u,J(k + 1) i = 2, . . . , n + 1. Then, replacing 41, i by 
Qi - (ql - uo)/(k + 1) and using the identity x1(x1 - 1) = 0 for x1 E (0, l} we can 
rewrite (12) as follows: 
_&%,x2, ... ,x n+r) =( 1 xi-k) (%I + C 
i=Z,n+l i=2,n+l 
Wi) 
- i_z+lXi-(k + 1) 
[ I 1 (Xl -1) (41 -~)/(k+ 1) 
+(x1 - 1)a0 +c ..) a, x, 
i=Z.n+l 
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(~1 - 1) (41 - ao)/(k + 1) 
ao + (4, - aoIl@ + 1) 
+ x~(uO - ql)/(k + I) + C UiXi . 17 
i=2,n+l 1 
4. Computation of H( 5 X(n, k)) 
We prove in this section that H(f, X(n, k)) can be computed in polynomial time by 
using linear programming. The result is based on the one hand on the computation of 
H(f) in the unconstrained case by the linear program LPOl and on the other hand on 
Lemma 1 and Theorem 1 together with the theory of Lagrangean duality. 
Theorem 2. Given a qpBffof Qn and k E {2,3, . . . , n - 2) 
ff(f, x(n, k)) = min Z&, Y) 
Lpfl, f,X(n, k)): s.t. (13) 
1 _Vj,i + 1 yi,j = (k - 1) Xi (i = 1, . . . ,n), (14) 
jci j>i 
constraints (3)-(6). 
Proof. By Lemma 1, H(f,X(n, k)) = max{H(f+ g): g ~&,(n,X(n, k))}. By using 
Theorem 1 and the computation of H(f) by the linear program LPOl we can state 
H(f,X(n, k)) = max&“+’ H(f+ (x1 + _A. + x, - k) (&xl + ... + u,X, + ao)) 
= max,,R”+lH(f- aok -I- c (~0 + Ui(l - k))Xi 
i=l.n 
+ C C C”i + uj)XiXj) 
i=l,n-1 j=i+l,n 
= maxaERn+l min{lf(X,y) - a,k i- c (a0 + a,(1 - k))Xi 
i=l.n 
+ i= z_ lj=gl n(ai + UJYi, j: (x, Y) satisfying constraints W(6)). 
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Fig. 1. A graph with 5 vertices; the cost of each edge is indicated between parenthesis. 
H(f, X(n, k)) can be considered as the optimal value of the Lagrangean dual problem 
obtained from the linear program LPH(f,x(,,kjI b y “dualizing” the constraints (13) and 
(14). Indeed the Lagrangean function Lf(x, y) - a& + Ci=r,n(Uo + ai(l - k))Xi + 
Ci=l,n- lcj=i+ ,,,(a; + Uj)yi,j is obtained by assigning the Lagrangean multiplier a0 to 
the constraint (13) and the Lagrangean multipliers ai (i = 1, . . . , n) to the constraints 
(14). Therefore H(f; X(n, k)) is equal to the optimal value of LPH(/,K(n, kJj. 0 
Example. Consider the bi-partitioning problem of Section 1 with the graph of Fig. 1 
and let k = 2. 
The corresponding constrained quadratic O-l program where Xi = 1 if and only if 
vertex i belongs to VI is 
min f(xI, . . . ,x5) = 9x1 + 11x* + 23x3 + 18x4 + 27x5 -4x1x2 -6x1x3 --8x1xs 
- 2x2x3 - 4x2x4 - 12x2x5 - 18x3x4 - 20x3x, - 14x4x5 
s.t. x1 + x2 + x3 + x4 + xg = 2, 
Xi E (0~1) (i= 1, . ...5). 
In this case the optimum value of LPH(/,x(n,kjJ found by the simplex algorithm is 16. 
The reduced costs corresponding to the optimal solution allows us to write 
S= 16 + 10x1x3 + 2x1x5 + 16x2x3 + 2x2x4 + 14x3x, + 5x4x5 + 4x1x4 
+ 10X3x5 + 7x4X5 for all x such that c xi = 2. 
i=1,5 
Let us remark that, in this example, the cost of the bi-partition obtained with 
VI = {ul, vz} and I/, = {v3, v4, v5} is equal to 16. This bi-partition is therefore optimal. 
Remark. There are standard techniques to handle a single equality constraint. For 
example one such technique consists to use the equation x1 + ... + x, = k to express 
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x1 as a linear function of the other variables and then to substitute it into f: Let 
f(k - x2 - xj - . . . - x,, x2, . . . ) x,) the resulting function. Then we can compute 
H(f(k -x2 -x3 - "'X,, x2, . . . ,x,)) but it can be shown easily that 
H(f,X(nTk)) = maxaER"+l ff(f+ (x1 + ..’ + x, - k) (Ulxl + . . . + a,X, + Uo)) 
3 H(f(k - x2 - x3 - ... - x,, x2, . . . ,x,)). 
Namely, writingf(x,, . . . ,x,) = x1&, + b2xZ $ ... + b,x,) + h(x2, . . ,x,), where h is 
a qpBf not depending on x1, we can see that f(k -x2 -x3 - ... - x,, 
x2, . . ..x.)=f-(x1 + ... + x, - k)(bo + b2x2 f ... + b,x,). Hence H(f(k -x2 - x3 - 
. . - XII, x2> ... > x,)) =H(f+(x,+ ... +x,-k)(-bo-b2x2- ... -b,x,))< 
maxa&“+lH(f+ (Xl + ... + X, - k)(alxl + ... + L&X, + a~)). 
Another technique to handle an equality constraint could be the penalty function 
method, i.e. to compute H(f + M(x, + ... + x, - k)‘) for some positive constant M. 
Here it is quite obvious that 
H(f+ M(Xl + ... +x, -k)2) =H(f+(x, + ... + x, -k)(Mx, + ... + Mx, -Mk) 
d maxaER”+lH(f+ (x1 + ‘.’ + X” - k) 
X(UlXl + .‘. + a,x, + ao)). 
The following numerical example shows that H( f(k - x2 - x3 - ... - x,, x2, . . . ,x,)) 
and H(f+ M(x, + ... + x, - k)2) can be both strictly less than 
maxaER”+lH(f+ (x1 + “’ + x, - k) (alxi + ... + a,~,, + a& 
Consider the function f = x1 - 2x, - x3 - 2x4 + x1x3 + x2x4 subject to the con- 
straint x1 + x2 + x3 + x4 = 2. By solving the linear program of Theorem 2, LPH(s,x(,,k)), 
we obtain max,,R”+lH(f+ (x1 + ... +x4-2)&x, + ... +a,x4+a,))= -3. By 
solving the linear program LPOl with L,(x, y) = 2 - 3x2 - xj - 3x4 -- Y,, + y24 - y,, 
we obtain H( f(2 - x2 - x3 - ... - x,, x2, . . . ,x,)) = - 6. 
By solving the linear program LPOl with Lf(x,y) = x1 - 2x2 - x3 - 2x4 + Y,, + 
)‘24+ 6(4- 3x1- 3X2-3~3-3xq+2Y 12 + 2Y13 + 2Y14 + 2Y23 + 2Y2, + 23)3‘s) 
he obtain H(f+ M(xl + ... + x4 - 2)2) = - 14 with A4 = 6. 
5. Numerical results 
We give in this section some computational results run on a HP 9000 work station 
and compare the three following values: 
(i) H( f, X(n, k)), computed by the linear programming software CPLEX; 
(ii) OPT, the optimal value of the problem lP(n, k) obtained by solving the O-l linear 
program LPH~~,x(~,~)) with x integer, by the integer version of CPLEX; 
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(iii) p,..*, the optimal value of the following linearization (and relaxation) of p(n,k), 
computed by the linear programming software CPLEX 
min Lf(x, Y) 
s.t. iz ,,xi = k 
constraints (3)-(6). 
Numerical experiments were performed on randomly generated test problems. We 
have chosen as size n = 30 (the number of variables) which is the greatest size such 
that problem p(n, k) can be solved in a raisonable time (less than 15 min) by the 
integer version of CPLEX. For this size we consider three densities of the function and 
three values of k. The coefficients qi(i = 1, . . . , n) are integer and randomly generated, 
according to the uniform distribution, in [l,lOl] and N quadratic terms are randomly 
chosen among the n(n - 1)/2 possible with N = [(density * n(n - 1))/2]. The coeffi- 
cients 4i.j of these quadratic terms are integer and randomly generated, according to 
the uniform distribution, in [l, 1011. Each value presented in Tables l-3 is an average 
value for 5 instances. 
Table 1 
Thirty variables, density 0.5 
k (OPT - P,*)/OPT CPU time (OPT - CPU time CPU time 
% required to H(f; X(n, k)))/OPT required required 
compute [iDL* % to compute to compute 
in seconds ff(f, X(n, k)) OPT 
in seconds in seconds 
10 46.6 0.4 42.1 3.4 95 
15 61.4 0.6 53.7 5 240 
20 12.8 2.8 8.7 7.3 87 
Table 2 
Thirty variables, density 0.75 
k (OPT - P,*)/OPT CPU time (OPT - CPU time CPU time 
% required to H(f, X(n, k)))/OPT required required 
compute PL* % to compute to compute 
in seconds H(f,X(n, k)) OPT 
in seconds in seconds 
10 68.4 0.4 48.3 4 194 
15 75.5 0.5 40.3 6.6 418 
20 17.4 3 5.3 10 79 
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Table 3 
Thirty variables, density 1 
k (OPT - pL*)/OPT CPU time (OPT - CPU time CPU time 
% required to H( J X(n, k)))/OPT required required 
compute P,* % to compute to compute 
in seconds H(f,X(n,k)) OPT 
in seconds in seconds 
10 82.2 0.3 32.4 3.3 287 
15 85 0.3 27 5.8 785 
20 18.9 3.5 3.9 11 101 
6. Concluding remarks 
H( f, X(n, k)) is the best lower bound of P(n, k) which can be obtained by rewriting 
fas a constant c plus a quadratic posiform 4 under the feasible set X(n, k). This result 
is parallel to that obtained by Hammer et al. [7] for the minimization of an 
unconstrained quadratic pseudo-Boolean function. Tables 1-3 show that the interest 
of this bound increases in the same time with the density off and the value of k. 
However this bound does not seem sharp enough to allow some instances of P(n, k) to 
be solved by a Branch and Bound algorithm based on it. For these instances it will be 
necessary to obtain a better lower bound, for example by computing by a really 
different method a lower bound b to 4 oncefhas been written as c + $J Obviously 
c + b is a lower bound for P’(n, k). In this paper H(f, X(n, k)) is polynomially 
computed by linear programming. As suggested by one of the referee it would be more 
interesting to find a combinatorial algorithm for this computation. Hammer et al. 
have proposed such an algorithm in the unconstrained case. Moreover it would also 
be interesting to find other linearly constrained quadratic O-l optimization problems 
(i.e. other feasible sets X) which could be handled in a similar way. The main difficulty 
seems to be the characterization of F,(n, X). 
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