We consider financial market models based on Wiener space with two agents on different information levels: a regular agent whose information is contained in the natural filtration of the Wiener process W , and an insider who possesses some extra information from the beginning of the trading interval, given by a random variable L which contains information from the whole time interval. Our main concern are variables L describing the maximum of a pricing rule. Since for such L the conditional laws given the smaller knowledge of the regular trader up to fixed times are not absolutely continuous with respect to the law of L, this class of examples cannot be treated by means of the enlargement of filtration techniques as applied so far. We therefore use elements of a Malliavin and Itô calculus for measure valued random variables to give criteria for the preservation of the semimartingale property, the absolute continuity of the conditional laws of L with respect to its law, and the absence of arbitrage. The master example, given by sup t∈[0,1] W t , preserves the semimartingale property, but allows for free lunch with vanishing risk quite generally. We deduce conditions on drift and volatility of price processes, under which we can construct explicit arbitrage strategies.
Introduction
Financial markets with economic agents possessing different information levels have been studied in a number of publications. There are essentially two main approaches.
Quite a number of different, mostly discrete models resulted predominantly from research in economics oriented papers (see O'Hara [31] ). Kyle [28] investigates a time discrete auction trading model with three agents: a market maker, a noise trader, and a risk neutral insider, to whom the final (Gaussian) value of one stock is known in advance. The existence of a unique equilibrium, shown by Kyle in this case, was extended by Back [3] , [4] , to the time continuous setting. Thereby the law of the insider's additional information was also considerably generalized. In these models the insider's actions may have an effect on the pricing rules. For more information on this and related classes of models and important techniques used in this area such as control theory, Malliavin's calculus and backwards stochastic differential equations see for example Karatzas, Ocone [23] , El Karoui, Quenez [15] , Cho, El Karoui [5] , and the recent thesis of Wu [34] .
The approach from the point of view of martingale theory, which we shall take in this paper, originated in the conceptual paper by Duffie, Huang [14] . Still closer to the setting of this paper are Karatzas, Pikovsky [25] , and Pikovsky [32] . They study a continuous time model on a Wiener space, in which the insider possesses some extra information stored in a random variable L from the beginning of the trading interval, not available to the regular agent. They discuss questions like the additional utility of the insider with respect to particular utility functions, and martingale representation properties in the insider's filtration, thereby introducing the powerful technique of grossissement de filtrations to this economical context. While their L was kept within the Gaussian domain, the use of Malliavin's calculus in problems related to the enlargement of filtrations (see [19] , [20] ) eventually led to more complex additional information variables on Wiener space and beyond. The method of grossissement de filtrations was developed in a series of deep works, e.g. Yor [35] , [36] , [37] , [38] , Jeulin [22] , Jacod [21] . Observations making martingale representation techniques in enlarged filtrations more easily accessible and giving a criterion for the absence of arbitrage in the insider model were made in Föllmer, Imkeller [16] . In Grorud, Pontier [17] , and Denis, Grorud, Pontier [13] Malliavin's calculus resp. the abstract theory of Dirichlet forms were correspondingly used to study on stochastic bases with increasing complexityWiener and Wiener-Poisson -admissible hedging strategies for insiders. Criteria for optimality were given. Work on the question how an insider can be detected from his actions by statistical testing was begun in Grorud, Pontier [17] , and continued in Grorud, Pontier [18] . Techniques of enlargement of filtrations are by no means restricted to special stochastic bases. Their working area is quite general semimartingale theory. This fact was beautifully underlined in the thesis by Amendinger [1] , in which many results about martingale representations and utility optimization of an insider obtained a natural formulation in a rather general framework. In particular, in the case of logarithmic utility functions, the expected additional utility of the insider was identified in Amendinger, Imkeller, Schweizer [2] with the entropy of the law of the initially known additional information L.
Though a much more general setting had been studied in Jeulin [22] , in all the applications of the techniques of initial enlargement of filtrations to problems of insider trading known so far, a technical hypothesis made by Jacod [21] plays a crucial role. Let L denote the extra information of the insider known from start. While the regular trader's evolution of knowledge is described by a filtration F = (F t ) t∈ [0, 1] , L is just F 1 −measurable, so that the evolution of information viewed by the insider, given by G t = ∩ s>t F s ∨ σ(L) augmented by the P-zero sets, t ∈ [0, 1], is essentially richer. The crucial property to be fulfilled, Jacod's [21] hypothesis (H'), is sufficient for the preservation of the semimartingale property when passing to the filtration G = (G t ) t∈ [0, 1] . It states that the regular conditional law of L given F t is P −a.s. absolutely continuous with respect to the law of L as a common reference measure for all t ∈ [0, 1]. Unfortunately, very interesting extra informations such as the maximum of a stock price over the trading interval, which could for example be modeled by L = sup t∈[0,1] W t for a Wiener process W , do not satisfy (H').
One of the main objectives of this paper is to remove this difficulty. To generalize the hypothesis (H'), one could well work in the very general framework of Jeulin [22] . To have concise and more transparent expressions for the decompositions of semimartingales in the larger filtration for the purposes of this paper, we chose the framework of Malliavin's calculus on canonical Wiener space. In this context, our main observation generalizing Jacod's hypothesis can be paraphrased as follows. Let D denote Malliavin's gradient, and let P s (., dx) be the regular conditional law of L given F s , s ∈ [0, 1]. The pseudodrift generated by the extra information, to be subtracted from an F−Wiener process to create a G−Wiener process is given by the Radon-Nikodym derivative of D s P s (., dx) with respect to P s (., dx), evaluated at L. In case (H') is fulfilled and p s (., x) denotes a density of P s (., dx) with respect to the law of L, this quantity boils down to the quantity appearing in Jacod [21] , or the trace of a logarithmic Malliavin derivative of p s (., L) appearing in [19] , or Grorud, Pontier [17] .
So the starting point of this paper has to be to establish a calculus within which the quantity D s P s (., dx) becomes meaningful as a random measure. This leads us to elements of a measure valued Malliavin calculus, developed in section 1. The crucial representation of the measure valued martingale P s (., dx), s ∈ [0, 1], in terms of a generalized Clark-Ocone formula figuring a stochastic integral of the reasonably understood quantity D s P s (., dx) is given in section 2. In section 3 we may then replace the criterion of Jacod (H') by the following more general and natural one in the setting of Wiener space (AC) D s P s (., dx) is absolutely continuous with respect to P s (., dx) P − a.s. for s ∈ [0, 1].
This condition is in particular fulfilled for our master example, the maximum L of the Wiener process over the unit interval. Let g s (., L) denote the Radon-Nikodym derivative under (AC), taken at L. We first show in Theorem 3.1, that the semimartingale property is preserved when passing from F to G, if g(., L) is P −a.s. integrable over [0, 1] . If g(., L) is even square integrable P −a.s., we are able to see in the main result of the section, Theorem 3.2, that (H') is regained, at the same time as the finiteness of the relative entropy of the regular conditional laws with respect to the law of L. An example shows that just square integrability of g(., L) is not enough to obtain equivalence of the regular conditional laws and the law of L. For this purpose, one needs stronger integrability conditions. We show in the final Theorem 3.3 of section 3 that an exponential integrability of the Novikov type is sufficient. We finally prove that for our master example, g(., L) is not square integrable on a set of positive probability. Hereby a Bes(3) process will make its first crucial appearance. It was observed already in Delbaen, Schachermayer [12] to lead to arbitrage opportunities in a quite different setting (see also Karatzas, Shreve [26] ). According to a result of Amendinger [1] the equivalence of regular conditional laws and the law of L implies that the insider model is arbitrage free. In the light of this result, the observation made at the end of section 3 leads us in section 4 to look for free lunch or even arbitrage opportunities in case L = sup t∈[0,1] W t in simple one dimensional models of security markets. In Theorem 4.1 we show along beaten paths that the lacking square integrability of g(., L) leads to free lunches with vanishing risk in the sense of Delbaen, Schachermayer [9] . In Theorems 4.2 and 4.3 we even single out two conditions on the drift b and volatility σ of the price process under which we are able to construct concrete arbitrage strategies. The first one, which works if b σ is bounded below, is rather obvious, and essentially tells the insider to invest as long as W is below its maximum, and to stop at the moment it is reached. The second one is less obvious. It applies if the positive part of b σ is p−integrable for some p > 2. It takes advantage of a very subtle observation the insider can make due to the fact that he knows the maximum of W . After running through the maximum at time τ , W behaves locally as the negative of a Bes(3) process. Therefore it decays essentially stronger than the drift in a small random interval after τ, the upper end of which is given by an insider stopping time µ. The insider then simply has to sell stocks at time τ and stop selling at time µ to exercise arbitrage. This strategy is in particular applicable if the drift b is continuous.
The extension of the results of this paper to the multi dimensional setting should not pose essentially new problems. To keep the notational level low and transparence high, we stuck to the one dimensional framework. It should equally be possible to dispense with the particularities of the Wiener space setting, and pass to general semimartingale theory. Along another interesting line of generalization one should be able to study more realistic examples of insider information such as the supremum of a price process with drift.
by the sets of P -measure 0. Let us briefly recall the basic concepts of Malliavin's calculus needed. We refer to Nualart [29] for a more detailed treatment.
Let S be the set of smooth random variables on (Ω, F, P ), i.e. of random variables of the form
For F ∈ S we may define the Malliavin derivative
We may regard DF as a random element with values in L 2 ([0, 1]), and then define the Malliavin derivative of order k by k fold iteration of the above derivation. It will be denoted by D ⊗ k F , and is a random element with values in
we denote by D p,k the Banach space given by the completion of S with respect to the norm
More generally, if H is a Hilbert space and S H the set of linear combinations of tensor products of elements of S with elements of H, D p,k (H) will denote the closure of S H w.r. to the norm
where the Malliavin derivatives of smooth functions are given in an obvious way, and |.| H denotes the norm on H induced by the scalar product. These definitions are consistent. For example,
A calculus for measure valued random variables
It is well known from the classical works on the enlargement of filtrations (see Jacod [21] , Yor [35] , Jeulin [22] ) that for initial enlargements by random variables L properties of the conditional laws of L given the σ−algebras of the small filtration play a dominant role. From our point of view, these conditional laws will be considered as appropriate provided the conditional laws of a standard regularization given by the perturbation of L with an independent Gaussian variable are smooth in the sense of Malliavin's calculus. For this purpose, we shall consider the conditional laws as random variables with values in the space of signed measures. The regularization will allow us to work essentially with the Banach space topology on this space induced by the total variation norm |.|, though to define stochastic integral representations, the weak* topology will be sufficient. The reason for requiring these smoothness properties lies in the fact, that throughout this paper, we shall restrict to the Clark-Ocone formula for representing martingales, especially measure valued ones, as stochastic integrals with respect to the Wiener filtration. We emphasize at this place that we would strictly only need a setting which allows for the martingale representation property in a much more general sense than provided by Malliavin's calculus in the Clark-Ocone formula. Let M be the space of signed measures on (R, B), the real line equipped with the Borel sets. The variation norm is denoted by |µ| for µ ∈ M. M is endowed with the Banach space topology induced by this norm. At places it will be convenient to use a weaker topology: the weak* topology which is induced by the space C b (R) of continuous bounded functions with the supremum norm ||.||. Endowed with the latter topology, M is a locally convex space which, due to the separability of
, to use the standard embedding of M into an infinite dimensional metrizable space
Note that µ is actually mapped into the compact cube i∈N [−|µ|||f i ||, |µ|||f i ||]. We shall subsequently use Φ to define Malliavin derivatives, stochastic integrals, and conditional expectations of M−valued objects, which finally leads us to formulate a type of measure valued martingale representation formula.
We first define the smooth cylinder functions. Let
So we may define the Malliavin derivative for smooth cylinder functions by
We consider DF as an element of L 2 (Ω × [0, 1], M) with respect to the Banach space topology. We obviously have in terms of the Malliavin derivative of real valued functions
and hence also
We next introduce a norm on S(M). For F ∈ S(M) let
Note that by definition, we have indeed ||F || 1,2 < ∞ for F ∈ S(M). Hence the closure D 1,2 (M) of S(M) with respect to ||.|| 1,2 is well defined and nontrivial.
In a similar way, we may define ||.|| 1,p , p ≥ 1, and D 1,p (M) by replacing the 2−norm by the p−norm, as well as for higher derivatives the norms ||.|| k,p and spaces D k,p (M), k ∈ N, p ≥ 1. We obviously have the following property.
The asserted property therefore follows from (2) and the closability of the operator D for measure and real valued functions. 2
The following property extends (3).
Proof: This is a consequence of the continuity of Φ −1 for the weak* topology and (3). 2
We next need Itô integrals for random elements with values in M with respect to the weak* topology at least. Consider an M−valued adapted process (F t ) t∈[0,1] with respect to the augmented Wiener filtration (F t ) t∈ [0, 1] . This amounts to say that for any i ∈ N the real valued process ( F t , f i ) t∈[0,1] is adapted, since due to (3) we have
Note that in this case we also have adaptedness of (
Denote
In a similar fashion, we can define ||F || p for p ≥ 1. Then for any f ∈ C b (R) the Itô integral process . 0 F t , f dW t is well defined and continuous on [0, 1]. As above, we may use the embedding to define the Itô integral for the measure valued process (F t ) t∈ [0, 1] . For this purpose for any i ∈ N let . 0 F t , f i dW t be a continuous version of the Itô integral of (
Let now f ∈ C b (R) be arbitrary. Let, moreover, (g i ) i∈N be a subsequence of (f i ) i∈N which converges to f . Then we have by definition
But we may use Doob's inequality to write
0 F s , f dW s is well defined as a continuous process. This way we obtain
Then there exists a uniquely (up to equivalence of processes) process . 0 F t dW t on M which is continuous with respect to the weak* topology such that we have for any f ∈ C b (R)
Moreover,
The process
. Of course, if the measure valued process is L 2 −bounded in the variation norm, the Itô integral process exists, and our statement becomes more stringent.
Then the Itô integral process for F exists and is continuous in the strong topology induced by the total variation norm.
Proof: Since for a measure µ ∈ M we have
we know that the process (|F t |) t∈[0,1] is measurable and adapted. For any f ∈ C b (R), ||f || ≤ 1, we obviously have
The argument starting with (5) can now be replaced by a simpler one based upon
which derives the existence of continuous integral processes
The classical Clark-Ocone formula states that for F ∈ D 1,2 one has
Our next aim is to derive a measure valued version of this formula. For this purpose, we first have to extend the operation of conditional expectation to measure valued quantities.
Let F be an M−valued random variable, which is F− measurable. This means that F, f i is F−measurable for any i ∈ N. Then also F, f is F−measurable for f ∈ C b (R). Let G ⊂ F be a σ−algebra. Then for any i ∈ N the conditional expectation E( F, f i |G) is well defined, up to P −a.s. equality. Let then
Then the conditional expectation is defined up to P −a.s. equality, and by definition we have
for i ∈ N. Now suppose in addition
Let f ∈ C b (R) be arbitrary, and choose a subsequence (g i ) i∈N of (f i ) i∈N such that g i → f. Then we know that
as i → ∞. By using Jensen's inequality in addition, we also obtain
as i → ∞.Therefore we get Proposition 1.5 Let F be F−measurable with values in M, G ⊂ F a σ−algebra. Assume (6) . Then there exists a uniquely (up to P −a.s. equality) determined G−measurable random variable E(F |G) with values in M such that for any f ∈ C b (R) we have
If we know that F is integrable in the variation norm, the statement of the preceding proposition becomes more direct. Proposition 1.6 Let F be F−measurable with values in M, G ⊂ F a σ−algebra.
Suppose that E(|F |) < ∞. Then there exists a uniquely (up to P −a.s. equality) determined G−measurable random variable E(F |G) with values in M such that for any
We are ready to formulate a measure valued Clark-Ocone formula.
Proof: For i ∈ N the classical formula yields
But by proposition 1.6, proposition 1.2 and definition, we have for any t ∈ [0, 1]
Hence by proposition 1.4 and definition
where the measurability is again due to the measurability in the scalar case and the embedding. Since similar, but simpler identifications are valid for F and E(F ) (the conditional expectation with respect to the trivial σ−algebra), (7) may be applied to yield the desired formula. This completes the proof. 2
Stochastic integral representations of conditional laws
Guided by our prototypical example L = sup 0≤t≤1 W t , in this section we will give integral representations of the conditional densities of random variables L with respect to the σ−algebras F t , t ∈ [0, 1], of the small filtration. Let L be an F 1 −measurable random variable, and P t (., dx) a version of the regular conditional law of L given F t , t ∈ [0, 1]. We know that the process P t (., dx), t ∈ [0, 1], is a measure valued martingale: for any f ∈ C b (R), the process P t (., dx), f , t ∈ [0, 1], is a real valued continuous martingale which, provided L is smooth enough in the sense of Malliavin's calculus, can be represented by the formula
(see [19] for the setting, where all measures are absolutely continuous with respect to a joint reference measure). As follows from the martingale representation theorem in the Wiener filtration, in order to be able to write the stochastic integral in this formula, one of course does not need Malliavin differentiability of P t (., dx) on the whole interval [0, t], but just the existence of a well behaved trace type object D t P t + (., dx) in the sense of a limit of D t P s (., dx), as s ↓ t, in a suitable mode of convergence. Not to restrict generality too much from the start, we shall work with smooth approximations of P t (., dx) and take limits only for the trace type objects.
Let L ∈ D 1,2 , and N an additional N (0, 1)− variable on our probability space which is independent of F 1 . For ǫ > 0, let
and P ǫ t (., dx) a version of the regular conditional law of L ǫ given F t , 0 ≤ t ≤ 1. In this section we shall work under the hypothesis
Denote by p ǫ the probability density of √ ǫ N . Then for f ∈ C b (R) we have
Moreover, for 0 ≤ r ≤ t, y ∈ R,
(H) allows to apply the Clark-Ocone formula, and we obtain for f ∈ C b (R), t ∈ [0, 1]
Then, due to the boundedness of x → xp ǫ (x) and (H), we obtain a constant c ǫ such that
Hence we have sup
Since moreover for any ǫ > 0, t ∈ [0, 1], p ≥ 1 by an easier argument
Theorem 1.1 allows us to write
for ǫ > 0, t ∈ [0, 1]. We aim at passing to the limit ǫ → 0 in (10), thereby keeping track of the convergence of the measure valued processes k ǫ t (., dx), t ∈ [0, 1]. To gain a better insight into which aspects are essential, let us first treat our prototypical example. Our treatment shares some aspects with Jeulin's [22] , but in contrast is based on Malliavin's calculus.
Example 1:
Let L = sup 0≤t≤1 W t , N be a N (0, 1)−variable independent of F 1 . For t ∈ [0, 1], 0 ≤ h ≤ 1 − t denote by S t = sup 0≤s≤t W s , and β h = sup 0≤k≤h (W k+t − W t ). Then we have
with β 1−t independent of W t , S t . Denote by f 1−t the density of the law of β 1−t . We have
It is well known (see Nualart, Vives [30] ) that S t ∈ D 1,p for all 0 ≤ t ≤ 1, and, if τ t denotes the (P −a.s. uniquely defined) random time at which W takes its maximum on the interval [0, t], we have
In particular, if we omit the subscript for t = 1, we have
Hence for t ∈ [0, 1], ǫ > 0, y ∈ R we obtain
This in turn implies that with the above notation for t
Now what happens as
as well as
as ǫ → 0. Since sup y∈R |yf 1−t (y)| < ∞, this convergence is bounded by constants depending only on t and f, and the constants are bounded on intervals [0, t] for t < 1. Hence dominated convergence shows
as ǫ → 0, for 0 ≤ t < 1, where
The following convergence is obvious, due to continuity. So for all 0 ≤ t ≤ 1, f ∈ C b (R), we have
Hence (17) yields the equation, valid for any f ∈ C b (R), t ∈ [0, 1]
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The M−valued process k(., dx) even satisfies
Therefore proposition 1.4 immediately implies Theorem 2.1 Let
Hence for our main example there is an integral representation of the process of regular conditional densities of L.
We denote k t (., dx) also by
We now return to the general setting. It is clear that we just have to follow the ideas needed in the treatment of Example 1 to obtain a more general result, which we also formulate in a weak version.
Theorem 2.2 Suppose that there exists an
then for any t ∈ [0, 1]
3 The semimartingale property and relative entropy of the conditional laws
Let us now ask the question under which conditions on L martingales in the small filtration remain semimartingales in the enlarged filtration. We shall formulate the question and our answer in the terminology of the preceding section. We shall show that in case k t (., dx) << P t (., dx) P −a.s. for any t ∈ [0, 1], the answer can be given in terms of integrability properties of the density g t (., x). We shall then proceed to formulate conditions on this density, under which the relative entropy of the conditional laws with respect to the law of L is finite and positive. As it turns out, this is closely related to the question whether the conditional laws are equivalent to the law of L. So, for the whole section, we shall work under the hypothesis (AC) k t (., dx) << P t (., dx) P-a.s. for t ∈ [0, 1].
Let g t (., x), x ∈ R, be a measurable density of k t (., dx) with respect to P t (., dx), t ∈ [0, 1]. To fix the ideas, let us again first have a look at our main example.
Example 2: Let L = sup 0≤t≤1 W t . Then in the notation of the preceding section for ǫ > 0, t ∈ [0, 1]
Letting ǫ → 0, we obtain
Consequently, we see that (AC) is satisfied, and that the density is given by
This formula has also been derived in Jeulin [22] , with a different approach. Jeulin [22] also proves that g t (., L), which is P −a.s. finite, serves as the density of the compensator of W in the enlarged filtration. Let us now show more generally that, provided g t (., L) is well behaved, the semimartingale property is preserved when passing from the small to the enlarged filtration. 
is a G t − Wiener process.
Proof:
Fix 0 ≤ t < 1. By localization, we may suppose that
A standard measure theoretic argument is now used to extend this equation to bounded and measurable h. Since sets of the form 1 For this purpose fix 0 ≤ t ≤ 1, and a nested 0-sequence of partitions (B n i ) i∈N , n ∈ N. More precisely, the partition is increasing with respect to inclusion, and the mesh tends to 0 as n → ∞.
x ∈ R. Then M n , n ∈ N, is a martingale with respect to (H n ) n∈N and P L on B. We emphasize at this place that we are here and in the sequel referring to a spatial martingale property which is valid for any ω ∈ Ω (P −a.s.). Now suppose that
Note that (22) can be rephrased as
For
x ∈ R. Then, for the same reason as above, S n s , n ∈ N, is a martingale with respect to (H n ) n∈N and P s (., dx), which is uniformly integrable and convergent to g s (., .). We emphasize at this point that uniform integrability of the preceding and the two following martingales is due to the absolute continuity condition (AC) and (23) . Moreover, (S n s ) 2 , n ∈ N, is a submartingale, and we have
But by (23), T n s , n ∈ N, is a uniformly integrable martingale. Hence (S n s ) 2 , n ∈ N, is a uniformly integrable non-negative submartingale which converges in
ds is uniformly integrable for the measure P, and therefore
with the Brownian motionW for the filtration (G t ) t∈[0,1] appearing in Theorem 3.1. Hence by standard martingale inequalities (this time in the temporal sense) and the above stated convergence result we obtain
(Ω, F, P ). We finally write Itô's formula for the processes ln P t (., B n i ), which makes sense due to the above calculations. The result is
where H(P t (., dx)|P L ) is the relative entropy of the conditional law P t (., dx) with respect to P L . In particular, H(P t (., dx)|P L ) is P −a.s. finite. So we have finally proved Theorem 3.2 Suppose that (AC) is satisfied, and that
and this random variable is integrable. In particular, P t (., dx) ≪ P L .
The following example shows that under the hypothesis of Theorem 3.2 equivalence of P t (., dx) and P L is too much to hope for, in general.
This expression can be explicitly given, by means of the following computation
It follows from (27) that 1 {t<σ} h t (1 − W t ) is a martingale and so we have
It is easy to see that
Let us denote the density function of σ 1 by g. Since the Brownian motion before reaching level 1 behaves as a Bes(3) process ρ (see Revuz, Yor [33] ), we can conclude that
One can prove in the same way that E(
Thus (26) is satisfied, while P t (., {1}) = 0 for σ < t and P L ({1}) = 0.
It is highly plausible that the following Novikov type condition is sufficient for the equivalence of conditional laws and law of L.
then P t (., dx) is equivalent to P L a.s. for each 0 ≤ t ≤ 1.
Proof: By Theorem 2.2 we have
With the notation of the proof of Theorem 3.2,
Since, for reasons as in the proof of Theorem 3.1, M n (., L) is also a uniformly integrable martingale, we conclude that both sides of the preceding equation converge in L 1 with respect to the measure P L ⊗ P . Note that M n (., x) converges to the Radon-Nykodim derivative f t (., x) of P t (., dx) with respect to P L . Hence we investigate also the equation
Note that by (28)
and so, by Novikov's theorem (see e.g. Revuz and Yor [33] ), the right hand sides of (29) and (30) are well defined. By (24) the right hand side of (30) converges to
So f t (., x) = 0 and this means that P t (., dx) is equivalent to P L . 2
If P t (., dx) is P −a.s. equivalent with P L , the insider model, i.e. the model based on the information flow (G t ) t∈[0,1] allows for no arbitrage. This is shown in the thesis of Amendinger [1] . See also [2] .
We now show that the situation in our main example is quite different, and suggests that there are arbitrage opportunities.
Example 4:
Let L = sup 0≤t≤1 W t , and fix 0 < T ≤ 1. Recall the notation of the above treatments of this example. The random time τ at which the maximum L is taken, is known to have a absolutely continuous law on [0, 1[, with one obvious atom on {1}. By the formula representing g t (., L) we have
Then we may estimate further
Now by Revuz, Yor [33] , Proposition VI.3.13, p. 238, the Brownian motion between τ and τ 0 has the law of a Bes(3). So, conditionally on the event
, which has positive probability, we may estimate the law of the above lower bound by the law of the random variable
where ρ t , 0 ≤ t ≤ 1, is a Bes (3), and σ the first time it hits T 4 . By the well known path properties of the Bessel process, we obtain that (31) is infinite P −a.s., and hence that
on a set of positive probability.
Arbitrage possibilities
In this section we shall see that our prototypical example provides possibilities of arbitrage. We shall use the terminology of Karatzas and Shreve [26] and Delbaen, Schachermayer [9] . The financial markets considered will be based on the Brownian motion in its augmented natural filtration, and will be described by simple one dimensional models. A financial market (b, σ) consists of a progressively measurable mean rate of return process b which satisfies 1 0 |b(t)|dt < ∞ P −a.s. and of a progressively measurable volatility process σ satisfying 1 0 σ 2 (t)dt < ∞ P −a.s. They determine a (stock) price process given by
For convenience, we let S 0 = 1. A progressively measurable process π is called a portfolio process if
The excess yield process R and gains process G are given by the formulas
and
0 ≤ t ≤ 1. The portfolio process is said to be tame if there is some constant c ∈ R such that G(t) ≥ c for all 0 ≤ t ≤ 1. Let
and let C 0 denote the cone of functions dominated by elements of K 0 , i.e.
The semimartingale R is said to satisfy the condition of no arbitrage (NA) if C ∩ L ∞ + = {0}, the condition of no free lunch with vanishing risk (NFLVR) if for the closure C of C in L ∞ we have C ∩ L ∞ + = {0}. Taking up the topics of the preceding sections we next consider L = sup 0≤t≤1 W t , the enlarged filtration
augmented by the P-zero sets, t ∈ [0, 1]. Using the decomposition of Theorem 3.1
we obtain a new financial market (b,σ) withb
with respect to the G−Brownian motionW . In the following statements we refer to the point of view of the insider, i. e. we argue for the G−Brownian motionW , and the financial market (b,σ).
Theorem 4.1 R does not satisfy the condition (NFLVR).
Proof: In a more general setting, Delbaen, Schachermayer [11] proved that there is an equivalent martingale measure which makes R a local martingale if and only if R satisfies (NFLVR). In case the model is based on a Wiener process, hence in our case, there exists at most one equivalent martingale measure Q which, if it exists, has the form
if R possesses the Doob-Meyer decomposition
Now suppose that R satisfies (NFLVR). Comparing (33) and (36) we can see that
Since R satisfies a fortiori the condition (NA), there exists a progressively measurable process θ such thatb t = σ t θ t , t ∈ [0, 1]. See for example Theorem 4.2. in Karatzas, Shreve [26] . This fact combines with (35) to give the formula
We shall show in the subsequent Lemma that . We have to prove that
2 dt = ∞ on a set of positive probability. Let us assume that on the contrary
P −a.s.. Let τ be as in section 3 the random time when the maximum of W before time 1 is reached. For ǫ > 0 let
From (32) we know that for any ǫ > 0 on the set {τ + σ(ǫ) < 1}
while obviously
Since this set has positive probability for ǫ small enough, we have (39) on a set of positive probability. Furthermore, we obtain the following estimate
We know, moreover, that for t
so that our estimate is seen to give
by F−adaptedness of b and σ, where
. Let us next fix T < 1 and ǫ > 0 such that the set {τ + σ(ǫ) < T } still has positive probability. Now (38) and (40) clearly imply that we have We define the tame strategy
Note that the set {L > c + 1 2 } has positive probability. Hence for the gains process the following estimation is valid. We have for all t ∈ [0, 1] is bounded, the type of strategy of the preceding Theorem curiously does not work. We have to take resort to a different strategy. As we shall see, in this case the drift may destroy any tendency in the development of W before or after the time at which it takes its maximum. But in an eventually very short interval just after the maximum is taken, provided the drift is sufficiently well integrable, the Wiener process will decrease at a too fast rate, so that the insider can take advantage of the corresponding decay of the price. Note that the following Theorem includes the dual statement of the preceding Theorem, i.e. that there exists a constant c such that for all s ∈ [0, 1] we have bs σs ≤ c, but that the arbitrage strategies are quite different.
We denote by f + resp. f − the positive resp. negative part of a function f . 
The crucial point for our argument is the following observation. Given L, the process (ρ t = L − W τ +t : 0 ≤ t ≤ 1 − τ ) is a Bes(3) process. Moreover, due to Pitman's Theorem (see Revuz, Yor [33] , p. 253), ρ has the same law as the initial piece of the process (2M t − B t : 0 ≤ t ≤ 1), where B is a one dimensional Brownian motion with maximum process M . Since -as is easy to see by a standard Borel-Cantelli argument -lim t→0 = ∞ P − a.s. for q < 2.
(47) and (48) together imply that on a random, small but nontrivial time interval just after τ , we have
Hence the G−stopping time
is strictly bigger than τ as long as τ < 1 P −a.s. Using this stopping time, we may define our tame strategy. Let Then we obtain for t ∈ [0, 1]
≥ −1 and
≥ 0 and > 0 on the set {τ < 1} which has positive measure. This completes the proof. 
Proof:
The condition clearly implies the p−integrability of the quotient for any p > 2. 2
