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Abstract
Structure Learning of Gene Interaction Networks
P. Jones
Department of Mathematics,
University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.
Thesis: MSc (Mathematics)
January 2014
There is an ever increasing wealth of information that is being generated re-
garding biological systems, in particular information on the interactions and
dependencies of genes and their regulatory process. It is thus important to be
able to attach functional understanding to this wealth of information. Math-
ematics can potentially provide the tools needed to generate the necessary
abstractions to model the complex system of gene interaction.
Here the problem of uncovering gene interactions is cast in several contexts,
namely uncovering gene interaction patterns using statistical dependence, co-
occurrence as well as feature enrichment. Several techniques have been pro-
posed in the past to solve these, with various levels of success. Techniques
have ranged from supervised learning, clustering analysis, boolean networks
to dynamical Bayesian models and complex system of diﬀerential equations.
These models attempt to navigate a high dimensional space with challenging
degrees of freedom.
In this work a number of approaches are applied to hypothesize a gene
interaction network structure. Three diﬀerent models are applied to real bi-
ological data to generate hypotheses on putative biological interactions. A
cluster-based analysis combined with a feature enrichment detection is ini-
tially applied to a Vitis vinifera dataset, in a targetted analysis. This model
bridges a disjointed set of putatively co-expressed genes based on signiﬁcantly
associated features, or experimental conditions. We then apply a cross-cluster
Markov Blanket based model, on a Saccharomyces cerevisiae dataset. Here
the disjointed clusters are bridged by estimating statistical dependence rela-
tionship across clusters, in an un-targetted approach. The ﬁnal model applied
to the same Saccharomyces cerevisiae dataset is a non-parametric Bayesian
ii
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method that detects probeset co-occurrence given a local background and in-
ferring gene interaction based on the topological network structure resulting
from gene co-occurance. In each case we gather evidence to support the biolog-
ical relevance of these hypothesized interactions by investigating their relation
to currently established biological knowledge.
The various methods applied here appear to capture diﬀerent aspects of
gene interaction, in the datasets we applied them to. The targetted approach
appears to putatively infer gene interactions based on functional similari-
ties. The cross-cluster-analysis-based methods, appear to capture interactions
within pathways. The probabilistic-co-occurrence-based method appears to
generate modules of functionally related genes that are connected to poten-
tially explain the underlying experimental dynamics.
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Struktuur Leer van Interaksie Netwerke van Gene
(Structure Learning of Gene Interaction Networks)
P. Jones
Departement Wiskunde,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Tesis: MSc (Wiskunde)
Januarie 2014
Daar is 'n toenemende rykdom van inligting wat gegenereer word met betrek-
king tot biologiese stelsels, veral inligting oor die interaksies en afhanklikheids-
verhoudinge van gene asook hul regulatoriese prosesse. Dit is dus belangrik om
in staat te wees om funksionele begrip te kan heg aan hierdie rykdom van inlig-
ting. Wiskunde kan moontlik die gereedskap verskaf en die nodige abstraksies
bied om die komplekse sisteem van gene interaksies te modelleer.
Hier is die probleem met die beraming van die interaksies tussen gene
benader uit verskeie kontekste uit, soos die ontdekking van patrone in gene
interaksie met behulp van statistiese afhanklikheid , mede-voorkoms asook
funksie verryking. Verskeie tegnieke is in die verlede voorgestel om hierdie
probleem te benader, met verskillende vlakke van sukses. Tegnieke het gewissel
van toesig leer , die groepering analise, boolean netwerke, dinamiese Bayesian
modelle en 'n komplekse stelsel van diﬀerensiaalvergelykings. Hierdie modelle
poog om 'n hoë dimensionele ruimte te navigeer met uitdagende grade van
vryheid.
In hierdie werk word 'n aantal benaderings toegepas om 'n genetiese inter-
aksie netwerk struktuur voor te stel. Drie verskillende modelle word toegepas
op werklike biologiese data met die doel om hipoteses oor vermeende biologiese
interaksies te genereer. 'n Geteikende groeperings gebaseerde analise gekom-
bineer met die opsporing van verrykte kenmerke is aanvanklik toegepas op 'n
Vitis vinifera datastel. Hierdie model verbind disjunkte groepe van vermeende
mede-uitgedrukte gene wat gebaseer is op beduidende verrykte kenmerke, hier
eksperimentele toestande . Ons pas dan 'n tussen groepering Markov Kombers
model toe, op 'n Saccharomyces cerevisiae datastel. Hier is die disjunkte groe-
perings ge-oorbrug deur die beraming van statistiese afhanklikheid verhoudings
iv
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tussen die elemente in die afsondelike groeperings. Die ﬁnale model was ons
toepas op dieselfde Saccharomyces cerevisiae datastel is 'n nie- parametriese
Bayes metode wat probe stelle van mede-voorkommende gene ontdek, gegee 'n
plaaslike agtergrond. Die gene interaksie is beraam op grond van die topologie
van die netwerk struktuur veroorsaak deur die gesamentlike voorkoms gene.
In elk van die voorgenome gevalle word ons hipotese vermoedelik ondersteun
deur die beraamde gene interaksies in terme van huidige biologiese kennis na
te vors.
Die verskillende metodes wat hier toegepas is, modelleer verskillende as-
pekte van die interaksies tussen gene met betrekking tot die datastelle wat
ons ondersoek het. In die geteikende benadering blyk dit asof ons vermeemde
interaksies beraam gebaseer op die ooreenkoms van biologiese funksies. Waar
die aﬂeide gene interaksies moontlik gebaseer kan wees op funksionele oor-
eenkomste tussen die verskeie gene. In die analise gebaseer op die tussen
modelering van gene groepe, blyk dit asof die verhouding van gene in bekende
biologiese substelsels gemodelleer word. Dit blyk of die model gebaseer op die
gesamentlike voorkoms van gene die verband tussen groepe van funksionele
verbonde gene modelleer om die onderliggende dinamiese eienskappe van die
experiment te verduidelik.
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Chapter 1
Introduction
There has been a general increase in the amount of data that is generated in
the ﬁeld of genomics [6]. One of the drivers of this increase is the application
of high-throughput technology, speciﬁcally in the ﬁeld of sequencing [11]. This
wealth of information has lead to an increased need for development in the
ﬁeld of functional genomics [1, 9, 8]. This may lead to an improvement of
our functional understanding of the fundamental processes that occur within
a cell by delineating the interactions of its fundamental components: genes.
Therefore, this work will attempt to model the interaction from an exploratory
approach in order to develop hypotheses about gene interactions that can then
be further investigated. These hypotheses may potentially broaden our ability
to manipulate and control organisms at a cellular level.
At the very basis of functional genomics is understanding the interaction
between genes and gene products [5]. There are several possible ways to deﬁne
what is meant by this interaction, and several ways to gain a conceptual under-
standing of such an interaction. Methods and approaches have been adapted
from various ﬁelds in an attempt to approach the problem from diﬀerent per-
spectives.
For the purposes of this thesis a more general deﬁnition of the concept of
interaction is used. The interaction between genes is deﬁned in terms of their
relationship; this relationship can either be between their respective products,
between their respective regulatory components or the genes themselves can
have a regulatory relationship with each other. Given this context, we abstract
the problem by visualizing it in terms of a network, or graph. Utilizing this
context there are several possible ways to model the interaction between genes.
These methods can involve the application of a dynamical approach that
attempts to model the problem based on assuming some nature for the in-
teraction of these genes. This may be in the form of a system of diﬀerential
equations, a set of binary interacting components or a network of interacting
random variables [12, 13, 10]. Alternatively patterns prevalent in observed
data can be uncovered, where the nature of these patterns may potentially
indicate interactions. Patterns can be uncovered by modelling clusters of vari-
1
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ables based on some measure of association. This association may take the
form of similar observed responses, functional characteristics or variable simi-
larity [3, 2].
In this thesis we aim to apply diﬀerent approaches in an attempt to uncover
the patterns in expression data, each based on certain assumptions. With the
expression data putatively capturing the observed activity of genes under a set
of perturbations. And the patterns uncovered from this data may allow for
hypotheses on potential associations between genes.
Our ﬁrst approach, a targetted analysis, aims to explore the relationship
between a set of known variables. The association between a set of grapevine
genes in the context of putative co-expression is investigated by taking into
account dominant perturbations that may potentially drive the putative co-
expression. The assumption underlying this approach is that co-expressed
genes are assumed to have some common putative function.
We then aim to hypothesize relationships between putative metabolically
related genes in an untargetted co-expression based approach. Here the as-
sumption is made that sets of putatively co-expressed genes are inﬂuenced
by other sets of putatively co-expressed genes across time. The relationships
between genes are explored based on the statistical dependence between the
observed expression of these putative sets in the context of yeast.
Alternatively, we also model the interaction between genes based on the
assumption that subsets of co-occurring clustered genes act together, thus
producing the observed expression values. We aim to hypothesize alternative
relationships between these putative metabolically related genes. This is done
using a combined statistical model to generate a network topology that is then
summarized and investigated.
These methods are applied in the context of exploratory analysis and hy-
pothesis generation with putative evidence provided in support. This evidence
is gathered from current known biological information. Each of the methods
highlighted above represents a novel approach in the attempt to capture pu-
tative gene interactions from patterns in gene expression data.
The thesis will ﬁrst discuss the current literature, providing necessary in-
formation on the biological context and mathematical theory underlying the
above methods, followed by a discussion on each respective exploratory method
in the chapters that follow.
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Literature Review
To meaningfully discuss gene interaction networks and how to derive them,
some preliminary information is needed, both in terms of biological back-
ground, mathematical theory and a general understanding of the current and
prior developments in this ﬁeld. The basic biology regarding gene interaction
is discussed ﬁrst and then an outline of microarray experiments is described.
These experiments serve as the primary sources of data in the hypothesis
generation approaches. A discussion of some of the important mathematical
concepts used in this thesis as well as their related application in the literature
completes this chapter.
Biological Context
With the increase in the availability of biological data, the potential mean-
ingful available information of these systems also increases [58]. Currently, at
the time of writing, the Kyoto Encyclopedia of Genes and Genomes (KEGG)
database consisted of 2,367 completed genomes and 9,592,536 genes [65]. The
Gene Ontology contains 36,445 non-obsolete terms, used to annotate genes
with their putative function and characterize them. The KEGG database has
been in development since 1995, and is currently managed by Kanehisa Lab-
oratories. It consists of the functional integrated information from genomic,
systematic and chemical resources [65]. The Gene Ontology project consists
of the description of gene products and it aims to provide a consistent de-
scription of biological processes and molecular functions [10]. These represent
a signiﬁcant proportion of the currently available knowledge regarding gene
interaction. The network-based study of these biological systems have con-
tributed signiﬁcantly to this knowledge base [108, 26, 140].
The central dogma outlined in Figure 2.1 provides a summary of our global
understanding of the fundamental interaction driving cellular function and de-
velopment. Deoxyribonucleic acid (DNA) is a fundamental component of a
cell. It consists of two polymer strings with repeating molecules called nu-
cleotides, supported on a sugar phosphate backbone [137]. These nucleotides
5
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Figure 2.1: Central Dogma
The Central Dogma of molecular biology which illustrates the ﬂow of information.
are often abstracted as four letters: A (Adenine), C (Cytosine), G (Guanine)
and T (Thymine). Together these form the building blocks for more complex
structures in an organism. DNA is structured into chromosomes that both
vary in number and size between species; as an example humans have 23 chro-
mosomes that range in lengths from 51 million base pairs to 245 million base
pairs. While on the other hand Saccharomyces cerevisiae, has only 16 chro-
mosomes that vary in length between 230 000 and 1,530,000 base pairs. These
chromosomes contain functional parts called genes, which encode the neces-
sary information for cellular function. Genes are transcribed into ribonucleic
acid (RNA), by the process of transcription, which is regulated by a protein
called a transcription factor. These transcription factors are believed to bind
to an upstream region of the gene, known as the promoter region.
Once a transcription factor binds to its binding region, RNA polymerase
is then recruited. The DNA structure is then transcribed using the concept
of complementary base pairing. This process is made more complex by many
transcription factors potentially binding to the same or similar regions, and
together they may activate or repress the transcription of a gene. The level of
RNA produced by a speciﬁc gene is referred to as gene expression.
Here regulation refers to the interacting components that leads to the ac-
tivation, repression or combination of both, of an individual or set of genes.
A set of genes are said to have interacted if the products of these genes inter-
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 2. LITERATURE REVIEW 7
act, a subset of these genes are involved in the regulation of another subset
of these genes or the set of genes regulate a set of genes outside this set. The
information in messenger RNA (mRNA) that determines the protein sequence
that will result from translation is encoded in sets of three contiguous nu-
cleotides known as codons. These codons are then categorized into groups of
amino acids which are the building block of proteins. Proteins as indicated
in the depiction of central dogma, can, in turn, inﬂuence DNA, potentially
inﬂuencing the transcriptional regulation of another protein or even proteins
similar to itself, potentially repressing or activating transcription and eventu-
ally translation. The afore mentioned process eﬀectively describes the central
dogma and the situation becomes more involved as there are several additional
factors that could inﬂuence this process. Essentially, gene regulation, which
collectively refers to the various systems that impact gene expression, is a
complex combinatorial dynamical system, which involves several interacting
components [139, 107, 77, 121, 130].
Microarrays
One of the primary types of data that serves as a source for gene regulation
studies in observing the expression of genes under various perturbations is mi-
croarray data. Microarray data measures the expression of thousands of genes
at a time given a particular perturbation, or a collection of perturbations.
The process involves the extraction of mRNA from a particular target cell.
The messenger RNA, mRNA, is then reverse transcribed into complementary
RNA, cRNA. To be able to monitor the expression levels of these cRNA's, they
are labelled with ﬂuorescent molecules. The cRNA is fragmented and then hy-
bridized to a gene chip[110, 138]. With hybridization there is variable strength
or regularity in the binding of nucleotide sequences to their complements. De-
pending on, amongst other things, the composition of the nucleotide sequence
and the condition of the medium they reside in, some nucleotide sequences
may bind more readily to others.[95].
This is an important bias that could inﬂate intensity values. Often the chip
is also designed so that there are multiple probe sequences that match to a
particular gene, thus probes are often referred to in terms of probesets. Gene
chips consist of thousands of neatly organized spots and each spot has several
probe sequences attached, where probes can be DNA or cDNA sequences. The
chips are washed and then analysed using spectroscopy techniques to quantify
the ﬂuorescent signal produced at each spot. The quantitative results from
each chip are then processed, resulting in a matrix of values. This matrix,
called a gene expression matrix, has rows that indicate probe sequences and
columns that indicate the chip and thus the perturbation applied. Often these
rows represent probesets, rather than individual probes. This matrix is also
the result of an extensive analysis process that attempts to reduce the technical
and experimental noise of the entire process.
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There are a number of concerns regarding gene expression data. Apart from
the technical and experimental noise that may still remain and be propagated
throughout the experimentation process, there is a distinct lack of degrees
of freedom to consider. This occurs as there is generally a large number of
variables measured with a very small number of samples. The experiments are
also generally repeated only a few times and in some cases not repeated at all
[124]. The main driver of this data problem is that microarray experiments
are costly and they are also prone to experimental complications, the result
of a noisy process, though there does exist evidence to contradict this popular
belief [71]. Regardless, microarrays remain a popular source of information
and several techniques and methods have been proposed in order to improve
the information content of these data sources [117, 66].
There is a considerable amount of pre-processing that is done to obtain
an expression matrix from a microarray experiment. The pre-processing could
potentially reduce the inﬂuence that noise, both technical and biological, has
on the data. Adjusting for systematic noise and bias may also allow for a more
meaningful comparison of two diﬀerent arrays. This process is referred to as
normalization [111, 31]. One of the most popular methods for normalization
of an Aﬀymetrix GeneChip is Robust Multiarray Averaging (RMA) [61]. This
process involves correcting for background noise, transforming the data by
taking the log2 of the intensity values and then applying quantile normalization
[8].
It is important to note that this work is concerned with hypothesising gene
interactions which is then depicted in a network structure. This means that
the nodes of the network are genes, or as their respective proxies, probes or
probesets. The concepts of nodes and networks will be explained further below.
Graph Theory
Identifying how the various components of these networks interact may im-
prove our understanding of an organisms development or how these organism's
response to various stresses and perturbations. Networks, or graphs, provide
an intuitive way in which these interactions can be described, visualized and
better understood. Not only has graph theory been used as a visualization
tool for these complex networks, but also as a means to uncover properties
that may have biological signiﬁcance [51, 2].
The fundamental component in this work is a network, or graph, a concept
formally explored by Euler in [34]. Here a graph, G is given by the sets {V,E},
with V a ﬁnite set referred to as the vertex set, also called a set of nodes, while
E is called an edge set such that (i, j) ∈ E, i ∈ V, j ∈ V . Thus an edge, which is
an element of the edge set, describes a connection between nodes. If the order
of the connection is important, then the edge is called a directed edge, with the
corresponding graph being referred to as a directed graph, alternatively both
are referred to as undirected. In the case of an undirected graph, the elements
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that constitute the edge are nodes, which are referred to as incident nodes to
the edge. The number of edges that are incident to a node in an undirected
graph is called the degree of the node. In a directed graph we have in-degree,
the number of edges leading to the node, and out-degree, the number of edges
leading from the node. The nodes that are connected by an edge are called
adjacent to each other [14].
Together the all-against-all representation of adjacency can take the form
of an adjacency matrix. Elements of this matrix can consist of binary values,
where 1 indicates a relationship and 0 indicates the absence of one, alterna-
tively any other value that indicates a weighted connection between nodes can
be used to indicate the relationship between nodes. Here it is important to
clarify that an adjacency matrix is a square matrix with dimension described
by the vertex set, with an element in the matrix indicating a connection be-
tween the nodes corresponding to the respective row and column. This matrix
is symmetrical when the graph is undirected and potentially asymmetric in
the context of directed graphs. For clarity an example of an adjacency ma-
trix for both the directed and undirected case is presented in Figure 2.2, the
convention adopted here is that the source or parents of directed edges are
indicated by the columns and the children or sink of a directed edge is given
by the rows. Thus an edge from A to B is indicted by a 1 in the B,A entry of
the adjacency matrix, assuming the weight of the connection is irrelevant or
absent [14, 136].
A 
D 
B 
C 
A 
D 
B 
C 
A B C D 
A 0 1 0 1 
B 1 0 1 1 
C 0 1 0 0 
D 1 1 0 0 
A B C D 
A 0 0 0 1 
B 1 0 1 0 
C 0 1 0 0 
D 0 1 0 0 
Undirected 
Directed 
Asymmetrical 
Symmetrical 
Figure 2.2: Adjacency Matrix Example
The ﬁgure illustrates an example of a directed graph (top), an undirected graph (bottom) and their
corresponding adjacency matrices. As an example of adjacency in the undirected case, in the bottom ﬁgure
nodes A and B are connected by an edge and are therefore adjacent, which corresponds to a 1 in the B,A
entry as well as a 1 in the A,B entry of the corresponding adjacency matrix. In the directed case there is
only a 1 in the B,A entry, indicating the edge goes from A to B.
In this thesis, gene interaction is at times investigated by considering the
local structure of the network. This local structure is mathematically referred
to as a subnetwork. With subnetworks deﬁned in terms of networks as
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 2. LITERATURE REVIEW 10
Deﬁnition 2.1. (Subnetwork or Subgraph). A subnetwork, G∗ = {V ∗, E∗} is
deﬁned in terms of a graph G = {V,E}, with V ∗ ⊆ V and E∗ ⊆ E, such that
E∗ = {(vi, vj)|∀(vi, vj) ∈ E, vi, vj ∈ V ∗}.
Thus putative gene interaction inference in terms of subgraphs is eﬀectively
a local structure learning problem. This problem can be approached in terms
of inferring the relation between vertices in diﬀerent clusters and/or vertices in
the same cluster. The local inference of gene interaction can then be extracted
for several subset of genes and combined to provide a putative approximation
of the global gene interaction network.
Spanning trees are a particular type of subgraph. As a tree it contains no
cycles and the spanning property ensures it contains all nodes of the original
graph. Uncovering this particular subgraph from a graph structure is viewed
as one of the ﬁrst problems in graph theory, originally investigated by Euler
in [34]. This is also considered to be the ﬁrst formal published application of
graph theory. If the edges in a graph have weights associated with them, then
the problem of uncovering the spanning tree can be investigated in terms of
ﬁnding a spanning tree of minimum weight. The history of approaches used to
solve this problem is discussed in [53]. One of the ﬁrst known algorithms for
determining a minimum spanning tree is the one proposed by Boruvka in [15].
This algorithm is based on searching from one vertex to another and iteratively
adding the edge of lowest weight until a tree is constructed. A criticism of the
algorithm is that it does not take into account the historical edges added.
Current algorithms used are Prim's algorithm, originally introduced in [62]
and Kruskal's given in [73]
Various aspects of the network topology can be used to generate hypotheses
on the biological nature of gene interactions. For a review on some of the
biologically relevant aspects of network structure see [12]. Among the various
topological characteristics of a network the concept of cliques and communities
have found considerable interest in the study of genes [18].
A clique, C, is deﬁned with regards to a graph G, as a complete subgraph.
A graph is called complete if it contains all possible edges for its node set. A
clique is said to be maximal if there does not exist another clique, H, such
that C is contained within H. The problem of identifying the set of maximal
cliques for a graph is closely related to the concept of ﬁnding the maximum
clique in a graph. This problem is known to be NP-complete, thus no eﬃ-
cient time algorithm currently exists to solve it exactly, therefore approximate
algorithms are generally applied [43]. In the application of clique detection
the objective is often to identify dense structures or triangle type structures
in a network. Depending on the node description these structures could have
biological meaning. This concept has been applied to gene expression analy-
sis, motif discovery, protein structure comparison and genetic variation disease
studies related to single nucleotide polymorphisms [76, 11, 32, 75].
A related concept to cliques, that identify locally dense topologies, is that
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of communities. A community is deﬁned as a set of nodes for which edges
within the community are more dense than edges between communities. De-
pending on the explicit deﬁnition used for a community, the problem is also
NP-complete. Communities capture the intuition of highly interactive mod-
ules. Several algorithms have been proposed and applied in a variety of ﬁelds,
for a comprehensive review of these algorithms see [38]. In the ﬁeld of gene
expression analysis, [126] argued for the application of networks in identifying
gene co-expression modules to hypothesize functional relationships between
sets of co-expressed genes by observing the resulting network topology. Re-
cently, [129] applied community detection to a network of Escherichia coli
putatively co-expressed genes. The application identiﬁed a robust, hierarchi-
cal, functionally related community structure, where communities were each
signiﬁcantly enriched in terms of Gene Ontology.
Functional Genomics
With the advent of high-throughput methods in the ﬁeld of genomics, there
has been a wealth of information generated. The area of functional genomics
is concerned with the dynamical interaction between genes and gene products
that can be derived from this information [106, 49]. One of the approaches used
to functionally link genes is to compare their respective gene sequences. This
is often done in phylogenetics, where the sequences are compared and aligned
to hypothesize an evolutionary history of association [52]. The assumption is
that genes that have similar phylogenetic proﬁles may be functionally related
in some way [42, 104, 60].
Eﬃciently comparing large sequences is therefore an important aspect of
functional genomics. Several methods to approximately match strings have
been proposed, and a review of several algorithms is given in [64]. A popular
method to compare sequences of nucleotides or amino acids is the Basic Lo-
cal Alignment Search Tool (BLAST) [6]. This heuristic algorithm attempts
to approximate a globally optimal alignment by maximizing a measure of lo-
cal similarity. Alternative implementations of BLAST have been proposed to
adapt the algorithm to more speciﬁc topical areas. ScalaBLAST optimizes
BLAST comparison for larger datasets [100]. There are also BLAST imple-
mentations that are speciﬁcally used to compare speciﬁc sequence types such
as nucleotide sequences with BLASTn, a translated nucleotide sequence to a
set of protein sequences using BLASTx, a decoded protein sequence to a set of
nucleotide sequences using tBLASTn and comparing protein sequences using
BLASTp [7, 145, 19].
Dynamical Models
There have been several techniques developed over the years to both study
and generate these networks. These techniques are quite varied and each
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 2. LITERATURE REVIEW 12
have their respective strengths and weaknesses. A comprehensive review of
all the available techniques in the literature falls beyond the scope of this
thesis, thus the set of models and techniques chosen provide an outline of the
state of scientiﬁc knowledge with regards to the dynamical modelling of gene
interaction networks.
Gene regulation can be viewed in a very simpliﬁed fashion as an interac-
tion of 'on' or 'oﬀ' switches. One of the earlier models implemented by [51]
utilized a type of boolean network to analyse the structure and behaviour of
biochemical control networks. Boolean networks were also proposed by [74]
and [3] in the study of gene regulation. This was extended by [119], [120] and
[67] by adding a stochastic framework resulting in Probabilistic Boolean Net-
works, which incorporate certain elements of uncertainty. Boolean networks
attempt to model the dynamics of gene interaction using rules in the form of
boolean functions. In the model proposed by [67], nodes in the graph consist
of genes, inputs and outputs, here each node takes on a binary value, edges
indicate connection between the various processes and the states of the system
evolve using Boolean Functions. These functions often take the form of logical
operators such as AND, OR and XOR. The general limitation of these models
is that they view expression of genes as binary, either 'on' or 'oﬀ' when it is
known that gene regulation is more continuous. One of the beneﬁts of these
approaches is that they can uncover dynamical behaviour of gene regulatory
networks, such as the study done by [78], where a yeast network was found
to be resistant to small perturbations and the conclusion drawn that certain
gene regulatory networks are robust.
The stochastic binary model of boolean networks can be extended to a
more general continuous framework. The paper by [119] indicated the connec-
tion between the Probabilistic Boolean Networks and the Bayesian Network.
The latter is another popular method for analysing gene regulatory networks.
Bayesian Network models, in the study of gene regulation, have been proposed
by, amongst others, [144], [40], [41] and [59]. These models are probabilistic in
nature and beneﬁt from their natural ability to incorporate prior information
into the model. This allows the model to cope well with some of the inher-
ent restrictions of microarray data. A Bayesian Network model attempts to
model the interaction between nodes in a network as a product of conditional
probability distributions. The set of variables are modelled in terms of a joint
probability distribution that is factorized using conditional probabilities. The
nature of this factorization is based on the dependence relationship between
these variables. Bayesian Networks assume that these dependence relation-
ships are given by the network structure itself. Therefore nodes are viewed as
random variables that collectively form a joint probability distribution. The
edge structure describes conditional dependence, thus the joint distribution
can be factored into a product of conditional probability distributions. The
application of Bayesian Networks is two-fold. Firstly, the structure itself can
be viewed in a Bayesian context, where the structure can be estimated from a
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posterior probability, viz.
P (G|D) ∝ P (D|G)P (G),
here G is a random variable over graph structures with prior P (G), D
is the observed data with P (D|G) the conditional probability of generating
the data given the graph structure. The normalization constant is left out of
the equation, as generally Markov Chain Monte Carlo simulations are used
to sample graph structures from the posterior P (G|D). Secondly, learning
the actual conditional probabilities that govern the interactions can also be
accomplished using a Bayesian framework.
A review of the reconstruction accuracy of a few of these Bayesian Network
models is provided in [135], where the performance is evaluated on both syn-
thetic and real data. In these networks, nodes are generally considered to be
genes or gene products and the directed edges indicate putative connections
between these components. A major drawback of Bayesian Networks with re-
gards to gene regulation is that the network is required to be acyclic. This
limits the ability of the model to capture feedback loops and auto-regulation.
Bayesian Networks also lead to equivalent classes, because there may be several
network structures that can explain the same probability distribution. In the
comparative work of [135] it was argued that networks that can uncouple these
equivalent classes show an improved performance. This uncoupling was done
by either including intervention data acquired by data collection, additional
information or knowledge of the system itself or by using Dynamic Bayesian
Networks.
A Dynamic Bayesian Network (DBN) is a directed network that results
from unrolling a Bayesian Network with respect to some dimension, often
time. A toy example of this is given in Figure 2.3. These models have been
applied to several systems, for example time series microarray data, in order
to infer the edge structure of regulatory networks in Saccharomyces Cerevisae,
[70]. They have also been applied as predictive models on a DNA repair
network in Escherichia coli and [105], respectively. A further improved version
of a DBN model was proposed by [149]. This model attempts to solve the
computational burden of standard DBN models by using an initial variable
selection phase. The results indicate an improvement in predictive accuracy
of the gene regulatory network, with an improved overall run-time. Standard
DBN models have considerably more variables than their Bayesian Network
counterparts and the sample space of possible graph structure is thus much
larger. This could potentially impact the eﬀectiveness of structural inference,
therefore there are often restrictions applied to the search space. The nature
of these networks also allows for the modelling of feedback loops, which is an
important known process in gene regulation.
The set of variables that have a statistical conditional dependence rela-
tionship with a target variable is often referred as the Markov Blanket of the
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Figure 2.3: Dynamic Bayesian Network Example
The ﬁgure shows a directed network (top) unrolled over some index into a Dynamic Bayesian Network.
Given some starting set of parameters, the edge structure of the unrolled network maintains the
dependency on the original network. The network can be unrolled for arbitrary many indices. It is
assumed here that the interaction deﬁned occurs across indices and not within.
target variable.The term Markov Blanket was originally coined by [103]. In the
context of a network these blankets describe the immediate neighbourhood of
these target variables. When modelling gene interaction by statistical depen-
dence, such as in Bayesian Network and Dynamic Bayesian Network models,
we can essentially estimate the Markov Blankets for the respective variables
[83]. There have been a number of applications of Markov Blankets and several
algorithms developed to estimate them from data. A target variable's Markov
Blanket is often described as the minimum set of variables for which infor-
mation is needed in order to perform inference on this target variable. This
concept has lead to the application of Markov Blankets to feature selection and
set generation. In order to improve the robustness, computational eﬃciency
and classiﬁcation accuracy of genetic algorithms applied to gene expression
data, [148] proposed the use of a Markov Blanket approach with comparative
success. A review of the application of Markov Blankets to feature selection
and inference of causal structure is given in [4]. In inferring network structure
in the context of gene regulatory networks, [79] proposed the use of Markov
Blanket detection combined with a set of ordinary diﬀerential equations, using
local dynamics to infer the network structure. It was argued that the success
of this method may depend highly on the Markov Blanket detection algorithm
used as well as the Euler approximation applied to the diﬀerential equations
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[99].
One of the most powerful methodologies that has been used to model the
dynamics of these systems, and therefore to infer the nature of gene interac-
tion, is a system of ordinary diﬀerential equations. A basic diﬀerential equation
model was proposed by [22]. Their model was based on kinetic equations which
incorporates degradation rates of mRNA and proteins. They also discussed two
methods that could be used to infer the parameters of their model under dif-
ferent assumptions, however, their model was not applied to real experimental
data. This model was extended by [29] and applied to data from Bacillus sub-
tilis, their approach involved using Akaike's Information Criterion to infer the
sparsity of the network rather than assuming a particular form of sparsity as
done in chen1999modeling. Here sparsity is in reference to the number of genes
which putatively inﬂuence the expression of a target gene, this number being
relatively small. These models have several diﬀerent forms, each attempting to
model diﬀerent aspects of gene interaction based on various assumptions. Two
important limitations of these models are: they are often linear and therefore
cannot fully capture the non-linear dynamics of the system and further, the
models assume a static inﬂuence across the time-course. The latter results
in the inability of the model to capture switch-like behaviour, whereby under
certain perturbations the system might utilize diﬀerent biological regulatory
pathways. Alternative models have also been suggested, such as the system of
diﬀerential equations proposed by [115], where parameters are estimated using
genetic programming and least mean squares. Other examples of non-linear
methods have also been proposed in [131], [133] and [45]. The latter model
proposes the use of hill functions that are approximated using discrete step-
wise functions and therefore applying a piecewise linear model to investigate
the dynamics of the system. Diﬀerential equations are well studied and pro-
vide a detailed description of the dynamics underlying a system. The model
depends highly on knowledge of the underlying system, which often involves
a number of assumptions. These models also require large reliable datasets to
estimate the parameters of the model. This has lead to a number of papers and
discussion on artiﬁcial networks for benchmarking and parameter estimation.
These artiﬁcial networks are generated using a system of diﬀerential equations
or synthetic biological engineering, [118, 20]. It has also recently been shown
that there exists a particular equivalence between the Euler approximation
of a particular set of ordinary diﬀerential equations and a Dynamic Bayesian
model based on a Gaussian Distribution and regression [99].
Artiﬁcial networks take the form of a hypothesized synthetic network, from
which synthetic data is generated using the proposed system of diﬀerential
equations. Thus if a model is applied to the synthetically generated data, the
resultant inferred network can then be compared to the original hypothesized
network. These types of networks are based on an assumed dynamic that
govern the underlying system. Therefore datasets constructed from these net-
works, when utilized for exploratory analysis and hypothesis generation, may
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be biased towards these assumed dynamics. The hypothesis proposed may sim-
ply reﬂect this dynamic instead of the real biological phenomena. Nevertheless
these networks have been used extensively in algorithm development, provid-
ing a framework to benchmark methods in a machine learning context and
assess their respective predictive capacities. These networks are not applied in
this thesis as the focus is on exploratory analysis and hypothesis generation.
Metrics and Clustering
Apart from the models mentioned above, namely approaches that try to un-
cover the network structure by modelling the dynamics of the system, there are
also methods that have been used to generate modules of putative interacting
genes based on various metric and pattern recognition approaches. In particu-
lar, clustering along with a distance metric can give an indication of modules
of genes that share some underlying characteristic. Modules of genes can refer
to groups of genes that may have some regulatory relationship with respect to
each other, may exhibit some common function in a cell or may even refer to
genes that are part of the same biological pathway or process. The distance
metric used may capture diﬀerent perspectives of the relationship between
genes and thus potentially uncover these putative relationships. These have
been applied to identify groups of putatively co-expressed genes, under the
assumption that these co-expressed genes have similar regulatory mechanisms
or function [16, 17, 142]. In analysing gene expression matrices that are the
results of microarray experiments, these approaches involve the application of
various measures or metrics to vectors of intensity values. These then provide
an indication of similarity of dissimilarity, which can then be used to cluster
the respective vectors into meaningful sets. Measures that have been applied
include Pearson Correlation, Spearman Correlation, Mutual Information and
Euclidean Distance, amongst others [134, 96, 35, 146, 84].
For the analysis of gene expression data, Pearson correlation is one of the
most widely used methods to model the gene expression patterns that are
prevalent in the data. Rather than capturing the distance between gene expres-
sion vectors, potentially modelling the bias associated with hybridization ki-
netics, the shape of the vectors are compared. The variability of strength with
which certain sequences hybridize compared to others may lead to compara-
tively higher intensity values for certain probe sequences or sets, which may
bias the analysis if the objective is to model expression. It is important to note
that correlation does not imply causation. However, it has been extensively
used to infer an approximate dependence relationship between variables. This
is especially prevalent in studies of genotype-phenotype relationships [116].
Given a particular method to capture the distance or similarity between
vectors of gene expression data, clustering can then be performed. Techniques
or methods to cluster gene expression data range from fast simple k-means, in
which the data is partitioned into k sets, to more involved stochastic methods
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such as those using Dirichlet Processes. A brief review of the complexity of gene
expression data and clustering algorithms applied to these datasets is given in
[63, 68]. A similar discussion in terms of network inference, highlighting the
application of clustering and a more advanced dynamic model is given in [33].
Clustering can also result from the application of mixture models, as dis-
cussed in [86]. Mixture models are built on the fundamental assumption that
the mixture or combination of multiple models, functions or distributions can
be used to describe a particular phenomena. These models have been applied
to gene expression (microarray data) with putatively meaningful results. In
[87], expression data was successfully modelled by a mixture of Student-t Dis-
tributions and estimation of the number of components was performed using an
Expectation Maximization Algorithm, with the overall objective of estimating
clusters in a high-dimensional space.
A stochastic extension of mixture modelling for clustering is a Dirichlet
Process Mixture, also explained in Chapter 5 and originally discussed in [9].
These models are an extension of the non-parametric Bayesian Dirichlet Pro-
cess model [37]. They beneﬁt from modelling an inﬁnite number of parameters,
therefore not assuming a ﬁxed number of mixture components. The ﬂexibility
of these models allows for the modelling of diverse phenomena. The param-
eters of interest and clusters can be sampled from the posterior distribution
with the aid of Markov Chain Monte Carlo methods [93]. Models that have
been used to analyse gene expression data using Dirichlet Process Mixture
have been proposed by [27, 30, 88] amongst others. These models diﬀer in the
sampling scheme used and how the results from the sampling scheme are used
to indicate clusters.
Markov Chain Monte Carlo
The application of Bayesian models, such as the Bayesian Network and Dirich-
let Process type models referred to earlier, often require the evaluation of
complex functions. This complexity may simply make these evaluations com-
putationally infeasible. This problem can be addressed using Monte Carlo
methods or its extension, Markov Chain Monte Carlo. The concept of Monte
Carlo methods was formally introduced by [92]. It involves the estimation of
a quantity of interest related to the function by observing samples obtained
from the particular function. The classical example is the calculation of the
expectation of a function, say g(x), that is related to some discrete probability
distribution, say pi(x),
Epi[g(x)] =
∑
x∈ω
g(x)pi(x), (2.0.1)
in the discrete case, this involves the sum over the sample space ω. With
the probability distribution deﬁned for some random variable X, where x is a
observation of the random variable X. If the summation is computationally
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infeasible, the Monte Carlo estimation involves obtaining a random sample
x1, x2, x3, . . . xn from the probability distribution. Then the empirical mean
calculated from the result of evaluating the function at the sample values, can
be used as an estimate for the expected value,
g¯ =
1
n
n∑
i=1
g(xi). (2.0.2)
This estimate can be justiﬁed by the Weak Law of Large Numbers, whereby
the empirical mean of a sample approaches the true underlying mean as the
sample size increases [69]. From this it can be shown that for all  > 0,
lim
n→∞
P (|g¯ − Epi[g(x)]| ≥ ) = 0.
Depending on the functional form of g(x), other quantities of interest can
be estimated. If, for example, the objective is to estimate probabilities from
pi(x) then the same procedure can be applied only with g(x) = 1s, which is the
indicator function. The indicator function takes on a value of 1 when x = s,
and 0 otherwise. The use of Monte Carlo methods are often limited, as the
fundamental assumption is that we can obtain a random sample from a target
distribution pi(x). Bayesian methods often lead to complex distributions, for
which direct sampling may be computationally intractable.
Markov Chain Monte Carlo methods, originally introduced in [91], can be
applied to sample from complicated target distributions and involve sampling
from a constructed Markov chain [50]. Let us deﬁne a Markov Chain,
Deﬁnition 2.2. (Markov Chain). Given a discrete state space, s, and discrete
time space, t. A Markov Chain is given by
{Xt = s; t = 0, 1, 2, 3, . . . , s = 0, 1, 2, 3, . . .}, (2.0.3)
such that
P (Xt+1 = st+1|Xt = st, Xt−1 = st=1, . . . , X0 = s0) = P (Xt+1 = st+1|Xt = st)
(2.0.4)
where Pij = P (Xt+1 = j|Xt = i) denotes the transition probability from state
i to state j, where the transition probabilities given here are assumed to be the
same for all time points. The matrix of all transition probabilities is therefore
denoted as P .
The Markov Chain is constructed in such a way that the limit distribu-
tion of the chain is the target distribution pi(x). These chains are completely
deﬁned by their respective transition probabilities, P , thus eﬀectively the pro-
cess involves determining appropriate transition probabilities to construct the
chain. Transition probabilities deﬁne the probability of transitioning from one
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state to another, where a state is an element from the support of the target
distribution. If the transition probabilities are invariant with respect to time,
then the chain is homogeneous. The assumption here is that we have a discrete
state space and discrete time space, this however can be generalized to their
respective continuous counterparts where we then refer to transition kernels
and Markov Processes. We further restrict our discussion to homogeneous
Markov Chains.
There are a few essential properties that are required of the chain in order
to ensure that the samples generated from the chain are from the target distri-
bution [48]. Firstly, a suﬃcient condition for some limiting distribution to be
our target distribution. This is achieved if the chain satisﬁes general balance
with respect to our probability vector pi(x),
pi(x)P = pi(x). (2.0.5)
Here pi(x) is called the stationary distribution for the transition probabil-
ities and indicates a row vector of probabilities concerned with the random
variable X. Secondly, to ensure that the chain converges to a distribution, the
chain must be ergodic. For a chain to be ergodic, it needs to be irreducible
and aperiodic. For an irreducible chain we require that from any given state
there is a positive probability of reaching any other state. An aperiodic chain
implies there is no ﬁxed interval of time steps, greater than 1, for which the
chain always returns to its current state. With the ergodic property we en-
sure that the chain converges to some distribution, the suﬃcient condition for
this distribution to be our target distribution is given by general balance. The
property of general balance is hard to verify as it may require, in the discrete
case, a summation over a complicated state space, where the general balance
criteria above, implies
∀x∗ ∈ S,
∑
x∈S
pi(x)P (x→ x∗) = pi(x∗). (2.0.6)
To overcome this we can require that our chain satisﬁes the more stringent
property of detailed balance. This is given by,
∀x, x∗ ∈ S; pi(x)P (x→ x∗) = pi(x∗)P (x∗ → x), (2.0.7)
where P (x→ x∗) refers to the transition probability from state x to state
x∗.
A means of constructing a transition probability matrix that satisﬁes the
above criteria was provided by [55]. This is achieved by deﬁning the oﬀ-
diagonal transition probabilities by
P (x→ x∗) = Q(x→ x∗)A(x→ x∗), (2.0.8)
whereQ is any transition probability matrix, also referred to as the proposal
distribution and A is deﬁned by,
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A(x→ x∗) = min{1, pi(x
∗)Q(x→ x∗)
pi(x)Q(x∗ → x) } (2.0.9)
with the restriction that ∀x, x∗ ∈ S;A(x→ x∗) = 0 if Q(x→ x∗) = 0, A is
often also referred to as the acceptance probability of the proposed value. The
diagonal elements are deﬁned such that the respective row sums of P are equal
to one. Say, pi(x), our target distribution, is known only upto some proportion,
pi(x) =
h(x)
c
, (2.0.10)
where we know h and c is some, often intractable, normalization constant.
Then 2.0.9 becomes
A(x→ x∗) = min{1, h(x
∗)Q(x→ x∗)
h(x)Q(x∗ → x) }, (2.0.11)
where we have that the normalization constants cancel out. This construc-
tion of transition probabilities by using the above ensures that we have detailed
balance. All that remains when constructing these chains is to ensure that our
transition probabilities result in a chain that is ergodic. We can construct
irreducible chains by combining transition probability matrices that are not
irreducible but satisfy detailed balance. If a set of transition matrices satisfy
detailed balance, {Pj; j = 1, 2, . . . n}, then we have that
P = P1P2 . . . Pn (2.0.12)
and
P =
1
n
n∑
i=1
Pi (2.0.13)
also satisfy detailed balance. We can use 2.0.12, to construct a MCMC
scheme that is deﬁned for each random variable separately.
When sampling from a MCMC scheme it is important to consider the burn-
in period, thinning and convergence. The Markov Chain will asymptotically
approach the target distribution, convergence is concerned with how long we
need to iterate the chain for until we are assured that we are sampling from
the target distribution. There is no explicit way to determine if a chain has
converged, there are however heuristics that can be used to give an indication
if the chain has not yet converged. These include visualization methods and
test statistics. Visualization methods comprise the use of autocorrelation plots
and trace plots. Trace plots that do not contain large shifts in the sampled
value putatively indicate that we may have convergence. By the very nature of
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Markov Chains, the samples produced are autocorrelated, plots that indicate
an exponential decay in the autocorrelation for larger lag values are putatively
indicative of convergence.
Test statistics such as Geweke [47], which produces a z-score involves cal-
culating the diﬀerence between the the mean of the ﬁrst ninitial proportion
of sampled values and the mean of the last nfinal proportion of sampled val-
ues, normalized by the asymptotic standard error. The normalized diﬀerences
asymptotically follow a standard normal distribution, thus producing a z-score.
This approach is discussed in [25]. One of the major criticisms in the appli-
cation of this test statistic is the unclear choice of ninitial and nfinal, though
a value of ninitial = 0.1 and nfinal = 0.5 was originally suggested. Raftery
and Lewis also discussed diagnostic strategy to determine the number of it-
erations required to achieve a certain level of precision [112]. A diagnostic
test developed by Gelman and Rubin, involves the comparison of two separate
sample runs, thus producing separate chains. The variances between chains
are compared to the variances within chains. A resulting ratio value far from
one therefore provides evidence to suggest a lack of convergence [46].
Gene expression data, speciﬁcally microarray data, remains one of the pri-
mary data sources for the study of gene interaction, gene expression and reg-
ulatory inference. New techniques and approaches are constantly being de-
veloped from various ﬁelds of study. One of the potential reasons for the
development of such a variety of techniques, apart from the fact that they
may oﬀer diﬀerent perspectives or exploit diﬀerent aspects of the system, is
that validation of these techniques is problematic [118]. As mentioned, pre-
viously, there are many techniques based on synthetic benchmarking. One of
the major reasons for this is that the true underlying gene interaction network
is mostly unknown, therefore biologically truthful validation is often compli-
cated. Nevertheless, the complex dynamic of the biological system can often
not be captured by hypothesized synthetic data, thus it is important to gener-
ate putative biologically relevant hypotheses that can be tested and evaluated
using other experimental techniques.
The uncovering, learning or reverse engineering of the interaction between
genes from available data has been, and still remains, a complicated problem.
Viewing the problem from the point of view of a dynamical system and network
reconstruction has lead to the development of several algorithms and methods.
Each method seeks to model an aspect of the biological system, but the success
of these methods are quite varied with no true benchmark currently available.
With the increase in availability of data, so also the potential to uncover true
interaction between genes increases. It is evident from the above that there
has been, and still is, considerable eﬀort committed to trying to understand
the interaction between genes. Eﬀort both from a computational mathemat-
ical perspective and from an experimental biological focus. The problem is
further complicated by the combinatorial nature of gene interactions, the mul-
tiple levels of regulation that can eﬀect gene expression and that genes, along
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with their products, are part of a larger complex system, with several unknown
components. Still, the techniques that have been applied have enjoyed vari-
ous degrees of success and each provide another step in the model generation
procedure, thus improving the general understanding of the system. The rele-
vance of understanding how genes interact with each other lies in the fact that
genes are fundamental functional units that play an important role in the cell
of an organism.
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Chapter 3
Targetted Co-Expression Analysis
3.1 Introduction
Proteins are fundamental components of a living organism. They play an
essential role in governing cellular function and development; where these pro-
teins consist of one or more polypeptide chains of amino acids. Central Dogma
maintains that these polypeptide chains of amino acids are the result of co-
valently linking decoded mRNA, a process known as translation [40]. The
association between genes and proteins is not necessarily one to one. Proteins
are often the result of a combinatorial interaction of genes, whereby genes
are said to interact if their respective products interact with eachother, they
have some regulatory role with respect to each other or they have some com-
mon regulatory mechanism. This complex dynamical interaction is one of
the fundamental processes that inﬂuence the complex mechanisms of a cell.
Understanding the functional association of these genes is therefore vital to
delineating the nature of their interaction and how this information is propa-
gated to the rest of the cell. As a gene can be involved in many processes, it
also may have more than one function [41].
A classical approach to inferring functions of genes, known as genome anno-
tation, involves determining the function of similar genes. Here similarity can
refer to similarity in terms of sequences (nucleotide or amino acid). Putative
functions for genes can be thus be assigned by using alignment and phylo-
genetic techniques to relate a particular gene to some gene with a putative
function. The fundamental assumption underlying such an approach is that
genes that have similar sequences have similar functions [41].
An alternative, or complementary method, is to study genes in sets. This
may have an advantage over the study of genes in isolation, which may miss
important patterns and information that is prevalent in the data. Evidence
for the validity of this approach is gained by the knowledge that multiple
genes interact with each other and together they potentially inﬂuence several
processes [41]. Modules of genes can be produced from microarray data by
35
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identifying putatively co-expressed sets of genes, based on their estimated cor-
relation. These sets can then be analysed to infer potential biological functions
of the genes in the set. The assumption here is that genes that are putatively
co-expressed under a particular biological perturbation, potentially share some
functional relationship associated with this perturbation [23, 41, 7, 31].
Here we generated clusters driven by estimating all-against-all Pearson Cor-
relation Coeﬃcients. These clusters serve as sets of putatively co-expressed
genes. The dominant biological condition that is potentially driving the clus-
tering is investigated. Putative functional characteristics of these respective
sets are inferred by enriched and informative Gene Ontology terms [8, 2]. The
method was a collaborative eﬀort and applied in a targetted approach to a
collection of publicly available microarray experiments for Vitis vinifera. A
target list of defence related genes was compiled from the literature based on
their respective protein sequences and deduced amino acid sequences [13, 37].
The list of genes are then associated with probe sequences, with the unambigu-
ously associated genes projected onto our co-expressed sets. The methodology
allows for the generation of hypothesized functional association between genes,
which can then be analysed and investigated further.
3.2 Results and Discussion
We developed the methodology discussed in the Materials and Method section,
with biological interpretation performed by Kari du Plessis from the Institute
for Wine Biotechnology at Stellenbosch University.
The biological conditions given in the microarray dataset, the respective
columns of the expression matrix, were processed and categorized. A particular
experiment was annotated and then classiﬁed based on information retrieved
from Plexdb[8]. The classiﬁcation involved two major groups and their respec-
tive sub-categories. The ﬁrst group was classiﬁed based on treatment which
included no treatment, abiotic stress and biotic stress. The second group was
classiﬁed based on source which consisted of a category for tissue and cultivar
speciﬁcity and a category for berry development. A summary of the mapping
is given in Table 3.1 and Table 3.2.
Several combinations of the model parameters were applied to identify
which parameter set provided the optimum level of information to analyse co-
expressed sets given the categories above. Putative sets of co-expressed genes
where identiﬁed by ﬁrst estimating the all-against-all Pearson Correlation of
probesets, then clustering the respective probesets using Markov Clustering.
Only clusters, or sets, that contained at least one of our target genes were
retained for further analysis. Our target genes were defensin genes, which are
genes that have some function associated with plant defense. The categoriza-
tion of the microarray experiments and the curation of target gene list was
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Table 3.1: Summary of sub-categories, based on treatment, used to classify experimental
conditions
Category Type Type of Condition
No Treatment
Biological controls, no treatment controls, berry
development with no treatment and samples at
0hr post infection
Biotic Stress
Bios noir infection, Downy mildew infection, leaf
roll infection and powdery mildew infection
Abiotic Stress
Water deﬁcit, salinity stress, long or short
photoperiod, transgenic over expression and
polyethylene glycol treatment
performed by Kari du Plessis from the Institute for Wine Biotechnology at
Stellenbosch University.
The clusters indicate subsets of probesets from the original expression ma-
trix. These subsets were then scaled by row and converted to binary values.
If given an expression matrix, E, then if a scaled intensity value, Eij, which
corresponds to the scaled intensity value of row i and column j, is greater than
0.9 then is was mapped to 1 otherwise it was mapped to 0:
E∗ij = 1 if Eij >= 0.9
= 0 otherwise
Clusters therefore represented subsets of the binary matrix E∗, say e∗. The
category associated with a column of a sub binary expression matrix, was de-
termined to be signiﬁcant for that cluster if the normalized sum of the column
values where greater than some threshold, referred to as a frequency cutoﬀ.
Several diﬀerent combinations of cutoﬀ values were investigated and the re-
sults presented here are speciﬁc combinations determined for the respective
experimental category. The speciﬁc parameter values were assessed based on
the size and information content of the resultant network. The ideal network
was a network small enough yet rich enough in content to allow us to hypoth-
esize biological relationships amongst the genes.
Each of the respective subsets were then also analysed by determining
their respective informative Gene Ontology terms. These were then used to
postulate possible functions associated to our target genes. All the respective
networks were visually explored using Cytoscape [29].
Tissue and Cultivar Speciﬁc Clusters
We determined which putatively co-expressed set, and therefore target genes,
presented evidence for expression speciﬁcally associated with plant tissue or
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Table 3.2: Experimental Categorization, with description used to classify by treatment and
tissue used to classify by source.
Experiment ID Description Source
Vv1
Cabernet Sauvignon short term
abiotic stress
Shoots, Leaves
Vv2 Long term salt and water stress Berry
Vv3 Berry diﬀerentiation Berry
Vv5
Chardonnay and Cabernet
Sauvignon berry development
Berry
Vv7
Gene Expression of viral diseases
in grapevine cultivars
Leaves
Vv9
Temperature eﬀect: Cabernet
Sauvignon
Berry
Vv10 Photo period regulation Buds
Vv11
Pinot Noir berry transcription
during ripening
Berry
Vv12
Powdery mildew-induced,
transcriptome: Cabernet
Sauvignon
Leaves
Vv13
Powdery mildew-induced,
transcriptome: Norton
Leaves
Vv15 Berry ripening, gene expression Berry
Vv16
Berry skin, exogenous abscissic
acid
Berry
Vv17
Berry skin, transcriptome of
berry cultured in vitro treated
with abscissic acid
Berry
Vv19
Downy mildew infection, gene
expression
Berry
Vv28
Gene expression, viral disease
infection
Berry
Vv29
Micro-propagated Vitis vinifera
transferred to ex vitro conditions
Leaves
Vv31
Expression data, overexpression
of VvCBF-4
All aerial tissue
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cultivar. Signiﬁcant expression was determined by a set of parameter values
additionally ﬁltering for only unstressed, no treatment, conditions, thus we
removed the potential confounding factors associated with expression driven
by treatment conditions. This is motivated by [3, 27, 4, 28], where the tissue
speciﬁcity of defence genes in plants was investigated and it was proposed that
these genes are either continuously transcribed or transcription is induced by
some external perturbation.
A correlation cutoﬀ of 0.8, inﬂation value of 7, expression cutoﬀ of 0.9
and frequency cutoﬀ of 0.13 was applied in this case and results given in
Figure 3.1. From this we determined that seven of our target, defence-related
genes, showed evidence of co-expression.
Figure 3.1: Tissue and Cultivar Speciﬁc Dominant Conditions
Network indicating the results of applying a parameter set with correlation cutoﬀ of 0.8, inﬂation value of
7, expression cutoﬀ of 0.9 and frequency cutoﬀ of 0.13, then selecting for no-treatment conditions related
to tissue and cultivar.
Of these DEFL70 and Vv-Snakin3 showed putative expression in berries
and aerial tissues of various cultivars. Here DEFL70 did not present evidence
of being putatively expressed for a speciﬁc tissue or cultivar. Vv-Snakin8, Vv-
AMP3 and Vv-Snakin6 appeared to be putatively expressed in aerial tissues
of several cultivars, with Vv-Snakin8 and Vv-AMP3 showing evidence for pu-
tative co-expression exclusively for Cabernet Sauvignon. Finally Vv-AMP1
and Vv-AMP2 presented evidence of expression speciﬁcally in berries given
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no treatment condition in various cultivars. This agreed with evidence found
by [9], where a Vv-AMP1 peptide was isolated from a Pinotage cultivar of
Vitis vinifera. However, this contrasted with ﬁndings by [13] that presented
evidence for expression of Vv-AMP1 in other tissues for Pinot Noir.
Berry Developmental Stages
Defensin genes, which are known to have function related to the defence of a
plant against microbial infections of various stress conditions, also play an
important role in the protection of the reproduction potential of a plant,
attributed to their abundant presence in seeds and fruits of several plants
[35, 24, 20] with berry development and ﬂowering occupying a central position
in the grapevine reproductive cycle [6]. Again we analysed for signiﬁcance
based on specifying a parameter set and determining signiﬁcant conditions
associated with berry developmental stages under unstressed conditions and
results given in Figure 3.2. Four target genes showed putative co-expression
where berry developmental stages were a dominant condition. This was deter-
mined with a correlation cutoﬀ of 0.7, inﬂation value of 7, expression cutoﬀ
of 0.9 and a frequency cutoﬀ of 0.14. From this Vv-AMP2 presented evidence
of putative expression in several stages of berry development. With Vv-AMP1
presenting evidence of expression exclusively in the ripe and ripening stage,
showing evidence of putative co-expression with VvSnakin3 during the ripen-
ing stage. We also found that DEFL70 was putatively expressed in green and
softening stages. The results for both Vv-Snakin3 and Vv-AMP1 are possi-
bly justiﬁed by [9, 39], where it was argued that at the start of the ripening
stage a certain level of pH is attained, which provides a putatively conductive
environment for defence related function.
Abiotic Stress
Abiotic stress can be seen as the negative result that is caused by the inﬂuence
of non-living perturbations. Stresses can cause the induction of transcription
of various genes to respond to the given stress. Defence related genes are
known to be potentially induced by signal molecules called hormones, such
as abscissic acid. The parameter set used consisted of a correlation cutoﬀ of
0.8, inﬂation cutoﬀ of 7, expression cutoﬀ of 0.9 and a frequency cutoﬀ of
0.9, see Figure 3.3. From the resulting information we obtained ﬁve target
genes. Of these ﬁve VvAMP1, VvAMP2 and DEFL70 where found to be
putatively co-expressed under the stress of water deﬁciency, with VvAMP1
putatively expressed given abscissic acid. The metabolism of the latter has
previously been shown to be connected to water deﬁciency in [17] and [43].
The interconnection between water stress, salt stress and abscissic acid was
also investigated, in several plants, by [34] with speciﬁc interest placed on the
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Figure 3.2: Berry Developmental Stages Dominant Conditions
Network indicating the results of applying a parameter set with correlation cutoﬀ of 0.7, inﬂation value of
7, expression cutoﬀ of 0.9 and frequency cutoﬀ of 0.14. Then selecting for no-treatment conditions related
to berry development.
eﬀect on plant resistance to pathogens and insects. This may provide further
support for the observed putative co-expression.
Biotic Stress
Biotic stress is the negative impact that is induced by the inﬂuence of other
organisms, including bacteria, fungi and viruses. We applied a correlation cut-
oﬀ of 0.6, an inﬂation cutoﬀ of 7, an expression cutoﬀ 0.9 and a frequency
cutoﬀ of 0.13, resulting in the network given in ﬁgure 3.4.
Vv-AMP1 and Vv-Snakin3 showed evidence of putative co-expression given
the infection of closterovirus-3. The virus is transmitted by insects and grafting
and results in a disease that causes pits and grooves in the trunk, possibly
resulting in loss of production [16]. It is hypothesized that these defensin genes
induce an inhospitable environment for the insect vector of this virus, evidence
for this property of defensin genes is given in [34, 3, 4]. We also found that
DELF70 is putatively expressed under the stress of Bois Noir, which causes
disease in plants resulting in yellowing of the leaves, slowed growth and low
quality fruit [14].
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Figure 3.3: Abiotic Stress Dominant Conditions
Network indicating the results of applying a parameter set with correlation cutoﬀ of 0.8, inﬂation value of
7, expression cutoﬀ of 0.9 and frequency cutoﬀ of 0.9. Then selecting for no-treatment conditions related
to abiotic stress.
Gene Ontology
A putative co-expression network was generated using a correlation cutoﬀ of
0.8 and inﬂation value of 7. The Markov clusters resulting from these param-
eters, were mapped to target genes, only those that had at least one target
gene were retained for analysis. The Gene Ontology terms associated with
these putatively co-expressed genes where obtained using Workbench on the
Plaza 2.5 website [25]. The resulting network for Vv-AMP3 was partitioned
into three sub-graphs. The networks were annotated, coloured and obtained
from [10].
By investigating sub-graphs in this network, we discover three interest-
ing biologically relevant partitions. The ﬁrst network contains the putative
co-expression of Vv-AMP3 with ﬁve other genes. Together these genes are
involved in various developmental processes, trans-membrane transport ac-
tivity and external biotic stimuli. Support for the membrane association of
Vv-AMP3 is given in [24].
The second network, Figure 3.6, contains Vv-AMP3 with four other puta-
tively co-expressed genes with their underlying GO terms suggesting involve-
ment in nitrogen-related metabolic processes, cation binding, metal ion bind-
ing and transcription & translation processes. The ion binding and zinc ion
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Figure 3.4: Biotic Stress Dominant Conditions
Network indicating the results of applying a parameter set with correlation cutoﬀ of 0.6, inﬂation value of
7, expression cutoﬀ of 0.9 and frequency cutoﬀ of 0.9. Then selecting for no-treatment conditions related
to biotic stress.
binding activity of Vv-AMP3 was also discussed in [24] and [21] respectively.
The involvement of Vv-AMP3 with regards to nitrogen metabolism was also
investigated in [11, 18].
In the third sub-network, Figure 3.7, we have another additional four puta-
tively co-expressed genes involved in protein kinase activity, post-translational
modiﬁcation and nucleotide binding. Evidence for the kinase related activity
of Vv-AMP3 was proposed in [26, 22, 38].
3.3 Methods and Materials
Dataset
The raw microarray data ﬁles were obtained from the Plexdb website [8],
where the data consisted of 18 respective microarray experiments related to
Vitis vinifera. The ﬁles were extracted and normalized with Robust Multiarray
Averaging (RMA) using the bioaﬀy package from Bioconductor in R [15, 12].
This resulted in a expression matrix of log2 intensity values, where the rows
indicated probesets and the columns indicated conditions outlined in Table 3.2.
The conditions were then categorized using information obtained from Plexdb
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Figure 3.5: First Subnetwork of GO-term annotated Vv-AMP3.
resulting in the categories listed in Table 3.1 and Table 3.2, respectively.
The probesets were then mapped to genes by comparing the respective
gene sequences with the probeset sequences using the oine version of NCBI
Blast implementation [5]. A probeset was determined to map to a gene if there
existed a 100 percent match to the gene for the entire length of the probeset
sequence.
Target Gene List
Protein sequences of a total of 97 putatively defence related genes were ob-
tained from [13] and [10]. Pseudogenes, gene fragments and those sequences
that were longer than 400bp were removed from the set [10]. The target list
of genes was also ﬁltered by a Blast comparison to the probe sequences of the
Aﬀy Vitis vinifera microarray chip using tBLASTn from Plexdb. A minimum
match of 98 percent across the entire length of the probe sequence was used
as a cutoﬀ. The resulting genes were compared to the Expressed Sequence
Tag database for grapevine, which contain short sequences of cDNA, using a
BLASTx analysis. After removing sequences that mapped to the same gene,
we obtained our target list.
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Figure 3.6: Second Subnetwork of GO-term annotated Vv-AMP3.
Pearson Correlation Coeﬃcient
Pearson correlation can potentially capture the similarity between the shapes
of two vectors. It has been applied to gene expression data, to infer putative
co-expression relationships [19, 42, 30]. It is deﬁned for our purposes as :
Deﬁnition 3.1. Pearson Correlation Coeﬃcient:
r(xj,xk) =
Σni=1(xji − x¯j)(xki − x¯k)√
Σni=1(xji − x¯j)2
√
Σni=1(xki − x¯k)2
where, xj and xk, are the j
th and kth respective variables that are each
respective vectors in Rn, x¯j and x¯k are the scalars representing the empirical
means of the observations of each of the respective jth and kth, variables.
The equation above contained a scaling term, thus when comparing Pearson
Correlation Coeﬃcient values we are comparing relative values that are scale
invariant. This mitigates the potential bias associated with a vector that has
inﬂated values, such as inﬂated intensity values in vectors of gene expression
resulting from hybridization kinetics. The equation above results in a value
between −1 and 1. Here a value of 1 implies perfect correlation, the two vectors
have the exact same shape. A value of −1 implies vectors that have the exact
opposite shape.
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Figure 3.7: Third and Final Subnetwork of GO-term annotated Vv-AMP3.
Two expression sets that have highly similar shapes are said to be puta-
tively co-expressed. In our analysis we performed an all-against-all Pearson
Correlation calculation, where our vectors were rows of probeset intensity val-
ues given by an expression matrix. To meaningfully analyse the results, we
only reported pairs of vectors that have an absolute correlation higher than a
particular threshold. This threshold is called a correlation cut-oﬀ.
Markov Clustering
The stochastic ﬂow that is present in the data can be used to produce clusters,
based on a modiﬁed random walk. This approach, termed Markov Clustering,
was originally introduced in [36]. The process involves two operations that
are successively applied in an iterative fashion, an expansion operator and a
inﬂation operator.
Given a similarity matrix, which is a square matrix with elements indicat-
ing the similarity between the respective row and column labels. This matrix
is transformed into a stochastic matrix by normalizing the columns, such that
the sum of the columns are respectively equal to one. An expansion operator is
then deﬁned as a random walk of length one, which required the multiplication
of a stochastic matrix with itself. The inﬂation operations involves a parame-
ter called an inﬂation value, which is a scalar greater than 1. Each element of
a stochastic matrix is raised, element wise, to the power of this inﬂation value.
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The resulting matrix is then column normalized, resulting in a stochastic ma-
trix. This inﬂation operation eﬀectively strengthens the stronger stochastic
ﬂow between the respective row and column elements, while simultaneously
weakening weaker ﬂows.
These two operations are repeated until a level of convergence is achieved,
whereby convergence is deﬁned when no signiﬁcant change is observed after
an iteration. This process concludes with a disjoint set of clusters between
variables indicated by the respective row and column labels.
Dominant Condition
To determine which are the dominant conditions in a set of putatively co-
expressed genes, we ﬁrst scaled the respective row vectors. These vectors were
scaled by the maximum intensity in that vector, thus resulting in a vector with
intensity values between 0 and 1. We then mapped the resulting vector to a
binary domain, where 1 indicates signiﬁcant expression under the given con-
dition and 0 otherwise. This was done using a threshold, and scaled intensity
higher than a particular threshold (referred to as the expression cutoﬀ ), was
deemed signiﬁcant.
To extend this to a set, we simply determined the proportion of times that
a condition is signiﬁcant for a given set, which involved the calculation of the
column sums of the binary vector, then dividing the results by the number of
elements of the set. A condition was then determined to be signiﬁcant for a
particular set if this proportion was greater than a speciﬁed threshold, termed
the frequency cutoﬀ.
3.4 Conclusion and Future Work
We developed a method that putatively captures dominant conditions that
may drive the possible co-expression of a set of genes. This method, applied
to a microarray dataset for Vitis vinifera, was used in a targeted analysis
based on putative defensin-like genes.The genes obtained from the literature,
and curated using BLAST comparisons, were mapped to a set of unambigu-
ous probesets. These were then analysed using our method in an exploratory
analysis. The resulting dominant conditions hypothesized putative contex-
tual interactions for the respective genes, with evidence from the literature
supportive of some of these putative interactions.
To further explore and hypothesize biologically relevant functions that may
be shared by the sets of putatively co-expressed genes, we analysed the relevant
informative Gene Ontology terms of a set. These provided hypothesized func-
tions that may indicate common processes from which gene interactions can be
inferred. A literature investigation uncovered support for some of the relevant
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informative terms, thus further supporting the gene set structure determined
by the method.
The exploratory approach highlighted above can be used to generate hy-
potheses related to functional annotation and gene interaction. These hy-
potheses can then be tested to gather evidence for or against the proposed
interaction or function. There are several possible improvements that can be
made to this methodology. A more rigorous analysis in terms of parameter
optimization can be performed. The analysis can also be applied to other eu-
karyotes for which suﬃcient information is available. It may be of interest to
apply the method in an un-targeted approach to propose a dominant condition
driven interaction network from a global context.
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Chapter 4
Cross Cluster Gene Interaction
Detection
4.1 Introduction
Understanding how genes interact with each other in a biological context is
critical to understanding how a cell develops and functions. Genes generally
code for proteins, which are translated from mRNA, and these proteins are the
basic building blocks that are responsible for cellular structure and function.
Large scale experiments such as microarrays allow us to view a snapshot of
the mRNA activity under a particular set of perturbations. This activity, in
some cases, can be viewed in the context of whole genomes [49].
These types of experiments have contributed signiﬁcantly to our current
understanding of biological phenomena [24, 20]. The datasets, however, are of-
ten very noisy and classical data mining techniques often lack suﬃcient power
to provide meaningful information. The problem stems from the large num-
ber of variables involved in an experiment, involving often a low number of
conditions, in a system in which the interaction of variables may be very com-
plex. This is often compounded by a low number of repeated samples [35, 3].
Delineating the interactions that genes have in a biological context from these
data sources may improve our understanding of these complex interactions,
and therefore allow for improved understanding of these systems.
Patterns in such large datasets are often studied by generating modules
of related variables by using clustering. This concept has been applied to
microarray data to generate sets of putatively co-expressed, or co-regulated,
genes [2, 14, 10]. These modules can then be used to understand the relation
between diﬀerent variables, or genes, in the system.
It is also convenient to view this hypothesized complex combinatorial set
relation in the context of a network. In the network, G = (V,E), genes are the
node set V ∈ G, and the problem becomes inferring the edge structure E =
{vi, vj}; vi, vj ∈ V . These networks, often termed gene interaction networks or
53
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gene regulatory networks, have received a lot of attention recently, a review
of some of these methods and their respective application can be found in
[13, 22, 4]. These approaches attempt to infer the structure of these networks
using a variety of methodologies.
Some approaches attempt to model the dynamics of gene interactions using
models of chemical kinetics, such as a system of ordinary diﬀerential equations
[41, 12]. These models often required a large number of parameters to be
estimated and the structure of the equations may require prior knowledge of
biological complexity.
There is also a particular class of models, called Bayesian Networks, that
model the joint probability distribution of the biological phenomena, where the
nodes are viewed as random variables and the data is an observation of this
joint distribution. This joint probability distribution can be factored into con-
ditional probability distributions based on the dependence structure outlined
by the network structure, a factorization based on statistical dependence. This
structure is often inferred by casting the problem in the context of a Bayesian
inference model and sampling probable graph structure from a posterior dis-
tribution [18]. Several of these proposed models are not necessarily distinct
from one another as there is evidence to suggest that there is a relationship
between a system of ordinary diﬀerential equations and a Dynamic Bayesian
Network[33].
Here we illustrate an exploratory method that proposes a network struc-
ture for a gene interaction network. We use Markov Blankets to determine the
statistical dependence structure, in a network context, between modules of pu-
tatively co-expressed genes, clustered using Markov Clustering. We apply this
method, based on the model proposed by [29], to time-series gene expression
data obtained from real microarray experiments, exploring the inferred struc-
ture using real world knowledge of biologically relevant interactions. Networks,
or graphs, are visualized using Cytoscape 2.8 [44]
4.2 Results and Discussions
To infer the edge structure of gene-gene interaction networks the conditional
statistical dependence for each probeset was modelled by inferring their re-
spective Markov Blankets, using an approach highlighted by Li et al [29].
Candidates for inclusion in a probeset's Markov Blanket were selected from
disjoint sets of clustered putatively co-expressed probesets. These disjoint sets
were calculated using Pearson Correlation-based Markov Clustering (see Ma-
terials and Methods). The underlying hypothesis was that a subset of these
putatively co-expressed probesets, or genes, are the child nodes of some subset
of parent nodes from another set of putatively co-expressed probesets. Thus we
hypothesized that biologically relevant gene-gene interactions can be inferred
under the assumption that putatively co-expressed genes have some common
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Figure 4.1: Cross Cluster Gene Interaction Network
Nodes indicate genes and edges connect nodes that are signiﬁcantly statistically dependent across clusters
signal that can be measured by statistical dependence. It is therefore these
signals that we attempted to infer. We used the implementation in bnlearn
package in R of the Markov Blanket detection algorithm [42, 46].
In order to explore the hypothesis underlying our methodology, or gather
evidence to support it, we applied our method to a publicly available mi-
croarray dataset obtained from NCBI [15]. The dataset is a Saccharomyces
cerevisiae time course gene expression dataset concerned with the ageing of
non-dividing yeast cells without the application of caloric restrictions (see Ma-
terials and Methods) [15]. S. cerevisiae is a well-studied organism and we
therefore beneﬁt from a wealth of validated information that can be used to
improve the conﬁdence in our approach.
After normalizing the dataset using Robust Multichip Averaging (RMA)
[26] and obtaining the log2 expression matrix of probesets, we calculated the
all-against-all row-wise Pearson Correlation Coeﬃcients. We then selected a
subset of probesets for further analysis, based on genes that matched those
in the Kyoto Encyclopaedia of Genes and Genomes (KEGG) metabolic path-
way for Saccharomyces cerevisiae [34]. Only row pairs that had an absolute
correlation of 0.9 and higher were selected and then clustered using Markov
Clustering with an inﬂation value of 7 [47]. Then for each element in each clus-
ter the Markov Blanket for that element was estimated from elements of every
other cluster, respectively. For the Markov Blankets a 0.05 level of signiﬁcance
was applied, with corrections for multiple hypothesis testing performed using
the Benjamin-Hochberg procedure to control the false discovery rate [5]. The
resultant network is depicted in Figure 4.1
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Figure 4.2: Annotated Cross Cluster Gene Interaction Network
Nodes are KEGG metabolic pathways (purple triangles) and genes (green circles). Edges between genes
are the result of the Markov Blanket analysis and an edge between genes and a pathway indicates genes
occurring in that pathway
4.2.1 Projection on Metabolic Pathways
The directionality was removed from the network inferred from our method-
ology, thus resulting in undirected edges between particular gene pairs. We
annotated the network with their respective KEGG metabolic pathways by
adding nodes indicating the respective pathway and then joining these path-
ways to a gene if the particular gene is involved in the pathway [34](see Materi-
als and Methods). The network obtained from the KEGG metabolic pathways
is given in Figure 4.2
In order to identify meaningful edges in our originally inferred network, we
identiﬁed cliques of size 3 or larger in the original network after it was an-
notated eﬀectively attempting to identify triangular structures. These cliques
indicated that an edge inferred by our network was between two genes in the
same pathway. The Fisher Exact test was then used to determine if the num-
ber of cliques found in this annotated network was statistically signiﬁcant (see
Materials and Methods).
We found a total of 17 cliques that were of size 3 or larger, with the cor-
responding p-value from the Fisher Exact test of 0.026 which was determined
signiﬁcant at a 0.05 signiﬁcance level, the cliques along with their respective
elements are given in Figure 4.3. There was suﬃcient evidence to reject the
null-hypothesis of independence at a 0.05 signiﬁcance level. The cliques indi-
cated that their edges captured putatively potential pathway eﬀects estimated
from the data.
In the topology of the clique network structure there were several cliques
that are neighbours of the glycolysis/gluconeogenesis pathway, one of the ma-
jor production sources for energy in yeast metabolism [49]. The neighbouring
pathways include fructose and mannose metabolism, galactose metabolism and
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pyruvate metabolism. Galactose is a known input to glycolysis and pyruvate
a known output [48]. The eﬀect of gluconeogenesis on the chronological age-
ing of yeast is investigated in [31]. This investigation suggested that a shift
from glycolysis to gluconeogenesis is associated with the ageing of yeast cells.
Furthermore, this ageing also involved an increase in activity of fructose 1,6
biphosphatase which has been shown to be negatively aﬀected by YMR205C
[23, 31].
The clique structure given by Clique 14 is associated with glycine and
syrine metabolism and is also a neighbour of the glycolysis/gluconeogenesis
pathway. The genes associated with the former pathway were determined to
be putatively related to the starvation phenotype and may play an important
role in the survival of yeast cells [38]. It was also determined in the same study
that genes associated with glycolysis/gluconeogenesis may have a similar puta-
tive relationship with the starvation phenotype. Furthermore, the signiﬁcant
clique-based pathways suggested that the yeast cells may be metabolically ac-
tive. This agreed with the ﬁndings of [15] (unpublished), where from initial ex-
pression analysis it was determined that the glycolytic genes were up-regulated
along with their trans-acting regulators.
The involvement of the gene YHR104W, also known as GRE3, in the lifes-
pan of yeast cells was predicted and putatively validated in [52]. It was pro-
posed that the inﬂuence of GRE3 on the pentose phosphate pathway eﬀects
reactive molecules that contain oxygen (ROS) and that ROS has a putative
association with the chronological ageing of yeast cells [40, 52].
In the network YOR374W, also known as Aldehyde Dehydrogenase (ALD4),
has a high degree. This gene is involved in several pathways and plays an
important role in ethanol and pyruvate metabolism amongst others [7]. A
yeast deletion strain for this particular gene resulted in an increased survival
during ageing when compared to the wild-type, suggesting that ALD4 may
play a putative role in the cellular ageing [27].
4.3 Materials and Methods
4.3.1 Data
The microarray dataset used to evaluate the performance of our approach was
obtained from the publicly available NCBI GEO database [15]. The exper-
iment was performed by Nagarajan et al (unpublished) [15], and sought to
investigate the chronological ageing of yeast without enforcing caloric restric-
tions. The chronological age of cells is, in general, deﬁned as the lifespan of
non-dividing cells. There have been several studies done to investigate the re-
lation between chronological ageing and the application of caloric restrictions.
From these studies it has been established that the longevity of cells improves
when caloric restrictions are applied [30, 32]. Delineating the mechanisms in-
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Figure 4.3: Cliques Graph
Cliques of size 3 or larger centred around KEGG pathways estimated from the Annotated Cross Cluster
Gene Interaction Network. Nodes indicate KEGG pathways (purple triangles), genes (green circles) and
clique identiﬁers (pink parallelograms). Edges indicate a relation of genes and pathways with particular
cliques, respectively
volved in the observed increase in longevity is a continuing area of research.
In the experiment underlying the microarray dataset, the authors sought to
study the eﬀect that subjecting these non-dividing yeast cells to excess nu-
trition would have. The cells were immobilized by encasing them in alginate
and then they were fed nutrients in a temperature controlled bioreactor. This
study was performed over 17 days, with sampling done in triplicate on day 1,
3, 5, 10 and 17, respectively. RNA sampling for the microarray experiment was
also done on the pre-immobilized state. This included the batch growth phase,
chemostat growth phase and the day prior to immobilization. The raw ﬁles
were obtained from NCBI and normalized using Robust Multichip Averaging
[26]. We also performed a set of preliminary analyses to assess the quality of
the data; these were all done using the Bioconductor package in R [19, 45, 46].
The expression matrix obtained after normalization was then averaged over
the repeats of the samples retrieved during the immobilization state. We only
concerned ourselves with the time series over these immobilization states, thus
we obtained a matrix where the rows indicated probesets and the columns
indicated the 5 respective time steps.
There is some ambiguity that needs to be considered with regards to the
mapping of probesets to their respective genes. To keep our analysis as un-
ambiguous as possible we performed our analysis primarily on probesets. We
only mapped the probesets to genes prior to validation. The mapping was
performed by using a Blast comparison of the probe sequences, used as our
query, to the respective gene sequences. The Blast comparison was done using
the oine version of NCBI blast [1, 9]. If there existed a 100% match between
probe and gene over the entire length of the query, then we concluded that
the probe mapped to the particular gene. This resulted in the many-to-many
map in Figure 4.4
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Figure 4.4: Probeset Ambiguity
Partial image of a graph indicating probe to gene mapping ambiguity. Nodes are probesets (grey circles)
and genes (green circles), respectively. Edges indicate similarity between a gene and a probeset.
4.3.2 Pearson Correlation Coeﬃcient
Each probeset, indicated by a row in the normalized expression matrix, can
be viewed as a vector. With a vector the Pearson Correlation Coeﬃcient [37]
can be used as a metric to determine the similarities between the expression
patterns of these probesets, with the Pearson Correlation Coeﬃcient deﬁned
as:
Deﬁnition 4.1. Pearson Correlation Coeﬃcient:
r(xj,xk) =
Σni=1(xji − x¯j)(xki − x¯k)√
Σni=1(xji − x¯j)2
√
Σni=1(xki − x¯k)2
where, xj and xk, are the j
th and kth respective variables that are each
respective vectors in Rn, x¯j and x¯k are the scalars representing the empirical
means of the observations of each of the respective jth and kth, variables.
This metric measures the similarity between the directions of two vectors
by returning a value between −1 and 1. Here a value of 1 (−1) indicates perfect
(imperfect) correlation. Thus, expression patterns that are highly similar will
have a Pearson Correlation Coeﬃcient closer to 1. The normalization in the
calculation of the Pearson Correlation Coeﬃcient results in the metric being
invariant to scale. This is an attractive property of the metric as it may
mitigate the possibility of modelling artefacts such as hybridization kinetics.
For our analysis we deﬁned expression patterns as similar by using the absolute
value of the Pearson Correlation Coeﬃcient, thus we removed the distinction
between similar and inversely similar expression patterns.
Correlation as a metric has been used before in the analysis of gene ex-
pression data [25, 39]. The measure intuitively captures the idea of similar
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expression proﬁles and has therefore also been utilized as a distance metric for
clustering of gene expression proﬁles [51, 16, 28].
4.3.3 Markov Clustering
Clustering can be used as a means to uncover the patterns present in the
data. By generating meaningful groups of variables we can potentially obtain
modules of co-expression. These modules will allow us to putatively infer
biologically meaningful interactions, thus inferring the edge structure of a gene-
gene interaction network.
We used the Markov Clustering algorithm of [47], to cluster the respective
probesets into sets based on an all-against-all absolute Pearson Correlation
Coeﬃcient matrix, where this correlation matrix was utilized as a similarity
matrix.
The algorithm produces clusters by modelling the statistical ﬂow within
the dataset based on a stochastic matrix obtained from some pre-calculated
similarity matrix. A stochastic matrix is the result of performing column-wise
normalization on a matrix, such that each column sums to one. In the algo-
rithm two primary operations are used iteratively throughout the algorithm
until an acceptable level of convergence is obtained. One operation simulates
a random walk, using matrix multiplication of a stochastic matrix with it-
self. The other operation ampliﬁes stronger ﬂows and represses weaker ones
by using element-wise exponentiation, where the exponent used is a parameter
called the inﬂation value. The latter operation concludes by transforming the
resultant matrix into a stochastic matrix. The algorithm terminates when no
signiﬁcant change in the matrix obtained is observed from the application of
either respective operations. The end result of applying the algorithm to a
correlation matrix of probeset expression values is a set of disjoint clusters,
with each cluster representing putatively co-expressed probesets.
4.3.4 Markov Blankets
In general, a Markov Blanket describes a minimal set of statistical conditional
dependences. In the context of network structural inference these deﬁne a
neighbourhood for a particular node, when the network is viewed in terms of a
joint probability distribution. More formally given a set of variables or nodes,
say V , the Markov Blanket for a variable x ∈ V , denoted MB(x), is deﬁned
as a minimal set such that:
∀y ∈ V, y ∈MB(x) iﬀ x is conditionally dependent on y given V/{x, y}
(4.3.1)
Intuitively the above deﬁnes a cloud of information required to infer the
probability distribution of a particular variable, a cloud that blocks the ﬂow
of information between the variable and the rest of network. This concept
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has been used in the problem of inferring the structure of networks, such
as gene regulatory networks. In particular, [29], described an approach that
combines the application of a set of ordinary diﬀerential equations with a
Markov Blanket discovery algorithm to infer the network structure of a gene
regulatory network. From the work of of [29] and [6], gene expression here is
assumed to follow a system of autoregressive equations as follows:
X(t+ 1) = B ∗X(t) (4.3.2)
Here, X(t), is a vector of log2 expression levels of genes at time point t.
The eﬀect that gene j has on gene i is measured by the ijthelement of the
square coeﬃcient matrix B.
We infer the Markov Blanket across time; therefore we capture information
that is propagated forward in time, which is justiﬁed by potential gene inter-
actions occurring over time. This eﬀectively means that we are modelling a
Markov Process, were our goal is to estimate the dependency structure of this
process. We determine MB(Xi(t+ 1)), where the blanket itself will consist of
a subset of X(t).
Let X be an expression matrix of probesets where columns indicate time,
such that X(t),t ∈ 1 . . . T , is the tth column which is a vector of log2 expres-
sion values for the probesets at time t. Let X(c), be the expression matrix
consisting only of the rows corresponding to probesets in cluster c, with X
(c)
−t ,
as the aforementioned expression matrix with the column corresponding to
time point t, removed. We then estimate the Markov Blanket for the variables
using Algorithm 1, which is a modiﬁed version of the algorithm proposed by
[29]. In [29], the Markov Blanket for a particular target variable was inferred
by using all other variables as potential parents. In our case, we partition
this set of all other variables not in the same cluster as the target variable into
disjoint sets, exploring each set individually as a set of potential parents. Eﬀec-
tively we partition the search space, generating a smaller background against
which to determine the parents for a target variable. The Markov Blanket
itself is determined using the Fast Incremental Association Markov Blanket
(fast-IAMB) algorithm of [50], with a shrinkage estimator for mutual informa-
tion as a conditional independence test. Mutual information is a measure of
the mutual dependence between two stochastic variables and can be deﬁned
in terms of entropy, see [36]. Here entropy refers to measure of uncertainty
related to a stochastic variable originally introduced by Shannon [43]. The
James-Stein shrinkage estimate for mutual information used in this case is a
regularized estimate of mutual information based on estimating entropy, for
more information on this estimate see [21].
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Algorithm 1:
for child in set_of_variables:
child_vector = [Xi(2), . . . Xi(T )]
MB(child) = ∅
for c in all_the_clusters such that child not in c:
potential_parents = X
(c)
−T
MB(c)(child)= estimated Markov Blanket for child
from potential_parents
by comparing vectors.
MB(child) = MB(child) ∪ MB(c)(child)
return all Markov Blankets
4.3.5 Cliques
A clique in terms of an undirected graph, is a complete subgraph. Therefore a
clique is a collection of nodes, such that there is an edge between every node
pair. A maximal clique is a clique that cannot be extended by adding another
node. We used a version of the algorithm originally proposed by [8], discussed
in detail in [11], to ﬁnd all the maximal cliques in our undirected graph. We
only determined cliques that are centred around KEGG pathway nodes, in the
annotated version of our inferred network. We also considered cliques that
were of size 3 or larger, as this minimal triangular shape indicates an edge, or
edges, we inferred that may have putative meaning in a metabolic context.
4.3.6 Kyoto Encyclopaedia of Genes and Genomes
Files containing information on the pathways and their respective genes were
downloaded in xml format from KEGG on June 27, 2011 [34]. These ﬁles were
parsed using a Perl script, resulting in a network given in Figure 4.5. Nodes
in the network are genes and pathways, with the respective edges connecting
a gene and pathway if and only if the gene is contained in that pathway.
4.3.7 Fisher Exact Test
The Fisher Exact Test [17], can be used to determine if there is an association
between the column and row classiﬁcations of a contingency table. An example
of a general contingency table is given in Table 4.1:
Under the assumption of independence, the contingency table indicated in
Table 4.1 follows a Hypergeometric distribution, given by:(
d
x
)(
n−d
a−x
)(
n
a
) (4.3.3)
The Fisher Exact Test determines, under the null-hypothesis of indepen-
dence, the number of contingency tables that can be generated, using the same
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Figure 4.5: KEGG Metabolic Pathway Network
Nodes indicate KEGG metabolic pathways (purple triangles) and genes (green circles). Edges between
genes and a pathway indicate genes occurring in that pathway
Element in Cate-
gory A
Element in comple-
ment of Category A
Element in Cate-
gory B
x d - x d
Element in Com-
plement of Cate-
gory B
a -x n+x-a-d n-d
a n-a n
Table 4.1: An example of a contingency table. Elements in the table are the number of
variables that have occurred in both the corresponding row and column labels.
marginal distributions, with equally or more extreme values than the observed.
The null hypothesis, in the context of Table 4.1, is that there is no diﬀerence in
the proportion of events of category A that also fall in B and the proportion of
events of category A that do not fall in B. In our case we applied an alternative
hypothesis that is two-sided. Rejecting the null hypothesis therefore suggested
that there is signiﬁcant evidence to reject the notion of no association between
the categories A and B.
With regards to the clique comparison, category A was replaced by Edges in
Inferred Network with its complement as Edges not in Inferred Network. Category
B was replaced by Edges mapped to a Pathway Clique and its complement Edges
not mapped to a Pathway Clique.
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4.4 Conclusion and Future Work
Our method appears to capture putative pathway-based interactions between
genes, when given a metabolic background. We hypothesized that clusters of
putatively co-expressed genes may have some common upstream interaction.
Under this hypothesis we generated sets of putatively co-expressed genes and
modelled the element-wise statistical dependence between the respective sets,
over time. We also proposed an approach that can be used to putatively
explore the context of the inferred edge structure and gain support from known
biological interactions.
Our method was speciﬁcally applied to a microarray experiment involving
over-fed immobilized yeast cells. Performing a contextual analysis on the in-
ferred topology, in the context of yeast metabolism, we discovered evidence
suggesting that the yeast cells may be active in terms of energy metabolism.
This agreed with the ﬁndings of the original curators of the dataset. We have
also identiﬁed components that may play a role in the cellular ageing of yeast
cells. The connections between these components, which are given by the in-
ferred edge structure, may therefore propose novel relationships between these
components that can be more rigorously investigated.
In partially exploring the topological structure of the inferred network, we
have found that these structures tend to support the interaction of genes in
well established pathways. This tends to support the validity of the approach
and suggests that there may be several novel interactions hypothesized by the
entire network. This may become more evident with further exploration of the
network structure or alternatively a genome wide inferred network. There are
also alternative ways to explore the topology of the network, other than the
clique approach used above, that may highlight or propose novel hypotheses
that are biologically meaningful.
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Chapter 5
Local Non-Parametric Bayesian
Clustering Driven Community
Detection
5.1 Introduction
Large scale high throughput experiments such as microarrays provide us with
information on the gene expression activity that occurs in a cell [55]. Analysing
these datasets allows us to potentially gain a better understanding of the fun-
damental processes that occurs within a cell. Patterns uncovered from the data
can be used to generate hypotheses regarding the combinatorial interactions
that occur between and amongst genes and gene products.
These microarray experiments involve a large number of variables in the
form of probe sequences, with the expression of these sequences studied under
various biological conditions [31]. Sequences are grouped together in sets,
with each of these probesets associated with a set of genes. Multiple of these
probesets can be associated with a single gene and multiple genes can be
associated with a single probeset. Where expression generally refers to the
hybridization of extracted and processed mRNA.
Each of the biological conditions is represented by a microarray chip, with
the extracted and processed ﬂuorescent mRNA hybridized to the chip. The
observed intensity values are then analysed to produce a vector of values. The
intensity values serve as a proxy for expression of a probeset, and therefore
genes, under the particular biological conditions. Several factors contribute
to the fact that not many biological conditions are studied during these ex-
periments, thus leading to a large number of variables observed under a small
number of conditions [38, 31, 55].
Classical statistical methods, such as the t-test often used to determine dif-
ferential expression, frequently lack suﬃcient statistical power to draw mean-
ingful conclusions from these experiments [5]. A general approach to study
70
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these datasets involves some form of dimensional reduction or clustering [27,
50]. This approach allows the study of sets of genes, which may capture infor-
mation that may be missed when studying genes in isolation [49]. From these
clusters or sets, putatively biologically meaningful subsets can be produced and
studied. Studying sets of genes may improve our understanding of the funda-
mental processes that govern cell function and development. From a compu-
tational point of view these sets may also have dimensions more favourable for
various statistical techniques.
An alternative approach to improve the descriptive capacity of various
mathematical and statistical models that are applied to these experiments, is
to include additional information in the model [47]. In well studied organisms
additional information is much easier to obtain, however, in other organisms
and often in the context of exploratory analysis and hypothesis generation,
additional information is not readily available [56].
A modelling framework that naturally includes additional information is
that of Bayesian models. In these models a full probability model is speciﬁed
where variables are considered to be observations from a probability distribu-
tion. These models use conditional probabilities to include prior information
on the variables and then model how these prior beliefs are altered when data
is observed [18]. Bayesian models have been used extensively in the modelling
of gene expression and microarray data. With a well chosen prior, these models
have shown good results in the context of limited data [48, 42, 32].
Here we applied a non-parametric Bayesian variable selection model, in
the form of an Indian Buﬀet Process, which produced subsets of variables [21].
The probabilistic association between these variables was then assessed using
a non-parametric Bayesian mixed modelling approach, in the form of a Dirich-
let Process Mixture model [28]. The resultant probabilities were viewed in
the context of a graph, whereby we determined the path that has the highest
probability connecting all nodes, the maximum spanning tree [29]. To pro-
duce putatively biologically meaningful subsets from this tree we investigated
communities estimated from the tree structure. These communities served as
putatively interacting genes generated from a probabilistic framework given a
local background. This exploratory approach was applied to time-series gene
expression data for Saccharomyces cerevisiae, with the objective of propos-
ing sets from a probabilistic context for the purposes of generating putatively
biologically relevant hypotheses. The resulting network was visualized using
Cytoscape [45].
5.2 Results and Discussion
We applied our exploratory analysis approach to a time series microarray
dataset obtained from NCBI [13].The experiment involved the study of non-
caloric restricted Saccharomyces cerevisiae cells that had been immobilized
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Figure 5.1: Methodology
over a period of 17 days. Samples of mRNA were taken at day 1,3,5,10 and 17
respectively, with sampling done in triplicate. The raw expression data was
obtained and normalized, resulting in an expression matrix of log2 intensity
values.
To generate the putative sets, we processed our data by normalizing the
rows of the expression matrix, obtained from a microarray experiment. This
was done by dividing the respective rows by the row sum of the intensity
values. Therefore, we eﬀectively modelled relative intensity values.
This method was then applied to determine the probability of probeset
interactions, by the proportion of probeset co-occurrence in a locally generated
cluster. The local background for these clusters was obtained from an Indian
Buﬀet Process, with the clustering performed using a Dirichlet Process Mixture
Model. The number of times probesets co-occurred in the same cluster based
on samples from a truncated Markov Chain Monte Carlo sampling scheme was
determined, which was then normalized by the number of samples resulting in
a proportion of co-occurrence.
The predominant trend throughout this probabilistic association was ob-
tained using a maximum spanning tree. From this tree we generated sets by
determining the community structure present in the topology of the tree.
These communities estimated from the tree structure were therefore our
hypothesized biologically relevant sets estimated from a probabilistic context.
The methodology is outlined in Figure 5.1.
.
The approach highlighted above was applied to a subset of the microarray
dataset, where we only model probesets that match genes that occur in the
metabolic pathway of Saccharomyces cerevisiae as determined by the Kyoto
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 5. LOCAL NON-PARAMETRIC BAYESIAN CLUSTERING
DRIVEN COMMUNITY DETECTION 73
Encyclopedia of Genes and Genomes (KEGG) [35]. The probeset to gene
matching was determined using a BLAST comparison [1], for which we used
the oine algorithm provided by NCBI [9]. We performed the majority of
our analysis on probeset and only translated these probesets to genes when
performing biological interpretation.
Our reduced expression matrix consisted of 743 probesets and 5 time points,
with 3 repeats per time point. We analysed the expression matrix after taking
the average over the repeats. As discussed in the Materials and Method sec-
tion, a truncated approximation approach was taken with the Markov Chain
Monte Carlo (MCMC) sampling, for this a T = 20 was deemed adequate.
Convergence of the MCMC sampling chain was assessed using trace plots,
autocorrelation plots and the Geweke statistic [19]. The algorithm and the
convergence diagnostics were all implemented in Python with the use of the
PyMC package [39, 43]. Convergence was assumed to occur based on the com-
bination of the trace plots, autocorrelation plots and the plots from the Geweke
analysis. For the parameters investigated the autocorrelation plots appeared
to decay exponentially for most parameters, while the trace plots remained
relatively stable. The parameters produced a majority of z-score values within
two standard deviations from the mean, these parameters are thus within an
approximated 95 percent conﬁdence interval around the parameter's sample
mean. A few trace, Geweke plots and autocorrelation are presented in Fig-
ures 5.2 and 5.3 as examples. The MCMC sampling scheme consisted of 97000
iterations with a burn in phase of 87000, thus resulting in a total of 10000 it-
erations sampled. It was run with diﬀerent starting values for the parameters
generating 2 separate chains, each suggesting convergence.
The run time of our method for increasing numbers of iterations was also
assessed and the results are presented in Figure 5.4. From this it appears that
the run time of the method is linear in the number of iterations for longer
iterations. The proportionally slower run time for lower iterations may be the
result of a lack of convergence. The method is currently implemented in series,
but is quite well suited to implementation in parallel and could theoretically
be implemented on multiple machines without the need for communication
between these machines, thus potentially leading to a more eﬃcient memory
and time footprint [34]. There are also alternative MCMC sampling schemes
that could be used to improve the ability of the method to explore the posterior
landscape, approaches such as slice sampling [52].
The resultant maximum spanning tree initially consisted of probesets (see
Figure 5.5). Probeset to gene ambiguity was subsequently taken into ac-
count in order to generate a gene-based representation (see Figure 5.6). There
was a total of 73 communities estimated from the probeset representation of
the weighted tree structure using the Python implementation of the Louvain
Method [7]. The edge weights were the respective probabilities of the probesets
co-clustering. There communities were then pruned, only retaining commu-
nities that consisted of more than 20 elements. This produced a total of 8
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Figure 5.2: Geweke Plots of Z-scores
The above are Geweke plots of the z-scores resulting from comparing the means and variances of the ﬁrst
10 percent of a chain with the means and variances of the last 50 percent of a chain. Chains represent
intervals from the MCMC run. If the chain has converged then the majority of z-score values should fall
between −2 and 2. The ﬁrst plot is for α, which is the hyperparameter of the Dirichlet Process Mixture.
The second plot is for αw, which is the hyperparameter of the Indian Buﬀet Process. The third plot is for
µ0 and the forth is for σ0, these are the hyperparameters of the Log-Normal Base Distribution and the
ﬁnal plot is for the matrix of random variables indicating the Hadamard product of C and Z.
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Figure 5.3: Trace Plot and Autocorrelation of MCMC: 10000 samples
Trace and autocorrelation plots of a few parameters sampled from the posterior using MCMC. The plots
are given in groups, with the trace plot in the upper left, the autocorrelation plot on the lower left and a
histogram of parameter values on the right. These group plots represent the following parameters in order:
ﬁrst α the hyperparameter of the Dirichlet Process Mixture, second αw the hyperparameter of the Indian
Buﬀet process, thirdly µ0 and ﬁnally σ0 which are both the hyperparameters of the Log-Normal Base
Distribution. The trace plots for µ0, σ0, α and αw are relative stable. The autocorrelation for µ0, σ0 and
αw decay to zero for larger lag values. It is generally preferred to have the trace plots converge, oscillate
around a particular value without jumping, and the autocorrelation to exponentially decay quickly to zero.
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Figure 5.4: Run time of Algorithm
Figure 5.5: Inferred Tree Structure: Probesets
communities. The biological relevance of these communities were determined
using Gene Ontology (GO) enrichment and also by investigating the most con-
nected node in the community. The communities were also translated into a
gene representation and projected onto the corresponding tree structure.
5.2.1 Gene Product Characterization and Annotation
In order to functionally characterize and annotate the set of genes uncovered
from the topological community structure resulting from our method, we per-
formed GO-enrichment on each of these sets, utilizing GOEAST [57]. The
approach used by this application to determine the signiﬁcant association of
terms to the genes is discussed in the Materials and Methods section.
From the network, the largest community detected consisted of 243 probe-
sets. The most connected node in that community corresponded to the center
node in Figure 5.6. Evidence suggesting this node's (Y KL085W ) involve-
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Figure 5.6: Inferred Tree Structure:Genes
The resultant maximum spanning tree translated from probesets to genes. The encircled areas indicate the
topological location of the respective communities inferred from the weighted tree structure, the edge
weights are the probabilities of co-occurrence of probesets in the same cluster.
ment in yeast cell ageing was presented by [12]. Its immediate neighbours
included Y DL140C, Y DR404C and Y NL229C which are all known regula-
tors of Y KL085W [10].
The majority of signiﬁcant communities are immediate neighbours of Y KL085W ,
where we referred to the node connecting the respective community structure
to Y KL085W as the center node. These center nodes also had the highest
degree in their respective communities. A few of the results from the encircled
communities are discussed below, with a list of the genes in the respective
communities discussed given in Table 5.1.
Community 18
This community was enriched for amino acid metabolic processes. This term
encompasses chemical reactions in a cell involving amino acids or carboxylic
acids. The putative role that amino acids play in chronological ageing of
yeast cells was discussed in [3]. Amino acids can perform the role of aerobic
carbon source, where it was proposed in [8] that areobic growth before the
non-dividing stage may promote longevity. The recycling of amino acids may
also play a role together with mitochondrial damage and autophagy to eﬀect
the chronological age of non-dividing (stationary-phase) yeast cells [3] where
autophagy refers to the process of self-catabolism.
Alternative theories of chronological ageing, such as caloric-restriction-
based theories, have also suggested that amino acids play an important role
in ageing [40]. There is also evidence to suggest that the restrictive intake of
amino acids produces conditions similar to those produced by applying caloric
restrictions [37].
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 5. LOCAL NON-PARAMETRIC BAYESIAN CLUSTERING
DRIVEN COMMUNITY DETECTION 78
Table 5.1: Genes found in Communities
Community Name Gene List
Community 5
YBR026C YBR277C YBR278W YDL045C
YDL093W YDR037W YDR483W
YER003C YER183C YFR019W
YFR052C-A YFR053C YGL125W
YGL256W YGR088W YGR199W
YIL014W YIL139C YIL160C YIR019C
YIR032C YJL140W YJL167W YJR103W
YLR180W YLR382C YMR099C
YMR246W YNL048W YNL331C
YNR012W YOR109W YPL028W
YPL268W YPR187W
Community 17
YPL167C YLR450W YLR432W YNL220W
YGR043C YHL032C YGR192C YGL055W
YHR216W YDR242W YNL151C YJL216C
YER005W YNR008W YER087W
YKL150W YDR441C YPR145W YCR005C
YCR107W YNL267W YAR075W YCL052C
YOL097C YIR037W YJR009C YGR110W
YIL094C YGR012W YER087C-A
YHR137W YOR360C YOR202W YIL125W
YHL011C YJL052W
Community 18
YAL037C-B YAL038W YCL004W
YDL021W YDR234W YDR294C YER043C
YFL022C YFR025C YGL001C YGL202W
YGL257C YIL162W YIL172C YIR034C
YJL130C YJL221C YJR006W YJR139C
YJR153W YKL001C YKL045W YKL141W
YKL184W YKR089C YLL041C YLR028C
YLR100W YLR101C YML022W
YML106W YMR113W YMR250W
YMR300C YNR043W YOL059W
YOL140W YOL157C YOR143C YPL097W
YPL160W YPR006C YPR060C YPR113W
YPR127W YPR167C
Community 23
YPR140W YPR062W YOR176W
YOR121C YOR120W YNR016C YNL037C
YNL009W YML056C YLR354C YJR109C
YJR024C YGR292W YFR047C YFL053W
YDR437W YDR148C YDR001C YCL050C
YBR299W YBR084W YBR006W
YBL068W YBL015W
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Community 23
Similarly to community 18, this community was enriched in the carboxylic
acid metabolic process, which is directly connected to amino acid metabolic
processes. More speciﬁcally, community 23 was enriched for dicarboxylic acid
metabolic processes. It was proposed in [54] that expression of Indy, a gene
closely related to dicarboxylate cotransporter, has an important eﬀect on
longevity in Drosophila.
This community was also enriched for the tricarboxylic acid cycle (TCA).
It was highlighted in [3], that retrograde signalling, the signalling that oc-
curs between mictochondrion and nucleon, may potentially inﬂuence cellular
longevity. Retrograde signalling is primarily responsible for carbon ﬂow regu-
lation using the TCA cycle.
The center node for this community is Y NR016C, also known as Acetyl-
CoA carboxylase (ACC1). A biological function attributed to ACC1 is histone
acetylation and it has been established that SNF1 has a potential inhibitory
eﬀect on ACC1 [15, 46]. The activity of SNF1 in aged cells in the presence
of abundant nutrients, namely glucose, is discussed in [24]. Furthermore a
putative link between histone acetylation, mediated by SNF1 inhibition, on
longevity is discussed in [30]. This was not speciﬁcally linked to ACC1, though
this may indicate a valid avenue for further investigation.
Community 5
Probesets in this community were enriched for protein o-linked glycosylation.
In [6] it was postulated that protein o-linked glycosylation may be involved in a
nutrient signalling capacity. This would putatively agree with the experimental
conditions underlying our dataset, namely that of excess nutrient environment.
Community 17
The center node of this community is Y NL267W also known as Phosphatidyli-
nositol 4-Kinases (PIK1) [10]. This gene plays an essential role in the nucleus
of yeast [16]. Evidence presented by [53] suggests that PIK1 is involved with
autophagy and arguments proposed by [2] highlight the putative role that au-
tophagy plays with regards to cellular longevity during the stationary-phase.
5.3 Materials and Methods
Dirichlet Process Mixture Model
A mixture model is a model that is built on the underlying assumption that
the data is generated from a mixture of functions, such as probability dis-
tributions. Each variable is a realization from some probability distribution.
Stellenbosch University  http://scholar.sun.ac.za
CHAPTER 5. LOCAL NON-PARAMETRIC BAYESIAN CLUSTERING
DRIVEN COMMUNITY DETECTION 80
Clusters can be obtained from this. The variables that have the same proba-
bility distribution are assumed to belong to the same cluster.
A Dirichlet Process Mixture model is a mixture model where the underlying
generative distributions have their parameters drawn from the samples of a
Dirichlet Process [14]. A Dirichlet Process is a stochastic process that forms
part of the class of non-parametric Bayesian models. The concept of non-
parametric in terms of a Bayesian model refers to a model that is 'inﬁnitely'
parametric, in other words an inﬁnite number of parameters for the particular
distribution.
In particular, the Dirichlet Process is a distribution over probability dis-
tributions and samples from the process are discrete probability distributions
with the same support as a given base distribution, denote the base distri-
bution by H, which is one of two parameters that deﬁne the process. We
denote a sample from the Dirichlet Process, thus a discrete distribution, by
G. The other parameter of the Dirichlet Process is known as a concentration
parameter, denoted α. It controls the concentration of the mass of the sampled
distribution such that as α→∞, G→ H pointwise.
The formal deﬁnition of a Dirichlet Process is given as:
Deﬁnition 5.1. Dirichlet Process Let α ∈ R+/0 and letH be some probability
distribution (or density) with support A. Then G ∼ DP (H,α) if for any ﬁnite set
of partitions of A, say A1 ∪A2 . . . ∪Ak = A, we have that
(G(A1), G(A2), . . . , G(Ak)) ∼ Dirichlet(αH(A1), αH(A2), . . . , αH(Ak)) (5.3.1)
This deﬁnition is not constructive, since it gives no indication of how to
construct a Dirichlet Process to obtain G. There are several alternative repre-
sentations of this process, in particular we utilized the stick-breaking represen-
tation proposed by [44] to construct the Dirichlet Process used in our method.
This representation is given mathematically by the following set of equations:
k = 1, 2 . . . ,∞
θk ∼ H
vk ∼ Beta(1, α)
pik = vkΠ
k−1
l=1 (1− vl)
G(A) =
∞∑
k=1
pikδθk(A) (5.3.2)
Here θk ∈ A is the kth sample from the base distribution H with support
A, with the support of a probability distribution is the set of values for which
it is deﬁned. Further, vk is the k
th draw from a Beta Distribution and pik is a
probabilistic weight assigned to the support value θk, such that
∑∞
k=1 pik = 1.
We can see from the equation of G, that G is a countably inﬁnite atomic
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distribution with atoms given by δθk(), where δθk() is the dirac delta measure,
such that δθk(θk) = 1 and δθk(·) = 0, otherwise. We note from the above that∑∞
k=1 pik = 1, therefore we can say the pik represents that weight, or probability
mass, associated with the atom δθk().
Intuitively we can view the above process as the breaking of and discard-
ing pieces of a unit stick. First a support value is sampled from the base
distribution, then a location to break the unit stick is sampled from a Beta
Distribution. Then the part we broke oﬀ is taken and its length is assigned
as a probability associated with the support value. The process is repeated,
sampling another support value and then breaking parts oﬀ from what remains
of the unit stick. This process is continued for an inﬁnite number of iterations.
By continually breaking from the remains of the unit stick we are assured that
the probability mass assigned to the support values will asymptotically sum
to 1. This process is illustrated in Figure 5.7. It was shown by [44] that G
generated from the above algorithm follows a Dirichlet Process.
Figure 5.7: Stick Breaking Representation: Dirichlet Process
In terms of the objective of clustering, we interpreted pik as the probability
of assigning a variable, or object of interest, to a cluster k. It is worth noting
that the support value θk is not restricted to a scalar, therefore θk can indicate
a set of parameters associated with the cluster k. These parameters can then
in turn indicate a distribution for a particular cluster k. The stick breaking
process above therefore provided a model to probabilistically pick an inﬁnite
set of parameters for some distribution. Given the inﬁnite set of assignment
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probabilities, cluster assignment is independent of each other. This implies a
conditional independence given by:
P (ci, cj|pi1, pi2, . . . ) = P (ci|pi1, pi2, . . . )P (cj|pi1, pi2, . . . ),
which applies to all clusters, where a cluster is indicated by c with a sub-
script. This therefore implies that the cluster assignment for, say N , variables
or objects follows a Multinomial Distribution:
(c1, c2, c3, . . . , cN) ∼ Multinomial(pi1, pi2, . . . , piN) (5.3.3)
Together the set of equations 5.3.2 and the equation in 5.3.3, provided us
with a non-parametric prior over cluster assignments and parameter values.
The observations of an expression matrix are continuous values, while the
realization of the distributions sampled from the Dirichlet Process are discrete.
Therefore we assumed that the realization of these sampled distributions are
actually parameters of a Beta Distribution. Thus our expression matrix, once
normalized, was assumed to be generated from a mixture of Beta Distributions,
where each variable is a set of realization from one of the inﬁnite number of
Beta Distributions:
yi|θ, ci ∼ Beta(θci) (5.3.4)
It is important to note that we have continuously referred to θ as a support
value, which in our case referred to the parameters of a Beta Distribution. This
support value therefore has domain R+ x R+ and is thus a two element vector
with each element having support over the positive real numbers. The support
of the base distribution therefore has to be the same. We took an independent
bivariate Log-normal Distribution as our base distribution. The probability
density of a Log-normal Distribution is given in 5.3.5,
fX(x;µ, σ) =
1
xσ
√
2pi
exp{−(lnx− µ)
2
2σ2
};x > 0, (5.3.5)
Finally we deﬁned hyperpriors for the prior parameters α, µ and σ. The
hyperpriors where chosen to be uninformative. We took α to be a realization
from a Uniform Distribution, µj a realization from a Normal Distribution and
σj to be a realization from a Uniform Distribution, for j = 1, 2 which denoted
the two respective parameter sets for the bivariate Log-normal Distribution.
The hyperpriors for the base distribution was chosen to represent a wide range
values to capture the notion uninformative belief surrounding the parameter
values of the respective Beta Distributions.
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α ∼ Uniform(0.5, 10)
µj ∼ N(0, 100)
σj ∼ Uniform(0, 100)
We took the hyperprior for σj to be uniform rather than the classical
Gamma Distribution generally used, it has been argued in [17] that uniform
prior is preferred when working with hierarchical models. Further we assumed
equal means and variances for the independent bivariate Log-normal Distribu-
tions, this implied
µ1 = µ2
σ1 = σ2,
with the corresponding co-variance elements equal to zero.
Our mixture model is therefore fully speciﬁed. The graphical depiction of
our model is given in Figure 5.8. This uses the plate representation where all
variables in the same plate are indexed over the same indices.
Figure 5.8: Graphical Plate Model: Dirichlet Process Mixture Model
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5.3.1 Indian Buﬀet Process
Genes interact together in modules and sets, often in a combinatorial manner.
There is no guarantee that genes that do interact together have the same ex-
pression pattern. The patterns between these genes may be highly correlated,
inversely correlated or may show signs of little to no correlation. We modelled
this concept from an exploratory analysis approach. We therefore proposed
sets of genes that are then further analysed in terms of their expression pat-
terns, thus capturing these patterns given a local background.
To initially generate a subset of genes, we viewed the problem in the context
of binary classiﬁcation of variables given a set of features. A feature describes
an attribute of a variable. In our case variables are probesets and features
represent some arbitrary attribute, left unspeciﬁed. For a particular feature,
the genes that were associated with this feature were viewed as a putative gene
set. The concern was then deﬁning features to pick, and how many of these
features we should use. We used an Indian Buﬀet Process to solve this, which
uses an inﬁnite number of independent features [21].
A Indian Buﬀet Process deﬁnes a prior over equivalent classes of binary
matrices. The original representation of this process deﬁned it as the limit of
a prior over equivalent classes of ﬁnite binary matrices, where the limit is taken
over the number of columns [21]. A binary matrix is an N x K matrix, say Z,
whose elements are either 0 or 1. The N rows indicate the variables that we
are interested in, the K columns are the independent features with K → ∞
and the elements of the matrix indicate if there is an association between the
variable and the feature, in the case of such an association the corresponding
element will be 1.
We utilized the stick-breaking representation proposed by [51], instead of
the originally proposed representation. The stick-breaking process was shown
to be equivalent to the process deﬁned above. This stick-breaking process
is given by the following set of equations, where i = 1, 2, . . . , N and k =
1, 2, 3, . . . ,∞:
wk ∼ Beta(αw, 1)
bk =
k∏
l=1
wl
zik|bk ∼ Bernoulli(bk)
The above can be intuitively understood as the iterative breaking of pieces
from a unit stick. For the ﬁrst iteration we sample, from a Beta Distribution,
a proportion w1 of the unit stick we will break oﬀ and record the length of
the part we broke oﬀ, b1, discarding the rest of the stick. Then we use the
calculated length, as a probability, to generate a vector of N binary values.
The second iteration then involves sampling another proportion, w2 from a
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beta distribution, but this time the proportion is in terms of the piece we
previously broke oﬀ, recording its length, b2 = w2 ∗ b1, and then sampling
another binary vector. This process continues inﬁnitely, each time breaking oﬀ
a proportion of the stick that we have broken oﬀ previously. This is illustrated
in Figure 5.9. A plate model graphical representation of the above process is
shown in Figure 5.10.
Figure 5.9: Stick Breaking Representation: Indian Buﬀet Process
Asymptotically, this process will generate a binary matrix with inﬁnite
columns where the probabilities associated to the Bernoulli Distribution ex-
ponentially decay as more features are sampled. This leads to the number
of columns that have no non-zero element being ﬁnite. The distribution of
the number of columns with at least one non-zero element has been shown to
follow a Poisson(α
∑N
i=1
1
i
) distribution [51, 21].
5.3.2 Combined Model and Truncated MCMC
Sampling
To generate our putatively biologically relevant sets, we determined the prob-
abilistic association between genes given a local background. This was done
by clustering a subset of genes. The subsets were generated from each of the
columns of the binary matrix produced by the Indian Buﬀet Process. The clus-
tering was performed on this subset, by a Dirichlet Process Mixture Model.
The probabilistic association was then ﬁnally determined by the normalized
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Figure 5.10: Graphical Plate Model: Indian Buﬀet Process
frequency of genes clustered together. This required that we sample clusters
from the posterior distribution of our model. Therefore, Markov Chain Monte
Carlo (MCMC) simulations were used to sample these cluster probabilities and
the respective mixture parameters associated with the clusters [23, 20, 11].
The combined model of the two processes is graphically presented in Fig-
ure 5.11. From the Indian Buﬀet Process we sampled an NxK binary matrix,
Z, and from the Dirichlet Process we sampled a K x 2 matrix, θ, which con-
tains parameter values for a Beta Distribution and a N x K matrix, C, of
cluster identities. We then took the Hadamard product of C and Z to de-
termine the variables to be analysed for each k, say N∗k , and their respective
cluster identities for each of the individual features, obtained from a Multino-
mial Distribution. For each of these features we applied the likelihood, the Beta
Distribution with the parameters given by the cluster identity's corresponding
row in θ. With the likelihood it was assumed that the variables, which are
vectors of normalized expression values, are independently distributed given
the cluster assigned parameter values and features.
In order to generate samples of cluster assignments from the posterior of
our model we truncated the column space of the binary matrices and the
dimension of the distribution sampled from the Dirichlet Process. A ﬁnite
dimensional approximation was therefore applied to both the Indian Buﬀet
Process and the Dirichlet Process. The concern therefore became choosing
an adequate truncation value, T , such the model is computationally feasible,
but still expressive enough. In the case of the Dirichlet Process, [25] initially
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Figure 5.11: Graphical Plate Model: Combined Model
proposed this approach and [36] provided a way to obtain T such that the
expected ﬁnal probability mass assigned to piT is arbitrarily small, say . This
will ensure that we have modelled a large portion of the probability mass:
T ≈ 1− αlog() (5.3.6)
For the Indian Buﬀet Process, by observing the stick-breaking represen-
tation, there are notable similarities with the stick-breaking representation of
the Dirichlet Process, with the Dirichlet Process we continually broke pieces
oﬀ from what remained of the unit stick, while with the Indian Buﬀet Process
we continually broke pieces from the piece that was broken oﬀ. Given this
similarity it was argued in [51] that the truncation approximation can also be
applied to the Indian Buﬀet Process. To determine the truncation value T ,
for the Indian Buﬀet Process we tried to ensure that the expected probability
assigned to bT is again arbitrarily small, say equal to . The expectation of
b1 is given by
αw
1+αw
, which follows from the beta distribution. Each of the bk
random variables, for k = 1, 2, 3, . . ., are independent, thus the expectation of
bT is given by E(bT ) = (
αw
1+αw
)T . We therefore have that T is approximated as
given by the set of equations 5.3.7,
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 = (
αw
1 + αw
)T
log() = T log(
αw
1 + αw
)
T = log()÷ log( αw
1 + αw
)
T ≈ −αw log() (5.3.7)
.
In the set of equations above we used the approximation of log( αw
1+αw
) ≈ −1
αw
.
Therefore the choice of truncation value with regards to both the Dirichlet
process and the Indian Buﬀet Process is primarily a function of their respective
hyperparameters.
To navigate the sample space during the MCMC simulation the Metropolis
sampler was applied, where a centered Gaussian Distribution was used for the
proposal distribution in the variable-based updates. No block updates were
therefore performed, as each random variable was updated individually. This
particular choice of a proposal distribution eﬀectively explored the search space
with a random walk. This introduced an additional parameter that needed to
be estimated, namely the variance of the Gaussian Distribution. If the variance
is too large then the space might be sparsely explored, while if the variance
is too low then the chain might be slow to converge. The process of choosing
an appropriate variance is called tuning. Generally the variance is adjusted
such that the acceptance ratio is 0.5 [41]. The acceptance ratio is the ratio of
the number of accepted proposed values compared to the number of rejected
proposed values for a parameter. We adjusted the standard deviation of the
proposal distribution during the burn-in phase of the sampling procedure.
5.3.3 Minimum Spanning Tree
The minimum spanning tree problem is deﬁned as determining a spanning path
that has minimum weight from a given graph G, where the graph G = (V,E)
is deﬁned by a set of nodes V , and a set of edges E = {vi, vj}, vi, vj ∈ V .
A spanning path p ∈ P , where P indicates all possible spanning paths, is
a path that contains all nodes in V , such that it consists of an alternating
sequence of edges and nodes where no node or edge is repeated. The weight
is a positive value that is assigned to a given edge e ∈ E and a path is said to
be of minimum weight if the sum of the weights of all the edges of that path
is less than or equal to the sum of the weights of any other path.
The algorithm to determine the minimum spanning tree used here is the
Kruskal Algorithm proposed in [29]. The algorithm proceeds in the following
steps:
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1. Create a set of trees, T , such that each tree is a node from the graph
2. Create a sorted set, say U , with all edges from the graph sorted by weight
3. While the T is not spanning and U is not empty do
a) Remove the shortest weighted edge from T , mark it as current
b) If the current edge has nodes in two diﬀerent trees, merge them.
Else discard edge
The result from the above algorithm is a minimum spanning forest, if the
result is a set of disconnected trees, otherwise it will be a spanning tree. The
complexity of the above algorithm is determined to be O(|E| log |E|).
If the weights of a graph are inverted in some way, then the resulting tree (or
forest) will be a maximum spanning tree. These trees allow a de-convoluted
representation of a potentially complex graph structure. When the weights
between nodes are probabilities the spanning trees provide a most probable
path between the nodes. If nodes are genes (or probesets) this provides an
image of the most probable interaction between these genes; given the context
of the dataset. The NetworkX package in Python was used to determine the
maximum spanning tree [22].
5.3.4 Community Structure Detection
Communities are deﬁned to be densely connected subgraphs in a graph. These
topological structures naturally capture the idea of modules of gene interaction,
whereby genes interact in a combinatorial set-based manner. Thus we assume
that these subgraphs, when applied to a probabilistic association graph derived
from gene expression data, captures this dynamic.
Exact solutions to community detection is generally computationally in-
tractable. Therefore most algorithms provide some heuristic approximation,
with the objective to generate sets of nodes that are densely connected to each
other and sparsely connected to all other nodes. This is measured by the mod-
ularity of the network, which provides a value between −1 and 1, where higher
values of modularity indicate a greater disparity between the edge density
within a community compared to the edge density between communities.
The algorithm used to detect high modularity communities for our given
graph structure was the Louvain algorithm proposed in [7]. This approach uses
modularity as an objective function in a two phased approach that is repeated
iteratively. The ﬁrst phase is initialized by assigning each node to a separate
community. The nodes and their respective neighbours are then investigated
and a node is reassigned to the community belonging to its neighbour only if
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Valid ID's in Gene
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Genes have GO
term
b d - b d
Genes don't have
GO term
a -b n+b-a-d n-d
a n-a n
the change in modularity is a positive maximum. When no switching of com-
munities occurs, the algorithm passes to a second phase. This phase involves
constructing a new graph from the previous graph. In this new graph nodes
are the communities produced by phase one, with edge weights corresponding
to the sum of the weights connecting nodes from the two corresponding com-
munities. Thus there exists an edge between two new nodes in the new graph
if there exists at least one edge between a pair of old nodes of the previous
graph where each of these old nodes are elements of two communities. The
construction of self-loops is also possible during the second phase. When phase
two is completed, phase one is applied to this new graph. This process contin-
ues for a certain number of passes or until there is no change in the community
structure. The resulting nodes after the ﬁnal second phase then indicate the
communities. Diﬀerent levels of the generated hierarchy can be analysed, to
identify potentially meaningful structure related to sub-communities.
5.3.5 Gene Ontology Enrichment
The Gene Ontology (GO) is a project that involves collecting a standardized
set of terms that describe gene products and gene annotations. There are
several tools available to determine overrepresented GO terms for a given set
of genes or probesets. This process is known as GO enrichment. The structure
of these terms is hierarchical where the top level of the hierarchy describes
more general terms and the terms become more speciﬁc and specialized as one
descends the hierarchy. This structure reveals the connected nature of diﬀerent
overrepresented terms and how they related to one another.
Various statistical techniques have been proposed to determine if a set or
subset of GO terms are enriched for a particular set of genes. The standard
test utilized to determine enrichment or signiﬁcant association is the hyper-
geometric test. This involves the construction of a contingency table for each
GO term.
In the table a is the number of valid id's, or GO-terms, for genes in the
set we are investigating and the microarray chip consists of a total of n genes.
For a particular GO term there are b number of genes in a associated with it
and there are d number of genes in n associated with it. Then for a particular
GO term a p-value for the hypergeometric test can be calculated by
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p =
d∑
x=b
(
d
x
)(
n−d
a−x
)(
n
a
) (5.3.8)
These p-values are then adjusted using the Benjamini-Yekutieli adjust-
ment, to produce a false discovery rate. This is the approach implemented by
GOEAST [57], a web-based tool for GO-Enrichment. The output produced
by the method is a tree hierarchy in which signiﬁcantly enriched GO-terms are
highlighted. The tree indicates more general GO-terms at the root and as the
tree descends we have less general GO-terms.
5.4 Conclusion and Future Work
Our method involved the application of primarily two non-parametric Bayesian
models. The ﬁrst, an Indian Buﬀet Process, is seen as a prior on binary
matrices. This process was used to select subsets from our data. These subsets
were then clustered using a Dirichlet Process Mixture model. By using a
sampling scheme, we could then estimate the probability of co-occurrence of
our variables. This estimation resulted in a complete graph, that was then
reduced using a maximum spanning tree. Community structures present in
this weighted tree then allowed us to generate subsets, that may provide us
with putative contextual relevance.
In applying our methodology to a subset of a Saccharomyces cerevisiae
dataset, we uncovered a rich structure. This structure putatively appears to
capture the underlying experimental dynamics and postulated communities
that hypothesize biologically relevant relations, as suggested by evidence from
the literature.
The model has been applied only to one speciﬁc context and thus a proper
assessment needs to be made of its application to other datasets based on
other contextual backgrounds. It would be useful to apply the methodology
with no speciﬁc background, potentially capturing global patterns prevalent
in the data.
There is also signiﬁcant improvement that can be made in terms of the
model itself. Alternative sampling schemes may better explore the complicated
posterior space, and thus potentially uncover richer structure from the dataset.
Longer runs of the MCMC sampling scheme may also be useful. This may
ensure that the parameter search space is fully explored and that we have not
simply sampled from one of many local optima.
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Conclusion
We applied three diﬀerent exploratory analyses in an attempt to delineate
the interactions between genes. The problem is made complicated not only
by the complex dynamical biological system, but also by the broad scope of
the problem. Gene interaction was deﬁned as some relationship that occurs
between gene products, the regulatory elements of the gene or if some of the
genes regulate others. We have referred to their interaction, not in terms of
individual isolated units, but as groups, sets or modules. This deﬁnition still
leaves a broad scope to the problem. Nevertheless, we applied three novel
approaches to attempt to hypothesize connections between genes based on the
assumptions of the approach and the approach itself.
The ﬁrst approach was a targetted approach applied to grapevine gene
expression data. The target genes modelled were defence-related genes, and
the dataset consisted of several microarray experiments. From the expression
data we modelled putative sets of co-expression based on our targets and at-
tempted to infer some association between these sets. We uncovered evidence
to suggest that some of our defence-related genes have several functions and
they may play a role under various conditions in grapevine. The resulting
structure from our approach proposed hypotheses that agreed with evidence
in the literature. This literature evidence related to speciﬁc target genes, or
their sets of putatively co-expressed genes, and their activity in our proposed
dominant conditions. The sets themselves, when analysed for biologically rel-
evant associations from the literature, agreed to some extent with evidence in
the literature. Based on the assumption that putatively co-expressed genes
have some common function or set of functions, we proposed a biologically
relavent relation between target genes as well as biologically relavent associa-
tion for some individual target genes. These relationships can then be tested
more rigorously.
Our second approach, applied to yeast, attempted an untargetted approach,
similarly attempting to connect sets of putatively co-expressed genes based on
the assumption that modules of co-expressed genes have some relation with
each other over time. This approach used these modules to deﬁne a search
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space for element-wise statistical dependence estimation. The resulting struc-
ture appeared to putatively capture within-pathway aﬀects. Then, generating
highly connected submodules using clique detection we uncovered modules
that connect putatively related pathways. In particular we detected activ-
ity surrounding an important energy pathway in yeast, suggesting that the
yeast cells remained metabolically active. We also uncovered topologies that
proposed hypotheses relating to the underlying experiment. These ﬁndings
agreed with evidence in the literature. It may, however, be that the subset
of the data we modelled potentially biased the outcome, though the approach
did still uncover putatively meaningful relationships in this subset. One po-
tential concern with this model is that the statistical tests are dependent on
the partitioned search space we deﬁned, the larger the number of variables to
compare the less signiﬁcant individual comparisons may become. This may
limit the application of the model to particular datasets.
Our third approach, applied to the same yeast dataset, was a sub-clustering
approach based on non-parametric Bayesian models. Relationships between
genes were determined by their co-occurrence through repeated clustering.
This relationship was summarized by analysing the topology of the network
resulting from these relations. From our initial investigation of the biological
relevance of these structures we found putative theoretical support for the in-
ferred relationships from the literature. The community modules appeared to
reﬂect the underlying experimental condition of the dataset. The relationships
between the modules therefore suggested possible hypotheses regarding puta-
tive inter-related activities or functions. The model used a large number of
parameters and thus attempts to navigate a potentially complicated posterior
landscape. This may require a more in-depth investigation into the model, as
the convergence achieved may be misleading. The model could potentially be
multi-modal in the posterior, thus a longer run needs to be tested. The larger
the number of parameters and the longer the chain, the more computational
resources are required, which may be inhibitory. The current sampling scheme
used is also very naive and alternative more eﬃcient schemes exist that should
be investigated.
The methods applied represent only a fraction of the possible models that
could be applied to this problem. Each model, depending on its assumptions,
may potentially capture a diﬀerent aspect of the problem at hand. The hy-
potheses generated here are the result of an exploratory analysis and thus
require further investigation. Our models have also been applied each to a
speciﬁc context, applying them to diﬀerent datasets is an important next step.
A deeper mathematical exploration of the models along with their assump-
tions is also important, as this may uncover new insights or potentially alter
existing ones.
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