Discussion of : constructing summary statistics for approximate Bayesian computation: semi-automatic approximate Bayesian computation by Drovandi, Christopher & Pettitt, Tony
This is the author’s version of a work that was submitted/accepted for pub-
lication in the following source:
Drovandi, Christopher C. & Pettitt, Anthony N. (2012) Discussion of : con-
structing summary statistics for approximate Bayesian computation: semi-
automatic approximate Bayesian computation. Journal of the Royal Statis-
tical Society, Series B : Statistical Methodology.
This file was downloaded from: http://eprints.qut.edu.au/69020/
c© Copyright 2012 Royal Statistical Society
Notice: Changes introduced as a result of publishing processes such as
copy-editing and formatting may not be reflected in this document. For a
definitive version of this work, please refer to the published source:
http://dx.doi.org/10.1111/j.1467-9868.2011.01010.x
Discussion of “Constructing summary statistics for Ap-
proximate Bayesian Computation: Semi-automatic ap-
proximate Bayesian computation” by Paul Fearnhead
and Dennis Prangle
Christopher C. Drovandi and Anthony N. Pettitt, Queensland University of Technology,
Brisbane, Australia
The authors present an approach that promises to deliver something that every ABCer
wishes for: a low dimensional close-to-sufficient summary statistic in some automated and
computationally convenient way. To this end the authors should be congratulated.
It is of general interest whether the semi-automatic method may be sensitive to the
first stage algorithm, in terms of the tolerance and the initial choice of summary statistics.
A lower tolerance can be obtained with SMC ABC (e.g. Drovandi and Pettitt (2011a)).
An initial set of summaries could be obtained via Nunes and Balding (2010), which is
an automatic algorithm to choose the optimal subset of summaries out of a larger set of
summaries.
The second part of this discussion is to compare the semi-automatic and Nunes and
Balding (2010) approaches on the Tweedie model (a GLM with E[Y ] = µ and Var[Y ] = φµp)
where 1 < p < 2, µ > 0 and φ > 0. Having 1 < p < 2 produces a mixture of zeros and
continuous response. 1000 observations are drawn with p = 1.8, µ = 3 and φ = 2. Our
priors are uniform. The likelihood is analytically intractable but a suitable approximation
is proposed by Dunn and Smyth (2005). Simulation is straightforward for some of the
parameter space. The initial summaries considered are: number of zeros, and for the non-
zero component of the data, minimum, maximum, the octiles, and robust versions of scale,
skewness and kurtosis in Drovandi and Pettitt (2011b). A uniform weighting function is
used with a Euclidean distance discrepancy on the log summaries.
SMC ABC was applied with the initial set of summaries (referred to as ‘full’), to obtain
the training region for semi-automatic ABC. We estimated the true posterior via importance
sampling (‘true’).
For the semi-automatic ABC, a regression was applied where the predictors were the
every 100th order statistic and the square of these. The observed summaries estimated from
the regression are close to the true posterior means. We then performed SMC ABC with
these summaries and the updated prior (‘semi-auto’).
The Nunes and Balding (2010) algorithm selected the number of zeros, the 2nd, 3rd, 6th
and 7th octile, as well as the robust measures of scale, skewness and kurtosis summaries.
SMC ABC is used to refine these particles to a lower tolerance (referred to as ‘auto’).
Figure 1 shows the results. Semi-automatic ABC does well for µ and φ but overestimates
the posterior variance for p. To improve the approximation it may be of interest to include
additional features of the posterior distribution (e.g. the variance) via more regressions and
include these extra summary statistics.
As an aside, we are interested in the author’s comments on how the semi-automatic
approach might be extended to accommodate models with covariates (see e.g. Drovandi
et al. (2011)).
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Fig. 1. Posterior distributions for the tweedie model
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