We report the crystal field levels of several newly-discovered rare-earth kagome compounds: Nd3Sb3Mg2O14, Nd3Sb3Zn2O14, and Pr3Sb3Mg2O14. We determine the CEF Hamiltonian by fitting to neutron scattering data using a point-charge Hamiltonian as an intermediate fitting step. The fitted Hamiltonians accurately reproduce bulk susceptibility measurements, and the results indicate easy-axis ground state doublets for Nd3Sb3Mg2O14 and Nd3Sb3Zn2O14, and a singlet ground state for Pr3Sb3Mg2O14. These results provide the groundwork for future investigations of these compounds and a template for CEF analysis of other low-symmetry materials.
I. INTRODUCTION
The kagome lattice of corner-sharing triangles is the basis for multiple distinct forms of frustrated magnetism with unique physical properties. Magnetic kagome lattices are believed to host spin-liquid phases [1] [2] [3] [4] , nontrivial transport properties [5] , and topologically protected phases [6] . Experimental realizations of these models present important opportunities to explore new states of matter.
Recently, a new family of kagome compounds with magnetic rare earth ions RE 3 Sb 3 A 2 O 14 (RE = rare earth, A = Mg, Zn) was discovered [7] [8] [9] . Basic materials characterization has been carried out on the entire family [7] [8] [9] [10] , and neutron diffraction has revealed the low temperature magnetic structure of Nd 3 Sb 3 Mg 2 O 14 [11] and Dy 3 Sb 3 Mg 2 O 14 [12] . µSR data for Tb 3 Sb 3 Zn 2 O 14 were interpreted as indicative of a spin-liquid ground state [13] .
The rare earth ions in these materials are strongly influenced by the electrostatic environment they occupy.
It determines to what extent and how the 2J + 1 fold spin-orbital degeneracy of the rare earth ion is lifted [14] . Clearly this has major impacts on the nature of the potentially frustrated magnetism. Fortunately the crystal electric field (CEF) level scheme can be accurately determined using inelastic neutron scattering and it is to this task that we have devoted ourselves in this paper. Specifically, we report the crystal field Hamiltonians of Nd 3 Sb 3 Mg 2 O 14 , Nd 3 Sb 3 Zn 2 O 14 , and Pr 3 Sb 3 Mg 2 O 14 deduced from crystal field excitations observed with neutron scattering. The complexity of the CEF Hamiltonian is determined by the point group symmetry of the ion: high symmetry means few CEF parameters, low symmetry means many CEF parameters. The ligand environment for RE 3 Zn) has a very low symmetry oxygen environment of 2/m symmetry (see Fig. 1 ), leading to 13 allowed CEF parameters in the Hamiltonian. Such a model is very difficult to uniquely establish, but-by using a point-charge approximation to obtain a first approximation-reliable fits to neutron scattering data are possible. The techniques outlined here provide a template for analyzing the rest of this family of Kagome compounds and indeed they should be useful for analyzing the crystal field level scheme when as here the symmetries involved are low.
II. EXPERIMENTAL METHODS
We performed neutron scattering experiments on 5g of Nd 3 Sb 3 Mg 2 O 14 , 5g Nd 3 Sb 3 Zn 2 O 14 , and 5g Pr 3 Sb 3 Mg 2 O 14 (all loose powders) on the ARCS spectrometer at the SNS at ORNL. For every compound, we collected data at incident energies E i = 150 meV, E i = 80meV, and E i = 40meV; at temperatures T = 6K, T = 100 K, and T = 200 K for every E i (a total of nine data sets), measuring for two hours at each setting. We also acquired data for a 5g nonmagnetic analogue La 3 Sb 3 Mg 2 O 14 to serve as a background. This allows us to subtract the phonon contribution from the data for the magnetic compounds (see supplemental materials for details about the background subtraction).
The full background-subtracted data set for Nd 3 Sb 3 Mg 2 O 14 is shown in Fig. 2.
The crystal field excitations are clearly visible because the corresponding intensity decreases with Q as a result of the electronic form factor. As Nd 3+ is a J = 9/2 Kramers ion, we expect to see 10/2 = 5 CEF levels, and thus four CEF transition energies from the ground state. This is indeed what we observe in the neutron data: in the 6 K data, four transitions are visible at 23 meV, 36 meV, 43 meV, and 111 meV. At higher temperatures, the existing peaks broaden in ∆E due to shorter excited-state lifetimes, and additional weak peaks appear corresponding to transitions between thermally populated excited levels.
An abbreviated (6 K only) data set for Nd 3 Sb 3 Zn 2 O 14 is shown in Fig. 3 . These data are nearly identical to the Nd 3 Sb 3 Mg 2 O 14 data in Fig. 2 , with four transitions from a J = 9/2 Kramers ion, but with transition energies at 18 meV, 32 meV, 40 meV, and 109 meV. Such differences indicate slight modifications in the ligand environment experienced by the rare earth ion.
An abbreviated (6 K only) data set for Pr 3 Sb 3 Mg 2 O 14 is shown in Fig. 4 . Pr 3+ is a non-Kramers ion with J = 4, which means that singlet states are possible when the point group symmetry is sufficiently low so the number of transitions observed is greater. Five transitions are clearly distinguishable at 6 K, with more being too weak to distinguish in the figure.
III. COMPUTATIONAL METHODS
Using the inelastic neutron scattering data, we were able to infer a crystal field model for each of the compounds that can account for their anisotropic magnetic properties for temperatures above the inter-site interaction scale (1 K). The fits were carried out using the PyCrystalField software package [15] . The analysis is based on the following CEF Hamiltonian
Here O m n are the Stevens Operators [16, 17] and B m n are multiplicative factors called CEF parameters that parametrize the effects of the ligand environment on the rare earth ion. This formalism is convenient when the ligand environment has high symmetry, leaving only a handful of CEF parameters to be fit [17] . Unfortunately, a direct fit to the data for Nd 3 Sb 3 Mg 2 O 14 is not feasible: fitting 13 parameters to eight observables (four transition energies and four neutron intensities). To get around this, we begin with a constrained fit based on an electrostatic point-charge model of the ligand environment. Specifically, the point charge H CEF is based on a Taylor expansion of the electrostatic field at the rare earth site generated by the coordinating atoms treated as point charges [17, 18] . Following the method outlined by Hutchings [17] , the CEF parameters B m n are given by
Here γ nm is a term calculated from the ligand environment expressed in terms of tesseral harmonics, q is the charge of the central ion (in units of |e|), C nm are normalization factors of the tesseral harmonics [17] , r n is the expectation value of the radial wavefunction for the rare earth ion [19] , and θ n are multiplicative factors from expressing the electrostatic potential in terms of Stevens Operators in the J basis [16] .
The neutron cross section for a single CEF transition in a powder sample is [20] , where N is the number of ions, γ = 1.832 × 10 8 s −1 T −1 is the gyromagnetic ratio of the neutron, r 0 = 2.818×10 −15 m is the classical electron radius, k and k are the incoming and outgoing neutron wavevectors, f (Q) is the form factor, e −2W (Q) is the Debye Waller factor, p n = e −βEn / i e −βEi is the Boltzmann weight, and
is computed from the inner product of total angular momentum J α with the CEF eigenstates |Γ n . Using this equation, one can calculate the neutron spectrum of a given CEF Hamiltonian at a given temperature. In reality, the delta function δ(hω + E n − E m ) is replaced with a finite width peak due to the limited energy resolution of the instrument, dispersion, and/or the finite lifetime of the excitation. The resolution was approximated with a Gaussian profile, while finite lifetimes give Lorentzian profiles. We approximated the convolution of these with a Voigt profile for computational efficiency. The energy transfer depedendent resolution width was calculated as described in ref. [21] with sample width dL 3 defined so the calculated Full Width at Half Maximum (FWHM) of the elastic line matched the measured FWHM. The finite lifetime Lorentzian width was a single temperature dependent fitting parameter shared by all transitions.
Multiple constant-Q spectra were fitted simultaneously computing the Q-dependent scattering using the calculated form factor and a temperature dependent DebyeWaller factor approximated with an overall thermal parameter u [22] (see supplemental materials for details). We also fit simultaneously to data at all energy transfers and temperatures, for a total of nine Q and ∆E dependent data sets being fit simultaneously for each compound. For E i = 150 meV and E i = 80 meV, we fit data up to 8 Å −1 , and for E i = 40 meV we fit up to 7 Å −1 (at which points the magnetic intensity was indistinguishable from background noise).
Using the point charge formalism described above, we fit the CEF Hamiltonians in three steps. The first step was calculating the CEF parameters for each compound using the ligand positions refined in refs. [8, 9, 11] . (We refer to this as the "Calculated PC" model.) As a second step, we refined the effective charges of the symmetryindependent ligand sites by fitting the calculated neutron spectrum to the data. (We refer to this as the "PC Fit" model.) In RE 3 Sb 3 A 2 O 14 , there are eight ligands surrounding RE but only three symmetry-independent ligand sites. So we fit the effective charges (contained in γ nm ) of each symmetry-independent atom, thus fitting the relative weights of each symmetry-related group of ligands, starting with effective charges of (−2e, −2e, −2e) for O 2− ions. By fitting effective charges, we have three fitted parameters and eight observables. In fitting the effective point charge model, we added a term to the global χ 2 measuring the mean square deviation of the calculated transitions from the observed transitions (which were taken from Gaussian fits to the spectra) of the form χ
This was found to improve convergence.
As a third and final step, we used the crystal field parameters B m n obtained from the best effective charge fit as starting parameters for a fit to neutron data varying all B m n . (We refer to this as the "Final Fit" model.) We included a weakly weighted χ 2 ∆E term in the final fit to keep the fit from wandering astray. In doing so, we assume that the point charge fit approaches the global minimum in χ 2 and that the final fit is merely an adjustment to the best-fit point charge model. To cross-check our results, we computed the magnetic susceptibility from H CEF numerically. Susceptibility is defined as χ α,β = ∂Mα ∂H β , and M α = g J J α , where
k B T i|J α |i /Z and |i are the eigenstates of the effective Hamiltonian H = H CEF + µ B g J µ 0 H · J, where µ 0 H is magnetic field. Computing M α at various fields and taking a numerical derivative with respect to field yields the magnetic susceptibility. Figure 9 provides a comparison of the calculated powder-average susceptibility compared with experimental data. The calculated anistropic low-temperature magnetization is in Fig. 10 .
IV. RESULTS

A. Nd3Sb3Mg2O14
The best fit CEF parameters for Nd 3 Sb 3 Mg 2 O 14 are listed in Table S .III, along with the CEF parameters from the initial Calculated PC and the PC Fit models. Constant Q cuts of the fits to neutron data are shown in Fig.  6 , with the final fit plotted in black and the PC fit plotted in a grey dashed line.
Starting with effective charges of (−2e, −2e, −2e), the PC fitted charges for Nd 3 Sb 3 Mg 2 O 14 are (−0.999e, −0.931e, −0.910e). The Powell method of minimization [23] yields this result for any value of initial charges from −0.6e to −2e. Although these values are about 50% less than −2e, they are reasonable because the electrostatic repulsion is actually from electron orbitals and not point charges; so the effective charge can differ significantly from the net charge [24] . As Fig. 6 shows, the effective charge fit resembles the data but does not reproduce the precise energies and intensities of the transitions. The final fit matches the data much better, with the location and intensity of all major peaks reproduced.
The ground state eigenstates from the Calculated PC and the Final Fit are listed in Table S .VI. In both fits the ground state doublet is mostly | ± 9 2 , with some weight given to | ± The ground state ordered moment, computed from
The results of the fits to Fig. 7 . The effective charge fit (PC Fit) yielded (−1.01e, −0.968e, −0.915e). The PC Fit resembles the data, but the final fit matches the data much better and provides a faithful reproduction of all large peaks.
The ground state eigenkets from the final fit are listed in Table S .X. Like Nd 3 Sb 3 Mg 2 O 14 , the ground state doublet is mostly composed of | ± also present. The initial point-charge calculation (Calculated PC) predicted significant weight on | ± 1 2 which is not present in the final fit. This indicates that the point-charge model, while it is a good starting point for fits, does not reliably predict the nature of the ground state doublet for these low-symmetry ligand environments. Plots of Q-cuts of higher temperature data, the list of fitted CEF parameter values, and a full list of eigenstates can be found in the supplemental materials.
The ground state ordered moment, computed from 
The total ordered moment of J = 2.41 µ B is slightly less than for Nd 3 Sb 3 Mg 2 O 14 .
C. Pr3Sb3Mg2O14
Constant Q cuts of the final fit to Pr 3 Sb 3 Mg 2 O 14 CEF neutron data are shown in Fig. 8 . Because Pr 3+ is a non-Kramers ion, non-magnetic singlets are possible and there are many more energy levels and transitions. An unfortunate consequence of this is that many of the transitions are too faint to distinguish, and the neutron spectrum fit is mostly based on the low energy (< 50 meV) data. Accordingly, the χ 2 ∆E term for Pr 3 Sb 3 Mg 2 O 14 only gave significant weight to the lowest two observed energies. The PC Fit charges from the effective point charge model are (−0.805e −0.736e, −0.836e). The lowest two eigenstates and eigenkets from the final fit are listed in Table S .XIV. As required by group theory, j x = j y = j z = 0 for all singlet states. Plots of Q-cuts of higher temperature data, the list of fitted CEF parameter values, and a full list of eigenstates can be found in the supplemental materials.
The final fit resembles the data reasonably well ( Fig.  8) , with the exception of a predicted peak at 60 meV and too much intensity on the 85 meV peak. Nevertheless, the final fit appears to be close.
An alternative to directly fitting a CEF model is rescaling the CEF parameters from a compound with a similar ligand environment. We carried out such a calculation for Pr 3 Sb 3 Mg 2 O 14 by re-scaling the CEF parameters from the final fit B 
which is derived from Eq. 2 for two different ions with the same ligand environment. While the ligand environments are not identical, this re-scaling sometimes works for two rare earth ions with similar electron counts [25] . The results are plotted in Fig. 8 . Unfortunately, the rescaled CEF parameters do not come close to predicting the energy or intensity of the transitions in the neutron spectrum. Therefore, we conclude that it is not possible to rescale the CEF parameters to accurately predict the CEF Hamiltonians of RE 3 Sb 3 A 2 O 14 .
D. Susceptibility
The calculated magnetic susceptibilities for all three compounds based on the final fit CEF Hamiltonians are plotted in Fig. 9 , along with experimental data from refs. [8, 9, 11] . In every case, the χ CEF calculation (plotted with a gray dashed line) overestimates the measured susceptibility by about 10% (the predicted inverse susceptibility curve lies below the data). The reason for this discrepancy appears to be impurities or site-mixing in the compounds, mainly evidenced by the low-temperature
In the Pr 3 Sb 3 Mg 2 O 14 experimental susceptibility plotted in Fig. 9(c) , χ −1 → 0 as T → 0. This should not happen for a singlet ground state (non-Kramers ion in a low ligand field), where χ should saturate at a finite Comparison between the measured susceptibility and the susceptibility calculated from the final fit CEF Hamiltonians. In each case the calculation overestimates the high temperature susceptibility by about 10%, which may result from chemical impurities in the samples used for susceptibility measurements.
value. The deviation to zero indicates Kramers ions in the sample. To estimate the relative contribution, we fit the Pr 3 Sb 3 Mg 2 O 14 susceptibility to a simple model: χ = (x) χ CEF + (1 − x)χ CW , where 0 < x < 1 and χ CW is represented by a Curie-Weiss law:
. The fit works surprisingly well, and indicates a 13% orphan spin contribution with an effective moment of 1.8 µ B (see Supplemental Information for more details). Such a contribution could arise from site mixing between Pr and Mg, like the ∼ 10% Dy/Mg site mixing observed in Dy 3 Sb 3 Mg 2 O 14 [12] . This would decouple some of the spins from the kagome planes, and put them in completely different ligand environments.
We also attempted to account for the susceptibility discrepancy using an interaction model χ = (Fig. 9) .
We tested and ultimately rejected three alternative explanations for the high-temperature discrepancy between calculated and measured susceptibility: (i) an incorrect CEF Hamiltonian, (ii) sample diamagnetism and (iii) higher multiplet mixing. We tested (i) by attempting to re-fit the CEF Hamiltonian to the neutron data including a χ 2 term from calculated susceptibility (without χ CW ). This attempt failed. No matter what starting parameters are chosen (and the relative χ 2 weight given to susceptibility versus neutron spectrum), we were unable to fit them simultaneously. We tested (ii) by measuring the susceptibility of the nonmagnetic analogue La 3 Sb 3 Mg 2 O 14 , which comes out to −10 −4 (µ B /T/ion)-an order of magnitude too small. We tested (iii) by calculating susceptibility using the intermediate coupling-scheme and found that the result is nearly identical to the fits based on the Hunds rule spin-orbital ground state. (Details behind (ii) and (iii) are given in the Supplemental Information.) Therefore, we are confident that the discrepancy between calculated and measured susceptibility in Pr 3 Sb 3 Mg 2 O 14 is due to orphan Kramers ions in the sample.
10% population of orphan spins is too little to detect and significantly affect the CEF excitation spectrum. However, it may be enough to have significant effects on some forms of collective phenomena in these frustrated magnets.
V. DISCUSSION
The point-charge fit followed by the final CEF parameter fit seems to have worked as a method to determine the crystal field level scheme in the low point group symmetry RE 3 Sb 3 A 2 O 14 compounds. The final fit matches the data well, and along the way the fitted effective charges are within an electron charge from the formal ligand charge. Furthermore the calculated temperature dependent susceptibility reproduces measurements well after accounting for orphan spins at the <10% level. We are confident that we have identified the single-ion CEF Hamiltonians for [10] is closer to the true ground state. Ref. [11] failed to account for impurities in magnetization, which led to the inference of an incorrect model.
The ordered moment in Nd 3 Sb 3 Mg 2 O 14 determined from neutron scattering is 1.79(5) µ B [11] . Assuming a 13% site-mixing, this is only 71% of the theoretically predicted moment of (0.87 × 2.89 µ B ) = 2.51 µ B . This reduction in moment, in conjunction with the magnetic entropy not reaching R ln(2) [11] , suggests that the magnetism in Nd temperatures. This suggests a closer examination of the collective properties of this material in a high quality single crystal sample would be interesting.
VI. CONCLUSION
We have outlined a method whereby complex inelastic neutron scattering spectra for crystal field excitations of rare earth ions can be fitted using a point-charge model with effective ligand charges as an intermediate step. being very similar to its magnetic counterparts, the phonon spectrum should be nearly identical. Scaling the intensity (which is different because of different cross sections of the substituted atoms) should account for the differences.
To avoid magnetic signals influencing the background scaling, we only scaled the high-Q scattering-where the form factor should suppress the magnetic signal. For every E i and temperature we scaled the La nonmagnetic analogue by minimizing the χ 2 difference between the magnetic and nonmangetic scattering in a cut through 120
• < 2θ < 136
• , as shown in Fig. S1 . We measured the spectrum of La 3 Sb 3 Mg 2 O 14 at E i = 150 meV, 80 meV, and 40 meV and at 200 K, 100K, and 6 K (the same configurations for the data). La 3 Sb 3 Mg 2 O 14 scattering was measured with different shutter settings than the rest of the compounds, so we are unable to directly compare the scaling factors with the expected cross-section ratios.
Nevertheless, the backgroundsubtracted data sets [for example, Fig. S1(d) ] reveal the electronic crystal-field signals very clearly.
B. Debye Waller Factor Fit
The neutron scattering of finite-temperature materials is modulated by e 2W (Q) , found in eq. 3 of the main text, where W (Q) is the Debye Waller factor which arises from thermal vibrations of an atom about its average position. We can write this factor as
where u 2 is the average displacement of the magnetic ion at a given temperature [22] . To estimate u 2 , we assume that the DW factor is negligible at 6K, and find the value of u 2 necessary to make the 100 K and 200 K elastic data match the 6 K elastic data. This approach is an approximation because it assumes the same u 2 for all atoms; but it works reasonably well in describing the Q dependence of the scattering (see Fig. S2 ).
We fit u 2 for each temperature by minimizing the χ 2 difference between the higher temperature scattering and the 6 K elastic scattering, fitting the E i = 150 meV, 80 meV, and 40 meV data simultaneously for each temperature and each compound. Based on the resolution function defined for ARCS, we took the elastic scattering to be ±3 meV for E i = 150 meV, ±1.6 meV for E i = 80 meV, and ±1.3 meV for E i = 40 meV. The elastic intensities before and after scaling for E i = 150 meV are shown in Fig. S2 , and the fitted values of u 2 are shown in table S.I. As expected, u 2 varies roughly linearly with temperature (the relationship for a simple harmonic oscillator). 
S.II. NUCLEAR REFINEMENT
To get accurage positions of the oxygen atoms in Nd 3 Sb 3 Mg 2 O 14 , we performed a Rietveld refinement to neutron diffraction data. The data was taken on 10 g loose powder using the HB2A instrument at ORNL with λ = 2.41 Å neutrons and a 21' pre-sample monochromator. The refinement was performed using the FullProf suite [27] . The data is shown in Fig. S3 and the refined atomic positions are given in Table S .II. We examined Nd and Mg site mixing, but found no evidence of site mixing: all attempts to refine these gave unphysical negative mixing coefficients. 
S.III. COMPUTATIONAL METHODS
A. PyCrystalField
The fits to the CEF Hamiltonian were performed using the PyCrystalField software package [15] , available for download at https://github.com/asche1/PyCrystalField. This software package was written for this project.
PyCrystalField contains a python library of Stevens Operators, tesseral harmonics, and physical constants for calculating the single-ion crystal Hamiltonian of a point charge model. It calculates eigenvectors and eigenvalues for a given Hamiltonian, magnetic susceptibility, directional magnetization, and the Q and ∆E dependent neutron spectrum using the dipole approximation and with an arbitrary ∆E dependent resolution function. It has the capability to fit either the CEF parameters B m n or the effective charges of a point charge model by minimizing a user-provided global χ 2 function; in this way, the user may fit any relevant data (susceptibility, neutron spectrum, magnetization, or transition energies) in any format. The minimization routines used are those in the scipy.optimize package. + . )
+ Figure S4 . Susceptibility data and fitted impurity model for Pr3Sb3Mg2O14. The blue data is the Pr3Sb3Mg2O14 data minus the scaled calculated CEF susceptibility. This subtracted data, which we take to be the impurity contribution, fits almost perfectly to a Curie-Weiss law.
B. Susceptibility Examination
As noted in the text, the low-temperature deviation in Pr 3 Sb 3 Mg 2 O 14 suggests the presence of non-singlet impurities. To characterize this, we fit the susceptibility to a model where
, where 0 < x < 1. The fit is shown in Fig. S4 . The fitted parameters are x = 0.871(1), C = 0.709 (6) , and θ C = −3.2(1) K, indicating a 12.9% Curie-Weiss contribution with µ ef f = 1.780(7) µ B .
To be sure we had the correct explanation for the susceptibility discrepancy, we considered two alternatives: sample diamagnetism, and higher multiplet CEF levels.
This discrepancy could be explained by a temperatureindependent offset χ 0 = −10 −3 (µ B /T/ion) from sample diamagnetism. However, the diamagnetic χ 0 from the non-magnetic analogue La 3 Sb 3 Mg 2 O 14 (which should be similar to the Nd 3 Sb 3 Mg 2 O 14 diamagnetism) is −10 −4 (µ B /T/ion)-an order of magnitude too small (see the inset in Fig. S5) .
We finally attempted to account for the susceptibility discrepancy by including higher multiplet mixing in the CEF Hamiltonian. For Nd3+ the first excited multiplet (J = 11/2) is only at 230 meV [28] , so it could conceivably effect the magnetism at high temperatures. To test this we re-fit and analyzed the data using an intermediate coupling scheme: including spin-orbit coupling and calculating eigenkets in the LS basis rather than the J basis. Details of this calculation are given below. The results accounted for neutron data well but the calculated susceptibility, as shown in Fig. S5 , is not significantly different. We conclude that the deviation from measured susceptibility is not due to higher multiplet mixing.
This leaves sample impurities as a reasonable explanation for the deviation of measured susceptibility from susceptibility calculated from crystal field levels alone. Figure S5 . Comparison between measured susceptibility and susceptibility calculated from the intermediate coupling (LS basis) and strong coupling (J basis) fitted CEF Hamiltonians for Nd3Sb3Mg2O14. Both schemes yield similar results, and neither calculation matches the data at high temperatures. The inset shows the susceptibility of nonmagnetic analogue La3Sb3Mg2O14, giving a diamagnetic χ0 = −0.0001 (µB/T/ion) which is too small to account for the discrepancy.
C. Intermediate Coupling Scheme
Ordinarily, crystal field interactions in rare earth ions are treated as a perturbation to spin-orbit coupling, such that the CEF interacts with an effective spin J = L + S in the |J, m J basis (this is called the "weak coupling scheme" [14] ). However, when the energy scale of the next J multiplet is close enough to the CEF energy levels, this approximation is no longer valid. In that case, the Hamiltonian needs to be calculated in the |L, S, m L , m S basis (the "intermediate coupling scheme") to account for spin-orbit coupling.
PyCrystalField calculates the CEF Hamiltonian in the intermediate coupling scheme by expressing the crystal fields as interacting the orbital angular momentum L (CEFs, being electrostatic, are not coupled to S), and adding spin orbit coupling H SOC = λS · L nonperturbatively to the Hamiltonian so that
From here, the eigenvalues and eigenvectors are calculated by diagonalizing the Hamiltonian. For Nd 3+ , S = 1.5 and L = 6 so the Hamiltonian is written as a 52 × 52 matrix. Neutron spectrum and susceptibility are related to J = L + S, so in the intermediate scheme we
To fit the data with the intermediate coupling scheme we re-calculated the point-charge model in the |L, S, m L , m S basis, using the method outlined in ref. [16] to calculate the θ n in the new basis. From there, we performed an effective point-charge fit, and then a fit directly to the CEF parameters just the same as in the J S4 basis. The resulting CEF parameters are listed in Table  S .III. We do not list the eigenkets of the intermediate coupling fit because they are simply too long, and the calculations do not significantly differ from calculations in the J basis.
PyCrystalField's accuracy in the intermediate coupling regime was tested by taking the CEF parameters B m n from the original fit in the J basis, inserting them into the Hamiltonian in the LS basis, and then setting the spin orbit coupling parameter λ to a very high value (thousands of eV). In the limit where λ → ∞, the LS basis calculations should be identical to the J basis calculations. This is what we observe: when λ becomes very large, the eigenvalues, neutron spectrum, and calculated susceptibility are identical to the results from the J basis. Thus, we are confident that the intermediate coupling calculations are accurate.
S.IV. FIT RESULTS: CEF PARAMETERS AND EIGENSTATES
The fitted CEF parameters and final eigenstates for Nd 3 Sb 3 Mg 2 O 14 are given in Tables S.III -S.VI. The fitted CEF parameters and final eigenstates for Nd 3 Sb 3 Zn 2 O 14 are given in Tables S.VII -S.X, with constant Q cuts for all energies and temperatures are shown in Fig. S7 . The fitted CEF parameters and final eigenstates for Pr 3 Sb 3 Mg 2 O 14 are given in Tables S.XI -S.XV, with constant Q cuts for all energies and temperatures shown in Fig. S8 .
A visual picture of magnetic anisotropy can be gained by plotting saturation [M(B) ·B]B in three dimensions for various field directions. These plots are shown in Fig.  S6 . These plots reveal that the anisotropy for Nd 3+ is unambiguously along z, while the anisotropy of Pr 3+ is along y. However, the field required to saturate Pr 3+ is 150 T, and the anisotropy at those high fields is highly sensitive to slight changes in the CEF Hamiltonian, so the Pr 3+ anisotropy result should be taken cautiously.
(c) Figure S6 . Single ion anisotropies of Nd3Sb3Mg2O14, Nd3Sb3Zn2O14, and Pr3Sb3Mg2O14, represented by 3D plots of saturation magnetization in various directions at 2 K computed from the refined CEF parameters. The field used for Nd3Sb3Mg2O14 and Nd3Sb3Zn2O14 was 9 T, while the field used for Pr3Sb3Mg2O14 was 150 T. The colored traces indicate the outline of the 3D figure along the x, y, and z directions which are defined in the main text. 
