A conceptual framework is developed for quantifying the relationship between low-frequency variability and extreme events. In this framework, variability is decomposed into low-frequency and synoptic components using complementary 10-day low-pass and high-pass filters, and a distinction is made between two ways that low-frequency variability influences extremes: the additive effect, which neglects the dependence of synoptic variability on the low-frequency state, and the multiplicative effect, which is due to the dependence of synoptic variability on the low-frequency state. The influence of various factors on the relationship between low-frequency variability and extreme events is decomposed and quantified by generating a series of simple synthetic datasets based on different assumptions about low-frequency and synoptic variability and their relationship.
Introduction
Over recent decades, extreme wind events associated with extratropical cyclones have caused billions of dollars of damage (e.g., Pinto et al. 2007 ). The prediction of variations in the likelihood and geographical distribution of such events, on time scales of weeks to decades and longer, would thus be of great benefit to society. Given the potential predictability of low-frequency variability (Newman et al. 2003) , establishing a relationship between low-frequency variability and extreme wind events would open up the possibility of predicting temporal variations in the statistics of extreme wind events. The aim of this paper is to develop a conceptual framework for studying the relationship between low-frequency variability and extreme events and quantifying the influence of various factors on this relationship.
Variations in extreme wind events are particularly challenging to study, because long time series are required to study variations in extremes, and long records of wind observations typically suffer from inhomogeneities that make them unsuitable for studying these variations (e.g., WASA Group 1998). Nevertheless, previous studies have addressed this problem by using pressure proxies for extreme winds (WASA Group 1998; Schmith et al. 1998; Salinger et al. 2005) , homogenized wind observations (Enloe et al. 2004) , and winds simulated by regional (Weisse et al. 2005 ) and global (Fischer-Bruns et al. 2005 ) climate models to establish relationships between wind extremes and interannual variations in specific large-scale patterns of climate variability, including the North Atlantic Oscillation and ENSO. However, to be useful for intraseasonal-todecadal predictions, relationships between extremes and low-frequency variability must be quantified over all regions of interest, rather than just regions affected by specific patterns of variability, and extended to in-clude intraseasonal variability, rather than just interannual and decadal variability. In the current study, we build on previous investigations by 1) studying the relationship between low-frequency variability and wind extremes for intraseasonal-to-decadal time scales, 2) investigating relationships in extensive GCM integrations where extremes can be studied with statistical confidence, 3) using reanalysis data to verify that GCMderived relationships are consistent with the reanalyses' representation of nature, and 4) developing a method for decomposing and quantifying the influence of various factors on the relationship between low-frequency variability and wind extremes.
In the framework developed in this paper, variability is separated into two temporal frequency bands: a lowfrequency background flow, isolated using a 10-day low-pass filter, and the synoptic time-scale variability superimposed on this background flow, isolated using a complementary 10-day high-pass filter. Considering the simple case of the zonal component of the wind vector, it is easy to see that low-frequency variability can have a simple additive effect on wind extremes: for example, if the low-frequency zonal wind increases by 5 m s Ϫ1 , the extremes in the tail of the zonal wind distribution will also increase by 5 m s Ϫ1 , assuming that the probability distribution of zonal wind on synoptic time scales remains the same. However, because of the demonstrated relationship between low-frequency atmospheric variability and the synoptic variability associated with extratropical cyclones (e.g., Lau 1988; Branstator 1995; Compo and Sardeshmukh 2004) , one may also expect low-frequency variability to influence the statistics of extreme events in a second way: by changing the distribution of zonal wind on synoptic time scales. For example, positive extremes of the zonal wind distribution would increase if the overall synoptic variance increases, or if the synoptic distribution becomes more positively skewed. In this paper, these two ways in which low-frequency variability can influence extreme events are referred to as additive and multiplicative effects. Borrowing from the nomenclature of stochastic modeling (e.g., Horsthemke and Lefever 1984) , this key distinction is based on the analogy to additive and multiplicative noise. If synoptic variability is considered noise superimposed on low-frequency variability, it can be termed additive noise if it does not depend on the low-frequency state and multiplicative noise if it does depend on the low-frequency state. The additive effect is thus the effect of any change in the low-frequency state calculated by neglecting any accompanying change in synoptic variability, and the multiplicative effect is the effect due to any changes in synoptic variability that accompany a change in the low-frequency state.
As an illustration of the additive and multiplicative effects of low-frequency variability on the statistics of wind extremes, consider the variability of the wintertime 850-hPa zonal wind (U850) at two locations: Bergen, Norway, and the southern tip of Greenland. Assume here and throughout this paper that days when daily mean U850 exceeds its local 99th percentile are extreme wind events. In addition, define strong lowfrequency westerly anomalies as those found on days when the low-pass U850 exceeds its 90th percentile. Then, by using these definitions and considering synoptic-scale and extreme event fluctuations that are associated with low-frequency fluctuations at these two locations, we can understand various ways in which low-frequency fluctuations influence wind extremes.
First, consider composites of low-frequency U850 (Fig. 1a) , synoptic U850 variance (Fig. 1c) , and the probability of an extreme event ( Fig. 1e ) for days when low-pass U850 at Bergen exceeds its 90th percentile. On these days, there are westerly anomalies on the poleward side of the climatological jet, and weaker easterly anomalies on its equatorward side, indicating a poleward shift and strengthening of the downstream end of the jet (Fig. 1a) . Similarly, there are positive anomalies in synoptic U850 variance on the poleward side of the climatological storm track, and weaker negative anomalies on its equatorward side, indicating a poleward shift and strengthening of the downstream end of the storm track (Fig. 1c) . This indicates a simple dynamical relationship between the low-frequency flow and synoptic variability, typical of the downstream end of the jet, in which a poleward shift of the jet is accompanied by a poleward shift of the storm track. Note that regions where the probability of an extreme event exceeds its climatological value of 0.01 are generally confined to regions of westerly low-pass U850 anomalies (Fig. 1e) , indicating that the additive effect of low-pass U850 is the dominant process by which low-frequency variability affects the probability of extreme wind events at this location. In contrast, the multiplicative effect of low-pass U850 is relatively weak at this location, with small anomalies of synoptic U850 variance at Bergen (Fig. 1c) . Now consider the composites for days when low-pass U850 exceeds its 90th percentile at the southern tip of Greenland (Figs. 1b,d,f) . There are westerly anomalies on the poleward side of the jet and weaker easterly anomalies on the equatorward side of the jet at the longitude of Greenland (Fig. 1b) ; these are similar in magnitude to the anomalies seen at Bergen. However, the largest change in synoptic U850 variance is a weakening of the synoptic variance at the location of the strongest westerly anomalies, indicating that strong westerly winds tend to suppress synoptic variability near the southern tip of Greenland (Fig. 1d ). This is a common feature just off the east coasts of the continents: strong westerly winds are accompanied by weak synoptic variance at 850 hPa. Thus, the relationship between low-frequency and synoptic variability appears to be quite different on opposite sides of the ocean basins. Despite this difference, note that enhanced probability of an extreme event is still largely confined to the region of westerly low-pass U850 anomalies (Fig.  1f) , indicating that low-pass U850 still has a strong additive effect on the probability of extreme wind events. On the other hand, the multiplicative effect due to the reduction in synoptic variance that accompanies strong westerly low-pass U850 is expected to partially offset this additive effect. Indeed, the likelihood of extremes is weaker in this case (Fig. 1f) than for the Bergen case (Fig. 1e) , confirming the importance of the multiplicative effect at this location.
A closer look at the local relationship between lowfrequency variability and extreme events is provided by FIG. 1. Composites for days when low-pass U850 is above its 90th percentile of (a), (b) anomalous 10-day low-pass U850, (c), (d) anomalous 10-day high-pass U850 variance, and (e), (f) probability of total U850 exceeding its 99th percentile for (left column) the grid point nearest Bergen, Norway, and (right column) the grid point nearest the southern tip of Greenland. Shaded contours show anomalies for (a)-(d) and probabilities for (e), (f), with negative contours dashed and the zero contour omitted; units are m s , in (c), (d). The location of the point on which the composites are based is indicated by a white dot with a thick black outline. Calculated for ERA-40, for DJFM, 1957 -2002 scatterplots of total U850 against low-pass U850 for Bergen and the southern tip of Greenland (Fig. 2) . At first glance, it is clear that total U850 strongly depends on low-pass U850 at both locations. The strong positive correlations between total U850 and low-pass U850 illustrate the large additive effect of low-frequency variability on extreme events already seen at these locations. Note that nearly all extreme westerly wind events at Bergen occur on days with strong low-pass westerly anomalies; at the southern tip of Greenland, too, most extreme events occur with strong low-pass westerly anomalies, but a larger fraction occur on other days.
Consistent with the composites, there is also a hint that synoptic variance increases with increasing low-pass U850 at Bergen, and decreases with increasing low-pass U850 at the southern tip of Greenland.
The multiplicative effect due to the local relationship between high-pass U850 variance and low-pass U850 can be examined in more detail by plotting the highpass U850 variance against the mean low-pass U850 for 10 percentile bins of low-pass U850 at these two points (Fig. 3) . At Bergen, high-pass U850 variance generally increases with increasing low-pass U850, but this increase levels off for relatively large westerly anomalies; ) and probability of exceeding the 99th percentile of total U850 (circles) scattered against low-pass U850 for the grid points nearest (a) Bergen, Norway, and (b) the southern tip of Greenland. Each point represents a 10 percentile bin based on low-pass U850. Calculated for ERA-40, for DJFM, 1957 -2002 . Scatterplot of total U850 against low-pass U850 for the grid points nearest (a) Bergen, Norway, and (b) the southern tip of Greenland. Units are m s
Ϫ1
. In each panel, the horizontal line shows the value of the 99th percentile of total U850, and the vertical line shows the value of the 90th percentile of low-pass U850. Calculated for ERA-40, for DJFM, 1957 -2002 this is related to the poleward displacement of highpass U850 variance anomalies relative to low-pass U850 anomalies shown in Figs. 1a,c. In contrast, at the southern tip of Greenland, high-pass U850 variance increases with increasing low-pass U850 for easterly low-pass U850, but steeply drops with increasing westerly lowpass U850, consistent with Figs. 1b,d.
These differing local relationships between high-pass U850 variance and low-pass U850 result in different multiplicative effects on the probability of extreme wind events in the 10 percentile bins of low-pass U850 (Fig. 3) . In particular, the probability of an extreme event in the highest 10 percentile bin of low-pass U850 is over 0.09 at Bergen, while it is near 0.07 at the southern tip of Greenland. Thus, consistent with the regional composites shown in Fig. 1 , the multiplicative effect due to weak synoptic variance for strong westerly anomalies at the southern tip of Greenland partially counteracts the additive effect, thus reducing the influence of lowfrequency variability on extreme westerly wind events relative to Bergen.
With examples like these in mind, this paper investigates the additive and multiplicative effects of lowfrequency variability on extreme wind events and in particular the geographical variations in these effects. Furthermore, the importance of various factors that influence these effects and their geographical variations is quantified. As in the above examples, these effects are examined for the simple case of variability and extremes in the zonal component of wind. Our analysis focuses on the local relationships seen in Figs. 2 and 3, but, as Fig. 1 makes clear, these local relationships are the result of nonlocal dynamics. Section 5 discusses the application of the conceptual framework developed in this paper to understanding the relationship between large-scale patterns of low-frequency variability and extremes in wind speed.
The current paper is organized as follows. Section 2 describes the GCM experiments and reanalysis data used and compares the extremes in these datasets. Section 3 presents an analysis of the relative importance of various factors that influence the additive and multiplicative effects of low-frequency variability on extreme events in the GCM experiments, and section 4 compares the results of this analysis to those found using reanalysis data. Section 5 presents the conclusions and a discussion of potential applications of the framework developed in this paper.
Data
One key feature of this study is the use of a GCM simulation to study wind extremes. The simulation used is the 9-member Community Climate System Model (CCSM3) twentieth-century ensemble, which simulates the period 1870-1999. The resolution of the atmospheric component of the model is T85, or approximately 1.4°ϫ 1.4°; the forcing used is documented by Meehl et al. (2006) . This ensemble provides an opportunity to study the relationship between low-frequency variability and extreme wind events in a dataset that includes 1158 yr of daily data, a much larger sample size than found in observations. The use of a GCM simulation also avoids problems of inhomogeneity found in observed wind datasets. The analysis in this paper is of 850-hPa wind, rather than near-surface wind, because we believe that winds at this level are more likely to be well represented in the GCM. Because deep extratropical cyclones should have a strong signature in 850-hPa wind and be well resolved by a GCM with T85 resolution, this analysis is expected to capture the synopticscale extreme wind events that are the focus of this study. The current analysis is limited to the NH winter months December-March (DJFM), during which extreme wind events associated with extratropical cyclones are expected to be strong.
To make the case that the CCSM3 output is suitable for studying extreme wind events on the scales that the GCM resolves, two aspects of the extremes simulated by CCSM3 are compared with those found in the 40-yr European Centre for Medium-Range Weather Forecasts (ECMWF) Re-Analysis (ERA-40; Uppala et al. 2005 ) for the period 1957-2002, which has been interpolated to the T85 resolution of CCSM3. The same comparison has been performed using the National Centers for Environmental Prediction-National Center for Atmospheric Research (NCEP-NCAR) reanalysis (Kalnay et al. 1996) at 2.5°ϫ 2.5°resolution for the period 1948-2007, with similar results (not shown). Figures 4a and 5a show maps of the 99th percentile of U850 in ERA-40 and CCSM3. The magnitude of the westerly wind extremes appears reasonable in CCSM3, although the maximum is a bit too strong and zonally oriented, particularly in Atlantic; this is similar to the erroneous zonal elongation of the Atlantic jet in CCSM3 (Hurrell et al. 2006) . Figures 4b and 5b show maps of the probability of an extreme westerly wind event for days with strong low-pass westerly anomalies at the same location. The map for CCSM3 is much smoother than that for ERA-40, an indication of more robust local relationships; smoothed versions of the ERA-40 maps, using a T42 spectral truncation, are shown in Figs Although it has the same overelongated signature of the Atlantic jet, Fig. 5b has quite a similar spatial pattern to Fig. 4d , suggesting that the relationship between low-frequency variability and extreme events may be similar in CCSM3 and in ERA-40. Based on this similarity and the statistical advantages of studying rare events in as large a dataset as possible, this paper primarily uses CCSM3 to decompose and quantify the factors influencing geographical variations in the relationship between low-frequency variability and extreme events. After establishing the importance of these factors in CCSM3 in the following section, ERA-40 and NCEP-NCAR reanalysis data are analyzed in section 4 to examine whether similar factors appear to be at play in nature, as represented by the reanalyses.
Analysis of low-frequency-extreme relationships in CCSM3
The primary goal of this section is to quantify the importance of various factors influencing geographical variations in the additive and multiplicative effects of low-frequency variability on extreme wind events in CCSM3. The approach involves constructing a sequence of synthetic zonal wind field datasets using different sets of assumptions about the probability distributions of low-pass and high-pass U850, and about the relationship between the high-pass distribution and the low-pass state, at each grid point. Starting with the simplest of distributions and relationships, complexity is systematically added to each succeeding dataset to represent the influence of each additional factor. For each synthetic dataset, two quantities are calculated at each grid point: the 99th percentile of total U850 and the probability of exceeding this percentile on days when low-pass U850 is above its 90th percentile; throughout this paper, these are referred to as the magnitude and probability of extreme events. The geographical variations in the magnitude and probability of extreme events for each of these datasets are then compared to quantify the importance of each added factor in producing the relationships displayed in Fig. 5 .
a. Influence of low-pass-high-pass variance ratio on the additive effect
The first step in this approach is to construct a synthetic zonal wind dataset with very simple attributes. Noting that the variance of low-pass and high-pass U850 is highly geographically dependent (Figs. 6a,b) , and that the geographical variations of the low-passhigh-pass variance ratio (Fig. 6c ) bear some resemblance to the pattern in Fig. 5b , we hypothesize that the variance ratio alone could lead to large geographical variations in the influence of low-frequency variability on extreme wind events. After all, where this ratio is large, the influence of the low-frequency state will be less obscured by the rather random synoptic variability superimposed on it. To test this hypothesis, a synthetic U850 dataset is generated by assuming that the distributions of high-pass and low-pass U850 are independent; that is, the high-pass distribution does not depend on the low-pass state, and thus low-frequency variability has a purely additive effect on extreme events. Furthermore, the high-pass and low-pass distributions at each grid point are assumed to be Gaussian, with the geographically dependent climatological DJFM mean (not shown) and variance (Figs. 6a,b) from CCSM3; thus, the additive effect of low-frequency variability on the probability of an extreme event is determined solely by the low-pass-high-pass variance ratio at each grid point. As in each of the synthetic datasets that follow, the total U850 distribution at each grid point is generated by superposition of the high-pass and low-pass distributions at that grid point; this is accomplished by adding a different set of 10 randomly selected values from the high-pass distribution to each value selected from the low-pass distribution. While the high-pass values in the first two synthetic datasets are selected from a Gaussian distribution, in subsequent synthetic data- sets the high-pass values are selected from the distribution of actual daily values of high-pass U850 at each grid point in CCSM3, and may be scaled or limited to a subset of this distribution as a function of the low-pass value. The number of values selected from the low-pass distribution is equal to the total number of days in the CCSM3 dataset; in the first synthetic dataset these values are selected from a Gaussian distribution, but in subsequent synthetic datasets all of the actual daily values of low-pass U850 in CCSM3 are used at each grid point.
The magnitude and probability of extreme events FIG. 6 . Climatological mean (a) high-pass U850 variance, (b) low-pass U850 variance, and (c) ratio of low-pass U850 variance to high-pass U850 variance. Units are m 2 s Ϫ2 in (a), (b); there are no units in (c). In (c), the ratio 1 contour is extra thick and contours for ratios less than 1 are dashed. Calculated for 9 members of the CCSM3 twentieth-century ensemble, for DJFM, 1870 DJFM, -1999 calculated using the first synthetic U850 dataset are shown in Fig. 7 . A comparison of Fig. 7 to Fig. 5 shows that this highly simplified synthetic dataset reproduces much of the geographical variation in the magnitude and probability of extremes, indicating that geographical variations in low-frequency and synoptic variance have a large influence on these quantities. On the other hand, this synthetic dataset does have substantial shortcomings. For example, the magnitude of extremes is generally too large compared to the actual magnitude shown in Fig. 5a , at least in the storm tracks and jets, and is too small in the subtropics and on the poleward side of the Atlantic jet. The error made in calculating the magnitude of an extreme event with this synthetic dataset is shown in Fig. 8a ; this is the difference between Fig. 7a and Fig. 5a . The calculated probability shown in Fig. 7b bears some resemblance to the actual probability in Fig. 5b ; however, it is also too large, particularly in the storm tracks and jets. This is apparent in Fig. 9a , which displays the error made in calculating the probability of an extreme event using this synthetic dataset. For the synthetic datasets that follow, only error maps (similar to Figs. 8a and 9a) are shown. These errors are expected to grow smaller as complexity is added to the representation of low-pass and high-pass U850 and the relationship between their distributions.
One possible reason for the errors shown in Figs. 8a and 9a is that the distributions of low-pass and highpass U850 have important deviations from Gaussianity. Figure 10 shows one measure of these departures from Gaussianity: the skewness of high-pass and low-pass U850. Low-pass U850 is strongly negatively skewed in westerly jets and positively skewed in easterly trades and poleward of the Atlantic jet. As illustrated in section 3b, negative skewness of low-pass U850 is expected to reduce the magnitude and probability of extreme wind events, and vice versa for positive skewness, so accounting for the geographical variations in low-pass skewness shown in Fig. 10b should tend to reduce the errors shown in Figs. 8a and 9a . The skewness of highpass U850 has a somewhat similar spatial pattern, but is much weaker, and more focused on the poleward flank of strong baroclinic growth regions. The geographical patterns in high-pass skewness shown in Fig. 10a also bear less resemblance to the errors shown in Figs. 8a and 9a, so high-pass skewness is expected to have less impact on these errors.
b. Influence of low-pass non-Gaussianity on the additive effect
The influence of the non-Gaussianity of low-pass U850 is examined first. To quantify the influence of this FIG. 7 . Calculations for the synthetic U850 dataset generated by assuming that low-pass and high-pass U850 have Gaussian distributions with their climatological variances, and that the high-pass distribution is independent of the low-pass state: (a) value of the 99th percentile of total U850, in m s Ϫ1 ; (b) probability of total U850 exceeding its 99th percentile on days when low-pass U850 exceeds its 90th percentile. Calculated for 9 members of the CCSM3 twentieth-century ensemble, for DJFM, 1870 DJFM, -1999 factor, a new synthetic U850 dataset is generated by again assuming that low-pass and high-pass U850 are independent and that high-pass U850 has the same Gaussian distribution used in section 3a, but complexity is added by replacing the Gaussian low-pass distribution with the climatological distribution of low-pass U850 found at each grid point, including any nonGaussian characteristics. Thus, in this synthetic dataset, , for the synthetic U850 datasets generated by assuming that (a) low-pass and high-pass U850 have Gaussian distributions with their climatological variances, and the high-pass distribution is independent of the low-pass state; (b) low-pass U850 has its climatological distribution, and high-pass U850 has a Gaussian distribution with its climatological variance that is independent of the low-pass state; (c) low-pass and high-pass U850 have their climatological distributions, and the high-pass distribution is independent of the low-pass state; (d) low-pass and high-pass U850 have their climatological distributions, and the high-pass distribution is scaled to have the high-pass variance that corresponds to each 10 percentile bin of low-pass U850. Negative contours are dashed. The area-weighted rms error for the region poleward of 20°N is shown below each panel. Calculated for 9 members of the CCSM3 twentieth-century ensemble, for DJFM, 1870 DJFM, -1999 low-frequency variability still has a purely additive effect on extreme events, but this additive effect now includes the influence of low-pass non-Gaussianity.
The influence of low-pass non-Gaussianity on the additive effect can be seen by comparing Figs. 8a and 9a to Figs. 8b and 9b , which show the errors made in calculating the magnitude and probability of extreme events using the new synthetic dataset. The errors in magnitude in Fig. 8b are approximately halved relative to Fig. 8a ; Table 1 shows that the area-weighted rms error in magnitude is reduced from 1.81 to 0.88 m s
Ϫ1
. In particular, the errors are reduced where skewness of low-pass U850 is expected to influence the magnitude of extremes. However, the geographical pattern of errors is still similar to Fig. 8a . Comparing Figs. 9a ,b, the errors in the probability of an extreme event are even more drastically reduced by including the influence of low-pass non-Gaussianity. Fig. 8 , but for the error in calculations of the probability of total U850 exceeding its 99th percentile on days when low-pass U850 exceeds its 90th percentile.
FIG. 9. As in
The rms error is reduced from 0.0129 to 0.0050, and errors are reduced where the negative skewness of lowpass U850 is expected to reduce the probability of an extreme event. The calculated probability of an extreme event is still high relative to the actual probability, particularly on the upstream end of the Pacific jet, the downstream end of the Atlantic jet, and across much of Africa and Eurasia. A comparison of the probability density functions (PDFs) of low-pass and total U850 at the southern tip of Greenland, calculated using the synthetic datasets presented in this section and in section 3a, further illustrates the influence of low-pass non-Gaussianity. Figure 11a compares the climatological distribution of low-pass U850 used in this section with the Gaussian low-pass distribution used in section 3a. This illustrates that the negatively skewed climatological distribution has a longer negative tail and a more compact positive tail than the Gaussian distribution does, reducing the values of low-pass U850 on days with strong westerly TABLE 1. Area-weighted rms errors (poleward of 20°N) in calculations of the magnitude of the 99th percentile of total U850 and the probability of exceeding this percentile on days when low-pass U850 exceeds its 90th percentile, for synthetic U850 datasets based on the assumptions specified in the first three columns. CCSM3 results are calculated for 9 members of the CCSM3 twentieth-century ensemble, for DJFM, 1870-1999; ERA-40 results are calculated for DJFM, 1957 DJFM, -2002 * "Var" indicates that the variance of high-pass U850 is a function of low-pass U850, and "Dist" indicates that the shape of the distribution of high-pass U850 is a function of low-pass U850. anomalies. Figure 11b shows the distributions of total U850 that result from adding high-pass U850 from identical Gaussian distributions to all of the low-pass U850 values that exceed the 90th percentile of each of these low-pass distributions. As expected, the reduced magnitude of low-pass U850 on days with strong westerly anomalies shifts the distribution of total U850 on those days to the left. It also reduces the 99th percentile of total U850 for all days, the threshold that defines an extreme event, from 29.2 m s Ϫ1 to 26.5 m s
Ϫ1
. The probability of an extreme event on days with strong low-pass westerly anomalies decreases from 0.089 to 0.070, because the more compact upper tail of low-pass U850 reduces the difference between values of low-pass U850 above its 90th percentile and the rest of the low-pass distribution. Note that the standard deviation of total U850 for days with strong low-pass westerly anomalies is reduced, despite no change in the distribution of high-pass U850, because there is also less spread in the values of low-pass U850 above its 90th percentile (Fig.  11a) .
c. Influence of high-pass non-Gaussianity on the additive effect
Next, the influence of the non-Gaussianity of highpass U850 is examined. To quantify the influence of this factor, a new synthetic dataset is generated by again assuming that low-pass and high-pass U850 are independent and that low-pass U850 has its climatological distribution, but complexity is added by assuming that high-pass U850 also has its geographically dependent climatological distribution, rather than the Gaussian distribution used in sections 3a and 3b. Thus, in this synthetic dataset, low-frequency variability still has a purely additive effect on extreme events, but this additive effect now includes the influence of high-pass nonGaussianity.
The influence of high-pass non-Gaussianity can be seen by comparing Figs. 8b and 9b to Figs. 8c and 9c, which show the errors made in calculating the magnitude and probability of extreme events using the new synthetic dataset. The errors in magnitude are slightly reduced in the storm tracks, where high-pass U850 is negatively skewed; this is most noticeable for the poleward side of Pacific storm track, where relatively large negative skewness is expected to reduce the magnitude of extremes. The errors in probability are also slightly reduced, particularly in the storm tracks, across northern Eurasia, and in northern Africa; these are regions with small skewness, but relatively large positive kurtosis (not shown), which is expected to increase the number of extreme events that occur on days without strong low-pass westerly anomalies because the most westerly high-pass U850 values are larger. However, the reductions in the rms errors for magnitude and probability, shown in Table 1 , are relatively small compared to those obtained by including low-pass nonGaussianity. This indicates that low-pass non-Gaussianity has a greater influence on the magnitude and probability of extremes than high-pass non-Gaussianity does. Figure 12 compares the PDFs of high-pass and total U850 at the southern tip of Greenland for the synthetic datasets presented in this section and in section 3b, for days when low-pass U850 exceeds its 90th percentile. Figure 12a shows that the negative skewness of the climatological distribution of high-pass U850 used in this section results in a longer negative tail and more compact positive tail than the Gaussian distribution used in section 3b, although this is less dramatic than the negative skewness of low-pass U850 at this location. As expected, the more compact positive tail of the climatological high-pass distribution reduces the magnitude of extremes, from 26.5 to 25.6 m s
Ϫ1
. However, the more compact positive tail also increases the probability of extremes for strong westerly low-pass anomalies, from 0.070 to 0.076, because the smaller westerly high-pass U850 anomalies are less likely to produce extremes when added to values of low-pass U850 below its 90th percentile. Note that this increase in probability is possible even though the values in the upper tail of total U850 shown in Fig. 12b have decreased, because the value of the 99th percentile of total U850 that is used as the threshold for extremes has decreased even more.
While accounting for the non-Gaussianity of lowpass and high-pass U850 has reduced the errors in the calculation of the magnitude and probability of extremes, there are still errors, particularly in magnitude of extremes. Sections 3d and 3e investigate whether this is because low-pass U850 and high-pass U850 are not independently distributed, in which case the multiplicative effect of low-frequency variability must also be taken into account.
d. Multiplicative effect involving high-pass variance
Since previous work (e.g., Branstator 1995) has shown that synoptic variance is related to low-frequency variability, it is likely that the relationship between the lowfrequency state and synoptic variance affects the magnitude and probability of wind extremes. To quantify the influence of this factor, a new synthetic dataset is generated by again assuming that low-pass U850 has its climatological distribution and that high-pass U850 has a distribution with the shape of its climatological distribution, but complexity is added by changing the variance of high-pass U850 as a function of low-pass U850. Specifically, for each 10 percentile bin of low-pass U850, the distribution from which high-pass U850 is selected is scaled to have the variance of high-pass U850 found on days when low-pass U850 is in that 10 percentile bin. While the overall high-pass distribution in this synthetic dataset is not the same as the climatological high-pass distribution from CCSM3, this dataset is not intended to reproduce the original high-pass distribution. Instead, this synthetic dataset is designed to represent, in a simple way, the multiplicative effect involving the relationship between synoptic variance and the low-frequency state.
To illustrate how synoptic variance depends on the low-frequency state, Fig. 13 shows synoptic variance anomalies for days when local low-pass U850 is above its 90th percentile. The main feature is that synoptic variance tends to be reduced in the storm tracks when there are strong low-pass westerly anomalies, particularly near the east coasts of the continents and between the jet and storm-track maxima. Recall that the southern tip of Greenland provides an example of a near east coast location where synoptic variance is suppressed for strong low-pass westerly anomalies (Figs. 1b,d) . In addition, Figs. 1a,c provide an example of synoptic variance decreasing when westerlies are enhanced between the jet and storm-track maxima, in the region over the British Isles. In this region, north of the jet maximum, enhanced low-pass U850 corresponds to a northward shift in the jet. Because this region is south of the stormtrack maximum, the corresponding northward stormtrack shift also decreases synoptic variance. In contrast, synoptic variance is enhanced in the subtropics and poleward of the Atlantic jet when there are strong lowpass westerly anomalies; this is probably because these locations are far enough from the jet and storm-track maxima that when the jet moves closer to these latitudes, the storm track also moves closer. Figures 8d and 9d show the errors made in calculating the magnitude and probability of extreme events when, in the new synthetic dataset, the variance of highpass U850 is made a function of the low-frequency state. In comparison to Figs. 8c and 9c, where this multiplicative effect is not accounted for, errors in the magnitude of extremes are greatly reduced, particularly where the negative correlation between high-pass U850 variance and low-pass U850 is expected to reduce the magnitude of extremes in the storm tracks and jets, and where the positive correlation between these quantities is expected to have the opposite effect in the subtropics. Errors in the probability of extremes are also reduced, particularly where the negative correlation between high-pass U850 variance and low-pass U850 is expected to reduce the probability of extremes in the Atlantic and Pacific storm tracks. Based on the relative reductions in rms error shown in Table 1 , the multiplicative effect involving synoptic variance appears to be much more important for the magnitude of extremes, and slightly more important for the probability of extremes, than the influence of high-pass non-Gaussianity. However, it appears to be less important for both the magnitude and probability of extremes than the influence of low-pass non-Gaussianity.
To further illustrate the multiplicative effect involving high-pass variance, Fig. 14 compares the PDFs of high-pass and total U850 at the southern tip of Greenland for the synthetic datasets presented in this section and in section 3c, for days when low-pass U850 exceeds its 90th percentile. Figure 14a shows that the negative correlation between high-pass U850 variance and lowpass U850 at this location narrows the distribution of high-pass U850 on these days. Figure 14b shows that including this multiplicative effect also reduces the magnitude of extremes from 25.6 to 23.9 m s
Ϫ1
. Because the reduction in high-pass U850 variance is largest for the largest percentiles of low-pass U850, the most westerly high-pass U850 values will tend to be larger on days when low-pass U850 is below its 90th percentile than on days when low-pass U850 is above its 90th percentile. Thus, including this multiplicative effect slightly reduces the probability of extremes on days with strong low-pass westerly anomalies, from 0.076 to 0.075.
e. Multiplicative effect involving high-pass distribution shape
The second kind of multiplicative effect, involving the dependence of the shape of the high-pass U850 distribution on the low-frequency state, cannot be too important, because the errors produced without accounting for it are small (Figs. 8d and 9d) . Even so, they are not insignificant, in that most of these remaining errors can, in fact, be eliminated by generating a new synthetic dataset in which both the shape and the vari- . Calculated for 9 members of the CCSM3 twentieth-century ensemble, for DJFM, 1870 DJFM, -1999 ance of the high-pass U850 distribution change as a function of low-pass U850. In this dataset, for each 10 percentile bin of low-pass U850, high-pass U850 is selected from the high-pass distribution found on days when low-pass U850 is in that 10 percentile bin.
Maps of the errors that remain after accounting for this second multiplicative effect are not shown, but the errors are smaller than the value of the smallest contour interval nearly everywhere for both magnitude and probability. Table 1 shows that the rms error in magnitude is reduced from 0.29 to 0.10, and the rms error in probability is reduced from 0.0027 to 0.0012. Note that these reductions in rms error are comparable to the reductions resulting from the additive influence of highpass non-Gaussianity or the multiplicative effect involving high-pass variance; in fact, the reduction in rms error for probability is larger than for these two factors. However, because these reductions in error occur primarily outside the jets and storm tracks, in regions where the magnitude of extremes is small, they may be considered less important.
Comparison of analyses for CCSM3 and reanalysis datasets
This section compares the calculations described in section 3 for CCSM3 to identical calculations for the 45 yr of ERA-40 and 59 yr of the NCEP-NCAR reanalysis. The only difference is that 100 values of high-pass U850 were selected for each value of low-pass U850 in ERA-40 and NCEP-NCAR, making the synthetic magnitudes and probabilities of extremes much more robust than the observed values for the reanalyses. Although the details of these calculations are not shown, the results are summarized in Table 1 , which shows the rms errors made in calculating the magnitude and probability of extremes for each synthetic dataset for CCSM3, ERA-40, and NCEP-NCAR. In general, Table 1 indicates that the various factors influencing the magnitude and probability of extreme events are of similar importance in CCSM3 and the reanalyses. Both the additive influence of low-pass non-Gaussianity and the multiplicative effect involving high-pass variance are important in the reanalyses, as in CCSM3, and have similar geographical patterns to those in CCSM3 (not shown). The additive influence of high-pass nonGaussianity is relatively small, as in CCSM3, and the multiplicative effect involving high-pass distribution shape appears to be even less important than in CCSM3. The larger rms errors that remain after all factors have been accounted for, particularly for probability, may be due to the noisier reference fields, shown for ERA-40 in Figs. 4a,b , that are being compared to the synthetic calculations.
While section 3c found that high-pass nonGaussianity has a minor influence on extremes, this conclusion was based on synthetic datasets that accounted for only additive effects. To test whether highpass non-Gaussianity still has a relatively small influence in a system that includes the multiplicative effect involving high-pass variance, a new synthetic dataset is generated for CCSM3, ERA-40, and NCEP-NCAR. These datasets assume that low-pass U850 has its climatological distribution and that high-pass U850 has a Gaussian distribution where the variance, for each 10 percentile bin of low-pass U850, is the high-pass variance found on days when low-pass U850 is in that 10 percentile bin. The sixth line of Table 1 shows the rms errors for these datasets. Comparing lines 4 and 6 of the table, which differ only in the shape of the high-pass U850 distribution used, reveals one difference between ERA-40 and the other datasets: while there are mostly modest improvements due to high-pass non-Gaussianity even when multiplicative effects are included, the ERA-40 probability error is greatly improved. A caveat is that the noisiness of the probability field, shown in Fig. 4b for ERA-40, is likely to make changes in the rms error of probability less robust for the reanalyses than for CCSM3. The qualitative difference between ERA-40 and NCEP-NCAR in the progression of probability errors from line 2 to line 6 to line 4 of Table 1 also suggests that the results for the reanalyses are affected by their small sample sizes; note that the progression for NCEP-NCAR is more similar to that for CCSM3. Nevertheless, all three datasets have larger differences in the rms error of probability between lines 6 and 4 than between lines 2 and 3 of Table 1, indicating that high-pass non-Gaussianity may interact with the multiplicative effect involving synoptic variance to improve estimates of the probability of extremes. Thus, when constructing simplified models of the low-frequency influence on extremes, it may be worthwhile to include high-pass non-Gaussianity, particularly if one is interested in the probability of extreme events.
Based on these considerations, the synthetic dataset presented in section 3d, which includes low-pass and high-pass non-Gaussianity and the multiplicative effect involving synoptic variance, is chosen as the focus for a final comparison between CCSM3 and ERA-40. The same comparison between CCSM3 and NCEP-NCAR yields similar results, but is not shown. The ability of this simplified dataset to represent the magnitude and probability of extremes in CCSM3 can be seen by comparing Fig. 15 with Fig. 5 ; the synthetic values look quite similar to the actual values. For the corresponding synthetic dataset based on ERA-40, the magnitude and probability of extremes, as well as corresponding maps smoothed with a T42 spectral truncation, are shown in Fig. 16 . These also look quite similar to, but are less noisy than, the values shown in Fig. 4 . For both CCSM3 and ERA-40, there are some noticeable differences between the synthetic and actual probabilities, but the synthetic and actual magnitudes of extremes are diffi- FIG. 15 . Calculations for the synthetic U850 dataset generated by assuming that low-pass and high-pass U850 have their climatological distributions, where the high-pass distribution is scaled to have the high-pass variance that corresponds to each 10 percentile bin of low-pass U850: (a) value of the 99th percentile of total U850, in m s Ϫ1 ; (b) probability of total U850 exceeding its 99th percentile on days when low-pass U850 exceeds its 90th percentile. Calculated for 9 members of the CCSM3 twentieth-century ensemble, for DJFM, 1870 DJFM, -1999 cult to distinguish. This is consistent with the fourth line of Table 1 , which shows that these assumptions do not lead to large errors, particularly for magnitude. One particularly encouraging result is that the zonal extension of the maximum in magnitude and minimum in probability seen for CCSM3 (Fig. 5 ) when compared to ERA-40 (Fig. 4) can also be seen when comparing Fig.  15 to Fig. 16 . The fact that these simplified synthetic datasets can capture this apparent defect in the simulation of extremes by CCSM3 adds to our confidence in their ability to explain other features of the behavior of extremes.
Conclusions and discussion
The primary conclusions of this study can be summarized as follows:
• Low-frequency variability has an important influence on the magnitude and probability of extreme westerly wind events. 
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• There are geographical variations in this influence; in particular, the influence of low-frequency variability on the probability of extreme events tends to be relatively weak in the storm tracks and jets.
• The relatively small low-frequency-to-synoptic-variance ratio in the storm tracks and jets explains only part of the geographical variation in this influence.
• The influence of low-frequency variability on extremes can be separated into the additive effect, which neglects the dependence of synoptic variability on the low-frequency state, and the multiplicative effect, which is due to the dependence of synoptic variability on the low-frequency state.
• In CCSM3, beyond the geographical variation in the low-frequency-synoptic variance ratio, the factor with the largest influence on the magnitude and probability of extremes is low-pass non-Gaussianity. This factor tends to reduce the influence of low-frequency variability on the magnitude and probability of extreme events in the storm tracks and jets. The multiplicative effect involving synoptic variance has a similar geographical pattern, and has also a relatively large influence on the magnitude of extremes. In contrast, the influence of high-pass non-Gaussianity is relatively small, although it does appear to interact with the multiplicative effect involving synoptic variance to modestly improve estimates of the probability of extremes. While the multiplicative effect involving high-pass distribution shape is of comparable importance to the previous two factors, omitting this effect does not result in large errors in the estimated magnitude and probability of extremes, particularly where extreme winds are strong.
• The relative importance of these factors in CCSM3 is generally consistent with that found for ERA-40 and the NCEP-NCAR reanalysis. One exception is that the interaction of high-pass non-Gaussianity with the multiplicative effect involving high-pass variance appears to be more important for estimating the probability of extremes in ERA-40 than in CCSM3; however, the importance of this interaction in the NCEP-NCAR reanalysis is more similar to that in CCSM3, and it is likely that the large noise in the probability field for the reanalyses may affect this conclusion.
• The relatively simple synthetic datasets that account for low-pass and high-pass non-Gaussianity and the multiplicative effect involving synoptic variance provide good estimates of the magnitude and probability of extreme events for both the reanalyses and CCSM3, particularly for magnitude.
The implication of these results that we would most like to emphasize is that predictions of the statistics of extremes can be made without forecasting individual extreme events. Instead, the statistics of extremes can be estimated from the statistics of low-frequency and synoptic variability, which can be robustly estimated using much smaller ensembles than are needed to robustly estimate the statistics of extremes from realizations of individual extreme events. Note that the techniques developed in this paper may be applied to a range of forecasting problems, from subseasonal or seasonal forecasts to decadal or centennial climate projections; all that are required are forecasts of the statistics of low-frequency and synoptic variability for the period of interest. The required low-frequency and synoptic variability statistics could be estimated from GCM projections when making decadal to centennial forecasts of the statistics of extremes, or from comprehensive operational forecast model ensembles when making subseasonal forecasts of the statistics of extremes. Alternative approaches include using a linear inverse model (Winkler et al. 2001) to predict low-frequency variability, and a storm-track model (Branstator 1995; Whitaker and Sardeshmukh 1998) or empirical low-frequency-synoptic variance relationships (Compo and Sardeshmukh 2004) to predict the synoptic variance associated with low-frequency states. The quality of the low-frequency and synoptic variability statistics required, and thus the approaches that are appropriate for generating those statistics, will depend on the type and quality of extreme forecast desired; the results presented here on the importance of various aspects of low-frequency and synoptic variability may be useful in selecting the approach for generating a particular forecast of extreme statistics.
While the techniques developed in this paper have been illustrated using the simple example of one component of the wind vector, they have the potential to be extended to extremes in other variables. The extension of these techniques to extremes in wind speed would be of particular relevance for the impacts of extratropical windstorms. For example, these techniques could be applied to the relationship between large-scale patterns of low-frequency variability and extreme wind speeds. In this context, time series of indices of the patterns of large-scale variability would replace the time series of low-pass U850 used in this study, and relationships between these indices and the 2D distribution of the highpass wind vector could be considered. The nonlocal relationships between synoptic variability and the lowfrequency state illustrated in Fig. 1 suggest that synoptic variability is more related to large-scale patterns than to the local low-frequency state. In addition, because large-scale patterns of variability are more predictable than the low-pass wind at any given location, this extension of this work would have the added benefit of being more relevant for the prediction of the statistics of extremes. We hypothesize that, as in the current study, accounting for low-frequency and synoptic non-Gaussianity and the multiplicative effect involving synoptic variance will provide reasonable estimates of the magnitude and probability of extreme wind speed events. A confirmation of this hypothesis would provide further motivation for using predictions of lowfrequency and synoptic variability to predict the statistics of extremes on subseasonal and longer time scales.
