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Abstract-Modified finite difference methods based on mixed-type interpolation are derived and 
applied for fourth-order linear ordinary differential equations subject to a special kind of boundary 
conditions. In this paper, we present and analyse methods of orders 2, 4 and 6. Several numerical 
experiments are performed to sustain our technique. 
1. INTRODUCTION 
Several papers (see e.g., [l-12] and their references) have been devoted to the development of 
numerical methods for solving fourth-order linear ordinary differential equations subject to vari- 
ous kinds of boundary conditions. One of these types of methods is due to Usmani. In [6], e.g., 
which deals with the problem 
yC4) +f@)Y = 9(t), a<t<b, 
y(a) - AI = 0 = y’(a) - AZ, 
y”(b) - A3 = 0 = y”‘(b) - A4, 
(1.1) 
(1.2) 
whereby f(t) and g(t) are continuous functions in [a, b] and whereby Ai, i = l(l)4 are real, finite 
constants, Usmani has developed finite difference methods of orders 2, 4 and 6, making use of a 
technique described by Fox [13] and Henrici [14]. 
In [15], the present authors have shown that the formulae which Usmani’s methods are based 
on can also be obtained by making use of a device developed by Lambert [16] and Henrici [14] 
for first- and second-order differential equations. Indeed, it has been shown that it is possible to 
obtain Usmani’s methods of orders q + 1, making use of interpolation polynomials of degree q, 
for q = 1, 3 and 5. Furthermore, modified schemes based on a mixed type of interpolation have 
been established for the boundary value problem (l.l), (1.2). 
The class of mixed interpolation functions which is made use of in [15] consists of the functions 
of the form 
9-s 
a cos kt + b sin kt -I- c citi, 
i=O 
whereby k is a free real parameter. These functions have been studied in detail in [17,18]. 
In this paper, it is our purpose to develop and analyse modified schemes, based on the same 
class of mixed-type interpolants, for problems of the form 
YC4) + f(t)Y = g(t), a<tlb, (1.3) 
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y(a) - Al = 0 = y(b) - A2, 
y”(a) - A3 = 0 = y”(b) - A4. (1.4) 
Finite difference schemes for these kinds of problems have already been established by Usmani 
in [2]. First of all, we will quote a simple condition which guarantees the uniqueness of the 
solution of problem (1.3), (1.4). D enoting for every function w E C[a, b] 
Usmani [lo] has shown: 
THEOREM 1. The boundary value problem (1.31, (1.4) h as a unique solution provided that 
llfll < (A)“. 
Another condition has been established by Yang [12]: he has proved that the uniqueness of the 
solution is guaranteed if 
(A>” < f(t) < p>, 
2. DERIVATION 
For N 2 3, we define 
t, := a+ph, 
whereby 
OF THE METHOD 
p = O(1)N + 1, 
b-a 
h := - 
N+l’ 
and denote fi := f(ti) for every function f(t). 
The finite difference schemes of Usmani for problem (1.3), (1.4) follow from a central formula 
and a begin or end formula, respectively. For the derivation of these formulas, we refer to [15]. 
Here, we will only list the resulting formulae. As far as possible, we will use the notation used 
in [15]. 
In case Q = 1, i.e., when use is made of polynomials of degree 1, the central formula, valid for 
p = 2(1)N - 1, is given by 
yp-2 - 4y,-1 f Gyp - 4yp+1 + ~p+2 = h4 Y;’ + tp,l(h), 
whereby t,,1 (h) = 0(h2). For q > 1, the central formula of Usmani is given by 
(2.1) 
4 
yp--2 - 4y~-l + GYP - 4Yp+1 + yp+2 = h4 c cy;vm ,;J; + t&h)! 
m=O 
(2.2) 
whereby the first crL,-values are given by 
and whereby tp,*(h) = 0(hQ+5). Setting y,S4) = -fi yi +gi, i = O(1)N + 1 in this central formula, 
one obtains a five-diagonal system of N - 2 equations in the N unknowns yi, i = l( l)N. Due to 
the symmetry of the problem, one extra equation at both end points is needed. 
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The missing end formula is given by 
YN-2 - 4YN-1 + 5yN - 2yN+l = -h2 y;+1 + h4 2 Tmvrn y$.& + tN,,(h), 
m=O 
with t~,~(h) = O(hq+5) and whereby the first r,-values are listed below: 
70 71 72 73 74 75 76 . . . 
11 241 230 -1; _& -- -- 501 
12 60480 60480 -151200 **. 
The begin formula can be derived from the end formula after expanding the V-operators and 
replacing tN+r by to and h by -h. 
The central formula of the modified scheme is, for q = 1, given by 
YP- 2 - 4yp- 1+ 6yp - 4yp+1+ ~p+2 = h 
4 16sin4(W) y(4) + t 
o4 P 
l(h k) 
P, 7 . (2.4 
For q > 1, the modified central formula can be written as 
YP-2 - 4yp-I + Gyp - 4yp+1 + yp+2 = 
h4 f: 
[ 
a;v” Y$!; - A;,,Vq-’ y$; - B;,qVq y$ 1 + t,,,(h, k), (2.5) m=O 
whereby 
It,,,(h, k)l I hq+51J’p,q(4 lk2y(q+3)(5) + ~(~+~)(t)l, 
for some function Fp,q, of which the explicit form is of no relevance in this discussion, and with 
min(tp+2-q, tp-z) < < < tp+2. Again, these expressions are valid for p = 2(1)N - 1. For q = 3 
and q = 5, the values of A6,q and BG,q are given by 
A;,3 -B;,3 1 
’ 4 
sin2(Q/2) = = - 6 4 sin2(e/2) + 82 1 
A;,5 = - ’ 1 1 1 --__ 
24sin2(0/2) + 16sin4(0/2) e4 720 ’ 
B;,5 = 0. 
The end formula can be written as 
?/N-2 - 4yN-1 + 5yN - 2yN+l = -h2y;+, 
P 
c r,Vmy$& - AN,,V 
q 1 (4) 
- YN+r - Bh’,qV’ yEi 1 + hv,q(h k), P-6) m=O 
whereby 
klv,q(h, k)l I hq’51FN,q(@l k 2 y ‘q+3’(5) + y’q+5’(<)l, 
and min(tN_2, tN+l_q) < ‘$ < tN+l. 
The values of AN,~ and BN,~ for q = 1, 3 and 5 are given by: 
A 
16 sin4(0/2) 4 sin2(0/2) 1 11 
N,l = - 
84 - 84 +F+E’ 
B N,l = 
16sin4(8/2) _ 1 
84 ’ 
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A 
1 11 1 
N’3 = -4e2 sin2(0/2) - 48sin2(0/2) + P + e4 
‘+&, 
B 
1 1 1 1 
jvt3 = -482 sin2(0/2) + 48sin2(0/2) ’ p - 360’ 
A 
3 1 329 1 11 
N’5 = -4e2sin2(8/2) - 4@sin2(0/2) - 1440sin2(f?/2) + 16e2sin4(8/2) + 192sin4(8/2) 
1 2 4463 
+s+s+ 60480 ’ 
B 
1 1 7 1 5 
N15 = -4e2 sin2(e/2) - 2e4 sin2(e/2) - 360sin2(t9/2) + 8e2 sin4(0/2) ’ 96sin4(8/2) 
23 
-6048’ 
The begin formulae can again be derived by rewriting the end formulae in a forward form, 
starting from to. 
3. CONVERGENCE OF THE METHOD 
For each q considered, the N - 2 equations (2.2), the end formula (2.3) and the corresponding 
begin formula constitute a system of N equations in the N unknowns yi, ys, . . . , yN which, 
considering the boundary conditions (1.4), can be written in the form 
(A + h4B,F)Y = C, + Tq. (3.1) 
In (3.1), Tp is the N-dimensional column vector with elements tP,q(h) and can thus be written as 
hQ+5Ti. F represents the N-dimensional diagonal matrix with elements fi, i = l(l)N and A is a 
five diagonal matrix given by 
A= 
5 -4 1 
-4 6 -4 1 
1 -4 6 -4 1 
. . . . . . . . . . . . . . . . . . ..* . . . 
1 -4 6 -4 1 
1 -4 6 -4 
1 -4 5 
(3.2) 
For q = 1, e.g., one finds that B1 = I, and that Ci is given by 
f h4gl + 2A1 - h2A3 + ; ( - foA~ + go) 
h4gz - AI 
h4g3 
cl= { 
h4gN-2 
h4gw - A2 
\ 
\ h4giv + 2A2 - h2A4 + ; ( - ~N+IAP + gjv+l) 
Neglecting the truncation errors, one can thus write that the numerical approximation zP,q := 
yP - eP,q is the solution of the system 
(A + h4BqF)Zq = C,, (3.3) 
with 2, := (z+,,~). Finally, Usmani has also proved that 
hq+511A-111 llT;ll 
l’Eq” ’ 1 - h411A-ljl IIBqll IlFll’ 
(3.4) 
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provided that . 
h4 < IIA-ill ,lh IPII’ 
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(3.5) 
Hereby, for any column vector V = (vi), the norm llVll is defined by 
llvll := my bil, 
and for any square matrix M = (mi,j), by 
IWll := mpx lmi,jl. 
j 
Since it has been shown (see [ll]) that 
]]A-‘]] I $&5(b - a)2 + 4h2) 
= h-4G, (3.6) 
one finds from (3.4), (3.5) and (3.6) that 
IlEqII 5 Kqhq+’ (3.7) 
W’P’II 1 
with Kq := I _ G,,Bq,, ,,F,, , w SoOn = lIFtI < -. 
w%ll 
From (3.7) it follows that Usmani’s schemes, with q = 1, 3 and 5, define methods of orders 2, 
4 and 6, respectively. 
For the schemes baaed on mixed-type interpolation, it is shown in [15] that an analogous 
argumentation can be used. Indeed, the system defined by the N - 2 equations (2.5), the end 
formula (2.6) and the corresponding begin formula can be written as 
(A + h4Bq(e)F)Y = C,(e) + T,(h, k), (3.8) 
whereby A and F still have the same meaning and whereby T,(h, k) is the matrix whose elements 
are t,,,(h, k), i.e., T,(h, k) = h Q+lT,‘(h,k). For q = 1, e.g., one also finds 
BI(@> = e4 
16 sin4(O/2) IN 
, 
while the components of the vector Ci(6’) = (cl”(@) are given by 
C?‘(e) = 2A1 - h2A3 + h4 
K 
4sin;!e/2) _ .$) (_f,,Al +go) + 16si;l(e/2) gl] , 
t 
16sin4(B/2) 4 
cj?w = e4 h Qp, p = 3(1)N - 2, 
&Lr (0) = 16sin4(8/2) e4 h4gN-r - A27 
&‘(e) = 2A2 - h2A4 + h4 
16 sin4(e/2) gN + 4 sin2(O/2) 
84 84 - f (-fnr+dz +m+l)] . > 
For q = 3 and q = 5, the matrices Bq and C, are defined in the Appendix. 
From (3.8), one finds that the numerical solution Zp,q := gp - Ep,q is obtained from the system 
(A + h4Bq(e)F)gq = C,(e), (3.9) 
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and that 
llJ%]l 5 QL*+‘, (3.10) 
with ,J& := (a,,,) and & := 
G IIT@, k)ll 
1 - WW)ll IPII ’ 
provided that ]]F]] < 
Wh~7 
and whereby 
G is given by (3.6). 
From (3.10) one again obtains that, since 
jim,B,(8) = B,, 
-+ 
for each value of q considered, the modified method is of order q + 1. 
3.1. Numerical Results 
We consider one of the test problems that has also been investigated by Usmani [2]: 
yc4)(t) + Q(t) = -(8 + 7t + t3)et , 
Y(O) = 0 = Y(l), 
y"(0) = 0 = y”(1) -t 4e, 
whose exact solution is given by 
y(t) = t(1 - t)et. 
(3.11) 
(3.12) 
In order to be able to apply the modified scheme 
(A + h4B,(B)F)& = C,(e), 
we first need to attribute a value to 8, i.e., to k. As in [15], we will attribute to k2 the value kz,4 
given by 
y$J+5) 
k& = -- 
ycP9+3) ’ 
whereby the higher order derivatives are m-expressed by means of the differential equation (1.3) 
in terms of lower order derivatives. For the problem considered, this results in 
k;,l = - 
2~; + t, $ -t (22 + 13t, + 6tfj + tg)etp 
Yp + tp yk + (15 + 7t, + 3tg + tg)etp ’ 
k& = - 
--ti yp + 4$’ + (60 + 35t, + 5ti + ti - tt)etP 
2~; + tp yi + (22 + 13t, + 6tg + tg)etv ’ 
k2 =- 
6yp + 8t, yb + tz yi - (80 + 33t, - 13tg - lltg - tz)etp 
P,5 t; yp - 4y; - (60 + 35tp + 5ts + tg - t$etn 
(3.13) 
The values for yp and the derivatives yk, y: and y: can then be approximated by first applying 
Usmani’s method of the same order, giving approximations z~,~ of yp. The remaining derivatives 
that still occur can be approximated using finite difference schemes. As in 
I 
151, we will consider 
second- and fourth-order difference schemes to obtain approximations for yi ( ) 1 = 1(1)3, and the , 
-w resulting values for k&, I$ and Zp,* will be denoted by (kgj)2, E* and .Zgi for second-order 
approximations and (k$$)* l?p’ and ZpJ , 7 , for fourth-order approximations. 
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To investigate the influence of the approximation used, we will substitute in the equations (3.13) 
the exact analytical values, to obtain the exact analytical /& values, which are denoted by (A$$)“. 
These values are given by: 
24 + llt, + t; 
8 + 7t, + t; ’ 
48+15t,+t; 
24 + llt, + t; ’ 
(3.14) 
80 + 19t, + t; 
48+15t,+t$’ 
The corresponding values for i& and ,?& are denoted by &f’ and .$“. 
The O(h2) formulae for the first- and second-order derivatives are obtained from 
z’(tp) = $-[z(t, + h) - z(t, - h)] + 0(h2) 
and 
z”&) = $[z(tp - h) - 2z(tp) + z(t, + h)] + 0(h2), 
for p = l(l)N. The third-order derivatives are obtained from 
z”‘(tl) = &[-3z(tI - h) + lOz(tl) - 12z(tl + h) + 6z(tI + 2h) - z(tl + 3h)] + O(h2), (3.15) 
and from 
z”(tp) = &[-Z(t, - 2h) + 2z(t, - h) - 2z(t, + h) + z(t, + 2h)] + O(h2), 
whereby p = 2(1)N - 1. The third-order approximation for z”‘(tN) can be obtained by rewrit- 
ing (3.15) in a backward form. 
For the 0(h4) approximations, use is made of 
z’(tp) = &-[z(tp-2h)-8z(t,,-h)+8z(tp+h)-z(tp+2h)]+6(h4), p=2(1)N-1, (3.16) 
and of 
z’(t1) = &[-3z(tl - h) - lOz(tl) + 18z(tl + h) - 6z(tl + 2h) + z(tl + 3h)] + 0(h4), (3.17) 
and its backward form for the first-order derivatives. For the second-order derivatives, we use 
z”(b) = & [-z(t, - 2h) + 16z(tp - h) - 30z(t,) + 16z(t, + h) 
-Z(t, + 2h)] + 0(h4), p = 2(1)N - 1, 
and 
z”(h) = & PWl - h) - 15z(t1) - 4z(t1 + h) + 14z(tl + 2h) 
-6z(tl + 3h) + z(tl + 4h)] + o(h4), 
and its backward form. The third-order derivatives are obtained from 
z”‘(&,) = &[z(tp - 3h) - 8z(t, - 2h) + 13z(t, - h) - 13z(t, + h) 
+8z(t, + 2h) - z(t, + 3h)] + 0(h4), p = 3(1)N - 2, 
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Table 1. Absolute errors for problem (3.11) for each q considered. For each order, Usmani’s method 
is compared with the /c-dependent method of the same order, whereby different approximations 
are used for the calculation of Jr&. 
a=1 Second-order methods hz2-m 1 
I a=5 Sixth-order methods h=2-“’ 
m 
2 
t 
3 
4 
Table 2. Observed errors eP,r = yP - +,I and Z,,r = yP - f,,r for problem (3.11) with q = 1 and 
h = l/8, together with different kz,r values. 
from 
and 
YP - ZP,l 
-0.651 1O-3 
-0.121 10-s 
-0.159 10-Z 
-0.174 10-Z 
-0.164 1O-2 
-0.128 1O-2 
-0.709 10-s 
42) 
YP - Zp,l 
0.470 10-s -2.86 -0.457 10-s -2.85 
0.857 lO-‘j -2.73 
0.111 10-s -2.63 
0.119 10-s -2.53 
0.110 10-s -2.45 
0.843 lO-‘j -2.38 
0.455 10-s -2.31 
-0.879 1O-6 -2.73 
-0.121 10-s -2.62 
-0.139 10-a -2.53 
-0.136 1O-5 -2.45 
-0.111 10-S -2.37 
-0.635 1O-6 -2.31 
-(4) 
YP - Zp,l 
0.400 10-s 
0.720 lo-+ 
0.916 1O-6 
0.968 lo+ 
0.875 lo+ 
0.658 1O-6 
0.349 10-s 
\ 
-2.86 
-2.73 
-2.63 
-2.53 
-2.45 
-2.37 
-2.31 
z”‘(h) = &[-15z(tl - h) + 56z(tl) - 83z(tl + h) + 64z(tl + 2h) 
-29z(tl + 3h) + 8z(tl + 4h) - z(tl + 5h)] + 0(h4), 
z”‘(t2) = &[-z(tz - 2h) - 8z(tz - h) + 35z(tz) - 48z(tz + h) 
+29z(tz + 2h) - 8z(tz + 3h) + z(t2 + 4h)] + 0(h4), 
and their backward forms as approximations for z”‘(t~) and z”‘(t~_i), respectively. 
All computations were carried out in QUAD (16 byte reels) arithmetic on a SIEMENS 7570 CX 
computer. The numerical results are listed in Tables 1 and 2. In Table 1, it is clearly demonstrated 
that the results for the modified method, whatever finite difference schemes here proposed are 
used to obtain approximations for kg,q, are much better (approximately of order O(h’)) than the 
results obtained with the corresponding k-independent scheme of Usmani of the same order. From 
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Columns 3-5, one is able to analyse the errors introduced by making different approximations 
for k&. It can be seen that the fourth-order approximations (k$)2 produce results which are, 
generally spoken, almost as good as those obtained with the analytical values (kkJ)2, whereas 
those obtained with (k$,$)2 give slightly less good results. However, it is demonstrated in Table 2 
that these second-order approximations also give satisfactory approximations for kE,g and lead 
to results that are much better than the results of Usmani’s method of the same order. 
We can thus conclude that it is shown in this article that the modified schemes, based on the 
mixed-type interpolation introduced in [17,18], here developed for problems of type (1.3), (1.4), 
produce results that are approximately 0(h2) better than those obtained with Usmani’s method 
of the same order, a result which had also been stated in [15]. 
APPENDIX 
In this section, we give the explicit form of the matrices B,(B) and C,(O), for Q = 3 and q = 5 
in terms of the values Ap,q, A&, Bp,q and Bp*,q. Since 
one easily obtains the matrices B, and C, that appear in Usmani’s schemes. 
For the fourth-order method, one finds that the elements of Bs(e) = (b::(e)) are given by: 
b!fi(@ = bEi, = 49 + 2AN s + 3BN 3 72 ’ 1 > 
b~~(e)=b~),_,(e)=J--AN3-3BN3 
45 ’ , 7 
by;(e) = d3) N,N-2(e) = & + BN,~, 
C-de) = $i+l (e) = f + 2A;,, + 3B;,,, p = 2(1)N - 1, 
bg#‘) = g - A;,3 - 3B;,,, p = 2(1)N - 1, 
and those of the vector C3(0) = (cj”‘) by: 
C!%) = 2A1 - h2A3 f h4 2 b’,yj(e)& + h4 (; - AN,~ - BN,~) (-foAl + go), 
i=l 
@(e) = -Al + h4 2 bfj(e)gi, 
i=l 
P+l 
cc3)(e) = h4 C bEj(ejgi, P p = 3(1)N - 2, 
i=p-1 
cg’~(@) = -A2 + h4 5 ,$!~l,.(qgi, 
i=N-2 
d?(e) = 2A2 - h2A4 + h4 e bjv3i,(e)gi 
i=N-2 
+h4 
7 
- - AN,S -BN,s 
90 > 
(-.fiv+l.‘b+ iIN+& 
For q = 5, the nonzero elements of Bs(e) = (bj? (e)) are given by: 
$J~(e) = bg),(e) = 3og1 4320 + ~AN,s + ~BN,s, 
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by;(e) = bg)N_l(e) = 2831 -- 
30240 
~AN,s - ~~BN,s, 
b$9) = b:‘,_,(e) = $&+4A N,5 + 10B~,5, 
brj(e) = bE)N_3(e) = - 13g1 -- 
60480 AN,S - ~BN,s, 
brJ(e) = bjV5)N_4(e) = & + BN,s, 
b;;_z(e) = -1 - A* 
720 p15’ 
p = 3(1)N - 1, 
bb”;_l(e) = b(‘) p,p+l(e) = & + 4A;,,, p = 2(1)N - 1 
bg;(e) = ; - 6AE,,, p = 2(1)N - 1, 
b:;+,(@ = -& - A;,57 p = 2(1)N - 2. 
Finally, the elements of the vector C,(e) are: 
c’15)(0) = 2A1 - h2A3 + h4 5 b$(e)gi 
i=l 
+h4 
1411 
- - AN,S - BN,S 
20160 > 
(-j’oA1 + go), 
C%e) = -Al + h4 f: bg$qgi +(-A - As,~) (-&)A1 + go), 
i=l 
P+2 
d5)(e) = h4 c bzj(e)g& P p = 3(1)N - 2, 
i=p-2 
c!Tl(e) = -A2 +h4 fl: b$Ll,i(e)Lh + (-& - A>_l,5) (-fN+lA2 + gN+l), 
i=N-3 
cg’(0) = 2A2 - h2A4 + h4 2 b$(e)gi 
i=N-4 
( 
1411 
+h4 -- 
20160 
AN,~ -BN,s (-fiv+lAz +gN+l). 
> 
For q = 5, the method requires that N 2 4. For N = 4, some of the above formulae need to 
be adjusted, since in that case yN_4 = yo and y5 = YN+l. 
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