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ABSTRACTWe desribe d-spaes, a replia ontrol protool dened interms of quorum sets on multidimensional logial strutures.Our study is performed in the ontext of transational repliaontrol protools that support the strongest form of repliaonsisteny guarantees, one-opy serializability. This work isprimarily motivated by asymmetrial aess patterns, wherethe number of read aesses to data are dominant relative toupdate aesses, i.e. where the onsisteny protools shouldbe read-few write-many.We show that quorums on d-spaes are optimal with respetto quorum group sizes (message omplexity). We present adetailed availability analysis for read and write operations.For highly asymmetrial aess patterns, our approah ap-proximates the read-one write-all protool with respet toread eÆieny, while maintaining ongurable levels of avail-ability for write operations. Speially, we show that im-plementing a read-few write-many replia protool using d-spaes yields both superior operation availability, as well asmessage omplexity, to the hierarhial quorum onsensusmethod.
1. INTRODUCTIONWe desribe a method for dening replia quorum groupson multi-dimensional logial strutures. Our ontribution istwofold. First, we argue that implementing read-few write-many replia ontrol protools using our approah is su-perior to existing methods from the eÆieny as well asavailability standpoint. We provide analyti bounds thatare independent of whether the method is implemented us-ing loal onnetivity or global views. Seond, unlike otherstrutured quorum approahes, we propose using loal on-netivity instead of global views to arrange the sites into alogial struture. This addresses the inherent rigidity of logi-al strutures based on global views, and allows membershiphanges without requiring global reonguration phases. Aloal reonguration protool is run to eliminate holes in thestruture reated by failing sites.
Data repliation is used in distributed systems to inreasedata availability, and to improve the aess eÆieny to adata item. Storing opies of data at multiple sites inreasesthe likelihood of data remaining aessible to users despitehost and ommuniation failures. Having multiple up-to-date opies of data oers a hoie at retrieval time, andallows the system to eÆiently feth a opy that is loallypresent or at a nearby site. The benets of repliation omeat the prie of omplex and expensive synhronization meh-anisms needed to maintain the onsisteny and integrity ofdata. The overhead indued by replia ontrol protools isin diret relation with the onsisteny guarantees oered.The stronger these guarantees are, the less eÆient and lessavailable are operations performed on repliated data items.Ideally, the set of all opies of an objet should appear as asingle item to lients. Further, eÆient shemes are desir-able in the sense that only a small fration of the set of allopies should be aessed per operation. This is espeiallyimportant for read operations, whih tend to represent thedominant aess mode to data for most appliation lasses.Finally, we would like to ahieve both strit onsisteny andoperational eÆieny without sariing the availability ofdata, as this is the main reason for repliating data.The onsisteny ondition referred to is one-opy equiva-lene [7℄. Coupled with serializable exeutions that manydatabases provide, the orretness riteria for replia on-trol protools in transational environments is one-opy se-rializability [6℄. Among the replia ontrol protools thatan ahieve one-opy serializability | when used in on-juntion with appropriate mehanisms for onurreny on-trol (e.g. two-phase loking), and atomi ommitment (e.g.two-phase ommit) | we identify the read-one write-all ap-proah (ROWA) [4℄, the primary-opy approah [24℄, thequorum onsensus sheme [11℄, and the available opiesmethod [12℄.The read-one write-all approah is one of the simplest pro-tools for managing repliated data. Read operations areallowed to read any opy, and write operations are requiredto write all opies. The read-one write-all protool is im-balaned: reads are exeuted at a very low ost and arehighly available. Write operations, on the other hand, areineÆient and have very low availability even ompared tothe ase when data is not repliated: all opies need to beoperational for a write to proeed.
The quorum onsensus protool generalizes the read-onewrite-all approah by enforing a relaxed quorum interse-tion ondition: read and write operations need only inter-set in a pairwise fashion on at least one site. The low writeavailability of the read-one write-all protool is addressedat the expense of more ostly read operations. One lass ofquorum protools (e.g. the grid protool [9℄, the tree proto-ol [2℄, and the hierarhial quorum onsensus protool [16℄)ahieve eÆieny by imposing a logial struture on the setof opies, and using strutural information to reate inter-seting quorums. Operations have low message omplexity,but quorums on logial strutures are vulnerable to speisite failures and result in degraded operation availability.There is a lear trade-o between the eÆieny of a quo-rum protool and its operational availability. The break-even point of this trade-o depends primarily on the logialstruture (or the lak thereof) that arranges partiipatingsites. In this paper we dene a new quorum protool basedon logial strutures, d-spae quorums, and argue that itseÆieny as well as its availability are superior to existingprotools. In partiular, we show that implementing a read-few write-many replia protool using d-spaes yields supe-rior operation availability as well as message omplexity tothe hierarhial quorum onsensus method.Sites partiipating in d-spae quorums are arranged in a d-dimensional spae, and quorum groups are formed throughsubspae projetion. Dening quorums on d-spaes is shownto be optimal with respet to quorum group sizes (messageomplexity). For highly asymmetrial aess patterns, ourapproah approximates the read-one write-all protool withrespet to read eÆieny, while maintaining aeptable lev-els of availability for write operations. The method sub-sumes some of the existing replia ontrol protools suhas read-one write-all, and the Grid protools. Further, d-spae replia quorums are highly exible in the sense thatarbitrary read/write aess ratios an easily be modeled.Finally, read aesses an be exeuted orders of magnitudemore eÆiently than updates without ompromising the avail-ability of either.The remainder of this paper is strutured as follows. In Se-tion 2 we briey desribe existing quorum protools with em-phasis on strutured quorums. Among the strutured quo-rum approahes, the hierarhial quorum onsensus shemereeives speial attention. Setion 3 denes quorum setson multi-dimensional spaes, argues about the optimalityof the approah with respet to ommuniation omplexity,and shows how the read-few write-many protool an be im-plemented using d-spaes. In Setion 4 we arry a detailedavailability analysis and ompare the performane of our ap-proah with the hierarhial quorum onsensus method. Areonguration mehanism that ombines loal onnetivityand global views is disussed in Setion 5. We summarizeour ndings and onlude the paper in Setion 6.
2. RELATED WORKQuorum protools have reeived a lot of interest both in thedatabase and the distributed systems ommunities. Repliaontrol protools based on quorum shemes an guaranteeone of the strongest onsisteny onditions for repliateddata, namely one-opy equivalene. If oupled with onur-
reny ontrol mehanisms that interleave the exeution oftransations in a serializable fashion, one-opy serializabil-ity results.Synhronization takes plae by dening groups of sites thatneed to agree before launhing an ativity, and requiringthe intersetion of groups dened for oniting ativities.A read operation on a opy onits with all write opera-tions on any opy of the objet. A write operation on aopy onits with all read and write operations. We willrefer to the group of sites needed to perform a read (write)operation as the quorum group for that operation. The ol-letion of read (write) quorum groups is alled a read (write)quorum set. Thus, any element of a read quorum set mustinterset all elements of a write quorum set, whih in turnmust interset among themselves in a pairwise fashion.
2.1 VotingGiord denes quorum sets in terms of weighted voting [11℄for synhronizing onurrent aesses to shared les. If thetotal number of votes is v , vr votes are needed to read ale, and vw votes are needed to write a le, suh that (i)vr + vw > v and (ii) 2vw > v. A site an be assigned morethan one vote, and the distribution of votes to sites need notbe uniform. Version vetors are used to identify the latestupdate, and loking is used to guarantee serial onsisteny.Weighted voting does not assume a logial struture of opieswhen realizing quorums. Further, for symmetrial quorumongurations (vr  vw) the approah an tolerate failuresof up to half of the partiipating sites. In this ase howeverthe ommuniation osts are high as eah transation in-volves aessing half the opies. Weighted voting an modelsenarios where read operations dominate aesses to data(vr  vw). In suh ases, weighted voting approximates theread-one write-all approah both with respet to its poorwrite availability, as well as its high osts for write opera-tions. In fat, the read-one write-all protool is a speialase of voting assignment for whih vr = 1, and vw = v.The notion of quorum sets is losely related to oteries asdened by Garia-Molina and Barbara [10℄. In oteries,an added minimality ondition is imposed upon quorumsgroups, and no distintion is made between dierent typesof quorum group onits. For eÆieny reasons, quorumsets exploit this distintion between read and write opera-tions. The authors also show that quorum based shemesare more expressive than voting. More exatly, there arequorum sets that annot be modeled through voting assign-ments suh that mutual exlusion is still guaranteed.Thomas denes majority quorums as quorum sets for whiheah quorum group ontains a majority of opies [26℄. Again,this is a speial ase of weighted voting for whih vr = vw =bv=2+1. As note above, this assignment provides the bestsymmetri availability for read and write operations. Thereplia ontrol protool proposed by Thomas uses times-tamps [17℄ instead of version vetors to synhronize aessesto a repliated database. When timestamps are used, inter-setion of write quorum groups is not neessary [25℄, whileread quorums still need to interset write quorums. Dier-ent non-interseting writes are registered with unique times-tamps generated from a totally ordered domain, and a read
operation will be able to identify the latest update as longas it intersets with all write quorums. A similar tehnique(logs with timestamped entries and non-interseting writes)has been used by Herlihy [13℄ in dening a general onsensusmethod for abstrat data types that extends the read/writesemantis of operations on data.
2.2 Structured QuorumsQuorum sets dened on logial strutures use strutural in-formation to dene interseting quorum groups. We brieypresent the Grid protool, the tree protool, and the hierar-hial quorum onsensus protool.Maekawa proposed using nite projetive planes to obtain adistributed mutual exlusion protool [18℄ where the num-ber of sites ontated per transation (a quorum group) ison the order of O(pN). As an alternative protool hav-ing the same performane harateristis, Maekawa furthersuggested organizing the sites in a two dimensional grid. As-suming a pN pN logial grid, a site requesting the lokwould ontat all the sites found in some arbitrary line andolumn of the grid. Every two pairs of lines and olumnsinterset eah other, and orret arbitration is ensured forlok grant/release primitives. Starting with Maekawa's -nite projetive planes approah and given his onditions,it an easily be shown that the solution is optimal. Moreexatly, quorum sets suh that (i) eah quorum group has(roughly) the same number of elements, and (ii) eah ele-ment appears in (roughly) the same number of groups, willonsist of quorum groups having O(pN) elements.Maekawa's mutual exlusion protool has inspired Cheungel al. in developing the Grid replia ontrol protool [9℄.Quorum groups for read operations onsist of one line, andquorum groups for write operations onsist of one line andone olumn. The authors observe that instead of a line, forboth read and write quorums, a more relaxed ongurationthat requires one node in eah olumn (a olumn over) anbe employed. Two-phase loking is used for onurrenyontrol and timestamp ordering is mentioned as an alter-native sheme. The Grid protool has low ommuniationosts (O(pN)), and is best suited for senarios where thefrequeny of read and write operations are on the same or-der.The tree protool proposed by Agrawal and El Abbadi orga-nizes the set of opies in a binary tree with logN levels [2℄.A quorum group is formed by inluding all the sites in somearbitrary path from the root to a leaf. If a site along a pathis unavailable, the quorum group is formed by substitutingthe failed site with the two hild nodes of that site, and on-tinuing reursively along both paths to the leaf level of thetree. The tree protool features the lowest message om-plexity (O(logN)) among all strutured quorum shemes,assuming no site failures. In the presene of failures, the al-gorithm degrades graefully as progressively more sites areinvolved in a quorum group, for a maximum of N=2 (whenall sites on all levels but the leaf level have failed).Despite its low ommuniation osts and good tolerane tosite failures, the tree protool is less appealing when on-sidering the distribution of aesses over the set of opies.The root site is part of all quorum groups (assuming no fail-
ures), while a leaf site is part of N=2 times fewer quorumgroups. The tree protool is not truly distributed and em-ploys a weak form of deentralization to ensure exlusion ofaesses.Kumar extends weighted voting to voting on multiple levelsof a hierarhy omprising the set of all replias [16℄. Inontrast to the tree protool, physial opies of objets arestored only at the leaves of the tree, while all other levelsserve a logial grouping purpose. In eet, the protoolperforms a hierarhial partitioning of the replia set. Givena perfetly balaned tree with m+1 levels (with the root onlevel 0 and replias on level m) suh that a node on level ihas li+1 hildren, the overall number of replias isQmi=1 li. Anode assembled on level i must in turn reursively assembleri+1 (wi+1) of its li+1 hildren nodes on level i+1 for a read(write) quorum group. The root node is part of all read(write) quorum groups. The quorum intersetion onditionis satised if (i) ri + wi > li, and (ii) 2wi > li for all levelsi = 1;m.A read quorum group dened by the hierarhial quorumonsensus sheme onsists of Qmi=1 ri opies, and a writequorum groups of Qmi=1 wi opies. Weighted voting an beregarded as the speial ase of a two level hierarhy (m = 1).Optimal quorum group sizes are obtained for the hierarhi-al onsensus method when eah group ontains three sub-groups, i.e. li = 3. In this ase symmetrial quorum groupsonsist of N0:63 sites, whih is loser to the optimal omplex-ity O(pN) than to the default weighted voting performane(bN=2 + 1). Further, the hierarhial quorum onsensusmethod allows for imbalaned quorum groups for read andwrite operations to be speied. For these reasons we havehosen it to ontrast the performane and availability of theapproah that we advoate in this paper.Logially strutured quorum sets annot be modeled withvoting assignments in the general ase [10, 5℄, making thequorum onsensus approah more appealing than weightedvoting [11℄ in a number of instanes. Multidimensional (MD-) voting [5℄ addresses this problem by generalizing weightedvoting to voting in multiple dimensions. The d-spae quo-rum onsensus method is oneptually dierent than MD-voting. The latter denes an abstrat voting spae, and re-quires a quorum of votes to be gathered in every dimensionof interest. However, MD-voting an emulate d-spae quo-rums in a rather ineÆient manner. For an m by n 2-spaequorum set, the MD-voting mapping is ahieved by deningvoting assignments in an n-dimensional spae, and requiringthat a quorum of votes be gathered in all n dimensions.
3. QUORUMS FOR REPLICATED DATAWe dene quorum groups on multi-dimensional spaes andshow how read-few write-many replia ontrol protools anbe implemented using our method.








































b)a)Figure 1: Example of 3-spae read and write quorumgroups. a) A read quorum (R and R0) is a line andintersets all write quorums. A write quorum (Wand W 0) is a plane and a line, and intersets all readquorums and all other write quorums. b) A overof a plane (lled points) an be used instead of theplane to form a write quorum group.we disuss how nodes are mapped to sites. Until then weassume that nodes are sites.We hoose k of the d dimensions inD, and let ui1 ; ui2 ; : : : ; uikbe k arbitrary oordinates on seleted dimensions i1; i2; : : : ik.Similarly, let vj1 ; vj2 ; : : : ; vjd k be arbitrary oordinates onthe rest of the d  k dimensions (j1; j2; : : : ; jd k).We dene subspae U to be:U =f(x1; x2; : : : ; xd)j(x1; x2; : : : ; xd) 2 D ^ (xit = uit)t=1;kg (1)and subspae V to be:V =f(x1; x2; : : : ; xd)j(x1; x2; : : : ; xd) 2 D ^ (xjt = vjt )t=1;d kg (2)Subspaes U and V overlap and their intersetion is mini-mal; there exists a single point (node) ommon to U and V .The intersetion point is given by oordinates ui1 ; : : : ; uik ;vj1 ; : : : ; vjd k written in anonial order. In a 2-dimensionalspae, U and V represent interseting lines parallel to thetwo axes. Note that U and V fatorize spae D in the sensethat jDj=jU jjV j. Thus eah of the two subspaes ontainsonsiderably fewer sites that the original spae. In partiu-lar, the sum jU j + jV j is minimized when jU j = jV j.1Let a read quorum group be V , and a write quorum groupbe V [ U . Any two write quorum groups interset, andany read quorum group intersets any other write quorumgroup. The quorum intersetion property is satised andreads and writes are serializable. In partiular, one-opyserializability [6℄ is guaranteed. On the left side of Figure 1we illustrate read and write quorum groups for a 3-spaequorum set.For larity of exposition we will assume hereafter that theextension of the replia spae is the same along all dimen-1The ondition holds only when d is even and k = d=2. Ifd is odd the sum jU j + jV j is minimized when k = bd=2 ork = dd=2e.
sions, i.e. ni = N 1d for all i = 1; d. All the results presentedan easily be extended to aount for the general ase for-mally dened above. Given the new onstraints, the repliaspae resembles a hyper-ube in a d-dimensional spae, withspae V ontaining N kd points and spae U ontainingN d kdpoints. A read quorum group will thus onsist of N kd nodeswhile a write quorum group will onsist of N kd +N d kd   1nodes.
3.2 The Read-Few Write-Many ApproachMore interesting for distributed systems are quorums setsthat are highly asymmetrial, i.e. for whih d is relativelyhigh ompared to k. One suh ase is given by read quorumgroups onsisting of N 1d nodes (a line), and write quorumgroups onsisting of N 1d + N d 1d   1 nodes (a line and ahyper-plane). We all this instantiation of d-spae quorumsets the read-few write-many approah (RFWM).Read-few write-many replia ontrol protools are amenableto senarios where the frequeny of read operations is ordersof magnitude higher than the frequeny of write operations.We all the ratio of frequenies for read and write operationsthe read/write aess ratio. The ommuniation omplex-ity of a replia ontrol protool is the expeted number ofreplias to be ontated per operation. Our goal is to mini-mize the protool's ommuniation omplexity, irrespetiveof operation type (i.e. read or write). Therefore, the ratioof quorum group sizes for read and write operations shouldbe inverse to the read/write aess ratio. By wr we denotethe ratio of the write quorum size to the read quorum size.When wr equals the read/write aess ratio, the ommuni-ation omplexity of a read-few write many replia ontrolprotool is minimized. Any proportion of read and write op-erations an be modeled by hoosing appropriate values fork and d (or more generally, for d and dimension extensionsni).Fault tolerane is reeted in the availability of the lastupdate (data availability), and the availability of read andwrite operations. Data availability in RFWM is omparableto that oered by the read-one write-all protool: a very highfration of nodes need to fail for the last update to be lost.Read operations are robust: any line of N 1d nodes needs tobe operational for a read to sueed. There are N d 1d an-didate lines to hoose from. The read-one write-all protoolis deemed unsatisfatory due to its stringent requirementthat all opies be available whenever an update ours. Theread-few write-many approah approximates ROWA froman eÆieny standpoint, and dramatially improves over itswrite availability. A line of N 1d and an additional set ofN d 1d   1 nodes need to be operational for a write to su-essfully ommit.Even though we dened read and write quorum groups interms of projetive subspaes, the set of N d 1d nodes in awrite quorum group need not onform stritly to the deni-tion. We allow any over of a N d 1d hyper-plane of nodesto at as the seond omponent of a write quorum group.A over of a hyper-plane is any set of points suh that theirprojetion overs the whole hyper-plane. For our disretespae we are interested in the minimal over of a hyper-
plane, i.e. a over having exatly N d 1d points. Relaxing awrite quorum group to a line ombined with the over of ahyper-plane greatly improves the availability of write oper-ations. On the right side of Figure 1 we show a (minimal)over for a plane that an be part of a 3-spae write quorumgroup. Note that any of the three planes parallel to the baseof the ube is overed by the over shown.The hoie of strit subspaes and overs that we advoateis not unique. We ould have relaxed the denition of awrite quorum to be a hyper-plane and the over of a line.In this ase a read quorum group would be itself the overof a line and would have exellent availability. However, theavailability of write operations would be adversely aetedto the point of making it not substantially better than in theread-one write-all protool. In Figure 1, write availabilitywould translate to having one of the three planes parallel tothe base of the ube fully operational.
3.3 OptimalityAs noted above we expet read and write quorum groupsizes to be inversely proportional to the aess frequeny forthe orresponding operations. We argue that replia on-trol protool using d-spaes feature optimal ommuniationomplexity, i.e. read and write quorum sizes are minimal fora given aess ratio. We require the following onstraints onany quorum set dened on d-spaes:QS1 Eah read (write) quorum group in the set has r (w)nodes. The ondition ensures that the message om-plexity of an operation is independent of the quorumgroup hosen.QS2 Eah node appears in at least one quorum group. Theondition ensures that all opies are used eetively.QS3 Eah node is ontained in the same number of quorumgroups. The ondition ensures uniform load sharingover the set of all opies (assuming quorum groups areseleted uniformly at random when performing opera-tions).Given onditions QS1-3, Theorem 1 states the optimality ofthe approah. The following Lemma will help us prove thetheorem.Lemma 1. A set W that intersets all elements of a readquorum set satisfying onditions QS1-3 ontains at least w =N=r elements.Proof. Assume eah node is ontained in k distint quo-rum groups (by QS3). We also have that k > 0 (by QS2).The total number of nodes, onsidering all dupliates as dis-tint elements, is kN . Sine there are r nodes in eah quo-rum group (by QS1), there are kN=r groups in the quorumset.We onstrut W starting with the empty set, suh that Wintersets all kN=r quorum groups. Every node added toW is ontained in exatly k of the groups, and will ensurethe intersetion of W with the orresponding groups. Thus,
with the addition of one node we an over the intersetionof at most k groups in the quorum set. Sine there are kN=rquorum groups, at least N=r nodes need be added to W toover the intersetion of all groups in the quorum set.Theorem 1. Read quorum sets dened using d-spaes areoptimal with respet to quorum group size for any read/writeaess ratio wr. Write quorum sets are optimal within afator of 2.Proof. We assume that k and d exist suh that N d kd N kd wr, and dene d-spae read quorum groups of size N kdand write quorum groups of size N kd +N d kd  1 in the usualmanner. We have that (N kd + N d kd   1)=N kd = O(w=r),and the quorums satisfy the read/write aess ratio.A read quorum group ontains N kd nodes. Every node ap-pears in exatly one of the read quorum groups. In fat, theread quorum set denes a partition on the set of all opies,where eah member of the partition has the same number ofnodes. Conditions QS1-3 are thus satised and by Lemma 1we have that write quorum groups must ontain at leastN d kd elements. Sine N kd +N d kd  1  2N d kd (assumingk  d  k), we have that write quorum groups are within afator of 2 from the optimal size.Read quorum groups annot ontain less than N kd nodessine that would proportionately inrease the size of writequorums (as given by Lemma 1). This would break theread/write aess ratio. Thus, read quorum groups are op-timal with respet to size.Note that write quorum groups are within a fator of 2 fromoptimality due to their V subspae omponent (N kd ). Forread-few write-many protools we have that N kd  N d kd ,and write quorum sizes are themselves lose to optimality.We show how k and d an be hosen suh that the aessratio ondition is satised. Given N nodes and aess ratiowr we are looking for quorum sizes for write and read oper-ations, w and r, suh that (i) w = N=r, and (ii) wr = w=r.Thus we have that w = pNwr and r = pN=wr . N anbe fatorized in the list of its prime fators. Eah primefator in the list appears as many times as its power of fa-torization. The list an then be partitioned in two sublistssuh that the multipliation of prime fators in one list ap-proximates w, and in the seond list approximates r.Given w and r, values for k and d an easily be identiedsuh that N kd approximates r, and N kd +N d kd   1 approx-imates w. For the general ase, where the extension of thereplia spae does not have to be the same along all dimen-sions, we have more exibility in hoosing values for k andd. If N has few prime fators (e.g. N is a prime numberitself), a neighboring number of N an be fatorized insteadof N . In this ase, a few holes will be present in the stru-ture, and quorum groups ontaining the holes will not beoperational. In Setion 5.2.2 we disuss how nodes an bemapped onto sites suh that N is hosen at will and anynumber of physial opies is naturally aommodated.
3.4 Replica Control ProtocolWe briey desribe a read-few write-many replia ontrolprotool that uses quorum onsensus on d-spaes. We presentthe lassial approah of using version numbers to identifythe latest update, and loking to enfore mutual exlusion.
3.4.1 Access Semantics and LockingEah opy has assoiated a version number. A read opera-tion will read all the values of nodes in a read quorum group,together with their version numbers. The highest rankingversion is onsidered to be the latest update of the item,and its assoiated value is the result of the read. A writeoperation will read the values of a subset of the nodes inthe write quorum group, identify the highest ranking ver-sion, and write its assoiated value to another subset of thenodes in the group. For RFWM, a write operation will readfrom a line and write to the over of a hyper-plane.For both reads and writes, all the nodes in the orrespond-ing quorum group are loked. If loking fails for a readgroup, a dierent group is hosen randomly or deterministi-ally. Similarly, if loking of a write group fails on the line,the whole line needs to be replaed. If loking of a writegroup fails on the over, the over is hanged by repla-ing only the unsuessfully loked nodes. Loking failuresis deteted through timeouts. A timeout an be aused byfailed nodes or by deadloks. Loking lines annot ausedeadloks sine they form a partition of the replia spae.Loking overs, on the other side, an easily deadlok two ormore onurrently exeuting write operations. If no quorumgroup an be loked it means the system is unavailable dueto massive node failures. We disuss fault tolerane in Se-tion 5. Note that performing operations on quorum groupsan benet from multiast servies provided at the networkor appliation layer.The loking proedure desribed above provides transa-tional semantis for aesses, and ensures one-opy serial-izability. If single-aess semantis is desired, read quorumsneed not be loked. A read operation an be performed byreading a read quorum group and identifying the value withthe highest ranking version. Similarly, the read omponentof a write quorum (a line for RFWM) need not be loked forwrite operations. However, the write omponent of a writequorum group needs to be loked to guarantee (single) up-date onsisteny.
3.4.2 Locking and Replication GranularityThe performane of a replia ontrol protool also dependson the update semantis, and the granularity of loks andof the repliated objets.Update atomiity an be dened irrespetive of the size ofa data item. The ost of performing an update grows inproportion to both the size of the data item (loking granu-larity), as well as the number of items updated (write quo-rum size). Partial writes allow updates to our on granu-larity smaller than the loking granularity. Distributed le-systems benet from partial writes semantis (e.g. Coda [22℄,Eho [14℄) sine they usually oer loking granularity on ale, or even larger data units. Performing partial updatesin version-based replia ontrol protools omes at the prieof more omplex algorithms. This is beause only the most
reent version of a data item an safely be replaed througha partial write in suh protools. We assumed total updatesemantis in the desription above.Repliation granularity is orthogonal to loking granularity,and aets the state maintained per data item by the repliaontrol protool. At one extreme, repliation granularity isthe same as loking granularity. In this ase, a d-spae needsto be maintained individually for eah objet. The exibilityof seletively repliating objets at nodes (and thus allowingne-grained ontrol over the amount of repliated state),is ahieved through high protool state storage osts. Atthe other extreme, the granularity of repliation is given bythe set of all data items that the system manages. A nodewill repliate either all objets or none. Only one d-spaeneeds to be maintained in this ase for the whole database,le-system, et., keeping the protool's state overhead toa minimum. In between the two extremes, various trade-os between protool state and repliation exibility an beattained by repliating data items in group.Note that for the ase when the granularity of repliationovers all data items, objets need not be eetively repli-ated at all sites. Instead, some of the nodes an maintainpointers to other nodes that atually store the replia. Whena request arrives at a node holding a pointer, the request isforwarded to the node storing the replia. The ost of stor-ing a replia is replaed by the ost of storing a pointer to it.However, node failures are orrelated. When a node fails,all nodes that hold pointers to the failed node will logiallyfail as well. This also implies that node failure semantishanges. A node an be onsidered as failed for some dataitems (for whih the node holds pointers to failed nodes),but operational for other data items (for whih the nodesstores atual replias).
4. AVAILABILITY ANALYSISWe establish the availability of read and write operations aswell as the availability of the last update. We assume thatthe network is reliable, node failures are both independentand fail-stop [23℄, and all nodes are idential. Let p be theprobability of a node being operational, i.e. the node's avail-ability. Note that sine all nodes have the same availability,the optimal vote assignment for the voting protool is onewhere all nodes are assigned one vote eah [27℄. The proba-bility of nding m operational nodes among the N nodes isgiven by the binomial distribution:b(N;m; p) =  Nm  pm(1  p)N m (3)
4.1 Data AvailabilityData availability is expressed in terms of the probability thatthe last update of an item is aessible on at least one of thenodes that stores a opy. Sine the last update is given bythe last suessfully exeuted write operation, at the time ofthe update N d 1d sites have ommitted the new value. Theprobability that at least one of these sites will survive untilthe next update ours is given by:D = 1  (1  p)N d 1d (4)Note that data availability depends on the size of a writequorum, and thus impliitly aptures the logial struture
of a d-spae. However, it does not depend diretly on thepartiular organization of sites that is imposed by d-spaes.The same formula applies to any sheme that updates quo-rums of the given size (in this ase N d 1d ), inluding thevoting approah, other logially strutured quorums, et.
4.2 Read AvailabilityThe availability of read operations is the probability thatthe system allows the operation to perform suessfully as-suming no state hanges while it is in progress. A read issuessful if at least one line of N 1d sites an be aessed. Aline is available with probability pN 1d , while m seleted linesare available with probability:line(m) = pmN 1d (5)Knowing that there are N d 1d potential lines to hoose from,the availability of read operations is given by:RRFWM = 1  (1  line(1))N d 1d= 1  (1  pN 1d )N d 1d (6)The availability of read operations in the Grid protool isdierent than in RFWM even when onsidering a 2 dimen-sional replia spae for whih N 1d = N d 1d (sine d = 2).The Grid protool targets symmetrial senarios for whihthe expeted frequeny of read and write operations is ap-proximately the same (wr  1). A write in Grid is per-formed similar to 2-spaes, by loking a olumn and a overof all olumns. However, a read is performed by loking theover of all olumns, as opposed to loking a olumn. Theread availability is thus greatly improved in the pN pN2-dimensional spae ase and is given by [9℄:RGRID = (1  (1  p)N 12 )N 12 (7)Note that the replia ontrol protool advoated in Gridworks well only for symmetrial spaes. The Grid analogfor the RFWM approah would inlude in a read quoruma over of a line, and in a write quorum a hyper-plane to-gether with the over of a line. This would improve the readavailability over d-spaes, but would adversely aet writeavailability to the point of making the protool unusable. Tosummarize, if the dierene between read and write quorumsizes is substantial, quorum groups should be dened usingthe d-spae approah, otherwise they should be dened us-ing the Grid approah. For purposes of this study we areprimarily interested in asymmetrial senarios, and thus wewill not establish the break-even point.The read availability of the hierarhial quorum onsensusis expressed reursively at eah level. A logial node on leveli is onsidered available if at least ri+1 of its li+1 hildrenare available. The availability of read operations, RHQC ,orresponds to the availability of the root node, while eahleaf node is operational with independent probability p [16℄:RHQC = R0Ri = li+1Xj=ri+1 li+1j  (Ri+1)j(1  Ri+1)li+1 jRm = p (8)
For referene we also present the read availability of theread-one write-all approah, and the weighted voting ap-proah. 2






























Figure 2: Operation availability for DSP and HQCwith 81 nodes and targeted aess ratio wr = 1.
4.4 D-Space vs. Hierarchical QuorumsWe ompare the ommuniation omplexity and operationavailability of d-spaes (referred to as DSP) and the hier-arhial quorum onsensus methods (referred to as HQC).We will examine both symmetrial senarios, where the a-ess ratio is lose to 1, and skewed senarios, where readoperations dominate aesses to data. The results shownorrespond to formulas derived in the previous setions.Hierarhial quorum onsensus is optimal when eah logialgroup is deomposed in three subgroups, and the resultinghierarhy is perfetly balaned. We hoose the number ofnodes with respet to suh riteria, i.e. N = 3m (li = 3).The quorum intersetion ondition is satised if (i) ri+wi >3, and (ii) 2wi > 3. Possible ombinations for establishingappropriate quorums at eah node are (ri = 1; wi = 3) and(ri = 2; wi = 2). Thus, a read quorum will ontain 1t2m tsites, and a write quorum will ontain 3t2m t sites, for somet suh that 0  t  m and 3t  wr.We distribute the quorums at eah level suh that operationavailability is maximized. More exatly, we strive for opti-mal write availability sine they are the ritial omponentwith respet to failure (i.e. onsistently having lower avail-ability than read operations). It is beyond the sope of thispaper, but it an be shown that availability for write opera-tions, given the onstraints above, is ahieved when the toplevels have wi = 3 (1  i  t), and lower levels have wj = 2(t < j  m), and vie-versa.


























































































Figure 5: Operation availability for DSP and HQCwith 59; 049 nodes and targeted wr = 729.If the overall availability is not aeted, the more symmet-rial read and write availabilities are the, more desirable amethod is deemed. In partiular, despite its read eÆienyand good availability, the read-one write-all protool is on-sidered unsatisfatory due to its poor write availability. Im-plementing the read-few write-many (wr  1) approahusing d-spaes will result in more balaned, and thus better,operation availability than using the hierarhial quorumonsensus method.



































Figure 6: Communiation omplexity ratio(HQC/DSP) for read and write operations asfuntion of system size and aess ratio.grows with N . In Figure 6 we show how R and W varywith system size for some of the used aess ratios (9, 81,and 729).Implementing the read-few write-many approah using d-spaes will result in a message omplexity 2{3, times lowerthan implementing it using the hierarhial quorum onsen-sus method. Beside saving network resoures this also ma-terializes in better load sharing at sites holding opies, andinreased system throughput. The expeted inrease in sys-tem throughput is proportional to R for read operations,and W for write operations.
5. RECONFIGURATION AND FAULT TOL-
ERANCEThe availability study arried out previously establishes thelikelihood that exeuting read and write operations will om-mit by assembling all the sites in a quorum group. A lientexeuting an operation must assemble one quorum groupfrom the operation's quorum set. If no quorum group anbe assembled, the orresponding operation is bloked andthe lient that issued the operation will not be able to makefurther progress, nor will any other lient submitting subse-quent requests (assuming no reoveries our).Strutured quorum protools rely on pre-dened identity forpartiipating sites (given by the assignment of sites to quo-rum groups), and are thus less tolerant to failures than vot-ing protools. Voting protools are more adaptable throughreonguration beause they dene quorums based on thenumber of votes, regardless of the identity of the votes.In this setion we disuss how reonguration an be per-formed on logial strutures, and address related issues suhas replia reovery, sites leaving or joining the network, andadapting quorums to proled behavior.
5.1 Global ReconfigurationAssuming that failed opies never reover, one may be temptedto allow operations to make progress as long as all availableopies (as opposed to all opies) in a quorum group are prop-erly loked. However, one-opy serializability follows from
ordinary serializability only if two oniting transationsthat have oniting aesses to a data item, have onit-ing aesses to some opy of the data item [8℄. If opies thatould expose the onit have failed, and are not inludedin the quorum in whih they would otherwise be inluded,illegal exeutions (with respet to one-opy serializability)an our.
5.1.1 Deadlock PreventionMehanisms are needed to ope with deadlok situationsthat arise when no quorum groups an be assembled. Theneessary and suÆient ondition for a deadlok to our isthat the set of failed sites inlude at least one quorum group.If a read quorum group has failed, no write quorum groupan be assembled sine all write groups have at least onesite in ommon with the failed group. In this ase all writeaesses are bloked. Similarly, if a write quorum group hasfailed, no read or write quorum group an be assembled andall aesses are bloked.Unfortunately there is no viable solution to address dead-loks aused by quorum group failures. Reonguring avail-able sites after deadlok detetion an break the protool'sorretness. For instane, if the failed quorum group reov-ers after reonguration, it may serve stale data to request-ing lients unaware of the reonguration. In eet, this isequivalent to a partitioning of the initial replia set in twoor more funtional subsets, whih is learly undesirable.However, deadloks an be prevented by dynamially andtransparently adjusting quorum groups to reet failuresand repairs in the system. In dynami voting [15℄ quorumreadjustment is performed within the protool for write op-erations. Other approahes suh as the virtual partition al-gorithm [1℄, and the epoh protool [19, 20℄ hek for hangesin system topology or even reongure it as a separate trans-ation, asynhronously with regard to read and write oper-ations. We briey desribe the epoh protool as it anreadily be applied to reongure d-spae quorums.
5.1.2 Reconfiguring in EpochsThe epoh protool [19, 20℄ infers a struture for the net-work, based on a rule and a total ordering of partiipatingsites. This means that given any set of sites we an on-strut a logial struture (a d-spae in this ase) withoutreurring to a stati mapping based on site identities. Anepoh is a set of operational sites suh that eah site in theepoh knows about the availability of others. The urrentepoh desribes the urrent state of the system. Initially,all replias of the data item form the urrent epoh. Epohheking is run periodially to poll all replias in the sys-tem. If members of the urrent epoh are not aessible, orany replias outside the urrent epoh have been suessfullyontated, an attempt is made to form a new epoh.The new epoh must ontain a write quorum of the previous(urrent) epoh, and the set of new epoh members alongwith the new epoh number is reorded on every member ofthe new epoh. If network partitions our, the intersetionproperty of quorums guarantees that the attempt to forma new epoh will be suessful in at most one partition.Further, a read or write operation must ontat at leastone member of the urrent epoh and therefore obtain the
urrent epoh set. The transition from one epoh to another(quorum re-adjustment) need not be performed with everyhange in the topology, i.e. with every site failing. This givesfailing sites the opportunity to reover and will redue thenumber of adjustments performed over time. However, theheking and reonguring proedures should be aggressiveenough that deadlok onditions entailed by quorum groupfailures are avoided.
5.2 Local ReconfigurationWe present an alternative to global reonguration proto-ols. The method denes the replia spae independent ofthe set of sites holding the physial opies. Loal onne-tivity is ombined with a best-eort form of global views toahieve seemingly ontraditing goals: loal reongurationpoliies and good global latenies.
5.2.1 Global View vs. Local ConnectivityThe fat that logially-strutured quorum approahes, arenot aommodating to mutations (reonguring the spae,adding or removing nodes individually or in group) is inher-ent to its global view of a logial struture. Flexibility is sa-ried for the sake of eÆieny. At the other extreme, simi-lar strutures are maintained by the CAN protool to routeamong partiipants in peer-to-peer networks [21℄. CAN laksa global view and uses loal onnetivity (eah sites knowsits 2d immediate neighbors) to arrange the sites in d-dimensionaltori.Reonguration is loalized in CAN, making the approahmore exible to respond to mutations in network topology.However lateny is hurt as an isolated remote ontat re-quires O(dN 1d ) inremental hops toward the destination.The lateny to aess a quorum group with loal onne-tivity is given by the spatial diameter of the spae deningthe group, i.e. N 1d for reads and N d 1d for writes. Thus,even though message omplexity is the same irrespetive ofimplementation hoie (global view or loal onnetivity),the high lateny of the latter makes it prohibitive as a sup-port mehanism for implementing strutured quorums.We propose a solution that ombines the advantages of globalviews and loal onnetivity. Loal onnetivity is used inthe same spirit as in CAN. However, we do not advoateimplementing d-spaes on top of CAN as the latter is tooheavyweight for purposes of a replia ontrol protool, anddoes not integrate in its failure detetion protool lokingrevoation mehanisms.
5.2.2 Mapping the Replica SpaceFirst, we make a distintion between the replia (node)spae, and the set of sites hosting physial opies. Thereplia spae is a very large spae suh that the number ofsites will never math the number of nodes, and will featurehigh dimensionality. For instane N = 232, xed (d = 32).Note that being able to hoose arbitrary values for N (inpartiular 232), allows us to easily aount for any aessratio wr, within a fator of 2.The node spae is equitably divided and mapped onto thesites suh that eah site holds a ontiguous subspae of it
(range mapping). This is no dierent than CAN, and we ad-voate a similar protool for performing zone-reassignmentin the bakground to prevent uneven fragmentation of thenode spae. Note however that the oordinate spae inCAN is ontinuous, whereas our replia spae is disreteand ontains exatly N points (nodes) arranged in a multi-dimensional grid.All nodes mapped to the same site orrespond to one physi-al opy. In partiular, their values and version numbers arekept onsistent at all times: if a node is updated, the newimage is reeted instantaneously at all other nodes mappedto the same site. Unfortunately, despite the fat that sitefailures may be independent, node failures are not due to therange-mapping of nodes to sites. Either all nodes mappedto a site are operational, or none of them. However, if thenumber of nodes per site is approximately the same, and thezone of nodes mapped to any site forms a regular subspae,then the availability relations deduted in Setion 4 and theommuniation omplexity of the protool will hold.
5.2.3 Joining and Leaving the StructureSeond, we ahieve exibility to mutations through loalonnetivity. Eah node has 2d neighbors in the repliaspae. Eah site has as many neighboring sites as given bythe mapping of nodes to sites. Given an even and regular(along axes) mapping, eah site needs to maintain approx-imately 2d links to neighboring sites. When sites join orleave the struture, we use a protool similar to CAN's forrouting through the grid, and for splitting and merging thezones (subspaes) assigned to aeted sites.Upon joining no data transfer is neessary. The newly joinedsite will simply initialize the version numbers for its assigneddata items to null values. Upon leaving data transfer isneessary only if the reipient's versions are smaller thanthe leaving site's versions. Thus, even though the repliaspae is stati, the mapping of nodes to sites and the loalonnetivity allows us to support arbitrary mutations of thenetwork through loal reongurations.
5.2.4 Caching Quorum GroupsThird, we ahieve the good lateny of global views by em-ploying a relaxed form of globality through ahing. Everysite ahes a write quorum. Sine a write quorum inludesa read quorum (the line for RFWM), sites impliitly ahea read quorum as well. Cahing a quorum translates toahing a list of mappings from subspae ranges to site iden-tities (a site's identity an be the tuple of its network addressand port number). When a read or write request arrives ata site, the orresponding quorum ahed at the site will beused. Some of the mappings ahed for a quorum group maybe stale due to zone reassignments. Stale mappings are de-teted by timing out, or by onfronting the ahed mappingwith the atual mapping.If a stale mapping is deteted, the orret mapping for theorresponding subspae range will be identied by perform-ing CAN-like routing. This proedure an be optimized.Routing to the zone of interest an be started at the losestzone in the ahed quorum whose mapping has just beenvalidated.
Stale ahed quorums do not aet orretness. The pro-tool's performane would however degrade due to repeatedroutings to refresh mappings, most notably when the rate ofsite joining/leaving is high relative to the rate of requests.Note that global reonguration protools (e.g. the epohprotool) also inur onsiderable overhead when the topol-ogy of the network hanges rapidly. Furthermore, a writequorum must be available for global reonguration proto-ols to suessfully reongure the struture.A protool is needed for ombining quorum groups ahedat dierent sites. Read and write loking may timeout on afaulty site before the site reovers, or is delared failed andevited. User requests should not be delayed by transientfailures. Thus, the site that experienes a timeout whenusing its ahed quorum group may want to replae the of-fending mappings from the group. If the timeout ourredon a read, then the whole quorum group needs to be re-plaed sine read quorums form a partition of the repliaspae. If the timeout ourred on the over omponent ofa write, only mappings that timed-out must be replaed.This property is highly onvenient sine replaing the wholeover omponent of a ahed write quorum may prove to beexpensive. Additionally, read quorums an be replaed, orthe over omponents of write quorums an be shued, atany time to ensure a more even distribution of mappings inahes. A site an use its neighbors or live sites in its ahedquorum groups to perform quorum shuing with.
5.2.5 Fault ToleranceLoal onnetivity enables sites to join and leave the stru-ture without invalidating existing quorums (by reating holesin the struture), or requiring a global reonguration meh-anism. Faulty sites that do not reover (or reover too late)an also be eliminated through loal reonguration. Weinformally desribe a failure detetion protool that ensuresthe proper transfer of zones and loks from the site delaredfailed to one of its operational neighbors.They key of the protool lies in enforing that a site delaresitself failed (upon reovery) before any of its neighbors doso. We assume the following timeouts are in eet. aessis the timeout of an individual read or write aess. A lokgrab/release request will timeout after aess , and the re-quester will try to assemble other quorum groups. oper isthe timeout of a read or write operation. If a site has grantedits lok to a requester and the lok hasn't been released inoper , it is by default onsidered to be released.Eah site exhanges periodi heartbeat messages with allits neighbors. We assume that inommuniado states aresymmetri: sites an either ontat eah other both waysor none. A site will delare itself failed after not hearingfrom any of its neighbors for at least self . The period forheartbeat messages should be muh smaller than self toallow for a few exhanges to our within self . A site willtentatively delare its neighbor failed after not hearing fromit for at least fail . When a site delares one of its neighborsfailed, it will ontat other neighbors of the failed site toonur on the deision, and evit the failed site from thestruture if neessary.We have the following timing onstraints: aess  oper 
self < fail . We have that aess  oper to give enoughtime the initiator to omplete an operation while allowingit to timeout on individual aesses. Naturally, oper  selfsine we want to avoid bloking on operations for the wholelength of time that a transient failure is allowed. Finally, wehave that self < fail beause we want to ensure that a sitewill delare itself failed before its neighbors will. fail an behosen to be 2self .If a site fails and reovers before self elapses, the failure isonsidered transient. A nie feature of quorum onsensusshemes is that reovering opies require no speial treat-ment. A reovering opy that missed writes, when inludedin a quorum group will have its version number smaller thansome other opy in the same group that took part in thewrites. Thus, its value will not be read until written. Theonly ondition that breaks the invariant above is if a wholequorum group fails, misses some writes, and then reovers.This is an impossible ondition sine (i) either no writesould have taken plae due to the failed quorum group, or(ii) if writes took plae, the reovering quorum must havebeen evited from the struture through reonguration.If a site fails and reovers after self elapses, or does notreover at all, the failure is onsidered permanent. Sitesthat fail permanently and reover subsequently must jointhe struture anew before further proessing requests. Sineoper  self , we are guaranteed that the lok of a perma-nently failing site has been released by the time the sitedelares itself failed. Sine self < fail , we are guaranteedthat the lok has been released by the time the site is evitedfrom the struture by its neighbors. Thus, the lok an safelybe transferred to the neighbor that will take over the fail-ing site's subspae. The data and assoiated versions hostedby the failing site are lost and annot be reovered. To en-sure onsisteny, the neighbor that takes over the subspaeand the lok will need to perform a read operation for thereassigned data items.
5.2.6 Profiling the Access Ratio and AdaptationQuorum groups in d-spaes are dened given a targetedread/write aess ratio (wr). It is oneivable that manyappliations of interest exhibit identiable data aess pat-terns and further, that suh patterns may hange with time,based on user input or other onditions. Previous work ad-dresses to some extent dynamially reongurable quorumsby developing protools that adapt to hanges in the envi-ronment [15, 19, 3℄.In our ontext, the reonguration mehanism an be ex-tended to model the urrent aess pattern. Eah site loallyproles the observed aess ratio and establishes an averagewith its neighbors and other sites it ommuniates with.When the proled ratio is onsistent and substantially dif-ferent than the one in eet, a global reonguration trans-ation (e.g. the epoh protool) is initiated to redistributethe read/write quorum sizes. At least a write quorum needsto be part of the reonguration proess. Reonguring inthis sense preserves the replia spae and the mapping ofnodes to sites. However, upon suessful reonguration, allquorums ahed at sites will be invalidated with a transientperformane penalty.
6. CONCLUDING REMARKSWe have desribed a method for dening replia quorumgroups by arranging partiipating sites in logially stru-tured multi-dimensional spaes. The protool is a general-ization of the Grid protool to multiple dimensions. It is alsoreiproal to Grid in the sense that it denes inverted readand write quorum groups with respet to subspae overs.The entral argument of our study is that d-spae quorumsoer a exible way to build protools with ideal balanes oflow ommuniation omplexity and high availability.First, d-spaes allow the more frequent read operations toexeute eÆiently, at a limited and ontrollable expense ofmore rarely exeuted write operations. We have shown thatthe ommuniation omplexity of the protool is optimal fora given read/write aess ratio. Seond, and more impor-tantly, read operations an be performed eÆiently with-out adversely aeting the availability of updates. To ourknowledge, the quality of trade-o between read eÆienyand update availability of our approah is not mathed byexisting quorum protools. Surprisingly, for highly skewedread/write aess ratios the availability of updates an ap-proximate or even math the availability of read operations.Existing strutured quorum shemes are based on statiglobal views. This ahieves good ommuniation lateniesbut hurts the protool's adaptivity as it relies on globalreonguration mehanisms. For d-spaes we propose im-plementing a ombination of loal onnetivity on multi-dimensional spaes and a relaxed form of global views (ahedquorums). Future work will establish whether the ability toloally adapt to membership hanges (joins, leaves) and sitefailures an oset the performane penalty inurred by staleahed mappings.Our work has been motivated by the ommonly aepted ob-servation that read aesses to data our orders of magni-tude more often than updates. We believe that read aesseswill be a dening harateristi of usage in future distributedsystems, inluding peer-to-peer arhitetures. Presently de-ployed le-sharing utilities t this desription, with the vastmajority of data exported by partiipants being unalteredsine reation. The read eÆieny of the read-few write-many approah ombined with its good write availabilitymake it a good andidate for implementing replia ontrolprotools for databases, le-systems, and peer-to-peer net-works.
7. REFERENCES[1℄ A. El Abbadi and S. Toueg. Maintaining availability inpartitioned repliated databases. ACM Transationson Database Systems, 14(2):264{290, June 1989.[2℄ D. Agrawal and A. El Abbadi. An eÆient solution tothe distributed mutual exlusion problem. In Pro. ofthe 8th ACM Symposium on Priniples of DistributedComputing, pages 193{200, Edmonton, Alberta,Canada, June 1989. ACM Press.[3℄ D. Agrawal and A. El Abbadi. Using reongurationfor eÆient management of repliated data. IEEETransations on Knowledge and Data Engineering,8(5):786{801, Otober 1996.
[4℄ M. Ahamad, M. Ammar, and S. Cheung. Repliateddata management in distributed systems. In T. L.Casavant and M. Singhal, editors, Readings inDistributed Computing Systems, pages 572{591. IEEEComputer Soiety Press, Los Alamitos, CA, January1994.[5℄ M. Ahamad, M. H. Ammar, and S. Y. Cheung.Multidimensional voting. ACM Transations onComputer Systems, 9(4):399{431, November 1991.[6℄ P. A. Bernstein and N. Goodman. An algorithm foronurreny ontrol and reovery in repliateddistributed databases. ACM Transations on DatabaseSystems, 9(4):596{615, Deember 1984.[7℄ P. A. Bernstein and N. Goodman. A proof tehniquefor onurreny ontrol and reovery algorithms forrepliated databases. Distributed Computing,2(1):32{44, January 1987.[8℄ P. A. Bernstein, V. Hadzilaos, and N. Goodman.Conurreny ontrol and reovery in database systems.Addison-Wesley, Boston, MA, 1987.[9℄ S. Y. Cheung, M. H. Ammar, and M. Ahamad. TheGrid protool: A high performane sheme formaintaining repliated data. IEEE Transations onKnowledge and Data Engineering, 4(6):582{592,Deember 1992.[10℄ H. Garia-Molina and D. Barbara. How to assignvotes in a distributed system. Journal of the ACM,32(4):841{860, Otober 1985.[11℄ D. K. Giord. Weighted voting for repliated data. InPro. of the 7th Symposium on Operating SystemsPriniples, pages 150{162, Pai Grove, CA,Deember 1979.[12℄ N. Goodman, D. Skeen, A. Chan, U. Dayal, S. Fox,and D. Ries. A reovery algorithm for a distributeddatabase system. In Pro. of the 2nd ACM Symposiumon Priniples of Database Systems, pages 8{15,Atlanta, GA, Marh 1983.[13℄ M. Herlihy. A quorum-onsensus repliation methodfor abstrat data types. ACM Transations onComputer Systems, 4(1):32{53, February 1986.[14℄ A. Hisgen, A. Birrell, C. Jerian, T. Mann,M. Shroeder, and G. Swart. Granularity andsemanti level of repliation in the Eho distributedle system. In Pro. of the IEEE Workshop onManagement of Repliated Data, pages 2{4, Houston,TX, November 1990.[15℄ S. Jajodia and David Muthler. Dynami votingalgorithms for maintaining the onsisteny of arepliated database. ACM Transations on DatabaseSystems, 15(2):230{280, June 1990.[16℄ A. Kumar. Hierarhial quorum onsensus: A newalgorithm for managing repliated data. IEEETransations on Computers, 40(9):996{1004,September 1991.
[17℄ L. Lamport. Time loks and the ordering of events ina distributed system. Communiations of the ACM,21(7):558{565, July 1978.[18℄ M. Maekawa. A pn algorithm for mutual exlusion indeentralized systems. ACM Transations onComputer Systems, 3(2):145{159, May 1985.[19℄ M. Rabinovih and E. D. Lazowska. Improvingfault-tolerane and supporting partial writes instrutured oterie protools for repliated objets. InPro. of the ACM SIGMOD International Confereneon Management of Data, pages 226{235, San Diego,CA, June 1992.[20℄ M. Rabinovih and E. D. Lazowska. Asynhronousepoh management in repliated databases. In Pro.of the 7th International Workshop on DistributedAlgorithms, pages 115{128. Springer-Verlag, 1993.[21℄ S. Ratnasamy, P. Franis, M. Handley, R. Karp, andS. Shenker. A salable ontent addressable network. InPro. of the ACM SIGCOMM, San Diego, CA, August2001.[22℄ M. Satyanarayanan, J. J. Kistler, P. Kumar, M. E.Okasaki, E. H. Siegel, and D. C. Steere. Coda: Ahighly available le system for a distributedworkstation environment. IEEE Transations onComputers, 39(4):447{459, 1990.[23℄ R. D. Shlihting and F. B. Shneider. Fail-stopproessors: an approah to designing fault-tolerantomputing systems. ACM Transations on ComputerSystems, 1(3):222{238, August 1983.[24℄ M. Stonebraker. Conurreny ontrol and onsistenyof multiple opies of data in distributed INGRES.IEEE Transations on Software Engineering,5(3):188{194, May 1979.[25℄ R. H. Thomas. A solution to the onurreny ontrolproblem for multiple opy databases. In Pro. of the16th IEEE Computer Soiety InternationalConferene, New York, NY, Spring 1978.[26℄ R. H. Thomas. A majority onsensus approah toonurreny ontrol for multiple opy databases. ACMTransations on Database Systems, 4(2):180{209, June1979.[27℄ Z. Tong and R. Y. Kain. Vote assignments in weightedvoting mehanisms. In Pro. of the 7th Symposium onReliable Distributed Systems, pages 138{143,Columbus, OH, Otober 1988.
