We investigate yet another approach to understand the limit behaviour of Brownian motion conditioned to stay within a tubular neighbourhood around a closed and connected submanifold of a Riemannian manifold. In this context, we identify a second order generator subject to Dirichlet conditions on the boundary of the tube and study its associated semigroups. After a suitable rescaling and renormalization procedure, we obtain convergence of these semigroups, both in L 2 and in Sobolev spaces of arbitrarily large index, to a limit semigroup, as the tube diameter tends to zero. As a byproduct, we conclude that the conditional Brownian motion converges in finite dimensional distributions to a limit process supported by the path space of the submanifold.
Introduction
We consider Brownian motion on a complete Riemannian manifold M conditioned not to leave a tube L(ε) of small radius ε > 0 around a closed and connected submanifold L. We ask the question, whether a sequence of path measures obtained in this way, converges weakly to a measure supported by the path space of the submanifold as ε tends to zero. This question was answered to the affirmative for embeddings into Euclidean space in [10] using methods from stochastic differential equations. For embeddings into general Riemannian manifolds, we follow a different approach via a perturbational ansatz. Starting from the connection between conditioned and absorbed process explained in 1.2 below, we identify a second order generator Hε subject to Dirichlet boundary conditions. The associated semigroups are transformed to a fixed tube L(1) and suitably renormalized. They correspond to the one-dimensional marginals of conditional Brownian motion transformed by a multiplicative functional. The convergence result Theorem 1 for the semigroups implies convergence of the associated processes in finite dimensional distributions. In a subsequent paper [13] , we will prove that this sequence of measures is actually tight, which even implies weak convergence of the path measures.
The paper is organized as follows: First we introduce the main result Theorem 1 below, and explain why it implies convergence of the associated processes in finite -dimensional distributions. In Section 2, we give a precise description of the perturbation problem under consideration and of the Sasaki metric on the tube. Assuming some knowledge about the terms in the perturbation expansion from Proposition 1, we prove epi-convergence of the quadratic forms associated to the generators and conclude convergence of the semigroups in an L 2 -sense. In Section 3, we investigate the geometry of small tubes around submanifolds. In particular, we compare the induced metric with the Sasaki metric on the tube and prove Proposition 1. Since L ⊂ M is a zero set, L 2 -convergence of the semigroups is not sufficient to prove convergence of the conditional process. Therefore, in the final section, we establish some a priori estimates for analytic vectors in the domain of the generators and use them to finally show that the semigroups actually converge smoothly in the sense of Theorem 1 below.
Please note that, if not indicated otherwise, − denotes the norm on L 2 (L(1), µSa) and − n the norm on the Sobolev space H n (L(1), µSa).
A family of semigroups and its convergence
a. Let L ⊂ M be a closed Riemannian submanifold of the Riemannian manifold M . We assume, without loss of generality, that the exponential map maps a neighbourhood of the zero section in the normal bundle N L diffeomorphically onto the r-tube L(r) := {x ∈ M : dM (x, L) < r} for some r > 1. On L(r), we study two different metrics, the metric g induced by the embedding into M and the Sasaki metric gSa. Since L(1) with either metric is assumed to be diffeomorphic to the unit disc bundle D1N L := {W ∈ N L : W < 1}, of the normal bundle, we will denote both spaces by L(1) without further mentioning. Moreover, we will not distinguish between the respective metrics on L(1) and its pullbacks to the disc bundle. Let ⋆ denote the Hodge operator associated to g, and ρ := b. Let now 0 < ε ≤ 1 and consider the smooth potential
By (∆ − U )ε, we denote the Hamiltonian on L(ε) with Dirichlet boundary conditions on ∂L(ε), i.e. the operator associated to the quadratic form
by Friedrichs' construction. 
By partial integration, it turns out that
where Hε with domain H 1 0 ∩ H 2 (L(1), µSa) is self-adjoint and non-negative on L 2 (L(1), µSa).
Because the parameter ε > 0 is closely related to the tube radius, the perturbation problem for Hε is not to be expected to yield a sensible limit as ε tends to zero. However, if λ0 > 0 is the smallest eigenvalue for the Dirichlet problem on the (m − l)-dimensional Euclidean unit ball B ⊂ R m−l , the semigroups generated by H 0 ε := Hε − ε −2 λ0 will converge strongly to a semigroup on a certain subspace E0 ⊂ L 2 (L(1), µSa) (cf. 2.1.b). Denoting the orthogonal projection onto the subspace E0 by the same symbol, the main result of this paper reads as follows:
, µSa) be a strongly continuous family of functions and denote by ∆L the Laplace-Beltrami operator on L. Then, for all n ≥ 1, we have
uniformly on each compact sub-interval
Remark. (a) From Proposition 1 (1) below, we obtain for an arbitrary
where −, − π −1 (x) is the scalar product with respect to the Riemannian volume on the fibre induced by the Sasaki metric and φ0 ∈ L 2 (L(1), µSa) is an explicitly given function. (For the precise definition of φ0 see Section 3.3.) The precise meaning of the right hand side in (4) is therefore given
where fa ∈ C ∞ (L) is given by x → φ0, f π −1 (x) . (b) Theorem 1 will still hold if u(ε) is only strongly continuous at ε = 0.
A corresponding conditional process and its convergence
Theorem 1 is related to the fact that Brownian motion on M conditioned to smaller and smaller tubes L(ε) around L, converges to a process with a path measure which is equivalent to the Wiener measure on L. For embeddings into Euclidean space this was shown in [11] . In this section, we are going to discuss this connection. a. Let Ω := C([0, ∞), M ) be the path space and
Denoting by W the Wiener measure on M , we fix some finite T > 0 and consider the measure
on the path space of M . Here, ϕ ∈ C ∞ (M ) is smooth, ϕ| L(1) = 1, and ϕ| M \L(r) = 0. Now we consider the probability measures Lε, ε > 0, which are obtained by restricting ν to the set Ω ε 0,T followed by normalization to total mass one. To be precise,
supported by the path space of L(ε). The processes with distribution Lε are denoted by (x ε t ) 0≤t≤T . For 0 ≤ s < t ≤ T , we define the transition kernel of x ε t by the conditional probability Qε(s, x; t, dy) := Lε(ω(t) ∈ dy | ω(s) = x).
b. By the Markov property of Wiener measure and the properties of conditional expectation that implies
The crucial observation which establishes the connection between the conditional process and the Dirichlet operator considered above is now that
where τε is the first exit time from L(ε) and hence,
is strongly continuous, and therefore, again by Theorem 1, the right hand side above converges to
By (5) and by π(x) = x, that finally implies
Convergence of the marginals is the first part of proving weak convergence of the path measures. The second part is tightness of the measure family. Tightness of the measure family will be discussed in a subsequent paper.
The Perturbation Problem
First of all, we give a precise description of the Sasaki metric and an alternative description of the quadratic form associated to the operator Hε.
The Sasaki metric (cf. [7] ) on the normal bundle is given by X, Y Sa = π * X, π * Y L + KX, KY NL where K denotes the connection map of the induced connection on the normal bundle and −, − L, −, − NL the scalar product on L and N L, respectively. For the cotangent bundle that
where JW : NπW L → TW NπW L denotes the canonical isomorphism, J * W its dual and
L is the dual of the horizontal lift for vector fields.
With these notations, the operator #ε :
with an associated bilinear form
On L 2 (L(1), µSa), the quadratic form
, µSa) for all ε > 0 is closed, non-negative and densely defined. By Friedrichs' construction, there is a self-adjoint and non-negative operator Hε on
h Hεf dµSa.
By d(h#εdf ) = dh ∧ #εdf + hd#εdf and Stokes' theorem, the differential expression for Hε is given by
where ⋆Sa denotes the Hodge operator associated to gSa. If the metric g equals the Sasaki metric gSa (meaning in particular ρ = 1), the associated forms and operators will be denoted by #Sa,ε, bSa,ε, qSa,ε and HSa,ε, respectively.
In the sequel, the quadratic form associated to the induced metric will be considered as a perturbation of the one associated to the Sasaki metric.
Sasaki Metric and Canonical Variation
a. The quadratic form qSa,ε is nothing but the quadratic form of the Laplace -Beltrami operator associated to the canonical variation (cf. [2] , (5.1), p. 191) of the Sasaki metric. By
we obtain
and the form can be written as a sum of two densely defined, closed quadratic forms on L 2 (L(1), µSa).
Definition 1 (i)
The vertical form is given by
with domain
where µL denotes the Riemannian volume measure of the submanifold and the fibres are equipped with the metric induced by the Sasaki metric.
(ii) The horizontal form is given by
κdf, κdf LdµSa,
where λ denotes the Lebesgue measure on (0, 1) and the tube boundary ∂L(r) is again equipped with the metric induced by the Sasaki metric and the induced Riemannian measure µr. For r ∈ (0, 1), the domain Dr is given by
where Horr denotes the space of smooth vector fields on ∂L(r) with values in the restriction H| ∂L(r) of the horizontal subbundle H ⊂ T N L.
By D = DV ∩ DH we have indeed qSa,ε = ε −2 qV + qH . The self -adjoint differential operators associated to the respective quadratic forms by Friedrichs' construction are called vertical and horizontal Laplacian (cf. [2] , (1.2), p. 183). We denote the vertical operator by ∆V and the horizontal operator by ∆H . Details of this construction are provided in Section 3.2.
b. If the total space L(1) is equipped with the Sasaki metric, the projection π : L(1) → L will be a Riemannian submersion with totally geodesic fibres. Therefore, the fibres are isometric ( [5] , 4.1). The prototype is the flat unit disc B ⊂ R m−l . Hence, all Dirichlet Laplacians ∆x :
on the fibres π −1 (x) are unitarily equivalent with eigenvalues 0 < λ0 < λ1 < ... and corresponding eigenprojections E k,x . Therefore, applying Friedrichs' construction fibrewise, the vertical operator is given by a constant fibre direct integral ( [9] , p. 283)
Hence, by [9] , Theorem XIII.85, ∆V is self -adjoint with a spectrum consisting precisely of the same eigenvalues 0 < λ0 < λ1 < ... with corresponding eigenprojections
In the sequel, we denote projections and corresponding eigenspaces by the same symbol.
c. The operator associated to qSa,1 is the Dirichlet Laplacian ∆Sa on L(1) with the Sasaki metric gSa. ∆Sa is therefore the operator of a regular elliptic boundary value problem. By the compactness of L(1) ( [12] , 5.1, p. 303 ff.), the spectrum is discrete and consists only of eigenvalues 0 < µ0 < µ1 < ... of finite multiplicity. Furthermore, all eigenfunctions φ ∈ C ∞ (L(1)) ∩ C(L(1)) are continuous, smooth in the interior of the tube and vanish on the boundary. By [2] , (1.5), the operators ∆Sa, ∆V , and ∆H commute pairwise, meaning that in particular
). Thus, diagonalizing the operators ∆H and ∆V simultaneously on the finite dimensional eigenspaces of ∆Sa, we obtain a common orthonormal base u l , l ≥ 0, of L 2 (L(1), µSa) of smooth eigenfunctions with
where k(l) ∈ N0 is the unique number such that ∆V u l = λ k(l) u l . Therefore, the operators commute as self -adjoint operators on L 2 (L(1), µSa). By the decomposition of qSa,ε above, we obtain ∆Sa = HSa,1 = ∆V + ∆H and the spectral decomposition
In particular, all Laplacians HSa,ε associated to the canonical variation share the same eigenfunctions.
d. The operators HSa,ε, ∆V , and ∆H are non-negative and self-adjoint. Therefore, they generate strongly continuous semigroups of contractions. By (c.) above, these semigroups commute pairwise. A suitably renormalized version of the semigroup generated by HSa,ε converges strongly as ε tends to zero.
Lemma 1 As ε tends to zero, we have
Proof. The semigroups generated by ∆V and ∆H commute, hence by the spectral theorem
By contractivity of the semigroup, we have
and this tends to zero as ε tends to zero.
Remark. The action of the semigroup generated by ∆H on E0 will be described more explicitly in Section 3.
Definition 2
In the sequel, the objects
are called renormalized operator, and renormalized form, respectively.
The following inequality will be very helpful to understand the perturbation and follows from the spectral properties considered above.
Lemma 2 (i) There are constants a, A > 0 such that
Proof. (i) The first inequality follows from closedness of qSa,1 and the second one for instance from [12] , Prop. 5.2, p. 292
By qH (f ) ≥ 0 and kSa := max{1, λ0}, we obtain the statement by
(iii) By the spectral decomposition and the assumption on ε (in particular ε < 1), we have, using again
Perturbation and Relative Boundedness
The following proposition summarizes all analytic facts that are needed for the analysis of the perturbation and that are consequences of the geometry of the tube and of the Dirichlet Laplacian. The proposition will be proved in Section 3.
Proposition 1 1. The eigenspace E0 of the vertical operator consists of functions of the form f = f b φ0, where f b = f b • π is a basic function and φ0 is constructed from the normalized eigenfunction ϕ0 to the lowest eigenvalue λ0 > 0 of the Dirichlet Laplacian on the flat unit ball by
. This is well defined since ϕ0 is invariant with respect to orthogonal transformations. 2. With the notations above, we
of two quadratic forms with the following properties:
(i) There is a constant kr > 0, not depending on ε, such that
(ii) There is some uniform constant kΩ > 0 such that
for all f ∈ DV .
(iii) The form Ω annihilates the eigenspace of ∆V belonging to the smallest eigenvalue λ0. Furthermore, if E ⊥ 0 = 1 − E0 denotes the projection onto the orthogonal complement of this eigenspace, we have
As a consequence, the perturbation satisfies a Kato-type inequality with respect to qSa,ε.
Corollary 2 There is a constant k l > 0 such that
Proof. By Proposition 1, 3(ii) and Lemma 2 (ii), we have
By Proposition 1, 3(iii), we obtain
and hence
Letting k l := max{kΩkSa, kr} yields the statement.
Equi-Coercivity and Convergence of the Minimizers
where 0 < ε ≤ 1. Recall that − and −, − denote the norm and the scalar product on L 2 (L(1), µSa). The Kato-type inequality Corollary 2 implies the following fundamental result for the perturbation family:
Proposition 2 Let λ0 > 0 denote the eigenvalue from 2.1.b. For all α > λ0, we have with the constant A > 0 from Lemma 2 (i)
By Corollary 2 and the assumptions on ε
That implies
From now on, we will always denote the parameter bound by
We now draw some conclusions concerning the family (18). a. As a first consequence, the functions are lower semi-continuous with respect to the weak topology on the boundary Sobolev space H 1 0 (L(1), µSa).
. Then, the functions φε,α,w : H 1 0 (L(1), µSa) → R are continuous in the strong, and lower semi -continuous in the weak topology on the boundary Sobolev space for all 0 < ε < ε0.
Proof. (i) Continuity in the strong topology follows from closedness of q
For fn ⇀ f weakly, we have limn→∞ bε(f, fn) = bε(f, f ). That implies limn→∞ fn, f = f 2 and therefore, 0 ≤ lim infn φε,α,0(fn) − φε,α,0(f ). By limn→∞ w, fn = w, f , we obtain lim infn φε,α,w(fn) = φε,α,w(f ).
b. The second consequence of the estimate is the following uniform statement about the location of the spectrum.
Corollary 4 The operator
is non-negative uniformly for all 0 < ε < ε0. In particular, the operator is self-adjoint with spec(H
The functions φε,α,w are strictly convex and differentiable with differential ∇φε,α,w :
* . The minimizer f * ε,α,w is therefore unique and satisfies
. This is equivalent to the statement that f * ε,α,w is a weak solution of (H 0 ε + α)f * ε,α,w = w. However, by Corollary 4, there is indeed a strong solution given by the resolvent
Corollary 5 Let α > λ0 + 1 and w ∈ L 2 (L(1), µSa) be fixed. Then, the set
is norm bounded for all t ∈ R.
Equi-coercivity implies that every sequence of minimizers contains a convergent subsequence in the following sense.
Corollary 6 Let εn > 0 such that limn→∞ εn = 0 and α > λ0 + 1. Denote by
the sequence of the (unique) minimizers of the functionals φε n ,α,w . Then, fn contains a subsequence which converges strongly in L 2 (L(1), µSa) and
Proof. Let u ∈ E0. Then for K := sup 0<ε<ε 0 εrε(u), we have by Proposition 1, (1) and (3 iii)
independent of n ≥ 1. Hence, for all n ≥ 1, we have φε n,α,w (f * εn,α,w ) ≤ t0 and the sequence is therefore contained in a subset which is norm-bounded in H 1 0 (L (1), µSa) . Hence, the subset is weakly compact in H 
Epi-Convergence and Convergence
By Corollary 6 above, every sequence (fn) contains a convergent subsequence. Now we are going to identify the limit, which will also prove that the sequence (H 0
with respect to the weak topology on
Proof. For α ≥ λ0, the function φε,α,0 is a non -negative bounded quadratic form and therefore weakly lower semi -continuous on the boundary Sobolev space H 
b. For the Sasaki metric, we have
By α ≥ 0, the right hand side 2 −1 (qH (f ) + α f 2 ) is a bounded and nonnegative quadratic form on H 1 0 (L(1), µSa) and therefore weakly lower semicontinuous. By the monotonicity in part a. that implies that φSa,ε n ,α,w (f ) epi -converges to
in the weak topology (cf. [4] , Example 6.24 (b), p. 64). c. For a general metric, we have by Proposition 1
with the Kato type estimate for lε from Corollary 2. Let f ∈ H 
On the other hand, we have by Corollary 2 for all
Let now (fn) be a weakly convergent sequence in H 1 0 (L(1), µSa) with weak limit f . Since weakly convergent sequences are norm-bounded, we have
and therefore, lim inf
(19) and (20) imply that the functionals associated to the induced metric epi-converge to the same limit functional as the functionals associated to the Sasaki-metric (cf. [4] , Prop. 8.1, p. 87). By rewriting the limit using Proposition 1 (1), (2), we obtain the statement.
Under epi-convergence of functionals, every convergent sequence of minimizers converges to a minimizer of the limit. That implies:
Corollary 7 Let εn > 0 such that limn→∞ εn = 0 and α > λ0 + 1. Denote by fn := H 0 εn + α −1 w the sequence of the (unique) minimizers of the functionals φε n ,α,w . Then,
, µSa) and weakly in H 1 0 (L(1), µSa). Proof. By Corollary 6, every subsequence of fn contains a convergent subsequence. By Proposition 3 above, the epi-limit of the functionals φε n,α,w is given by φα,w. By [4] , Corollary 7.20, p. 81, every convergent sequence of minimzers fn will converge to a minimizer of the limit functional weakly in H 1 0 (L(1), µSa) and therefore also strongly in L 2 (L(1), µSa). However, the minimizer of φα,w is unique and given by f∞ = E0 (∆L + α) −1 E0w. That implies the statement.
Finally, strong convergence of the resolvents and uniform sectoriality of the corresponding operators imply convergence of the associated semigroups, even if the limit is just a pseudo-resolvent.
Proof. Let α > λ0 + 1. Then, by Corollary 4, spec(H 0 ε + α) ⊂ [1, ∞) uniformly for all ε0 > ε > 0. Thus, integration along a suitable contour γ (for instance, the negatively oriented boundary of a sector {z ∈ C : arg(z) < π/4}) yields for t > 0
Hence, the convergence result for the resolvents implies by dominated convergence lim
Multiplication by e αt/2 yields the statement.
The Tube Geometry and a Proof of Proposition 1
In this subsection, we investigate the local geometry of the tubes and its consequence for the behaviour of the asymptotic Dirichlet problem. In particular, we derive an asymptotic formula for the quadratic form (10) . As a first result, we express the metric g in terms of the Sasaki metric.
Jacobi fields and the metric on the cotangent bundle
First of all, we have to fix some notation. Note that LW depends only on the geometry of the normal bundle, i.e. the induced connection on N L, whereas exp and P depend on the geometry of the ambient space. We formulate the essence of what we need from the theory of Jacobi fields in the following way:
(ii) For X ∈ TxL ⊂ TxN L, we have
where AW is the Weingarten map of the embedding L ⊂ M and R is the curvature tensor of M at x. (iii) For V ∈ NxL ⊂ TxN L, we have
Proof. This is a standard Jacobi field argument, cf. [3] , p. 132 ff., for a somewhat different formulation. W . Proof. By definition, exp is an isometry. Hence, by the remark above
Remark. By L −1 = π * ⊕ K, and the definition of the Sasaki metric, we
To describe the effect of the rescaling on the dual metric, we first decompose the cotangent bundle similarly to the tangent bundle. Therefore, we note that the dual maps L *
where κW denotes the dual of the horizontal lift. That implies that η ∈ T * W N L can be uniquely written as
Consider the orthogonal decomposition TxN L = TxL ⊕ NxL with orthogonal projections PT : TxN L → TxL, PN : TxN L → NxL. Thus, Proposition 5 reads
with RW Z = R(W, Z)W . That implies
Proof. By
we have with
The Weingarten map AW is an endomorphism of the tangent space T L.
That implies the statement.
and by KW • JW = idNL together with σε * JεW = ε −1 JW , we obtain
Now we come to the first statement, a representation of the induced metric in a small tubular neighbourhood around the submanifold.
Proposition 6 Let W ∈ L(1). The induced rescaled metric −, − ε,W on the cotangent bundle T * L(1) is asymptotically given by
Here, rε : T * L(1) × T * L(1) → R denotes a bilinear form with smooth coefficients that are uniformly bounded in 0 < ε ≤ 1.
. By Lemma 4 and Lemma 5
By Lemma 4, we obtain
That implies by PN PT = PT PN = 0 and by the symmetries of the curvature tensor
Finally, by Lemma 5 and by the definition of the Sasaki metric
That means, the leading term in the expansion of the canonical variation of the induced metric is given by the canonical variation of the Sasaki metric. Furthermore, there is only one additional term of relevant order given by a curvature form on the fibres.
Forms and operators
First of all, we note that
df, df ε,W dµSa and that an analogous formula holds for the Sasaki metric. In particular, with Proposition 6 that implies
Hence, we obtain:
Let W ∈ L(1) and e l+1 , . . . em be an orthonormal base of N π(W ) L. We consider vector fields Zαµ :
for l + 1 ≤ α, µ ≤ m.
Proof. Since JW W and Zαµ are vertical vector fields, we have
The latter equations follow from X h ∈ kerKW since X h is horizontal.
Let now 0 < r < 1 and ∂L(r) := {W ∈ N L : W NL = r} the boundary of the r-tube around L with Riemannian volume measure µr induced by the Sasaki-metric on L(1). Recall that π : L(1) → L denotes the tube projection. For x ∈ L, we denote the r-sphere in π −1 (x) by Sx,r := ∂L(r) ∩ π −1 (x) with induced Riemannian volume µx,r. The following statement is a direct consequence of Lemma 7.
Lemma 8 (i)
For all x ∈ L, 0 < r < 1, the restriction of the vector fields Zαµ to Sx,r are vector fields on Sx,r, i.e. Zαµ|S x,r ∈ Vect(Sx,r). (ii) For all x ∈ L, we have JW W | π −1 (x) ∈ Vect(π −1 (x)) and for all 0 < r < 1
and X ∈ Vect(L), we have X h | ∂L(r) ∈ Vect(∂L(r)). In particular, the restriction of the horizontal bundle H := ker KW to ∂L(r) is a subbundle of T ∂L(r) for all 0 < r < 1.
From this statement, we may conclude that the quadratic forms qV , qH and Ω are decomposable, each one with respect to one of the following three foliations of the tube L(1):
is a zero set, such that we can essentially ignore this part for the discussion of the quadratic forms.
Remark. The metric on π −1 (x) induced by the Sasaki metric is the flat Euclidean metric. The vector fields Zαµ generate orthogonal transformations and are therefore Killing vector fields on π −1 (x) and on the spheres Sx,r, for all 0 < r < 1.
Proposition 7
Denote by µx, µr and µx,r the Riemannian volume measures induced by the Sasaki metric on π −1 (x), ∂L(r) and Sx,r, respectively. Consider the forms
where f ∈ C ∞ (L (1)). Then, the quadratic forms qV , qH and Ω are decomposable in the sense that
Proof. Let x = π(W ) and e1, . . . , e l an orthonormal base of TxL and e l+1 , . . . , em an orthonormal base of NxL. As a convention, we denote indices less or equal to l by latin, and larger indices by greek letters. (i) By
and Lemma 8, (ii), we have JW eα ∈ TW π −1 (x) and therefore,
and Lemma 8, (ii), we have e h j ∈ T ∂L(r) and qr(f ) = qr(f | ∂L(r) ) for all r ∈ (0, 1). (iii) By W = m µ=l+1 W, eµ eµ = W µ eµ ∈ N L (Einstein summation convention), we obtain by the symmetries of the curvature
R(eµ, eα)eν, e β NL Zαµf Z βν f with vector fields Zαµ, Z βν as in (24). By Lemma 8, (i), we have Zαµ ∈ T Sx,r, and therefore, qx,r(f ) = qx,r(f |S x,r ) for all r ∈ (0, 1), x ∈ L.
Remark.
(1) The fibre π −1 (x) with the metric induced from gSa is isometric to the flat unit ball. Hence, qx with domain H (2) For r ∈ (0, 1), the quadratic form qr with domain Dr from Definition 1 (ii) is non-negative and closed. By Friedrichs' construction, there is exactly one self-adjoint operator Gr associated to it. The differential expression for Gr is given by Grφ = − ⋆r d ⋆r π * κdφ, where ⋆r denotes the Hodge operator associated to the induced metric on ∂L(r). Therefore, ∆H =
Gr, where the operators Gr are self-adjoint and semi-elliptic.
Finally, we collect some facts about the operators associated to the respective quadratic forms which we introduced so far. We will need them in the course of the argument.
Proposition 8
The renormalized operator H 0 ε can be written as
where Rε is a second order differential expression with smooth coefficients, which are bounded together with all their derivatives uniformly in 1 > ε > 0, and
where eα, α = l + 1, ..., m is an arbitrary orthonormal base of N π(W ) L and Zαµ is a vector field as in (24).
Proof. By partial integration, we obtain, for
f R(eµ, eα)eν, e β NLZαµZβν f dµSa by Proposition 7 which establishes the statement for Ω(f ). The statement for Rε follows again by partial integration from the corresponding statement for rε(df, df ) from Proposition 6 together with Lemma 6. Hence,
, µSa), and that implies the statement.
Proof. (i) By Lemma 8, (i), we have
∆V is the Laplacian on every fibre and the Zαµ, l + 1 ≤ α < µ ≤ m, are Killing vector fields on the fibres with respect to the Sasaki metric.
(ii) Let f ∈ E0. By Proposition 1, and again by Lemma 8,
since φ0 is invariant under orthogonal transformations of the fibre and the vector fields Zαµ generate orthogonal transformations.
The Proof of Proposition 1
Now we are going to prove the different statements of Proposition 1.
(1) By 2.1.b, E0 is the constant fibre direct integral
where E0,x denotes the (projection onto) the eigenspace corresponding to the lowest eigenvalue λ0 > 0 of the Dirichlet Laplacian on the flat unit ball B ⊂ R m−l . E0,x is therefore one-dimensional and generated by a normed eigenfunction ϕ0, which is invariant under rotations. Thus, ϕ0(x) = ϕ( x ). Therefore, it makes sense to define a function φ0 ∈ L 2 (L(1), µSa) by φ0(y) := C ϕ(dSa(y, L)) where we can choose C ∈ R such that φ0 is non-negative and normalized with respect to the Hilbert space norm. Thus, a function f ∈ E0 is determined by a function
where µx denotes the measure on π −1 (x) which is induced by the volume associated to the Sasaki metric, i.e.
gdµx dµL for all integrable g, and µL denotes the Riemannian volume on L. Thus,
(2) Let f ∈ E0∩DH . Then, by Definition 1, part (1) above and κd(f b φ0) = φ0 df b , we have 
ii. The restriction of the curvature tensor R of M to the submanifold L is a smooth section of the bundle
iii. By Proposition 7, (iii), the statement is proved, whenever it is shown for every single fibre. Let thus x ∈ L and eα, α = l + 1, ..., m be an orthonormal base of NxL. Then
R(eµ, eα)eν, e β NL Zαµf Z βν f with vector fields Zαµ as in (24). The vector field Zαµ corresponds to the Lie derivative of a one-parameter family of rotations of the plane eα ∧eµ ⊂ NxL. The metric on π −1 (x) induced by the Sasaki metric is the flat metric. Thus, the vector fields Zαµ are Killing vector fields of the fibre π −1 (x). That implies that we have ZαµE k,x ⊂ E k,x for all l+1 ≤ α, µ ≤ m, i.e. the finite-dimensional eigenspaces E k,x ⊂ C ∞ (π −1 (x))) are invariant under application of the vector fields. Let now
the orthogonal expansion with smooth f k . Hence
By (1), f0 = aφ0, where a ∈ R and φ0 is invariant with respect to rotations. Hence Zαµf0 = 0 for all l + 1 ≤ α, µ ≤ m. Thus, qx,r(f ) = qx,r(f0 + E ⊥ 0,x f ) = qx,r(E ⊥ 0,x f ) and therefore,
Regularity
For fixed ε > 0, we consider the set of smooth vectors of Hε (cf. [8] , X.6, p. 200 ff.) denoted by
where
, µSa). By [6] , Proposition 2.1.1 (i), we have
for all t > 0.
We are now going to consider different norms on the set of smooth vectors to finally prove that the semigroups generated by H 0 ε actually converge smoothly in the sense of Theorem 1.
Boundary conditions
By examining the boundary conditions and by considering smooth vectors as solutions of another boundary problem for which we have elliptic a priori estimates, we are going to construct a family of norms which are equivalent to 2n-Hilbert Sobolev norms on the set of smooth vectors. Let ∆Sa be the Laplacian on L(1) associated to the Sasaki metric and − 2n the 2n-Sobolev norm on H 2n (L(1), µSa).
(ii) all coefficients are smooth and bounded together with their derivatives uniformly in 1 ≥ ε > 0,
Since u| ∂L ( and by Lemma 9, the operator Sn(ε) is indeed defined in a neighbourhood of L(1).
Therefore, we may consider functions u ∈ C ∞ (H 0 ε ) as solutions of the boundary problem
Here, Proposition 9 For every n ≥ 1 there is some Cn > 0 and εn > 0 such that for all 0 < ε < εn, we have
Proof. 
since, by construction, the operators Sr(ε) from Lemma 9 are globally defined differential expressions on L(1). For ε > 0 small enough, we may absorb the last term on the right hand side into the left hand side and obtain the statement after redefining the constant.
A scale of norms on smooth vectors
We are going to establish a family of norms which are equivalent to 2n-Hilbert Sobolev norms on the set of smooth vectors. Let ∆Sa be the Laplacian on L(1) associated to the Sasaki metric and − 2n the 2n-Sobolev norm on H 2n (L(1), µSa).
Uniform regularity:
The case n = 1.
We first treat the case n = 1 and prove a Kato-type inequality for the solution of the boundary value problem which yields an estimate of the 2-Sobolev norm of a function u ∈ D(H 0 ε ).
Proposition 10 Let u ∈ C ∞ (H 0 ε ). Then, there is an ε0 > 0 and a constant B1 > 0 such that
uniformly for all 0 < ε < ε0.
Proof. By the spectral theorem, we have
and, letting ε ≤ 1−λ0/λ1, we obtain ε −1 (λ k −λ0) ≥ λ k for all k ≥ 1. Thus, using the shorthand u ⊥ = (1 − E0)u and the fact that by [E k , ∆H ] = 0 (see 2.1.c), the last summand
is non -negative, we obtain
Since all three summands are non -negative, this particularly implies
Now, by Propositon 7, the quadratic form and Ω and therefore also the associated operator P is decomposable with respect to the direct integral decomposition of L 2 (L(1), µSa) by the Hilbert spaces on the fibres. By Corollary 8, (ii), we have P u = P u ⊥ . Since P is a second order differential operator with bounded coefficients that implies On the other hand, the remainder is of second order and satisfies Rεu ≤ d u 2 . Hence, for some b > 0, we have
By ε < 1 − λ0/λ1 < 1, inequality (27) 
The estimate for n > 1.
We will now derive another alternative representation of the 2n-Sobolev norm of an element u ∈ C ∞ (H 0 ε ). We are going to use the following consequence of the Calderon-Lions interpolation theorem ( [8] , Theorem IX.20, p. 37), which we state without proof.
Proposition 11 Let 1 ≤ r ≤ 2n − 1 be an integer. Then, for every 1 ≥ σ > 0 there are constants C(n), C(σ, n) > 0 such that u r ≤ C(n) (σ u 2n + C(σ, n) u ) . Now we come to the result just announced. The assertion is proved by induction. From this result, we derive the last estimate of the Sobolev norm in terms of the operator H 0 ε . Note that the estimate holds uniformly for a family u(ε) but that we omit the argument in the statement of the estimate.
Corollary 10 Let u = u(ε) ∈ C ∞ (H 0 ε ) and α ≥ 2 max{λ0, 1}. Then, for all n ≥ 1, there are numbers Dn > 0 and εn > 0, such that
uniformly for ε < εn.
is relatively compact in C(I, H 2n (L(1), µSa)) by the Arzela -Ascoli theorem. b. Let now (ηm) m≥1 with ε0 ≥ ηm ≥ 0 be a sequence tending to zero as m tends to infinity and let (um = u(ηm, −)) m≥1 ⊂ U(εn+1, I) be an arbitrary sequence. By a., it contains a subsequence u ′ m that converges to some limit u 
