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Resumo Com o avanc¸o e disseminac¸a˜o em grande escala de tecnologias de telecomu-
nicac¸o˜es, estas encontram-se em cada vez mais aspectos do nosso dia-a-dia.
Recentemente estas tecnologias teˆm sido aplicadas a ve´ıculos, como meio
de na˜o so´ aumentar a seguranc¸a na conduc¸a˜o como tambe´m a comodidade
de condutores e passageiros.
Para que as comunicac¸o˜es veiculares sejam uma realidade e´ necessa´ria a
elaborac¸a˜o de standards que permitam o desenvolvimento de plataformas
compat´ıveis de comunicac¸o˜es entre ve´ıculos, servindo tambe´m como base
ao desenvolvimento de aplicac¸o˜es que tirem partido de redes veiculares. As-
sim, foram propostas as normas IEEE WAVE (Wireless Access in Vehicular
Environments)em conjunc¸a˜o com a emenda IEEE 802.11p de forma a en-
derec¸ar algumas das especificidades das redes veiculares, como por exemplo
os baixos tempos de conectividade e a natureza altamente dinaˆmica do
meio.
Esta dissertac¸a˜o enquadra-se no aˆmbito do projecto HEADWAY, cujo objec-
tivo e´ desenvolver um dispositivo para comunicac¸a˜o entre ve´ıculos, dentro
do qual foi concebida uma plataforma de desenvolvimento que permitira´ a
integrac¸a˜o de toda a pilha protocolar WAVE, potenciando assim a criac¸a˜o de
um sistema de comunicac¸o˜es entre ve´ıculos standarizado. A plataforma de
desenvolvimento concebida conte´m uma antena, mo´dulos de RF, circuitos
DAC e ADC, uma FPGA, um processador de uso geral e um mo´dulo GPS.
Este trabalho encontra-se focado no desenvolvimento e implementac¸a˜o de
uma camada MAC em FPGA para comunicac¸o˜es veiculares de acordo com
as normas WAVE e IEEE 802.11p.
As diferentes funcionalidades da camada MAC foram divididas em termos
de complexidade e tempos de execuc¸a˜o, dando origem a` divisa˜o da camada
de acesso desenvolvida em Upper MAC (UMAC) e Lower MAC (LMAC).
A UMAC sera´ implementada em software (C) correndo sobre um micropro-
cessador embutido em FPGA e, em geral, contera´ as funcionalidades mais
complexas da camada de acesso em termos de algoritmo que na˜o necessitem
de tempos de execuc¸a˜o extremamente baixos, como por exemplo o proces-
samento e descodificac¸a˜o de tramas. A LMAC sera´ constitu´ıda por lo´gica
em hardware modelado em VHDL, e executara´ func¸o˜es da MAC cr´ıticas
em termos temporais, como por exemplo o timestamping de tramas rece-
bidas, e ca´lculos complexos que benificiem de operac¸o˜es paralelas, como a
computac¸a˜o e verificac¸a˜o de erros atrave´s do ca´lculo de CRC.
A camada MAC desenvolvida foi implementada em FPGA e os seus meca-
nismos foram validados.

Abstract The advancements and dissemination of telecommunication technologies
has caused them to be employed more and more in our day-to-day life.
Recently, these technologies have been applied to vehicles, as a way of not
only improving driving safety but also the drivers’ and passengers’ comfort.
If vehicular communications are to become a reality, communication stan-
dards must be created in order to allow the development of compatible
communication platforms, while also serving as a basys for application de-
velopment. The standards IEEE WAVE, alongside the IEEE 802.11p amend-
ment, were proposed in order to meet these demands and address some of
the specific issues with vehicular networks, such as short connectivity times
and the highly dynamic nature of the propagation environment.
This thesis fits within the HEADWAY project, the goal of which is the crea-
tion of a device that will perform communication between vehicles. In order
to incorporate every layer of the WAVE (Wireless Access in Vehicular Envi-
ronments) protocol stack, a development platform was conceived that will
enable the creation of a standardized communications system for vehicles.
The development platform created features an antenna, RF modules, DAC
and ADC circuits, an FPGA, a general purpose microprocessor and a GPS
module. This work is focused in the development and implementation in
FPGA of a MAC layer in accordance with the WAVE standards.
The MAC layer’s different functionalities were divided according to their
complexity and execution time, causing our MAC’s division in Upper MAC
(UMAC) and Lower MAC (LMAC). The UMAC will be implemented in
software (C) running in an FPGA embedded microprocessor and will con-
tain the MAC’s functions that are more complex, algorithmically speaking,
but are not required to be excuted in a very short time interval, such as
frame processing and decoding. The LMAC will be implemented by VHDL
modeled hardware logic and will perform time critical functions, such as
the timestamping of received frames, and complex calculations that benefit
from the paralelism offered by hardware logic, such as CRC computation
and error checking.
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1.1 Comunicac¸o˜es Veiculares e ITS
O avanc¸o e disseminac¸a˜o em grande escala de comunicac¸o˜es sem fios revolucionou o nosso
estilo de vida, oferecendo uma grande comodidade e flexibilidade no acesso a servic¸os de
Internet e va´rias aplicac¸o˜es baseadas em telecomunicac¸o˜es. Mais recentemente, este tipo de
tecnologias comec¸ou a ser aplicada a automo´veis com a finalidade de melhorar a experieˆncia
de viagem de condutores e passageiros. Este tipo de comunicac¸o˜es, ditas Comunicac¸o˜es
Veiculares, tem como no´s das suas redes os pro´prios ve´ıculos e eventualmente unidades fixas
na via: a comunicac¸a˜o entre ve´ıculos e´ designada por Vehicle to Vehicle (V2V) enquanto
que a comunicac¸a˜o entre um dispositivo instalado na estrada e um ve´ıculo diz-se Vehicle to
Infrasructure (V2I). Os dispositivos colocados dentro de um ve´ıculo designam-se vulgarmente
por On-Board Units (OBUs) enquanto que os dispositivos instalados na estrada dizem-se
RSUs. Em regra geral, sa˜o utilizados dispositivos digitais de comunicac¸a˜o de curto alcance
(Dedicated Short Range Communications (DSRC)), que permitem comunicac¸o˜es ate´ cerca de
1000m de distaˆncia.
O desenvolvimento de sistemas inteligentes de transporte (Intelligent Transport Systems
(ITS)) segue em paralelo com o avanc¸o em comunicac¸o˜es veiculares. A` medida que os ve´ıculos
e a infraestrutura montada nas vias se tornam mais inteligentes tambe´m aumentam os be-
nef´ıcios que as redes veiculares lhes trazem, permitindo um acesso eficiente a informac¸a˜o na
estrada.
As redes veiculares teˆm enta˜o como principal finalidade melhorar a seguranc¸a para os
ocupantes de ve´ıculos. Grande parte dos acidentes rodovia´rios sa˜o causados por erros humanos
e atrave´s de sistemas de conduc¸a˜o, prevenc¸a˜o e notificac¸a˜o de acidentes mais inteligentes
espera-se reduzir grande parte da sinistralidade verificada hoje em dia. Para ale´m desta
componente de seguranc¸a, as redes veiculares podera˜o ainda oferecer conforto aos passageiros,
reduzir o tempo que se passa na estrada e, consequentemente, o combust´ıvel consumido. E´
esperado que o desenvolvimento de comunicac¸o˜es veiculares sirva como base para inu´meras
aplicac¸o˜es, tanto de seguranc¸a como de entertenimento.
Atrave´s de comunicac¸o˜es veiculares sera´ possivel a notificac¸a˜o e prevenc¸a˜o automa´tica
de coliso˜es: um ve´ıculo podera´ detectar uma situac¸a˜o anormal na estrada e notificara´ os
ve´ıculos na sua vizinhanc¸a, oferecendo assim mais tempo de reacc¸a˜o aos condutores. Um
automo´vel podera´ tambe´m enviar notificac¸o˜es aos seus vizinhos avisando-os de que acabou
de efectuar uma travagem brusca, podendo estes reagir mais rapidamente. Podera˜o tambe´m
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Figura 1.1: Cena´rio de utilizac¸a˜o de comunicac¸o˜es veiculares (retirado de [1]).
ser desenvolvidas aplicac¸o˜es para o aux´ılio e prevenc¸a˜o de coliso˜es em intersecc¸o˜es, uma
das zonas onde ocorre um maior nu´mero de acidentes. Sera´ tambe´m poss´ıvel uma melhor
gesta˜o de situac¸o˜es de emergeˆncia, permitindo um melhor acesso de equipas de socorro a
locais de acidentes. Outra poss´ıvel aplicac¸a˜o sera´ a detecc¸a˜o mais eficiente de zonas de
congestionamento na estrada permitindo a condutores e a sistemas de navegac¸a˜o inteligentes
alterar as suas rotas de acordo com a informac¸a˜o de tra´fego. Informac¸o˜es relativas ao estado
do tempo podera˜o tambe´m ser disponibilizadas aos condutores em tempo real, permitindo
a preparac¸a˜o destes para situac¸o˜es de neve ou gelo na estrada, por exemplo. O pagamento
de portagens sem necessidade de paragem e´ um sistema de comunicac¸o˜es veiculares que se
encontra ja´ em funcionamento em muitas estradas do planeta contribuindo para melhorar a
experieˆncia dos condutores ao eliminar uma das maiores zonas de congestionamento em auto
estradas. Informac¸a˜o variada pode tambe´m ser oferecida a condutores e passageiros de acordo
com a sua posic¸a˜o, como por exemplo localizac¸a˜o de restaurantes, hote´is e marcos histo´ricos
da regia˜o onde o ve´ıculo se encontra. Podera´ ser tambe´m oferecido o acesso a` internet no
automo´vel como forma de aumentar a comodidade de passageiros de ve´ıculos, principalmente
em viagens mais longas.
O desenvolvimento de ITS e comunicac¸o˜es veiculares levou ainda a proto´tipos de sistemas
de conduc¸a˜o mais inteligentes. Um destes tipos de proto´tipo e´ a conduc¸a˜o em pelota˜o, em que
va´rios ve´ıculos circulam autonomamente separados por uma curta distaˆncia. Na figura 1.2 esta´
representada uma poss´ıvel situac¸a˜o num sistema deste tipo, em que um pelota˜o e´ liderado por
um ve´ıculo pesado e um ve´ıculo negoceia a sua entrada no pelota˜o ao mesmo tempo que outro
manifesta o seu desejo de o deixar. Este tipo de sistemas permite na˜o so´ reduzir o combust´ıvel
consumido atrave´s da diminuic¸a˜o do atrito aerodinaˆmico dos ve´ıculos, como reduz o nu´mero
de acidentes ao retirar o elemento humano da conduc¸a˜o e os congestionamentos nas estradas
devido a` utilizac¸a˜o mais eficiente destas. Tambe´m ja´ foram desenvolvidos va´rios ve´ıculos de
conduc¸a˜o completamente auto´noma, sem necessidade de um l´ıder de pelota˜o para circular.
Estes sistemas na˜o sa˜o poss´ıveis sem uma constante comunicac¸a˜o entre ve´ıculos e beneficiara˜o
imenso do desenvolvimento de redes de telecomunicac¸o˜es veiculares.
Apesar da motivac¸a˜o principal para o desenvolvimento de ITS ser o melhoramento da
seguranc¸a na conduc¸a˜o, espera-se o desenvolvimento de aplicac¸o˜es de infotainment que tornem
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Figura 1.2: Conduc¸a˜o em pelota˜o
estes sistemas mais atractivos para os consumidores levando a uma maior disseminac¸a˜o desta
tecnologia e tornando-a atraente comercialmente do ponto de vista do investidor.
Com o desenvolvimento de comunicac¸o˜es veiculares surgem novos desafios decorrentes da
natureza dinaˆmica e mo´vel destas novas redes. E´ necessa´ria a criac¸a˜o de novos protocolos
que permitam o correcto funcionamento dos va´rios servic¸os, desde as aplicac¸o˜es de seguranc¸a
ate´ ao infotainment, para que o potencial das comunicac¸o˜es veiculares seja completamente
explorado.
1.2 Camada MAC no Contexto da Pilha Protocolar WAVE/
802.11p
Os sistemas de comunicac¸o˜es actuais, devido a` sua elevada complexidade sa˜o muitas vezes
divididos em pequenas partes, denominadas camadas. Esta divisa˜o agrupa func¸o˜es semelhan-
tes dentro de um sistema de comunicac¸o˜es simplificando a compreensa˜o, desenvolvimento e
normalizac¸a˜o destes sistemas. Uma destas diviso˜es de sistemas de comunicac¸o˜es e´ o modelo
Open Systems Interconnection (OSI), cujas diferentes camadas se encontram representadas na
figura 1.3. De acordo com este modelo, cada camada comunica com as camadas directamente
acima e abaixo dela. Uma das diviso˜es da camada Data Link do modelo OSI e´ a Medium
Access Control (MAC).
A principal func¸a˜o da camada de controlo de acesso ao meio (MAC) e´, como o nome indica,
efectuar o controlo do acesso a um meio f´ısico partilhado por va´rios no´s ou terminais de uma
rede multiponto. Este controlo de acesso e´ feito baseado em protocolos de acesso mu´ltiplo que
permitem enta˜o que va´rias estac¸o˜es se encontrem ligadas ao mesmo meio f´ısico. Os protocolos
de acesso mu´ltiplo podem ainda detectar e evitar coliso˜es de dados. Os mecanismos de acesso
ao meio baseiam-se na multiplexagem do canal f´ısico na frequeˆncia, no tempo ou em ambos.
Para assegurar a compatibilidade entre os va´rios sistemas de comunicac¸o˜es, cada uma das
camadas do modelo OSI obedece a protocolos e normas que especificam, entre outros aspectos,
caracter´ısticas f´ısicas dos sinais trocados entre sistemas, sequeˆncias de trocas de mensagens
ou ainda mecanismos de detecc¸a˜o e correcc¸a˜o de erros.
Em comunicac¸o˜es veiculares, os va´rios protocolos utilizados esta˜o agrupados na pilha
protocolar Wireless Access in Vehicular Environments (WAVE) (Wireless Access for Vehicu-
lar Environments), composto pelas normas IEEE 1609.1, IEEE 1609.2, IEEE 1609.3, IEEE
1609.4 e IEEE 802.11p. As diferentes camadas da pilha protocolar WAVE esta˜o representadas
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Figura 1.3: Camadas do modelo OSI (retirado de [2]).
na figura 1.4, bem como a sua correspondeˆncia com as camadas do modelo OSI.
Os standards propostos para comunicac¸o˜es veiculares pelo IEEE para a camada MAC
teˆm como base o IEEE 802.11p [12], uma emenda realizada ao standard IEEE 802.11 [13]
utilizado em WLANs convencionais. Por cima deste standard foi criada a norma IEEE 1609.4
[4] que permite a operac¸a˜o da MAC 802.11p em modo multi-canal. Foi definido nesta norma
a existeˆncia de um canal de controlo (Control Channel (CCH)) e canais de servic¸o (Servive
Channel - Service Channel (SCH)). Os va´rios canais encontram-se em frequeˆncias distintas
adjacentes e o acesso ’ba´sico’ e´ feito alternando-se periodicamente entre o CCH e um SCH.
Em comunicac¸o˜es veiculares a camada MAC possui algumas especificidades: e´ necessa´rio
garantir uma correcta troca de mensagens entre terminais da rede para que informac¸o˜es
cr´ıticas sobre seguranc¸a sejam sempre entregues, mesmo em ambientes extremamente conges-
tionados. Outra especificidade da camada de acesso em redes veiculares deve-se a` constante
mudanc¸a de topologia da rede fruto da grande mobilidade dos seus no´s, fazendo com que
os terminais da rede se encontrem em conectividade durante um per´ıodo de tempo muito
curto quando comparado com o tempo de conectividade em WLANs. As condic¸o˜es do canal
f´ısico tambe´m se alteram bastante rapidamente, uma vez que a velocidade relativa entre no´s
comunicantes podera´ ser grande causando a perda su´bita de conectividade entre eles. Outras
condic¸o˜es podera˜o ainda ser subitamente alteradas entre no´s que se encontram a comunicar
como por exemplo o surgimento de obsta´culos su´bitos entre eles (outros ve´ıculos, a´rvores,
etc.). A densidade de no´s das redes tambe´m variara´ imenso, ja´ que uma estrada secunda´ria
na˜o tera´ a mesma densidade de ve´ıculos que uma via de acesso a uma grande cidade.
Um dos grandes reptos da camada MAC sera´ garantir a transmissa˜o e recepc¸a˜o de mensa-


























Figura 1.4: Pilha protocolar WAVE e correspondeˆncia das suas camadas com as do modelo
OSI (adaptado de [3]).
Por exemplo, se um ve´ıculo realizar uma travagem su´bita este podera´ notificar os ve´ıculos
na sua vizinhanc¸a deste evento. No entanto, se um automo´vel efectuou uma paragem repen-
tina e´ prova´vel que outros ve´ıculos perto deste tambe´m a tenham efectuado originando um
grande fluxo de mensagens neste per´ıodo e um grande potencial para colisa˜o de pacotes. Esta
e´ uma situac¸a˜o que a camada de acesso tem de ter em conta para garantir a seguranc¸a de
todos os ocupantes de ve´ıculos. Em [5] foi verificado que os standards propostos prioritizam
correctamente as mensagens, mas num ambiente mais congestionado o canal e´ utilizado de
uma maneira ineficiente e ocorre um grande nu´mero de coliso˜es entre as mensagens de maior
prioridade.
As diferentes aplicac¸o˜es a correr sobre comunicac¸o˜es veiculares teˆm ainda necessidades
de largura de banda e lateˆncia bastante distintas. Enquanto que mensagens de seguranc¸a
teˆm de ser propagadas com um tempo ma´ximo de atraso, aplicac¸o˜es de entertenimento como
seja o streaming de um v´ıdeo teˆm requisitos de largura de banda mı´nima para funcionarem
correctamente.
A camada de acesso em comunicac¸o˜es veiculares tem assim o desafio de oferecer um
acesso ao meio eficiente durante os baixos tempos de conectividade, moderar o acesso ao
meio partilhado tendo em conta a constante chegada e partida de estac¸o˜es da rede e conciliar
a transmissa˜o de mensagens de seguranc¸a a uma baixa lateˆncia com a largura de banda
necessa´ria a`s aplicac¸o˜es de infotainment.
1.3 Objectivos
No contexto deste projecto pretende-se realizar o desenvolvimento de uma plataforma
de desenvolvimento que integre as va´rias camadas da pilha protocolar WAVE, servindo como
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base para a construc¸a˜o de um sistema de comunicac¸o˜es para ve´ıculos. No contexto da camada
MAC os osbjectivos gerais sa˜o:
• Especificac¸a˜o da camada MAC;
• Divisa˜o das funcionalidades da MAC IEEE 802.11p em Upper MAC (UMAC), software
correndo num microprocessador, e Lower MAC (LMAC), lo´gica custom implementada
em hardware;
• Modelac¸a˜o da Lower MAC, atrave´s da linguagem VHSIC Hardware Description Lan-
guage (VHDL);
• Desenvolvimento da Upper MAC, recorrendo a software (C) correndo num processador
de uso geral embutido em Field Programmable Gate Array (FPGA);
• Integrac¸a˜o da LMAC e UMAC recorrendo ao ambiente integrado de projecto Xilinx
EDK;
• Implementac¸a˜o em FPGA da camada MAC desenvolvida;
• Validac¸a˜o dos mecanismos implementados.
1.4 Organizac¸a˜o da Dissertac¸a˜o
Esta dissertac¸a˜o conte´m, ale´m desta introduc¸a˜o, os seguintes cap´ıtulos:
• Cap´ıtulo 2 - Estado da Arte - Neste cap´ıtulo e´ feito um levantamento dos pro-
tocolos e normas mais recentemente propostos no aˆmbito da camada de acesso para
comunicac¸o˜es veiculares, assim como uma vista sobre va´rias avaliac¸o˜es aos standards
IEEE e os mecanismos principais de controlo de acesso ao meio descritos nas normas.
• Cap´ıtulo 3 - Especificac¸a˜o da MAC - Neste cap´ıtulo e´ especificada a divisa˜o en-
tre LMAC e UMAC, e as diferentes funcionalidades implementadas em cada uma. E´
apresentado o modelo de programac¸a˜o simplificado da LMAC, e os procedimentos ne-
cessa´rios a` UMAC para poder controlar a LMAC.
• Cap´ıtulo 4 - Implementac¸a˜o da MAC - Neste cap´ıtulo e´ apresentada a arquitectura
da camada MAC desenvolvida, e, em maior detalhe, a arquitectura da Lower MAC e a
implementac¸a˜o de cada um dos seus mo´dulos internos.
• Cap´ıtulo 5 - Validac¸a˜o - Neste cap´ıtulo sa˜o especificados os va´rios testes realizados
a` MAC, ao n´ıvel da verificac¸a˜o funcional e do seu desempenho e correcc¸a˜o temporal, e
apresentados e discutidos os resultados obtidos.
• Cap´ıtulo 6 - Conclusa˜o - Neste cap´ıtulo e´ feito um resumo do trabalho realizado, a
discussa˜o final dos resultados obtidos e poss´ıveis trabalhos futuros.
E´ ainda apresentado o seguinte apeˆndice, fornecendo informac¸a˜o adicional sobre a imple-
mentac¸a˜o do sistema:
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• Apeˆndice A - Modelo de Programac¸a˜o - Neste apeˆndice e´ apresentado em maior
detalhe o modelo de programac¸a˜o da LMAC, incluindo uma descric¸a˜o de todos os regis-
tos existentes, dos procedimentos a realizar de forma a operar correctamente a LMAC






De forma a habilitar comunicac¸o˜es veiculares o IEEE desenvolveu enta˜o um conjunto de
standards, denominado WAVE, assentando sobre as especificac¸o˜es para as camadas Camada
F´ısica (PHY) e MAC introduzidas pela emenda IEEE 802.11p. Escolheu-se utilizar esta
emenda por diversas razo˜es, entre elas:
• Comunicac¸o˜es DSRC na gama dos 5.9 GHz - as comunicac¸o˜es DSRC, pelo seu
curto a me´dio alcance, permitem a utilizac¸a˜o da diversidade espacial em redes veiculares,
melhorando a eficieˆncia de utilizac¸a˜o do canal f´ısico. A gama de frequeˆncias utilizada
possibilita tambe´m a transfereˆncia de dados a ritmos elevados;
• Comunicac¸o˜es entre estac¸o˜es fora do contexto de um Basic Service Set (BSS)
- a norma IEEE 802.11p preveˆ a troca de mensagens entre estac¸o˜es sem que estas tenham
de aderir a um BSS (ou rede). Devido aos baixos tempos de conectividade entre estac¸o˜es
foi necessa´rio introduzir alterac¸o˜es a este n´ıvel, de forma a eliminar o overhead verificado
sempre que uma estac¸a˜o tem de aderir a uma rede.
Os novos standards WAVE introduzem tambe´m novas funcionalidades ao n´ıvel da camada
MAC, nomeadamente a norma IEEE 1609.4. E´ especificada a utilizac¸a˜o de va´rios canais de
comunicac¸a˜o em diferentes frequeˆncias adjacentes:
• Canal de Controlo - neste canal sa˜o trocadas as mensagens cr´ıticas de seguranc¸a e
anunciados servic¸os que sera˜o oferecidos nos diversos canais de servic¸o;
• Canais de Servic¸o - canais de uso geral, onde e´ poss´ıvel a troca de servic¸os entre
estac¸o˜es e de mensagens na˜o cr´ıticas;
A abordagem multi-canal escolhida permite explorar adicionalmente a diversidade espacial
da rede. Uma vista mais detalhada sobre os standards IEEE para comunicac¸o˜es veiculares e´
dada na secc¸a˜o 2.3.
Apesar dos standards propostos espec´ıficos para a camada de acesso em comunicac¸o˜es




Como ja´ foi apresentado no cap´ıtulo anterior, os standards actuais para comunicac¸o˜es
veiculares deixam algumas questo˜es em aberto, na˜o so´ ao n´ıvel de optimizac¸o˜es dentro do
pro´prio standard como em questo˜es mais relacionadas com as especificidades de redes veicu-
lares. Foram identificados va´rios problemas decorrentes deste tipo de redes:
• Baixos tempos de conectividade entre no´s da rede;
• Utilizac¸a˜o pouco eficiente do canal de comunicac¸a˜o;
• Cumprimento de restric¸o˜es temporais e de largura de banda para o correcto funciona-
mento de aplicac¸o˜es.
Ao longo deste cap´ıtulo ira˜o ser apresentadas algumas das soluc¸o˜es propostas no aˆmbito
de acesso ao meio em comunicac¸o˜es veiculares, bem como uma vista geral sobre os standards
actuais.
2.2.1 Tempos de Conectividade
Um dos problemas identificados parte do baixo tempo de conectividade entre OBUs em
movimento e RSUs. De forma a mitigar este problema foram propostos va´rios protocolos que
permitem a utilizac¸a˜o de no´s relay que auxiliam na comunicac¸a˜o de OBUs que se encontram
fora do raio de cobertura de uma RSU, com a pro´pria RSU. Consegue-se assim um aumento
da cobertura efectiva de uma RSU e do tempo de conectividade entre estac¸o˜es.
2.2.2 Utilizac¸a˜o Eficiente do Canal
Uma questa˜o decorrente do acesso multi-canal especificado na norma IEEE 1609.4 prende-
se com a utilizac¸a˜o pouco eficiente do canal, uma vez que o tempo dedicado ao canal de
controlo e aos canais de servic¸o e´ dado por um valor fixo. As soluc¸o˜es propostas passam por
esquemas em que os intervalos de controlo e de servic¸o teˆm durac¸o˜es mı´nimas e ma´ximas,
variando de acordo com a situac¸a˜o: se existir um grande nu´mero de mensagens de seguranc¸a
o intervalo de controlo e´ extendido, caso contra´rio dar-se-a´ mais tempo ao intervalo de servic¸o
para que outras aplicac¸o˜es possam correr suavemente. Outra abordagem passa por diferentes
modos de acesso ao canal de acordo com a proximidade ou na˜o de uma OBU com uma RSU.
2.2.3 Funcionamento de Aplicac¸o˜es
O cumprimento das restric¸o˜es necessa´rias para as va´rias aplicac¸o˜es, tanto em termos de
lateˆncia como em termos de largura de banda e´ tambe´m alvo de estudo em diferentes trabalhos.
Em termos de entrega determin´ıstica de mensagens de seguranc¸a foram sugeridas abordagens
onde RSUs poderiam reservar slots temporais durante os quais poderiam difundir mensagens
de seguranc¸a sem contenc¸a˜o do meio. A mesma abordagem foi utilizada para o funcionamento
de aplicac¸o˜es que necessitem de uma maior largura de banda. Outras abordagens utilizam
um per´ıodo de polling de OBUs por parte da RSU como forma de os no´s da rede conseguirem

















Figura 2.1: Formato de uma trama MAC 802.11.
2.3 Standards IEEE 802.11p e IEEE 1609.4
A camada MAC para comunicac¸o˜es veiculares e´ baseada no protocolo IEEE 802.11 [13]
com a emenda IEEE 802.11p [12] em conjunto com a extensa˜o IEEE 1609.4 [4] que oferece a
base para a operac¸a˜o multi-canal dos sistemas WAVE.
Uma poss´ıvel arquitectura para a camada MAC e´ ilustrada na figura 2.4. A entidade MAC
802.11p utilizada em dispositivos WAVE e´ a MAC especificada no standard IEEE 802.11, com
as emendas descritas em IEEE 802.11p. Existem duas entidades MAC 802.11p no exemplo
apresentado: uma para o canal de controlo e outra para o canal de servic¸o. Os dados sa˜o
prioritizados de acordo com a sua categoria de acesso (Access Category (AC)), como indicado
pelas filas na figura 2.4, que oferecem diferentes paraˆmetros para a contenc¸a˜o do meio e
transmissa˜o de dados para tramas de diferente prioridade.
Na figura 2.1 esta˜o representados os campos poss´ıveis para uma trama MAC. Todas as
tramas possuem os campos Frame Control, Duration / ID e Frame Check Sequence. Todos
os outros campos estara˜o ou na˜o presentes de acordo com o tipo de trama em questa˜o.
Nesta secc¸a˜o sera˜o abordados os seguintes aspectos da MAC WAVE:
• Acesso ao meio;
• Contenc¸a˜o interna;
• Operac¸a˜o multi-canal;
• Tipos de acesso ao canal;
• Sincronizac¸a˜o.
2.3.1 Acesso ao Meio
O acesso ao meio utiliza Carrier Sense Multiple Access with Collision Avoidance (CSMA-
CA), onde um no´ da rede verifica se o meio esta´ livre antes de emitir uma mensagem. Caso
o meio seja detectado livre o no´ tera´ de esperar um certo intervalo de tempo (Inter Frame
Space (IFS)) mais um intervalo aleato´rio de backoff, que varia entre 0 e o valor de uma janela
de contenc¸a˜o (Contention Window (CW)), para poder iniciar a sua transmissa˜o. Se apo´s
este per´ıodo o no´ na˜o detectar nenhuma mensagem a ser transmitida, comec¸ara´ a sua pro´pria
transmissa˜o; caso seja detectado que o meio se encontra ocupado antes dos per´ıodos de IFS e
de backoff experirarem, o no´ ira´ esperar ate´ que o meio se encontre livre novamente e repetira´
o processo descrito. Este processo e´ descrito na figura 2.2 a).
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Meio Ocupado Próxima Trama
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Período de Backoff










Estações que receberam RTS
Estações que receberam CTS
NAV (RTS)
NAV (CTS)
Figura 2.3: Troca de mensagens RTS e CTS por parte de duas estac¸o˜es e reserva virtual do
meio nas restantes estac¸o˜es que capturam pelo menos um destes dois pacotes.
Um caso particular de IFS e´ o Short Inter Frame Space (SIFS), tempo utilizado quando
uma MAC tem de responder, por exemplo, com uma trama do tipo Acknowledgment (ACK) a
uma trama recentemente recebida. Neste caso, a estac¸a˜o que enviara´ a reposta imediatamente
apo´s a ter decorrido o tempo SIFS, sem um per´ıodo de backoff, de modo a impedir a entrada
no meio de outras estac¸o˜es que desejem enviar uma nova trama (Figura 2.2 b)).
Para resolver o problema do terminal invis´ıvel e´ utilizado um handshake no envio de
mensagens atrave´s de tramas Request to Send (RTS) e Clear to Send (CTS), exemplificado
na figura 2.3. Atrave´s destes dois pacotes e´ tambe´m feita uma reserva virtual do meio por parte
das estac¸o˜es que os enviam. Estas duas tramas possuem um campo denominado Duration,
que conte´m a durac¸a˜o em microssegundos da transfereˆncia que se ira´ proceder e e´ utilizado
para actualizar o valor de um Network Allocation Vector (NAV). O NAV e´ decrementado a
cada microssegundo e uma estac¸a˜o apenas pode aceder ao meio quando o seu NAV e´ zero e
a sua camada PHY determina que o meio na˜o se encontra ocupado.
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For higher layer data exchanges, WAVE supports both the WAVE short message protocol (WSMP) 1
specified in IEEE Std 1609.3 and Internet Protocol (IP) version 6.  Data frames containing WAVE short 2
messages (WSMs) (as indicated by the EtherType) may be exchanged among devices on either the CCH or 3
an SCH; however, data frames containing IP datagrams are only allowed on service channels. The 4






















































































































Figure 2 —Reference internal architecture of the transmit side of the MAC with channel 8
coordination 9
5.2 Channel coordination 10
5.2.1 General 11
Channel coordination is designed to support data exchanges involving one or more switching devices with 12
concurrent alternating operation on the CCH and an SCH. This allows, for example, a single-PHY device 13
access to high priority data and management traffic during the CCH interval, as well as general higher-layer 14
traffic during the SCH interval.  Figure 3 illustrates two examples of channel access: continuous access 15





























Deleted: To assist the description of 
data plane operation below, a distinction 
is made between single-PHY devices and 
multi-PHY devices as defined in 3.  A 
switching device has at least one PHY 
that is capable of switching between 
channels (e.g., SCH and CCH).¶
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Figura 2.4: Exemplo de arquitectura para camada MAC 802.11p (imagem retirada de [4]).
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Categoria de Acesso CWmin CWmax AIFSN
AC0 aCWmin aCWmax 9
AC1 aCWmin aCWmax 6
AC2 (aCWmin+1)/2+1 aCWmin 3
AC3 (aCWmin+1)/4+1 (aCWmin+1)/2+1 2
Tabela 2.1: Paraˆmetros EDCA propostos em IEEE 802.11p para comunicac¸o˜es veiculares.
2.3.2 Contenc¸a˜o Interna
A contenc¸a˜o interna de tramas a ser enviadas e´ feita com base no mecanismo (Enhanced
Distributed Channel Access (EDCA)) descrito na norma IEEE 802.11 [13]. As mensagens a ser
enviadas sa˜o divididas em 4 categorias de acesso, sendo AC0 a categoria de menor prioridade
e AC3 a de maior prioridade. Na figura 2.4 pode-se observar a existeˆncia de 4 filas para o
canal de controlo e 4 filas para os restantes canais de servic¸o. Isto deve-se ao facto de certas
mensagens poderem ser enviadas apenas no canal de controlo, enquanto que outras apenas
podera˜o ser transmitidas num canal de servic¸o. O valor do per´ıodo de backoff e o Inter Frame
Space (intervalo mı´nimo entre tramas no meio) tambe´m dependem da categoria de acesso,
tomando valores mais baixos para mensagens mais priorita´rias e mais altos para tramas com
menor prioridade. Os paraˆmetros EDCA para as va´rias categorias de acesso esta˜o descritos
na norma IEEE 802.11p [12]:
• CWmin - Valor mı´nimo da janela de contenc¸a˜o para cada categoria de acesso;
• CWmax - Valor ma´ximo da janela de contenc¸a˜o para cada categoria de acesso;
• Arbitrary Inter Frame Space (AIFS) - Intervalo entre tramas para cada categoria
de acesso, em unidades de slots temporais (definidos na norma);
• aCWmin e aCWmax - constantes globais indicando os valores mı´nimo e ma´ximo da
janela de contenc¸a˜o numa dada estac¸a˜o.
Por omissa˜o e de acordo com a norma IEEE 802.11p os paraˆmetros EDCA tomam os
valores apresentados na table 2.1.
Na figura 2.5 esta´ representado um exemplo de contenc¸a˜o ao canal por uma estac¸a˜o com
mensagens nas 4 categorias de acesso. Como tanto o per´ıodo de backoff como o AIFS e´ mais
baixo para a categoria de acesso 3, esta tera´ acesso ao meio mais cedo. Quando a mensagem
da categoria de acesso e´ transmitida para o meio, este e´ declarado como estando ocupado
fazendo com que os per´ıodos de backoff para as restantes categorias de acesso na˜o sejam
decrementados. Quando o meio fica livre novamente, as diferentes categorias de acesso espe-
rara˜o novamento pelo seu AIFS e continuara˜o a decrementar o seu valor de backoff anterior
sem ser necessa´rio calcular um novo.
No caso de ocorrer uma colisa˜o interna, i.e. o per´ıodo de backoff expirar simultaneamente
para duas categorias de acesso diferentes dentro de uma mesma estac¸a˜o, a mensagem passada
a` camada PHY sera´ a correspondente a` categoria de acesso mais priorita´ria de entre as que
colidiram. Para as restantes categorias de acesso sera´ calculado um novo per´ıodo aleato´rio de
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BO - Número de Slots Temporais de Backoff
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Figura 2.6: Conjunto de Canais Definidos no standard WAVE.
Se foˆr detectada uma colisa˜o no meio, por exemplo pela na˜o recepc¸a˜o de uma trama ACK,
a trama sera´ reenviada com um novo per´ıodo de backoff calculado atrave´s de uma maior janela
de contenc¸a˜o, como acontece no caso de coliso˜es internas.
2.3.3 Operac¸a˜o Multi-Canal
Na norma IEEE 1609.4 e´ definida a operac¸a˜o multi-canal da MAC para sistemas WAVE.
Com vista ao desenvolvimento de comunicac¸o˜es e redes veiculares a Federal Communications
Commission (FCC) nos Estados Unidos alocou a banda de 5.850GHz a 5.925GHz para co-
municac¸o˜es DSRC, banda essa que e´ ainda dividida em 7 canais de 10MHz, cada um com um
fim bem definido. Esta atribuic¸a˜o esta´ definida no standard WAVE e esta´ representada na
figura 2.6. Na Europa, a banda alocada e´ a de 5.855 GHz a 5.925 GHz.
O canal de controlo sera´ o canal a utilizar no envio de mensagens de seguranc¸a cr´ıtica
ou anu´ncios de servic¸os a ser oferecidos nos diversos canais de servic¸o. Os canais de servic¸o
(6) tera˜o um uso geral, desde troca de informac¸o˜es relevantes entre ve´ıculos e prestac¸a˜o de
servic¸os.
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Figura 2.7: Va´rios tipos de acesso aos canais de controlo e de servic¸o.
2.3.4 Tipo de Acesso
O acesso aos canais e´ feito em modo Time Division Multiple Access (TDMA), onde os
dispositivos WAVE podera˜o aceder ao canal de controlo e a um canal de servic¸o de forma
perio´dica e alternada. Os intervalos de tempo standard dedicados a cada canal teˆm uma
durac¸a˜o de 50ms tanto para o canal de controlo como para o canal de servic¸o, estando as-
sociado ao in´ıcio de um segundo Coordinated Universal Time (UTC) o in´ıcio de um Sync
Interval, denominac¸a˜o dada ao intervalo de tempo consitu´ıdo por um intervalo de controlo e
um intervalo de servic¸o. Foi dado este valor a` durac¸a˜o dos intervalos de controlo e de servic¸o
para que os ve´ıculos possam transmitir mensagens de seguranc¸a no canal de controlo a cada
100ms, o tempo de reacc¸a˜o me´dio de um adulto. De cada vez que ocorre uma mudanc¸a de
canal, e´ necessa´rio aguardar um tempo de guarda para que todas as estac¸o˜es tenham tempo
de sintonizar no canal certo. Este tempo de guarda tem em conta erros na sincronizac¸a˜o e
o tempo ma´ximo que uma camada PHY pode demorar a efectuar uma mudanc¸a de canal.
Ambos os acessos esta˜o esquematizados na figura 2.7. O standard reconhece que durante os
tempos de guarda, imediatamente apo´s a mudanc¸a de canal por parte dos no´s, podera´ existir
uma grande competic¸a˜o pelo acesso ao meio. Assim, durante o tempo de guarda os no´s devem
assumir que o meio se encontra ocupado para que possa ocorrer o per´ıodo de backoff aleato´rio
associado ao CSMA-CA.
2.3.5 Sincronizac¸a˜o
Para que um dispositivo WAVE possa aceder correctamente ao canal e´ enta˜o necessa´ria
uma sincronizac¸a˜o global pelo tempo UTC. Se um dispositivo na˜o estiver sincronizado com










Figura 2.8: Informac¸a˜o de sincronizac¸a˜o contida numa TAF.
1609.4. Mensagens para auxiliar a sincronizac¸a˜o de estac¸o˜es esta˜o tambe´m descritas na norma
IEEE 1609.4, em pacotes denominados Timing Advertisement Frame (TAF). Na figura 2.8
apresenta-se parte da informac¸a˜o contida numa trama TAF.
E´ tambe´m prevista na norma a possibilidade de sincronizac¸a˜o da estac¸a˜o atrave´s de Global
Positioning System (GPS).
2.4 Avaliac¸a˜o do Desempenho dos Standards
Um dos problemas identificados com a norma IEEE 1609.4 e´ a grande probabilidade
de coliso˜es no in´ıcio de intervalos CCH. Em [14] foi analisada a difusa˜o de mensagens de
seguranc¸a num ambiente congestionado. Se existir um elevado nu´mero de ve´ıculos numa
dada a´rea e estes tiverem mensagens de seguranc¸a calendarizadas para serem enviadas no
pro´ximo intervalo de controlo, ocorrera˜o inevitavelmente coliso˜es entre os pacotes, apesar do
per´ıodo aleato´rio de backoff. E´ referido que as aplicac¸o˜es de seguranc¸a devera˜o ter este factor
em conta para poderem funcionar correctamente. Assume-se em [14] que as mensagens de
seguranc¸a sa˜o difundidas em modo broadcast e portanto na˜o utilizam o handshake RTS-CTS.
Sendo assim, a estac¸a˜o responsa´vel pelo envio da mensagem de seguranc¸a na˜o sabera´ se a sua
mensagem foi recebida correctamente por todos os no´s da rede.
Em [5] foi simulado o esquema de contenc¸a˜o interna da MAC 802.11p. Para uma rede
com 300 no´s, com os intervalos me´dios entre gerac¸a˜o de mensagens pelas camadas superiores
descritos na tabela 2.2, o nu´mero de mensagens propriamente enviadas para o meio decresce
bastante para pacotes das categorias de acesso menos priorita´rias. E´ de crer que a` medida
que o nu´mero de nodos aumenta tambe´m as categorias de acesso mais altas sofrera˜o deste
problema. Ainda assim, para uma rede com ate´ 300 no´s na˜o existe grande variac¸a˜o no total
de mensagens enviadas para categorias de acesso de seguranc¸a podendo-se concluir que o
mecanismo EDCA consegue prioritizar correctamente este tipo de mensagens. No mesmo
trabalho, foi simulado o atraso de mensagens em func¸a˜o do nu´mero de no´s da rede e os
resultados esta˜o representados na figura 2.9. Verificou-se que para redes com mais de 200 no´s
o atraso observado e´ superior ao ma´ximo admitido para mensagens de seguranc¸a (100 ms).
O throughput e atraso de mensagens foi tambe´m simulado tanto em [5] como em [6].
Verificou-se que o throughput de mensagens no canal de controlo sofre bastante com o aumento
de ve´ıculos na rede, como se pode observar na figura 2.10. O atraso das mensagens de
seguranc¸a no canal de controlo (a preto na figura 2.11) mante´m-se baixo ate´ que o tempo
entre o envio de mensagens baixa para 1ms, momento a partir do qual o atraso verificado
para esta categoria de acesso no canal de controlo ultrapassa o atraso ma´ximo permitido para
mensagens de seguranc¸a V2V.
Em [15] e´ analisada a utilizac¸a˜o de DSRC para aplicac¸o˜es na˜o cr´ıticas, partindo da fia-
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Categoria de Acesso Tempo me´dio entre mensagens Mensagens por segundo
AC3 100 ms 10.0
AC2 100 ms 10.0
AC1 90 ms 11.1
AC0 45 ms 22.2


























Fig. 9. Average end-to-end delay for messages of different access classes
different node densities have been conducted, where 100 nodes
is equivalent to an average of 1.9 neighbors, 200 nodes is
equivalent to 3.8 neighbors, and 300 nodes is equivalent to
5.9 neighbors.
The packet generation parameters specified in Tab. II are
valid for the application layer, however, they do not necessarily
correspond to the number of actually broadcast packets on the
channel. The channel capacity and the interactions between
the ACs limit the throughput. This is represented in the sent
and receive results given in Fig. 8. The average number of sent
broadcasts per node and its distribution to the four ACs is plot-
ted in Fig. 8(a), and for AC2/AC3 in greater detail in Fig. 8(b).
With increasing number of nodes the general network load
increases, leading to a stronger indirect interaction between the
ACs. As soon as the maximum throughput capacity is reached
and the traffic load further increases, the packets of the lowest
category AC0 get fewer channel accesses. This leads to the
decline in both sent and received broadcasts for AC0. As the
traffic increases further, AC1 is the next category to lose access
shares on the channel (Fig. 8(a) starting at 200 nodes).
At the receiver side this interaction obviously leads to
a decrease in received messages for the respective AC. In
Fig. 8(c) this effect can clearly be seen for AC0 and is starting
to begin for AC1 for the dense scenarios.
Besides the throughput and the possibility to simply get a
channel access, the end-to-end delay is an important parameter
for the different ACs. In Fig. 9 the average end-to-end delay is
plotted. Especially the low priority data packets are suffering
from an exponential increase of the end-to-end delay with
increasing node density. However, the end-to-end delay for
AC3 also goes up. The average value of 1 s for 300 nodes
is relatively high, considering that collision warning messages
should have a maximum delay of 100 ms to be able to provide
a reliable service [4].
D. Manhattan Grid Scenario with High Data Traffic
In the simulations using high data traffic the respective
application message generation parameters from Tab. II have
been used. They lead to just a little more than twice the packet
load compared to the low data traffic scenario.
In Fig. 10 the number of average sent and received messages
per node are plotted. The effects described in Sec. IV-C for
the low data traffic can be seen in the results for the high
load scenario even more drastically. Due to the high load
the number of broadcasts for the ACs 0 and 1 decrease with
increasing number of nodes. For AC0 this decline is almost
exponentially, while AC1 yet declines in a linear fashion. The
same effect but not as severe happens to ACs 2 and 3 (see
Fig. 10(b)). While the number of messages in AC2 decreases
by 16% compared to the average of 15000 messages sent, the
number of message in AC3 still decreases by 9% compared
to the average of 11250 messages sent. The effect of a highly
saturated channel and the consequences for the different ACs
can clearly be seen on the receiver side (Fig. 10(c)). First
the number of received AC0 packets (starting at 100 nodes)
and then the number of received AC1 packets (starting at 200
nodes) is declining severely. The higher priority ACs are not
affected that severely, however, for a further increasing number
of nodes their throughput will also reach a maximum.
The end-to-end delay for the high data traffic scenario
is about twice as long as in the low data traffic scenario.
Therefore, especially in high load scenarios the distribution
of high priority messages is challenging. WAVE can prioritize
groups of messages over others, yet a time critical distribution
is not feasible.
V. RELATED WORK AND FURTHER READING
In [4] the authors introduce the multi-channel concept for
Dedicated Short Range Communication (DSRC). Based on the
requirements of different V2V services the system architecture
is designed. The system is evaluated by simulations and
compared to conventional WLAN.
The WAVE concepts used for MAC are primarily based
on the WLAN EDCA extensions, which are also known as
IEEE 802.11e. In several publications this standard extension
has been analyzed by simulations and analytical approaches.
In [5] an analytical model based on Markov chains is pre-
sented which can be used to calculate the throughput of the
system under saturation conditions. In [6] an equivalent idea is
presented and evaluated using the Network Simulator 2 (NS2)
simulation environment. A very thourough evaluation of the
EDCA mechanism is presented in [7]. The authors present
their approach to find an optimal configuration of the important
system parameters (AIFS, CWmin, CWmax, etc.).
Chen et al. present in [8] a simulation model for DSRC
systems for the NS2 simulator. In their paper they primarily
concentrate on the simulation of the physical layer and its
integration into the simulator.
An excellent overview on DSRC technology and the WAVE
concepts is given by Jiang et al. in [9]. The authors introduce
the concepts, applications, and performance characteristics of
the technologies to be used for future V2V communication.
The capacity and scalability limitations of Vehicular Ad
Hoc Networks (VANETs) have been addressed in multiple
publications. Alternative solutions to the WAVE concept have
been proposed in [10], [11].
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(c) Average number of received messages














































































(c) Average number of received messages
Fig. 10. Sending and receiving statistics of the high data traffic scenario
VI. CONCLUSION
The WAVE standard, candidate technology for future DSRC
communication in VANETs, will be finalized in the near fu-
ture. In our work we analyzed the capabilities of the standard,
to give an overview on the capabilities and primarily the
limitations of the technology. The defined parameter set for
the EDCA used in WAVE is capable of prioritizing messages,
however, with increasing number of nodes sending AC3 espe-
cially, the collision probability increases significantly. Since
collisions are detected after a transmission if at all, a high
collision probability results in many dead times; times where
the channel is blocked but no usefull data is exchanged. Due
to the continuous switching between CCH and SCH, which
also use different packet queues, the collisions have an even
worse impact. Messages for the CCH queue up further during
the SCH intervals, resulting in longer queues and a higher
end-to-end delay.
Especially in dense scenarios or in case of filled MAC
queues the technology can not ensure time critical message
dissemination (e.g. collision warnings). We suggest to integrate
a re-evaluation mechanism for messages, similar to the concept
presented in [10], to continuously reduce the number of
high priority messages and prevent long message queues. In
addition, the use of different EDCA parameters could mitigate
the high collision probability.
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Figura 2.10: Nu´mero de mensagens entregues em func¸ao do nu´mero de no´s na rede [5].



























Fig. 8. The aggregate throughputs of different WAVE channels in the urban
scenario with mobility.























Fig. 9. Throughput for transmission from road side units with varying number
and distances to a vehicle in the highway scenario.
be in the range of 1000m–1500m.
While throughput is certainly a key metric to be studied
for any radio access technology, delay is also of critical
importance for many of the expected applications in VANETs,
especially for those related to traffic safety. The commonly
agreed upon maximal delay for such applications is 100ms.
Figure 10 shows the end-to-end delay for different traffic loads
(measured in terms of the inter-departure times of packets from
the application layer) and for both service and control channel
traffic with different access categories. We see that while the
service channels can suffer from relatively long delays, control
channel traffic typically experiences delays well below the
100ms bound also illustrated in the figure. Only when the
total offered traffic approaches 1000 packets per second the
delay on the control channel becomes too high for safety-
critical applications. The situation is not substantially affected
by mobility as shown in Figure 11, giving the results for the

































Fig. 10. The delay for service and control channels under different traffic
loads in the static scenario.






























AC0 - 1024 byte
AC1 - 512 byte
AC2 - 256 byte
AC3 - 128 byte
Fig. 11. The delay for different number of vehicles and different link-layer
technologies in the urban scenario with mobility.
urban sc nario, and also for usual Wi-Fi technologi s.
V. CONCLUSIONS
In this paper we studied in detail the performance of
the IEEE 1609 WAVE and IEEE 802.11p trial standards
for vehicular etw rks. We implemented key components
of these standards in the Qualnet simulation environment,
and included into the simulations realistic vehicular mobility
patterns generated using VanetMobiSim together with actual
road network data. We studied both the overall capacity of
vehicular networks utilizing WAVE and 802.11p, the expected
communication ranges, as well as the delay performance. The
results showed that the traffic prioritization schemes selected
for the standards work well, and even in the presence of multi-
channel operation implemented by the IEEE 1609.4 the delay
of control messages of highest priority remains on the order of
tens of milliseconds. Only when the total offered traffic within
the radio range approached 1000 packets per second the delay
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Figura 2.12: Cena´rio de transmissa˜o cooperativa
bilidade da recepc¸a˜o de mensagens de seguranc¸a, e explorou-se a hipo´tese da utilizac¸a˜o de
diferentes durac¸o˜es para os intervalos de servic¸o e de controlo de acordo com a densidade
de tra´fego. Verificou-se que num meio congestionado, para se obter uma percentagem de
recepc¸a˜o de mensagens de seguranc¸a da ordem dos 95% e´ necessa´rio dedicar todo o tempo
dispon´ıvel para o canal de controlo. Este efeito pode ser mitigado pela utilizac¸a˜o de repetic¸o˜es
no envio das mensagens de seguranc¸a. Para um nu´mero de repetic¸o˜es das mensagens de se-
guranc¸a o´ptimo, sera´ poss´ıvel aumentar a fiabilidade para ambientes com alta densidade para
um valor que permita algum tempo de operac¸a˜o ao canal de servic¸o. E´ tambe´m investigada
a transfereˆncia de ficheiros na estrada. Tomando como exemplo um ficheiro mp3 de 3.65MB,
calculou-se serem necessa´rios mais de 20 segundos para a transfereˆncia deste, caso a percen-
tagem de tempo dedicada ao canal de servic¸o fosse demasiado baixa. Um ve´ıculo que viaje a
90km/h atravessaria 500m em 20 segundos, o que significa que na˜o lhe seria poss´ıvel completar
a transfereˆncia de um ficheiro mp3 se a RSU que o estava a servir na˜o possuisse um alcance
superior a 500m. A simulac¸a˜o para este exemplo foi conduzida com apenas um ve´ıculo a efec-
tuar uma transfereˆncia, tornando-se esta situac¸a˜o bastante problema´tica ao funcionamento
de aplicac¸o˜es de na˜o seguranc¸a em ambientes congestionados.
2.5 MAC Cooperativa
Um dos problemas da norma IEEE 802.11 e´ demonstrado na figura 2.12. O ve´ıculo A
pode comunicar com o Access Point (AP) 0 directamente; no entanto o ve´ıculo B apenas pode
atingir o AP 0 atrave´s do ve´ıculo A. Os standards actuais na˜o permitem uma comunicac¸a˜o
cooperativa nem uma retransmissa˜o dinaˆmica entre no´s da rede veicular. Apesar de ser
poss´ıvel com recurso a bitrates mais baixos cobrir uma maior a´rea, a utilizac¸a˜o de um ritmo
de transmissa˜o mais baixo resultara´ tipicamente num pior desempenho de toda a rede.
Atrave´s do uso da retransmissa˜o de dados entre On Board Units (OBUs) sera´ poss´ıvel
aumentar a a´rea de servic¸o efectiva de uma Road Side Unit (RSU) e o ritmo de transmissa˜o de
dados, explorando a diversidade espacial da rede. As OBUs da rede assistir-se-a˜o mutuamente
com o fim de oferecer o melhor servic¸o poss´ıvel: uma OBU que apenas possa comunicar com










D – Potencial Nó Destino
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Figura 2.13: Cooperac¸a˜o na entrega de pacotes broadcast
os seus dados de/para uma outra OBU, denominada relay, a um ritmo mais alto, que por sua
vez ira´ tambem comunicar com a origem/destino final a um ritmo mais elevado. Obte´m-se
assim um melhor desempenho da rede do que se a OBU com baixo ritmo de transmissa˜o
comunicasse directamente com a origem/destino da informac¸a˜o.
2.5.1 Protocolos propostos
O protocolo Vehicular Cooperative Media Access Control (VC-MAC), proposto em [16]
foi concebido para cena´rios de download de dados de um AP em modo broadcast. Na situac¸a˜o
ilustrada na figura 2.13 observa-se que alguns no´s na˜o conseguiram receber a informac¸a˜o envi-
ada pela RSU. Os no´s que receberam a informac¸a˜o correcta ira˜o enta˜o anunciar esta recepc¸a˜o
durante um intervalo denominado Information Exchange (IE) e sa˜o tidos como potenciais
no´s relay. Durante este intervalo, OBUs que na˜o tenham recebido a informac¸a˜o da RSU
apercebem-se de que existem potenciais relays a` sua volta e comunicam a intenc¸a˜o de rece-
ber os dados durante a segunda parte do IE. Segue-se outro intervalo temporal denominado
Relay Set Selection onde o conjunto de no´s relay o´ptimo e´ seleccionado, de forma a mini-
mizar coliso˜es utilizando a diversidade espacial da rede. Finalmente segue-se o intervalo de
Data Forwarding durante o qual os no´s relay escolhidos efectuam o broadcast da informac¸a˜o
recebida da RSU.
Em [7] e´ proposto o protocolo Adaptive Distributed Cooperative MAC (ADC-MAC). Este
protocolo permite 3 tipos de transmissa˜o de dados: Direct Transmission (DT, onde os dados
sa˜o transmitidos directamente de um no´ da rede para outro), Cooperative Relay (CR, onde
os dados sa˜o transmitidos com o aux´ılio de um no´ relay) e Two-Hop Relay (TR, onde na˜o
so´ os dados mas os pacotes RTS e CTS sa˜o transmitidos com a ajuda de um no´ relay). A
troca de pacotes entre estac¸o˜es e´ exemplificada na figura 2.14. No handshake inicial RTS-CTS
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tomam partido 3 intervenientes, o transmissor, o receptor e o relay. O relay para uma dada
transmissa˜o e´ determinado no receptor, que mante´m uma tabela, actualizada periodicamente
por pacotes recebidos da rede. Uma OBU pode assim aprender dinamicamente sobre os no´s
vizinhos, tomando a decisa˜o relativa a qual sera´ o no´ relay para uma dada transmissa˜o.
Tambe´m em [17] foi desenvolvido um protocolo adaptativo que permite a utilizac¸a˜o de
relays em redes veiculares. Se a densidade de ve´ıculos em torno de um RSU for elevada,
as comunicac¸o˜es sera˜o executadas apenas em modo one-hop, ou seja sem no´s relay. Se a
densidade de ve´ıculos for baixa, ficara˜o activas comunicac¸o˜es do tipo two-hop garantindo a`
RSU uma maior a´rea de cobertura. Estes dois modos de operac¸a˜o teˆm como finalidade na˜o
fazer com que o meio fique demasiadamante congestionado atrave´s de uma oferta permanente
de no´s relay, garantindo um bom desempenho da rede tanto em situac¸o˜es de congestionamento
como de pouco tra´fego.
2.6 Uso Eficiente do Canal
A operac¸a˜o multi-canal da MAC para comunicac¸o˜es veiculares e´ definida na norma IEEE
1609.4. Os intervalos de acesso ao canal sa˜o divididos em intervalos de durac¸a˜o fixa de 100ms,
sendo que metade deste intervalo e´ atribu´ıdo ao canal de controlo e a outra metade a canais de
servic¸o. O CCH servira´ principalmente para a troca de informac¸o˜es de seguranc¸a e mensagens
de controlo entre no´s da rede veicular, enquanto que os canais de servic¸o sera˜o de uso mais
geral por parte de outras aplicac¸o˜es. Os va´rios no´s da rede tera˜o de competir pelo acesso tanto
do CCH como do SCH, podendo isto ser um problema devido a` grande dinaˆmica da topologia
de redes deste tipo. Um dos desafios do uso eficiente do canal de transmissa˜o e´ o correcto
funcionamento de aplicac¸o˜es de infotainment que utilizem grande largura de banda ao mesmo
tempo que se garante a comunicac¸a˜o criticamente temporal entre ve´ıculos de mensagens de
seguranc¸a. Para solucionar este problema foram propostas va´rias abordagens:
• Durac¸a˜o varia´vel para intervalos de controlo e de servic¸o;
• Coordenac¸a˜o dos intervalos de controlo e de servic¸o por parte de uma RSU;
• Utilizac¸a˜o da diversidade espacial da rede para reutilizac¸a˜o de canais.
2.6.1 Intervalos de Durac¸a˜o Varia´vel
Em [8] foi proposto o esquema Variable CCH Interval MAC (VCI-MAC). Um dos pro-
blemas identificados com a durac¸a˜o fixa do intervalo de controlo foi a sua baixa eficieˆncia
devido a`s grandes variac¸o˜es na topologia de uma rede veicular: numa situac¸a˜o de grande
congestionamento, o CCH podera´ na˜o conseguir oferecer largura de banda suficiente para a
troca de todas as mensagens necessa´rias; por outro lado, quanto a densidade de no´s e´ baixa o
intervalo relativo ao CCH podera´ estar a desperdic¸ar alguma da largura de banda necessa´ria a
aplicac¸o˜es mais pesadas que estejam a utilizar um canal de servic¸o. Foi enta˜o proposto que o
intervalo relativo ao canal de controlo fosse ainda dividido num Safety Interval e WAVE Ser-
vice Announcement (WSA) Interval, como esquematizado na figura 2.15. Durante o primeiro
intervalo sera˜o trocadas as mensagens de seguranc¸a, enquanto que o segundo intervalo sera´
utilizado por no´s fornecedores de servic¸os para os anunciar atrave´s de pacotes WSA. Uma
RSU enviara´ no in´ıcio de cada intervalo de controlo um pacote VCI que indicara´ a durac¸a˜o





































































































































































































































































































































































































































































































































































































































Figura 2.14: Troca de pacotes proposta em [7].
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Abstract—This paper proposes a multi-channel MAC scheme for 
Vehicular Ad Hoc Networks (VANETs), which dynamically 
adjusts the intervals of Control Channel (CCH) and Service 
Channels (SCHs). Markov modeling is conducted to optimize the 
intervals based on the traffic condition. The scheme also 
introduces a multi-channel coordination mechanism to provide 
the contention-free access in SCHs. Theoretical analysis and 
simulation results show that the proposed scheme is able to help 
IEEE 1690.4 MAC improve the saturation throughput of SCHs 
significantly, while maintaining the prioritized transmission of 
critical safety information on the CCH. 
Keywords-Vehicular ad hoc newtworks; medium access control; 
multi-channel; IEEE 1609.4 
I. INTRODUCTION 
Recently, the IEEE 1609.4 [1] is considered as a default 
multi-channel MAC standard for VANETs, which defines the 
general framework for multi-channel management. The 
channel access time outlined in IEEE 1609.4 standard draft is 
divided into synchronization intervals with a fixed length of 
100ms, consisting of a CCH interval and an SCH interval, 
50ms of each. The CCH is a public channel for providing 
safety relevant applications and exchanging control packets 
among vehicles. SCHs are used to support the non-safety 
service applications. However, Wireless Access in Vehicular 
Environments (WAVE) nodes have to content both CCH and 
SCHs for every packet. This is improper and inefficient for a 
VANET with the characteristics of highly dynamic topology 
change and traffic priority differentiation. Moreover, in a 
congested vehicular traffic condition, the limited length of 
CCH is unable to provide sufficient bandwidth to deliver a 
large amount of safety packets and control packets. On the 
other hand, if the node density is sparse, the occasional 
transmission on the CCH channel will waste some of CCH 
interval, so that some large bandwidth consuming applications 
cannot obtain enough bandwidth resource on the SCHs. 
In spite of many ongoing academic and industrial research 
efforts on VANETs, the proposed MAC solutions [2][3] allow 
VANETs to work well only in some limited scenarios with 
weak channel utilization. This paper proposes a Variable CCH 
Interval (VCI) multi-channel MAC scheme to enhance the 
saturation throughput of IEEE 1609.4 in VANETs. The 
following salient feature of our work makes it different from 
the existing schemes. (1) The CCH interval is further divided 
into the Safety Interval and the WSA Interval. (2) Variable 
intervals of the CCH and SCHs can improve the saturation 
throughput of SCHs while ensuring the transmissions of safety 
information on CCH. (3) A multi-channel coordination 
mechanism provides contention-free SCHs by the channel 
reservation on CCH. However, the current version of the VCI 
MAC scheme only works well in a VANET controlled by a 
centralized Roadside Unit (RSU). The design of a distributed 
VCI approach is our future research work. 
II. THE VCI MULTI-CHANNEL MAC SCHEME 
The VCI MAC scheme inherits the multi-channel access 
framework defined in IEEE 169.4. In VCI MAC, the CCH 
interval consists of Safety Interval and WSA Interval. As shown 
in Fig. 1, a new CCH interval begins from the Safety Interval, 
during which nodes transmit safety information and broadcast 
VCI packets. Let n be the number of nodes, and Bcch be the 
transmission data rate of CCH. It is known that Tsa is 
proportional to n and in inverse proportion to Bcch, 
i.e., 310 cchsaT k n B= ⋅ ⋅ , where k is a predefined factor. During 
the WSA Interval, service providers broadcast WSA (WAVE 
Service Announcement) packets. Furthermore, a service user 
can initiatively send a RFS (Request for Service) packet to 
make an agreement with certain service provider. 
 
Figure 1.  The VCI Multi-channel MAC Scheme 
The VCI MAC adopts a coordination mechanism to reserve 
the channel access of SCHs. During the WSA Interval, service 
providers broadcast WSA packets, piggyback with the identity 
of the offered service and SCH ID. Other nodes that need the 
service can respond with an acknowledgment (ACK). 
Moreover, service users can initiatively start reservations by 
sending a RFS to the desired service provider. Based on the 
traffic load and the statistic of channel condition, the service 
provider will decide if the request is acceptable. Then, a 
positive ACK will indicate the access interval and the SCH ID 
to be used. All reservations for a single SCH are recorded in a 
dedicated queue. After the CCH interval, nodes switch to SCHs 
and orderly transmit service data according to the reservations 
records in the relevant queue. Consequently, each SCH 
performs contention free transmission. 
III. VARIABLE CCH INTERVAL APPROACH 
The VCI MAC can dynamically adjust Tcch and Tsch 
according to the current traffic environment. As shown in Fig. 
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Figura 2.15: Divisa˜o do intervalo de controlo e trocas de pacotes propostas em [8].
entanto esta abordagem e´ apenas poss´ıvel quando coordenada atrave´s de uma RSU, estando
em progresso o desenvolvimento deste esquema para um sistema distribu´ıdo.
Tambe´m em [15] e´ proposto um ajuste da durac¸a˜o dos intervalos de controlo e de servic¸o
de acordo com a densidade de no´s verificada a cada momento, como forma de assegurar a
correcta comunicac¸a˜o de mensagens de seguranc¸a entre ve´ıculos.
2.6.2 Coord nac¸a˜o por RSU
Outro esquema para servir tanto mensagens de seguranc¸a como aplicac¸o˜es que utilizem
maior largura de banda foi proposta em [18]. Aqui sa˜o utilizados dois diferentes me´todos de
transmissa˜o de mensagens: se o ve´ıculo estiver na proximidade de uma RSU, denominada por
Coordinating Access Point (CAP), sera´ a RSU a controlar toda a rede, ditando os intervalos
durante os quais podem ser trocadas mensagens de seguranc¸a e intervalos durante os quais
servic¸os podem ser oferecidos; na auseˆncia de uma RSU, os ve´ıculos criara˜o uma rede ad-
hoc onde apenas sera˜o trocadas mensagens de seguranc¸a. Um CAP contera´ uma lista dos
ve´ıculos na sua proximidade e coordenara´ a transmissa˜o de mensagens de seguranc¸a atrave´s de
polling num intervalo denominado Collision Free Period (CFP). Para que a lateˆncia ma´xima
seja 100ms, cada ve´ıculo tera´ a possibilidade de transmitir as suas mensagens relativas a
seguranc¸a a pelo menos cada 100ms. Assim, tal como na proposta anterior, a RSU tera´ a
maior responsabilidade na sincronizac¸a˜o da rede para permitir a operac¸a˜o em va´rios canais.
A prestac¸a˜o de servic¸os que na˜o de seguranc¸a apenas decorrera´ nas imediac¸o˜es de um CAP.
2.6.3 Diversidade Espacial
Um protocolo baseado na criac¸a˜o de clusters de ve´ıculos coordenado por uma RSU, Cluster
MAC (CMAC), e´ descrito em [19] e demonstrado na figura 2.16. A RSU aloca canais a ve´ıculos
baseando-se nos seus clusters, permitindo a reutilizac¸a˜o de canais em clusters na˜o adjacentes.
A coordenac¸a˜o de todas as comunicac¸o˜es numa dada a´rea por parte de uma RSU permite
uma comunicac¸a˜o sem contenc¸a˜o do meio. Propo˜e-se a utilizac¸a˜o de duas antenas direccionais
na RSU como forma de manter comunicac¸o˜es simultaˆneas com a´reas opostas da estrada sem
interfereˆncia entre elas. E´ mantida uma fila na RSU para pedidos de envio de mensagens de
seguranc¸a e uma outra fila para pedidos diversos, dando-se a` primeira uma maior prioridade.
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Clusters
Zonas de Intersecção de Clusters
RSU
Figura 2.16: Clusters numa Rede Veicular.
No entanto esta abordagem, tal como outras, na˜o sera´ poss´ıvel num modo ad hoc sem a
existeˆncia de RSUs.
2.7 Qualidade de Servic¸o
Outro aspecto importante que a camada MAC tem de ter em conta e´ a qualidade de
servic¸o das va´rias aplicac¸o˜es. Um dos problemas identificados relativamente ao IEEE 802.11p
e´ o facto de o seu mecanismo de contenc¸a˜o de canal dificultar imenso a entrega de dados a
um ritmo elevado, principalmente em ambientes muito congestionados. Em redes veiculares
altamente dinaˆmicas torna-se importante obter o maior throughput poss´ıvel para permitir o
funcionamento correcto de aplicac¸o˜es de entertenimento, que se espera aumentara˜o o conforto
para passageiros de ve´ıculos.
Para ale´m do correcto funcionamento de servic¸os de lazer, e´ tambe´m necessa´rio garantir
que as mensagens de seguranc¸a sa˜o entregues a todos os ve´ıculos nelas interessados dentro de
um intervalo de tempo curto e com uma baixa percentagem de perda de pacotes. A correcta
disseminac¸a˜o de mensagens de seguranc¸a e´ um dos grandes desafios das Vehicular Ad-hoc
Networks (VANETs), pois a rede e´ completamente distribu´ıda e informac¸o˜es sobre eventos
su´bitos que ocorram na estrada podem ser a diferenc¸a entre a vida e a morte. As mensagens
de seguranc¸a em redes veiculares sa˜o assim semelhantes a aplicac¸o˜es de tempo real, onde
as mensagens teˆm de ser entregues com um atraso inferior a uma deadline, apo´s a qual a
mensagem perde a sua utilidade.
O aumento do conforto para condutores e passageiros de ve´ıculos podera´ ser um factor
motivador para os consumidores, alastrando as redes veiculares a um maior nu´mero de pessoas
e tornando o desenvolvimento de sistemas deste tipo atractivo de um ponto de vista comercial.
E´ enta˜o importante que a MAC oferec¸a tambe´m uma boa base ao funcionamento deste tipo
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 IV. VMESH MAC PROTOCOL 
The novel VMESH protocol is compliant with the multi-
channel operation scheme defined in IEEE P1609.4. Four new 
attributes are introduced in the novel VMESH protocol in com-
parison with the current WAVE MAC.  
A. VMESH superframe structure 
On top of the synchronization interval specified in IEEE 
1609.4 for multi-channel operation we define the concept of 
VMESH superframe, which contains multiple 1609 synchroniza-
tion intervals. As show in Figure 4, ten consecutive synchroniza-
tion intervals started at the beginning of each UTC second form a 
VMESH superframe. 
B. Beacon period and safety period in each CCH interval 
In VMESH MAC the CCH interval defined in IEEE 1609.4 is 
further divided into two parts, namely the Beacon Period (BP) 
and the Safety Period (SP). The BP, consisting of a number of 
beacon slots, is designed for a synchronized distributed beacon-
ing protocol, which will be described in the next subsection. And 
the SP is exclusively reserved for the safety applications. In SP, 
the devices have to follow the EDCA rule for transmitting their 
messages, as depicted in Figure 4. 
 
Figure 4. Channel access process of VMESH MAC 
C. Distributed VMESH beaconing scheme 
The key asset of the VMESH MAC is the synchronized and 
distributed beaconing scheme. According to the protocol, each 
device has to choose a unique beacon slot in the BP, and trans-
mits its beacon in every CCH interval. The access to beacon slots 
is ruled by the Reservation-ALOHA (R-ALOHA) protocol [3], 
which can guarantee a relatively low beacon collision probabil-
ity. The information carried by beacons includes: 
• Local information of the transmitter, e.g. MAC ID, 
beacon slot number and GPS position data, etc. 
• BP occupancy status viewed by the transmitter in the 
last BP, i.e., its one-hop neighbor map. 
• DRP information for the collision free access to 
SCHs. 
With the distributed beaconing algorithm, each device can get 
the instant topology of its neighborhood, exchange information 
with its direct neighbors and learn the information about the 
neighbors’ neighbors. More important, the distributed beaconing 
scheme establishes a signaling channel for making dynamic re-
source reservation on SCHs, which is meant to improve the per-
formance of the throughout-sensitive non-safety applications.  
D. Distributed Reservation Protocol (DRP) for SCH access 
In stead of contention based access, VMESH devices follow a 
reservation based Time Divided Multiple Access (TDMA) for 
utilizing SCHs. A device can transmit its packets without sensing 
the channel state in its channel time reservation, as shown in 
Figure 4. The channel time reservation is performed by the DRP. 
The work flow of DRP is described as follows: 
• Upon receiving the beacon from a service provider, 
usually a RSU, the device initiates its reservation re-
quest based on the traffic load and the current SCH 
occupancy information it learned from its neighbor’s 
beacons.  
• The reservation request is broadcasted within the next 
beacon from the initiator. The reservation request 
contains the information of communication partner 
ID and the channel resource requirement, e.g. the 
SCH ID, the SCH interval ID(s) in a superframe and 
the starting time and the duration of the reservation.  
• On the reception of the reservation request the in-
tended communication partner, i.e. the service pro-
vider, checks the availability of the proposed reserva-
tion. In case a collision is detected, a revised channel 
resource proposal or a rejection indication is fed back 
to the initiator within its next beacon for another 
round of DRP negotiation. Otherwise, a DRP Infor-
mation Element (IE), describing this reservation is 
included into the beacons of both the service provider 
and the service user, in order to inform all their 
neighbors about the upcoming transmission.  
• At the reserved time, both service user and the ser-
vice provider switch to the booked SCH and ex-
change the data. 
• As long as the reservation is valid, its DRP IE has to 
be enclosed in the beacons of the service provider 
and the service user for the purpose of indicating the 
channel usage and prevent the hidden station prob-
lem. 
• The channel resource is released by removing the 
DRP IE from the beacons of communication partners, 
e.g., when the service provider and service user are 
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2007 proceedings. 
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Figura 2.17: Divisa˜o do intervalo de controlo e trocas de pacotes propostas em [9].
de aplicac¸o˜es.
Tem-se enta˜o dois tipos de specificac¸a˜o principais em comunicac¸o˜es veiculares
• Largura de banda para apli ac¸o˜es de infotainment ;
• Baix lateˆncia para entrega ra´pida de m nsanges de seguranc¸a.
2.7.1 Qualidade de Servic¸o para Infotainment
No protocolo Vehicular MESH MAC (VMESH-MAC) [9] o problema do ritmo de tra´fego
para servic¸os de entertenimento e´ abordado. Neste protocolo, cada segund UTC (denomi-
nado no protocolo por super-frame) e´ dividido em 10 intervalos e cada intervalo de canal de
controlo e´ dividido entre um per´ıodo de beacon (BP) e um per´ıodo de seguranc¸a (SP), reser-
vado exclusivamente para troca de mensagens de seguranc¸a. Durante o per´ıodo de beacon, os
ve´ıculos anunciam a sua presenc¸a na rede e tentam reservar no no´ fornecedor de servic¸o um
determinado canal de servic¸o e uma determinada posic¸a˜o durante um super-frame durante o
qual o ve´ıculo podera´ aceder ao meio, livre de mecanismos de contenc¸a˜o. Este processo esta´
representado na figura 2.17. Atrave´s deste protocolo e´ poss´ıvel efectuar reserva de servic¸os
em que o fornecedor pode ser tanto uma RSU como uma OBU. No entanto, ao dividir o
intervalo do canal de controlo em 2, reduzira´ as oportunidades de transmissa˜o de mensagens
de seguranc¸a, podendo estas ser atrasadas.
O protocolo WAVE-Hybrid Coordination Function (W-HCF) foi proposto em [10]. O
mecanismo proposto e´ representado na figura 2.18. Durante um intervalo de controlo uma
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the TXOP RSP reception with a TXOP ACK, in which it
re-advertises the new duration of the CAP. Finally, after the
TXOP ACK arrival, the RSU adds the user to its polling list.
If the TXOP negotiation succeeds, the requesting user
becomes what we call a Q-user, and can profit from the next
contention-free period for receiving/sending packets.
By spreading out the values of current and future CAP
durations in TXOP REQ, RSP, and ACK frames, the hidden
terminal problem can be minimized because these frames are
transmitted from different positions.
In fact, vehicles hidden to the RSU, but neighbors of the
Q-users, overhearing these frames, refrain from transmitting
during the CAP, thus preserving the reservation. All the OBUs
listening to the SCH and overhearing the negotiation messages
update their own information about the future channel status
occupancy, which we indicate as SAV (SCH Allocation Vec-
tor), in a way similar to the NAV (Network Allocation Vector)
update. Thus, if at any given time the SAV signals a busy
medium to the OBU, it abstains from accessing the channel.
C. CAP duration update
According to the number of interested users in receiv-
ing/sending QoS-sensitive traffic, the RSU dynamically deter-
mines the CAP duration to be reserved in the next SCH period.
The duration is tailored to include one or more TXOPs, which
will be consumed by the RSU itself to deliver traffic to the
Q-users, or by the Q-users to transfer traffic to the RSU.
It is worth to remark that a CAP duration cannot last the
entire SCH interval, in order to avoid the starvation of non
QoS-sensitive traffic. Thus, it is dimensioned in such a way
to enable at least the transmission of a MAC-PDU (Protocol
Data Unit) of maximum size in a contention-based mode.
The new value of CAP duration is advertised in the Q-
WSA(s) the RSU will send in the next CCH interval. OBUs
which receive it, by reading the SCH Occupancy field, will
update their SAV accordingly.
D. W-HCF data transfer
At the beginning of the SCH interval, the RSU seizes the
channel, after waiting for a PIFS (PCF Inter-Frame Spacing),
and starts the CAP by sending a beacon frame which re-
advertises the CAP duration. Then, the RSU allows to transmit
each Q-user through a polling/response scheme. RSU transmits
its data frames and sends to each Q-user a CF-Poll frame to
assign them TXOPs, similarly to what stated by the 802.11e
HCCA.
During the polling-based interval, the RSU can maintain the
control of the channel by avoiding that it remains idle for pe-
riods longer than a PIFS. Moreover, RSU can directly monitor
the Q-users status and decide to schedule transmissions from
other Q-users in the polling list, in case of missing polling
answers from some Q-users. If a Q-Pr realizes it has to end
the contention-free period in advance because of missing Q-
users, it sends an explicit CF-End frame.
At the end of the CAP, and until the end of the current
SCH interval, the transmission of non QoS-sensitive traffic
is allowed, which accesses the channel following the EDCA
rules.
The overall transmission during the CCH and the SCH
intervals is depicted in Figure 2.
To summarize, OBUs get information about the channel
status both through Q-WSAs, sent during the CCH intervals,
and through the overhearing of the TXOP negotiation frames
and of the beacon frame, during the SCH intervals. This results
in redundancy, however we believe that high reliability is
needed in the dissemination of the information relevant to
the contention-free period. In fact, given the high turnover of
vehicles and the bad propagation conditions which characterize
a vehicular environment, such a solution ensures that nodes
can have different chances to know the duration of the CAP,
and collisions during the CAP can be avoided.
Fig. 2. Transmission scheme
E. Position-aware polling
The TXOP negotiation is inspired by the Request to
Send/Clear to Send (RTS/CTS) mechanism of 802.11-based
networks. However, while the reservation made through the
RTS/CTS mechanism is valid on a packet basis, the validity
of our TXOP negotiation is for a given period of time (whose
duration depends on the prediction of vehicle mobility), and
it can be, if needed, refreshed.
We foresee that in the TXOP REQ message the user notifies
the RSU of its position, its speed, and its direction retrieved
via a positioning system. Starting from this information, the
RSU can estimate the time during which the user is expected to
remain under its coverage; we call this time interval the Q-user
predicted contact time2. This predicted duration represents the
permanence time of the Q-user in the polling list managed by
the RSU. The RSU will notify the Q-user of this value through
the TXOP RSP message.
If within a given Q-user contact time, the Q-user does not
answer to a CF-Poll, then the RSU can try to poll it again after
having polled all the other stations in its polling list, only if
residual time is available before the agreed CAP duration ends.
If the node mobility prediction made by RSU is reliable, a
missing answer to a CF-Poll is most probably due to a channel-
error induced packet (CF-Poll or data frame) loss.
Such a loss can be due either to interference from the other
nodes which are not aware of the contention-free period, e.g.,
nodes which are two hops away from the RSU or new nodes
2A worst case estimation can be done by considering the maximum node
speed.
Figura 2.18: Troca de pacotes e coordenac¸a˜o por RSU propostas em [10].
RSU com capacidade de oferecer qualidade de servic¸o, denominada Q-Provider (Q-Pr), envia
tramas QWSA para anunciar esta funcionalidade a OBUs na sua proximidade. As OBUs que
quiserem requisitar este servic¸o podera˜o reservar um per´ıodo durante o intervalo de servic¸o
durante o qual conseguira˜o efectuar transmissa˜o de dados sem qualquer contenc¸a˜o do meio.
Isto e´ conseguido com a reserva por parte do Q-Pr de um intervalo de tempo dentro de um
SCH, denominado por Controlled Access Period (CAP), durante o qual a RSU ira´ efectuar
o polling das OBUs das quais recebeu uma reserva. As RSUs que na˜o efectuaram nenhuma
reserva e na˜o se encontram a executar nenhuma aplicac¸a˜o que requere qualidade de servic¸o,
tera˜ de esperar pelo fim do CAP para transmistir ou receber dados. O Q-P estima o tempo
que uma dada RSU estara´ dentro do seu alcance, atrave´s de pacotes trocados entre os no´s
que indicam a posic¸a˜o, velocidade e direcc¸a˜o de um ve´ıculo, e continuara´ a executar polling
de m ve´ıculo que tenha efectuado reserva ate´ que este tempo se esgote. Caso o ve´ıculo se
encontre ainda nas imediac¸o˜es do Q-Pr podera´ efectuar uma nova reserva para continuar a
desfrutar da qualidade de servic¸o oferecida pela RSU. Uma desvantagem desta abordagem e´
a de na˜o permitir qualidade de servic¸o nas transmisso˜es V2V, necessitando da coordenac¸a˜o
de uma RSU.
2.7.2 Qualidade de Servic¸o para Seguranc¸a
Um protocolo distribu´ıdo para reserva de posic¸o˜es durante o intervalo do canal de controlo,
Dedicated Multi-Channel MAC (DMMAC) e´ apresentado em [11]. Aqui cada ve´ıculo tera´ a
possibilidade de enviar mensagens de seguranc¸a sem contenc¸a˜o do meio atrave´s da reserva de
uma posic¸a˜o. O canal de controlo e´ dividido em duas fases: uma em que o acesso na˜o tem
contenc¸a˜o do meio e e´ reservado por cada ve´ıculo denominado por Adaptive Broadcast Frame
(ABF); a restante durac¸a˜o do canal de controlo e´ d nominad C ntention-based Re ervation
Period (CRP) e e´ utilizada para efectuar reservas durante o ABF e anu´ncios de outros servic¸os
que estejam a ser prestados. A durac¸a˜o dos intervalos de controlo e de servic¸o sa˜o fixas, mas
a durac¸a˜o do ABF e CRP e´ varia´vel de acordo com as necessidades. Esta divisa˜o do canal de
controlo encontra-se representada na figura 2.19.
[20] propo˜e-se a utilizar o standard MAC RR-ALOHA, uma alternativa a` MAC IEEE
802.11p, como forma de evitar contenc¸a˜o no meio. Neste protocolo, slots temporais sa˜o
alocados dinamicamente sem necessitar de um no´ coordenador, sendo por isso um protocolo
distribu´ıd e adequado para redes ad-hoc. Neste protocolo os no´s acrescent m `s suas tramas
MAC um campo Frame Information (FI) que conte´m a sua percepc¸a˜o da rede, isto e´, que
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spatial reuse is that of VANET Multi-channel MAC (VMMAC) 
in [9]. By using the directional antenna and coordinating as in 
WAVE MAC, VMMAC, in spite of its implementation 
complexity, allows pairs of terminals with idle beams to 
connect in the same channel to overcome the limitation on the 
number of channels in realistic scenarios.  
The proposal in [10] is a clustering-based multi-channel 
MAC protocol with a QoS guarantee for safety and non-safety 
applications. The collection and forwarding of safety messages 
by cluster-head and real-time packets between cluster-heads 
help to improve performance. Reference [3] proposes a token 
ring MAC protocol, called MCTRP, for the inter-vehicle 
communications. Depending on the token ring coordination, 
MCTRP provides fast delivery of emergency messages and 
higher throughput. Nevertheless, the performance of the above 
two designs is achieved at the expense of equipping two radios 
on each vehicle. 
Although TMMAC in [11] is not directly designed for 
VANET, some relevant features are still applicable, including 
the TDMA-based communication window for reliable packet 
delivery and the channel negotiation scheme during the ATIM 
(Ad hoc Traffic Indication Messages) window. Since reliable 
broadcast on the common channel is disabled in TMMAC, 
such a design cannot be used for safety applications.  
III. OVERVIEW OF DMMAC 
Figure 1 shows the overall architecture of DMMAC. The 
channel coordination scheme is similar to WAVE MAC: the 
channel access time is equally divided into Sync Intervals, and 
each Sync Interval consists of a CCH Interval (CCHI) and an 
SCH Interval (SCHI) of the same length. In DMMAC, the 
CCHI is further divided into an Adaptive Broadcast Frame 
(ABF) and a Contention-based Reservation Period (CRP). 
 
Figure 1.  Architecture of DMMAC 
The ABF consists of time slots, and each time slot is 
dynamically reserved by an active vehicle (the vehicle whose 
communication equipment has started working) as its Basic 
Channel (BCH) for collision-free delivery of the safety 
message or other control messages. The number of time slots 
contained in the ABF is called the ABF Length (ABFL). There 
is no uniform ABFL for the entire network. Although the 
ABFL of the vehicle must be an element of 
ሾܣܤܨܮ௠௜௡, ܣܤܨܮ௠௔௫ሿ , where ܣܤܨܮ௠௜௡  and ܣܤܨܮ௠௔௫  are 
predefined minimum and maximum ABFLs in the system, each 
vehicle can adjust its ABFL in every CCHI according to the 
network topology of its neighborhood. Such an adjustment as 
well as other details of adaptive broadcasting is presented in 
the Adaptive Broadcasting Implementation Protocol (ABIP) in 
the next section. 
The CRP uses CSMA/CA as its channel access scheme. 
During the CRP, vehicles negotiate and reserve the resources 
on SCHs for non-safety applications.  Because of the fixed-
length CCHI, the length of the CRP depends on the ABFL of 
the vehicle. Therefore, vehicles may enter the CRP 
asynchronously. To avoid potential collisions, such as a 
collision when vehicle 1 sends a packet to vehicle 2 during its 
CRP while vehicle 2 is still in the ABF, some vehicles may 
have several additional slots named Virtual Slots after entering 
the CRP. The Virtual Slot operation is described in the next 
section in relation to the ABF operation. The Contention-based 
Reservation Implementation Protocol (CRIP) describes the way 
in which vehicles conduct channel negotiation and selection. 
Despite that DMMAC and TMMAC have different channel 
selection algorithms, DMMAC’s channel negotiation is similar 
to TMMAC’s three-way handshake during the ATIM window. 
As shown in Figure 2, a pair of vehicles needs to exchange 
three types of packets, i.e., CRP-REQ, CRP-RES, and CRP-
ACK, to complete one negotiation. Moreover, the vehicle can 
use the CRP-BRD packet for emergency safety announcements 
in the CRP. However, we shall not deal with CRIP in this paper 
and focus only on ABIP.  
 
Figure 2.  Channel negotiation between B and C in the CRP 
SCHI also divides the channel access time into equal 
duration slots. All the slots on the same channel are grouped 
into one Non-Safety Application Frame (NSAF). Because of 
cross-channel interference, Available SCHs (ASCHs) are 
defined and represent a set of SCHs in which any two channels 
have negligible cross-channel interference. All NSAFs in one 
SCHI can be reserved during the CRP in the same Sync 
Interval for providing collision-free transmissions for non-
safety related data.  
IV. ADAPTIVE BROADCASTING IMPLEMENTATION 
The Adaptive Broadcasting Implementation Protocol is a 
set of rules for regulating vehicles’ access behaviors in the 
ABF, including how to reserve a slot as BCH, how to adjust the 
ABFL, how to determine whether to add virtual slots after the 
end of the ABF. 
A. BCH Reservation process 
Without centralized coordination, a distributed way is 
needed to let the vehicle reserve its BCH.  RR-ALOHA [12] is 
such an approach for dynamic slot reservation, and we adopted 
some of its ideas to handle the BCH reservation problem. 
Before we present how reservation works, we should 
present some definitions. i represents the identifier of the 
vehicle. Let ࣩ௜ be the set of one-hop neighbors of vehicle i and ࣩூ ൌ ࣩ௜ ൅ ሼ݅ሽ, where ࣩூ  is the set of all vehicles within one-
hop area of vehicle i. Similarly, ௜࣮  denotes the set of all 
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2010 proceedings.
Figura 2.19: Divisa˜o do anal de controlo proposta em [11].
slots temporais esta˜o ocupados por que no´. No entanto, devido a`s especificidades das redes
veiculares (alta mobilidade, baixos tempos de conectividade), foi necessa´rio identificar alguns
dos problemas deste protocolo e sugerir soluc¸o˜es, criando o RR-ALOHA+. As alterac¸o˜es
incluem a difus˜o de FIs por 2 saltos, permitindo uma maior vista da rede que circunda um
ve´ıculo, melhores mecanismos de detecc¸a˜o de poss´ıveis coliso˜es, reutilizac¸a˜o de slots temporais





Pretende-se no contexto deste projecto o desenvolvimento de um proto´tipo para comu-
nicac¸o˜es veiculares de acordo com os standards WAVE e IEEE 802.11p, sendo implementadas
as va´rias camadas da pilha protocolar. Escolheu-se implementar a camada MAC e a parte
digital da PHY num u´nico System on Chip (SoC). O desenvolvimento de uma camada MAC
pro´pria do projecto facilita a integrac¸a˜o desta dentro da plataforma concebida, para ale´m
de permitir a realizac¸a˜o de testes de desempenho focados nas diferentes funcionalidades da
camada de acesso oferecendo va´rios n´ıveis de flexibilidade. Diferentes abordagens podem ser
tomadas quanto ao desenvolvimento da MAC, nomeadamente ao n´ıvel das funcionalidades
que se desejam ser implementadas em software correndo sobre um microprocessador e aquelas
que sa˜o implementadas recorrendo a lo´gica custom em hardware, interface entre as restantes
camadas protocolares e acesso a mo´dulos adicionais presentes no proto´tipo, como por exemplo
mo´dulo GPS como forma de realizar a sincronizac¸a˜o da estac¸a˜o. A camada MAC desenvolvida
potenciara´ ainda a investigac¸a˜o na a´rea de camadas de acesso para comunicac¸o˜es veiculares,
por exemplo, ao n´ıvel de propostas de alterac¸a˜o e melhoramento dos standards actuais.
Escolheu-se utilizar uma FPGA para o desenvolvimento e implementac¸a˜o da nossa camada
MAC pela flexibilidade que esta oferece relativamente a` divisa˜o das funcionalidades que se
desejam ser implementadas em software correndo sobre um microprocessador e aquelas que se
pretende sejam implementadas por hardware dedicado. A integrac¸a˜o e interface com a camada
PHY sera´ tambe´m mais flex´ıvel, uma vez que as camadas MAC e PHY sera˜o implementadas
no mesmo chip. O crescente aumento de capacidade das FPGAs possibilita a implementac¸a˜o
de lo´gica bastante complexa com um bom desempenho devido ao paralelismo de operac¸o˜es
que se consegue alcanc¸ar, para ale´m das vantagens oferecidas ao n´ıvel de testes: alterac¸o˜es ao
projecto sa˜o efectuadas, implementadas em hardware e testadas num muito curto espac¸o de
tempo. Para ale´m do hardware em si, as ferramentas de desenvolvimento de SoCs existentes
facilitam enormemente a concepc¸a˜o deste tipo de sistemas, particularmente a integrac¸a˜o do
microprocessador com o hardware dedicado desenvolvido.
Na figura 3.1 encontra-se representada a arquitectura geral do sistema, onde se apresenta
a MAC e parte da PHY completamente implementadas em FPGA e a subcamada PHY Radio












Figura 3.1: Arquitectura geral do sistema.
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3.2 Funcionalidades da camada MAC
A camada MAC implementada devera´ realizar as seguintes func¸o˜es:
• Gesta˜o da memo´ria para recepc¸a˜o/transmissa˜o;
• Comunicac¸a˜o com a camada PHY;
• Recepc¸a˜o de tramas da PHY;
• Transmissa˜o de tramas para a PHY;
• Manutenc¸a˜o dos timers do sistema, tanto relativos a` contenc¸a˜o do meio como do relo´gio
do sistema;
• Gerac¸a˜o e verificac¸a˜o do campo Frame Check Sequence (FCS) para validac¸a˜o de tramas;
• Construc¸a˜o de tramas MAC;
• Comunicac¸a˜o com camadas superiores;
• Extracc¸a˜o de cabec¸alho para tramas recebidas;
• Construc¸a˜o de cabec¸alho para tramas a enviar;
• Processamento de tramas recebidas;
• Controlo de acesso ao meio, tanto virtual como f´ısico;
• Gerac¸a˜o de respostas a certas tramas (envio de tramas ACK e RTS/CTS).
3.3 Decomposic¸a˜o entre UMAC e LMAC
Para a concepc¸a˜o da nossa camada de acesso, decidiu-se dividir a MAC em duas partes
distintas: UMAC e LMAC. Como o nome indica a UMAC tratara´ da comunicac¸a˜o entre a
MAC e as camadas superiores e de operac¸o˜es de mais alto n´ıvel, estando definida em software.
A LMAC, por outro lado, sera´ completamente definida em hardware e estara´ encarregue de
func¸o˜es de mais baixo n´ıvel e da comunicac¸a˜o com a camada PHY.
Esta divisa˜o partiu da necessidade de algumas das func¸o˜es da camada de acesso necessita-
rem de uma maior predictabilidade e precisa˜o em termos temporais, sendo este determinismo
imposs´ıvel de assegurar a um n´ıvel mais alto. Assim foram identificadas as funcionalidades
que necessitariam de ser implementadas em hardware e aquelas que, na˜o requerendo uma
precisa˜o temporal ta˜o alta, poderiam ser implementadas em software. Esta divisa˜o na˜o e´
final, e a` medida que mais testes va˜o sendo efectuados e mais mecanismos implementados,
podera´ revelar-se necessa´rio transferir algumas das funcionalidades da UMAC para LMAC
ou vice-versa.
Outra vantagem deste tipo de arquitectura e´ a possibilidade de a LMAC estar a receber
uma trama da PHY ao mesmo tempo que a UMAC processa outros dados, permitindo assim
um paralelismo de operac¸o˜es.
A arquitectura geral da camada MAC com maior enfaˆse na LMAC encontra-se esquema-
tizada na figura 3.2. Tramas vindas da camada PHY sera˜o colocadas numa memo´ria interna
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de posic¸o˜es de tamanho fixo, sendo validado o seu campo FCS a` medida que os dados va˜o
chegando a` MAC. Quando a trama tiver sido transmitida na totalidade a` camada, MAC ira´
ser gerada uma interrupc¸a˜o notificando a UMAC da existeˆncia de novos dados na memo´ria.
Caso a UMAC deseja transmitir uma trama, vinda de camadas superiores ou gerada inter-
namente, escreveˆ-la-a´ tambe´m na memo´ria interna da LMAC, juntamente com o cabec¸alho
MAC gerado. A UMAC podera´ enta˜o escrever num registo da LMAC, dando in´ıcio ao pro-
cesso de envio dos dados em memo´ria para a camada PHY. A` medida que os dados va˜o sendo
enviados e´ gerado o campo FCS para a trama e e´ enviado para a PHY assim que os dados
em memo´ria tiverem sido transmitidos. O modelo de programac¸a˜o da LMAC e´ especificado
na secc¸a˜o 3.4.
Cabera´ assim a` LMAC:
• Realizar o interface entre a camada MAC e a camada PHY;
• Gesta˜o da memo´ria de tramas;
• Gesta˜o dos timers do sistema;
• Gerac¸a˜o do Cyclic Redundancy Check (CRC)32 para tramas enviadas e verificac¸a˜o de
erros para tramas recebidas;
Enquanto que a UMAC ficara´ encarregue de:
• Comunicac¸a˜o com as camadas superiores;
• Processamento de tramas recebidas;
• Contruc¸a˜o do cabec¸alho MAC;
• Controlo de acesso ao meio.
3.4 Modelo de Programac¸a˜o da LMAC
Na figura 3.3 esta˜o representados os registos presentes na LMAC, atrave´s dos quais a
LMAC pode controlar a sua actividade ou ler o seu estado. A func¸a˜o de cada um deles, bem
como os procedimentos a efectuar pela UMAC para os utilizar correctamente esta˜o descritos
no apeˆndice A.
3.4.1 Registos de Estado
Estes registos permitem a` UMAC verificar o estado de va´rias func¸o˜es da LMAC entre elas:
• Estado da Memo´ria (MEMSTA) - Neste registo e´ poss´ıvel a` UMAC determinar o
nu´mero de posic¸o˜es livres em memo´ria (FREES), o nu´mero total de posic¸o˜es (NSTLS),
o sucesso ou insucesso da alocac¸a˜o de uma posic¸a˜o (VLDSL) e o ID da posic¸a˜o alocada
(ALCID). Cada posic¸a˜o de memo´ria pode conter uma trama MAC;
• Estado de Transmissa˜o (STATUS) - Verificac¸a˜o da disponibilidade da LMAC em
















Figura 3.2: Arquitectura geral da camada MAC.
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Figura 3.3: Modelo de programac¸a˜o simplificado da LMAC.
• Estado de Recepc¸a˜o (RXSTAT) - Neste registo a UMAC pode verificar se existem
tramas recentemente recebidas a` espera de ser atendidas (RXRDY), se se encontram
outras ainda em fila de espera para leitura pela UMAC (LASTM), e em que posic¸a˜o
de memo´ria se encontram (SLTID). Este registo e´ actualizado de cada vez que e´ lido,
i.e. quando a UMAC leˆ este registo e´ colocado no campo SLTID uma nova posic¸a˜o de
memo´ria com uma trama a` espera de ser atendida (se existir) e actualizados os campos
RXRDY e LASTM;
• Valor de Timers Internos (TMVALL e TMVALH) - Dois registos contendo os
32 bits menos (VALLO) e mais significativos (VALHI) do timer do sistema;
• Informac¸a˜o de Tramas em Memo´ria (FRINFn) - Um registo por cada posic¸a˜o de
memo´ria, onde se encontra informac¸a˜o relativa a` existeˆncia de dados va´lidos na posic¸a˜o
de memo´ria correspondente (VALID), se a trama nessa posic¸a˜o foi recebida da PHY ou
colocada pela UMAC (NTXRX), o offset dos dados em relac¸a˜o ao enderec¸o inicial da
posic¸a˜o de memo´ria (MSGOF) e o tamanho da trama (MSGSZ);
• Timestamp para Tramas Recebidas (FRTSHn e FRTSLn) - Dois registos con-
tendo os 32 bits menos (TSTLO) e mais significativos (TSTHI) do timestamp de re-
cepc¸a˜o para cada posic¸a˜o de memmo´ria.
3.4.2 Registos de Controlo
Os registos de controlo possibilitam a` UMAC actuar na LMAC, efectuando diversos pe-
didos e operac¸o˜es.
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• Controlo do Timer Interno (TIMCTL e CONTRL) - Estes registos permitem
controlar a operac¸a˜o do timer interno da LMAC, podendo a LMAC activar a gerac¸a˜o
de interrupc¸o˜es a cada segundo (ENPSI), activar o timer (ENCNT), carregar um valor
no timer (OFFLO, OFFHI) mediante a activac¸a˜o de uma flag (STLDV) e configurar o
valor de prescale deste (PSCAL), atrave´s da activac¸a˜o de uma outra flag (SPCNT);
• Valor de Carregamento no Timer (TMOFFH e TMOFFL) - Registos que po-
dem ser escritos pela UMAC com os 32 bits menos significativos (OFFLO) e mais
significativos (OFFHI) do valor que se deseja carregar no timer ;
• Envio de Trama (TXCTRL) - Atrave´s deste registo a UMAC podera´ ordenar o envio
dos dados numa dada posic¸a˜o de memo´ria (SLTID) mediante a activac¸a˜o de uma flag
(TXRQT);
• Alocac¸a˜o/Libertac¸a˜o de Memo´ria (MEMCTL) - Neste registo a UMAC pode
requerer a alocac¸a˜o de uma posic¸a˜o de memo´ria ao activar uma flag (ALCSL), ou
libertar uma dada posic¸a˜o de memo´ria (SLTID) atrave´s da activac¸a˜o de uma outra flag
(RLSSL).
• Contagem de Tempo (CNTDWN) - A UMAC pode configurar este registo com um
valor em microssegundos (CNTVA) e realizar a activac¸a˜o de um contador (ENCNT) que
activara´ uma interrupc¸a˜o CNTVA microssegundos depois. E´ tambe´m poss´ıvel parar o
contador atrave´s da activac¸a˜o de uma outra flag (STCNT) e realizar a leitura do seu
valor actual (CNTVA).
3.4.3 Interacc¸a˜o LMAC-UMAC
Transmissa˜o de dados a` PHY
Para transmitir dados a` camada PHY a UMAC devera´, de acordo com o diagrama de
fluxo da figura 3.4:
1. Pedir a` LMAC a alocac¸a˜o de uma posic¸a˜o de memo´ria;
2. Escrever os dados na posic¸a˜o alocada;
3. Configurar o tamanho da trama;
4. Ler o estado da transmissa˜o: caso a LMAC na˜o esteja pronta a transmitir, a UMAC
podera´ escolher entre verificar o estado novamente ou desisitir da transmissa˜o;
5. Caso a LMAC esteja pronta a transmitir, a UMAC podera´ dar a ordem de transmissa˜o
da posic¸a˜o de memo´ria;
6. No final da transmissa˜o, a UMAC podera´ libertar a posic¸a˜o de memo´ria ou podera´
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Figura 3.5: Diagrama de fluxo para a interacc¸a˜o entre UMAC e LMAC na recepc¸a˜o de uma
trama.
Recepc¸a˜o de dados da PHY
De forma a ler correctamente dados vindos da camada PHY a UMAC seguira´ os seguintes
passsos, descritos no diagrama de fluxo da figura 3.5:
1. No final da recepc¸a˜o de uma trama, a LMAC gerara´ uma interrupc¸a˜o notificando a
UMAC da recepc¸a˜o de uma nova trama;
2. Caso o campo FCS seja va´lido a UMAC podera´ ler os dados da memo´ria; no caso de
erros na trama a UMAC ignorara´ os dados recebidos;
3. Depois de lidos os dados, estes sera˜o processados pela UMAC;
4. No final do processamento, a UMAC podera´ decidir entre libertar os dados em memo´ria
ou realizar esta libertac¸a˜o numa outra altura.
3.5 Comunicac¸a˜o com camada PHY
A LMAC tem como func¸a˜o efectuar a passagem de mensagens entre a camada MAC e
a PHY utilizando as primitivas e fluxos descritos na norma 1609.4 [4]. As primitivas de
comunicac¸a˜o sa˜o implementadas com recurso a sinais lo´gicos trocados entre a LMAC e a


























Figura 3.7: Sequeˆncia de primitivas do processo de recepc¸a˜o.
3.5.1 Recepc¸a˜o de Tramas da PHY
A LMAC encontra-se tambe´m encarregue da recepc¸a˜o de tramas enviadas pela camada
PHY e colocac¸a˜o destas numa posic¸a˜o de memo´ria livre. A troca de primitivas segue de
acordo com a norma IEEE 802.11 (secc¸a˜o 12.3.5) e esta´ representada na figura 3.7. Compete
tambe´m a` LMAC guardar o timestamp de recepc¸a˜o de tramas vindas da camada PHY.
Um poss´ıvel diagrama temporal para a recepc¸a˜o de uma trama esta´ representado na figura
3.8.
3.5.2 Transmissa˜o de tramas para a PHY
A LMAC tem tambe´m como func¸a˜o o envio de tramas da sua memo´ria para a camada
PHY. A troca de primitivas segue de acordo com a norma IEEE 802.11 (secc¸a˜o 12.3.5) e esta´
representada na figura 3.9.
O diagrama temporal de uma poss´ıvel transmissa˜o de dados da MAC para a PHY esta´
representada na figura 3.10.
3.6 Memo´ria
A memo´ria da camada de acesso possui va´rias posic¸o˜es de tamanho esta´tico, sendo ar-















Figura 3.8: Diagrama temporal da transmissa˜o de uma trama a` MAC pela PHY.
capacidade para albergar ate´ 6 tramas.
Esta memo´ria tem como finalidade guardar tramas recebidas vindas da camada PHY, para
posterior leitura e processamento por parte da UMAC, e guardar tramas geradas pela UMAC
para transmissa˜o para a camada PHY e consequente difusa˜o no meio. Possui assim dois portos
de leitura e de escrita, um para comunicar com o Microprocessador e consequentemente com
a UMAC e outro para leitura e escrita de dados por parte da LMAC.
O gestor de memo´ria em hardware realiza as seguintes func¸o˜es:
• Gesta˜o das posic¸o˜es livres e ocupadas;
• Alocac¸a˜o de posic¸o˜es de memo´ria para tanto na recepc¸a˜o de tramas da PHY e como em
pedidos de alocac¸a˜o por parte da UMAC.
3.7 Timer
A LMAC possui um timer de 64 bits, que corresponde ao offset em microssegundos rela-
tivamente a 1 de Janeiro de 1958, seguindo a recomendac¸a˜o TF.460-4(2002) do ITU-R como
descrito na norma 802.11p [12]. Este timer e´ mantido por um contador incremental cujos
paraˆmetros podem ser configurados pela UMAC:
• Valor do factor de pre´-divisa˜o;
• Activac¸a˜o de interrupc¸o˜es perio´dicas;
• Carregamento de um valor no timer.
O valor actual do timer e´ armazenado em dois registos de 32 bits acess´ıveis pela UMAC.
Uma boa gesta˜o da precisa˜o do timer e´ importante pois a camada PHY tem de comutar
de canais periodicamente e erros no valor do timer fara˜o com que as mudanc¸as de canal na˜o
estejam sincronizadas e o dispositivo na˜o escutara´ o canal de controlo nos intervalos correctos.
3.8 Gerac¸a˜o e Verificac¸a˜o de Frame Check Sequence
A gerac¸a˜o e verificac¸a˜o do campo MAC FCS para uma trama inteira seria um processo
extremamente pesado computacionalmente e e´ enta˜o implementada na LMAC por hardware
dedicado. O campo FCS tem 32 bits de comprimento e e´ adicionado no final da trama MAC.
O polino´mio de 32 bits para gerac¸a˜o e verificac¸a˜o da sequeˆncia esta´ descrito na norma IEEE
802.11 (secc¸a˜o 7.1.3.7) [13]:











































De forma a integrar as va´rias camadas da pilha protocolar WAVE foi desenvolvida uma
plataforma com esse propo´sito, que oferece grande liberdade ao n´ıvel das suas configurac¸o˜es
e acesso aos mo´dulos que a constitui. A arquitectura da plataforma desenvolvida encontra-se
representada na figura 4.1.
Esta plataforma conte´m:
• Antena com uma largura de banda entre 5.75GHz e 6.05GHz;
• Mo´dulo RF capaz de transmitir e receber sinais e que realiza a conversa˜o de banda base
para radio-frequeˆncia e vice-versa;
• Conversores analo´gico-digital e digital-analo´gico, implementando o interface entre a
PHY digital e a PHY analo´gica;
• Mo´dulo FPGA que suportara´ a camada MAC e a parte digital da camada PHY;
• Mo´dulo General Packet Radio Service (GPRS)/High Speed Packet Access (HSPA) com
GPS, permitindo o acesso remoto a` plataforma;
• Microprocessador TX27, que suportara´ as camadas de rede, LLC e aplicac¸a˜o.
4.1 Arquitectura da MAC
Ao longo deste cap´ıtulo ira˜o ser abordados detalhes da implementac¸a˜o da camada MAC,
com um maior foco na LMAC.
Na figura 4.2 esta´ representada a arquitectura simplificada da camada de acesso. Note-se a
presenc¸a de um controlador de interrupc¸o˜es, pois o microprocessador utilizado apenas possui
uma linha de interrupc¸o˜es.
O interface entre o microcontrolador Microblaze e a LMAC e´ feito atrave´s do barramento
Peripheral Local Bus (PLB), um barramento com uma largura de 32 bits disponibilizado pelas
ferramentas de projecto da Xilinx para interligar microprocessadores com perife´ricos.
A LMAC foi modelada atrave´s da linguagem VHDL, enquanto que a UMAC foi definida
em C correndo sobre o microprocessador Microblaze. No desenvolvimento deste sistema
utilizaram-se ferramentas da Xilinx:
• Xilinx ISE Project Navigator para o desenvolvimento da LMAC;
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Figura 4.1: Arquitectura da plataforma desenvolvida.
• Xilinx Platform Studio para a criac¸a˜o do sistema embutido constitu´ıdo pelo micropro-
cessador, LMAC e barramentos PLB;
• Xilinx Software Development Kit para o desenvolvimento da UMAC.
4.1.1 Arquitectura da LMAC
Na figura 4.3 esta´ representado um diagrama simplificado da arquitectura da LMAC. E´
esquematizada a interacc¸a˜o entre os va´rios processos em hardware e o fluxo dos dados dentro
da LMAC. O interface com a UMAC e´ feito atrave´s do barramento PLB, atrave´s do qual
o microprocessador podera´ aceder a um dos portos da memo´ria interna da LMAC e aos
registos de controlo e de estado. Grande parte dos processos representados sa˜o controlados
ou escrevem o seu estado em diversos campos no banco de registos, de acordo com o modelo
de programac¸a˜o descrito em 3.4. O interface MAC-PHY e´ o descrito na figura 3.6.
4.2 Memo´ria e Gestor de Memo´ria
4.2.1 Memo´ria
A memo´ria utilizada na LMAC possui dois portos para leitura e escrita: um atrave´s do
barramento PLB para o microprocessador e um segundo porto para acesso pela LMAC, para

















































































































































































































































































Port B mem_data_outB [0:31]
Figura 4.4: Sinais de interface da memo´ria interna da LMAC.
transmissa˜o para o meio. Esta memo´ria e´ dividida em posic¸o˜es de tamanho fixo, contendo
cada uma delas uma trama.
Na figura 4.4 esta´ representado o interface da memo´ria da LMAC. O porto A e´ utilizado
pela UMAC enquanto que o porto B esta´ destinado a` LMAC.
4.2.2 Gestor de Memo´ria
O controlador de memo´ria em hardware desempenha as seguintes func¸o˜es:
• Alocac¸a˜o de posic¸o˜es de memo´ria a` LMAC;
• Alocac¸a˜o de posic¸o˜es de memo´ria a` UMAC;
• Libertac¸a˜o de posic¸o˜es de memo´ria;
Os sinais que constituem o interface do controlador de memo´ria encontram-se representa-
dos na figura 4.5.
Alocac¸a˜o de posic¸o˜es de memo´ria a` LMAC
Quando a LMAC activa o sinal mac rx slot request, sinalizando o pedido de alocac¸a˜o
de memo´ria para uma trama recebida da PHY, o controlador de memo´ria ira´:
1. Verificar a flag VALID para todos os registos FRINFn, ate´ encontrar uma posic¸a˜o de
memo´ria sem dados va´lidos;
2. Caso encontre uma posic¸a˜o livre, ira´ colocar a ’1’ a flag VALID do registo FRINFn
correspondente, decrementara´ o nu´mero de posic¸o˜es livres no sinal frees, colocara´ o














Figura 4.5: Sinais de interface do controlador de memo´ria.
3. Se na˜o foˆr encontrada nenhuma posic¸a˜o livre o nu´mero de posic¸o˜es livres no sinal frees
manter-se-a´ e o sinal mac rx slot grant permanecera´ desactivado;
4. No final da recepc¸a˜o dos dados, se a verificac¸a˜o de erros atrave´s do campo FCS revelar
que a trama recebida conte´m dados inva´lidos ira´ ser colocada a ’0’ a flag VALID do
registo FRINFn correspondente e o nu´mero de posic¸o˜es livres presente no sinal frees
sera´ incrementado. Caso na˜o seja detectado nenhum erro nos dados na˜o ocorre nenhuma
alterac¸a˜o de valores.
Alocac¸a˜o de posic¸o˜es de memo´ria a` UMAC
A UMAC pode pedir a alocac¸a˜o de uma posic¸a˜o de memo´ria a` LMAC atrave´s do set no
registo MEMCTL da flag ALCSL. A escrita desta flag ira´ activar o sinal higher mac slot
request e iniciar o processo de alocac¸a˜o para a UMAC:
1. O controlador de memo´ria verificara´ a flag VALID para todos os registos FRINFn, ate´
encontrar uma posic¸a˜o de memo´ria sem dados va´lidos;
2. Caso encontre uma posic¸a˜o livre, ira´ colocar a ’1’ a flag VALID do registo FRINFn
correspondente, decrementara´ o nu´mero de posic¸o˜es livres no sinal frees, colocara´ o
nu´mero da posic¸a˜o alocada no sinal curr h mac slot id e activara´ o sinal h mac slot
grant;
Libertac¸a˜o de posic¸o˜es de memo´ria
A libertac¸a˜o de posic¸o˜es de memo´ria possui maior prioridade no controlador de memo´ria
que as outras duas operac¸o˜es, de modo a evitar que um pedido de alocac¸a˜o bloqueie um pedido
de libertac¸a˜o. A libertac¸a˜o de uma posic¸a˜o de memo´ria pode ser pedida pela UMAC atrave´s
do set no registo MEMCTL da flag RLSSL, activando o sinal higher mac clear slot, e da










Figura 4.6: Sinais de interface do processo de ca´lculo do enderec¸o de memo´ria para trans-
missa˜o.
1. Colocar a ’0’ a flag valid do registo FRINFn correspondente ao valor colocado no campo
SLTID e decrementar o nu´mero de posic¸o˜es livres;
2. Se a posic¸a˜o indicada pelo campo SLTID estivesse ja´ livre, o nu´mero de posic¸o˜es livres
manter-se-ia.
4.2.3 Outros processos
Esta˜o ainda implementados na LMAC processos adicionais que realizam certos ca´lculos e
a multiplexagem de alguns sinais.
Ca´lculo de Enderec¸os
Na figura 4.6 encontra-se representado o interface do processo que calcula o enderec¸o
inicial de memo´ria a ser transmitido pela LMAC.
Este processo recebe como entradas os sinais tx request, activado quando ocorre um
pedido de transmissa˜o por parte da UMAC, curr tx slot id, a posic¸a˜o de memo´ria a trans-
mitir, e tx frame cfg, que conte´m os dados do registo FRINFn correspondente a` posic¸a˜o
dada pelo sinal curr tx slot id, que corresponde ao valor escrito pela UMAC no campo
SLTID no registo TXCTRL.
O sinal de sa´ıda mac to phy enable tx sera´ activado caso a flag VALID do sinal tx frame
cfg esteja a ’1’. O valor do sinal curr tx slot addr correspondera´ ao enderec¸o inicial de
memo´ria a partir do qual os dados naquela posic¸a˜o de memo´ria se encontram e e´ dado pela
soma do campo MSGOF do sinal tx frame cfg com o produto do sinal curr tx slot id e o
nu´mero de bytes de cada posic¸a˜o de memo´ria.
O valor do enderec¸o inicial de memo´ria para a transmissa˜o de dados a` PHY (sinal
curr tx slot addr)e´ simplesmente dado pelo produto do nu´mero da posic¸a˜o alocada (sinal
curr rx slot id) com o nu´mero de bytes de cada posic¸a˜o.
Multiplexagem de Sinais
Atrave´s do processo esquematizado na figura 4.7 e´ seleccionado um dos registos FRINFn
para constituir o sinal tx frame cfg a partir do sinal curr tx slot id.
O processo descrito na figura 4.8 selecciona o enderec¸o correcto de acesso a` memo´ria para























Figura 4.8: Multiplexagem dos enderec¸os calculados pelo controlador de transmissa˜o e con-
trolador de recepc¸a˜o no sinal mem addressB.
address) e o calculado pelo controlador de recepc¸a˜o (rx mem address). Utiliza-se o sinal
write enableB como crite´rio pois quando este esta´ activo, significa que o controlador de
recepc¸a˜o esta´ a aceder a` memo´ria para escrita no enderec¸o rx mem address.
4.3 Controlador de Recepc¸a˜o
A passagem de uma trama da camada PHY para a camada MAC e´ iniciada pelo sinal
PHY RXSTART indication. De seguida a PHY activara´ o sinal PHY RXDATA indication indi-
cando a presenc¸a de dados va´lidos no sinal RXDATA.
O controlador de recepc¸a˜o da LMAC tem como func¸a˜o comunicar com a camada PHY e
o controlador de memo´ria, de forma a assegurar que uma trama recentemente recebida seja
colocada correctamente em memo´ria. Os sinais de interface deste controlador encontram-se
descritos na figura 4.9.
Este controlador foi implementado com o recurso a uma ma´quina de estados, cujo dia-



















Figura 4.9: Sinais de interface do controlador de recepc¸a˜o.
Idle
Receiving
PHY_RX_START_indication = ‘1’PHY_RX_END_indication = ‘1’
PHY_RX_START_indication = ‘0’
PHY_RX_END_indication = ‘0’
Figura 4.10: Ma´quina de estados de recepc¸a˜o.
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A recepc¸a˜o de uma trama pode-se dividir em 4 passos:
• In´ıcio de recepc¸a˜o e alocac¸a˜o de posic¸a˜o de memo´ria;
• Recepc¸a˜o dos dados e colocac¸a˜o destes em memo´ria;
• Fim da recepc¸a˜o de dados;
• Verificac¸a˜o do campo FCS.
4.3.1 Alocac¸a˜o de posic¸a˜o de memo´ria
Quando a camada PHY esta´ pronta para comec¸ar a passar uma trama recentemente
recebida a` camada MAC, activara´ o sinal PHY RXSTART indication. Ao receber este sinal a
ma´quina de estados de recepc¸a˜o da LMAC passara´ ao estado Receiving e:
1. O controlador de recepc¸a˜o activa o sinal mac rx slot request, pedindo ao gestor de
memo´ria um slot para colocar a trama a ser lida da PHY e guarda o valor do tempo
actual do sistema, contido no sinal time value, no sinal time stamp;
2. Caso o gestor de memo´ria consiga alocar uma posic¸a˜o, este comunicara´ ao controlador de
recepc¸a˜o o enderec¸o inicial de memo´ria da posic¸a˜o atrave´s do sinal curr rx slot addr
e a validade desta alocac¸a˜o activando o sinal mac rx slot grant. O controlador de
recepc¸a˜o ira´ enta˜o desactivar o sinal mac rx slot request.
3. Caso na˜o tenha sido alocada uma posic¸a˜o de memo´ria ate´ terem sido passados 3 bytes
da camada PHY, o sinal mac rx slot request sera´ desactivado e a trama sera´ efectiva-
mente descartada. Isto deve-se ao facto de o acesso a` memo´ria ser word-wide enquanto
que a troca de dados entre LMAC e PHY e´ byte-wide, na˜o sendo assim estritamente
necessa´rio que exista uma posic¸a˜o alocada ate´ que 3 bytes tenham sido recebidos.
4.3.2 Recepc¸a˜o dos dados e colocac¸a˜o destes em memo´ria
1. Os dados sa˜o lidos da camada PHY atrave´s do sinal RXDATA, cuja validade e´ indicada
pelo sinal PHY RXDATA indication;
2. Quando existirem 4 bytes no controlador de recepc¸a˜o prontos a ser escritos em memo´ria,
o sinal write enableB sera´ activado, o enderec¸o de escrita em memo´ria sera´ passado
em rx mem address e os dados a ser escritos estara˜o presentes no sinal mem data inB;
3. A` medida que os dados va˜o sendo escritos em memo´ria o sinal rx mem address vai sendo
incrementado de forma a reflectir o novo enderec¸o da palavra a ser escrita na memo´ria
da LMAC;
4.3.3 Fim da recepc¸a˜o de dados
1. Quando a trama tiver sido passada na totalidade a` LMAC, a PHY activara´ o sinal
PHY RXEND indication;
2. O controlador de recepc¸a˜o notificara´ o processador da recepc¸a˜o de novos dados atrave´s







Figura 4.11: Sinais de interface do mo´dulo de verificac¸a˜o do campo FCS.
3. Os dados recebidos ainda em buffer na LMAC sera˜o escrito em memo´ria: como a escrita
em memo´ria e´ word-wide se a trama recebida da PHY na˜o tiver um nu´mero de bytes
mu´ltiplo de 4 ficariam dados por escrever na memo´ria caso na˜o se procedesse a este
u´ltimo passo.
4.3.4 Verificac¸a˜o do campo FCS
A verificac¸a˜o do campo FCS para uma trama recebida e´ feita on-the-fly a` medida que esta
e´ transmitida da camada PHY para a camada MAC. O interface do mo´dulo de verificac¸a˜o
do campo FCS esta´ esquematizado na figura 4.11.
De modo a verificar a validade dos dados recebidos o mo´dulo:
1. Comec¸a por realizar um reset ao receber o sinal PHY RXSTART indication;
2. Calcula o CRC para toda a trama (incluindo o campo FCS), cujos dados sa˜o recebidos
atrave´s do sinal RXDATA e validados pelo sinal PHY RXDATA indication;
3. Quando a PHY sinaliza o fim da trama atrave´s do sinal PHY RXEND indication o valor
de CRC calculado para uma trama va´lida sera´ o polino´mio descrito na norma IEEE
802.11 [13]:
G(x) = x31 + x30 + x26 + x25 + x24 + x18 + x15 + x14 + x12 + x11 + x10 + x8 + x6 + x5 +
x4 + x3 + x+ 1
4. Caso a trama seja dada como va´lida o sinal rx is valid sera´ activado.
4.3.5 Fila de Recepc¸a˜o
Esta´ tambe´m implementada em hardware uma fila para tramas recebidas, contendo os
nu´meros de posic¸o˜es de memo´ria para tramas recebidas que ainda na˜o foram atendidas pela
UMAC. O seu interface encontra-se esquematizado na figura 4.12.











Figura 4.12: Sinais de interface da fila de recepc¸a˜o.
• Quando o sinal rx valid e mac rx slot grant sa˜o activados simultaneamente, sinali-
zando a chegada de uma trama va´lida e a alocac¸a˜o desta a uma posic¸a˜o de memo´ria, e´
adicionado a` fila o ID contido no sinal curr rx id;
• Quando a UMAC realiza uma leitura no registo RXSTATUS activando o sinal rxstat
reg read, e´ realizado um shift na fila colocando no sinal RX ID buffer a pro´xima
posic¸a˜o de memo´ria ainda na˜o atendida pela UMAC;
• Caso exista uma ou mais tramas na fila o sinal rx ready e´ activado; caso haja apenas
uma trama a` espera de ser atendida e´ activado o sinal last message.
4.4 Controlador de transmissa˜o
A transmissa˜o de uma trama da camada MAC para a camada PHY e´ iniciada pela UMAC,
pela activac¸a˜o da flag TXRQT no registo TXCTRL, indicando tambe´m a posic¸a˜o de memo´ria
a ser transmitida atrave´s do campo SLTID. Caso a posic¸a˜o de memo´ria a ser transmitida
contenha dados va´lidos, sera´ activado o sinal mac to phy enable tx (Secc¸a˜o 4.2.3).
O controlador de transmissa˜o da LMAC tem como func¸a˜o ler os dados em memo´ria da
posic¸a˜o a ser transmitida a` PHY e transmiti-los atrave´s do interface e sequeˆncia de troca de
sinais descrito na secc¸a˜o 3.5.2. O interface do mo´dulo propriamente dito e´ apresentado na
figura 4.13.
A` semelhanc¸a do controlador de recepc¸a˜o, tambe´m o controlador de transmissa˜o e´ imple-
mentado com recurso a uma ma´quina de estados. Um diagrama dos seus estados e transic¸o˜es
poss´ıveis e´ representado na figura 4.14.
A transmissa˜o de dados da LMAC para a camada PHY pode ser dividida em 4 passos:
1. In´ıcio de transmissa˜o;
2. Transmissa˜o de dados a` PHY;
3. Transmissa˜o de CRC calculado;




































Figura 4.14: Ma´quina de estados de transmissa˜o.
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4.4.1 In´ıcio de transmissa˜o
A operac¸a˜o do controlador de transmissa˜o e´ iniciada pela activac¸a˜o do sinal mac to phy
enable tx pelo gestor de memo´ria. Ao ser activado este sinal o controlador de transmissa˜o
ira´ transitar para o estado StartTransmit e ira´:
1. Activar o sinal PHY TXSTART request, notificando a PHY do desejo de realizar uma
transmissa˜o;
2. Quando a camada PHY responder activando o sinal PHY TXSTART confirm, o sinal
PHY TXSTART request sera´ colocado novamente a ’0’ e a ma´quina de estados transitara´
para estado DataTransmit.
4.4.2 Transmissa˜o de dados a` PHY
De forma a transmitir dados a` camada PHY o controlador de transmissa˜o ira´:
1. Ler os dados no enderec¸o de memo´ria indicado pelo sinal tx mem address, que e´ obtido
pela soma entre o enderec¸o no sinal curr tx slot addr e um offset correspondente ao
nu´mero de palavras ja´ transmitidas na totalidade a` PHY;
2. Colocar o byte correspondente no sinal TXDATA e activar o sinal PHY TXDATA request;
3. Ao receber o sinal PHY TXDATA confirm da camada PHY, o controlador de transmissa˜o
e´ notificado da correcta passagem dos dados a` PHY e enviar-lhe-a` um novo byte. O
controlador de transmissa˜o incrementara´ ainda um contador interno que indica o nu´mero
de bytes ja´ transmitidos (sinal tx frame size);
4. Caso a u´ltima palavra lida da memo´ria na˜o tenha sido ainda transmitida na totalidade,
sera´ passado a` PHY o pro´ximo byte desta mesma palavra;
5. Caso a palavra tenha ja´ sido transmitida completamente, o controlador de transmissa˜o
incrementara´ o sinal tx mem address e lera´ a pro´xima palavra a transmitir da memo´ria;
6. Estes passos repetir-se-a˜o ate´ que o sinal tx frame size iguale o valor em tx cnfg:
quando o nu´mero de bytes transmitidos a` PHY foˆr igual ao tamanho da trama configu-
rado pela UMAC ocorrera´ a transic¸a˜o de estado para CRCTransmit e o sinal tx over
sera´ activado.
4.4.3 Passagem de CRC calculado
O interface do mo´dulo encarregado de calcular o campo FCS esta´ representado na figura
4.15.
O campo FCS e´ calculado on-the-fly, a` medida que os dados va˜o sendo transmitidos a`
camada PHY pelo sinal TXDATA e validados pelo sinal PHY TXDATA request. A sua transmissa˜o
segue da seguinte forma dentro do controlador de transmissa˜o:
1. Quando o controlador de transmissa˜o activa o sinal PHY TXSTART request, o mo´dulo
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tx_over
Figura 4.15: Interface do mo´dulo gerador do campo FCS
2. O campo FCS esta´ dispon´ıvel para transmissa˜o a` PHY assim que os dados em memo´ria
tenham sido passados na sua totalidade atrave´s do sinal TXDATA e encontra-se no sinal
crc tx;
3. O controlador de transmissa˜o colocara´ o campo FCS um byte de cada vez no sinal
TXDATA e activando o sinal PHY TXDATA request. O sinal tx over evita que o mo´dulo
continue a calcular o CRC quando o campo FCS esta´ a ser enviado;
4. Quando a PHY activar o sinal PHY TXDATA confirm, ira´ ser passado o pro´ximo byte do
campo FCS;
5. Este processo repete-se ate´ que os 4 bytes do campo FCS tenham sido transmitidos a`
PHY, causando a transic¸a˜o da ma´quina de estados para o estado EndTransmit.
4.4.4 Final de transmissa˜o
Neste estado e´ finalizada a troca de dados entre LMAC e PHY:
1. O controlador de transmissa˜o activara´ o sinal PHY TXEND request;
2. Quando a PHY activar o sinal PHY TXEND confirm ocorrera´ a transic¸a˜o para o estado
Idle e sera´ activada a interrupc¸a˜o PHY TX interrupt, notificando a UMAC do sucesso
da transmissa˜o dos dados;
4.5 Controlador de registos
Um outro mo´dulo presente na LMAC que realiza algumas operac¸o˜es ao n´ıvel dos registos
e´ o controlador de registos. O seu interface encontra-se representado na figura 4.16.
O funcionamento deste mo´dulo e´ o seguinte:
1. Atrave´s dos sinais mac rx slot request, mac rx slot grant e phy read state o con-
trolador de registos determina se esta´ a decorrer, num dado momento, a recepc¸a˜o de

















Figura 4.16: Sinais de interface do mo´duloe controlador de registos.
2. Caso a LMAC esteja a receber dados da PHY, o controlador de registos activara´ um
dos seus sinais de sa´ıda de acordo com o sinal curr rx slot id. Ao ser activada uma
destas sa´ıdas garante-se que o registo FRINFn correspondente na˜o sera´ alterado pela
UMAC ate´ ao fim da recepc¸a˜o de dados;
3. O controlador de registos coloca ainda o valor do sinal time stamp nos registos TSTHIn e
TSTLOn correspondentes, assim como o tamanho da trama recebida no registo FRINFn,
passado atrave´s do sinal rx frame size. O controlador de registos preenche tambem o
campo MSGOF no registo FRINFn em questa˜o com o valor 0, uma vez que o offset em
relac¸a˜o ao enderec¸o inical de memo´ria da posic¸a˜o para tramas recebidas e´ sempre nulo;
4. Quando a recepc¸a˜o de dados da PHY termina, as sa´ıdas do controlador de registos sa˜o
colocadas a ’0’ e a UMAC pode alterar os registos FRINFn.
4.6 Timers internos
O diagrama de blocos simplificado para os timers internos da LMAC encontra-se repre-
sentado na figura 4.17. Esta˜o tambe´m representados os registos atrave´s dos quais a UMAC
pode interagir com o sistema.
O sistema e´ constitu´ıdo por dois contadores, efectuando um deles a divisa˜o da frequeˆncia
interna da FPGA para 1 microssegundo, enquando que outro contador incrementa o va-
lor de TMVAL a cada microssegundo. O valor deste factor de divisa˜o e´ configurado pela
UMAC para permitir a sincronizac¸a˜o da estac¸a˜o. Caso se deseje utilizar a linha de inter-
rupc¸a˜o utcsec interrupt, existe ainda um outro contador que e´ tambe´m incrementado a
cada microssegundo, gerando uma interrupc¸a˜o quando atinge 1× 106.





























































































































































Figura 4.17: Diagrama de blocos simplificado para timers.
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na plataforma de desenvolvimento, dando assim acesso a` MAC a um tempo universal com
um baixo erro.
4.7 Controlo de acesso ao meio
O controlo de acesso ao meio realizado e´ puramente virtual, i.e., atrave´s da reserva do meio
por parte de uma estac¸a˜o durante um certo tempo. Esta reserva pode ser realizada atrave´s
do envio de tramas RTS e CTS: o campo duration neste tipo de tramas e´ utilizado para
actualizar o NAV local, indicando que o meio estara´ ocupado nos pro´ximos microssegundos.
O valor do NAV vai sendo decrementado e quando foˆr igual a zero, a estac¸a˜o podera´ tentar
aceder ao meio. O processo de controlo de acesso ao meio virtual foi ja´ explorado na secc¸a˜o
2.3.1.
Para oferecer suporte ao controlo de acesso ao meio virtual, cujo algoritmo esta´ imple-
mentado na UMAC, foi implementado um contador decrescente cujo esquema simplificado
esta´ apresentado na figura 4.18.
O valor do campo CNTVA e´ carregado no contador quando a flag ENCNT e´ colocada a
’1’, iniciando a contagem. Quando o contador atinge zero, gera uma interrupc¸a˜o a` UMAC.
Caso a flag STCNT tenha sido colocada a ’1’ antes do contador ter terminado a sua contagem,


















































































































Ao longo deste cap´ıtulo ira˜o ser apresentados os va´rios testes efectuados a` MAC tanto
no seu funcionamento geral como na sua correcc¸a˜o temporal. Os testes realizados foram, em
geral, mais focados na LMAC.
Como o desenvolvimento da camada PHY seguiu em paralelo com o do da camada MAC,
tornou-se necessa´rio emular a camada PHY para efeitos de teste de troca de tramas. Para
esse efeito utilizou-se como camada PHY uma porta se´rie com lo´gica adicional que emula os
sinais de interface entre a camada MAC e a camada PHY. Consegue-se assim atrave´s de
um terminal receber e transmitir tramas MAC, ou trocar tramas entre duas estac¸o˜es. Este
sistema encontra-se esquematizado na figura 5.1.
Ira˜o ser realizados va´rios testes a` LMAC divididos em duas categorias principais:
• Verificac¸a˜o funcional:
– Transmissa˜o e recepc¸a˜o de tramas;
– Descodificac¸a˜o e criac¸a˜o de tramas;
– Gerac¸a˜o e validac¸a˜o do campo FCS;
– Gestao de Memo´ria e fila de recepc¸a˜o;
• Desempenho e correcc¸a˜o temporal:
– Lateˆncia da LMAC;






Figura 5.1: Esquematizac¸a˜o da configurac¸a˜o do sistema para teste.
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Figura 5.2: Placa de desenvolvimento Nexy2-500.
5.1 Placa de Desenvolvimento
A placa de desenvolvimento utilizada na validac¸a˜o da MAC foi a Nexys2-500 da Digilent
5.2. Esta placa conte´m uma FPGA Spartan3E-500, suficiente para albergar tanto a LMAC
como o processador sobre o qual a UMAC correra´ para ale´m de diversos perife´ricos. Em
termos de memo´ria de dados e intruc¸o˜es foram utilizadas as memo´rias Intel StrataFlash e
Micron PSDRAM, ambas de 16MB de capacidade. A memo´ria interna da FPGA revelou-se
insuficiente para conter todo o co´digo e dados necessa´rios ao funcionamento da UMAC, para
ale´m da memo´ria da LMAC. Esta placa de desenvolvimento permite a comunicac¸a˜o com um
terminal atrave´s de porta se´rie ou a comunicac¸a˜o entre outra placa, atrave´s de porta se´rie ou
de conectores pmod.
5.2 Verificac¸a˜o Funcional
5.2.1 Transmissa˜o e recepc¸a˜o de dados
Pretende-se atrave´s deste teste validar os mecanismos mais ba´sicos da LMAC, nomeada-
mente o envio de dados da MAC para a PHY e a recepc¸a˜o de dados de um terminal. O envio
de uma sequeˆncia de dados da MAC envolvera´:
• Alocac¸a˜o de memo´ria a` UMAC;
• Escrita da memo´ria da LMAC;
• Interface com a camada PHY para transmissa˜o de dados.







Leitura de dados enviados pela MAC
Envio de dados para a MACLeitura de dados recebidos do terminal
Transmissão de dados
Figura 5.3: Esquematizac¸a˜o dos testes realizados para validac¸a˜o da transmissa˜o e recepc¸a˜o
de tramas.
• Alocac¸a˜o de memo´ria a` LMAC;
• Leitura de dados da memo´ria da LMAC;
• Interface com a camada PHY para recepc¸a˜o de dados;
• Activac¸a˜o de interrupc¸a˜o de recepc¸a˜o de novos dados.
Para ale´m dos itens referidos, estara´ tambe´m envolvida a leitura e escrita de registos da
LMAC em ambos os testes. Os testes realizados esta˜o esquematizados na figura 5.3.
Resultados
Verificou-se que ao transmitir dados da camada MAC estes eram observados com sucesso
no terminal atrave´s de porta se´rie.
Ao enviar dados do terminal para a MAC, foi tambe´m poss´ıvel leˆ-los na totalidade a partir
da memo´ria interna da LMAC.
Discussa˜o
Atrave´s de dois simples testes foi poss´ıvel verificar o funcionamento ba´sico de va´rios me-
canismos da LMAC e da arquitectura concebida:
• Acesso a` memo´ria por ambos os portos de acesso, tanto para leitura como para escrita;
• Alocac¸a˜o de posic¸o˜es de memo´ria para a UMAC e LMAC;
• Acesso aos registos de controlo e estado da LMAC;
• Interface com a camada PHY funcional;







Descodificação do tipo e subtipo de tramas recebidas Envio de tramas MAC de diferentes tipos e subtipos
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Figura 5.4: Esquematizac¸a˜o dos testes realizados para descodificac¸a˜o e criac¸a˜o de tramas.
5.2.2 Descodificac¸a˜o e criac¸a˜o de tramas
Pretende-se atrave´s deste teste verificar uma das funcionalidades implementada na UMAC,
neste caso a descodificac¸a˜o de tramas recebidas em termos de tipo e subtipo MAC. Este
processo encontra-se descrito na figura 5.4.
Ira˜o ser enviadas tramas MAC de va´rios tipos e subtipos, que tera˜o de ser reconhecidas
pela UMAC:




• Tramas de dados.
A UMAC tera´ tambe´m de gerar respostas a`s tramas recebidas:
• ACK em resposta a uma trama de dados;
• CTS em resposta a uma trama RTS;
Resultados
A UMAC revelou-se capaz de reconhecer correctamente os va´rios tipos de tramas recebidos
pela LMAC.
A UMAC respondeu ainda com sucesso a tramas de dados e RTS, com tramas ACK e
CTS respectivamente.
Discussa˜o
Atrave´s do correcto reconhecimento de tramas pela UMAC foi poss´ıvel a gerac¸a˜o de res-
postas a va´rios tipos de tramas e confirmar adicionalmente o funcionamento dos mecanismos
de transmissa˜o e recepc¸a˜o de tramas implementados na LMAC.
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Verificação de FCS para tramas transmitidas
Envio de tramas para MAC com campo FCS válido / inválidoVerificação da validação em hardware do campo FCS
Figura 5.5: Esquematizac¸a˜o dos testes realizados para validac¸a˜o da gerac¸a˜o e verificac¸a˜o do
campo FCS.
5.2.3 Gerac¸a˜o e validac¸a˜o do campo FCS
Pretende-se atrave´s deste teste validar os mecanismos implementados de gerac¸a˜o do campo
FCS para tramas transmitidas a` PHY e de verificac¸a˜o de CRC para tramas recebidas.
Pretende-se tambe´m verificar que o campo FCS calculado esta´ de acordo com o definido
no protocolo.
Ira˜o ser transmitidas va´rias tramas e comparado o seu FCS, gerado na LMAC, com o
calculado atrave´s de calculadores online ([21], [22] e [23]). Para a verificac¸a˜o do mecanismo
de validac¸a˜o ira˜o ser enviadas para a MAC va´rias tramas, tanto com um FCS va´lido como
inva´lido, e observado se esta detecta erros nas tramas ou na˜o.
O procedimento de teste da gerac¸a˜o e validac¸a˜o do campo FCS encontra-se representado
na figura 5.5.
Resultados (gerac¸a˜o)
Na tabela 5.2 encontram-se os resultados obtidos para as va´rias tramas transmitidas: na
primeira coluna encontram-se representados os dados transmitidos pela MAC, na segunda
coluna os campo FCS correspondente gerado e na terceira coluna o campo FCS gerado em
calculardores online.
Resultados (validac¸a˜o)
Na tabela 5.3 encontram-se os resultados obtidos para as va´rias tramas enviadas do ter-









Tabela 5.2: Resultados dos testes de gerac¸a˜o do campo FCS.





Tabela 5.3: Resultados dos testes de verificac¸a˜o do campo FCS.
a placa de desenvolvimento, na segunda coluna esta´ especificado se os dados enviados cons-
tituem uma sequeˆncia va´lida ou na˜o e na terceira coluna esta´ presente o CRC calculado na
recepc¸a˜o.
Discussa˜o
Verificou-se que o campo FCS gerado em hardware para tramas transmitidas e´ o cor-
recto quando comparado com os valores gerados em calculadores online, validando assim o
mecanismo de gerac¸a˜o e transmissa˜o do campo FCS da LMAC.
Na verificac¸a˜o do campo FCS verificou-se que, tal como esperado, o CRC gerado para
va´lidas recebidas e´ sempre o mesmo e igual a 1CDF4421, a partir do qual se pode obter o
polino´mio resto para tramas validas descrito na norma IEEE 802.11 [13] (C704DD7B) atrave´s
da negac¸a˜o de toda a palavra e inversa˜o da ordem dos bits dentro de cada byte, sendo portanto
um polino´mio equivalente. Para tramas com campo FCS inva´lido, o CRC gerado na recepc¸a˜o
difere do resto final va´lido e a sequeˆncia de dados e´ dada como inva´lida.
5.2.4 Gesta˜o de memo´ria e fila de recepc¸a˜o
Deseja-se atrave´s de uma se´rie de testes verificar o correcto funcionamento do gestor de
memo´ria e da fila de recepc¸a˜o de mensagens. Em relac¸a˜o ao gestor de memo´ria:
• Verificar que sucessivas alocac¸o˜es e libertac¸o˜es de memo´ria na˜o causam o mau funci-
onamento da memo´ria, como por exemplo a na˜o utilizac¸a˜o de uma posic¸a˜o e outras
situac¸o˜es;
• Verificar que a posic¸a˜o alocada e´ a correcta.
Quando a` fila de recepc¸a˜o de mensagens pretende-se verificar que na˜o existem incoereˆncias
em relac¸a˜o a`s posic¸o˜es alocadas na recepc¸a˜o de uma trama e aquelas colocadas na fila.







Envio de dados para a MAC, causando também alocações de memóriaLeitura da fila de recepção de mensagens
Sucessivas alocações e libertações de memória
Figura 5.6: Esquematizac¸a˜o dos testes realizados para validac¸a˜o do gestor de memo´ria e fila
de mensagens recebidas.
Resultados
Atrave´s de diversas sequeˆncias de alocac¸a˜o de tramas, tanto a` UMAC como a tramas
recebidas, e libertac¸a˜o de posic¸o˜es de memo´ria verificou-se que em todas as situac¸o˜es os slots
de memo´ria foram sendo correctamente alocados e libertados, ocorrendo sempre a reutilizac¸a˜o
de posic¸o˜es previamente ocupadas e libertadas com normalidade e nunca ocorrendo a alocac¸a˜o
para escrita de uma posic¸a˜o ja´ ocupada.
Tambe´m a fila de recepc¸a˜o de mensagens funcionou correctamente, contendo apenas
posic¸o˜es de memo´ria com tramas recebidas e va´lidas. A fila foi tambe´m actualizada com
sucesso a cada leitura por parte da UMAC.
Discussa˜o
Tanto o gestor de memo´ria como a fila de mensagens recebidas encontram-se a funcionar
correctamente, sendo poss´ıvel:
• Alocar e libertar posic¸o˜es sem nunca corromper a memo´ria da LMAC;
• Ter va´rias mensagens em fila de espera na LMAC, sendo a fila correctamente actualizada
sempre que ocorre uma leitura do registo RXSTAT ou a recepc¸a˜o de uma nova trama.
5.3 Desempenho e Correcc¸a˜o Temporal
5.3.1 Lateˆncia da LMAC
Pretende-se atrave´s deste teste medir o tempo desde que a UMAC ordena a transmissa˜o
de uma trama ate´ que a primitiva PHY TXSTART request seja enviada a` camada PHY. Para
esse efeito enviaram-se 100 tramas consecutivas da LMAC para a PHY e mediu-se o tempo
descrito atrave´s de um contador em hardware. O processo de teste encontra-se esquematizado
na figura 5.7.
Resultados
Verificou-se que o atraso introduzido pela LMAC no envio de tramas para a camada PHY







Pedido de envio de 100 tramas
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Lateˆncia da LMAC no envio de tramas 60
Tabela 5.4: Resultados do teste a` lateˆncia introduzida pela LMAC no envio de tramas para
a camada PHY.
Discussa˜o
O atraso entre o pedido da UMAC da transmissa˜o de uma trama e o envio da primitiva
PHY TXSTART request pela UMAC e´ muito pequeno, demonstrando-se assim que a LMAC
introduz uma baixa lateˆncia na transmissa˜o de dados.
5.3.2 Temporizadores, interrupc¸o˜es e timestamping
Com duas placas de desenvolvimento na configurac¸a˜o representada na figura 5.8 utilizou-
se a interrupc¸a˜o despoletada a cada segundo pela LMAC para o envio de tramas entre as
MACs. Esta experieˆncia serviu na˜o so´ para testar a activac¸a˜o de interrupc¸o˜es perio´dicas mas
tambe´m o timestamping correcto de tramas recebidas.
Resultados
Na tabela 5.5 esta˜o representados os resultados obtidos para este teste.
Discussa˜o
Verifica-se que a diferenc¸a entre os timestamps de tramas consecutivas e´ sempre aproxi-
madamente igual. Os valores na˜o sa˜o iguais a 1× 106 possivelmente por a frequeˆncia de fun-
cionamento das duas placas de desenvolvimento na˜o ser exactamente igual. Poˆde-se tambe´m
atrave´s deste teste verificar o correcto funcionamento dos timers internos, das interrupc¸o˜es











Placa de Desenvolvimento 1 Placa de Desenvolvimento 2
Geração de interrupções a cada segundo e envio de tramaLeitura do timestamp de tramas recebidas
Figura 5.8: Esquematizac¸a˜o dos testes realizados para validac¸a˜o dos temporizadores, inter-













Tabela 5.5: Diferenc¸a entre o timestamp de 6 tramas consecutivas.
5.3.3 Tempo de gerac¸a˜o de reposta a tramas
Outro aspecto importante a validar em relac¸a˜o a` camada MAC como um todo, e´ o tempo
que esta demora a descodificar uma trama, gerar a resposta adequada e transmiti-la. Uma vez
que respostas directas da MAC a tramas teˆm de ser enviadas para o meio com um intervalo de
tempo entre tramas pro´ximo de SIFS (definido na norma como 64 µs) e´ necessa´rio assegurar
que as respostas sa˜o geradas na MAC rapidamente, pois e´ necessa´rio neste tempo SIFS ter
ainda em conta o atraso introduzido pela camada PHY.
Para esse efeito, enviou-se de um terminal tramas de dados e mediu-se, com recurso a um
contador implementado em hardware, o tempo entre o momento em que a trama e´ recebida
na totalidade pela LMAC e o momento em que a UMAC ordena o envio da trama ACK de
resposta. Entre estes momentos decorrem os seguintes passos:
• O lanc¸amento e atendimento pela UMAC da interrupc¸a˜o de chegada de trama;
• Leitura pela UMAC dos dados recebidos da memo´ria da LMAC;
• Descodificac¸a˜o da trama recebida;
• Gerac¸a˜o da trama ACK de resposta;
• Escrita da trama ACK na memo´ria da LMAC;

















Figura 5.9: Esquematizac¸a˜o dos testes realizados para medic¸a˜o do tempo de gerac¸a˜o de
resposta a tramas.
Um esquema deste teste encontra-se representado na figura 5.9. Em termos de sinais,
pretende-se medir o tempo desde que o sinal PHY RXEND indication e´ activado ate´ que seja
activado o sinal tx request.
Resultados
Ao longo da medic¸a˜o destes tempos foram sendo realizadas optimizac¸o˜es adicionais a`
UMAC, tanto ao n´ıvel do co´digo como ao n´ıvel do pro´prio Microblaze atrave´s da introduc¸a˜o
de cache e de outras funcionalidades que melhoram o seu desempenho em troca da ocupac¸a˜o
de uma maior a´rea na FPGA. Os resultados obtidos sa˜o apresentados na tabela 5.6. Os
tempos apresentados sa˜o resultados aproximados.
Optimizac¸a˜o Ciclos de relo´gio Tempo (µs)
Nenhuma 67000 1340
Optimizac¸o˜es no co´digo 62500 1250
Optimizac¸o˜es no microprocessador 22500 450
Adic¸a˜o de cache (8KB) 5000-12000 100-240
Tabela 5.6: Tempo de gerac¸a˜o de repostas MAC.
Discussa˜o
Os tempos verificados foram excessivamente longos; apesar de ter sido poss´ıvel reduzir os
tempos de resposta uma ordem de grandeza atrave´s de optimizac¸o˜es ao n´ıvel do co´digo e do
microprocessador, o esquema actual na˜o permitira´ colocar uma resposta MAC no meio com
um intervalo entre tramas igual a SIFS. Torna-se assim necessa´ria a migrac¸a˜o da gerac¸a˜o de
respostas MAC da UMAC para a LMAC.
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Cap´ıtulo 6
Concluso˜es e Trabalho Futuro
6.1 Resumo do trabalho realizado
Ao longo deste trabalho foi desenvolvida a base, tanto em hardware como em software,
para a concepc¸a˜o da MAC WAVE. O projecto foi implementado em FPGA e foram validados
os mecanismos em hardware que oferecera˜o a` UMAC as funcionalidades necessa´rias para
realizar o controlo de acesso ao meio.
O trabalho realizado ao longo deste projecto pode ser resumido pelos seguintes pontos:
• Implementac¸a˜o dos mecanismos de gerac¸a˜o e verificac¸a˜o de FCS;
• Optimizac¸a˜o de alguns aspectos da LMAC;
• Contribuic¸a˜o ao n´ıvel da UMAC;
• Ajustes no mo´dulo PHY.
O trabalho realizado permitira´ de futuro prosseguir com o desenvolvimento de uma ca-
mada MAC de acordo com os protocolos WAVE que possa ser integrada num sistema para
comunicac¸o˜es veiculares, potenciando a propagac¸a˜o deste tipo de tecnologias.
A camada de acesso deste projecto foi desenvolvida da ra´ız, assim como a plataforma
de implementac¸a˜o base, permitindo maior liberdade de projecto quanto a` sua arquitectura,
interface com a camada PHY e acesso a mo´dulos adicionais (GPS por exemplo). No entanto,
devido a esta abordagem, foi necessa´rio realizar varios ajustes ao longo do trabalho na camada
MAC, como por exemplo a necessidade de migrac¸a˜o de algumas func¸o˜es da UMAC para a
LMAC.
Em relac¸a˜o a` UMAC foram implementadas as seguintes funcionalidades:
• Processamento do cabec¸alho e enderec¸o MAC para tramas de diversos tipos;
• Realizac¸a˜o do handshake especificado para certas tramas de dados atrave´s de tramas
ACK;
• Gesta˜o virtual do meio atrave´s de tramas Request to Send e Clear to Send e manutenc¸a˜o
do NAV;
• Detecc¸a˜o de tramas duplicadas e reenvio de tramas cuja transmissa˜o na˜o foi bem suce-
dida;
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A LMAC e´ capaz de:
• Comunicar com a camada PHY, transmitindo e recebendo tramas;
• Detecc¸a˜o de erros em tramas recebidas e gerac¸a˜o de FCS para tramas enviadas;
• Alocac¸a˜o de memo´ria;
• Func¸o˜es relacionadas com tempo:
– Timestamping de tramas recebidas;
– Tempo do sistema;
– Contagens e interrupc¸o˜es.
6.2 Discussa˜o final dos resultados
A MAC desenvolvida respondeu bem aos testes realizados, desde os mais simples, como a
transmissa˜o e recepc¸a˜o de dados, ate´ a testes de consisteˆncia do controlador de memo´ria. A
lateˆncia introduzida pela LMAC na transmissa˜o de tramas e´ tambe´m satisfato´ria: o tempo
mais curto entre tramas consecutivas e´ igual a SIFS (64µs) e o atraso no envio de mensagens
adicionado pela LMAC e´ apenas de aproximadamente 0.1% esse valor. No entanto, o atraso
no lanc¸amento de interrupc¸o˜es, no acesso ao barramento PLB e no processamento de tramas
recebidas foi determinado ser demasiado grande e as respostas MAC tera˜o de ser migradas
para hardware.
A LMAC revelou assim um funcionamento correcto, oferecendo as bases necessa´rias ao
desenvolvimento de uma cada de acesso para redes veiculares.
Na˜o foi poss´ıvel realizar alguns testes, ao n´ıvel do controlo de acesso e sobrecarga de
mensagens, por ainda na˜o ter sido realizada a integrac¸a˜o com a verdadeira camada PHY na
plataforma de desenvolvimento
6.3 Trabalho Futuro
Como ja´ foi referido na secc¸a˜o 5.3.3, sera´ necessa´rio migrar a gerac¸a˜o de respostas a n´ıvel
da MAC (tramas CTS em resposta a tramas RTS e tramas ACK em resposta a tramas de
dados) para hardware de forma a garantir que a camada de acesso desenvolvida responde
dentro dos tempos descritos na norma. Como a MAC desenvolvida foi criada de ra´ız na˜o era
completamente claro no in´ıcio do projecto quais a funcionalidades que teriam de ser imple-
mentadas em hardware de forma a respeitar os tempos necessa´rios, embora para alguns casos
isto fosse relativamente o´bvio (computac¸a˜o e verificac¸a˜o do campo FCS, por exemplo). No fu-
turo podera´ ser ainda necessa´rio passar outras funcionalidades presentemente implementadas
em software para hardware como forma de respeitar as restric¸o˜es temporais impostas.
Existe ainda um grande nu´mero de funcionalidades descritas na pilha protocolar WAVE
que necessitam de ser implementadas, nomeadamente grande parte da norma IEEE 1609.4,
sendo a mais significativa delas a comutac¸a˜o entre o canal de servic¸o e o canal de controlo
asm tambe´m suporte para outros tipos de tramas poss´ıveis dentro do standard.
Tambe´m sera´ necessa´rio realizar a integrac¸a˜o com a ’verdadeira’ camada PHY, possibi-
litando a realizac¸a˜o do controlo de acesso ao meio com carrier sensing. Ao se implementar
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a MAC na nova plataforma sera´ tambe´m poss´ıvel e vantajoso utilizar o mo´dulo GPS para




Modelo de Programac¸a˜o da LMAC
A.1 Registos Dispon´ıveis
Na figura A.1 esta´ representado o modelo de progamac¸a˜o da LMAC, composto por 29
registos que permitem a` UMAC controlar a LMAC e determinar o seu estado. A escrita e
leitura dos registos da LMAC e´ feita atrave´s do barramento PLB.
A.1.1 Registo 0 - STATUS
Atrave´s deste registo, a UMAC pode verificar se a LMAC se encontra num dado momento
a efectuar a transmissa˜o de dados para a camada PHY. Uma descric¸a˜o geral deste registo





TXRDY Transmission Ready - Indica a` UMAC se a LMAC se encontra a pronta
a transmitir dados para a PHY (’1’) ou na˜o (’0’)
Tabela A.1: Nome, nu´mero, tipo e campos do registo STATUS.
A.1.2 Registo 1 - CONTRL
Neste registo a UMAC pode activar o timer da LMAC e interrupc¸o˜es a cada segundo
UTC. Uma descric¸a˜o geral deste registo encontra-se na tabela A.2.
A.1.3 Registo 3 - TXCTRL
O registo 3 e´ utilizado pela UMAC quando deseja transmitir uma trama a` camada PHY.
Uma descric¸a˜o geral deste registo encontra-se na tabela A.3.
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Reg 0 – STATUS
Reg 1 – CONTRL
ENPSI ENCNT
TXRDY
SLTID<7:0>Reg 3 – TXCTRL





Reg 6 – MEMSTA
SLTID<7:0>Reg 7 – MEMCTL
ALCSL RLSSL
PSCAL<7:0>Reg 9 - TIMCTL
STLDV SPCNT
OFFLO<31:0>Reg 10 - TMOFFL
OFFHI<31:0>Reg 11 - TMOFFH
VALLO<31:0>Reg 12 - TMVALL
VALHI<31:0>Reg 13 - TMVALH
Reg 16/20/24... – FRINFx MSGSZ<11:0>MSGOF<5:0>
Reg 17/21/25... – FRTSLx TSTLO<31:0>




31 18 17 16 15 0
0 13 14 15 16 31
31 30 8 7 0
0 1 23 24 31
31 30 29 8 7 0
0 1 2 23 24 31
31 25 24 23 16 15 8 7 0
0 6 7 8 15 16 23 24 31
31 10 9 8 7 0
0 21 22 23 24 31
31 10 9 8 7 0









31 30 29 17 16 12 11 0





Read Only Read / Write N/A
TXRQT

















Tipo Leitura e escrita
Campos Descric¸a˜o
ENPSI Enable Periodic Second Interrupt - Quando a ’1’ causa a gerac¸a˜o de
interrupc¸o˜es perio´dicas a cada segundo pela LMAC
ENCNT Enable Counter - Quando a ’1’ activa o contador
Tabela A.2: Nome, nu´mero, tipo e campos do registo CONTRL.
Nome TXCTRL
Nu´mero 3
Tipo Leitura e escrita
Campos Descric¸a˜o
TXRQT Transmission Request - Quando a ’1’ ordena a` LMAC que os dados
contidos na posic¸a˜o de memo´ria indicada no campo Slot ID devem ser
transmitida para a PHY
SLTID<7:0> Slot ID - Posic¸a˜o de memo´ria a ser transmitida a` PHY pela LMAC
Tabela A.3: Nome, nu´mero, tipo e campos do registo TXCTRL.
A.1.4 Registo 4 - RXSTAT
Neste registo a UMAC pode verificar se existem tramas recebidas a` espera de ser atendidas.





RXRDY Reception Ready - Quando a ’1’ indica que existe uma mensagem rece-
bida da PHY que ainda na˜o foi atendida pela UMAC
LASTM Last Message - Quando a ’1’ indica que a trama na posic¸a˜o de memo´ria
Slot ID e´ a u´ltima recebida e na˜o existe mais nenhuma trama a` espera
de atendimento pela UMAC
SLTID<7:0> Slot ID - Posic¸a˜o de memo´ria da trama recebida
Tabela A.4: Nome, nu´mero, tipo e campos do registo RXSTAT.
Este registo e´ alterado sempre que e´ efectuada a sua leitura, ou seja, se existir apenas uma
trama em fila de espera a flag RXRDY e´ colocada a ’0’ depois da UMAC efectuar uma leitura
no registo RXSTAT. Tambe´m o campo SLTID e´ actualizado com a pro´xima mensagem em
fila de espera, caso exista uma, apo´s uma leitura deste registo.
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A.1.5 Registo 6 - MEMSTA
Este registo conte´m o estado da memo´ria interna da LMAC, para ale´m da posic¸a˜o de
memo´ria alocada a` UMAC caso seja pedida uma. Uma descric¸a˜o geral deste registo encontra-





VLDSL Valid Slot - Quando a ’1’ indica que o campo Allocated Slot ID e´ va´lido
ALCID<7:0> Allocated Slot ID - Caso a alocac¸a˜o de memo´ria na LMAC tenha sido
bem sucedida, indica uma posic¸a˜o de memo´ria que foi disponibilizada
pela LMAC para utilizac¸a˜o pela UMAC
FREES<7:0> Free Slots - Indica o nu´mero de posic¸o˜es livres na memo´ria
NSLTS<7:0> Number of Slots - Indica o nu´mero total de posic¸o˜es de memo´ria
Tabela A.5: Nome, nu´mero, tipo e campos do registo MEMSTA.
A.1.6 Registo 7 - MEMCTL
Neste registo a UMAC tem a possibilidade de efectuar operac¸o˜es de alocac¸a˜o e libertac¸a˜o
na memo´ria da LMAC. Uma descric¸a˜o geral deste registo encontra-se na tabela A.6.
Nome MEMCTL
Nu´mero 7
Tipo Leitura e escrita
Campos Descric¸a˜o
ALCSL Allocate Slot - Quando a ’1’ ordena a` LMAC a alocac¸a˜o de uma posic¸a˜o
de memo´ria para a UMAC
RLSSL Release Slot - Quando a ’1’ ordena a` LMAC a libertac¸a˜o da posic¸a˜o de
memo´ria indicada em Slot ID
SLTID<7:0> Slot ID - Indica a posic¸a˜o de memo´ria a ser libertada pela LMAC
Tabela A.6: Nome, nu´mero, tipo e campos do registo MEMCTL.
A.1.7 Registo 9 - TIMCTL
No registo 9 a UMAC pode controlar o timer interno da LMAC, configurando o seu valor
de pre-scale e podendo tambe´m efectuar o carregamento de um valor no timer. Uma descric¸a˜o
geral deste registo encontra-se na tabela A.7.
A.1.8 Registo 10 - TMOFFL
Neste registo podem ser escritos os 32 bits menos significativos do valor a ser carregado




Tipo Leitura e escrita
Campos Descric¸a˜o
STLDV Set Timer Load Value - Quando a ’1’ ordena a` LMAC o carregamento
do valor presente nos registos TMOFFL e TMOFFH no seu Timer
interno
SPCNT Set Prescaler Counter - Quando a “1” aplica o valor guardado em
Prescaler Value como divisor da frequeˆncia de relo´gio no Timer da
LMAC
PSCAL<7:0> Prescaler - Factor de divisa˜o do clock interno do sistema. Deve ter
um valor que permita incrementar o contador (registos TMVALL e
TMVALH) em unidades de 1µs
Tabela A.7: Nome, nu´mero, tipo e campos do registo TIMCTL.
Nome TMOFFL
Nu´mero 10
Tipo Leitura e escrita
Campos Descric¸a˜o
OFFLO<31:0> Timer Offset Low - 32 bits menos significativos a ser carregados no
Timer da LMAC
Tabela A.8: Nome, nu´mero, tipo e campos do registo TMOFFL.
A.1.9 Registo 11 - TMOFFH
Neste registo podem ser escritos os 32 bits mais significativos do valor a ser carregado no
Timer da LMAC. Uma descric¸a˜o geral deste registo encontra-se na tabela A.9.
Nome TMOFFH
Nu´mero 11
Tipo Leitura e escrita
Campos Descric¸a˜o
OFFHI<31:0> Timer Offset High - 32 bits mais significativos a ser carregados no
Timer da LMAC
Tabela A.9: Nome, nu´mero, tipo e campos do registo TMOFFH.
A.1.10 Registo 12 - TMVALL
Este registo conte´m os 32 bits menos significativos do Timer da LMAC. Uma descric¸a˜o






TMVALL<31:0> Timer Value Low - 32 bits menos significativos do Timer da LMAC
Tabela A.10: Nome, nu´mero, tipo e campos dos registo TMVALL.
A.1.11 Registo 13 - TMVALH
Este registo conte´m os 32 bits mais significativos do Timer da LMAC. Uma descric¸a˜o





TMVALH<31:0> Timer Value High - 32 bits mais significativos do Timer da LMAC
Tabela A.11: Nome, nu´mero, tipo e campos dos registo TMVALH.
A.1.12 Registo 14 - CNTDWN
Atrave´s deste registo a UMAC podera´ activar ou parar um contador na LMAC que gere
uma interrupc¸a˜o assim que o tempo configurado tenha passado.Uma descric¸a˜o geral deste





ENCNT Enable Countdown - Flag de activac¸a˜o do contador
STCNT Stop Countdown - Flag que quando activada pa´ra o contador
CNTVA<15:0> Countdown Value - Valor a carregar no contador
Tabela A.12: Nome, nu´mero, tipo e campos dos registo CNTDWN.
A.1.13 Registos 16/20/24/28/32/36 - FRINF0/1/2/3/4/5
A LMAC possui ainda um registo para cada posic¸a˜o de memo´ria, com flags de estado e







VALID Valid - Quando a ’1’ indica que a posic¸a˜o de memo´ria a` qual este registo
corresponde conte´m dados va´lidos
NTXRX Transmission or Reception - Indica se a posic¸a˜o de memo´ria a` qual
este registo corresponde conte´m uma trama gerada pela UMAC (’0’)
ou uma trama recebida da PHY (’1’)
MSGOF<5:0> Message Offset - Indica o offset, em relac¸a˜o ao enderec¸o inicial da cor-
respondente posic¸a˜o de memo´ria, a partir do qual os dados sa˜o va´lidos
MSGSZ<11:0> Message Size - Indica o tamanho, em bytes, da trama contida na
posic¸a˜o de memo´ria a que este registo corresponde
Tabela A.13: Nome, nu´mero, tipo e campos dos registos FRINF0/1/2/3/4/5.
A.1.14 Registos 17/21/25/29/33/37 - FRTSL0/1/2/3/4/5
Este grupo de 6 registos conte´m os 32 bits menos significativos do valor do timestamp de






TSTLO<31:0> Timestamp Low - 32 bits menos significativos do valor do timestamp
de recepc¸a˜o para a posic¸a˜o de memo´ria a` qual o registo corresponde
Tabela A.14: Nome, nu´mero, tipo e campos dos registos FRTSL0/1/2/3/4/5.
A.1.15 Registos 18/22/26/30/34/38 - FRTSH0/1/2/3/4/5
Este grupo de 6 registos conte´m os 32 bits mais significativos do valor do timestamp de
tramas recebidas para cada posic¸a˜o de memo´ria. Uma descric¸a˜o geral deste registo encontra-se
na tabela A.15.
A.2 Procedimentos a seguir pela UMAC
A.2.1 Recepc¸a˜o de uma trama
Ao receber uma nova trama, a LMAC ira´ activar a interrupc¸a˜o phy tx interrupt sina-
lizando a UMAC de que se encontram dados prontos a ser lidos. Ao receber a interrupc¸a˜o







TSTLO<31:0> Timestamp Low - 32 bits mais significativos do valor do timestamp de
recepc¸a˜o para a posic¸a˜o de memo´ria a` qual o registo corresponde
Tabela A.15: Nome, nu´mero, tipo e campos dos registos FRTSH0/1/2/3/4/5.
1. No registo 4 - RXSTAT, verificar se a flag RXRDY se encontra a ’1’, o que significa que
existe pelo menos uma trama recebida que a UMAC ainda na˜o atendeu. De seguida
deve consultar o campo SLTID que informa qual o ID do slot de memo´ria que conte´m
a trama recebida.
2. Ainda no mesmo registo, caso a flag LSM se encontre a ’1’, enta˜o a UMAC sabe que na˜o
existem mais tramas a` espera de ser atendidas. Caso contra´rio, a UMAC deve realizar o
processamento da primeira trama recebida e voltar a consultar o registo RXSTAT (que
e´ automaticamente actualizado pela LMAC apo´s esta detectar que a UMAC efectuou
uma leitura neste registo) de forma a saber qual a trama seguinte. Isto repetir-se-a´ ate´
que LSM se encontre a ’1’.
3. No Registo 16/20/24/28/32/36 - FRINFx de informac¸a˜o associados a` trama, a UMAC
verifica se essa posic¸a˜o conte´m na realidade uma trama va´lida atrave´s do campo VALID
e continua com o processamento desta.
A.2.2 Requisic¸a˜o de posic¸a˜o de memo´ria pela UMAC
Para que a UMAC possa escrever numa posic¸a˜o da memo´ria interna da LMAC necessita
primeiro de pedir a alocac¸a˜o de um slot. Para que se lhe seja alocada uma posic¸a˜o de memo´ria
a UMAC deve seguir os seguintes passos:
1. Escrever no Registo 7 - MEMCTL colocando a flag ALCSL a ’1’;
2. No Registo 6 - MEMSTA, caso a LMAC consiga alocar um slot para a UMAC utilizar,
a flag VLDSL e´ colocada a ’1’ e o campo ALCID¡7:0¿ e´ preenchido com o ID do slot
alocado. Caso na˜o existam slots dispon´ıveis, a flag VLDSL permanece a ’0’ e a UMAC
tem de tomar medidas adequadas a esta situac¸a˜o, eventualmente a libertac¸a˜o de uma
posic¸a˜o de memo´ria.
A.2.3 Transmissa˜o de uma trama para a PHY
Quando a UMAC pretende enviar uma trama para a camada PHY tem de efectuar as
seguintes operac¸o˜es:
1. No Registo 0 - STATUS verificar se a flag TXRDY esta´ a ’1’, indicando que a LMAC
esta´ em condic¸o˜es de transmitir a trama. Caso na˜o esteja, a UMAC tera´ de esperar
ate´ que a LMAC esteja pronta a efectuar uma transmissa˜o. Assim que a flag TXR se
encontrar a “1”, pode passar para o passo seguinte.
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2. No Registo 3 - TXCTRL preencher o campo SLTID com o ID do slot de memo´ria que
conte´m a trama que deseja transmitir. Finalmente, fazer o set da flag TXRQT que
sinaliza a` LMAC que pretende enviar a trama. A LMAC tratara´ da transmissa˜o da
trama para a PHY a partir deste momento.
A.2.4 Libertac¸a˜o de uma posic¸a˜o de memo´ria pela UMAC
A libertac¸a˜o de posic¸o˜es de memo´ria da LMAC apenas pode ser efectuada pela UMAC.
Para isso basta a` UMAC:
1. Escrever no Registo 7 - MEMCTL, preenchendo o campo SLTID com o ID da posic¸a˜o
de memo´ria que pretende libertar. Em seguida deve fazer set da flag RSL.
A.2.5 Manutenc¸a˜o do Timer
Carregamento inicial e activac¸a˜o do Timer
Para carregar um valor no Timer e efectuar a sua activac¸a˜o a UMAC deve:
1. Escrever no Registo 10 - TMOFFL e Registo 11 - TMOFFH os 32 bits menos signifi-
cativos e os 32 bits mais significativos respectivamente, do valor do offset que pretende
carregar no timer;
2. No Registo 9 – TIMCTL colocal a flag STL a ’1’, ordenando a` LMAC o carregamento
do conteu´do dos registos 10 - TMOFFL e 11 - TMOFFH nos registos 12 - TMVALL e
13 - TMVALH (o contador);
3. Finalmente, no Registo 1 – CONTRL fazer set da flag ENCNT de forma a activar o
contador.
Activac¸a˜o de interrupc¸o˜es perio´dicas
Para activar uma interrupc¸a˜o perio´dica activada pela LMAC a cada segundo basta a`
UMAC:
1. Colocar a ’1’ a flag ENPSI no Registo 1 - CONTRL.
Alterac¸a˜o da cadeˆncia do Timer
A UMAC pode tambe´m alterar o valor do pre´-divisor do Timer da LMAC. Para isso tem
apenas de:
1. Escrever no campo PSCAL do Registo 9 - TIMCTL o novo valor do pre´-divisor a ser
carregado;
2. Colocar a ’1’ a flag STLDV no mesmo registo.
A.3 Drivers
Apesar de a UMAC poder aceder aos registos e a` memo´ria directamente, foi criado um
conjunto de macros que simplifica algumas das operac¸o˜es previamente descritas. Nesta secc¸a˜o
sa˜o descritas as macros implementadas para este efeito.
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LMAC TX FRAME(BaseAddress, SlotID)
Esta macro tem como func¸a˜o ordenar a` LMAC o envio da trama presente na posic¸a˜o de
memo´ria indicada pelo paraˆmetro SlotID.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
– SlotID - Nu´mero da posic¸a˜o de memo´ria a transmitir a` PHY.
• Retorna:
– N/A
LMAC GET TX STATUS(BaseAddress)
Esta macro tem como func¸a˜o verificar o estado de transmissa˜o da LMAC.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
• Retorna:
– 1 se a LMAC na˜o se encontra a realizar uma transmissa˜o, 0 caso contra´rio;
LMAC GET MEM STATUS(BaseAddress)
Esta macro tem como func¸a˜o obter informac¸o˜es relativas ao estado da memo´ria.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
• Retorna:
– Conteu´do do registo MEMSTA;
LMAC REQ SLOT(BaseAddress, SlotID, isValid)
Esta macro tem como func¸a˜o pedir a` LMAC a alocac¸a˜o de uma posic¸a˜o de memo´ria.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
• Retorna:
– SlotID - Posic¸a˜o de memo´ria alocada pela LMAC para escrita pela UMAC, caso
a alocac¸a˜o tenha sido bem sucedida;
– isValid - 1 se alocac¸a˜o de memo´ria tiver sido bem sucedida, 0 caso contra´rio.
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LMAC CLEAR SLOT(BaseAddress, SlotID)
Esta macro tem como func¸a˜o ordenar a` LMAC a libertac¸a˜o de uma posic¸a˜o de memo´ria.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
– SlotID - Nu´mero da posic¸a˜o de memo´ria a libertar.
• Retorna:
– N/A
LMAC GET FIRST RX FRAME(BaseAddress, SlotID, isValid, isLast)
Esta macro tem como func¸a˜o determinar qual a primeira trama na fila de espera de tramas
recebidas da LMAC.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
• Retorna:
– SlotID - Caso existam tramas em fila de espera, e´ retornado neste paraˆmetro a
posic¸a˜o de memo´ria na sa´ıda da fila de recepc¸a˜o da LMAC;
– isValid - 1 caso a trama na posic¸a˜o SlotID contenha dados va´lidos, 0 caso
contra´rio;
– isLast - 1 caso a posic¸a˜o de memo´ria lida da fila de recepc¸a˜o represente a u´ltima
trama em fila de espera, 0 caso existam tramas adicionais a` espera de ser atendidas.
LMAC SET TIMER(BaseAddress, flags, prescaler)
Esta macro tem como func¸a˜o ordenar configurar os timers da LMAC.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
– flags - Flags indicando a operac¸a˜o a realizar nos timers (configurac¸a˜o do valor de
prescale, activac¸a˜o de interrupc¸o˜es perio´dicas e/ou carregamento de um valor no
timer).
– prescaler - Factor de divisa˜o do timer, configurado quando a flag para configurac¸a˜o




LMAC LOAD TIMER COUNTER HI(BaseAddress, tmrCounter)
Esta macro tem como func¸a˜o ordenar carregar no registo OFFHI os 32 bits mais signifi-
cativos de um valor a carregar no timer.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
– tmrCounter - Valor a carregar no registo OFFHI.
• Retorna:
– N/A
LMAC LOAD TIMER COUNTER HI(BaseAddress, tmrCounter)
Esta macro tem como func¸a˜o ordenar carregar no registo OFFLO os 32 bits menos signi-
ficativos de um valor a carregar no timer.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
– tmrCounter - Valor a carregar no registo OFFLO.
• Retorna:
– N/A
LMAC GET TIMER VAL HI(BaseAddress)
Esta macro tem como func¸a˜o ordenar ler os 32 bits mais significativos do timer da LMAC.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
• Retorna:
– 32 bits mais significativos do timer da LMAC.
LMAC GET TIMER VAL LO(BaseAddress)
Esta macro tem como func¸a˜o ordenar ler os 32 bits menos significativos do timer da
LMAC.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
• Retorna:
– 32 bits menos significativos do timer da LMAC.
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LMAC GET FRAME INFO(BaseAddress, SlotID)
Esta macro tem como func¸a˜o ordenar ler informac¸a˜o sobre uma posic¸a˜o de memo´ria.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
– SlotID - Nu´mero da posic¸a˜o de memo´ria
• Retorna:
– Conteu´do do registo FRINFn correspondente.
LMAC SET COUNTDOWN(BaseAddress, CountdownVal)
Esta macro tem como func¸a˜o activar o contador decrescente da LMAC para que este gere
uma interrupc¸a˜o.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
– CountdownVal - Valor, em microssegundos, a carregar no contador;
• Retorna:
– N/A.
LMAC STOP COUNTDOWN(BaseAddress, CountdownVal)
Esta macro tem como func¸a˜o parar o contador decrescente da LMAC.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
• Retorna:
– CountdownVal - O valor, de 16 bits, do contador no momento de paragem.
LMAC SET FRAME INFO(BaseAddress, SlotID, Data)
Esta macro tem como func¸a˜o ordenar carregar informac¸a˜o sobre uma posic¸a˜o de memo´ria.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
– SlotID - Nu´mero da posic¸a˜o de memo´ria;
– Data - Dados a carregar no registo FRINFn correspondente.
• Retorna:
– 32 bits mais significativos do timer da LMAC.
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LMAC GET FRAME TS HI(BaseAddress, SlotID)
Esta macro tem como func¸a˜o ordenar ler os 32 bits mais significativos timestamp de uma
trama em memo´ria.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
– SlotID - Nu´mero da posic¸a˜o de memo´ria da qual se pretender ler o timestamp;
• Retorna:
– 32 bits mais significativos do timestamp associado a` trama.
LMAC GET FRAME TS LO(BaseAddress, SlotID)
Esta macro tem como func¸a˜o ordenar ler os 32 bits menos significativos timestamp de
uma trama em memo´ria.
• Paraˆmetros de entrada:
– BaseAddress - Enderec¸o base dos registos da LMAC;
– SlotID - Nu´mero da posic¸a˜o de memo´ria da qual se pretender ler o timestamp;
• Retorna:
– 32 bits menos significativos do timestamp associado a` trama.
LMAC WORD WRITE FRAME(MemBaseAddress, SlotID, DataWord,
WordOffset)
Esta macro tem como func¸a˜o ordenar a escrita de uma palavra (4 bytes) na memo´ria da
LMAC.
• Paraˆmetros de entrada:
– MemBaseAddress - Enderec¸o base da memo´ria da LMAC;
– SlotID - Nu´mero da posic¸a˜o de memo´ria onde se pretende escrever;
– DataWord - Palavra a ser escrita em memo´ria;





LMAC BYTE WRITE FRAME(MemBaseAddress, SlotID, DataByte, ByteOff-
set)
Esta macro tem como func¸a˜o ordenar a escrita de um byte na memo´ria da LMAC.
• Paraˆmetros de entrada:
– MemBaseAddress - Enderec¸o base da memo´ria da LMAC;
– SlotID - Nu´mero da posic¸a˜o de memo´ria onde se pretende escrever;
– DataByte - Byte a ser escrita em memo´ria;




LMAC WORD READ FRAME(MemBaseAddress, SlotID,WordOffset)
Esta macro tem como func¸a˜o ordenar a leitura de uma palavra (4 bytes) na memo´ria da
LMAC.
• Paraˆmetros de entrada:
– MemBaseAddress - Enderec¸o base da memo´ria da LMAC;
– SlotID - Nu´mero da posic¸a˜o de memo´ria de onde se pretende ler;
– WordOffset - Offset em relac¸a˜o ao in´ıcio da posic¸a˜o de memo´ria de onde se
pretende ler a palavra;
• Retorna:
– Palavra lida da posic¸a˜o de memo´ria indicada.
LMAC BYTE READ FRAME(MemBaseAddress, SlotID, ByteOffset)
Esta macro tem como func¸a˜o ordenar a escrita de uma palavra (4 bytes) na memo´ria da
LMAC.
• Paraˆmetros de entrada:
– MemBaseAddress - Enderec¸o base da memo´ria da LMAC;
– SlotID - Nu´mero da posic¸a˜o de memo´ria onde se pretende escrever;
– ByteOffset - Offset em relac¸a˜o ao in´ıcio da posic¸a˜o de memo´ria de onde se pre-
tende ler o byte;
• Retorna:
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