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Waves on a neutrally buoyant intrusion layer moving into otherwise stationary ﬂuid are
studied. There are two interfacial free surfaces, above and below the moving layer, and a train
of waves is present. A small amplitude linearized theory shows that there are two diﬀerent
ﬂow types, in which the two interfaces are either in phase or else move oppositely. The
former ﬂow type occurs at high phase speed and the latter is a low-speed solution. Nonlinear
solutions are computed for large amplitude waves, using a spectral type numerical method.
They extend the results of the linearized analysis, and reveal the presence of limiting ﬂow
types in some circumstances.
1 Introduction
In the past two decades, a great deal of research has been undertaken on the withdrawal of
ﬂuid from reservoirs. This problem, while simple to formulate for incompressible inviscid
ﬂuids, is nevertheless very diﬃcult to solve. This is particularly so because the problem
is irreducibly nonlinear, in the sense that the entire ﬂow is caused by the presence of the
withdrawing sink, and there is thus no free-stream uniform ﬂow about which approximate
linearized perturbation schemes can be constructed.
Nevertheless, a great deal is now known about behaviour of steady withdrawal ﬂows
in reservoirs, with a single free surface above the ﬂuid. In two-dimensional ﬂow, the
original work of Peregrine [1] and Tuck & Vanden-Broeck [2] showed that there are two
diﬀerent steady solution types. In the case of low pumping rate, the withdrawal involves
a stagnation point at the free surface immediately above the withdrawing sink. A second
type exists at a unique and higher pumping rate, and is distinguished by the presence of
a cusp at the free surface, pointing downwards toward the sink. Hocking & Forbes [3]
computed steady solutions of the ﬁrst type, in which a stagnation point exists above the
sink for low Froude number ﬂow and conﬁrmed the analysis of Tuck & Vanden-Broeck
[2]. Hocking [4] has also shown numerically that the second steady solution type, in which
a cusp is present at the free surface, is obtained at the pumping rate at which the free
surface is drawn down into the sink.
For three dimensional steady withdrawal ﬂow into a point sink, there is also a branch
of solutions that are similar to the ﬁrst type of two dimensional solutions discussed above.558 L. K. Forbes et al.
A stagnation point is present on the surface directly above the sink, and the ﬂow is
cylindrically symmetric about the central axis on which the sink is present. Such solutions
were computed numerically by Forbes & Hocking [5], who demonstrated that a limiting
conﬁguration existed at some maximum pumping rate, characterized by the presence of
a circular line of stagnation points at the free surface. Presumably, if this maximum
pumping rate is exceeded, wave breaking commences near this circular line, and the ﬂow
becomes inherently unsteady. Recently, solutions of this type have been computed by
Forbes & Hocking [6] for the more physically realistic situation in which the withdrawal
sink is placed close to a vertical reservoir wall. In that case, the circular symmetry of the
ﬂow is destroyed, and the geometry is fully three dimensional.
These withdrawal ﬂows have the simplifying feature that they all occur in ﬂuid that
is assumed to be homogeneous. Furthermore, for ideal ﬂuids, the quadratic dependence
of the free-surface condition on the ﬂuid velocity means that there is no mathematical
diﬀerence between ﬂows caused by an isolated sink or source. Thus these withdrawal
solutions could equally well apply to cases involving intrusion ﬂows through a narrow
slot or pipe.
In reservoirs, however, it is often not the case that the ﬂuid is homogeneous, as assumed
in the idealized withdrawal or intrusion ﬂows described above. Rather, the ﬂuid often
possesses horizontal layers of diﬀerent density, or may even have a continuously varying
density stratiﬁcation with depth (see Imberger & Hamblin [7]). In such cases, ﬂuid
withdrawal may occur primarily from one particular horizontal layer within the reservoir,
and the resulting ﬂow situation is correspondingly more complicated. Wen & Ingham [8],
for example, have computed ﬂow due to a line sink placed within the middle layer of
a three-ﬂuid system. Their results show that cusps may be formed on both of the ﬂuid
interfaces, above and below the sink. Similar ﬂows have been computed by Papatzacos &
Gustafson [9], although for the movement of ﬂuid through a porous medium.
These ﬂows are characterized by movement of one ﬂuid layer beneath another, and are
of wider interest than just the modelling of reservoirs. A general discussion of two-layer
intrusion currents under gravity was presented by Benjamin [10] from the point of view
of hydraulics, and it was argued that the advancing head of the intrusion layer must
possess a breaking wave. Similar physical situations also arise in the atmosphere and
ocean. Atmospheric intrusion ﬂows can be caused by the movement of a dense sea breeze
beneath the ambient air, and this mechanism is believed to be involved in the remarkable
‘Morning Glory’ phenomenon in Australia’s far north [11]. A mathematical model of this
eﬀect was presented by Forbes & Belward [12]. The eﬀect of shear in the lower layer
was incorporated and a solitary-wave solution was sought. Its computed wave speed was
found to be consistent with that of the Morning Glory. Similar two-layer ﬂows may even
be produced pyroclastically due to volcanic eruptions, as discussed by Nield & Woods
[13].
It is also possible for a horizontal gravity current to enter a stratiﬁed ﬂuid as an
intrusion layer, with heavier ﬂuid below it and lighter ﬂuid above. Such a situation can
occur in reservoirs when water entering the dam ﬁrst sinks to its neutrally buoyant
level and then spreads laterally. An experimental investigation of the propagation of an
intrusion gravity current ﬂow into a stationary two-layer ﬂuid has been undertaken by
Sutherland et al. [14]. A similar situation may occur in the atmosphere, and Flynn &An intrusion layer in stationary ﬂuids: Part 1 559
Sutherland [15], for example, have described how the anvil cloud of a thunderstorm can
form an intrusion layer at about the level of the tropopause. Manins [16] has conducted
an experimental investigation of the initial stages of an intrusion layer entering a linearly
stratiﬁed ﬂuid.
In the simplest model of an intrusion current in a reservoir or in the atmosphere, the
ﬂuid may be regarded as a three-layer system, with constant density in each layer. The
middle ﬂuid is in motion, and the top and bottom layers are stationary. Two interfaces are
present, separating the three horizontal layers. An experimental investigation of such a
system has been carried out by Mehta et al. [17]. They showed that the intrusion initially
propagates along the middle layer as a bulbous head, leaving a train of interfacial waves
in its wake. Their results include photographs of the trailing interfacial waves in the
three-layer system.
This is the ﬁrst in a series of two papers considering wave behaviour in three-layer
intrusion ﬂows. The middle layer only is in motion, and the top and bottom layers are
stationary and of inﬁnite depth. This ﬁrst paper presents an analysis of the periodic wave
motion for the moving middle ﬂuid, in both a small-amplitude linearized theory and a
fully nonlinear numerical study. A similar problem was discussed by Grundy & Tuck
[18], and they analyzed the ﬂow of a jet of air along the free surface of a ﬂuid, resulting
from the outﬂow from the skirt of a hovercraft, for example. In their system there are
only two ﬂuid densities to consider, namely those of the water and the air, and these
diﬀer by some orders of magnitude. In addition, the upper interface in their system is
simply a free streamline of constant speed. In the present paper, however, there are three
independent densities, of very similar magnitudes, and both interfaces are free boundaries.
Nevertheless, the periodic linearized dispersion relation obtained by Grundy & Tuck [18]
is similar to that found here in the appropriate parameter limits. Signiﬁcant diﬀerences
exist at larger wave amplitudes, however. P˘ ar˘ au & Dias [19] have also considered waves
in three-layer ﬂuid systems, although in their analysis all three layers are in motion. In
that case, nonlinear wave resonances can occur between diﬀerent modes in the separate
ﬂuid layers, but this eﬀect is not encountered in the present system.
The governing equations are presented in §2, and the linearized solution is reviewed in
§3. Linearized theory shows that, for waves of a given wavelength, there are two possible
propagation modes; there is a low-speed type in which the two interfaces move oppositely
and a high-speed mode in which the interfaces move in phase (the photographs in Mehta
et al. [17] are of this second faster type). The numerical solution algorithm for the fully
nonlinear problem is brieﬂy outlined in §4, and represents a straightforward Galerkin
procedure. Numerical results are displayed in §5, and a brief discussion in §6 concludes
this ﬁrst paper.
2 Formulation of the Problem
As discussed in the preceding section, intrusion ﬂows in reservoirs and in the atmosphere
often occur as the result of a stream of ﬂuid entering a stratiﬁed medium, and then
fanning out horizontally at the level of neutral buoyancy. Consider the two-dimensional
equivalent of this process, in which a stream at constant density ρ2 enters a stagnant
two-layer ﬂuid, with density ρ1 in the upper layer and density ρ3 in the bottom layer.560 L. K. Forbes et al.
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Figure 1. Illustration of an intrusion layer created when water enters a reservoir. The ﬂuid of
intermediate density ρ2 initially ﬂows down into the reservoir before moving horizontally at its
neutrally buoyant height. Waves are established on the moving middle system.
After transients have died away, a three-layer system is established, with ﬂuid in the
middle section moving at some mean speed c and forming an interfacial layer of mean
depth H.
Figure 1 illustrates the ﬂow situation as it might be realized in a reservoir. The three ﬂuid
layers are shown and their three densities ρ1 <ρ 2 <ρ 3 are indicated. The middle system
of density ρ2 enters the reservoir by ﬂowing down the wall at the left of the diagram, before
moving horizontally outwards through the reservoir. Each of the three ﬂuids is assumed
to be incompressible and inviscid, so that the middle layer ﬂows irrotationally. The top
and bottom layers are stationary. The system is subject to the downward acceleration of
gravity g. There are two interfaces y = ηU(x)a n dy = ηL(x) above and below the middle
intrusion layer, respectively. The ﬂow will be assumed to be steady.
Dimensionless variables will now be introduced, and are used in the rest of this paper.
All lengths are scaled with respect to the mean depth H of the middle layer, so that its
mean depth is one in non-dimensional coordinates. Speeds are all scaled relative to the
mean speed c of the intrusion layer, and the velocity potential φ is referred to the product
cH. Steady solutions to this problem are therefore dependent on the three dimensionless
parameters
F =
c
√
gH
γ1 =
ρ1
ρ2
γ3 =
ρ3
ρ2
. (2.1)
The ﬁrst constant F is the Froude number for moving layer 2, and represents a ratio of
its speed to a characteristic speed dependent on its depth. The remaining two constants
γ1 < 1a n dγ3 > 1 are density ratios.
Within the moving middle ﬂuid layer, the velocity vector q = ui + vj is obtained as the
gradient of a velocity potential φ that satisﬁes Laplace’s equation. Accordingly,
∇2φ =0 ; ( u,v)=

∂φ
∂x
,
∂φ
∂y

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On the upper interface, there is a kinematic condition
v = u
dηU
dx
on y = ηU(x), (2.3)
which expresses the fact that the intrusion layer is not free to cross its own upper boundary.
There is also a dynamic condition, which states that the pressure diﬀerence between the
moving intermediate layer and the stationary upper layer must be zero. When combined
with Bernoulli’s equation in the intrusion layer, this condition takes the dimensionless
form
1
2F2(u2 + v2)+( 1− γ1)(ηU − 1) = 1
2F2 on y = ηU(x). (2.4)
Similarly, the kinematic condition on the lower interface may be written
v = u
dηL
dx
on y = ηL(x), (2.5)
and the dynamic condition is
1
2F2(u2 + v2) − (γ3 − 1)ηL = 1
2F2 on y = ηL(x). (2.6)
A solution to this problem thus consists of ﬁnding the velocity potential φ and the two
interface shapes y = ηU(x)a n dy = ηL(x) that satisfy equations (2.2)–(2.6). This paper is
particularly concerned with the existence of periodic waves in the intrusion layer, and so
the details of how the layer enters the reservoir (or atmosphere) are not considered. Thus
the left-hand side of Fig. 1 is now disregarded, and attention is instead focussed on the
downstream wave system, as sketched at the right side of this diagram. It will be assumed
that the period wave system has dimensionless wavelength λ, and this represents a fourth
parameter to be considered along with those in equation (2.1).
3 Linearized Solution
This section brieﬂy reviews the solution of a linearized approximation to the system
described in equations (2.2)–(2.6), valid for waves of small amplitude. The analysis is
based on a straightforward perturbation about uniform ﬂow of unit dimensionless speed
along the x-axis. A particular case of the solution appears to have been developed ﬁrst
by Lord Rayleigh, and is discussed by Lamb [20] at the end of article 232. All three ﬂuid
layers were presumed to have the same density, and the ﬂow was described there as a jet
moving through still ﬂuid.
The velocity potential φ and the two interface proﬁles ηU(x)a n dηL(x) are expanded
in perturbation expressions of the form
φ(x,y)=x +  Φ1(x,y)+O( 2)
ηU(x)=1+ HU(x)+O( 2) (3.1)
ηL(x)= HL(x)+O( 2).
In these expressions, the number   is a small parameter, and represents the amplitude of
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The ﬁrst-order correction potential Φ1 in (3.1) satisﬁes Laplace’s equation, as in (2.2),
but now in the strip 0 <y<1. The kinematic condition (2.3) on the upper interface
yields
∂Φ1
∂y
=
dHU
dx
on y =1 , (3.2)
and the dynamic condition (2.4) gives rise to the ﬁrst-order approximation
F2∂Φ1
∂x
+( 1− γ1)HU =0 o ny =1 . (3.3)
Similarly, the kinematic condition (2.5) and the dynamic condition (2.6) on the lower
interface give rise to the ﬁrst-order equations
∂Φ1
∂y
=
dHL
dx
on y =0 , (3.4)
and
F2∂Φ1
∂x
− (γ3 − 1)HL =0 o ny =0 . (3.5)
The solution to Laplace’s equation in the strip 0 <y<1 and equations (3.3)–(3.5) gives
the ﬁrst-order velocity potential and interface elevations in the form
Φ1(x,y)=
1
F2k
[(γ3 − 1)coshky − F2ksinhky]sinkx
HL(x)=c o skx (3.6)
HU(x)=−
1
(1 − γ1)
[(γ3 − 1)coshk − F2ksinhk]coskx.
In these expressions, the constant k is the dimensionless wavenumber
k =2 π/λ. (3.7)
Finally, it may be shown that the linearized kinematic condition (3.2) on the upper surface
can only be satisﬁed if the Froude number F in (2.1), and the wavenumber k in (3.7) have
a dependency given by the dispersion relation
2F2ksinhk =( γ3 − γ1)coshk
±

(γ3 − γ1)2 cosh
2 k − 4(γ3 − 1)(1 − γ1)sinh
2 k. (3.8)
It can be shown that the argument of the square root term in (3.8) is always positive, and
that the expression on the right-hand side is therefore always real. Furthermore, it follows
then that the right-hand side is positive, for both the two signs of the square-root term.
This shows that, for a given value of the wavelength λ and corresponding wavenumber
k in (3.7), there are always two possible propagation speeds F. (It should be observed,
however, that if the top or bottom ﬂuid layers were also in motion, it would then be
possible for the dispersion relation corresponding to (3.8) to have complex roots. This
would then be associated with a form of Kelvin–Helmholtz instability, such as discussed
in Chandrasekhar [21], chapter 11.)An intrusion layer in stationary ﬂuids: Part 1 563
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Figure 2. Plots of the wave speed F for diﬀerent wavelengths λ, obtained from the linearized
dispersion relation (3.8). The slower and faster speeds are presented for each of the three diﬀerent
cases illustrated on the diagram.
If the minus sign is chosen in (3.8), the slower of the two possible propagation modes
is obtained. It is possible to show from (3.6) that this solution is characterized by the fact
that the functions HL and HU are of opposite sign; consequently, the two interfaces move
oppositely. For the higher wave-speed solution obtained with the plus sign in (3.8), the
two interfaces may similarly be shown to move in phase. This is most easily illustrated
for the particular case in which the two density ratios are symmetrically distributed about
one, so that
1 − γ1 = δ and γ3 − 1=δ.
In this case, the dispersion relation (3.8) reduces simply to
F2 =
δ(coshk ± 1)
ksinhk
,
and the two interface functions at ﬁrst order in (3.6) become
HL(x)=c o skx
HU(x)=±coskx.
Figure 2 illustrates the two wave speeds F calculated from the linearized dispersion
relation (3.8), as functions of the wavelength λ. Results are shown for three diﬀerent pairs
of density ratios, as indicated on the diagram. The case of most relevance to physical
reality is the one sketched with solid lines, for which γ1 =0 .95 and γ3 =1 .05, although all
three sets of curves have the same overall behaviour. The slower speed solution approaches564 L. K. Forbes et al.
a constant value of F as λ →∞ , but the Froude number F for the higher speed branch
may be shown to increase linearly with increasing wavelength.
In the limiting case when γ3 → 1, the lower interface y = ηL(x) becomes simply a
streamline, since then the moving middle layer has the same density as the lowest stationary
ﬂuid. The dispersion relations (3.8) yield F = 0 for the slower propagation mode, so that
this branch of solutions with the two interfaces in opposite phase apparently no longer
exists. The faster waves, with the two interfaces moving in phase, has Froude number F
given by the relation
F2ktanhk =( 1− γ1),
which has the same form as the result in Grundy & Tuck [18] for periodic waves. Those
authors found only these in-phase solution types in the nonlinear waves they computed
for the problem they considered.
It is also possible to consider the other extreme γ1 → 0 in which the density of the top
ﬂuid goes to zero. In that case, the upper interface becomes a free surface. For periodic
waves, however, this case introduces no new phenomena, and both propagation modes
can still occur as is evident from the dispersion relation (3.8).
4 Numerical Solution Algorithm
The numerical method used for the solution of the fully nonlinear system of equations
(2.2)–(2.6) is discussed in this section. This is a Galerkin procedure in the physical plane,
and need only be described brieﬂy here.
The Laplace equation (2.2) is solved approximately by a Fourier series of the form
φ(x,y)=x +
N 
n=1
[An coshnky + Bn sinhnky]sinnkx. (4.1)
This expression becomes exact as N →∞ . As the lower and upper interfaces are also
periodic functions of x, they may also be represented using the Fourier series
ηL(x)=C0 +
N 
n=1
Cn cosnkx
(4.2)
ηU(x)=D0 +
N 
n=1
Dn cosnkx.
These expansions likewise become exact as the number of Fourier coeﬃcients increases;
N →∞ .
It is necessary to specify an amplitude for the wave, in the numerical solution technique.
Consistently with the linearized solution in §3, the amplitude   is deﬁned as half the peak-
to-trough displacement for the lower interface. Thus
  = 1
2[ηL(0) − ηL(π/k)]. (4.3)
When the series in (4.2) is substituted into the deﬁnition (4.3), the wave amplitude is foundAn intrusion layer in stationary ﬂuids: Part 1 565
to be given in terms of the Fourier coeﬃcients according to the formula
  = 1
2
N 
n=1
Cn[1 − cosnπ], (4.4)
which again becomes exact as N →∞ .
A Galerkin method is used to ﬁnd the Fourier coeﬃcients An, Bn, Cn and Dn, n =
1,2,...,N and the Froude number F, satisfying equations (2.2)–(2.6) and (4.4). A grid of
numerical points
0=x1,x 2,...,x P−1,x P = π/k (4.5)
is deﬁned, with equal point spacing ∆x = π/(k(P −1)). Here, the number P of these points
is completely independent of the number of Fourier coeﬃcients N, since the points (4.5)
are only used to evaluate the integrals that appear below. The free-surface elevations ηL
and ηU and their derivatives are computed at each of the mesh points in (4.5), using the
series (4.2). The components u and v of the velocity vector are now evaluated along both
interfaces, by diﬀerentiating the expression (4.1) for the velocity potential, as in equa-
tion (2.2).
A vector of unknowns
U =[ A1,...,A N;B1,...,B N;C0,C 1,...,C N;D0,D 1,...,D N;F]T (4.6)
of length 4N + 3 is deﬁned. The components of this vector are updated iteratively using
Newton’s method to force an error vector E to zero. The ﬁrst N + 1 components of the
error vector are
 π/k
0
1
2F2(u2 + v2 − 1) + (1 − γ1)(ηU − 1)

y=ηU cosqkxdx, q =0 ,1,...,N (4.7)
which come from the dynamic condition (2.4) on the upper interface, multiplied by the
appropriate Fourier basis functions and integrated. The next N components of the error
vector E come from the kinematic condition (2.3) on the upper surface, and take the form
 π/k
0

v − u
dηU
dx
	
y=ηU
sinqkxdx, q =1 ,...,N. (4.8)
Af u r t h e rN + 1 components of the error vector are similarly derived from the dynamic
condition (2.6) on the lower interface, to give
 π/k
0
1
2F2(u2 + v2 − 1) − (γ3 − 1)ηL

y=ηL cosqkxdx, q =0 ,1,...,N (4.9)
and the kinematic condition (2.5) on the lower interface yields the further N conditions
 π/k
0

v − u
dηL
dx
	
y=ηL
sinqkxdx, q =1 ,...,N. (4.10)
Thus the error vector E,o fl e n g t h4 N + 3, has components derived from (4.7)–(4.10) and566 L. K. Forbes et al.
the amplitude condition (4.4). The components of this vector are driven to zero using a
damped Newton’s method algorithm to adjust the components of the unknown vector U
in (4.6).
To prevent the numerical solution method from becoming ill-conditioned, the coeﬃ-
cients in the Fourier series (4.1) are modiﬁed, by writing them as
An =
A∗
n
cosh(nk[1 + ξ])
and Bn =
B∗
n
cosh(nk[1 + ξ])
, (4.11)
and solving instead for the new coeﬃcients A∗
n and B∗
n. This simple numerical device is
intended to ensure that the new coeﬃcients remain within convenient numerical bounds.
The parameter ξ may be set to zero for small to moderate waves, but larger waves require
ξ to be increased somewhat. Good results are obtained by choosing ξ to be one less than
the maximum displacement of the lower interface.
The numerical scheme has been run using up to P = 801 grid points along each
interface, and up to N = 101 coeﬃcients in each series. Trapezoidal rule integration is
used to evaluate each integral in the expressions (4.7)–(4.10), since this is known to possess
exponential accuracy for periodic integrands (see Atkinson [22], p. 253). Newton’s method
typically converges in four or ﬁve iterations.
5 Presentation of results
We begin this discussion of the results of numerical computation, by considering an
intrusion layer that is symmetrically located with respect to layers 1 and 3, in terms
of its density proﬁle. The upper and lower density ratios are chosen to be γ1 =0 .95
and γ3 =1 .05, as these values are representative of the actual situation occurring within
reservoirs, for example. The linearized wave-speeds pertaining to this situation are shown
for both propagation modes in Fig. 2, as the set of curves drawn with solid lines.
It is customary in the analysis of nonlinear waves to ﬁx the wavelength and then
examine the dependence of wave-speed on amplitude (see, for example, Schwartz [23]).
Accordingly, we begin by presenting results for intrusion waves with wavelength λ = 40.
For waves of very small amplitude, the nonlinear numerical solutions agree very closely
with the linearized results, for which the wave-speed is shown in Fig. 2. As the amplitude
increases, the waves on both branches become more distorted, and eventually form proﬁles
with a corner enclosing the Stokes angle of 120◦. For the faster waves, that propagate
with both interfaces in phase, the waves of maximum amplitude possess a corner at their
crests. Figure 3 shows the largest amplitude wave for which the numerical solution of §4
converged, at wavelength λ = 40. The amplitude deﬁned in (4.3) has the value   =3 .87,
and the solution was computed by setting the parameter ξ in (4.11) to ξ = 5. Both
interfaces have formed sharp crests and broader troughs, so that the solution in Fig. 3
is close to the limiting conﬁguration possible for steady waves. If the amplitude were
increased signiﬁcantly beyond that shown in Fig. 3, the waves would presumably break
at their crests, and become fundamentally unsteady in their behaviour.
The variation of the Froude number in (2.1) with wave amplitude   for this case is
shown in Fig. 4. For   = 0, the value F =2 .0152 has been taken from the linearized
solution (3.8), and is in excellent agreement with the nonlinear results for small amplitude.An intrusion layer in stationary ﬂuids: Part 1 567
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Figure 3. Interfacial proﬁles for an intrusion wave with density ratios γ1 =0 .95, γ3 =1 .05,
wavelength λ = 40 and amplitude   =3 .87.
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Figure 4. Dependence of the Froude number F on wave amplitude  ,f o rγ1 =0 .95,
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Figure 5. Interfacial proﬁles for an intrusion wave with density ratios γ1 =0 .95, γ3 =1 .05,
wavelength λ = 40 and amplitude   =0 .1978.
As   is increased, however, the Froude number F decreases monotonically until about
the maximum value   =3 .87 is attained, as in Fig. 3. There is actually a slight upward
inﬂexion in the wave speed very close to this maximum wave amplitude, although this
feature is too small to be seen in Fig. 4.
The linearized solution of §3 also reveals that a second solution type exists at lower
wave speeds, and is characterized by the fact that the two interfaces move oppositely
to each other. The lower branch in Fig. 2 corresponds to this second solution type. The
nonlinear solution algorithm of §4 also calculates these low speed waves. It is found
that steady solutions may again be obtained up to some maximum wave amplitude, at
which value a corner is produced at the wave crests. Such a limiting conﬁguration is
illustrated in Fig. 5, for wavelength λ = 40 and at the maximum amplitude   =0 .1978 for
which solutions could be obtained. The wave proﬁle is quite extreme in shape, with long,
extended ﬂat troughs and very narrow crests. Because the density diﬀerences between the
layers are symmetric, with a 5% diﬀerence in each case, the two interfaces are mirror
images of each other, so that the pointed crest is duplicated anti-symmetrically, with one
directed upwards and the other downwards.
Figure 6 shows the nonlinear behaviour of the wave speed as a function of amplitude.
For   = 0, the linearized value of the Froude number F =0 .15795 is in close agreement
with numerical results for very small amplitude  , but the speed then increases as the
amplitude increases. Near the wave of maximum height, there is a small region in which
the speed actually decreases slightly, consistently with known results for gravity waves
(see Schwartz [23]), and this feature is evident in Fig. 6.
Up to this point, results have been presented assuming a ﬁxed wavelength, since this is
the conventional form of analysis undertaken for gravity waves. In the present situation,An intrusion layer in stationary ﬂuids: Part 1 569
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Figure 6. Dependence of the Froude number F on wave amplitude  ,f o rγ1 =0 .95,
γ3 =1 .05 and λ = 40.
however, it is also appropriate to consider waves with ﬁxed speed F, since the intrusion
layer would form a layer of constant depth and move at constant speed. This situation is
illustrated here for the case F = 1, and the same density ratios γ1 =0 .95 and γ3 =1 .05 as
before.
The interfacial proﬁles for three diﬀerent solutions are all shown in Fig. 7 for this case.
The amplitudes are   =0 .77, 1.75 and 3.1 as indicated. As the wave amplitude   increases,
the wavelength λ also increases, as is evident from the diagram, and the interfaces develop
sharper crests. The proﬁle for   =3 .1 is the largest amplitude wave for which a steady
solution could be obtained, and is evidently close to a limiting conﬁguration possessing a
corner at the crest.
The variation of wavelength with wave amplitude for this case is displayed in Fig. 8.
The linearized solution predicts a wavelength λ =1 9 .786 for   → 0, and this value is
is close agreement with the nonlinear results for small wave amplitude. However, the
wavelength λ then increases very signiﬁcantly as amplitude   is increased. There is, in
fact, a very narrow interval of values of   near the maximum, at which there is a small
downturn in the λ values, although this is too small to be seen in Fig. 8.
To conclude this presentation of results, the wavelength is again ﬁxed at the value
λ = 40 and the strongly asymmetric density ratios γ1 =0 .91 and γ3 =1 .01 are considered.
Two interfacial proﬁles are presented in Fig. 9, for the (higher speed) solution branch
for which both interfaces are in phase. Even for the case of moderate wave amplitude
  =0 .5 shown with dashed lines, the solution is similar to the sinusoidal proﬁles predicted
by the linearized analysis of §3. However for amplitude   =2 .72, which is the largest
steady state wave that could be obtained, the interface proﬁles have become severely
nonlinear. The solution was computed with the parameter in (4.11) set to ξ = 5, and it is570 L. K. Forbes et al.
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Figure 7. Three interfacial wave proﬁles obtained with density ratios γ1 =0 .95, γ3 =1 .05 and
Froude number F = 1, for the three amplitudes   =0 .77 (dashed line),   =1 .75 (dash-dot line) and
  =3 .1 (solid line).
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Figure 9. Two interfacial wave proﬁles obtained with asymmetric density ratios γ1 =0 .91, γ3 =
1.01 and wavelength λ = 40, for the two amplitudes   =0 .5 (dashed line) and   =2 .72 (solid line).
clear that the waves are ultimately limited by the presence of a corner formed ﬁrst at the
crest of the upper interface.
The corresponding variation of Froude number F with amplitude   for this case is
displayed in Fig. 10. The wave speed decreases monotonically with increasing amplitude,
almost until the maximum size   =2 .72 is attained, where there is a very slight upward
inﬂexion in the curve just before the maximum.
Two sets of interfacial proﬁles are shown in Fig. 11, for the other (low speed) branch of
solutions, in this asymmetric case. There is a solution obtained for the moderate amplitude
  =0 .11 drawn with dashed lines, and the maximum wave amplitude   =0 .3486 is shown
with solid lines. In both cases, the upper interface is very similar, with minor diﬀerences
apparent only near the crests. The lower interfaces, however, are both strongly nonlinear,
possessing long ﬂat troughs and very abrupt crests that point downward for this solution
type. It is clear that the branch of steady solutions is ultimately limited by the formation
of a corner at the downward pointing crests of the lower interface.
The variation of Froude number F with wave amplitude   is displayed for this asym-
metric case in Fig. 12. The curve is similar to the symmetric case illustrated for the
same solution type in Fig. 6. The small downturn in F values near the maximum wave
amplitude is more prominent in this asymmetric case, however.
6 Discussion and conclusion
In this paper, a numerical method has been presented for computing steady nonlin-
ear waves on an intrusion layer moving through an otherwise stationary reservoir or572 L. K. Forbes et al.
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Figure 10. Dependence of the Froude number F on wave amplitude  ,f o rγ1 =0 .91,
γ3 =1 .01 and λ = 40.
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Figure 11. Two interfacial wave proﬁles obtained with asymmetric density ratios γ1 =0 .91,
γ3 =1 .01 and wavelength λ = 40, for the two amplitudes   =0 .11 (dashed line) and   =0 .3486
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Figure 12. Dependence of the Froude number F on wave amplitude  ,f o rγ1 =0 .91,
γ3 =1 .01 and λ = 40.
atmosphere. The method is based on a straightforward Galerkin procedure, and the results
of many hundreds of separate converged numerical solutions have been presented here. In
each case, there is close agreement with the linearized solution for small wave amplitude,
but nonlinear eﬀects become extremely important for larger waves. Eventually, the steady
solution branch terminates at some maximum amplitude when a corner is formed at wave
crests on one or both interfaces. Consistently with the predictions of linearized theory,
there are two separate nonlinear solution types, a low speed branch for which the interfaces
move in opposite directions and a higher speed type where the interfaces are in phase.
The Galerkin procedure presented here could have been carried out in an inverse
(hodograph) plane, as in Schwartz [23] or Grundy & Tuck [18], for example. An advantage
of such a method is that it easily allows the computation of waves with overhanging
portions in the proﬁles. This technique was not used here, however, since the physical
plane approach of the present paper is capable of much greater generality. It could,
for example, be applied to ﬂows in which constant vorticity is present in the intrusion
layer, and in that case, the inverse hodograph formulation would no longer be available.
This problem will be investigated in future work. Overhanging wave proﬁles were not
encountered in the present study, and this was conﬁrmed using an arclength formulation
of the free boundary conditions; this was not discussed here as the need for it did not arise.
If either layer 1 or layer 3 in Fig. 1 were also in motion, then the limiting wave would
not necessarily involve a structure enclosing a 120◦ angle at the crest. Instead, it is likely
that the interfaces would develop overhanging portions in the proﬁles near the crests, as
described in the paper by Turner & Vanden-Broeck [24], for example. In fact, Grundy
& Tuck [18] computed large-amplitude periodic waves with just such multiple-valued
sections in their proﬁles, for surface waves behind a hovercraft, although in that problem574 L. K. Forbes et al.
Figure 13. Photograph of the ‘Bridgewater Gerry’, an atmospheric intrusion wave with both
interfaces in phase, moving down Hobart’s Derwent river in 2004.
only one ﬂuid was in motion. When more than one ﬂuid layer is in motion, it is also
possible for resonance eﬀects to occur between wave modes in the diﬀerent layers, and
this eﬀect is discussed by P˘ ar˘ au & Dias [19]. In addition, Kelvin–Helmholtz instability is
possible under these ﬂow circumstances. These phenomena are outside the scope of the
present investigation, however.
An interesting example of intrusion waves in the atmosphere occurs during winter
months along the Derwent river in Hobart, in the island state of Tasmania. A river
breeze is generated katabatically upstream, and then moves down the river, towards the
river mouth. It is accompanied by a reasonably dense fog, which makes it easily visible.
The phenomenon is known locally as the “Bridgewater Gerry” (the origin of the name
“Gerry” is unclear), and a photo of it is given in Fig. 13. The layer of white fog just above
the river is readily able to be seen, and about one full wavelength is visible. This solution
is of the higher speed type, in which the two interfaces move in phase.
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