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Abstract
We derive an exact expression for the Seiberg-Witten map of noncommutative gauge
theory. It is found by studying the coupling of the gauge field to the Ramond-Ramond
potentials in string theory. Our result also proves the earlier conjecture by Liu.
1 Introduction
A noncommutative gauge theory can be realized by considering branes in string theory
with a constant NS-NS two-form field [1]. In [2], it was shown that there are two
equivalent descriptions of the theory, one in terms of ordinary gauge fields Ai on a
commutative space and another in terms of noncommutative gauge fields Aˆi on a
noncommutative space whose coordinates obey the commutation relation,
[xi, xj ] = −iθij . (1.1)
The map between Ai and Aˆi, called the Seiberg-Witten map, is characterized
1 by the
differential equation with respect to θ,
δAˆi(θ) = −
1
4
δθjk
[
Aˆj ∗ (∂kAˆi + Fˆki) + (∂kAˆi + Fˆki) ∗ Aˆi
]
, (1.2)
with the initial condition,
Aˆi(θ = 0) = Ai. (1.3)
Here ∗ is the standard star product,
f(x) ∗ g(x) = lim
y→x
exp
[
−iθij
∂2
∂xi∂yj
]
f(x)g(y), (1.4)
and the field strength Fˆij is defined as
Fˆij = ∂iAˆj − ∂jAˆi + iAˆi ∗ Aˆj − iAˆj ∗ Aˆi. (1.5)
The differential equation (1.2) is known as the Seiberg-Witten equation.
There have been several attempts to solve the Seiberg-Witten equation. In [4], it
was pointed out that the map can be expressed in terms of a functional integral which
quantizes the Poisson structure θ˜ij related to θij by
(θ˜−1)ij = (θ
−1)ij + ∂iAj − ∂jAi. (1.6)
By perturbatively evaluating the functional integral, one can obtain the Seiberg-Witten
map order by order in a formal power series expansion in θ. In [5], the Seiberg-Witten
map is expressed in terms of the Kontsevich map [6] which relates the star product
associated with θij to the one associated with θ˜ij given by (1.6).2 There is a procedure to
compute the Kontsevich map as a formal power series expansion. The two approaches
1As pointed out in [3], there is a possibility to modify the equation by performing field redefinition
and gauge transformation.
2The method developed in [5] is also applicable to the case when θij is not constant.
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are related to each other since the Kontsevich map can be expressed in terms of a
functional integral [7] which is similar to the one used in [4].
One can also try to solve (1.2) directly order by order in a power series expansion.
The structure of the power series is examined in [8], [9]. It was shown that it involves
the so-called generalized star products, which also appear in the expansion of the open
Wilson line, ∫
dx ∗
[
eikxP exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
, (1.7)
where
li = kjθ
ji, (1.8)
and ∗[· · ·] means that we take the standard star product (1.4) in the expansion of the
expression in [· · ·] in powers of Aˆi. This suggests that the Seiberg-Witten map can be
expressed in terms of the open Wilson line. Based on this observation and the earlier
papers [4], [5] mentioned in the above paragraph, it was conjectured in [10] that the
(inverse of) Seiberg-Witten map is given in the momentum space by
Fij(k) ≡
∫
dx eikx (∂iAj(x)− ∂jAi(x))
=
∫
dx ∗

eikx
√
det
(
1− fˆ θ
)( 1
1− fˆ θ
fˆ
)
ij
P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
) ,
(1.9)
where
fˆij =
∫ 1
0
Fˆij(x+ lτ)dτ. (1.10)
Here we are using the same symbol x to denote both the commutative (in the first
line) and the noncommutative coordinates (in the second line). The path-ordering
with respect to τ is implicit in this expression and throughout the rest of the paper. It
is clear that (1.9) obeys the initial condition (1.3). To the quadratic order in the power
series expansion in θ, it was also checked in [10] that (1.9) satisfies the Seiberg-Witten
equation.
In this paper, we derive an exact expression for the Seiberg-Witten map. We will
discuss the case where the gauge group is U(1). Solving the Seiberg-Witten equation
is equivalent to finding a two-form Fij = Fij(Aˆi; θ) which
(a) is gauge invariant,
Fij(Aˆi + ∂iλˆ+ iAˆi ∗ λˆ− iλˆ ∗ Aˆi; θ) = Fij(Aˆi; θ), (1.11)
(b) obeys the Bianchi identity for the ordinary gauge theory:
∂iFjk + ∂jFki + ∂kFij = 0, (1.12)
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(c) satisfies the initial condition,
Fij(Aˆi; θ = 0) = ∂iAˆj − ∂jAˆi. (1.13)
Modulo freedom of field redefinition and gauge transformation, the conditions (a) and
(b) are equivalent to the Seiberg-Witten equation since the Bianchi identity (b) means
that Fij can be expressed as Fij = ∂iAj − ∂jAi for some Ai and the gauge invariance
(a) guarantees that, under the noncommutative gauge transformation,
Aˆi → Aˆi + ∂iλˆ+ iAˆi ∗ λˆ− iλˆ ∗ Aˆi, (1.14)
Ai transforms as an ordinary gauge field,
Ai → Ai + ∂iλ, (1.15)
for some λ which depends on λˆ and Aˆi. These are exactly the conditions from which
the Seiberg-Witten equation was derived [2]. The importance of the condition (b) in
this context was stressed in [9].
If we realize the noncommutative gauge theory on p-branes in string theory, the
two-form Fij obeying the three conditions (a) – (c) can be found by identifying the
current coupled to the Ramond-Ramond potential C(p−1). The gauge invariance (a) is
manifest if we use the point-splitting regularization on the string worldsheet, and the
Bianchi identity (b) is the consequence of the gauge invariance of the Ramond-Ramond
potential,
C(p−1) → C(p−1) + dǫ, (1.16)
where ǫ is an arbitrary (p− 2) form in the bulk. From the resulting expression for Fij ,
it is straightforward to verify that the initial condition (c) is satisfied. The fact that
the initial condition is satisfied is presumably related to the topological nature of the
Ramond-Ramond coupling and the lack of α′ corrections to it.3
When the noncommutative space is 2n dimensional, namely, when the rank of θ is
2n, the Seiberg-Witten map4 we find from the Ramond-Ramond current is
Fij(k) + θ
−1
ij δ(k)
=
1
Pf(θ)
∫
dx ∗
[
eikx
(
θ − θfˆθ
)n−1
ij
P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
. (1.17)
3This result is in contrast to the case of the energy-momentum tensor studied in our earlier paper
[11]. There it was shown that the energy-momentum tensor of the noncommutative theory derived
from the coupling to the bulk graviton does not reduce to the one in the ordinary gauge theory in the
limit θ → 0.
4It is known that a solution to the Seiberg-Witten equation is not unique. For example, there is
the field redefinition ambiguity we mentioned in the above. It would be interesting to find out if this
solution, which naturally comes from the string theory computation, has a special status among all
possible solutions.
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Here the integral
∫
dx is over the space coordinates on the brane and is normalized as
∫
dx =
∫
dx1 · · · dx2n
(2π)2n
, (1.18)
the two-form (θ − θfˆθ)n−1ij in the integrand is defined as
(
θ − θfˆθ
)n−1
ij
≡ −
1
2n−1(n− 1)!
ǫiji1i2···i2n−2
×
∫ 1
0
dτ1
(
θ − θFˆ (x+ lτ1)θ
)i1i2
· · ·
∫ 1
0
dτn−1
(
θ − θFˆ (x+ lτn−1)θ
)i2n−3i2n−2
,
(1.19)
and the pfaffian is normalized as
Pf(θ) =
1
2nn!
ǫi1···i2nθ
i1i2 · · · θi2n−1i2n . (1.20)
Note that the right-hand side of (1.17) depends only on Aˆi(x), θ
ij and ki. In particular,
the combination (θ−θfˆθ)n−1ij /Pf(θ) does not depend the normalization of the ǫ-symbol.
In order to make the logical structure of this paper transparent, we will first prove
that (1.17) satisfies the three conditions (a) – (c) independently of the string theory
origin of the formula. In particular, the proof holds for any n even though the string
theory computation only works for n ≤ 4. After the proof is completed, we will explain
how the solution is found from the string theory computation of the Ramond-Ramond
coupling.
It turns out that the map (1.17) can be re-expressed in the form (1.9). Thus we
have also proven the conjecture in [10]. Since we now have the exact expression for the
Seiberg-Witten map, it may also be possible to find an expression for the Kontsevich
map in the case of (1.6).
This paper is organized as follows. In Section 2, we prove that (1.17) satisfies the
three conditions (a) – (c) and therefore gives the Seiberg-Witten map. We also show
that it is equivalent to (1.9) conjectured in [10]. In Section 3, we discuss its relation to
the coupling of the noncommutative gauge field to the Ramond-Ramond potentials in
string theory.5 In Section 4, we discuss applications and extensions of our result.
After the first version of this paper appeared, we received two papers [12], [13], whose
contents overlap with Section 3 of this paper.
5In the course of this work, we were informed of a work in progress by S. Das and N.V. Surya-
narayana on some aspect of the Ramond-Ramond currents.
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2 Proof
In this section, we will prove that (1.17) obeys the three conditions (a) – (c) for the
Seiberg-Witten map. The gauge invariance (a) is manifest because of the use of the
open Wilson line [14] – [16]. We will show that it also satisfies the Bianchi identity (b)
and the initial condition (c).
2.1 Bianchi identity
In order to prove the Bianchi identity, it is useful to introduce the following currents
of rank 2s,
J i1···i2s(k) =
1
Pf(θ)
∫
dx ∗
[
eikx
∫ 1
0
dτ1
(
θ − θFˆ (x+ lτ1)θ
)[i1,i2
· · ·
×
∫ 1
0
dτn
(
θ − θFˆ (x+ lτn)θ
)i2s−1,i2s]
P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
) ]
. (2.1)
Here the indices i1, . . . , i2s are totally antisymmetrized with a factor of 1/(2s)! for each
term. For noncommutative gauge theory in 2n dimensions, the Seiberg-Witten map
(1.17) can be written as
Fij(k) + θ
−1
ij δ(k) = −
1
2n−1(n− 1)!
ǫiji1···i2n−2J
i1···i2n−2(k). (2.2)
Therefore, to prove that the left-hand side of (2.2) obeys the Bianchi identity, it is
sufficient to show that these currents are conserved,
ki1J
i1···i2s(k) = 0. (2.3)
The conservation law can be proven by performing integration by parts in the τ -
integrals in (2.1). Before describing a proof for general s, it would be instructive to
show how it works for s = 1 and s = 2. When s = 1,
ki
∫
dx ∗
[
eikx
∫ 1
0
dτ ′(θ − θFˆ (x+ lτ ′)θ)ijP exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
=
∫
dx ∗
[
eikx
∫ 1
0
dτ ′(lj − θjiFˆii′ l
i′)P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
= iθjj
′
∫
dx ∂j′ ∗
[
eikxP exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
= 0. (2.4)
Here we decomposed the factor in the second line as follows:
lj − θjiFˆii′ l
i′ = iθjj
′
(ikj′ + i∂j′Aˆi′ l
i′) + θjj
′
li
′
Di′Aˆj′, (2.5)
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and used the identity that
∫
dx ∗
[
eikx
∫ 1
0
dτ ′ li
′
Di′Aˆj′(x+ lτ
′)P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
= 0, (2.6)
which was shown in (B.4) in [11].
To prove the current conservation for s = 2, we use the following identity,
∫
dx ∗
[
eikx
∫ 1
0
dτ1 l
i(Fˆij(x+ lτ1)− θ
−1
ij )
∫ 1
0
dτ2 O(x+ lτ2)
×P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
= −i
∫
dx ∗
[
eikx
∫ 1
0
dτ ′DjO(x+ lτ
′)P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
. (2.7)
The conservation law for s = 2,
ki
∫
dx ∗
[
eikx
∫ 1
0
dτ1(θ − θFˆ (x+ lτ1)θ)
i[j
∫ 1
0
dτ2(θ − θFˆ (x+ lτ2)θ)
k,l]
×P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
= 0, (2.8)
follows from this by setting O = Fˆkl − θ
−1
kl and using the Bianchi identity
DjFˆkl +DkFˆlj +DlFˆjk = 0 (2.9)
for Fˆ . What remains is to show (2.7). This follows from the follwoing two identities.
The first one is∫
dx ∗
[
eikx
∫ 1
0
dτ1 l
iDiAˆj(x+ lτ1)
∫ 1
0
dτ2 O(x+ lτ2)P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
=
∫
dx ∗
[
eikx
∫ 1
0
dτ ′[Aˆj,O](x+ lτ
′)P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
, (2.10)
which can be derived from (B.5) in [11]. The second one is
∫
dx ∗
[
eikx
∫ 1
0
dτ1
{
−kj − l
i∂jAˆi(x+ lτ1)
} ∫ 1
0
dτ2 O(x+ lτ2)
×P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
= −i
∫
dx ∗
[
eikx
∫ 1
0
dτ ′∂jO(x+ lτ
′)P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
, (2.11)
where we performed integration by parts on Aˆi. By combining (2.10) and (2.11) using
liDiAˆj − l
i∂jAˆi − kj = l
i(Fˆij − θ
−1
ij ), (2.12)
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we obtain the identity (2.7).
To give a proof of the conservation law (2.3) for general s, it is most convenient
to use the Matrix Theory language [17] – [19]. The noncommutative gauge theory
with a commutative time coordinate t and 2n noncommutative space coordinates xi
(i = 1, . . . , 2n) can be constructed from Matrix Theory by setting the matrix variables
X i in the form,
X i = xi + θijAˆj(x), (2.13)
where xi obeys the commutation relation,
[xi, xj ] = −iθij . (2.14)
Formulae in noncommutative gauge theory can then be expressed in the Matrix Theory
language according to the map [20],
[X i, Xj] = −i
(
θij − θii
′
Fˆi′j′θ
j′j
)
,
eikX = ∗
[
eikxP exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
i
)]
,
tr (· · ·) =
1
Pf(θ)
∫
dx ∗ [· · ·] , (2.15)
with li = kjθ
ji. For a more precise description of the map between gauge invariant
operators of Matrix Theory and the noncommutative gauge theory, see [21].6
Following the rule (2.15), we can express the currents (2.1) in noncommutative gauge
theory using the Matrix Theory variables as
J(k) = tr
(
eikX
)
,
J ij(k) = i tr
(
[X i, Xj]eikX
)
,
J ijlm(k) =
i2
3
∫ 1
0
dτtr
(
[X i, Xj]eiτkX [X l, Xm]ei(1−τ)kX
)
+
i2
3
∫ 1
0
dτtr
(
[X i, X l]eiτkX [Xm, Xj]ei(1−τ)kX
)
+
i2
3
∫ 1
0
dτtr
(
[X i, Xm]eiτkX [Xj , X l]ei(1−τ)kX
)
,
...
J i1···i2n(k) =
in(n− 1)!
(2n)!
∫ 1
0
dτ1
∫ 1
τ1
dτ2 · · ·
∫ 1
τn−2
dτn−1
×tr
(
[X i1 , X i2]eiτ1kX [X i3 , X i4]ei(τ2−τ1)kX · · · [X i2n−1 , X i2n]ei(1−τn−1)kX
)
+ (((2n)!− 1) more terms to antisymmetrize the indices) .
6See also the formula (A.6) given in Appendix.
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(2.16)
This facilitates our proof of the conservation law,
ki1J
i1···i2s(k) = 0. (2.17)
In order to prove the conservation law in the Matrix Theory language, we will make
use of the cyclicity of the trace, tr(AB) = tr(BA). A care is needed here since this does
not necessarily hold for infinite dimensional matrices. For example, in the background
X i = xi which gives rise to a noncommutative gauge theory from Matrix Theory, we
have
[xi, xj ] = −iθij . (2.18)
Therefore tr(xixj) = tr(xjxi) is obviously untrue here. Fortunately, the conservation
law can be proven under the weaker assumption about the cyclicity of the trace as,
tr
(
[X i, Xj]O
)
= tr
(
O[X i, Xj]
)
, tr
(
eikXO
)
= tr
(
OeikX
)
, (2.19)
for any O generated by any number of commutators [X i, Xj] and exponentials eik
′X
with a possibility of a single insertion of X i. This holds for X i considered in this paper.
(X i = xi + θijAˆj(x) and we are allowed to perform integration by parts on Aˆj .)
As a warm-up, let us repeat the proof for s = 1 and s = 2 using the Matrix Theory
language. For s = 1, we can show the conservation for matrices X i satisfying (2.19) as
follows:
kiJ
ij(k) = tr
(
[ikX,Xj ]eikX
)
=
∫ 1
0
dτ tr
(
eiτkX [ikX,Xj ]ei(1−τ)kX
)
= tr
(
[eikX , Xj]
)
= 0. (2.20)
For s = 2, we need to perform the integration by parts in τ as
kiJ
ijlm(k)
=
i
3
∫ 1
0
dτ tr
(
ei(1−τ)kX [ikX,Xj ]eiτkX [X l, Xm]
)
+ (2 more terms)
= −
i
3
∫ 1
0
dτ
d
dτ
tr
(
ei(1−τ)kXXjeiτkX [X l, Xm]
)
+ (2 more terms)
= −
i
3
tr
(
XjeikX [X l, Xm]− eikXXj [X l, Xm]
)
+ (2 more terms)
= −
i
3
tr
(
[[X l, Xm], Xj]eikX
)
+ (2 more terms)
= 0. (2.21)
To go from the fourth to the fifth line, we used the cyclicity of the trace. The last line
follows from the Jacobi identity.
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One can easily see that each step in (2.20) and (2.21) has a corresponding step in
the proof (2.4) - (2.12) using the gauge theory variables. If one wishes, one can also
re-express the proof for arbitrary s in the following using the gauge theory variables,
although the use of Matrix Theory variables substantially simplifies the proof.
Now we are ready to prove the conservation law for arbitrary s.7 In the original form
of the current in (2.16), the indices i1, i2, . . . , i2s are totally antisymmetrized. However,
we can always bring one of them i1 to the first using the cyclic symmetry of the τ -
integral form, while the rest of the indices i2, i3, . . . i2n are still totally antisymmetrized.
One of the terms appeared in (2.17) is then
−i
∫ 1
0
dτ1
∫ 1
τ1
dτ2 · · ·
∫ 1
τn−2
dτn−1 tr e
i(1−τn−1)kX [ikX,X i2 ]eiτ1kX
×[X i3 , X i4 ]ei(τ2−τ1)kX [X i5 , X i6]ei(τ3−τ2)kX · · · [X i2n−1 , X i2n ]
= i
∫ 1
0
dτ1
∫ 1
τ1
dτ2 · · ·
∫ 1
τn−2
dτn−1
(
d
dτ1
+
d
dτ2
+ · · ·+
d
dτn−1
)
× tr ei(1−τn−1)kXX i2eiτ1kX
×[X i3 , X i4 ]ei(τ2−τ1)kX [X i5 , X i6]ei(τ3−τ2)kX · · · [X i2n−1 , X i2n ]
= −i
∫ 1
0
dτ2
∫ 1
τ2
dτ3 · · ·
∫ 1
τn−2
dτn−1 tr e
i(1−τn−1)kXX i2
×[X i3 , X i4 ]eiτ2kX [X i5, X i6 ]ei(τ3−τ2)kX · · · [X i2n−1 , X i2n ]
+i
∫ 1
0
dτ1
∫ 1
τ1
dτ2 · · ·
∫ 1
τn−3
dτn−2 tr X
i2eiτ1kX
×[X i3 , X i4 ]ei(τ2−τ1)kX · · · e(1−τn−2)[X i2n−1 , X i2n ]. (2.22)
In the last step, we used the formula derived using the integration by parts,
∫ 1
0
dτ1
∫ 1
τ1
dτ2 · · ·
∫ 1
τn−2
dτn−1
(
d
dτ1
+
d
dτ2
+ · · ·+
d
dτn−1
)
f(τ1, τ2, . . . , τn−1)
= −
∫ 1
0
dτ2
∫ 1
τ2
dτ3 · · ·
∫ 1
τn−2
dτn−1 f(0, τ2, . . . , τn−1)
+
∫ 1
0
dτ1
∫ 1
τ1
dτ2 · · ·
∫ 1
τn−3
dτn−2 f(τ1, τ2, . . . , τn−2, 1), (2.23)
where f is an arbitrary function of τ1, τ2, . . . , τn−1. Using the antisymmetry in the
indices, i2, i3, . . . , i2n, we can rewrite (2.22) as follows:
−i
∫ 1
0
dτ2
∫ 1
τ2
dτ3 · · ·
∫ 1
τn−2
dτn−1 tr [X
i2, [X i3 , X i4]]
×eiτ2kX[X i5 , X i6]ei(τ3−τ2)kX · · · [X i2n−1 , X i2n ]ei(1−τn−1)kX . (2.24)
7The following proof also resolves the question raised in [22] regarding the gauge invariance of the
Ramond-Ramond couplings and extends the earlier work [23] on conservation of currents in Matrix
Theory.
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This vanishes because of the Jacobi identity.
We have proven the conservation of the current (2.1). Thus (2.2) satisfies the Bianchi
identity.
2.2 Initial condition
Since the conditions (a) and (b) are equivalent to the Seiberg-Witten equation (1.2),
we now have a solution to the equation, modulo field redefinition and gauge transfor-
mation. What remains to verify is the initial condition (c). Although we can check
this directly by expanding the map (1.17) in powers of θ, it is more useful to rewrite
(1.17) in such a way that the initial condition is manifest. In this process, we find that
(1.17) is equivalent to (1.9), therefore proving the conjecture in [10].
To see the relation between (1.17) and (1.9), let us first show the identity
1
Pf(θ)
(θ − θfˆθ)n−1ij −
√
det(1− fˆ θ)
(
1
1− fˆ θ
fˆ
)
ij
=
1
Pf(θ)
θ−1ij Pf(θ − θfˆθ). (2.25)
This can be shown by writing the two terms on the left-hand side of the equation as
1
Pf(θ)
(θ − θfˆθ)n−1ij =
1
Pf(θ)
Pf(θ − θfˆθ)
(
1
θ − θfˆθ
)
ij
, (2.26)
and8 √
det(1− fˆ θ)
(
1
1− fˆθ
fˆ
)
ij
=
1
Pf(θ)
Pf(θ − θfˆθ)
(
1
θ − θfˆθ
θfˆ
)
ij
, (2.27)
and taking the difference of the two. Therefore we find
1
Pf(θ)
∫
dx ∗
[
eikx(θ − θfˆθ)n−1ij P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
=
∫
dx ∗

eikx√det(1− fˆθ)
(
1
1− fˆ θ
fˆ
)
ij
P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)
+ θ−1ij
1
Pf(θ)
∫
dx ∗
[
eikxPf(θ − θfˆθ)P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
. (2.28)
Next we show
1
Pf(θ)
∫
dx ∗
[
eikxPf(θ − θfˆθ)P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
= δ(k). (2.29)
8We define the sign of the square root,
√
det(1 − fˆθ), so that it agrees with that of Pf(θ −
θfˆθ)/Pf(θ).
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Note that the left-hand side is the Ramond-Ramond current of the maximum rank 2n,
1
Pf(θ)
∫
dx ∗
[
eikxPf(θ − θfˆθ)P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
=
1
2nn!
ǫi1···i2nJ
i1···i2n(k). (2.30)
To prove (2.29), it is simplest to use the Matrix Theory representation (2.16). We
will show the current J i1···i2n(k) of the maximum rank9 is invariant under an arbi-
trary infinitesimal variation of the matrix variable near the background X i = xi with
[xi, xj] = −iθij , namely, it is topological. Once it is shown, we can evaluate the left-
hand side of (2.29) at the background X i = xi which corresponds to Aˆi(x) = 0 and
find
1
Pf(θ)
∫
dx ∗
[
eikxPf(θ − θfˆθ)P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
=
1
Pf(θ)
∫
dx ∗
[
eikxPf(θ)
]
= δ(k). (2.31)
Now let us prove that the right-hand side of (2.30) is indeed topological. It is
instructive to consider the simplest case of n = 1 first,
δtr
(
ǫij [X
i, Xj]eikX
)
= ǫij tr
(
2[δX i, Xj]eikX +
∫ 1
0
dτ [X i, Xj]eiτkXikmδX
mei(1−τ)kX
)
= (2ǫijikm + ikiǫjm)tr
(
δX i
∫ 1
0
dτeiτkX [Xj, Xm]ei(1−τ)kX
)
= 0. (2.32)
To go from the second to the third line, we used the cyclicity of the trace. In the last
line, we used the identity in two dimensions,
2ǫijǫ
jl + ǫjmǫ
jmδli = 0. (2.33)
In general, we have
ǫi1···i2n
∫ 1
0
dτ1
∫ 1
τ1
dτ2 · · ·
∫ 1
τn−2
dτn−1 δtr
(
[X i1, X i2]eiτ1kX · · · [X i2n−1 , X i2n ]ei(1−τn−1)kX
)
= (2nki2nǫii1···i2n−1 + kiǫi1i2···i2n)ǫ
i1···i2n
∫ 1
0
dτ0
∫ 1
τ0
dτ1 · · ·
∫ 1
τn−2
dτn−1
×
n
(2n)!
ǫi′
1
···i′
2n
tr
(
δX ieiτ0kX [X i
′
1 , X i
′
2]ei(τ0−τ1)kX · · · [X i
′
2n−1 , X i
′
2n]ei(1−τn−1)kX
)
= 0. (2.34)
9In this paper, we are setting all the scalar fields to be zero. Thus J i1···i2n(k) is the current of the
maximum rank for the noncommutative gauge theory in (2n+ 1) dimensions.
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In the last line, we used the identity in 2n dimensions,
2nǫii1···i2n−1ǫ
i1···i2n−1j + ǫi1···i2nǫ
i1···i2nδji = 0. (2.35)
Thus we have proven that the right-hand side of (2.30) is topological. Combining (2.28)
and (2.31), we find
1
Pf(θ)
∫
dx ∗
[
eikx(θ − θfˆθ)n−1ij P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)]
−
∫
dx ∗

eikx√det(1− fˆθ)
(
1
1− fˆ θ
fˆ
)
ij
P exp
(
i
∫ 1
0
Aˆi(x+ lτ)l
idτ
)
= θ−1ij δ(k). (2.36)
Therefore, the conjectured expression (1.9) agrees with (1.17). This completes the
proof that (1.17) gives an exact Seiberg-Witten map.
3 Relation to the Ramond-Ramond coupling
In Section 2, we have proven that (1.17) satisfies the conditions (a) – (c). Now we
would like to explain the string theoretical origin of the formula. As we mentioned in
Introduction, we found the expression for the Seiberg-Witten map (1.17) by studying
the coupling of noncommutative gauge theory realized on p-branes to the Ramond-
Ramond (p− 1)-form in the bulk. The dual of the Ramond-Ramond current J i1···ip−1
on the (p + 1)-dimensional worldvolume is a two-form. It is clear that this two-form
must be invariant under the noncommutative gauge transformation, and thus it obeys
the condition (a). The condition (b) is satisfied since the coupling should also be
invariant under the Ramond-Ramond gauge transformation C(p−1) → C(p−1) + dǫ. If
we assume that there is no α′ corrections to the Ramond-Ramond coupling, we can
expect that the two-form is related to the field strength Fij of the commutative variable
as follows [24] – [27]: ∫
C(p−1) ∧ (F + θ−1). (3.1)
If that is the case, the condition (c) should also hold. This was our motivation for
(1.17).
The couplings of noncommutative gauge theory to closed string states in the bulk
can be derived in various different ways. One approach is to evaluate disk amplitudes
on a Dp brane with a background of NS-NS two-form field and take the Seiberg-Witten
limit. In [11], the energy-momentum tensor of the noncommutative theory was derived
in this way. Alternatively, one can start with Matrix Theory [17] (i.e., many D0 branes
instead of a Dp brane), compute the coupling of the bulk fields to the matrix variables,
12
and evaluate it in the background which gives rise to the noncommutative gauge theory
on a Dp brane [17] – [19]. This approach was suggested in [28] and was carried out
explicitly in [21] in the case of the coupling to the bulk graviton, where it was found
to give the same result as that obtained using the first approach [11].
Here we will adopt the second approach since the currents couple to the Ramond-
Ramond potentials have already been studied in Matrix Theory [29] – [31].10 For our
purpose, it is sufficient to have the currents coupled to the space-time components of
the Ramond-Ramond potential, C0i1···ip, where the index 0 is for the timelike coordinate
and i = 1, . . . , 9 are for the spacelike coordinates in the IIA string theory. The relevant
couplings deduced in [29] – [31] are of the form,
∫
dt Str
(
C0(t, X) + C0ij(t, X)[X
i, Xj] + C0ijkl(t, X)[X
i, Xj][Xk, X l] + · · ·
)
. (3.2)
Here X i are matrix coordinates, and the symmetrized trace Str is defined by expanding
C0i1···ip(t, X) in powers ofX ’s and totally symmetrize them together with [X
i, Xj], each
of which is treated as one unit in the symmetrization. In the momentum basis, the
currents coupled to the Ramond-Ramond potentials can be read off from (3.2) as
J(k) = Str
(
eikX
)
,
J ij(k) = i Str
(
[X i, Xj]eikX
)
,
...
J i1···i2s(k) =
is
(2s)!
Str
(
[X i1, X i2 ] · · · [X i2s−1 , X i2s ]eikX
)
+ (((2s)!− 1) more terms to antisymmetrize the indices) . (3.3)
We should point out that the symmetrized traces in (3.2) and (3.3) make sense only
when X ’s are trace class operators since they are defined by expanding C0i1···ip(X) in
powers of X ’s before taking the trace. If X ’s are infinite dimensional, a trace of powers
of X ’s may not be well-defined, though a trace of eikX may still exist. In fact, this is
the case when X i = xi + θijAˆj(x) with [x
i, xj ] = −iθij .
On the other hand, the currents (2.16) we used in Section 2 make sense even when
X ’s are of the form X i = xi + θijAˆj(x). Moreover, they agree with (3.3) when X ’s are
finite dimensional. In fact, if O1 · · ·On and X are trace class operators, one can prove
Str
(
O1 · · ·One
ikX
)
=
∫ 1
0
dτ1
∫ 1
τ1
dτ2 · · ·
∫ 1
τn−2
dτn−1tr
(
O1e
iτ1kXO2 · · ·One
i(1−τn−1)kX
)
10In the case of constant Ramond-Ramond potentials, the coupling to noncommutative gauge fields
was studied in [32].
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+ (((n− 1)!− 1) more terms to symmetrize Oi
′s) . (3.4)
Here the symmetrized trace Str on the left-hand side is defined by expanding eikX
in powers of X ’s and symmetrizing them with O1 · · ·On. On the other hand, the
symmetrization on the right-hand side exchanges O1 · · ·On only. The equivalence (3.4)
for n = 2 has been proven in our previous paper [21]. A general proof for arbitrary
n is given in Appendix of this paper. As shown in [21], the τ -integral expressions
such as (2.16) naturally arise from disk amplitudes of a single closed string state and
an arbitrary number of open string states. In this case, τ1, . . . , τn are identified as
locations of the open string vertex operators on the boundary of the worldsheet disk.
In [21], this is shown explicitly for the coupling of X ’s to the graviton in the bulk. We
expect the situation is the same for the coupling to the Ramond-Ramond potentials.
This is the string theory origin of the formula (2.1).
4 Discussion
In this paper, we proved that (1.17) satisfies the conditions (a) – (c) for the Seiberg-
Witten map. We also showed that it is equivalent to (1.9) and therefore proved the
conjecture in [10].
The exact Seiberg-Witten map can be used to understand the relation between the
commutative and noncommutative descriptions of D-branes with a strong NS-NS two-
form field. For example, it may be possible to study the noncommutative solitons [33]
in the language of the commutative variables.
In this paper, we set all the scalar fields to be zero and focused on the Seiberg-
Witten map between Ai(x) and Aˆi(x). It is straightforward to include these in the
analysis. We can also add commutative dimensions by starting from many Dp branes
with p > 0 rather than D0 branes and by using the results in [30] and [31] about the
Ramond-Ramond coupling of these branes.
Acknowledgements
We would like to thank John Schwarz, Mark Wise and Edward Witten for discussions.
We would also like to thank the referee of this paper for useful comments. H.O. thanks
the Institute for Theoretical Physics, Santa Barbara for hospitality.
The research was supported in part by the DOE grant DE-FG03-92ER40701 and the
Caltech Discovery Fund. H.O. was also supported in part by the NSF grant PHY99-
07949.
14
Appendix A. τ-ordered integral = symmetrized trace
In this appendix, we will prove the equivalence (3.4) of the symmetrized trace and the
τ -ordered trace.11
First let us perform the τ integrals in (3.4) explicitly. For any operatorsO1,O2, . . . ,Om,
∫ 1
0
dτ1
∫ 1
τ1
dτ2 · · ·
∫ 1
τm−2
dτm−1 tr O1e
iτ1kXO2e
i(τ2−τ1)kX · · ·
×Om−1e
i(τm−1−τm−2)kXOme
i(1−τm−1)kX
=
∫ 1
0
dτ ′1
∫ 1−τ ′
1
0
dτ ′2
∫ 1−τ ′
1
−τ ′
2
0
dτ ′3 · · ·
∫ 1−τ ′
1
−···−τ ′
m−2
0
dτ ′m−1 tr O1e
iτ ′
1
kXO2e
iτ ′
2
kX · · ·
×Om−1e
iτ ′
m−1
kXOme
i(1−τ ′
1
−τ ′
2
−···−τ ′
m−1
)kX
=
∞∑
a1=0
∞∑
a2=0
· · ·
∞∑
am=0
∫ 1
0
dτ ′1
∫ 1−τ ′
1
0
dτ ′2 · · ·
∫ 1−τ ′
1
−···−τ ′
m−2
0
dτ ′m−1
1
a1!a2! · · · am!
× tr O1(iτ
′
1kX)
a1O2(iτ
′
2kX)
a2 · · ·Om−1(iτ
′
m−1kX)
am−1
×Om(i(1− τ
′
1 − τ
′
2 − · · · − τ
′
m−1)kX)
am
=
∞∑
a1=0
∞∑
a2=0
· · ·
∞∑
am=0
1
(a1 + a2 + · · ·+ am +m− 1)!
× tr O1(ikX)
a1O2(ikX)
a2 · · ·Om−1(ikX)
am−1Om(ikX)
am
=
∞∑
n=0
1
(n +m− 1)!
n∑
p1=0
n−p1∑
p2=0
n−p1−p2∑
p3=0
· · ·
n−p1−p2−···−pm−2∑
pm−1=0
× tr O1(ikX)
p1O2(ikX)
p2 · · ·Om−1(ikX)
pm−1Om(ikX)
n−p1−p2−···pm−1. (A.1)
Here we changed the integration variables in the first step as
τ ′1 = τ1, τ
′
2 = τ2 − τ1, · · · τ
′
m−1 = τm−1 − τm−2, (A.2)
and used the following formula in performing the τ ′ integrals:
∫ 1
0
dτ ′1
∫ 1−τ ′
1
0
dτ ′2 · · ·
∫ 1−τ ′
1
−···−τ ′
m−2
0
dτ ′m−1
×τ ′1
α1−1τ ′2
α2−2
· · · τ ′m−1
αm−1−1(1− τ ′1 − τ
′
2 − · · · − τ
′
m−1)
β−1
=
Γ(α1)Γ(α2) · · ·Γ(αm−1)Γ(β)
Γ(α1 + α2 + · · ·+ αm−1 + β)
for α1, α2, . . . , αm−1, β > 0. (A.3)
On the other hand, since
Str [(ikX)nO1O2 · · ·Om]
11We assume that the symmetrized trace is well-defined. This means that, if we define the sym-
metrized trace in terms of a power series expansion in X ’s, X must be trace class operators.
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=
1
(n +m− 1)!
n∑
p1=0
n−p1∑
p2=0
n−p1−p2∑
p3=0
· · ·
n−p1−p2−···−pm−2∑
pm−1=0
n! trO1(ikX)
p1O2(ikX)
p2 · · ·
×Om−1(ikX)
pm−1Om(ikX)
n−p1−p2−···pm−1
+ (((m− 1)!− 1) more terms to symmetrize in O2,O3, . . . ,Om) , (A.4)
where Str is the symmetrized trace with respect to X , O1, . . . , Om, we can write
Str
[
eikXO1O2 · · ·Om
]
=
∞∑
n=0
1
n!
Str [(ikX)nO1O2 · · ·Om]
=
∫ 1
0
dτ1
∫ 1
τ1
dτ2 · · ·
∫ 1
τm−2
dτm−1trO1e
iτ1kXO2e
i(τ2−τ1)kX · · ·
×Om−1e
i(τm−1−τm−2)kXOme
i(1−τm−1)kX
+ (((m− 1)!− 1) more terms to symmetrize) (A.5)
Here we made use of the cyclicity of the trace. Therefore, we have shown the equivalence
of the two expressions (3.3) and (2.16). Furthermore, we can show that
tr
[
exp
(
i
∫ 1
0
dτkX
) ∫ 1
0
dτ1O1 · · ·
∫ 1
0
dτmOm
]
=
∫ 1
0
dτ1
∫ 1
τ1
dτ2 · · ·
∫ 1
τm−2
dτm−1trO1e
iτ1kXO2e
i(τ2−τ1)kX · · ·
×Om−1e
i(τm−1−τm−2)kXOme
i(1−τm−1)kX
+ (((m− 1)!− 1) more terms to symmetrize)
= Str
[
eikXO1O2 · · ·Om
]
, (A.6)
where the operators are τ -ordered in the first line. This formula is the generalization
of (27) in [21] to the case where more than two operators are inserted and useful when
we transform the current J i1i2···i2n (2.16) to the form (2.1) used in the noncommutative
gauge theory.
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