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Abstract
In this paper we present existence of blow-up solutions for elliptic equations with semilinear boundary conditions that can be
posed on all domain boundary as well as only on a part of the boundary. Systems of ordinary differential equations are obtained
by semidiscretizations, using ﬁnite elements in the space variables. The necessary and sufﬁcient conditions for blow-up in these
systems are found. It is proved that the numerical blow-up times converge to the corresponding real blow-up times when the mesh
size goes to zero.
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1. Introduction
Let  be a bounded domain in RN(N1) with piecewise-smooth boundary =S1 ∪S2, S1 ∩S2 =∅. We consider
the following problem:
−u = 0 in × (0, T ), (1)
u
t
+ k u
n
= g(u) on S1 × (0, T ), (2)
a
u
n
+ bu = 0, a0, b0, a + b = 1 on S2 × (0, T ), (3)
u(x, 0) = u0(x) on S1. (4)
Here k > 0, a, b are constants,  is the Laplace operator with respect to the space variables and /n is the outward
derivative to S1 (or S2).
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Problems of type (1)–(4) model processes of ﬁltration in the hydrology, in heat transfer in a solid in contact with a
ﬂuid, chemistry, semiconductors etc., see [3,6,10,12,15] for more information.
Illustrating the results, the one-dimensional problem, should be discussed:
−
2u
x2
= 0, x in  ≡ (0, 1), t > 0, (5)
u
t
− k u
x
= g(u) on S1 ≡ {x = 0}, t > 0, (6)
a
u
x
+ bu = 0, a, b0, a + b = 1 on S2 ≡ {x = 1}, t > 0, (7)
u(0, 0) = u0 on S1. (8)
We shall consider nonlinearity g for which blow-up occurs in ﬁnite time. Blow-up results for differential problems
with dynamical boundary conditions start with [15]. Then, in particular, blow-up for (1) when  ≡ S1 was considered.
It is shown that if g is a convex and positive function on R+ and∫ ∞
0
1
g(u)
du< + ∞, (9)
then u blows up in a ﬁnite time Tb < + ∞, i.e. there exist a point x ∈ ¯ such that u(xn, tn) → +∞, when tn → Tb,
tn < Tb and xn → x. Also, in the special case when  = BR(0) ⊂ RN or  ⊂ R2 is a simply connected (no holes)
domain, whose boundary consists of more than one point, then u blows up in . Further [11], if g(u) = uq , q > 1,
u0(x)0, the solution blows up and the blow-up rate is
c(Tb − t)1/(q−1) max
x∈
u(x, t)C, (10)
for some constants c and C. ForN =1,= (0, 1), if u0(1)u0(0)0, u0(1)0, q > 1, then u blows up in a ﬁnite time
Tb, (10) holds and u blows up everywhere in [0, 1]. If q2 then u blows up for x = 0. If q > 2 and u0(1)> 1>u0(0)
then u(0, t) stays bounded as t → Tb.
Amann and Fila [2] studied problem (1) when  is RN−1 × (0,∞), with boundary identiﬁed with RN−1 and
g(x, t, u) = uq . They derived a Fujita type result: if qN/(N − 1), then every non-zero maximal solution blows up
in ﬁnite time whereas if q >N(N − 1), there are solutions that exist globally as well as solutions that blow-up in ﬁnite
time.
In [13], the authors extended the result of [15] to the more general problem and they also found the critical exponent.
Global existence results for elliptic and parabolic equations with dynamical boundary conditions are obtained in
[3,8,10–12,14].
In this paper we present existence of blow-up solutions for problem (1)–(4) when  is a bounded domain and S2
can be a non-empty set. We develop the eigenfunction method, accordingly to the classiﬁcation given in [18]. As an
auxiliary spectral problem we consider a Steklov eigenvalue problem, namely (11)–(13). Then, at some assumptions
on the input data, blow-up of the solution is proved in Section 2. Blow-up in semidiscrete problems is established in
Section 3. In the next section we prove the convergence of the numerical solutions and in the last one—convergence
of the numerical blow-up times. The one-dimensional case is used for an illustration of the methods and the results.
We have concentrated on the two-dimensional case, on a square just for simplicity and clarity. Since our numerical
approximation uh of the solution u is given by one-dimensional array, Y (t) = [y1(t), . . . , yI (t)] (see the beginning of
the Section 3.2 and Lemma 12), all considerations can be performed for a general two-dimensional domain  with
piecewise-smooth boundary S. A similar idea is realized in many papers, for example in [1].
The blow-up rate and blow-up set of problem (1)–(4) are discussed in our previous work [16]. Also, a numerical
method for computation of the solutions of the considered problems and experiments are presented.
For numerical approximations of blow-up parabolic problems with nonlinear boundary conditions (not dynamical)
we refer to [1,7,9]. The authors of [7,9] analyze semidiscrete schemes for one-dimensional problems with nonlinear
source g(u) = up, p> 1 in Neumann’s boundary conditions. They ﬁnd sufﬁcient conditions for the appearance of
blow-up and prove the convergence of the blow-up time of the discrete problem to that of the continuous one, when
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the mesh parameters goes to zero. In [1], the authors extend these results to a parabolic problem in several space
dimensions. Similar results for one-dimensional parabolic problems with nonlinear dynamical boundary conditions are
obtained in [17].
2. Blow-up in the continuous problems with S1 ≡ S
In this section we prove blow-up results for regular solutions of problem (1)–(4), (5)–(8).
2.1. Blow-up in (1)–(4)
The method used in this section to demonstrate blow-up uses the principal eigenfunction 1 of the following Steklov
spectral problem:
= 0 in , (11)
k

n
=  on S1, (12)
a

n
+ b= 0 on S2. (13)
Lemma 1. Suppose that , S1, S2, k, a, b are as deﬁned in Section 1. Let
1 = inf
∈H 1 ()
F (,)∫
S1
2() d
,
F(,) =
∫

|∇|2 dx +
{
0, a = 0,
b
a
∫
S1
2() d, a = 0.
The following assertions hold:
(1) 1 is the smallest non-trivial eigenvalue of problem (11)–(13);
(2) there exists a function 1 ∈ H 1() such that 1(x)> 0 and
1 = F(1,1)∫
S1
21() d
; (14)
(3) (14) is the necessary and sufﬁcient condition for the function 1(x) ∈ H 1() to be the eigenfunction of (11)–(13)
corresponding to the eigenvalue 1.
Proof. We refer to [5], where more general problems are considered. 
In the proof of Theorem 3, we will need the following maximum principle:
Lemma 2. Assume that , S1, S2, k, a, b are as deﬁned in Lemma 1 and u0 ∈ C(S1), u00, u0 /≡ 0 on S1. Then
(1)–(4) has maximal solution u ∈ C2,1x,t (Tmax), Tmax = × [0, Tmax) and u0 on ¯, u> 0 in  for t ∈ [0, Tmax).
Proof. First we shall prove u(x, t)0, x ∈ S2, t ∈ [0, Tmax). Indeed, if we assume u(x−, t)< 0 for a point x− ∈ S2
and t ∈ [0, Tmax), then from (3) we have
u
n
∣∣∣∣
x=x−
= −cu(x−, t)> 0, c = b/a. (15)
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On the other hand, following the reasoning in [19], one can show that (u/n)(x−, t)< 0 which contradicts (15).
Further, combining this with the fact that u is harmonic and therefore cannot have a minimum in the interior point of
 without being constant, the assertion is proved. 
Theorem 3. Suppose that , S1, S2, k, a, b are as deﬁned in Lemma 2. Let u0 ∈ C1(S1), u0(x)0, u0(x) /≡ 0, x ∈ 
and
U0 =
∫
S1
u0()1() d0 > 0. (16)
Assume in additional that g(v) is a convex and non-negative on R+ and
g(v) − 1v > 0 for v0, (17)∫ ∞
0
dv
g(v) − 1v <∞. (18)
Then, the solution of (1)–(4) blows up in a ﬁnite time.
Proof. Let u(x, t) be the solution of problem (1)–(4), and consider the function
U(t) =
∫
S1
u(, t)1() d,
∫
S1
1() d= 1,
where 1 is the ﬁrst eigenfunction (normalized) of problem (11)–(13). Then U(0) = U0, and as it follows from (1) to
(4), U(t) satisﬁes:
dU
dt
= −k
∫
S1
u
n
1 d+
∫
S1
g(, t, u)1 d. (19)
Green’s formula yields
0 =
∫

u1 dx =
∫
S
u
n
1 d−
∫

∇u · ∇1 dx
=
∫
S
u
n
1 d−
∫
S
u
1
n
d+
∫

u1 dx
=
(∫
S1
u
n
1 d−
∫
S1
u
1
n
d
)
+
(∫
S2
u
n
1 d−
∫
S2
u
1
n
d
)
+
∫
u1 dx = B1 + B2 +
∫

u1 dx,
where by B1, B2 are denoted the expressions in the ﬁrst and the second parenthesis, respectively. We cultivate B1 and
B2 as follows:
B1 =
∫
S1
u
n
1 d−
1
k
∫
S1
u1 d in view of (12).
If a = 0, it is clear that B2 = 0, else
B2 =
∫
S2
(
−b
a
u
)
1 d−
∫
S2
u
(
−b
a
1
)
d= 0 in view of (3) and (13).
Therefore,∫
S1
u
n
1 d=
1
k
∫
S1
u1 d=
1
k
U(t).
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Now (19) takes the form
dU
dt
= −1U(t) +
∫
S1
g(u)1 d. (20)
From the Jensen’s inequality we have∫
S1
g(u)1 dg
(∫
S1
u1 d
)
= g(U).
In order for this estimate to be fulﬁlled, the normalization
∫
S1
1() d = 1 and the restriction 1 > 0 are essential.
Then from (20) follows that:
dU
dt
 − 1U + g(U), t > 0, U(0) = U00 by (16). (21)
Now, (17) implies U(t)U0 for ∀t > 0. Therefore∫ U(t)
U0
d
g() − 1 t, t > 0.
Hence, in view of (18), U(t) → ∞ as t → T0 <∞ and since U(t)sup u(x, t), then
lim
t→T −b
sup
x∈¯
u(x, t) = ∞.
Therefore, there exist x¯ ∈ ¯, such that u(x¯, t) → ∞ as t → TbT0, i.e. the solution of (1)–(4) blows up in a ﬁnite
time Tb. 
Remark 4. Condition (18) corresponds to (9).
Remark 5. The result of Theorem 13 holds when one considers in (1) instead of the Laplace operator, more general
elliptic operator, like
Lu ≡ −div(k(x)∇u) + c(x)u, 0<k0k(x)k1, c(x)0 in × (0, T )
and boundary conditions
u
t
+ k(x)u
n
= g(u) on S1 × (0, T ),
k(x)
u
n
+ b(x)u = 0, b(x)0 on S2 × (0, T ).
2.2. Blow-up in the one-dimensional problem
Now, the corresponding Steklov problem takes the form
−d
2
dx2
= 0, x ∈ (0, 1), (22)
−k d
dx
= , x = 0, (23)
a
d
dx
+ b= 0, x = 1 (24)
and its solution is
1(x) = 1 − bx > 0, 1 = kb> 0.
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y=tan(β1/2)
Fig. 1. The solution of (26), c = 1.
The blow-up functional is
U(t) = u(0, t),
∫
S1
1 d= 1(0) = 1 and U0 = u0 > 0.
As a typical example of nonlinearity g(u) which satisﬁes all requirements of Theorem 13 we take g(u) = uq , q > 1.
Now we can calculate the exact solution of (5)–(8). The general solution of (5) is u(x, t)=	1(t)+	2(t)x and from (8)
follows that	1(0)=u0. For	1 we ﬁnd from (6), (7) the equation	′1(t)+kb	1(t)=[	1(t)]q and using the substitution
z(t) = [	1(t)]1−q , we obtain
u(x, t) = (1 − bx)
ekbt ((1/uq−10 ) − (1/kb) + (1/kbekb(q−1)t ))1/(q−1)
.
It is clear that if uq−10 >kb this solution blows up (everywhere in [0, 1], if 0<b< 1 and in [0, 1), if b= 1) in the ﬁnite
time
Tb = − 1
kb(q − 1) ln(1 − kbu
1−q
0 ).
2.3. Blow-up in (1)–(4) for the case = (0, 1)2
Since our objective in the approximation is studying the questions arising from blow-up properties of the differential
solutions,wewill take in the next section to be the square (0, 1)2. Let for deﬁnitenessS1={x=(x1, x2)|0x11, x2=
1}. Then the solution of the Steklov problem (11)–(13) can be written in explicit form.
If a > 0, c = b/a then 
> 0 (see Figs. 1, 2) and
= k√
c(e2
√

 + 1) +√
(e2√
 − 1)
c(e2
√

 − 1) +√
(e2√
 + 1) > 0, (25)
(x1,x2, 
) = 1(x1, 
)2(x2, 
), (26)
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Fig. 2. The solution of (26), c = 2.33.
where
1(x1, 
) = c√


sin
√

(1 − x1) + cos
√

(1 − x1),
2(x2, 
) = e
√

x2 +
√

− c√

+ c e
−√
x2
and
tan
√

= 2c
√



− c2 . (27)
Lemma 6. The spectral problem (11)–(13) in the case  = (0, 1)2 has countable set of eigenfunctions
0<1(x1, x2)<2(x1, x2)< · · · .
Proof. In view of (25), (26) we must investigate the roots of Eq. (27). We plot the graphics of y = tan√
 and
y = 2c√
/(
− c2) versus √
. On Fig. 1 c < /2, on Fig. 2 c > /2.
It is clear that(x1, x2)> 0 in the case c < /2, Fig. 1. If c > /2, then there exist 0< x¯1 < 1 such that1(x1, 
)> 0,
for x1 ∈ [x¯1, 1]. For x1 ∈ [0, x¯1] we write
1(x1, 
) = sin
√

(1 − x1)
(
c√


+ cot√
(1 − x1)
)
.
The second factor achieves its minimum value for x1 = 0. But, in view of (27), we have
c√


+ cot√
= c2 + 
2
2c
√


> 0.
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In particular, when a = 0 the eigenvalues and eigenfunctions are
n = k n(1 + e
2n)
e2n − 1 , n = 1, 2, . . . ,
n(x1,x2) = 2 sin nx1 sinh(nx2), n = 1, 2, . . . .
In this case
1(x1, x2) =
(x1, x2)
4 sinh()
,
∫ 1
0
1(x1, 1) dx1 = 1. 
The blow-up functional is
U(t) =
∫ 1
0
1(x1, 1, 
1)u(x1, 1, t) dx1, U0 =
∫ 1
0
1(x1, 1, 
1)u0(x1, 1) dx1,
1(x1, x2, 
1) =
(x1, x2, 
1)
1[
c
(
1 − cos√
1)+√
1 sin√
1]2(1, 
1) ,∫ 1
0
1(x1, 1, 
1) dx1 = 1,
where 
1 is the smallest non-zero root of (27).
3. Blow-up in the semidiscrete problems
In this section we prove blow-up of solutions to the semidiscrete problems obtained from (1) to (4) by the FEM in
space. For this purpose we need some facts, concerning the discrete maximum principle, [4,20].
Let ¯h be a ﬁnite difference mesh (see for example the meshes below: one-dimensional mesh in Section 3.1, two-
dimensional mesh in Section 3.2), on which a set Y of mesh functions y(p), p ∈ ¯h is deﬁned. Consider a linear
difference scheme, written in the form:
Ay(p) =
∑
q∈¯h
a(p, q)y(q) = f (p), p ∈ ¯h. (28)
This formula deﬁnes the mesh operator (real matrix A = {a(p, q)}) A : Y → Y ). The operator (matrix) is called
monotone (positively) if Ay(p)0 implies y(p)0 ∀p ∈ ¯h. A is monotone if and only if A is non-singular with
A−10.
The operator A, deﬁned by (28) is called M operator (matrix), if with the monotonicity, it also satisﬁes the sign
condition
a(p, p)> 0, a(p, q)0 ∀p = q, p, q ∈ ¯h. (29)
Eq. (28) has in the point p diagonal domination, if
2|a(p, p)|
∑
q∈¯h
|a(p, q)| (30)
and strictly domination if (30) is valid with strict inequality.
StencilS(p) of the point p ∈ ¯h is called the set of nodes q ∈ ¯h, for which a(p, q) = 0. So that Eq. (28) can be
written in the form∑
q∈S(p)
a(p, q)y(q) = f (p), ∀p ∈ ¯h.
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We will say that the node p0 depends on the node p1, if can be found a sequence p1, p2, p3, . . . , pm, p0, such that
p1 ∈S(p2), . . . , pm−1 ∈S(pm), pm ∈S(p0). (31)
Lemma 7. Let the operator A have diagonal domination in each node p ∈ ¯h and the sign condition (29) holds. Also
let for each p ∈ ¯h one of the two conditions be fulﬁlled: A has strict diagonal domination or p depends on a node
q ∈ ¯h. Then A−1 exists and is monotone.
3.1. One-dimensional problem
We introduce the uniform mesh on the segment [0,1]
¯= {xi = (i − 1)h, i = 1, . . . , N, (N − 1)h = 1}.
Deﬁne the following ﬁnite differences for any mesh function vi = v(xi) given on ¯ by
vx¯,i = vi − vi−1
h
, vx,i = vi+1 − vi
h
,
The relations
(y, (vx¯)x) = −(vx¯, yx¯] + yNvx¯N − vx1y1, (32)
(y, (vx¯)x) − (v, (yx¯)x) = (yvx¯ − yx¯v)N − (vxy − yxv)1, (33)
where (y, v)=∑N−1i=2 hyivi and (y, v]=∑Ni=2 hyivi are known as ﬁrst and second Green’s formula, respectively [20].
We approximate the spectral problem (22)–(24) as follows:
−hx¯x = 0, i = 2, . . . , N − 1, (34)
−khx,1 = hh, (35)
ahx¯,N + bhN = 0. (36)
A simple calculation yields
h = kb, h(xi) = 1 − bxi, i = 1, . . . , N .
Below we assume a > 0; the case a = 0 could be studied in a similar way (h = k, h(xi) = 1 − xi , i = 1, . . . , N).
Consider the standard piecewise linear ﬁnite element space Vh, associated with ¯. Let 	i , 1 iN be the usual
Lagrange basis of Vh. The approximation uh(t) to u(x, t) [21]
uh(t) =
N∑
i=1
yi(t)	i (x)
can be deﬁned by∫ 1
0
uhxvx dx =
1
k
v(0)[g(y1(t)) − y˙1(t)] − cv(1)yN(t) ∀vh ∈ V h, t > 0. (37)
From (37) we get the ordinary differential-algebraic system:
1
k
dy1
dt
= yx,1 + 1
k
g(y1(t)), (38)
−yx¯x,i = 0, i = 2, . . . , N − 1, (39)
ayx¯,N−1 + byN = 0. (40)
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Lemma 8. Let y1(0) = u0 > 0. Then system (38)–(40) has maximal (unique) solution Y (t) = [y1(t), Ys(t)]T ∈
C1[0, Tmax) and Y (t)> 0 for t ∈ [0, Tmax), where Ys(t) = [y2(t), . . . , yN(t)].
Proof. We write Eq. (38)–(40) in the vector-matrix form
MY˙ = −AY (t) + G(Y(t)), Y (0) = [u0, 0, . . . , 0]T, (41)
where
A=
[
A1 A2
A3 A4
]
, A11×1 = [h−1], A21×(N−1) = [−h−1, 0, . . . , 0], A3(N−1)×1 =
⎡
⎢⎢⎣
−h−2
0
...
0
⎤
⎥⎥⎦ ,
A4N×N =
⎡
⎢⎢⎣
2h−2 −h−2 0 0 . . . 0 0
−h−2 2h−2 −h−2 0 . . . 0 0
. . .
. . .
. . .
0 0 0 0 . . . −ah−1 ah−1 + b
⎤
⎥⎥⎦ ,
M= [k−1, 0, . . . , 0]T, G(Y (t)) =
[
1
k
g(y1(t)), 0, . . . , 0
]T
.
Also, we write (38), (40) in matrix form
A4Ys(t) = Gs(t) = [h−2y1(t), 0, . . . , 0]T. (42)
Since A4 is a M-matrix, then detA4 = 0 and we can eliminate y2(t) in (38) to obtain a Cauchy problem for y1(t).
This Cauchy problem has unique maximal solution y1(t) ∈ C1[0, Tmax). Since Gs(0) = [h−2u0, 0, . . . , 0]T0, we
conclude by Lemma 12 (it is easy to check that A satisﬁes the requirements (28)–(31)), that there exist > 0, such
that Ys(t)0 on [0, ). Moreover, Ys(t)> 0 on [0, ). Indeed, let assume that there exists 0 ∈ [0, ), yi0(0) = 0
for some i0, 2 i0N and yi0−1(0)> 0 or yi0+1(0)> 0, or both. Then 0 = 2yi0(0) = yi0−1(0) + yi0+1(0)> 0-
contradiction. Therefore, yi0(0) = 0 for all i0 = 2, . . . , N , and the fact detA4 = 0 leads to y1(0) = 0, which is
not possible, because 0 < . If i0 = 1, then yi(0) = 0 for alli = 2, . . . , N follows immediately from detA4 = 0
and Ys(t) = (A4)−1Gs(t) = 0. Similar reasons show that if yi0(0) = 0 for some i0, 1 i0N , 0 ∈ [, Tmax),
then for all i = 1, . . . , N , yi(0) = 0. Let t0 ∈ [, Tmax) be the ﬁrst time, such that: yi(t)> 0 for t ∈ [, t0)
and yi(t0) = 0, i = 1, . . . , N . Therefore, (dy1/dt)(t0)< 0. On the other hand (38) implies (dy1/dt)(t0) = g(0)>
0-contradiction. 
Remark 9. System (38)–(40) can be written in explicit form
dy1
dt
(t) = −kb
a
(
1 + (N − 1)hb
a
)−1
y1(t) + g(y1), y1(0) = u0,
yN(t) =
(
1 + (N − 1)hb
a
)−1
y1(t)< y1(t),
yi(t) =
(
1 + (N − i)hb
a
)
yN(t), i = 2, . . . , N − 1.
This form also can be used for the proof of Lemma 8, even in a easier way. But our exhibition is more general, and the
same line will be followed in the two-dimensional case.
Theorem 10. Suppose that u0 > 0. Then there is a time T hb <∞ such that y1(t) → ∞ as t → T hb .
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Proof. (The proof is a discrete version of the proof of Theorem 13 for the one-dimensional case.) We consider the
function
Uh(t) = y1(t). (43)
Differentiating Uh(t) and using (38), we obtain
dUh(t)
dt
= k y2(t) − y1(t)
h
+ g(y1(t)). (44)
Multiplying (38) by h(xi) = hi , i = 2, ..., N − 1, summing up and using ﬁrst Green’s formula twice, we have
0 = yN − yN−1
h
hN −
y2 − y1
h
h1 − yN
hN − hN−1
h
+ y1
h
2 − h1
h
.
Now, (35), (36), (38), (40) and (43) imply
y2 − y1
h
= −
h
k
Uh(t), h1 = 1.
Substituting in (44), we get
dUh(t)
dt
= −hUh(t) + gh(Uh(t)).
By Lemma 8, Uh(t)>Uh0 for t > 0 and an integration of the last equality gives
∫ Uh(t)
Uh0
d
g() − h = t, t > 0.
Hence, in view of (18), there exists a time T hb , 0<T hb <∞, such that Uh(t) → ∞ as t → T hb . 
3.2. Two-dimensional problem
We introduce the following uniform mesh on the domain [0, 1] × [0, 1]:
¯= {(x1,i , x2,j )|x1,i = (i − 1)h1, i = 1, . . . , N, (N − 1)h1 = 1;
x2,j = (j − 1)h2, j = 1, . . . ,M, (M − 1)h2 = 1}.
and denote y = y(t)= yij (t)= y(x1,i , x2,j , t), i = 1, . . . , N , j = 1, . . . ,M the values of the numerical approximation
at the nodes x = (x1,i , x2,j ) in the time t.
Let S1 is as in Section 2.3. Consider a standard piecewise ﬁnite element space Vh, associated with ¯. Namely, we use
linear triangular elements (with vertices (x1,i , x2,j ), (x1,i+1, x2,j ), (x1,i+1, x2,j+1) and (x1,i+1, x2,j+1), (x1,i , x2,j+1),
(x1,i , x2,j ), i = 1, . . . , N − 1, j = 1, . . . ,M − 1). Taking row arranging
l = (j − 1)N + i, i = 1, 2, . . . , N, j = 1, 2, . . . ,M, l = 1, 2, . . . , I = NM ,
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we obtain the following weak form of problem (1)–(4) [21]:
a
I∑
j=(N−1)M+1
y˙j (t)
∫ 1
0
j (x1, 1)i (x1, 1) dx1
= −bk
M∑
j=1
y(j−1)N+1(t)
∫ 1
0
(j−1)N+1(0, x2)i (0, x2) dx2
− bk
M∑
j=1
yNj (t)
∫ 1
0
Nj (1, x2)i (1, x2) dx2
+ a
I∑
j=(N−1)M+1
g(yj (t))
∫ 1
0
j (x1, 1)i (x1, 1) dx1
− bk
N∑
j=1
yj (t)
∫ 1
0
j (x1, 0)i (x1, 0) dx1
− ak
I∑
j=1
yj (t)
∫

(
j
x1
i
x1
+ j
x2
i
x2
)
dx1 dx2,
i = 1, . . . , I , where l (x1, x2), l = 1, 2, . . . , I are the usual linear functions. Using mass lumping, we get the ordinary
differential-algebraic system:
−ah2yx1 − ah1yx2 + b(h1 + h2)y = 0, i = 1, j = 1, (45)
−ah2
2
yx¯1x1 − ayx2 + by = 0, i = 2, . . . , N − 1, j = 1, (46)
ah2yx¯1 − ah1yx2 + b(h1 + h2)y = 0, i = N, j = 1, (47)
−ah1
2
yx¯2x2 − ayx1 + by = 0, i = 1, j = 2, . . . ,M − 1, (48)
−yx¯1x1 − yx¯2x2 = 0, i = 2, . . . , N − 1, j = 2, . . . ,M − 1, (49)
−ah1
2
yx¯2x2 + ayx¯1 + by = 0, i = N, j = 2, . . . ,M − 1, (50)
ah1
k
dy
dt
− ah2yx1 + ah1yx¯2 + bh1y =
ah1
k
g(y), i = 1, j = M , (51)
1
k
dy
dt
− h2
2
yx¯1x1 + yx¯2 =
1
k
g(y), i = 2, . . . , N − 1, j = M , (52)
ah1
k
dy
dt
+ ah2yx¯1 + ah1yx¯2 + bh2y =
ah1
k
g(y), i = N, j = M , (53)
y(0) = u0(x), i = 1, . . . , N, j = M . (54)
The local truncation error is (h) = O(h21 + h22) if u ∈ C4,1x,t , x ≡ (x1, x2) [20].
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The corresponding discrete eigenvalue problem of (11)–(13) reads
−ah2hx1 − ah1hx2 + b(h1 + h2)h = 0, i = 1, j = 1, (55)
−ah2
2
hx¯1x1 − ahx2 = −bh, i = 2, . . . , N − 1, j = 1, (56)
ah2
h
x¯1 − ah1hx2 + b(h1 + h2)h = 0, i = N, j = 1, (57)
−ah1
2
hx¯2x2 − ahx1 = −bh, i = 1, j = 2, . . . ,M − 1, (58)
−hx¯1x1 − hx¯2x2 = 0, i = 2, . . . , N − 1, j = 2, . . . ,M − 1, (59)
−ah1
2
hx¯2x2 + ahx¯1 = −bh, i = N, j = 2, . . . ,M − 1, (60)
−ah2hx1 + ah1hx¯2 + h2bh −
ah1
k
hh = 0, i = 1, j = M , (61)
−h2
2
hx¯1x1 + hx¯2 =
h
k
h, i = 2, . . . , N − 1, j = M , (62)
ah2
h
x¯1 + ah1hx¯2 + h2bh −
ah1
k
hh = 0, i = N, j = M . (63)
Let
h(x1,i , x2,j ) = 1h(x1,i , 
h)2h(x2,j , 
h), i = 1, . . . , N, j = 1, . . . ,M , (64)
where 1h(x1,i , 
h) and 2h(x2,j , 
h) are the eigenfunctions of the problems
1hx¯1x1(x1,i ) + 
h1h(x1,i ) = 0, i = 2 : N − 1, 2hx¯2x2(x2,j ) = 
h2h(x2,j ), j = 2 : M − 1,
a
1hx1 (0)
1h(0)
= b − a h1

h
2
, i = 1, a
2h
x2 (0)
2h(0)
= b − a h2

h
2
, j = 1,
a
1hx¯1 (1)
1h(1)
= −b + a h1

h
2
, i = N, k
2h
x¯2 (1)
2h(1)
= h − k h2

h
2
, j = M .
By standard calculations we ﬁnd
h = k
h2
B(B + ch2) − e2
√

hA(A + ch2)
B + ch2 − e2
√

h(A + ch2)
, (65)
where
A = 1 − e−
√

hh2 − 

hh22
2
, B = 1 − e
√

hh2 − 

hh22
2
and
1h(x1, 

h) = cos n(1 − x1i ) +
ch1
sin nh1
sin n(1 − x1i ), n = 1, . . . , N ,
2h(x2, 

h) = e
√

hx2j − A + ch2
B + ch2 e
−
√

hx2j ,

hn =
4
h21
sin2
nh1
2
, n = 1, 2, . . . , N ,
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n are the solutions of the trigonometric equation
tan = 2ch1 sin h1
sin2h1 − c2h21
. (66)
In the case when a = 0 we have
h = k e
nh2(1 − e2n(1−h2)) + (e2n − 1)(1 − nh22)
h2(e2n − 1) ,
1h(x1) = sin(nx1i ), 2h(x2) = 2 sinh(nx2j ).
Lemma 11. The spectral problem (55)–(63) has the properties:
(P1) Problem (55)–(63) has the eigenvalues 0< h1 < · · ·< hN given by formula (58) and limh2→0 hn = n, n =
1, . . . , N .
(P2) The corresponding eigenfunctions are (64) and
‖hn − n‖L∞(¯h) → 0 as h → 0, n = 1, . . . , N .
Proof. (P1) The ﬁrst part of (P1) follows from the trigonometric equation (66). The second one can be established on
the base of formulas (25), (65) by using the Lopital rule twice.
(P2) We must prove that
1hn (x1,i , 

h
n) → 1n(x1, 
n) as h1 → 0,
2hn (x2,j , 

h
n) → 2n(x2, 
n) as h2 → 0.
Although the calculations are tedious, the technique again is based on the Lopital rule. 
Lemma 12. Let u0(x1) ∈ C1(0, 1) and u0(x1)0, u0(x1) /≡ 0. Then system (45)–(54) has maximal (unique) solution
Y (t) = [Ys(t), Yd(t)]T ∈ C1[0, Tmax) and Y (t)0 for t ∈ [0, Tmax), where Ys(t) = [y1(t), . . . , yI−N(t)], Yd(t) =
[yI−N+1(t), . . . , yI (t)].
Proof. It follows the line of the proof of Lemma 8. Namely, ﬁrst we write Eqs. (45)–(54) in the matrix form (41). Here
for simplicity the matrix A1, A2, A3, A4 are displayed in the case of M = 3, N = 4.
MI×I = diag
{
0, . . . , 0,
ah1
k
,
1
k
, . . . ,
1
k
,
ah1
k
}
︸ ︷︷ ︸
1−N ︸ ︷︷ ︸
N
A1(I−N)×(I−N)
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 + 2 + bh −2 0 0 −1 0 0 0
−1
2
1 + 2 + b −12 0 0 −2 0 0
0 −1
2
1 + 2 + b −12 0 0 −2 0
0 0 −2 1 + 2 + bh 0 0 0 −1
−1
2
0 0 0 1 + 2 + b −2 0 0
0 − 1
h22
0 0 − 1
h21
2
h21
+ 2
h22
− 1
h21
0
0 0 − 1
h22
0 0 − 1
h21
2
h21
+ 2
h22
− 1
h21
0 0 0 −1
2
0 0 −2 1 + 2 + b
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
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A2(I−N)×N =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
−1
2
0 0 0
0 − 1
h22
0 0
0 0 − 1
h22
0
0 0 0 −1
2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
A3N×(I−N) =
⎡
⎢⎣
0 0 0 0 −1 0 0 0
0 0 0 0 0 −4 0 0
0 0 0 0 0 0 −4 0
0 0 0 0 0 0 0 −1
⎤
⎥⎦ ,
A4N×N =
⎡
⎢⎢⎢⎢⎣
1 + 2 + bh2 −2 0 0
−3
2
3 + 4 −32 0
0 −3
2
3 + 4 −32
0 0 −2 1 + 2 + bh2
⎤
⎥⎥⎥⎥⎦ ,
whereH =h1/h2, bh=b(h1 +h2), 1 =aH , 2 =aH−1, 1 =a/h1H , 2 =a/h2, 1 =aH/h2, 2 =a/h1, 3 =1/a,
4 = 2/a and
G(Y(t)) =
[
0, . . . , 0,
ah1
k
g(y1),
1
k
g(y2), . . . ,
1
k
g(yI−1),
ah1
k
g(yI )
]T
︸ ︷︷ ︸
I−N ︸ ︷︷ ︸
N
Also, we write (45)–(50) in the matrix form
A1Ys(t) = Gs(t) =
[
0, . . . , 0,
1
2
yI−N+1,
1
h22
yI−N+2, . . . ,
1
h22
yI−1,
1
2
yI
]T
︸ ︷︷ ︸
I−2N ︸ ︷︷ ︸
N
.
Further, the arguments are the same as in the proof of Lemma 14. 
Theorem 13. Let the assumptions of Theorem 13 hold. Then the solution of (45)–(54) blows up in a ﬁnite time.
Proof. We let a > 0, h1(xij ) = hij and g(uij ) = gij . Consider the function
Uh(t) =
N−1∑
i=2
h1yiM(t)iM +
h1
2
y1M(t)1M +
h1
2
yNM(t)NM . (67)
Then,
Uh(0) =
N−1∑
i=2
h1yiM(0)iM +
h1
2
y1M(0)1M +
h1
2
yNM(0)NM = h0 > 0.
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Differentiating (67) and using (51)–(53) we have
dUh(t)
dt
= − b
a
kh2
2
(y1M1M + yNMNM) +
kh2
2
yx1,1M1M −
kh1
2
yx¯2,1M1M
+
N−1∑
i=1
h1h2
2
yx¯1x1,iMiM −
N−1∑
i=2
kh1yx¯2,iMiM −
kh2
2
yx¯1,NMNM
− kh1
2
yx¯2,NMNM +
h1
2
g1M1M +
N−1∑
i=2
h1giMiM +
h1
2
gNMNM
= (1) + (2) + (3) + (4) + (5) + (6) + (7)
+ h1
2
g1M1M +
N−1∑
i=2
h1giMiM +
h1
2
gNMNM . (68)
Multiplying (49) by ij and applying relations (32), (33), (56), (58), (60), (62) and (46), (48), (50), (52) we obtain
0 = −
M−1∑
j=2
N−1∑
i=2
(yx¯1x1,ij + yx¯2x2,ij )ij
= −
M−1∑
j=2
N−1∑
i=2
(x¯1x1,ij + x¯2x2,ij )yij︸ ︷︷ ︸
+
M−1∑
j=2
[ 1
2
(yNjx¯2x2,Nj − Njyx¯2x2,Nj ) +
1
2
(y1jx¯2x2,1j − 1j yx¯2x2,1j )
]
︸ ︷︷ ︸ ︸ ︷︷ ︸
+
N−1∑
i=2
[ 1
2
(yiMx¯1x1,iM − iMyx¯1x1,iM ) +
1
2
(yi1x¯1x1,i1 − i1yx¯1x1,i1)︸ ︷︷ ︸ ︸ ︷︷ ︸
+ 1
h2
(
h
k
yiMiM +
1
k
dy
dt
, iMiM −
1
k
iMgiM
)]
︸ ︷︷ ︸
= I + II + III + IV + V + VI. (69)
From (59) follows that I = 0, but the next terms (II–VI) must be calculated. Using (32), (47), (53), (57), (63) for II and
(32), (45), (51), (55), (61) for III, we have
II = − 1
2h1
yNMx¯1,NM +
1
2kh2
hyNMNM −
1
2h1
yN1x¯1,N1
+ 1
2h1
yx¯1,NMNM +
1
2kh2
NM
dy
dt NM
+ 1
2kh2
NMgNM +
1
2h1
yx¯1,N1N1,
III = 1
2h1
y1Mx1,1M +
1
2kh2
hy1M1M +
1
2h1
y11x1,11 −
1
2h1
yx1,1M1M
+ 1
2kh2
1M
dy
dt 1M
− 1
2kh2
1Mg1M −
1
2h1
yx1,1111.
Now, applying (32) to IV and V we obtain
IV = 1
2h1
yNMx¯1,NM −
1
2h1
y1Mx1,1M −
1
2h1
yx¯1,NMNM +
1
2h1
yx1,1M1M ,
V = 1
2h1
yN1x¯1,N1 −
1
2h1
y11x1,11 −
1
2h1
yx¯1,N1N1 +
1
2h1
yx1,1111.
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Summing up all terms and multiplying the result by kh1h2, we obtain from (69)
0 = II + III + IV + V + VI
= h1
2
NM
(
hyNM +
(
dy
dt NM
− gNM
))
+ h1
2
1M
(
hy1M +
(
dy
dt 1M
− g1M
))
+ h1
N−1∑
i=2
iM
(
hyiM +
(
dy
dt iM
− giM
))
.
Next, we use (51)–(53) to ﬁnd
0 = h1
h
2
(yNMNM + y1M1M) −
kh2
2
yx¯1,NMNM −
kh1
2
yx¯2,NMNM
− kh2
2
b
a
yNMNM +
kh2
2
yx1,1M1M −
kh1
2
yx¯2,1M1M −
kh2
2
b
a
y1M1M
+ h1
N−1∑
i=2
iM
(
hyiM + kh22 yx¯1x1,iM − kyx¯2,iM
)
.
Based on the notation given in (67) and (68) it follows from the last equality, that
(1) + (2) + (3) + (4) + (5) + (6) + (7) = −kUh(t).
Finally, simple computations in (68) yield
dUh(t)
dt
= −hUh(t) + h1
(
1
2
g1M1M +
N−1∑
i=2
giMiM +
1
2
gNMNM
)
.
Hence, Jensen’s inequality implies
dUh(t)
dt
 − hUh(t) + g(Uh(t)), Uh(0) = h0.
Now, using the ﬁnal arguments in the proof of Theorem 3, we complete the proof. The case a = 0 can be treated in a
similar way. 
4. Convergence of the semidiscrete solutions
In this section we prove convergence results for regular solutions of the schemes (48)–(40), (45)–(54). Throughout
this section, we shall consider 0< <Tb ﬁxed.
4.1. The scheme (38)–(40)
At the convergence analysis we shall make use of the supersolution (resp. subsolution) techniques, see e.g. [19]. We
say that V is a supersolution (resp. subsolution) of (41) if
M
dV
dt
() −AV + G(V ).
The inequalities are understood coordinate by coordinate.
Lemma 14. Let Y and Y be a super and subsolution of (38)–(40), respectively, such that y1(0)y1(0). Then for∀> 0
Y (t)Y (t), t ∈ [0, Tb − ].
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Proof. LettingZ(t)=Y (t)−Y (t), we haveZ(0)=Y (0)−Y (0)0.Also,Z(t)=[Z1(t), Zs(t)], (Zs(t)=Y s(t)−Y s(t))
satisﬁes
1
k
dz1
dt
zx,1 + 1
k
[g(y1(t)) − g(y1(t))] = zx,1 +
1
k
g′(y˜(t))z1(t), y1 < y˜1 <y1
− zx¯x,i0, i = 2, . . . , N − 1,
azx¯,N−1 + bzN0. (70)
We are taking into consideration the following two cases:
Case 1. z1(0)=0. Then it follows from (42), (70) thatZs(t)=0, which impliesZ(t)=Y (t)−Y (t)0, t ∈ [0, Tmax).
Case 2. z1(0)> 0. Then arguments similar to those in Lemma 14 can be applied. 
Now we are ready to prove the convergence theorem.
Theorem 15. Let u ∈ C4,1x,t be the regular solution of (5)–(8) and y(t) be its numerical approximation given by
(38)–(40). Then, for ∀0< <Tb and sufﬁciently small h, there exists a constant C, independent of h, such that
max
xi∈¯h
max
0 tTb−
|u(xi, t) − yi(t)| Ch2. (71)
Proof. We start by deﬁning the error functions
ei(t) = yi(t) − u(xi, t), t ∈ [0, Tb − ], i = 1, . . . , N .
Let t0 = max{t : t < Tb − ,maxi |ei(t)|1}. We shall see that t0 = Tb −  for h small enough.
In [0, t0], E(t) = (e1(t), . . . , eN(t)) is a subsolution of
M
dZ(t)
dt
= −AZ(t) + KZ(t) + (h)I, (72)
where for the modulus of consistency (h) = Ch2, C is a suitable constant, I is the unit matrix and
K = max
v∈[0,V ] |g
′(v)|, V = ‖u‖L∞(×[0,Tb−]) + 1.
Letw(x, t)=CP(x)B(t)(h),B=exp(Lt), whereC, L are constants to be determined andw veriﬁes for t ∈ [0, Tb−]:
0 
2w
x2
, x ∈ , w
t
k w
x
+ Kw, x = 0, 0 w
x
+ bw, x = 1.
The function P(x) veriﬁes
0P ′′(x), x ∈ , LP (0)kP ′(0) + KP(0), 0aP ′(1) + bP (1).
We can take P(x) = 1 − bx, the solution of the Steklov problem (22)–(24) or
P(x) = −x2 + x + 
, 
> b + 
a
, + 
> 1 + , > 0,
where > 0 is a small real number and P(x)> 0, x ∈ ¯.
Now, by the consistency of scheme (38)–(40), one can verify that W = CB(t)(h)(P (x1), . . . , P (xN)) is a super-
solution of (72) for L+ K .
Next, we can choose C large, independent of h, such thatE(0)W(0). It follows by a comparison argument (Lemma
2) that E(t)W(t), for all t ∈ [0, t0]. Arguing along the same lines with −E(t), we obtain
|E(t)|Cb(Tb − )‖P ‖L∞()(h).
From this fact, as (h) → 0, we get that |ei(t)| 1, i = 1, ..., N for every t ∈ [0, Tb − ] and h small enough. In fact
we have (71). 
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4.2. The scheme (45)–(54)
Statement, similar to Lemma 14 we can formulate for two-dimensional case. The proof follows the line of the proof
of Lemma 14.
Lemma 16. Let Y and Y be a supersolution and subsolution of (45)–(54) (written in the form (41)), such that
Yd(t)Yd(t). Then
Y (t)Y (t), t ∈ [0, Tb − ].
Theorem 17. Let u ∈ C4,1x,t be the regular solution of (1)–(4) and y(t) be its numerical approximation given by
(45)–(54). Then, for ∀0< <Tb and sufﬁciently small h = (h1, h2), there exists a constant C, independent of h, such
that
max
x=(x1,x2)∈¯h
max
0 tTb−
|u(x1,i , x2,j , t) − yij (t)|C(h21 + h22).
Proof. The difference between this proof and the one of Theorem 15 is that now, the supersolution W(x1, x2, t) can
be determined by the solution of the Steklov problem of Section 2.3 or as a polynomial of two variables x1, x2. 
5. Convergence of the numerical blow-up times
Now we will prove the convergence of the blow-up times. The proof relies on the following inequalities. Integrating
(21) and changing the variables we get
Tb − t
∫ ∞
U(t)
1
g(s) − 1s ds. (73)
This inequality shows that if U(t) is large enough, then t is closed to the blow-up time Tb. On the analogy of (73), from
the inequality in the proof of Theorems 10, 13, corresponding to (21), we have
T hb − t
∫ ∞
Uh(t)
1
g(s) − 1s ds. (74)
Therefore, in order to prove T hb → Tb as h → 0 we must show that U(t) → Uh(t) as h → 0.
The described idea is realized in the following theorem.
Theorem 18. If Tb and T hb are the blow-up times of problem (5)–(8) (or (1)–(4),  = (0, 1)2) and (38)–(40) (or
(45)–(54)), respectively, then T hb → Tb as h → 0.
Proof. By Theorem 3, for given > 0, we choose P > s, large enough to ensure that∫ ∞
P
1
g(s) − 1s ds <

2
.
Next, we choose < /2 such that
2P U(Tb − ) =
{
u(0, Tb − ),
∫ 1
0
1(x1, 1, 
)u(x1, 1, Tb − ) dx1
}
.
Then
2P 
{
u(0, Tb − ),
∫ 1
0
1(x1, 1, 
)‖u(Tb − )‖L∞(S1) dx1
}
= ‖u(Tb − )‖L∞(S1).
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If h is small enough, then by Theorem 15 (or Theorem 17)
‖u − U‖L∞(S¯1×(Tb−))Ch2
P
2
.
Further, using this inequality, for the one-dimensional problem, directly
|U(Tb − ) − Uh(T hb − )| = |u(0, Tb − ) − y1(Tb − )|<P ;
and for the two-dimensional one, on the base of the trapezoidal rule formula∣∣∣∣∣
∫ 1
0
f (x) dx − h
2
(f (0) + f (1)) −
N−1∑
i=2
f (ih)
∣∣∣∣∣ Ch2,
we have
|U(Tb − ) − Uh(T hb − )|
=
∣∣∣∣∣
∫ 1
0
1(x1, 1, 
)u(x1, 1, Tb − ) dx −
N−1∑
i=2
h1yiM(Tb − )iM
− h1
2
(y1M(Tb − )1M + yNM(Tb − )NM)
∣∣∣∣
Ch2 +
∣∣∣∣∣
N−1∑
i=2
h1u(x1i , 1, Tb − )(h1(x1i ) − 1(x1i ))
+ h1
2
(u(x11, 1, Tb − )(h1(x11) − 1(0, 1))
+ u(x1M, 1, Tb − )(h1(x1M) − 1(1, 1)))
∣∣∣
+
∣∣∣∣∣
N−1∑
i=2
hh1(x1i , 1)(u(x1i , 1, Tb − ) − yiM(T hb − ))
∣∣∣∣∣ Ch2 + Ph + P2 <P
for sufﬁciently small h. Therefore
Uh(T hb − )>U(Tb − ) − P P .
Now, if in (74), we choose t = Tb − , then
T hb − (Tb − )
∫ ∞
P
1
g(s) − 1s ds <

2
.
Hence
‖T hb − Tb‖‖T hb − (Tb − )‖ + ‖‖< . 
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