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1. Introduction 
Since the integration of processed speech in parallel with manual pointing in the “Put That There” system 
demonstrated by Richard Bolt in the 1980’s, web browsing has been gradually shifting from unimodal to 
multimodal interaction techniques which are supporting a combination of natural input modes such as 
speech, pen, touch, hand gestures, eyes gaze, and head movements. Voice controlled web browsers are 
allowing users to navigate by speaking the text of a link or an associated number instead of clicking with 
a mouse (Christian et al. 2000). More recently, mixed-initiative interactions can support personal and 
flexible dialogs between users and web sites by using staging transformations – a theory for representing 
and reasoning about dialogs based on partial input (Narayan et al. 2004). 
 
In addition, the shift from the desktop to mobile devices such as PDAs, tablet PCs, and 3G phones, are 
making the current windows-icons-menus-pointers interfaces no longer to be sufficient (W3C 2006). 
Enhanced multimedia interfaces such as high-quality displays, cameras, sound and 3D graphics are 
providing the basis for communication services through multimedia messaging and video telephony. 
With their growing proliferation, the need for a ubiquitous web that can integrate multimodal interaction 
and device independence capabilities is rapidly becoming a reality (Simon et al. 2005). 
 
However, even with the recent advances in mark-up languages, content generation, content 
transformation tools, and the architecture of multimodal browsers, it is still complex to design, implement 
and deploy a multimodal web interface. One of the key reasons has been identified as the complexity of 
predicting whether a user will express an action multimodally rather than unimodally. Previous research 
has shown that users choose multimodal inputs 86% of the time when describing spatial information 
about location, number, size, orientation, or shape of an object (Oviatt 1999). In contrast, when 
performing other actions that do not require spatial representation and reasoning, such as printing a map 
or sending an e-mail, users prefer a single mode of interaction 99% of the time (Oviatt 1999).  
 
The problem of predicting how users would interact multimodally is mainly related to the fact that 
interaction modes (i.e. visual, auditive and tactile) are only heuristic units, they do not have clear 
boundaries, and can never be counted. Previous attempts to address this problem have focussed on 
looking at the type of natural inputs modes that users select while completing different tasks, for example 
from mouse controlled inputs such as controls buttons, sliders, or menus that can be manipulated directly 
by the user, up to higher-level commands such as pen/voice inputs for speech browsing (Polymenakos 
and Soldatos 2005, Norris 2004). Several task models have been proposed in the literature to analyse 
Web browser logs collected during user sessions (Paganelli and Paternò 2002, Avouris and Finotti 1993) 
and with the assistance of data mining techniques, patterns in the navigational behaviour of Web users 
have been discovered, such as clusters of tasks of user sessions, association rules of frequent navigational 
paths, and finally, semantic associations among users and pages based on the co-occurrence patterns of 
these pages in user sessions (Jin et al. 2004). 
 
Very little attention has been given to the spatial representation itself which supports users in their 
performance of the tasks, and the spatial reasoning undertaken for the selection of the natural input 
modes. This paper presents the main conceptual issues that are associated with multimodal web 
applications and proposes a unifying framework for the support of multimodal interactions in the spatial 
domain. Two web mapping applications using this framework are evaluated with results from their 
usability test. Section 2 describes the conceptual framework using an embedded structure of spatial 
representations and their association with the type of input modes, tasks, and perspective changes. 
Section 3 describes the application of the proposed conceptual framework on the design of a usability test 
containing the measures (time spent, number of interactions and number of errors occurred to users when 
performing tasks) which were dynamically assigned to de usability elements (satisfaction, familiarity, 
efficiency, effectiveness, and operability). Finally, Section 4 presents the results and conclusions. 
 
2. The embedded structure of the conceptual framework 
The overall structure of the proposed framework follows an embedded structure which supports multiple 
abstraction levels that can integrate the human perception (awareness) of the objects of a spatial 
representation, and the requirements for reasoning about pattern-process relationships among these 
objects, which in turn determine the course of actions and the type of interaction modes. The approach, 
taken in this research, is based on the emerging research on quasi-dynamical symmetry and perspective 
change reasoning which has suggested that humans maintain a series of separable and embedded spatial 
representations, rather than a single hierarchical representation of all known spatial environments (Sedig 
et al. 2005, Brockmole and Wang 2003, Rowe 2003).  That in fact, spatial representations will not rely on 
similar reasoning backgrounds but will be derived from the interaction with a representation using 
different natural inputs modes which will not be verified in relatively straightforward ways. 
 
An embedded structure is a special-purpose structure in which a spatial representation is encapsulated by 
another spatial representation according to a specific task, the types of interaction modes, and the 
perspective change. The proposed conceptual framework uses such a structure to combine different types 
of reasoning where given some types of input modes; the representation generates a hypothesis which 
explains the interactions, such as temporal explanations (Denecker 1992, Shanahan 1989), understanding 
(Hobbs et al. 1990), and default reasoning (Kakas et al. 1993, Poole 1987). For example, the abduction 
mode of inference can be used when new conclusions are entailed by each of the explanations (or each of 
the preferred explanations) of a change captured by one representation together with the type of input 
mode of a multimodal interface. Therefore, embedded spatial representations can be selected by what 
follows from the interactions in a given context. The new conclusions may also change if the context 
changes as well. Figure 1 illustrates the main components of the proposed conceptual framework. 
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Figure 1 –  The embedded structure of spatial representations and their different types of 
interacion modes. 
 
The modelling task also requires non-monotonic logics such as Predicate Circumscription (McCarthy 
1980) and Default Logic (Reiter 1980). The formal rules of these logics refer to contexts and licence 
supra-deductive conclusions on the basis of them. They are flexible because they are not restricted to 
using existing patterns but are instead free to create new patterns that help us to reasoning about changes. 
As a result, the proposed framework across spatial representations requires the most flexible conceptual 
metaphors because neither the pattern nor the hypothesis needs to be predefined. 
 
Using a task-set switching paradigm, the main assumption made in the proposed conceptual framework is 
that users judge spatial relationships between target locations from differing perspectives. Response times 
are expected to be greater when perspective changes within a single spatial representation to when it 
changes across two spatial representations. As a result, the probability that users will interact 
multimodally is higher when perspective changes within a single spatial representation. The main reason 
is because the adoption of a new perspective within an environment requires one to engage in “spatial 
reasoning” whereby the relationship of the objects relative to the user has to be realigned. 
 
In the conceptual framework, the manner in which a change in perspective influences the choice of an 
interaction mode may vary depending on whether that change occurs within (where one spatial 
representation is considered) or across (where multiple representations are considered). Any differences 
in the way in which perspective change influences multimodal interaction in these two cases could shed 
light on the structure of the cognitive processes underlying spatial reasoning. 
 
3. Design and Usability Issues  
The conceptual framework was evaluated from a usability perspective. Therefore, the framework was 
used to investigate the effects of multiple abstract levels of spatial representations on user satisfaction and 
familiarity across two types of commercial web mapping applications. Different spatial representations 
have been used to allow users to search over a particular geographic location and return the results as a 
map image at a particular scale. We have also taken the system perspective by incorporating the 
efficiency, effectiveness, and operability as usability elements within the spatial context. Finally, the 
measures (time spent, number of interactions and number of errors occurred to users when performing 
tasks) were dynamically assigned to de usability elements (satisfaction, familiarity, efficiency, 
effectiveness, and operability). 
 
Towards this end, a survey questionnaire was assembled to gather information about the profile of the 
target user group, and the purposes and general use of the input modes of web mapping applications. The 
questionnaire was based on measures such as errors, time to learn, retention, flexibility, attitude, 
learnability, efficiency, accuracy, completeness, and acceptance (See 
www.usabilitynet.org/tools/r_questionnaire.htm for an overview). Sixty-two respondents replied the 
questionnaire out of 200 questionnaires sent out. Figure 2 provides an overview of the responses 
according to (a) the most frequent type of tasks and (b) the most frequent types of interactions performed 
when using different spatial representations by different users (i.e. professions).  
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(b) types of interactions 
Figure 2 : Overview of the responses of the usability questionnaire. 
 
Data collected were analysed to formulate a usability test based on usability elements characterised in 
terms of a spatial representation and its modal flow of interaction, with emphasis on consistency, user, 
control, appropriate presentation and error handling. Three clusters of users (i.e. planner/designer; 
advisor/consultant; and coordinator/manager) have been identified as the target user group. The usability 
test was performed by eight users and the whole interview and multimodal user interaction (i.e. mouse 
controlled and hand gestures) were fully recorded. 
 
4. Results and Conclusions 
During the interactions recorded in this usability test, users were unrestrained to use either or both input 
modes. In fact, they were encouraged to communicate naturally, to work at their own pace, and to focus 
on completing their tasks. Since the goal was to uncover the user natural tendencies to interact 
multimodally, and the role of spatial representations in the selection of different input modes, an effort 
was taken to avoid any influence of the interviewer on how the users should behave themselves. Users 
were instructed for completing the tasks using two different web mapping interfaces. Both interfaces 
provided the same interactivity and multimedia feedback (e.g., textual and graphic) in response to a user 
input. After the session, a post-experimental interview was conducted in which users were asked their 
preferences and their evaluation of the usability test itself. All users reported believing that the usability 
test was well-designed and well-performed. 
 
In overall, the analysis of the usability test has confirmed the main assumption of the proposed 
conceptual framework that a change in perspective influences the choice of an interaction input mode. All 
users have interacted multimodally when their perspective changed within a single spatial representation. 
In contrast, only two users have selected both input modes across different spatial representations. The 
usability test has also pointed out for the dynamic characteristic of changing perspectives. In other words, 
the test has confirmed that the usability of the embedded spatial representations is time dependent. As 
time went by, some spatial representations were more useful than others. This is probably a consequence 
of the nature of the objects being depicted and the temporal and spatial scale of the spatial 
representations. Accordingly, considerations could also be drawn about the time dependence on the 
selection of the best interactive input mode.  The percentage of users who selected unimodal or 
multimodal interactions during the tasks was highly correlated to the usefulness of the spatial 
representation in terms of satisfaction and familiarity, which in turn, have changed through time. 
 
Finally, there was also an important element linked to the way users perceived and interacted with web 
mapping interfaces. The same spatial representation presented in an unfamiliar way to the user seemed to 
require more hand gestures interaction. But it is important to notice that both interaction input modes 
have shown a constant tension between the spatial representation and the need for real-time interaction. 
The usability test confirms the role of the framework for understanding and evaluating web mapping 
applications. More research is needed to explore the potential classification of the framework components 
into an embedded structure, where dynamic interrelations between sub-components can be defined 
through types of interaction input modes. Finally, the use of two commercial web sites has also suggested 
that there are more difficulties when employing the framework to understanding the content of interfaces, 
mostly due to the lack of studies on quantitative measures for content, which reveals one of the main 
topics to be further addressed by this research. 
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