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Abstract
We incorporate heteroskedasticity into Bayesian Additive Regression Trees (BART)
by modeling the log of the error variance parameter as a linear function of prespecified
covariates. Under this scheme, the Gibbs sampling procedure for the original sum-of-
trees model is easily modified, and the parameters for the variance model are updated
via a Metropolis-Hastings step. We demonstrate the promise of our approach by
providing more appropriate posterior predictive intervals than homoskedastic BART in
heteroskedastic settings and demonstrating the model’s resistance to overfitting. Our
implementation will be offered in an upcoming release of the R package bartMachine.
1 Introduction
We consider the the following general heteroskedastic regression framework to characterize
the relationship between a continuous response vector y and a set of p predictor variables
X := [x·1, . . . ,x·p] which can be continuous or categorical:
y = f(X) + E , E ∼ Nn
(
0, σ2D
)
D denotes the diagonal matrix whose entries are scaling factors for the error variance for
each observation. In this model, the response is considered an unknown function f of the
predictors and the observations, while independent, exhibit non-constant error variance.
The goal of this article is to model the relationship between the predictors and response
with the aim of generating accurate predictions. To this end we model f with Bayesian
Additive Regression Trees (BART, Chipman et al., 2010) which is a sum-of-trees model that
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has demonstrated predictive performance competitive with the best statistical learning
algorithms. The original BART model is constrained to homoskedastic error variance (D =
I). Here, we extend the model to flexibly handle an error variance structure which is a
linear model of prespecified covariates and we name our procedure “heteroskedastic BART”
or “HBART.” Similar to Huber-White sandwich estimation (White, 1980), appropriately
modeling the diagonal entries of D “downweights” high variance observations. This allows
for (a) a more accurate model as measured by predictive performance on future observations
as well as (b) posterior credible and predictive intervals which appropriately reflect the
changing heteroskedasticity in predictor space.
In Section 2, we provide an overview of the literature on heteroskedastic regression mod-
eling in a Bayesian paradigm. In Section 3, we introduce HBART, highlighting the necessary
modifications to the original homoskedastic BART. In Section 4, we provide simulations to
showcase the desirable properties of HBART, including less overfitting for high noise obser-
vations as well as more appropriate uncertainty intervals for predictions in the presence
of heteroskedasticity. Section 5 explores two applications to real data. We conclude and
offer future research directions in Section 6. The method developed in this paper will be
implemented in an upcoming release of the R package bartMachine (Kapelner and Bleich,
2013), which is available on CRAN.
2 Bayesian Heteroskedastic Regression
Early approaches for heteroskedastic regression primarily focused on point estimation for
the parameters governing the underlying heteroskedasticity of the model (for an overview,
see Carroll and Ruppert, 1988). Potential problems with point estimation gave rise to a
proposal of a fully Bayesian approach for heteroskedastic linear regression, where the non-
constant variance depends on simple functions of an unknown parameter θ and a set of
weights wi (Boscardin and Gelman, 1994).
Cepeda and Gamerman (2001) introduce a Bayesian regression model where the con-
ditional mean of the response is modeled as a linear function of covariates x1, . . . ,xp plus
heteroskedastic noise. They model the variance for each observation as a monotonic dif-
ferentiable function of a linear combination of another set of covariates, g(z1, . . . ,zk).
Additionally, the function g is chosen to ensure positivity of the variance terms. The au-
thors rely on a block Gibbs sampling approach (Geman and Geman, 1984), sampling the
parameters for the mean function and variance function in two stages. In particular, the
parameters for the variance function are updated via a Metropolis-Hastings step (Hastings,
1970) using the approach of Gamerman (1997), which relies on an iteratively reweighted
least squares model to generate suitable proposal distributions.
More recent approaches have focused on relaxing the assumptions of linear additive
components for modeling the mean and variance functions. Yau and Kohn (2003) propose
nonparametric models for each of these two functions by employing penalized regression
spline estimation for both models. Chan et al. (2006) extend this nonparametric model to
allow for semiparametric modeling of both the mean and variance functions, using radial
basis functions for nonparametric components. Additionally, their approach can handle
a large number of basis terms by introducing Bayesian variable selection priors, allow-
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ing model estimation to be locally adaptive. Leslie et al. (2007) relax the assumption of
normal errors and developed a heteroskedastic linear regression model with general error
distributions by relying on a Dirichlet process mixture prior.
Both Chan et al. (2006) and Leslie et al. (2007) rely on the sampling scheme developed
in Gamerman (1997) to obtain draws from the posterior distribution of the parameters for
the variance function. Our work similarly draws heavily on this technique.
3 Augmenting BART to Incorporate Heteroskedasticity
In its original formulation in Chipman et al. (2010), the authors assume that the response
y could be modeled as a sum-of-trees model of the covariates X := [x·1, . . . ,x·p] plus
homoskedastic normal noise:
Y =
m∑
i=1
i
l
i (X) + E , E ∼ Nn
(
0, σ2In
)
(1)
Each of the m distinct binary regression trees consists of a tree structure, denoted by
i, and a set of parameters in the terminal nodes of the tree (also called “leaves”), denoted
by l. A tree with both its structure and set of leaf parameters is denoted by i
l
.
The structure of a given tree it includes information on how any observation recurses
down the tree until a leaf node is reached. Each nonterminal, internal node contains a
“splitting rule” xj < c. When this condition is satisfied for a given observation, the
observation moves to the left daughter node or moves to the right daughter node otherwise.
Once an observation lands in a terminal node, the leaf value in that node is assigned as
the predicted value for that observation. lt =
{
µt,1, µt,2, . . . , µtbt
}
represents the set of leaf
parameters for a given tree, where bt is the number of terminal nodes in that tree.
Thus, BART estimates the mean function f using a sum-of-regression trees. Regression
trees rely on recursive binary partitioning of predictor space into a menagerie of hyper-
rectangles in order to approximate the unknown function of interest. By employing a
sum-of-trees approach, BART is able to take advantage of the regression trees’ ability to suc-
cessfully model nonlinearities and interactions while also capturing additive components of
the fit. As a Bayesian model, BART is composed of a set of priors and a likelihood. Using
Gibbs sampling, posterior inference for the unknown f can be obtained.
We propose an extension to BART by allowing each σ21, . . . , σ
2
n to be scaled by the expo-
nential of a linear parametric function of k covariates Z := [z·1, . . . ,z·k], the “heteroskedas-
ticity covariates” which are potentially distinct from the covariates used to model the mean
function, x·1, . . . ,x·p. Our heteroskedastic model, HBART, is given as
y =
m∑
i=1
i
l
i (X) + E , E ∼ Nn
0, σ2
 exp (z1· · γ) 0. . .
0 exp (zn· · γ)

 (2)
where γ := [γ1, . . . , γk]
> is a column vector of linear coefficients for the k heteroskedasticity
covariates. Thus, the variance of each observation is specified as a log-linear model:
3
ln
(
σ2i
)
= ln
(
σ2
)
+ zi · γ for i = 1, . . . , n. (3)
It is important to note that BART, by design, is an overparameterized model with “an
abundance of unidentified parameters” (Chipman et al., 2010) allowing for a highly flexible
fit. First, given the unidentifiable nature of the model, our focus is not on valid inference for
γ. Instead, we incorporate heteroskedasticity to aid in forecasting and generating posterior
uncertainty intervals. Second, due to the already complex nature of the original BART
algorithm, we employ parametric models for heteroskedasticity versus more sophisticated
alternatives (such as the proposal of Chan et al., 2006) in order to prevent the model from
becoming “too flexible.” Given highly flexible, unidentifiable estimation of both the mean
and variance functions, the algorithm may have difficulty distinguishing between signal
and noise, thereby shirking on its primary duty which is accurate estimation of the mean
model. Hence, parametric models of heteroskedasticity represent the first step towards
understanding how flexible BART can be in nonparametric function estimation when the
homoskedasticity assumption is relaxed.
The remainder of the section is dedicated to describing the priors on HBART as well as
the Gibbs sampling procedure for obtaining posterior inference.
3.1 Priors and Likelihood
The BART model requires three priors. The first prior is on the tree structures themselves
and the second is on the leaf parameters. The third prior is on the error variance σ2. HBART
requires these same three priors as well as a prior on γ. By assumption, the priors on σ2,
γ, i and l are independent of one another:
P
(
i
l
1 , . . . ,i
l
m, σ
2,γ
)
=
[∏
t
P
(
i
l
t
)]
P
(
σ2
)
P (γ)
=
[∏
t
P
(
lt | it
)
P
(
it
)]
P
(
σ2
)
P (γ)
=
[∏
t
∏
`
P
(
µt,` | it
)
P
(
it
)]
P
(
σ2
)
P (γ)
where the last line follows from an assumption of conditional independence of the leaf
parameters given the tree structure.
The prior on the tree structures and leaf parameters are designed to provide regulariza-
tion to the model by respectively preventing the trees from growing too deep and shrinking
the predicted values towards the range center of the response. These priors, as well as a
prior on proposing splitting rules, are the same as those used in the original BART model
and we refer the interested reader to Chipman et al. (2010).
For the homoskedastic implementation, the prior is on the error variance and is chosen
to be σ2 ∼ InvGamma (ν/2, νλ/2). λ is determined from the data so that there is a
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q = 90% a priori chance (by default) that the BART model will improve upon the root mean
square error (RMSE) from an ordinary least squares regression (therefore, the majority of
the prior probability mass lies below the RMSE of a least squares regression). Additionally,
this prior limits the probability mass placed on small values of σ2 to prevent overfitting. We
use this same data-informed prior for the σ2 parameter in HBART, the logarithm of which
serves as the intercept term in the log-linear model for the variances (Equation 3).
Following the approach of Gamerman (1997), we place a multivariate normal prior on
γ given as:
γ ∼ Nk
γ0,
 Σ11 0. . .
0 Σkk

 (4)
We make the simplifying assumption that each component of the prior is independent
of one another, but this can be easily generalized.
Along with a set of priors, HBART (and BART) consists of the likelihood of responses in
the leaf nodes. The likelihood is assumed to be normal with the mean being the “best
guess” of the leaf parameters at the current moment and variance being the best guess of
the variance at the moment i.e. y` ∼ N (µ`, σ2i /m). These “best guesses” are the values
being conditioned on in the Gibbs sampler during each iteration.
3.2 Sampling from the Posterior
The Gibbs sampler can be used to obtain draws from P(i
l
1 , . . . ,i
l
m, σ
2,γ | y,X), the
posterior distribution of the model parameters. As with the original sampling scheme for
BART, HBART also relies on “Bayesian backfitting” (Hastie and Tibshirani, 2000) to fit each
tree iteratively, holding all other m− 1 trees constant. This is achieved by considering the
residual response when updating the jth tree Rj := y −
∑
t6=j i
l
t (X).
The Gibbs sampler for HBART proceeds by first proposing a change to the first tree’s
structure i1 which are accepted or rejected via a Metropolis-Hastings step (Hastings, 1970).
Tree structures are altered by introducing small changes: growing a terminal node by adding
two terminal daughter nodes, pruning two terminal daughter nodes, or changing a split
rule. We denote these possible alterations as: GROW, PRUNE, and CHANGE.1 Given
the tree structure, samples from the posterior of the b leaf parameters l1 := {µ1, . . . , µb}
are then drawn from the conjugate-normal posterior distribution. This procedure proceeds
iteratively for each tree, using an updated set of partial residuals Rj.
Once each tree structure and leaf values has been updated, a draw from the posterior
of σ2 conditional on all other parameters is made based on the full model residuals E :=
y−∑mt=1 ilt (X). Finally, a draw from the posterior of γ conditional the other parameters
is computed via a Metropolis-Hastings step.
The steps of the full procedure are illustrated below:
1An additional step known as SWAP was proposed in Chipman et al. (2010), but this step is not
implemented in the bartMachine package which was used to develop HBART.
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1 : i1 | R−1, σ2,γ (5)
2 : l1 | i1, R−1, σ2,γ
...
2m− 1 : im | R−m, σ2,γ
2m : lm | im, R−m, σ2,γ
2m+ 1 : σ2 | il1 , . . . ,i
l
m,γ,E
2m+ 2 : γ | σ2,E
All 2m + 2 steps represent a single Gibbs iteration2. After a sufficient burn-in period,
burned-in draws from the posterior of f are obtained. A point prediction fˆ(x) can be
obtained by taking the average of the burned-in values of i
l
1 , . . . ,i
l
m evaluated at a given
x; posterior credible intervals for f are computed by using the quantiles of the burned-in
values. Posterior predictive intervals at a given x are computed as follows:
1. Draw f(x) via
i) drawing one of the burned-in sum-of-trees collections i
l
1 , . . . ,i
l
m and
ii) computing f(x) =
m∑
i=1
i
l
i (x).
2. Draw σ2(x) via
i) obtaining γ and σ2 from the same Gibbs sample from which the sum-of-trees was
obtained,
ii) determining the z which corresponds to the x of interest and
iii) computing σ2(x) by evaluating γ, σ2 and z in the exponentiation of Equation 3.
3. Take one draw from N (f(x), σ2(x)) which is the BART model (Equation 1)
4. Collect draws from step 3 by repeating steps 1–3 many times. Then, return the desired
quantiles.
Note that HBART requires modifications to the original BART likelihood calculations nec-
essary for Metropolis-Hastings steps to alter the tree structures (steps 1, 3, . . . , 2m − 1 of
Equation 5). Also, the posterior distributions for the leaf parameters must be updated
(steps 2, 4, . . . , 2m of Equation 5). It is worth noting that these modifications are valid
for any heteroskedastic BART model and not just the log-linear HBART model proposed in
this work, as they computed as functions of σ21, . . . , σ
2
n. Additionally, modifications to the
posterior distribution of σ2 (step 2m+ 1 of Equation 5) is required. Finally, the sample of
γ (step 2m + 2 of Equation 5) is obtained using the Metropolis-Hastings procedure with
the proposal distribution outlined in Gamerman (1997). We provide explicit computational
details for each of these steps in Appendix A.
2BART relies on a similar scheme, removing the conditioning on γ at each step and not requiring step
2m+ 2.
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4 Simulations
4.1 Univariate Model
We begin by comparing the performance of BART versus HBART in a simple univariate setting.
Consider a single predictor x which is a uniformly spaced sequence of n points on [0, 1].
Then, we consider two models. The first is heteroskedastic and is given by:
Yi = 100xi + Ei, Ei ind∼ N
(
0, σ2i
)
, σ2i = exp (7xi) (6)
The second is homoskedastic and is given by:
Yi = 100xi + Ei, Ei ind∼ N
(
0, 52
)
(7)
For HBART, the matrix of covariates for the parametric variance model will be set to
Z = [x], our one uniformly spaced covariate. Parenthetically, note that the default in our
software implementation is to set Z = X. Therefore, HBART will have a correctly specified
variance function for the model given in Equation 6. We include the homoskedastic model
as well to benchmark HBART’s performance to determine if the unnecessary extra complexity
of the variance model degrades the algorithm’s performance.
Figure 1 compares BART to HBART in both the heteroskedastic and homoskedastic sim-
ulated models by gauging two metrics: accuracy of estimation of f and appropriateness of
posterior predictive intervals.
Figure 1a highlights the posterior means fˆ estimated by the two different models. Note
that HBART provides a better estimate of the true f when x > 0.7, the region of relatively
high variance. By estimating large variance in this region, it has the flexibility to down-
weight these high variance observations, allowing for more shrinkage towards the global
average and away from the noisy local (within-node) sample mean. In contrast, BART over-
fits in this region. By assuming homoskedasticity, the algorithm is handicapped, and is
obligated to move its mean function up when the noise term is large and positive and down
when the noise term is large and negative. Note that both algorithms perform well when
x < 0.7, where the data has lower variance.
Figure 1b provides 90% posterior predictive intervals for future observations (as ex-
plained in the procedure outlined in Section 3.2). Given the homoskedasticity assumption
of BART, the prediction intervals at each x-location are of constant width. This implies
that the intervals are too wide at low values of x and too narrow at higher values of x. In
contrast, HBART provides more appropriate prediction intervals, narrow at low x and wide
at high x, thus correctly reflecting the heteroskedasticity in the underlying data-generating
model. Although not the primary focus of this paper, examining the burned in γ values
yielded a 90% credible interval of [6.52, 7.65], which captures 7, the value of the linear
coefficient in the log-linear variance model of Equation 6.
For the homoskedastic model, Figures 1c and 1d highlight that BART and HBART yield
virtually identical results in terms of mean function estimation and predictive intervals.
Thus, HBART seems to be robust in the absence of heteroskedasticity for this illustration.
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(d) Homoskedastic Model,
Posterior Predictive Intervals
Figure 1: BART’s and HBART’s posterior mean estimates and 90% posterior predictive in-
tervals for each algorithm built from a sample of n = 250 observations drawn from the
processes in Equation 6 (a and b) and Equation 7 (c and d). Red lines correspond to the
results of a BART model and blue lines correspond to the results from a HBART model. The
black lines in (b) and (d) correspond to the true conditional mean function (Yi = 100xi)
and the black +’s represent the actual observations.
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4.2 Multivariate Model
We now consider the following data generating process, similar to the model simulated in
Cepeda and Gamerman (2001):
Yi = f(xi) + Ei, f(xi) = −35 + .35x1,i − 1.7x2,i, Ei iid∼ N
(
0, σ2i
)
(8)
x1,i
iid∼ U (0, 400) , x2,i iid∼ U (10, 23) , x3,i iid∼ U (0, 10)
σ2i = exp (−6 + .03x1,i + .4x3,i) (9)
We set the number of observations to be n = 500 and then we fit an HBART model using
the default Z = [x1,x2,x3]. Thus, the variance model is misspecified (the true model is
not a function of x2). We again compare HBART’s performance to that of BART.
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(b) BART
Figure 2: Estimates of the conditional mean function f for HBART and BART with associated
90% credible intervals. The x-axis is the true value of the conditional mean function and
the y-value is the model estimate. Gray lines illustrate 90% credible intervals. If the true
conditional mean falls within the interval, the point is colored green and points in red
signify the true value falls outside of the interval.
Figure 2 plots actual values of the conditional mean function versus fitted values. This
illustration demonstrates that in areas of high variance, BART has difficulty separating the
mean function from the noise, and as a result, provides wide credible intervals for the true
f . HBART, on the other hand, provides more narrow credible intervals, indicating that the
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algorithm was able to successfully separate the mean function from the heteroskedastic
variance structure in the data generating process.
We next evaluate the performance of HBART versus BART in terms of out-of-sample predic-
tive performance. We consider two models: one with homoskedastic errors, E iid∼ N (0, 32),
and one with heteroskedastic error structure according to Equation 9. For each error struc-
ture, we then generate n = 500 training observations based on the data generating process
outlined in Equation 8. Both HBART and BART models are constructed on the training set
and performance is evaluated in terms of root mean square error (RMSE) on an additional
n = 500 independent test observations drawn from the same data generating process.
Figure 3 displays the out-of-sample performance results for 100 simulations. For the het-
eroskedastic model, HBART significantly outperforms BART (Figure 3a) For the homoskedas-
tic model, the performance of BART and HBART are statistically equal and the results of both
algorithms are quite stable (Figure 3b). This plot provides more evidence of the robustness
of HBART’s performance in the absence of heteroskedasticity.
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(b) Homoskedastic Model
Figure 3: Distribution of out-of-sample RMSE for BART and HBART fit in 100 simulations
for (a) the heteroskedastic data generating process of Equations 8 and 9 and (b) the ho-
moskedastic data generating process of Equation 8 with E iid∼ N (0, 32). The models are
built on 500 observations and tested on 500 independent observations.
5 Real Data Examples
5.1 Lidar Data
We consider the LIDAR data set explored in Ruppert et al. (2003). The data set contains
221 observations. The response denoted Log(Ratio) is the logarithm of the ratio of reflected
laser-emitted light from two sources and the predictor denoted Range is the distance traveled
before the light is reflected back to it’s source. Leslie et al. (2007) explored this data set by
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fitting both nonparametric mean and variance functions to the data under the assumptions
of both normal and non-normal error distributions.
We fit the data using BART and HBART. For HBART, Z is taken to be [Range, Range2]
where the two columns are orthogonalized. Figure 4 illustrates the posterior mean esti-
mates for both HBART and BART. One will notice that both algorithms estimate relatively
similar posterior mean functions with HBART’s estimation being slightly more smooth in
the region of higher variance than that of BART. Figure 1b shows 90% posterior predictive
intervals for the two algorithms. The intervals for HBART seem to appropriately reflect the
heteroskedasticity in the data, while BART’s predictive intervals are too wide at low values
of Range and too narrow at high values of Range.
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(b) Posterior Predictive Intervals
Figure 4: BART’s and HBART’s posterior mean estimates and 90% posterior predictive inter-
vals for the Lidar data. Red lines correspond to the BART model and blue lines correspond
to the HBART model.
5.2 Motorcycle Data
We next consider a dataset of simulated motorcyle crashes that was compiled by Schmidt
et al. (1981). The observations in the data set consist of accelerometer readings (acceleration)
taken from riders’ helmets at 133 different points in time (time) after a simulated impact.
As discussed in Gramacy (2007), many researchers find that this dataset exhibits multiple
regimes in both the mean function and variance function over time.
This dataset was also explored by Taddy et al. (2011) who remarked that the 90%
posterior predictive interval for BART appeared to “variously over or under estimate data
uncertainty around the regression mean. In particular, BART’s global variance term is
misspecified for this heteroskedastic data.” We attempt to remedy this problem with
HBART. Exploring a scatterplot of the data, the model seems to be characterized by a low
variance regime followed by a high variance regime and then an additional low variance
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regime (see Figure 5). Hence, when building an HBART model, we do not use the default
Z. To capture the low-high-low variance relationship, we specify the model quadratic in
the predictor, Z = [time, time2] where the two columns are orthogonalized.
Figure 5 displays 90% posterior predictive intervals for HBART, BART, dynamic trees
(dynaTree, Taddy et al., 2011), and treed Gaussian processes (tgp, Gramacy, 2007). Each
of the algorithms has a similar estimate of the posterior mean process (unshown), but
there are some differences in the posterior predictive intervals. BART’s predictive intervals
are much too wide at low and high values of time and perhaps too narrow for the inter-
mediate values of time. However, HBART’s intervals are quite similar to those of dynaTree,
being widest for intermediate values of time and more narrow near the beginning and end.
Interestingly, HBART is the only of the four models that builds a narrower predictive interval
at the higher values of time.
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Figure 5: 90% posterior predictive intervals for BART, HBART, dynaTree and TGP.
6 Discussion
We have proposed HBART, an extension of BART that relaxes the assumption of homoskedas-
ticity in the model errors. In particular, we have developed a model that allows for a multi-
plicative heteroskedastic error structure, where the multiplicative factor is the exponential
of a parametric function of some set of covariates.
Through simulations and explorations of real data, we have demonstrated HBART’s po-
tential for generating more appropriate posterior predictive intervals in the presence of
appropriately modeled heteroskedastic data versus BART. Additionally, BART suffers from
overfitting in areas of very high variance and HBART seems to offer promise in ameliorating
this issue. In our explorations, the added complexity of fitting a model to the error terms
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did not hinder HBART’s performance on homoskedastic data. In this situation, HBART’s es-
timates of the posterior means, predictive intervals, and out-of-sample RMSE were very
similar to BART’s.
Originally proposed in Chipman et al. (2010) and implemented in Kapelner and Bleich
(2013), it is possible to cross-validate over the a number of the hyperparameters of the BART
model. Future work will involve extending BART-CV to HBART-CV, where it is possible to
cross-validate over a selection of prior variances for the parametric variance model to impose
varying degrees of shrinkage by modifying the Σjj hyperparameters. One final direction
of research is to further relax the assumptions on the error structure. For instance, one
could incorporate more flexible variance models such as smoothing splines instead of the
standard linear model or relax the assumption of normality of the errors by considering
Dirichlet mixture priors.
Replication
The code for HBART is located at http://github.com/kapelner/bartMachine in the branch
“hBART” and it is open source under the MIT license. The results, tables, and figures found
in this paper can be replicated via the replication.R script located in the hbart paper
folder within this git repository. The code can be conveniently installed as a local R package.
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A Gibbs Sampling Details for HBART
In the following sections, we provide implementation details for each step of the HBART
Gibbs sampler (Equation 5).
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Drawing σ2 (step 2m+ 1)
Drawing σ2 in HBART requires a slight modification to the scheme used in the original
homoskedastic BART. With the errors distributed multivariate normal (Equation 2) and the
prior on σ2 being distributed inverse-gamma, conjugacy yields the posterior as an inverse-
gamma distribution just as in BART. The quadratic form of the errors and their covariance
matrix carries into the scale parameter. Hence, we sample σ2 as
σ2 ∼ InvGamma
(
ν + n
2
,
νλ+ ETD−1E
2
)
= InvGamma
(
ν + n
2
,
νλ
2
+
1
2
(
n∑
i=1
exp
(−z>i γ) E2i
))
.
The default values of hyperparameters ν and q are set to be the same as the defaults of
the original homoskedastic BART algorithm.
Drawing γ (step 2m+ 2)
The posterior of γ | E1, . . . , En, σ2 is proportional to:
P
(
γ | E1, . . . , En, σ2
) ∝ P (E1, . . . , En | γ, σ2)P (γ)
=
n∏
i=1
1√
2piσ2exp
(
z>i γ
)exp
(
− 1
2σ2exp
(
z>i γ
)E2i
)
×
p∏
j=1
1√
2piΣjj
exp
(
− 1
2Σjj
(γj − γ0j)2
)
∝ 1√
σ2exp
(∑n
i=1 z
>
i γ
)exp
−1
2
 n∑
i=1
E2i
σ2exp
(
z>i γ
) + p∑
j=1
(γj − γ0j)2
Σjj

Since it is not tractable to draw directly from the above distribution, a proposal distribution
is required. A suitable proposal distribution can be obtained using Gamerman (1997),
which is based on a single step of an iteratively reweighted least squares algorithm. Letting
γ represent the current value of the parameter vector, the recommended proposal density
is P (γ∗|γ) = Np (a(γ), B) where
a = B
(
Σ−1γ0 +
1
2
ZTw
)
, B =
(
Σ−1 +
1
2
ZTZ
)−1
and
w =
[
z>1 γ +
E21
σ2exp
(
z>1 γ
) − 1 . . . z>n γ + E2nσ2exp (z>n γ) − 1
]>
.
Then, γ∗ is accepted if a draw from a standard uniform distribution is less than the
Metropolis-Hastings ratio (Gelman et al., 2004, p.291),
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r =
P (γ∗|γ)
P (γ|γ∗)︸ ︷︷ ︸
jump ratio
P (γ∗ | σ2, E1, . . . , En)
P (γ | σ2, E1, . . . , En)︸ ︷︷ ︸
likelihood ratio
. (10)
The jump ratio in Equation 10 becomes
P (γ∗|γ)
P (γ|γ∗) =
(2pi)−
p
2 |B|− 12 exp
(
−1
2
(γ∗ − a(γ))>B−1 (γ∗ − a(γ))
)
(2pi)−
p
2 |B|− 12 exp
(
−1
2
(γ − a(γ∗))>B−1 (γ − a(γ∗))
)
= exp
(
1
2
(γ − γ∗ + a(γ)− a(γ∗))>B−1 (γ − γ∗ + a(γ)− a(γ∗))
)
,
the likelihood ratio in Equation 10 is calculated to be
P
(
γ∗ | σ2, E1, . . . , En
)
P (γ | σ2, E1, . . . , En) =
n∏
i=1
1√
2piσ2exp
(
z>i γ∗
)exp
(
− 1
2σ2exp
(
z>i γ∗
)E2i
)
n∏
i=1
1√
2piσ2exp
(
z>i γ
)exp
(
− 1
2σ2exp
(
z>i γ
)E2i
)
×
p∏
j=1
1√
2piΣjj
exp
(
− 1
2Σjj
(γ∗j − γ0j)2
)
p∏
j=1
1√
2piΣjj
exp
(
− 1
2Σjj
(γj − γ0j)2
)
= exp
(
1
2
(
n∑
i=1
z>i (γ − γ∗)
+
1
σ2
(
n∑
i=1
E2i
(
exp
(
−z>i γ
)
− exp
(
−z>i γ∗
))))
+
p∑
j=1
1
Σjj
(
γ2j − γ∗
2
j + 2γ0j(γ
∗
j − γj)
))
which results in the Metropolis-Hastings ratio of Equation 10 of
r = exp
(
1
2
(
(γ − γ∗ + a(γ)− a(γ∗))>B−1 (γ + γ∗ − (a(γ) + a(γ∗)))
+
n∑
i=1
z>i (γ − γ∗) +
1
σ2
n∑
i=1
E2i
(
exp
(
−z>i γ
)
− exp
(
−z>i γ∗
))
+
p∑
j=1
1
Σjj
(
γ2j − γ∗2j + 2γ0j
(
γ∗j − γj
))))
.
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We now choose default values for the hyperparameters γ0,1, . . . , γ0,p and Σ11, . . . ,Σpp.
All γ0,j are set to 0. This choice centers the prior distribution of the linear model coefficients
at zero. For the variance hyperparameters, we choose the Σjj’s to be 1000 for all j which
is sufficiently large so our model will not impose shrinkage of the coefficients towards 0.
Investigating this parameter’s role in our algorithm we view as fruitful future work.
Drawing the l’s (steps 2, 4, . . . , 2m)
Sampling the leaf parameters must be adjusted to reflect the heteroskedasticity in the
model. Observations considered highly variable will now be downweighted when construct-
ing an estimate of a terminal node’s prediction. Recall that lt | i1,R1, σ21, . . . , σ2n is the
sampling for all leaves where each leaf is considered independent,
µt1 | it,Rt1 , σ21, . . . , σ2n
µt2 | it,Rt2 , σ21, . . . , σ2n
...
µtbt | it,Rtbt , σ21, . . . , σ2n
where bt denotes the number of terminal nodes in the tth tree and the subscripts on the
Rti terms denote only the data that is apportioned to the specific terminal node. Recall
that the prior on the leaf parameters, µ’s, are normal and the likelihood of the responses,
Rt’s, are assumed normal as well.
Given the normal-normal conjugacy, we derive the normal posterior distribution for a
given leaf’s prediction which is necessarily a function of the heterogeneous variances. We
drop the subscripts on the R term for convenience and denote k as the number of data
records that fell into the given leaf. Note that we drop double subscripting on the variances
{σ21, . . . , σ2k} which are a subset of {σ21, . . . , σ2n} for the data records in this leaf.
P
(
µ | R, σ21, . . . , σ2k,γ
) ∝ P (R | µ, σ21, . . . , σ2k,γ)P (µ | σ21, . . . , σ2k)
= Nk
(
µ1, σ2D
)N (0, σ2µ) =
(
k∏
i=1
N (µ, σ2i )
)
N (0, σ2µ)
= N

k∑
i=1
Ri
σ2i
1
σ2µ
+
k∑
i=1
1
σ2i
,
1
1
σ2µ
+
k∑
i=1
1
σ2i

Drawing the i’s (steps 1, 3, . . . , 2m− 1)
As described in Kapelner and Bleich (2013, Appendix A), the draw of a new tree structure
relies on a Metropolis-Hastings step where trees can be altered via growing new daughter
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nodes from an existing terminal node (GROW), pruning two terminal nodes such that their
parent becomes terminal (PRUNE), or changing the splitting rule in a node (CHANGE).
Below is the Metropolis-Hastings ratio where the parameter sampled is the tree and
the data is the responses unexplained by other trees denoted by R. We denote the new,
proposal tree with an asterisk and the original tree without the asterisk.
r =
P
(
i∗ → i
)
P
(
i → i∗
) P
(
i∗ | R, σ2,γ
)
P
(
i | R, σ2,γ
) (11)
This can be reformulated using repeated applications of Bayes Rule to be a product of
three ratios.
r =
P
(
i∗ → i
)
P
(
i → i∗
)
︸ ︷︷ ︸
transition ratio
×
P
(
R | i∗, σ2,γ
)
P
(
R | i, σ2,γ
)
︸ ︷︷ ︸
likelihood ratio
×
P
(
i∗
)
P
(
i
)
︸ ︷︷ ︸
tree structure ratio
Note that the probability of the tree structure is independent of σ2 and γ.
The transition ratio and the tree structure ratio remain the same as in the original BART
as they do not depend on the variance parameters. The likelihood ratio now must take
into account the heterogeneity in variances. The PRUNE likelihood ratio is the inverse of
the GROW likelihood ratio. Thus, we only need to compute likelihood ratios for GROW and
CHANGE.
The Likelihood Ratio for the GROW proposal
Since the likelihoods are solely determined by the terminal nodes, the grown proposal tree
differs from the original tree by only the selected node to be grown. We denote the node
to be grown by `, the left child by `L and the right child by `R.
P
(
R | i∗σ2,γ
)
P
(
R | i, σ2,γ
) =
∫
R
P
(
R`L | µ, σ2,γ
)
P (µ) dµ
∫
R
P
(
R`R | µ, σ2,γ
)
P (µ) dµ∫
R
P
(
R` | µ, σ2,γ
)
P (µ) dµ
(12)
Each of these three integrals are the same with regards to marginalizing the µ term:∫
R
P
(
R | µ, σ2,γ)P (µ) dµ
=
∫
R
1
(2pi)
n
2 |D|− 12
exp
(
−1
2
(R− µ1)>D−1(R− µ1)
)
1√
2piσ2µ
exp
(
− 1
2σ2µ
µ2
)
dµ
=
1
(2pi)
n
2
+1
√
σ2µ
∏n
i=1 σ
2
i
exp
(
−1
2
n∑
i=1
R2i
σ2i
)
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×
∫
R
exp
(
−1
2
(
µ2
σ2µ
− 2µ
n∑
i=1
Ri
σ2i
+ µ2
n∑
i=1
1
σ2i
))
dµ
=
(
(2pi)n
(
1 + σ2µ
n∑
i=1
1
σ2i
)
n∏
i=1
σ2i
)− 1
2
exp

1
2

σ2µ
(
n∑
i=1
Ri
σ2i
)2
1 + σ2µ
n∑
i=1
1
σ2i
−
n∑
i=1
R2i
σ2i

 (13)
The likelihood ratio can now be computed by substituting Equation 13 into Equation 12
three times to arrive at:
P
(
R | i∗σ2,γ
)
P
(
R | i, σ2,γ
) =
√√√√√√√√√
1 + σ2µ
n∑`
i=1
1
σ2i(
1 + σ2µ
n`L∑
i=1
1
σ2i
)(
1 + σ2µ
n`R∑
i=1
1
σ2i
)
× exp

σ2µ
2

(n`L∑
i=1
Ri
σ2i
)2
1 + σ2µ
n`L∑
i=1
1
σ2i
+
(n`R∑
i=1
Ri
σ2i
)2
1 + σ2µ
n`R∑
iR=1
1
σ2i
−
(
n∑`
i=1
Ri
σ2i
)2
1 + σ2µ
n∑`
i=1
1
σ2i

 .
The Likelihood Ratio for the CHANGE proposal
The homoskedastic BART implementation of Kapelner and Bleich (2013) considered change
proposals for singly internal nodes only (i.e., both daughter nodes must be terminal nodes).
The likelihood ratio in this case simplifies to the likelihood of these two leaves before and
after the change:
P (R`∗,1, . . . , R`∗,n`∗ | σ2,γ)P (Rr∗,1, . . . , Rr∗,nr∗ | σ2,γ)
P (R`,1, . . . , R`,n` | σ2,γ)P (Rr,1, . . . , Rr,nr | σ2,γ)
. (14)
The ` refers to the left terminal node and r refers to the terminal right node. The `∗ and
the r∗ denote these same two nodes in the proposal tree, i.e after the parent’s split rule
was changed.
The likelihood with µ margined out has been calculated in Equation 13 and we express
it here with a convenient factorization:
(
(2pi)n`
(
1 + σ2µ
n∑`
i=1
1
σ2i
)
n∏`
i=1
σ2i
)− 1
2
︸ ︷︷ ︸
A
exp
(
−1
2
n∑`
i=1
R2i
σ2i
)
︸ ︷︷ ︸
B
exp

σ2µ
2

(
n∑`
i=1
Ri
σ2i
)2
1 + σ2µ
n∑`
i=1
1
σ2i


︸ ︷︷ ︸
C
.
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To find the ratio, we must substitute this expression into equation 14 four times. We begin
by substituting only the term marked A above to arrive at
(2pi)
n`
2
√√√√( n∏`
i=1
σ2i
)(
1 + σ2µ
n∑`
i=1
1
σ2i
)
(2pi)
nr
2
√√√√( nr∏
i=1
σ2i
)(
1 + σ2µ
nr∑
i=1
1
σ2i
)
(2pi)
n`∗
2
√√√√(n`∗∏
i=1
σ2i
)(
1 + σ2µ
n`∗∑
i=1
1
σ2i
)
(2pi)
nr∗
2
√√√√(nr∗∏
i=1
σ2i
)(
1 + σ2µ
nr∗∑
i=1
1
σ2i
) .
Of course n`∗ + nr∗ = n` + nr = n and the σ
2’s are the same since they aren’t drawn until
later on in the Gibbs sampling scheme. Thus, the above reduces to√√√√√√√√√
(
1 + σ2µ
n∑`
i=1
1
σ2i
)(
1 + σ2µ
nr∑
i=1
1
σ2i
)
(
1 + σ2µ
n`∗∑
i=1
1
σ2i
)(
1 + σ2µ
nr∗∑
i=1
1
σ2i
) . (15)
In term B, upon making all four substitutions, it is clear all the parents’ observations must
be summed in the numerator as well as the denominator. Thus, this term cancels.
Now we examine term C. Due to the exponentiation, multiplication becomes addition
and division becomes subtraction and all four substitutions yield
exp

σ2µ
2

(
n`∗∑
i=1
Ri
σ2i
)2
1 + σ2µ
n`∗∑
i=1
1
σ2i
+
(
nr∗∑
i=1
Ri
σ2i
)2
1 + σ2µ
nr∗∑
i=1
1
σ2i
−
(
n∑`
i=1
Ri
σ2i
)2
1 + σ2µ
n∑`
i=1
1
σ2i
−
(
nr∑
i=1
Ri
σ2i
)2
1 + σ2µ
nr∑
i=1
1
σ2i

 . (16)
Multiplying terms 15 and 16 yields the likelihood ratio for the CHANGE proposal.
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