Context. The Apache Point Observatory Galactic Evolution Experiment (APOGEE) has observed the H-band spectra of over 200 000 stars with R ∼ 22000. Aims. The main motivation for this work is to test an alternative method to the standard APOGEE pipeline (APOGEE Stellar Parameter and Chemical Abundances Pipeline, ASPCAP) to derive parameters in the Near-InfraRed (NIR) for FGK dwarfs. Methods. iSpec and Turbospectrum are used to generate synthetic spectra matching APOGEE observations and to determine the parameters through χ 2 minimization. Results. We present spectroscopic parameters (T eff , [M/H], log g, v mic ) for a sample of 3748 main-sequence and subgiant FGK stars, obtained from their APOGEE H-band spectra Conclusions. We compare our output parameters with the ones obtained with ASPCAP for the same stellar spectra, and find that the values agree within the expected uncertainties. A comparison with the optical samples California Planet Survey, HARPS-GTO (High Accuracy Radial Velocity Planet Searcher -Guaranteed Time Observations), and PASTEL, is also available, and median differences below 10 K for T eff and 0.2 dex for [M/H] are found. Reasons for these differences are explored. The full H-band line-list, the line selection for the synthesis and the synthesized spectra are available for download, as well as the calculated parameters and their estimated uncertainties.
Introduction
The analysis of light spectra from stars originated in Newton (1672) , and has steadily evolved since then, with the recognition of absorption lines and spectral features greatly aiding our understanding and classification of stars. As instruments and analysis improved over time, spectroscopy has cemented its place as the method to determine physical properties of stellar atmospheres. Spectroscopic stellar parameters, such as effective temperature T eff , stellar composition (metallicity, [M/H]) and surface gravity (log g), can be determined through an analysis of stellar spectra (Gray 2005) . Spectroscopic parameters have been proven to be useful in deriving reliable masses and radii of stars when combined with evolutionary models (Girardi et al. 2002; Pietrinferni et al. 2004; Dotter et al. 2008) . The determination of these parameters can therefore provide important data for the understanding and study of stellar evolution (e.g. Girardi et al. 2000) , galactic history (e.g. Cunha et al. 2016) , star selection for planet detection surveys (e.g. Fleming et al. 2015) , and characterization of known planet host stars (Bean et al. 2006; Santos et al. 2013, e.g.) . Spectroscopy can help to characterize each star's present conditions, as well as letting us infer its past ones and understand their formation environments and galactic populations (e.g. Koleva et al. 2008; Gazzano et al. 2010 ).
Due to the importance of spectroscopic stellar parameters for the proper characterization of stars, there has been an increase in the number of spectroscopic surveys to characterize FGK stars in the solar neighborhood, (e.g. Sousa et al. 2008; Adibekyan et al. 2012; Tsantaki et al. 2013; Bensby et al. 2014; Brewer et al. 2016) , as well as larger surveys that observe deeper into the Milky Way, such as the Gaia-ESO Survey (Gilmore et al. 2012) , Galactic Archaeology with HERMES (GALAH, De Silva et al. 2015) , and the Large sky Area Multi-Object fiber Spectroscopic Telescope (LAMOST, Zhao et al. 2012) . Most of these studies are focused on spectra observed within visible wavelengths (400-nm). However, probing other sections of the electromagnetic spectrum for the derivation of stellar parameters can give us another perspective on stellar characterization through spectroscopy, as well as providing a comparison for stellar parameters derived from optical spectra. The near-infrared wavelengths (NIR), in particular, allows for observations beyond the large molecular clouds existent in the galaxy, as visual extinction is lower in that wavelength range. As FGK stars are still relatively bright in this wavelength range and have features that can be used to characterize them, their NIR spectra can be useful to analyze and characterize these types of stars. Lower temperature stars, like M dwarfs and red giants, have less complex spectra and are relatively brighter in the NIR compared to optical wavelengths, allowing for more precise and accurate spectroscopic parameters (e.g. Önehag et al. 2012; Rojas-Ayala et al. 2012) .
We have arrived at the era of instruments that provide highresolution spectra in the NIR, such as CARMENES (R = 80 000− Article number, page 1 of 21 arXiv:2001.01995v1 [astro-ph.SR] 7 Jan 2020 100 000, Quirrenbach et al. 2014) , GIANO (R ∼ 50 000, Origlia et al. 2014) , and SPIROU (R ∼ 75 000, Artigau et al. 2014) , as well as large surveys that provide medium-resolution NIR spectra for thousands of stars, like the Apache Point Observatory Galactic Evolution Experiment (APOGEE, Allende Prieto et al. 2008) . APOGEE is an H-band (1.5-1.7 micron) Sloan Digital Sky Survey program that focuses on obtaining R ∼ 22 500 stellar spectra with a 300-fiber spectrograph. It is split between APOGEE-N, using the Sloan 2.5 m telescope at the Apache Point Observatory in New Mexico (Gunn et al. 2006) , and APOGEE-S, which uses the 2.5 m duPont telescope at the Las Campanas Observatory in Chile (Bowen & Vaughan 1973) . It targets mostly red giants and provides public spectra for more than 200 000 stars in its latest Data Release (DR14, Holtzman et al. 2018) . In addition to these stars, APOGEE has observed FGK and M dwarfs for calibration purposes or as part of ancillary programs. Parameters for these stars have been derived with APOGEE Stellar Parameter and Chemical Abundances Pipeline (ASPCAP, Garcia Pérez et al. 2016) . ASPCAP works by searching and interpolating a grid of synthetic spectra to find the best match for each observed spectrum, adopting the parameters of the best match as the best parameters for each star. These parameters are then calibrated to best match theoretical models.
In this paper, we provide an alternative methodology to derive spectroscopic parameters using spectral synthesis in the H-band spectra of FGK stars observed by APOGEE and tested its results against similar techniques performed in the optical. Our goal is to have a reliable spectroscopic method for FGK star characterization in the H-band obtained with current and future medium and high resolution H-band spectrographs.
The remainder of this paper is structured as follows: details of our object sample and their literature pertinent to our study are described in Section 2. The methodology, including the preparation of the APOGEE spectra and all the steps required to obtain stellar parameters from them, are explained in Section 3. Section 4 presents both the spectra and parameters derived for solar-type stars, including a visual comparison between the synthetic and the normalized spectra for selected stars. Section 5 includes the analysis and comparison of the derived parameters to different literature sources, while possible sources of discrepancies are explored. Finally, in Section 6, we summarize our conclusions regarding our pipeline and its ability to provide accurate and precise parameters for the Sun and solar-type stars from their APOGEE spectra.
Data
Our complete sample consists of 3748 stars with H-band spectra from the APOGEE survey Data Release 14 (Holtzman et al. 2018 ). All of these stars have spectroscopic parameters derived with the APOGEE Stellar Parameter and Chemical Abundances Pipeline (ASPCAP Garcia Pérez et al. 2016) . The main goal of ASPCAP is to provide parameters for giant stars, but values for dwarf stars are published as well. The spectroscopic parameters and chemical abundances are determined by ASPCAP in a two step fashion. First, to derive atmospheric parameters such as T eff , [M/H], and log g, APOGEE observations are compared to a large library of synthetic spectra to find the spectra that best matched the observed one by interpolating different synthetic models. This library is separated into five smaller sections, for GK dwarfs, GK giants, M dwarfs, M giants, and F-type stars. Secondly, to derive the abundance of individual elements, the atmospheric parameters obtained from the best fit synthetic spectra are used to fit limited regions of the spectra dominated by spectral features associated with each given element. Afterwards, T eff and [M/H] values for dwarf stars are both calibrated using independent methods to ensure their accuracy. T eff values were calibrated by minimization of the differences between ASPCAP and photometric observations by Hernandez & Bonifacio (2009) . [M/H] values were internally calibrated as a function of T eff . In addition, a zero-point shift was adopted to force the mean abundance ratios of all observed stars with solar metallicity to be zero. Despite finding their log g values for M dwarfs to be too low based on expectations from stellar isochrones, due to a lack of a significant number of asteroseismic calibrators available for dwarf stars, ASPCAP does not calibrate them in any way. 1 Our selection was done by selecting objects with ASPCAP T eff values between 5500 − 6200 K, S /N ≥ 200 and −0.5 dex< [M/H] < 0.5 dex. This was done to exclude stars with low-quality spectra and to ensure a sample both homogeneous and with parameters close to solar. A total of 3419 main sequence stars matching these criteria are in the sample. Additional stars, not meeting these criteria, were included as well as part of subsamples previously observed in the optical. Most of these additional stars are also main-sequence FGK stars, but some of them are turn-off stars, and have therefore lower log g values than the ones still in the main-sequence. These subgiant stars were included for statistical reasons, as the number of FGK main-sequence stars in common between APOGEE and other optical surveys is not large enough for our purposes, and to test the limits of the parameter space. Our primary focus remains on the main-sequence stars. The total of 3748 stars includes those additional stars observed in optical wavelengths. Those stars are described in section 2.2. The APOGEE S /N distribution of our sample of spectra is shown in Fig. 1 .
Sample characterization
Parallaxes, positions, and optical photometry for 3645 stars in our sample were found in the Gaia Data Release 2 (Brown et al. 2018) . Due to either inaccurate proper motion measurements or lack of observations from Gaia, no matches were discovered for the remaining 103 stars, but their overall distribution should match that of the other stars. The large majority of the stars are located between 100 pc and 500 pc from us, with only a few reaching distances above 1 Kpc (see Fig. 2 ). Therefore, our sample, while not entirely composed of solar neighborhood stars (d < 50 pc), consists of local stars. Their magnitudes in the Gaia and H-band filters are shown in Fig. 3 . Most of these objects exhibit magnitudes in the ranges of 9 < G < 13 and 8 < H < 11. Their distances and magnitudes confirm to us that the sample is composed of FGK dwarf stars, as any giant stars in the sample would either be brighter or further away from us. Their location in the sky is shown in Fig. 4 . Given that the majority of the observations belong to APOGEE-N, it is no surprise that most of the stars are located in the northern celestial hemisphere. The concentric circles represent the fields chosen by the APOGEE team for follow-up. In red, 449 stars in our sample that are a part of the Kepler Field (Latham et al. 2005 ) are shown.
Comparison sub-samples
We selected three works in the literature that have analyzed APOGEE stars with medium or high resolution optical spec- tra. These stars were added to our full sample, even if they did not meet our selection criteria (5500 K < T eff < 6200 K, S /N ≥ 200 and −0.5 dex< [M/H] < 0.5 dex). This was done so more stars with accurate stellar parameters were available for the comparison of our results.
The California Planet Survey (Brewer et al. 2016 , hereby referred to as CPS) used data from the HIRES spectrograph (R ∼ 70000)at the Keck Observatory. The stellar parameters were obtained with the semi-automated procedure SME (Valenti & Piskunov 1996) , where the observed spectra were fitted iteratively with synthetic spectra from 1D local thermodynamic equilibrium (LTE) plane-parallel MARCS atmosphere models. CPS provides rotational velocities and abundances for 15 elements as well. The reported precisions are of 25 K for T eff , 0.01 dex for [M/H] and 0.028 dex for log g. One-hundred and sixty eight stars in our sample are found in the CPS catalog.
The PASTEL catalog (Soubiran et al. 2016 ) is a compilation of spectroscopic parameters from high-resolution (R ≥ 25000) spectra with S /N ≥ 50. It contains results from different sources in the literature that derived stellar parameters with model atmospheres. The reported uncertainties vary, with median errors of ∼ 1.1% for the T eff (∼ 65 K for a sun-like star), ∼ 0.06 dex for [Fe/H] and 0.10 dex for log g. A total of 157 stars in our sample are found in the PASTEL catalog. However, as 4 of these stars are also found in CPS, only 153 stars were considered as the PASTEL comparison sample.
Delgado Mena et al. (2017) revised the spectroscopic parameters and abundances of 1111 FGK dwarf stars of the High Accuracy Radial velocity Planet Searcher Guaranteed Time Observations planet search program (HARPS-GTO, Pepe et al. 2000 Pepe et al. , 2011 . The EW method was used on HARPS-GTO R ∼ 115000 spectra for parameter and abundance determinations (Sousa et al. 2008; Tsantaki et al. 2013 
Methodology
This section describes our method and the steps required to derive parameters from APOGEE's H-band spectra.
iSpec and Turbospectrum
iSpec is a multi-purpose python-based tool designed to derive atmospheric parameters from stellar spectra through different methods Blanco-Cuaresma 2019) . Among the radiative transfer codes available to use within iSpec, we chose for spectral synthesis Turbospectrum, developed by Alvarez & Plez (1998) and Plez (2012) . Turbospectrum is the fastest code available within iSpec and has shown to be compatible with our line list.
The code uses a least-squares algorithm to match the two spectra, using the synthetic spectra generator chosen by the user. The code will then run its minimization routine and provides an output that corresponds to the spectra that best matches the input. It provides an estimate of the errors, based on the spectrum errors, as well as the χ 2 value for the best match. These values are included along with our derived parameters for the stars in Table C .1.
Stellar models
iSpec is compatible with two categories of models available: MARCS (Gustafsson et al. 2008 ) and ATLAS9 (Kurucz 2005) . There are some subcategories of models within each of these. We chose the MARCS.GES models for our syntheses, since it offers better coverage in the parameter space we are interested in. The MARCS.GES models cover T eff from 2500 K to 8000 K and log g from 0.0 dex to 5.5 dex, allowing us to extend our method to the M dwarf regime using the same models (Sarmento et al. in prep) . The MARCS.GES models assume plane-parallel 1D stratification, hydrostatic equilibrium, mixing-length convection, and local thermodynamic equilibrium. MARCS.GES also take into account [ For the solar abundances, the values used were the ones available in Grevesse et al. (2007) , as they were the ones used to create the MARCS models used in the synthesis.
Normalization
APOGEE DR14 spectra includes both normalized spectra and multiple stages of spectrum processing for its stars 2 . The normalized spectra are processed by ASPCAP to derive parameters and could, in principle, be used to fit individual lines and determine abundances and parameters using the EW method, for example. However, the normalization done for APOGEE DR14 spectra is not precise enough to compare the normalized spectrum to our full synthetic spectrum. Therefore, we had to perform our own normalization to the combined spectra 3 of each star in our sample.
Our normalization method relies on what we call a reference spectrum. We created a grid of normalized synthetic spectra covering the expected parameter space of our sample of stars with iSpec, Turbospectrum and MARCS.GES models. The T eff values of the grid are 4200, 4600, 5000, 5400, 5700, 6000, 6400 K, so the grid has a slightly smaller step near the solar T eff . It covers [M/H] from -1.6 dex to 0.4 dex and log g from 4.2 dex to 5.4 dex (both in steps of 0.4 dex). We know that some of our stars are in the subgiant branch and the log g values could be lower in those 2 https://www.sdss.org/dr14/data_access/ 3 https://data.sdss.org/sas/dr14/apogee/spectro/redux/r8/stars/ cases in order to more accurately match their spectra. The normalization grid properly normalizes areas of the spectra with large absorption lines. The smoothing after the normalization erases information from the weaker features, making it possible to use the grid to normalize spectra that does not match exactly the same parameters but that falls relatively close. Since the characterization of these subgiants is not the main focus of the work, we limited the parameter space of our normalizations. The most similar synthetic spectrum to each observed star, taking all three parameters into account, is selected as its reference spectrum. The parameters used for the selection are from ASPCAP or from literature sources when available (PASTEL, CPS, or HARPS-GTO).
The normalization is done by dividing the observed spectrum by its reference spectrum. The divided spectrum is smoothed afterward, taking the median value within 5.0 nm for each point in the spectrum. Dividing the observed spectra by this shapefit results in a normalized spectrum. Our normalization method preserves the wide absorption features in the normalized spectrum, such as the hydrogen Brackett series lines (1736.69 nm, 1681.11 nm, 1641.17 nm, 1611.37 nm) , that the default APOGEE normalization misses. The lines around 1681.11 nm, 1641.17 nm, however, were removed from the line mask as synthesizing them with the necessary accuracy for parameter determination proved to be impossible.
Line-list
The line-list used is a compilation of lines from two different sources: The Vienna Atomic Line Database (VALD, Piskunov et al. 1995) and the APOGEE line-list (Shetrone et al. 2015) 4 . They contain all of the relevant elemental lines as well as the molecular lines for CO, OH, C 2 , CN, CH, and FeH. The solar spectrum presented in Wallace et al. (1996) was used to validate the final line-list. Two synthetic spectra were created for the Sun, one with the VALD line-list and another with the APOGEE linelist. All the spectra, synthetic and solar, were convolved to the APOGEE-N resolution. Then, individual 0.2 nm regions in each synthetic spectrum were compared to the spectrum from the Sun, to inspect which line-list provided the best fit for each region. Our line-list is then composed by the best-fitting lines to the solar spectra from the VALD and APOGEE line-lists and contains 85334 lines.
Line masks
iSpec can use line masks to select the spectral features that are going to be considered for the determination of the atmospheric parameters. To create a list of line masks covering the best synthetic absorption lines, we compared a synthetic spectrum (T eff 5777 K, [M/H] 0.0 and log g = 4.44 dex) to the solar spectrum by Wallace et al. (1996) , both at APOGEE's resolution. The lines were selected by excluding 1) regions with lines that did not appear in the synthetic spectrum and 2) regions in the synthetic spectrum that did not match the solar spectrum as expected.
The inspection of each region in the synthesized and observed spectrum was made visually (see Fig. 7 ). The same line mask was used in all stars in our sample.
3.6. χ 2 fit and error estimation
The mpfit.py code, based on MPFIT (Markwardt 2009 ), is used by iSpec to minimize the χ 2 difference between the synthetic and the observed spectra. It uses a Levenberg-Marquardt leastsquares minimization to obtain the best fit to a given spectrum considering only the regions that are included in the line mask described above. All the errors cited for the stellar parameters in this work were calculated by iSpec from this code, and correspond to the formal 1 − σ errors of each parameter, computed from the covariance matrix. The error calculation assumes uncertainties in the observed spectrum equal to the flux divided by the S /N values published by ASPCAP. These are considered as internal errors and are reported in each parameter for all stars in Table  C .1.
To address how well our method is able to recover the parameters of each star under slightly different conditions, we added random Gaussian noise based on the flux errors to the normalized spectrum for each star. The Gaussian noise added had a zero mean and a standard deviation equal to the estimated flux error for each individual pixel. To avoid individual points or areas with large reported flux errors (>1/10th of the pixel flux value) that could skew the analysis, we restricted the value of Gaussian noise standard deviation to 1/10th of the flux for those pixels.
We chose 4 stars with different spectral derived parameters from the CPS catalog and different S /N on their APOGEE spectra and added to each spectrum the random Gaussian noise described above 100 times for each star. The derived parameters by iSpec from the 100 random Gaussian noise-added spectra are shown in Figs.5 and 6. These figures also show the strong degeneracies between parameters, as increases in derived T eff correspond to increases in log g and [M/H] as well. Table 1 shows the mean values and standard deviation derived from the 100 iterations for each star. The consistency of our method across multiple syntheses can be confirmed, being able to recover consistent values for all the stars. As expected, the stars with the lowest S /N, 2M19172334+4412307 and 2M19040872+4936522, exhibit the largest differences between syntheses, reaching up to ∆T eff ∼ 100 K and ∆ log g = 0.11 dex.
Free and fixed parameters within iSpec
iSpec allows for the customization of the free parameters in each analysis during the χ 2 fit and error minimization processes. All syntheses done for this work had the same group of free parameters: effective temperature (T eff ), surface gravity (log g), metallicity ([M/H]), micro-turbulent velocity (v mic ), projected rotational velocity (v sin i) and spectral resolution. The input values were kept at 5800 K for the T eff , 0.0 dex for the [M/H], 4.5 dex for the log g, 1.06 km/s for the v mic , 1.6 km/s for v sin i, and 22000 for the resolution. The macro-turbulent velocity (v mac ) follows an empirical relation provided by iSpec and built by the Gaia-ESO Survey based on their dataset and the T eff , log g and [M/H] of the stars. The limb darkening is a required parameter for syntheses using iSpec. We tested different input values compatible with solar-type stars and since the output results have a negligible variation we decided to fix it at 0.6.
Results

Solar spectra
Despite it previously being used to select lines for our line-list, we retrieved the solar spectra using our method in order to confirm its reliability. Since the Sun is the closest and best-characterized star available, any reliable synthesis-based method should recover its spectral characteristics. Therefore, to calibrate and test iSpec with Turbospectrum in the H-band, a solar spectrum was synthesized using the methodology described in section 3. We used the solar spectrum by Wallace et al. (1996) observed with the Fourier transform spectrometer at the Math-Pierce solar telescope on Kitt Peak, with a resolution of 300 000 and high S /N. The spectrum was degraded down to R = 22 500 to match APOGEE's resolution. Table 1 . Parameters derived in the 4 stars selected. The C indicates the literature (CPS) parameter for that star, and parameter and σ indicate the average value and the standard deviation measured across all 100 iterations, respectively.
APOGEE_ID
S It was normalized using the template method described in section 3.3 with a reference spectrum of T eff = 5700 K, [M/H] = 0.0 dex and log g = 4.5 dex.
The observed and synthetic solar spectra are shown in Fig.  7 . We took as the accepted solar parameters T eff = 5777 K, log g = 4.44 dex and [M/H] = 0.0 dex 5 . The synthesis done with our methodology provides a synthetic spectrum that matches the solar spectrum and derives just slightly lower values for the solar spectra at APOGEE's resolution: T eff = 5764 ± 35 K,log g = 4.49 ± 0.07 dex, [M/H] = −0.04 ± 0.02 dex. Given the Wallace et al. (1996) solar spectrum did not provide flux errors, we estimated errors for the parameters from 100 syntheses of the solar spectrum with injected Gaussian noise of 1/1000th of the flux at each pixel of the spectra (similar to the process described in section 3.6). The average values for T eff , log g, and [M/H] from the 100 syntheses are shown in Table 2 . As expected, the parameters obtained in each synthesis are not independent of each other, and there are degeneracies between them, as shown by the correlation between T eff and [M/H] in Fig. 8 . Within the 100 syntheses, 87 have estimated T eff values within 5777 ± 50 K, and 65 of them have [M/H] within 0.0 ± 0.02 dex. These results also show standard deviations of 45 K for T eff , 0.09 dex for log g, and 0.03 dex for [M/H]. The parameter analysis indicates a high degree of consistency between the iterations of our pipeline. However, in some cases, the retrieved parameters diverge significantly from the expected. In particular, we registered unusual differences in T eff of −150 K and -0.10 dex for [M/H]. 
APOGEE FGK sample
The 3748 stars in our sample were synthesized using the methodology described in Section 3. Fig. 9 shows in red the distribution of log g vs T eff values for our sample stars, with overplotted isochrones from PARSEC (Bressan et al. 2012 ) made with [M/H] = 0.0 dex. As expected from our selection of objects described in section 2, the large majority of the stars synthesized fall within a small range of parameters, corresponding to FGK main-sequence stars. They also mostly fall within the range of the isochrones, giving us more confidence on the values. A small number of stars exhibit lower temperatures than 5 000 K. These stars also appear as subgiants in the CPS sample (log g < 3.9 dex) and as cooler dwarfs in the PASTEL catalog. The log g for these colder stars seems to be slightly underestimated, as they are outside the range of the isochrones. Moreover, the log g for some of the hottest stars in the sample seems to be overestimated. A similar behavior for log g values of FGK dwarfs in the HR diagram has been observed after using the ionization balance method to derive log g. Therefore, we decided to apply the corrections based on trigonometric log g derived in Delgado Mena et al. (2017) (see Equations 1,2 and 3 in that paper) to log g values above 3.75 dex. Our corrected log g values are also plotted in gray in Fig.9 and are included as log g cor in Table C To reveal the challenges of synthesizing APOGEE spectra, both the observed APOGEE and synthesized spectra for an example star is shown in Fig.11 6 This star was chosen as a representatives of the sample and of the output produced by the method, both the synthetic spectrum generated and the parameters derived by the pipeline. For the example star, the APOGEE spectrum is shown in black, the 'Best fit' spectrum (synthetic spectrum created with the parameters found by our methodology) is shown in red, and the synthetic spectrum created with the full line-list and using the literature parameters is shown in blue. Therefore, the blue spectrum represents the expected spectrum for the example star considering its derived parameters from high-resolution optical spectra.
The star 2M19144528+4109042 (KOI-85, Fig. 11 ) has 3 substellar companions detected (Borucki et al. 2011; Rowe et al. 2014) . Our spectroscopic values are higher than the optical ones by the CPS catalog, except for the metallicity, which is slighter lower. However, considering errors, the values derived by us and from the CPS catalogs are consistent. Both synthetic spectra are similar between themselves and are a match to the observed spec-trum; the most significant differences appear around the strong hydrogen line in the 1681.1 nm region and continuum around 1640 nm. There are also differences in line depths across the spectrum, most noticeably the Si line at wavelength 1596 nm. This can be explained by the differences in metallicity between the two synthetic spectra.
We realize that comparing the best-fit synthetic spectra with ones created using literature parameters is not a perfect comparison due to inhomogeneities in the literature parameters, as they were derived with different spectra, methods, models, and normalizations than the ones we use. Using optical spectra to derive parameters for our sample stars and using them to generate NIR spectra could result in a better comparison for our method. However, different line-lists and masks would still be required for the derivation of parameters with optical wavelength spectra, which can result in differences when comparing them with Hband results. The comparisons present in this paper are therefore a compromise between these issues.
We are also aware that the visual comparisons between the spectrum presented in this paper are difficult to judge accurately, as the minimization process takes into account flux errors that are not shown here. The spectrum shown in Fig.11 is intended more as a visual display of the method's results than its scientific precision. Fig. 11 . Comparison between APOGEE spectra of the star 2M19144528+4109042 (KOI-85, black) and two synthetic spectra (red, straight line, with the our pipeline's best match parameters and blue, dashed, with the CPS parameters for this star) for APOGEE wavelength range. In gray highlight are the areas used for χ 2 minimization by our pipeline's algorithm. The best match parameters derived were T eff = 6195 ± 164 K,log g = 4.28 ± 0.21 dex, [M/H] = +0.11 ± 0.06 dex, and the ones published in CPS were T eff = 6149 ± 25 K,log g 
Discussion
ASPCAP comparison
In this subsection, we compare our results to the derived ASPCAP parameters for our sample of stars. ASPCAP was developed to derive spectroscopic parameters for the APOGEE survey, and its parameter determination pipeline is optimized for giant stars. As mentioned in Section 2, [M/H], T eff , and log g are provided for all stars in the sample. ASPCAP values for [M/H] and T eff for all stars are calibrated using independent methods, but the log g values for dwarf stars are not independently calibrated and differ from isochrone values. We decided to compare our values for T eff and [M/H] with the calibrated ones provided by ASPCAP for our sample of stars. We also compare our raw values for log g with the available ASPCAP log g values. Fig. 12 presents the T eff comparison, while the [M/H] comparison is presented in Fig. 13 . These comparisons include both the subsamples characterized in optical wavelengths and the 3419 stars from which only ASPCAP parameters are available. Despite only ASPCAP values being compared, we distinguish the subsamples characterized in the optical by color (CPS -blue; PASTEL -red; HARPS-GTO -yellow), while the stars in black have only been characterized by ASPCAP and our pipeline. This is done for visual clarity and consistency reasons.
In Table 3 , the average differences between our output and the ASPCAP values are presented. With a sample of 3419 stars being so large when compared to our subsamples of stars observed in the optical, the fact that the measured differences between our pipeline's values and ASPCAP's parameters are within one standard deviation indicates that our method can provide consistent parameters for solar-type stars in the NIR.
The median estimated T eff is 62 K above ASPCAP values, although the difference varies between -150 K and +300 K. The fact that the median difference is still within the margin of error for both pipelines is an encouragement for the accuracy of our method.
A small difference is present in metallicity as well, which can clearly be seen in Fig. 13 and in Table 3 . We find an average difference between our values for [M/H] and the ones in ASPCAP of +0.04 dex. Comparing with the differences registered against parameters measured in the optical, we find this value to be above the median differences for the CPS values (-0.02 dex) and at the same level as the PASTEL values (+0.04 dex, see Section 5.2). It is still below the HARPS-GTO difference of +0.16 dex. Additionally, there seems to be a trend, observable in Fig. 13, that We display a comparison between published ASPCAP log g values and our raw output log g in Fig. 14. The plot shows that the distributions of both our log g values and the ASPCAP ones are quite similar, with a median difference of -0.007 dex between them. The difference between both log g values is also around or below 0.4 dex for most stars in the sample, showing that the values obtained with our method are actually consistent with the available ASPCAP ones. However, several studies comparing asteroseismic and spectroscopic log g have demonstrated that later values need to be calibrated (e.g Holtzman et al. 2015; . Also, the comparison with stellar isochrones points to the inaccuracy of spectroscopic log g values. Therefore, we decided to apply the correction as shown in Fig. 9 and explained in section 4.2.
Other Literature comparisons
The derived parameters for the stars in common with optical surveys are plotted in Figs. 15-17 , and are listed in Table C .1. The calculated differences between our method's parameters and the ones published in CPS, PASTEL, and HARPS-GTO are presented Fig. 14. Diagram representing the uncorrected output log g from our pipeline (see Fig.9 ) and the difference between it and the values published by ASPCAP for each star in our sample. Errors displayed in both axis are our pipeline's estimates using the covariance matrix. Fig. 15 . Diagram plotting the output T eff of our pipeline against the difference between it and the values published by CPS, PASTEL, and the HARPS-GTO program. Errors included are our pipeline's estimates using the covariance matrix. Table 4 . Average differences in derived parameters between our method and CPS parameters. Sample size is 168 stars. Median is shown to decrease effect of outliers. log g cor value compared is our calibrated pipeline's output.
Parameter Median (Pipeline -CPS)
T eff -7 K log g cor +0.01 dex [M/H] -0.02 dex in Tables 4-6. In HARPS-GTO's case, and since there are only 8 stars in the sample, each individual result is included. The spectra displayed in Fig. 11 show that our pipeline can minimize χ 2 and match the APOGEE observed spectra with a synthesized spectrum to the required precision. Fig. 15 shows our derived T eff for each of the three sub-samples of stars, plotted against the difference between it and literature parameters for the same stars. While the majority of the results have differences smaller than 200 K, an upward trend is noticeable for stars above 6000 K, resulting in overestimation of temperatures for the hottest stars in the sample. The following Fig. 16 shows our derived log g cor for each of the three sub-samples of stars, plotted against the difference between it and literature parameters for the same stars. This plot shows that, apart from our small subsample of subgiant stars, the surface gravity of most of our sample stars falls within a small range of values (4.0 to 4.6 dex) and ∆ log g ranging from -0.4 to +0.4 for these stars. 49 stars from CPS sample and 31 from PASTEL sample fall outside that range. For those stars, the ∆ log g values between our parameters and their literature values are different between samples, with our method resulting in values above literature for CPS stars and below for PASTEL. This difference can be explained by the usage of different methods for parameter determination. Fig. 17 shows our derived [M/H] for each of the three sub-samples of stars, plotted against the difference between it and literature parameters for the same stars.
A small gap appears, with our method reporting only 5 stars with [M/H] between +0.2 and +0.3 dex. This could be a statistical anomaly and due only to the number of stars in the sample. From the Figures 15-17 and the Tables 4 and 5 , the method does not seem to have systematic errors in any of the three synthesized parameters (T eff , log g, and [M/H]), as the error margins for our parameter estimates are within the optical measurements.
In the case of the PASTEL stars, some of the discrepancies can be explained by the fact that PASTEL presents [Fe/H] and not [M/H], and that their values for the T eff come from different sources. This is not true for the CPS parameters, as they are uniformly calculated and have better precision than PASTEL parameters.
The largest difference between our derived parameters and literature is found for the [M/H] measurements in the HARPS-GTO sample (average +0.16 dex). This difference may be caused by either the sample size, as neither the larger PASTEL and CPS samples show these differences, or just a systematic error caused by the method used, as the HARPS-GTO parameters were measured using the EW method. The fact that HARPS-GTO results are [Fe/H] and not [M/H] may also have contributed to this difference. All the HARPS-GTO stars in common with our sample are relatively metal-poor, having [M/H] ranging from -0.82 to -0.36 dex, which means they are in a relatively small parameter space and may not represent a real distribution of stars like the other studied samples.
Our parameter estimates resulted in a high number of stars within the PASTEL sample for which the difference with respect to the PASTEL values was significant, with 21 out of 153 stars having parameters that differ significantly from literature values (|∆[M/H]| > 0.35 dex; ∆ log g > 0.5 dex; |∆T eff | > 400 K). The worst of these outliers are either very metal-poor stars ([M/H] < −1.5 dex) or cold K and M dwarfs (T eff < 4000 K). Despite our pipeline not being optimized for these stars, their existence must be taken into account when synthesizing large samples of stars.
An additional explanation for any discrepancies can be the fact that APOGEE spectra is in the H-band (infrared) and CPS, PASTEL and HARPS-GTO results were calculated using spectra in the optical wavelength range.
Further Discussion
As described in Section 5.2 and 5.1, and Tables 3-4 and Figures 13-15, comparisons between previous observations in the optical and in the NIR for our sample stars show that there are differences between our parameters and the ones in literature. This section proposes and analyzes some explanations for these differences.
Errors in the line-list and/or the models used for the synthesis might be one reason for these discrepancies. The synthetic spectra match the observed one with a very high degree of accuracy (see figures 7 and 11), so it is unlikely this is the case. Tests with solar spectra show that our pipeline can provide accurate parameters for a solar-type star with APOGEE resolution (see section 4.1), so it is unlikely that this is the explanation for all discrepancies found between this method's parameters and the ones previously derived in the literature. Rocha-Pinto & Maciel (1996) measured an average of [Fe/H] = −0.2 dex for G dwarfs in the solar neighborhood. Therefore, comparing the overall metallicities for each star with their iron abundances can lead to unwanted disparities. We determined [Fe/H] for each star in the sample using our pipeline, and compared them to values in literature. These syntheses were done having only the Fe abundance as a free parameter and fixing the other parameters to the results previously derived by our pipeline. The abundances derived are summarized in Fig. 18 and are available in Table C .1 in the appendix.
In Table 7 Regarding the surface gravity differences between our work and ASPCAP results, we decided to run new syntheses with our Table 6 . Differences in derived parameters between our method and HARPS-GTO (our pipeline-literature). The H denotes the literature value for the parameter. log g cor value compared is our calibrated pipeline's output.
ID (2mass)
T We fixed surface gravity to different values between log g = 3.5 dex and log g = 5.0 dex, and compared the resulting changes in the other spectroscopic parameters. Since both our pipeline and ASP-CAP's use similar methods for spectroscopic parameter derivation, by evaluating the magnitude of the differences, we can conclude how problems in the derivation of log g by both our method and ASPCAP affect other parameters. The results obtained for the 3 test stars are presented in Fig. 19 . Comparing our test to a similar one with fixed log g values published in Tsantaki et al. (2018) , we find that our results are similar to theirs, although with a larger dispersion in both T eff and [M/H]. The derived T eff can vary by up to 1000 K, with a strong dependence on log g. There is also a strong dependence on the output for [M/H] as log g is fixed at different values, with differences varying up to 0.75 dex. The larger magnitude of these differences can be explained by the lower resolution of the analyzed spectra here as compared to the spectra used by Tsantaki et al. (2018) to test the effects of fixing the log g. We note that this interdependence of parameters reported for the spectral synthesis method is not relevant when using the ionization and excitation balance method (see also Mortier et al. (2013) and for a further exploration of the effects fixing log g values can have on other spectroscopical parameters). This test shows that performing syntheses with wrong values for the surface gravity can result in errors across other parameters, and that fixing the log g can result in different parameters for the same star. Despite the strong effect changing the log g can have on the other parameters, such as T eff and [M/H], the fact that our uncorrected log g are not very different from ASPCAP and optical values, and that our T eff and [M/H] are also comparable, increases our confidence in our final set of parameters.
Another possible explanation for any discrepancies in the parameters may be just a difference in the way the parameters are minimized in our pipeline and other codes. For example, the work of Jofré et al. (2014) explored the derivation of stellar parameters of the same stellar sample by multiple codes and demonstrated how the metallicities derived by Turbospectrum can be lower than values obtained with other methods. In addition, the recent work of Blanco-Cuaresma (2019) has shown how different spectral synthesis codes can derive different parameters with iSpec. This work Fig. 19 . Diagram representing the output parameters with fixed surface gravity at different values between log g = 3.5 dex and log g = 5.0 dex. The data for 3 different stars is presented, 2M05373344+7441194 (blue), 2M14234048+4608235 (orange), and 2M10351978+4141118 (red), with the measured values for each of them indicated by an errorbar of the same color. focuses on optical wavelengths, but some differences, such as the ones described in Section 3.8 of that paper, "The One variable at a time experiment", are independent of the wavelength used. Further explorations of the output parameter space of Turbospectrum and other codes using NIR spectra are needed to know exactly what the explanation for these discrepancies might be.
Finally, even though our synthetic spectra provide a good match for the observed spectra, it does not mean we can fully trust the parameters or that they are better or worse than the ones published before in the literature. Since the observations are different from the ones in the optical, and the normalization is different from the one used by ASPCAP as well, there is no way to conclusively determine the set of parameters that better characterize a particular star. We can state for certain that all the parameters shown in this paper were derived in a homogeneous way, using a uniform method and pipeline, and obtaining precise results. Therefore, any systematic error or bias will be present across the full sample.
Conclusions
Using synthetic spectra, we provide parameters for a sample of 3748 FGK main-sequence and subgiant stars observed with APOGEE. These parameters are derived using synthetic spectra generated by a pipeline using both iSpec and Turbospectrum. This method requires a functional and complete line-list and complementing line mask for the H-band, which are included for future reference. The results are compared with multiple literature sources, and possible sources of discrepancies are explored.
Repeated iterations of Turbospectrum syntheses with similar spectra show how the method can provide consistent output parameters across multiple runs. The matching spectral synthesis and precise parameter determinations show that our pipeline can be a very powerful tool to synthesize stellar spectra and derive spectroscopic parameters for stars with H-band spectra. The fact that our synthesized spectra are a very close match to the observations (see figure 11 ) and that the average differences in derived parameters between our measurements and others are low (and below precision level in the specific case of comparison with optical values), means that this method can be a viable alternative in the future for homogeneous spectroscopic parameter derivation in the H-band, and may be expanded to other spectral types and spectral resolutions.
Even though this paper's focus is on FGK dwarfs, the most promising next step is to move towards colder stars and derive parameters for M dwarfs. Another paper exploring stars in this parameter space is currently in preparation. Comparison between APOGEE spectra of the star 2M16410822-0251258 (HD 150433, black) and two synthetic spectra (red, straight line, with the our pipeline's best match parameters and blue, dashed, with the HARPS-GTO parameters for this star) for APOGEE wavelength range. In grey highlight are the areas used for χ 2 minimization by our pipeline's algorithm. The best match parameters derived were T eff = 5547 ± 201 K,log g = 4.17 ± 0.23 dex, [M/H] = −0.26 ± 0.09 dex, and the ones published by the HARPS-GTO were T eff = 5665 ± 12 K,log g = 4.43 ± 0.02 dex, [M/H] = −0.36 ± 0.01 dex. Article number, page 19 of 21 Fig. B.3 . Comparison between APOGEE spectra of the star 2M19250004+4913545 (Kepler-36, black) and two synthetic spectra (red, straight line, with the our pipeline's best match parameters and blue, dashed, with the CPS parameters for this star) for APOGEE wavelength range. In grey highlight are the areas used for χ 2 minimization by our pipeline's algorithm. The best match parameters derived were T eff = 6127 ± 213 K,log g = 4.21 ± 0.31 dex, [M/H] = −0.07 ± 0.09 dex, and the ones published in CPS were T eff = 6006 ± 25 K,log g = 4.05 ± 0.028 dex, [M/H] = −0.17 ± 0.01 dex.
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