Abstract: In a recent review article, White and Piette provide an overview of the use of reverse regressions in discrimination-related litigation. They explain the technique, provide a model application, summarize its advantages and disadvantages, and identify litigation in which it has been used. We point out weaknesses in common uses of reverse regression, some of which might cause serious misinterpretations of the data. We suggest that typical interpretations of reverse-regression results are incorrect. We also question the practice of conducting both direct and reverse regressions when studying employment discrimination, since the two approaches make mutually-inconsistent assumptions about the nature of the stochastic error; these assumptions generally can not be corroborated from the data and bias the regressions' results. We suggest orthogonal regression as a potential alternative to the problems associated with direct and reverse regressions in some cases. We then provide a model application of orthogonal regression to discrimination-related investigations.
1 For simplicity, we will speak throughout the paper of discrimination based upon race. But of course the same techniques and results are easily extended to other forms of discrimination, like gender-based salary or qualification differences. 2 The paper interprets this as evidence of discrimination against non-white employees. However, the binary race variable in the first regression takes the value 1 for white employees, 0 for others. Since this regression finds that e is negative, the authors have misinterpreted their findings, which in this case indicate discrimination against white employees. Taking the anti-log of the reported coefficient, it would appear that whites earn about $1101 less per year than non-whites with the same performance ratings, experience and FT/PT status 3 This estimate assumes that salary was measured in thousands, which seems the only reasonable possibility. Since γ in the second regression is reported to be positive (0.0138), the reverse regression also indicates that if discrimination exists it is harming the white employees: At a given log-salary, whites generally have a productivity index that is 0.0138 units larger than non-whites' productivity. This would translate into an estimate that salary for whites that is approximately $1339 lower than salaries for equally-qualified non-whites. (Taking the inverse of the slope of the regression (1/.0473 = 21.14) times the race coefficient (the amount by which the intercept for white is smaller than the intercept for others, .0138) gives us .2917 for the implied difference in the log of salary of the two 1. If we know the direction of causation--which variable, salary or qualifications, was used to sort applicants--then the variables should go on their proper axis in a single regression. In this case, "the opposite regression does not make sense." (75) If positions were advertised requiring specific qualifications, and salaries were then influenced by race, the direct regression is appropriate; if instead race affected the qualification thresholds for a job that paid everyone similar salaries, the reverse regression should be paramount.
If the direction of causation is not known (both salary and qualifications may have been affected
simultaneously by race, with both being joint-normally distributed), or if both variables are measured with error, then both a direct and a reverse regression may be necessary in order to get "bounds" on the race coefficient. The estimates then indicate the extremes of a range of possibilities that exists in the population.
If one regression indicates discrimination exists against whites and the other indicates discrimination against blacks, it would be incorrect to say that the two regressions "disagree" or reach opposite groups; taking the anti-log yields 1.339 for the implied difference in salary.) Given the problems inherent in reverse conclusions. Together, the two regressions have reached a single conclusion: We do not yet know if there is discrimination or not. So far, the legitimate boundaries for the discrimination coefficient include the number zero. If we want to settle the question of whether discrimination exists, we will have to look to other kinds of information.
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Alternatives to Reverse Regression As White and Piette point out, many other problems have been associated with the use of reverse regression.
Econometricians might normally think of instrumental-variables estimation or orthogonal regression rather than reverse regression when the direction of causation is unknown or when both variables are measured with error. (Maddala, 74) . Instrumental-variable regression (for cases with measurement error) is well discussed in standard texts, but orthogonal regression (for cases in which the direction of causation is unclear or there is measurement error) is less commonly understood. In fact it is difficult to find a textbook introduction to the method, even among graduate econometrics texts. We present a brief introduction to orthogonal regression, then an application of both reverse and orthogonal regression to an employment-discrimination dataset.
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Consider the simplest case: a regression involving a single independent variable. Say that the data look like those in Figure One. regressions, this estimate seems to be quite close to the direct regression's finding. 4 Of course, this was not the case in the White and Piette example, which consistently finds evidence of race-related discrimination. 5 Unfortunately, White and Piette indicate that their data are confidential; they were not available from the authors for replication. We instead use a standard employee data set of approximately the same size, the EmployeeData.Sav file provided with SPSS version 10.0. This brings us to the usual problem in discrimination-related data: The underlying factors that should legitimately affect salaries (like productivity differences) are only imperfectly measured by proxies (like years of education or previous performance evaluation scores.) Thus in a standard regression of salary on productivity proxies, both variables are measured with some stochastic error: those on the horizontal axis (because they are represented by imperfect proxies), and salary on the vertical axis (for the usual reasons; stochastic error affects the y-axis variable because not all the variables affecting it have been included in the study). The literature has typically handled this by estimating both of the last two models and comparing the results.
In a perfect world we would hope that the slope estimate of the second model would equal the inverse of the slope estimate of the first model, and that statistical tests within each model would yield identical results. But this is generally not so in discrimination cases. We have already indicated that statistical tests are problematic in reverse regressions. Now we can see that the two models' parameter estimates may also not be reciprocals of each other, because the independent variable in the second model is actually not identical to the dependent variable in the first.
Since several variables are typically used to proxy productivity in the first model, there is no single candidate to serve as the dependent variable in the second model. So one constructs a proxy-for-the-proxies, using the forecast value of salary from the first regression to serve as the dependent variable in the second regression. Thus we have the rather bizarre reverse-regression circumstance in which forecast salary is being regressed on actual salary. This process introduces a bias into both models' estimation of the slope coefficient, so that neither of the two estimates is normally unbiased; the two estimates form upper-and lower-bounds for the true population parameter. (Maddala, Since both dependent and independent variables in either regression are typically measured with some stochastic error that we can not observe, we could think of the two regressions' slope estimates as approximations that each assume something different about the relative size of the measurement errors. Model One, the direct regression, assumes that the errors in measuring the "vertical" variable are very large relative to those pertaining to the "horizontal" variable. Model Two, the reverse regression, assumes the opposite.
6 If one knew the relative size of 12 the measurement errors, one could obtain a single estimate of the slope by weighting the two models' estimates accordingly. 7 But normally we have no idea of the relative measurement errors' sizes.
One way to proceed, which would eliminate the acknowledged problems with the reverse regression approach at the expense of making a simplifying assumption, would be to estimate the slope coefficient under the assumption that the variance of the vertical error is equal to the variance of the horizontal error. This is the assumption behind socalled "orthogonal" regression, illustrated in Figure Four . Orthogonal regressions minimize the squared distance of data from the regression line, defining "distance" in the common, right-angle, Pythagorian way.
7 Kmenta, 317-21.
Figure Four: Orthogonal Regression
Without knowing the relative measurement-error variances one can't be certain that the assumption behind this approach is called for. This agnosticism probably explains why orthogonal regressions are not more common, 8 though this is weak logic indeed when it is known that the variables on both axes are being measured with error--one can't know that the assumptions of either of the previous models are called for either. In fact each of themdirect and reverse regression--makes a more extreme assumption about measurement errors than the orthogonal approach does, since they each assume that one set of variables is measured without error. And the statistical tests of significance that are crucial in establishing a discrimination finding are straightforward in orthogonal regression, but are not legitimate in most discrimination-related reverse regression estimations. Furthermore, Monte Carlo simulation has indicated that orthogonal least squares "performs quite well relative to ordinary least squares" estimation.
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One might propose that investigators routinely do both a direct and a reverse regression and compare the results; if the two estimates are close to each other, one might conclude that measurement errors must not be a significant problem. 10 One would then invoke orthogonal regression only as a last resort if a comparison of direct and reverse regression results indicates that there is a problem to be solved. But this approach is not as easy as it sounds. Since one regression is log-linear and the other log-log, and since the independent variable in the second model is not identical to the dependent variable in the first, a direct comparison of the two slope estimates is not straightforward.
And if the comparison were more straightforward, one would still face the difficulty of deciding how close to each other the estimates must be before measurement errors are judged to be significant. females, but this coefficient fails to achieve a 99% level of confidence. Thus the gender coefficients here show the same pattern as the discrimination coefficients in the White and Piette regressions-signs consistent with discrimination across the regressions, but declining statistical significance in the reverse regression. The reverse regression yields a positive coefficient on minority status, indicating that non-majority workers have higher qualifications at any given salary level, though this coefficient bears a terrible t-test for significance (P-value = .978). As we have indicated earlier, these results would typically be interpreted as conflicting information, though we argue that they constitute evidence that discrimination exists against minority-status employees. In sum, these data give us examples of the sort of reverse-regression paradox that is commonly suggested in the literaturereverse-regression results with signs that are consistent with the direct-regression result, but which lack the direct regression's statistical significance. 
------------------------------------------------------------------------------
Total | 41.9336487 473 .088654648 Root MSE = .15528 
We have made the case that an orthogonal regression might be a legitimate way to resolve the difficulties raised by these direct and reverse regressions. Such an orthogonal regression could be conducted in several ways. Some regression packages will allow a form of weighted least squares estimation in which the programmer may maintain that the measurement-error variances of the dependent and independent variables are equal. Another approach would involve the use maximum likelihood estimation; the investigator would derive a formula for the orthogonal projections from each data point to the estimated regression hyperplane, then maximize a likelihood function that assumes these projections are normally distributed. A third option, especially useful in cases of non-linear regression or when the relative variances of the dependent and independent variables are known to not be equal, would be use of the Fortran-based public-access software ODRPACK (Boggs et al., 1987) . ( 1 )
We then want to write the distance AD (which we will denote as d) in terms of the coefficients of the regression line and the ) , ( y x observation. Under the assumption that these errors are normally distributed, we can then minimize the sum of the squared distances between the data and the line via maximum likelihood estimation.
since the y-coordinate of Point C is the regression's forecast of the dependent variable at this level of the independent variable. Distance AC (which we denote as v for "vertical") is therefore equal to 
Therefore the distance BA (which we denote as h for "horizontal") is equal to the difference between the x coordinates of Points B and A,
Now we can use Equations (4) and (2) to find the distance d. d is an altitude of right triangle ABC. The altitude of any right triangle is equal to the geometric mean of the two non-hypotenuse sides. (Burrill, . The geometric mean of any two numbers j and k is defined to be the number m for which
or, solving for the mean,
Therefore altitude d, the orthogonal error term, is equal to
The squared (orthogonal) distance between our data point and the regression line is therefore the product of its vertical and horizontal distances from the line. Stating this in symbols, the squared orthogonal error is equal to
the simple product of h and v. Under the assumption that the regression errors follow a normal distribution, it is not difficult to perform a maximum-likelihood estimation of the regression parameters for the univariate regression.
The multivariate case requires matrix algebra, but is not different in kind from the univariate case we have 
( 1 2 ) We present our Stata maximum-likelihood regression program in Appendix A, and its regression results in Table   Three .
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The coefficients and their levels of significance are extremely close to those of the original direct regression. Thus there is strong evidence for the presence of gender-and race-related salary discrimination. 
Conclusion
The academic literature has raised concerns about the use of reverse regression analysis in employmentdiscrimination studies, but the greatest legitimate concern-the absence of usable tests of significance in reverse regression-has often gone unnoticed. In the typical case, both direct and reverse regression may be making extreme, mutually-inconsistent and untestable assumptions concerning regression error terms.
We argue that the choice concerning the regression's form-the decision between direct, reverse, and orthogonal regression--should be a principled choice. If we know the direction of causation--which variable, salary or qualifications, was used to sort applicants--then the variables should go on their proper axes in a single regression.
If the direction of causation is not known (both salary and qualifications may have been affected simultaneously by race, with both being joint-normally distributed), or if both variables are measured with error, then both a direct and a reverse regression might be suggested in order to get "bounds" on the race coefficient. If the discriminationrelated coefficients in these two regressions do not bear consistent signs, one must seek other sources of information.
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