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We derive stochastic master equation for a quantum system interacting with an environment
prepared in a continuous-mode N-photon state. To determine the conditional evolution of the
quantum system depending on continuous in time measurements of the output field the model of
repeated interactions and measurements is applied. The environment is defined as an infinite chain
of harmonic oscillators which do not interact between themselves and they are prepared initially
in an entangled state being a discrete analogue of a continuous-mode N-photon state. We provide
not only the quantum trajectories but also the analytical formulae for the whole statistics of the
output photons and the solution to the master equation. The solution in the continuous case
is represented by a simple diagrammatic technique with very transparent “Feynman rules”. This
technique considerably simplifies the structure of the solution and enables one to find physical
interpretation for the solution in terms of a few elementary processes.
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Keywords: stochastic master equation, quantum trajectories, quantum non-Markovian dynamics, N-photon
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I. INTRODUCTION
Together with the increase of experimental techniques of producing propagating wave packets of light of definite
numbers of photons and their usage as carriers of quantum information in quantum communication and quantum cryp-
tography [1–3] many theoretical approaches to problem of interaction of such wave packets with a finite-dimensional
quantum systems were provided. Pure-state wavefunction approaches [4, 5] and diagrammatic approaches [6–8] were
used to describe the process scattering of n photon packets. Generalized master equations [9–15] and stochastic master
equations [16–26] allowed, for instance, to analyze the problem of excitation of the two-level system interacting with
a single as well as with N > 1 photon packets.
Stochastic master equation (SME) [27–30], called also in the literature quantum filtering equation [31–33], describes
the conditional evolution of an open quantum system interacting with the electromagnetic field depending on the
results of continuous in time measurements performed on the output field (the field which carries the information
about the system [35, 36]). It is a very useful tool which can be used to study interaction between light and matter
within the rotating wave approximation, quasimonochromatic approximation, and the Markov approximation [29, 34].
The randomness in the model comes from the fact that results of the quantum measurements are in general random.
The evolution of the total system consisting of the field and the system is unitary and it is given by quantum stochastic
equation of the Itô type [37, 38]. The form of SME depends on the initial state of the field and on the type of the
measurement performed on the output field. Solutions to the SMEs are called quantum trajectories [27]. Stochastic
master equations for the field in a Gaussian state (vacuum, thermal, coherent, squezeed coherent) are well known and
widely used. However, derivation of the SMEs for the case when the field is in a single or in N > 1 photon state
are much more involved than for the Gaussian state. In [16, 19] the SMEs for the field in a single photon state was
derived with making use the cascaded system approach. In [17, 18] to determine the SME for a single-photon state
a non-Markovian embedding technique was proposed. The same technique was used in [22] to find the SME for the
light in a continuous-mode multi-photon state. The derivation of the SME for the field in Fock input state presented
[25] was based on a temporal decomposition of the input field (the field before the interaction with the system). All
mentioned approaches were formulated in the framework of quantum stochastic calculus of Itô type (QSC) [37, 38]
and the input-output formalism [36].
In this paper we determine the conditional evolution for an open quantum system interacting with the field prepared
in the N -photon state. Instead of the methods based on QSC, we use the model of repeated interactions and
measurements [39–42], known also as a collision model [45, 46]. For an application the model of repeated interactions
in quantum optics see, for instance, [34, 45, 51, 52]. We derive the continuous in time evolution of an open quantum
system from dynamics generated by a discrete in time sequence of (weak) interactions (collisions) of the system with
the bath “ancillas”. The environment is given as an infinite chain of harmonic oscillators prepared initially in an
entangled state being a discrete analogue of a continuous-mode N -photon state. We assume that the bath harmonic
oscillators do not interact with each other but they interacts one after the other with the quantum system of our
2interest. After each interaction a measurement is performed on the bath element which has interacted with the system.
This approach gives rise to discrete in time stochastic evolution of the system. The initial correlations between the
environment elements lead to non-Markovianity of evolution of the quantum system which is not described by a single
equation but by a set of coupled equations. We give an intuitive and rigorous interpretation to quantum trajectories.
Moreover, we determine the analytical formulae for the whole statistics of the output photons and present the solution
to the generalized master equation. This paper provides generalization of the results for a single-photon state published
in [24].
Let us stress that in the case when the bath elements are initially uncorrelated and they do not interact between
themselves, the model of repeated interactions leads to a Markovian dynamics of an open quantum system and it
allows to approximate with arbitrary precision any evolution governed by Gorini-Kossakowski-Linblad-Sudarshan
master equation [43, 44]. It was shown in [34, 39, 40, 42, 47–50] for a Markovian case that the quantum trajectories
can be obtained as a continuous limit of discrete quantum trajectories. We prove in the paper that the collision model
can be effectively applied also to non-Gaussian state of the input field.
The paper is structured as follows. In Section 2 we present the model of repeated interactions and define an
evolution of the compound system and its initial state. Section 3 is devoted to presentation of the conditional state of
the system and the future part of the environment which has not interacted with the system. In Section 4 we derive
the set of SMEs for the discrete as well as for the continuous case. In Section 5 we present a diagrammatic technique
for solving a set of master equations and the corresponding formulae for the statistics of the output photons. Final
conclusions are collected in Section 6.
II. THE MODEL OF REPEATED INTERACTIONS
We consider a quantum system S of the Hilbert space HS which interacts with an environment consisting of an
infinite sequence of harmonic oscillators. We assume that the bath harmonic oscillators do not interact with each
other but they interact with the system S one after the other, each during a time period of the length τ . At a given
moment only one of the bath harmonic oscillators is in a contact with S and each of the harmonic oscillators interacts
with S only once.
The Hilbert space of the bath is given as
HE =
+∞⊗
k=0
HE,k, (1)
where HE,k stands for the Hilbert space of the k-th harmonic oscillator which interacts with S in the interval [kτ, (k+
1)τ). The Hilbert space HE can be written as a tensor product
HE = Hj−1]E ⊗H[jE , Hj−1]E =
j−1⊗
k=0
HE,k, H[jE =
+∞⊗
k=j
HE,k. (2)
So if jτ is the current moment then Hj−1]E is the Hilbert space corresponding to the harmonic oscillators which have
already interacted with S and H[jE is the Hilbert space corresponding to the harmonic oscillators which have not
interacted with S yet. Clearly, one has HE,k = H, where H is the Hilbert space of the harmonic oscillator.
By bk and b
†
k we denote operators associated with the k-th bath harmonic oscillator defined by
bk|N〉k =
√
N |N − 1〉k, (3)
b†k|N〉k =
√
(N + 1)|N + 1〉k, (4)
where |N〉k is the number state in HE,k. They do satisfy the standard canonical commutation relations (CCR)
[bl, bk] = 0, [b
†
l , b
†
k] = 0, [bl, b
†
k] = δlk. (5)
The unitary evolution of the composed E + S system describing the repeated interactions up to the time jτ for j ≥ 1
is given by [34, 39–42, 45, 51, 52]
Ujτ = Vj−1Vj−2 . . .V0, U0 = 1, (6)
3where the unitary operator Vk acts non-trivially only on HE,k ⊗HS , that is,
Vk = 1
k−1]
E ⊗V[k, (7)
and
V[k = exp (−iτHk) (8)
with
Hk = 1
[k
E ⊗HS +
i√
τ
(
b†k ⊗ 1[k+1E ⊗ L− bk ⊗ 1[k+1E ⊗ L†
)
, (9)
where HS is the Hamiltonian of S and L ∈ B(HS). By B(HS) we denote a linear space of bounded operators acting
on HS . A discrete model with the Hamiltonian of the form (9) one can obtain from the model of interaction of a
quantum system with a one-dimensional boson field in the Wigner-Weisskopf approximation with the lower bound
of the frequency of the external field extended to −∞. The Hamiltonian Hk is derived in the interaction picture
eliminating the free evolution of the bath. A detailed discussion about physical assumptions leading to (9) one can
find, for instance, in [34, 45, 51]. We set, for simplicity, the Planck constant ~ = 1. Clearly, V0 = V[0. We shall use
the Fock representation writing down
exp (−iτHk) =
∑
MM ′
|M〉k〈M ′|k ⊗ 1[k+1E ⊗ VMM ′ , M,M ′ = 0, 1, 2, . . . . (10)
where VMM ′ ∈ B(HS). Finally, we assume that the initial state of the composed E + S system is the uncorrelated
product state vector of the form
|Nξ〉 ⊗ |ψ〉, (11)
where |ψ〉 is the initial state of S and |Nξ〉 is the N -photon state of the environment defined as
|Nξ〉 = 1√
N !
(
b
†
ξ
)N
|vac〉, (12)
and |vac〉 = |0〉0 ⊗ |0〉1 ⊗ |0〉2 ⊗ |0〉3 ⊗ . . . is the vacuum vector in HE ,
b
†
ξ :=
+∞∑
k=0
√
τξkb
†
k, (13)
with
b
†
k = 1
k−1]
E ⊗ b†k ⊗ 1[k+1E . (14)
Let us note that b†0 = b
†
0 ⊗ 1[1E . Finally, ξk ∈ C satisfies
∑+∞
k=0 τ |ξk|2 = 1. It is clear that |Nξ〉 is an entangled state of
the bath harmonic oscillators. Some useful properties of |Nξ〉 are discussed in A. One can check that
bk|Nξ〉 =
√
Nτξk|(N − 1)ξ〉, (15)
and hence one gets
bξ|Nξ〉 =
√
N |(N − 1)ξ〉. (16)
The vector (12) is a discrete version of the continuous-mode Fock state [53–56].
Remark 1 Let us notice that (12) does not define the most general N -photon state in HE . An arbitrary N -photon
state vector in HE can be defined by
|Nϕ〉 = 1N
+∞∑
k1,k2,...,kN=0
τN/2ϕkN ...k2k1 b
†
kN
. . .b†k2b
†
k1
|vac〉, (17)
where N stands for the normalization factor. We do not assume any symmetry property for a tensor ϕkN ...k2k1 .
However, it is clear that the space of N -photon states is isomorphic to the space of totally symmetric tensors, that is,
tensors ϕkN ...k2k1 invariant with respect to an arbitrary permutation of indices {kN , . . . , k2, k1}. Particular situation
corresponds to
ϕkN ...k2k1 = ξ
(N)
kN
. . . ξ
(1)
k1
, (18)
where ξ
(i)
ki
are profiles of N indistinguishable photons. In this paper we consider the simplest scenario when all profiles
are the same.
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FIG. 1: A repeated interactions and measurements model with a delayed process of detection
III. REPEATED MEASUREMENTS AND CONDITIONAL STATE
We assume that after each interaction the measurement is performed on the element of the bath chain just after
its interaction with S. The goal of this Section is to present a structure of the conditional state of the compound
system depending on the results of the measurement performed on the bath elements. We consider in the paper the
measurement of the bath observable
Nk = b
†
kbk, k = 0, 1, . . . . (19)
By ηj we denote the stochastic vector ηj = (ηj , ηj−1, . . . , η1) representing results of all measurements of (19) obtained
up to time jτ . A sketch of the repeated interactions and measurements model is shown in Fig. 1. Note that in general
the process of detection can be delayed.
Theorem 1 The conditional state vector of S and the part of the environment which has not interacted with S up to
jτ for the initial state (11) and the measurement of (19) at the moment jτ is given by
|Ψ˜j|ηj 〉 =
|Ψj|ηj 〉√
〈Ψj|ηj |Ψj|ηj 〉
, (20)
where the unnormalized conditional state vector |Ψj|ηj 〉 ∈ H[jE ⊗HS has the following structure
|Ψj|ηj 〉 =
N∑
M=0
|Mξ〉[j,+∞) ⊗ |ψMj|ηj 〉. (21)
Moreover, |Mξ〉[j,+∞) is the unnormalized vector from H[jE given by
|Mξ〉[j,+∞) = 1√
M !
√τξjb†j ⊗ 1[j+1E + +∞∑
k=j+1
1
[j,k−1]
E ⊗
√
τξkb
†
k ⊗ 1[k+1E
M |vac〉[j,+∞), (22)
where |vac〉[j,+∞) = |0〉j ⊗ |0〉j+1 ⊗ . . ., and the conditional vectors |ψ0j|ηj 〉, |ψ1j|ηj 〉,. . . , |ψNj|ηj 〉 from HS satisfy the set
of coupled recurrence equations
|ψMj+1|ηj+1 〉 =
N−M∑
M ′=0
√(
M +M ′
M ′
)(√
τξj
)M ′
Vηj+1M ′ |ψM+M
′
j|ηj
〉, (23)
where the operators Vηj+1M ′ ∈ B(HS) are defined in (10), and initially |ψNj=0〉 = |ψ〉, and |ψMj=0〉 = 0 for 0 ≤ M ≤
N − 1.
We use the notation |0ξ〉[j,+∞) = |vac〉[j,+∞). For the proof see B.
The formula (21) clearly shows that |Ψj|ηj 〉 is the entangled state vector of S and the part of environment which has
not interacted with S yet. The Schmidt rank of |Ψj|ηj 〉 is upper-bounded by the total number of photons ‘N ’. Note,
5that ‘N + 1’ vectors |Mξ〉[j,+∞) are mutually orthogonal for different ‘M ’. However, the system vectors |ψMj|ηj 〉 are in
general not mutually orthogonal. Hence, (21) does not provide the Schmidt decomposition. Clearly, initially the state
is separable and its Schmidt rank equals 1. The state vector |Ψj|ηj 〉 has a clear physical interpretation: it represents a
superposition of N + 1 possible scenarios: the future part of the environment can be in the vacuum state |vac〉[j,+∞)
or in one of the states |Mξ〉[j,+∞) for 1 ≤ M ≤ N . Accumulating results of all measurement we gradually eliminate
the successive scenarios starting from the possibility of storing N photons in the future and eventually finding the
environment in the vacuum state. So sooner or later the state |Ψ˜j|ηj 〉 becomes separable.
Now, performing a partial trace of |Ψ˜j|ηj 〉〈|Ψ˜j|ηj | w.r.t. S we obtain the conditional state of the future part of the
environment
̺fieldj =
∑N
M=0
∑N
M ′=0〈ψM
′
j|ηj
|ψMj|ηj 〉|Mξ〉[j,+∞)〈M ′ξ|[j,+∞)∑N
M=0 p
M
j 〈ψMj|ηj |ψMj|ηj 〉
, (24)
where
pj =
+∞∑
k=j
τ |ξk|2. (25)
Taking into account formula (A7) one can check that the probability that at time jτ the environment stores in the
future M photons for 0 ≤M ≤ N reads
P fieldj (M) =
pMj 〈ψMj|ηj |ψMj|ηj 〉∑N
M ′=0 p
M ′
j 〈ψM ′j|ηj |ψM
′
j|ηj
〉 . (26)
The above expressions depend on the initial state of S, the photon profile ξk, and the results of all measurement
performed up to jτ indicated by the vector ηj . We can say that the knowledge of the results of the measurement
changes our knowledge of the future state of the bath (this part of the bath which will interact with S in the future
after time jτ).
Let us note that the conditional probability of detecting M photons at moment (j+1)τ when the conditional state
of S and the future part of the environment at jτ was |Ψ˜j|ηj 〉 is defined as
pj+1
(
M
∣∣∣ |Ψ˜j|ηj 〉) = 〈Ψj|ηj |V†[j
(
|M〉j〈M |j ⊗ 1[j+1E ⊗ 1S
)
V[j|Ψj|ηj 〉
〈Ψj|ηj |Ψj|ηj 〉
. (27)
Expanding (10) in the Taylor series one finds that VMM ′ = O(
√
τ
|M−M ′|
), where O(·) is the Landau symbol. Using
this result and formula (B6) one readily checks that
pj+1
(
0
∣∣∣ |Ψ˜j|ηj 〉) = 1 +O(τ), (28)
and for all M > 0
pj+1
(
M
∣∣∣ |Ψ˜j|ηj 〉) = O(τM ). (29)
It is, therefore, clear that the probability of detecting more than one photon behaves like O(τ2). In the continuous
time limit when τ → dt the probability of detecting more that one photon in the time interval of the length dt vanishes.
Now neglecting all terms of order higher than one in τ and the processes of detecting more that one photon we get
from (23) the set of N + 1 difference equations of the form
|ψNj+1|ηj+1〉 = Vηj+10|ψNj|ηj 〉, (30)
and for 0 ≤M < N − 1
|ψMj+1|ηj+1〉 = Vηj+10|ψMj|ηj 〉+
√
(M + 1)τξjVηj+11|ψM+1j|ηj 〉, (31)
6where
V00 = 1S − iτHS − τ 1
2
L†L+O(τ2),
V10 =
√
τL+O(τ3/2),
V01 = −
√
τL† +O(τ3/2),
V11 = 1S +O(τ). (32)
Note that for the difference equations we have now only ηj+1 = {0, 1}. It is seen from Eqs. (30) and (31) that due
to interaction with the environment prepared in |Nξ〉 the system S can emit or absorb at most one photon. The
processes of emission or absorption of more than one photon are not considered because their probabilities are O(τ2)
and they can be ignored.
IV. STOCHASTIC MASTER EQUATION
The entanglement between S and the environment makes the evolution of S non-Markovian. We shall show that a
recurrence procedure for the state of S is given not by a single equation but by a set of coupled equations. Difference
and differential stochastic master equations as well as corresponding master equations are determined in this Section.
A. Difference stochastic master equations
To obtain the reduced conditional state of S one has to take the partial trace of |Ψ˜j|ηj 〉〈Ψ˜j|ηj | over the environment.
It is easy to check that the conditional state of S at the time jτ has the form
ρ˜j|ηj =
ρj|ηj
TrSρj|ηj
, (33)
where
ρj|ηj =
N∑
M=0
pMj |ψMj|ηj 〉〈ψMj|ηj |. (34)
The operator ρ˜j|ηj defines the a posteriori state of S depending on the results of all measurements performed on the
bath elements after their interaction with S up to jτ . The quantity
TrSρj|ηj =
N∑
M=0
pMj 〈ψMj|ηj |ψMj|ηj 〉 (35)
is the probability of a particular trajectory.
We shall derive a difference stochastic equation for ρ˜j|ηj , that is, we shall provide a recipe for the conditional state
of S at the time (j + 1)τ depending on the conditional state of S at jτ and the random result of the successive
measurement. To simplify our notation we drop the condition ηj from now on. Let us introduce the following system
operators
ρM,M
′
j =
TrE [j
[(
bN−Mj ⊗ 1[j+1E ⊗ 1S
)
|Ψj〉〈Ψj |
((
b†j
)N−M ′
⊗ 1[j+1E ⊗ 1S
)]
τ (2N−M−M ′)/2ξN−Mj (ξ
∗
j )
N−M ′
, (36)
where 0 ≤M ≤ N and 0 ≤M ′ ≤ N . Of course, ρN,Nj = ρj and ρM,M
′
j =
(
ρM
′,M
j
)†
.
Let
ρ˜M,M
′
j =
ρM,M
′
j
TrSρj
. (37)
It is clear that ρ˜N,Nj = ρ˜j . Making use of the property
bj ⊗ 1[j+1E |Mξ〉[j,+∞) =
√
τMξj |(M − 1)ξ〉[j,+∞) (38)
7one can easily check that initially
ρ˜M,M
′
j=0 =
N !√
M !M ′!
δMM ′ |ψ〉〈ψ|. (39)
Proposition 1 If ηj+1 = 0, then
ρ˜M,M
′
j+1 = ρ˜
M,M ′
j + τ
(
ρ˜M,M
′
j kj − i[HS , ρ˜M,M
′
j ]−
1
2
{
L†L, ρ˜M,M
′
j
}
− ρ˜M,M ′−1j Lξ∗j − L†ρ˜M−1,M
′
j ξj − ρ˜M−1,M
′−1
j |ξj |2
)
+O(τ2), (40)
where
kj = TrS
(
L†Lρ˜j + ξ
∗
jLρ˜
N,N−1
j + ξj ρ˜
N−1,N
j L
† + |ξj |2ρ˜N−1,N−1j
)
. (41)
If ηj+1 = 1, then
ρ˜M,M
′
j+1 =
1
kj
(
Lρ˜M,M
′
j L
† + ξ∗jLρ˜
M,M ′−1
j + ξj ρ˜
M−1,M ′
j L
† + |ξj |2ρ˜M−1,M
′−1
j
)
+O(τ). (42)
Proof: The derivation of the difference equation for ρ˜j we start from the determination of the difference equations
for the unnormalized operators ρM,M
′
j . One can check, referring to Eqs. (30) and (31), and the relation
‖|Mξ〉[j+1,+∞)‖2 = ‖|Mξ〉[j,+∞)‖2 −Mτ |ξj |2‖|(M − 1)ξ〉[j,+∞)‖2 +O(τ2), (43)
where ‖ · ‖2 = 〈·|·〉, that when the result of the measurement at (j + 1)τ is zero, that is, ηj+1 = 0, then at (j + 1)τ
we have
ρM,M
′
j+1 = ρ
M,M ′
j − τ
(
i[HS , ρ
M,M ′
j ] +
1
2
{
L†L, ρM,M
′
j
}
+ ρM,M
′−1
j Lξ
∗
j + L
†ρM−1,M
′
j ξj + ρ
M−1,M ′−1
j |ξj |2
)
+O(τ2), (44)
where 0 ≤M ≤ N and 0 ≤M ′ ≤ N . In particular, for ρj+1 we get
ρj+1 = ρj − τ
(
i[HS , ρj ] +
1
2
{
L†L, ρj
}
+ ρN,N−1j Lξ
∗
j + L
†ρN−1,Nj ξj + ρ
N−1,N−1
j |ξj |2
)
+O(τ2). (45)
The conditional probability of detecting zero photons at the moment (j + 1)τ when the conditional state of S at jτ
was ρ˜j is defined by
pj+1(0|ρ˜j) = TrSρj+1
TrSρj
(46)
with ρj+1 given by Eq. (45). One can readily find that
pj+1(0|ρ˜j) = 1− kjτ +O(τ2). (47)
In the next step, using the property
1
TrSρj+1
=
1
TrSρj
(1 + kjτ) +O(τ
2), (48)
we get from (44) the set of difference equations (40).
Now let us consider the case when the result of the measurement at (j + 1)τ is one, that is, ηj+1 = 1. Then from
Eqs. (30) and (31) we obtain for ρM,M
′
j the recurrence formula
ρM,M
′
j+1 = τ
(
LρM,M
′
j L
† + ξ∗jLρ
M,M ′−1
j + ξjρ
M−1,M ′
j L
† + |ξj |2ρM−1,M
′−1
j
)
+O(τ2). (49)
8Thus for the unnormalized conditional density matrix ρj we get
ρj+1 = τ
(
LρjL
† + ξ∗jLρ
N,N−1
j + ξjρ
N−1,N
j L
† + |ξj |2ρN−1,N−1j
)
+O(τ2). (50)
The conditional probability of the outcome one at the moment (j + 1)τ provided that the conditional state of S at
jτ was ρ˜j is given as
pj+1(1|ρ˜j) = TrSρj+1
TrSρj
, (51)
where ρj+1 is specified by Eq. (50). One can easily check that
pj+1(1|ρ˜j) = kjτ +O(τ2). (52)
Hence, when the result is one at (j + 1)τ , we get (42). 
Remark 2 In particular, for the a posteriori state of S at (j + 1)τ we have: if ηj+1 = 0
ρ˜j+1 = ρ˜j + τ
(
ρ˜jkj − i[HS , ρ˜j ]− 1
2
{
L†L, ρ˜j
}
− ρ˜N,N−1j Lξ∗j − L†ρ˜N−1,Nj ξj − ρ˜N−1,N−1j |ξj |2
)
+O(τ2), (53)
and if ηj+1 = 0
ρ˜j+1 =
1
kj
(
Lρ˜jL
† + ξ∗jLρ˜
N,N−1
j + ξj ρ˜
N−1,N
j L
† + |ξj |2ρ˜N−1,N−1j
)
+O(τ). (54)
Let us introduce now the stochastic discrete process
nj =
j∑
k=1
ηk, (55)
with the increment given by ∆nj = nj+1 − nj = ηj+1. Note that the conditional mean value of ∆nj is
E[∆nj |ρ˜j ] = kjτ +O(τ2). (56)
Now, by combining Eqs. (53) and (54), we find for the a posteriori state of S the difference stochastic equation
ρ˜j+1 = ρ˜j + τ
(
− i[HS , ρ˜j]− 1
2
{
L†L, ρ˜j
}
+ LρjL
†
+ [ρ˜N−1,Nj , L
†]ξj + [L, ρ˜
N,N−1
j ]ξ
∗
j
)
+
{
1
kj
(
Lρ˜jL
† + Lρ˜N,N−1j ξ
∗
j + ρ˜
N−1,N
j L
†ξj
+ ρ˜N−1,N−1j |ξj |2
)
− ρ˜j
}
(∆nj − kjτ) (57)
with the initial conditions: ρ˜j=0 = |ψ〉〈ψ|, ρ˜N,N−1j=0 = ρ˜N−1,Nj=0 = 0, and ρ˜N−1,N−1j=0 = N |ψ〉〈ψ|. It is clear that when
∆nj = 0 (the result of the measurement is zero) then (57) reduces to (53) and when ∆nj = 1 (the result of the
measurement is one) then all terms proportional to τ in (57) are negligible and (57) becomes equivalent to (54).
Of course, in order to determine the a posteriori state of S at any time jτ where j > 0 we need to use a set of
coupled equations depending on the stochastic trajectory up to time jτ . From Eqs. (40) and (42) we obtain the set
of difference stochastic equations of the form
ρ˜M,M
′
j+1 = ρ˜
M,M ′
j + τ
(
− i[HS , ρ˜M,M
′
j ]−
1
2
{
L†L, ρ˜M,M
′
j
}
+ LρM,M
′
j L
†
+ [ρ˜M−1,M
′
j , L
†]ξj + [L, ρ˜
M,M ′−1
j ]ξ
∗
j
)
+
{
1
kj
(
Lρ˜M,M
′
j L
† + Lρ˜M,M
′−1
j ξ
∗
j + ρ˜
M−1,M ′
j L
†ξj
+ ρ˜M−1,M
′−1
j |ξj |2
)
− ρ˜M,M ′j
}
(∆nj − kjτ). (58)
9The initial conditions to them are given by (39). In Eqs. (57) and (58) all terms that do not give contribution to the
continuous case when τ → dt are omitted. From the fact that ρ˜M ′,Mj =
(
ρ˜M,M
′
j
)†
it follows that there are at most
(N + 1)(N + 2)/2 independent equations.
When the results of the measurement are not read out then the state of S at time jτ for j > 0 is the a priori state
σj = 〈ρ˜j〉st, (59)
being the mean value of ρ˜j taken with respect to the measure associated to (35). Of course, initially σj=0 = |ψ〉〈ψ|.
For the a priori state σj we obtain from Eq. (57) the difference equation
σj+1 = σj + τ
(
− i[HS , σj ]− 1
2
{
L†L, σj
}
+ LσjL
†
+ [σN−1,Nj , L
†]ξj + [L, σ
N,N−1
j ]ξ
∗
j
)
. (60)
And for the operators
σM,M
′
j = 〈ρ˜M,M
′
j 〉st (61)
we get the set of difference equations
σM,M
′
j+1 = σ
M,M ′
j + τ
(
− i[HS , σM,M
′
j ]−
1
2
{
L†L, σM,M
′
j
}
+ LσM,M
′
j L
†
+ [σM−1,M
′
j , L
†]ξj + [L, σ
M,M ′−1
j ]ξ
∗
j
)
(62)
with the initial conditions σM,M
′
j=0 = N !/
√
M !M ′!δMM ′ |ψ〉〈ψ|, where 0 ≤ M ≤ N and 0 ≤ M ′ ≤ N . Clearly,
σN,Nj = σj .
B. Differential stochastic master equations
To obtain the continuous in time evolution of S we fix time t = jτ , where j is the number of the bath elements
which interacted with S up to t. Note that the time t is fixed but arbitrary and when j → +∞ we have τ → 0. In
the continuous time limit from (58) we obtain the stochastic differential equations
dρ˜M,M
′
t = dt
(
− i[HS , ρ˜M,M
′
t ]−
1
2
{
L†L, ρ˜M,M
′
t
}
+ LρM,M
′
t L
†
+ [ρ˜M−1,M
′
t , L
†]ξt + [L, ρ˜
M,M ′−1
t ]ξ
∗
t
)
+
{
1
kt
(
Lρ˜M,M
′
t L
† + Lρ˜M,M
′−1
t ξ
∗
t + ρ˜
M−1,M ′
t L
†ξt
+ ρ˜M−1,M
′−1
t |ξt|2
)
− ρ˜M,M ′t
}
(dnt − ktdt) , (63)
where
kt = TrS
(
L†Lρ˜t + ξ
∗
t Lρ˜
N,N−1
t + ξtρ˜
N−1,N
t L
† + |ξt|2ρ˜N−1,N−1t
)
, (64)
ξt ∈ C is the continuous version of ξj satisfying the normalization condition∫ ∞
0
|ξt|2dt = 1, (65)
and initially
ρ˜M,M
′
t=0 =
N !√
M !M ′!
δM,M ′ |ψ〉〈ψ|. (66)
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By nt we denote the counting process defined by limj→+∞ nj. One can check that the increment dnt = nt+dt − nt
satisfies the relation (dnt)
2 = dnt and the conditional mean value
E[dnt|ρ˜t] = ktdt. (67)
From Eq. (57) we get for the a posteriori state ρ˜t of S the differential stochastic equation of the form
dρ˜t = dt
(
− i[HS , ρ˜t]− 1
2
{
L†L, ρ˜t
}
+ LρtL
†
+ [ρ˜N−1,Nt , L
†]ξt + [L, ρ˜
N,N−1
t ]ξ
∗
t
)
+
{
1
kt
(
Lρ˜tL
† + Lρ˜N,N−1t ξ
∗
t + ρ˜
N−1,N
t L
†ξt
+ ρ˜N−1,N−1t |ξt|2
)
− ρ˜t
}
(dnt − ktdt) (68)
with the initial condition ρ˜t=0 = |ψ〉〈ψ|. Of course, ρ˜t = ρ˜N,Nt , so the stochastic master equation (68) is one of (63).
The set of equations (63) are equivalent to the set of SMEs (48) determined in [25].
Clearly, for the non-selective measurement we get from Eqs. (63) and (68) respectively
dσM,M
′
t
dt
= −i[HS , σM,M
′
t ]−
1
2
{
L†L, σM,M
′
t
}
+ LσM,M
′
t L
†
+ [σM−1,M
′
t , L
†]ξt + [L, σ
M,M ′−1
t ]ξ
∗
t (69)
and
dσt
dt
= −i[HS , σt]− 1
2
{
L†L, σt
}
+ LσtL
†
+ [σN−1,Nt , L
†]ξt + [L, σ
N,N−1
t ]ξ
∗
t , (70)
where σt = 〈ρ˜t〉st, σM,M
′
t = 〈ρ˜M,M
′
t 〉st and initially σM,M
′
t=0 = N !/
√
M !M ′!δMM ′ |ψ〉〈ψ|, where 0 ≤ M ≤ N and
0 ≤M ′ ≤ N .
V. SOLUTION TO MASTER EQUATION AND PHOTON STATISTICS
In this Section we return to notation with explicitly written condition for the results of the past measurement.
A. Discrete case
The solutions to Eqs. (30) and (31) respectively are
|ψNj|ηj 〉 = Vηj0Vηj−10 . . . Vη10|ψ〉 (71)
and for all j ≥ N −M
|ψMj|ηj 〉 =
√
N !
M !
∑
r∈Nj:
∑
k
rk=N−M
←−
j−1∏
k=0
√
τ
rkξrkk Vηk+1rk |ψ〉, (72)
where 0 ≤ M ≤ N − 1, the vector r consists of zeros and ones, and the arrow means that we use the time ordered
products. One can check that |ψMj|ηj 〉 = 0 for all j < N −M . Note that instead of the notation with the full vector
ηj we may provide the location of ‘1’ in the string (ηj , . . . , η1), that is (ls, . . . , l1) means that we observed s photons
at times τi = τli (i = 1, . . . , s) and no other photons in the period from 0 to jτ . Of course, any li ≥ 1. Thus, for
observing no counts from 0 to jτ we get
|ψNj|0〉 = V j00|ψ〉 (73)
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and for all j ≥M where 1 ≤M ≤ N we have
|ψN−Mj|0 〉 =
√
N !
(N −M)!V
j
00
j−1∑
kM=M−1
kM−M+1∑
kM−1=M−2
. . .
k2−1∑
k1=0
WkMWkM−1 . . .Wk1 |ψ〉, (74)
where
Wk = V
−k−1
00
√
τξkV01V
k
00. (75)
Of course, |ψN−Mj|0 〉 = 0 for j < M .
The formula (74) has a simple interpretation. The vector |ψN−Mj|0 〉 is associated with the scenario that the future
part of the environment stores N −M photons. When no photons were observed up to jτ it means that M photons
were simply absorbed by S.
For a count at l1τ and not other counts from 0 to jτ we have
|ψNj|l1〉 = V j−l100 V10V l1−100 |ψ〉, (76)
for j ≥ 1
|ψN−1j|l1 〉 =
√
τN
[
V j−l100 ξl1−1V11V
l1−1
00
+ V j−l100 V10V
l1−1
00
l1−2∑
k=0
V −k−100 ξkV01V
k
00 (77)
+
j−1∑
k=l1
V j−k−100 ξkV01V
k−l1
00 V10V
l1−1
00
]
|ψ〉,
for j ≥ 2
|ψN−2j|l1 〉 =
√
N(N − 1)τ
[
V j−l100 ξl1−1V11
l1−2∑
k=0
V l1−k−200 ξkV01V
k
00
+
j−1∑
k=l1
V j−k−100 ξkV01V
k−l1
00 ξl1−1V11V
l1−1
00
+ V j−l100 V10
l1−2∑
k2=1
k2−1∑
k1=0
V l1−k2−200 ξk2V01V
k2−k1−1
00 ξk1V01V
k1
00
+
j−1∑
k2=l1+1
k2−1∑
k1=l1
V j−k2−100 ξk2V01V
k2−k1−1
00 ξk1V01V
k1−l1
00 V10V
l1−1
00
+
j−1∑
k2=l1
V j−k2−100 ξk2V01V
k2−l1
00 V10
l1−2∑
k1=0
V l1−k1−200 ξk1V01V
k1
00
]
|ψ〉, (78)
and so on.
The formula (76) shows that if the environment stores N photons in the future, then the detected photon came
from S. The successive formulae become more and more involved, but their structures and interpretations are rather
straightforward. One can recognize there two sources of the detected photons: the external field and the system S. In
the formula (77) the successive terms are associated with the following scenarios: i) the detected photon came directly
from the field, ii) first S absorbed a photon from the field and then S emitted a photon, iii) first S emitted a photon
and then S absorbed some photon from the field. Of course, for the particular system S and initial conditions not all
of these possibilities give non-zero contribution to |ψN−1j|l1 〉.
Note that armed with the explicit forms for vectors |ψMj|ls,...,l1〉 and |ψMj|0〉 (where zero means that we do not observed
any photons from 0 to jτ) for 0 ≤ M ≤ N we can find the solution to the difference master equation (60) and the
whole statistics of the output photons. Namely, the solution to (60) we can write in the form
σj = ρj|0 +
j∑
s=1
j∑
ls=s
j−1∑
ls−1=s−1
. . .
l2−1∑
l1=1
ρj|ls,...,l2,l1 , (79)
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where
ρj|0 =
N∑
M=0
pMj |ψMj|0〉〈ψMj|0| (80)
and
ρj|ls,...,l2,l1 =
N∑
M=0
pMj |ψMj|ls,...,l2,l1〉〈ψMj|ls ,...,l2,l1 | (81)
Clearly, the quantities ρj|cond are the unnormalized conditional density operators (34). We sum in (79) over all
possible pathways of detection from s = 0 to s = j photons in the interval from 0 to jτ . The probability of registering
no photons in the interval from 0 to jτ is given by
P j0 (0) = TrSρj|0, (82)
where
TrSρj|0 =
N∑
M=0
pMj 〈ψMj|0|ψMj|0〉. (83)
The probability of registering s photons from 0 to jτ is
P j0 (s) =
j∑
ls=s
j−1∑
ls−1=s−1
. . .
l2−1∑
l1=1
TrSρj|ls,...,l2,l1 (84)
where
TrSρj|ls,...,l2,l1 =
N∑
M=0
pMj 〈ψMj|ls,...,l2,l1 |ψMj|ls,...,l2,l1〉 (85)
B. Continuous case
All realization of the counting process nt defined by Sec. 4.2 may be divided into disjoint sectors: Cs contains
realizations with exactly s counts in the interval from time 0 to time t, one in each of the nonoverlapping intervals
[t1, t1 + dt1), [t2, t2 + dt2), . . ., [ts, ts + dts), where t1 < t2 < . . . < ts. Our goal is to find the formula for |ψN−Mt|ts...t1〉.
Since the general formula is rather involved we propose a simple diagrammatic representation. Let us introduce the
following elementary processes and the corresponding diagrammatic representations:
1. free propagation up to time t
Tt = e
−iGt ←→ −−−−, (86)
where G = HS − i2L†L, is a non-Hermitian Hamiltonian (like in the Wigner-Weisskopf theory),
2. absorption of a photon by the system S from the environment at time t
Wt = −T−tξtL†Tt ←→ −− • −−, (87)
3. emission of a photon by the systems S to the detector at time t
L˜t = T−tLTt ←→ −− ◦ −−, (88)
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4. absorption of a photon by a detector from the environment at time t
ξt ←→ ∗. (89)
Now, in the representation corresponding to |ψN−Mt|ts...t1〉 one has the following “Feynman rules”:
Number of (∗+ ◦) = s,
Number of (∗+ •) = M.
Let us illustrate this technique by a few examples:
1. for zero counts from time 0 to time t we obtain in the continuous limit from (73) the formula
|ψNt|0〉 = Tt|ψ〉 (90)
and the corresponding trivial diagram: −−−−− ,
2. from (74) one can find
|ψN−Mt|0 〉 =
√
N !
(N −M) ! Tt
∫ t
0
dtM . . .
∫ t3
0
dt2
∫ t2
0
dt1WtM . . .Wt2Wt1 |ψ〉, (91)
with the corresponding diagram: −−•−−•−− . . .−−•−− , with exactly M elementary processes −−•−−,
3. for a count at the time t′ and no other counts in the interval (0, t] we have the conditional vectors:
(a) from (76)
|ψNt|t′〉 =
√
dt′Tt−t′LTt′ |ψ〉 =
√
dt′Tt L˜t′ |ψ〉, (92)
and the diagram: −− ◦ − − ,
(b) from (77)
|ψN−1t|t′ 〉 =
√
Ndt′
[
ξt′ −Tt−t′L
∫ t′
0
dsTt′−sξsL
†
Ts
−
∫ t
t′
dsTt−sξsL
†
Ts−t′LTt′
]
|ψ〉 (93)
=
√
Ndt′Tt
[
ξt′ + L˜t′
∫ t′
0
dsWs +
∫ t
t′
dsWsL˜t′
]
|ψ〉
and the diagram: − ∗− + − ◦ − • − + − • − ◦ − ,
(c) from (78)
|ψN−2t|t′ 〉 =
√
N(N − 1)dt′
[
Tt−t′L
∫ t′
0
dt2
∫ t2
0
dt1Tt′−t2ξt2L
†
Tt2−t1ξt1L
†
Tt1
+
∫ t
t′
dt2
∫ t2
t′
dt1Tt−t2ξt2L
†
Tt2−t1ξt1L
†
Tt1−t′LTt′
+
∫ t
t′
dt2Tt−t2ξt2L
†
Tt2−t′L
∫ t′
0
dt1Tt′−t1L
†
Tt1
− Tt−t′ξt′
∫ t′
0
dt1Tt′−t1ξt1L
†
Tt1 −
∫ t
t′
dt1Tt−t1ξt1L
†
Tt1−t′ξt′Tt′
]
|ψ〉. (94)
=
√
N(N − 1)dt′Tt
[
L˜t′
∫ t′
0
dt2
∫ t2
0
dt1Wt2Wt1 +
∫ t
t′
dt2
∫ t2
t′
dt1Wt2Wt1 L˜t′
+
∫ t
t′
dt2Wt2 L˜t′
∫ t′
0
dt1Wt1 + ξt′
∫ t′
0
dt1Wt1 +
∫ t
t′
dt1Wt1 ξt′
]
|ψ〉 (95)
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and the diagram:
− ◦ − • − • − + − • − • − ◦ − + − • − ◦ − • − + − ∗ − • − + − • − ∗ − .
The solution to Eq. (70) can written in the form
σt = ρt|0 +
+∞∑
s=1
∫ t
0
dts
∫ ts
0
dts−1 . . .
∫ t2
0
dt1ρt|ts,ts−1,...,t2,t1 (96)
where
ρt|0 =
N∑
M=0
pMt |ψMt|0〉〈ψMt|0|, (97)
with
pt :=
∫ +∞
t
dt′|ξt′ |2, (98)
and
dtsdts−1 . . . dt1ρt|ts,ts−1,...,t2,t1 = (99)
N∑
M=0
pMt |ψMt|ts,ts−1,...,t2,t1〉〈ψMt|ts,ts−1,...,t2,t1 | (100)
with the initial condition |ψMj=0〉 = δNM |ψ〉 for 0 ≤ M ≤ N . The expression under the integrals can be interpreted
as the unnormalized conditioned density operator of S. We take the integrals over all possible realization of the
stochastic process nt.
We can easily write down the formulae for the a priori (unconditional) probabilities characterizing the counting
process nt. Namely, the probability of no counts up to time t is given as
P t0(0) =
N∑
M=0
pMt 〈ψMt|0|ψMt|0〉. (101)
The probability density pt0(ts, ts−1, . . . , t2, t1) of observing a particular trajectory corresponding to s counts in the
interval from 0 to t, one in each of the nonoverlapping intervals [t1, t1 + dt1), [t2, t2 + dt2), . . ., [ts, ts + dts), where
t1 < t2 < . . . < ts is defined by
pt0(ts, ts−1, . . . , t2, t1)dtsdts−1 . . . dt1 = (102)
N∑
M=0
pMt 〈ψMt|ts,ts−1,...,t2,t1 |ψMt|ts,ts−1,...,t2,t1〉
Of course, the probability of having exactly s counts up to time t reads
P t0(s)=
∫ t
0
dts
∫ ts
0
dts−1. . .
∫ t2
0
dt1p
t
0(ts,ts−1,. . .,t2, t1). (103)
Moreover, the mean time of s-th count is defined by
ts =
∫ +∞
0
dtsts
∫ ts
0
dts−1 . . .
∫ t2
0
dt1p(ts, ts−1, . . . , t2, t1), (104)
Clearly, the mean time of the entanglement between the system S and the environment is maxs∈Nts.
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VI. CONCLUSIONS
In this paper we have derived the set of SMEs for a quantum system interacting with the bosonic field prepared in a
continuous-mode N -photon state. The filtering equations, describing the continuous in time conditional evolution of
an open quantum system, have been determined for the photon counting detection of the output field. These equations
have been obtained as the limit of difference equations determined with making use of a collision model [45]. The
temporal correlations present in the input field imply that the system becomes entangled with the environment and
that the evolution of the open system is non-Markovian. We have shown that the quantum system interacting with the
field in N -photon state can emit or absorb at most one photon at a given moment, which is an important feature of the
problem, discussed also, for instance, in [8]. Our results are in a perfect agreement with the earlier studies performed
with making use of QSC [14, 22, 25]. We would like to emphasize that our approach allows not only to determine the
differential equations for the conditional as well as unconditional state of the system but it also enables one to find
the general structure of quantum trajectories together with a clear physical interpretation. In the continuous time
limit the solutions to the SME are represented by a simple diagrammatic technique with very transparent “Feynman
rules”. This diagrammatic technique considerably simplifies the structure of the solutions and enables one to find
physical interpretation to them in terms of a few elementary processes. We have derived the probability density for
the observing counting process and we have given an explicit formula for the a priori state with making use of the
unnormalized conditional density operators.
In a forthcoming paper we plan to provide the detailed analysis of various non-Markovian effects and compare our
framework with well established approaches like divisibility of the evolution or memory kernel approach.
Appendix A: Temporal decomposition of n-photon state
To find a division of |Nξ〉 into the vectors of the Hilbert spaces Hl]E and H[l+1E , we use the following property(
b†ξ
)N
=
N∑
M=0
(
N
M
)(
Al]
)M (
B[l+1
)N−M
, (A1)
where
Al] =
l∑
k=0
√
τξkb
†
k, (A2)
B[l+1 =
+∞∑
k=l+1
√
τξkb
†
k, (A3)
and (
N
M
)
=
N !
M ! (N −M)! . (A4)
Note that the operator Al] acts non-trivially only in the Hilbert space Hl]E and B[l+1 acts non-trivially only in H[l+1E ,
so they both commute. Hence, we get
|Nξ〉 =
N∑
M=0
√(
N
M
)
|Mξ〉[0,l] ⊗ | (N −M)ξ〉[l+1,+∞), (A5)
where
|Mξ〉[r,l] = 1√
M !
(
√
τξrb
†
r ⊗ 1[r+1,l]E +
l∑
k=r+1
1
[r,k−1]
E ⊗
√
τξkb
†
k ⊗ 1[k+1,l]E
)M
|vac〉[r,l] (A6)
and |vac〉[r,l] = |0〉r ⊗ |0〉r+1 ⊗ . . .⊗ |0〉l. Of course, |0ξ〉[r,l] ≡ |vac〉[r,l]. It is clear that |Mξ〉[r,l] is the vector from the
Hilbert space H[r,l]E and one can check that
[r,l]〈M ′ξ|Mξ〉[r,l] = δM ′M
(
l∑
k=r
τ |ξk|2
)M
. (A7)
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Thus for any l ≥ 1 we have
|Nξ〉 =
N∑
M=0
M∑
M ′=0
√(
N
M
)(
M
M ′
)(√
τξl
)M−M ′ |M ′ξ〉[0,l−1] ⊗ |M −M ′〉l ⊗ |(N −M)ξ〉[l+1,+∞), (A8)
which can be interpreted as a division of the vector |Nξ〉 into the past, current, and future vectors of E . Moreover,
by Eqs. (A7) and (A8) one can check that for |Nξ〉 the probability of detecting zero photons in the time interval
[lτ, (l + 1)τ)
Pl(0) = 〈Nξ|
(
1
l−1]
E ⊗ |0〉l〈0|l ⊗ 1[l+1E
)
|Nξ〉 = 1 +O(τ), (A9)
the probability of detecting one photon
Pl(1) = 〈Nξ|
(
1
l−1]
E ⊗ |1〉l〈1|l ⊗ 1[l+1E
)
|Nξ〉 = Nτ |ξl|2 +O(τ2), (A10)
and the probability of detecting two photons
Pl(2) = 〈Nξ|
(
1
l−1]
E ⊗ |2〉l〈2|l ⊗ 1[l+1E
)
|Nξ〉 = O(τ2). (A11)
We thus come to conclusion that if the environment is prepared in the N -photon state |Nξ〉 and τ is treated as a small
time step we can detect at most one photon at a given moment. The probability of detecting more that one photon
is in this case O(τ2) and it is negligible (see [15]).
Appendix B: Proof of Theorem
We prove Theorem by induction. Let us assume that observe that (21) is true. Observe that
|Mξ〉[j+1,+∞) =
M∑
M ′=0
√(
M
M ′
)(√
τξj
)M ′ |M ′〉j ⊗ | (M −M ′)ξ〉[j+1,+∞). (B1)
Hence, we may rewrite (21) as follows
|Ψj|ηj 〉 =
N∑
M=0
M∑
M ′=0
√(
M
M ′
)(√
τξj
)M ′ |M ′〉j ⊗ | (M −M ′)ξ〉[j+1,+∞) ⊗ |ψMj|ηj 〉. (B2)
Now, acting by the unitary operator V[j on the vector |Ψj|ηj 〉 one finds
V[j |Ψj|ηj 〉 =
N∑
M=0
M∑
M ′=0
√(
M
M ′
)(√
τξj
)M ′ +∞∑
R=0
|R〉j ⊗ |(M −M ′)ξ〉[j+1,∞) ⊗ VRM ′ |ψMj|ηj 〉. (B3)
Taking into account that the conditional vector |Ψj+1|ηj+1〉 from H[j+1E ⊗HS is defined by(
Πηj+1 ⊗ 1[j+1E ⊗ 1S
)
V[j |Ψj|ηj 〉 = |ηj+1〉j ⊗ |Ψj+1|ηj+1〉, (B4)
where Πηj+1 = |ηj+1〉j〈ηj+1|, and ηj+1 ∈ N is the random result of the measurement of (19) at the time τ(j + 1), one
gets
|Ψj+1|ηj+1〉 =
N∑
M=0
M∑
M ′=0
√(
M
M ′
)(√
τξj
)M ′ | (M −M ′)ξ〉[j+1,+∞) ⊗ Vηj+1M ′ |ψMj|ηj 〉. (B5)
In order to obtain the recurrence formulae (23) we need to change the index of summation introducing R =M −M ′
such that
|Ψj+1|ηj+1〉 =
N∑
R=0
N−R∑
M ′=0
√(
R+M ′
M ′
)
(
√
τξj)
M ′ |Rξ〉[j+1,+∞) ⊗ Vηj+1M ′ |ψR+M
′
j|ηj
〉, (B6)
which end up the proof.
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