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procedure wofz(x,y,re,im) value x,y; real x,ysrepim; 
comment This procedure evaluates  the  real and imaginary p a r t  of t h e  function 
2 w(z) = exp(-z )e r fc ( - iz )  f o r  arguments z = x+iy i n  t h e  f i r s t  quadrant of 
the  complex plane. The accuracy is 10 decimal places  a f t e r  t he  decimal 
point ,  o r  b e t t e r .  For the  underlying ana lys i s ,  see W. Gautschi, "Eff ic ien t  
computation of the complex e r r o r  function," 
to & w a r  2- 
SIAM J. Math. 
Anal. ; 
- begin in t ege r  capn, nu, n,  npl ;  r e a l h ,  h2, lambda, r l ,  r2 ,  s, sl ,  s2,  t l ,  
t 2 ,  c; Boolean b; 
i f  y < 4.29 4 x < 5.33 then 
begin 
-
s := (1-y/4.29) x sqrt(1-x x ~128 .41) ;  
h := 1.6 x s; h2 := 2 x h; 
capn := 6 + 23 x s; nu := 9 + 2 1  x s 
end else begin h := 0; capn := 0; nu := 8 end- 




b := h = 0 Vlambda = 0; 
r l  := r 2  := sl := s2 := 0; 
f o r  n := nu s t e p  -1 u n t i l  0 do 
begin 
I - -  
npl  := n+l; 
t l  := y+h+npl x rl; t2 := x-npl x r2; c := . 5 / ( t l  x t l +  t 2  x t 2 ) ;  
r l  := c x tl; r 2  := c x t2 ;  
L i f  h > 0 4 n 2 capn then 
begin 
t l  := lambda + sl;  sl := rl  x tl - r 2  x 92; s2 := r 2  x t l +  r l  x s2; 
lambda := lambda/h2 
end -
end 0 
re := g y = 0 then exp(-x x x) else 
1.12837916709551 x ( i f  b then r l  else s l ) ;  
-’ 
- _ _ I / .  
i m  := 1.12837916709551 x ( i f  b then r 2  else s2) - -
end wof z -
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2 exp(-z )e r fc ( - iz )  f o r  complex z = &iy i n  the  f i r s t  quadrant Q,: 
x 2 0, y 2 0, Using S t i e l t j e s '  theory of continued f r a c t i o n s  i t  
is  f i r s t  observed t h a t  t h e  Laplace continued f r a c t i o n  f o r  w(z), 
although divergent on t h e  real l i n e ,  represents  w(z) asymptotically 
f o r  l a r g e  z i n  t h e  s e c t o r  S: -n/4 < a r g  z 4 5 1 ~ / 4 ,  
n-th convergent approximates w(z)  t o  within an e r r o r  of O(z 
Spec i f i ca l ly ,  t h e  
-211-1) as 
z + i n  S, A recurs ive  procedure is  then developed which permits 
eva lua t ing  w(z) t o  a prescribed accuracy f o r  any z E 9,. The pro- 
cedure has t h e  property t h a t  as I Z I  becomes s u f f i c i e n t l y  l a rge ,  i t  
automatically reduces t o  the  evaluation of t h e  Laplace contfnued 
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( i / n )  exp(-t )dt/Cz-tIo 
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EFFICIENT COMPUTATION OF THE COMPLEX ERROR FWCTION* 
(1) By Walter Gautschi 
Introduction, The e r r o r  function of a complex va r i ab le ,  i n  more o r  
=---. 
less disguised forms, occurs i n  many branches of sc ience  and technology., 
Proper t ies  of t h i s  function, and computational methods, have been 
s tudied  extensively.  
and more recent  work i n  [2],  [ll], [14]. I n  many appl ica t ions  t h e  func- 
A use fu l  survey, as of 1966, may be  found i n  [ I ] ,  
t i o n  must be evaluated a l a r g e  number of t i m e s .  It i s  therefore  important 
t o  search  f o r  methods which are as e f f i c i e n t  as poss ib le ,  Current p r a c t i c e  
attempts t o  achieve t h e  des i red  economy by adopting d i f f e r e n t  methods i n  
d i f f e r e n t  regions of t h e  complex plane, I n  t h i s  paper, ins tead ,  we  pro- 
pose a s i n g l e  algorithm which is uniformly e f f e c t i v e  f o r  a l l  complex argu- 
ments, A corresponding ALGOL procedure is t o  appear i n  [ 8 ] ,  
I n  sec t ion  1 w e  review some re levant  mathematical p rope r t i e s  of t h e  
complex e r r o r  function, Although much of t h i s  material is  known, a few 
remarks are made which do not  seem t o  be common knowledge. Among these  i s  
the  observation t h a t  a c e r t a i n  continued f r a c t i o n ,  known as the  Laplace con- 
t inued f r a c t i o n ,  while divergent on t h e  real l i n e ,  approximates t h e  e r r o r  
function asymptotically i n  t h e  sense of Poincar;. The computational algo- 
ri thm i s  developed i n  sec t ion  2. Bas ica l ly ,  it c o n s i s t s  of eva lua t ing  a 
truncated Taylor expansion, The increment, h ,  as w e l l  as t h e  number of 
terms, N ,  are made t o  depend on t h e  argument z a t  which the  function is  
evaluated. As  I z I  increases ,  h and N decrease, u n t i l  eventually both 
* 
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become zero, at which t i m e  t h e  algorithm reduces t o  t h a t  of eva lua t ing  t h e  
Laplace continued f r ac t ion .  Some performance c h a r a c t e r i s t i c s ,  and d a t a  on 
t e s t i n g  the  algorithm, are included i n  s e c t i o n  3. 
1. Mathematical preliminaries.  The function 
2 
-2 ( 1 0 1 )  w(z) = e e r f c ( - i z ) ,  
where e r f c  5 = (2/&?) d t  denotes t h e  complementary e r r o r  function, 
w a s  f i r s t  introduced (and tabula ted)  by Faddeeva and Terent'ev [ 4 ] .  As a 
function of t h e  complex va r i ab le  z ,  w(z) represents  an e n t i r e  function, and 
has t h e  property t h a t  both i t s  real and imaginary p a r t s  are between zero and 
one f o r  z i n  t h e  f i r s t  quadrant of t he  complex plane, This property may 
w e l l  have been one of t h e  motivations f o r  considering (1 , l )  as t h e  bas ic  
form of the  e r r o r  func t ion  f o r  complex argument, 
Closely r e l a t e d  t o  ( 1 , l )  i s  t h e  i n t e g r a l  
2 
m -t e (1.2) f ( z )  = 
W e  have i n  f a c t  
While w(z) is an e n t i r e  functiqn, f ( z )  i s  a n a l y t i c  f o r  a l l  z not on the  
real l i n e ,  and represents  two a n a l y t i c  functions,  one i n  the  upper, another 
3 
i n  the  lower half-plane, n e i t h e r  of which is t h e  a n a l y t i c  continuation of 
t h e  other.  For real z, t h e  i n t e g r a l  i n  (1.2) is meaningful only i n  t h e  
sense of a Cauchy p r i n c i p a l  value in t eg ra l .  
We no te  that  (1,2) is  a s p e c i a l  case of a S t i e l t j e s  transform 
dc ( t ) / ( z - t ) ,  Most of t h e  p rope r t i e s  t o  be described below follow 
from S t i e l t j e s '  classical theory [12], [ l o ]  concerning i n t e g r a l s  of t h i s  
i, 
type, and a r e  therefore  appl icable  i n  o the r  s i t u a t i o n s  as w e l l  ( e n g o )  i n  
t h e  computation of t h e  complex exponential  i n t e g r a l ) .  
Expanding t h e  integrand i n  (1,2) i n  descending powers of z ,  and in- 
t eg ra t ing  t e r m  by t e r m ,  one obta ins  t h e  asymptotic expansion 
( z  +- m i n  IIm zI - > a, a > 0 a r b i t r a r y ) ,  
where 
L L 
are the  moments of e-t 
 IT/^ < a r g  z < #n/4, i t  is not su rp r i s ing ,  i n  view of ( l o 3 ) 3  t h a t  
Since e-' has t h e  zero asymptotic expansion i n  
and 3T/4 L a . q  E 4 5rI.q 
/ 
With t h e  (formal) expansion (1,4) is assoc ia ted  the  continued f r a c t i o n  
4 
known as t h e  Laplace continued f r ac t ion .  More p rec i se ly ,  (1.7) is associated 
with (1.4) i n  the  following sense. L e t  
denote the  n-th convergent of t he  continued f r a c t i o n  (197)0  It is e a s i l y  
v e r i f i e d  t h a t  q ( z )  i s  a polynomial of degree n-1, while pn(z) i s  a monic 
polynomial of degree n,  
ing  powers of z ,  
n 
Then the  quot ien t  i n  (lo8), i f  expanded i n  descend- 
y i e l d s  a power series which agrees with t h a t  i n  (1.4) up t o  and including 
t h e  t e r m  with z , i.e. -2n 
(n) - f o r  s = 091 ,2 , eee ,2n - l e  - l-ls (1010) vs 
It is  a l s o  known [13] t h a t  t h e  continued f r a c t i o n  (1.7) i n  f a c t  converges t o  
f (z )  f o r  every nonreal z .  
Another remarkable connection of t h e  continued f r a c t i o n  (1.7) with the  
i n t e g r a l  i n  (1.2) is  obtained i f  t he  r a t i o n a l  function (1,8) is  decomposed 
i n t o  p a r t i a l  f r a c t i o n s ,  
Expanding both s i d e s  of 
ing  c o e f f i c i e n t s  of l i k e  powers, one f inds  t h a t  
t h i s  equation i n  descending powers of z ,  and compar- 
5 
(s = 0,1,2, ...). 
I n  view of (1,lO) it follows t h a t  
which, on account of (105),  implies t h a t  A?) and t?) are the  weights 
and nodes, respec t ive ly ,  of n-point Gauss-Hermite quadrature. 
Consequently, 
i.e. , Gause-Hermite quadrature, applied t o  t h e  i n t e g r a l  i n  (1.2) ~ con- 
verges f o r  every z not on t h e  real l i n e .  
Using the  well-known remainder t e r m  of Gauss-Hermite quadrature i t  
a l s o  follows t h a t  
It is i n t e r e s t i n g  t o  observe t h a t ,  although (1,12) does not  converge 
i f  z = x is real, t h e  Gauss-Hermite quadrature sum ( l o l l )  f o r  f ixed n and 
-2n-1 
I n  o ther  
z = x -t 03 never the less  approximates - i T  w(x) t o  within an e r r o r  of O(x ) O  
I n  f a c t ,  t h i s  is  t r u e  as z + m i n  t he  s e c t o r  - ~ / 4  < a r g  z < 5n/4, 
words, t h e  quadrature sums (1.11) , and thus the convez3gents of the Laplace 
continued fraction (1.7) approximate - i v  w(z) asymptoticaZZy as z + w i n  
-n/4 < a r g  z < 5 ~ / 4 .  This follows by combining (1.6) and ( 1 ~ 9 ~ - ( 1 ~ 1 1 ) ,  
6 
- v  i S 
6'0 z s=o z 
w(z) - - 
IT 
k k = l  z-t 
We have used here  the  symmetry of t h e  Gauss-Hermite weights and nodes, 
which implies t h a t  (1.11) i s  an odd function of z ,  and therefore  v p '  = 0 
f o r  s an odd in teger .  Also, t h e  series i n  ( l . 9 )y  i n  view of (lmll)y ob- 
viously converges f o r  I z 1 > max tk . (n) By v i r t u e  of (1.13) w e  thus  have 
k 
n A?) =I----.- i n! 1 1 
J;; 2n z c i w(z) - - IT k z l  Z - t k  
(1 e 14) 
I f  t h i s  is compared with the  asymptotic expansion (106) ,  i ,e. 
i 2n-2 us i uzn 1 (1.15) W(Z) - - 1 - = -- 
71 s=o z s+l A z2n+1 + 'IF] 9 
one notes  t h a t  t h e  leading term on t h e  r i g h t  i n  (1.14) is smaller than t h e  
corresponding term i n  (1.15) by a f a c t o r  of 
This i s  why Gauss-Hermite quadrature is  so much more e f f e c t i v e  f o r  computa- 
t i o n  than straightforward asymptotic expansion. 
7 
There i s  y e t  another approach t o  the  continued f r ac t ion  i n  (1.7), which 
involves the  repeated i n t e g r a l s  of t he  complementary e r r o r  function. Con- 
s i d e r  (see [6] f o r  no ta t ions)  
2 2 -2 
(1.16) wn(z) = e iner fc( - iz )  (n = 09192s..e)2 w-l(z) = - , 
J;; 
so t h a t  i n  p a r t i c u l a r  
I f  I m  z > 0, t he  sequence I ~ ~ ( z ) } ; = - ~ i s  known t o  be a "minimal" so lu t ion  of 
t he  l inear  second-order d i f f e rence  equation 
(For terminology, and subsequent development, see [7].) For any in teger  
N - > 0, and v > N ,  def ine  
= 112  
n-1 - i z  + (n+l)rn r i r v = o y  (1.19) 
v = r  v 2 n n-1 n-1 
(n = v,v--1,. . . ,0) 
(n = 091s2s...9N)0 
We s h a l l  w r i t e  r P ; ( z ) %  - v P 1 ( z )  for rn-19vnp i f  we wish t o  i n d i c a t e  t h e i r  
dependency on v and z .  It can then be  shown t h a t  
( I m  z 0, n = - 1 s 0 , 1 , 2 , 0 . ~ ) ,  
8 
and consequently, 
( ~ m  z > 0 ,  n = 091,2, ...). 
In particular, by (lel7), 
To see the connection with the Laplace continued fraction, let n = 0 
in the second line of (1.19), and then in turn n = 091929...9v in the first 
line of (1.19). One obtains 
v[V](,) = c 1 1  112 1 312 v 12 
0 J;; (-iz)+ (-iz)+ (-iz)+ (-iz)+ (-iz) 
where the second expression follows from the first by an obvious equivalence 
transformation. Comparison with (1,8) shows that 
(1.22) ,[VI(,) = - i qv+l(z) 
K *v+l(z) 0 
Curiously, the function wn(z) defined in (1.16) is related to the n-th 
derivative of w(z) by 
(1.23) w(")(z) = (2i)n nl wn(z) (n = 091929e.e)9 
a result apparently first observed in [5, p. 2231. 
9 
2. Computational procedure. Our objec t ive  is t o  devise  an e f f i c i e n t  
4 
procedure f o r  computing t h e  function w(z) defined i n  (1.1) t o  a given number 
d of co r rec t  decimal d i g i t s  a f t e r  t h e  decimal po in t ,  ioe .9  t o  within an 
1 (absolute) e r r o r  of 7 
Q, of the complex plane. 
W e  s h a l l  assume z t o  l i e  i n  t h e  f i r s t  quadrant 
This is no r e s t r i c t i o n  of genera l i ty ,  s i n c e  
can be used t o  continue w i n t o  t h e  remaining quadrants, 
As shown i n  (1.12), (le14), Gauss-Hermite quadrature, o r  equiva len t ly ,  
t h e  Laplace continued f r a c t i o n  ( l e 7 ) $  provides an e f f e c t i v e  means of com- 
puting w(z) f o r  z E QI and IzI large.  
t he  e r r o r s  involved, we  construct t h e  a l t i t u d e  map of t h e  meromorphic 
function 
To obta in  a more concrete idea  as t o  
i o e e ,  t h e  curves of cons tan t  modulus len(.) I = r. 
numerical i n t eg ra t ion  of t h e  d i f f e r e n t i a l  equations 
These may be obtained by 
subjec t  t o  t h e  i n i t i a l  conditions 
x(0) = 0, Y(0) = rl,  
6 
10 
where TI is  t h e  root  of len(iy) I = r. 
where n = 9, and r = y 10 
Selected r e s u l t s  are shown i n  Fig. 1, 
1 -d , d = 2(2)10. 
Given any d, it is obviously poss ib l e  t o  cons t ruc t  a rectangular region 
outs ide  of which 9-point Gauss-Hermite quadrature y i e l d s  an accuracy of d 
decimal places. For d = 10, e.g., Fig. 1 suggests t h e  choice x = 5.33,  
0 
= 4.29. Larger values of n would r e s u l t  i n  a smaller rec tangle  R, whereas 
YO 
smaller values of n would r equ i r e  a l a r g e r  rec tangle  R f o r  t h e  same accuracy. 
It i s  not poss ib le ,  i n  general ,  t o  arrive at  an optimal choice of n,  as such 
a choice would depend on the  relative frequency with which t h e  procedure i s  
used i n  various regions of t h e  complex plane. 
be a reasonable compromise, and we  s h a l l  f i x  t h i s  value f o r  what follows. 
The choice n = 9 appears t o  
To compute w(z) ou ts ide  of R, w e  thus apply (1.19) with v = 8 and N I= 0. 
I n  view of (1.22), ( l . l l ) ,  t h i s  i s  indeed equivalent t o  eva lua t ing  w(z> from 
the  i n t e g r a l  representa t ion  ( 1 6 2 ) $  (1.3) by a 9-point Gauss-Hermite quadrature 
rule .  
It remains t o  consider t he  case where z E R. I f  y = I m  z is r e l a t i v e l y  
s m a l l ,  a common procedure c o n s i s t s  of computing w(z) from a Taylor expansion 
about z = Rez, o r  a l t e r n a t i v e l y ,  t o  write 
0 
2 
w(z) = e -z2 4- - 2 i  F(z),  F(z) = e-22 1: et d t ,  
J;; 
and t o  expand F(z) about zo = Rez. 
approach: 
There are two disadvantages t o  this 
11 
(1) i t  requ i r e s  the  comput,ation of Dawson's i n t e g r a l ,  F(x), f o r  
X Z Although good r a t i o n a l  approximations are ava i l ab le  f o r  P(x) 
0 .  
(see, e.g., [3]) ,  t h e  necess i ty  of computing F(x) is  a p t  t o  increase 
both t h e  length of t h e  program, and t h e  t o t a l  machine t i m e ,  f o r  com- 
puting w(z) ; 
(2) t he  recurs ive  computation of t h e  expansion c o e f f i c i e n t s  is 
subject t o  considerable l o s s  of accuracy, p a r t i c u l a r l y  f o r  l a r g e  x > 0, 
I n t e r e s t i n g l y  enough, both these  de fec t s  are removed i f  one expands 
downward" r a t h e r  than "upward", i.e., i f  one computes w(z) from t h e  11 
Taylor expansion 
LL n=o 
where h > 0 is s u i t a b l y  chosen. This approach has t h e  f u r t h e r  advantage 
o,f being r e l a t e d  t o  t h e  Laplace continued f r a c t i o n  approach, and i n  f a c t  
gives rise t o  an algorithm which generalizes algorithm (1.19) (used outs ide  
of R). 
We observe from (1.23) t h a t  (2.3) can be w r i t t e n  i n  the  form 
Approximating wn by v F 1  [cf. (1.20)], and t runca t ing  t h e  i n f i n i t e  series, 
w e  are l e d  t o  def ine  
12 
Le t t ing  tn = (2h)n vf’(z+ih), one obta ins  from (1.19) t h e  following 
algorithm t o  compute (2.5) , 
We note  t h a t  f o r  h = 0, N = 0,  algorithm ( 2 . 6 )  reduces t o  algorithm (la19). 
Given E = - loTd, i t  is  c l e a r l y  poss ib le  t o  determine N and v (both 2 
depending. on z ,  h, and E) such t h a t  
Since t h e  series i n  ( 2 . 4 )  converges f o r  every z and h ,  w e  can indeed f ind  
N such t h a t  IuiW’(z,h) - w(z) I ~ / 2 ,  and with N so determined, f i nd  v > N 
[ml ( z  ,h) I < ~ / 2 .  The t r i a n g u l a r  i nequa l i ty  then such t h a t  (uAvl(z,h) - uN - 
y i e l d s  t h e  des i red  r e s u l t  (2.7). 
Efficiency being one of our major concerns, w e  propose t o  
( i )  l e t  h, N,  and v depend on z i n  such a way t h a t  h = N = 0, v = 8 
f o r  z outs ide  of R, t h e  rec tangle  introduced i n  (2.2); 
(ii) empir ica l ly  determine t h e  smallest i n t e g e r s  N and v ,  subjec t  t o  
( i )  and compatible with (2.7), f o r  each z E R. 
The motivation behind t h e  f i r s t  of these  objec t ives  is t o  arrive a t  a 
singZe algorithm f o r  computing w(z) i n  a l l  of Q 
which, as w a s  already observed, automatically reduces t o  the  Laplace 
v i z .  algorithm ( 2 . 6 ) ,  
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continued f r a c t i o n  algorithm (1.19) when h = N = 0. 
attained i n  many d i f f e r e n t  ways. 
h,  N ,  v t e n t a t i v e l y  i n  the  form 
The ob jec t ive  can be  
Exploratory computations l e d  us  t o  set up 
(2) 
where 
( z  = Ictiy) 
and hoS Nos NlS vo, v1 are parameters which remain t o  be  determined, 
second objec t ive  ( i i )  w i l l  se rve  t o  determine t h e  last  four of these  param- 
Our 
eters, while t h e  f i r s t ,  ho, w i l l  be chosen so as t o  minimize machine t i m e .  
A b a s i c  a i d  i n  t h i s  parameter study i s  a gauging rout ine  r ,  which does 
the  following: given z = Ictiy, h ,  and E ,  it r e tu rns  nea r ly  optimal values 
N = N r ,  v = vr  compatible with (2.7), 
as follows: 




Select N = N s u f f i c i e n t l y  l a r g e  (say, N = 40) .  
Determine v ,  t h e  smallest in t ege r  v > N such t h a t  
V h 
v 
max, laN [v+lol(z,h) - o iv l ( z ,h )  I - €/loo. The q u a n t i t i e s  o[v l (z ,h) ,  N 
0 <N <N 
N = O , 1  ,...,N,are considered s u f f i c i e n t l y  accurate t o  represent  
-- 
n 
t r u e  p a r t i a l  sums of the  Taylor series (2 .4 ) .  
(2){u}. denotes the  i n t e g e r  c l o s e s t  t o  us i.e. t h e  l a r g e s t  i n t ege r  con- 










(3) Find N, as t h e  smallest i n t e g e r  N - < N - 3 s a t i s f y i n g  
J ' I  4 
["(e,h) - uAvl (z,h) I - < E. I f  t he re  is no such i n t e g e r  N ,  h + 3  
h 
increase N by 10, and repea t  s t e p s  (1)-(3). 
(4) Determine vr  as t h e  smallest i n t e g e r  v s a t i s f y i n g  
A f i r s t  app l i ca t ion  of t h e  gauging rou t ine  I' is made i n  determining 
t h e  parameter ho. 
u L V 3  (z ,h) ,  as v -t and t h e  convergence of the Taylor expansion (2 .4) .  
I n  f a c t ,  l a r g e  values of h give rise t o  f a s t  convergence of ubvl(z,h), 
but slow convergence i n  ( 2 , 4 ) ,  while small values of ho y i e l d  slow con- 
vergence of ~ [ ~ ] ( z , h )  ( p a r t i c u l a r l y  i f  y = I m  z is  small), but f a s t  con- 
vergence i n  (2 .4) .  A good choice of ho is  the re fo re  one which s t r i k e s  a 
balance between these  two opposing e f f e c t s .  I n  order  t o  search f o r  such 





a value, w e  let y = 0 (where these  e f f e c t s  are most pronounced) and apply 
r with input  parameters z = x, h = h 
and hoe Af ter  each app l i ca t ion  of r w e  measure t h e  machine t i m e  required 
t o  compute oiv1(x,h) by algorithm (2.6) where v = vr9  N = N r  are t h e  in- 
t ege r s  returned by r. 
s ( x ) ,  E,  f o r  s e l ec t ed  values of x 
0 
N 
With xo = 5,33, E = t h e  r e s u l t s  are shown 
i n  Fig. 2 ,  where maebine t i m e  ( i n  
x = 0(1)5, It is seen from these  
h = 1.6. 
0 
We next apply I' t o  determine 
mill iseconds) i s  p lo t t ed  versus ho fo r  
graphs t h a t  a good choice of h is 
0 
t h e  parameters No, N1, vo, vl i n  (2.8).  
A f i r s t  p a i r  of cons t r a in t s  is obtained by l e t t i n g  z = 0 and requi r ing  that 
0 0 
ra N + N1 = N r ,  vo + v1 = v 0 (2.9) 
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where Nr, v are t h e  r e s u l t s  returned by I' with input  parameters z = 0, r 
h = ho, E. A narrow band nea r  t h e  separa t ion  l i n e  y = yo is then examined 
more 'carefu l ly ,  s ince  our preliminary computations ind ica ted  t h a t  Nr and 
v 
t he  l a r g e s t  Nr, and vr  t h e  l a r g e s t  vr  returned by r f o r  input  parameters 
h 
approach l i m i t s  l a r g e r  than 0 and 8 ,  respec t ive ly ,  as y 1. yo. With Nr r 
h 
z(near t h e  l i n e  y = y o ) ,  h = hos(z),  E, w e  le t  
A h 
(2 0 10) No = N r  , v 0  = v r ,  
which, toge ther  with (2.9), determines the des i red  parameters uniquely. 
I n  our case of i n t e r e s t  (xo = 5.33, yo = 4.29, ho = 1.6, E = 
r e s u l t s  are Nr = 29, v r  = 30, Nr = 6, vr  = 9, giving 
t h e  
0 0 h A 
(2.11) h = 1.6 s ( z ) ,  N = {6+23 s ( z ) ) ,  u = {9+21 s ( z ) )  i f  z E R. 
Note t h a t  v N f o r  a l l  2, as required in ' a lgo r i thm (2.6). 
It remains t o  examine whether t h i s  choice of parameters i s  indeed com- 
p a t i b l e  with (2.7). 
h = h 
This is  done by applying r with input parameters z = d i y ,  
s ( z ) ,  E over a g r id  of po in t s  z E R, and by checking t h e  i n e q u a l i t i e s  
0 
where Nr(z) and vr(z)  are t h e  output values of r a t  t h e  poin t  z .  
gr id  x = 0(.5)5(.05)5.4, y = 0(.2)4(.05)4.4, and E =%lo 
t h a t  both i n e q u a l i t i e s  are cons i s t en t ly  s a t i s f i e d .  
Using t h e  
-10 it was  found 
16 
With t h e  values of h ,  N ,  v ,  defined i n  (2.8), (2.11), t h e  des i red  func- 
t i o n  w(z) is  thus approximated by o k l ( z , h )  i n  (2.51, which i n  tu rn  can be 
ca lcu la ted  by algorithm (2.6). The resul t  i s  e s s e n t i a l l y  t h e  Algorithm i n  
[8], except t h a t  i n  t h i s  procedure the  sum orfvl(z,h) is  evaluated somewhat 
N- 
d i f f e ren t ly .  Le t t i ng  sn = [ v p l ( z + i h )  I-1 1 , (2h) "k (z+ih) sN = O ,  one 
~ k..rrS.l 
can write indeed 
r =  v 
- r n-1 
S = 
n-1 
(2.12) l / 2  h-iz+(n+l) rn 
and then has 
n = ~ ~ v - l ~ . . . ~ O ~  I ( i f  n - < N) 
(h = 0). 
The advantage of t h i s  algorithm over algorithm (2.6) is  i ts  increased 
speed on a d i g i t a l  computer [cf.  s ec t ion  33 toge ther  with t h e  f a c t  t h a t  no 
a r r ay  of s torage  must be provided t o  hold the  q u a n t i t i e s  r (n = l ,2s..e9LI)Q n-l 
3, Performance c h a r a c t e r i s t i c s  and tests. W e  begin by comparing t h e  
computing t i m e s  of t h e  algorithm i n  [8] ( r e fe r r ed  t o  below as Algorithm ... ) 
with those of a similar algorithm, i n  which (2.12) (2,13) i s  replaced by 
(2.6). Both algorithms are compiled and executed on the  CDC 6500 computer. 
17 
We select, f i v e  l a y e r s  Sn ( n = 0,1,. . . , 4 )  i n  R, defined by 
and t i m e  t h e  algorithms on each Sn. 
by measuring the  computing t i m e  of eva lua t ing  w(z) f o r  1000 values of z ,  
d i s t r i b u t e d  uniformly i n  Sn, and by d iv id ing  the  measured time by 1000. 
Both algorithms are timed s i m i l a r l y  i n  t h e  region ou t s ide  of R (where com- 
puting t i m e  is  independent of 2). 
It is  seen t h a t  t h e  second algorithm is slower than t h e  f i r s t  by a , f a c t o r  
The average time on Sn is  obtained 
The r e su l t s (3 )  are shown i n  Table 1. 
of 1.6-2,2. 
Table 1. Timing of Algorithm... and a r e l a t e d  algorithm. 
(3)Such timings are subjec t  t o  s l i g h t  va r i a t ions ,  even on t h e  same 
computer, due t o  such i n c i d e n t a l  f a c t o r s  as compiler, executive 
system, clock reading rout ine ,  etc. 
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For comparison we  also timed the  l i b r a r y  subrout ine f o r  t he  exponential. 
function ex f o r  se lec ted  values of x i n  t h e  i n t e r v a l  1 < x < 20. 
observed was r a the r  cons is ten t ly  .315 milliseconds. 
(both real and imaginary pa r t )  by Algorithm,, . thus takes about as long as 
7-21 exponentiations,  depending on . the  loca t ion  of the argument z .  
The t i m e  - -  
The computation of w(z) 
I n  order  t o  gain f u r t h e r  confidence i n  t h e  accuracy claimed, Algorithm.. . 
is run f o r  x = 0(.02)5.32(.005)5.35, 5.4(,2)6, y - 0(.02)4.28(.005)4.31, 
4.4(.2)5, the  r e s u l t s  being compared with those obtained by t h e  same algorithm, 
where h is  replaced by 1.6, N by 33, and v by 36. 
eter values y i e l d s  14 cor rec t  decimal d i g i t s  f o r  z near t h e  or igin.)  
l a rges t  absolute  deviat ion is found t o  be 5.18 x 
4,91 x i n  the  imaginary par t .  
f igures  are 1.18 x lom8 and 6.64 x lo-', respect ively.  
(This combination of param- 
The 
i n  the real pa r t ,  and 
For the  maximum r e l a t i v e  deviat ion t h e  
The region very c lose  along the  real a x i s  is  known to  be a d i f f i c u l t  
I 
region i n  which t o  compute w(z), p a r t i c u l a r l y  i t s  real pa r t ,  
our algorithm does i n  t h i s  region, i t  is  used t o  compute - R e  w(x4-iy) f o r  
x = O ( 1 ) l O  and y = 
To see how w e l l  
1 
J;; 
(s = 1,2,3,5,7; r = 4,3,2). The r e s u l t s  are com- 
pared with those i n  Hummer's t a b l e  [9]. Remarkably enough, although some of 
the answers ( fo r  l a rge  x and s m a l l  y) have order of magnitude lom7,  there  i s  
agreement t o  8 s i g n i f i c a n t  d i g i t s  ( the  precis ion i n  [9]) ,  excepting occasional 
end f igu re  e r r o r s  of 1-7 un i t s .  
Acknowledgments. The author is  indebted t o  Professor  Henry C. Thacher, Jr., 
f o r  s t imulat ing conversations,  and t o  M r .  Thomas J. Aird f o r  wr i t ing  the  pro- 
gram t o  produce the  a l t i t u d e  map of Fig. 1. 
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