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A NEW MODEL IN THE CALOGERO-RUIJSENAARS FAMILY
Ian Marshall
Faculty of Mathematics, Higher School of Economics, Ulitsa Vavilova 7, Moscow
Abstract. Hamiltonian reduction is used to project a trivially integrable system on the
Heisenberg double of SU(n, n), to obtain a system of Ruijsenaars type on a suitable quotient
space. This system possesses BCn symmetry and is shown to be equivalent to the standard
three-parameter BCn hyperbolic Sutherland model in the cotangent bundle limit.
1. Introduction
Consider the Hamiltonian of Ruijsenaars type,
(1.1)
H(q, p) = a2
n∑
i=1
e−2qi
−
n∑
i=1
(cos pi)
[
1 +
(
1 + b2
)
e−2qi + b2e−4qi
]1
2
∏
k 6=i
[
1−
c2
4 sinh2(qi − qk)
]1/2
,
for arbitrary positive constants a2, b2, and c2. The qk are restricted by a condition of the form
q1 > q2 + s, q2 > q3 + s, ... with a suitable s > 0, so as to guarantee that the arguments of all
the square-roots in the product are positive.
The integrability of this Hamiltonian will be shown via a Poisson Lie group analog of the
reduction argument of Kazhdan-Kostant-Sternberg.
1.1. Some history. Following the initial works of Calogero, Moser and Sutherland, Olshanet-
sky and Perelomov undertook a study of the family of Calogero-type systems, these being
characterised by different classical root systems, and different choices for the interaction func-
tion. See [1, 2, 3, 4, 5]. Being characterised by the different root systems means that each
system is invariant with respect to the action of the appropriate Weyl group. The most general
interaction function is the Weierstrass ℘ - function, and the most general root system is the
BCn one: all other integrable cases come from these via different limits and special choices of
parameters. Actually this is not quite true, as the An case sits apart, but it holds true for
(Bn, Cn, Dn) root systems, and was a strong indication of a universal property for the BCn
model. However, in order to include all root systems as special cases of the BCn one it is
necessary that there be three independent parameters, whilst Olshanetsky and Perelomov were
unable to prove integrability unless only two of these are independent. Following the Olshanet-
sky and Perelomov work, there was therefore an important missing gap. This deficiency was
later repaired by Inozemtsev and Meshcheryakov [6], who showed that the BCn case with three
independent parameters was indeed integrable, which justifies its role as a universal model.
A crucial tool for the Olshanetsky and Perelomov approach was symmetry reduction. They
looked at several examples of Lie groups and at cases of trivially integrable flows on them, ad-
mitting large groups of symmetries. This permits projection to the corresponding homogeneous
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space and the result is sure to still be integrable. All of their examples arose in this way. The
more general three-parameter result was not obtained by symmetry reduction, and so another
missing gap remained to be filled: How might one obtain the general integrable BCn case by a
reduction procedure?
Shortly after the work of Olshanetsky and Perelomov appeared, Kazhdan, Kostant and Stern-
berg produced an article [7] which has become one of the classic references for this subject.
They used the method of canonical Hamiltonian symmetry reduction to derive the rational
and trigonometric An models. Their result remains one of the most famous examples of the
use of canonical symmetry reduction, and now appears routinely in textbooks. This method of
reduction is usually called “Marsden-Weinstein reduction”, whilst aficionados will often smile
wisely and say “Of course, this was all known to Lie...” and it surely has other representations
which might vie for priority. The main thing is that as we inch our way towards a better
understanding of models like the one discussed here, such methods are important and we can
all enjoy the pleasure of using them, while acknowledging that their formulation is owed to
several different authors. Indeed the KKS result itself emerged at a time when the reduction
approach was asserting itself as especially effective, and it marks a kind of landmark in the
general subject of reduction just for that reason. A key role in the KKS result was that of the
fixed image taken by the momentum map: this is now often referred to as “the KKS element”
and it will appear, in no less crucial a role, in the present article as well.
Since the time of these early articles the collection of systems going variously under the name
of Calogero-, Caloger-Moser-, Sutherland- and so on, have been studied for a host of different
reasons, and have proved to be a rich source of mathematical treasures.
In 2005 [9] Feher and Pusztai filled a missing part of the story, by showing how to obtain
the general hyperbolic BCn case by canonical symmetry reduction. Their result is important
in relation to the present article, as it uses the setting of the cotangent bundle of SU(n, n) and
this is the picture generalised here.
Meanwhile, in the 1990s Ruijesaars and Schneider had initiated a study of relativistic versions
of the models in the Calogero family [10]. These were all models of An type and they are
invariant with respect to the Poincare´ group, rather than the Galilei group, as had been the case
for the standard systems previously studied. A number of interesting articles by Ruijsenaars
appeared on this theme, see especially [11], some hinting at a possible reduction approach
to their description. In due course, in an article by Gorsky and Nekrasov [12], a reduction
construction was given to describe one of the Ruijsenaars models, with various suggestions
for relevant modifications of the standard point of view used and of the KKS result, and
these suggestions were elaborated in several subsequent articles, for example [13, 14]. Shortly
afterwards Fock and Rosly showed that the complex trigonometric Ruijsenaars model arises
via a canonical reduction construction using a suitably defined classical r-matrix and Poisson
Lie groups [15], see also [16]. What is especially interesting in the Fock and Rosly paper is
their treatment of the so-called “dual system” which appeared in the articles of Ruijsenaars
and which arises in a natural way when viewed in the context of reduction. The reduction
viewpoint has been developed in several articles by Feher and Klimcik [17], in which they have
obtained various Ruijsenaars models as reductions based on the use of Poisson Lie groups, and
also derived global results concerning dual systems.
Several non-An Ruijsenaars type deformations of Calogero-Moser-Sutherland models were
found by van Diejen in [18]. It is interesting that the rational BCn model of van Diejen is dual
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to the hyperbolic BCn Sutherland model. This was proved in [19] by Pusztai, by the use of
reduction.
1.2. Brief summary of the result. The present article is a contribution to the project of
describing Calogero-type systems, or more particularly of the Ruijsenaars ones. It describes the
Poisson Lie group version of the Feher-Pusztai result, and gives rise to what is claimed to be
a Ruijsenaars type deformation of the Hyperbolic BCn Sutherland model. The justification for
this is that it has all the standard properties of a Ruijsenaars system, and yields the classical
three-parameter hyperbolic BCn system in the non-relativistic limit.
The standard Ruijsenaars type deformation of the hyperbolic BCn Sutherland model is the
one found by van Diejen [18]. The system obtained in the present article appears to be different
to that one. The reasons for this are not clear. The origins of the hyperbolic van Diejen model
via reduction are unknown, so now there is some new mystery to uncover.
Feher and Pusztai begin by considering the group K = SU(n, n) with maximal compact
subgroup denoted by K+. The momentum map for the symplectic lift of the natural right
action of K+ on K to the cotangent bundle T
∗K is fixed to be a character of K+. The ensu-
ing reduction yields the cotangent bundle of the symmetric space K/K+ (with the canonical
symplectic structure modified by the addition of a “magnetic term”). This is the secret of the
Feher-Pusztai result, as the the set of characters of K+ is a one dimensional space, and the pa-
rameter on this space becomes the extra parameter in the result. The result of Olshnetsky and
Perelomov, although it was cast in a different language, had effectively ignored the possibility
that T ∗(K/K+) could have emerged at anything other than the zero value of that parameter.
The rest of the reduction involves the momentum map for the symplectic lift of the natural
action of K+ on K/K+ and this is fixed to be a suitable analog of the KKS element. What fol-
lows is a matter of direct computations: a concrete formula can be computed for the symplectic
structure on the reduced space, and a family of trivially commuting Hamiltonians on T ∗K, all
of which are invariant with respect to both actions of K+, descend to give a commuting family
on the reduced - or projected - space. The simplest Hamiltonian in this family is the BCn
Hamiltonian of interest.
The result to be described in the present article follows the Feher-Pusztai one rather closely.
First of all the cotangent bundle T ∗K is replaced by the Heisenberg double G. Then the
momentum maps for the left and right actions ofK+ onG are fixed, both in ways which precisely
imitate the values they were fixed to be in the cotangent case. The reduction is made, again
amounting in practice just to a concrete computation, to obtain a formula for the symplectic
structure on the reduced space, and then a family of trivially commuting Hamiltonians on G is
seen to descend to the reduced space, where in the concrete coordinates involved in the formula
obtained for the symplectic structure, the first, simplest, of the commuting Hamiltonians is
seen to be a Ruijsenaars type analog of the Feher-Pusztai one.
The model described in the present work is of Ruijsenaars form, it is invariant under the
Weyl group for the BCn root system, it is a deformation of the standard hyperbolic Sutherland
model, and it deserves for all these reasons to be known. Here it is put forward as being
moreover an interesting application of Poisson Lie group reduction.
Acknowledgement. The contribution of Laszlo Feher is gratefully acknowledged. This work
represents a regrettably aborted collaboration, begun several years ago. The idea of generalising
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the KKS approach from cotangent bundle to Heisenberg double was explained to me by Feher,
and I am grateful to him for his generous and expert advice.
2. The Heisenberg double of SU(n, n)
Canonical symmetry reduction will be applied to the Heisenberg double of the Poisson Lie
group SU(n, n), so it is worthwhile to start off by describing what this space looks like. At the
same time, some notation is established for use in the rest of the paper:
Let Inn be the 2n× 2n matrix
(
I
n
0
0 −I
n
)
.
G will denote SL(2n,C).
K denotes SU(n, n) = {g ∈ SL(2n,C) | g†Inng = Inn}.
K+ :=
{(
p 0
0 q
)}
= K ∩ SU(2n).
B denotes the set of all upper triangular matrices in SL(2n,C) with real, positive diagonal
entries, and Bn denotes the same set in GL(n,C).
T denotes the diagonal subgroup in U(n).
As a vector space, the Lie algebra g = Lie(G) can be decomposed as the sum g = k+b of the
two subalgebras k = Lie(K) and b = Lie(B), with respect to which the projections Pk : g → k
and Pb : g → b are well-defined. Let 〈 , 〉 : g × g → R denote the non-degenerate, invariant
inner product defined by
〈X, Y 〉 = Im trXY.
Then R := Pk − Pb defines a classical r-matrix on g, skew-symmetric with respect to 〈 , 〉. For
any function F ∈ C∞(G), the left- and right-derivatives, Dl,rF : G→ g ∼ g∗, of F are defined
by
d
dt
∣∣∣∣
t=0
F (etXgetY ) = 〈DlF (g), X〉+ 〈DrF (g), Y 〉 ∀X, Y ∈ g.
The Poisson structure on G, as the Heisenberg double based on the bi-algebra g = k + b, is
defined by
(2.2) {F,H} = 〈DlF,R(DlH)〉+ 〈DrF,R(DrH)〉.
Let c1, c2 ∈ G and define the subspace M(c1, c2) ⊂ G by
M(c1, c2) = {bc1k | b ∈ B, k ∈ K} ∩ {kc2b | b ∈ B, k ∈ K}.
Introduce “coordinates” (bL, kL, bR, kR) on M(c1, c2) (which of course are not independent) by
M(c1, c2) ∋ g = bLc1kR = kLc2bR.
Proposition 2.1. (Alekseev and Malkin [20]) M(c1, c2) is a symplectic leaf, and all symplectic
leaves are of this form. The symplectic structure on M(c1, c2) can be written in the form
(2.3) [Symp](g) = 〈dbLb
−1
L
∧, dkLk
−1
L 〉+ 〈b
−1
R dbR
∧, k−1R dkR〉.
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The inner product 〈 , 〉 has been used so far to identify g∗ with g, and we may also use it
to identify k∗ ∼ b⊥ ⊂ g and b∗ ∼ k⊥ ⊂ g; but for the same reason that R is skew with respect
to 〈 , 〉, b⊥ = b and k⊥ = k. The natural Poisson structures on K and B compatible with the
Heisenberg double structure on G, defined above, are given by
(2.4) {ϕ, ψ}(k) = 〈Dlϕ(k) , kDrψ(k)k−1〉 φ, ψ ∈ C∞(K), Dl,rϕ, Dl,rψ ∈ b ∼ k∗
and
(2.5) {ϕˆ, ψˆ}(b) = 〈Dlϕˆ(b) , bDrψˆ(b)b−1〉 ϕˆ, ψˆ ∈ C∞(B), Dl,rϕˆ, Dl,rψˆ ∈ k ∼ b∗.
The meaning of (2.4) and (2.5) should be clear, but they are not necessary for the rest of the
article, and are only included here for completeness. For a full account of the technology of
Poisson Lie groups, the review by Reyman and Semenov-Tian-Shansky [8] is recommended: if
the reader prefers one of the host of alternative texts to that one, it is readily and favourably
endorsed here. Suffice it to say that K and B are Poisson Lie groups which act in a natural
way on the Poisson space G (whose Lie group structure is suppressed) and that one can reduce
with respect to these actions by applying symplectic reduction (to the symplectic leaves).
Proposition 2.2. The functions Φν ∈ C
∞(G) defined by
Φν(g) = −
1
2ν
tr
(
gIn,ng
†In,n
)ν
ν = 1, 2, . . .
are in involution with one another, with respect to the Poisson bracket (2.2).
Proof. For all ν, DlΦν and D
rΦν are both in k, and the result is a direct consequence of this
fact. 
Proposition 2.3. On G, the Hamiltonian vector field for Φ1 is integrated explicitly to give
(2.6) g(t) = g(0) exp
[
−2itIn,ng(0)
†In,ng(0)
]
Proof. The left- and right-derivatives of Φ1 are computed to be D
lΦ1(g) = −igIn,ng
†In,n and
DrΦ1(g) = −iIn,ng
†In,ng, with the result that the Hamiltonian vector-field can be written as
(2.7) g˙ = −2g[iIn,ng
†In,ng] = −2[igIn,ng
†In,n]g = −2igIn,ng
†In,ng,
from which it follows that [igIn,ng
†In,n] is constant, and hence the result. 
Moreover, it follows from the fact that (2.7) is a Hamiltonian vector-field, that it is tangent
to symplectic leaves, and therefore that its integration to the curve (2.6), defined in the Propo-
sition, lies entirely within one symplectic leaf. That is, g(0) ∈M(c1, c2)⇒ g(t) ∈M(c1, c2) ∀t.
3. The reduced space
In this section we shall explain the implementation of a reduction argument analogous to
that of Kazhdan-Kostant-Sternberg (to which the abbreviation “KKS” will refer), adapted to
the Heisenberg double. Specifically, what follows is the PLG version of a result of Feher and
Pusztai, see [9].
Any element of K may be written in the form
(3.8)
(
ρ 0
0 τ
)(
Γ Σ
Σ Γ
)(
k 0
0 l
)
,
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with ρ, τ, k, l ∈ U(n), with Γ = cosh∆,Σ = sinh∆, and with ∆ diagonal and real. Let us
define the open subset Kˇ of K to be the set of all “regular” elements of K, being those which
can be written in the above form, with the matrix
(
0 ∆
∆ 0
)
in the interior of a particular Weyl
chamber within the Cartan subalgebra. That is,
(3.9) ∆ = diag(∆1, . . . ,∆n) with ∆1 > ∆2 > · · · > ∆n.
Remark. ρ, τ, k, l are only defined up to the action of T, given by δ·(ρ, τ, k, l) = (ρδ, τδ, δ†k, δ†l).
Restriction to Kˇ is acceptable for the reason that we shall be treating such matrices as defining
points in a Poisson space, on which a group action is defined, and with respect to which a
reduction procedure may be applied: we shall not be using all of their properties as members
of a group, as we do not need to apply the group operation between regular elements.
Remark: It is standard in discussions of Calogero type systems, to restrict to an open region
of some fixed Weyl chamber, to avoid “collisions of particles”, and this is reasonable as the
forbidden points of the space correspond to poles of the potential.
We can write any element of B in the block-form,(
σ ν
0 π
)
, σ, π ∈ Bn, ν ∈ gl(n,C).
We restrict to the symplectic leaf M(I, I); that is, to elements of G = SL(2n,C) which may
be written in the form
(3.10) g = kLbR = bLkR with kL,R ∈ K, bL,R ∈ B.
To be precise, we also restrict kL to be in Kˇ.
3.1. The Constraints. By fixing σ ∈ Bn and x, y ∈ R+, constraints are imposed as follows:
suppose that when written in the form G ∋ g = kLbR, bR =
(
xI ω
0 x−1I
)
and that, when
written in the form g = bLkR, bL =
(
y−1σ y−1ν
0 yI
)
, with det(σ) = 1, and with both ω and ν
undetermined in gl(n). To start with σ is just some fixed element in Bn, but it will shortly
be specified to be the appropriate Poisson Lie Group analogue of the KKS element. These
constraints are chosen in such a way that we may factor on the right of G by K+ and on the
left by a big strict subgroup of K+. However, as the map g 7→ bR generates the right-action of
K on G and the map g 7→ bL generates the left-action of K on G, both actions being Poisson,
the fixing of the block-diagonal parts of bL and bR, followed by projections to equivalence classes
defined by the residual actions of the isotropy subgroups of K, is sure to result in a reduced
Poisson structure on the quotient space. The key property which ensures that this will work is
that the left- and right-actions of K+ on G are admissible. This property is explained in [21],
where it is shown to depend on a remarkably simple condition on the symmetry group: namely
that the action of a subgroup of a Poisson Lie group is admissible if and only if the annihilator
of its Lie algebra is a subalgebra in the dual Lie algebra. In the present context, we easily check
that this condition is satisfied; indeed it says that
[(
0 ∗
0 0
)
,
(
0 ∗
0 0
)]
=
(
0 ∗
0 0
)
. (I call this
condition remarkable, for the reason that it does not depend on the space on which the group
acts.)
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As the family of functions defined in Proposition 2.2 are all invariant with respect to the left-
and right-actions ofK+, they descend to functions on the reduced space, where their commuting
property is preserved. The remaining sections amount to making a choice of local coordinates
on the reduced space and seeing what the representatives of the commuting Hamiltonians Φk
look like in these local coordinates.
4. Computation of the symplectic structure on the reduced space
We’d like to obtain local coordinates on the reduced space and an expression for the reduced
symplectic structure in terms of those coordinates. It follows from g = bLkR, that
(4.11) gInng
† = bLInnb
†
L =
(
y−1σ −y−1ν
0 −yI
)(
y−1σ† 0
y−1ν† yI
)
=
(
y−2(σσ† − νν†) −ν
−ν† −y2I
)
After factoring on the right by K+ and on the left by the subgroup
{(
I 0
0 p
)}
⊂ K+ it may
be assumed that g is in one of the two gauges:
g =
(
ρΓ ρΣ
Σ Γ
)(
xI ω
0 x−1I
)
with ω ∈ gl(n,C), ρ ∈ SU(n)
or
g =
(
ρΓ ρΣ
Σ Γ
)(
k 0
0 l
)(
xI ω
0 x−1I
)
with ω diagonal, real, positive and ρ, k, l ∈ U(n).
In these two formulae Γ and Σ are as they were in (3.8).
Remark: We have factored on the left by a subgroup of K+. Later we shall factor by the
remaining gauge freedom in K+. More will be said about this later. Moreover, although we
think of ρ as living in U(n), it is only defined up to right-multiplication by matrices in T and
this freedom will be exploited later on.
In the first gauge1 ω is generic and we have
g =
(
ρΓ ρΣ
Σ Γ
)(
xI ω
0 x−1I
)
=
(
xρΓ ρΓω + x−1ρΣ
xΣ Σω + x−1Γ
)
.
Let us make the substitution Ω = Σω + x−1Γ, so that
(4.12) g =
(
xρΓ ρΣ−1(ΓΩ− x−1I)
xΣ Ω
)
.
As ω was generic, so is Ω, at this stage, a generic element in gl(n,C).
4.1. Solving the constraint condition. From (4.12) we get
gInng
† =
(
x2ρΓ2ρ† − ρΣ−1(ΓΩ− x−1I)(Ω†Γ− x−1I)Σ−1ρ† x2ρΣΓ− ρΣ−1(ΓΩ− x−1I)Ω†
x2ΣΓρ† − Ω(Ω†Γ− x−1I)Σ−1ρ† x2Σ2 − ΩΩ†
)
,
1The author expects that the second gauge will yield the dual system upon completion of all the reduction
procedure, but this speculation has not been confirmed, and can be read as equivalent to a wild guess.
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and imposing the constraint by comparing this with (4.11), we get
(4.13)


ΩΩ† = y2I+ x2Σ2 = Λ2, with Λ = diag
(
[y2 + x2 sinh2∆i]
1/2
)
,
ν = ρΣ−1(y2Γ− x−1Ω†),
x2ρΓ2ρ† − ρΣ−1(ΓΩ− x−1I)(Ω†Γ− x−1I)Σ−1ρ† + y−2νν† = y−2σσ†,
from which we deduce that Λ−1Ω ∈ U(n), or in other words
(4.14) Ω = ΛT, with T ∈ U(n),
and thence
ρΣ−1T †Σ2TΣ−1ρ† = σσ†.
or
(4.15) T †Σ2T = Σρ†σσ†ρΣ.
(4.15) is viewed as being a constraint condition and will be subject to a detailed analysis in
Section 5. For the time being σ remains as just some constant matrix in Bn.
Having solved for g in (4.11), it follows that kR ∈ K, defined by kR = b
−1
L g, will be in SU(n, n);
that is, it satisfies k†RIn,nkR = In,n.
We have then, bLkR = g = kLbR, with
(4.16)
bL =
(
y−1σ y−1ν
0 yI
)
and ν = ρΣ−1(y2Γ− x−1Ω†),
bR =
(
xI ω
0 x−1I
)
and ω = Σ−1(Ω− x−1Γ),
kL =
(
ρΓ ρΣ
Σ Γ
)
,
kR = b
−1
L g = y
−1
(
σ−1 0
0 I
)(
ρΣ−1 0
0 I
)(
T † 0
0 I
)(
Λ xΣ2
xI Λ
)(
Σ 0
0 T
)
.
We may now use these together with (2.3) to compute the symplectic structure on the reduced
space. We have
dbLb
−1
L =
(
0 y−2dν
0 0
)
=
(
0 y−2d
[
ρΣ−1(y2Γ− x−1Ω†)
]
0 0
)
,
b−1R dbR =
(
0 x−1dω
0 0
)
=
(
0 x−1d
[
Σ−1(Ω− x−1Γ)
]
0 0
)
,
dkLk
−1
L =
(
dρρ† ρd∆
d∆ρ† 0
)
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k−1R dkR =
(
Σ−1dΣ 0
0 T †dT
)
+ y−2
(
ΛdΛ 2xΛdΣT
−xT †dΛΣ −2x2T †ΣdΣT + T †ΛdΛT
)
+ y−2
(
−Σ−1ΛdTT †ΛΣ −xΣ−1ΛdTT †Σ2T
xT †dTT †ΛΣ x2T †dTT †Σ2T
)
+ y−2
(
Σ−1ΛTΣρ†d(ρΣ−1)T †ΛΣ xΣ−1ΛTΣρ†d(ρΣ−1)T †Σ2T
−xΣρ†d(ρΣ−1)T †ΛΣ −x2Σρ†d(ρΣ−1)T †Σ2T
)
.
Thus,
〈dbLb
−1
L
∧, dkLk
−1
L 〉 = y
−2〈dν ∧, d∆ρ†〉
= 〈ρ†dρ ∧, Σ−1Γd∆− x−1y−2Σ−1T †Λd∆〉+ x−1y−2〈dT ∧, ΛΣ−1d∆〉,
where here several simplifications have been made:
(i) as the pairing between b and k is the imaginary part of the trace, we have 〈A,B〉 = −〈A†, B†〉,
(ii) because of the antisymmetry, denoted by wedge ‘∧’, all terms involving adjacent diagonal
differentials d∆ are zero.
Then,
〈b−1R dbR
∧, k−1R dkR〉 = y
−2〈dω ∧, − T †ΣdΛ + T †dTT †ΛΣ− Σρ†dρΣ−1T †ΛΣ+ Σ−1dΣT †ΛΣ〉
= y−2〈ΣΛd(Σ−1Λ) ∧, dTT † − TΣρ†dρΣ−1T † + TΣ−1dΣT †〉
+ x−1y−2〈ΛΣ−1d∆ ∧, T †dTT † +−Σρ†dρΣ−1T †〉
+ y−2〈dTT † ∧, − ΛdΛ+ dTT †Λ2 − TΣρ†dρΣ−1T †Λ2 + TΣ−1dΣT †Λ2〉
= 〈ρ†dρ ∧, x−1y−2Σ−1T †Λd∆+ x2y−2Σ−1T †Σ2dTΣ+ Σ−1T †dTΣ− Σ−1T †Σ−1dΣTΣ〉
+ 〈dTT † ∧, − x2y−2ΣdΣ + Σ−1dΣ + x2y−2dTT †Σ2 + TΣ−1dΣT † + x2y−2TΣ−1dΣT †Σ2〉
+ 〈Σ−1dΣ ∧, T †Σ−1dΣT 〉+ x−1y−2〈ΛΣ−1d∆ ∧, dT 〉.
Putting these together, we have
[Symp] = 〈ρ†dρ ∧, Σ−1dΣ+ Σ−1T †dTΣ− Σ−1T †Σ−1dΣTΣ〉 + 〈T †dT + dTT † ∧, Σ−1dΣ〉
+ x2y−2〈ρ†dρ ∧, (Σ−1T †Σ2TΣ−1)(ΣT †dTΣ)〉
+ x2y−2〈dTT † ∧, ΣdΣ + (dTT †)(Σ2)〉+ x2y−2〈T †dT ∧, (Σ−1dΣ)(T †Σ2T )〉,
and brackets have been inserted into the last formula to indicate how the identity 〈A,B〉 =
−〈A†, B†〉 can be put to good use. Use of the constraint (4.15) allows the replacement,
[Σ−1T †Σ2TΣ−1, ρ†dρ] = [ρ†σ†σρ, ρ†dρ] = d(ρ†σ†σρ) = d(Σ−1T †Σ2TΣ−1),
and results in the mutual cancellation of all the terms multiplied by x2y−2. Finally everything
may be collected together into the following condensed form
(4.17) [Symp] = 〈 ρ†dρ ∧, Σ−1T †Σ d(Σ−1TΣ) 〉+ 〈 T †dT + dTT † ∧, Σ−1dΣ 〉.
It is important to ensure that the above structure is invariant with respect to replacements of
ρ by Rρ for which R leaves σ invariant; that is R†σσ†R = σσ†. On the one hand this invariance
is guaranteed by the theory of reduction, so that there is nothing to check, but on the other
hand it is a useful check that calculations so far have been carried out correctly. Let us denote
by [Symp]1 the problematic term in [Symp]. Thus
[Symp]1 = 〈ρ
†dρ ∧, (Σ−1T †Σ)d(Σ−1TΣ)〉.
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The lemma which follows plays a crucial role in the efficient computation of [Symp], not only
because it confirms that (4.17) is well-defined on the reduced space, but also as it hugely
simplifies the task, by justifying the making of a simple and convenient choice for ρ.
Lemma 4.1. [Symp]1 is invariant with respect to replacement of ρ by Rρ whenever R leaves
σ invariant.
Proof. Let τ := Σ−1T †Σ. Then
ττ † = Σ−1T †Σ2TΣ−1 = ρ†σσ†ρ
which implies
(4.18) τ = ρ†σQ for some Q ∈ U(n).
Suppose that R leaves σ invariant; that is
(4.19)


R ∈ U(n) and R†σσ†R = σσ†
⇒ ∃S ∈ U(n) s.t. R†σ = σS
⇔ σ−1R = S†σ−1
⇔ Sσ−1 = σ−1R† ⇔ Rσ = σS†.
Now, rewriting [Symp]1 in terms of ρ and Q instead of in terms of ρ and τ , we have
[Symp]1 = 〈dQQ
† ∧, σ−1dρρ†σ〉.
Suppose that we replace ρ by Rρ, with R ∈ U(n) s.t. R†σσ†R = σσ†. We have
ττ † = ρ†σσ†ρ = ρ†R†σσ†Rρ
but now combining (4.18) and (4.19),
ρ†R†σ = ρ†σS = τQ†S, or τ = ρ†R†σS†Q.
That is, replacing ρ by Rρ is accompanied by the replacement of Q by S†Q. Computing now
[Symp]1 at the shifted point (ρ˜, Q˜) = (Rρ, S
†Q) we have
[Symp]
1
(ρ˜, Q˜) = 〈d(S†Q)Q†S ∧, σ−1d(Rρ)ρ†R†σ〉
= 〈σS†dQQ†Sσ−1 − σS†d(Sσ−1) ∧, dRR† +Rdρρ†R†〉
= 〈RσdQQ†σ−1R† + dRR† ∧, dRR† +Rdρρ†R†〉
= 〈dQQ† ∧, σ−1R†d(Rσ) + σ−1dρρ†σ〉, using u(n)⊥ = u(n),
= 〈dQQ† ∧, − dSS† + σ−1dρρ†σ〉
= 〈dQQ† ∧, σ−1dρρ†σ〉, again using u(n)⊥ = u(n),
= [Symp]
1
(ρ,Q) as required.

Note: Making use of the freedom to multiply ρ on the left by any R, for which R†σσ†R = σσ†,
is the factoring by the remaining gauge freedom which was referred to in the remark between
(4.11) and (4.12).
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5. Imposing the KKS Constraint Condition
The KKS constraint condition is conveniently expressed, not as an explicit one on σ, but
rather, equivalently, as one on the product σσ†. Thus, fixing α ∈ R\{0,±1} and vˆ ∈ Cn, σ is
required to satisfy
(5.20) σσ† = α2I+ ǫvˆvˆ†,
where ǫ = −sgn(log(α2)), i.e. ǫ is +1 if α2 < 1 and −1 if α2 > 1. If we allow α to be arbitrary,
vˆ is restricted by the condition that det σ = 1, but direct use of this condition is not needed
and it becomes taken care of automatically, so no more will be said about it. Moreover, the
result we are aiming for is invariant with respect to α 7→ α−1, so we may safely assume that
α2 < 1 and take ǫ = 1.
Together with (5.20), we must solve the condition given by (4.15). It is convenient to intro-
duce the vectors v˜ := ρ†vˆ and v := Σv˜. Applying (5.20),
(5.21) Σρ†σσ†ρΣ = α2Σ2 + vv†
and it may be argued, using standard gauge-freedom arguments, that vi ∈ R≥0 : concretely,
recalling that ρ is only determined modulo right-multiplication by T, we may modify ρ by
multiplying it on the right by a suitable diagonal matrix so that each of the components vi is
real and non-negative. Subtracting λ from both sides of (4.15), then using (5.21) and taking
determinants, we have
det(Σ2 − λ) = det(α2Σ2 − λ+ vvT ) = det(α2Σ2 − λ)[1 + vT (α2Σ2 − λ)−1v],
thus,
(5.22) 1 + vT (α2Σ2 − λ)−1v =
det(Σ2 − λ)
det(α2Σ2 − λ)
∀λ .
The residue at λ = α2Σ2k gives
(5.23) v2k =
(∏
j 6=k
(α2Σ2j − α
2Σ2k)
)−1 n∏
i=1
(Σ2i − α
2Σ2k) .
Next let’s solve for T in (4.15), so T must satisfy
(5.24) T †Σ2T = α2Σ2 + vvT .
This determines T only up to left multiplication by T. Let T † = (t1, . . . , tn), with tk ∈ C
n
satisfying t†itj = δij . We get T
†Σ2T =
∑
Σ2i tit
†
i so that, from (5.24), we have
n∑
i=1
Σ2i tit
†
i = α
2Σ2 + vvT .
Letting both sides of the above equation act on the vector ti, and using the orthonormal
property of the vectors {tk} we obtain
Σ2i ti = α
2Σ2ti + (v
Tti)v,
i.e.
(Σ2i I− α
2Σ2)ti = (v
T ti)v ⇒ ti = (v
T ti)(Σ
2
i I− α
2Σ2)−1v.
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In fact, writing tˆi = (Σ
2
i I − α
2Σ2)−1v, ti is tˆi normalised. We may check that {tˆ1, tˆ2, . . . , tˆn}
is an orthogonal set. Hence the vectors ti are completely defined, up to multiplication by an
element of U(1)
(5.25)
ti = θit˜i, θi ∈ U(1)
with t˜i = (tˆ
†
i tˆi)
− 1
2 tˆi
=
[
vT (Σ2i I− α
2Σ2)−2v
]− 1
2 (Σ2i − α
2Σ2)−1v.
Hence we have
(5.26) T = P T˜ ,
with T˜ † = (t˜1, . . . , t˜n), with the vectors t˜i defined in (5.25), and
(5.27) T ∋ P = exp(ip) , with p = diag(p1, . . . , pn).
Let us note that T˜ is real ; that is T˜ ∈ O(n).
Due to Lemma 4.1, in computing the explicit form of [Symp], we may use the most convenient
representative of ρ for our needs, and indeed ρ itself does not appear, but rather only the
combination ρ†dρ. How, though, is ρ defined? Well, it must satisfy the condition ρ†σσ†ρ =
α2I+ v˜v˜†, with v˜ = Σ−1v ∈ Rn. From this it follows that
d(v˜v˜†) = [ρ†σσ†ρ, ρ†dρ] = [v˜v˜†, ρ†dρ].
Hence we may use for ρ†dρ, just any skew symmetric matrix which satisfies this condition, and
for this there exists a very simple choice. First of all let us notice that v˜†v˜ is constant: we have
v˜ = ρ†vˆ ⇒ |v˜|2 = |vˆ|2.
Hence d(v˜†v˜) = 0. Consider now
[v˜v˜†, v˜dv˜† − dv˜v˜†] = (v˜†v˜)v˜dv˜† − (v˜†dv˜)v˜v˜† − (dv˜†v˜)v˜v˜† + (v˜†v˜)dv˜v˜T
= |v˜|2(v˜dv˜† + dv˜v˜†) = |v˜|2d(v˜v˜†).
A convenient choice then for ρ†dρ is
(5.28) ρ†dρ = |vˆ|−2(v˜dv˜† − dv˜v˜†) = |vˆ|−2(v˜dv˜T − dv˜v˜T ).
With this choice, ρ†dρ is real.
We now have everything we need to compute [Symp] explicitly:
T †dT = T˜ TdT˜ + iT˜ TdpT˜ and dTT † = idp+ PdT˜ T˜ TP †,
from which we obtain
[Symp]2 = 〈T
†dT + dTT † ∧, Σ−1dΣ〉 = tr
(
dp ∧ (Σ−1dΣ+ T˜Σ−1dΣT˜ T )
)
.
We have
Σ−1T †Σd(Σ−1TΣ) = Σ−1dΣ + Σ−1T †dTΣ− Σ−1T †Σ−1dΣTΣ
= Σ−1dΣ + Σ−1T˜ TdT˜Σ+ iΣ−1T˜ TdpT˜Σ− Σ−1T˜ TΣ−1dΣT˜Σ ,
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from which we obtain, substituting from (5.28) and using the fact that with this choice ρ†dρ is
real,
[Symp]
1
= |vˆ|−2〈v˜dv˜T − dv˜v˜T ∧, iΣ−1T˜ TdpT˜Σ〉
= |vˆ|−2tr
(
T˜Σ(v˜dv˜T − dv˜v˜T )Σ−1T˜ T ∧ dp
)
.
In order to simplify the formula for [Symp]1 we need the diagonal part of the matrix T˜Σ(v˜dv˜
T−
dv˜v˜T )Σ−1T˜ T , so let’s compute[
T˜Σ(v˜dv˜T − dv˜v˜T )Σ−1T˜ T
]
ii
=
[vT (Σ2i − α
2Σ2)−2v]−1
n∑
k=1
n∑
l=1
(Σ2i − α
2Σ2k)
−1(Σ2i − α
2Σ2l )
−1Σ2k
[
v˜2kv˜ldv˜l − v˜
2
l v˜kdv˜k
]
.
It is convenient to replace Σ2i by λ in this expression and v˜kdv˜k by
1
2
d(v˜2k), so that we have
1
2
[vT (λ− α2Σ2)−2v]−1
n∑
k=1
n∑
l=1
(λ− α2Σ2k)
−1(λ− α2Σ2l )
−1
[
−Σ2kd(v˜
2
k)v˜
2
l + Σ
2
kv˜
2
kd(v˜
2
l )
]
,
which we may rewrite as
1
2
[vT (λ− α2Σ2)−2v]−1
n∑
k=1
n∑
l=1
(λ− α2Σ2k)
−1(λ− α2Σ2l )
−1d(v˜2k)(v˜
2
l )
[
Σ2l − Σ
2
k
]
.
Now
1
λ− α2Σ2k
−
1
λ− α2Σ2l
=
α2(Σ2k − Σ
2
l )
(λ− α2Σ2k)(λ− α
2Σ2l )
so we obtain
1
2α2
1
[vT (λ− α2Σ2)−2v]
(
n∑
k=1
d(v˜2k)
n∑
l=1
(λ− α2Σ2l )
−1v˜2l −
n∑
k=1
(λ− α2Σ2k)
−1d(v˜2k)
n∑
l=1
v˜2l
)
=
1
2α2
1
[vT (λ− α2Σ2)−2v]
(
d|v˜|2
n∑
l=1
v˜2l
λ− α2Σ2l
− |v˜|2
n∑
k=1
d(Σ−2k v
2
k)
λ− α2Σ2k
)
= −
1
2α2
|vˆ|2
1
[vT (λ− α2Σ2)−2v]
n∑
k=1
d(v˜2k)
λ− α2Σ2k
, as |v˜| = |vˆ| ⇒ d|v˜|2 = 0.
Thus
[Symp]1 =
1
2α2
n∑
i=1
(
[vT (λ− α2Σ2)−2v]−1
n∑
k=1
(λ− α2Σ2k)
−1dpi ∧ d(Σ
−2
k v
2
k)
)∣∣∣∣∣
λ = Σ2i
The T˜Σ−1dΣT˜ T term in [Symp]2 shakes down to the following expression
(
T˜Σ−1dΣT˜ T
)
ii
=
1
2α2
(
[vT (λ− α2Σ2)−2v]−1
n∑
k=1
Σ−2k v
2
kd[(λ− α
2Σ2k)
−1]
)∣∣∣∣∣
λ = Σ2i
,
and hence
[Symp]2 =
n∑
i=1
dpi∧Σ
−1
i dΣi+
1
2α2
n∑
i=1
(
[vT (λ− α2Σ2)−2v]−1
n∑
k=1
Σ−2k v
2
kdpi ∧ d[(λ− α
2Σ2k)
−1]
)∣∣∣∣∣
λ = Σ2i
.
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Putting these together we have
[Symp] =
n∑
i=1
dpi ∧ Σ
−1
i dΣi +
1
2α2
n∑
i=1
(
[vT (λ− α2Σ2)−2v]−1
n∑
k=1
dpi ∧ d
[
v˜2k
λ− α2Σ2k
])∣∣∣∣∣
λ = Σ2i
=
n∑
i=1
dpi ∧ Σ
−1
i dΣi
+
1
2α2
n∑
i=1
dpi ∧
(
[vT (λ− α2Σ2)−2v]−1d
[
vT (λ− α2Σ2)−1Σ−2v
])∣∣∣
λ = Σ2i
.
This is a very useful expression, as we may find a concise form for the combination
vT (λ− α2Σ2)−1Σ−2v.
5.1. Computing a convenient expression for d
[
vT (λ− α2Σ2)−1Σ−2v
]
: Consider
|v˜|2 = vTΣ−2v = vTΣ−2(λ− α2Σ2)(λ− α2Σ2)−1v
= λvTΣ−2(λ− α2Σ2)−1v − α2vT (λ− α2Σ2)−1v
⇒ 0 = d(|v˜|2) = λ d
(
vTΣ−2(λ− α2Σ2)−1v
)
− α2 d
(
vT (λ− α2Σ2)−1v
)
.
Thus
(5.29) d
(
vTΣ−2(λ− α2Σ2)−1v
)
=
α2
λ
d
(
vT (λ− α2Σ2)−1v
)
∀λ.
From (5.22) we already have
vT (λ− α2Σ2)−1v = 1−
det(λ− Σ2)
det(λ− α2Σ2)
,
which implies
(5.30) d
[
vT (λ− α2Σ2)−1v
]
= 2
det(λ− Σ2)
det(λ− α2Σ2)
n∑
k=1
(
(λ− Σ2k)
−1 − α2(λ− α2Σ2k)
−1
)
ΣkdΣk ,
and also
(5.31)
vT (λ− α2Σ2)−2v =
d
dλ
vT (α2Σ− λ)−1v
=
det(λ− Σ2)
det(λ− α2Σ2)
n∑
k=1
(
(λ− Σ2k)
−1 − (λ− α2Σ2k)
−1
)
.
Putting all these together we obtain
(5.32)(
vT (λ− α2Σ2)−2v
)−1
d
(
vTΣ−2(λ− α2Σ2)−1v
)
=
2
α2
λ
(
n∑
l=1
[
(λ− Σ2l )
−1 − (λ− α2Σ2l )
−1
])−1( n∑
k=1
[
(λ− Σ2k)
−1 − α2(λ− α2Σ2k)
−1
]
ΣkdΣk
)
and taking the limit as λ→ Σ2i gives
(5.33)
(
vT (λ− α2Σ2)−2v
)−1
d
(
vTΣ−2(λ− α2Σ2)−1v
)∣∣∣∣
λ = Σ2i
= 2α2Σ−1i dΣi.
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Hence we arrive at the formula
(5.34) [Symp] = 2
n∑
i=1
dpi ∧ Σ
−1
i dΣi,
and so find ourselves in the happy position of having discovered canonical coordinates on the
reduced space via our first natural choice. In standard form, the canonical coordinates (q, p)
are of course given by Σi = exp(qi).
6. Commuting Hamiltonians
The functions in the commuting family of Proposition 2.2 are all invariant with respect to
the actions of K+ and so induce a commuting family on the reduced space. The simplest one
of these is Φ1. We have
ω†ω = (Ω† − x−1Γ)Σ−2(Ω− x−1Γ)
= T †Λ2Σ−2T − x−1(T †ΛΣ−2Γ + ΓΣ−2ΛT ) + x−2Σ−2Γ2
= T †(y2Σ−2 + x2)T − x−1(T †ΛΣ−2Γ + ΓΣ−2ΛT ) + x−2(Σ−2 + I).
The definition
(6.35)
Φ1 = −
1
2
tr (g†InngInn)
= 1
2
tr(ω†ω)− 1
2
n(x2 + x−2)
= 1
2
(y2 + x−2)tr(Σ−2)− 1
2
x−1trΛΓΣ−2T˜ T (P + P ∗)
results in
(6.36)
Φ1 =
1
2
(x−2 + y2)
n∑
i=1
Σ−2i
− x−1
n∑
i=1
(cos pi)
√
1 + Σ−2i
√
x2 + y2Σ−2i
∏
k 6=i
√
α−1Σ2k − αΣ
2
i
√
αΣ2k − α
−1Σ2i
(Σ2k − Σ
2
i )
.
At this juncture it is easy to see that there is a BCn Weyl group action on the reduced space
leaving the Hamiltonian Φ1 invariant. This action is generated by the symplectic lifts of the
operations
(6.37)
∆i 7→ −∆i i = 1, . . . , n
(∆i,∆k) 7→ (∆k,∆i) i, k = 1, . . . , n
which, comparing with (5.34), is represented in terms of the coordinates {(Σ, p)} by
(6.38)
(Σi, pi) 7→ (−Σi,+pi) i = 1, . . . , n
(Σi,Σk, pi, pk) 7→ (Σk,Σi, pk, pi) i, k = 1, . . . , n
The invariance claim is now revealed by direct inspection of (6.36).
Remark: In the context of the procedure used to arrive at this point, going back to where a
restriction was made to an open subset of the unreduced phase space, defined by the requirement
that ∆ lie within some particular fixed Weyl chamber, the above action of the Weyl group acts
by changing the Weyl chamber defined by (3.9) to some other one, without the need for any
change in the reduction argument.
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Equation (6.36) may be rewritten as
(6.39)
Φ1 =
1
2
(x−2 + y2)
n∑
i=1
e−2qi
−
n∑
i=1
(cos pi)
[
1 +
(
1 +
y2
x2
)
e−2qi +
y2
x2
e−4qi
]1
2 ∏
k 6=i
[
1−
(α− α−1)2
4 sinh2(qi − qk)
]1/2
Aside from the first extra term in the Hamiltonian (6.39), it has the standard form of a Rui-
jsenaars type model, and it is invariant under the action of the Weyl group for the BCn root
system, whilst it depends on the three independent parameters α, x, y.
6.1. Linearisation. “Linearisation” is the passage from the Heisenberg double to the cotan-
gent bundle, which is the same as the semi-direct product K ⋉ b = K ⋉ k∗. This is equivalent
to assuming that the B-component of g consists of elements of the form I + tX + O(t2) with
X ∈ b, and t very small.
The cotangent bundle limit involves the substitutions
x = exp(tξ), y = exp(tη), α = exp(tζ), p = tπ
and re-scaling of the symplectic structure. We discover that we must replace π by Γ−1Σpˆ in
order to have the Hamiltonian in the form 1
2
|pˆ|2+V (qˆ). This results in the symplectic structure
having the form
∑
dpˆi∧dqˆi, for qˆ = ∆, and the Hamiltonian is the same as the three-parameter
hyperbolic BCn Sutherland Hamiltonian from [6] and [9].
Explicitly :
x−2 + y2 = 2 + 2t(η − ξ) + 2t2(η2 − ξ2) + · · · ,
cos(tπi) = 1−
1
2
t2π2i + · · · ,(
1 +
y2
x2
Σ−2i
)1/2
= (1 + Σ−2i )
1/2
(
1 + 2t(η − ξ)Γ−2i + 2t
2(η − ξ)2Γ−2i + · · ·
)1/2
= (1 + Σ−2i )
1/2
(
1 + t(η − ξ)Γ−2i + t
2(η − ξ)2Γ−2i −
1
2
t2(η − ξ)2Γ−4i + · · ·
)
,
(Σ2k − Σ
2
i )
−1
(
α−1Σk − αΣ
2
i
)1/2
(αΣk − α
−1Σ2i
)1/2
= (Σ2k − Σ
2
i )
−1
(
Σ2k − Σ
2
i − tζ(Σ
2
k + Σ
2
i ) +
1
2
t2ζ2(Σ2k − Σ
2
i ) + · · ·
)1/2
×(
Σ2k − Σ
2
i + tζ(Σ
2
k + Σ
2
k) +
1
2
t2ζ2(Σ2k − Σ
2
i ) + · · ·
)1/2
= (Σ2k − Σ
2
i )
−1
(
(Σ2k − Σ
2
i )
2 + t2ζ2(Σ2k − Σ
2
i )
2 − t2ζ2(Σ2k + Σ
2
i )
2 + · · ·
)1/2
=
(
1− 4t2ζ2
Σ2iΣ
2
k
(Σ2k − Σ
2
i )
2
+ · · ·
)1/2
=
(
1− 2t2ζ2
Σ2iΣ
2
k
(Σ2k − Σ
2
i )
2
+ · · ·
)
.
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Thus,
Φ1(t) =
(
1 + t(η − ξ) + t2(η2 − ξ2) + · · ·
) n∑
i=1
Σ−2i
−
n∑
i=1
(
1− 1
2
t2π2i + · · ·
)
(1 + Σ−2i )
[
1 + t(η − ξ)Γ−2i + t
2(η − ξ)2Γ−2i −
1
2
t2(η − ξ)2Γ−4i + · · ·
]
×
×
∏
k 6=i
(
1− 2t2ζ2
Σ2iΣ
2
k
(Σ2i − Σ
2
k)
2
· · ·
)
= H0 + tH1 + t
2H2 + · · ·
with
H0 = −n, H1 = 0,
H2 =
1
2
n∑
i=1
(
Γiπi
Σi
)2
+ [(η2 − ξ2)− (η − ξ)2]
n∑
i=1
Σ−2i
+ 1
2
(η − ξ)2
n∑
i=1
Σ−2i Γ
−2
i + 2ζ
2
n∑
i=1
∑
k 6=i
Γ2iΣ
2
k
(Σ2i − Σ
2
k)
2
.
Let us rescale the symplectic structure, which is equivalent to rescaling time, thus
[Symp] 7→ ̂[Symp] = t[Symp],
and
̂[Symp] = t2
n∑
i=1
dπi ∧ Σ
−1
i dΣi = t
2
n∑
i=1
d
(
Γiπi
Σi
)
∧ Γ−1i dΣi = t
2
n∑
i=1
dpˆi ∧ d∆i = t
2S, say.
On the other hand, the Hamiltonian vector-field XΦ is defined, with respect to ̂[Symp] by
t2dH2 +O(t
3) = dΦ = ̂[Symp]( · ,XΦ) = t
2S( · ,XH2) +O(t
3)
Hence, taking the limit t→ 0, we have
dH2 = S( · ,XH2)
and so the limit is H2, with canonical coordinates pˆi = Σ
−1
i Γiπi and qˆi = ∆i. H2 is recognised
as the general hyperbolic BCn Sutherland Hamiltonian. To see this, the only difficult term is
the last one. We have
2
n∑
i=1
∑
j 6=i
Γ2iΣ
2
j
(Σ2i − Σ
2
j )
2
=
∑
i,j, i 6=j
Γ2iΣ
2
j + Σ
2
iΓ
2
j
(Σ2i − Σ
2
j )
2
.
Σ2i − Σ
2
j = Σ
2
iΓ
2
j − Σ
2
jΓ
2
i = (ΣiΓj + ΣjΓi)(ΣiΓj − ΣjΓi) = sinh(qˆi + qˆj) sinh(qˆi − qˆj),
and
Σ2iΓ
2
j + Σ
2
jΓ
2
i =
1
2
(
(ΣiΓj + ΣjΓi)
2 + (ΣiΓj − ΣjΓi)
2
)
= 1
2
(
sinh2(qˆi + qˆj) + sinh
2(qˆi − qˆj)
)
.
Hence the last term is
ζ2
∑
i,j i 6=j
[
1
sinh2(qˆi + qˆj)
+
1
sinh2(qˆi − qˆj)
]
.
18 A NEW MODEL IN THE CALOGERO-RUIJSENAARS FAMILY
The other terms are easily expressed as functions of qˆ and we have
H2 =
1
2
n∑
i=1
pˆ2i + c1
n∑
i=1
1
sinh2 qˆi
+ c2
n∑
i=1
1
sinh2(2qˆi)
+ c3
∑
i,j i 6=j
[
1
sinh2(qˆi + qˆj)
+
1
sinh2(qˆi − qˆj)
]
.
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