We present the most general multi-parameter family of a soliton on a background solutions to the Sasa-Satsuma equation. The solution contains a set of several free parameters that control the background amplitude as well as the soliton itself. This family of solutions admits nontrivial limiting cases, such as rogue waves and classical solitons, that are considered in detail.
Introduction
Sasa-Satsuma equation [16] (SSE) is one of the integrable extensions of the nonlinear Schrö-dinger equation (NLSE) which has a wider applicability than the NLSE itself. It includes higher order terms, that contain contributions important in describing pulse propagation in optical fibres [15, 5] . In particular, it contains the term with third order dispersion, the term with self-frequency shift and the term describing self steepening [17] . These are the most general terms that have to be taken into account when extending the applicability of the NLSE. According to the original work of Sasa and Satsuma [16] the equation can be written as:
iψ τ + ψ xx 2 + |ψ| 2 ψ + i ψ xxx + 3(|ψ| 2 ) x ψ + 6|ψ| 2 ψ x = 0.
Here, an arbitrary real parameter scales the integrable perturbations of the NLSE. When = 0, Eq. (1) reduces to the standard NLSE which has only the terms describing lowest order dispersion and self-phase modulation. This form of equation has been used in the series of works by Mihalache et al [13, 11, 12] . There is a number of publications dealing with the solutions of SSE [7, 8, 9] . Solutions with nonzero boundary conditions have been presented by Wright III [14] although the form of the SSE in his work and the technique used are different from the original version [16] and from the technique presented in [13, 11, 12] .
Here, we are interested in solutions on a background. Thus, we start with the plane-wave solutions of the Sasa-Satsuma equation in the form
where the amplitude c, the wavenumber k and the frequency ω are related through
This solution looks singular at the limit → 0. However, the correct choice of parameters c ∼ , ω ∼ 2 and k ∼ eliminates this singularity and in the → 0 limit, we obtain the plane wave of the NLSE with finite amplitude.
The stability issues of these solutions have been discussed in [14] , [3] , showing, that the planewaves become unstable under the condition
In such cases the plane waves evolve into modulated patterns, which we call solitons on a background. Mathematically, these patterns represent heteroclinic connections between plane waves in the initial and the final state, firstly described in [14] for the SSE.
Below, we present such solutions of the SSE in the form of a soliton on a background. This is a multi-parameter solution with variable background, arbitrary velocity for arbitrary real . As a result, there are several limiting cases that can be calculated using the general expression. Usually, solitons on a background are pulsating formations for the NLSE. This happens due to the nonlinear interference between the soliton and the background that have different propagation constants [2] . The same can be said about the solitons on a background for SSE. They are oscillating along the direction of propagation. This particular oscillation usually disappears in the limit of zero background. Such special limit contains soliton solutions that have been obtained earlier [16] . We provided this correspondence explicitly in [4] . However, for the case of SSE this is not the only possibility. It has been shown in [11] that there is a class of oscillating solitons in the case of zero background, which contain the former ones [16] as a special case. In this paper, we provide the correspondence of these oscillating solitons to a limit case of soliton solutions of the SSE on a background.
Soliton on a background
The technique we use is similar to the one employed in [14] . We omit this cumbersome part and just present the most general solution to the SSE (1) of the class discussed above. We are more concerned about the physical applications and illustrations of these solutions. The solutions themselves can be checked using any modern software with symbolic computation facilities. Thus, we start with the solution in general form:
with
where
M 2 = (m 3 − m 1 ))/2 (8) and
where indices n = 1, 2, j = 1, 2, 3, and K = 1 + 3k. Complex conjugation is denoted by "z" throughout this paper. The parameter ζ ∈ C is the complex eigenvalue of the spectral problem, while Γ 1 , Γ 2 are complex numbers which are related to translations x i and τ i of the solution along the x and τ -axes. This can be seen if we write Γ i in the form Γ i = exp (−iM x i − iN τ i ). Each Γ i can also be equal to zero. Then the solution takes a simpler and the two temporal frequencies N i :
The solution ψ(x, τ ; c, k, ζ; Γ 1 , Γ 2 , ) (5) is thereby completely determined by the parameters of the plane wave ψ 0 (2) with c, ω and k, restricted by (3), as well as ζ ∈ C, and Γ 1 , Γ 2 ∈ C.
A few examples of the solution are shown in Fig. 1 . In each case, the background plane wave is controlled by the amplitude c/(2 ) which is equal to 1 in these examples. The complexity of the solitonic part of the solution is defined by other parameters. We can choose one of the parameters Γ i to be zero. In this case, we obtain a soliton with periodicity along its propagation direction that can be clearly seen in Figs.1a and 1b . From the form of exponential functions in (6) and (7) it follows, that the solution (5) is periodic along each of the parallel set of lines
for Γ 2 = 0, and periodic along each of the parallel set of lines 
Temporal periodic breather on a background
The soliton solution with Γ 2 = 0 has been investigated in detail in [4] . Analogous considerations can be given for the case Γ 1 = 0 and Γ 2 = 0. For solutions of this branch which are periodic along the τ -axis, the period is defined by 2π/N 2 , where N 2 has to be real. We give an example in Fig. 2 , with the same parameters as chosen in Fig. 1 , but where ζ has been adjusted numerically to fulfill the condition of periodicity. 
Spatially periodic breather on a background.
For solutions of the branch Γ 1 = 0 and Γ 2 = 0 which are periodic along the x-axis the period is defined by 2π/M 2 , where M 2 has to be real. The condition of zero imaginary part of M 2 leads to the eigenvalues of inverse scattering ζ being given by [4] :
Any choice of signs in (19) provides us with a valid complex eigenvalue. In all four cases ζ is a function of c, k and M . In [4] we have choosen both signs in (19) to be positive, to obtain, explicitly:
The breather solution of branch Γ 2 = 0, Γ 1 = 0 is periodic in x in the case ζ = ζ 1 and has a single growth-decay cycle along the τ -axis. It starts with modulation instability, grows to maximum amplitude and decays the same way as it grew. This solution is similar to the Akhmediev breather solution of the NLSE [6, 10, 1] . However, there are more parameters involved in the SSE case.
For the branch Γ 2 = 0, Γ 1 = 0 considered here the breather solution is periodic in x and has a single growth-decay cycle along the τ -axis if we choose ζ = −ζ 1 . We give two examples in Fig. 3 . As can be seen from the figure, a double peak structure appears, which is characteristic for many SSE solutions. Typically, the double peak structure disappears for larger values of k. 
Rogue wave solution
We have demonstrated the existence of rogue wave solutions to the SSE for the branch Γ 1 = 0, Γ 2 = 0 in [4] . In order to do this, we took the long period limit of the spatially periodic breather solution and used the specific value of Γ 1 = −1 required to keep the central maximum close to the origin, such that we have been left with just one infinite period. This way, we obtained the solution describing the rogue wave of the SSE (1). Furthermore, in [3] , we have demonstrated a proper NLSE limit → 0 for these rogue waves which is the Peregrine soliton.
Here, we found similar solutions for the branch Γ 1 = 0, Γ 2 = 0. To see this we put Γ 1 = 0 and Γ 2 = −1, ζ = −ζ 1 , and take the limit M 2 → 0 for given c and . This choice gives a different family of rogue wave solutions, compared to those in [3] . The analytic form for this rogue wave is given by a rational function containing 4th-order polynomials in x and τ :
with These rogue waves are similar to those found in [3] , except for a different localization in the x, τ -plane. Two examples are shown in Fig. 4 . Just like for soliton solutions in Fig. 3 , the characteristic double peak structure disappears for larger values of k.
We will show now, that for these new rogue waves proper NLSE-limits → 0 do exist, if they are taken carefully. For this we scale k → 2 k and choose c = 2 . In the limit → 0 the solution (21) becomes
which is a one-parameter family of rational solutions to the NLSE. The degree of the involved polynomials has reduced from four to two, compared to (21). The parameter k tilts and shifts the solution along the x, τ -plane. In particular, by choosing k = 0 we obtain
A shift of this solution along x by 1/2, x → x + 1/2, finally provides the Peregrine solution to the NLSE
as a correct limit of the family (21). When Γ 1 = 0 and Γ 2 = 0, it is difficult to find rogue wave solutions, because M 1 and M 2 do not vanish simultaneously. This case needs further studies.
Zero background limit.
The background of the solution (5) c/(2 ) is controlled by the parameter c. The limit of zero background is obtained when c → 0. Despite being seemingly simple, this limit is far from being trivial. The difficulty is in finding the limits for the m j -values that enter the expressions for r nj coefficients. These can be calculated using a series expansion of m j at small c:
where m (0) j = lim c→0 m j and m
.
In the limit c → 0, the m j coefficients become:
(27)
It follows from the expressions above that various branches should be considered. Each of them provides a different limit for the r nj -coefficients. Here, we restrict ourselves in one of these branches given by σ = +1 and σ 2 = +1. This requires the following two conditions:
In this case, the 2-nd order coefficients m
2 in the expression (25) are
The spatial frequencies M
The corresponding temporal frequencies N
For brevity, we denote the exponents appearing in (5) as A and B:
Along the branch considered here these functions take the form
with the real and the imaginary parts of A given explicitly by setting ζ = ξ + iη. The leading contributions at small c are:
Motivated by these expressions we introduce the following notations
which will be used in the formulae below.
Within the approximations considered above, the form of the solution can be written explicitly in terms of c:
where in the lowest order of c: 
with coefficients G 2 , f 34 also given in the appendix. The solution then becomes: To obtain the zero background limit analytically we set c = e −ρ and shift accordingly the real part of the exponent A by ρ. This arrangement moves the solution back to the origin, thus removing the dependence of A on ρ. Taking the limit ρ → ∞ in (41) we obtain:
We end up with the same solution (42) if we repeat the limiting process c → 0 including all higher order terms G 4 c 4 , G 6 c 6 , f 36 c 6 , and f 38 c 8 = 0 in the expressions above. Solution (42) is therefore the exact zero background (c = 0) limit of the solution (5) along the branch σ = 1, σ 2 = 1. Thus, it is a particular exact solution of the SSE (1). It is illustrated in Fig. 7 for the same set of parameters as in Fig. 6 .
The limit of Mihalache soliton solution.
If we replace the real and imaginary parts of the eigenvalue ζ using the following transformations η = 2 η M and ξ = 2 ξ M (43) and choose in particular
we obtain the following exact solution to the SSE:
This solution still depends on arbitrary parameters ξ M , η M ∈ R, and a, b ∈ C. By introducing the coordinates
and defining
we arrive at the solution obtained by Mihalache et al. [13, 11, 12] . This solution has been presented in [11] in the form:
It appears to be a special case of the solution (42). Due to presence of Γ 1 and Γ 2 it has an oscillating structure, even with zero background. We give two examples in Fig. 8 and in Fig. 9 .
Mihalache et al. have obtained their solutions using the Riemann problem method [11] . It is different from the usual inverse scattering theory, used in [16] . The solution (47) is still more general than the solution of Sasa and Satsuma [16] . In particular, solution (47) contains the latter as the special case when b = 0. This is clearly the branch Γ 2 = 0 in our case. The connection between the zero background limit along the branch Γ 2 = 0 and the solution of Sasa and Satsuma [16] has been proven in [4] .
For convenience we give this solution in explicit form:
We can also rewrite the latter expression in the original form as given in [16] : 
; |c| = 1 + 36η
One characteristic example of solution (49) is shown in Fig. 9 . This solution is more complicated than a sech-shaped solution. Namely, it exhibits a double peak structure [4] . The peak separation and the velocity can be adjusted via the free parameters ξ S and η S . For → 0 the solution (49) has the NLSE limit which is the fundamental soliton of the NLSE, and, in addition, a singular limit when |c| → ∞, see [4] .
As a final remark we note, that Mihalache et al. [11] gave a breather-type solution for the case a = b:
which has indeed an oscillating behavior. In fact, such oscillations naturally occur if a = 0 and b = 0, i.e. Γ 1 = 0 and Γ 2 = 0 in our setting.
Conclusions
In this paper, we considered the most general case of a soliton on a background solutions to the Sasa-Satsuma equation. The solution has rich structure and admits several limiting cases that are important for applications. Among them, rogue waves and classical solitons. The zero background limit is also found. It contains, as particular cases, previously known soliton solutions.
A Expressions for Coefficients
In this Appendix, we provide the coefficients used in Eq.(39): 
