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ABSTRACT 
A characterization of the dual matrices for the unitarily invariant norms is given. 
Moreover, the connection between the dual matrices, the subdifferentials of matrix 
norms, and the faces of the unit ball of matrices is presented. 
1. INTRODUCTION 
Let a complex m x n matrix A = [ajj], A E Cm’,, have the following 
singular value composition (SVD): 
A = UCV”, (I.11 
where U and V are unitary matrices of order m and n, respectively, and 2 is 
a diagonal matrix in [wmx ’ with singular values oj = $A), 
on the diagonal. A norm )I*)) is unitarily invariant if ))A/ = //PAQll for 
arbitrary unitary matrices P and Q. Therefore \\A11 = 11X11. 
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It has been shown by von Neumann [6] that any unitarily invariant norm 
(1. (1 of a matrix is defined by the symmetric gauge function @ (see, for 
example, [9, p. 641) 
IIAll = @(a(A)), 
where 
(+= U(A) = [u~(A),...,uJA)]~E BP. 
We use the following notation: 
diag( a) = diag( a( A)) = diag( q( A)) = E. 
The matrix norm, generated by the symmetric gauge function @, is denoted 
by ]I * II@ where necessary. The symmetric gauge function @ is a norm in Rt, 
and its value does not depend on the order and signs of the components of a 
vector. The ZP-norm in Rt, 1 < p < ~0, is a symmetric gauge function. 
Unitarily invariant norms corresponding to ZP-norms are called Schatten (or 
cP> norms, and we denote them by II * lip: 
IIAII, = 11 a( A) lip. 
For p = 00 this is the spectral norm, and for p = 1 we obtain the nuclear (or 
trace) norm. 
The polar @* of the symmetric gauge function a’, defined as 
Q*(x) = max yTx, 
Q(y)< 1 
is also a symmetric gauge function. Let 
(A, X) = trace( AXH) = zaijfij. 
i.j 
The dual norm II * II* to the norm II * 11, 
IlAll* = ,,y”A, X)1, 
< 
(1.2) 
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is equal to (see [9, p. 781) 
]]A\]* = max Re(A, X). 
IlXll< 1 
(1.3) 
If the norm 11. I( corresponds to the symmetric gauge function CD then 




(1 <p <w). 
Then the cq-norm is dual to the cP-norm. 
A matrix G for which the maximum (1.3) is reached is called a I( - II-dual 
matrix to A. We denote the set of 11. II-dual matrices G to A by V( A; ]I * I]). If 
A # 0 then ]lGl] = 1. Hence we have for A # 0 
V( A: 11. II) = (G : G E Cmxn, Re(A,G) = lIAll*, IIGII = I}. (1.4) 
In this paper we give a characterization of the set of ]I * II-dual matrices for 
arbitrary unitarily invariant norms. This is a generalization of the results given 
for Schatten’s norms and real matrices in [I23 and is some improvement on 
Watson’s characterization of the subdifferential of [IA]] (see [lo]). We also 
present some properties of the faces of the unit ball of matrices. 
2. KNOWN RESULTS 
The properties of ((*I]-d ua matrices were investigated in [I21 for real 1 
rectangular matrices and unitarily invariant norms. In particular, it is known 
that for any arbitrary unitarily invariant norm ]I * 11, if G is a ]I * II-dual matrix to 
a real rectangular matrix A, A # 0, then (see [12]) 
(a(A),a(G)) = @*(a(A)), @(c+(G)) = I. (2.1) 
The vector a(G) is the Q-dual vector to (+(A). It is easy to verify that the 
property (2.1) holds also for the complex matrices. 
Now let A be a real matrix, A E Iwmx “. We recall the definition of the 
subdifferential (see [7]). We formulate this definition for a matrix norm. The 
subdifferential of I] All is denoted by a]] A(], and it is defined in the following 
way: 
d(lA(( = (G: G E RmX”, ((Bll > ((All + (B - A, G) for all B E [WmXn}. 
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Analogously we define C?@(X) for x E R”. It is well known that G E d]]A]] is 
equivalent to the statements (see for example [lo]) 
IIAII = (A,G), IIGII* < 1. (2.2) 
The roles of a norm and its dual can be interchanged in this definition. 
V” det A be a real matrix. From (1.4) and (2.2) it follows that the 
subdifferential of I] A]]* is the set of ]I * /)-dual matrices to A: 
dll All* = V( A; II * II). 
Watson gave the following characterization of dl] Al]* for any arbitrary 
unitarily invariant norm ]I * II@. Let PC A) d enote the following set of matri- 
ces: 
P(A) = {G: G = Udiag(r,) VT is any SVD, A = UXVT, r E a@( U( A))} 
In the definition of 9’(A) we take all SVD of A. Then (see [lo]) 
dlIA]l~ = conv(P( A)), 
where conv denotes the convex hull of a set. However, for cl]-norms (1 < 
p < m), the formulae given in [12] imply that 
dll All =P( A) (2.3) 
for the cp-norms (1 < p < m>. 
In this paper we prove that (2.3) h o s Id f or any arbitrary unitarily invariant 
norm and arbitrary real matrix A. 
In what follows we use the notation connected with the dual matrices 
instead of the subdifferentials. Moreover, without loss of generality we 
assume 
which simplifies notation and presentation. 
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3. CHARACTERIZATION OF DUAL MATRICES 
Let a complex matrix A, A E Cmxn, have the SVD (l.l), let )l.)) be any 
arbitrary unitarily invariant norm, and let s = rank A. We now show that G 
is a (1 . [l-dual matrix to A if and only if G has the form 
where 2 is determined as in (1.1). This is connected with the properties of 
the scalar product ( * ; >. 
THEOREM 3.1. Let A E Cmxa have the SVD (1.1). Then 
V( A; II*]/) = {G: G = UDVH, D E n/(x; II-I/)}. 
Proof. If A = 0, then the theorem is obvious. We now assume A # 0. 
Let G have the form (3.1). Then J(Dll = 1, so IJGJI = 1 and 
Re(A,G) = Re(X, D> = IICII*. 
Therefore G E n/( A; 1). II). Now, let G E V( A; (1. II>. Then we have [see 
cm 
diag(T(G)) E v(x; II*II>. 
Thus 
Re(A,G) = Re(C, UHGV) = 11X/\* 
and IlU’GVll = 1. Hence 
which completes the proof. 1 
Because of Theorem 3.1 it suffices to characterize the set of )I * II-dual 
matrices corresponding to a diagonal matrix X = diag( T( A)). We now prove 
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some properties of matrices dual to Z. First we recall the result of von 
Neumann (see, for example, [9, p. 761): 
x,~UzraV Re trace( AXBY “) = c q( A) q( B) . 
.i 
(3.2) 
Stewart and Ji-guang Sun gave a new proof of (3.2). From their proof we 
obtain the following corollary for diagonal matrices. 
COROLLARY 3.1. Let A = diag(cq) and B = diag(rj), A, B E [WnXn, 
and let the maximum (3.2) be attained for unitary matrices X, and Ya. Then 
the matrix 
C = X,BY,H (3.5) 
is diagonal with nonnegative diagonal elements. 
We now extend Corollary 3.1 to rectangular diagonal matrices A and B, 
replacing the assumption (3.3) by 
U‘1 > cr2 > a, 2 0. (3.6) 
We introduce some auxiliary notation: 
x11 x12 
xO=[xijl= _y2l _y, ’ 
[ 1 22 
c = [CJ = :I1 Z12 ) 
[ 1 21 22 
y y12 
Yo=[yij]= yll 
i I y > 21 22 
where X,,, Y,, E Pxr and C,, E csxs, 
s = rank A, r= rank B. (3.7) 
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LEMMA 3.1. Let A = diag(q) St 0 and B = diag(?) # 0, A, B E 
Rmx”, where uj satisfy (3.6) and rj satisfy (3.4). If the assumptions (3.7) are 
satisfied, then X,, = Y,, and 
cjj 2 0 (j = l,...,s), 
where X,, Y,, and C are determined as in (3.5). In other words, C,, is a 
nonnegative definite matrix. 
Proof. Let the assumptions (3.4)-(3.7) be satisfied, and let the maxi- 
mum (3.2) be attained for unitary matrices X, and Y,. Then 
It is easy to verify that 
Moreover, it is known that (see [3, II]) if a matrix H = [hijl satisfies 
xhi?j Q 1 for everyj, 





The matrices X0 and Y0 are unitary. Therefore the matrix H with elements 
hij equal to lxijl (or 1 yijJ) satisfies th e assumptions (3.9). Consequently, from 
(3.10) we have 
132 
Combining this with (3.8), we obtain 
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This implies 
From this we obtain [see (3.8)] 
2Re(Xjkgjk) = hj,? + ty,kt2 (j = I,..., S; k = I,..., ?-). 
By the properties of complex numbers we have 
xjk = Yjk (j=l,..., s; k=l,..., r), 
so x,, = Y,,. 
From the definition of C we obtain 
‘jj = c ‘jk’k ?jk. 
k-l 
Thus we have 
cjj = i Tk/“jk12 > 0 (j = 1,. . . , 8). 
k=l 
Moreover, C,, is nonnegative definite, because 
Cl, = Xl1 dag( T1, . . . , q) Xfi, 
which completes the proof. n 
We now prove that if the assumptions of Lemma 3.1 are satisfied then 
C,, = 0 and C,, = 0. 
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LEMMA 3.2. Let the assumptions of Lemma 3.1 be satisfied. Then 
C,, = 0 and C,, = 0. Moreover, if q # Us then cjk = ckj = 0. 
Proof. This proof is based on some ideas from the proof of Lemma 3.4 
in [9]. However, we include it because the assumption (3.3) is replaced by 
(3.6) and we consider rectangular matrices. 
Let us suppose a contrario that C,, # 0. Then there exist indices j and 
k, s + 1 <j < m and 1 < k < s, such that cjk # 0. We recall that s = 
rank A. We multiply the jth row of C by -z$/lc$l. If j Q n, then we 
additionally divide the jth column by the same number. We denote the 
matrix obtained after these unitary transformations by C = [Zij]. Of course, 
11C11 = [(Cl1 and the diagonal elements of d are the same as of C, so 
Re trace( CC) = Re trace( cd ) . 
We have zjk < 0. 
Let R, = [rij] E [WmXm denote a rotation in the (k, j) plane. The matrix 
R, differs from the identity matrix by four elements only: 
We denote 
Ifj <n then 
rkk = rjj = cos 8, rjk = -rkj = sin 6. (3.11) 
d, = R,$. (3.12) 
Retrace(Bd,) = ok(cos 8ckk - sin 6zjk) 
+ aj Re(sin 6E,j + cos 0cjj) + C qcii, (3.13) 
izj, k 
If j > n then 
Re trace(XC, ) = ok(cos 8 ckk - sin 0 Ejk) + c uicii. (3.14) 
i#k 
134 K. ZIl$TAK 
Because s + 1 B j, we have aj = 0 in (3.13). From (3.13) and (3.14) we 
obtain 
d Re trace( cd, ) 
= 
de e=o 
-CT& > 0 
Thus a small change in 8 increases Re trace(Xe:,), which is a contradiction of 
the optimahty of C. Hence C,, = 0. 
Now, let us suppose a contrario that C,, # 0. Then there exist j and k, 
1 < k < s and s + 1 -<j < n, such that ckj # 0. By multiplying the kth row 
of C by Ekj/(cki( and dividing the kth column by the same number, we 
obtain d such that Eki > 0. Let R, E [w”‘” be determined as in (3.11). Let 
us consider the matrix 
Then 
d Re trace( XCe) 
de e=o 
= u&j > 0. 
By the same reasoning as before, this leads to a contradiction. Therefore 
C, = 0. Now, let 1 < k <j < s and wj # a,. Then it is possible to show 
that ck. = cjk = 0. We omit the proof, because it is exactly the same as part 
of the proof of Lemma 3.4 in [9]. This completes the proof. n 
Let C be determined as in (1.1). We have not assumed in (1.1) that the 
singular values uj = aj( A) are distinct. Therefore the vector v can have the 
following form: 
[q )...) aJT= [/A1 ,..., p1.p2 >...> P2 >...> CL7 >...> PJL..JqT~ 
(3.15) 
where 
Pl > 112 > .-- > pq > /_Lqcl = 0. (3.16) 
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Let. tj be the multiplicity of CLJ, so for example 
It is easy to verify that every SVD of 2 has the form (see, for example, 121) 
2 = WCTH, (3.17) 
where W and T have the following diagonal block form: 
W=diag(W1 ,..., Wq,Wo), T = diag(W,, . . , Wq,T,,) (3.18) 
with W,, To, W,, . . , W, being arbitrary unitary matrices 
wj E C5X’J (j = L...,q), 
w, E a=(m-m+t,+l)X(m-n+tr+~), To E @tq+~Xtc,+t. 
Let 11-I) be any arbitrary unitary invariant norm, and let D be a 11. II-dual 
matrix to Z. Then [see (2.1) and (3.1)] 
Re(C, D> = c??(D) = x,m~~mRetrace[HXdiag(~(D))YH] 
j 
= 
Therefore D = [dij] has to have the form [see (3.21, (3.5) and Lemma 3.11 
where D,, is nonnegative definite, D,, E Rsxs, s = rank 2, and dij = 0 if 
ui # uj. Let (3.16) hold. Then DI, has to have the following diagonal block 
form: 
where 
D,, = diag(G,,G2,...,Gq), 
Gj E Ctjxtl, Gj nonnegative definite. 
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Therefore Gj has the following SVD: 
Gj = C,$ diag( a(Gj)) C$“, 
where Uj is unitary. The block D,, of D corresponds to p9+ 1 = 0 [see 
(3.16)]. Let D,, have the SVD 
D,, = U,diag(a(D,,))Vt. 
We denote 
(3.19) 
Then /3 E R”, and we can write D in the form 
where 
D = Wdiag( fi) YFH, 
W = diag( U,, . . , Uq, U,), 
f = diag(U,, . , Uq,V,). 
The unitary matrices W and f have the form (3.18). Therefore, they can be 
chosen in the SVD of C [see (3.17)]. Now we can formulate the main result. 
THEOREM 3.2. Let I( * (1 be any arbitrary unitarily invariant norm corre- 
sponding to the symmetric gauge function a’, and let 2, determined as in 
(1.11, satisfy (3.15) and (3.16). Then 
V(Z;I(*(I) ={D:D=Wdiag(r)TH,whereX=WWCTH,isanySVDatZ 
(Cr,T) = @*(a), Q(r) = l}. (3.20) 
REMARK. In (3.20) we take all SVD of x. 
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Proof. Let D belong to the right side of (3.20). Then [see (3.171, (3.1811 
Re(C, D) = (CT,T) = @*(CT) and /ID/( = 1. 
Therefore D is a (1 * l/-dual matrix to X,. 
Now, let D be a 11. II-dual matrix to C. Then D has the form (3.19). The 
unitary matrices in (3.19) are the unitary matrices from the SVD of C [see 
(3.17)]. Therefore we have 
CC, D> = @*(a) = (a, P>, Q(P) = lIDI = 1. 
Hence D belongs to the right side of (3.20), which completes the proof. w 
From Theorems 3.1 and 3.2 we obtain the following corollary: 
COROLLARY 3.2. Let 1) . I) be any arbitrary unitarily invariant norm, and 
let A E [w’“x”. Then the relation (2.3) holds. 
4. FACES 
A convex subset [F of the unit ball 
E “nXn = {E : E E cmxn, lIEI =G 1) 
is called a face of [Em’” if B, C E lEmX”, and hB + (I - h)C E [F for some 
0 < h < 1 implies B, C E iF. The properties of the faces of the unit ball 
endowed with the dual norm to the operator norm were investigated for 
example by Grz$lewicz [4] (compare [2]). Th is case corresponds to the trace 
norm. We now consider any arbitrary unitarily invariant norm. 
The extreme points of lEmX ” are actually faces consisting of only one 
point. In other words, G E [Emxn is an extreme point of iEmX n if and only if 
the relation 
G = ;(G, + G,), G,,G, E [Emxn> 
implies G = G, = G,. A characterization of extreme points of the unit 
sphere of real m X n matrices endowed with any arbitrary unitarily invariant 
norm is given by Zietak in 1121. Her result is extended by So [8] for the case 
of complex n X n matrices. For the spectral norm and real matrices this 
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characterization was obtained by Lau and Riha [5]. All these characterizations 
of extreme points essentially follow from the paper [I] by Arazy. Namely, 
Arazy gave a characterization of the extreme points of the unit ball of unitary 
matrix spaces of compact operators. Zietak obtained her result independently 
of Arazy. 
It is easy to verify that V( A; (( . 11) is a face of lEmx”. Namely, let 
Gr,G, E Em’“, AG,+(l-A)G,EV(A; ][.]I) for some A, O<A<l. 
Then we have 
((A((* = Re(A,hG, + (1 - A)GJ=ARe(A,G,) 
+(l - A) Re(A,G,)<]]AI]* (4.1) 
and 
be< A, Gi>I G I( A, Gi)I G II AII*IlG,lI = IMll* (i = 1,2). 
Therefore 
Re(A,G,) = Re(A,G,) = IlAll*, 
and consequently G,, G, E n/CA; II - 11). 
We now show that if F is a face of EmX n then there exists a matrix A such 
that IF s V( A; I( - II). If lF = EmXn then A = 0, so this case is trival. There- 
fore we formulate the theorem for proper faces of Emx”. 
THEOREM 4.1. Let a convex subset IF of EnlXr’ be a proper face. Then 
there exists a matrix A, A z 0, such that 
F G V( A; 11. II). (4.2) 
Proof. Let IF be a proper face of lEmX n, and let H E IF. Then 1) H (I = 1. 
We consider the set V( H; (1. II*>. Hence [see (1.411 
V( H; II-II*) = {G:G E Cmx”, Re( H, G) = 1, IIG(I* = 1). (4.3) 
We now show that 
n V( H; II * II*) # 0. 
HEF 
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The set V(H; I] * 11*/1> b IS oun e an complete, so it is compact. Therefore it d d d 
is sufficient to verify that 
has the finite intersection property. Let H,, . . . , Hk E IF. Then I] HjII = 1, 
since [F is proper. We take 
fj = ;(H, + . . . +fH,). 
By the conve_xity of [F, we have 6 E IF. Let us consider the set of )I * I)*-dual 
matrices to H [see (4.3)]. This set is not empty. Let 
G’ E V( fi; I(. II*). (4.4) 
Then we have ]]G’JJ* = 1 and [see (1.2) and (1.3)] 
I( Hj, G’N < llHjll llG’ll* = 1, 
(4.5) 
Re(Hj, G’) < llHjll llG’ll* = 1. 
Moreover, from (4.4) we obtain 
1 = Re(E?,G’) = i ,$ Re(Hj,G’) < 1. 
j=1 
From this and (4.5) it follows that 
Re( Hj, G’) = 1 (j = 1,. . . ) k) 
This means that 
G’ E ;I V( Hj; )( . II*). 
j=l 
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Therefore there exists an A such that l(A((* = 1 and 
which means that we have 
Re(H, A) = 1 = [[A[[* forevery H E IF. (4.6) 
We recall that (I H 11 = 1. Therefore from (4.6) we obtain (4.21, which 
completes the proof. n 
In the general case the matrix A for which (4.2) holds is not determined 
uniquely. So [S] gave the formulae characterizing the faces IF of the unit ball 
of matrices endowed with the spectral and nuclear norms. These formulae 
are exactly the same as the formulae characterizing the dual matrices with 
respect to the spectral and nuclear norms. Therefore, for the spectral and 
nuclear norms there always exists a matrix A such that 
5 = V( A; II-II). (4.7) 
It would be interesting to give a characterization of unitarily invariant norms 
for which the relation (4.7) holds. We are going to continue our investiga- 
tions. 
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