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Abstract
The spaces of coverings (SoC) arise from various configuration spaces of the covering problems. We study the
topology of these spaces for different domains and covering agents. In particular, we study the SoCs for grid
domains and metric trees covered by balls. Characterizations of their topology are given for analysis of the
topological complexities (the Betti numbers in all dimensions). We also study the spaces of fort coverings,
a topological approximation of the SoCs capturing some essential features of the SoCs. The applications of
the SoCs abound, in the end we present the feedback control on the SoC for metric tree coverage as a case
study.
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Chapter 1
Introduction
We focus on the topological properties of the spaces of coverings. In Section 1.1 we briefly discuss the
background of our problem from various contexts. In Section 1.2 we present our objective in this work.
1.1 Background
The spaces of coverings appear in different settings. Usually a (finite) family of balls are placed randomly
to cover a metric space (see Fig. 1.1); this so-called coverage process has been studied extensively, focusing
on the volume of the space of coverings (see e.g. [Hal88]).
Topological approaches to addressing different configuration spaces have brought deeper insights into
the subject, which help in many ways such as finding new novel algorithms, revealing obstructions, etc..
Understanding the topological features of our subject can also be useful in many applications. For example,
the total Betti number of this space would provide lower bounds for the depth of the algebraic decision trees
(which are used to decide membership in a semialgebraic set in theoretical computer science), according to
Yao-Lovász-Björner [Yao97]; in feedback control theory, discontinuity for control arises when the topological
Figure 1.1: A coverage process.
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type of the desired attractor differs from that of the whole state space (see e.g. [Son99]).
In recent years, the coverage problem in the context of sensor networks and multi-mobile robotic systems
has become an active research area; this discipline has led to a large amount of research literature. The
cooperative control for efficient or optimal coverage for such kind of systems poses challenging questions and
bears obvious significance in many applications such as environmental monitoring, surveillance, patrolling
and exploration.
1.1.1 Geometric Covering Problem
If we allow ourselves to look back a litter further, the geometric covering problem has been an old topic with
many charms. It is probably as old as the packing problem and occupies a large portion of open questions
in discrete geometry.
The optimal covering, also known as thinnest covering using r-balls with the total number fixed, tries to
cover the target domain with the minimal radii r for the balls. For different domains such as unit square,
unit disk or higher dimensional spheres finding this optimal covering is a big problem. In instance, in order to
cover a unit disk, E.H. Neville (1915) gave the first nontrivial solution with 5 smaller balls, but the minimal
value for r was not correct. Later it was found out that r is an algebraic number. The interested reader can
refer to [BMP05] for a detailed survey of this problem.
Other interesting covering problems including covering a disk by slabs, covering densities, stable coverings,
tilings can also be found in [BMP05].
1.1.2 Multi-mobile Robots and Coverage
The coverage problem is an important aspect of multi-mobile systems and sensor networks. In recent years
much research has been done in achieving optimal coverage or sensing tasks in 2D domains and other chal-
lenging environments. Autonomous unmanned aerial vehicles (UAVs) or robotic fish are used to explore in
unknown airspace or oceans. One type of the coverage in the static sense is sometimes referred to as loca-
tional optimization problem. The goal is to deploy the sensors to the right positions so as to maximize the
probability of detecting some target event, which often leads to some sort of Voronoi partitioning. The dy-
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namic coverage, on the other hand, is to control the motions of the sensors in some manner (e.g., cooperative
coordination) to cover a domain properly, or to control swarm robots to visit every point in the environment.
Many strategies such as Voronoi based algorithm (e.g. Lloyd algorithm) [CMKB04, CB09], graph-based
navigation [EB10, YWB03], and even ergodic dynamics [MM11] have been proposed. Topological methods
in detecting holes of coverage in sensor networks are another popular research topic [dSG07].
Figure 1.2: UAVs move in a nontrivial covering configuration space with each point in this configuration
space corresponding to a fully coverage of the target terrain.
Nevertheless, patrolling the covering agents has been studied under a different context with the purpose
of visiting domain points as often as possible, hence patrolling is also called a repeated coverage problem.
1D patrolling appears in works such as [KK12, ESK08, CGKK11]. Boundary patrolling, in particular, helps
surveilling an environment when one cannot get into its interior. Our study is more close to the repeated
coverage setting in the sense that we assume a complete coverage of the interested domain and ask ourselves
the question: what is the space of the moving covering agents with the constraint that the complete coverage
is always maintained?
1.1.3 Configuration Spaces
The standard definition of configuration space of n distinct labelled points on a topological space X is the
n-product space X with the diagonal removed, namely,
Confn(X) = X
n −∆, (1.1)
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where ∆ = {(x1, . . . , xn) : xi = xj for some i 6= j}. The autonomous guided vehicles (AGVs) can be
modeled using these configuration spaces. Topologists have done lots of work on the configuration spaces,
see e.g., [FH01] and references therein for the treatment of the subject. R. Ghrist in his nice survey [Ghr10]
opened up configuration spaces and showed many interesting connections of this subject especially with
robotics. A modification of the “standard” notion of configuration spaces in (1.1) leads to configuration
spaces with extra constraint conditions which are used to model different phenomena, among them some
noteworthy ones include configuration spaces of hard spheres, no k-equal configuration spaces, see recent
works done in [DLM11, BBK13, CGKM11].
1.2 Objects of Our Study
We study configuration spaces of coverings. For simplicity, here we introduce a prototypical working case
of covering a topological space Y with n r-balls, that is, balls with radii r > 0. For example, Y can be any
compact subset of Rd. The space of coverings, denoted as Covn(r, Y ), can be defined as
Covn(r, Y ) := {(x1, . . . , xn) : xi ∈ Y ⊂ Rd,
n⋃
i=1
B(xi, r) ⊃ Y }, (1.2)
where B(xi, r) ⊂ Rd is the ball of radius r centered at xi. Therefore, Covn(r, Y ) is a subset of Y n, the
cartesian n-product of Y , with the product topology induced from Y .
We will concentrate on the topology of Covn(r, Y ). There are many intriguing open questions regarding
its topology. The study is carried out in a similar fashion in [BBK13], where Baryshnikov et al. studied the
space of packing balls (Also see [Bez86] and [CB05] for a close relationship between the two problems). They
showed that for the configuration space of hard balls, the underlying topological structure is amazingly rich.
They used Morse theory to study the topology of the configuration space. A Min-type Morse theory was
evoked to study this problem. Interestingly enough, we operate in a similar but more difficult situation here
in our setting: instead of Min-type, we are dealing with a Maxmin-type function. More precisely, denote
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x = (x1, x2, . . . , xn), xi ∈ Y , for i = 1, . . . , n, define the tautological maxmin function
τ(x) = max
y∈Y
min
i
d(y, xi) (1.3)
It is not hard to see that τ(x) is the minimal radius needed for n balls to cover Y with centers at x.
We have at once the following characterization of Covn(r, Y ) using τ(x):
Covn(r, Y ) = {x : τ(x) ≤ r}. (1.4)
We are therefore motivated to find a Maxmin-type Morse theory (which generalizes the Min-type) based
on the study of stratified sets for the covering configuration problem. We will be working with semialgebraic
sets in Rn. In order to understand its complicated underlying topological structure, we use the main tool
from M. Goresky and R. MacPherson’s work on stratified Morse theory [GM88]. From the perspective of
nonsmooth analysis, A. A. Agrachev et al. have done some related work by considering continuous sections
of a finite family of smooth functions in [APS97]. They have given a Morse-type theory on the join of the
smooth and nonsmooth part.
Understanding the topological structure of some specific space of coverings with particular domains and
with specific covering patterns are discussed in detail in due order. Chapter 2 presents our framework with
an important working example at the end, that is, the space of coverings for an interval. Chapter 3 presents
the space of coverings for grid domains. Chapter 4 presents the space of coverings for metric graphs and there
we study a closely related space, so-called space of fort coverings, which can be formulated independently
from the space of coverings. Chapter 5 is devoted to applications, we have mainly addressed an important
feedback control problem for covering robots patrol.
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Chapter 2
Spaces of Coverings
2.1 Settings
We give a formal definition first. Let X and Y be two topological spaces, X is compact, and R ⊂ X × Y is
a relation (closed subset).
Definition 2.1.1. The (labeled) space of coverings (SoC) for Y is defined as
Covn(X,Y ;R) := {(x1, x2, . . . , xn), xi ∈ X :
n⋃
i=1
Rxi = Y },
where Rx = {y ∈ Y : (x, y) ∈ R}.
Note that the SoC is the subset of Xn. See Fig. 2.1.
Figure 2.1: Illustration for the definition of SoC.
A typical example is when X = Y ⊂ Z, where Z is ambient metric space, the relation R is given by
R = {(x, y) : d(x, y) ≤ r}.
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We denote such SoC as Covn(r,X). A classical problem in discrete geometry is to find the smallest r for
which Covn(r,X) 6= ∅ ((see e.g., [HM97], [Fin03, Ch. 8])).
Now consider X as a bounded submanifold of Rn, we define the tautological function τ : Xn → R as
follows:
τ(x) = max
y∈X
min
i∈[n]
d(xi, y), (2.1)
where xi ∈ X, x = (x1, . . . , xn) ∈ Xn and d is the distance function.
There is a clear physical meaning of this maxmin problem: τ(x) is the minimal radius required to cover
X with n balls of the same size each centered at xi, for i = 1, . . . , n. Denote the sub-level set of τ as
Sr(τ) := {x ∈ Xn : τ(x) ≤ r}, then we have
Covn(r,X) = Sr(τ).
We are interested with the topology of Covn(r,X), for which the Morse theory should play an important
role.
2.2 Basics in Nonsmooth Analysis
First we take a closer look at τ , a non-smooth function. Recall [Cla90]
Definition 2.2.1. A generalized derivative of a function is defined by
f◦(x0, y) , lim sup
x→x0,α→0,α>0
f(x+ αy)− f(x)
α
.
The function f◦(x0, ·) is sublinear, its support set is called Clarke’s subdifferential of f at x0 and denoted
by ∂◦f(x0); i.e.,
f◦(x0, y) = max
v∈∂◦f(x0)
〈v, y〉 ,
that is, ∂◦f(x0) contains all ξ such that f◦(x0, y) ≥ 〈ξ, y〉.
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Example 2.2.1. f(x) = |x|. If x > 0, then f◦(x, y) = y, so ∂◦f(x) = {1}; if x < 0, then f◦(x, y) = −y, so
∂◦f(x) = {−1}; if x = 0, then f◦(x, y) = |y|, so ∂◦f(0) = [−1, 1].
Definition 2.2.2. If M is a smooth manifold, f : M → R is a locally Lipschitz continuous function. A
point x0 ∈M is called critical if 0 ∈ ∂of(x0).
From the view point of Morse theory, having critical point does not necessarily imply topological change.
We are interested in essential critical points, namely, those with which topological change is oberserved. So
In the sequel, without explicit statement, we always assume a critical point in our context means one that
will cause topological change. Our goal is to find both sufficient and necessary conditions for characterizing
such critical points of τ(x).
For our problem, τ(x) is a function on a compact manifold Mn as the maxmin of a parametric family of
real-valued functions, i.e.,
τ(x) = max
y∈Π1P
min
i∈[n]
f(y,i)(x) ,
where x ∈ Mn, (y, i) ∈ P , a compact parameter space M × [n], and Π1 is the projection onto its first
component. If we let the active index set of τ at x be
I(x) = {(y, i) : f(y,i)(x) = τ(x)}, I(x, y) = {i : f(y,i)(x) = τ(x)},
then ∂◦f(x) = conv{Df(y,i) : (y, i) ∈ I¯(x)}, where I¯(x) = {(y, i) : x ∈ cl int{x : τ(x) = f(y,i)(x)}}.
A notion of nondegeneracy of a critical point is given in [JJT00], [APS97], and once applied to our
function τ , the definition is:
Definition 2.2.3. A critical point x0 of τ is called nondegenerate if the following two conditions hold:
1. For each (y, i) ∈ I¯(x0), the set of differentials {Df(y′,i′)(x0) : (y′, i′) ∈ I¯(x0) − {(y, i)}} is linearly
independent;
2. The second differential D2L(·, λ)(x0) is regular on
T (x0) =
⋂
(y,i)∈I¯(x0)
kerDf(y,i)(x),
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where L(x, λ) =
∑
(y,i)∈I¯(x0) λ(y,i)f(y,i)(x) with λ(y,i) satisfying
∑
(y,i)∈I¯(x0)
λ(y,i) = 1, λ(y,i) > 0,
and DL(·, λ)(x0) = 0.
2.3 Stratified Morse Theory
In classical Morse theory [Mil63], the space treated is often compact and differentiable manifold with a
differentiable function defined on it. In our case we study the stratification of the graph of the function τ ,
denoted as Γ(τ).
The tautological function τ in our discussion is nonsmooth but well-structured, namely they admit a
Whitney stratification (see Definition 2.3.3), which depends on both the function and the region where
it is defined. In fact, the class of functions which admit a Whitney Stratification contains many cases,
in particular the semialgebraic and subanalytic functions (or more generally, definable functions in some
o-minimal structure over R).
The idea of stratification is to decompose a singular space into smooth manifolds with control on how they
fit together in a regular manner. We include some basic background here, mostly following [GM88], [Shi97].
Definition 2.3.1 (Ck Stratification). Let Z be a nonempty subset of a differentiable manifold M of class
Ck. A Ck Stratification of Z is a filtration by closed subsets
Z = Zd ⊇ Zd−1 ⊇ · · · ⊇ Z1 ⊇ Z0 ⊇ Z−1 = ∅
such that each difference Zi \ Zi−1 is a differentiable submanifold of M of class Ck and dimension i, or is
empty. Each connected component of Zi \Zi−1 is called a stratum of dimension i. Thus Z is a disjoint union
of the strata, denoted as {Xi}i∈I .
Example: The strata of a polytope are its open faces in different dimensions.
To have ‘nice’ stratum (different points on the same stratum have homeomorphic neighborhoods), the
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following condition is imposed.
Definition 2.3.2 ((Frontier Condition)). A stratification Z = {Xi}i∈I satisfies the frontier condition if
for any i 6= j,
Xi ∩Xj 6= ∅ =⇒ Xi ⊆ Xj \Xj .
A special type of stratification calledWhitney stratification gives conditions on how the strata fit together.
Fix M as d-dimensional manifold, we have
Definition 2.3.3 (Whitney stratification conditions A). Ck stratification of Z = {Xi}i∈I has the
Whitney condition A, if for Y ⊆ Xi ∩ Xj , and for each sequence {xk} ∈ Xj with limit x ∈ Y and TxkXj
converge to τ in the Grassmannian G(j, d), where dimXj = j, one has TxY ⊆ τ .
Definition 2.3.4 (Whitney stratification conditions B). Ck stratification of Z = {Xi}i∈I has the
Whitney condition B, if for Y ⊆ Xi ∩Xj , and for each sequence {xk} ∈ Xj and {yk} ∈ Y with limit x ∈ Y
and TxkXj converge to τ in the Grassmannian G(j, d), the lines xkyk converge to λ, one has λ ∈ τ .
The convergence in the Grassmannian is essentially equivalent to the convergence under the distance of
two vector spaces V and W by
D(V,W ) = max
{
sup
v∈V,‖v‖=1
d(v,W ), sup
w∈W,‖w‖=1
d(w, V )
}
.
Definition 2.3.5. A semialgebraic set of Rn are Boolean combination of sets of the form
{x ∈ Rn : p(x) = 0, q1(x) < 0, . . . , qm(x) < 0},
where p and qi’s are polynomial functions on Rn.
Definition 2.3.6. A map f : M → N is said to be semialgebraic if its graph is semialgebraic.
Definition 2.3.7. Suppose f : M → R is a semialgebraic function, a nonvertical Whitney stratification
Z = (Si)i∈I of the graph of f is a Whitney stratification satisfying the transversality condition: for all i ∈ I
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and x ∈ Si,
e /∈ TxSi,
where e = (0, . . . , 0, 1) ∈M × R.
Remark: If f is locally Lipschitz continuous, any stratification of f is nonvertical.
In the sequel we focus on the maxmin-type function τ , which is semialgebraic on a semialgebraic region;
we consider a C1 stratification of τ with Whitney condition A. Since τ is a continuous function
τ : Sn → R,
where S is bounded and semialgebraic in Rm,any stratification of Γ(τ) is nonvertical, Γ(τ) = (Si)i∈I .
Consider the canonical projection Π : Rnm+1 → Rnm, set
Xi = Π(Si) and τi = τ |Xi ,
one has for all i ∈ I,
(i) Xi is a C1 submanifold of Rnm, and
(ii) τi : Xi → R is a C1 function, and
(iii) (Xi)i∈I is a Whitney stratification of the domain of τ .
The critical point of τ is p, where p ∈ Xp, the stratum containing p such that ∇Rτ the gradient of τi vanishes
on TpXp. The projection formula(Bolte, Daniilidis, Lewis, Shiota)
ProjTpXp ∂
oτ(x) ⊂ {∇Rτ(x)}
implies
‖∇Rτ(x)‖ ≤ ‖x∗‖, for all x∗ ∈ ∂oτ(x).
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Therefore, it is clear now that Clarke critical point implies critical points in stratified set. The necessary
condition we got (which is to be presented in detail in next section) is parallel with the definition of Clarke
critical point.
2.4 Critical Values and Critical Configurations
The study of Covn(r,X) is equivalent to the study of Zr, this motivates us to study Morse type theory of τ .
As r varies, topological change of Covn(r,X) is observed whenever τ crosses a critical value. We make this
idea precise using the following definitions:
Definition 2.4.1. R is called a regular value if there exists  > 0 such that ZR− is a deformation retract
of ZR+, otherwise R is a critical value.
2.4.1 Maxmin-type Functions
The function given by (2.1) falls in the category of maxmin-type functions. Note that this type of the function
is nonsmooth, given by taking maxmin of a (parametrized) parametric family of real-valued functions. In
the case of τ function
τ(~x) = max
y∈X
min
p∈Iy=[n]
fp(~x, y), p ∈ P, ~x ∈ Xn,
where P is a parameter space [n] parametrized by y ∈ X (So we are taking min over the parameter space
P , and max over the parameter space X). fp(·, y) is a smooth function for fixed p and y. Define
A := {(y, Iy, ~x) : fp(~x, y) = τ(~x), p ∈ Iy},
and the active set for y given configuration ~x to be
A(~x) = {y : fp(~x, y) = τ(~x), for some p ∈ [N ]},
and the active set for a fixed y
A(~x, y) = {p ∈ [n] : fp(~x, y) = τ(~x)}.
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We then have both A(~x) and A(~x, y) being upper semicontinuous with respect to ~x. For any ~x ∈ Xn, the
ascending cone at ~x is defined as
K+~x :=
⋃
y∈A(~x)
⋂
p∈A(~x,y)
{v ∈ T~xXn : 〈d fp(·, y), v〉 > 0} .
We also have the ascending convex cone:
C+~x :=
⋂
y∈A(~x)
⋂
p∈A(~x,y)
{v ∈ T~xXn : 〈d fp(·, y), v〉 > 0} .
It is easy to see that C+~x ⊂ K+~x .
2.4.2 A Necessary Condition
In the sequel we shall show that for a critical configuration ~x = (x1, . . . , xn) ∈ Xn, we can always find a
balanced stress graph associated with it. This coincides with T. Tarnai and Z. Gáspár’s physical interpretation
of local minimal covering with a rigid graph in a state of self-stress [TG95]. Now suppose Y ⊂ Rd is
a semialgebraic set, and Y = qsYs is the Whitney stratification, for x ∈ Rd, the relation is given by
d(x, y) ≤ r. Below is the definition of a stress graph given by Y. Baryshnikov.
Definition 2.4.2 (Y.Baryshnikov). Stress graph is a bipartite graph with n white vertices at x1, . . . , xn ∈
Rd and some number of black vertices y1, . . . , ym ∈ Y , together with non-negative coefficients ωk,l ≥ 0 such
that
• for any 1 ≤ k ≤ n, ∑l ωk,l(xk − yl) = 0; and
• for any 1 ≤ l ≤ m, ∑k ωk,l(xk − yl) is orthogonal to TylYs, where Ys is the stratum containing yl; and
• for all k, l such that (xk, yl) is an edge, d(xk − yl) = r.
Suppose τ(~x) = r, we say that ~x satisfies the balanced stress graph condition if we can find a graph
G(V,E), with V ⊂ {xi}ni=1 ∪ A(~x), and for some vi, vj ∈ V , Eij ∈ E if |Eij | = |vivj | = r, we can find the
tension ωij > 0 on each edge such that the equilibrium conditions are satisfied.
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Lemma 2.4.3 (Generalized Morse first lemma). Suppose M is a smooth manifold and f : M → R is
continuous. f−1([a, b]) is compact. If M admits a compactly supported smooth vector field V non-vanishing
on f−1([a, b]) and f is increasing along the trajectories of V on f−1([a, b]) with non-zero speed, then Ma is
a deformation retract of M b.
Lemma 2.4.4. Assume for any x ∈ M , there exists a tangent vector Vx ∈ TxM such that LVxfp(·, y) > 0
for some y and for all p ∈ A(x, y), then
• for some v > 0, there exists a smooth vector field V on M such that LVxfp(·, y) ≥ v > 0 in some
vicinity of A, and
• along the trajectory of V , τ increases with speed at least v.
Lemma 2.4.5. If C+~x is nonempty over the level set τ
−1(R), then R is a regular value of τ .
Proof. If C+~x is nonempty, so is K
+
~x . We use the fact that intersection over a compact upper semicontinuous
set of convex cones will be lower semicontinuous, this at once yields that C+~x is lower semicontinuous, i.e.,
for any ~x ∈ Xn, any open set V ⊂ TXn intersecting C+~x , there exists an open neighborhood U~x containing
~x such that for all ~x′ ∈ U~x, C+~x′ intersects V . In particular, C
+
~x′
will remain nonempty in a vicinity of ~x, so
will K+~x′ .
Corollary 2.4.6. Suppose R is a critical value of τ , then τ−1(R) are critical points, they must necessarily
satisfy the balanced stress graph condition.
Proof. R being critical value of τ implies C+~x = ∅ for some ~x ∈ τ−1(R). By a generalized version of Helly’s
theorem, there exists a finite collection of points yi ∈ A(~x), i = 1, 2, . . . ,K, and pij ∈ A(~x, yi), j = 1, . . . , ki,∑K
i=1
∑ki
j=1 ≤ dimXn + 1 such that
⋂
yi∈A(~x)
⋂
pij∈A(~x,yi)
{
v ∈ T~xXn : 〈d fpij (·, yi), v〉 > 0
}
= ∅.
By Farkas’ lemma, we have ω(yi,pij) > 0, such that
K∑
i=1
ki∑
j=1
ω(yi,pij) d fpij (~x, yi) = 0.
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If we divide the vertices of the balanced stress graph into two kinds, we shall use the notation ‘C-points’
for the centers of the coverings, use ‘I-points’ for the intersection points of the boundaries of the coverings(3 or
more), or the intersection points of the boundaries of the coverings with ∂X. We can draw some observations
on the balanced stress graph:
• The vertices of the balanced stress graph G(V,E) which can lie outside X must be the ‘I-points’.
• Either ‘C-point’ or ‘I-point’ can be the boundary vertex of G.
• The incidence of the interior vertex must be at least 2.
• The combined stress on the boundary vertex must be perpendicular to ∂X except for the corner.
Fig. 2.2 and Fig. 2.3 show the stress graphs for some known optimal covering configurations.
Figure 2.2: The covering configuration for a unit square with 6 disks of the radius r, a result obtained
from [Mel96] by simulated annealing, the stress graph is shown.
Figure 2.3: Another illustration of stress graph. Courtesy of Y. Baryshnikov.
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This result falls short of our expectation of finding the sufficient conditions for an essential critical point.
The difficulty lies in the fact that K+~x is not lower semicontinuous. Note that K
+
~x is a cone and can be
decomposed into convex cones. To strengthen our necessary condition, we gain insight from stratified Morse
theory developed by M. Goresky and R. MacPherson [GM88]. In SMT, a stratified space is associated with
smooth Morse functions f defined on a manifold M , the classical Morse theory can be generalized to this
context. According to SMT, local Morse data is the product of tangential Morse data and normal Morse
data. Normal Morse data for f at critical point p has the homotopy type of the pair
(cone(l−), l−),
where l− is the lower halflink. This leads us to the conjecture that a critical value is topologically regular
if for all the points at the level set, K+~x is a cone over contractible base. This idea was also mentioned
in [BBK11].
We are working to define and compute the index of essential critical points. If we follow the definition
in Sect. 2.2, the index of a critical point x0 will be the dimension of a maximal linear subspace of T (x0), on
which D2L is negative definite.
2.5 An Example: Covering the Line Interval
At the end of the chapter we look at the example of the SoC for an unit interval, our first SoC with an
interesting topological structure.
2.5.1 Critical Configurations for Interval Covering
First assume we have two disks, with x1 ≤ x2, the tautological function in this case is
τ(x) = max
y∈[0,1]
min
i∈{1,2}
{|y − xi|}
= max{x1, 1− x2, (x2 − x1)/2}
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where x = {x1, x2}, xi ∈ [0, 1]. By symmetry, the complete graph of τ(x) can be visualized. In Fig. 2.4,
each subregion of τ is the domain of a smooth function.
The critical values of τ(x) are 1/4 and 1/2, and the critical points corresponding to 1/4 are τ−1(1/4) =
{(1/4, 3/4), (3/4, 1/4)}; the critical point corresponding to 1/2 is τ−1(1/2) = {(1/2, 1/2)}. From the graph
of τ we can see that the configuration (1/4, 3/4) and (3/4, 1/4) are local/global minimal points and (1/2, 1/2)
is a saddle point.
Figure 2.4: The domain [0, 1]2 is divided into different sub-regions, each becoming the domain of a smooth
function, namely, x1, 1−x2, (x2−x1)/2 or their symmetric counterparts. The graph of τ is patched together
from the graphs of these smooth functions.
Suppose we have n subintervals of length 2r covering the unit interval I, their centers are denoted as
an n-tuple x = (x1, . . . , xn). The critical points of τ(x) can be described using the stress graph. Fig. 2.5
illustrates the idea with n = 3. There are three critical values for τ , i.e., 1/2, 1/4, 1/6. The white vertices
in the stress graph show the critical configuration points of τ . We have the proposition:
Proposition 2.5.1. The critical values of τ(x) are 1/2i, for an integer i with 1 ≤ i ≤ n. The corresponding
critical points of τ can be represented as ordered partition of [n] into i blocks.
2.5.2 Topological type
Now we consider covering it with n balls of the same length. Y. Baryshnikov first studied this case, it
turns out that the space of coverings for an interval is homotopy equivalent to some k-skeleton of the
permutahedron [Zie95] with n vertices. More precisely, denote CovI(n, r) as the covering configuration space
for unit interval I with n balls of radii r, Skelk as the k-th skeleton of a polytope, that is, faces of the
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Figure 2.5: The critical values and the corresponding critical points are shown for n = 3. The black and
white vertices represent vertices in the (bipartite) stress graphs.
polytope of dimensions less than or equal to k.
Theorem 2.5.2 (Y. Baryshnikov [Bar14]).
Covn(r, I) 'h Skelk(Pn),
where Pn is the permutahedron with each vertice coresponding to a permutation of (1, . . . , n), k = n − d 12r e
and d 12r e is the minimal number of r-balls to cover [0, 1].
We give a special name to k: the excess number.
Based on the theorem, we have the conclusion that for covering I with excess one, we have
Covn+1(
1
2n
, I) 'h Skel1(Pn+1).
For illustration purpose of Theorem 2.5.2, consider the following simplest nontrivial example: covering I
with three points. The reader may find this helpful for intuition.
As r varies, CovI(3, r) changes. The trivial case happens when r is sufficently large, say, r = 12 , then
CovI(3, r) is contractible to a point. On the other extreme case, when r is too small, CovI(3, r) would be
∅, which means that there is no placement available to cover I. Suppose r = 16 , then we have to place the
three balls side by side without any overlap. If unlabeled, this corresponds to one point in the covering
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configuration space. Therefore, CovI(3, 16 ) consists of 6 isolated points. Suppose r =
1
4 , we are able to cover
I with exactly 2 points, the third one can move freely on I, acting as the excess covering agent. When it
overlaps with one or the other point (we shall call such placement as a critical configuration), the before-fixed
one is free of being restricted in moving, and can move anywhere on I, as now it acts as the excess covering.
Performing such permutation successively will lead to a rotation, hence CovI(3, 14 ) is homotopy equivalent to
a hexagon, or simply a circle. This is exactly what Theorem 2.5.2 tells us. On the other hand once isolated
points become connected in the configuration space, as the number of excess covering agents increases from
0 to 1.
[1 2, 3]
[1, 3 2] [3 1, 2]
[3, 2 1]
[2 1, 3]
[1, 2 3]
123
132
312
321
231
213
1
2
3
3
1
2
Figure 2.6: Visualization of the covering configuration space for 3 points to cover I while 2 is enough. The
figure shows how the 1 skeleton of permutahedron P3 can be thought of as a homotopy equivalence of a
hexagon with vertices labelled by critical configurations, plus 6 triangular cells glued on its edges.
Here we have another point to make, which is a little technical but turns out to be very helpful in the
proof we will present later: there is a one-to-one correspondence between an edge in Skel1(P3) and a critical
configuration point. The visualization is given in figure 2.6. The inner hexagon has its vertices labelled by
those critical configurations. An edge is formed when we move the excess agent to form another critical
configuration. Skel1(P3) (the bigger hexagon) can be recovered first by the expansion of the inner hexagon
and then by a deformation retraction to it. We shall make use of this ‘dual’ viewpoint as it helps us identify
the critical configurations while the skeleton of a permutahedron would not naturally do so.
As a more interesting example, the visualization of Cov4(1/6, I) is given in figure 2.7.
Now we give the basic idea of the proof of Theorem 2.5.2:
Proof. (Sketch) First recall that Covn(r, I) = Sr(τ), the sub-level set of τ . On the other hand, all the k-
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'h
Figure 2.7: Visualization of the covering configuration space for 4 points with radius 16 to cover I (in this
case exactly three points cover I just right), on the right is the 1 skeleton of the permutahedron P4, on the
left is the ‘dual’ view.
faces of the permutahedron Pn correspond to ordered partitions of the set [n] into n − k nonempty blocks
(see [Zie95], P18), the barycenters of the faces correspond to the critical points of τ , which can be represented
nicely as ordered partitions of the set [n] into n−k nonempty blocks, following Proposition 2.5.1. In fact, all
the faces are cones over their boundaries, taking their barycenters as the apex. They are indeed More data1
measuring the topological changes in the sub-level set Sl(τ) as l crosses the critical values of τ all the way to
l = r. One can construct the flow on In, so that τ decreases along the flow; the (n− d1/2re)-skeleton of Pn
is invariant under the flow and the barycenters of the k-faces are fix points of the flow, for k ≤ n− d1/2re.
These facts lead to the theorem.
Connection to the theory of subspace arrangement
Moreover, there is a nice connection between the topological type of Covn(r, I) and the subspace arrange-
ment.
Definition 2.5.3. A subspace arrangement is a collection of finitely many linear subspacesA = {A1, . . . , An}
in Rd such that Ai * Aj for i 6= j. MA , Rd − ∪ni=1Ai is called the complement of arrangment. The
family of intersections of members of A, partially ordered by reverse containment, is called the intersection
lattice of A, i.e.,
LA , {L ⊂ Rd|L = ∩i∈IAi, I ⊂ [n]} ∪ {Rd}.
Skelk(Pn) is homotopic equivalent to the complement of the subspace arrangment A, where Ai ∈ A is
1Morse data, according to [GM88], is a pair of topological spaces (A,B), where B ⊂ A and the topological change of the
sub-level set can be described as the gluing of A along B.
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the subspace defined by letting the coordinates {xi}ni=1 equal according to the partion blocks of the set [n].
For example, the partition of [6] into three blocks {{1, 2}, {3}, {4, 5, 6}} coresponds to the subspace of the
intersections of diagonal hyperplanes {x1 = x2, x4 = x5 = x6}. We takeMn−1−p short for the complement
of the arrangment corresponding to the partition of [n] into n− 1− p blocks. In short,
Theorem 2.5.4.
Skelk(Pn) 'hMn−1−k .
Proof. It is known that the complement in Rd of the subspace arragement is homotopic equivalent to the
space obtained by removing the faces of the permutahedron corresponding to the subspaces belonging to
the arrangement (ref. [BZ92] (Proposition 3.1) for a proof of this fact). The faces of the permutahedron
corresponds to certain partition representation of the subspace in the arrangement as mentioned earlier. We
are done.
Note that the dimension of the subspace is only dependent upon the number of partitions, dim(Ai) =
n− 1− (n−#partitions) = #partitions− 1.
To have some understanding about the situation, consider P4, the convex hull of all vectors obtained by
permuting the coordinates of the vector (1, 2, 3, 4). The 1-skeleton of P4 is connected with the complement
of subspace arrangement
ML := R3 −
⋃
α
Lα,
where dim(Lα) = #partitions− 1 = 2− 1 = 1, so it is just a line through the origin in R3,ML is homotopy
equivalent to S2 −#(facets) ' ∨#(facets)−1i=1 S1.
Further on, the Betti number for the complement of subspace arrangement can be calculated using
Goresky-MacPherson formula. Goresky-MacPherson formula connects the cohomology group of the comple-
ment of subspace arrangement to the homology group of order complexes of the intersection lattice.
Definition 2.5.5. The order complex of a poset P is the abstract simplicial complex whose vertices are
elements of P and simplices are finite chains of P , including the empty chain. We denote it as ∆(P ). In
particularly, the order complex of an open inverval (a, b) is simplicial complex on (a, b) = {z ∈ P |a < z < b}.
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Goresky-MacPherson formula states that
Theorem 2.5.6 (Goresky-MacPherson).
H˜i(MA) =
⊕
x∈LA,x>0˜
H˜codimR(x)−i−2(∆(0˜, x)).
Here ∆(0˜, x) is the order complex of open inverval (0˜, x) in LA.
2.5.3 Shellability
Shellability is an important combinatorial feature that leads to nice topological and algebraic properties.
A shellable complex is homotopy equivalent to a wedge sum of spheres. However, the shellability is not a
topological invariant since there is example when some triangulation of a 3-sphere is not shellable [Lic91].
The fact that the k-skeleton of a polytope is shellable indicates that the SoC for the interval is the wedge
sum of spheres (of the same dimension) (see [Zie95] P286, exercise 8.24). It could be a phenomenal feature
for certain classes of the SoCs.
There are several versions for the definition of shellability. It first appears in Schläfli’s computation
of the Euler characteristic of the polytope [Sch01]. There are also versions of shellability for both pure
and nonpure complexes. For pure complexes, the maximal cells are of the same dimension. The nonpure
cases also arose in the work of Björner, Lovász and Yao [BLY92]. In [Wac06], M. Wachs introduced the
shellability for a simplicial complex, the reason being perhaps that the order complex of a poset is an
abstract simplicial complex. In [Koz08], D. Kozlov introduced the shellability for a generalized simplicial
complex, which is similar to ∆-complex in Hatcher’s context. In our situation right now, the introduction
of shellable simplicial complex would suffice, as we can consider the shellability for the order complex of the
face poset of the polytope; alternatively, we can follow the definition in [Zie95]. We present here both for
reference convenience.
Definition 2.5.7. An abstract simplicial complex ∆ on a finite vertex set V is a colletion of subsets of
V , called faces, such that A ⊂ B ∈ ∆ implies A ∈ ∆. The dimension of a face A is |A| − 1. k-face is face
of dimension k. The dimension of ∆ is the highest dimension of its faces. A facet of ∆ is the maximal face
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of ∆ which is contained in no other faces. ∆ is pure if its facets all have the same dimension. The complex
of empty set {∅} has dimension −1 by default.
Definition 2.5.8 (Shellability: Version A). An simplicial complex ∆ (not necessariliy pure) is called
shellable if its facets can be listed as F1, F2, . . . , Fn such that Fk ∩ (
⋃k−1
i=1 Fi) is pure and (dimFk − 1)-
dimensional for all k = 2, . . . , n. Such an ordering is called a shelling of ∆.
Definition 2.5.9. A polyhedral complex K is a finite collection of polyhedra in Rd such that
1. for P ∈ K, every face of P is also in K;
2. the intersection of two polyhedra is a face of each of them.
Following [Zie95], the shellability can also be defined directly for a polyhedral complex recursively.
Definition 2.5.10 (Shellability: Version B). A pure k-dimensional polyhedra complex K is called
shellable with the shelling order F1, F2, . . . , Fn such that
i If K is 0-dimensional, any ordering of the facets (points) is a shelling order;
ii If not, the boundary complex K(∂F1) must be shellable, and
iii For 1 < k ≤ n, Fk ∩ (
⋃k−1
i=1 Fi) 6= ∅ and is a beginning segment of a shelling of the (k − 1)-dimensional
boundary complex of Fk, that is,
Fk ∩ (
k−1⋃
i=1
Fi) = G1 ∪G2 ∪ · · · ∪Gr
for some shelling G1, G2, . . . , Gr, . . . , Gt of K(∂F1), 1 ≤ r ≤ t. And a weaker version for (iii):
iii′ Fk ∩ (
⋃k−1
i=1 Fi) is nonempty, pure (k − 1)-dimensional and shellable.
Fig. 2.8 shows a cube complex which is not shellable, because no matter how hard one tries to find a
shelling order, there is some Fk that Fk ∩ (
⋃k−1
i=1 Fi) is not connected.
The conditions (i)-(iii) form a strong version with nice combinatorial properties. There are also other
strong versions of shellablity, namely, lexicographic shellability, which include two basic versions further:
EL-shellability and CL-shellability, they all implies shellability [Wac06]. We shall not expand the topic here.
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Figure 2.8: An example of cube complex not shellable.
A shelling of simplicial complex gives us a very nice way to build up the complex via gluing the ordered
facets. The following proposition for decomposing the simplicial complex provides a formal description of
such intuition.
We denote the Boolean interval [A,B] := {C|A ⊂ C ⊂ B}. [∅, A] is called a simplex, denoted as A. Let’s
denote ∆k = ∪ki=1Fi.
Proposition 2.5.11. Let {Fi}ni=1 be the shelling of ∆, then we can write ∆ as disjoint union of Boolean
intervals:
∆ =
n⊔
i=1
[R(Fi), Fi],
where the restriction R is defined by
R(Fi) := {x ∈ Fi|Fi \ {x} ∈ ∆i−1}.
Proof. When we glue the facets via the shelling order, at step k, gluing Fk to ∆k−1 brings new faces
[R(Fk), Fk], in other words, for any A satisfying R(Fk) ⊂ A ⊂ Fk, A cannot be a subset of some Fj , for
j < k; otherwise A ⊂ Fl ∩ Fk = Fk \ {v} for some v ∈ Fk and l < k by the definition of shelling. But
this will lead to a contradiction that v ∈ R(Fk) because Fk \ {v} ⊂ Fl ∈ ∆k−1, but v /∈ R(Fk) because
R(Fk) ⊂ A ⊂ Fk \ {v}. the other faces
⋃
x∈R(Fk) Fk \ {x} of Fk are already in ∆k−1 by construction. Note
Fk is disjoint union of the two parts. The decomposition follows by induction on k.
We end the discussion with the following proposition:
Proposition 2.5.12. Covn(r, I) is homotopy equivalent to a wedge sum of Sk, where k = n− d1/2re.
Proof. We only need to show that the k-skeleton of the permutahedron is shellible, which is a direct conclusion
from the result of exercise 8.24. of [Zie95], as a polytope is shellable, according to [BM71]. To prove exercise
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8.24., namely, the k-skeleton of any shellable polyhedra complex is shellable, one can have a shelling order
for the k-faces as follows:
Start with the shelling order of the complex, the k-faces σ(k)s is listed before σ
(k)
t if the facet τs ⊃ σ(k)s
is listed before the facet τt ⊃ σ(k)t in the shelling order, otherwise list the k-faces in the shelling order of ∂τ
when the k-faces belong to the boundary of τ .
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Chapter 3
Covering Grid Domains
As our first attempt to understanding the SoCs for planar and higher dimensional domains, in this chapter
we shall focus on grid domains which are formed by square plaques in 2D, all the coverings are of the same
shape as cubical, in order to cope with the domain geometry in a nice fashion. By our assumption, there are
N + 1 such covering agents, and the domain can be covered by exactly N of them. For simplicity whenever
possible, we shall denote this covering configuration space as CovGN (N + 1), where GN denotes the grid
domain that can be covered precisely by N unit square plaques.
Now consider a 2D grid domain G2×2 formed by 2 by 2 square plaques. The excess agent have the
freedom of moving either vertically or horizontally, with other four covering agents fixed. Its free patrolling
region Q is shown in figure 3.1.
1 2
3 4
5
Figure 3.1: Covering a 2 by 2 grid domain with 5 balls B∞(xi, 12 ), the central square is the region Q where
number 5 can move freely.
Note that restricting the excess’s move on one edge of ∂Q becomes the problem of covering 1D line
segments, we know CovI(3, 1/2) has the homotopy type of a hexagon, moving on one edge of ∂Q traverses
one edge of the hexagon, so ∂Q can be glued with Skel1(P3) along that edge. Let’s identify Q with a 2 by 2
labeling matrix C, namely, if cij ∈ {1, 2, 3, 4, 5} for all i, j = 1, 2, then C is identified with Q; if C has only
three elements from the set {1, 2, 3, 4, 5} specified, then C is identified with a vertex of Q; if C has only two
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elements from the set {1, 2, 3, 4, 5} specified in a row or in a column, then C is identified with a hexagon
with one edge on Q. Tracking the labeling C for cells of different dimensions in Q tells us how Q is glued in
with other parts locally, see figure 3.2, which forms the subcomplex of CovG2×2(5).
Figure 3.2: The figure on the left illustrates how Q for G2×2 is glued with Skel1(P3) and free patrolling
regions of different excess covering by choice. Similar visualization can also be done for 3D grid domain
G2×2×2. On the right is the gluing for G2×3.
Since Q has free face in CovG2×2(5), therefore, with the removal of 2-cells, the complex is collapsible
to a 1 dimensional complex. We only need to enumerate Q and hexagons. Therefore, we have 5! Q and
4 × P (5, 2) hexagons. Note that each edge is shared by one Q and one hexagon, the total number of edge
should be (4× 5! + 6(4× P (5, 2)))/2; each vertex is shared by two hexagons (or alternatively, two Q’s), the
total number of vertices should be 4× 5!/2. Thus, the Euler characteristic should be
χ(CovX4(5)) = #(Q)−#(edges) + #(vertices) = −5! .
Covering with excess one becomes more complicated in higher dimensions, as the excess covering can
accordingly move freely in higher dimensional regions. In the sequel we assume the grid domain GA is
connected in 2D and is formed by unit square plaques. The area of RA is A; this implies we can cover GA
with exactly A unit square plaques.
Our main result is :
Theorem 3.0.13. Suppose the grid domain GA can be covered precisely by A unit square plaques, then
CovGA(A+ 1) is homotopy equivalent to 1 dimensional complex.
Since the essential topological feature of a 1-dimensional complex is determined by the Euler character-
istic, we have also showed that
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Theorem 3.0.14. The Euler characteristic of CovGA(A+ 1) is
χ(CovGA(A+ 1)) = (χ(GA)−A/2)(A+ 1)!,
where χ(GA) is the Euler characteristic for the domain GA.
3.1 Preliminaries
Before we give the proof, we begin with some definitions in this section for preparation. In last chapter of the
Subsection 2.5.3 we have given the definition of a polyhedral complex. Later we will see that CovGA(A+ 1)
has the structure of a polyhedral complex.
Definition 3.1.1. Let P be a polyhedral complex. A free face of P is some τ ∈ P such that there exists
one and only one σ ∈ P with τ ⊂ σ. In particular, dim τ < dimσ. An elementary collapse of P is the
removal of the pair (τ, σ) when dim τ = dimσ − 1.
Definition 3.1.2. A polyhedral complex P1 collapses to another polyhedral complex P2 if there exists a
sequence of elementary collapses, we write P1 ↘ P2. An expansion is the operation inverse to the collapse.
We say P1 is the expansion of P2 and write P2 ↗ P1.
The following proposition is a known fact, ref. [Koz08]:
Proposition 3.1.3. A sequence of collapses yields a strong deformation retraction, in particular, a homotopy
equivalence.
In proving the 2D case, the following labeling notations are given for our convenience.
Since each plaque in the 2D domain must be covered by at least one point; in order to specify particular
covering configurations and keep tract of them, we use CN to define the labeling set
{C =
[
c11 c12 ... c1n
...
...
. . .
...
cm1 cm2 ... cmn
]
: cij ( [N ],
⊔
ij
cij = [N ]},
where
⊔
stands for disjoint union and [N ] denotes the set {1, . . . , N}.
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Working on a grid domain GA with arbitrary shape, we shall assume Gm×n is the minimal rectangular
grid domain that covers GA. For the pair of i, j corresponding to square plaque outside GA, we simply ignore
cij in that position. Other cij ’s corresponding to positions of different plaques in GA will be active.
Reading off the active cij tells us which point(s) is/are used to cover the plaque on GA at the ith row
and the jth column of the rectangular grid domain Gm×n. For example, when m = 2, n = 3, N = 7,[
{1} {3} {2}
{4} {5} {6,7}
]
stands for a covering configuration that points 1, 2, 3, 4, 5 are taking care of their own plaques,
while 6, 7 together cover the plaque in the lower right corner. C =
[ c11 c12 c13
{4} {5} {6}
]
with the active c11, c12, c13
unspecified corresponds to the situation that we have points 4, 5, 6 covering the second row of plaques, and
the first row of plaques are covered up by points from {1, 2, 3, 7}; in this case, Theorem 2.5.2 indicates that
the minimal covering configuration space traversing {[ c11 c12 c13{4} {5} {6} ]} has the homotopy type of Skel1(P4).
Given a covering configuration C=
 a11 a12 ... a1n... ... . . . ...
am1 am2 ... amn
, where each aij is a singleton except for the inactive
ones, the free region Qp for the excess covering agent p /∈ aij is defined as follows:
Definition 3.1.4. The free patrolling region Qp for p is a 2 dimensional polyhedral complex such that
• the 0-cells v(i,j) corresponds to fixed covering point aij .
• the 1-cells are edges {v(i,j), v(i,j+1)} and {v(i,j), v(i+1,j)} that connect neighboring covering points.
• the 2-cells are unit square plaques {v(i,j), v(i,j+1), v(i+1,j), v(i+1,j+1)} that are glued in along its bound-
ary edges.
Remark 1 (On the labeling). 1. Note that there are (A+1)! such free patrol regions, since the excess one
is identified whenever we have made a choice of the fixed covering points. It is natural for us to use a11 a12 ... a1n... ... . . . ...
am1 am2 ... amn
 to label Qp.
2. We shall also use

a11 a12 ... a1n
...
... aij∪{p}
...
am1 am2 ... amn
 to label the 0-cell v(i,j). This allows us to identify different
0-cells on different Qp’s.
In principle, we can use the devised labeling notations to label all the cells in the complex for the covering
configuration space. The right way of gluing for the covering configuration space means a consistent labeling
from cells of 0 dimension to the working dimension, which shall be made clear in the proof.
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Finally, the crossings of Qp are maximal horizontal (resp. vertical) lines traversing the horizontal (resp.
vertical) edges. Let the length of a crossing be the number of vertices on it.
3.2 Construction for the SoC
Construction of CovGA(A+ 1):
Our construction of CovGA(A + 1) can be described as a gluing process. The basic idea is to glue the
2 dimensional complex of free patrol region with the 1 skeleton of permutahedrons along the crossing lines.
We shall take advantage of Theorem 2.5.2, but in order to facilitate the gluing, we first need to present the
modification step for Skel1(Pn):
We denote Skel1(Pn) as a polyhedral complex P. In order to ‘patrol’ on the 1 skeleton of permutahedrons,
we construct the modification P ′ as follows:
1. We first have a barycentric subdivision of P denoted as SP. The mid-points on each edge of P are
0-cells of SP now.
2. We construct the expansion of SP by adding all pairs (e, t) with e and t satisfying the following
conditions:
• For two edges of P which are connected to a vertex v of P, e is the edge connecting the mid-points
on them.
• t is triangular 2-cell that contains e and the vertex v.
Figure 3.3: Illustration for the expansion of Skel1(Pn).
Denote the resulting 2 dimensional polyhedral complex as P ′. Since P ′ ↗ SP, we immediately have
Lemma 3.2.1. P ′ is homotopy equivalent to P.
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This visual change yields advantage in the glueing process. This is because edges in P corresponds to
adjacent transpositions. The mid-points on edges of P can be used to represent critical covering configu-
rations that two points (the permuted pair) are overlapped. The edges in P ′ whose boundary are those
mid-points (denoted as evivj ) shall be treated as patrolling paths from one critical covering configuration to
another. Indeed, if we look at all the edges in P whose boundary contains the vertex v = 123 · · ·n, they
(or alternatively, the midpoints) can be represented as [(12)3 · · ·n], [1(23) · · ·n], . . . , [123 · · · (n− 1, n)], the
points in bracket together cover a fraction of line segment while the others cover one fraction by themselves.
Hence these vertices form a set of critical covering configurations for the line segment.
There are two types of patrol paths represented by evivj :
• If we take v1 = [(12)3 · · ·n], v2 = [1(23) · · ·n], ev1v2 represents the path for point 2 patrolling from 1
to 3. We call such ev1v2 representing a single shift, denote the set of all single shift edges as E1.
• If we take v1 = [(12)3 · · ·n], v2 = [12(34) · · ·n], ev1v2 represents the patrol path for both 2 and 3
synchronously moving to the right from configuration v1 to v2. This involving more than one point
movement, hence we call such ev1v2 representing a swarm shift, denote the set of all swarm shift edges
as E2.
When the excess agent travels along crossings of the free patrol region Q, locally it travels on lines from
one critical covering configuration to another, therefore, edges representing single shift in P ′ can be identified
with edges in Q.
Now we can describe the glueing process for CovGA(A+ 1) as the polyhedral complex K:
1. Start with the 1-skeleton of Qp for an arbitrary patroller p. Note that there are (A+1)! such complexes.
On Qp we can list all the crossings. For the ith crossing on Qp with length n, we have Skel1(P ′),
where P ′ is the expansion of SSkel1(Pn+1). The edges on Skel1(P ′) that represent single shift shall be
identified with edges on the crossing of Qp. Denote the new space as Kip = Skel1(Qp) ∪E1 Skel1(P ′).
2. We glue Kip together for different i’s by identifying Skel1(Qp) that is common to them.
3. We glue Kp together for different p’s by identifying the vertices that have the same label.
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4. Finally, glue in the 2-cells of Qp and 2-cells of P ′ along their boundaries. The resulting polyhedral
complex ∆ is the covering configuration space we are after.
The reader can refer figure 3.2 for some illustrations.
Collapsibility:
The important observation of the existence of free edges leads us to the following collapsibility:
Lemma 3.2.2. K is collapsible to a 1-dimension complex.
Sketch of the proof: We prove by giving the sequence of collapse: first for triangular 2-cells in P ′: the
expansion of 1 skeleton of Pn+1’s, where n is the length of different crossings in Qp. When P = Skel1Pn+1
has less than 3! vertices, we can take the collapsible pair (e,t) with e being the edge with one of its boundary
point at a vertex of P. For P having at least 4! vertices, the expansion P ′ has at least one collapsible pair
(e, t) with e not shared by other 2-cells from either P ′ or Q. Such e represent a swarm shift on Q. After the
removal of (e, t), edges belonging to the subdivision of P on t become free. Therefore, we have a sequence
of elementary collapses for all triangular 2-cells in P ′.
Note that every Q is identified with some excess agent while the other covering points are fixed. Permu-
tation only happens when it is overlapped with some other covering point, therefore, Qp for excess agent p
is identified with Qq for excess agent q by a vertex if and only if they are overlapped at the vertex; the edges
on Qp are never shared by 2-cells from Qq, for q 6= p. Therefore, working from plaques with free edges on Qp
to plaques surrounded by other plaques, we can have a sequence of collapses for Qp, leading to 1 dimensional
polyhedral complex.
Theorem 3.0.13 instantly follows. We put the complete proof (using partial matching arguments) in the
appendix.
Next, one derives the Euler characteristics by counting the number of cells in different dimensions.
Note that Qp=
 a11 a12 ... a1n... ... . . . ...
am1 am2 ... amn
 and Qq=

a′11 a
′
12 ... a
′
1n
...
...
. . .
...
a′m1 a
′
m2 ... a
′
mn
 are glued by a vertex if and only if aij = a′ij
for all but one pair of i and j.
Counting:
Combining all the above lemmas, we now count the total number of cells of K in different dimensions.
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Suppose GA is a 2 dimensional domain with Euler characteristic 1 − g, it has the homotopy type of a
disk with g points removed. We have the following lemma:
Lemma 3.2.3. Suppose there are ni crossings of length i in total on the free patrolling region Q and the
area of Q is K, χ(GA) = 1− g, then we have
K = 1−A+
∑
i
ni(i− 1)− g.
Proof. Our proof is carried out in two stages: first consider when GA is contractible. This would allow us
to build GA in the following way:
1. beginning from the top row, we construct GA from left to right by adding unit square blocks one by
one.
2. for the next row building, since GA is contractible, we can always pick one block whose boundary is
attaching the first row. We then extend the row by adding blocks to its left and right. Then we pick
another block in this row attaching to the first row and extend it again. Repeat until we finish building
the second row.
3. repeat the above steps row by row until we complete the last row building.
During the construction, we observe how K is changing when A and the
∑
i ni(i−1) terms change. When
building the first row of C, adding one block, we have ∆A = 1, ni = 1 and ∆i = 1, K = 0. Note that with
∆A = 1, ∆K = 1 if and only if a cross emerges in Q. That implies ∆∑i ni(i − 1) = 2, by induction, we
have
K = 1−A+
∑
i
ni(i− 1),
when GA is contractible.
Next, suppose we have holes in GA. We again proceed constructively tactic. The base step is when
G′A = GA − σs1 ,
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where σs stands for a solid square and GA is contractible, σs1 is in the interior of GA. We have ∆A = −1,
∆K = −4, and since both the horizontal and vertical crossings become two shorter crossings, ∆∑i ni(i−1) =
−4. Therefore, by induction, if we remove g isolated blocks in the interior of GA, we have
K = 1−A+
∑
i
ni(i− 1)− g.
When enlarging the holes, this equality remains. To see this, we consider all the possible situations when a
generic hole (a missing block in the interior of GA is enlarged. Suppose a sequential removal of σs1 , . . . , σsn
leads to an enlarging hole in GA. ∆A = −1 with σsi+1 removed. Therefore, if σsi ∩ σsi+1 is an edge,
∆K = −2, ∆∑i ni(i − 1) = −3; if σsi ∩ σsi+1 is a vertex, ∆K = −3, ∆∑i ni(i − 1) = −4. In both cases,
∆K = −∆A+ ∆∑i ni(i− 1). We are done.
Now we can prove Theorem 3.0.14.
SupposeQ has ni crossings with length i, permutation happens only on the crossing lines. By enumerating
the number of cells in different dimensions we have:
#(σs) = (A+ 1)!K, (1)
where K is the number of σs in Q.
#(σt) =
∑
i
P (A+ 1, A− i)ni i(i− 1)
2
(i+ 1)! (2)
The triangular 2-cells all come from the expansion of permutahedrons.
#(e) =
∑
i
(ni − 1)(A+ 1)! +
∑
i
P (A+ 1, A− i)nii(i+ 1)!
+
∑
i
P (A+ 1, A− i)ni
(
i(i−1)
2 − (i− 1)
)
(i+ 1)!
(3)
The first part comes from edges on Q, the second and third part comes from edges on the expansion of
permutahedrons that are not glued with those on Q. They belong to swarm shift and edges connecting to
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the vertices of permutahedrons respectively.
#(v) =
A
2
(A+ 1)! +
∑
i
P (A+ 1, A− i)ni(i+ 1)! (4)
The first part comes from vertices on Q, each is shared by two Q of different patrollers. The second part
comes from vertices of the permutahedrons.
Therefore, combining equations (1)-(4), we have
χ(CovGA(A+ 1)) = #(v)−#(e) + #(σs) + #(σt)
=
(
K +A/2−
∑
i
ni (i− 1)
)
(A+ 1)!.
Together with the lemma, we are done with the proof for 2D domain GA.
3.3 Collapsibility Result Revisited
Constructing a sequence of collapses can be well described using partial matching defined on a poset (also
called discrete vector field by R. Forman, see [For98]), the latter is actually more general than just the
elementary collapses. To begin with this standard treatment, we recognize a polyhedral complex P as a
poset consisting of all the faces and whose partial order relation is the covering relation on the set of faces,
namely, x ≺ y if x ⊂ y and there is no z ∈ P such that x ⊂ z ⊂ y.
To describe the structural collapses, we follow the definitions of partial matching from D. Kozlov in [Koz08].
Definition 3.3.1. A partial matching on a poset P is a subset M ⊂ P × P such that
1. (a, b) ∈M implies a ≺ b;
2. each σ ∈ P belongs to at most one element in M .
A partial matching is called acyclic partial matching (ai, bi) ∈ M if there does not exist the following
nontrivial closed path
a1 ≺ b1  a2 ≺ b2  · · ·  an ≺ bn  a1
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with n ≥ 2 and all bi being distinct.
Note that a single pair of matching is always acyclic, but they may not be an elementary collapsable pair.
Still, collapsing the matched elements in an acyclic partial matching will not change the homotopy type of
the underlying space.
Our goal is to prove the following lemma:
Lemma 3.3.2. Any 2-dimension cell in the polyhedron complex K of our covering configuration space belongs
to an element (collapsing pair) in some acyclic matching on P.
Given a 2D grid domain GA, possibly with holes, we can fix all the other covering agent while allowing
one to freely patrol, this enables us to label a subcomplex Qp of the covering configuration space. All the
2-cells in CovGA(A+ 1) have exactly two geometric shapes:
1. square plaques τs: due to planar movement of one single covering agent. They all come from Qp for
some p.
2. triangular plaques τt: due to one dimensional (horizontally or vertically) rotations of multiple covering
agent. They all come from the expansions of certain permutahedrons glued with Qp along its crossings.
We describe the matching as follows: for different τt’s, match each with σ ≺ τt satisfying σ /∈ ∂Qp and
preferably choose the σ which is free (not shared by another τt); if σ /∈ ∂Qp is not free, we can choose one
arbitrarily while avoiding repetitive matching it with other τt’s.
For different τs’s, we match them in the following way:
• We say a τs is on the boundary if τs has one edge σ on ∂Qp for some p, match τs with σ. Denote the
collection of all the boundary ones as the set M .
• For other τs, if τs ∩ τ 6= ∅, for some τ ∈M , then they must intersect at some edge σ, match τs with σ.
If they intersects at more than one edges, we can pick up an arbitrary one to match with τs. Update
M with all the matched τs’s.
• Repeat the last step until M contains all τs’s.
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This partial matching is well-defined and is acyclic. Indeed, every 2-cell can be matched with their
incidental edges without repetition. This relies on the following observation: for τt, each has at least two
edges which are not part of ∂Qp; and at most two τt’s share an edge. As for τs, each has 4 candidate edges
to be matched with, and at most two τs’s share an edge. Hence each 2-cell can be matched with one of their
incidental edges without repetitive matching with other 2-cells. The recursive way of matching all τs is valid
as essentially any τs is path connected to one on the boundary.
Next we show it is acyclic. Suppose there exists a sequence σ0, · · · , σt such that all σi are different
except σt = σ0, each σi is matched with some 2-cell, they form a nontrivial closed path. Then we claim
σ0 cannot be an incidental edge of any τt, the triangular 2-cells. Indeed, first σ0 cannot be a free edge of
some τt, since otherwise τt  σ0 has to appear in the matching at least twice, which is not allowed by the
definition of partial matching. Secondly, for other σ0 /∈ ∂Qp, suppose it is shared by two triangular 2-cells,
to make it a closed path, we have to make the two cells the first and the last one respectively in the closed
path, this is only possible when we include all the triangular cells which share a single vertex (vertex of the
permutahedron) in the closed path, thus all τt’s has to be matched with shared edges, yet by construction,
we know at least one triangular cell is matched with a free edge, as free edges always exist in some τt. Finally,
σ0 ≺ τt cannot be edge on Qp , this case is obvious as such σ0 can only be matched with some τs on the
boundary, according to our scheme; the only chance to get back is having some τt in the closed path, which
is impossible.
What remains to be proved is that σ0 can not be any interior edge of Qp, for any p. By the inductive
construction, we can draw a path connecting the sequence σ0, · · · , σt all the way to an edge on the boundary,
this contradicts with the path being closed. We are done.
Theorem 3.0.13 can be generalized to some 3D grid domains with little modification. 3-cells in the free
patrolling region Qp for the excess agent p can only share a vertex for 3-cells in the free patrolling region
Qq, where q 6= p. again, the complex for the covering configuration space is collapsible to a 1 dimensional
complex, as long as the grid domain itself is collapsible to a 1 dimensional complex. The Euler formula
for the 3D case should work similarly as Theorem 3.0.14. We have worked on some specific situations: for
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example, when GA = Ga×b×c, which is the pile of cubes consisting of abc unit cubes, we have
χ(CovGA(A+ 1)) = (1−A/2)(A+ 1)!,
where A = abc. When GA has g cavities, it has nontrivial 2 dimensional homology, we have
χ(CovGA(A+ 1)) = (1 + g −A/2)(A+ 1)!.
Figure 3.4: The pile of cubes presented in its layers with two cavities.
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Chapter 4
Covering Metric Graphs
4.1 A Case Study of Covering Metric Trees
A metric tree Γ = (V,E, ω) is a tree with vertex set V and edge set E that all edges in E are closed line
segments in R that are homeomorphic to [0, 1], and the weight map ω : E → R+ suggests the length ω(e) of
e. ω induces a metric d on Γ, where d(x, y) is the length of the shortest path connecting the points x and y
on the graph.
A flat disk B(x, r) centered at x with radius r consists of all points on Γ at distance at most r from x.
See Fig. 4.1.
Figure 4.1: The red flat disk B(x, r) on a metric tree moves freely to its left and right; all the disks (labelled
by different color) together cover the tree.
Let Γn be a metric graph with n edges and the weight map ω being the constant 1. We consider the SoC
for Γn with excess one covering.
Denote Covn+1(Γn) := Covn+1(1/2,Γn).
Recall that with the size of the coverings fixed, the excess number in the SoC is the total number of the
coverings minus the least number necessary for a full coverage. When the excess number is 1, we establish
a connection between the SoC for metric trees with the Cayley graph, capturing the combinatorial property
of the space. More precisely, we have the following theorem:
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Theorem 4.1.1. Covn+1(Γn) is homotopy equivalent to C(Sn+1, R), where Sn+1 is the permutation group
of [n+ 1], and R is the generating set of transpositions whose primitive graph is isomorphic to Γn.
In this section our main task is to prepare the preliminary materials and prove Theorem 4.1.1.
4.1.1 Cayley Graph of the Permutation Group Sn
Given a group G and a subset R of G, the Cayley graph of G with a generating set R is the directed graph
C(G,R) with vertex set identified with the elements of G, and an edge (g, gr) for each g ∈ G, and r ∈ R. In
particular, if R = R−1 (that is, for any r ∈ R, r−1 ∈ R), then C(G,R) is an undirected graph.
The permutation group Sn is the set of permutations of [n], i.e., the set of bijections from [n] to
[n]. We follow the common convention of denoting a permutation as an ordered n-tuple σ = (pi1pi2 . . . pin)
with pik ∈ [n], for k = 1, . . . , n. Applying one permutation after another can be seen as the product of two
permutations, which is also a permutation; this is why Sn is a group. A transposition, denoted as (i, j),
where i, j ∈ [n] and i 6= j, indicates that pii is swapped with pij . We are interested with the generating set R
consisting of transpositions only. For example, the Cayley graph of S4 with generating set {(1, 2), (2, 3), (3, 4)}
is shown in Fig. 4.2.
81, 2, 3, 4<
82, 1, 3, 4< 81, 3, 2, 4< 81, 2, 4, 3<
82, 3, 1, 4< 82, 1, 4, 3< 83, 1, 2, 4< 81, 3, 4, 2< 81, 4, 2, 3<
83, 2, 1, 4< 82, 3, 4, 1< 82, 4, 1, 3< 83, 1, 4, 2< 81, 4, 3, 2< 84, 1, 2, 3<
83, 2, 4, 1< 82, 4, 3, 1< 84, 2, 1, 3< 83, 4, 1, 2< 84, 1, 3, 2<
83, 4, 2, 1< 84, 2, 3, 1< 84, 3, 1, 2<
84, 3, 2, 1<
Figure 4.2: The Cayley graph of S4 with generating set {(1, 2), (2, 3), (3, 4)}.
To any set R of transpositions of Sn, a primitive graph Gn(R) of R is defined to be a graph with vertex
set {1, . . . , n}, and edges representing all transpositions in R.
With all the needed preparations, Theorem 4.1.1 states that the homotopy type of Covn+1(Γn) is the
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same as a Cayley graph of the permutation group Sn+1, with a specific generating set in such a way that
the primitive graph of the generating set is isomorphic to Γn.
This theorem generalizes the following result given by Y. Baryshnikov in the case k = 1, that is, excess
one covering case for an interval.
Corollary 4.1.2 (Y. Baryshnikov). Covn+1( 12n , I) is homotopy equivalent to Skel1(Pn+1), where I is the
unit interval and Skel1 stands for the 1-dimensional skeleton of the permutahedron Pn+1.
Before proving our result, we take a look at two typical tree structures for coverage: a chain and a
dandelion.
4.1.2 Example: Chain Versus Dandelion
An n-chain is a metric tree Ln with n edges of unit length and 2 leaves. An n-dandelion is a metric tree Xn
with n edges of unit length and n leaves.
Consider the generating sets
R1n+1 = {(1, 2), (2, 3), . . . , (n, n+ 1)},
R2n+1 = {(1, 2), (1, 3), . . . , (1, n+ 1)}.
Note that Rin+1 = (Rin+1)−1 for i = 1, 2, so C(Sn+1, Rin+1) are both undirected graphs.
It is clear immediately that the primitive graph of R1n+1 is isomorphic to Ln and the primitive graph of
R2n+1 is isomorphic to Xn.
Covering L3 with Excess One
With Corollary 4.1.2 we know Cov4(L3) has the homotopy type of 1-skeleton of P4, the permutahedron
with 4! vertices. Edges are formed by adjacent transpositions of the coordinates of vertices. Therefore the
1-skeleton of P4 is the Cayley graph of S4 with generating set R14.
It is interesting to compare the 1-skeleton of the permutahedron P4 in Fig. 4.3 with Fig. 4.2, realizing
that they are the same. To understand this combinatorial property, recall the situation where three covering
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Figure 4.3: L3 on the left, the homotopy equivalence of Cov4(L3) on the right, which is homotopy equivalent
to the 1-skeleton of the permutahedron P4, a truncated octahedron.
disks situated on each edge with one excess. On a single edge which is covered by two disks, we have some
freedom of moving them. In such case, we can first order them on the edge, if their order does not change
(no transposition), the configuration space for the two points is just homotopy equivalent to a point; if a
transposition occurs, we can see this as switch of jobs: one takes charge of covering the whole edge, and the
other becomes a freely roaming disk on the graph. The roaming one can switch others out too, the minimal
rotational switch among three covering disks is achieved on two neighboring edges. Hence, the SoC of L3
restricted on any two neighboring edges with three disks B(xi, 1/2) can be retracted to, geometrically, a
hexagon. Different hexagons are glued together at places where they share the same covering configurations.
This leads to the discovery of 1-skeleton of the permutahedron, but the Cayley graph at the same time also
captures the combinatorial features of such observation.
Covering X3 with Excess One
Figure 4.4: Construction for Cov4(X3): three neighboring hexagons are shown to be glued together. Black
regions are the mapping cylinders, known as the “glue”.
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Cov4(X3) shows somewhat surprising topological structures compared with Cov4(L3). If one fixes a
specific covering disk on one branch, the other two branches with three covering disks will yield a hexagon
in the SoC by a rotational switch among the disks on the two edges. The total number of hexagons in
Cov4(X3) depends on the choice of the neighboring two edges on X3 and that of the fixed covering disk as
well. There are 4 choices for which disk to be fixed and 3 choices for which edge of X3 should the chosen
fixed disk to cover, each leads to the rotation of three disks, resulting in hexagons, thus there are 4× 3 = 12
hexagons in Cov4(X3). We construct Cov4(X3) by gluing the 12 hexagons. To realize the gluing pattern we
can create imaginary mid-points on the edges of the original 12 hexagons, representing the roaming diskâĂŹs
position at the central vertex while moving on the edge. Fig. 4.4 illustrates how to visualize the gluing for
three neighboring hexagons. Tracking all the gluing will reveal the combinatorial structure to us as a special
Cayley graph.
Now we try to see the connection by defining an injection
φ : C(S4, R
2
4)→ Cov4(X3)
such that each σ in S4 (represented as a 4-tuple) is mapped under φ to a covering configuration point that
the (i+1)-st element in σ represents the disk on the mid-point of the i-th branch of X3 and the first element
in σ representing the disk at the central vertex. An edge (σ, σr) in C(S4, R24) formed by transposition r ∈ R24
acting on σ ∈ S4 is mapped to a particular covering switch such that the disk on the branch is switched
with the one on the central vertex. This also corresponds to the edges of the above mentioned 12 hexagons,
and hence can be labelled by (σ, σr). We do the elementary counting now: we can make each of the above-
mentioned hexagons into their dual ones with each vertex labelled by σ ∈ S4 and each edge labelled by an
ordered 3-partition of the set {1, 2, 3, 4} (corresponding to a transposition). The degree of any vertex is 3, as
every vertex σ is connected to 3 other permutations by an transposition. An edge is shared by 2 hexagons.
Therefore, we have 12 hexagons, 24 vertices and 36 edges to form Cov4(X3) as a 1-complex. The resulting
graph is known as the Nauru graph, which is toroidal and can be realized on a torus. Moreover, it should
not be a surprise that the Nauru graph is the Cayley graph of S4 with generating set R24.
Comparing the above results for L3 and X3 is quite interesting. Cov4(L3) can be embedded on a sphere
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while Cov4(X3) can be embedded on a torus. Yet a straightforward counting tells us they have the same
Euler characteristic invariant, as their 1-complexes have the same vertices and edges. The two Cayley graphs
of Sn+1, on the other hand, have different expansion properties. C(Sn+1, R2n+1) is a better expander than
C(Sn+1, R
1
n+1), as known facts [Fri00].
Figure 4.5: X3 on the left, the homotopy equivalence of Cov4(X3) is shown on the right, which is a Cayley
graph of S4 with generating set {(1, 2), (1, 3), (1, 4)}, known as the Nauru graph (toroidal).
4.1.3 Covering with Excess One on Metric Trees
To prove Theorem 4.1.1, we denote the vertex set of the tree Γn as V = {v1, . . . , vn+1}. For σ =
(pi1 . . . pin+1) ∈ Sn+1, consider C˜ovσ(Γn) as the subset of Covn+1(Γn) with the constraints that vi ∈ B(xpii , 1/2),
∀i ∈ [n+ 1]. It follows that
Covn+1(Γn) =
⋃
σ∈Sn+1
C˜ovσ(Γn).
Lemma 4.1.3. C˜ovσ(Γn) is homotopy equivalent to a point.
Proof. Consider each disk B(xpii , 1/2) covering the leaves of Γn first. Suppose the leaf vi is covered by
B(xpii , 1/2), we can move xpii to the mid-point of the edge that leads to leaf vi (the pendant edge); denote
Γ′n as the subtree of Γn by deleting all the edges connecting to the leaves of Γn we repeat the above procedure
by moving xpii ’s whose disks B(xpii , 1/2) covering leaves of Γ′n to the mid-points of the corresponding pendant
edges of Γ′n . When we are left with two disks, their center are moved to the mid-point of the last edge, while
all the other disks are fixed at the mid-point of their covered edges . The procedure yields the deformation
retraction from C˜ovσ(Γn) to the ending configuration point.
44
Lemma 4.1.4. C˜ovσ1(Γn) and C˜ovσ2(Γn) can deformation retract to the same point if and only if σ1 and
σ2 differ by a transposition (i, j), and e = (vi, vj) is an edge of Γn.
Proof. The “if” direction is simple and follows directly from Lemma 4.1.3. For the “only if” part, note that
C˜ovσ1(Γn) and C˜ovσ2(Γn) can only intersect at the configuration points with the edge (vi, vj) covered by two
disks centering at the mid-point of the edge. Indeed, suppose C˜ovσ1(Γn) ∩ C˜ovσ2(Γn) 6= ∅, then the covering
configuration points in their intersection must satisfy the condition that there exists v ∈ V covered by two
disks (otherwise since σ1 6= σ2, the intersection would be empty); and at the same time there exists a disk
B(xi, 1/2) such that xi covers two vertices from V (therefore, xi needs to be at the mid-point of an edge.).
Since all the permutations can be expressed as the product of transpositions, we can assume σ1 = σ2r1 . . . rk,
where ri are transpositions for 1 ≤ i ≤ k. When all the ri = (a, b)’s are disjoint and (va, vb)’s are not edges of
Γn, d(va, vb) ≥ 2, va and vb cannot be covered by two disks at the same time, so the intersection of C˜ovσ1(Γn)
and C˜ovσ2(Γn) is empty. When there exist overlapping transpositions, then they form a cycle. This suggests
the case, say, σ1 and σ2 differs by a cycle (1, 2, . . . , p), for p ≤ n + 1. This indicates that vi is covered by
disks centering at xi and xi+1, for i = 1, 2, . . . , p − 1,vp is covered by disks centering at xp and x1. Thus,
each disk xi for i = 1, . . . , p covers two vertices from {v1, . . . , vp}, they must center at the mid-point of some
edges. Therefore to realize the covering pattern, there must be cycles on Γn, which contradicts the fact that
Γn is a tree. What is left to check is when σ1 and σ2 differ by at least two disjoint transpositions and the
transpositions correspond to edges on Γn. Without loss of generality, assume σ1 = σ2r1r2, this forces two
pair of disks centering at two edges of Γn, but we have only excess one disk, contradiction. Therefore, if
C˜ovσ1(Γn) ∩ C˜ovσ2(Γn) 6= ∅, σ1 and σ2 differ by a transposition (i, j), and (vi, vj) is an edge of Γn.
Now this guarantees that we have two disks centering at the mid-point of (vi, vj). What remained are
n−1 vertices of Γn and n−1 disks, so C˜ovσ1(Γn)∩C˜ovσ2(Γn) is homeomorphic to In−1, hence can deformation
retract to some point.
Now we can prove theorem 4.1.1:
Proof. With the two lemmas, we proceed by induction. When n = 2, the tree is an unit interval, it is clear
that Cov2(Γ1) is homotopy equivalent to C(S2, (1, 2)), which is an edge. The vertices in C(S2, (1, 2)) are (12)
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and (21).
Suppose Covn(Γn−1) 'h C(Sn, R). The vertices in C(Sn, R) are n-tuples (pi1pi2 . . . pin) representing the
deformation retraction point in Lemma 4.1.3 satisfying the condition that vi ∈ B(xpii , 1/2). Suppose by
connecting one more vertex (leaf) vn+1 to some node vp in Γn−1, we get Γn. We also add another disk
B(xn+1, 1/2).
Consider a subset of Covn+1(Γn) as follows:
{(x1, . . . , xn+1) : (x1, . . . , xˆk, . . . , xn+1) ∈ Covn(Γn−1), B(xk, 1/2) 3 vn+1},
where k = 1, . . . , n + 1, and the ‘hat’ symbol ˆ over xk indicates that B(xk, 1/2) is not considered in
Covn(Γn−1). It is easy to see that the subset is homotopy equivalent to Covn(Γn−1), the symmetry im-
plies that we have n+ 1 copies of Covn(Γn−1) in Covn+1(Γn) by allowing one among all n+ 1 disks to cover
vn+1. By assumption, Covn(Γn−1) ' C(Sn, R), so Covn+1(Γn) has (n+ 1)n! = (n+ 1)! vertices, each repre-
sented by a permutation of [n]∪ {n+ 1}. For two permutations σ1 = (pi1 . . . pin(n+ 1)) and σ2, C˜ovσ1(Γn) is
connected directly with C˜ovσ2(Γn) by an edge if σ1 and σ2 differ by the n + 1st position in σ1 and the pth
position (of the first n positions) in σ2. Note that (p, n+ 1)∪R generates Sn+1, so Covn+1(Γn) ' C(Sn, R′),
where R′ = (p, n+ 1) ∪R.
4.2 Simplification: Cube Complexes
In the sequel, we switch gears and rather than considering the SoC for a metric graph itself, we propose a
simplified approximation for the SoC yielding a complex with a natural cubical structure and without metric.
The idea is to start with a minimal covering (covering the metric graph or any domain of our interest with
the least number of covering disks), fix their positions on the metric graph as needed, impose the constraint
condition that they are occupied by at least one covering disk, and then ask the excess covering disks to
move among those positions. The switching of the disks only occurs at those special positions fixed earlier
on the metric graph as the minimal configuration for coverage.
Definition 4.2.1. Given a metric graph G = (V,E, ω), let n be the minimal number of disks B(xi, r) to
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cover G, assume the configuration (ξ1, . . . , ξn) is a minimal covering, we define the portal vertices as ξi on
G, for i = 1, 2, . . . , n.
Suppose we have n + K disks to cover G, where K denotes the number of excess disks. Consider the
following space:
C˜ovn,K(G, (ξ1, . . . , ξn)) := {(x1, . . . , xn+K) ∈ Nn+K |∀j ∈ [n], xi = ξj for some i ∈ [n+K] },
It is natural to consider a even simpler problem setting: suppose we are given a graph N (P, H) directly
with vertices in two kinds: the portal vertices P that must be occupied by at least one covering disk, the
connecting vertices H that are regular vertices on N . We can define the follow space:
C˜ovn,K(N (P, H)) := {(x1, . . . , xn+K) ∈ Nn+K |∀v ∈ P, xi = v for some i ∈ [n+K] },
which we sometimes write as C˜ovn,K(N ) for simplicity.
Definition 4.2.2. We call N a covering scheme for G when C˜ovn,K(N ) is homotopy equivalent to
C˜ovn,K(G, (ξ1, . . . , ξn)).
Figure 4.6: A metric tree Γ with a covering scheme N . The red points are portal vertices of N and the green
points are connecting vertices of N .
Remark 2. Both the metric G and the minimal covering configuration determine which N to consider. It
remains to check whether it is possible for different minimal configurations to render topologically different
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Figure 4.7: On the left are the minimal coverings of I, on the right are the corresponding covering scheme
graphs.
covering schemes. Without explicit statement, we will assume just one fixed minimal covering configuration
based on which the scheme N (G) is constructed.
Remark 3. N (G) can be a multi-edge graph if there are no connecting vertices on paths between two portal
vertices.
This space is obviously a subspace of the original SoC with a much simpler structure. First we look at
some examples.
Example 4.2.1 (Covering an interval with 4 disks). Depending on the radii of the disks, the minimal
number can be any integer between 1 and 4. Suppose we need at least 3 disks to cover the interval, we
should have in C˜ov3,1(N ) the number of vertices #v = 36, i.e., the number of the ordered 3-partition of [4],
the number of edges #e = P 34 × 2 = 48, χ = 36− 48 = −12.
Suppose we need at least 2 disks to cover the interval, we should have in C˜ov2,2(N ) 14 vertices, i.e., the
ordered 2-partition of [4]; #e = 4× 6 = 24, the number of square plaques # = 12, χ = 14− 24 + 12 = 2.
Figure 4.8: On the left is the cubulation of S2 (locally); on the right is the 2-skeleton of the permutahedron
P4 (locally), a polyhedral cell decomposition of S2.
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Figure 4.9: On the left is the minimal covering of Y , on the right is the covering scheme N .
Moreover, C˜ov2,2(N ) is homotopy equivalent to S2. Fig. 4.8 shows two cell decomposition of S2 in this case.
Note the comparison with the early result of covering an interval, where Cov4(1/4, I) (covering I with excess
2) is homotopy equivalent to the skeleton of a permutahedron, here even though C˜ov2,2(N ) has different
cells, it renders the same homotopy type as Cov4(1/4, I).
Example 4.2.2 (Covering Y graph with excess one). Recall the metric graph Y is a graph with three
branches of unit length. In last section we have found Cov4(Y ). Now for its covering scheme N shown in
Fig. 4.9, C˜ov4(N ) has #v = 4! + 36 = 60; #e = 4!× 3 = 72; χ = −12, again, it renders the same homotopy
type as Cov4(Y ).
Example 4.2.3 (Covering a unit circle with excess one). A circle can be regarded as a graph with 2-valence
vertices. Suppose each disk is of diameter r = pi/2, given 3 disks, Cov3(pi/2, S1) is a fiber bundle, which
is homotopy equivalent to wedge sum of 7 cirlces product with S1, i.e., S1 ∨ · · · ∨ S1︸ ︷︷ ︸
7
×S1. Let’s check for
C˜ov3(N ), where N is shown in Fig. 4.10. In C˜ov3(N ) it has #v = 6, the number of the ordered 2-partition of
[3] is 6, so #e = 12. This is a hexagon with all the edges replaced by two multi-edges. Note that C˜ov3(N ) has
quite a different topological type because the vertices of N are fixed while in Cov3(pi/2, S1), all the vertices
Figure 4.10: On the left is the minimal coverings of S1, on the right is covering scheme graph N .
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can rotate on the circle synchronically. See the illustration in Fig. 4.11
Figure 4.11: The illustration of C˜ov(N ) is shown on the left, where N is two vertices connected by two edges.
The fiber bundle over S1 (trivial) with the fiber C˜ov(N ) characterizes the homotopy type of Cov3(pi/2, S1),
shown on the right.
Since N is equipped with a cellular structure as 1-complex, the cross product of N has a cell structure
with each cell being a product of cells in N . A k-cell is the cross product of k 1-cells, which represents k
moving disks on k edges independently (counting multiplicity since different disks can move on the same
edge). Therefore, C˜ovn+K(N ) is a cube complex whose cells are cubes of various dimensions. Cube complex is
a special type of polyhedral complex, which is very important in geometric group theory, especially euclidean
cube complex of NPC type.
The cubic structure of C˜ovn+K(N ) seems to be a natural object with a combinatorial essence of the
covering problem, we denote the cube complex as (N )n+K .
Next we can label various cubes in (N )n+K by introducing the following notations.
Suppose N = G(V,E), where V = P ∪ H. Let
L = {(L1, L2, . . . , Lm) : Ls ∩ Lt = ∅, ∀s 6= t},
where m = |E| and ⋃j Lj ⊂ [n+ k].
Let
H = {(H1, H2, . . . ,Hr) : Hs ∩Ht = ∅, ∀s 6= t}},
Figure 4.12: Illustration of the product of graphs as a cube complex.
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where r = |H| and ⋃kHk ⊂ [n+K] with vk ∈ H.
Let
P = {(P1, P2, . . . , Pn)}
be the set of ordered n-partition of a fixed subset of [n+K]. Note that Pi 6= ∅, for ∀i with vi ∈ P.
P is complementary to L and H if Pi ∩ Lj ∩Hk = ∅, for i = 1, . . . , n, j = 1, . . . ,m, k = 1, . . . , r, and
n⋃
i=1
Pi ∪
m⋃
j=1
Lj ∪
r⋃
k=1
Hk = [n+K].
The cubical cell Σl,q,h ∈ (N )n+K is defined as
σl,h,p := {x ∈ Nn+K : xi = vj ,∀i ∈ Qj ;xi ∈ ej ,∀i ∈ Lj ;xi = vj ,∀i ∈ Hj},
where
l = (L1, L2, . . . , Lm) ∈ L
h = (H1, H2, . . . ,Hr) ∈ H
p = (P1, P2 . . . , Pn) ∈ P
It is easy to see that
σl,h,p '
m∏
i=1
I |Li| ' I
∑m
i=1 |Li|,
where I = (0, 1). Since each vi ∈ P has to be occupied by some xj , we have
∑
i |Li| ≤ k.
Based on the discussion above, each σl,h,p defines a d-cell with d =
∑
i |Li|, we denoted it as σd for
simplicity. Obviously, d ≤ k.
Proposition 4.2.3. (N )n+K is a regular cell complex.
Proof. We construct (N )n+K first with 0-cells σ0. Then inductively, we form the d-skeleton Xd from the
d − 1-skeleton Xd−1 by attaching d-cells σd. The boundary of σd is homeomorphic to Sd−1 since σd ' Id.
The attaching map φ : ∂σd → Xd−1 identifies the boundary of σd with some σs ∈ Xd−1, where s ≤ d − 1.
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Thus, ∂σd is a homeomorphic to φ(∂σd). The process ends with the attaching of σK .
The attaching map leads us to the following proposition:
Proposition 4.2.4. σl′,q′,h′ belongs to ∂(σl,q,h) if and only if for all k ∈ [m],
1. L′k ⊂ Lk,
2. xi ∈ ∂ek for all i ∈ Lk \ L′k.
4.3 Poset Topology
In this section we first briefly review poset and related background. A poset P is a set together with a binary
operation ≤ which is reflexive, transitive and antisymmetric. y covers x and is denoted as xl y if x < y and
there is no z such that x < z < y. A poset is usually represented as a Hasse Diagram, which is an acyclic
directed graph with vertices representing elements in the poset and directed edges the cover pairs. An edge
of the Hasse Diagram points from x to y when x l y. Usually the arrows of the edges are omitted in the
Hasse Diagram, replaced by an upward direction convention. A chain is a totally ordered subset of P . P is
pure if all the maximal chains have the same length. The order complex of P is a simplicial complex whose
faces are all the chains of P , denoted as K(P ). The topology of P means the topology of K(P ).
If P has a unique minimal element 0ˆ called bottom and a unique maximal element 1ˆ called top, then
P is said to be bounded. Given any poset P , we can define the bounded extension as Pˆ = P ∪ {0ˆ, 1ˆ}. All
elements that cover 0ˆ are called atoms; all elements that are covered by 1ˆ are called coatoms.
A lattice is a poset where every pair of elements has a least upper bound and a greatest lower bound. The
least upper bound of x and y is called join, denoted as x ∨ y; the greatest lower bound of x and y is called
meet, denoted as x ∧ y.
There is a poset naturally associated to a regular cell complex, called face poset. It is not hard to
construct a finite regular cell complex from its face poset. It is a known fact that order complex of the face
poset is a barycentric subdivision of a cone complex. For details we point the reader to C. McCrory’s work
in 1975 [McC75] or the more standard reference [Bjö84]. Therefore we will focus on the topology of the face
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poset of (N )n+K , the faces are ordered by the relation given in Prop. 4.2.4, i.e., x < y ⇐⇒ x ⊂ ∂y. In
the sequel we simply denoted the face poset as P ().
Figure 4.13: From left to right are a cube complex, its face poset and the order complex of the poset.
We can also have some operations on posets. The dual of a poset P is P ∗ with the same underlying set
as P and the order relation reversed. The direct product of two posets P and Q is P ×Q, whose underlying
set is the cartesian product {(p, q) : p ∈ P, q ∈ Q} and the order relation is given by (p, q) ≤ (p′, q′) if and
only if p ≤P p′ and q ≤Q q′.
We begin with a connected covering scheme N . Recall the cubical cells defined in last section as σl,h,p,
where the labels gives a one-to-one correspondence between each cell and a configuration depicted by speci-
fying the location of each covering disk. We define a one-step motion for different configurations as follows:
Definition 4.3.1. Given any covering configuration represented by the triple µ = (l, h, p), a one-step up
or down motion is to move some disks on vertices to their neighboring edges (up), or disks on edges to
the end vertices (down); each disk is allowed to traverse at most one edge. If a one-step motion involves
only up-moving disks or only down-moving disks, we call it simple one-step motion, otherwise we call it
mixed one-step motion.
This captures the order relations of elements in P , since if x < y, then y is naturally derived from some
one-step up motion from x. On the other hand, if there is no simple one-step motion between x and y, then
x and y are not comparable.
The following proposition presents some basic facts about the face poset of (N ):
Proposition 4.3.2. Given the cube complex (N )n+K , we have
1. P () is pure.
2. P () is atomic, i.e., any element can be expressed as the join of atoms.
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3. The extension Pˆ of P () by adding {0ˆ, 1ˆ} is not a lattice in general. Pˆ is a face lattice when N is a
simple graph.
4. Pˆ is not semimodular.
Proof. (1) Note that all the maximal chains of P are of the same length, corresponding to cubical cells σl,h,p
with all the excess covering disks on edges, therefore the maximal cell dimensions are all K.
(2) Any element of P can be written as the join of bottom elements of P , which correspond to 0-dimensional
vertices of the cube complex. It is equivalent to saying any cubical cell is the interior of the convex hull of
its vertices. (Note that some literature has different name for this property as atomistic.)
(3) By (2), we know Pˆ is a meet semilattice. The meet of two elements is just the join of the intersection
of their bottom atoms. Suppose Pˆ is not a join semilattice, then we can assume we have x and y as an
incomparable pair, their upper bound z1 and z2 are also incomparable. This indicates we do not have any
simple one-step motion from x to y or from z1 to z2, yet we have simple one-step motion from x and y to
z1 and z2 respectively. Since N is a simple graph, there must exist an edge of N where the simple down
motion from z1 toward x and y involves disks moving in different directions to the end points of that edge,
otherwise x and y are comparable. Similarly for z2. Now such edges involved in the simple one-step motion
from z1 and z2 down to x and y cannot be disjoint, otherwise there exists a simple one-step motion from z1
to z2. But if the edges are the same, the disks involved in the down motion of that edge must also be the
same; if the edges are connected at one vertex, no simple motion exists from z1 and z2 down to x and y.
Therefore, Pˆ is a lattice. However, Pˆ is not a lattice in general, for example, when N has multiedges (See
figure 4.14).
(4) Recall a semimodular lattice is a lattice satisfying the property that if x ∧ y l x, then y l x ∨ y. Take
x and y to be two atoms with one-step motion up of the same disks unto different edges, the result follows
immediately, as x ∨ y = 1ˆ.
Next, we introduce Möbius function, which is quite significant in poset topology and combinatorics, and
it has a close connection with the Betti numbers of C˜ov(N ).
Definition 4.3.3. Möbius function of a poset P is defined recursively as a function µ : P × P → Z as
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Figure 4.14: The scheme N on the left, element x and y has two joins which are not comparable.
follows:
1. µ(x, x) = 1;
2. µ(x, y) = −∑x≤z<y µ(x, z), for all x < y.
The Möbius function is also closely related to the so-called Zeta function:
ζ(x, y) =

1, if x ≤ y,
0, if x  y.
Actually, µ = ζ−1 in the incidence algebra of the poset. If P has 0ˆ, we write µ(y) = µ(0ˆ, y), and µ(P ) = µ(0ˆ, 1ˆ)
when P is bounded.
The following result establishes the connection between the Möbius function and the reduced Euler
Characteristic χ˜() of a simplicial complex .
Proposition 4.3.4 (Philip Hall Theorem). For any poset P , we have
µ(Pˆ ) = χ˜(K(P )).
4.4 Homotopy Type of (N )n+K
The following theorem is very useful in poset topology proving homotopy equivalence of two posets:
Theorem 4.4.1 (Quillen’s Fiber Lemma). Let φ : P → Q be an order-preserving map such that for any
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y ∈ Q the order complex K(φ−1(Q≥y)) is contractible. Then K(P ) and K(Q) are homotopy equivalent.
It seems true that the homotopy type of a covering scheme is independent of the positions of the portal
vertices on N . First we look at an almost trivial example.
Example 4.4.1. Suppose we have a graph G consisting of only two vertices v1, v2 and an edge e = (v1, v2);
moreover, we have three particles. There is only one portal vertex. Now, instead of fixing it at either v1 or
v2 to make G a covering scheme, we allow the position of the “portal vertex” ξ to be anywhere on G, namely,
ξ ∈ [0, 1] if we embed e in R with v1 identified with 0, and v2 identified with 1. Since ξ has to be occupied
by some particle, we get 3 cubes I2 by fixing xi at ξ, for i = 1, 2, 3. The cube complex of the three particles
moving on G is the gluing of these cubes. When ξ travels from v1 to v2, the gluing changes with different
ξ ∈ [0, 1]. Fig. 4.15 shows intuitively such gluing pattern.
Figure 4.15: Glueing of three cubes. From left to right are the gluings when ξ = 0, ξ = 1/4, ξ = 1.
We would like to prove the following lemma:
Lemma 4.4.2. Suppose we have two graphs N1 and N2 that are homotopy equivalent with the same number
of portal vertices n, that is, χ(N1) = χ(N2). Then the cube complex (N1)n+K is homotopy equivalent to
(N2)n+K . Here n+K is the total number of the coverings.
In other words, the homotopy type of (N )n+K depends only on the homotopy type of N ; n, the number
of portal vertices and K, the excess.
Recall the gluing lemma:
Theorem 4.4.3 ( [Koz08]). Let A, B, C, D be topological spaces such that A ∪ B and C ∪ D are CW
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complexes and A,B,C,D are subcomplexes. (More generally, suppose the inclusions are cofibrations). Let
f : A ∪B → C ∪D
be a map such that f |A : A → C, f |B : B → D and f |A∩B : A ∩ B → C ∩ D are homotopy equivalences.
Then f itself is a homotopy equivalence.
We give a proof using the gluing lemma:
Proof. Suppose N1 and N2 only differ in one portal vertex, namely, on N1 ξ1 is at v1 while on N2 ξ1 is at
v2, where there is an edge e = (v1, v2). When constructing (N1) and (N2), we start with I0 cells, glued
with I1, and I2, etc. Hence we have a natural filtrations C(K) ⊃ C(K−1) ⊃ · · · ⊃ C(0), where Ci is the
i-dimensional skeleton of the cube complex. (N1) and (N2) have the same number of cells in different
dimensions. The only difference is in their gluing positions due to the different location of the portal vertex
ξ1. Based on the gluing lemma, we just need to check the gluing map in C(i), for i = 1, . . . ,K. If we embed
the edge e in R with v1 identified with 0 and v2 identified with 1, then all the excess particles moving on e
is isomorphic to the cube IK . On (N1) all the gluing in IK are the faces of IK with a vertex identified as
(0, . . . , 0), while on (N2) all the gluing in IK are the faces of IK with a vertex identified as (1, . . . , 1). See
Fig. 4.16 for a graphic illustration of the gluing data. It is immediately clear that the gluing sets on C(i)
of (N1) and (N2) are homotopy equivalent. Finally we can apply the straightforward generalization of
the gluing lemma, i.e., to the finite number of the covering spaces by induction to conclude the homotopy
equivalence of (N1)n+K and (N2)n+K
Now we can add more connecting vertices to N without changing the homotopy type of (N )n+K , which
means that we can actually treat N as an ordinary graph (without so called portal vertices), and free the
Figure 4.16: The gluing of Ik in the proof of Lemma 4.4.2
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Figure 4.17: The illustration has the portal vertices marked as red. If one moves ξ1 from v2 to v1, the
homotopy type of (N )n+K remains unchanged.
Figure 4.18: Illustration of deformation retraction of the underlying graph N .
.
portal vertices as points (ξ1, . . . , ξn) as long as ξi ∈ N for all i ∈ [n] and ξi 6= ξj for i 6= j.
What remains to be proved is that (N )n+K does not depends on the exact graph N but on the
homotopy type of N . Without loss of generality, we can now assume all the portals are lying on some
edge of N . See Fig. 4.18 for the illustration, where the edge e with no portals on it disappears after the
deformation retraction of the graph. We can also embed the edge e in R with its ending vertices identified
with {0} and {1}. Define
st(x) :=

|x|(1− t)e, if x ∈ e¯ ,
x, otherwise .
Let
Φt(x1, x2, . . . , xn+k) := (st(x1), st(x2), . . . , st(xn+k)),
where xi is the i-th particle on N . This gives the deformation retraction.
Now we can abuse the notation and treat N as the underlying graph. Denote χn,k,N := χ((N )n+k).
Recall the Euler characteristics of a finite regular CW complex is a homotopy invariant, which can be
computed by the zeroth order data, i.e., the number of cells of each dimension.
Lemma 4.4.4. The number of ordered-partition of N labelled elements into K labelled nonempty blocks is
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Figure 4.19: A special arrangement of the portal vertices. The graph in the circle has the same χ = χ(N ).
The graph has only n vertices and n− χ(N ) edges.
denoted as χ0K,N and
χ0K,N =
K∑
i=0
(−1)i
(
K
i
)
(K − i)N .
Proof. By using Stirling numbers of the second kind.
Theorem 4.4.5. χn,k,N =
∑n
i=0
∑k
j=0(−1)i+j
(
n
i
)(
n+k
j
)
(n− i)n+k−j(n− χ(N ))j.
Proof. It suffices to consider the simple case when all the portal vertices are on an edge embedded in [0, 1],
fix the positions of the n portal vertices as x0 = 0, xi = i/(n− 1), for i = 1, . . . , n− 1. Due to the previous
theorem, we can simplify N to the graph shown in Fig. 4.19. The graph has n vertices and n−χ(N ) edges.
(the loop is seen as one edge with the same ending point.) Thus,
χn,k,N =χ0n,k − χ0n,k−1
(
n+ k
1
)
(n− χ(N ))
+ χ0n,k−2
(
n+ k
2
)
(n− χ(N ))2
+ · · ·+ (−1)kχ0n,0
(
n+ k
n+ k
)
(n− χ(N ))k
=
k∑
j=0
(−1)jχ0n,k−j
(
n+ k
j
)
(n− χ(N ))j
=
k∑
j=0
(−1)j
(
n∑
i=0
(−1)i
(
n
i
)
(n− i)n+k−j
)(
n+ k
j
)
(n− χ(N ))j
=
n∑
i=0
k∑
j=0
(−1)i+j
(
n
i
)(
n+ k
j
)
(n− i)n+k−j(n− χ(N ))j .
χn,k is easy to compute for some simple cases: χn,0 = n! and χn,1 = (n+ 1)!(−n/2 + χ(N )).
Moreover, if we define a new covering scheme: there are not only portals (positions that must be occupied
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by some particle) on N , but also reserves (positions that are less important so we can suppose there are
at least one particle lying in the union of the reserves). Denote the collection of the portals as the set P as
before, and that of the reserves as R. Suppose P = {ξ1, . . . , ξn}, R = {ψ1, . . . , ψm}. Define C˜ovn,m,K(N ) as
the set
{(x1, . . . , xn+K) ∈ Nn+K |∀v ∈ P, xi = v for some i ∈ [n+K], xj ∈ R for some j ∈ [n+K]}
Then by applying the Euler characteristics to A ∪B, we have
χ(A ∪B) = χ(A) + χ(B)− χ(A ∩B) ,
thus
χ(C˜ovn,2,K(N )) = 2χ(C˜ovn+1,K(N ))− χ(C˜ovn+2,K(N )) .
This new concept might be useful for some practice.
We can also establish some connection between the SoC and the classical configuration space. Recall the
classical definition for a configuration space for a topological space M with n particles is defined as
Confn(M) = M
n −∆(M) ,
where ∆(M) := {(x1, . . . , xn) ∈ Mn|xi = xj for some i 6= j}. If the portals on N are free to move, by
Lemma 4.4.2, the new configuration space, without fixing the portals on N is isomorphic to Confn(N ) ×
(N )n+K , a trivial fiber bundle. This is exactly the case for the SoC when the graph to cover is a circle.
We end this section with a numerical experiment finding the homology group of (N )n+K , for different
N ’s. The algorithm is simple:
1. Construct the face poset P of (N )n+K ,1
2. Compute the order complex ∆(P ), 2
1We use a Mathematica package Posets written by Curtis Greene, in order to generate the face poset [G+90].
2We use Sage to generate the order complex.
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3. Compute the homology group of ∆(P ). 3
The computational results is shown in Table 4.1, where we consider three different topological types
of underlying covering schemes: trees, one-cycle graphs, two-cycle graphs. The number of portal vertices
remains 3, and we consider the number of covering particles being 4, 5 and 6 respectively on each covering
scheme. The table shows the reduced homology group H˜((N )3+K ,Z) in the format (0 : Zβ0 ; 1 : Zβ1); . . . ;K :
ZβK ). For dimensions higher than K, the homology group is trivial. There are no torsions.
covering scheme K = 1 K = 2 K = 3
(0 : 0; 1 : Z13) (0 : 0; 1 : 0; 2 : Z29) (0 : 0; 1 : 0; 2 : 0; 3 : Z61)
(0 : 0; 1 : Z13) (0 : 0; 1 : 0; 2 : Z29) (0 : 0; 1 : 0; 2 : 0; 3 : Z61)
(0 : 0; 1 : Z37) (0 : 0; 1 : Z5; 2 : Z154) (0 : 0; 1 : Z6; 2 : Z15; 3 : Z550)
(0 : 0; 1 : Z37) (0 : 0; 1 : Z5; 2 : Z154) (0 : 0; 1 : Z6; 2 : Z15; 3 : Z550)
(0 : 0; 1 : Z37) (0 : 0; 1 : Z5; 2 : Z154) (0 : 0; 1 : Z6; 2 : Z15; 3 : Z550)
(0 : 0; 1 : Z61) (0 : 0; 1 : Z10; 2 : Z399) (0 : 0; 1 : Z12; 2 : Z60; 3 : Z2149)
(0 : 0; 1 : Z61) (0 : 0; 1 : Z10; 2 : Z399) (0 : 0; 1 : Z12; 2 : Z60; 3 : Z2149)
Table 4.1: Poset Homology for different underlying covering schemes. The vertices of the covering schemes
in bold are portal vertices, and K is the excess number.
The numerical results lead to the following conjecture:
Conjecture 4.4.6. (N )n+K is a pure shellable complex when N is a tree.
3The computational homology software CHomP, (with an interface to Sage) is used for this task. [Cho03]
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4.5 Combinatorial Covering Schemes: Poset Revisited
Inspired by Lemma 4.4.2, we move a little further and reformulate our covering scheme by proposing the
study of a special poset.
Define ordered (t1, . . . , tn)-partition as the ordered partition such that the i-th block contains at least
ti elements, for ti ∈ Z+. It coincides with the conventional definition of an ordered n-partition when
t1 = · · · = tn = 1.
Definition 4.5.1. A fort partition poset is a poset P with the order relation ≤ such that
• for each p ∈ P, p can be represented as an ordered (t1, . . . , tn)-partition of some subset (whose cardi-
nality must be at least
∑n
i=1 ti) of [N ], for some fixed positive N ∈ Z such that N ≥
∑n
i=1 ti (We say
the poset P has n forts).
• the partial order ≤ is given by the reverse inclusion for each block of the (t1, . . . , tn)-partition.
For instance, suppose n = 2, N = 6 and (t1, t2) = (1, 1), one has p1 = ({1, 2}, {4}), p2 = ({1, 2, 3}, {4, 6}),
then p2 ≤ p1, as {1, 2} ⊂ {1, 2, 3} and {4} ⊂ {4, 6}.
Denote Sp as the subset of [N ] partitioned in representing p. The rank function r(·) on P is defined
as r(p) := |Scp| + 1, the cardinality of the complement of Sp in [N ]. The dimension of p ∈ P is defined as
r(p)− 1.
In literature, operads are powerful tools used to describe the homotopy invariant algebraic structures.
Each abstract operation in operads acts on some set preserving identity, composition, and the permutation
group actions. B. Vallette, for example, in [Val07] studied a family of posets of partitions associated to
an operad, and proved the Cohen-Macaulay property of the poset when the operad is Koszul. It might be
possible and useful to explore the track with appropriate operad. See [MSS07] for a basic introduction to
operads.
Now in our new covering problem, suppose we have a topological space X and N covering particles
{xi}Ni=1. Let (ξ1, . . . , ξn) be the positions in X that must be occupied by some covering particle(s). We also
call each ξi a fort.
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Definition 4.5.2. Define the space of fort coverings (SoFC) as
Cov
(ξ
t1
1 ,...,ξ
tn
n )
(N,X) := {(x1, x2, . . . , xN ) ∈ XN |xσ1 = xσ2 = · · · = xσti = ξi,∀i}
Here ti is the least number of particles occupying ξi.
The definition of fort partition poset encodes the combinatorial property of the SoFC.
The next theorem justifies the suggestion that we focus on the combinatorial structures of the SoFC.
Theorem 4.5.3. Given any path-connected topological space X, the topological type of Cov
(ξ
t1
1 ,...,ξ
tn
n )
(N,X)
is independent of the positions of the forts {ξi}ni=1.
We have proved the case whenX is a graph. In fact, we can use the categorical description of Cov
(ξ
t1
1 ,...,ξ
tn
n )
(N,X)
to show that Theorem 4.5.3 holds. This is one example of a situation where using abstract categorical de-
scription is effective, without running into complicated analysis of the gluing procedure.
Proof. Consider a diagram D of topological spaces over a poset as follows:
• for each element p of the poset P we have a topological space Xr(p)−1, i.e., the direct product of X;
• for every covering relation: pl q we have an embedding i(p, q) : Xr(p)−1 → Xr(q)−1.
Cov
(ξ
t1
1 ,...,ξ
tn
n )
(N,X) can be defined as the colimit (see [ML98]) of D, namely,
colimD := qp∈PXr(p)−1/ ∼ ,
where ∼ is the equivalent relation generated by x ∼ i(p, q)(x), for x ∈ Xr(p)−1. The homotopy type of colimD
will not change as we move any fort ξi in X, as this induces only different embeddings without changing the
topological space associated with vertices of the diagram, the new embeddings are still homotopic to the old
ones (we assume X is path-connected). Therefore, the structure of the diagramD is preserved in a natural
way. We have the colimit of the same topological type, namely, a homotopy colimit.
Naturally, for every element p in the fort partition poset P, since it represents the space Xr(p)−1, we can
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assign the Euler characteristics to p, i.e.,
χ(p) := χ(X)r(p)−1 .
Denote the Hasse diagram of P as H(P). Since each arrow (directed edge) (p→ q) in the Hasse diagram
of P encodes our gluing data, we can calculate the Euler characteristics of Cov
(ξ
t1
1 ,...,ξ
tn
n )
(N,X) as follows:
χ(Cov
(ξ
t1
1 ,...,ξ
tn
n )
(N,X)) =
∑
(p→q)∈H(P˜)
(χ(q)− χ(p)) ,
where P˜ := P ∪ {0ˆ} and χ(0ˆ) := 0 with 0ˆ as the initial element in P˜.
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Chapter 5
Feedback Control for 1D Covering
In this chapter we present one application of the topology of the SoC for the control of robotic swarms. This
is a joint work with Y. Baryshnikov and C. Chen [BCW14].
5.1 Multi-agent Coverage
Robotic coverage by multi-agent systems is an important area (see an early survey [Cho01]) with many
facets and research threads. Now we consider a quite natural scenario: a finite number of mobile agents,
equipped with sensors (for simplicity, we restrict ourselves here with constant sensing radii) need to cover a
terrain of interest at all times. This is the full coverage condition that is to be maintained by the multi-agent
system. As the condition is collective, depending on the positions of all agents, it is natural to consider the
corresponding object, the space of the coverings.
In this sense it can be viewed as a configuration space points of which represent configurations of the
multi-agent system: this usage is common in topology (and topological robotics, compare [Far08]), but can
perhaps evoke some misleading allusions to mechanics. We use the term here exclusively in topological sense.
Many fundamental questions related to covering configurations can be rendered in terms of understanding
the structure of Covn(r,X). Here, we study a particular question of finding a feedback control stabilizing on
a periodic trajectory in the covering space Covn(r,X).
This problem is highly nontrivial as the topology of the space of coverings is highly nontrivial even in the
simplest situations, and depends on the metric and topological properties of the covered terrain X. We deal
with one of the simplest terrains X, a metric tree. The metric trees can be treated in practice either as some
approximations of the target terrain (eg., [BS07]1), or subregion coverage we want to reinforce with absolute
1We point out that coverage on a graph in our setting is completely different from [BS07], where the coverage on a graph
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coverage. Fig. 5.1 illustrates the imaginative scenario for our motivation.
Even for such simple (1-dimensional, simply connected) spaces X, the corresponding SoCs have rich
topological properties, due to a fascinating interplay of topological and combinatorial properties.
Figure 5.1: Mobile robots move in a nontrivial “cloud” space of coverings with each point in this space
corresponding to a full coverage of the target terrain in green; the target terrain is then simplified to a metric
tree covered by flat disks of different colors. The arrow on the right figure shows the possible movement of
a flat disk of radius r on the tree.
We will be working exclusively with the excess 1 SoCs. By excess we understand the difference of n, the
number of mobile agents, with the minimal number of agents required to cover X at given sensing radius
(i.e. smallest l such that Covl(r,X) 6= ∅).
The topology of the SoC is important from the viewpoint of feedback stabilization: continuity of the
feedback control cannot be if the topology (more precisely, the homotopic type) of the SoC does not match
that of the limiting cycle [Son99]. This, of course, necessitates introduction of discontinuities (e.g. switched
systems [Lib03]). In the situation of the coverage problem of a metric tree we will see that the topology of
the SoC differs from that of the limiting cycle, precluding the existence of a continuous vector field for the
feedback stabilization.
5.2 Relation to Previous Work
Topology is the key ingredient here. The idea of using (algebraic) topology in motion planning has a long
tradition. One particular inspiration for us was the work [GK02] where the authors designed a vector field
on the topological configuration space for a two-cooperative-robot system operated on a Y-shaped graph to
conduct a periodic motion. As a recent example, [BS14] studies the topology of the configuration space
of a legged locomotion. The authors built there a two-step feedback control to stabilize the centipede to a
desired motion. In the same spirit, we use the topology of the SoC. More generally, the topological robotics
means exhaustive visits of all the vertices of the graph.
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evolved into a thriving area, with several recent developments reported in [Far08].
As the main task constraining the multi-agent system we consider here is the coverage of a domain, it
is worth reviewing a few of the relevant references here. We emphasize that most of the literature deals
with the static coverage thus [CMKB04, SRS09, CB09, ZC11] deal with the problem of finding a covering
configuration by the agents (which can be interpreted as the problem of finding a control with Covn(r,X)
being an attractor), perhaps with some quality guarantees, so that a configuration optimal in some sense is
sought (with either centralized or decentralized controls).
Many versions of the coverage problem have tangential resemblance with our setup: thus one might
request that all points of the terrain has been sensed by the agents, or that some targets (mobile or not, always
or intermittently visible etc) are sensed. Such problems are addressed by papers on sweep coverage [CLL+08,
GQ04] and lawnmower type coverage [HFMM11], search [SKY11, YB12] and exploration [BS07], ergodic
dynamics for uniform coverage [MM11] etc.
What we consider is the dynamic coverage type problem, where maintaining the coverage is strictly
enforced, which has not been considered yet in previous literatures. Rigorous consideration of the topology
of the resulting configuration spaces and their implications for the feedback are novel, and had not been
considered elsewhere.
5.3 Feedback Stabilization
We want to implement patrol, i.e., a periodic cycle of the multi-robot system in the SoC. Assuming a station
for the robots is placed somewhere on the metric tree, and one wants to periodically drive each robot to the
station for recharging or making shift. Such patrol corresponds to a trajectory γ in Covn+1(Γn).
Suppose we have a vector field v defined on γ. A feedback stabilization for γ is a dynamical system
x˙ = f(x, u),
with u being the continuous feedback control and f(x, u) coincides with v on γ, this system has γ as the
attractor, so γ is also called the limiting cycle.
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The topology of the SoC forbids a closed-loop feedback stabilization in the SoC. To address this issue,
we follow [BS14] to construct hybrid vector fields in accordance with the topological properties of the con-
figuration space. Define an admissible basin for γ as an open subset Bs where a continuous vector field can
be designed to stabilize the system. Then a cut is a complement set of Bs in Covn+1(Γn).
The cut set should correspond to discontinuous loci of the hybrid vector field. A natural question
follows as to how small the cut can be. According to Theorem 4.1.1, a simple enumeration yields the Euler
characteristic χ = #(v) − #(e) = (n + 1)! − (n + 1)!n/2 = −(n + 1)!(n − 2)/2, therefore Covn+1(Γn) is
homotopy equivalent to a wedge sum of circles, which is also known as a bouquet, i.e., the circles are touched
at a point. By making cuts on some of the circles of the bouquet, we turn the remaining parts into one
topological circle γ. Therefore, the ‘minimal’ cut in a set-theoretic sense according to [BS14] is a set of
(n+ 1)!(n− 2)/2 isolated points.
We propose a hybrid vector field v defined on Bs as follows:
x˙ = fp(x, u), p ∈ Sn+1,
where u is the feedback control and p is the switching signal expressed by one of the elements in Sn+1. This
system is said to stabilizing on γ if γ is attractive within Bs.
5.3.1 Vector Field Design for Patrols
Generally, we define patrol in the SoC in the following sense:
Definition 5.3.1. A patrol for coverage on a terrain X with the base set B ⊂ X is a periodic trajectory
in the SoC Covn(r,X), i.e. a mapping γn : S1 → Covn(r,X) such that each of the n agents visits B.
We focus on a particular form of patrol, i.e., a repeated coverage on a metric tree Γn as a periodic
trajectory in the SoC such that each of the disks visits every edge (in a prescribed order).2 In the sequel we
simply call our scheme a patrol, even though more general scenarios shall be explored for future work.
We define γi recursively as a patrol on a sub-tree with i edges in Γi+1, i.e., by removing one edge that
2We use cycle (σ1, . . . , σn+1) to indicate the visiting order for each disk on every edge of Γn. This notation is not to be
confused with a permutation. It means σi is switched with σi+1 and σn+1 is switched with σ1.
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leads to a leaf in Γi+1, for i = 1, . . . , n− 1.
Based on the definition of γi, we have a natural order for all the edges of Γn according to their removal
order (first removed edge comes first). Assume we also have vector fields vi which are defined in the SoC
and attracted by γi, for i = 1, . . . , n. The design of such vector fields for our patrol pattern consists of two
stages:
1. Rearrange the covering disks so that every edge is covered by exactly one disk except for one covered
by two disks, decide the free roaming disk from the two.
2. On each level of patrol γi, i = 1, . . . , n, vi is implemented according to some instruction cycle described
by ordered generating subset from R.
The first stage is implemented following the idea of proof for lemma 4.1.3 in order to decide the excess
disk for roaming. For the second stage to reach γn, we arrange all the elements in our generating set R at
the level of γl to an instruction cycle {qi}li=1 according to the order of the edges. Each qi is an indicator of
the specific edge that is covered by two disks, and a switch of job (one disk is fixed and the other is free to
roam) is done on the edge, via the instruction of qi. In order to implement Theorem 4.1.1, we also define
the following:
Definition 5.3.2. A cycle realization of a patrol γl, l = 2, 3, ..., n is a mapping γˆl : S1 → C(Sl+1, {qi}li=1)
which captures the patrol pattern of γl. The set of vertices of C(Sl+1, {qi}li=1) is called the permutation set
for γˆl.
Then with an initial state (permutation in Sl+1), the trajectory of γˆl can be described using path on the
Cayley graph on Sl+1 generated by {qi}; the vertices of the graph play the role of ‘landmarks’. We denote
{V c} as the vertices of the Cayley graph on Sl+1.
For example, when l = 2, suppose we have q1 = (2, 3), q2 = (1, 2), with initial configuration labelled as
V c1 = (123) in C(S3, {qi}2i=1). Then the trajectory for γˆ2 is expressed as follows:
V c1 = (123)→ V c2 = (132)→ V c3 = (312)→ V c4 = (321)
→ V c5 = (231)→ V c6 = (213)→ V c1 = (123).
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By induction, we immediately have
Proposition 5.3.3. The trajectory of γˆl can be obtained by repeating the instruction cycle {qi}li=1 l + 1
times, for different level l = 1, . . . , n.
Note that γˆl and ˆγl+1 have vertices as their common landmarks, since by construction of γˆl we can always
extend vertices of the Cayley graph on Sl+1 to those of the Cayley graph on Sl+2 by extending instruction
{qi}li=1 with ql+1. Therefore, any initial state on Covn+1(Γn) can be matched and attracted to a permutation
on γˆl, for some l = 2, . . . , n. Then, the state can be driven from γˆl to ˆγl+1 through common vertices between
these trajectories. Finally, the state will be able to arrive at γˆn and periodically move along it. This leads
to our finding of the minimal cut.
5.3.2 Minimal Cut
A hybrid vector field can be built corresponding to the pattern we have shown, and the minimal cut on
Covn+1(Γn) is able to be derived to implement the hybrid vector field.
Proposition 5.3.4. In order to drive any initial state to the limiting cycle γn continuously, a cut set should
consist of cuts made on (n+ 1)!(n− 2)/2 edges of C(Sn+1, R).
Proof. We consider the k-th level SoC denoted as Confk+1, which is a subspace of Covn+1(Γn) formed by
permutating k + 1 disks while fixing n − k disks on the first n − k edges. To calculate the number of cuts,
we point out the following facts:
• We have Πn+1i=k+2i choices of Confk+1, each of which contains (k + 1)! vertices.
• Every vertex in Confk+1 is connected to a vertex in a neighboring Confk+1 by an edge, which can be
denoted by qn−k. And there are one cut in each of these edges except for the entrance and exit edges
of some γˆk in Confk+1 to ˆγk+1.
• There is an extra cut within each γˆk in Confk+1.
According to these facts, the number of cuts on the edges between each Confk+1 and its neighbors is
((k+ 1)!− 2), and these cuts are simultaneously shared by two Confk+1. Thus, including the one inside, one
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Figure 5.2: The cycle realization of the patrol on Y graph is shown in red, which contains 12 vertices in
S
(1)
4 and the blue curves illustrate the system configuration driven from the remaining vertices in S
(2)
4 to γˆ3,
following a hybrid vector field. The green loci represent the cuts.
Confk+1 should produce [((k + 1)! − 2)/2 + 1] = (k + 1)!/2 cuts. We have Πn+1i=k+2i choices of Confk+1 and
k can be any element in {2, 3, ..., n}, which leads the total number of cuts to (Πn+1i=k+2i)(k + 1)!(n − 2)/2 =
(n + 1)!(n − 2)/2. This result matches the minimal cut we require from the topological perspective of the
SoC.
5.4 Numerical Implementation of Patrol on Y Graph
In this section, we will construct a hybrid feedback stabilization on the SoC of the Y graph for γ3 we desire.
A topological visualization of the configuration space of Y with labeled vertices and the diagram of our
desired patrol in the SoC is shown in Fig. 5.2.
Recall Cov4(Y ) 'h C(S4, R), where R = {(1, 2), (1, 3), (1, 4)}. We label the center vertex of Y as position
1 in the elements of R, and the other three vertices are labeled clockwise as position 2, 3 and 4, respectively.
Each of the four disks occupies one of the four positions at each time. The disk in position 1 is the roaming
disk while the other three disks cover three edges respectively.
On the other hand, as is indicated in Fig. 5.2, we use the vertices in the SoC as landmarks to imply the
patrol pattern, denoted as V ci , i = 1, 2, ..., 24. Each of these vertices are labeled by one of the permutations
in S4, and an edge between two neighboring vertices represents a transposition in R.
The hybrid vector field on Cov4(Y ) consists of two parts: one is a continuous vector field v3 attracted
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by γ3, the other are 4 vector fields v2 attracted by γ2. As what we have pointed out, the realization of γˆ3
requires repeating transpositions in the generating set four times, leading to 3×4 = 12 transpositions, which
are marked by 12 vertices in the SoC. Hence, S4 is divided into two subsets S
(1)
4 = {V c1 , V c2 , ..., V c12} and
S
(2)
4 = {V c13, V c14, ..., V c24}, representing the vertices on v3 and the vertices on v2 respectively. The following
vertices in S(1)4 form γˆ3 as its landmarks:
V c1 = (1234), V
c
2 = (2134), V
c
3 = (3124), V
c
4 = (4123), V
c
5 = (1423), V
c
6 = (2413),
V c7 = (3412), V
c
8 = (4312), V
c
9 = (1342), V
c
10 = (2341), V
c
11 = (3241), V
c
12 = (4231).
The vector field v3 can be constructed by combining 12 atomic vector fields, each of which achieves a
transposition in R. So v3 can be expressed as:
x˙ = fp(x), p ∈ S(1)4 ,
where the state is represented as a vector x = |x| eˆi for i = 1, 2, 3, where eˆi is a unit vector denoting the
direction of each corresponding edge ei in the primitive graph. Regarding the center vertex as the origin
and outward direction as positive, we obtain |x| ∈ [0, 1] with 0 at the center point. Each atomic vector field
realizes two steps:
• Step I: The disk which was replaced in the last transposition becomes a roaming disk and moves to
the center vertex;
• Step II: After reaching the center, the roaming disk continues to move along a different edge until
transposing the disk on that edge.
The vector field in one of the transpositions can be built as:
x˙p(1) =

k(−xp(1))−  ∂U∂xp(1) eˆdep, if xp(1) =
∣∣xp(1)∣∣ eˆdep
k(xdest − xp(1))−  ∂U∂xp(1) eˆdest, if xp(1) =
∣∣xp(1)∣∣ eˆdest or ∣∣xp(1)∣∣ = 0
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x˙p(2) = k(0.5eˆ1 − xp(2))−  ∂U
∂xp(2)
eˆ1
x˙p(3) = k(0.5eˆ2 − xp(3))−  ∂U
∂xp(3)
eˆ2
x˙p(4) = k(0.5eˆ3 − xp(4))−  ∂U
∂xp(4)
eˆ3
where p is the switching signal denoted by a permutation in S(1)4 , and p(i) is the ith digit of this permutation.
p switches from the current value V cj to the next value V cj+1 when the roaming disk reaches its destination.
k is the control gain,  is a small positive real number, eˆdep and eˆdest represent unit vectors on the edges of
departure and destination of the roaming disk respectively, xdest denotes the disk to be transposed with the
roaming one. And U is a barrier function to establish the boundaries of the SoC. It generates a huge repelling
force when the system is getting close to the boundary between the SoC and the forbidden configurations.
In this way, a transposition can be obtained by driving the roaming disk firstly to the center and then to
the desired edge while stabilizing the other three disks to the middle points of the corresponding edges.
After building the atomic vector fields to achieve the transpositions, we need to combine them to obtain a
continuous vector field v3. What we do here is to use logic functions as coefficients multiplied to each atomic
vector field of v3 and add them together. A logic function is a continuous mathematical approximation whose
value is 1 or 0, representing “true” or “false”, respectively. For example, we use c1 = eα(xj−xi)/(1 + eα(xj−xi))
with α a large positive number to represent the statement “xj is larger than xi”. c1 ≈ 1 when this statement
is true, and c1 ≈ 0 when the statement is false. Similarly, we use c2 = eα
xieˆj
|xi| /(1 + e
α
xieˆj
|xi| ) as a logic function
to judge the statement “xi = |xi| eˆj”. Then, by adding up all the atomic vector fields multiplied by their
corresponding logic functions, one can obtain a continuous vector field v3.
The other part of the hybrid vector field on Cov4(Y ) is made up of v2, which drives the system to v3
when the initial state is on the other 12 vertices in S(2)4 outside γˆ3. Logic functions are also applied to v2 by
exciting one part of the whole vector field at one time. Fig. 5.3 shows a simulation of the trajectories of the
agents based on the hybrid vector field designed above.
k 1 2 3 4 5 6 7 8 9 10
ρ(A)× 104 9.11 8.92 15.1 1.41 1.18 7.27 2.92 1.45 1.60 2.07
k 15 20 30 40 50 60 70 80 90 100
ρ(A)× 104 6.26 3.43 1.38 22.3 2.98 9.55 0.57 5.69 0.43 4.50
Table 5.1: The spectral radius ρ(A) for different control gains k in Poincaré map.
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Figure 5.3: Simulation result of trajectories of the covering disks on Y . The periodic trajectory in terms of
the norm position of each disk is plotted as a function of time in (a), and their trajectories on Y embedded
in R2 is shown as a function of time in (b). In the simulation, control gain k = 15,  = 10−6 and α = 100.
Finally, since the vector field yields a periodic trajectory, we applied Poincaré map to numerically check
the stability of it. A linear approximation of Poincaré map is:
P (x0) ≈ Ax0 +B,
where x0 and P (x0) are the state variables at the same 3× 2 dimensional projection space before and after
mapping respectively, A is a 3×3 matrix, B is a 3×2 matrix. The vector field is stable if the spectral radius
ρ(A) = max(|λ(A)|) < 1.
Together with the sensitivity test, we compute ρ(A) corresponding to various control gains k and show
the result in Table 5.1 and Fig. 5.4.
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Figure 5.4: Simulation result of the application of Poincaré map in showing the stability of the desired vector
field on Y when the control gain k = 15. Here the perturbed initial state x0 are chosen on a sphere (the blue
dots) with the center (black dot) on the periodic trajectory and radius r = 0.1. The green curves represent
the trajectories of the perturbed initial conditions and the red dots represent the positions after Poincaré
mapping.
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