i. {x i } ∈ ∆ for all i, ii. F ∈ ∆, G ⊂ F =⇒ G ∈ ∆.
The elements of ∆ are called faces of ∆ and the maximal faces under inclusion are called facets of ∆. We denote the simplicial complex ∆ with facets F 1 , . . . , F s by F 1 , . . . , F s . We call {F 1 , . . . , F s } the facet set of ∆ and is denoted by F (∆). The vertex set of ∆ is denoted by Vert(∆).
Definition 2.2.
A subcollection of a simplicial complex ∆ with vertex set X is a simplicial complex whose facet set is a subset of the facet set of ∆. For Y ⊆ X , an induced subcollection of ∆ on Y, denoted by ∆ Y , is the simplicial complex whose vertex set is a subset of Y and facet set is
If F is a face of ∆ = F 1 , . . . , F s , we define the complement of F in ∆ to be To prove some of the results in this paper we need the definition of a cone and its properties. Definition 2.6. Let ∆ 1 and ∆ 2 be two simplicial complexes on disjoint vertex sets V and W. The join ∆ 1 * ∆ 2 is the simplicial complex on V W with faces F ∪ G where F ∈ ∆ 1 , G ∈ ∆ 2 . The cone Cn(∆) of ∆ is the simplicial complex ω * ∆, where ω is a new vertex.
Given a simplicial complex ∆, we denote by C.(∆) the reduced chain complex and by H i (∆) = Z i (∆)/B i (∆) the i -th reduced homology groups of ∆ with coefficients in field K. For the proof of the following fact, see for example Villarreal [12] , Proposition 5.2.5.
Proposition 2.7. If ∆ is a simplicial complex we have H i (Cn(∆)) = 0 for all i.
Betti numbers
For any homogeneous ideal I of the polynomial ring R = K [x 1 , . . . , x n ] there exists a graded minimal finite free resolution where the sum is taken over the induced subcollections Γ of ∆(I) which have d vertices.
Based on Theorem 2.8, from here on all induced subcollections Γ = ∆ Y of a simplicial complex ∆ that we consider will have the property that Y = Vert(Γ).
Path ideals and runs
We now focus on path ideals, path complexes, and their structures.
Definition 3.1. Let G = (X , E) be a finite simple graph and t be an integer such that t ≥ 2. If x and y are two vertices of G, a path of length (t − 1) from x to y is a sequence of vertices x = x i 1 , . . . , x it = y of G such that {x i j , x i j+1 } ∈ E for all j = 1, 2, . . . , t − 1. We define the path ideal of G, denoted by I t (G) to be the ideal of K[x 1 , . . . , x n ] generated by the monomials of the form x i 1 x i 2 . . . x it where x i 1 , x i 2 , . . . , x it is a path in G. The facet complex of I t (G), denoted by ∆ t (G), is called the path complex of the graph G.
Two special cases that we will be considering in this paper are when G is a cycle C n , or a line graph L n on vertices {x 1 , . . . , x n }.
C n = x 1 x 2 , . . . , x n−1 x n , x n x 1 and L n = x 1 x 2 , . . . , x n−1 x n . Example 3.2. Consider the cycle C 7 with vertex set X = {x 1 , . . . , x 7 } Then we have
Notation 3.3. Let i and n be two positive integers. For (a set of) labeled objects we use the notation mod n to denote
Note 3.4. Let C n be a cycle on vertex set X = {x 1 , . . . , x n } and t < n. The facets of the path complex ∆ t (C n ) = F 1 , . . . , F n can be labeled as
This labeling is called the standard labeling of ∆ t (C n ). Since for each 1 ≤ i ≤ n we have
It is clear that each induced subgraph of a graph-cycle is a disjoint union of paths. Borrowing the terminology from S. Jacques [8] , we call the path complex of a line a "run", and show that every induced subcollection of the path complex of a cycle is a disjoint union of runs.
Definition 3.5. Given an integer t, we define a run to be the path complex of a line graph. A run which has p facets is called a run of length p and corresponds to ∆ t (L p+t−1 ). Therefore a run of length p has p + t − 1 vertices.
Proposition 3.6 below shows that every proper induced subcollection of a path complex is a disjoint union of runs. Proposition 3.6. Let C n be a cycle with vertex set X = {x 1 , . . . .x n } and 2 ≤ t < n. Let Γ be a proper induced connected subcollection of
, where L |Γ| is the line graph on |Γ| vertices.
Proof. Suppose ∆ t (C n ) = F 1 , . . . , F n has standard labeling and Γ = F i 1 , . . . , F ir . It is clear that there exists the facet F a ∈ Γ for 1 ≤ a ≤ n such that F a+1 / ∈ Γ mod n, because otherwise Γ = ∆ t (C n ). Therefore from Note 3.4 we have {x a , x a+1 , . . . , x a+t−1 } ⊂ U and x a+t / ∈ U. (3.1)
Let r be the largest non-negative integer such that x a−i ∈ U mod n for 0 ≤ i ≤ r so that
It follows that since Γ is an induced subcollection of ∆ t (C n ) on U , F a−r , F a−r+1 , . . . , F a ∈ Γ. We now show that
This follows from the fact that Γ is connected: if any F i (except for a−r ≤ i ≤ a mod n) intersects some of the facets F a−r , . . . , F a mod n, then it must contain x a−r−1 or x a+t (as otherwise it would be one of F a−r , . . . , F a mod n), and hence F i / ∈ Γ. We have therefore shown that Γ = F a−r , F a−r+1 , . . . , F a mod n.
Next we prove Γ = ∆ t (L |U | ). Without loss of generality we can assume that a − r = 1, so that Γ = F 1 , . . . , F r+1 . Since Γ = ∆ t (C n ) we can say that r + 1 < n and therefore we have
Since Γ is induced and proper we have r + t < n, and therefore we can conclude that
Example 3.7. Consider the cycle C 7 on vertex set X = {x 1 , . . . x 7 } and the simplicial complex ∆ 4 (C 7 ). The following induced subcollections are two runs in ∆ 4 (C 7 )
Lemma 3.8. Let Γ and Λ be two induced subcollections of ∆ t (C n ) = F 1 , F 2 , . . . , F n which are both composed of runs of lengths s 1 , . . . , s r . Then Γ and Λ are homeomorphic as simplicial complexes. In particular the two simplicial complexes Γ c and Λ c are homeomorphic and have the same reduced homologies.
Proof. First we suppose ∆ t (C n ) = F 1 , F 2 , . . . , F n has standard labeling. If we denote each run of length s i in Γ and Λ by R i and R i , respectively, we have Γ = R 1 , R 2 , . . . , R r and Λ = R 1 , R 2 , . . . , R r where, using the standard labeling, for 1 ≤ j i , h i ≤ n we have
Now we define the function ϕ : Vert(Γ) −→ Vert(Λ) where
Since ϕ is a bijective map between vertex set Γ and Λ which preserves faces, we can conclude Γ and Λ are homeomorphic. Therefore, two simplicial complexes Γ c and Λ c are homeomorphic as well and have the same reduced homology. Therefore, by applying Theorem 2.8 and Lemma 3.8 all the information we need to compute the homologies of induced subcollections of ∆ t (C n ) depends on the number and the lengths of the runs.
Definition 3.9. For a fixed integer t ≥ 2, let the pure (t − 1)-dimensional simplicial complex Γ = F 1 , . . . , F s be a disjoint union of runs of length s 1 , . . . , s r . Then the sequence of positive integers s 1 , . . . , s r is called a run sequence on Y = Vert(Γ), and we use the notation
Reduced homologies for Betti numbers
Let I = I t (C n ) be the path ideal of the the cycle C n for some t ≥ 2. By applying Hochster's formula (Theorem 2.8), we see that to compute the Betti numbers of R/I, we need to compute the reduced homologies of complements of induced subcollections of ∆. This section is devoted to complex homological calculations. The results here will allow us to compute all Betti numbers of R/I (and more) in the sections that follow. We begin by recalling the Mayer-Vietoris sequence; for more details see for example Hatcher [6] Chapter 2.
Suppose ∆ is a simplicial complex and ∆ 1 and ∆ 2 are two subcollections such that ∆ = ∆ 1 ∪ ∆ 2 . We have the exact sequence of the chain complexes
which produces the following long exact sequence, called the Mayer-Vietoris sequence
We make a basic observation.
Lemma 4.1. Let E 1 , . . . , E s be subsets of the finite set V where s ≥ 2 and suppose that
Then for any i we have
The decomposition E = E 1 ∪ E 2 described above is called standard decomposition of E.
Proof. The proof of ii is trivial so we shall only prove i.
Since E 1 is a simplex, we have
from Proposition 2.7 we conclude H i (E 2 ) = 0 for all i.
V , so by applying the Mayer-Vietoris sequence we reach the following exact sequence
Proposition 4.2. Let Γ = E 1 , . . . , E s be a pure simplicial complex of dimension t − 1 over the vertex set V = {x 1 , . . . , x n } where 2 ≤ t ≤ n. Suppose the connected components of Γ are runs of lengths s 1 , . . . , s r , and E = E(s 1 , . . . , s r ). Let s j = (t + 1)p j + d j where p j ≥ 0 and 0 ≤ d j ≤ t and 1 ≤ j ≤ r. Then for all i, we have
Proof. We assume without loss of generality that E 1 , . . . , E s are ordered such that E 1 , . . . , E s j are the facets of the run of length s j , and they have standard labeling
We have
From Lemma 4.1 (i), setting V = V \ {x 1 , x 2 , . . . , x t }, we have
If s j ≥ t + 2 from (4.1) we have
and since the following is a standard decomposition
2), Lemma 4.1 (i) and by setting V = V \ {x 1 , x 2 , . . . , x t+1 }, we have
Now the connected components of E t+2 , . . . , E s are runs of lengths s 1 , . . . , s j − (t + 1), . . . , s r , and and therefore we can conclude that for all i
This settles Case (i) of the proposition. Now suppose 1 ≤ s j < t + 2. In this case by (4.1) and Lemma 4.1 (i) and (ii) we see that
is a cone and by Proposition 2.7 and (4.3) we have H i (E) = 0 for all i.
If s
c V is a standard decomposition and then by Lemma 4.1 and (4.3) we have
This settles Case (iii).
3. If s j = 1 and r ≥ 2 since E 1 ∩ E h = ∅ for 1 < h ≤ s, and from (4.1) we have
This settles Case (iv).
To prove (ii), we use induction on p j . If p j = 0, then d j = s j ≥ 1. From above we know that H i (E) = 0 if 3 ≤ s j ≤ t, and we are done. Now suppose p j ≥ 1 and the statement holds for all values less than p j . We have two cases: 1. If s j < t + 2, then since p j ≥ 1, we must have p j = 1, d j = 0, and s j = t + 1. It was proved above (under the case 3 ≤ s j < t + 2) that H i (E) = 0.
If s j ≥ t + 2, by (i) we have
This proves (ii) and we are done.
We conclude that for computing the homology of the induced subcollections of path complexes of cycles or lines, the only cases which have to be considered are those of runs of length one or two. We now set about computing these. Proposition 4.3. Let t and n be integers, such that 2 ≤ t ≤ n. Let α, β ≥ 0 and consider
for nonnegative integers p 1 . . . , p α , q 1 , . . . , q β . Then
From here on, we use the notation E(1 α , 2 β ) to denote the complex E described in the statement of Proposition 4.3 in the case where all the p's and q's are zero; i.e. the case of α runs of length one and β runs of length two.
Proof. First we prove the two cases α = 0, β = 1 and α = 1, β = 0.
and therefore
Since E is disconnected, we have
To prove the statement of the proposition, we use repeated applications of Proposition 4.2 (i), p 1 times to the first run, p 2 times to the second run, and so on till q β times to the last run as follows.
. . .
apply Case 2 above
An immediate consequence of the above calculations is the homology of the complement of a run, or equivalently, the path complex of any line graph. 
Proof. By Proposition 4.2 (ii), if d = 1, 2 the homology is zero. In the cases where d = 1, 2, the result follows directly from Proposition 4.3.
We end this section with the calculation of the homology of the complement of the whole path complex of a cycle; this will give us the top degree Betti numbers of the path ideal of a cycle. We will first need a technical lemma.
. . , x n ] be a polynomial ring over a field K, and suppose ∆ t (C n ) = F 1 , F 2 , . . . , F n is the path complex of a cycle C n with standard labeling. Let a, k, s, t ∈ {1, . . . , n} be such that k < t, and a + s + t − 1 < n. Suppose s = (t + 1)p + d where p ≥ 0 and 0 ≤ d < t + 1. Set V = {x a , x a+1 , . . . , x a+s+t−1 } and
Then for all i we have
Proof. Without loss of generality we can assume a = 1 so that V = {x 1 , . . . , x s+t } and
and then from Lemma 4.1 (i) and (ii), setting V 1 = V \ {x s+t−k+1 , x s+t−k+2 , . . . , x s+t }, we have
We prove our statement by induction on |V | = s+t = (t+1)p+d+t. The base case is |V | = d+t, in which case p = 0 and d = s ≥ 1. There are two cases to consider.
and so by (4.4)
is not empty unless s = d = 1, and hence we have
Using Lemma 4.1 and (4.4) along with the fact that s = d ≤ t, we find that if V 2 = V \ {x s , . . . , x s+t }, then
is nonempty unless s − k = 1, or in other words,
This settles the base case of the induction. Now suppose |V | = s + t > d + t and the theorem holds for all the cases where |V | < s + t. Since |V 1 | = (s − k) + t < |V | we shall apply (4.4) and use the induction hypothesis on V 1 , now with the following parameters:
Applying the induction hypothesis on V 1 we see that H i (E) = 0 unless one of the following scenarios happen, in which case H i (E) = K.
hence d = 0 and t = k, which is not possible as we have assumed k < t.
(a) When d ≥ k, this means that d − k = t − k + 1 + 1 and so d = t + 2 which is not possible, as we have assumed d < t + 1.
We conclude that H i (E) = K only when d = 1 and i = 2p, or d = k + 1 and i = 2p + 1, and
Theorem 4.6. Let 2 ≤ t ≤ n and ∆ = ∆ t (C n ) be the path complex of a cycle C n with vertex set
Proof. If p = 0, then n = t and our claim is obvious, so we assume that p ≥ 1 and therefore n ≥ t + 1. We define the following simplicial complexes
Note that ∆ c X = E t−1 . We start with E 0 and apply the Mayer-Vietoris sequence repeatedly to calculate the homologies of the E k . Since E 0 = E(n − t + 1), we find
which by Corollary 4.4 implies that
In order to to find the homologies of E t−1 we shall recursively apply the Mayer-Vietoris sequence as follows. For a fixed 1 ≤ k ≤ t − 1 we have the following exact sequence,
(4.7)
We claim that for 0 ≤ k ≤ t − 2,
We now compute the (F h ) c X = {x h , . . . , x h+(t−1) } c X appearing in (4.9).
•
• When 0 ≤ j ≤ k − 1, then t − k ≤ −j + (t − 1) ≤ t − 1 and so we have
From the observations above, (4.9) and Lemma 4.1 (ii) we see that
We now consider the following scenarios.
1. Suppose p = 1. In this situation, n = t+d+1 ≤ 2t+1 which implies that n−t−k−1 ≤ t−k. Therefore, (4.10) becomes
As well, since n ≥ t + 1, we have n − k − 1 ≥ t − k. It follows that in this situation,
Also note that X = {x t−k } only when d = 0. It follows that
In this situation, x t−k / ∈ {x n−t+1 , . . . , x n−k−1 } which means that we can apply Lemma 4.1 (i), with X = X \ {x t−k } to find that for all i
Moreover, {x n−t+1 , . . . , x n−k−1 } = X only when d = t − k − 1, and so we have
In this case it is easy to see that n − t − k − 1 > t − k and n − t + 1 > t − k. Therefore, we can apply Lemma 4.1 (i) with X = X \ {x t−k } to (4.10) to conclude that for all i
Now we use Lemma 4.5 with values a = t − k + 1 and s = n − 2t − 1 = (p − 2)(t + 1) + d + 1 to conclude that
This settles (4.8). We now return to finding H i (E t−1 ) by recursively using the Mayer-Vietoris sequence to find H i (E k ).
is nonzero only when i = 2p − 2 and k = t − d. We apply this observation and (4.6) to the exact sequence (4.7) to see that
Once again we use (4.7) to observe that
We can conclude that in this case
is always zero. We apply this fact along with (4.6) to the sequence in (4.7) to observe that
is zero unless i = 2p − 3, and by (4.6) we know H i (E 0 ) is zero unless i = 2p − 2. Applying these facts to (4.7) we see that
When i = 2p − 2, the sequence (4.7) produces an exact sequence
We repeat the above method, recursively , for values k = 2, 3, . . . , t − 1
and conclude that for 1 ≤ k ≤ t − 1
We put this all together
and this proves the statement of the theorem.
Betti numbers of path ideals
We are now ready to apply the homological calculations from the previous section, and compute Betti numbers of path ideals. If I is the degree t path ideal of a cycle or line, then 
and, for degree n we should consider ∆ c . We first compute the N-graded Betti numbers of degree n of path ideals.
Theorem 5.1 (Betti numbers of degree n). Let p, t, n, d be integers such that n = (t + 1)p + d, where p ≥ 0, 0 ≤ d ≤ t, and 2 ≤ t ≤ n. If C n is a cycle over n vertices, then
Proof. Suppose ∆ = ∆ t (C n ). By Theorem 2.8 β i,n (R/I t (C n )) = dim K H i−2 (∆ c X ) and the result now follows directly from Theorem 4.6.
We now focus on Betti numbers of degree less than n. From Hochster's formula we can conclude that this comes down to counting induced subcollections of certain kinds. The next theorem, which is essential to our further discussions, is similar to statement proved for the edge ideal of a cycle in [8] .
Definition 5.2. Let i and j be positive integers. We call an induced subcollection Γ of ∆ t (C n ) an (i, j)-eligible subcollection of ∆ t (C n ) if Γ is composed of disjoint runs of lengths (t + 1)p 1 + 1, . . . , (t + 1)p α + 1, (t + 1)q 1 + 2, . . . , (t + 1)q β + 2 (5.2)
for nonnegative integers α, β, p 1 , p 2 , . . . , p α , q 1 , q 2 , . . . , q β , which satisfy the following conditions j = (t + 1)(P + Q) + t(α + β) + β i = 2(P + Q) + 2β + α,
The reason for this terminology will become clear in the following statement.
Theorem 5.3. Let I = I(Λ) be the facet ideal of an induced subcollection Λ of ∆ t (C n ). Suppose i and j are integers with i ≤ j < n. Then the N-graded Betti number β i,j (R/I) is the number of (i, j)-eligible subcollections of Λ.
Proof. Since ∆(I) = Λ from Theorem 2.8 we have
where Vert(Γ) is the vertex set of Γ and the sum is taken over induced subcollections Γ of Λ. Each induced subcollection of Λ is clearly an induced subcollection of ∆ t (C n ), and can therefore be written as a disjoint union of runs. So from Proposition 4.2 we can conclude the only Γ whose complements have nonzero homology are those corresponding to run sequences of the form (5.2). Such subcollections have j vertices where by Definition 3.5 j = ((t + 1)p 1 + t) + · · · + ((t + 1)p α + t) + ((t + 1)q 1 + t + 1) · · · + ((t + 1)q β + t + 1) = (t + 1)(P + Q) + t(α + β) + β. 
Putting the two equations for ti together, we conclude that (t − 1)(P + Q + β) = 0. But β, P , Q ≥ 0 and t ≥ 2, so we must have
So α = i and Γ is composed of i runs of length one.
Theorem 5.3 holds in particular for Λ = ∆ t (L m ) and Λ = ∆ t (C n ) for any integers m, n. Our next statement is in a sense a converse to Theorem 5.3.
Proposition 5.5. Let t and n be integers such that 2 ≤ t ≤ n and I = I(Λ) be the facet ideal of Λ where Λ is an induced subcollection of ∆ t (C n ). Then for each i, j ∈ N with i ≤ d < n, if β i,j (R/I) = 0, there exist nonnegative integers , d such that
Proof. From Theorem 5.3 we know β i,j is equal to the number of (i, j)-eligible subcollections of Λ, where with notation as in Definition 5.2 we have j = (t + 1)(P + Q) + t(α + β) + β i = 2(P + Q) + (α + β) + β.
It follows that
j − i = (t − 1)(P + Q + α + β) and ti − j = (t − 1)(P + Q + β).
(5.5)
We now show that there exist positive integers , d such that i = + d and j = t + d.
From (5.5) we can see that i and j as described above are nonnegative integers.
Theorem 5.3 tells us that to compute Betti numbers of induced subcollections of ∆ t (C n ) we need to count the number of its induced subcollections which consist of disjoint runs of lengths one and two. The next few pages are dedicated to counting such subcollections. We use some combinatorial methods to generalize a helpful formula which can be found in Stanley's book [10] on page 73. Lemma 5.6. Consider a collection of n points arranged on a line. The number of ways of coloring k points, when there are at least t uncolored points on the line between each colored point is
Proof. First label the points from 1, 2, . . . , n from left to right, and let a 1 < a 2 < · · · < a k be the colored points. For 1 ≤ i ≤ k − 1, we define x i to be the number of points, including a i , which are between a i and a i+1 , and x 0 to be the number of points which exist before a 1 , and x k the number of points, including a k , which are after a k .
If we consider the sequence x 0 , x 1 , . . . , x k it is not difficult to see that there is a one to one correspondence between the positive integer solutions of the following equation and the ways of coloring k points of n points on a line with at least t uncolored points between each two colored points.
So we only need to find the number of positive integer solutions of this equation. Consider the following equation
where
The number of positive integer solution of this equation is (see for example [5] page 29)
Corollary 5.7. Let C n be a graph cycle and with the standard labeling let Γ be a proper subcollection of ∆ t (C n ) with k facets F a , . . . , F a+k−1 mod n. The number of induced subcollections of Γ which are composed of m runs of length one is
Proof. To compute the number of induced subcollections of Γ which are composed of m runs of length one, it is enough to consider the facets F a , . . . , F a+k−1 as points arranged on a line and compute the number of ways which we can color m points of these k arranged points with at least t uncolored points between each two consecutive colored points. Therefore, by Lemma 5.6 we have the number of induced subcollections of Γ which are composed of m runs of length one is
Proposition 5.8. Let C n be a graph cycle with vertex set X = {x 1 , . . . , x n }. The number of induced subcollections of ∆ t (C n ) which are composed of m runs of length one is n n − mt n − mt m .
Proof. Recall that ∆ t (C n ) = F 1 , . . . , F n with standard labeling. First we compute the number of induced subcollections of ∆ t (C n ) which consist of m runs of length one and do not contain the vertex x n . There are t facets of ∆ t (C n ) which contain x n , the remaining facets are F 1 , . . . , F n−t , and so by Corollary 5.7 the number we are looking for is
Now we are going to compute the number of induced subcollections Γ which consist of m runs of length one and include x n . We have t facets which contain x n , they are F n−t+1 . . . , F n . Each such Γ will contain one F i ∈ {F n−t+1 . . . , F n } as the run containing x n , and m − 1 other runs of length one which have to be chosen so that they are disjoint from F i . So we are looking for m − 1 runs of length one in the subcollection Γ = F i+t , . . . , F i−t mod n. The subcollection Γ has n − 2t − 1 facets, so by Corollary 5.7 it has
induced subcollections that consist of runs of length one. Putting this together with the number of ways to choose F i and with (5.6) we conclude that the number of induced subcollections of ∆ t (C n ) which are composed of m runs of length one is
We apply these counting facts to find Betti numbers in specific degrees; the formula in (iii) below (that of a line graph) was also computed by Bouchat, Ha and O'Keefe [1] using Eliahou-Kervaire techniques.
Corollary 5.9. Let n ≥ 2 and t be an integer such that 2 ≤ t ≤ n. Then we have i. For the cycle C n we have
ii. For any proper induced subcollection Λ of ∆ t (C n ) with k facets we have
iii. For the line graph L n , we have
Proof. From Corollary 5.4 we have β i,it (R/I) in each of the three cases (i), (ii) and (iii) is the number of induced subcollections of ∆ t (C n ), Λ and ∆ t (L n ), respectively, which are composed of i runs of length 1. Case (i) now follows from Proposition 5.8, while (ii) and (iii) follow directly from Corollary 5.7.
The following Lemma is the core of our counting later on in this section.
Lemma 5.10. Let ∆ t (C n ) = F 1 , F 2 , . . . , F n , 2 ≤ t ≤ n, be the standard labeling of the path complex of a cycle C n on vertex set X = {x 1 , . . . , x n }. Let i be a positive integer and Γ = F c 1 , F c 2 , . . . , F c i be an induced subcollection of ∆ t (C n ) consisting of i runs of length 1, with
Proof. Since Γ consists of runs of length one and each F cu = {x cu , x cu+1 , . . . , x cu+t−1 } we must have c u+1 > c u + t mod n for u ∈ {1, 2, . . . , i − 1}. There are two ways that x cu+t could add facets to Γ to obtain Σ.
1. If c u+1 = c u + t + 1 then F cu , F cu+1 , . . . , F cu+t+1 = F c u+1 ∈ Σ or in other words, we have added t new facets to Γ.
2. If c u+1 > c u + t + 1 or u = i then F cu+1 ∈ Σ, and therefore one new facet is added to Γ.
The following propositions, which generalize Lemma 7.4.22 in [8] , will help us compute the remaining Betti numbers.
. . , F n , 2 ≤ t ≤ n, be the standard labeling of the path complex of a cycle C n on vertex set X = {x 1 , . . . , x n }. Also let i, j be positive integers such that j ≤ i and Γ = F c 1 , F c 2 , . . . , F c i be an induced subcollection of ∆ t (C n ) consisting of i runs of length 1, with
Proof. Since Γ consists of runs of length one and each F cu = {x cu , x cu+1 , . . . , x cu+t−1 } we must have c u+1 > c u + t mod n for u ∈ {1, 2, . . . , i − 1}. The runs (or connected components) of Σ are of the form Σ = Σ U where U ⊆ W , and can have one of the following possible forms.
a. For some a ≤ i: U = F ca , and therefore Σ = F ca is a run of length 1.
b. For some a ≤ i:
and therefore c a+1 > c a + t + 1, so from Lemma 5.10 we have Σ = F ca , F ca+1 is a run of length 2.
c. For some a ≤ i:
and F c a+j = F ca+j(t+1) for j = 0, 1, . . . , r and r ≥ 1. Then from Lemma 5.10 above we know Σ is a run of length r + 1 + tr = (t + 1)r + 1.
d. For some a ≤ i:
and F c a+j = F ca+j(t+1) for j = 0, 1, . . . , r and r ≥ 1, and c a+r+1 > c a+r +t+1 or a + r = i. Then from Lemma 5.10 we have Σ is a run of length r + 1 + tr + 1 = (t + 1)r + 2.
So we have shown that Σ consists of runs of length 1 and 2 mod t + 1. Suppose the runs in Σ are of the form described in (5.2). By Definition 3.5 we have |Vert(Σ)| = (t + 1)p 1 + t + · · · + (t + 1)p α + t + (t + 1)q 1 + t + 1 + · · · + (t + 1)q β + t + 1 = (t + 1)P + tα + (t + 1)Q + tβ + β = (t + 1)(P + Q) + t(α + β) + β.
On the other hand by the definition of Σ we know that, Σ has ti + j vertices and therefore
It remains to show that i + j = 2(P + Q) + (α + β) + β. Note that if j = 0 then β = P = Q = 0 and hence
Moreover each vertex x cv+t ∈ A either increases the length of a run in Γ by one and hence increases β (the number of runs of length 2 in Γ) by one, or increases the length of a run by t + 1, in which case P + Q increases by 1. We can conclude that if we add j vertices to Γ, P + Q + β increases by j. From this and (5.7) we have j = P + Q + β. Now we solve the following system
Proposition 5.12. Let C n be a cycle, 2 ≤ t ≤ n, and i and j be positive integers. Suppose Σ is an (i + j, ti + j)-eligible subcollection of ∆ t (C n ), 2 ≤ t ≤ n. Then with notation as in Definition 5.2, there exists a unique induced subcollection Γ of ∆ t (C n ) of the form F c 1 , F c 2 , . . . , F c i with 1 ≤ c 1 < c 2 < · · · < c i ≤ n consisting of i runs of length 1, and a subset A of {x c 1 +t , . . . , x c i +t } mod n, with |A| = j such that Σ = ∆ t (C n ) W where W = Vert(Γ) ∪ A.
Moreover if R = F h , F h+1 , . . . , F h+m mod n is a run in Σ with |R| = 2 mod (t + 1), then F h+m / ∈ Γ mod n.
Proof. Suppose Σ consists of runs R 1 , R 2 , . . . , R α+β where for k = 1, 2, . . . , α + β
For each k, we remove the following vertices from Vert(R k )
Let Γ = R 1 , R 2 , . . . R α+β be the induced subcollection on the remaining vertices of Σ, where
In other words, mod n, Γ has facets
It is clear that each R k consists of runs of length one. Since Γ is a subcollection of Σ, no runs of R k and R k are connected to one another if k = k , and hence we can conclude Γ is an induced subcollection of ∆ t (C n ) which is composed of runs of length one. From (5.10) we have the number of runs of length 1 in Γ (or the number of facets of Γ) is equal to
Therefore, Γ is an induced subcollection of ∆ t (C n ) which is composed of i runs of length 1. We relabel the facets of Γ as Γ = F c 1 , . . . , F c i . Now consider the following subset of {x c 1 +t , . . . ,
by (5.9) we have:
Then if we set
we clearly have Σ = (∆ t (C n )) W . This proves the existence of Γ, we now prove its uniqueness. Let Λ = F s 1 , F s 2 , . . . , F s i be an induced subcollection of ∆ t (C n ) which is composed of i runs of length 1 such that 1 ≤ s 1 < s 2 < · · · < s i ≤ n. Also let B be a j-subset of the set {x s 1 +t , x s 2 +t , . . . , x s i +t } mod n such that
Suppose Λ = S 1 , S 2 , . . . , S α+β , such that for k = 1, 2, . . . , α + β, S k is an induced subcollection of R k which consists of y k runs of length one. By (5.11) we have y k = 0 for all k. Now we prove the following claims for each k ∈ {1, 2, . . . , α + β}.
If p k = 0 we are clearly done, so consider the case p k = 0.
Assume F h k / ∈ Λ. Since F h k is the only facet of Σ which contains x h k we can conclude x h k / ∈ Vert(Λ). From (5.11), it follows that x h k ∈ {x s 1 +t , x s 2 +t , . . . , x s i +t }, so
On the other hand we know
Since R k is an induced connected component of Σ, by (5.12) we can conclude x h k ∈ F sa+1 and F sa , F sa+1 ∈ R k . However, we know F h k is the only facet of R k which contains x h k and so F sa+1 = F h k and then s a + 1 = h k mod n . This and (5.12) imply that t = 1 mod n, which contradicts our assumption 2 ≤ t ≤ n.
Since S k consists of runs of length one we can conclude r 0 ≥ u + t + 1. Since r 0 = u + t + 1 we have r 0 ≥ u + t + 2. But then
and therefore x u+t+1 / ∈ Vert(Σ) which is a contradiction.
Now for each k, by (a) we have F h k ∈ Λ and from repeated applications of (b) we find that
So R k ⊆ S k . On the other hand S k consists of runs of length one, so no other facet of R k can be added to it, and therefore S k = R k for all k. We conclude that Λ = Γ and we are therefore done. The last claim of the proposition is also apparent from this proof.
We are now ready to compute the remaining Betti numbers. Theorem 5.13. Let n, i, j and t be integers such that n ≥ 2, 2 ≤ t ≤ n, and ti + j < n. Then i. For the cycle C n
, from Theorem 5.3, β i+j,ti+j (R/I) is the number of (i + j, ti + j)-eligible subcollections of ∆ t (C n ) (or ∆ t (L n )). We consider two separate cases for C n and for L n .
i. For the cycle C n , suppose R (i) denotes the set of all induced subcollections of ∆ t (C n ) which are composed of i runs of length one. By propositions 5.11 and 5.12 there exists a one to one correspondence between the set of all (i + j, ti + j)-eligible subcollections of ∆ t (C n ) and the set 
ii. For the line graph L n , recall that
Let Λ = F c 1 , F c 2 , . . . , F c i be the induced subcollection of ∆ t (L n ) which is composed of i runs of length 1 and Vert(Λ) ⊂ X \ {x n }, so that it is also an induced subcollection of ∆ t (L n−1 ). Also let A be a j -subset of {x c 1 +t , x c 2 +t , . . . , x c i +t } mod n. So by Propositions 5.11 and 5.12 the induced subcollections on Vert(Λ) ∪ A are (i + j, ti + j)-eligible and if one denotes these induced subcollections by B we have the following bijection
We make the following claim:
Claim: Let Γ be an (i + j, ti + j)-eligible subcollection of ∆ t (L n ) which contains a run R with F n−t+1 ∈ R. Then Γ ∈ B if and only if |R| = 2 mod t + 1.
Proof of Claim. Let Γ ∈ B and assume that Λ = F c 1 , F c 2 , . . . , F c i is the subcollection of ∆ t (L n−1 ) used to build Γ as described above. Then we must have c i = n − t. Now, the run R contains F n−t+1 and F n−t . If |R| > 2, then c i−1 = n − 2t − 1 and x c i−1 +t = x n−t−1 ∈ A and from Lemma 5.10 we can see that another t + 1 facets F n−2t−1 , . . . , F n−t−1 are in R. If we have all elements of R, we stop, and otherwise, we continue the same way. At each stage t + 1 new facets are added to R and therefore in the end |R| = 2 mod t + 1.
Conversely, if |R| = (t+1)q +2 then let Λ = F c 1 , F c 2 , . . . , F c i be the unique subcollection of ∆ t (L n ) consisting of i runs of length one from which we can build Γ. Since F n−t−1 ∈ R, we must have c i = n − t or c i = n − t + 1.
If c i = n − t, then we are done, since Λ will be subcollection of ∆ t (L n−1 ) and so Γ ∈ B.
If c i = n − t + 1, then R has one facet F n−t+1 and if x c i−1 +t ∈ A, then by Lemma 5.10 R gets an additional t + 1 facets. And so on: for each c u either 0 or t + 1 facets are contributed to R. Therefore, for some p, |R| = (t + 1)p + 1 which is a contradiction. This settles our claim.
We now denote the set of remaining (i + j, ti + j)-eligible induced subcollections of ∆ t (L n ) by C. First we note that C consists of those induced subcollections which contain F n−t+1 and are not in B. Also, if j = i, then a (2i, (t + 1)j)-eligible subcollection Γ of ∆ t (L n ) would have no runs of length 1, as the equations in Definition 5.2 would give α = 0. So Γ ∈ C and we can assume from now on that j < i.
which is composed of i−1 runs of length 1 with Vert(Λ) ⊂ X \F n−t+1 ∪{x n−t }. If A is a j-subset of the set {x c 1 +t , x c 2 +t , . . . , x c i−1 +t }, we claim that the induced subcollection Γ on Vert(Λ) ∪ A ∪ F n−t+1 belongs to C.
Suppose R is the run in Γ which includes F n−t+1 . If |R| = 1 then c i−1 + t = n − t which implies that c i−1 = n−2t. By Lemma 5.10 we see that t+1 facets F n−2t , F n−2t+1 , . . . , F n−t are added to R. If these facets are not all the facets of R then with the same method we can see that in each step t + 1 new facets will be added to R and since F n−t+1 ∈ R we can conclude |R| = 1 mod t + 1. Therefore Γ / ∈ B.
Now we only need to show that Γ is an (i + j, ti + j)-eligible induced subcollection. By Proposition 5.11 the induced subcollection Γ on Vert(Λ) ∪ A is an (i − 1 + j, t(i − 1) + j)-eligible induced subcollection. Suppose Γ is composed of runs R 1 , R 2 , . . . , R α +β and then we have t(i − 1) + j = (t + 1)(P + Q ) + t(α + β ) + β i − 1 + j = 2(P + Q ) + 2β + α =⇒ i − 1 = P + Q + α + β j = P + Q + β (5.14)
So Γ consists of all or all but one of the runs R 1 , R 2 . . . , R α +β as well as R where R is the run which includes F n−t+1 .
As we have seen |R| = 1 mod t + 1. If we suppose |R| = 1 then we can claim that Γ is composed of α = α + 1 runs of length 1 and β = β runs of length 2 mod t + 1, and with P = P and Q = Q , by (5.14) we have Γ is an (i + j, ti + j)-eligible induced subcollection. Now assume |R| = (t + 1)p + 1, so clearly we have F n−2t ∈ Λ and x n−t ∈ A. Let R be the induced subcollection on Vert(R) \ F n−t+1 . Then clearly we have R is a run in Γ and since the only facets which belong to R but not to R are the t facets F n−2t+2 , . . . , F n−t+1 we have |R | = (t + 1)p + 1 − t = (t + 1)(p − 1) + 2 (5.15)
Therefore we have shown the run in Γ which includes F n−t+1 has been generated by a run of length 2 mod (t + 1) in Γ . Using (5.14) we can conclude Γ consists of α = α + 1 runs of length 1 and β = β − 1 runs of length 2 mod t + 1. We set P = P + p and Q = Q − (p − 1), and use (5.15) to conclude that P + Q + α + β = (P + p) + (Q − p + 1) + (α + 1) + (β − 1) = i P + Q + β = (P + p) + (Q − p + 1) + (β − 1) = j.
Therefore Γ ∈ C as we had claimed.
Conversely, let Γ ∈ C then one can consider the induced subcollection Γ on Vert(Γ)\F n−t+1 . Assume Γ is composed of runs R 1 , R 2 . . . , R α+β , so that mod t + 1, R h is a run of length 1 if h ≤ α and length 2 otherwise.
Suppose R h is the run which includes F n−t+1 . By our assumption we have |R h | = 1 mod t + 1, so h ≤ α. If |R h | = 1 then R h / ∈ Γ and therefore we delete one run of length one from Γ to obtain Γ , in which case Γ is (i − 1 + j, t(i − 1) + j)-eligible.
If |R h | = (t + 1)p h + 1 > 1 then the t facets F n−2t+2 , . . . , F n−t+1 ∈ R h do not belong to Γ . So Γ consists of α + β runs R 1 , . . . , R h , . . . , R α+β , R h where |R h | = (t + 1)p h + 1 − t = (t + 1)(p h − 1) + 2.
Setting α = α − 1, β = β + 1, P = P − p h and Q = Q + p h − 1 it follows that Γ is (i−1+j, t(i−1)+j)-eligible. By Proposition 5.12 there exists a unique induced subcollection Λ = F c 1 , F c 2 , . . . , F c i−1 of ∆ t (L n−t−1 ) which is composed of i − 1 runs of length one and a j subset A of {x c 1 +t , . . . , x c i−1 +t } such that Γ equals to induced subcollection on Vert(Λ) ∪ A. So Γ is the induced subcollection on Vert(Λ) ∪ A ∪ F n−t+1 . Therefore there is a one to one correspondence between elements of C and Finally, we put together Theorem 5.3, Proposition 5.5, Theorem 5.1, (5.1) and Theorem 2.8. Note that the case t = 2 is the case of graphs which appears in Jacques [8] . 
