In certain disciplines, uncertainty is traditionally expressed as an interval about an estimate for the value of the measurand. Development of such uncertainty intervals with a stated coverage probability based on the International Organization for Standardization (ISO) Guide to the Expression of Uncertainty in Measurement (GUM) requires a description of the probability distribution for the value of the measurand. The ISO-GUM propagates the estimates and their associated standard uncertainties for various input quantities through a linear approximation of the measurement equation to determine an estimate and its associated standard uncertainty for the value of the measurand. This procedure does not yield a probability distribution for the value of the measurand. The ISO-GUM suggests that under certain conditions motivated by the central limit theorem the distribution for the value of the measurand may be approximated by a scaled-and-shifted t-distribution with effective degrees of freedom obtained from the Welch-Satterthwaite (W-S) formula. The approximate t-distribution may then be used to develop an uncertainty interval with a stated coverage probability for the value of the measurand. We propose an approximate normal distribution based on a Bayesian uncertainty as an alternative to the t-distribution based on the W-S formula. A benefit of the approximate normal distribution based on a Bayesian uncertainty is that it greatly simplifies the expression of uncertainty by eliminating altogether the need for calculating effective degrees of freedom from the W-S formula. In the special case where the measurand is the difference between two means, each evaluated from statistical analyses of independent normally distributed measurements with unknown and possibly unequal variances, the probability distribution for the value of the measurand is known to be a Behrens-Fisher distribution. We compare the performance of the approximate normal distribution based on a Bayesian uncertainty and the approximate t-distribution based on the W-S formula with respect to the Behrens-Fisher distribution. The approximate normal distribution is simpler and better in this case. A thorough investigation of the relative performance of the two approximate distributions would require comparison for a range of measurement equations by numerical methods.
Introduction
The International Organization for Standardization (ISO) Guide to the Expression of Uncertainty in Measurement (GUM) is being increasingly regarded as a de facto international standard for evaluating and expressing uncertainty in measurement. The ISO-GUM is intended for a broad spectrum of measurements including those for quality control, enforcing laws and regulations, research and development, calibrations, traceability and developing and maintaining international and national physical reference standards for measurement [1, section 0.4] . It is, therefore, reasonable for a user to expect that the ISO-GUM has a single, unambiguous and consistent technical interpretation. Is it so or is it not so?
In my opinion the ISO-GUM is consistent; but certain sections, mostly in its annex G, are ambiguous. In the ISO-GUM, all Type A evaluations are estimates determined from sampling theory (frequentist statistics). However, the ISO-GUM (sections 4.1.6 and 6.2.2) interprets the Type A estimates determined from sampling theory as parameters of state-of-knowledge probability distributions. The Type B evaluations are, by definition, parameters of stateof-knowledge probability distributions. Thus both Type A and Type B evaluations have a common probabilistic and statistical interpretation in the ISO-GUM. This common interpretation makes the ISO-GUM consistent.
The ISO-GUM's prescription that the sampling theory estimates be interpreted as parameters of state-of-knowledge probability distributions has no justification. It has previously been shown that the ISO-GUM's interpretation is justified when the Type A evaluations are either determined from Bayesian statistics or are regarded as approximations to Bayesian estimates determined from sampling theory [2] . In this paper, we propose a simpler Bayesian alternative to the ISO-GUM's approximate t-distribution with effective degrees of freedom obtained from the Welch-Satterthwaite (W-S) formula.
In section 2, we present a review of the ISO-GUM. The ISO-GUM propagates (through a linear approximation of the measurement equation) the estimates and their associated standard uncertainties for the input quantities rather than their probability distributions. This procedure does not yield a probability distribution for the value of the measurand. In certain disciplines, uncertainty is traditionally expressed as an interval about an estimate for the value of the measurand. Expression of uncertainty as an interval with a stated (supposed) coverage probability [1, section 6.2.2], requires a description of the probability distribution for the value of the measurand. The ISO-GUM suggests that when the measurement equation is a linear combination of independently distributed input variables and certain conditions, motivated by the central limit theorem, are met, the probability distribution for the value of the measurand may be approximated by a scaled-and-shifted t-distribution with effective degrees of freedom obtained from the W-S formula. In section 3, we describe the ISO-GUM's approximate tdistribution based on the W-S formula. The ISO-GUM does not state completely and explicitly the conditions required for approximating the probability distribution for the value of the measurand by a t-distribution. The ISO-GUM does not discuss the accuracy of uncertainty intervals so obtained. In section 4, we propose an approximate normal distribution based on a Bayesian uncertainty as an alternative to the approximate tdistribution based on the W-S formula. In section 5, we discuss the benefits of a Bayesian uncertainty and the approximate normal distribution. In particular, an approximate normal distribution based on a Bayesian uncertainty greatly simplifies the expression of uncertainty by eliminating altogether the need for calculating effective degrees of freedom from the W-S formula.
A probability distribution for the value of the measurand is not analytically tractable in most metrology applications even when the measurement equation is a linear combination of independent input variables. In the following nontrivial metrology application, a probability distribution for the value of the measurand is analytically tractable. The measurand is the difference between two means, each evaluated from statistical analyses of independent normally distributed measurements with unknown and possibly unequal variances.
In this special application the probability distribution for the measurand is known to be a Behrens-Fisher distribution. In section 6, we compare the performance of the proposed approximate normal distribution based on a Bayesian uncertainty and the approximate t-distribution based on the W-S formula with respect to the Behrens-Fisher distribution. It is shown that the approximate normal distribution is not only simpler but also better generally. This illustration suggests that perhaps the simpler approximate normal distribution may be preferable to the approximate t-distribution for other measurement equations as well. A thorough investigation would require comparison for a range of measurement equations by numerical methods. In section 7, we discuss the parameters for comparing the two approximate distributions by numerical methods. The conclusion appears in section 8.
Review of the ISO-GUM
A measurand, denoted by Y , is a quantity subject to measurement or prediction. An estimate for Y , denoted by y, is a central value of the distribution of values that could reasonably be attributed to Y . The uncertainty is a parameter associated with the estimate y which characterizes the dispersion of the values that could be attributed to Y based upon all available information. The standard uncertainty is uncertainty expressed as a standard deviation, denoted by u(y). The ISO-GUM is based on the concept of a measurement equation
that mathematically represents the process (ingredients and recipe) for determining the estimate y and its associated standard uncertainty u(y) from the estimates and their associated standard uncertainties for various input quantities X 1 , . . . , X N . The measurement equation (1) 
A Type B evaluation of an input quantity X j is commonly obtained by assigning a state-of-knowledge probability distribution for X j . Then the estimate x j is the expected value E(X j ) and the standard uncertainty u B (x j ) is the standard deviation S(X j ) of the assigned distribution [1, section 4.3] . The subscript B in u B (x j ) indicates that it is a Type B standard uncertainty. For example, if a rectangular distribution on the interval (−a, a) is assigned to X j , then E(X j ) = x j = 0 and S(X j ) = u B (x j ) = a/ √ 3. The ISO-GUM [1, section G. 4.2] suggests that subjective degrees of freedom ν j may be assigned to a Type B uncertainty u B (x j ) to quantify uncertainty concerning the uncertainty u B (x j ) itself. When there is no uncertainty concerning the Type B uncertainty u B (x j ), it is assigned infinite degrees of freedom.
The estimate y is determined by substituting the estimates x 1 , . . . , x N for the input variables in the measurement equation
The standard uncertainties [3] . To the extent that a state-of-knowledge probability distribution for Y represented by y and u(y) is not determined, the coverage probability of [y ± ku(y)] cannot be stated.
The ISO-GUM [1, section 8, step 7] suggests selectingwhen possible-the coverage factor k p on the basis of the coverage probability p required of the interval [y ± k p u(y)]. In metrology, the required coverage probability p is generally set as 95%; coverage probabilities other than 95% are rarely used in metrology. The ISO-GUM [ with u B (x j ) represent subjective doubt about the parameters of a state-of-knowledge probability distribution assigned to the variable X j .
(ii) It is superfluous in my opinion to quantify doubt about a state-of-knowledge probability distribution. For example in Bayesian statistics, one does not quantify doubt about a prior probability distribution which represents the state-ofknowledge about a statistical parameter before measurement. Hence the degrees of freedom associated with a Type B uncertainty are superfluous.
(iii) It is difficult to quantify doubt about a state-ofknowledge probability distribution.
(iv) I have never seen any metrologist assigning finite degrees of freedom to a Type B evaluation.
Approximate t-distribution based on the W-S formula
The ISO-GUM [1, sections G.3 and G.4] suggests that a better value of k p than the one determined from normal distribution is provided by a t-distribution with effective degrees of freedom obtained from the W-S formula. Suppose Y is equal to i c i X i , for i = 1, . . . , N, and X 1 , . . . , X N are mutually independent. Suppose the probability distributions for X 1 , . . . , X n , for n < N, are Type A and the probability distributions for X n+1 , . . . , X N are Type B. Suppose, for i = 1, . . . , n, the expected value and standard deviation of a state-of-knowledge distribution for X i are determined from m i independent normally distributed measurements. Suppose Let us define
and
Then 
and its associated standard uncertainty is
The standard uncertainty u A (x A ) is an approximation for the standard deviation S( 
The expression (9) for ν effA is referred to as the W-S formula. The effective degrees of freedom ν effA quantify the statistical-uncertainty in u A (x A ) arising from limited numbers m 1 , . . . , m n of measurements available for evaluating the parameters of the Type A variables X 1 , . . . , X n , respectively. The expected value E(X B ) and standard deviation S(X B ) are, respectively,
The ISO-GUM suggests that the coverage factor k p of an uncertainty interval [y ± k p u(y)] for Y may be determined by ascribing to the variable (Y − y)/u(y) an approximate t-distribution with effective degrees of freedom ν eff , where
Thus the ISO-GUM suggests that k p may be determined by ascribing to the variable Y an approximate state-of-knowledge scaled-and-shifted t-distribution with degrees of freedom ν eff that have been scaled by u(y) of equation (13) and shifted by y of equation (12 Its origins are discussed in [6] . References [6] [7] [8] discuss the use of W-S formula from the viewpoint of sampling theory when n = N = 2. Comment 6: The ISO-GUM does not explicitly state the conditions in which a user may determine the coverage factor k p from an approximate t-distribution with effective degrees of freedom ν eff determined from the W-S formula. Are these the same conditions as those stated in the ISO-GUM [1, section G.2] for determining k p from normal distribution and restated here in section 2?
Comment 7: The ISO-GUM does not discuss the accuracy of the stated (supposed) coverage probability p of the interval [y ± t p (ν eff )u(y)] determined from an approximate t-distribution with effective degrees of freedom ν eff determined from the W-S formula. The correct coverage probability would depend on the joint probability distribution for the input variables X 1 , . . . , X N and the corresponding probability distribution for Y = i c i X i (see, comment 1).
Comment 8: It seems that the ISO-GUM's use of an approximate scaled-and-shifted t-distribution with effective degrees of freedom ν eff for Y = i c i X i requires two sets of assumptions.
(1) Assumptions that underlie the W-S formula for the Type A variables X 1 , . . . , X n : Each input quantity X i , for i = 1, . . . , n, is (i) evaluated from a series of m i mutually independent measurements having the same normal 5 sampling distribution with expected value X i and variance σ 2 i and (ii) the sets of m 1 , . . . , m n measurements for evaluating X 1 , . . . , X n , respectively, are independent [10] [11] [12] . A consequence of the second part of this assumption is that the state-of-knowledge distributions for X 1 , . . . , X n are mutually independent. Here the number n of the Type A variables may be as little as two.
(2) Assumptions similar to those that underlie the central limit theorem: In particular, the number of summands in Y = X A + c n+1 X n+1 + · · · + c N X N is sufficiently large for the central limit theorem to apply for the given standard deviations of the variables X A , c n+1 X n+1 , . . . , c N X N .
Approximate normal distribution based on a Bayesian uncertainty
Suppose the assumptions that underlie the W-S formula for the Type A variables X 1 , . . . , X n , stated in comment 8, are reasonably satisfied. There are two statistical approaches to determine an estimate for an input quantity X i : sampling theory (frequentist statistics) and Bayesian statistics [13] . Both approaches agree with the ISO-GUM's definition of a Type A evaluation for the input quantity X i . An estimate for X i 5 In sampling theory (frequentist statistics), an approximate t-distribution for (x A − X A )/u A (x A ) with effective degrees of freedom ν effA obtained from the W-S formula requires that x i be the arithmetic mean and s 2 i be the sample variance of m i independent normally distributed measurements with unknown variance σ 2 i and that the sets of m 1 , . . . , m n measurements be independent. The ISO-GUM [1, section G. 4 .1] appears to imply that the normal distribution for the m i independent measurements is not essential. This is incorrect. The W-S formula requires that x i and s 2 i have independent sampling distributions, for i = 1, . . . , n. It turns out that normal distribution is the only probability distribution for which the sampling distributions of x i and s 2 i are mutually independent [9] . Therefore normal distribution is essential. and its associated standard uncertainty determined through Bayesian statistics from only the m i measurements without assuming any additional information are obtained by using non-informative prior distributions for X i and σ
given the measurements. It can then be shown using the Bayes's theorem that the Bayesian posterior state-ofknowledge probability distribution for (X i − x i )/s(x i ) is the t-distribution with degrees of freedom ν i = m i − 1 [13] . It follows that the Bayesian distribution for X i based on only the m i measurements is a scaled-and-shifted t-distribution with degrees of freedom ν i that have been scaled by u A (x i ) = s(x i ) and shifted by x i . The expected value and standard deviation of a t-distribution with degrees of freedom ν i are, respectively, zero and
. It follows that the expected value and standard deviation of the Bayesian posterior distribution for
, respectively. The standard deviation S(X i ) is a Bayesian standard uncertainty, u A,Bayes (x i ), associated with the estimate x i [2] 8 . That is,
The [2] . 6 Prior distributions convey information in addition to the measurement data. In order to develop an approximate probability distribution for Y that is comparable to the ISO-GUM's t-distribution based on the W-S formula, we need non-informative prior distributions that do not carry additional information. 7 These non-informative prior distributions are not proper probability distributions and hence they are termed improper prior distributions. 8 A Bayesian standard uncertainty associated with x i depends on the choice of prior distributions for X i and σ 2 i . The posterior distribution for X i , and hence a Bayesian uncertainty, is different for different prior distributions for the statistical parameters. The Bayesian uncertainty u A,Bayes (x i ) of equation (15) is based on the particular improper non-informative prior distributions used for X i and σ 2 i .
The ad hoc standard uncertainties were suggested in [2] by replacing the undefined factor
, when m i is less than four, with the ratio of the relevant percentiles of t-distribution and normal distribution for the chosen p of 95%.
We propose to approximate the Bayesian scaled-andshifted t-distribution for X i by a normal distribution, N(x i , u (x A ) ) where x A is defined in equation (7) and
Now Y = i c i X i = X A + X B . Therefore, the expected value and standard deviation of Y are, respectively, y = x A + x B = i c i x i as in equation (12), and
Suppose the requirements that underlie the central limit theorem are reasonably satisfied for the sum 
Benefits of a Bayesian uncertainty and the approximate normal distribution
The ISO-GUM is consistent because it interprets the Type A evaluations as parameters of state-of-knowledge distributions. Then Type A and Type B evaluations have a common probabilistic interpretation and they can be combined through a measurement equation. The ISO-GUM's interpretation is justified when either Bayesian statistics is used for the Type A evaluations or sampling theory estimates are regarded as approximations to Bayesian estimates. Therefore the ISO-GUM may be regarded as an extension of Bayesian statistics to incorporate non-statistical evaluations.
As indicated in the ISO-GUM [1, section E.4.3], the statistical-uncertainty in u A (x i ) arising from the limited number m i of measurements may be large for practical values of m i . Therefore, u A (x i ), defined in section 2, is an incomplete expression of the uncertainty associated with x i without an accompanying statement of its degrees of freedom. Similarly, the statistical-uncertainty in u(y), defined in section 3, may be large when its effective degrees of freedom ν eff are small. Therefore, u(y) is an incomplete expression of the uncertainty associated with y without an accompanying statement of its effective degrees of freedom. Unlike sampling theory, a Bayesian standard uncertainty has no statistical-uncertainty. Thus u A,Bayes (x i ) is a complete expression of the uncertainty associated with x i , for i = 1, . . . , n. Similarly, u Bayes (y) is a complete expression of the uncertainty associated with y.
The use of an approximate normal distribution for Y based on a Bayesian uncertainty u Bayes (y) greatly simplifies the expression of uncertainty associated with y by eliminating altogether the need for calculating effective degrees of freedom from the W-S formula.
The primary expression of uncertainty in the ISO-GUM is standard uncertainty. An uncertainty interval is a secondary expression of uncertainty obtained from standard uncertainty. The ISO-GUM accounts for the statistical-uncertainty in u(y) arising from the limited numbers m 1 , . . . , m n of measurements when an uncertainty interval [y ± k p u(y)] is computed by using a larger coverage factor k p = t p (ν eff ) determined from a t-distribution rather than the coverage factor k p = z p determined from the normal distribution. The factors
. . , n, built in the Bayesian standard uncertainty u Bayes (y) enlarge it when one or more of the numbers m 1 , . . . , m n of measurements are small. Thus Bayesian statistics automatically accounts for the numbers of measurements in the standard uncertainty which is the primary expression of uncertainty.
Analytical comparison with respect to the Behrens-Fisher distribution for the difference between two means
Suppose the measurement equation for the value of the measurand is Y = X 1 − X 2 , where X 1 and X 2 are independently distributed. Suppose the estimate and standard uncertainty for X i are x i and u(x i ), respectively, for i = 1 and 2. Then y = x 1 − x 2 and u(y)
]. This measurement equation applies when a common quantity is measured by two different instruments, methods or laboratories and the metrological interest lies in the difference between the two evaluations. In CIPM key comparisons [15] among national metrology institutes (NMIs), pair wise degrees of equivalence d i,j and their associated standard uncertainties u(d i,j ) are of the form y and u(y), respectively.
We consider a special application of the measurement equation Y = X 1 − X 2 , where X i is evaluated from m i independent and normally distributed measurements with unknown variance σ 
. The percentiles of Behrens-Fisher distribution for the coverage probability p of 95% are tabulated in [19] for ν 1 , ν 2 = 1, 2, . . . , 8, 10, 12, 24 and ∞, and θ = 0˚, 15˚, 30˚, 45˚, 60˚, 75˚and 90˚. These percentiles may be used to determine the correct coverage factor k p of the uncertainty interval [y ± k p u(y)] for Y for various values of ν 1 , ν 2 and θ, and p of 95%.
This example is referred to in textbooks on statistics as 'the two-sample problem with unknown and possibly unequal variances'. For this case, reference [20, appendix B] discusses three other approximations proposed in [21] and [22] for the distribution of (Y − y)/u(y). The approximations proposed in [21] and [22] are better than the approximate t-distribution based on the W-S formula. The approximation proposed in [22] applies to sums of many scaled t-distributions. In this section, we investigate the accuracies of the coverage factors determined from the approximate t-distribution based on the W-S formula and the approximate normal distribution based on a Bayesian uncertainty with respect to the correct coverage factor k p based on the Behrens-Fisher distribution.
The correct coverage factor k p of an uncertainty interval
encompasses the fraction p of this distribution. An approximate coverage factor determined from the t-distribution based on the W-S formula
An uncertainty interval for Y determined from the approximate normal distribution based on a Bayesian uncertainty is [y ± z p u Bayes 
for various values of ν 1 , ν 2 and θ , and p = 95%. Here, k p is the correct coverage factor and k p (W) and k p (B) are approximate coverage factors.
To determine the coverage factors k p , k p (W) and k p (B), we require numerical values for the parameters u(
We arbitrarily set s 2 1 = 100 and determined the corresponding s 2 2 by solving the equation
re, respectively, 27%, 58%, 100%, 173% and 373%. The value θ = 45˚represents the situation where the uncertainties u(x 1 ) and u(x 2 ) are equal. The values θ = 30˚and 60r epresent the situation where the difference between u(x 1 ) and u(x 2 ) is small. The values θ = 15˚and 75˚represent the situation where the difference between u(x 1 ) and u(x 2 ) is large.
The use of W-S formula is of greatest advantage when one or both the degrees of freedom ν 1 and ν 2 are small. Therefore, the smaller values of ν 1 and ν 2 are of greater interest. developed in what is called fiducial inference; however, it was subsequently identified as a Bayesian distribution [18] . (ν 1 , ν 2 , θ) , where (ν 1 , ν 2 ) = (1, 1), (2, 1) and (2, 2); and θ = 15˚, 30˚, 45˚, 60˚and 75˚. Comparison for (1, 2, θ ) is given by the comparison for (2, 1, 90˚− θ ). 
, k p , and the relative errors Table 5 is for the case where ν 1 , ν 2 = 3, 4, 5, 10 and 24 and the difference between u(x 1 ) and u(x 2 ) is small (θ = 30o r 60˚). The minimum and maximum values of the absolute relative error | k p (W)| are 1.63% and 16.00%, respectively. The relative errors displayed in tables 1-6 for p = 95% show that generally the correction factors k p (B) determined from the approximate normal distribution based on a Bayesian uncertainty are more accurate than the correction factors k p (W) determined from the approximate t-distribution based on the W-S formula. We conclude that the approximate normal distribution based on a Bayesian uncertainty is both simpler and better in this non-trivial metrology application.
Parameters for comparing the two approximate distributions by numerical methods
A thorough investigation of the relative performance of the approximate t-distribution based on the W-S formula as suggested in the ISO-GUM and the simpler approximate normal distribution based on a Bayesian uncertainty as proposed in this paper would require comparison for a range of measurement equations by numerical methods. Suppose , for i = 1, . . . , n. For each X j one would consider a number of rectangular distributions of various widths for j = n + 1, . . . , N. The required coverage probability p may be set as 95% or several different values of p may be considered. Numerical simulation would be required for each combination of the aforementioned parameters. The number of simulations for each combination of parameters should be sufficiently large for a meaningful difference between the approximate coverage factors k p determined from the two approximate distributions for Y . Numerical simulation would indicate the accuracies of the coverage factors determined from each of the two approximate distributions.
Conclusion
The ISO-GUM interprets the Type A evaluations (commonly determined from sampling theory) as parameters of stateof-knowledge probability distributions. It has previously been shown that the ISO-GUM's interpretation is justified when the Type A evaluations are either determined from Bayesian statistics or are regarded as approximations to Bayesian estimates determined from sampling theory [2] . In certain disciplines, uncertainty is traditionally expressed as an interval about an estimate for the value of the measurand. Expression of uncertainty as an interval with a stated (supposed) coverage probability requires a description of the probability distribution for the value of the measurand. The ISO-GUM suggests that under certain conditions, motivated by the central limit theorem, the coverage factor of an uncertainty interval that yields the required coverage probability may be determined from an approximate t-distribution with effective degrees of freedom obtained from the W-S formula. As a sequel to [2] , this paper proposes an approximate normal distribution based on a Bayesian uncertainty as an alternative to the approximate t-distribution based on the W-S formula. The use of an approximate normal distribution based on a Bayesian uncertainty greatly simplifies the expression of uncertainty by eliminating altogether the need for calculating effective degrees of freedom from the W-S formula.
When the measurand is the difference between two means, each evaluated from independent normally distributed measurements, the probability distribution for the value of the measurand is known to be a Behrens-Fisher distribution. We compared the accuracy of correction factors determined from the two approximate distributions with respect to the correct coverage factor from the Behrens-Fisher distribution for the coverage probability of 95%. Our investigation shows that in this special case the coverage factor determined from the approximate normal distribution is generally more accurate. This example suggests that perhaps the simpler approximate normal distribution may be preferable to the approximate t-distribution for other measurement equations as well. A thorough investigation of the relative performance of the approximate t-distribution based on the W-S formula as suggested in the ISO-GUM and the simpler approximate normal distribution based on a Bayesian uncertainty as proposed in this paper would require comparison for a range of measurement equations by numerical methods.
The assumptions that underlie the approximate t-distribution based on the W-S formula and the approximate normal distribution based on a Bayesian uncertainty are essentially identical. Unless these assumptions are validated, one is not fully justified in using the approximate distributions. Some tend to use the approximate t-distribution based on the W-S formula as a general rule [23] . To the extent that one is willing to use the approximate t-distribution without validating the underlying assumptions, one should be willing to use the simpler approximate normal distribution.
