Type IIB string theory on a 5-sphere gives rise to N = 8, SO(6) gauged supergravity in five dimensions. Motivated by the fact that this is the context of the most widely studied example of the AdS/CFT correspondence, we undertake an investigation of its critical points. The scalar manifold is an E 6(6) /U Sp(8) coset, and the challenge is that it is 42-dimensional. We take a Machine Learning approach to the problem using TensorFlow, and this results in a substantial increase in the number of known critical points. Our list of 32 critical points contains all five of the previously known ones, including an N = 2 supersymmetric point identified 1 supersymmetric one) were noted already at the time when the theory was constructed [6] . Later, after the advent of the AdS/CFT correspondence, a further two were identified by Khavaev, Pilch and Warner [9] in a certain SU (2) invariant subsector of the theory. One of these two new critical points has N = 2 supersymmetry. The situation has been better for the maximal gauged supergravity in four dimensions, where steady effort has been put forth by many authors, in particular by Fischbacher and collaborators in the last decade or so (see eg.
Introduction
The most intensely studied example of the AdS/CFT correspondence is that between type IIB string theory on AdS 5 × S 5 supported by N units of 5-form flux, and N = 4 superconformal SU (N ) Yang-Mills theory in four dimensions [1] . It is generally believed that the 10-dimensional theory allows a consistent truncation to five dimensions 1 . This means that one can restrict one's attention to a finite number of five dimensional fields including the metric, and they do not couple to the rest of the (otherwise infinite) number of fields that arise in five dimensions (including the higher Kaluza-Klein harmonics). The resulting theory is the gauged N = 8 supergravity in five dimensions [4, 5, 6, 7] . From the dual gauge theory perspective, these finite number of consistently truncated fields are dual to the short N = 4 multiplet containing the energy momentum tensor, and the statement of consistent truncation translates to the statement that at least at large-N , this particular class of chiral primary operators close under the Operator Product Expansion (OPE). Since the supergravity scalars capture the relevant and marginal couplings, the fact that there is a consistent truncation suggests that the renormalization group (RG) flow triggered by them in the gauge theory can be fully captured in the supergravity. In particular, the vacua of the gauged supergravity should capture the IR fixed points of such large-N flows. Therefore, understanding the vacuum structure of these supergravities is of interest from multiple perspectives.
Finding the vacua of gauged supergravities is a conceptually trivial problem: one just has to find the extremal points of the scalar potential in this theory. The vacua of N = 8, D = 5 gauged supergravity have negative vacuum energy and correspond to AdS vacua, and because of the Breitenlohner-Freedman criterion [8] , they may be stable even when they are extrema and not necessarily minima. Despite the conceptual simplicity of the problem however, only a handful of vacua have been identified in the nearly 35 years since the discovery of the theory in [4, 5, 6] . The trouble here is two-fold. Firstly, the number of scalars in these theories is large. N = 8, D = 5 gauged supergravity has 42 scalars, and even if we were to somehow take advantage of the fact that the potential has an SU (1, 1) × SO(6) symmetry, the number of scalars would still be 24. Secondly, the potential is complicated and has a baroque structure arising from the underlying gauging of the theory.
Due to these facts, a systematic effort at finding the critical points of N = 8, D = 5 gauged supergravity has not been undertaken to the best of our knowledge. In the literature, we are aware of five distinct critical points. The first three (including the maximally
The Action
The ungauged N = 8 supergravity in five dimensions can be obtained via the dimensional reduction of eleven dimensional supergravity. The theory contains one graviton, 8 gravitini ψ, 27 vector fields A µ , 48 spin- 1 2 fermions χ and 42 scalars φ. We will be interested in the gauged theory, and its field content is closely related [6] .
To make some of our comments, it will be useful to have the form of the Lagrangian and therefore we will present it below. Defining all of the notation at this stage will be too much of a distraction, we will discuss what we need in later sections and appendices. The reader should also consult [6] whose notations we follow. We will write our expressions in a form where the gauging is SO(p, 6 − p) with p = 0, 1, 2 or 3. The choice of p is reflected in the signature of η IJ . We will mostly be concerned with the p = 0 case, which is the case that has immediate connections with string theory. Excluding four fermion terms, the Lagrangian has the form 
Our primary focus will be on the scalar term quadratic in the coupling constant g. This corresponds to the potential of the theory.
From the Lagrangian, we can see that the masses of the gravitini depend on the term ∼ gT ψψ. These masses will be helpful in determining the calculating the residual supersymmetry at a critical point. We define the "naive" gravitino masses m 2 /m 2 0 (ψ) to be the 3 eigenvalues of the matrix M ψ , given by
with m 2 0 (ψ) ≡ L 2 /225. We have normalized masses using the AdS radius L 2 = −D(D − 1)/2P 0 , where D = 5 is the dimensionality of spacetime and P 0 is the potential at the critical point. This normalization ensures that the unbroken supersymmetric critical points have a naive gravitino mass of +1.
The Scalar Potential
The basic ingredient which goes into the construction of the potential is the vielbein. They characterize the scalar manifold, which is a coset E 6(6) /U Sp(8) whose details are presented in appendices. The vielbein is written as V AB ab and its definition and properties are given in Appendix A. Using the vielbein, we can construct certain objects called T -tensors, which play a crucial role in constructing the potential.
In a certain SL(6, R)×SL(2, R) basis, the vielbein can be broken down into (see Appendix B)
The Roman indices I, J, K run from 1 to 6 while the Greek indices α, β take values 1 and 2.
Using this splitting of the vielbein, and defining a tensor W abcd :
where ε αβ is the 2-dimensional Levi-Civita tensor. η IJ is the unit diagonal matrix with signature (p, 6 − p) and encodes the details of the SO(p, 6 − p) gauging. The W abcd tensor has the property that
This lets us define a symmetric tensor T ab as (the symplectic form Ω is defined in the appendices)
We also define the tensor A abcd as
The vertical bar subscript indicates that we are subtracting out the symplectic trace. We antisymmetrize the last 3 indices and remove the symplectic traces corresponding to those in order to define A abcd . This means that:
Now, having defined these objects (which can be called T -tensors) we can go on to the expression for the potential. The potential, in terms of T ab , A abcd and the coupling constant g in the Lagrangian is:
This is the order g 2 scalar term in the Lagrangian (2.1). An equivalent expression for the potential is given by:
where W ab is defined as:
Old Critical Points
As mentioned in the introduction, 5 of the 32 critical points we find were known before: we will call them pre-historic [6] and ancient [9] critical points. We will describe them here, both as a way to give some context and also as a way to gain some intuition on the analytic aspects. The SL(6, R) × SL(2, R) subgroup structure of these critical points is instructive more broadly.
When all the scalars parametrizing the potential vanish, we have the trivial critical point, with potential value − 3 4 g 2 . This is the maximally supersymmetric point, with N = 8. For a critical point with potential P 0 its supersymmetry is given by the number of eigenvalues µ of W ab evaluated at that point satisfying [6] :
All the 8 eigenvalues of W ab at the trivial critical point have value −3/2, and thus this point is maximally supersymmetric.
To discuss the other critical points, we need a bit more technology. From Appendix E, we can see that in the SL(6, R) × SL(2, R) basis, the vielbein is defined in terms of the four blocks of a 27 × 27 matrix U , which we denote by U M N IJ , U IJKα , U P βIJ and U P β Kα . We consider the SL(6, R) × SL(2, R) sector of the scalar manifold, in which we have:
Here S is an SL(6, R) matrix while S is an SL(2, R) matrix. In terms of the symmetric matrix M IJ = S I K S J K , we have:
The potential in terms of M takes the form (we are restricting ourselves to the SO(6) gauging):
Now we are ready to discuss another pre-historic critical point. We pick an SO(5) invariant direction by picking:
The potential in this sector now becomes:
This potential has 2 critical points. The first one, at λ = 0 is just the N = 8 critical point again. The second critical point occurs at λ = − 1 6 log(3). This is an SO(5) invariant critical point with potential:
All the eigenvalues of W ab at this point are equal to − 2 3 1/6 , hence it has no supersymmetry. This point was shown to be perturbatively unstable in [17] .
We now search for the SU (3) invariant critical points in the theory. We start by defining an anti-self-dual SO(8) tensor X ijkl as:
The indices i, j, k and l run from 1 to 8. Identifying (α, β) = (7, 8) we define the SU (3) invariant scalar field to be:
Defining p = cosh(4λ) we find:
where J ab = diag(2, 2, 2, 2, 2, 2, −6, −6). The potential is:
The critical points of the potential are at p = 1 and p = 2. The p = 1 point corresponding to λ = 0 is the maximally supersymmetric point that we have obtained earlier. For p = 2 we have an SU (3) invariant critical point with potential:
The eigenvalues of W ab here are − 7 4 and − 9 4 with multiplicities of 6 and 2 respectively. There is no supersymmetry at this point. Now we turn to the ancient critical points discovered in [9] . There is an SU (2) × U (1) × U (1) critical point with potential:
The eigenvalues of W ab at this critical point are − 3 10 1/6 and − 9 10 2/3 , both of which have a multiplicity of 4. Thus there is no supersymmetry.
The fifth and final known critical point is an interesting one. This is an SU (2) × U (1) critical point with potential:
This critical point is generated by where α = 1 12 log(2). The eigenvalues of W ab are − 7 3 2 −1/3 , − 4 3 2 2/3 and −2 2/3 with multiplicities 4, 2 and 2 respectively. Note that the third eigenvalue satisfies µ = −(− 3P 0 g 2 ) 1/2 . Thus this point has a supersymmetry of N = 2.
5 Leveling the Field with TensorFlow
Historically [18] , the most effective way to search for critical points was to restrict the problem to a space of singlets of some invariance group. Schur's lemma guarantees that a critical point on this subspace would be the critical point of the full scalar manifold. This strategy has been employed in [9] to find the 5 critical points which had at least a residual symmetry of SU (2) . However this method is not useful when a critical point breaks all the symmetries, for example. This is where ML techniques come to our rescue. Google's TensorFlow libraries have been used in [13] to find out critical points of the N = 8 D = 4 SO(8) gauged supergravity scalar potential. We have followed the same philosophy in this paper and found that it helps us make substantial progress. The key idea is to reinterpret the 42 scalars as a set of learnable parameters and then to tune them to minimize an appropriately defined "loss function". Appendix F contains the discussion on various loss functions that we have used to find the critical points.
The Choice of Scalars in the Vielbein
The most essential ingredient in constructing the potential is the vielbein (See Appendix A for a discussion on the properties of the vielbein). The vielbein captures an element of the E 6(6) /U Sp(8) coset, and to construct it we need to use the Lie algebra of E 6(6) in a suitable basis and identify the non-compact part of the algebra that generates the coset.
As we are looking at gaugings of the type SO(p, 6 − p), it is convenient to write the Lie algebra in the SL(6, R) × SL(2, R) basis, as done in [6] . From Appendix B, we can see that the Lie algebra has three sets of generators in this basis. Using the basis elements defined in Appendix C, we can construct the E 6(6) /U Sp(8) generators as
where we have introduced a set of 42 scalars (φ IJ , φ αβ , φ P QRβ ) to contract the generator indices of the basis elements. The vielbein can be constructed in terms of these 42 scalars using the set of formulae given in Appendix E. The values of these scalars at the critical points are what we report in our Appendix H.
# Potential
N History Table 1 : The list of all critical points. The second column contains the value of the potential at the critical point and the third column counts the unbroken SUSY. The final column refers to the original paper where the critical point first appeared (GRW refers to [6] , KPW to [9] ), with the numbering indicating the sequence in which it appears in our discussion in section 4. 9
Loss Function Minimization
Once we have the vielbein, the construction of the potential and the loss function is quite straightforward. The next step is to minimize the loss function. Here is where we will rely on Machine Learning by using Google's TensorFlow library on Google colab [19] . Strictly speaking one can also install and run TensorFlow locally on a Python environment (and we have), but Google colab enables us to bypass local system limitations by relying on cloud computing.
To minimize the loss function, we start off on a random location on the scalar manifold by drawing random samples from a Gaussian distribution. The mean of the distribution is obtained from a pseudo-random number generator. Therefore, we have two adjustable parameters that determine the value of the scalars -the key of the pseudorandom number generator, called seed and the standard deviation of the distribution, called scale.
For some specific value of the seed and the scale, the loss function can be minimized by using the helper function tf.contrib.opt.ScipyOptimizerInterface(). This was done in [13] and we will adapt their code. By changing the value of the seed and scale systematically, we can scan various regions of the scalar manifold to find critical points of the potential. The precise way in which this is most optimally done requires a bit of trial and error. Changing seeds for a fixed "large" value of the scale ("large" here can be thought of as an O(1) number) has worked well for us in retrieving all the critical points.
We have done the ML search with multiple loss functions (see Appendix F), and with and without explicitly fixing the global symmetry SU (1, 1) × SO(6) of the potential. The results we find for the critical points, are stable. Our numerical results exactly match the values of the old critical points up to the precision we have looked at 2 .
There are two sets of two critical points (see Table) that differ in their value only at the forth decimal. When we are running the code at high precision, all the loss function values are between ∼ 10 −20 and ∼ 10 −30 , so we are confident that they are distinct and that this is not a numerical artifact. Another check of this is that they have distinct gravitino masses. Since some of the critical points that we obtained are closely spaced, it is necessary to tighten various tolerance values in the code. This has to be done simultaneously with a change in the internal parameters of the L-BFGS-B algorithm that we are using in our helper function. This is because otherwise, the algorithm might exit the minimization procedure even before the required level of tolerance is reached.
Discussion
After solving about 100 000 numerical minimization problems, we have obtained 32 distinct critical points. This includes 27 new critical points that were not known before (Refer Table  1 for the complete list.). The gravitino masses m 2 /m 2 0 (ψ) and the location of these critical points on the scalar manifold have been given in the Appendix H.
We plan to give a detailed analysis of the properties of these critical points in an upcoming paper. Unlike the N = 8, D = 4 case where much work has been done on various aspects, investigations on the critical points of N = 8, D = 5 theory seem sparse. It will be most useful to express the scalar and fermion mass matrices while paying heed to the residual symmetries of the critical point. This will also be of interest in studying the BF stability of these critical points.
We have also done a preliminary scan of critical points in some of the non-compact gaugings -this reproduces the rudimentary results mentioned in [6] . It is perhaps worth undertaking a more intense effort in this direction, but since the question of unitary completions of the non-compact gaugings is less clear, we will not do so here.
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A E 6 , U Sp(8) and E 6(6) /U Sp (8) To study the properties of the E 6(6) /U Sp(8) coset of the gauged theory, it is most convenient to write the Lie algebra in a particular basis, called the U Sp(8) basis. The group E 6 has dimension 78. The parenthetical (6) in the notation E 6(6) is supposed to indicate that the difference between the number of non-compact and compact generators is 6. In other words, we have 42 non-compact and 36 compact generators. The maximal compact subgroup of E 6(6) is U Sp (8) . In a basis where the U Sp(8) structure is manifest (which we will call the U Sp(8) basis), the 42 non compact directions are generated by Σ abcd while the compact directions are generated by Λ a b . The Σ abcd generators are fully antisymmetric, symplectic traceless and pseudoreal. The generators Λ a b are anti-Hermitian and symmetric and straightforwardly constructed. We will not need them here. Together, this completes the definition of the E 6(6) algebra.
To define things a bit more concretely, it is useful to define a symplectic antisymmetric 11 matrix Ω with the properties:
Ω is used for raising and lowering of indices:
In terms of the Ω matrices, we will define a representation for the Σ generators as [20] :
In the next paragraphs we discuss the vector space on which this representation can act and some related properties.
Note here that Σ carries 8 indices. The 4 indices inside the parentheses are the generator indices, and the indices outside the parentheses are the matrix indices. In the rest of this text, whenever Σ is written with 4 indices, those are to be understood as matrix indices, unless explicitly stated otherwise. By a generator, we will often mean a linear combination of all the generators. All indices here run from 1 to 8.
We have already stated that there are 42 generators corresponding to the E 6(6) /U Sp (8) coset, but from the antisymmetry of the generator indices there appear to be 70 (= 8 C 4 ) independent generators. However the property of symplectic tracing imposes 28 constraints on these generators, leaving us with 42 independent Σ. The symplectic trace of a 4-index object is defined as Ω AB X ABCD . Thus, the symplectic tracelessness of Σ is written as:
Note that here A, B, C, D are generator indices. Σ also has the property of pseudoreality:
Σ ABCD and Σ ABCD can be obtained from each other by raising and lowering indices with Ω (while adjusting the matrix indices suitably). Now let us consider the infinitesimal E 6(6) transformations to understand the action of Σ on the underlying vector space. The explicit representation we have defined above is in fact the fundamental representation of E 6 (6) . It is real and 27-dimensional. This 27-dimensional vector space can be given a basis z AB with the following properties (with all indices from 1 to 8):
The infinitesimal E 6(6) transformations are written as:
Let us emphasize that we are working with matrix indices now. The Λ are the anti-Hermitian tensors which generate U Sp (8) . The above expression can be exponentiated to yield the finite transformations of E 6(6) :
Similar infinitesimal and finite transformations can be written for the conjugate representation of E 6(6) which is also 27-dimensional and has basis elementz AB satisfying the same properties as z AB but having the transformation:
This in turn leads to(
The matrices V andṼ are the vielbeins. As they characterize the action of E 6(6) on a 27-dimensional vector space they are called 27-bein. Since we are only interested in the 42-dimensional coset manifold we can gauge away the U Sp(8) and set its generators Λ to zero. Thus, in the U Sp(8) gauge, the vielbein can be written as the exponential of the Σ generators.
The matrices V andṼ satisfy property:
The vielbein also satisfies the following cubic identity descending from the underlying E 6 structure:
Note that there is a small typo in this equation as presented in [6] . This is worth a note because [6] is surprisingly free of typos for a paper of that size.
B SL(6, R) × SL(2, R) Structure of the E 6(6) Algebra
The five dimensional supergravity theory that we are considering here has an underlying gauge group SO(p, 6 − p). One of the maximal subgroup of E 6(6) is SL(6, R) × SL(2, R). As SO(p, 6 − p) is an obvious subgroup of SL(6, R), it is convenient to write the E 6(6) Lie algebra in a SL(6, R)×SL(2, R) basis. In this section, we will very closely follow [6] , the only reason we repeat these formulas here is because they are indispensable for the calculations in this paper. In all of the discussion to follow, the Roman indices I, J, K... run from 1 to 6 while the Greek letters α, β... run from 1 to 2. Under the subgroup, the basis z AB splits into
The vielbein and its inverse decomposes as
in such a way that the following relation is satisfied
This immediately gives us the identities
Now let us shift focus to the decomposition of the Lie algebra under the subgroup. An infinitesimal action of the full E 6(6) group can be realized on z IJ , z Iα as
All the generators are real and IJKM N P , αβ are the Levi-Civita tensors in 6 and 4 dimensions respectively. The equation (B.10) can be written more compactly as
Now let us provide a prescription to translate between the SL(6, R) × SL(2, R) and the U Sp (8) basis. This can be done with the help of seven antisymmetric, Hermitian SO (7) gamma matrices Γ i satisfying the relations
We can choose to identify the raising operator Ω ab as
Let us define the following quantities
where α = 1, 2. This lets us decompose z AB andz AB into the SL(6, R) × SL(2, R) basis as
This split guarantees that the following relation is satisfied
Using the "orthogonality" of the matrices Γ IJ and Γ Iα , we can invert the above relations :
where the AB indices are being summed over.
C An Explicit SL(6, R) × SL(2, R) Basis
From Appendix B, we can see that in the SL(6, R) × SL(2, R) basis, the Lie algebra of E 6(6) is spanned by three generators, Λ I J , Λ α β and Σ IJKα . Λ I J and Λ α β are the generators of SL(6, R) and SL(2, R) Lie algebra. Therefore, they can be represented by real traceless matrices. Σ IJKα transform in the (20, 2) of SL(6, R) × SL(2, R) and is completely antisymmetric in the IJK indices. Now let us construct a basis for these generators. The Lie algebra of SL(n, R) has dimensions n 2 − 1. Therefore, in the fundamental representation, the basis for the SL(6, R) generators would consist of 35 linearly independent real traceless 6×6 matrices. To construct such a basis, let us define a tensor
Subtracting out the trace, we get
Let us interpret the the indices IJ and KL as generator and matrix indices respectively. We can immediately see that the number of independent generators is (6 × 6) − 1 = 35. For every value of the index IJ, the generator (Λ IJ ) K L corresponds to a real traceless 6 × 6 matrix. Therefore, (Λ IJ ) K L qualifies as a basis for the SL(6, R) Lie algebra. Similarly, one can construct a basis for the SL(2, R) generators as
This gives us 35+3 = 38 linearly independent basis elements. We know that the E 6(6) Lie algebra is spanned by 78 generators. Therefore, we should construct a basis for the Σ IJKα generators consisting of 40 elements. We start off by considering the tensor
where all the indices run from 1 to 8. Now let us restrict the indices d and h to (7, 8) and all other indices to (1,...,6). Identifying these indices with I, J, K, ... and α, β, ... we get the required basis (Σ IJKα ) P QRβ . As the generator is totally antisymmetric in IJK indices, the number of linearly independent elements is 6×5×4 3×2 × 2 = 40.
We will suppress the generator indices from now on to avoid any ambiguity, unless specified otherwise. It was shown in [6] that the non-compact part of E 6(6) is generated by the symmetric part of the Λ I J and Λ α β and the self-dual part of the Σ IJKα . These matrices generate the non-compact coset E 6(6) /U Sp (8) and therefore will be immediately relevant to the calculation of the scalar potential.
The basis for the symmetric part of Λ I J is given by
Similarly, we obtain a basis for the symmetric part of Λ β α :
The rest of the basis elements can be constructed by taking the self dual part of (Σ IJKα ) P QRβ with respect to both the generator and the matrix indices. The self dual part of (Σ P QRβ ) IJKα w.r.t the matrix indices, denoted by (Σ P QRβ ) + IJKα , satisfies the condition [6] (Σ + P QRβ ) IJKα = +
Therefore, the self-dual part of the tensor (w.r.t the matrix indices) will take the form
We can do a similar transformation w.r.t the generator indices of (Σ + P QRβ ) IJKα . This gives us the required generator (Σ + P QRβ ) IJKα . As S K L and S α β are symmetric and traceless, there will be 6×7 2 −1 = 20 and 2×3 2 −1 = 2 linearly independent matrices. In the case of Σ + IJKα , there will be 40/2 = 20 basis elements. This gives us a total of 42 generators and it coincides with the number of non-compact generators of E 6(6) , as expected.
D A Useful Set of SO(7) Gamma matrices
We have already seen that the SO(7) gamma matrices are used to translate between the U Sp(8) and the SL(6, R) × SL(2, R) basis. In this section, we give an explicit construction of the SO(7) gamma matrices that we use in our code. A useful discussion of related ideas can be found in [21] .
The SO(7) gamma matrices are a set of seven Hermitian skew-symmetric matrices Γ i , with i = 0, 1, ..., 6. These satisfy the Clifford algebra:
We also have the following two identities:
In d dimensions, a representation of the Clifford algebra is constructed from a tensor product of d/2 Pauli matrices. Thus, the gamma matrices for SO(7) are 8 × 8 matrices. We start off with the following naively defined gamma matrices:
However these are not the gamma matrices that we will use, because these are not Hermitian. We will use some slight modifications to define the gamma matrices for translating between the U Sp(8) and SL(6, R) × SL(2, R) bases.
First we consider the charge conjugation matrix, which is written as:
Under charge conjugation, our naive gamma matrices transform as:
Starting from this relation, we look to translate the gamma matrices to a basis where they are all antisymmetric matrices. We diagonalize the charge conjugation matrix, and then re-scale this diagonal matrix to the identity. This is achieved using a unitary matrix U :
U is explicitly given by:
Here, B is the matrix composed of the eigenvectors of C. Now, to define a set of antisymmetric Hermitian SO(7) gamma matrices, we use:
These seven matrices Γ i are the matrices we use to translate between the U Sp(8) and SL(6, R) × SL(2, R) bases. They are antisymmetric and Hermitian matrices, as required.
E Exponentiating the Generators
A crucial step in the calculation of the potential is the construction of the 27-bein. To do this, first we start off with theX matrix defined in (B.12). This matrix encodes the infinitesimal action of E 6 on (z IJ , z Iα ) and therefore to find the finite action of the group, we have to exponentiate this matrix appropriately.
From (B.10), we can see thatX has four blocks and we can group the indices on each of these blocks into two pairs -an antisymmetrized IJ and Kα. As I, J and K run from 1 to 6 and α runs from 1 to 2, these pairs will have 15 and 12 independent components respectively. In terms of these independent components, the X matrix will have the following block structure:
Stacking these blocks upon each other gives us a 27 × 27 matrix. This is what we are going to exponentiate to obtain the finite action of the group E 6 .
To identify the independent components of each of the pairs of indices, we define two sets of bases -one for all the 6 × 6 antisymmetric matrices and one for all the 6 × 2 matrices. Following the philosophy of Appendix C, we can construct A aIJ and B iIα , where a and i run from 1 to 15 and 1 to 12 respectively. This allows us to define U = exp (X).
(E.2)
Breaking down the matrix U into the form in (E.1) and using the bases A aIJ and B iIα to translate back to the I, J, K and α indices, we get
In terms of these blocks, we can write the finite action of E 6 on (z IJ , z Iα ) as 
F The Loss Functions
F.1 Gradient Squared Loss Function
The critical point of any potential is characterized by the vanishing of its gradient. This can be easily implemented in TensorFlow using the command tf.gradients(). With the help of a normal distribution, we randomly pick a 42 dimensional array and calculate the value of the potential P at this point on the scalar manifold. The tf.gradients() command will return the gradient of the potential ∂ i P as a 42 dimensional array. This lets us to define the loss function as:
where i indexes every direction on the scalar manifold. Note that we are using ordinary partial derivatives along the various scalar directions and then taking an ordinary modsquared. The sigma model metric plays no role here because the purpose of this loss function is merely to set all partial derivatives to zero (ideally). Let us also note one subtlety. The default matrix exponentiation command, tf.linalg.expm(), is not compatible with this loss function as it restricts the backpropagation through code. This can be rectified by defining a new exponential function, we will use the one used by [13] .
F.2 Q-tensor Loss Function
The most straightforward approach in calculating the critical points of the potential is to use the gradient squared loss function described in the previous section. However, this loss function is computationally expensive as it involves 42 gradient calculations at each iteration. This issue can be handled by doing parts of the gradient calculation analytically. This gives us a new loss function, which we will call the Q-tensor loss function.
Our Q-tensor loss function is motivated by some similar calculations in the D = 4 case [22] . Since the potential term in our lagrangian (2.1) is
let us consider the variation of the vielbein of the form
The form of Θ abcd ensures that the coset structure of the theory is preserved. One can show that the A and T tensors vary as
It has been shown in [6] that the variation of the potential takes the form
We can see that this variation vanishes when the antisymmetric and symplectic traceless part of Q abcd vanishes, owing to the index structure of Θ [abcd]| . Therefore, at a critical point, the following tensor should vanish
where Q abcd ≡ Q [abcd] (note the presence and/or of absence of symplectic traces in some of these definitions). This lets us define the loss function as
F.3 SUSY Loss Function
Loss functions have the property that they can be designed to search for certain classes of critical points. One such important class is the one where there are unbroken SUSY generators at the critical point. Such a loss function can be easily engineered by using the fact that there exists at least one massless gravitino at a supersymmetric critical point. Operationally, it amounts to adding a term to (F.9) which is zero only when there is a massless gravitino. As gravitino masses are the eigenvalues of the gravitino mass matrix M ψ , there should exist a vector η such that
vanishes. Since we were are working with 42 scalars, we can use the SO(6) symmetry to choose a specific form for η. In particular, it suffices to pick η J = δ J 0 . Therefore, the full loss function is
We have introduced a weight factor λ to the SUSY part of the loss function. Choosing λ ∼ 10 and 'BFGS' algorithm to find the critical points, we have managed to obtain only 2 supersymmetric critical points, both of which were previously known.
G Reducing the Parameters
The coset manifold is spanned by three sets of generators in the SL(6, R)×SL(2, R) basis -S I J , S α β and Σ + IJKα . This space is parametrized by 42 scalars. Therefore, finding a critical point of the potential amounts to solving a 42 parameter loss function optimization problem in TensorFlow. The potential is invariant under the action of the group SO(6) × SU (1, 1). We can make use of this symmetry to reduce the number of parameters of the optimization problem.
Consider the first set of generators. Reinstating the generator indices, we can see that they have the form (S IJ ) K L and are 20 in number. (Refer Appendix C for more details on the construction of the generator). The generator indices I and J run from 1 to 6. The SO(6) group acts on these indices through its fundamental representation. As these group elements are the rotation matrices, we can use them to diagonalize the generator indices of (S IJ ) K L . This leaves us with 20 − 6×5 2 = 5 basis elements. Now let use the remaining SU (1, 1) symmetry to reduce more parameters. As SL(2, R) ∼ = SU (1, 1), we can clearly see that the two scalars corresponding to S α β are redundant and does not contribute to the calculation of the potential.
There are only two SU (3) singlets that lie outside the SL(2, R) and these singlets rotate into each other under the action of the U (1) subgroup of SU (1, 1) . Both the singlets are generated by the basis elements (Σ + P QRβ ) IJKα . Therefore, the scalars corresponding to these singlets contain redundant information. To take care of this, let us focus on one of the singlets generated by We can easily see that the scalar corresponding to the first transformed basis element is redundant. Therefore, we can just drop it from the construction of the potential. This leaves us with 20 − 1 = 19 Σ + IJKα generators. We have managed to reduce the number of parameters of the problem from 42 to 24 by utilizing the symmetry of the potential. It turns out that this reduced parameter approach is the most efficient and quickest way to get all the critical points we have reported in this paper.
H Critical Points
We now list the critical points, with their potential values, gravitino masses m 2 /m 2 0 (ψ), supersymmetry and the location on the scalar manifold. For critical points with a residual symmetry, there is a continuum of points on the scalar manifold corresponding to the critical point (and also there can be discrete redundancies). We only give one representative set of such scalar values.
The location of the critical points are labeled by the values of the three sets of scalars, φ IJ , φ IJKα and φ αβ , having 20, 20 and 2 independent components respectively. We will report these independent components as the elements of three arrays :
The gravitino masses m 2 /m 2 0 (ψ) will be reported as m n , where m is the mass of the gravitino and n is the multiplicity of the mass. 
