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A B S T R A C T
We present a novel approach enabling interactive visualization of volumetric Locally
Refined B-splines (LR-splines). To this end we propose a highly efficient algorithm for
direct visualization of scalar and vector fields given by an LR-spline. In both cases,
our main contribution to achieve interactive frame rates is an acceleration structure for
fast element look-up and a change of basis for efficient evaluation. To further improve
the efficiency, we present a heuristic for adaptive sampling distance for the numeri-
cal integration. A comparison with existing adaptive approaches is performed. The
algorithms are designed to fully utilize modern graphics processing unit (GPU) capa-
bilities. Important applications where LR-spline volumes emerge are given for instance
by approximation of large-scale simulation and sensor data, and Isogeometric Analy-
sis (IGA). We showcase interactive rendering achieved by our approach on different
representative use cases, stemming from simulations of wind flow around a telescope,
Magnetic Resonance (MR) imaging of a human brain, and simulations of a fluidized
bed used for mixing and coating particles in industrial processes.
c© 2018 Elsevier B.V. All rights reserved.
1. Introduction
In recent years, there has been increasing industrial and sci-
entific interest in splines, i.e., piecewise polynomial functions,
in higher dimensions, driven by research efforts in managing
large heterogeneous data sets and advances in computational
science. This has resulted in the development of several inde-
pendent approaches to local refinement of splines in dimensions
higher than one, including hierarchical splines, T-splines, and
LR-splines. The main advantage of local refinement is that it
focuses approximation power locally where it is needed, allow-
ing a considerable reduction in the amount of data needed to
guarantee a given tolerance.
Large heterogeneous data sets can originate from many dif-
ferent sources. One example is geospatial data, where existing
∗Corresponding author: franzgeorgfuchs@gmail.com
and emerging data acquisition techniques provide a fast, effi-
cient and affordable means for data collection. The resulting
raw data is generally very large and needs to be represented in
a more suitable way e.g., for comparison and quality assurance.
Another example comes from simulations in science, engineer-
ing and industry. The design, validation and optimization of
products and structures involves, e.g., physical, chemical, or bi-
ological processes that are modeled by partial differential equa-
tions (PDEs). High-fidelity simulations are often necessary in
order to perform a reliable analysis. At the time of writing, the
computational requirements and scalability of post-processing
and visualization tools are a bottleneck in the simulation work-
flow. The typical size of the simulation data is nowadays on
the order of giga- or terabytes per time step, which is both im-
practical and inefficient to stream or download to a local client.
In both these two cases, locally refined splines have proven to
be a good means to compactly represent these data, see, e.g.,
[1]. A quantitative and qualitative analysis of LR-spline ap-
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proximations is the focus of an upcoming paper and will not be
elaborated in this article.
In computational science a recent development called iso-
geometric analysis (IGA), proposed by Cottrell, Hughes &
Bazilevs [2], has quickly become very popular in science and
engineering. IGA provides the integration of design and analy-
sis by using a common representation – splines – for computer
aided design (CAD) and finite element methods (FEM). This
eliminates the conversion step between CAD and FEM, which
is estimated to take up to 80% of the overall analysis time for
complex designs [2]. In the context of IGA, local refinement of
splines is an indispensable tool for efficient computations.
Despite the fact that locally refined splines have become
very popular in a variety of situations, methods for visualiza-
tion of these types of splines are lagging behind or are nonex-
istent. Direct volume and vector field visualization based on
LR-splines is completely novel. In this paper we present a flex-
ible framework for volumetric visualization based on volume
and streamline rendering enabling interactive, direct visualiza-
tion of volumetric LR-splines, that can be trivially extended to
T-splines and hierarchical splines. Our approach consists of
several stages, leveraging the strengths of existing algorithms
where possible. Several features of our approach are novel:
1. For fast evaluation of LR-splines we extend the recently
published method presented in [3] for interactive pixel-
accurate rendering of LR-spline surfaces to the volumetric
case. The extension has different issues compared to the
two dimensional case.
2. We compare and discuss the pros and cons of different ac-
celeration structures for LR-spline element look-up: tex-
tures, octrees, k-d trees, and k-d forests. The details of
LR-splines in 3D vary sufficiently over the 2D case to war-
rant its own treatment here.
3. We present a heuristic for adaptive sampling distance,
based directly on the LR-spline structure, and compare it
with existing approaches.
The rest of the paper is organized as follows. Related work
is discussed in Section 2. An algorithm for efficient evalua-
tion of LR-splines is described in Section 3. Applications are
presented and details of the performance of the implementa-
tion of the overall algorithm for interactive volume rendering
are described in Section 4 and for vector field visualization in
Section 5. Finally, we draw conclusions based on the results in
Section 6.
2. Related work
Scientific volume visualization techniques convey informa-
tion about a vector or scalar field defined on a given geometry.
The techniques can be divided into the following approaches:
iso-surface extraction and volume rendering for scalar fields;
direct approaches, e.g. glyphs, line integral convolution (LIC),
and stream-/streak-/pathline rendering for vector fields. In this
article we focus on volume and stream-/streak-/pathline render-
ing.
The main challenge for achieving interactive volume visual-
ization in the setting of LR-splines is that sampling is computa-
tionally expensive due to the need for spline evaluation. How-
ever, they allow for a compact representation, particularly when
local refinement is applied.
2.1. Scalar field visualization
The visualization of a scalar field is commonly done by mod-
eling the scalar field as a participating medium, where a modi-
fiable transfer function specifies how field values are mapped to
emitted color and transparency. In the simplest case, where the
field consists of discrete samples over a regular grid, an abun-
dance of results is available, see e.g., [4] for an early example
or [5] for an overview. Octrees allow a voxel grid to have differ-
ent resolutions across the domain, which reduces the amount of
data needed for a given scene. This is used in e.g., GigaVoxels
[6], which offers real-time rendering of several billion voxels.
GigaVoxels is only effective when there is an a priorily known
location of significant regions of empty space.
Kreylos et al. focus on direct volume rendering of adaptive
mesh refinement (AMR) data, but the types of mesh are heavily
restricted [7]. High quality rendering of more general AMR
data is presented by Marchesin & De Verdiere [8]; the authors
report 4 fps on screen resolutions up to 20482 on a data set with
2377878 cells with 4 levels of refinement. For a recent survey
on state-of-the-art GPU-based large-scale volume visualization
we refer to [9].
2.2. Vector field visualization
In the case of vector fields, occlusion and complexity make
direct visualization of the whole data set very hard to interpret
visually. Interactive texture based flow visualization was one
of the first use cases for programmable graphics hardware [10].
Such methods take advantage of and rely on fast texture lookups
and regular memory operations to obtain good performance,
which limits the use to uniform grids.
For glyphs and stream-/streak-/pathline rendering, seeds are
typically chosen directly by the user, or are based on simplifica-
tion or feature extraction. The main requirement for interactive
implementation of these techniques is fast evaluation of the vec-
tor field. In this paper we will focus on the evaluation algorithm
of volumetric LR-spline vector fields and apply it to streamline
rendering. However, the LR-spline approach is applicable to
other visualization methods as well.
3. LR-splines
In the context of this paper, LR-splines provide a compact
representation for modelling generally smooth functions with
detail that varies over multiple scales, since they support both
local refinement and higher degree representations. LR-splines
are a superset of the commonly used tensor-product splines and
in fact, any LR-spline is generated by making local refinements
of a tensor-product spline mesh. For a detailed overview of the
general theory of LR-splines see [11, 12].
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Fig. 1. Visualization of local box size with very coarse (left) and medium refinement (right); blue indicates large and red small box size.
3.1. Background
Spline functions s : Ω ⊂ Rm → Rn are piecewise polynomi-
als that can be defined in any dimension m, and over a wide
variety of spatial partitions (e.g., box or simplex partitions).
Univariate splines (m = 1) of a given degree p, are very of-
ten formulated in terms of B-spline basis functions (BpU,i(x))
l
i=1,
which are in turn defined from a non-decreasing sequence of
real values, U = {u1, . . . , ul+p+1}, known as a knot vector. The
purpose of the knot vector is to partition the domain interval
Ω = [u1, ul+p+1] into segments on which the spline function
is polynomial and to determine the degree of continuity of the
function between polynomial segments. Univariate splines have
a straightforward generalization to multivariate tensor-product
splines, where each dimension can be represented by a univari-
ate spline. As an example, for m = 3, a vector-valued spline
s of tri-degree p = (p1, p2, p3) can be expressed in terms of
tensor-product B-splines as
s(x, y, z) =
l1∑
i=1
l2∑
j=1
l3∑
k=1
ci, j,kBp1U,i(x)B
p2
V, j(y)B
p3
W,k(z), (1)
where ci, j,k ∈ Rn are the control points, or coefficients, and the
knot vectors U = {u1, ..., ul1+p1+1}, V = {v1, ..., vl2+p2+1} and W =
{w1, ...,wl3+p3+1} are given. For a more detailed introduction to
splines see [13].
Despite its simplicity, the tensor-product form has some
downsides when it comes to refinement. If a new knot value is
inserted in one of the directions, the effect pervades throughout
the entire domain in all other directions. The result is a global
increase of the size of the representation, even when only local
modelling flexibility is needed. This limits the value of tensor-
product splines to relatively small examples, with few knots and
low spatial dimension m of the domain.
The increase of interest in splines in higher dimensions,
driven by research efforts in fields such as isogeometric anal-
ysis, has resulted in several independent approaches to adaptive
refinement of spline spaces in dimensions m < 1. These in-
clude hierarchical splines originally developed in [14] and ex-
tended in [15]; T-splines developed in [16]; and LR-splines de-
veloped in [11]. Though the details of the various methods dif-
fer, they all offer the ability to add degrees of freedom to the
spline space locally in order to increase modelling flexibility.
The pre-processing step in this paper is based on LR-splines,
though the methods can easily be applied to both T-spline and
hierarchical spline models.
A vector-valued volumetric LR-spline function, f : Ω ⊂
R3 → Rn of tri-degree p = (p1, p2, p3) is defined as a linear
combination of functions known as LR B-splines, Npi :
f(x, y, z) =
∑
i∈Ξ
ciγiNpi (x, y, z), (2)
where γi are scaling factors that ensure a partition of unity and
ci ∈ Rn are the coefficients. Rather than defining knot vectors
in each dimension, LR B-splines are inferred from an LR-mesh,
as pictured in Fig. 1 (left). Each LR B-spline is locally equiv-
alent to a tensor-product B-spline, and they are generated by
recursively splitting every LR B-spline on the mesh until all LR
B-splines are minimal support. Since the set of LR B-splines
Npi has no unique natural ordering, we label them by an index
set Ξ. The domain Ω of f in R3 is a box, i.e., a product of three
one-dimensional intervals, which we can assume to be [0, 1]3.
The domain is partitioned into a set of three-dimensional axis
parallel boxes or elements known as a box partition. An exam-
ple of a volumetric LR-spline box partition is pictured in Fig. 1
(right).
LR-splines have similar properties to tensor-product splines,
such as minimal support basis functions and partition of unity.
However, linear independence of the set of LR B-splines is
not guaranteed and is a challenging problem for general refine-
ments in three dimensions [17]. Linear independence is critical
for applications in IGA, but for the purposes of visualization it
does not pose a problem.
3.2. Fast LR-spline evaluation on the GPU
LR-splines provide a flexible representation for compactly
modelling volumetric data with overall smooth features and
high local variation. However, a drawback of this flexibility is
that the evaluation becomes more involved, when compared to
tensor-product splines. This is due to the irregular nature of the
underlying LR-mesh. To remedy this, we extend the approach
presented in [3] to three dimensions.
Given a point in the parameter domain, one needs to first find
the corresponding element el, see illustration in Fig. 2, (left).
For a large number N of elements, a linear search through all el-
ements, with its complexity ofO(N) in the average case, quickly
becomes infeasible in the context of real-time rendering. Let the
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Fig. 2. Fast element search for LR-splines. Left: Elements el. Middle: Regular blocks Pi, j,k . Right: K-d Search forest.
parameter domain be [0, 1]3 for the following discussion. For
quick element look-up
• Texture. For the special case where all knots in each di-
rection can be written as multiples of 1/li where l, i are
natural numbers – typically 1/2i – a look-up texture is the
fastest method with a complexity of O(1). However, it is
apparent that this approach fails in many cases, e.g., if a
knot value is an irrational number. In addition, the maxi-
mum size of OpenGL textures imposes a strict limit on the
levels of local refinement.
• Octree. An octree can be used to remedy the restriction
on the maximum level of refinement of the texture based
approach. The search complexity of octrees is O(log(N)).
The downside of octrees with respect to LR-spline meshes
is that they can only represent a regular data structure. In
fact octrees only work if all knots can be written as multi-
ples of 1/2i.
• K-d Tree. K-d trees are an excellent data structure for axis
aligned splines with no restrictions on the knot values, i.e.,
for a general LR-spline. The average search complexity is
O(log(N)). However, since knot values can be at arbitrary
parameter points, the split value needs to be stored and
read from memory as well.
• K-d Forest. A k-d forest consists of a regular block di-
vision of the domain, where each block has its own k-d
tree, see Fig. 2 (right). This approach works for general
LR-splines at arbitrary refinement levels (just as one k-
d tree), but also allows exploitation of the efficiency of
texture look-ups whenever possible. More details are pre-
sented in Section 3.2.1.
For all cases, the space requirement for the structure is O(N).
The chosen approach consists of a k-d forest acceleration struc-
ture to identify the element containing a given parameter value,
and a Be´zier representation of the field in each element for ef-
ficient evaluation. A comparison of the different approaches is
presented Section 4.3 and Section 5.4. These two components
are described in the following sections.
3.2.1. K-d forest
In order to handle element look-up for general LR-splines
efficiently, we present an approach that combines the speed of
tmp = access texture at value p;
isLeaf = (32st bit of tmp == 1);
if isLeaf then
elementNumber = first 29 bits of tmp;
done;
else
nextIndex = first 29 bits of tmp;
end
while true do
kdnode = texelFetch(forest, nextIndex).rg;
isLeaf = (32st bit bit of kdnode.r == 1);
if isLeaf then
elementNumber = first 29 bits of kdnode.r;
done;
else
dir (x, y, orz) = bits 30 and 31 of kdnode.r;
if pdir <kdnode.g then
nextIndex = first 29 bits of kdnode.r;
else
nextIndex += 1;
end
end
end
Algorithm 1: Algorithm (k-d forest) to obtain the element
number, given a parameter value p.
texture look-ups, with the necessary flexibility to handle general
LR-splines provided by k-d trees. To this end, the parameter do-
main is divided into a set of I × J×K regular blocks {Pi, j,k}. For
each of these blocks we build a k-d tree for all elements that
intersect the block. Fig. 2 schematically depicts the accelera-
tion structure of the resulting k-d forest, i.e., multiple k-d trees.
The influence of the number of trees on the evaluation time is
discussed in Section 4 and Section 5.
The k-d forest is precomputed on the CPU and uploaded to
the GPU. The head of each search tree is stored in a 3D texture
for rapid look-ups in the search forest. This texture has the size
I × J × K with internal format GL R32UI. In the case of a sin-
gle active element in a block Pi, j,k the element index is stored
directly, otherwise it is interpreted as a pointer to the start of the
search tree. The search forest is uploaded to a GL RG32F tex-
ture buffer. The red component is used to store the indices/leafs,
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the green to store the split value. To minimize the amount of
storage needed, we use the high bits to store if the node is a leaf
or not, and if the split is in the x-, y-, or z-direction. A pseudo-
algorithm for identifying the element containing a parameter
value p is given in Algorithm 1.
In the worst case, i.e., for unbalanced trees, the search com-
plexity is increased to O(N). When creating the search forest, it
is therefore important to create depth-balanced trees, in order to
ensure the search complexity of O(log(N)). In order to achieve
this, the correct direction to split, i.e., x-, y-, or z-direction, must
be found. We employ an algorithm that is based on counting the
active elements to the left and right of the mean split value in
each direction.
3.2.2. Octree
In the special case, when all knots are can be written as mul-
tiples of 1/2i (assuming a parameter domain [0, 1]3), an octree
can be used for efficient element look-up. The octree is pre-
computed on the CPU and uploaded to the GPU as a GL R32F
texture buffer. The generation of the octree is straightforward;
the algorithm starts with the whole parameter domain, then sub-
divides the regions successively into 8 octree regions, whenever
a region overlaps with more than one LR element. To minimize
the amount of storage needed, we use a similar approach to the
one presented for k-d tree/forest; the highest bit of each entry in
the octree data structure can be used to indicate if the entry is a
leaf or an element number.
3.2.3. Be´zier blocks
In order to improve the efficiency of evaluating LR-splines,
we convert to a representation that is locally more regular,
known as Be´zier blocks. Since the transformation from LR
B-splines to Be´zier blocks is a change of basis rather than an
approximation, the representation quality is maintained, as well
as the continuities between adjacent blocks. This basis shift
can easily be done by computing the coefficients of an interpo-
lating polynomial. In addition to the coefficients, the value of
the lower left and upper right corner of each element has to be
stored on the GPU memory in a texture buffer. There are 4 main
reasons for this change of representation:
• LR-splines are based on irregular data structures, with co-
efficients distributed in memory. This is not optimal for an
implementation on the GPU.
• The number of basis functions is the same for all blocks
when evaluating in Be´zier form, which is well-suited for
evaluation on the GPU. In general, the number of LR B-
spline basis functions (i.e., the local dimension) can vary
from element to element and is greater or equal to the num-
ber of basis functions needed to evaluate the same spline
in Be´zier form.
• LR-splines cannot be evaluated in tensor-product form:
for a spline of tri-degree p, evaluating the same block in
Be´zier form needs 3 + p1 + p2 + p3 one-dimensional basis
evaluations, while an LR-spline needs at least (p1 +1)(p2 +
1)(p3 + 1).
• An added advantage of this conversion is that the al-
gorithm and its implementation becomes independent of
the representation; LR-splines, T-Splines, and hierarchical
splines can all be converted to Be´zier blocks and our algo-
rithm applied for rendering.
With this strategy, well known algorithms, such as De Castel-
jau’s algorithm, can readily be used to evaluate the volumetric
splines on the GPU.
4. Volume rendering
Volume rendering is based on tracing view-rays through the
volume from an imaginary observer. If such a view-ray inter-
sects the object one obtains the color for the pixel of the screen
by evaluating an integral describing the accumulated radiance
along the ray. When taking both emission and absorption into
account, the accumulated radiance Iλ for wavelength λ along a
view-ray γ : R → R3 is given by the so-called volume render
integral
Iλ(t) = Iλ(0)Tλ(0, t) +
∫
γ|[0,t]
σλ(s)Tλ(s, t)ds, (3)
where
∫
γ
denotes the line integral. The function σλ(s) speci-
fies emission, and Tλ(s, t) specifies absorption (from s to t) of
light with the wavelength λ. In applications, one typically uses
three groups of wavelengths representing red, green, and blue.
Emission and absorption, defined by a so-called transfer func-
tion, depend on the value of the scalar field ρ. Here, we extend
classic volume rendering to LR-splines.
4.1. Background: discretizations of the volume render integral
Discretizations of Equation (3) are based on splitting the in-
tegral into intervals. Efficient implementations on GPUs are so-
called compositing schemes where color and opacity is accu-
mulated iteratively. Front-to-back compositing for the accumu-
lated radiance Cdst = (Ir, Ig, Ib)T , and the accumulated opacity
αdst = (1 − Tdst) is given by Algorithm 2.
T ← (1 − αsrc)∆si/ξ
Cdst ← Cdst + (1 − T )(1 − αdst)Csrc
αdst ← αdst + (1 − T )(1 − αdst)
Algorithm 2: Front-to-back compositing
Here, ∆si is the varying ray segment length and ξ is a standard
length. Furthermore, Csrc and αsrc are given by the transfer
function.
In many application areas transfer functions contain high fre-
quency components, dictating a high sampling rate (Nyquist
rate). One method is oversampling, i.e., introducing additional
sampling points, although the underlying scalar field is approx-
imately linear. Evaluating the scalar function in the setting of
locally refined spline volume rendering is a time-intensive op-
eration as it means evaluating Equation (2). To avoid over-
sampling, a common technique is pre-integration (see e.g.,
[18, 19]), which is based on calculating the volume render in-
tegral for pairs of sample values in advance. In this article we
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(a) Standard Volume Rendering. (b) Local illumination.
Fig. 3. Local light illumination helps to reveal important geometric infor-
mation of the scalar field. The normal direction is readily available for
higher order splines.
employ a technique called supersampling presented in[20], in
order to account for the non-linearity of I. The approach is easy
to implement, and successfully captures high frequencies of the
transfer function. This increases the image quality by reducing
so-called wood-grain artifacts, while avoiding computationally
expensive evaluations of the LR-spline function.
An important tool for investigating a data set is to hide in-
significant regions. This is particularly important when LR-
spline volumes, that are axis-aligned, come from approximating
simulation data on arbitrary geometries. The values outside the
valid geometry are artificial and need to be hidden. We trim the
rectilinear geometry of the LR-spline volume by the boundary
mesh of the original data. For a tetrahedral simulation mesh,
this boundary mesh is a triangulated surface which can be rep-
resented by an STL object. To achieve the trimming, we employ
a two-stage algorithm, known as z-prepass.
In order to enhance the perception of the data, gradient-
based local illumination can be used. This lighting model
assumes that external light is reflected at isosurfaces inside
the volumetric data. Note that at each sample point both the
scalar value and the gradient of the volume has to be evaluated.
For an LR-spline or Be´zier block, the gradient can be evalu-
ated exactly and cheaply by reusing calculations for the scalar
value. Applying this model to Algorithm 2 results in multi-
plying Csrc in step two with the local light intensity I(x, y, z).
We present results using the diffusive lighting model given by
I(x, y, z) = max(0.4, |~l · ~n(x, y, z)|)), where ~l is the vector to the
light source and ~n(x, y, z) is the (local) normal direction. An ex-
ample to show how much more geometric information can be
revealed with local illumination is presented in Fig. 3.
4.2. Heuristic for adaptive sampling distance
For LR-splines the size of the elements, e.g., as measured by
diagonal length, can vary by several orders of magnitude. In
the instance of the wind simulation presented in Fig. 4 the ratio
between the largest and the smallest diagonal is 2048. A uni-
form sampling distance ∆si dictated by the smallest elements
quickly becomes prohibitive for real time rendering. Because of
the local refinement strategies of LR-splines, the highest level
of refinements, i.e., the smallest elements, occur in areas with
the largest local variation in the data. Thus the degree of vari-
ation of the field within each element can be expected to be of
the same order of magnitude. As a result, an adaptive sampling
∆si in Algorithm 2 necessary for ”capturing” all local details,
is proportional to the local element size. We obtain an efficient
algorithm by choosing the local step size to be a function of the
(a) The bars show the colors that are assigned to the values of the scalar field,
where a checkerboard pattern indicates transparent regions.
element search texture octree k-d tree k-d forest
# trees3 1 8 64 512
min depth 0 0 0
max depth /depth 12 83 43 30 6
mean depth 5.3 0.07 9.6e-5
var depth 5.2 0.5 0.02
evaluation [ms] - 99 100 55 30 25
(b) Computation times for LR-spline evaluation for a representative ap-
proximation comparing different search methods. The computation
was performed on an NVIDIA Titan GPU and a screen resolution of
1280 × 720.
Fig. 4. Volume Rendering of wind speed around telescope.
(a) The bars show the colors that are assigned to the values of the scalar field,
where a checkerboard pattern indicates transparent regions.
element search texture octree k-d tree k-d forest
# trees3 1 8 64 512
min depth 34 0 0 0
max depth / depth 34 10 4 4
mean depth 34 5.2 0.9 0.1
variance depth 0 2.1 1.1 0.5
evaluation [ms] (no illum.) - - 77 34 24 28
(b) Computation times for LR-spline evaluation for a representative approxima-
tion comparing different search methods. The computation was performed on
an NVIDIA Titan GPU and a screen resolution of 1280 × 720.
Fig. 5. Volume Rendering of the particle speed in a fluidized bed.
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(a) The bars show the colors that are assigned to the values of the scalar field,
where a checkerboard pattern indicates transparent regions.
element search texture octree k-d tree k-d forest
# trees3 / texture size3 128 1 4 16 64
min depth 6 0 0
max depth / depth 8 89 53 18 3
mean depth 28.0 6.4 0.75
var depth 14.0 6.0 1.2
evaluation [ms] 38 279 188 105 58 42
(b) Computation times for LR-spline evaluation for a representative approx-
imation comparing different search methods. The computation was per-
formed on an NVIDIA Titan GPU and a screen resolution of 1280 × 720.
Fig. 6. Volume rendering of an MR-brain scan.
length of the box sides at the point p ∈ R3, i.e.,
∆si(p) =
1
2d
min
α∈{x,y,z}
{boxside(p)α)}, (4)
where d is the degree of the spline in this element.
4.3. Results
In this section we provide several examples of data sets given
by LR-spline volumes. We analyze the rendering performance
of the different types of acceleration structure, described in Sec-
tion 3, and different methods for adaptive and non-adaptive
sampling described in this section.
A screenshot for the case of the wind speed simulation
around a telescope is presented in Fig. 4(a). The LR-volume
has tri-degree (2,2,2) and consists of 36614 elements with 256
levels of refinement, i.e., the smallest box size is 256 times less
than that of the largest. In this case the LR-volume needs to be
trimmed by a geometry, given by an STL file. This trimming,
i.e., the rendering of the front and back faces, takes about 2.2
ms for an STL comprising 2.4 million primitives.
Fig. 4(a) shows a comparison of rendering times with respect
to the different element look-up strategies. Look-up textures
are not applicable in this case, since the level of refinement is
too high. Octree and k-d tree structures achieve approximately
the same rendering time, where the octree has less depth but
more children. K-d forest structure is the fastest element-search
method. The table shows that the minimum depth, as well as the
mean and variance of the trees quickly approaches zero with in-
creasing number of trees in the k-d forest. This results in a de-
crease in the rendering times, as there are more and more cases
(a) Visualization of particles in a fluidized bed, with color in-
dicating speed from low (blue) to high (red). The render-
ing stage of the streamlines on a screen with resolution of
1280 × 720 takes about 7ms.
texture octree k-d tree k-d forest
# trees3 1 8 64 512
min depth 0 0 0
max depth / depth 34 10 4 4
mean depth 5.2 0.9 0.1
var depth 2.1 1.1 0.5
evaluation [ms] - - 71 26 15 13
(b) Computation times for LR-spline evaluation for a representative
approximation comparing different search methods. The measure-
ment was performed on an NVIDIA Titan GPU.
Fig. 7. Velocity field in a fluidized bed with 250 seeds.
where the element search can be performed by a single texture
look-up instead of tree-traversal. However, even a texture size
of 5123 is not sufficient to avoid the usage of k-d trees.
Fig. 5 shows a screen shot for the case of simulation of a
fluidized bed. Particle velocity is given by an LR-spline of tri-
degree (2,2,2) with 5311 elements and 13 refinement levels. In
this case, neither textures, nor octrees are applicable, since there
are knot values that cannot be written as multiples of 1/li where
l, i ∈ N. The rendering time improves with increasing number
of trees in the forest, see Fig. 5(b). In addition, it can be deduced
that local volume illumination increases the rendering time by
approximately 80%, but allows to reveal important geometric
information.
Finally, we present an MR brain scan given by an LR spline
of tri-degree (2,2,2) with 255909 elements and 16 levels of re-
finement. Fig. 6 shows the rendering times for the different
element-search algorithms. A look-up texture is the most ef-
ficient acceleration structure, but a k-d forest with 643 trees is
almost equally fast; the octree algorithm is the slowest.
5. Vector field rendering
Vector fields are typically used to represent physical proper-
ties such as a magnetic field or flow velocity. In the case of
steady flow, i.e., a vector field that does not change with time,
stream-, streak-, and pathlines coincide. For a given vector field
f : R3 → R3 a streamline with seed point x0 ∈ R3 is given by
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(a) Visualization of streamlines around a telescope, with color indicating speed
from low (blue) to high (red). The rendering stage of the streamlines on a
screen with resolution of 1280 × 720 takes about 4ms.
texture octree k-d forest
# trees3 64 256 512
min depth 0 0 0
max depth / depth 15 49 29 20
mean depth 14 0.001 0.0002
var depth 16 0.07 0.02
evaluation [ms] - 17 20 10 9
(b) Computation times for LR-spline evaluation for a representa-
tive approximation comparing different search methods. The
measurement was performed on an NVIDIA Titan GPU.
Fig. 8. Velocity field around a telescope with 88 seeds.
the solution x(t), t ∈ R+ of the initial value problem
x˙ = f(x),
x(0) = x0.
(5)
In the following we will assume that f is Lipschitz continu-
ous, hence we have the existence of a unique local solution ac-
cording to the theorem of Picard-Lindelo¨f. This assumption is
fulfilled for LR-splines. For the rendering of streamlines we
employ a two-pass algorithm, with a separate stage for com-
putation and rendering. In the rendering stage the local posi-
tion within an element can be used for a lighting model, e.g.,
Blinn-Phong. In addition, the tube can be colored for example
by computing the local speed. This means evaluating the LR-
spline at the local position and computing the Euclidean norm.
5.1. Background: computation of stream lines
The computation of streamlines is done by discretizing the
initial value problem (5) with an explicit Runge Kutta (RK)
method given by
xn+1 = xn + h
s∑
i=1
biki, (6)
where h is the step size, bi are weights, and ki = f(·) are incre-
ments at locations certain locations specific to the RK method.
We would like to point the reader to [21] for a good introduction
to numerical methods for ODEs. Note that in our case the eval-
uation of f means to evaluate an LR-spline. The RK method is
terminated if the streamline exits the LR-spline domain, a spec-
ified ”time” is reached, or if the maximum number of samples
is reached.
Typically, one seeks control over the error of the numerical
approximation in order to ensure stability properties such as A-
stability, see [21]. This is achieved by basing the local step size
on a method that produces a local error estimate, leading to an
adaptive method. A popular choice are embedded RK methods
that have two methods in the tableau, one of order p and one of
order p − 1.
5.2. Heuristic for adaptive sampling distance
In case of vector fields given by an LR-spline, we propose
an alternative to adaptive ODE solvers. We propose a heuristic
where the local step size h naturally depends on the relative
size of the LR-elements and the degree of the underlying spline.
To this end, we use the same local step size as described in
Section 4.2.
5.3. Implementation
For the rendering of streamlines we employ a two-stage algo-
rithm. Computation of streamlines: This stage is implemented
as a compute shader and triggered only when seeds are set
and/or changed, and/or a new field is loaded. Standard (higher
order) discretization methods are applied and the result is stored
in an RGBA32F image buffer of the size: number of seed points
times maximum number of discrete sampling points. The last
component is used to indicate if a sample point is used or not
(active). At the end of this and the next stage a memory barrier
is set. Rendering of the computed streamlines: For each seg-
ment that is stored and rendered active in the image buffer, a
tube is rendered. For this tube a specific color map and light-
ing model is applied. The streamlines are visualized by ren-
dering piecewise straight tubes, that are joined together by the
discrete sample points xn computed by the ODE solver in the
compute stage. To this end we draw (number of seed points)
x (maximum number of discrete sampling points) primitives
(GL POINTS) and run a program consisting of the following
shader stages:
1. Vertex shader: The primitives are used to trigger render-
ing and the vertex shader sets a random position in order
to be consistent with the OpenGL spec.
2. Geometry shader: The primitive ID (gl PrimitiveIDIn) is
used to determine the seed number s, and sampling point
n. From this, the points xn, xn+1 are extracted and used to
compute and emit 4 points comprising the tube segment.
3. Fragment shader: Finally, the local position within an
element is determined and a lighting model, e.g., Blinn-
Phong, is applied. The intersections, start and end seg-
ments are treated such that they appear round. In addition,
the tube can be colored for example by computing the lo-
cal speed. This means evaluating the LR-spline at the local
position and computing the Euclidean norm.
Note, that it is possible to avoid having a fixed maximum
number of discrete sample points per streamline by creating a
linked list approach. We have chosen to use an image buffer
with a fixed maximum number of discrete samples in order to
achieve maximum performance.
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(a) The single precision algoithm fails to converge, while
the mixed precision converges to within single preci-
sion tolerance.
(b) There is a slight increase in computational time due
of the mixed precision solver wrt. the single precision
ones.
Fig. 9. Comparison of the results of the single and mixed precision al-
gorithm with the error metric Equation (7). For clarity of description we
illustrate the result for a few solvers, but the same basic behaviour is true
for all solvers.
5.4. Results
In this section we provide examples showcasing interactive
streamline computation and rendering. We would like to point
out that the repeated computation of streamlines – although in-
teractive computation for every frame is possible – is only nec-
essary when the vector field or the seed points are initiated or
changed.
In this article we compare the following RK methods: (RK1)
explicit Euler method (1st order), (RK2) midpoint method (2nd
order), (RK3) Kutta’s 3rd order method, (RK4) classic 4th order
method, (RK4 3/8) 3/8 rule (4th order), (RKF5) Runge-Kutta-
Fehlberg method (5th order used), and the following adap-
tive/embedded RK methods: (HE) Heun Euler (2nd order),
(BS) Bogacki-Shampine (3rd order), (RKF45) Runge-Kutta-
Fehlberg method (5th order) .
5.5. Element evaluation
We start by presenting the case of particle velocity from a
simulation of a fluidized bed in Fig. 7. The LR-spline of tri-
degree (2,2,2) uses 5311 elements and 8 levels of refinement.
Neither the texture based, nor the octree based approach are
applicable for element search, since there are knot values that
cannot be written as multiples of 1/li where l, i ∈ N. Using the
k-d forest based approach, the computation of 250 streamlines
is performed with interactive frame rates, see Fig. 7(b). The
fastest method is the kd-forest with 5123 trees. The streamline
rendering with tubes takes about 7ms for the view presented in
Fig. 7.
The pictures in Fig. 8 show screenshots of rendering of the
simulation results of wind flow around a telescope. The LR-
spline with tri-degree (2,2,2) has in total 88872 elements and
2028 refinement levels are used. Regarding the different meth-
ods for element look-up, the texture based approach is not ap-
plicable due to size of the smallest element, i.e., it would require
a larger texture than OpenGL allows. Fig. 8(b) shows that the
algorithm based on an octree is faster than a k-d forest based
approach with 643 trees. However, as the number of trees is
increased, the k-d forest based approach becomes faster.
5.6. Mixed precision
Next, we would like to point out that the case of wind flow
around a telescope Fig. 8 requires very small step sizes (due to
very small elements owing to 2082 levels of refinement). This
leads to the fact that the RK solvers in single precision do not
converge under refinement, see Fig. 9. However, on consumer
GPUs switching to double precision is up to 32 times slower.
We therefore implemented a mixed precision solver, where the
outer loop in Equation (6) is performed in double precision, and
the spline evaluation remains in single precision. Fig. 9 shows
a slight increase in computational time.
5.7. Efficiency
In the end, the most efficient method, wheather adaptive or
heuristic, should be preferred. In order to be objective, we de-
fine the following error metric for J number of streamlines
E({y j(ti),1≤ j≤J,1≤i≤I}) = max
j∈1,..,J
{∑I
i=1 ∆t
i‖x j(ti) − y j(ti)‖L2
}
, (7)
where x j is the analytical solution of Equation (5) and y j(ti)
is a discrete approximation at the points t j. In the absence of
an analytical solution, we approximate x j(t) by computing a
reference solution with the fifth order RKF5 solver using a very
small (fixed) step size.
Fig. 10(b) shows that the adaptive and the suggested heuristic
method use very similar local step sizes for streamlines in the
case shown in Fig. 8. Judging from Fig. 10(a), the standard
adaptive (embedded) RK methods are slightly more efficient
than the heuristic methods. However, it seems that the heuristic
method leads to a more stable outcome, as the method con-
verges under refinement of the base step size. Although most
(approximations of) streamlines the adaptive methods converge
as well, there are a few where it seems impossible to reach an
error less than O(1e−4). Note, that the embedded methods only
control the local error, but we are interested in the global error,
as defined in Equation (7). Note also, that the base method of
RKF45 and RKF5 heuristic is exactly the same, as well as
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(a) Adapitve methods are slightly more efficient as the
proposed heuristic for different tolerances (adaptive
methods) and base step sizes (heuristic methods).
However, it is important to note that the adaptive
methods fail to reach errors of 1e − 4 or lower all
stream lines.
(b) Local step size of the methods. The general ba-
haviour of the heuristic and the adaptive methods is
the same.
Fig. 10. Comparison of the adaptive and the heuristic solvers for the case
shown in Fig. 8. The error metric is defined in Equation (7).
6. Conclusion
A novel, interactive method for volume visualization and
streamline rendering for LR-splines has been presented. Over-
all, the best acceleration structure for quick element look-up
depends on the specific case. For examples with little refine-
ment and restrictions on the knots values texture look-ups are
fastest. In case of many levels of refinement and general knot
placement a k-d forest acceleration structure becomes indis-
pensable. A heuristic for adaptive step sizes based on the under-
lying LR-structure is presented. Overall, interactive frame rates
are demonstrated. In the future we plan extend our algorithm
to Isogeometric Analysis results and vector field rendering with
LIC. Another paper will focus on multilevel B-spline approxi-
mation (MBA) algorithm.
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