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that couple to continuous flavor symmetries. For N = 1 theories with a U(1)R symmetry
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that ZM is independent of the metric and depends holomorphically on the complex struc-
ture moduli. Background gauge fields define holomorphic vector bundles over M and ZM
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1 Introduction
We consider supersymmetric field theories on compact manifolds M, focusing on theories
with four supercharges and a U(1)R symmetry in four dimensions (N = 1) and three di-
mensions (N = 2). In addition to a Riemannian metric gµν , the existence of one or several
supercharges onM generally requires the presence of additional geometric structures. The
supersymmetric Lagrangian LM of the theory on M depends on these structures, as well
as other data, such as the couplings in the original flat-space Lagrangian or background
gauge fields that couple to continuous flavor symmetries. In some examples, the partition
function ZM of the supersymmetric field theory on M has been calculated exactly and
was found to only depend on a finite number of continuous parameters, rather than all the
data used to define LM. In this paper, we derive a priori constraints on the parameter
dependence of ZM. Our primary focus is the dependence on the geometry of the super-
symmetric background. The constraints follow from general properties of supersymmetric
field theories with a U(1)R symmetry and do not rely on a weakly coupled Lagrangian
description or detailed computations in specific models.
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Following [1], we describe supersymmetric field theories onM by embedding the met-
ric gµν into a non-dynamical supergravity multiplet, which also includes a gravitino Ψµ and
various other background fields. A configuration of the bosonic supergravity background
fields on M preserves a rigid supercharge Q if and only if the corresponding variation of
the gravitino vanishes, δQΨµ = 0. Once a supersymmetric background on M has been
found, supersymmetric Lagrangians for the dynamical fields, as well as their supersymme-
try transformations, follow from the corresponding supergravity formulas.
Around flat space, a supersymmetric field theory couples to supergravity via its super-
current multiplet, which contains the energy-momentum tensor and the supersymmetry
current. In principle, these linearized couplings can be non-linearly completed via the
Noether procedure.1 This highlights the importance of the supercurrent multiplet for elu-
cidating the structure of the the supersymmetric theory on M. We will analyze how ZM
depends on the geometry ofM by studying the case whenM is a small deformation around
flat space. The Lagrangian LM then differs from the original flat-space Lagrangian by a
deformation ∆L , which is constructed from the operators in the supercurrent multiplet.
The transformation properties of the supercurrent under the preserved supercharge Q im-
ply that certain deformations of M lead to a Q-exact ∆L . Hence, they cannot affect the
partition function ZM. Similarly, the dependence of ZM on background vector fields can
be studied using the linearized coupling to a flavor current multiplet.
It may seem surprising that a linearized analysis around flat space leads to general
conclusions about the parameter dependence of ZM for arbitrary supersymmetric back-
grounds. This logic is standard in the context of topologically twisted theories (see for
instance [2]). There one defines a scalar supercharge Q on M so that a suitably defined
energy-momentum tensor in the original flat-space theory is Q-exact. Since Q is a scalar,
this is sufficient to conclude that the partition function ZM is independent of the metric for
arbitrary M, not just small deformations around flat space, and hence it is a topological
invariant. Below, we will study manifolds M with additional geometric structure and the
supercharge Q will transform as a scalar under certain adapted coordinate transformations.
This allows us to make an analogous argument for the independence of ZM on deforma-
tions that couple to Q-exact operators in the supercurrent multiplet.2 Even though ZM is
no longer a topological invariant, we will see that supersymmetry restricts its dependence
on the geometry ofM to a finite-dimensional parameter space. We have also analyzed the
parameter dependence of ZM using the full non-linear background supergravity formalism.
This requires additional technical machinery, which obscures the conceptual simplicity of
the results. In this paper we only present the linearized analysis; the non-linear analysis
will be discussed elsewhere.
1In general, the non-linear completion is not unique, e.g. due to higher-order curvature couplings. We will
restrict ourselves to a minimal completion of the linearized theory, which reduces to the original flat-space
theory at short distances.
2More precisely, this statement holds for a particular choice of local counterterms in the background
fields, which must be consistent with other physical requirements. The non-existence of such a choice
signals the presence of an anomaly. (See [3, 4] for an example in three dimensions.) Throughout, we will
ignore possible anomalies and assume that the counterterms have been suitably adjusted. (In this context,
four-dimensional superconformal anomalies were recently discussed in [5].)
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Our approach hinges on a detailed understanding of the relevant supercurrent mul-
tiplets. The different supercurrents that arise in theories with four supercharges were
analyzed in [6, 7]. In the presence of a U(1)R symmetry, the appropriate supercurrent is
the R-multiplet.3 Below, we will review the R-multiplet, the associated background su-
pergravity fields, and the geometric structures that are needed to preserve supersymmetry.
We also identify supersymmetric configurations for background gauge fields. This will en-
able us to summarize our results on the parameter dependence of supersymmetric partition
functions. We first consider N = 1 theories in four dimensions (sections 1.1–1.3), and then
give a parallel discussion for N = 2 theories in three dimensions (sections 1.4–1.6). In
section 1.7 we sketch the implications of our results for two examples of recent interest.
Section 1.8 contains an outline of the paper.
1.1 Supersymmetric backgrounds in four dimensions
In four-dimensional N = 1 theories, the R-multiplet contains the operators4
j(R)µ , Sαµ , S˜
α˙
µ , Tµν , Fµν , (1.1)
where j
(R)
µ is the R-current, Sµα and S˜
α˙
µ are the supersymmetry currents,
5 Tµν is the
energy-momentum tensor, and Fµν is a closed two-form, which gives rise to a two-form
current iεµνρλF
ρλ. The supergravity background fields that couple to these conserved
currents are given by6
A(R)µ , Ψαµ , Ψ˜
α˙
µ , ∆gµν , Bµν , (1.2)
where A
(R)
µ is an Abelian gauge field, Ψαµ and Ψ˜
α˙
µ are gravitinos, ∆gµν is the linearized
metric (so that gµν = δµν +∆gµν), and Bµν is a two-form gauge field. We will also use the
three-form field strength Hµνρ of Bµν , and its dual V
µ, which is a conserved vector,
H = dB , V µ =
i
6
εµνρλHνρλ , ∇µV
µ = 0 . (1.3)
The linearized supergravity couplings around flat space are given by
∆L = −
1
2
∆gµνTµν +A
(R)µj(R)µ +
i
4
εµνρλFµνBρλ + (fermions) . (1.4)
Their non-linear completion is the new minimal supergravity theory of [12, 13].
3Some field theories admit more than one kind of supercurrent multiplet. They can therefore be coupled
to different background supergravity fields, which give rise to different classes of supersymmetric mani-
foldsM. See [1, 8–11] for a discussion in four dimensions.
4In the presence of continuous Abelian flavor symmetries that can mix with the R-symmetry, the R-
multiplet is not unique. We will assume throughout that a fixed R-multiplet has been chosen. As we will
see below, some supersymmetric backgrounds impose restrictions on the allowed R-charges.
5In Euclidean signature, all spinors are complex. Moreover, left- and right-handed spinors in four
dimensions are not related by complex conjugation. Our conventions are summarized in appendix A.
6Our A
(R)
µ is related to the R-symmetry gauge field Aµ used in [9] by A
(R)
µ = Aµ −
3
2
Vµ, where Vµ is
defined in (1.3).
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A configuration of gµν , A
(R)
µ , Bµν on a four-manifold M4 preserves a supercharge Q
or Q˜ of R-charge −1 or +1, if the supergravity variations δQΨµ or δQ˜Ψ˜µ vanish [1]. (The
other variations δQΨ˜µ and δQ˜Ψµ vanish automatically, due to the R-symmetry.) This
happens when the corresponding spinor parameters ζα or ζ˜
α˙, which have R-charge +1
and −1, satisfy the following (generalized) Killing spinor equations,(
∇µ − iA
(R)
µ
)
ζ =
i
2
Vµζ − iV
νσµνζ ,(
∇µ + iA
(R)
µ
)
ζ˜ = −
i
2
Vµζ˜ + iV
ν σ˜µν ζ˜ .
(1.5)
It was shown in [9, 14] that a solution of the first equation exists if and only if M4
admits an integrable complex structure Jµν and gµν is a compatible Hermitian metric.
7
(See appendix B for a review of complex manifolds.) In this case the Killing spinor ζα is
everywhere non-zero and determines the complex structure,8
Jµν = −
2i
|ζ|2
ζ†σµνζ . (1.6)
The spinor also defines a nowhere vanishing (2, 0)-form ζσµνζ. The supercharge Q cor-
responding to ζα transforms as a scalar under holomorphic coordinate transformations
twisted by suitable R-symmetry transformations [9]. As was discussed above, this is essen-
tial for the validity of our linearized analysis.
The complex structure and the metric constrain, but do not completely determine, the
other supergravity background fields. The field strength of Bµν takes the form
H =
i
2
dJ +W , W ∈ Λ2,1 , ∂W = 0 . (1.7)
Here (dJ)µνρ = ∂µJνρ + ∂νJρµ + ∂ρJµν and Wijk is a ∂-closed (2, 1)-form. Note that
the B-field is only determined up to a flat piece. The R-symmetry gauge field is given by
A(R)µ = Âµ −
1
4
(2δµ
ν − iJµ
ν)∇ρJ
ρ
ν ,
Âi =
i
8
∂i log g , Âi = −
i
8
∂i log g ,
(1.8)
up to a globally defined complex gauge transformation. The formula for Âµ is only valid
in holomorphic coordinates adapted to Jµν . However, its field strength can be written in
fully covariant form using the Riemann curvature tensor and the complex structure.
We will also consider backgrounds that admit another Killing spinor ζ˜α˙, which solves
the second equation in (1.5). (See [9] for additional details.) In this case we obtain a
nowhere vanishing vector Kµ = ζσµζ˜, which is Killing and anti-holomorphic with respect
to the complex structure Jµν in (1.6). As long as K commutes with its complex conjugate,
7A solution with V µ = 0 exists if and only if M4 is Ka¨hler. This corresponds to the twisted theories
studied in [2, 15].
8This differs from the conventions of [9] by a sign, so that the holomorphic coordinates used there
correspond our anti-holomorphic coordinates.
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[K,K] = 0, we can choose holomorphic coordinates w, z adapted to Jµν and K
µ such
that K = ∂w.
9 The metric then takes the form
ds2 = Ω(z, z)2
(
(dw + h(z, z)dz)(dw + h(z, z)dz) + c(z, z)2dzdz
)
, (1.10)
which describes a T 2 fibration over a Riemann surface Σ.10 Now both supercharges Q
and Q˜ are scalars under holomorphic coordinate transformations of the form w′ = w+F (z),
z′ = G(z), which preserve K and the form of the metric in (1.10). The other background
fields are still given by (1.7) and (1.8), except that only Wwzz may be non-zero.
Manifolds that preserve four supercharges are very restricted. In the compact case,
they include the flat torus T 4 and S3 × S1 with the usual round metric [1, 9].
1.2 Background vector fields in four dimensions
If the field theory possesses a continuous flavor symmetry, which commutes with the su-
percharges, we can couple it to a background gauge field. For simplicity, we will focus on
the Abelian case throughout this paper. (The generalization to the non-Abelian case is
straightforward, and we will refer to it occasionally.) In flat space, the conserved flavor
current jµ is embedded in a real linear multiplet J , along with a scalar J and fermions jα
and j˜α˙. These operators couple to a background gauge field Aµ, a scalarD, and gauginos λα
and λ˜α˙.
In order to determine which configurations of the bosonic fields Aµ andD are consistent
with the preserved supercharge Q on a complex manifoldM4, we follow the same logic as
for the gravity multiplet and set the variation of the gaugino to zero, δQλ = 0. From the
corresponding formula in new minimal supergravity,
δQλ = iζD + σ
µνζFµν , (1.11)
where Fµν = ∂µAν − ∂νAµ is the field strength of Aµ. Using the fact that ζα determines
the complex structure through (1.6) and the nowhere vanishing (2, 0)-form ζσµνζ, we find
that setting (1.11) to zero implies the following constraints,
Fij = 0 , D = −
1
2
JµνFµν . (1.12)
As we will review in section 2.3, the first condition implies that Aµ defines a holomorphic
line bundle over the complex manifold M4. The second condition determines D in terms
of the (1, 1) part of the field strength. (These formulas generalize to the non-Abelian case,
9The spinor ζ˜α˙ defines another integrable complex structure
J˜
µ
ν = −
2i
|ζ˜|2
ζ˜
†
σ˜
µ
ν ζ˜ , (1.9)
whose holomorphic coordinates are w and z. The bilinear ζ˜ σ˜µν ζ˜ is a nowhere vanishing (2, 0)-form with
respect to J˜µν , so that it only has a wz-component. We will also need the fact that J
µν+J˜µν is proportional
to KµK
ν
−KνK
µ
.
10In general, the orbits of ReK and ImK do not close, which implies the existence of additional Killing
vectors. See section 5.1 of [16] for a related discussion in three dimensions.
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where the background gauge field defines a holomorphic vector bundle over M4.) As for
the background fields in the supergravity multiplet, we do not assume that Aµ, D are real.
For the case of two supercharges Q and Q˜ considered around (1.10), we must also
set δ
Q˜
λ˜ = 0, so that we find additional constraints,11
Fww = Fzw = 0 . (1.14)
If we choose to restrict ourselves to real Aµ, this implies that the only non-vanishing
component of the curvature is Fzz.
In order to preserve four supercharges, Aµ must be a flat connection, i.e. Fµν = 0.
1.3 Summary of results in four dimensions
We can now summarize the data that enters the supersymmetric Lagrangian on the complex
manifold M4, in the presence of one supercharge Q:
• The integrable complex structure Jµν .
• A compatible Hermitian metric gij .
• The (2, 1)-form W in (1.7), which satisfies ∂W = 0.
• Abelian background gauge fields, which satisfy (1.12) and define holomorphic line
bundles. (In the non-Abelian case, holomorphic vector bundles.)
• Coupling constants, including the parameters in the original flat-space Lagrangian.12
This data can often be varied continuously. For complex structures, Hermitian metrics,
and holomorphic line bundles, this requires basic aspects of deformation theory, which are
reviewed in section 2. A key fact is that moduli spaces of complex structures and holomor-
phic line bundles are parametrized by finitely many complex parameters, as long asM4 is
compact. The Lagrangian also depends on various discrete choices, such as the topology
of M4 and the topology of the gauge bundle for Aµ, or discrete coupling constants.
13
We would like to understand how the partition function ZM4 behaves as we vary the
continuous data summarized above. For the geometric data, this is analyzed in section 3,
where we study small deformations around flat space using the Q-cohomology of the op-
erators in the R-multiplet or the flavor current multiplet J . This leads to the following
constraints on the partition function ZM4 :
• For a fixed complex structure, ZM4 does not depend on the Hermitian metric.
11The variation of λ˜α˙ is given by
δQ˜λ˜ = −iζ˜D + σ˜
µν
ζ˜Fµν . (1.13)
To obtain the constraints that follow from setting it to zero, we use the bilinears determined by ζ˜α˙, which
are summarized in footnote 9.
12On some backgrounds, it is possible to promote certain coupling constants to background fields, without
breaking the preserved supercharges. See section 1.5 for an example.
13See [17] for a recent example. Sometimes, couplings that are continuous in flat space must be quantized
in non-trivial backgrounds (see below).
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• ZM4 is a locally holomorphic function of the complex structure moduli.
• ZM4 only depends on the (2, 1)-form W through its Dolbeault cohomology class
in H2,1(M4). Moreover, ZM4 does not depend on W at all, unless the theory has
Fayet-Iliopoulos (FI) terms or a target space whose Ka¨hler form is not exact.14
• ZM4 only depends on background gauge fields through the corresponding holomor-
phic line (or vector) bundles. It is a locally holomorphic function of the bundle moduli.
We have also obtained the following results about the dependence of the partition function
on continuous couplings:
• ZM4 does not depend on D-terms.15
• ZM4 does not depend on chiral F -terms, but it may be a locally holomorphic function
of anti-chiral F -terms.
We will not present the proof of these two statements here, since they do not readily follow
from a linearized analysis around flat space. However, it is clear that the corresponding
terms in the flat-space Lagrangian are Q-exact.
In the presence of additional supercharges, the partition function is further constrained.
For the case of two supercharges Q and Q˜ of opposite R-charge, the dependence of ZM4 on
some complex structure and holomorphic line bundle moduli, as well as on anti-chiral F -
terms, disappears.
1.4 Supersymmetric backgrounds in three dimensions
The R-multiplet in three-dimensional N = 2 theories was studied in [3, 4, 7]. It contains
the following operators:
j(R)µ , Sαµ , S˜αµ , Tµν , j
(Z)
µ , J
(Z) . (1.15)
Here j
(R)
µ is the R-current, Sαµ and S˜αµ are the supersymmetry currents, Tµν is the energy-
momentum tensor, j
(Z)
µ is the current that gives rise to the central charge Z in the flat-
space supersymmetry algebra, and J (Z) is a well-defined scalar, which gives rise to a two-
form current iεµνρ∂
νJ (Z). The corresponding supergravity theory was recently studied in
superspace [19–21], as well as in components [3, 4, 16]. The supergravity background fields
that couple to the operators in (1.15) are given by16
A(R)µ , Ψαµ , Ψ˜αµ , ∆gµν , Cµ , H , (1.16)
14Under these conditions the flat-space theory does not admit a Ferrara-Zumino (FZ) supercurrent mul-
tiplet [6, 18].
15By a D-term we mean a term in the Lagrangian that is constructed from the top component of a
well-defined superfield. This does not apply to FI-terms, which reside in the top components of gauge
non-invariant vector superfields.
16Again, our A
(R)
µ is related to the R-symmetry gauge field Aµ used in [16] by A
(R)
µ = Aµ−
3
2
Vµ, where Vµ
is defined in (1.17).
– 7 –
J
H
E
P01(2014)124
where A
(R)
µ and Cµ are Abelian gauge fields, Ψαµ and Ψ˜αµ are the gravitinos, ∆gµν is the
linearized metric, and H is a scalar. Note that the graviphoton Cµ, which couples to the
dimension three operator j
(Z)
µ , is dimensionless. We will also use the dual graviphoton field
strength V µ, which is a conserved vector,
V µ = −iεµνρ∂νCρ , ∇µV
µ = 0 . (1.17)
The linearized coupling of the R-multiplet to the supergravity fields takes the form
∆L = −
1
2
∆gµνTµν +A
(R)µj(R)µ + C
µj(Z)µ +HJ
(Z) + (fermions) . (1.18)
The formulas above are closely related to their four-dimensional counterparts in section 1.2.
This was used in [16] to obtain the non-linear completion of (1.18) from new minimal
supergravity in four dimensions [12, 13].
The variations of Ψµ and Ψ˜µ lead to generalized Killing spinor equations in three
dimensions. A supercharge Q or Q˜ corresponds to a spinor ζα or ζ˜α that satisfies(
∇µ − iA
(R)
µ
)
ζ = −
1
2
Hγµζ +
i
2
Vµζ −
1
2
εµνρV
νγρζ , (1.19)(
∇µ + iA
(R)
µ
)
ζ˜ = −
1
2
Hγµζ˜ −
i
2
Vµζ˜ +
1
2
εµνρV
νγρζ˜ . (1.20)
These equations were analyzed in [16] (see also [14, 22]). A solution of the first equa-
tion exists if and only if M3 admits a certain mathematical structure — a transversely
holomorphic foliation (THF) with a compatible transversely Hermitian metric — whose
properties closely parallel those of integrable complex structures and Hermitian metrics.17
These structures have been studied in the mathematical literature, see for instance [23–25].
Three-manifolds admitting a THF are very restricted and were classified in [26–28]. Topo-
logically, all of them are Seifert manifolds or T 2 bundles over S1.
A review of THFs can be found in section 5.1. For now we will only need to know that
they can be described in terms of a nowhere vanishing one-form ηµ and a tensor Φ
µ
ν =
−εµνρη
ρ,18 which is defined using a compatible metric. The role of Φµν is similar to
that of the complex structure tensor Jµν . The THF implies the existence of adapted
coordinates τ, z, z, in which
η = dτ + h(τ, z, z)dz + h(τ, z, z)dz , ds2 = η2 + c(τ, z, z)2dzdz . (1.21)
Adapted coordinate patches are related by transformations of the form τ ′ = τ + t(z, z)
and z′ = f(z), where f(z) is holomorphic. As in four dimensions, the supercharge Q
corresponding to ζα transforms as a scalar under such adapted coordinate changes after a
suitable twist by the R-symmetry, which allows us to study the dependence of the partition
17In [16], the conditions for supersymmetry were stated in terms of an almost contact metric structure
that satisfies a certain integrability condition. This structure is equivalent to a THF with a transversely
Hermitian metric. We are grateful to Maxim Kontsevich for pointing this out to us.
18This differs from the definition in [16] by a sign.
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function on the background geometry by considering small deformations around flat space.
The one-form ηµ can be expressed in terms of ζα, which is everywhere non-zero,
ηµ =
1
|ζ|2
ζ†γµζ . (1.22)
The spinor also determines a nowhere vanishing one-form ζγµζ, which in adapted coordi-
nates only has a z-component.
The dual graviphoton field strength V µ is determined in terms of ηµ and gµν , up to an
ambiguity parametrized by a vector Uµ and a function κ, both of which may be complex,
V µ = εµνρ∂νηρ + U
µ + κηµ , ΦµνU
ν = −iUµ, ∇µ (U
µ + κηµ) = 0 . (1.23)
This only determines the graviphoton up to a flat connection. The other supergravity
background fields are given by
H = −
1
2
∇µη
µ +
i
2
εµνρηµ∂νηρ + iκ ,
A(R)µ = Âµ −
1
2
εµνρ∂
νηρ +
i
4
ηµ∇νη
ν −
i
2
ην∇νηµ ,
Âµ =
1
8
Φνµ∂ν log g ,
(1.24)
up to a globally well-defined complex gauge transformation for A
(R)
µ . As in four dimensions,
the expression for Âµ in (1.24) is only valid in adapted τ, z, z coordinates, while its field
strength can be written covariantly using the Riemann curvature tensor and ηµ.
Conditions for the presence of additional supercharges were analyzed in [16].
1.5 Background vector fields in three dimensions
As before, we can couple an Abelian flavor current jµ, which resides in a real linear mul-
tiplet J together with two other scalar operators J,K as well as the fermions jα, j˜α, to a
background vector multiplet containing a gauge field Aµ, two scalars D,σ, and the gaugi-
nos λα, λ˜α. The configurations that are consistent with the preserved supercharge Q on a
three-manifold with a THF must satisfy δQλ = 0. It was shown in [16] that
δQλ = iζ (D + σH)−
i
2
γµζε
µνρFνρ − iγ
µζ (∂µσ + iVµσ) . (1.25)
Unlike (1.11), this explicitly contains the background supergravity fields V µ and H. To
derive the constraints that follow from setting (1.25) to zero, we substitute (1.23) and (1.24).
We then use (1.21) and (1.22), as well as the fact that ζγµζ only has a z-component in
adapted coordinates. These constraints are conveniently expressed in terms of a (generally
complex) gauge field Aµ and its field strength,
Aµ = Aµ + iσηµ , Fµν = ∂µAν − ∂νAµ . (1.26)
In adapted τ, z, z coordinates, the configurations consistent with the supercharge Q satisfy
Fτz = 0 , D = −
1
2
ΦµνFµν + η
µ∂µσ + σ
(
1
2
∇µη
µ −
i
2
εµνρηµ∂νηρ
)
. (1.27)
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Note that Uµ and κ do not appear in these formulas. The first condition is reminiscent of
the condition Fij = 0 for holomorphic line bundles over complex manifolds. As we will see
in section 5, an analogous structure can be defined on three-manifolds that carry a THF.
Note that we can always satisfy (1.27) by choosing Aµ = −iσηµ for arbitrary complex σ.
1.6 Summary of results in three dimensions
Using the background fields discussed above, we can write supersymmetric Lagrangians
on M3 that are invariant under the preserved supercharge Q [16]. These Lagrangians
depend on the following continuously variable data:
• The transversely holomorphic foliation (THF).
• The compatible transversely Hermitian metric in (1.21).
• The ambiguity in V µ and H, parametrized by Uµ and κ in (1.23) and (1.24).
• Abelian background gauge fields, which satisfy (1.27) and define holomorphic line
bundles over M3.
• Continous coupling constants.
Real masses correspond to real, constant values of σ in a background vector multiplet. The
Lagrangian also depends on data that is not continuously variable, such as the topology
of M3, and quantized coupling constants, e.g. Chern-Simons levels.
Our analysis of the partition function ZM3 proceeds as in four dimensions. In section 5,
we review the theory of infinitesimal deformations for THFs, transversely Hermitian met-
rics, and holomorphic line bundles, which closely parallels the deformation theory of com-
plex manifolds reviewed in section 2. In particular, we introduce a notion of (p, q)-forms
and a ∂-like operator ∂˜, which are used to define various cohomology groups that describe
infinitesimal deformations. As in four dimensions, moduli spaces of THFs and holomorphic
line bundles are parametrized by a finite number of complex parameters, ifM3 is compact.
In section 6, we use this machinery to study how the partition function ZM3 depends
on the geometry of M3 by considering small deformations around flat space and using
the Q-cohomology of the R-multiplet or the flavor current multiplet J . We find:
• Given a fixed THF, ZM3 does not depend on the transversely Hermitian metric.
• ZM3 is a locally holomorphic function of the complex moduli that parametrize de-
formations of the THF.
• ZM3 only depends on Uµ and κ through the ∂˜-cohomology class of the closed (1, 1)-
form Wµν =
1
2εµνρ(U
ρ + κηρ). Moreover, the dependence on Wµν drops out com-
pletely, unless the theory has real masses (including FI-terms) or a target space whose
Ka¨hler form is not exact.19
19As in four dimensions, these are the conditions under which the flat-space theory does not admit an
FZ-multiplet [7].
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• ZM3 only depends on background gauge fields through the corresponding holomor-
phic line bundles. It is a locally holomorphic function of the bundle moduli.
As in four dimensions, we also state without proof:
• ZM3 does not depend on D-terms.
• ZM3 does not depend on chiral F -terms, but it may be a locally holomorphic function
of anti-chiral F -terms.
However, ZM3 can depend on real masses through background vector multiplets.
1.7 Applications
In sections 4 and 7 we will explore the implications of our general results in various exam-
ples. Here we briefly summarize some results in two cases of recent interest.
Four-dimensional N = 1 theories with a U(1)R symmetry can be placed on S
3×R while
preserving four supercharges [1, 29, 30]. The supersymmetric index I(p, q, u) with fugaci-
ties p, q, u is defined by a trace over states on S3 in Hamiltonian quantization [1, 30, 31].
Alternatively, it corresponds to a partition function on S3×S1. All complex manifolds dif-
feomorphic to S3×S1 are primary Hopf surfaces [32]. They contain a two-parameter family,
whose complex structure moduli precisely coincide with p and q. Similarly, u is a holomor-
phic line bundle modulus. Explicit computations of the index (see for instance [33–36])
give rise to a class of special functions that has recently been studied in the mathematical
literature (see for instance [34–39] and references therein). The fact that I(p, q, u) can be
viewed as a holomorphic function of complex structure and holomorphic line bundle moduli
on certain primary Hopf surfaces may shed new light on some of their interesting properties.
Following [40–42], who studied partition functions of three-dimensional N = 2 theories
with a U(1)R symmetry on round spheres preserving four supercharges, much recent work
has focused on squashed spheres [43–51], i.e. three-manifolds that are diffeomorphic to S3
but carry a more general metric with less symmetry. Explicit computations in these exam-
ples lead to the following observations about the partition function on squashed spheres:
a) ZS3 only depends on the squashing through a single complex parameter, usually
called b, where b = 1 corresponds to the round S3 of [40–42].
b) Some squashings do not affect ZS3 , i.e. they give b = 1.
We will show how these observations follow from our general results. In order to explain a),
we demonstrate that all known examples of squashed spheres belong to a one-parameter
family of THFs on S3. (An example that does not belong to this family and preserves a
single supercharge is presented in appendix D.) The trivial squashings in b) do not deform
the THF, although they change the compatible transversely Hermitian metric, and hence
they do not affect ZS3 .
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1.8 Outline
Section 2 reviews basic aspects of deformation theory for complex structures, Hermitian
metrics, and holomorphic line bundles.
In section 3, we study the the partition function ZM4 by considering small deformations
around flat space. The main tool is the Q-cohomology of the flat-space R-multiplet, which
is used to constrain the dependence of ZM4 on the geometry of M4 and the ambiguity
parametrized by the (2, 1)-form W in (1.7). The dependence on background gauge fields is
constrained by the Q-cohomology of the flavor current J . We also comment on additional
constraints due to multiple supercharges.
Section 4 describes several four-dimensional examples. Complex manifolds diffeomor-
phic to S3×S1 and their relation to the supersymmetric index are discussed in detail. We
also examine complex manifolds diffeomorphic to L(r, s)× S1 and S2 × T 2.
In section 5 we summarize basic properties of THFs. We define three-dimensional
analogues of (p, q)-forms, the ∂-operator, and holomorphic line bundles. These feature
prominently in the deformation theory of THFs, which we also review.
In section 6 we constrain the dependence of the partition function ZM3 on the geometry
ofM3, the ambiguity parametrized by U
µ and κ in (1.23) and (1.24), as well as background
gauge fields by considering small deformations around flat space and analyzing the Q-
cohomology of the corresponding current multiplets.
Section 7 describes several examples in three dimensions. We discuss THFs and holo-
morphic line bundles on three-manifolds diffeomorphic to S3 and S2×S1, and we comment
on the implications for the corresponding partition functions.
Appendix A summarizes our conventions. Basic aspects of complex manifolds are re-
viewed in appendix B. Appendix C contains some additional material related to section 3.4.
In appendix D we consider manifolds diffeomorphic to S3 × S1 or S3 that preserve only
one supercharge. In appendix E we review several examples of squashed spheres that have
appeared in the literature. Appendix F contains additional material related to section 7.2.
2 Deformation theory in four dimensions
Complex manifolds often belong to a continuous moduli space of manifolds that share the
same underlying differentiable structure but possess different complex structures. Locally,
this moduli space can be studied by considering small deformations around a given complex
manifold M. The theory of complex structure deformations is a well-established subject
(see for instance [52]). We review those aspects that are used in section 3 to study the
dependence of the partition function ZM4 on the geometry of the complex manifold M4.
Analyzing the dependence of ZM4 on background gauge fields requires the deformation
theory of holomorphic vector bundles overM4 (see for instance [53]). Here we outline the
theory for the simple case of Abelian gauge fields and holomorphic line bundles.
2.1 Complex structures
Given a complex manifoldM, we consider infinitesimal deformations ∆Jµν of its complex
structure, i.e. we work to first order in ∆Jµν . In holomorphic coordinates adapted to J
µ
ν ,
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the requirement that Jµν +∆J
µ
ν is an almost complex structure implies
∆J ij = ∆J
i
j = 0 . (2.1)
Additionally requiring that Jµν +∆J
µ
ν is an integrable complex structure leads to
∂j
(
∆J ik
)
− ∂k
(
∆J ij
)
= 0 , (2.2)
and its complex conjugate. Introducing Θi = ∆J ijdz
j , viewed as a (0, 1)-form with coeffi-
cients in the holomorphic tangent bundle T 1,0M, we can succinctly express (2.2) as
∂Θi = 0 . (2.3)
Not all choices of ∆Jµν lead to a new complex structure on M. An infinitesimal diffeo-
morphism parametrized by a real vector field εµ gives rise to ∆J ij = (LεJ)
i
j = 2i∂jε
i and
its complex conjugate, where Lε is the Lie derivative along εµ. A trivial complex structure
deformation thus corresponds to
Θi = 2i∂εi . (2.4)
Quotienting by such trivial deformations, we conclude that infinitesimal complex structure
deformations are parametrized by the cohomology class of Θi in the Dolbeault cohomology
with coefficients in T 1,0M, [
Θi
]
∈ H0,1
(
M, T 1,0M
)
. (2.5)
If M admits a moduli space of complex structure deformations, each modulus is as-
sociated with an infinitesimal deformation, and hence an element of H0,1(M, T 1,0M).
However, not every cohomology class necessarily corresponds to a modulus, since there
may be higher-order obstructions to integrating an infinitesimal deformation. This will not
affect our discussion below.
If M is compact, the elements of H0,1(M, T 1,0M) can be represented by harmonic
forms, which comprise a finite-dimensional complex vector space. Therefore, the number
of complex structure moduli is finite.
2.2 Hermitian metrics
Given a complex manifold M, we can always choose a Hermitian metric gµν compatible
with the complex structure Jµν ,
gµνJ
µ
αJ
ν
β = gαβ . (2.6)
In holomorphic coordinates adapted to Jµν , the only non-zero elements of gµν are gij = gji.
Thus, infinitesimal deformations ∆gµν of the metric that are compatible with J
µ
ν only
have ∆gij = ∆gji components.
If we deform the complex structure, we must also deform the metric to ensure that gµν+
∆gµν is compatible with J
µ
ν +∆J
µ
ν . At linear order, this leads to the constraint
gµν (∆J
µ
αJ
ν
β + J
µ
α∆J
ν
β) + ∆gµνJ
µ
αJ
ν
β = ∆gαβ . (2.7)
In holomorphic coordinates adapted to Jµν we find that ∆gij = ∆gji is unconstrained,
while the other components of ∆gµν are determined in terms of ∆J
µ
ν ,
∆gij =
i
2
(
gik∆J
k
j + gjk∆J
k
i
)
, ∆gij = −
i
2
(
gki∆J
k
j + gkj∆J
k
i
)
. (2.8)
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2.3 Abelian gauge fields and holomorphic line bundles
Consider an Abelian gauge field Aµ on a complex manifold M, such that its field
strength Fµν = ∂µAν − ∂νAµ satisfies
Fij = 0 . (2.9)
Locally, we can then express Ai = ∂iλ, where the function λ(z, z) is generally complex
and only defined in a patch. If the gauge group is U(1), only the real part of λ can be
removed by a gauge transformation. Since M is complex, it is natural to allow complex
gauge transformations, so that the gauge group is GL(1,C). In this case we can locally
set Ai = 0. The transition functions that preserve this gauge choice consist of holomorphic
functions valued in GL(1,C), which define a holomorphic line bundle over M.
The structure of the holomorphic line bundle only depends on Ai. We can change this
structure if we deform Ai by a well-defined (0, 1)-form ∆Ai while preserving (2.9),
∂i
(
∆Aj
)
− ∂j (∆Ai) = 0 . (2.10)
As in the case of complex structure deformations, we must quotient by trivial deformations,
which are induced by globally defined gauge transformations,
∆Ai = ∂iε . (2.11)
Here ε(z, z) is a well-defined complex function on M. Deformations of the holomorphic
line bundle defined by Ai are thus parametrized by the Dolbeault cohomology class of ∆Ai,
[∆Ai] ∈ H
0,1(M) . (2.12)
In the Abelian case there are no higher obstructions, so that each element of H0,1(M) gives
rise to a finite deformation. If M is compact, H0,1(M) is a finite-dimensional complex
vector space, whose dimension counts the number of holomorphic line bundle moduli.
3 Parameter dependence of ZM4
In this section we study the dependence of the partition function ZM4 on the geometry
of the complex manifold M4, as well as Abelian background gauge fields. We also discuss
the dependence of ZM4 on the (2, 1)-form W in (1.7). As explained in the introduction,
it is sufficient to study these questions around flat space. This amounts to analyzing the
cohomology of the preserved superchargeQ on the bosonic operators in theR-multiplet or a
flavor current multiplet. We also briefly comment on situations with multiple supercharges.
Note. In this section, we raise and lower indices using the usual flat-space metric.
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3.1 The Q-cohomology of the R-multiplet
The operators (1.1) that reside in the R-multiplet can be embedded into superfields,20
Rµ = j
(R)
µ − iθSµ + iθ˜S˜µ + θσ
ν θ˜
(
2Tµν +
i
2
εµνρλF
ρλ −
i
2
εµνρλ∂
ρj(R)λ
)
−
1
2
θ2θ˜ σ˜ν∂νSµ +
1
2
θ˜
2
θσν∂ν S˜µ −
1
4
θ2θ˜
2
∂2j(R)µ ,
χα(y) = −2i
(
σµS˜µ
)
α
− 4θβ
(
δα
β Tµ
µ − i(σµν)α
βFµν
)
− 4θ2 (σµν∂µSν)α .
(3.1)
Here χα is chiral, D˜α˙χα = 0, and y
µ = xµ+iθσµθ˜ is the usual chiral superspace coordinate.
This implies the following transformation rules under the preserved supercharge Q with
spinor parameter ζα, {
Q, j(R)µ
}
= −iζSµ ,{
Q,Sαµ
}
= 0 ,{
Q, S˜α˙µ
}
= 2i (σ˜νζ)α˙ Tµν ,{
Q, Tµν
}
=
1
2
ζσµρ∂
ρSν +
1
2
ζσνρ∂
ρSµ ,{
Q,Fµν
}
=
i
2
ζσν σ˜ρ∂µS
ρ −
i
2
ζσµσ˜ρ∂νS
ρ .
(3.2)
Here we have defined the complex, non-symmetric, conserved tensor
Tµν = Tµν +
i
4
εµνρλF
ρλ −
i
4
εµνρλ∂
ρj(R)λ −
i
2
∂νj
(R)
µ , ∂
µTµν = 0 . (3.3)
There are eight bosonic Q-exact operators, {Q, S˜α˙µ}. It is convenient to multiply this
expression by 1|ζ|2 ζ
†σρ. Since Jµν = − 2i|ζ|2 ζ
†σµνζ, we find{
Q,
1
|ζ|2
ζ†σρS˜µ
}
= −2i (δνρ + iJ
ν
ρ) Tµν . (3.4)
The projector onto anti-holomorphic indices shows that the eight Q-exact bosonic operators
are given by Tµi. In holomorphic coordinates z
1 = w and z2 = z,
Tww = Tww +
i
2
Fzz −
i
2
∂wj
(R)
w +
i
4
∂zj
(R)
z −
i
4
∂zj
(R)
z ,
Twz = Twz −
i
2
Fwz −
3i
4
∂zj
(R)
w +
i
4
∂wj
(R)
z ,
Tww = Tww −
i
2
∂wj
(R)
w ,
Twz = Twz +
i
2
Fwz −
i
4
∂wj
(R)
z −
i
4
∂zj
(R)
w ,
(3.5)
and four more with w ↔ z, w ↔ z. (Here w, z are on equal footing and we only intro-
duce them to simplify the notation.) Note that Fwz = i(Tzw − Twz) is by itself Q-exact.
Since Q2 = 0, all Q-exact operators are also Q-closed. It can be checked that there are no
other Q-closed bosonic operators in the R-multiplet. As we will see, this does not mean
that every supersymmetric deformation of the Lagrangian is Q-exact.
20These expressions contain several factors of i that do not appear in [6, 7], because we are working in
Euclidean signature.
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3.2 Deformations around flat space
At the linearized level, the coupling of the R-multiplet to the bosonic supergravity fields
is given by (1.4),
∆L = −
1
2
∆gµνTµν +A
(R)µj(R)µ +
i
4
εµνρλBµνFρλ . (3.6)
Following the discussion in section 2, we deform the complex structure and the Hermitian
metric around their flat space values, while keeping the deformed metric compatible with
the deformed complex structure as in (2.8). By linearizing (1.7) and (1.8), we find that the
background fields V µ and A(R)µ are given by
V w =
1
2
∂z
(
∆Jzw −∆J
w
z
)
+ 2i (∂w∆gzz − ∂z∆gwz) + 4iWwzz ,
V w =
1
2
∂z (∆J
z
w −∆J
w
z) + 2i (∂z∆gzw − ∂w∆gzz) ,
A(R)w =
1
2
∂w∆J
w
w −
1
4
∂z∆J
z
w +
3
4
∂z∆J
w
z
− 3i∂z∆gzw + 2i∂w∆gzz − i∂w∆gww ,
A(R)w =
1
2
∂w∆J
w
w +
1
4
∂z∆J
z
w +
1
4
∂z∆J
w
z
+ i∂w∆gww + i∂z∆gwz ,
(3.7)
and four more with w ↔ z, w ↔ z. Locally, we may express the ∂-closed (2, 1)-formWijk in
terms of a (2, 0)-form B˜ij , so that W = ∂B˜. Substituting into (3.6), using the conservation
of the R-current, and dropping a total derivative, we find the following Lagrangian,
∆L = −∆gijTij + iB˜wzFwz − i
∑
j=j
∆J ijTji
+ i∆Jww
(
Tww +
i
2
∂wj
(R)
w
)
+ i∆Jzz
(
Tzz +
i
2
∂zj
(R)
z
)
+ i∆Jwz
(
Twz +
i
2
Fwz −
i
4
∂wj
(R)
z +
3i
4
∂zj
(R)
w
)
+ i∆Jzw
(
Twz −
i
2
Fwz −
i
4
∂zj
(R)
w +
3i
4
∂wj
(R)
z
)
.
(3.8)
It is instructive to verify that this Lagrangian is supersymmetric, even though this must
be the case on general grounds. Using (3.2) and the conservation of the supersymmetry
current, we find
{
Q,∆L
}
=
i
4
(
∂i∆J
k
j − ∂j ∆J
k
i
)
ζσijSk + (total derivative) . (3.9)
Note that B˜wz does not appear, because {Q,Fwz} = 0. If we use the integrability condi-
tion (2.2) for the deformed complex structure, (3.9) reduces to a total derivative.
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The fact that the operators Tµi are Q-exact implies that the corresponding terms
in (3.8) cannot affect the partition function ZM4 . We conclude:
• Given a fixed complex structure, ZM4 does not depend on the Hermitian metric.
• ZM4 only depends on complex structure deformations through ∆J ij . Therefore, it
is a locally holomorphic function of the complex structure moduli.21
The fact that ZM4 does not depend on trivial complex structure deformations of the
form ∆J ij = 2i∂jε
i follows from the underlying diffeomorphism invariance of our formalism.
We can check this explicitly by substituting such a trivial deformation into (3.8), using the
conservation equation for the stress tensor, ∂µTµν = 0, and dropping a total derivative.
The terms involving εi,
∆L = −2εw (∂wTww + ∂zTwz)− 2ε
z (∂zTzz + ∂wTzw) + · · · , (3.10)
only contain the Q-exact operators Tµi.
Since Fwz is also Q-exact, we find that a well-defined (2, 0)-form B˜ij , which gives rise
to a ∂-exact W , cannot affect the partition function. Therefore:
• ZM4 only depends on W through its cohomology class in H2,1(M4).
We can obtain a stronger result if it is possible to improve the R-multiplet to an FZ-
multiplet, i.e. if the field theory does not possess any FI-terms and the Ka¨hler form of
the target space for chiral scalars is exact [6, 18]. In this case one can find a well-defined
operator Aµ, such that Fµν = ∂µAν − ∂νAµ. Substituting into (3.8) and integrating by
parts, we find that Ai multiplies Wijk. Since Ai is Q-exact up to a total ∂i-derivative,
which drops out because ∂W = 0, we find that the partition function does not depend
on W . Conversely, ZM4 can only depend on W in the presence of FI-terms or a non-trivial
target-space Ka¨hler class. Note that these may be quantized in the presence of topologically
non-trivial flux for Bµν , which necessarily arises if W is cohomologically non-trivial. For
instance, this happens for the S3× S1 background discussed in section 4. In this example,
the quantization of FI-terms was recently discussed in [54].22
3.3 Background gauge fields
It is straightforward to repeat the preceding discussion to constrain the dependence of ZM4
on background gauge fields. An Abelian flavor current jµ and its supersymmetric partners
reside in a real linear multiplet,
J = J + iθj − iθ˜j˜ +
(
θσµθ˜
)
jµ +
1
2
θ2θ˜ σ˜µ∂µj −
1
2
θ˜2θσµ∂µj˜ −
1
4
θ2θ˜2∂2J . (3.11)
21Our linearized analysis is not powerful enough to constrain global properties of the partition function.
For instance, it may have singularities at certain loci in moduli space.
22This is reminiscent of the quantization of FI-terms or Ka¨hler classes in supergravity [55–59].
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The Q-transformations of the operators in J are thus given by{
Q, J
}
= iζj ,{
Q, jα
}
= 0 ,{
Q, j˜α˙
}
= −i(σ˜µζ)α˙Jµ ,{
Q, jµ
}
= −2ζσµν∂
νj ,
(3.12)
where we have defined the complex vector
Jµ = jµ − i∂µJ . (3.13)
There are two bosonic Q-exact operators,
{
Q, j˜α˙
}
. As in the discussion around (3.4),
we can multiply by ζ† to conclude that these two operators are Ji. They are also the
only Q-closed operators.
The linearized couplings of J to the bosonic fields in a background vector multiplet
take the form
∆L = Aµjµ +DJ . (3.14)
The background field D is given by (1.12),
D = −2i (Fww + Fzz) . (3.15)
Substituting into (3.14) and dropping a total derivative, we obtain
∆L = 2AwJw + 2AzJz + 2Aw (jw + i∂wJ) + 2Az (jz + i∂zJ) . (3.16)
As in the discussion around (3.9), the Lagrangian (3.16) is supersymmetric provided Ai
satisfies the integrability condition Fwz = 0 for holomorphic line bundles. Since Ji is Q-
exact, we conclude:
• ZM4 only depends on the anti-holomorphic part Ai of the background gauge field.
Hence, it is a locally holomorphic function of the corresponding holomorphic line
bundle moduli.
As in the previous subsection, the reduction to the cohomology class of Ai in H
0,1(M4)
follows from background gauge invariance, as long as we allow complex gauge transforma-
tions.
3.4 Additional supercharges
If the background fields onM4 preserve more than one supercharge, the parameter depen-
dence of ZM4 is further constrained. A dramatic example is the Witten index [60], which
is given by the partition function ZT 4 on a flat torus that preserves four supercharges.
Under favorable conditions, this partition function does not depend on any continuous pa-
rameters. One way to show this is by noting that the entire deformation Lagrangian ∆L
in (3.8) is exact with respect to a suitable linear combination of the four supercharges
on T 4. Here we will briefly explore how the dependence of ZM4 on complex structure
moduli and background gauge fields is restricted if M4 admits two supercharges Q and Q˜
of opposite R-charge.
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The conditions for the presence of two such supercharges were analyzed in [9] and
reviewed in section 1.1, where we saw that M4 must be a T
2 fibration over a Riemann
surface Σ. In this case we can choose holomorphic coordinates w, z, such that the anti-
holomorphic Killing vector Kµ = ζσµζ˜ is given by K = ∂w and the metric takes the
form (1.10). The supercharges Q, Q˜ transform as scalars under holomorphic coordinate
changes that preserve K and the form of the metric, which allows us to rely on a linearized
analysis around flat space to study the parameter dependence of the partition function.
We consider deformations of the complex structure and the metric that are consis-
tent with the presence of the anti-holomorphic Killing vector K. This analysis is sum-
marized in appendix C. The operators multiplying ∆Jwz and ∆J
z
z in the deformation
Lagrangian (3.8) turn out to be Q˜-exact. Together with the previous results, this implies:
• In the presence of Q and Q˜, the partition function ZM4 only depends on the complex
structure moduli corresponding to ∆J iw.
In particular, ZM4 does not depend on the complex structure of the Riemann surface Σ.
As explained in [9], reducing on the T 2 fiber leads to an A-twisted N = (2, 2) theory on Σ
(more precisely, a deformation thereof). The supercharge QA = Q+ Q˜ reduces to the two-
dimensional BRST charge of the A-model. The fact that ZM4 does not depend on ∆Jzz
reflects the fact that the theory on Σ is topological.
We can also analyze the implications of Q˜ for the dependence on holomorphic line
bundle moduli. Since the operator multiplying Az in (3.16) is Q˜-exact, we find:
• In the presence of Q and Q˜, ZM4 only depends on Aw.
Finally, we state without proof that the presence of Q˜ also renders the partition func-
tion independent of anti-chiral F -terms, so that ZM4 does not depend on any D-term
or F -term parameters.
4 Examples in four dimensions
In this section we explore complex manifoldsM4 that are diffeomorphic to S
3×S1, L(r, s)×
S1 with L(r, s) a Lens space, and S2 × T 2. This leads to general statements about the
partition function ZM4 on these spaces. Complex manifolds diffeomorphic to S3 × S1
are closely related to the supersymmetric index. In each case, we discuss the amount of
supersymmetry that can be preserved and discuss possible restrictions on the allowed R-
charges of the field theory.
4.1 S3 × S1 as a complex manifold
It was shown in [32] that every complex manifold diffeomorphic to S3 × S1 belongs to a
family of complex manifolds known as primary Hopf surfaces (see also [52, 61, 62]). They
are quotients of C2 − (0, 0), with coordinates (w, z), by an infinite cyclic group. There are
two different types of primary Hopf surfaces:
1.) If we identify
(w, z) ∼ (pw, qz) , 0 < |p| ≤ |q| < 1 , (4.1)
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we obtain a complex manifold Mp,q4 , whose complex structure depends on two com-
plex parameters p, q.
2.) Identifying
(w, z) ∼ (qnw + λzn, qz) , 0 < |q| < 1 , λ ∈ C∗ , n ∈ N , (4.2)
superficially leads to a complex manifold that depends on two continuous parame-
ters q, λ and an integer n ≥ 1. However, λ can be set to any non-zero value by a
holomorphic coordinate change (simply rescale z), and hence all non-zero values of λ
give rise to the same complex structure. Taking λ → 0, we can make this complex
structure arbitrarily close to a Hopf surface of the first type with p = qn. However,
the complex structures with λ = 0 and λ 6= 0 are distinct. For instance, they do not
admit the same number of holomorphic vector fields.
We will now discuss the Hopf surfaces of the first type, Mp,q4 , in more detail. It is
convenient to express the parameters p, q in (4.1) as follows,
p = e−βp+iϑp , q = e−βq+iϑq , 0 < βq ≤ βp , ϑp,q ∼ ϑp,q + 2pi . (4.3)
We can explicitly see that Mp,q4 is diffeomorphic to S
3 × S1 by introducing real vari-
ables x, θ, ϕ, χ subject to suitable identifications,
w = e(−βp+iϑp)x cos
θ
2
eiϕ , z = e(−βq+iϑq)x sin
θ
2
eiχ ,
x ∼ x+ 1 , 0 ≤ θ ≤ pi , ϕ ∼ ϕ+ 2pi , χ ∼ χ+ 2pi .
(4.4)
Here x is a coordinate on S1, while θ, ϕ, χ parametrize S3. Note that
e2βpx|w|2 + e2βqx|z|2 = 1 , (4.5)
so that x is always well-defined. (For fixed w, z the left-hand side is a monotonic function
of x.) While θ is also always well-defined, the angles ϕ and χ degenerate when w or z
vanishes, respectively. They describe S3 as a torus fibered over the interval parametrized
by θ, with one cycle of the torus shrinking to zero at each end.
Hopf surfaces have non-zero Hodge numbers h0,0 = h0,1 = h2,1 = h2,2 = 1, which
shows that they are not Ka¨hler. We can represent H0,1(Mp,q4 ) by the (0, 1)-form
ω0,1 = ∂(−2x) =
e2βpxwdw + e2βqxzdz
βp cos2
θ
2 + βq sin
2 θ
2
. (4.6)
Taking the tensor product with holomorphic vector fields whose coefficient functions are
also holomorphic, we obtain elements of H0,1(Mp,q4 , T
1,0Mp,q4 ). According to the discussion
in section 2.1, these describe infinitesimal deformations of the complex structure. For
generic p and q, the only such holomorphic vector fields on Mp,q4 descend from the vector
fields X(p) = w∂w and X
(q) = z∂z on C
2− (0, 0). We can therefore take Θ(p) = X(p)⊗ω0,1
and Θ(q) = X(q) ⊗ ω0,1, which are independent elements of H0,1(Mp,q4 , T
1,0Mp,q4 ) and
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describe infinitesimal deformations of p and q, respectively. When p = qn for some n ∈ N,
there is a third holomorphic vector fieldX(λ) = zn∂w. The corresponding Θ
(λ) = X(λ)⊗ω0,1
describes a deformation from a surface of the first type with λ = 0 to a surface of the second
type with λ 6= 0.23 Note that studying infinitesimal deformations around the point λ = 0
is not sufficient to conclude that all non-zero values of λ correspond to the same complex
structure, although the fact that rescaling z also rescales Θ(λ) suggests this. If we work
around a point where λ 6= 0, the infinitesimal deformation describing changes in λ vanishes
in cohomology.
4.2 Hermitian metrics on S3 × S1
We can obtain Hermitian metrics onMp,q4 by constructing Hermitian metrics on C
2−(0, 0)
that are invariant under the identifications (4.1). We will consider the metric24
ds2 = r2
(√
βq
βp
e2βpxdwdw +
√
βp
βq
e2βqxdzdz
)
. (4.7)
For generic values of p and q, it is not isometric to the usual round metric on S3 × S1.
However, ∂x is always a Killing vector, so that we can we can dimensionally reduce along S
1.
(We will return to this point in section 7.1.) The metric (4.7) always admits an anti-
holomorphic Killing vector,
K = βpw∂w + βq z∂z , (4.8)
which is nowhere vanishing and commutes with its complex conjugate, [K,K] = 0. As we
reviewed in section 1.1, this allows us to preserve two supercharges of opposite R-charge.
We would like to understand when the metric (4.7) onMp,q4 admits four supercharges.
As was shown in [1, 9], a necessary (but not sufficient) condition is that it be locally round.
This happens when |p| = |q|, i.e βp = βq ≡ β, so that (4.7) and (4.8) reduce to
ds2 = r2
dwdw + dzdz
|w|2 + |z|2
, K = β (w∂w + z∂z) . (4.9)
To see this explicitly, we define new angular variables,
ϕ˜ = ϕ+ ϑpx , χ˜ = χ+ ϑqx , (4.10)
in which the metric and the Killing vector K take the following form,
ds2 = r2
(
β2dx2 + dΩ3
)
, K = −
1
2
(
∂x − iβ
(
∂ϕ˜ + ∂χ˜
))
. (4.11)
Here dΩ3 is the round metric on a unit three-sphere parametrized by θ, ϕ˜, χ˜. Therefore r
is the radius of the round S3, while β is the dimensionless ratio of the S1 circumference
23When n = 1 there is a fourth holomorphic vector field, which is obtained from X(λ) by exchanging w
and z. Not every linear combination of Θ(p),Θ(q),Θ(λ) gives rise to an allowed finite deformation around p =
qn. This is because we can use Θ(p),Θ(q) to vary p, q independently, while deforming to a surface of the
second type using Θ(λ) requires p = qn.
24A closely related family of Hermitian metrics onMp,q4 was constructed in [63].
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to the S3 radius. When ϑp = ϑq = 0, the angles ϕ˜, χ˜ in (4.10) are good coordinates on S
3
and the space is globally isometric to the round S3 × S1. In general, this is not the case
and we have the identifications (ϕ˜, χ˜, x) ∼ (ϕ˜ + ϑp, χ˜ + ϑq, x + 1). This can be described
by starting with the globally round S3×S1 and rotating ϕ˜, χ˜ by ϑp, ϑq as x circles the S
1
one full time. For the special choice ϑp + ϑq = 0, i.e. for p = q, this leaves invariant the
Hopf fiber of S3 that is acted on by the imaginary part of K in (4.11). As we will see in
section 4.4, this means that we can preserve four supercharges on Mq,q4 .
In appendix D, we show that Hopf surfaces of the second type, which correspond to
the identification (4.2), do not admit Hermitian metrics with an anti-holomorphic Killing
vector. Therefore, they only admit a single supercharge.
4.3 Background gauge fields on S3 × S1
Since H2(S3 × S1,Z) = 0, all complex line bundles over S3 × S1 are topologically trivial.
However, the Hopf surfaces Mp,q4 admit non-trivial holomorphic line bundles, which are
classified by H0,1(Mp,q4 ) (see section 2.3) and can be represented by ω
0,1 in (4.6). Up to a
globally defined complex gauge transformations, the (0, 1)-component of the corresponding
background gauge field Aµ is a complex multiple of ω
0,1, while its (1, 0)-component is
arbitrary. Using this freedom, we can take Aµ to be real, so that
Aµdx
µ = −
1
2
(ar − iai)ω
0,1 + (c.c.)
= ardx+ ai
(
ϑp cos
2 θ
2 + ϑq sin
2 θ
2
)
dx+ cos2 θ2dϕ+ sin
2 θ
2dχ
βp cos2
θ
2 + βq sin
2 θ
2
,
(4.12)
with ar,i ∈ R. This configuration also satisfies the conditions (1.14) for compatibility with
the two supercharges associated with the Killing vector (4.8). Compatibility with four
supercharges requires that Aµ be a flat connection, so that ai must vanish. (If we allow
complex configurations for the gauge field, we can complexify ar while keeping ai = 0.)
4.4 S3 × S1 and the supersymmetric index
Any four-dimensional N = 1 theory with a U(1)R symmetry can be placed on S
3×R with
the usual round metric while preserving all four supercharges [1, 29, 30]. The isometry
group contains the SU(2)×SU(2)′ symmetry of the round S3, with generators Ji and J ′i (i =
1, 2, 3), and translations along R, generated by H. The supercharges form two doublets
of SU(2) with opposite R-charge, while they are invariant under SU(2)′ and H. The
supersymmetry algebra is SU(2|1), which contains SU(2). The supersymmetric theory
on S3 × R is unitary, so that it makes sense to talk about the adjoint of a supercharge.
The supersymmetric index I(p, q, u) is defined by a trace over states on S3 in Hamil-
tonian quantization [1, 30, 31],
I(p, q, u) = TrS3
(
(−1)F pJ3+J
′
3−R2 qJ3−J
′
3−R2 uQf
)
. (4.13)
Here F is the fermion number and Qf is an Abelian flavor symmetry, which could reside
in the Cartan subalgebra of a non-Abelian flavor symmetry group. The parameters p, q, u
– 22 –
J
H
E
P01(2014)124
are independent fugacities for bosonic symmetries that commute with one of the super-
charges and its adjoint, but in general they do not commute with all four supercharges.
The index only receives contributions from states with H = 2J3 − R, so that it cannot
depend on continuous parameters or renormalization group flow [1, 30]. This explains its
utility in probing supersymmetric dynamics or dualities (see for instance [33–36]). The def-
inition (4.13) naturally accommodates complex values of p, q, u and shows that I(p, q, u)
should be holomorphic, as long as it is well defined. In practice, many computations of the
index focus on the subspace
p = e−β+iϑ = q , 0 < |p| = |q| < 1 , u = eiα , |u| = 1 . (4.14)
Substituting into (4.13) and using the fact that only states with H = 2J3 −R contribute,
I
(
e−β+iϑ, e−β−iϑ, eiα
)
= TrS3
(
(−1)F e−βH+2iϑJ
′
3+iαQf
)
. (4.15)
Now the chemical potentials β, ϑ, α only couple to the operators H, J ′3, Qf , which commute
with all four supercharges in SU(2|1).
It is clear from (4.13) that, up to local counterterms, the index is given by a partition
function on S3 × S1. This is easiest to see on the subspace (4.14), which preserves four
supercharges. In this case it follows from (4.15) that β is the ratio of the S1 circumference
to the S3 radius [1]. As the S3 goes around S1 one full time, it is rotated by 2ϑ along a
Hopf fiber that is invariant under SU(2) ⊂ SU(2|1). Comparing with the discussion at the
end of section 4.2, we see that this precisely describes a Hopf surface Mq,q4 , where p = q
is given by (4.14). Similarly, the fugacity u for the global flavor charge Qf corresponds to
a flat connection along S1. In the notation of (4.12), we have ar = α and ai = 0. On the
subspace (4.14) we have thus identified
I(p, q, u) = ZMp,q4 . (4.16)
Since we have argued that both sides are holomorphic functions, this equality must persist
for all allowed values of p, q in (4.1). The same argument applies to the analytic continu-
ation of the fugacity u, which corresponds to turning on a background gauge field (4.12)
with u = eai+iar on Mp,q4 . Therefore, the supersymmetric partition function on the Hopf
surfaceMp,q4 geometrizes the index I(p, q, u) by identifying its fugacities as complex struc-
ture or holomorphic line bundle moduli.
Explicit computations of the index lead to a family of special functions that have
recently been studied in the mathematical literature, see for instance [34–39] and references
therein. Our results show that they can be interpreted as locally holomorphic functions
on the moduli space of complex structures and holomorphic line bundles on the Hopf
surfaces Mp,q4 . It may be interesting to examine some of their properties from this point
of view.
4.5 L(r, s)× S1
Complex manifolds obtained from primary Hopf surfaces by taking an additional quotient
are known as secondary Hopf surfaces. Those with Abelian fundamental group are diffeo-
morphic to L(r, s) × S1, where L(r, s) is a Lens space. The complex structures on these
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spaces have been classified in [64]. On general grounds, they must admit at least one su-
percharge. Four-dimensional N = 1 theories on L(r, 1) × S1 were studied in [65, 66]. See
also [67] for a related discussion in three dimensions.
We will restrict our discussion to the following class of identifications,
(w, z) ∼ (e
2piis
r w, e−
2pii
r z) . (4.17)
Here r, s are relatively prime integers with 1 ≤ s < r. If w, z lie on a three-sphere |w|2 +
|z|2 = constant, the resulting quotient space S3/Zr is diffeomorphic to L(r, s).
25 We can use
this quotient action to construct secondary Hopf surfaces of the formMp,q4 /Zr by starting
with C2 − (0, 0) and imposing the identifications (4.1) and (4.17). Since they leave the
metric (4.7) and the Killing vector (4.8) invariant, we can always preserve two supercharges
of opposite R-charge on the resulting quotient space. Repeating the arguments of the
previous subsections, we see that four supercharges require p = q and s = 1. In this case
the Zr quotient only acts onM
q,q
4 via an element of SU(2)
′, which does not affect the four
supercharges in SU(2|1). We can therefore place any N = 1 theory with a U(1)R symmetry
on the resulting quotient space without modifying the background supergravity fields.
For generic p, q, we can preserve two supercharges on the quotient space. When s 6= 1
this requires an additional Wilson line for the R-symmetry gauge field A
(R)
µ . It must wrap
the torsion one-cycle Γ that generates the fundamental group pi1 (L(r, s)) = Zr. As we will
now show, this leads to a quantization condition for the allowed R-charges. Consider the
following (2, 0)-form on C2 − (0, 0),
e(βp+βq−i(ϑp+ϑq))xdw ∧ dz . (4.18)
It is nowhere vanishing and invariant under (4.1), so that it descends to Mp,q4 .
26 Under
the identification (4.17) leading to Mp,q4 /Zr, it picks up a phase e
2pii(s−1)
r . Therefore, the
line bundle Λ2,0 on Mp,q4 /Zr has Chern class c1(Λ
2,0) = s− 1 in H2(L(r, s)× S1,Z) = Zr.
As explained in [9], supersymmetry requires that the line bundle L corresponding to fields
of R-charge +1 be chosen such that L2 ⊗ Λ2,0 is topologically trivial. Therefore, the
bundle L
2
s−1 is well-defined, and hence the allowed R-charges for well-defined bosonic fields
are integer multiples of 2
s−1 .
27 Since the supercharges Q and Q˜ are well defined, so are the
fermionic superpartners.
As in the previous subsection, the partition function onMp,q4 /Zr will be a holomorphic
function of the complex structure moduli p, q. It is also straightforward to extend the
discussion to holomorphic line bundles. Topologically these are classified by their first
Chern class c1 ∈ Zr. Each bundle has a holomorphic modulus corresponding to ω
0,1
in (4.6), which is invariant under (4.17) and thus descends to Mp,q4 /Zr.
25As discussed in [64], there are other quotients that are also diffeomorphic to L(r, s) but give rise to a
different complex structure on L(r, s)× S1.
26This shows that the canonical bundle Λ2,0 ofMp,q4 is topologically, though not holomorphically, trivial.
Hence there is no restriction on the allowed R-charges for theories onMp,q4 .
27Alternatively, we can use the fact that Γr is a contractible cycle. A Wilson line wrapping Γ should
not lead to a phase for a charged particle propagating r times around Γ. This gives the same quantization
condition for the R-charges.
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4.6 S2 × T 2
Here we will briefly consider a family of complex manifolds M4 that are diffeomorphic
to S2 × T 2. (A more detailed discussion will appear in [68].) We will realize them as
quotients of C× CP1 with metric
ds2 = dwdw +
4r2
(1 + |z|2)2
dzdz . (4.19)
Here w and z are coordinates on C and CP1, respectively (we need to change coordinates
to z′ = 1/z to describe the point z =∞) and r is the radius of CP1. Note that K = ∂w is
a nowhere vanishing, holomorphic Killing vector. We now impose the identifications
(w, z) ∼ (w + 1 , eiαz) ∼ (w + τ, eiβz) , (4.20)
where τ is complex with Im τ > 0 and α, β are real angles with periodicity 2pi. The
identification of w results in a T 2 with modular parameter τ , while the identification of z
has the effect of rotating CP1 through α and β as it goes around the two cycles of the torus.
The resulting quotient space M4 is diffeomorphic to S
2 × T 2. Since the metric (4.19) and
the Killing vector K = ∂w are invariant under (4.20), they descend to the quotient, which
therefore admits two supercharges of opposite R-charge. As explained in [9], these two
supercharges correspond to the usual BRST charges of the topological A-model on CP1,
while they generate a (2, 0) supersymmetry algebra on T 2. In particular, this background
has a unit-flux monopole through CP1 for the R-symmetry gauge field A
(R)
µ (this also follows
directly from (1.8)), so that well-defined bosonic fields must carry integer R-charge.
As in previous examples, the complex structure moduli are related to the parame-
ters τ, α, β that appear in the identification (4.20). We can construct infinitesimal com-
plex structure deformations by combining ω0,1 = dw, which represents H0,1(M4), with
a holomorphic vector field X, whose coefficient functions are also holomorphic. Choos-
ing X(τ) = ∂w corresponds to deforming the modular parameter τ of T
2, while X(σ) = z∂z
corresponds to deformations of the complex parameter σ = ατ −β, with fixed τ . Therefore
the partition function ZM4 will be a locally holomorphic function of two complex structure
moduli τ, σ. From the point of view of the (2, 0) theory on T 2, this partition function
computes the elliptic genus, which is known to have modular properties under L (2,Z)
transformations of τ (see the recent papers [69–71] and references therein). Similarly, there
are global identifications in the moduli space parametrized by τ and σ,28 which should act
on ZM4 in a reasonable way.
It is straightforward to include Abelian background gauge fields, which we take to be
real for simplicity. According to the discussion around (1.14), the gauge field must be
flat on T 2 in order to preserve the two supercharges that are present on S2 × T 2. The
corresponding holomorphic line bundles are thus labeled by their first Chern class c1 ∈ Z,
which specifies the flux through CP1, and a single holomorphic modulus corresponding
to ω0,1 = dw, whose real and imaginary parts correspond to Wilson lines wrapping the
cycles of the torus.
28They correspond to a certain subgroup of L (3,Z), which contains the L (2,Z) transformations of τ as
a subgroup.
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5 Deformation theory in three dimensions
We would like to repeat the preceding analysis to study the parameter dependence of the
partition function ZM3 on a three-manifold M3. In this section we set up the necessary
mathematical machinery. Following [16], we review the geometric structure that is required
to preserve a single supercharge onM3 and explain how it leads to a THF with a compatible
transversely Hermitian metric. This allows us to define a three-dimensional notion of
holomorphic forms and an analog, ∂˜, of the ∂-operator on complex manifolds. These
ingredients feature prominently in the deformation theory of THFs, which closely parallels
the theory of complex structure deformations reviewed in section 2. We also discuss the
three-dimensional version of holomorphic line bundles and their deformations. General
references for THFs are [23–25]. Three-manifolds admitting THFs are classified in [26–28].
In the physics literature, THFs have previously arisen in the study of D-branes in the
topological A-model [72].
5.1 Supersymmetry and transversely holomorphic foliations
In [16], the conditions for the existence of a supercharge on M3 were stated in terms of a
vector ξµ, a one-form ηµ, and an endomorphism Φ
µ
ν that satisfy
ΦµνΦ
ν
ρ = −δ
µ
ρ + ξ
µηρ , ηµξ
µ = 1 . (5.1)
This implies that Φµν has rank two, while ηµ and ξ
µ are nowhere vanishing and span the
left and right kernels of Φµν . In addition ξ
µ, ηµ, Φ
µ
ν satisfy the integrability condition
Φµν(LξΦ)
ν
ρ
= 0 , (5.2)
where Lξ denotes the Lie derivative along ξ
µ. These conditions can be rephrased in terms
of a well-studied mathematical structure: a transversely holomorphic foliation (THF). The
orbits of the nowhere vanishing vector field ξµ constitute the leaves of a one-dimensional
oriented foliation of M3. The normal bundle D of the foliation consists of vector fields
orthogonal to ηµ. Then Φ induces an almost complex structure J = Φ|D on D, i.e. J2 = −1.
Since D is two-dimensional, J is automatically integrable. As shown in appendix B of [16],
the integrability condition (5.2) ensures that J is constant along the orbits of ξ, i.e. the
leaves of the foliation, so that ξ and J define a THF [24].
It was shown in [16] that we can cover M3 with patches of adapted coordinates,
τ = x1 , z = x2 + ix3 , z = x2 − ix3 , (5.3)
in which ξµ, ηµ, Φ
µ
ν are given by
ξ = ∂τ , η = dτ + hdz + hdz , Φ
µ
ν =
0 −ih ih0 i 0
0 0 −i
 . (5.4)
Here ηz = h(τ, z, z) is a complex function. Two overlapping adapted patches are related by
τ ′ = τ + t(z, z) , z′ = f(z) , ∂zf(z) = 0 . (5.5)
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The function t(z, z) is real and f(z) is holomorphic. Such a transformation preserves ξ,
while h transforms as follows,
h′
(
τ ′, z′, z′
)
=
1
f ′(z)
(h (τ, z, z)− ∂zt (z, z)) . (5.6)
The existence of adapted coordinates τ, z, z transforming according to (5.5) and such
that ξ = ∂τ directly follows from the fact that ξ generates a THF.
We will define various structures on M3 by working in adapted coordinates and en-
suring good behavior under coordinate changes of the form (5.5). As an example, we can
define a canonical orientation dx1 ∧ dx2 ∧ dx3 in each adapted patch. This defines an
orientation on M3, because the corresponding transition functions |f ′(z)|2 are positive.
5.2 Holomorphic forms and the ∂˜-operator
Define a complex projector
Πµν =
1
2
(δµν − iΦ
µ
ν − ξ
µηµ) , Π
µ
νΠ
ν
ρ = Π
µ
ρ . (5.7)
We can use Πµν to split the complexified tangent and cotangent bundles, and we will
call the corresponding invariant subspaces and their complements holomorphic and anti-
holomorphic, respectively. A holomorphic vector X ∈ T 1,0M3 and a holomorphic one-
form ω1,0 ∈ Λ1,0 satisfy
ΠµνX
ν = Xµ , ω1,0µ Π
µ
ν = ω
1,0
ν . (5.8)
In adapted coordinates,
X = Xz(∂z − h∂τ ) , ω
1,0 = ω1,0z dz . (5.9)
Under an adapted coordinate change (5.5), both of them transform with holomorphic
transition functions,
(
X ′
)z′
= f ′(z)Xz ,
(
ω′1,0
)
z′
=
1
f ′(z)
ω1,0z . (5.10)
Therefore, both T 1,0M3 and Λ
1,0 are complex line bundles with holomorphic transition
functions. We will call such line bundles holomorphic.
The complement of Λ1,0 defines the anti-holomorphic one-forms ω0,1 ∈ Λ0,1, which
satisfy ω0,1µ Πµν = 0. In adapted coordinates,
ω0,1 = ω0,1τ (dτ + hdz) + ω
0,1
z dz . (5.11)
These (0, 1)-forms span a two-dimensional subspace of the cotangent bundle that is not
simply related to the line bundle of (1, 0)-forms by complex conjugation. We can split the
space Λk of complex k-forms into a direct sum over Λp,q = ∧pΛ1,0 ⊗ ∧qΛ0,1. Explicitly,
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Λ2 splits into (1, 1)-forms and (0, 2)-forms, while Λ3 consists of (1, 2)-forms. In adapted
coordinates,
ω1,1 = ω1,1τz dτ ∧ dz + ω
1,1
zz dz ∧ dz ,
ω0,2 = ω0,2τz (dτ + hdz) ∧ dz ,
ω1,2 = ω1,2τzz dτ ∧ dz ∧ dz .
(5.12)
We can now examine the action of the exterior derivative on Λp,q. Given a holomorphic
one-form ω1,0, we compute in adapted coordinates,
dω1,0 = ∂τω
1,0
z dτ ∧ dz − ∂zω
1,0
z dz ∧ dz ∈ Λ
1,1 . (5.13)
Therefore dω1,0 does not have a (0, 2)-component. As for complex manifolds, this implies
that the exterior derivative dωp,q of a (p, q)-form is an element of Λp+1,q⊕Λp,q+1. We define
an operator ∂˜ by projection onto the second summand,
∂˜ : Λp,q → Λp,q+1 , ∂˜ωp,q = dωp,q
∣∣
Λp,q+1
. (5.14)
We have chosen the notation ∂˜ rather than ∂ to emphasize that the operator does not only
involve differentiation with respect to z. For future reference, we summarize the action
of ∂˜ on (p, q)-forms ωp,q in adapted coordinates:
∂˜ω0,0 = ∂τω
0,0 (dτ + hdz) + ∂zω
0,0 dz ,
∂˜
(
ω1,0z dz
)
= ∂τω
1,0
z dτ ∧ dz − ∂zω
1,0
z dz ∧ dz
∂˜
(
ω0,1τ (dτ + hdz) + ω
0,1
z dz
)
=
(
∂τω
0,1
z − ∂zω
0,1
τ
)
(dτ + hdz) ∧ dz ,
∂˜
(
ω1,1τz dτ ∧ dz + ω
1,1
zz dz ∧ dz
)
=
(
∂zω
1,1
τz + ∂τω
1,1
zz
)
dτ ∧ dz ∧ dz ,
∂˜ω0,2 = ∂˜ω1,2 = 0 .
(5.15)
It follows from d2 = 0 that ∂˜ satisfies
∂˜2 = 0 . (5.16)
We can therefore define its cohomology,
Hp,q(M3) =
{ωp,q ∈ Λp,q|∂˜ωp,q = 0}
∂˜Λp,q−1
. (5.17)
As in the complex case, there is a Poincare´ lemma for the ∂˜-operator: given a ∂˜-closed (p, q)-
form ωp,q on R3 with q ≥ 1, there is a (p, q−1)-form ϕp,q−1 such that ωp,q = ∂˜ϕp,q−1. Again,
it can be shown that Hp,q(M3) is finite dimensional if M3 is compact. We will also need
the cohomology Hp,q(M3, T
1,0M3) of forms with coefficients in the holomorphic tangent
bundle T 1,0M3. This is well defined, since the transition functions of T
1,0M3 in (5.10) are
annihilated by ∂˜.
The cohomology Hp,q(M3) has some unfamiliar features. For instance, we will see
in section 7.1 that H0,1(S3) is non-trivial, even though S3 is simply connected. On the
other hand, the (0, 1)-part ω0,1 of a one-form ω that is closed in the usual sense, dω = 0,
satisfies ∂˜ω0,1 = 0. Therefore, elements of the usual de Rham cohomology H1(M3) can
give rise to non-trivial elements of H0,1(M3).
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5.3 Deformations of THFs
We will now consider infinitesimal deformations ∆ξµ, ∆ηµ, ∆Φ
µ
ν of ξ
µ, ηµ, Φ
µ
ν . In coordi-
nates adapted to the undeformed THF, the requirement that the deformation satisfies (5.1)
fixes all variations in terms of ∆ξµ, ∆ηz, ∆ηz, ∆Φ
τ
τ , ∆Φ
z
z, ∆Φ
z
z. Explicitly,
∆ητ = −ηµ∆ξ
µ ,
∆Φzτ = −i∆ξ
z ,
∆Φzz = −ih∆ξ
z ,
∆Φτ z = −i∆ηz − ih∆ξ
τ − ih2∆ξz + h∆Φτ τ − h∆Φ
z
z ,
(5.18)
and their complex conjugates for ∆Φzτ , ∆Φ
z
z, ∆Φ
τ
z. Additionally requiring that the
deformation preserve the integrability condition (5.2) leads to(
∆Φτ τ − ih∆ξ
z + ih∆ξz
)
∂τh = 0 ,
∂τ
(
∆Φzz − ih∆ξ
z
)
+ 2i∂z∆ξ
z = 0 .
(5.19)
We can always satisfy the first condition by adjusting ∆Φτ τ (see below). The second
condition can be written in a more suggestive form by introducing a (0, 1)-form Θz with
coefficients in the holomorphic tangent bundle T 1,0M3,
Θz = −2i∆ξz (dτ + hdz) +
(
∆Φzz − ih∆ξ
z
)
dz . (5.20)
The second integrability condition in (5.19) can now be written as
∂˜Θz = 0 . (5.21)
Trivial deformations induced by infinitesimal diffeomorphisms, which are parametrized by
a real vector field εµ, are given by
∆ξz = −∂τε
z , ∆Φzz = 2i∂zε
z − ih∂τε
z , (5.22)
or equivalently,
Θz = 2i∂˜εz . (5.23)
We conclude that non-trivial deformations of the THF are parametrized by the cohomology
class of Θz in ∂˜-cohomology with coefficients in T 1,0M3,
[Θz] ∈ H0,1
(
M3, T
1,0M3
)
, (5.24)
in exact analogy to (2.5) for complex manifolds. As was discussed there, not every coho-
mology class necessarily gives rise to an actual modulus, due to higher-order obstructions.
5.4 Compatible metrics
Given ξµ, ηµ, Φ
µ
ν , it is always possible to find a compatible metric gµν , which satisfies
gµνΦ
µ
αΦ
ν
β = gαβ − ηαηβ . (5.25)
– 29 –
J
H
E
P01(2014)124
By multiplying with ξβ we also find that ηµ = gµνξ
ν . In adapted coordinates, such a metric
takes the form
ds2 = η2+ c (τ, z, z)2 dzdz =
(
dτ + h (τ, z, z) dz + h (τ, z, z) dz
)2
+ c (τ, z, z)2 dzdz . (5.26)
Since the induced metric c (τ, z, z)2 dzdz on the normal bundle of the foliation is Hermitian
for every τ , we refer to (5.26) as a transversely Hermitian metric compatible with the
THF. It also follows from (5.26) that we can express Φµν = −ε
µ
νρξ
ρ, where we use the
canonical orientation defined at the end of section 5.1. Therefore, ηµ and Φ
µ
ν can be
viewed as auxiliary objects, which are derived from the orientable THF and the transversely
Hermitian metric defined by ξµ and gµν .
It is useful to note that we can obtain a THF with a transversely Hermitian metric by
dimensionally reducing an integrable complex structure Jµν and a Hermitian metric Gµν
in four dimensions. If Gµν possesses a Killing vector ∂x along which we can reduce, the
nowhere vanishing vector field ξµ = 1√
Gxx
Jµx (µ 6= x) and the three-dimensional met-
ric gµν = Gµν (µ, ν 6= x) define an orientable THF and a compatible transversely Hermitian
metric. We will use this to generate various three-dimensional examples.
We can deform the THF and demand that the deformed metric gµν + ∆gµν remain
transversely Hermitian. At linear order, this leads to the constraint
gµν∆Φ
µ
αΦ
ν
β + gµνΦ
µ
α∆Φ
ν
β +∆gµνΦ
µ
αΦ
ν
β = ∆gαβ −∆ηαηβ − ηα∆ηβ . (5.27)
In coordinates adapted to the undeformed case, we find that ∆gzz is unconstrained (we
are always free to change c(τ, z, z) in (5.26)), while the other components of ∆gµν are
determined in terms of ∆ξµ, ∆ηz, ∆Φ
z
z,
∆gττ = −2ηµ∆ξ
µ ,
∆gτz = ∆ηz − hηµ∆ξ
µ −
c2
2
∆ξz ,
∆gzz =
ic2
2
∆Φzz −
hc2
2
∆ξz + 2h∆ηz ,
(5.28)
and their complex conjugates for ∆gτz, ∆gzz. Note that ∆gµν does not explicitly depend
on ∆Φτ τ . The supersymmetric theory on M3 is defined using the metric and ξ
µ, which
is determined by the Killing spinor ζα, while Φ
µ
ν = −ε
µ
νρξ
ρ is an auxiliary object [16].
Varying the metric and ξµ in this formula, we find that ∆Φτ τ = ih∆ξ
z − ih∆ξz, which
automatically satisfies the first integrability condition in (5.19).
5.5 Abelian gauge fields and holomorphic line bundles
As we saw in section 1.5, supersymmetric configurations for three-dimensional Abelian
background gauge fields correspond to a complex vector field Aµ = Aµ + iσηµ on M3,
whose curvature Fµν = ∂µAν − ∂νAµ satisfies
Fτz = 0 , (5.29)
where τ, z, z are coordinates adapted to the THF on M3. This condition is reminiscent
of the condition (2.9), which defines a holomorphic line bundle over a complex manifold.
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We will now explain how (5.29) leads to an analogous construction in three dimensions.
Locally, we can view Aµ as a one-form and consider its anti-holomorphic part A
0,1 =
Aτ (dτ + hdz) + Azdz. Using (5.15), we see that (5.29) can be expressed as ∂˜A
0,1 = 0.
It follows from the Poincare´ lemma for ∂˜ that we can locally express A 0,1 = ∂˜λ for
some complex function λ(τ, z, z). Therefore, we can locally set A 0,1 = 0 by a complex
gauge transformation. The transition functions that preserve this gauge choice consist
of GL(1,C)-valued functions that are annihilated by ∂˜, i.e. they do not depend on τ and
are holomorphic in z. This is the definition of a holomorphic line bundle over a three-
manifold with a THF.
We can change the structure of the holomorphic line bundle if we deform A 0,1 by a
well-defined (0, 1)-form ∆A 0,1 that preserves (5.29),
∂˜
(
∆A 0,1
)
= 0 . (5.30)
We will quotient by trivial deformations induced by globally defined gauge transformations,
∆A 0,1 = ∂˜ε , (5.31)
where ε(τ, z, z) is a well-defined complex function on M3. Deformations of a holomorphic
line bundle over M3 are thus parametrized by the ∂˜-cohomology class of ∆A
0,1,[
∆A 0,1
]
∈ H0,1 (M3) . (5.32)
6 Parameter dependence of ZM3
In this section we study the dependence of the partition function ZM3 on the THF and the
transversely Hermitian metric onM3, as well as its dependence on the vector field U
µ and
the function κ in (1.23) and (1.24). We also analyze the dependence on Abelian background
gauge fields. As in four dimensions, we consider small deformations around flat space and
rely on the Q-cohomology of the R-multiplet and a flavor current.
Note. In this section, we raise and lower indices using the usual flat-space metric.
6.1 The Q-cohomology of the R-multiplet
The operators in the three-dimensional R-multiplet reside in the following superfields (see
for instance [3, 4, 7]),
Rµ = j
(R)
µ − iθSµ − iθ˜S˜µ − (θγ
ν θ˜)
(
2Tµν + iεµνρ∂
ρJ (Z)
)
− iθθ˜
(
2j(Z)µ + iεµνρ∂
νj(R)ρ
)
+
1
2
θ2θ˜γν∂νSµ
+
1
2
θ˜2θγν∂ν S˜µ +
1
4
θ2θ˜2∂2j(R)µ ,
J (Z) = J (Z) −
1
2
θγµSµ +
1
2
θ˜γµS˜µ + iθθ˜T
µ
µ − (θγ
µθ˜)j(Z)µ
+
1
4
εµνρθ2θ˜γµ∂νSρ −
1
4
εµνρθ˜2θγµ∂ν S˜ρ +
1
4
θ2θ˜2∂2J (Z) .
(6.1)
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Their Q-transformations are given by{
Q, j(R)µ
}
= −iζSµ ,{
Q,Sαµ
}
= 0 ,{
Q, S˜αµ
}
= ζα
(
2j(Z)µ + iεµνρ∂
νj(R)ρ
)
+ (γνζ)α
(
2iTµν + ∂νj
(R)
µ − εµνρ∂
ρJ (Z)
)
,{
Q, Tµν
}
=
i
4
εµρλζγ
ρ∂λSν +
i
4
ενρλζγ
ρ∂λSµ ,{
Q, j(Z)µ
}
= −
i
2
ζγν∂νSµ −
1
2
εµνρζ∂
νSρ ,{
Q, J (Z)
}
= −
1
2
ζγµSµ .
(6.2)
There are six bosonic Q-exact operators,
{
Q, S˜αµ
}
. Multiplying by ζ or ζ†, we find that
they are given by
Tττ = Tττ − ij
(Z)
τ + 2i∂zj
(R)
z ,
Tτz = Tτz − ij
(Z)
z +
i
2
∂zj
(R)
τ − i∂τ j
(R)
z +
1
2
∂zJ
(Z) ,
Tτz = Tτz −
i
2
∂zj
(R)
τ +
1
2
∂zJ
(Z) ,
Tzz = Tzz −
i
2
∂zj
(R)
z −
1
4
∂τJ
(Z) ,
Tzz = Tzz −
i
2
∂zj
(R)
z ,
J
(Z)
z = j
(Z)
z − i∂zJ
(Z) .
(6.3)
These are also the only Q-closed bosonic operators in the R-multiplet.
6.2 Deformations around flat space
The linearized couplings of the three-dimensional R-multiplet to the corresponding bosonic
supergravity fields is given by (1.18),
∆L = −
1
2
∆gµνTµν +A
(R)µj(R)µ + C
µj(Z)µ +HJ
(Z) . (6.4)
Following the discussion in section 5, we deform the THF and the compatible transversely
Hermitian metric around flat space. By linearizing (1.23) and (1.24), we find that the
supergravity background fields are given by
A(R)τ =
i
2
∂z∆ξ
z + i∂z∆ηz − i∂z∆ηz +
i
2
∂τ∆gzz ,
A(R)z =
1
2
∂z∆Φ
z
z − i∂z∆gzz − 2i∂z∆ξ
τ − 2i∂τ∆ηz ,
A(R)z = i∂z∆gzz +
1
2
∂z∆Φ
z
z ,
Cτ = −i∆ξτ + C˜τ , Cz = 2i∆ηz + C˜
z , Cz = 2i∆ηz + C˜
z ,
H = −∂τ∆gzz −
1
2
∂z∆ξ
z −
1
2
∂z∆ξ
z + ∂z∆ηz − ∂z∆ηz + iκ .
(6.5)
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Here C˜µ is such that its dual field strength is given by
− iεµνρ∂νC˜ρ = U
µ + κηµ , (6.6)
where Uµ and κ are the ambiguities in V µ and H, which satisfy the conditions in (1.23),
ΦµνU
ν = −iUµ , ∇µ (U
µ + κηµ) = 0 . (6.7)
We can trade Uµ and κ for a closed two-form,
Wµν =
1
2
εµνρ (U
ρ + κηρ) , dW = 0 . (6.8)
It follows from (6.7) that Uµ only has a z-component, so that Wτz = 0, and hence W is
a (1, 1)-form. Since it is d-closed, it is also ∂˜-closed,
∂˜W = 0 . (6.9)
Just as in four dimensions, we will see that the partition function ZM3 only depends on Uµ
and κ through the cohomology class of W in H1,1(M3).
We can now substitute the background fields (6.5) into (6.4), use the conservation of
the R-current, and drop a total derivative to obtain the following Lagrangian,
∆L = −4∆gzzTzz − 2∆ηz (Tτz − iJz)− 2∆ηzTτz
+∆ξτTττ +∆ξ
zTτz − i∆Φ
z
zTzz + C˜
µj(Z)µ + iκJ
(Z)
+∆ξz
(
Tτz +
1
2
∂zJ
(Z)
)
+ i∆Φzz
(
Tzz +
i
2
∂zj
(R)
z
)
.
(6.10)
This Lagrangian is supersymmetric if ∆ξz and ∆Φzz satisfy the second integrability con-
dition in (5.19) with h = 0, since we are deforming around flat space.
Recalling the Q-exact operators in (6.3), we conclude about the partition function:
• Given a fixed THF, ZM3 does not depend on the compatible transversely Hermitian
metric, i.e. it does not depend on the functions h(τ, z, z) and c(τ, z, z) in (5.26).
• ZM3 does not depend on ∆ξτ , ∆ξz, ∆Φzz.
As in four dimensions, the dependence on ∆ξz and ∆Φzz is cohomological. Recall
from (5.20) and (5.21) that the (0, 1)-form Θz with coefficients in T 1,0M3, which was
defined in terms of ∆ξz and ∆Φzz, satisfies ∂˜Θ
z = 0. According to (5.23), a trivial de-
formation of the THF corresponds to Θz = 2i∂˜εz. Since εµ parametrizes an infinitesimal
diffeomorphism of M3, which cannot affect the partition function, we conclude:
• ZM3 only depends on deformations of the THF through the cohomology class of Θz
in H0,1
(
M3, T 1,0M3
)
. It is a locally holomorphic function of the corresponding
moduli.
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To prove that ZM3 only depends on C˜µ and κ through the ∂˜-cohomology class of
the (1, 1)-formW in (6.8), we assume thatW = ∂˜ϕ1,0 for some well-defined (1, 0)-form ϕ1,0,
so that C˜µ and κ are derivatives of ϕ
1,0
z . Substituting into (6.10) and dropping a total
derivative, we find that the terms containing ϕ1,0z are given by
∆L = 4iϕ1,0z J
(Z)
z + · · · . (6.11)
Since J
(Z)
z is Q-exact, we have shown:
• ZM3 only depends on W through its cohomology class in H1,1(M3).
As in four dimensions, the dependence on W drops out completely, if the R-multiplet
can be improved to an FZ-multiplet, which happens whenever the theory does not possess
any parameters that can contribute to the central charge in the flat-space supersymmetry
algebra, such as real masses or FI-terms [7]. Certain choices of W may lead to non-trivial
flux for the graviphoton Cµ. For instance, this happens for the S
2 × S1 background that
preserves four supercharges, which is discussed in section 7.2. In this case the central
charge, which couples to the graviphoton, must be quantized in terms of these fluxes. This
is similar to the quantization of FI-terms discussed at the end of section 3.2.
6.3 Background gauge fields
We now consider the dependence of ZM3 on Abelian background gauge fields. A flavor
current jµ resides in a real linear multiplet,
J = J + iθj + iθ˜j˜ + iθθ˜K −
(
θγµθ˜
)
jµ −
1
2
θ2θ˜γµ∂µj −
1
2
θ˜2θγµ∂µj˜ +
1
4
θ2θ˜2∂2J , (6.12)
which implies the following Q-transformations:{
Q, J
}
= iζj ,{
Q, jα
}
= 0 ,{
Q, j˜α
}
= −i (γµζ)α (jµ − i∂µJ) + ζαK ,{
Q, jµ
}
= iεµνρζγ
ρ∂νj ,{
Q,K
}
= −iζγµ∂µj .
(6.13)
Multiplying by ζ or ζ†, we find that the bosonic Q-exact operators {Q, j˜α} are given by
Jz = jz − i∂zJ , K = K − ijτ − ∂τJ . (6.14)
These are also the only Q-closed operators.
At the linearized level, J couples to the bosonic fields in a background vector multiplet
as follows,
∆L = Aµjµ + σK +DJ . (6.15)
The background field D is given by the linearization of (1.27),
D = ∂τσ − 2i (∂zAz − ∂zAz) . (6.16)
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Substituting into (6.15) and dropping a total derivative, we find
∆L = Aτ jτ + 2AzJz + 2Az (jz + i∂zJ) + σK , (6.17)
written in terms of the gauge field Aµ = Aµ+iσηµ defined in (1.26). The Lagrangian (6.17)
is supersymmetric provided the field strength Fµν of Aµ satisfies Fτz = 0. This implies
that Aµ determines a holomorphic line bundle, as explained in section 5.5.
Since Jz and K are Q-exact, the partition function only depends on Aτ and Az,
i.e. the (0, 1)-part of Aµ. As before, invariance under complex gauge transformations
renders this dependence cohomological, so that we conclude:
• ZM3 only depends on the cohomology class of A 0,1 in H0,1(M3). Hence, it is a
locally holomorphic function of the corresponding line bundle moduli.
7 Examples in three dimensions
In this section we explore three-manifoldsM3 that are diffeomorphic to S
3 and S2×S1. In
each case we analyze the moduli space of THFs and holomorphic line bundles. We discuss
the implications for the partition functions ZM3 on these manifolds, making contact with
the literature on squashed spheres and supersymmetric indices in three dimensions.
7.1 Squashed spheres
Much recent work has focused on the partition functions ZS3 of three-dimensional N = 2
theories with a U(1)R symmetry on round and squashed S
3 backgrounds. Here we will
refer to any manifold that is diffeomorphic to S3, but not isometric to the round case, as
a squashed sphere. The partition function on a round S3 with four supercharges residing
in SU(2|1) was computed in [40–42] using localization. This was subsequently generalized
to various squashed spheres [43–51], all of which preserve at least two supercharges.29 By
looking at the explicit expressions for the partition functions in these examples, one is lead
to the following observations:
a) ZS3 only depends on the squashing through a single complex parameter, usually
called b, where b = 1 corresponds to the round S3 of [40–42].
b) Some squashings do not affect ZS3 , i.e. they give b = 1, even though they are not
isometric to the round case.
We will address these observations using our general framework. In order to explain a), we
show that all known examples belong to a one-parameter family of THFs on S3, while b)
follows from the observation that some squashings deform the transversely Hermitian metric
without changing the THF. We will also describe THFs on S3 that do not belong to this
one-parameter family.
A global description of all THFs on manifolds diffeomorphic to S3 is beyond the scope of
this paper (see [26–28] for a full classification). Instead, we will analyze small deformations
29The squashed spheres discussed in [44, 45] preserve all four supercharges (see also [16]).
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of the THF that corresponds to the round spheres of [40–42]. In adapted τ, z, z coordinates,
it takes the following form,
ξ = ∂τ , η = dτ +
i
2
zdz − zdz
1 + |z|2
, ds2 = η2 +
dzdz
(1 + |z|2)2
, (7.1)
where τ ∼ τ + 2pi runs along a Hopf fiber over the CP1 base parametrized by z. To cover
the point z = ∞, we must change adapted coordinates to z′ = 1
z
and τ ′ = τ − i2 log
z
z
.
Since the radius r of the sphere does not affect the partition function, we have set r = 1.
Note that ξ is a Killing vector, which is a special feature of this example.
We start with the simpler problem of computing the cohomology H0,1(S3), defined
in (5.17). As discussed in section 5.5, it parametrizes moduli of holomorphic line bundles
over S3. (Topologically, all complex line bundles over S3 are trivial.) According to (5.15),
we must find (0, 1)-forms ω0,1 = ω0,1τ (dτ + hdz) + ω
0,1
z that satisfy
∂τω
0,1
z = ∂zω
0,1
τ , (7.2)
modulo those (0, 1)-forms that can be written in terms of a well-defined complex func-
tion ε(τ, z, z) on S3,
ω0,1τ = ∂τε , ω
0,1
z = ∂zε . (7.3)
We can restrict ourselves to ∂τω
0,1
τ = 0, since terms with non-trivial τ -dependence can
be removed by choosing a suitable ε in (7.3). (To see this, Fourier-expand ω0,1τ in the
periodic variable τ and integrate term by term.) Therefore ω0,1τ (z, z) descends to a well-
defined scalar on the CP1 base. Now, the only way to satisfy (7.2) with well-defined ω0,1z
is to separately set both sides of this equation to zero. First, it follows that ω0,1τ is a
holomorphic function on CP1, and therefore constant, ω0,1τ = γ ∈ C. Second, we find
that ω0,1z does not depend on τ . The transformation rules between adapted coordinates
discussed in section 5.1 show that ω0,1z does not descend to a (0, 1)-form on CP
1, but the
combination ω0,1z − hω
0,1
τ does, because h = ηz does not depend on τ . Every (0, 1)-form
on CP1 can be written as ∂zε for a well-defined function ε(z, z) on CP
1 (the Dolbeault
Cohomology H0,1(CP1) vanishes). We thus find that non-trivial elements of H0,1(S3) are
complex multiples of the one-form η in (7.1), i.e. ω0,1 = γη with γ ∈ C. This shows that
the partition functions ZS3 depend on a supersymmetry-preserving Abelian background
gauge field through a single complex parameter, consistent with all known examples.
As in four-dimensional examples, we can determineH0,1(S3, T 1,0S3) by multiplying γη,
which represents H0,1(S3), with a holomorphic vector field X = Xz (∂z − h∂τ ). As long
as Xz is annihilated by ∂˜, i.e. it does not depend on τ and is holomorphic in z, we find
that Θ = γX ⊗ η is a non-trivial element of H0,1(S3, T 1,0S3).30 Since Xz does not depend
on τ , it reduces to a holomorphic vector field (with holomorphic coefficients) on CP1, of
which there are only three. We divide the resulting THFs into two types:
1.) The first type correspond to X = z (∂z − h∂τ ), so that Θ
(γ) = γX ⊗ η defines a
one-parameter family of deformations.
2.) The second type correspond to X = (∂z − h∂τ ) or X = z
2 (∂z − h∂τ ). The parame-
ter λ in the infinitesimal deformation Θ(λ) = λX ⊗ η can be removed by rescaling z.
30It can be checked that this procedure generates all of H0,1(S3, T 1,0S3).
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Like Hopf surfaces of the second type, discussed in section 4.1, these THFs should
not possess any moduli. In appendix D we construct such a rigid THF, which only
preserves a single supercharge, by reducing a Hopf surface of second type to S3.
Here we will focus on THFs of the first type. They can be realized by reducing
the complex structure and the Hermitian metric (4.7) on primary Hopf surfaces Mp,q4
along ∂x. (Various reductions from S
3 × S1 to squashed three-spheres were discussed
in [44, 45, 54, 73, 74].) Since this family of THFs is one-dimensional, the corresponding
partition functions ZS3 should only depend on the geometry through a single complex
parameter — the squashing parameter b. Given a particular squashing, we can expand the
metric and the THF around (7.1) and ask what values of γ are realized by this squashing.
(In the vicinity of (7.1) it is possible to establish a precise mapping between b and γ, but
we will not need it here.)
All known examples of squashed spheres realize THFs of the first type. The squashed
spheres studied in [48], which are reviewed in appendix E, realize deformations with com-
plex γ. In special cases, they are equivalent to the ellipsoid squashings with U(1) × U(1)
isometry studied in [43], which only give rise to real γ, and the squashings of [44, 45]. Some
of the squashings discussed in [43, 46] give γ = 0, i.e. they do not change the THF, even
though they deform the transversely Hermitian metric, and this explains why they do not
affect the partition function. On the other hand, the results of [49–51] show that γ 6= 0
can be realized on S3 with a round metric. Finally, the authors of [47] considered a sin-
gular space with topology S3, which realizes a THF of the first type once the singularities
are resolved.
7.2 S2 × S1 without flux and the supersymmetric index
Any N = 2 theory with a U(1)R symmetry can be placed on S
2 × R with the usual round
metric while preserving four supercharges residing in SU(2|1), which contains the SU(2)
isometry of the sphere [75]. As in four dimensions, a suitable trace over states on S2 in
Hamiltonian quantization defines a supersymmetric index I(y, u), where y and u are (gen-
erally complex) fugacities that couple to the Hamiltonian H, which generates translations
along R, and an Abelian flavor chargeQf that commutes with the supercharges [75–78]. (As
in four dimensions, generic values of the chemical potentials are only consistent with two
supercharges.) Up to local counterterms, this index corresponds to a partition function on
a space diffeomorphic to S2×S1. Here we describe the family of THFs that corresponds to
the index and interpret the fugacities y, u as geometric moduli. A distinct family of THFs
on S2 × S1 is discussed in the next subsection.
Our starting point is a round metric on S2 × S1,
ds2 = dx2 + dθ2 + sin2 θ dϕ2 , (7.4)
where x ∼ x + 1, ϕ ∼ ϕ + 2pi, 0 ≤ θ ≤ pi, and we have set the radius of S2 to one. Up
to rotations of S2, the THF that describes the case with four supercharges in SU(2|1) is
given by
ξ = cos θ∂x + sin θ∂θ . (7.5)
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Note that the flux of ξ through S2 vanishes. This is related to the fact that there is no
flux of the R-symmetry gauge field A
(R)
µ through S2, which can be checked using (1.24),
and hence there is no restriction on the allowed R-charges.
As long as θ 6= pi, we can introduce adapted coordinates
τ = x− 2 log
(
cos
θ
2
)
, z = e−x+iϕ sin θ , (7.6)
in which ξ = ∂τ . The periodicity of x implies the following identifications,
(τ, z) ∼
(
τ + 1, e−1z
)
. (7.7)
In these coordinates, the metric (7.4) takes the form
ds2 = η2 +
16e2τdzdz
(4 + e2τ |z|2)2
, η = dτ +
e2τ (zdz + zdz)
4 + e2τ |z|2
, (7.8)
so that ξ is not a Killing vector. The coordinate τ becomes singular at θ = pi. For θ 6= 0,
we can instead use
τ ′ = −x+ 2 log
(
sin
θ
2
)
= τ + log
|z|2
4
. (7.9)
As before, we begin by examining H0,1(S2×S1), which parametrizes holomorphic line
bundle moduli. This cohomology is computed in appendix F, where we show that it is one-
dimensional. The generator is given by (dx)0,1, the (0, 1)-component of the one-form dx
representing the usual de Rham cohomology H1(S2 × S1). (Proving that this is the only
non-trivial element of H0,1(S2 × S1) is complicated by the fact that ξ is not a Killing
vector.) Thus, there is a single holomorphic line bundle modulus on this S2 × S1, which
corresponds to the fugacity u for the Abelian flavor charge Qf in the index I(y, u).
As in previous examples, the cohomology H0,1(S2×S1, T 1,0S2×S1) that parametrizes
deformations of the THF can be obtained by tensoring the generator (dx)0,1 of H0,1(S2 ×
S1) with a holomorphic vector field X, whose coefficients are holomorphic functions of z.
Due to the identifications (7.7), the only such vector fields are complex multiples of X =
z (∂z − h∂τ ). Therefore, H
0,1(S2×S1, T 1,0S2×S1) is also one-dimensional, and hence the
THF in (7.5) belongs to a one-parameter family. (This also follows from the classification
of [26–28].) As in four dimensions, the corresponding modulus can be identified with the
fugacity y in the index I(y, u). It is straightforward to write down explicit metrics and
THFs on S2 × S1 that realize these deformations. For general complex y, they can be
chosen to preserve two supercharges of opposite R-charge.
7.3 S2 × S1 with flux
There is another THF on S2 × S1 with the round metric (7.4), which is obtained by
taking ξ to be the Killing vector ξ = ∂x. Note that this choice of ξ is topologically distinct
from (7.5), since it has flux through the S2. It follows from (1.24) that the R-symmetry
gauge field A(R) has a unit-flux monopole through S2, so that well-defined bosonic fields
must carry integer R-charge.
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We can introduce adapted coordinates τ = x and z = tan θ2e
iϕ, which is a holomorphic
coordinate on the CP1 base. Note that η = dτ , so that h = 0. It is straightforward
to repeat the arguments of section 7.1 to conclude that the cohomology H0,1(S2 × S1)
is one-dimensional and generated by η. Hence, there is a single holomorphic line bundle
modulus on S2 × S1. Deformations of the THF are obtained by tensoring with a suitable
holomorphic vector field X on CP1. As on S3, we find two types of deformations:
1.) Choosing X = z∂z gives rise to a one-parameter family of THFs. They can be
obtained from four dimensions. For instance, we can reduce the S2× T 2 background
discussed in section 4.6 along a cycle of the torus, or we can reduce the Hopf surfaces
discussed in sections 4.1 and 4.2 along a suitable Hopf fiber. In both cases we loose
one of the two complex structure moduli and end up with a single modulus in three
dimensions.
2.) Choosing X = ∂z or X = z
2∂z corresponds to a THF without any moduli, since the
deformation parameter can be eliminated by rescaling z.31
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A Conventions
We follow the conventions of [9] in four dimensions, and those of [16] in three-dimensions,
with the following exceptions:
• We denote the R-symmetry gauge field in four and three dimensions by A
(R)
µ . It is
related to the gauge field Aµ used in [9, 16] as follows:
A(R)µ = Aµ −
3
2
Vµ . (A.1)
• In four dimensions, the complex structures Jhere and J˜here are determined in terms
of the Killing spinors ζα and ζ˜
α˙ according to (1.6) and (1.9). They differ from the
complex structures used in [9] by a sign, so that Jhere = −Jthere and J˜here = −J˜there.
This preserves the orientation, but exchanges holomorphic and anti-holomorphic in-
dices. For instance, the Killing vector Kµ = ζσµζ˜ is anti-holomorphic with respect
to Jhere and J˜here, but it was holomorphic in [9].
• In four dimensions, we parametrize the ambiguity in the background fields through
the ∂-closed (2, 1) formWijk in (1.7), rather than a conserved, anti-holomorphic piece
in V µ, which was called Uµ in [9].
• In three dimensions, we defined
(
Φhere
)µ
ν
= −εµνρξρ. This differs from the definition
in [16] by a sign, so that Φhere = −Φthere.
• In [16], the mathematical structure required for the existence of a supercharge in three
dimensions was characterized as an almost contact metric structure satisfying (5.1)
and (5.2). Here we have stated this requirement in terms of an equivalent, well-
studied mathematical structure: a THF with a compatible transversely Hermitian
metric.
Below, we collect several formulas that are useful for computations in four- and three-
dimensional flat space.
A.1 Four dimensions
In flat Euclidean R4, we define holomorphic coordinates,
w = x1 + ix2 , z = x3 + ix4 , (A.2)
so that the usual orientation ε1234 = 1 corresponds to εwwzz = −
1
4 . In these coordinates,
the sigma matrices σµαα˙, σ˜
µα˙α are given by
σw = −σ˜w =
(
0 2
0 0
)
, σw = −σ˜w =
(
0 0
2 0
)
,
σz = −σ˜z =
(
2 0
0 0
)
, σz = −σ˜z =
(
0 0
0 −2
)
,
(A.3)
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while the matrices
(
σµν
)
α
β
,
(
σ˜µν
)α˙
β˙
take the following form:
σww = σzz = σ˜ww = −σ˜zz =
1
4
(
1 0
0 −1
)
,
σwz = σ˜wz =
1
2
(
0 0
−1 0
)
, σwz = −σ˜zw =
1
2
(
0 1
0 0
)
.
(A.4)
Given two supercharges Q, Q˜, which are parametrized by constant spinors ζα, ζ˜
α˙, we define
the supersymmetry variations {Q,S} and {Q˜,S} of a superfield S(x, θ, θ˜) as follows:
{Q,S} = iζαQαS , {Q˜,S} = iζ˜α˙Q˜
α˙S ,
Qα =
∂
∂θα
− i(σµθ˜)α∂µ , Q˜α˙ = −
∂
∂θ˜α˙
+ i(θσµ)α˙∂µ .
(A.5)
A.2 Three dimensions
In flat Euclidean R3, we define adapted coordinates,
τ = x1 , z = x2 + ix3 , (A.6)
so that the usual orientation ε123 = 1 corresponds to ετzz =
i
2 . In these coordinates, the
gamma matrices
(
γµ
)
α
β
are given by
γτ =
(
1 0
0 −1
)
, γz =
(
0 −2
0 0
)
, γz =
(
0 0
−2 0
)
. (A.7)
The supersymmetry variation of a superfield S(x, θ, θ˜) under the supercharge Q
parametrized by ζα takes the form
{Q,S} = iζαQαS , Qα =
∂
∂θα
− i(σµθ˜)α∂µ . (A.8)
B Basic aspects of complex manifolds
Here we review a few standard facts about complex manifolds, see for instance [52, 79].
Given a differentiable manifold M, an almost complex structure Jµν satisfies
JµνJ
ν
ρ = −δ
µ
ρ . (B.1)
We say that Jµν is an integrable complex structure if
Jλν∂λJ
µ
ρ − J
λ
ρ∂λJ
µ
ν − J
µ
λ∂νJ
λ
ρ + J
µ
λ∂ρJ
λ
ν = 0 . (B.2)
The expression on the left-hand side of this equation is known as the Nijenhuis tensor
of Jµν . It follows from (B.2) that we can cover M with adapted coordinate patches of
holomorphic local coordinates
zi = xi + iyi , (i = 1, . . . , n) , (B.3)
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and their complex conjugates zi, in which the non-vanishing components of Jµν are
J ij = iδ
i
j , J
i
j = −iδ
i
j . (B.4)
The xi, yi in (B.3) are real local coordinates on the 2n-manifoldM, which is therefore even-
dimensional. (The dimension ofM as a complex manifold is n.) In order to preserve (B.4),
the transition functions z′i = f i(z) between two adapted patches must be holomorphic,
∂jf
i(z) = 0. In each adapted patch we can define a canonical orientation dx1 ∧ dy1 ∧
· · · ∧ dxn ∧ dyn. This consistently defines an orientation on M, since the corresponding
transition functions
∣∣det(∂jf i)∣∣2 are positive.
We can use Jµν to split the complexified tangent and cotangent bundles into holomor-
phic vectors X ∈ T 1,0 and holomorphic one-forms ω1,0 ∈ Λ1,0,
JµνX
ν = iXµ , ω1,0µ J
µ
ν = iω
1,0
ν , (B.5)
and their anti-holomorphic counterparts in T 0,1 and Λ0,1, which satisfy (B.5) with i→ −i.
More generally, we can split the space Λk of complex k-forms into a direct sum,
Λk =
⊕
p+q=k
Λp,q , Λp,q =
∧p
Λ1,0
⊗∧q
Λ0,1 , 0 ≤ p, q ≤ k . (B.6)
In adapted coordinates, a holomorphic vector takes the form
X = Xi(z, z) ∂i , (B.7)
while a general (p, q)-form is given by
ωp,q =
1
p! q!
ωp,q
i1...ipj1...jq
(z, z) dzi1 ∧ · · · ∧ dzip ∧ dzj1 ∧ · · · ∧ dzjq . (B.8)
It follows that the exterior derivative dωp,q splits into ∂ωp,q ∈ Λp+1,q and ∂ωp,q ∈ Λp,q+1,
which we write as d = ∂ + ∂. Note in particular that the exterior derivative dω1,0 of a
holomorphic one-form does not have a (0, 2) component. This property is equivalent to the
integrability condition (B.2).
The fact that d2 = 0 implies that ∂, ∂ satisfy
∂2 = 0 , ∂
2
= 0 , ∂∂ + ∂∂ = 0 . (B.9)
The Dolbeault cohomology Hp,q(M) of M is defined to be the cohomology of ∂,
Hp,q(M) =
{ωp,q ∈ Λp,q|∂ωp,q = 0}
∂Λp,q−1
. (B.10)
There is a Poincare´ lemma for the the ∂-operator, which implies that the cohomology of ∂
is locally trivial: given a ∂-closed (p, q)-form ωp,q with q ≥ 1 on Cn, there is a (p, q −
1)-form ϕp,q−1 such that ωp,q = ∂ϕp,q−1. If M is compact, we can represent elements
of Hp,q(M) by harmonic forms, which comprise a finite dimensional complex vector space.
Hence, the Dolbeault cohomology is also finite dimensional.
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C Two supercharges of opposite R-charge in four dimensions
In this appendix we establish the results outlined in section 3.4 by carrying out the lin-
earized analysis around flat space in the presence of two supercharges Q and Q˜ of oppo-
site R-charge. See section 1.1 and [9] for additional details on the background geometry in
in this case.
C.1 The Q˜-cohomology of the R-multiplet
Like the Q-transformations (3.2) of the operators in the R-multiplet, their transformations
under the second supercharge Q˜, parametrized by ζ˜α˙, follow from (3.1),{
Q˜, j(R)µ
}
= iζ˜S˜µ ,{
Q˜, Sαµ
}
= 2i(σν ζ˜)αT˜µν ,{
Q˜, S˜α˙µ
}
= 0 ,{
Q˜, Tµν
}
=
1
2
ζ˜ σ˜µρ∂
ρS˜ν +
1
2
ζ˜ σ˜νρ∂
ρS˜µ ,{
Q˜,Fµν
}
= −
i
2
ζ˜ σ˜νσρ∂µS˜
ρ +
i
2
ζ˜ σ˜µσρ∂ν S˜
ρ .
(C.1)
Here we have defined
T˜µν = Tµν + i∂νj
(R)
µ = Tµν +
i
4
εµνρλF
ρλ −
i
4
εµνρλ∂
ρj(R)λ +
i
2
∂νj
(R)
µ . (C.2)
In particular, we will need
T˜ww = Tww +
i
2
∂wj
(R)
w ,
T˜wz = Twz +
i
2
Fwz −
i
4
∂wj
(R)
z +
3i
4
∂zj
(R)
w ,
(C.3)
and two more with w ↔ z.
In order to extract the Q˜-exact bosonic operators from
{
Q˜, Sαµ
}
, we follow the discus-
sion around (3.4) and multiply by ζ˜† σ˜ρ to obtain a projector proportional to δνρ + i J˜νρ.
Here J˜µν is the integrable complex structure determined by ζ˜
α˙ (see footnote 9). If we
choose holomorphic coordinates w, z adapted to Jµν such thatK = ∂w, the coordinates that
are holomorphic with respect to J˜µν are w, z. Since δ
ν
ρ + i J˜
ν
ρ projects onto coordinates
that are anti-holomorphic with respect to J˜µν , we conclude that the eight bosonic Q˜-exact
operators are T˜µw and T˜µz. As before, there are no other Q˜-closed operators. Note that
none of these operators are Q-closed, since the two supercharges anti-commute to K = ∂w,
which does not annihilate any of the operators in the R-multiplet.
C.2 Deformations around flat space
We now proceed as in section 3.2 and consider deformations ∆Jµν and ∆gµν of the
complex structure and the metric around their flat space values, subject to the con-
straints (2.1), (2.2), and (2.8). The only new ingredient is the anti-holomorphic Killing
vector K, which must be deformed so that Kµ+∆Kµ is anti-holomorphic with respect to
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the deformed complex structure and a Killing vector of the deformed metric. This leads to
further constraints on ∆Jµν and ∆gµν , whose detailed form will not be needed here.
In terms of the operators T˜ij in (C.3), the deformation Lagrangian (3.8) can be ex-
pressed as32
∆L = −∆gijTij − i
∑
j=j
(
∆J ijTji −∆J
i
j T˜ij
)
. (C.4)
Since T˜iz is Q˜-exact, we conclude that the partition function does not depend on ∆J
i
z. In
section 3.2, we verified that the Lagrangian in (C.4) is Q-closed up to a total derivative.
If we want to check that it is also Q˜-closed up to a total derivative, we must use the
more stringent constraints on ∆Jµν and ∆gµν that follow from the presence of the anti-
holomorphic Killing vector.
C.3 Background gauge fields
The presence of a second supercharge Q˜ also reduces the dependence of partition function on
Abelian background gauge fields. The Q˜-transformations of the flavor current multiplet J
follow from (3.11), {
Q˜, J
}
= −iζ˜ j˜ ,{
Q˜, jα
}
= −i(σµζ˜)αJ˜µ ,{
Q˜, j˜α˙
}
= 0 ,{
Q˜, jµ
}
= −2ζ˜ σ˜µν∂
ν j˜ ,
(C.5)
where J˜µ = jµ + i∂µJ . As before, we multiply
{
Q˜, jα
}
by ζ˜†σ˜ρ to obtain a projector onto
the anti-holomorphic indices of the complex structure J˜µν . This shows that J˜w and J˜z
are Q˜-exact. Comparing with the Lagrangian (3.16) for the background gauge field, we
conclude that the partition function does not depend on Az.
D S3 × S1 and S3 backgrounds admitting one supercharge
In this appendix we will briefly discuss primary Hopf surface of the second type, which
are obtained from C2 − (0, 0) with coordinates w, z through the identification (4.2). For
simplicity, we restrict ourselves to the case n = 1 in (4.2),
(w, z) ∼ (qw + λz, qz) , 0 < |q| < 1 , λ ∈ C∗ . (D.1)
Recall that any λ 6= 0 gives rise to the same complex structure (for instance, we could
set λ = 1 by rescaling z), while q is a genuine complex structure modulus. Like all primary
Hopf surfaces, the resulting quotient space is diffeomorphic to S3 × S1. However, we will
show that it does not admit a Hermitian metric with a suitable holomorphic Killing vector,
and hence it only preserves one supercharge. We will then construct an explicit example
of a Hermitian metric with two real Killing vectors, which admits a reduction to a metric
on S3. This leads to a THF of the second type, whose existence was inferred from an
infinitesimal deformation analysis in section 7.1.
32For the purpose of this discussion, we omit the term involving Wijk .
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D.1 Absence of holomorphic killing vectors
As explained in [9] and reviewed in section 1.1, the presence of two supercharges of op-
posite R-charge requires a Hermitian metric with a holomorphic Killing vector, whose
coefficient functions are also holomorphic.33 Here we will show that the Hopf surfaces
corresponding to (D.1) do not admit such a Killing vector. The most general holomorphic
vector field with holomorphic coefficients is given by (see for instance example 2.15 in [52])
a (w∂w + z∂z) + bz∂w . (D.2)
We will argue that it is not possible to construct a well-behaved Hermitian metric on
C
2 − (0, 0) that is invariant under the identifications (D.1) and admits (D.2) as a Killing
vector. In order to simplify the formulas, we will set λ = q in this subsection. This does
not affect the argument.
It is convenient to introduce the coordinates
v1 =
w
z
, v2 = − log z , (D.3)
which are subject to the following identifications:(
v1, v2
)
∼
(
v1, v2 + 2pii
)
∼
(
v1 + 1, v2 − log q
)
. (D.4)
In these coordinates, the holomorphic vector field (D.2) takes the simple form
a∂v1 + b∂v2 . (D.5)
Since the one-forms dv1,2 are invariant under (D.4), the most general Hermitian metric
consistent with the identifications is given by ds2 = gijdv
idvj , where the coefficient func-
tions gij must also be invariant under (D.4). It is clear from (D.3) that v
i →∞ as z → 0
for fixed w 6= 0. (The precise way in which they approach infinity depends on the phase
of z, as well as on w.) Requiring the metric to be smooth and positive definite in the
original w, z coordinates leads to various constraints, such as
g11 → C|z|
2 as z → 0 with w 6= 0 fixed and C > 0 , (D.6)
where C may depend on w. We will use this establish a contradiction.
If a = 0 in (D.5), the metric components gij do not depend on v
2. It follows from (D.6)
that g11 is proportional to
1
|v1|2 as v
1 → ∞, but this is inconsistent with the identifica-
tion v1 ∼ v1 +1. Therefore a 6= 0 and we can set a = 1 without loss of generality. Now gij
can only depend on y = bv1− v2 (and its complex conjugate), which is subject to the iden-
tifications y ∼ y+2pii ∼ y+ b+ log q. For generic b, q, this describes a compact two-torus,
and hence g11 cannot have the correct limiting behavior (D.6). The exceptional case occurs
when b+log q is purely imaginary, so that the real part Re y is not identified. Since |q| < 1,
this case requires b 6= 0. As z → 0, we then have y = bv1 +O(log v1). Again, (D.6) is not
consistent with the identifications of y.
33This requirement was previously expressed in terms of an anti-holomorphic Killing vector, but since
the metric is real its complex conjugate is also a Killing vector.
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D.2 Hermitian metrics and reduction to three dimensions
Here we will write down a class of metrics on the Hopf surfaces discussed above. They
possess two commuting Killing vectors that enable a reduction to three dimensions.34 As
before, we introduce real variables x, θ, ϕ, χ, subject to the same identifications as in (4.4),
so that w, z are given by
w = qx cos
θ
2
eiϕ +
λx
q
z , z = qx sin
θ
2
eiχ . (D.7)
Now x is only well defined if |λ| is sufficiently small. (The precise bound, which depends
on q, will not be important.) We can construct two holomorphic one-forms that are invari-
ant under the identification (D.1),
e1 = q−x
(
dw −
λx
q
dz
)
, e2 = q−xdz . (D.8)
Given a constant 2× 2 Hermitian matrix Aij , which does not depend on w, z and satisfies
a suitable positivity requirement, ds2 = Aije
iej is a well-defined, smooth Hermitian metric
on the Hopf surface. By expressing it in terms of x, θ, ϕ, χ, it can be checked that ∂x
and ∂ϕ + ∂χ are Killing vectors.
We can now reduce to three dimensions along the Killing vector ∂x to obtain a THF
with a compatible transversely Hermitian metric on a squashed S3. In order to simplify
the formulas, we will choose q real and positive, i.e. 0 < q < 1, and take
λ = −εq log q , Aij =
(
1 ε
ε 1 + ε2
)
, ε > 0 , (D.9)
with ε sufficiently small to ensure that x is a good coordinate. We also switch to coordi-
nates θ, ψ, χ with ψ = ϕ− χ. The one-form η is then given by
η = −
ε
2
cos2
θ
2
sinψdθ + cos2
θ
2
dψ +
(
1 +
ε
2
sin θ cosψ
)
dχ , (D.10)
while the compatible metric takes the form gµν = ηµην + g˜µν with
g˜θθ =
1
4
(
1 +
ε2
4
sin2 θ − ε cosψ sin θ
)
,
g˜θψ = −
ε
8
sin2 θ sinψ ,
g˜θχ = −
ε
2
sin2
θ
2
sinψ ,
g˜ψψ =
1
4
sin2 θ ,
g˜ψχ =
ε
2
cosψ sin θ sin2
θ
2
,
g˜χχ = ε
2 sin4
θ
2
.
(D.11)
34See [80] for a discussion of metrics that have various other desirable properties.
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It can be checked explicitly that ηµ and gµν satisfy the integrability condition (5.2), and
hence this squashed sphere admits one supercharge. The metric only depends on θ and ψ,
so that ∂χ is a Killing vector.
35 However, the Killing vector is not proportional to ηµ,
and hence this space does not admit a second supercharge of opposite R-charge [16]. For
small ε, the expressions in (D.10) and (D.11) approach the THF on a round S3 of unit
radius, which was discussed in section 7.1. If we switch to coordinates adapted to the round
case and expand to first order in ε, we find that (D.10) and (D.11) realize an infinitesimal
deformation of the second type, with Θ = −2εz2 (∂z − h∂τ ) ⊗ η. Thus, primary Hopf
surfaces of the second type give rise to THFs of the second type on S3.
E Squashed three-spheres of the first type
In this appendix we briefly review various known squashings of S3 that preserve at least
two supercharges. We expand them around (7.1) and show that they correspond to defor-
mations of the first type.
Our starting point is the metric studied in [48], which depends on two real parame-
ters γr, γi,
ds2 =
dθ2
f (θ)
+ f (θ) sin2 θ
(
dϕ
(2 + γi)
2 + γ2r
+
dχ
(2− γi)
2 + γ2r
)2
+
(
2 + 2 cos θ + γi sin
2 θ
(2 + γi)
2 + γ2r
dϕ−
2− 2 cos θ − γi sin
2 θ
(2− γi)
2 + γ2r
dχ
)2
,
f (θ) = (2− γi cos θ)
2 + γ2r .
(E.1)
As before, 0 ≤ θ ≤ pi and ϕ, χ and angles with periodicity 2pi. This metric has two
commuting Killing vectors ∂ϕ, ∂χ. The THF corresponding to the supercharge considered
in [48] is defined by
ξ = γr sin θ∂θ −
(2 + γi)
2 + γ2r
4f (θ)
(
4− 2γi −
(
2γi − γ
2
i − γ
2
r
)
cos θ
)
∂ϕ
−
(2− γi)
2 + γ2r
4f (θ)
(
4 + 2γi −
(
2γi + γ
2
i + γ
2
r
)
cos θ
)
∂χ .
(E.2)
As γr, γi → 0, (E.1) and (E.2) approach the THF on the round sphere in (7.1). Switching
to the coordinates adapted to the round case, we find that ξ in (E.2) corresponds to
a deformation of the first type, i.e. Θ = γz (∂z − h∂τ ) ⊗ η, with complex deformation
parameter γ = −2i (γr + iγi).
The metric (E.1) is also viable for purely imaginary γr = −iγ˜r with real γ˜r, but now ξ
in (E.2) is complex, which is not allowed. In this case [48] choose
ξ = − (2− γi + γ˜r)
(2 + γi)
2 − γ˜2r
8 + 4 (γ˜r − γi) cos θ
∂ϕ − (2 + γi − γ˜r)
(2− γi)
2 − γ˜2r
8 + 4 (γ˜r − γi) cos θ
∂χ . (E.3)
35When we change variables from ϕ, χ to ψ, χ, we have ∂ϕ|χ + ∂χ|ϕ = ∂χ|ψ.
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As γi, γ˜r → 0 we again find a deformation of the first type, with γ = 2 (γ˜r + γi), so that
the deformation parameter is real.
For some choices of γr,i, we recover other cases studied in the literature:
1.) If γr = −iγ˜r is purely imaginary and γ˜r = γi, then (E.1) is isometric to the ellipsoid
with U(1) × U(1) isometry studied in [43]. According to the preceding discussion,
this is a deformation of the first type with real deformation parameter γ = 4γ˜r.
2.) If γi = 0, then (E.1) is isometric to the squashed sphere with SU(2) × U(1) isom-
etry studied in [44, 45], which preserves four supercharges. This corresponds to a
deformation of the first type with γ = −2iγr, which may be real or purely imaginary.
F Computing H0,1(S2 × S1)
In this appendix we compute the cohomology H0,1(S2×S1) for the THF in (7.5) on S2×S1.
Below, we will consider a path on S2×S1 that approaches the poles of S2 at θ = 0, pi along
a meridian with constant ϕ. In the adapted coordinates (7.6), it takes the form
θ(τ) = 2 arctan eτ , x(τ) = − log (2 cosh τ) , (F.1)
with fixed z. As τ → −∞, it follows that θ → 0 and x → −∞, while τ → ∞ corresponds
to θ → pi and x → ∞. Therefore, the path approaches the poles on S2 while rapidly
circling the S1.
F.1 Constraining the cohomology
According to (5.15), non-trivial elements of H0,1(S2 × S1) are ∂˜-closed (0, 1)-forms,
ω0,1 = ω0,1τ (dτ + hdz) + ω
0,1
z dz , ∂τω
0,1
z = ∂zω
0,1
τ , (F.2)
modulo those that can be expressed in terms of a well-defined function ε(τ, z, z) on S2×S1,
ω0,1τ = ∂τε , ω
0,1
z = ∂zε . (F.3)
The identifications (7.7), i.e. (τ, z) ∼ (τ + 1, e−1z), and (F.2) imply that
ω0,1τ =
∑
k∈Z
cke
2piikτ +
∑
n≥1
∑
m,k∈Z
dnmkz
n+m
2 z−
m
2 e(n+2piik)τ ,
ω0,1z = −
1
2
∑
n≥1
∑
m,k∈Z
m
(n+ 2piik)
dnmkz
n+m
2 z−
m
2
−1e(n+2piik)τ ,
(F.4)
as long as θ 6= pi. Note that ω0,1z and the derivatives ∂zω
0,1
τ , ∂zω
0,1
τ are exponentially
damped as τ → −∞ at fixed z, i.e. as we approach θ = 0 along the path (F.1), while ω0,1τ
approaches the constant c0. We can repeat this analysis in τ
′, z, z coordinates, which
describe the region θ 6= 0, where we find analogous results for the behavior of (ω′)0,1τ ′
and (ω′)0,1z near θ = pi. In order to understand which terms in (F.4) can be written in
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terms of a well-defined function ε as in (F.3), we use the identifications (7.7) to restrict the
form of ε as follows,
ε(τ, z, z) =
∑
k∈Z
εke
2piikτ +
∑
n≥1
∑
m,k∈Z
εnmkz
n+m
2 z−
m
2 e(n+2piik)τ . (F.5)
Its derivatives can generate all terms in (F.4), except the constant term c0. In τ
′, z, z
coordinates we find that no well-defined ε can give rise to a constant term c′0 in (ω
′)0,1τ ′ .
In summary, nontrivial elements of H0,1(S2 × S1) must behave as
ω0,1τ → c0 , ω
0,1
z → 0 as θ → 0 along (G.1) ,
(ω′)0,1τ ′ → c
′
0 , (ω
′)0,1z → 0 as θ → pi along (G.1)
. (F.6)
Changing adapted coordinates from τ to τ ′ = τ + log |z|
2
4 implies that (ω
′)τ ′ = ωτ while
(ω′)0,1z = ω
0,1
z −
1
z
ω0,1τ . Combining this with (F.6), we find that
ω0,1τ → c
′
0 , ω
0,1
z →
c′0
z
as θ → pi along (G.1) ,
(ω′)0,1τ ′ → c0 , (ω
′)0,1z → −
c0
z
as θ → 0 along (G.1) .
(F.7)
In section 7.2, we have exhibited a non-trivial element of H0,1(S2 × S1),
(dx)0,1 =
4− e2τ |z|2
4 + e2τ |z|2
(dτ + hdz)−
e2τzdz
4 + e2τ |z|2
, h =
e2τz
4 + e2τ |z|2
. (F.8)
By examining the limits τ → ±∞ at fixed z, we find that this satisfies the conditions
in (F.6) and (F.7) with c0 = −c′0 = 1. We will now show that linearly independent
solutions with c0 6= −c′0 do not exist.
F.2 Proof that c0 = −c
′
0
It suffices to show that there is no solution with c0 = 0 and c
′
0 6= 0. We will argue
by contradiction, making use of an auxiliary one-form ω, which is obtained from ω0,1 by
adding a well-defined (1, 0)-form ω1,0 = ω1,0z dz,
ω = ω0,1τ (dτ + hdz) + ω
1,0
z dz + ω
0,1
z dz . (F.9)
Since ∂˜ω0,1 = 0, it follows that dω does not have a dτ ∧ dz-component. If it is possible
to choose ω1,0 so that the dτ ∧ dz-component also vanishes, we can integrate dω along
a surface of constant ϕ, which is bounded by two circles at θ = 0, pi. Since z is real on
this surface, dz ∧ dz = 0 and dω integrates to zero. However, the integral of ω over the
boundary circles evaluates to c′0 6= 0, which contradicts Stokes’ theorem.
To complete the argument we must find a well-defined ω1,0, such that the dτ ∧ dz-
component of dω vanishes, i.e. we must solve
∂τ
(
ω0,1τ h+ ω
1,0
z
)
= ∂z ω
0,1
τ . (F.10)
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Consider the integral
ε(τ, z, z) =
∫ τ
−∞
dsω0,1τ (s, z, z) . (F.11)
This integral is finite, since ω0,1τ behaves as in (F.6) with c0 = 0 when τ → −∞. While ε
is a well-defined function on the covering space S2 × R, it is not well-defined on S2 × S1
when c′0 6= 0, because it diverges as τ → ∞ (see below). By contrast, ∂zε, ∂zε are well-
defined on S2 × S1. In fact, since ∂zω
0,1
τ = ∂τω
0,1
z , we have ∂zε = ω
0,1
z . When τ → +∞ at
constant z, it follows from (F.7) that ω0,1τ → c′0 and ω
0,1
z →
c′0
z
. Therefore,
ε(τ, z, z)→ c′0
(
τ + log |z|2
)
+ (constant) as τ → +∞ . (F.12)
Here log z and log z must arise together, since ε is well defined on the covering space S2×R.
Finally, define
ω1,0z (τ, z, z) = ∂zε(τ, z, z)− ω
0,1
τ (τ, z, z)h(τ, z, z) , (F.13)
which satisfies (F.10). It is clearly well-defined as τ → −∞. When τ → +∞, it follows
from (F.12) that ∂zε →
c′0
z
, while we know that ω0,1τ → c′0 and h →
1
z
. Therefore, all
divergent contributions proportional to 1
z
cancel and ω1,0 is well defined on S2 × S1.
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Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
References
[1] G. Festuccia and N. Seiberg, Rigid Supersymmetric Theories in Curved Superspace,
JHEP 06 (2011) 114 [arXiv:1105.0689] [INSPIRE].
[2] E. Witten, Supersymmetric Yang-Mills theory on a four manifold,
J. Math. Phys. 35 (1994) 5101 [hep-th/9403195] [INSPIRE].
[3] C. Closset, T.T. Dumitrescu, G. Festuccia, Z. Komargodski and N. Seiberg, Contact Terms,
Unitarity and F-Maximization in Three-Dimensional Superconformal Theories,
JHEP 10 (2012) 053 [arXiv:1205.4142] [INSPIRE].
[4] C. Closset, T.T. Dumitrescu, G. Festuccia, Z. Komargodski and N. Seiberg, Comments on
Chern-Simons Contact Terms in Three Dimensions, JHEP 09 (2012) 091
[arXiv:1206.5218] [INSPIRE].
[5] D. Cassani and D. Martelli, Supersymmetry on curved spaces and superconformal anomalies,
JHEP 10 (2013) 025 [arXiv:1307.6567] [INSPIRE].
[6] Z. Komargodski and N. Seiberg, Comments on Supercurrent Multiplets, Supersymmetric
Field Theories and Supergravity, JHEP 07 (2010) 017 [arXiv:1002.2228] [INSPIRE].
[7] T.T. Dumitrescu and N. Seiberg, Supercurrents and Brane Currents in Diverse Dimensions,
JHEP 07 (2011) 095 [arXiv:1106.0031] [INSPIRE].
[8] H. Samtleben and D. Tsimpis, Rigid supersymmetric theories in 4d Riemannian space,
JHEP 05 (2012) 132 [arXiv:1203.3420] [INSPIRE].
– 50 –
J
H
E
P01(2014)124
[9] T.T. Dumitrescu, G. Festuccia and N. Seiberg, Exploring Curved Superspace,
JHEP 08 (2012) 141 [arXiv:1205.1115] [INSPIRE].
[10] J.T. Liu, L.A. Pando Zayas and D. Reichmann, Rigid Supersymmetric Backgrounds of
Minimal Off-Shell Supergravity, JHEP 10 (2012) 034 [arXiv:1207.2785] [INSPIRE].
[11] T.T. Dumitrescu and G. Festuccia, Exploring Curved Superspace (II), JHEP 01 (2013) 072
[arXiv:1209.5408] [INSPIRE].
[12] M.F. Sohnius and P.C. West, An Alternative Minimal Off-Shell Version of N = 1
Supergravity, Phys. Lett. B 105 (1981) 353 [INSPIRE].
[13] M. Sohnius and P.C. West, The Tensor Calculus and Matter Coupling of the Alternative
Minimal Auxiliary Field Formulation of N = 1 Supergravity, Nucl. Phys. B 198 (1982) 493
[INSPIRE].
[14] C. Klare, A. Tomasiello and A. Zaffaroni, Supersymmetry on Curved Spaces and Holography,
JHEP 08 (2012) 061 [arXiv:1205.1062] [INSPIRE].
[15] A. Johansen, Twisting of N = 1 SUSY gauge theories and heterotic topological theories,
Int. J. Mod. Phys. A 10 (1995) 4325 [hep-th/9403017] [INSPIRE].
[16] C. Closset, T.T. Dumitrescu, G. Festuccia and Z. Komargodski, Supersymmetric Field
Theories on Three-Manifolds, JHEP 05 (2013) 017 [arXiv:1212.3388] [INSPIRE].
[17] O. Aharony, N. Seiberg and Y. Tachikawa, Reading between the lines of four-dimensional
gauge theories, JHEP 08 (2013) 115 [arXiv:1305.0318] [INSPIRE].
[18] Z. Komargodski and N. Seiberg, Comments on the Fayet-Iliopoulos Term in Field Theory
and Supergravity, JHEP 06 (2009) 007 [arXiv:0904.1159] [INSPIRE].
[19] S.M. Kuzenko, U. Lindstro¨m and G. Tartaglino-Mazzucchelli, Off-shell supergravity-matter
couplings in three dimensions, JHEP 03 (2011) 120 [arXiv:1101.4013] [INSPIRE].
[20] S.M. Kuzenko and G. Tartaglino-Mazzucchelli, Three-dimensional N = 2 (AdS) supergravity
and associated supercurrents, JHEP 12 (2011) 052 [arXiv:1109.0496] [INSPIRE].
[21] S.M. Kuzenko, U. Lindstro¨m and G. Tartaglino-Mazzucchelli, Three-dimensional (p,q) AdS
superspaces and matter couplings, JHEP 08 (2012) 024 [arXiv:1205.4622] [INSPIRE].
[22] P.S. Howe, J. Izquierdo, G. Papadopoulos and P. Townsend, New supergravities with central
charges and Killing spinors in (2+1)-dimensions, Nucl. Phys. B 467 (1996) 183
[hep-th/9505032] [INSPIRE].
[23] T. Duchamp and M. Kalka, Deformation Theory for Holomorphic Foliations, J. Differ.
Geom. 14 (1979) 317.
[24] X. Gomez-Mont, Transversal Holomorphic Structures, J. Differ. Geom. 15 (1980) 161.
[25] J. Girbau, A. Haefliger and D. Sundararaman, On deformations of transversely holomorphic
foliations, Journal fu¨r die reine und angewandte Mathematik 345 (1983) 122.
[26] M. Brunella and E. Ghys, Umbilical Foliations and Transversely Holomorphic Flows,
J. Differ. Geom. 41 (1995) 1.
[27] M. Brunella, On transversely holomorphic flows I, Invent. Math. 126 (1996) 265.
[28] E. Ghys, On transversely holomorphic flows II, Invent. Math. 126 (1996) 281.
[29] D. Sen, Supersymmetry in the Space-time R× S3, Nucl. Phys. B 284 (1987) 201 [INSPIRE].
– 51 –
J
H
E
P01(2014)124
[30] C. Romelsberger, Counting chiral primaries in N = 1, D = 4 superconformal field theories,
Nucl. Phys. B 747 (2006) 329 [hep-th/0510060] [INSPIRE].
[31] J. Kinney, J.M. Maldacena, S. Minwalla and S. Raju, An Index for 4 dimensional super
conformal theories, Commun. Math. Phys. 275 (2007) 209 [hep-th/0510251] [INSPIRE].
[32] K. Kodaira, Complex structures on S1 × S3, Proceedings of the National Academy of
Sciences of the United States of America 55 (1966) 240.
[33] C. Romelsberger, Calculating the Superconformal Index and Seiberg Duality,
arXiv:0707.3702 [INSPIRE].
[34] F. Dolan and H. Osborn, Applications of the Superconformal Index for Protected Operators
and q-Hypergeometric Identities to N = 1 Dual Theories, Nucl. Phys. B 818 (2009) 137
[arXiv:0801.4947] [INSPIRE].
[35] V. Spiridonov and G. Vartanov, Elliptic Hypergeometry of Supersymmetric Dualities,
Commun. Math. Phys. 304 (2011) 797 [arXiv:0910.5944] [INSPIRE].
[36] V. Spiridonov and G. Vartanov, Elliptic hypergeometry of supersymmetric dualities II.
Orthogonal groups, knots and vortices, Commun. Math. Phys. 325 (2014) 421
[arXiv:1107.5788] [INSPIRE].
[37] E.M. Rains, Transformations of elliptic hypergometric integrals, math/0309252.
[38] V.P. Spiridonov, Elliptic hypergeometric functions, arXiv:0704.3099.
[39] F. van de Bult, Hyperbolic Hypergeometric Functions, Ph.D. Thesis, University of
Amsterdam, http://www.its.caltech.edu/∼vdbult/Thesis.pdf
[40] A. Kapustin, B. Willett and I. Yaakov, Exact Results for Wilson Loops in Superconformal
Chern-Simons Theories with Matter, JHEP 03 (2010) 089 [arXiv:0909.4559] [INSPIRE].
[41] D.L. Jafferis, The Exact Superconformal R-Symmetry Extremizes Z, JHEP 05 (2012) 159
[arXiv:1012.3210] [INSPIRE].
[42] N. Hama, K. Hosomichi and S. Lee, Notes on SUSY Gauge Theories on Three-Sphere,
JHEP 03 (2011) 127 [arXiv:1012.3512] [INSPIRE].
[43] N. Hama, K. Hosomichi and S. Lee, SUSY Gauge Theories on Squashed Three-Spheres,
JHEP 05 (2011) 014 [arXiv:1102.4716] [INSPIRE].
[44] Y. Imamura, Relation between the 4d superconformal index and the S3 partition function,
JHEP 09 (2011) 133 [arXiv:1104.4482] [INSPIRE].
[45] Y. Imamura and D. Yokoyama, N=2 supersymmetric theories on squashed three-sphere,
Phys. Rev. D 85 (2012) 025015 [arXiv:1109.4734] [INSPIRE].
[46] D. Martelli, A. Passias and J. Sparks, The gravity dual of supersymmetric gauge theories on
a squashed three-sphere, Nucl. Phys. B 864 (2012) 840 [arXiv:1110.6400] [INSPIRE].
[47] T. Nishioka and I. Yaakov, Supersymmetric Re´nyi Entropy, JHEP 10 (2013) 155
[arXiv:1306.2958] [INSPIRE].
[48] D. Martelli and A. Passias, The gravity dual of supersymmetric gauge theories on a
two-parameter deformed three-sphere, Nucl. Phys. B 877 (2013) 51 [arXiv:1306.3893]
[INSPIRE].
[49] L.F. Alday, D. Martelli, P. Richmond and J. Sparks, Localization on Three-Manifolds,
arXiv:1307.6848 [INSPIRE].
– 52 –
J
H
E
P01(2014)124
[50] J. Nian, Localization of Supersymmetric Chern-Simons-Matter Theory on a Squashed S3 with
SU(2)×U(1) Isometry, arXiv:1309.3266 [INSPIRE].
[51] A. Tanaka, Localization on round sphere revisited, JHEP 11 (2013) 103 [arXiv:1309.4992]
[INSPIRE].
[52] K. Kodaira, Complex Manifolds and Deformation of Complex Structures, Springer (1986).
[53] S. Kobayashi, Differential Geometry of Complex Vector Bundles, Princeton University Press
(1987).
[54] O. Aharony, S.S. Razamat, N. Seiberg and B. Willett, 3d dualities from 4d dualities,
JHEP 07 (2013) 149 [arXiv:1305.3924] [INSPIRE].
[55] E. Witten and J. Bagger, Quantization of Newton’s Constant in Certain Supergravity
Theories, Phys. Lett. B 115 (1982) 202 [INSPIRE].
[56] N. Seiberg, Modifying the Sum Over Topological Sectors and Constraints on Supergravity,
JHEP 07 (2010) 070 [arXiv:1005.0002] [INSPIRE].
[57] J. Distler and E. Sharpe, Quantization of Fayet-Iliopoulos Parameters in Supergravity,
Phys. Rev. D 83 (2011) 085010 [arXiv:1008.0419] [INSPIRE].
[58] T. Banks and N. Seiberg, Symmetries and Strings in Field Theory and Gravity,
Phys. Rev. D 83 (2011) 084019 [arXiv:1011.5120] [INSPIRE].
[59] S. Hellerman and E. Sharpe, Sums over topological sectors and quantization of
Fayet-Iliopoulos parameters, Adv. Theor. Math. Phys. 15 (2011) 1141 [arXiv:1012.5999]
[INSPIRE].
[60] E. Witten, Constraints on Supersymmetry Breaking, Nucl. Phys. B 202 (1982) 253
[INSPIRE].
[61] K. Kodaira and D.C. Spencer, On Deformations of Complex Analytic Structures II, Ann.
Math. 67 (1958) 403.
[62] K. Kodaira, On the structure of compact complex analytic surfaces, II, Am. J. Math. 88
(1966) 682.
[63] P. Gauduchon and L. Ornea, Locally conformally Ka¨hler metrics on Hopf surfaces, Ann.
Inst. Fourier 48 (1998) 4.
[64] N. Nakagawa, Complex structures on L(p, q)× S1, Hiroshima Math. J. 25 (1995) 423.
[65] F. Benini, T. Nishioka and M. Yamazaki, 4d Index to 3d Index and 2d TQFT,
Phys. Rev. D 86 (2012) 065015 [arXiv:1109.0283] [INSPIRE].
[66] S.S. Razamat and B. Willett, Global Properties of Supersymmetric Theories and the Lens
Space, arXiv:1307.4381 [INSPIRE].
[67] L.F. Alday, M. Fluder and J. Sparks, The Large-N limit of M2-branes on Lens spaces,
JHEP 10 (2012) 057 [arXiv:1204.1280] [INSPIRE].
[68] C. Closset and I. Shamir, to appear.
[69] A. Gadde and S. Gukov, 2d Index and Surface operators, arXiv:1305.0266 [INSPIRE].
[70] F. Benini, R. Eager, K. Hori and Y. Tachikawa, Elliptic genera of two-dimensional N = 2
gauge theories with rank-one gauge groups, arXiv:1305.0533 [INSPIRE].
– 53 –
J
H
E
P01(2014)124
[71] F. Benini, R. Eager, K. Hori and Y. Tachikawa, Elliptic genera of 2d N = 2 gauge theories,
arXiv:1308.4896 [INSPIRE].
[72] A. Kapustin and D. Orlov, Remarks on A branes, mirror symmetry and the Fukaya category,
J. Geom. Phys. 48 (2003) 84 [hep-th/0109098] [INSPIRE].
[73] F. Dolan, V. Spiridonov and G. Vartanov, From 4d superconformal indices to 3d partition
functions, Phys. Lett. B 704 (2011) 234 [arXiv:1104.1787] [INSPIRE].
[74] A. Gadde and W. Yan, Reducing the 4d Index to the S3 Partition Function,
JHEP 12 (2012) 003 [arXiv:1104.2592] [INSPIRE].
[75] Y. Imamura and S. Yokoyama, Index for three dimensional superconformal field theories with
general R-charge assignments, JHEP 04 (2011) 007 [arXiv:1101.0557] [INSPIRE].
[76] J. Bhattacharya, S. Bhattacharyya, S. Minwalla and S. Raju, Indices for Superconformal
Field Theories in 3,5 and 6 Dimensions, JHEP 02 (2008) 064 [arXiv:0801.1435] [INSPIRE].
[77] A. Kapustin and B. Willett, Generalized Superconformal Index for Three Dimensional Field
Theories, arXiv:1106.2484 [INSPIRE].
[78] T. Dimofte, D. Gaiotto and S. Gukov, 3-Manifolds and 3d Indices, arXiv:1112.5179
[INSPIRE].
[79] D. Huybrechts, Complex Geometry: An Introduction, Springer (2006).
[80] F.A. Belgun, On the metric structure of non-Ka¨hler complex surfaces, Math. Ann. 317
(2000) 1.
– 54 –
