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Abstract: In diesem Beitrag soll ein langfristiges Forschungsvorhaben im Bereich der
Informatik und Elektrotechnik an der Universita¨t Rostock vorgestellt werden, in dem
wissenschaftliche Experimente in der Informatik, der Zellbiologie und der Medizin
(neurodegenerative Erkrankungen) durch effiziente Analyseverfahren auf sehr großen
Mengen von Mess- oder Sensordaten unterstu¨tzt und im Sinne des Provenance Ma-
nagement ru¨ckverfolgbar gemacht werden sollen. Im Bereich der Informatik ist das
experimentelle Anwendungsgebiet das der Erforschung und systematischen Entwick-
lung von Assistenzsystemen. Da in Assistenzsystemen unterstu¨tzte Personen durch
eine Vielzahl von Sensoren beobachtet werden, mu¨ssen auch Privatheitsaspekte be-
reits wa¨hrend der Phase der Modellbildung beru¨cksichtigt werden, um diese bei der
konkreten Konstruktion des Assistenzsystems automatisch in den Systementwurf zu
integrieren.
Die Datenbankteilaspekte dieses Forschungsgebietes werden im Beitrag na¨her be-
leuchtet: Neben der effizienten Auswertung großer Mengen von Mess- und Sensor-
daten sind dies das Provenance Management und die Integration von Privatheitsbe-
dingungen. Um diese Problemkreise zu verknu¨pfen, treffen zwei extrem unterschied-
liche Datenbankthemen aufeinander: (1) Ableitung inverser Schema- und Instanzab-
bildungen, die u¨blicherweise in der Datenbankintegration, -fo¨deration und -evolution
beno¨tigt werden, aus dem Projekt METIS, sowie (2) Effizienz von Analyseverfahren
und Integration von Privatheitsaspekten durch Anfragetransformationen fu¨r die Ent-
wicklung von Assistenzsystemen im Projekt PArADISE. Im Beitrag werden wir den
gemeinsamen Kern beider Themen in den theoretischen Grundlagen von Datenbanken
identifizieren.
1 Einleitung
Wissenschaftliche Experimente, die durch Messungen oder sta¨ndige Beobachtungen lau-
fend eine Vielzahl von Daten erheben, mu¨ssen durch effiziente Analyseverfahren auf die-
sen Mess- oder Sensordaten unterstu¨tzt werden. Die Mess- und Sensordaten sind so zu
verwalten, dass sie im Sinne des Provenance Management ru¨ckverfolgbar werden. An
der Universita¨t Rostock soll ein langfristiges Forschungsvorhaben im Bereich der Infor-
matik und Elektrotechnik etabliert werden, in dem wissenschaftliche Experimente in der
Informatik, der Zellbiologie und der Medizin (neurodegenerative Erkrankungen) auf eine
solche Weise unterstu¨tzt werden.
Im Bereich der Informatik ist das experimentelle Anwendungsgebiet das der Erforschung
und systematischen Entwicklung von Assistenzsystemen. Da in Assistenzsystemen un-
terstu¨tzte Personen durch eine Vielzahl von Sensoren beobachtet werden, mu¨ssen auch
Privatheitsaspekte bereits wa¨hrend der Phase der Modellbildung beru¨cksichtigt werden,
um diese bei der konkreten Konstruktion des Assistenzsystems automatisch in den Syste-
mentwurf zu integrieren. Somit gibt es fu¨r die Datenbankforscher unter anderem folgende
Teilprobleme, die zu lo¨sen sind und die in zwei langfristigen Projektgruppen des Daten-
banklehrstuhls zusammengefasst sind:
PArADISE (Privacy AwaRe Assistive Distributed Information System Environment): In
dieser Projektgruppe werden Techniken zur Auswertung von großen Mengen von Sensor-
daten entwickelt, die definierte Privatheitsanspru¨che der spa¨teren Nutzer per Systemkon-
struktion erfu¨llen.
METIS (Management, Evolution, Transformation und Integration von Schemata): In die-
ser Projektgruppe geht es unter anderem um Integrationsverfahren fu¨r heterogene Daten-
banken, die per se bereits eine Rolle bei der Zusammenfu¨hrung der unterschiedlichen
Datenquellen des Assistenzsystems spielen. Als Seiteneffekt werden die fu¨r die Daten-
integration entwickelten Techniken der Global-as-local-view-extension (GaLVE) auch fu¨r
die no¨tigen inversen Abbildungen zum Provenance Management bei der Verarbeitung der
Sensordaten und Ableitung von (Situations-, Aktivita¨ts-, Intentions-)Modellen beno¨tigt.
Wissenschaftliche Experimente außerhalb der Informatik, etwa zur Auswertung von Sens-
ordaten bei Patienten mit neurodegenerativen Erkrankungen [DEW+12] liegen nicht im
Fokus dieses Beitrags.
Im Folgenden werden wir im Abschnitt 2 kurz die Architektur von Assistenzsystemen
einfu¨hren, wobei wir den Schwerpunkt auf die Phase der Situations-, Aktivita¨ts- und In-
tentionserkennung legen. Danach werden wir die Erforschung und Entwicklung von Assis-
tenzsystemen als ein wissenschaftliches Experiment ansehen, in dem Forscher eine große
Anzahl von Sensordaten auswerten mu¨ssen und aus ihnen Situations-, Aktivita¨ts- und In-
tentionsmodelle entwickeln (Abschnitt 3). Zwei der Grundlagenforschungsthemen fu¨r die
Datenbankforscher, Provenance Management und die Integration von Privatheitsanforde-
rungen, werden wir in Abschnitt 4 einfu¨hren. Schließlich werden wir den State of the
Art und die eigenen Vorarbeiten betrachten, wobei zu letzteren u¨berraschenderweise auch
inverse Schemaabbildungen fu¨r Datenbankintegrationsverfahren als Basis fu¨r das Prove-
nance Management za¨hlen. Das Positionspapier endet mit einem kurzen Fazit in Abschnitt
5.
Abbildung 1: Pyramidenarchitektur von Assistenzsystemen
2 Assistenzsysteme
A¨hnlich einem menschlichen Assistenten soll ein Assistenzsystem mich unterstu¨tzen, im
Hintergrund arbeiten (ambient), mich nicht sto¨ren, zum richtigen Zeitpunkt eingreifen und
Hilfe anbieten (diese in u¨blichen Fa¨llen auf optischem oder akustischem Wege), vertrau-
enswu¨rdig und diskret sein und sich bei Bedarf abschalten lassen.
Um seine Assistenzaufgaben zu erfu¨llen, besteht ein Assistenzsystem u¨blicherweise aus
fu¨nf Schichten (siehe Abbildung 1 nach [HKHT06], auch in [HKG14]). Dabei deutet die
Pyramidenform an, dass in der untersten Schicht sta¨ndig viele Daten (etwa von Sensoren)
erzeugt werden, in der obersten Schicht aber nur im Bedarfsfall (also eher selten) ein
akustischer oder optischer Hinweis, also eine geringe Datenmenge, ausgegeben wird.
Sensoren in der Umgebung der Person sollen Situation und Ta¨tigkeit der Person erfassen,
um ihr assistieren zu ko¨nnen. Ortungskomponenten sollen die genaue Position der Per-
son bestimmen, etwa zur Detektion dementer Patienten mit Weglauftendenzen. Sensoren
und Ortungskomponenten befinden sich in der Umgebung, in benutzten Gera¨ten oder am
Ko¨rper der Person (Armband, Brille, . . . ).
Damit ein Assistenzsystem seine Aufgabe erfu¨llen kann, mu¨ssen verschiedene (heteroge-
ne) Gera¨te in der Umgebung der Person vernetzt und zur Erreichung des Assistenzziels
spontan gekoppelt werden.
Sensordaten mu¨ssen gefiltert, erfasst, ausgewertet, verdichtet und teilweise langfristig ver-
waltet werden. Aufgrund der extrem großen Datenmenge (Big Data) muss die Verar-
beitung verteilt erfolgen: teilweise eine Filterung und Verdichtung schon im Sensor,
im na¨chsterreichbaren Prozessor (etwa im Fernseher oder im Smart Meter in der Woh-
nung) und im Notfall u¨ber das Internet in der Cloud. Neben Daten des Assistenzsystems
mu¨ssen auch fremde Daten etwa u¨ber das Internet beru¨cksichtigt werden, beispielswei-
se Wartungspla¨ne beim Auto oder die elektronische Patientenakte beim Patienten. Allge-
mein ko¨nnen hier natu¨rlich auch die Daten sozialer Netzwerke, Kalenderdaten der Nutzer
oder Wettervorhersage-Daten ausgewertet werden, falls sie fu¨r das Assistenzziel eine Rolle
spielen.
Nach Auswertung der Sensordaten erfolgt die Situations-, Handlungs- und Intentionser-
kennung (siehe den folgenden Abschnitt 3 fu¨r die Entwicklung diesbezu¨glicher Modelle).
Schließlich erfolgt die multimodale Interaktion mit dem Nutzer. U¨blich sind optische
Signale wie eine Meldung auf dem Fernseher oder u¨ber eine Warnlampe, sowie akus-
tische Signale wie eine Ansage u¨ber ein Radio oder Alarmto¨ne u¨ber einen Lautsprecher.
Wenn der assistierten Person ein Signal nichts mehr nu¨tzt, kann auch eine Meldung an An-
geho¨rige, A¨rzte oder Notfallzentralen ausgelo¨st werden. Umgekehrt kann man dem Assis-
tenzsystem auch selbst Hinweise geben, etwa u¨ber Touchscreen, Gesten oder Bewegungen
oder mittels Sprache (Kommandos).
3 Big Data Analytics fu¨r die Entwicklung von Assistenzsystemen
Aufgrund der Sensor- und Ortungsdaten sowie der weiteren u¨ber das Internet erha¨ltlichen
Daten muss das Assistenzsystem eine Situations- und Handlungserkennung vornehmen so-
wie eine Handlungsvorhersage (Intentionserkennung), um proaktiv eingreifen zu ko¨nnen.
Die Situation ist dabei die aktuelle Umgebungsinformation, die Handlung das, was die
Person, der assistiert wird, gerade durchfu¨hrt. Die Intentionserkennung oder Handlungs-
vorhersage muss voraussagen, was die die Person in Ku¨rze tun wird.
Auch die Handlungs- und Intentionserkennung ist ein aktueller Forschungsgegenstand der
Informatiker an der Universita¨t Rostock [KNY+14]. Dabei erheben die Forscher in langen
Versuchsreihen eine extrem hohe Anzahl von Sensordaten, aus denen sie mit diversen
Analyseverfahren die entsprechenden Modelle ableiten. Diese Analyseverfahren sind —
wenn sie ohne Datenbankunterstu¨tzung auf Dateisystemen mit Analysewerkzeugen wie R
ausgefu¨hrt werden — mehrwo¨chige Prozesse.
Der Umfang der Daten soll hier kurz an einem Szenario abgescha¨tzt werden: Die Erfas-
sung eines kurzen Handlungsablauf von 40 Minuten einer Versuchsperson durch einen
Motion-Capturing-Anzug, einer EMG-Instrumentierung (Elektromyografie) mit paralleler
Video-Aufzeichnung erzeugt einen Rohdatenbestand von 10 GByte. Werden fu¨r die Ent-
wicklung eines Handlungsmodells, das den Alltag repra¨sentiert, Daten von vierzehn Ver-
suchspersonen u¨ber jeweils etwa 100 Stunden aufgezeichnet, ergibt dieser Versuch Daten
im Umfang von 14 Terabyte, die fu¨r Analysen verfu¨gbar sein mu¨ssen, um entsprechende
Modelle zu rechnen.
Ziel der Forscher ist neben der Modellbildungen fu¨r Handlung und Intention die Erkennt-
nis, wie die große Anzahl von Sensoren im Versuch fu¨r den praktischen, spa¨teren Einsatz
des Assistenzsystems drastisch eingeschra¨nkt werden kann, ohne die Vorhersagequalita¨t
Abbildung 2: Verdichtungsmethoden fu¨r Sensordaten
zu mindern. Fu¨r die Ableitung dieser Informationen mu¨ssen unter anderem alle Analyse-
funktionen invertiert werden, um die fu¨r die Modellbildung entscheidenden Anteile der
Originaldaten zu finden. Letzteres ist auch ein Problem im Provenance Management, das
die Experimentverla¨ufe mit den Ergebnisableitungen begleiten soll. Eine Einschra¨nkung
sowohl der Anzahl der Sensoren als auch der Menge und Granularita¨t der erfassten Da-
ten ist auch aus einem anderen Grund wichtig: sie kann die Privatheitsanforderungen der
Nutzer des Assistenzsystems realisieren helfen.
4 No¨tige Grundlagenforschung: Privatheit und Provenance
4.1 Privatheit
Die Entwickler der Analysewerkzeuge mu¨ssen ihr Assistenzziel und die notwendigen
Sensordaten zur Erreichung des Ziels und zur grundlegenden Situations-, Handlungs- und
Intentionserkennung formulieren. Diese Zielformulierung wird dann in Anfragen auf Da-
tenbanken transformiert. Weiterhin ko¨nnen die Privatheitsanspru¨che des Nutzers vor-
definiert oder von jedem Nutzer selbst individuell verscha¨rft werden. Auch diese Privat-
heitsanspru¨che werden in Anfragen (Sichten) auf Datenbanken umgesetzt. Durch Abgleich
des Informationsbedarfs des Assistenzsystems und der Privatheitsanspru¨che des Nutzers
kann dann die Datenbankkomponente des Assistenzsystems entscheiden, wie die Menge
an Sensordaten selektiert, reduziert, komprimiert oder aggregiert werden muss, um beiden
Parteien im System gerecht zu werden [Gru14]. Abbildung 2 zeigt die mo¨glichen Daten-
quellen, die Verdichtungsmethoden aufgrund vom Matching von Privatheitsanforderungen
und Assistenzzielen sowie die mo¨gliche Datenverarbeitung in verschiedenen Zielsystemen
(nach Grunert [Gru14]).
Ein entscheidendes Kriterium fu¨r die Vertrauenswu¨rdigkeit eines Assistenzsystems ist
noch die Frage, wie nah am Sensor die Daten bereits reduziert und verdichtet werden
ko¨nnen: Wenn der Sensor so intelligent ist, dass er bestimmte Filtermechanismen von Da-
tenbanksystemen beherrscht, so kann dieser bereits eine Vorfilterung vornehmen. Nur die
fu¨r das Assistenzziel unabdingbaren Daten, die die Privatheit des Nutzers nicht verletzen,
ko¨nnen dann im Rahmen des Cloud Data Management des Anbieters der Assistenzfunk-
tionalita¨t entfernt und verteilt gespeichert werden.
4.2 Provenance
Herausforderungen und existierende Ansa¨tze der Data Provenance diskutiert [CAB+14],
wa¨hrend die Arbeiten [BSC+10, ZSGP11] erforderliche Provenance-Maßnahmen bei der
Anfrageverarbeitung diskutieren. Die meisten Ansa¨tze im Bereich des ProvenanceMana-
gement legen den Fokus auf die Reproduzierbarkeit der Ergebnisse aus den Rohdaten, d.h.
sie liefern eine Vorwa¨rtsverfolgung. Weitergehende Ansa¨tze beru¨cksichtigen zusa¨tzlich
die Nichtfa¨lschbarkeit sowie den Urhebernachweis, fu¨hren aber zu intransparenten Prozes-
sen, u¨ber die ”unterwegs” keine aggregierten und anonymisierten Informationen abfragbar
sind.
Ein Teil der Datenbankforschung im Gebiet Provenance Management konzentriert sich
auf einzelne Modelle, Operatoren und Annotationen fu¨r die Rekonstruktion der Rohda-
ten [CAB+14, Fre09], Eine durchga¨ngige und automatisierte Vorgehensweise fehlt je-
doch. Daneben wurden Provenance-Eigenschaften charakterisiert und formalisiert, aber
leider nicht fu¨r die automatische Rekonstruktion der Originaldaten ru¨ckwa¨rts [BKT01],
[GKT07] [CWW00, PIW11].
4.3 Grundlagen: Inverse Schemaabbildungen
Fu¨r Letzteres werden Charakterisierungen inverser Analyseoperatoren und inverser Sche-
maabbildungen beno¨tigt. Inverse Schemaabbildungen und ihre Eigenschaften werden zwar
untersucht [Fag07], derzeit aber noch nicht im Bereich Provenance angewandt, sondern
eher bei der Schema-Evolution [CMDZ10].
In [FHLM96] wurde die Idee der inversen Schemaabbildungen bereits fu¨r die Integration
heterogener Datenbanken eingefu¨hrt. Diese Idee wurde in [SBLH14] auf neuere Entwick-
lungen in der Theorie inverser Schemaabbildungen angepasst. Dabei wurden die klassi-
schen Schemaabbildungen verallgemeinert auf den Fall, dass nicht alle relevanten Daten
im (relationalen) Schema repra¨sentiert werden ko¨nnen, sondern zusa¨tzlich auf Instanzebe-
ne erfasst werden mu¨ssen. Diese zusa¨tzlichen Annotationen helfen bei der inversen Abbil-
dung verdichteter Daten.
Im Gegensatz zur traditionellen Datenintegration sollen Anfragen im integrierten System
bei diesem Ansatz nicht an das globale Schema gestellt werden, sondern weiterhin an die
lokalen Schemata, wobei diese um Daten aus anderen Quellen erweitert werden. Dieser
Ansatz wird als Global-as-local-view-extension (GaLVE) bezeichnet.
Inverse Schema-Instanz-Abbildungen werden nun auch fu¨r die Invertierung, also Ru¨ck-
verfolgung, von Analyseprozessen, also allgemeineren Datenbankanfragen, beno¨tigt. Bis-
her wurden allerdings fu¨r die Datenbankintegration nur einfache Anfragen, bestehend aus
Abbildung 3: Anfragetransformationen zur Beru¨cksichtigung von Privatheitsanspru¨chen des Nutzers
und Informationsbedarf des Systems
Selektion, Projektion und Verbund, beru¨cksichtigt. Analyseprozesse erfordern eine Erwei-
terung der bestehenden Technik auf statistische Funktionen (skalare Funktionen, Aggre-
gatfunktionen, OLAP) und allgemeine Workflows. Hier muss ermittelt werden, welche
Zusatzinformationen zur Gewa¨hrleistung der Ru¨ckverfolgbarkeit erfasst werden mu¨ssen.
4.4 METIS in PArADISE
Im Projekt PArADISE (Privacy AwaRe Assistive Distributed Information System Envi-
ronment): arbeiten wir derzeit an Techniken zur Auswertung von großen Mengen von
Sensordaten, die definierte Privatheitsanspru¨che der spa¨teren Nutzer per Systemkonstruk-
tion erfu¨llen.
Ein erster Prototyp ist von einer studentischen Arbeitsgruppe erstellt worden. Derzeit
ko¨nnen Analysen zur Modellbildung auf Sensordaten in SQL-92, SQL:2003 oder iterati-
ven Ansa¨tzen u¨ber SQL-Anweisungen realisiert und auf die Basissysteme DB2 (zeilenori-
entierte oder spaltenorientiert: DB2 BLU), PostgreSQL (zeilenorientiert) sowie MonetDB
(spaltenorientiert und hauptspeicheroptimiert) abgebildet werden. In na¨chster Zeit wird ei-
ne automatische Abbildung der R-Analysen unserer Assistenzsystem-Forscher auf diese
SQL-Lo¨sungen umgesetzt.
Die Privatheitsanspru¨che werden dabei durch automatische Anfragetransformationen ab-
gebildet (nach [Gru14], siehe Abbildung 3). Sowohl die Privatheitsanspru¨che des Nut-
zers (Datenschutzeinstellungen wie k-Anonymita¨t und schu¨tzenswerte Informationen oder
Handlungen) als auch der Informationsbedarf des Assistenzsystems sollen dabei aufeinan-
der abgeglichen werden (was auf ein Query-Containment-Problem [Chi09] fu¨hrt). Spa¨ter
soll noch die Leistungsfa¨higkeit der berechnenden Prozessoren (am Sensor oder am Ser-
ver) beru¨cksichtigt werden, um u¨ber Vorfilterungen und Verdichtungen etwa direkt am
Sensor entscheiden zu ko¨nnen.
Im Projekt METIS (Management, Evolution, Transformation und Integration von Sche-
mata) wurde die fu¨r die Datenintegration entwickelte Technik der Global-as-local-view-
extension (GaLVE) umgesetzt. Diese wird derzeit fu¨r die no¨tigen inversen Abbildungen
zum Provenance Management bei der Verarbeitung der Sensordaten und Ableitung von
(Situations-, Aktivita¨ts-, Intentions-)Modellen umgesetzt. Dabei soll unter anderem rekon-
struiert werden, welche der Originaldaten maßgeblichen Einfluss auf die Modelle hatten,
welche Sensoren untergeordnete Bedeutung haben und in welcher Granularita¨t die Daten
fu¨r die langfristige Sicherung der Provenance gespeichert werden mu¨ssen.
Als Kombination der beiden Projekte PArADISE und METIS mu¨ssen auch die Aspek-
te der Privatheit und der Provenance gegeneinander abgeglichen werden, da die Forde-
rung der vollsta¨ndigen Rekonstruierbarkeit von Originaldaten den Privatheitsanspru¨chen
der Nutzer widersprechen kann. Hier werden wir zwischen der Erforschungs- und Ent-
wicklungsphase des Assistenzsystems (mit Testnutzergruppen und eingeschra¨nkter Priva-
theit, aber voller Provenance) und der Einsatzphase des Assistenzsystems (mit realen Nut-
zern, voller Umsetzung der Privatheitsanspru¨che, aber eingeschra¨nkter Provenance) unter-
scheiden. Allerdings sollen bereits in der Entwicklungsphase des Systems die spa¨teren
Privatheitsanspru¨che konstruktiv durch passende Anfragetransformationen in das Ziel-
Assistenzsystem implantiert werden. Wa¨hrend es bei der Entwicklung von Handlungsmo-
dellen fu¨r Assistenzsysteme um Big Data im eigentlichen Sinn geht, ist im Ziel-Assistenz-
system fu¨r eine Person (in einer Wohnung, im Auto) zwar immer noch eine große Menge
von Stromdaten aus Sensoren vorhanden, die aber in einschla¨gigen Artikeln auch als small
data, where n = me [Est14] bezeichnet wird: hier ist also die Anonymita¨t der Person nicht
mehr zu verstecken, aber die Herausgabe von schu¨tzenswerten Informationen u¨ber diese
Person.
4.5 Gemeinsamer Kern: Query Containment und inverse Schema-Abbildungen
Der gemeinsame Kern beider Forschungsgebiete ist auf der theoretischen Seite einerseits
das Query-Containment-Problem fu¨r den Abgleich der Privatheitsanspru¨che mit den As-
sistenzzielen und andererseits die inversen Schema-Abbildungen fu¨r die Rekonstruktion
von Originaldaten. Beide Forschungsgebiete mu¨ssen hier miteinander kombiniert werden.
Beide Forschungsgebiete haben aber auch a¨hnliche Probleme: bei einfachen Anfragen mit
Konstanten-Selektion, Projektion und Verbund (konjunktiven Anfragen) gibt es Algorith-
men zur Lo¨sung der Probleme. Da im Fall der Modellbildung fu¨r Assistenzsysteme aber
komplexe Analysen (mit Korrelation und Regression als Kernfunktionen) no¨tig sind, muss
die Theorie auf diese Operationen mo¨glichst pragmatisch ausgeweitet werden.
5 Fazit
In diesem Positionspapier sollten zwei Projekte der Rostocker Datenbankgruppe vorge-
stellt werden, die in Kombination die Basis fu¨r ein gro¨ßeres Vorhaben bilden: die Ent-
wicklung von Assistenzsystemen. Als Big-Data-Problem wurde dabei die sensordaten-
gestu¨tzte Entwicklung von Handlungsmodellen identifiziert. Abzusichernde Aspekte sind
dabei die Privatheitsanspru¨che des spa¨teren Nutzers des Systems und das Provenance Ma-
nagement fu¨r die Forscher, um Entscheidungen fu¨r Modelle bis zu den Originaldaten hin
rekonstruieren zu ko¨nnen. Beide Probleme sind nicht unabha¨ngig voneinander. Der Le-
ser sollte durch unseren Beitrag sowohl an dem großen Forschungsziel als auch an den
Detail-Fragestellungen interessiert werden. Wir hoffen dadurch auf vielfa¨ltige Kontakte in
den einschla¨gigen Forschungs-Communities.
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