A quadrature formula over a semi-infinite interval for entire functions of exponential type is established. An alternative approach to a known expansion formula and an extension of it are also presented.
Introduction and statement of results
It is known ( [4] ; see [2] and [12, (2.6)] for references) that if / is an entire function of exponential type less than 2n and / is integrable in the sense of Cauchy on R, then (1) /CO °°f ix)dx= £ fin). as an integral involving values of / on the imaginary axis. Below we obtain an expression for Q which is quite different and seems to us to be preferable from a numerical point of view. absolutely.
Note that (1) follows from Theorem 1 applied to fix) + fi~x). For another formula for quadrature over semi-infinite intervals see [11, formula (1.13)].
The second series in (3) may not be small and so should not be seen as a remainder. However, we may have to include only the first few terms of this series to obtain a good approximation to the integral. This is indicated by This will be explained in §3.
For functions which are bounded on the real line, formula (3) can be extended as follows.
Theorem 3. Under the hypothesis of Theorem 2,
where Bjiz) ij e N) denote the Bernoulli polynomials. Both series converge uniformly on compact subsets of C. Moreover, the second series converges absolutely.
Remark 4. In Theorems 1-3 the series over « need not converge absolutely. For this, it suffices to consider the function
7TT72 *»*->/*.
which satisfies the hypotheses of these theorems.
Remark 5. As the proof will show, the conclusion of Theorem 3 remains true under the weaker hypothesis that in addition to the assumptions of Theorem 1 there exist constants M > 0 and o e (0, 27r) such that sup^>0 \fi\x)\ < Moj for all j € N.
Lemmas
We continue to use the notation B¡ and Ç{) for the 7th Bernoulli number and the Riemann zeta function, respectively. For easy reference, we formulate a few lemmas, which are not all new. The following lemma is the special case m = 0, a = 0, b = N of Theorem 7 in [9] . The estimate contained in the following lemma will be used repeatedly.
Lemma 2. Let f be an entire function of exponential type x. Then for given z0 e C and e > 0, there exists an n0 e N such that \f^iz0)\ < (t + e)" for « > «o-Proof. This follows from (2.2.11) in [1] , taking into account the definition of exponential type as given in [1, §2.1]. o
The following two lemmas are of importance for the investigation of the cases 7Y -+ co and k -» oo , respectively, in formula (8) . 
7=2
It is therefore sufficient to show that
For this, we note that I2 = liniT^oo fQT L2{t)f"it) dt and write f" as°°
where the series converges uniformly on compact subsets of C. It follows that
Integrating by parts, we get
Since L2it) > 0, the estimates (14)- (15) imply
?(w"rfc,»,^f for all T > 0. By Lemma 2, the right-hand side of ( 16) converges geometrically to zero as « -> co. Hence, the series in (13) has an absolutely convergent majorant independent of T. Letting T tend to infinity and taking into account (14), we thus obtain
In view of (12) this implies that lim^,^ Ik = 0 as was to be shown. G
We also need an estimate for Bernoulli polynomials, which is so straightforward that it may not be necessary to look for a possible origin. 
Since Ç(i/) > C(2) = n2/6 for i/ > 2, we get
which readily confirms the second inequality in (17). G
The following lemma is not new (see [3, formula (9.5) ], where it has been deduced from a theorem based on the Borel transform and involving intricate arguments), but we shall present an alternative proof. Lemma 6. If f is an entire function of exponential type less than 2n, then Bniz) (20)
Proof. Setting N = 1 in Lemma 1 and letting k tend to infinity, we infer from (8) with the help of Lemma 4 that
Using that Bx = -1/2 and B2j+X =0 for j e N, we may rewrite (21) as
This formula applies to /(fc) as well, since along with / its derivatives also satisfy the hypothesis of Lemma 6. Hence,
Substituting (22)- (23) into the partial sums of the Taylor series of / at the origin, we get
Now, by (18), 
Proofs of the theorems
Proof of Theorem 1. Letting N tend to infinity in Lemma 1, we infer from (8) with the help of Lemma 3 that
(see also [9, Corollary 6] ). The convergence of the infinite series is obtained as a consequence. Since along with / the functions fi±i-) are also of exponential type less than 2n, we see, using Lemma 4, that the right-hand side of (25) tends to that of (3) as fc-+oo, thereby entailing the convergence of the series with respect to j. Under the hypothesis of Theorem 1, we infer from Lemma 2 that |/(i)(0)l < {2n -e)-> for e € (0, 2n -t) and all sufficiently large j. Using this inequality instead of (27) in the proof of Theorem 2, we easily confirm (5), and so Remark 3 is justified. G 
This together with (29) shows that limA^oo 5V(z) = 0, uniformly on compact subsets as claimed above. Thus, (6) follows from (28) by passing to the limit N -> co. Moreover, (31) implies that the second series on the right-hand side of (6) converges absolutely and uniformly on compact subsets of C. Finally, applying (6) to /(• + N), we obtain CO /»CO E/(z + /i)=/ fix)dx-SNiz).
n~N jN Therefore, the first series on the right-hand side of (6) converges also uniformly on compact subsets of C. G Justification of Remark 5. In the proof of Theorem 3, the boundedness of / on R was simply used to guarantee the validity of (30). However, this inequality is needed only for Ç > 0-a special case which does not necessarily require boundedness on the whole real line, as the example /(z) := e~z shows. This justifies Remark 5. G
Numerical examples
For practical purposes it is reasonable to use the transformation in Remark 1 even when the hypothesis of Theorem 2 is satisfied. For an arbitrary h £ (0, 2ti/t) the quadrature formula obtained in this way reads
Although the summation over « is infinite, its terms are in general much simpler than those of the finite sum. Therefore, one should choose « so small that k can be kept relatively small. The summation over j may then be handled by hand, while the summation over « may be carried out on a computer. Example 1. Let / be the function defined in (7), which is not absolutely integrable and is therefore not admissible for most of the familiar quadrature schemes. Since / is of exponential type n , Theorem 2 could be applied directly. However, we prefer (32), choosing h = 2~m im e N0), and obtain cos{2~mnn) Table 1 contains numerical values of the bound in (37). It is seen that k = 3 already guarantees high accuracy. Denoting by Ikm := /o°° /(-*) dx -Ak j m the approximation to the integral, we have for k = 3 /3-"J=2"l2"1J2 "32 "~6ÏÏ"2 ~Qm with (2m defined in (35). Numerical results obtained with this formula are given in Table 2 .
Example 2. Let fix) := e~x únx . Since for complex argument we may write Table 2 . 73 m of Example 1 '3,, Note that m = 0 is admissible, in which case the infinite series in (32) disappears completely; however, the remainder would converge to zero only like 2~k requiring large k . On the other hand, if m is large, k can be kept relatively small, but the infinite series converges slowly. Numerical results are given in Tables 3 and 4 (next page), where Ikm := /0°° fix) dx -Rki2~mn)[f] is again the approximation to the integral and N denotes the number of evaluations of / needed to calculate the infinite series with an error less than 5 • IO-16.
Note that the precise value of the integral is 1/2, a primitive of / being -je_JC(cos.x + sinx).
Let us compare (32) with formula (1.13) in [11] , which reads as follows
For Example 1, this formula is not applicable, since the infinite series diverges. Hence, replacing q by qm := exp(l/w) («z = 1, 2,...), we see that the approximations to the integral Im := J0°° fix)dx -Riqm)[f] converge at least geometrically and may, in view of (40), be compared with the previous approximations Ikm . Numerical results are given in Table 5 , where again N denotes the number of evaluations of /.
It is seen from Tables 3-5 that as m increases by 1 the number of correct digits obtained by the approximations Ik _ m and Im increases in the average by about k/2 and 2, respectively. Hence, formulae (41) and (32) are comparable if in the latter k is chosen to be 4. For k > 4 formula (32) is superior (see Table 4 ).
Two further aspects should also be taken into account. Looking at the last columns of Tables 3-5 , we see that if we want to restrict the number of evaluations of / to about 100, then better approximations are obtained by formula (32) provided k is at least 2; i.e., the second sum in (32) does not reduce to zero. In particular, in case k = 8, already N = 90 guarantees 15 correct digits, while formula (41) needs more than 277 evaluations of / to achieve the same accuracy. However, in Tables 3-4 , N roughly doubles as m increases by 1, whereas in Table 5 , N always increases by about 40. This means that for any fixed k, formula (32) is ultimately less efficient than (41) if the accuracy is forced up artificially.
It should be mentioned that formula (41) is very simple to implement, whereas formula (32) becomes more elaborate with increasing k. Indeed, the calculation of fî2j~x\0) requires preliminary work by hand, and the Bernoulli numbers have to be either prepared for input or generated by a subroutine. 
