Abstract. Stochastic Local Search (SLS) solvers are considered one of the best solving technique for randomly generated problems and more recently also have shown great promise for several types of hard combinatorial problems. Within this work, we provide a thorough analysis of different implementation variants of SLS solvers on random and on hard combinatorial problems. By analyzing existing SLS implementations, we are able to discover new improvements inspired by CDCL solvers, which can speed up the search of all types of SLS solvers. Further, our analysis reveals that the multilevel break values of variables can be easily computed and used within the decision heuristic. By augmenting the probSAT solver with the new heuristic, we are able to reach new stateof-the-art performance on several types of SAT problems, especially on those with long clauses. We further provide a detailed analysis of the clause selection policy used in focused search SLS solvers.
Introduction
The Satisfiability problem (SAT) is one of the best known NP-complete problems. Besides its theoretical importance, it has also many practical applications in different domains such as software and hardware verification. Two of the best known solving approaches for the SAT problem are Conflict Driven Clause Learning (CDCL) and Stochastic Local Search (SLS). Solvers based on the CDCL solving approach have a very good performance on structured and application problems, and they are highly engineered for this type of problems. Stochastic Local Search solvers, on the other side, are good at solving randomly generated problems and several types of hard combinatorial problems.
The wide use of CDCL solvers in different applications has led to highly efficient implementations for these type of solvers. In contrast, SLS solvers do not have many practical applications, and their implementations have not been optimized as excessively as those of CDCL solvers. We think that SLS solvers have a high potential on hard combinatorial problems and that it is worth investing effort in improving algorithmic aspects of their implementation.
The contribution of this paper are three-fold. First we propose an improvement of the implementations techniques used in SLS solvers inspired from the CDCL solver NanoSAT. During the analysis of implementation techniques we discovered that the multilevel break value can be computed cheaply and can speed-up the search of SLS solvers when used in decision heuristics, this being our second contribution. Further we observed that the selection of unsatisfied clauses influences the performance of SLS solvers considerably. Our third contribution consists in the analysis of the clause selection heuristics.
Related Work
Implementation methods play a crucial role for SAT solvers and can influence their performance considerably. Fukunaga analyzed different implementations of common SLS solvers in [1] . He observed that during search the transition of clauses from having one satisfied to having two satisfied literals, or backwards occurs in structured problems very often. As a consequence, he proposed to introduce the 2-watched literals scheme for SLS solvers.
Multilevel properties of variables like the make l and break l values were first considered in [2] , where the level one and two make value were combined as a linear function in order to break ties in WalkSAT. They were able to show that the performance of the WalkSAT solver can be considerably increased with this new tie breaking mechanism on 5-SAT and 7-SAT problems. The possible use of the break 2 value was also mentioned, but was not practically applied, probably due to the involved implementation complexity. In [3] the second level score value is being used (score 2 = make 2 − break 2 ) in the clause weighting solver CScoreSAT. The use of higher levels is considered but was not analyzed.
Within a caching implementation, the make 2 value can be computed with little overhead, while the break 2 value needs additional data structures. As one result of our implementation analysis, we have figured out that the break l value can be computed very easily within the non-caching implementations and consequently analyzed its role in the probSAT solver. The authors of [2] also mention that the role of make should not be neglected as was shown in [4] . This is of course true for their findings, but as the make and break value are complements of each other, it is sufficient to consider only the break value.
The importance of clause selection is strongly related to the class of GSAT solvers [5] and to those of weighted solvers [6, 7, 8] . Though, we are not aware of any analysis performed for focused random walk solvers like WalkSAT or probSAT. The pseudo breadth first search (PBFS) scheme was proposed in [9, p. 93] and only analyzed on a small set of randomly generated 3-SAT problems.
Implementations of SLS Solvers
SLS solvers work on complete assignments as opposed to partial assignments used by CDCL solvers. Starting from a random generated assignment, an SLS solver selects a variable according to some heuristic (pickV ar) and then changes
