This article proposes a doubly robust estimation procedure for the average treatment effect on the treated in difference-in-differences (DID) research designs. In contrast to alternative DID estimators, our proposed estimators are consistent if either (but not necessarily both) a propensity score model or outcome regression models are correctly specified. In addition, our proposed methodology accommodates linear and nonlinear specifications, allows for treatment effect heterogeneity, and can be applied with either panel or repeated cross section data. We establish the asymptotic distribution of our proposed doubly robust estimators, and propose a computationally simple bootstrap procedure to conduct asymptotically valid inference. Our inference procedures directly account for multiple testing, and are therefore suitable in situations where researchers are interested in the effect of a given policy on many different outcomes. We demonstrate the relevance of our proposed policy evaluation tools in two different applications.
Introduction
Researchers and policy makers are often interested in evaluating the causal effects of a given program or treatment on different outcomes of interest. Although randomized experiments are often viewed as the "gold standard" of causal inference, in many situations researchers only have access to observational data. In such cases, a popular empirical strategy to credibly address the possibility of selection bias is to exploit natural experiments, and use difference-indifferences (DID) methods to identify the causal effects of interest. In its canonical form, DID identifies the average treatment effect on the treated (ATT) by comparing the difference in pre and post treatment outcomes of two groups: one that receives and one that does not receive the treatment (the treated and comparison group, respectively). This simple procedure can be used with either panel or repeated cross section data, does not rely on strong functional form assumptions and accounts for time-invariant unobserved confounders. These features highlight the practical appeal of difference-in-differences in many empirical settings.
It is worth mentioning that the causal interpretation of the canonical DID estimator relies on a potentially strong identifying assumption: it requires that, in the absence of the treatment, the average outcomes for the treatment and comparison groups would have followed parallel paths over time. This is the so-called (unconditional) parallel trends assumption (PTA). Although the PTA is fundamentally untestable, its plausibility is usually questioned if the observed characteristics that are thought to be associated with the evolution of the outcomes are not balanced between the treated and comparison group.
When the credibility of the PTA is at risk, researchers usually incorporate pre-treatment covariates into the DID analysis, and assume that the PTA is satisfied only after conditioning on these covariates, see e.g. Heckman et al. (1997) , Heckman et al. (1998) , Blundell et al. (2004) , Abadie (2005) , Bonhomme and Sauder (2011) and Callaway and Sant'Anna (2018) .
Building on this rationale, practitioners often consider estimating causal effects in DID settings via two-way fixed effects linear regression models. However, this empirical strategy implicitly assumes that treatment effects are homogeneous across different subpopulations. In fact, when treatment effects are heterogeneous, Wooldridge (2005) , Chernozhukov, Fernández-Val, Hahn and Newey (2013) , and Słoczyński (2017) have shown that, in general, two-way fixed effects models do not recover the ATT, implying that policy evaluation based on this popular specification may be misleading.
In order to allow for treatment effect heterogeneity in a DID analysis, researchers can use alternative procedures. For instance, one can of course consider more flexible outcome regression specifications where, for example, interactions between covariates, treatment and time indicators are included, see e.g. Meyer (1995) , Heckman et al. (1997) and Heckman et al. (1998) .
Alternatively, one can model the propensity score (the probability of being in the treatment group given observed covariates) and construct inverse probability weighted (IPW) estimators for the ATT, as first proposed by Abadie (2005) .
It is important to emphasize that the reliability of the outcome regression and the IPW DID approaches hinges on the correct specification of different, non-nested working models: the former depends on the researcher's ability to correctly specify models for the outcome dynamics, whereas the later depends on her ability to correctly model the propensity score.
Motivated by this observation, in this article we propose that, instead of picking one of the two procedures, one can combine them to form doubly robust DID (DR DID) estimators for the ATT that are consistent if either (but not necessarily both) the regression model for the outcome dynamics, or the propensity score model for the treatment selection is correctly specified. Thus, by combining the outcome regression and IPW approach, the resulting DR DID estimators enjoy additional robustness against model misspecification. Another feature of our DR DID estimators is that they are of the Hájek (1971) type, implying that the weights attached to the estimators always sum up to one. In practice, this simple yet powerful feature usually translates to estimators with improved stability properties, especially when the propensity score is relatively large.
A second contribution of this paper is to develop the large sample properties of our proposed estimators. More precisely, we establish √ n-consistency and asymptotic normality of the proposed DR DID estimators, with n being the sample size. In order to conduct asymptotically valid inference, we justify the use of a computationally simple multiplier-type bootstrap procedure. Our bootstrap inference procedure has some attractive features. First, it can eas-ily accommodate clustering, provided that the number of clusters is "large". This feature is particularly important for DID analysis, see e.g. Wooldridge (2003) , Bertrand et al. (2004) and Cameron and Miller (2015) . Second, in contrast with the classical empirical bootstrap, the multiplier-bootstrap implementation guarantees that, in each bootstrap iteration, there are always observations from each treatment group. Finally, we note that our bootstrap inference procedure can be even more attractive when researchers are interested in estimating the effect of a single policy on numerous outcomes. In this scenario, inference procedures based on traditional t-tests and/or individual confidence intervals (or p-values) are inappropriate: significant treatment effects may emerge simply by chance, even when all treatment effects are equal to zero, see e.g. Romano and Wolf (2005) , Anderson (2008) and section 8 of Romano et al. (2010) . Our proposed bootstrapped simultaneous confidence intervals, on the other hand, do not suffer from this multiple testing problem as they control the familywise error rate. As a consequence, our proposed simultaneous confidence intervals can be used as a visualization tool that appropriately quantify the overall uncertainty in the estimation of ATT.
We illustrate the practical appeal of our proposed methodology by means of two empirical applications. First, we revisit LaLonde (1986), Dehejia and Wahba (1999) and Smith and Todd (2005) and compare how different DID estimators perform in terms of estimating the "selection bias" based on data from the National Supported Work (NSW) Demonstration. Overall, we find that our proposed DR DID estimators present gains in efficiency with respect to IPW estimators, and gains in robustness with respect to DID estimators based on outcome regressions. These findings highlight the attractiveness of our proposed methodology.
Our second application is based on Malesky et al. (2014) , where we analyze the effect of government recentralization process on different public services in Vietnam. As in Malesky et al. (2014) , we take advantage of natural experiment in Vietnam that removed District Peoples's Councils in some but not all parts of the country, and analyze the effect of this government recentralization on 30 different individual outcomes and also on 6 different indexes. We also take advantage of the availability of two pre-treatment periods in the data to assess the credibility of the conditional PTA in this application. Overall, our inference results suggest that it is very important to account for treatment effect heterogeneity, dependence across different ATT estimates, and multiple testing issues. Once that is done, the evidence favoring the conclusion that government recentralization leads to improved public service delivery in areas important to central policy-makers is much weaker than originally argued by Malesky et al. (2014) .
Related literature: Our proposal builds on two branches of the causal inference literature.
First, our methodological results are intrinsically related to other DID papers; for an overview, see e.g. Section 6.5 of Imbens and Wooldridge (2009) . For instance, Heckman et al. (1997) propose kernel-based DID matching estimators, and Abadie (2005) proposes (nonparametric) DID IPW estimators. When the dimension of available covariates is high or even moderate, fully nonparametric procedures are usually not feasible due to the "curse of dimensionality".
In these cases, researchers are usually coerced to adopt parametric methods. Our DR DID procedure falls in this later category, as it relies on flexible parametric models for the outcome dynamics and the propensity score.
Second, our results are also directly related to the literature on doubly robust estimators, see e.g. Robins et al. (1994) , Scharfstein et al. (1999) , Bang and Robins (2005) , Wooldridge (2007), Chen et al. (2008) , Cattaneo (2010) , Graham et al. (2012 Graham et al. ( , 2016 , Lee et al. (2017) , Słoczyński and Wooldridge (2018) , Rothe and Firpo (2018) , among many others; for a brief overview, see section 2 of Słoczyński and Wooldridge (2018) . Most of these papers, however, focus on "selection on observables" type assumptions, whereas we pay particular attention to the conditional DID design.
The closest paper to ours is perhaps Graham et al. (2016) , who propose a general DR procedure that can be applied to DID settings, though this is not the focus of their analysis. The main difference between our proposals is that, in order to achieve double robustness, their procedure rely on the linearity of the outcome models, and may require overparametrization of the propensity score. Our methodology, on the other hand, can relax these potential constraints at the cost of directly modelling the outcome dynamics. Our inference procedures also greatly differ from Graham et al. (2016) . Finally, we explicitly accommodates the empirically relevant setting where only repeated cross section data is available, whereas Graham et al. (2016) do not. However it is worth mentioning that Graham et al. (2016) DR procedure applies to other relevant setups including two-sample instrumental variables, whereas our proposal is tailored to DID settings.
Organization of the paper: In the next section, we briefly overview the existing DID estimators, and explain what are the main potential limitations of these methods. Then, we describe how we combine the strengths of each method to form our DR-DID estimator. In Section 3, we formally characterize the large sample properties of our DR-DID estimators.
Section 4 provides two different applications that highlight the attractiveness of our procedure in practical settings. We conclude in Section 5. Proofs of our results as well as a small scale Monte Carlo simulation exercise are contained in the supplemental appendix 1 .
2 Difference-in-Differences
Framework
We first introduce the notation we use throughout the article. We focus on the case where there are two treatment periods, and two treatment groups. Let Y it be a vector of outcomes of interest for individual i at time t. We assume that researchers have access to outcome data in a pretreatment period t = 0, and in a post-treatment period t = 1. Let D it = 1 if individual i is treated before time t, and D it = 0 otherwise. Note that D i0 = 0 for every i, allowing us to write
Using the potential outcome notation introduced by Rubin (1974) , denote Y it (0) the outcomes of individual i at time t if she does not receive treatment by time t, and Y it (1) the outcomes for the same individual if she receives treatment. Thus, the realized vector of outcomes for
is also available.
In the rest of the article, we assume that either panel or repeated cross section data on
, t = 0, 1 are available. We formalize this in the following assumption. Let T be a dummy variable that takes value one if the observation belongs to the post-treatment sample, and zero if it belongs to the pre-treatment sample.
are independent and identically distributed (iid); or (b) conditional of T = t, t ∈ {0, 1}, the data are iid from the distribution of (Y t , D, X ).
Our main parameter of interest is the vector of average treatment effects on the treated at time t = 1, i.e.
Since expectations are linear operators and
From the above representation it is clear that the main challenge in estimating the ATT is to
from the observed data. In the next section we briefly describe the most common approaches adopted to overcome this challenge using DID methods.
Overview of Traditional Difference-in-Differences Methods
In this section we briefly overview the main difference-in-differences methods used in applied
research. In what follows, we drop the subscript i to ease notation and focus on the case where the outcome of interest Y is a scalar; the discussion when Y is a vector follows the same arguments.
To fix ideas, we start with the case without covariates. In this canonical DID model, it is clear that, under the unconditional parallel trends assumption
one can write
since Y 0 (0) = Y 0 for both groups, and Y 1 (0) = Y 1 if D = 0. Thus, the ATT is identified by
2 Throughout the rest of the paper, to ease the notation burden we denote E [·] as generic expectations. In the case of panel data, such expectations are with respect to the distribution of (Y 0 ,Y 1 , D, X). In the case of repeated cross-section data, the expectations are with respect to the mixture distribution ∑
Although (3) suggests a simple plug-in estimator for the ATT, in practice one usually estimates it using least squares methods on the linear regression function It is important to emphasize that (3) crucially relies on the unconditional PTA (2), i.e., on the assumption that in the absence of treatment, the average outcomes of the treated and the comparison groups would have evolved in parallel. As argued by Abadie (2005) , the credibility of (2) may be questioned if treatment groups are unbalanced in covariates that may be related to the dynamics of the outcome of interest. In these cases, researchers usually consider a conditional version of the PTA that allows for covariate-specific time trends, and impose a common support condition between treated and comparison units. (a.s.) .
Assumption 2, which we refer to as the conditional PTA throughout the paper, is the conditional analogue of (2). Assumption 3 is an overlap condition and states that at least a small fraction of the population is treated, and that for every value of the covariates X , there is at least a small probability that the individual is not treated. These two assumptions are standard in conditional DID methods, see e.g. Heckman et al. (1997) , Heckman et al. (1998) , Blundell et al. (2004) , Abadie (2005) , and Bonhomme and Sauder (2011) .
In practice, perhaps the most popular approach to incorporate covariates in the DID setup is to "extrapolate" from (4) by using the two-way fixed effects linear regression model
and interpret estimates of τ as estimates of the ATT, see e.g. chapter 5.2 in Angrist and Pischke (2009) . Although (5) looks like a "natural" extension of (4), it may have important drawbacks.
3 In the panel data case, we have
More specifically, (5) implicitly assumes that treatment effects are homogeneous across covariates X . To see this, note that under Assumptions 1-3, (5) suggests that
From the above representations it is clear that (5) implicitly implies that the conditional ATT is constant across X , i.e.,
a condition deemed too strong by most of the causal inference literature. In fact, when treatment effects are heterogeneous but one adopts the linear specification (5), the estimand τ is in general different from the ATT, and policy evaluation based on τ may be misleading, see e.g. Wooldridge (2005) , Chernozhukov, Fernández-Val, Hahn and Newey (2013) and Słoczyński (2017) .
In order to relax the homogeneity assumptions implicit in (5), note that under Assumptions 1-3 and the law of iterated expectations, one can write
This representation and (1) suggest that one may use the following regression adjustment estimator to estimate the ATT in conditional DID settings:
where n treat is the total number of observations for D = 1, and µ d,t (x) is an estimate for
is an estimate of outcome dynamics for individuals in treatment group d with covariates equal to x 4,5 .
4 Alternatively, one can useτ
to estimate the ATT, see e.g. Heckman et al. (1997) . In this case, one would need to model two additional conditional expectations when compared to (6). As a consequence,τ reg att is in general less robust against model misspecifications thanτ reg att , unless some particular functional forms and estimation methods are used, see e.g. Wooldridge (2007) . 5 In the repeated cross section case,
In the next section we differentiate the notation for the panel data and repeated cross section case to avoid potential confusion.
Ideally, covariates should be treated nonparametrically when estimating m 0,t (x), see e.g. Heckman et al. (1997) . However, when the dimension of the covariates X is high or even moderate, fully nonparametric estimators may suffer a considerable bias even for relatively large sample sizes, due to the "curse of dimensionality". As a consequence, researchers may be coerced to adopt a parametric model for m 0,t (x) , i.e., to focus on µ 0,t (x) = µ 0,t (x; β t ), where µ 0,t is a known function, and β t are unknown finite dimensional parameters 6 . As an example, one could assume that m 0,t (x) = x ′ β t and estimate β t using least squares methods in the subsamples for the comparison group. With the estimator β t of β t at hand, one can easily estimate the ATT using (6) since µ 0,t (X i ) = X ′ i β t would be an "appropriate" estimator for m 0,t (X i ).
Despite the simplicity of this procedure, its reliability depends on the researcher's ability to appropriately model treatment effect heterogeneity. In the presence of model misspecification for m 0,t (x) (e.g. when the true models for m 0,t (x) are quadratic in x but one ignores these nonlinearities in the estimation procedure), the estimator for the ATT based on (6) will be inconsistent, in general 7 .
The outcome regression approach described above is not the only procedure available to incorporate covariates into DID. For instance, Abadie (2005) shows that, under Assumptions 1-3, the ATT can be identified by
when panel data are available, and by
when repeated cross section data are available, where
, and λ ≡ P (T = 1). Interestingly, Abadie's identification results suggest simple two-step estimators for the ATT that do not directly restrict the evolution of the outcome variables. For instance, when panel data are available, one can estimate the ATT using the Horvitz and Thompson (1952) type IPW estimator
where π (x) is an estimate of the propensity score p (x),
; the estimator for the repeated cross section case is formed using the analogous procedure.
Although one can use nonparametric methods to estimate p (x), see e.g. Abadie (2005) and Chen et al. (2008) , in practice researchers usually assume a parametric model for p (x) to bypass the curse of dimensionality. More precisely, researchers routinely focus on the case that
, where π is a known function and γ are unknown finite dimensional parameters.
Then one proceeds to estimate γ by maximum likelihood,
, and plug these into (9) to get an estimate of the ATT.
Despite being easy and convenient to use, DID IPW estimators of the form of (9) also have potential drawbacks. First, since (9) is an Horvitz and Thompson (1952) type estimator, it may be unstable and have low efficiency, particularly when propensity score estimates are relatively close to one, see e.g. Qin and Zhang (2008) . An important part of these potential instabilities comes from the fact that the weights associated with Horvitz-Thompson type estimators do not sum up to one, see e.g. Robins et al. (2007) . Thus, in practice, it may be desirable to modify such estimators to have normalized weights, i.e. to consider Hájek (1971) type instead of Horvitz-Thompson type estimators. Second, and perhaps even more importantly, the reliability of the DID IPW estimator depends on the propensity score model being correctly specified.
Thus, if the researcher fails to include relevant nonlinear terms on the propensity score or uses a misspecified link function, the resulting DID IPW estimator for the ATT based on (9) will, in general, be inconsistent.
Doubly Robust Difference-in-Differences
The review in Section 2.2 summarizes the main identification and estimation strategies for the ATT under the conditional DID setup: the outcome regression approach and the inverse prob-ability weighting approach. The credibility of the resulting ATT estimator under these two procedures depends on different conditions. For the regression approach, the researcher needs to correctly specify a model for the outcome evolution for the comparison group, whereas the IPW approach requires a correctly specified propensity score model. Given that the required assumptions differ, it is hard to compare both approaches in terms of robustness against misspecification. As a consequence, some practitioners may wonder whether one method should be favored over the other or not.
In this section, we argue that, instead of choosing one of the two DID approaches, one may combine the outcome regression and the IPW procedures to form doubly robust (DR) estimators for the ATT. Here, double robustness means that the resulting ATT estimators remain consistent even if either (but not both) the propensity score model or the outcome regressions models are misspecified. As so, the DR DID estimators for the ATT share the strengths of each individual DID method and at the same time avoid some of their weaknesses.
Before describing how we exactly combine the outcome regression and the IPW methods to form our DR DID estimator, we need to introduce some additional notation. Let π (X ) be an arbitrary model for the propensity score. When panel data are available, let ∆Y = Y 1 −Y 0 , and
For the panel data case, define
where
For the repeated cross section case, let
and
Theorem 1 Let Assumptions 1-3 hold. Then:
2. When repeated cross section data are available, τ dr, rc att
Theorem 1 provides powerful identification results. It says that provided that either the propensity score or the outcome regression models are correctly specified, we can recover the ATT either with panel data or repeated cross section data. Thus, these DR procedures are indeed "less demanding" in terms of the researchers' ability to correctly specify the nuisance functions than either the outcome regression or the IPW approach described in Section 2.2.
After taking a closer look at τ att aim to respectively reweight the "regression errors"
. This is the key feature that leads to the doubly robust property, see e.g. Robins et al. (1994) . Second, in contrast to (7) and (8) (2005) is of Horvitz and Thompson (1952) type. This latter feature is important for estimation since it guarantees that each component of (10) and (12) Robins et al. (2007). 9 It is also important to emphasize that the identification results in Theorem 1 are constructive and suggest a simple two-step strategy to estimate the ATT based on the analogy principle. In the first step, you estimate the propensity score using π(x) and the outcome regression models Although one can use semi/non-parametric estimators for both the outcome regressions and the propensity score, see e.g. Heckman et al. (1997) , Abadie (2005) , Chen et al. (2008) and Rothe and Firpo (2018) , in what follows we focus our attention on flexible parametric first step estimators. More precisely, we assume that π (x; γ) is a parametric model for p (x) , such that π is known up to the finite dimensional pseudo-true parameter γ 0 . Analogously, for t = 0, 1,
is known up to the finite dimensional pseudo-true parameter β p t,0 (β rc t,0 ). This is perhaps the most popular approach adopted by practitioners, particularly when the dimension of available covariates is high or even moderate.
Then, in the case of panel data, our proposed DR DID estimator for the ATT is
,
γ is an estimator for the pseudo-true γ 0 , β p t an estimator for pseudo-true β 
When repeated cross section data are available, our DR DID estimator for the AT T is given ability models for binary outcomes, the normalized weights by themselves will not be sufficient to guarantee boundedness, in general. If one uses a logistic model, on the other hand, the boundedness property for each component of (10) and (12) 
where 
Asymptotic Theory
In this section we derive the large sample properties of our proposed DR DID estimators τ dr, p att and τ
dr, rc att
in (14) and (15), respectively. We show that our estimators are consistent for the ATT when either the propensity score model or the outcome regression models are correctly specified. Under relatively weak regularity conditions, we also show that τ dr, p att and τ dr, rc att admit an asymptotically linear representation, and are √ n-asymptotically normal, where n is the sample size. In order to conduct asymptotically valid inference, we justify the use of a simple multiplier bootstrap procedure that can be easily adjusted to account for clustering. Furthermore, when researchers and policy makers are interested in analyzing the effect of a policy on different outcomes, our bootstrap inference procedures take into account the treatment effect heterogeneity, the potential dependencies between the different ATT estimators, and do not suffer from multiple-testing problems. In practice, these attractive features translate to more robust inference procedures under DID designs.
In order to derive the asymptotic properties of our proposed DR DID estimators, we impose some relatively weak, high level conditions on the parametric first step estimators. Let g (x) be a generic notation for π (x), µ p t (x) and µ rc t (x), t = 0, 1. Analogously and with some abuse of notation, let g (x; θ ) be a generic notation for π (x; γ), µ 
′ exists and is positive definite, and Finally, we impose some weak integrability conditions such that we can appropriately apply law of large numbers and central limit theorems. Let
′ . Define the vector of pseudo-true param- 
and so on and so forth.
For generic γ and β = (β 1 , β 0 ), let
is the asymptotic linear representation of the estimators for the outcome regression as described in Assumption 4(iv),μ 
Theorem 2 indicates that, provided that either the propensity score model or the regression outcome models are correctly specified, τ dr,p att is consistent for the ATT, implying that our estimator is indeed doubly robust. In addition, Theorem 2 indicates that our proposed estimator admits an asymptotically linear representation, and as a consequence, it is √ n-consistent and asymptotically normal. Importantly, its variance is fully determined by its influence function η p and its exact format depends on which nuisance model is correctly specified. 
implying that the estimation effect of γ on the influence function is zero, regardless of the propensity score being correctly specified or not. These features are particularly attractive since they suggest that, even when one of the nuisance functions is misspecified, one can use the information matrix equality and potentially relax some smoothness conditions if one estimates the nuisance parameter using the maximum likelihood approach, see e.g. Theorem 5.39 and Example 5.40 in van der Vaart (1998). In practice, however, it is hard to know a priori which nuisance model is correctly specified or not, and therefore we include both "correction" terms.
In order to conduct asymptotically valid inference, Theorem 2 suggests two potential routes.
The first and perhaps more standard approach is to use the analogy principle to estimate V p . The second, and the one we adopt in this paper, is to use a simple multiplier bootstrap procedure that leverages the asymptotic linear representation (16). We argue that the bootstrap approach inherits some practical advantages. First, our bootstrap procedure can readily be modified to account for clustering, provided that the number of clusters is "large", see Remark 2 below. Second, and perhaps even more importantly, we note that researchers often estimate and make inference about many different ATT. For instance, they may be interested in the effect of a given policy on many different outcomes. Alternatively, when more than a single pre-treatment period is available, it is common to assess the plausibility of the conditional parallel trend assumption by checking if the average treatment effects at pre-treatment periods are jointly equal to zero, see e.g. chapter 5 of Angrist and Pischke (2009) . In these cases, our proposed bootstrap procedure allows one to construct simultaneous confidence intervals in a relatively straightforward manner. Unlike pointwise confidence bands, simultaneous confidences bands do not suffer from multiple-testing problems and are guaranteed to asymptotically cover all ATT with a probability at least 1 − α. In practical terms, failing to account for multiple inference usually leads to spurious and/or ambiguous conclusions about the effectiveness of a given policy since statistically significant coefficients may emerge by chance at rates substantially higher than α, see e.g. Romano and Wolf (2005) 
where κ = √ 5 + 1 /2, as suggested by Mammen (1993 
The next theorem establishes the asymptotic validity of the multiplier bootstrap procedure proposed above. 
We now describe a practical bootstrap algorithm to compute studentized confidence bands for the ATT. This is similar to the bootstrap procedure used in Kline and Santos (2012 
att ( j) . 
3) Repeat steps 1-2 B times. 4) Compute a bootstrap estimator of the main diagonal of V p,1/2 such as the bootstrap interquartile range normalized by the interquartile range of the standard
Remark 1 In comparison to the empirical bootstrap, the multiplier bootstrap has the advantage of not needing to reestimate the nuisance parameters in every bootstrap draw, making it computationally more tractable. In addition, since each bootstrap draw consists of a "perturbation" of the influence function of τ dr,p att , the procedure completely overcomes the drawback of having very few or even no observations from a particular treatment group in some empirical bootstrap iterations.
Remark 2 In difference-in-differences analysis it is common to account for clustering, see e.g. Wooldridge (2003) , Bertrand et al. (2004) , and Cameron et al. (2008) . We emphasize that the aforementioned multiplier bootstrap procedure can be readily modified to handle this important case, provided that the number of clusters is "large", see e.g. Sherman and Le Cessie 
Repeated cross section data
In this section, we turn our attention to our proposed DR DID estimator for the ATT when only repeated cross section data are available. In the same spirit as the panel data case, the asymptotic influence function of τ dr,rc att plays a prominent role in our large sample results. 
being the asymptotic linear representation of the estimators for the outcome regression as described in Assumption 4(iv),μ 
and, as n 0 , is the plug-in estimate of (18). The next theorem is analogous to Theorem 3 and establishes the asymptotic validity of the proposed bootstrap procedure.
Theorem 5 Under the assumptions of Theorem 4, as n
where V rc is defined as in Theorem 4.
Empirical Applications
In this section, we illustrate the relevance of our DID estimation and inference methods by applying our proposed policy evaluation tools to two different datasets. In the first application we revisit LaLonde (1986), Dehejia and Wahba (1999) and Smith and Todd (2005) . We take advantage of the availability of National Supported Work (NSW) experimental panel data and compare how different DID estimators perform in terms of "selection biases". In the second application we revisit Malesky et al. (2014) and reanalyze how government recentralization affects many different public services in Vietnam. Whereas the first application allows us to demonstrate the appeal of our DR DID estimators within a relatively well understood dataset that has a very clear benchmark, the second application allows us to also highlight the practical importance of accounting for multiple inference.
The Effect of Job Training on Earnings
In a very influential study, LaLonde (1986) analyzes whether different treatment effect estimators based on observational data are able to replicate the experimental findings of the NSW job training program on post treatment earnings. His negative results led to an increased awareness of the potential pitfalls of observational data and helped spur the use of randomized controlled trials among economists. In addition, alternative policy evaluation tools arose to overcome "LaLonde's critique" of observational estimators. Two prominent examples are the propensity score matching (PSM), see e.g. Wahba (1999, 2002 ) (henceforth DW) and the difference-in-differences matching, see e.g. Heckman et al. (1997) and Smith and Todd (2005) (henceforth ST). For instance, DW show that PSM can replicate the experimental benchmark of the NSW for a particular subsample of the original data. ST, on the other hand, cast doubt on the "generalizability" of DW PSM results to a larger population and argue that the conclusions may be sensitive to the propensity score specification. ST also argue that for the NSW data, difference-in-differences matching estimators may be more suitable than cross section PSM, as they can account for time-invariant unobserved confounding factors. We also observe real earnings in 1975, which we use as the pre-treatment outcome Y 0 . The experimental benchmark for the ATT is equal to $886 (s.e. $488), $1794 (s.e. $671), and $2748 (s.e. $1005) for the LaLonde, DW, and early RA sample, respectively. For additional description and summary statistics for each sample, see Smith and Todd (2005) .
Following ST, we focus on estimating the average "evaluation bias" of different DID estima-tors. This is only made possible given the availability of experimental data. First, randomization ensures that both treatment groups are comparable in terms of self selection. Second, given that randomized-out individuals did not receive training via NSW, the impact of NSW is known to be zero in this group. Thus, applying different DID estimators to data from randomized-out individuals (our pseudo treated group in this exercise) and nonexperimental CPS comparison observations (our comparison group in this exercise) should produce an estimated ATT equal to zero, if these DID estimators are consistent. Deviations from zero are what we call evaluation bias 12 .
On top of using our proposed DR DID estimators in Equation (14), we consider three other "difference-in-differences" type estimators for the ATT as discussed in Section 2.2: (a) the two-way fixed effect regression based on (5), where the estimator of τ is interpreted as an ATT estimate; (b) the DID regression estimator (6); and (c) the Abadie's DID IPW estimator (9).
We assume that the outcome models are linear in parameters and that the propensity score follows a logistic specification. The unknown parameters are estimated using OLS and maximum likelihood, respectively.
In order to assess the sensitivity of the findings with respect to the model specifications, we consider three different specifications for how covariates enter into each model: (i) a linear specification where all covariates enter the models linearly; (ii) a specification in the spirit of DW, which adds to the linear specification a dummy for zero earnings in 1974, age squared, age cubed divided by 1000, years of schooling squared, and an interaction term between years of schooling and real earnings in 1974; and (iii) an "augmented DW" specification, which adds to the "DW" specification the interactions between married and real earnings in 1974, and between married and zero earnings in 1974 -these two interaction terms were used in Firpo (2007). Table 1 summarizes the results. Standard errors are reported in parentheses and the estimated evaluation biases relative to the experimental ATT benchmark are reported in brackets.
12 An alternative way to estimate "evaluation bias" is to compare the ATT using the experimental data with ATT using data from randomized-in and nonexperimental comparison units. This is the approach taken by LaLonde (1986) and Wahba (1999, 2002) . A disadvantage of this approach compared to the one we and Smith and Todd (2005) use is that experimental ATT estimates are also random and may differ from the "true" ATT. Thus, the computation of "true" evaluation biases is much more challenging if not impossible. In any case, results treating the experimental ATT as true effects lead to similar conclusions and are available upon request.
As argued by ST, these "relative biases" are useful for comparing DID estimators within each sample, but since the experimental benchmark estimates for the ATT vary substantially among the three experimental samples, they should not be used for comparing DID estimators across samples. Notes: The results (standard errors are in parentheses) represent the estimated average effect of being in the experimental sample (i.e. the estimated evaluation bias) on the 1978 earnings where the experimental control group is compared with untreated non-experimental CPS sample. The estimated evaluation bias relative to the experimental ATT benchmark, in percentage terms, are reported in brackets. We compare four different DID estimators for the ATT -the doubly robust estimator (DR) described in (14), the two-way fixed effect estimator (FE) based on (5), the DID regression estimator (REG) based on (6), and Abadie (2005) IPW estimator (IPW) described in (9). For each DID estimator, we report three different specifications depending on how covariates are included: linear specification, where all covariates enter the model linearly; "DW" specification, which adds to the linear specification a dummy for zero earnings in 1974, age squared, age cubed divided by 1000, years of schooling squared, and an interaction term between years of schooling and real earnings in 1974; and the "augmented DW" specification, which adds to the "DW" specification the interactions between married with real earnings in 1974, and between married and zero earnings in 1974. Outcome models are assumed be linear, and the unknown parameters are estimated via OLS. Propensity scores models are assume to be logistic, and the unknown parameters are estimated using maximum likelihood. For the DR DID estimators, standard errors are based on 9999 bootstrap draws using steps 1-4 in Algorithm 1. Table 1 highlights some interesting patterns. First, estimators based on two-way fixed effect regression models tend to be very stable across specifications, but usually display large positive and statistically significant evaluation biases. Second, DID estimators based on the regression approach tend to lead to the most precise estimates. However, for the LaLonde sample, point estimates are severely biased downward, leading to statistically significant evaluation biases.
Abadie's IPW estimators tend to have the largest standard errors across all considered estimators, but their evaluation biases are relatively small. Finally, note that our proposed DR DID estimators share the favorable bias properties of Abadie's IPW estimators, but at the same time, have smaller standard errors than IPW estimators. Taken together, the results using the NSW job training data suggest that our proposed DR DID estimators are an attractive alternative to existing DID procedures.
The Effect of Government Recentralization on Public Services
In political science, there has been increasing interest in analyzing the effect of government decentralization/recentralization on public goods allocation. Although early evidence has favored decentralization, some recent work has started questioning its real effectiveness, see e.g. Treisman (2007) . At the same time, some countries have become skeptical about the gains of their decentralization and started a process of recentralization, see e.g. Dickovick (2011) .
In order to shed light on the effects of government recentralization, Malesky et al. (2014) We use a logistic regression model for the propensity score. When the outcome of interest is binary, we use a logistic regression model to estimate its conditional mean; if the outcome is non-binary, we use a linear regression model. The unknown parameters are estimated using OLS when a linear regression model is used, and by maximum likelihood if a logistic regression is employed 14 . For comparison, we present in Figure 2 the ATT estimates using two-way fixed effects models, together with 90% pointwise cluster-robust confidence intervals -this is the procedure adopted by Malesky et al. (2014) . It is important to emphasize that the aforementioned discussion ignores the fact that we are testing 30 different hypotheses in Figures 1 and 2 . As a consequence, the probability of finding a statistically significant result by chance can be considerably higher than 10%. To 13 We use 90% confidence intervals because this is the confidence level Malesky et al. (2014) adopt.
14 The full set of 30 ATT estimates using the DR DID, two-way fixed effects, Abadie's IPW, and the regression based DID estimators are available upon request. The results are derived using our proposed doubly robust difference-in-differences estimators, where the propensity score is estimated assuming a linear logistic model, and the outcome regression models are assumed to be logistic when the outcome is binary (noted as 'Prob' in the figure), or follow a linear model when the outcome is non-binary (denoted by 'HH Share' or '100s' in the figure) . The figure shows ATT point estimates (denoted by a solid circle), 90% pointwise confidence intervals (inner confidence intervals indicated by the dashes), and 90% simultaneous (across outcomes) confidence intervals computed using Algorithm 1 with 9999 bootstrap draws. All confidence intervals are clustered at the district level. As in Malesky et al. (2014) , outcomes are organized into six groups: (1) Infrastructure Index (measuring quality of transportation infrastructure); (2) Agricultural (Agr.) Services Index (measuring access to agricultural extension programs and credit); (3) Health Services Index (measuring quality of public health services); (4) Education Index (measuring access to and quality of public education); (5) Communications Index (measuring post office and telecommunication infrastructure); and (6) Household Business Development (HH Biz Dev't) Index (measuring household business development services, such as credit access and markets).
illustrate this problem in the present context, let's suppose that government recentralization did not affect any of the 30 outcomes (all effects are exactly equal to zero) in Vietnam. If all 30 outcomes were fully independent, the probability that a researcher will find at least one statistically significant effect when there is none is given by 1 − 0.9 30 = 0.958, and not 0.10 as one would expect 15 . Thus, it should be clear that one must also take into account the multiplicity of hypotheses being tested in order to conduct asymptotically valid inference. Interestingly, when we directly address the multiple testing problem by using the simultaneous confidence intervals, we find that the effect of District People's Council removal is not statistically significant at the 90% level for any of the 30 outcomes. In other words, when we allow for treatment 15 When the outcomes (or test statistics) are correlated, the probability should be smaller than in the case of independence. In the extreme case of all tests being perfectly positive correlated, there would be no size distortions. effect heterogeneity and control for the multiplicity of tests, the results in Figure 1 suggest that the evidence about the effect of government recentralization on public services is much weaker than suggested by Malesky et al. (2014) .
The conclusions drawn from Figure 1 do not come without potential limitations. For instance, one may argue that, because we are investigating the effect of government recentralization on 30 outcomes, the data requirements to have informative disaggregated ATT confidence intervals are "too high". Alternatively, one may argue that researchers and policy makers are not intrinsically interested in a specific outcome, but in a more representative "basket" of outcomes.
In order to tackle both of these concerns simultaneously, we follow Malesky et al. (2014) and directly analyze the causal effects of government recentralization in Vietnam on the six more aggregated additive indices mentioned before. Here, we model the propensity score as before, and use linear models to estimate the conditional mean of the indices in each period. : 2008 -2006 " only uses data from before the recentralization, and therefore should be equal to zero. We compare four different DID estimators for the ATT -the doubly robust estimator described in (15), the two-way fixed effect DID estimator based on (5), the DID regression estimator based on (6), and Abadie (2005) inverse probability weighted DID estimator based on (8). Covariates enter all the models in a linear fashion. Outcome models are assumed to be linear, and the unknown parameters are estimated via OLS. Propensity scores models are assume to be logistic, and the unknown parameters are estimated using maximum likelihood. Standard errors for the two-way fixed effects estimators are analytical. Standard errors for the DR, IPW, and regression DID estimators are based on 9999 bootstrap draws using steps 1-4 in Algorithm 1. 90% simulataneous (across times and outcome indices) cluster-robust confidence intervals constructed using Algorithm 1 are reported in brackets.
The DR DID results in Table 2 are in line with the disaggregated analysis: our 90% simulta- 16 We note that, strictly speaking, the pre-treatment ATT being equal to zero is only an implication of the (pretreatment) conditional PTA, and therefore, such a test is not omnibus; see Section 4 of Callaway and Sant'Anna (2018) for a discussion. Furthermore, it is important to mention that the validity of the pre-treatment conditional parallel trend assumption is neither necessary nor sufficient for the validity of the "actual" posttreatment conditional PTA. Thus, one should interpret the pre-testing results with caution.
neous cluster-robust confidence intervals suggest that none of the estimated ATT is statistically different from zero. In addition, when we use only pre-treatment data, the DR DID estimates suggest that the pre-treatment ATT is not statistically different from zero at the 10% level, indicating that, in this application, we do not find evidence against the conditional PTA.
The results in Table 2 reveals some interesting patterns even when one ignores the multiple testing problem. For instance, the two-way fixed effects estimator suggests a significant effect of government recentralization on the infrastructure index, whereas the results based on the DR DID, regression DID, and IPW difference-in-differences estimators do not support such claim.
This finding can perhaps be attributed to the fact that two-way fixed effect estimators restrict treatment effect heterogeneity.
Overall, we also note that our DR DID point estimates are close to the regression DID, and that the standard errors associated with our proposed DR DID estimators are substantially smaller than those associated with Abadie's IPW estimators. Finally, we also note that the DR DID standard errors are in general smaller than the regression DID estimators, with the exception of education index. Although the difference is definitely not of the same magnitude when compared to the IPW estimators, they still reflect some practical efficiency gains. For instance, the variance of the DR DID estimator for the effect of government recentralization on the communication index is 30% smaller than the variance of the regression DID estimator (0.075 2 /0.089 2 = 0.710 ).
In sum, our results highlight the practical importance of accounting not only for treatment effect heterogeneity, but also for multiple testing. Once one takes these features into consideration, our DR DID results suggest that the empirical evidence supporting the claim that removing DPCs led to improvements in public services is much weaker than previously argued by Malesky et al. (2014) .
Concluding Remarks
In this article, we proposed doubly robust estimators for the ATT in difference-in-differences settings where the parallel trends assumption holds only after conditioning on a vector of pre-treatment covariates. Our proposed estimator remains consistent for the ATT when either (but not necessarily both) a propensity score model or outcome regression models are correctly specified. In contrast with two-way fixed effect models, our proposed estimator does not rely on restrictive treatment effect homogeneity assumptions. We derived the large sample properties of the proposed estimators in situations where either panel data or repeated cross section data are available. In particular, we showed that our proposed estimators are √ n-consistent, asymptotically normal, and admit an asymptotic linear representation that facilitates the implementation of a fast and easy to use multiplier bootstrap procedure. Our inference procedures are suitable to analyze more than one outcome of interest, and can accommodate clustering in a relatively straightforward manner. We illustrated the attractiveness of our proposed causal inference tools via two applications.
Given the desirable features of our proposal and the prevalence of difference-in-differences analysis across different fields, we argue that the DR DID tools proposed in this article are important additions to the applied researcher's toolkit.
