Abstract. Most pedestrian detection systems are built based on computer vision technology and usually are composed of two basic modules: object detection module, and recognition module. This paper presents an efficient filtering module, which works between the two basic modules, based on extracting the 3-dimensional information from single frame images. The filter module removes the noisy objects extracted by object detection module and thus reduces the burden of the recognition module. 3-D information, such as height, width and distance are extracted from single frame images. Using this information, a Bayesian classifier is employed to implement the filter. The main contribution of this filter module is that it removed about 30% noisy objects detected by the object detection module. The total computing cost and error detection rate is reduced when this filter module is used in the pedestrian detection system.
Introduction
According to the report [9] , there are, every year, lots of pedestrians killed in traffic crashes in the US. Also, the pedestrian security problem is very serious all over the v^orld. Considering this, the demand for computer vision based pedestrian detection systems arises.
The hardware of the pedestrian detection system is composed of a camera mounted on the front part of vehicle and a computer processing the video signals captured by the camera. Most of the existing computer vision based systems used a two-stepped algorithm: detection module and recognition module. Objects in the video are detected in the detection phase, and then these objects are classified with Please use the following format when citing this chapter: Miao, Gengxin, Luo, Yupin, Tian, Qiming, Tang, Jingxin, 2006, in IFIP Intemational Federation for Information Processing, Volume 204, Artificial Intelligence Applications and Innovations, eds. Maglogiannis, I., Karpouzis, K., Bramer, M., (Boston: Springer), pp. 212-220 various pattern recognition techniques in the recognition phase. Example systems can be found in other researchers' studies [4] [5] [7] .
The simple two-phased systems may lead to heavy computing burden since the detection module marked too many image candidates for the classification module. Tian et al. [6] have made some rigid rules to filter the objects extracted by the detection module according to the position of the candidate images. Broggi et al. [1] concerned the projection process from a real world to a 2-dimensional image. Both of the methods recognized that the height of the candidates is crucial information for removing the noisy candidates. Neither of them, however, calculated the 3D information online. On one hand, the filtering rate is low; on the other hand, there are lots of candidates being filtered by mistake.
This paper focuses on a filter model which works between the object detection module and the recognition module used in a computer vision based pedestrian detection system. In figure 1 , an example image from the video can illustrate the problem encountered in the existing system. figure 1 , the yellow rectangles show the results extracted by the detection module, and the red rectangles represent the output of classification module which are expected to be pedestrians. In fact, the smaller red rectangle is not an image of a pedestrian, and just because its scale is too small so that based on the image information the classifier cannot recognize it from the pedestrian objects. In this image, too many yellow rectangles influence both the efficiency and the effectiveness of the recognition module.
In this filter module, the camera is primarily calculated with mature techniques [8] ; since the camera is fixed on the vehicle, its parameters can be regarded as constant when the vehicle is operating on the road after the coordinate systems are finely established. In the calculation, the image information is totally ignored since that is the task of recognition module; the 3-dimensional information is calculated just based on the position where the candidate objects exist. Similar approach can be found in [2] . After that, a Bayesian classifier is employed to accomplish the filter task.
The rest of the paper is organized as follows. Section 2 presents the camera module used in this module; Section 3 describes the detail of this filter module; the experimental results are shown in Section 4; and, at last, Section 5 draws the conclusion and proposes some future work.
Camera Model and Definition of Coordinate System
A camera consists of optical elements and an image surface. By varying the optics of the camera, many different projection of a given scene can be obtained. Among this set of projection models, the pinhole model [3] is the simplest projection model, as shown in formula (1)
where s = coefficient related to the object distance [u, v]' = image coordinates A = the camera's intrinsic parameter [ri, Xi, r3, t]' = the camera's extrinsic parameter [X, Y, Z]' = object coordinates in the world coordinate system The definition of these symbols will not be described again for the space limitation.
For intrinsic parameter calibration, lots of researchers have developed a variety of methods to implement the calibration. Among them, Zhang, Z. [8] proposed a flexible technique to easily calibrate the intrinsic parameters. For its convenience and precision, we implemented Zhang's method in our experiment.
The camera is fixed on the vehicle, and, thus, the relative position of the two coordinate systems is invariable; in other words, the external parameter of the camera can be fixed via a convenient definition of the camera coordinate system and the real world coordinate system. To simplify the problem, the image coordinate system and the world coordinate system are established as shown in figure 2 .
As shown in figure 2 , both of the two coordinate systems have the constantly parallel direction. Therefore, the extrinsic parameter matrix should be like this: This section will mainly present two problems. 1) What are the data that the filter module will use to calculate the real size; and 2) What is the real size estimation process.
Online Size Estimation
The online size estimation algorithm is designed based on single frame images. To make this process feasible, some assumptions are proposed,
Assumptions:
After estimating the camera parameters, the real size of the objects can be estimated based on some assumptions. Assumption 1: Both the intrinsic and extrinsic parameters of the camera are invariable since the camera is fixed on the vehicle.
Assumption 2: The input objects are standing on the road plane. (Since the target of the module is pedestrian who are definitely standing on the ground) Assumption 3: The road is planar.
Equations used for 3-dimensional information Estimation:
Based on the camera module and the assumptions described above, the 3-dimensional information can be calculated from the single frame images. Put the extrinsic parameter matrix (B described in Section 3.1) in formula 1. Thus:
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The formula can be further simplified as follows:
Since A is an upper triangular matrix, its inverse matrix has the same character. There are four points (named as bottom left, bottom right, top left, and top right) to present each object. Thus, according to assumption 2 and 3, the Y value of the bottom edge of the object should be zero. Thus:
Furthermore, when examining the top and right edges of the object and the image, another equation can be achieved:
Combining the two equations, the following real size related information can be calculated:
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Classifier
Three attributes (the distance, the height, and the width) can be computed to represent each object. Among of the three, the height is the most crucial cue to filter those non-pedestrian objects. Since the height to width ratio is constant (the objects are extracted based on template matching algorithm), the width information is omitted in the further calculation. The pedestrians can stand at any distance from the vehicle; in light of this, the distance information seems to be of less use either. However, when the distance increases, the estimation of height will be involved with a larger error. Therefore, the two dimensional information of both height and distance are used as the input of the Bayesian classifier.
To assure the formula has an analytical solution, a Gaussian function is used to approximate the probability density function of the distribution of real height and distance of the candidate objects. All the samples should be firstly divided into two categories, the positive and the negative (which means the pedestrian objects and the non-pedestrian objects). Then the estimation of the mean value and the variance of the height and distance corresponding to each category can be achieved.
Thus, the discriminant functions and the decision surface can be expressed as follows. According to formulae (7) and (8), the decision surface should be decided below:
Experimental Results
Our experiment is implemented based on a tape record derived from the real scenery in the streets during nighttimes. In the whole video file, there are 1,144,323 candidate objects extracted. Firstly, the video data are divided into two parts: some data for training and the other for test. There are 500,000 objects used for training and the rest for testing. In all the object samples, there are 9,333 positive objects and the others are negative ones.
Parameter Tuning
Probability Density Function Estimation:
In order to design a classifier based on the height and distance information of the objects, the different distribution characters on these features of the two categories of objects should be examined first. In this section, the probability density function of the height and distance of both groups of objects is estimated.
As mentioned above (see Section 3.3), this section uses Gaussian function to estimate the probability density function of the height and distance of both positive and negative objects. The results are shown in the following table. 
Decision Surface Estimation:
Theoretically, the height of object is independent to its distance from the vehicle. However, when the objects go farther from the camera, the image will be blurred and, consequently, the error in estimating its distance and height will be greater. Therefore, both the height and the distance information are useful to establish the Bayesian classifier. Figure 3 shows the parameter tuning process in which the curve labeled as positive shows the retain rate of pedestrian objects when the parameter of the decision surface varies; and the negative curve shows the filter rate of non-pedestrian objects when the parameter of the decision surface varies.
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Fig 3. Parameter tuning graph
The parameters should be chosen based on this principle: the most of the negative objects should be filtered and most of the positive ones should be retained. However, there is not a clearly optimal value shown in this figure, since when the negative objects' curve increases (which means the filter rate is growing), the positive objects' curve drops (which means the loss of pedestrian objects is also growing). As shown in figure 3 ,-100 is chosen as a decision surface.
Test Results
Once the decision surface is determined, it can be used to classify the test data collection. The result of the filter is shown below.
In figure 4 , the vertical axis represents the number of candidate objects for both categories. The horizontal axis represents the parameter of the decision surface. 
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Fig 4. Test results
Because the pedestrian samples are too few to be comparable with the nonpedestrian samples, to amplify the result, this figure magnifies the number of pedestrian objects by 500 times. To make it clearer, the two ratio values (the tworatio values, or the values of the two ratios) are calculated as follows. In formula 10, the test results are shown clearly. The filter module finally removed 28.6 percents of the candidate objects, among which there are only 5.9 percents of the positive objects which are removed by mistake. This result is very satisfying for the further process. On one hand, by removing a lot of candidates, the following modules can save lots of time in processing them. On the other hand, most of the removed objects (326,716 among 327,276, almost 98.8%) are non-pedestrian objects. Thus, as a result, the wrong detection ratio of the following modules can be decreased.
Discussion
The wrong detection is mainly produced in two ways: 1) the approximated camera parameters import errors in calculating the real size information especially when the objects are in long distances. And 2) the mistaken segmentation of objects offered by former detection module brings an ineffaceable error in the following calculation. These two kinds of errors weakened the power of the filter module. To reduce the effect of the first type of error, the classification algorithm also had the distance information as an input; in this way, the results are improved remarkably. For the limitation of space, the former experimental results without considering the distance information are not included in this paper.
Conclusion and Future Work
To ftirther improve the performance of this filter module, the two kinds of errors should be studied in depth. For the first type of error, the error of the camera parameters can be estimated, and consequently the error of the calculated real size information can be estimated as well as the height and distance information. Currently, the filter module avoided processing the raw image information, thus it can't get rid of the second type of error. Most of the time, the mistaken segmentation contains only a half part of a pedestrian dressing in different colors for the coat and the trousers. For future work, the filter module can detected a small range in the image and examine whether the pedestrian image is wrongly segmented. These will potentially improve the performance of this filter module.
