Tapping mode atomic force microscopy with applied bias was used to spatially resolve areas of different doping type on Si wafers patterned with photolithography and subsequent ion implantation. The application of a direct current bias between cantilever and sample during the measurement produces Coulomb ͑electrostatic͒ forces, whose magnitude depends on the spatial variation of the doping density. This effect was utilized to detect areas of different doping type by monitoring the phase angle between the driving frequency and the cantilever response while scanning areas of different doping density. In this article we present a series of measurements at various bias voltages demonstrating that the observed phase contrast between differently doped areas is directly connected to the bias induced surface potential ͑band bending͒ present on these areas. To investigate the contrast mechanism quantitatively, we also measured deflection ͑force͒, amplitude and phase versus distance curves for a typical cantilever with an applied bias on a gold thin film. This allowed correlation between phase contrast observed and the actual Coulomb force measured.
I. INTRODUCTION
High spatial resolution methods for two-dimensional characterization of doping profiles in submicron patterned semiconductor circuits are becoming increasingly valuable as device structures continue to shrink. Selective etching, scanning secondary ion mass spectroscopy and several scanning probe microscopy ͑SPM͒ related techniques are currently being developed as high spatial resolution methods for dopant characterization. [1] [2] [3] SPMs provide the lateral resolution required for characterization of structures down to atomic dimensions and have the additional advantage of being nondestructive. Scanning capacitance microscopy ͑SCM͒, [4] [5] [6] scanning Kelvin force microscopy ͑SKFM͒, 7, 8 scanning spreading resistance probe microscopy ͑nano-SRP or -SRP͒, 1 and current imaging tunneling spectroscopy ͑CITS͒ 9 were identified as promising SPM related techniques for dopant profiling. These methods, however, require considerable experimental effort; such as additional electronic circuitry and sample preparation in the case of SCM and SKFM or the requirement of ultrahigh vacuum for reliable measurements in the case of CITS. The atomic force microscopy ͑AFM͒ imaging process, which does not require conductive samples, makes it desirable for measuring doping level profiles in real semiconductor process wafers that are often covered by an insulating layer, rendering scanning tunneling microscopy measurements difficult or impossible.
It has been recently shown that Coulomb forces can have a significant influence on the imaging mechanisms in SPM 10 and that single dopant atoms in layered semiconductor materials can be imaged with tapping mode AFM ͑TMAFM͒ with a direct current ͑dc͒ bias applied. 11 Herein we resort to the use of AFM to resolve doping profiles in patterned semiconductor surfaces. Recently we introduced a simple new method for two-dimensional spatial imaging of doped silicon using TMAFM. 12 This method uses standard TMAFM with an applied dc bias. It was demonstrated that the phase signal in TMAFM is sensitive enough to detect bias induced Coulomb force. This allows us to resolve minute surface charge variations between areas of different doping type and to map out the surface doping density. In this article we will investigate the measurement process more closely and present quantitative results regarding the magnitude of the Coulomb forces involved.
II. EXPERIMENT
The experiments were carried out using a commercially available Nanoscope III® multimode SPM ͑Digital Instruments, Santa Barbara, CA͒ in which a bias was fed into the sample stage by connecting its ground connector pin to a dc power supply. Bias voltages are reported with respect to the grounded cantilever. To avoid high currents between sample and cantilever in case of point contact, a 10 M⍀ resistor was put in series between power supply and sample. Conductive cantilevers of the same type ͑Digital Instruments, Santa Barbara, CA, SESP Ni 2 Si 3 coated Si, spring constant range: 2-7 N/m, tip radius 20-40 nm, quality factor QϷ300) were used in all experiments.
The sample investigated was a p-doped silicon wafer ͑bo-ron; 1ϫ10 17 cm Ϫ3 ) containing counter n-doped ͑arsenic, 5.9ϫ10 15 cm Ϫ3 ) 1.3 m diam circular regions prepared by photolithography and subsequent ion implantation. After implantation the sample was annealed to activate the dopants. Prior to imaging, the sample was dipped into a dilute ͑pH 3.8͒ solution of HF to remove the surface oxide. This was followed by rising in distilled water and drying under a a͒ stream of nitrogen. Phase contrast was measured using a Digital Instruments ''extender'' electronics module. Measurements under applied dc bias were carried out using the Nanoscope's ''interleave'' feature in lift mode. In this mode every scan line is measured twice: the first scan measures the topography using the standard TMAFM height mode while the second scan retraces the same line following the trajectory established during the first scan, but at a user defined height above the sample. This allows us to measure the phase contrast during the second scan at an approximately constant cantilever sample distance. All phase contrast data shown in this article were measured at an interleave height of either 30 or 100 nm. The sample used for the force calibration measurements was an epitaxial gold film grown on mica. The Au film showed flat terraces and islands of about 300 nm diameter. The curves were measured after the cantilever tip was positioned in the center of one of these islands. Figure 1 shows the topographical image of a 3ϫ3 m 2 area of a p-doped silicon wafer which has n-doped 1.3 m diam circular regions prepared by photolithography and subsequent ion implantation. The image was measured with TMAFM in height mode and shows one of the circular n-doped regions surrounded by a 5-6 nm high ring ͑ion-damaged photoresist͒. It is important to note, for the following evaluation of the phase contrast data, that the n-doped areas inside and the p-doped areas outside the rings are of similar topographic height. In Fig. 2 , phase contrast images of such an area are shown as a function of the applied dc bias. Since our measurements depend on the precise measurement of the Coulomb force induced phase change of the cantilever oscillation, tip sample distance changes must be avoided during the measurement. This is accomplished by using the interleave mode which automatically compensates for the topography. It also allows us to avoid contact with the surface during the phase contrast measurement which would result in erroneous data, since physical contact causes dampening which can also result in a phase change. ) into a boron doped (1ϫ10 17 cm Ϫ3 ) silicon substrate. Images on the left were taken at 30 nm interleave lift height, while images on the right were taken at a lift height of 100 nm.
III. RESULTS AND DISCUSSION
The phase contrast images in Fig. 2 are shown in the units given by the Nanoscope software and were only plane fit. In order to demonstrate the influence of the interleave height, two sets of data obtained at 30 and 100 nm height are shown on the left and the right in Fig. 2 . Both sets of images were measured at biases ranging from Ϫ20 to ϩ20 V. It is evident that the unbiased images ͑sample grounded͒ at both scan heights appear completely featureless and flat, demonstrating the absence of phase changes from influences other than the applied bias. It should be mentioned that the cantilever center-of-oscillation moves towards the surface upon application of a bias, potentially causing problems due to contact oscillation dampening with the surface. However, we will demonstrate below, using calibration curves measured on a gold film, that this effect can also be ruled out.
Phase contrast between the n-type circle and the p-type surrounding appears when the bias voltage is applied and a contrast reversal occurs upon switching the sign of the applied bias. The appearance of the residue ring in all the images, as an area of smaller phase lag, could be due to charging effects in the insulating photoresist material ͑residue͒. It is evident that at both distances the contrast between n-and p-type regions first increases with the absolute value of the applied bias and then, after peaking at a certain voltage, successively decreases until it has almost completely vanished. Comparison between the 30 and 100 nm lift height images shows that at 30 nm the maximum phase contrast is reached at lower biases and that the contrast diminishes faster than in the 100 nm case.
The magnitude of the phase contrast for both sets of images and at positive and negative biases is shown in Fig.  3͑a͒ . In this graph the phase contrast of the n-type region relative to the p-type region ͑which is defined as zero͒ is plotted with respect to the applied bias. As will be demonstrated below a larger phase angle between cantilever and driving frequency corresponds to a larger Coulomb force between cantilever and sample. Therefore, in Fig. 3͑a͒ a positive phase contrast value corresponds to a stronger force on the n-type area, while a negative value indicates a weaker force relative to the p-type area. In this context, both of the curves demonstrate that upon bias reversal the force difference between n-and p-type areas also reverses. This is a first indication that the contrast mechanism is connected to band bending in the Si surface induced by the applied bias. Since the band bending will be affected oppositely on p-and n-type regions at the same bias voltage, contrast reversal is to be expected when the bias is inverted. Figure 3͑a͒ also shows that the phase contrast between p and n regions reaches a maximum at about ϩ5 and Ϫ3 V at 30 nm interleave height and at ϩ7 and Ϫ5 V at 100 nm cantilever sample separation.
The asymmetry between positive and negative bias maximum phase shifts in each series is probably related to the initial contact potential difference between cantilever tip and the sample surface due to the difference in work functions of up to 1 eV ͑work functions of Ni 2 Si ͑Ref. 14͒ and Si͑intrinsic͒, 15 Si ͑p-type 10 16 cm
Ϫ3
), 15 The contact potential acts as a constant voltage offset superimposed upon the applied bias voltage. The wider peak widths of the 100 nm curve, when compared to the peaks of the 30 nm curve, are caused by the fact that changing the surface potential at larger tip-sample separation requires higher voltages to produce the same change as observed at smaller bias and smaller separation. The difference between the absolute contrast values between both series can be explained by the distance dependence of the Coulomb forces. We want to emphasize here that the contrast observed is the phase angle difference between p-and n-type regions. The dependence of the absolute phase angle change on the bias is shown in Fig. 3͑b͒ . Comparison of the absolute phase angle values in this graph with the phase contrast values between p-and n-type areas demonstrates that the phase contrast between these areas is only a small fraction of the total phase change caused by the bias voltage. The absolute phase angle values were determined from the zero order plane fit coefficient as explained in Appendix A. After the plane fit, the image shows the phase contrast between the different regions in the imaged area. This small contribution to the absolute phase angle change contains the information about the local doping density. The overall shape of the contrast curves in Fig. 3͑a͒ is FIG. 3 . ͑Top͒ TMAFM phase lag on the n-type region relative to the phase lag on the p-type region as a function of bias. ͑Bottom͒ Absolute phase angle, averaged over each image, of the cantilever relative to the cantilever drive frequency plotted against the applied dc bias. Phase angle data in both images were taken from images presented here.
explained by a model where the surface potential induced in the sample surface by the applied bias is the mechanism responsible for the observed phase contrast between n-and p-doped areas. Figure 4 summarizes the changes in surface potential resulting from the applied bias depending on the dopant type. The five scenarios shown in Fig. 4 range from highly positive to highly negative sample biases. At 0 V only Coulomb forces caused by the contact potential ͑due to the work function difference between cantilever and sample areas͒ are acting between cantilever and the differently doped sample areas. The contact potential is relatively small when compared to the applied bias voltages and could be nearly the same for both areas if the cantilever work function is somewhere in between the work functions of the p-and n-type areas. Little or no contact potential difference results in no significant phase contrast. Positive or negative biases change the surface potentials on both of the doped areas opposite each other. Moderate negative biases increase the band bending on the p-type areas, while the n-type area is driven towards the flatband condition. This results in more depletion on the p-type region which needs to be compensated by image charges on the cantilever, while there is less depletion on the n-type region. This means that the Coulomb force between cantilever and p-type region will be larger than that between cantilever and the n-type region, resulting in a larger phase lag for the p-type than for the n-type region.
At moderate positive biases the reverse happens, causing stronger band bending on the n-type area driving the bands more towards flatband conditions on the p-type area. This results in a larger phase lag on the n-type region than on the p-type region. At high positive or negative biases ͑top and bottom diagrams͒ the n-type area is driven onto accumulation while the p-type region goes into inversion or vice versa. Both accumulation and inversion conditions are dramatically different from the depletion case since the Fermi level is driven into the bands. This means electronic states at the valence and conduction band edges become emptied or filled, which in both cases results in either a high positive or negative surface sheet charge density. Differences in doping no longer play a role in the phase contrast at high biases since the surface charge density under accumulation or inversion is primarily determined by the density of states at the band edges. Since both the n and p regions are either in accumulation or inversion at higher biases, the surface charge density in both regions becomes approximately equal, resulting in the disappearance of the phase contrast between these regions. The relationship between applied bias, Coulomb force, and induced phase angle changes were investigated by measuring phase, amplitude and force versus distance curves on a gold coated mica substrate. The data evaluation procedures used are discussed in Appendix B. The gold film was used since it provides a good reference due to the absence of any surface potential from surface charging or band bending found in semiconductors. Figure 5 shows cantilever phase ͑a͒ and amplitude versus tip-sample separation ͑b͒ curves measured simultaneously in tapping mode ͑oscillating cantilever͒. The bottom graph ͑c͒ shows standard force calibration curves measured with a nonoscillating cantilever. All curves shown were measured as the tip approaches the sample surface. The force calibration curves ͑c͒ directly demonstrate the influence of the bias induced Coulomb force on the can -FIG. 4 . Energy level diagrams of the TMAFM cantilever/air/Si junction for both the n-type area ͑circle͒ and p-type substrate at positive, high positive, negative, high negative, and zero biases. E c is the conduction band edge, E v is the valence band maximum, E f s is the Fermi energy of the Si, E f ͑tip͒ is the cantilever Fermi level, and V s is the sample bias. tilever deflection. The topmost curve corresponds to zero applied bias. The curve remains essentially unchanged as the cantilever approaches the surface until a tip-sample distance of about 17 nm. The cantilever then snaps towards the surface as the capillary forces acting on the cantilever exceed the spring constant of the cantilever. The curves beneath the zero bias curve were taken with applied bias. The bias was applied in 1 V steps up to 14 V. The graph shows that the cantilever start positions at the 120 nm distance already change dramatically upon application of the various biases. As the distance is reduced the cantilever bends even more toward the surface due to the increasing Coulomb force. The biased curves shape resemble a quadratic function expected from the influence of Coulomb forces. As the bias increases the ''snap to contact'' points shift to distances further away from the surface since the electrostatic force adds to the capillary forces when the bias is applied.
The phase and amplitude calibration curves in Figs. 5͑a͒ and 5͑b͒ demonstrate how the bias induced Coulomb force affects the cantilever oscillation in TMAFM measurements. The curves presented in Fig. 5͑b͒ show the variation of the amplitude depending on bias and tip-sample separation. The top curve in this graph corresponds to the zero bias case. As the cantilever moves towards the surface ͑starting at 120 nm͒ the amplitude of about 58 nm remains unchanged at first, then as the initial contact occurs the amplitude of the oscillation becomes dampened until it is completely suppressed at zero tip-sample distance. As the bias increases the amplitude curves also bend down, similar to the force calibration curves in Fig. 5͑c͒ . Comparison between amplitude and force calibration curves reveals rather amazing behavior: the vertical line drawn at 30 nm allows comparison of all curves at the point where the 0 V amplitude curve just starts to tap on the surface. When increasing the bias it should be expected that the cantilever would bend down toward the surface as is shown in the force calibration curves below. Therefore, the amplitude should be attenuated earlier ͑at larger tip-sample separation͒ than in the unbiased case. However, the data show the opposite. As the bias is increased, the amplitude becomes attenuated smoothly as the tip approaches the surface and contact is only made after the curve intersects the 0 V curve. It is evident that at biases exceeding 8 V the cantilever hits the surface after the amplitude becomes zero. These curves do not intersect the contact region of the 0 V curve. This behavior can be explained by the fact that the application of the bias changes the resonance frequency of the cantilever so strongly that the amplitude is attenuated faster than the tip-sample distance shrinks. This is obvious from Fig. 5͑a͒ where the phase angle, depending on bias and tip-sample separation, is plotted. As the bias is increased the resonance frequency of the cantilever decreases, which means the driving frequency ''runs ahead'', resulting in a phase angle increase. The data shown in Fig. 5͑a͒ clearly prove that the cantilever phase angle is extremely sensitive to the bias induced Coulomb force. The 0 V curve shows that the phase angle also increases upon contact between cantilever and surface. However, the bend of the phase curves is opposite in the contact case when compared to the Coulomb force case. This is especially evident in the 5, 4 and 3 V curves where inflection points can be recognized at about 18, 23 and 28 nm tip-sample distances, respectively. We believe that these inflection points indicate the moment the tip starts touching the surface. These curves also show that at biases exceeding 5 V no contact occurs before the cantilever is at zero distance due to the amplitude attenuation mentioned above.
IV. CONCLUSIONS
We performed TMAFM measurements on patterned Si wafer samples with an additional dc bias applied between FIG. 5. Cantilever calibration curves taken at various dc biases ͑1 V increments between 1 and 14 V͒ on a gold evaporated on mica sample: ͑top͒ TMAFM phase calibration, ͑middle͒ TMAFM cantilever amplitude curves, ͑bottom͒ contact mode force calibration curves ͑force units were obtained by multiplying the cantilever deflection data with the force constant of the cantilever͒.
cantilever and sample. Our results show that areas of different doping density cause a bias dependent variation in the phase angle between the cantilever oscillation and its driving frequency. This phase angle contrast was used to characterize the lateral doping profile of Si wafers patterned by photolithography with subsequent ion implantation. The contrast mechanism was investigated by calibrating the force measurements and amplitude/phase relationships with applied biases on a gold coated mica substrate. The impact of the Coulomb force induced by the applied bias on the cantilever oscillation can then be determined. The results of these measurements clearly demonstrate that the phase of the cantilever oscillation depends on the Coulomb force acting between the cantilever and sample. A model was developed in which the bias-induced surface potential ͑band bending͒ variation between differently doped areas of the surface is identified to be the cause of the image contrast observed in the phase images. Our results clearly demonstrate that this measurement method has the potential to be a nondestructive method for nanoscale two-dimensional dopant profiling of semiconductor devices. Further research is in progress to investigate the limits of the spatial resolution and quantitative doping level sensitivity in order to develop this method into a practical tool for precise lateral resolution of doping densities.
ACKNOWLEDGMENTS
The authors are grateful to C. W. Almgren for providing the ion implanted Si sample and to J. Shoemaker-Parry for the preparation of the gold on mica samples. They thank Digital Instruments for upgrading their scanning probe instrumentation. R. S. acknowledges support by a Deutsche Forschungsgemeinschaft ͑DFG͒ Forschungsstipendium fellowship. Partial support for this work from DOE-BES under contract No. DE-F603-96ER14625 is gratefully acknowledged.
APPENDIX A
The main results presented in this article are so called ''phase images''. These images show the phase angle between the cantilever driving signal ͑alternating current͒ that drives the cantilever via oscillation of a piezo to which the cantilever is attached and the actual cantilever oscillation as displayed relative to the scan position. The above described interleave mode topography and phase angle can be measured simultaneously allowing a correlation between topographic and phase images. Once a phase image is measured it is plane fitted to remove scan artifacts. After completing this procedure the image contains only relative phase contrast variation between different regions of the image ͑i.e., pand n-type regions in our case͒. To obtain the average total phase angle ͑bottom graph of Fig. 3͒ of the image data relative to the drive signal, the plane fit parameters, which are stored in the file header, were used. Depending on the order of the polynomial used for the plane fit, up to three values are stored in the header after the plane fitting. The first of the three values corresponds to the zero order fit parameter that represents the average phase angle of the entire image. This value was used to determine the absolute phase angle of the cantilever oscillation upon which the phase contrast values are superimposed. The average phase angle values are assigned by the computer software as ''twos complement 16 bit numbers'' which range from ϩ32768 to Ϫ32767. This range corresponds to phase angles between 0°and 180°. This assignment adheres to the usual convention to describe the forced oscillator. In this convention, the driving frequency is fixed and the phase angle defines the phase of the oscillator relative to the driver. It should be pointed out that in a forced elastic harmonic oscillator the oscillator frequency is always the same as the driving frequency, while amplitude and phase can change in response to changes in the driving frequency. Due to the relatively small amplitude at which the cantilevers are typically resonated, it is assumed that the oscillation is close enough to the harmonic case to use the terminology of the harmonic oscillator. In this convention a 0°phase angle corresponds to the extreme case of a driving frequency that is much lower than the resonance frequency, resulting in oscillator movement that directly follows the driver. The 90°phase angle corresponds to the condition when the driving frequency is the same as the resonance frequency, hence the oscillator lags 90°behind the motion of the driver. A 180°phase angle corresponds to the high frequency extreme case where the driving frequency is much higher than the resonance frequency, causing the oscillator to move opposite the driver. As was demonstrated in Sec. III, an increase of the phase angle corresponds to an increase of the Coulomb force between cantilever and sample. This results from the attractive Coulomb force reducing the resonance frequency of the cantilever while the driving frequency remains constant. Thus, an attractive Coulomb interaction corresponds to the situation where the driver is faster than the resonance frequency, resulting in a phase angle between 90°and 180°.
APPENDIX B
Any force calibration curves ͑except the phase lag versus distance curves͒ taken with Nanoscope equipment is given in relative Z-piezo displacement units and in ''twos complement 16 bit'' data that correspond to the deflection of the cantilever. Relative Z-piezo displacement means that the absolute position of the cantilever is not given by the software but has to be determined from the curves themselves. Therefore, in order to convert these data into real deflection, force or amplitude values, the curves were calibrated as follows:
Standard force calibration curves were obtained from cantilever deflection versus Z-piezo displacement curves by transforming the original 16 bit deflection data into true deflection values in nanometers. This was accomplished by multiplying the spectra with a constant that yielded a slope of 1 for the contact region of the curves ͑the left part of the curve where the cantilever is in contact with the sample surface, where its deflection directly equals the cantilever displacement͒. The obtained deflection values were then multiplied by the force constant of the cantilever resulting in true force values. The spring constant of 4.5 N/m, used in the force calculations, represents the average of the minimum and maximum values stated by the manufacturer ͑2-7 N/m͒. The x axis of these curves was calibrated to obtain true tipsample distances by determining the intersection of the noncontact region of the zero bias curve ͑right part of the curve which is nearly horizontal; the weak wavy superimposed shape is an artifact which is always present in these curves measured on both of our Nanoscope III setups͒ with the contact region of the curve. This intersection point was also defined as the origin of the force scale since it represents the point where the cantilever would have touched the sample surface had it not been attracted by capillary/Coulomb forces before it touched. The origin of the amplitude graphs was determined similarly by using the point where the contact region ͑left part of the graphs͒ bends off into a horizontal line corresponding to complete suppression of the vibration due to direct contact with the sample surface. The amplitude scale was calibrated by multiplying the curves with a constant so that the contact region would exhibit a slope of 2. This value was chosen in order to account for the fact that amplitudes correspond to the distance between both elongation maxima. This only approximates the real measurement conditions, since the driving force of the cantilever will accelerate the cantilever after being dampened due to surface contact during its upwards motion away from the surface. Therefore, the true slope can be expected to be slightly different from 2. Phase calibration curves were measured simultaneously with the amplitude curves. Therefore, the x-axis calibration of the amplitude curves was taken from the amplitude graphs. The phase scale shows the values as given by the Nanoscope software.
