We present algorithms for initializing a convolutional network coding (CNC) scheme in networks that may contain cycles. An initialization process for finding global encoding kernels (GEK) is needed if the network is unknown or if local encoding kernels are chosen randomly. During the initialization process every source node transmits basis vectors and every sink node gets the impulse response of the network. The impulse response is then used to find the GEK, which are needed for a decoding algorithm and to find the set of all achievable rates. We present two initialization algorithms that find the GEK and one algorithm that finds achievable rates from the GEK. In the first initialization algorithm it is assumed that we can perform a reset operation on the network at some fixed times, while the second algorithm does not operate under this assumption. Unlike acyclic networks, for which it is sufficient to transmit basis vectors one after another, the initialization of cyclic networks is more involved, as test symbols from different times interfere with each other and the impulse response is of infinite duration. Our algorithms use only a finite number of the initial values of the impulse response to find the full GEK. This is possible because a CNC scheme can be described by a state space representation and, using the Cayley-Hamilton theorem, it is possible to find its full impulse response from its initial values.
I. INTRODUCTION
N ETWORK coding is a technique that is used to increase a network throughput. The idea behind this coding scheme is that the relay nodes transmit functions of the received symbols on their output links, rather than simply routing them. Ahlswede et al. [1] showed that for a one source, multicast acyclic network, the maximal network throughput is equal to the minimum cut between the source and any sink node. For cyclic networks, a CNC scheme was presented by Li et al. [2] , and the existence of an optimal CNC code (one that achieves the min-cut bound given in [1] ) was proved by Koetter and Médard [3] . Since then, much work has been devoted to constructing codes for cyclic networks [3] - [7] , but all these code-construction algorithms share one major drawback; they all need to know in advance the network Manuscript topology. In particular, if the network is large, it might be difficult to learn the exact network structure. A randomized linear network coding approach was presented by Ho et al. [8] . They showed that for a cyclic network, all sink nodes will be able, with high probability, to decode the symbols sent by the source nodes, provided that the transmission rates of all sources satisfy the Min-Cut Max-Flow condition and that the LEK are chosen randomly from a large enough field. The Min-Cut Max-Flow condition states that for every subset A of source nodes, the sum of source rates s∈A R s must be less than or equal to the minimum cut capacity between every sink node and A.
This result makes randomized CNC extremely useful when the network is dynamic and no central authority for assigning encoding kernels exists. The LEK can be chosen randomly from some large enough field and, with high probability, this will lead to a network that enables source nodes to transmit symbols at high rates, thereby enabling all sink nodes to decode the sent symbols. This outcome, however, requires that the source nodes know which rates are achievable and that the sink nodes know their GEK, which are needed for a decoding algorithm. If the network structure or the LEK are not known, an initialization process is needed.
In this paper, we present two initialization algorithms that find the GEK of the network, and one algorithm that finds achievable rates from the GEK. The GEK are found by sending test basis vectors and obtaining the impulse response of the network, a method analogous to the one given in [9, Ch. 19.3.2] for acyclic networks. A direct implementation of the algorithm that is designed for acyclic networks is problematic, because of two assumptions that do not hold: first, the response of the network to an input vector is a single output vector (in the acyclic delay-free case), while in cyclic networks with delays the response is an infinite sequence of vectors (the impulse response). Second, in acyclic delayfree networks every output vector depends only on the currently sent input vector, while in cyclic networks with delays, the impulse response for the current input vector interferes with the responses to previous input vectors. Although the impulse response of the network can be of infinite duration, our algorithms find the GEK using only the initial values of the impulse response. In the first algorithm, we transmit basis vectors and obtain the impulse response of the network under the assumption that the initial symbols sent on the network are zeros. In the second algorithm, we require neither that the initial symbols are zeros nor that it is possible to clear all these symbols at once. Our algorithms do not require the transmission of any additional headers. This simplifies the 0018-9448 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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design of the relay nodes, since they do not operate differently during and after the initialization process. The method for finding achievable rates is based on the fact that the connection between the source and the sink nodes is possible if the GEK matrix is of full column rank [3] . There are two main decoding algorithms for CNC: the time-variant decoding algorithm presented by Guo et al. [10] and the sequential decoder presented by Erez and Feder [7] . The time-variant decoding algorithm allows the sink nodes to decode the sent message u[n] using the previously decoded messages {u[k]} n−1 k=0 , the received vectors {y[k]} n+δ k=0 (where δ is the decoding delay) and the first GEK terms {F[k]} n+δ k=0 (the first terms in the power series expansion of the GEK). The decodability of the network (whether the GEK matrix is of full column rank) can be checked using the first δ + 1 terms of the GEK, as stated in [11] . In this way, only the first terms of the GEK are needed (these can be transmitted in the headers of the messages) in order to decode the transmitted symbol each time. In [12] , Guo et al. present a randomized construction of a CNC for an unknown network and use the time-variant decoding algorithm, as the full GEK are not known to the sink nodes. The sequential decoder, on the contrary, requires the knowledge of the full GEK for a decoding algorithm. The full GEK are used to construct a difference equation between the transmitted and the received symbols, from which the transmitted symbols can be decoded. Unlike the time-variant decoding algorithm, the sequential decoder has a decoding complexity which does not grow with time, and it does not need to use headers, as the full GEK are known ahead of time. Our initialization algorithms can be used to find the full GEK, and then the sequential decoder can be used. The time variant decoding algorithm can also benefit from the knowledge of the full GEK, as the GEK terms no longer need to be transmitted in the headers.
The paper is divided into eight sections and two appendices. In Section II we outline notations and define the problem. In Section III we present two algorithms for finding GEK and one algorithm for finding achievable rates of the network. In Sections IV, V and VI we expand on how each algorithm works, one algorithm per section. In Section VII we generalize the algorithms for CNC with rational LEK. In Section VIII we show that decoding using a sequential decoder after applying our algorithms achieves the minimal decoding delay. Section IX concludes the paper. In Appendix A we give the proofs for all the theorems and lemmas. In Appendix B we demonstrate the algorithm implementation with examples.
II. NOTATIONS AND PROBLEM DEFINITION
We represent a communication network by a directed graph G = (V, E) where V is the set of nodes and E is the set of edges. Each edge represents a noiseless directed link that can transmit one symbol per unit time, where the symbols are scalars from some field F. We assume that every link has unit time delay between consequent symbol transmissions (note, we will abandon this assumption in Section VII) and that transmissions on all links are synchronized.
As in [8] , we assume a multi-source multi-cast scenario in which a set of source nodes transmits information to a set of sink nodes. We denote by S the set of all source nodes and by D the set of all sink nodes. Every source node s ∈ S transmits R s symbols per unit time. Every sink node wants to receive all the symbols sent by all the source nodes. For every edge e ∈ E, we say that u = head(e) and v = tail(e) if u, v ∈ V and e is from v to u. We denote by I n(u) = {e ∈ E : u = head(e)} and Out (u) = {e ∈ E : u = tail(e)}. The symbol that is sent on the edge e at time n ∈ Z is denoted by x e [n] . We define x[n] to be the state vector of the network, which is a column vector of size |E| consisting of all symbols {x e [n]} e∈E organized in some order. We denote vectors or sequences of vectors by lowercase bold letters, while matrices are denoted by bold capital letters. For a sequence of vectors {c[n]} n∈Z we denote by (c[n]) j the j 'th component of a vector c[n], and by c the sequence itself. We define the standard basis for the vector space F ω as {e k } ω k=1 , namely, the components of the vector e k are zeros except for the k'th component, which is equal to one. We define the indicator function 1 {·} to be T . Both l s 1 and l s 2 are equal to 2. The virtual links with u s 1 ,1 and u s 2 ,1 do not exist in the real network, and they represent the inputs of the network. For a sequence of scalars {c[n]} n∈Z (with only a finite number of non zero terms for n < 0) we denote by c(z) its formal Laurent series representation c(z) = ∞ n=−∞ c[n]z n . If c[n] = 0 for n < 0, this becomes a formal power series representation. We define the formal Laurent series of a vector sequence in the same way. A power series is called a rational power series if c(z) can be expanded by long division from a rational function c(z) = q(z)/ (1 + zp(z)), where q and p are polynomials. The n'th term in the Laurent series expansion of c(z) is denoted by (c(z)) [n] . For instance, the n'th term of (z k c(z)) is (z k c(z))[n] = c[n − k]. For that reason, z can also be thought of as a delay operator acting on a sequence {c[n]}. For a rational function H (z) = q(z)/ (1 + zp(z)), where q(z) = N q k=0 q k z k and p(z) = N p k=0 p k z k are polynomials with coefficients from the field F, and a sequence of scalars {c[n]} n∈Z that satisfies c[n] = 0 for n < 0, the n'th term in the Laurent series expansion of w(z) = H (z)c(z) is found iteratively from 
for n > N 0 . We refer the reader to [9, Ch. 20.2] for further treatment of formal power series.
We assume there is a CNC scheme in the network, so that the symbol sent on a link i ∈ Out ( j ) is a linear combination of the symbols received and generated by the node j in the previous time slot. This relationship can be written as:
where u j,k [n] is the k'th symbol generated by node j (if j ∈ S) at time n, and a i,e , b i,k are the LEK for node j that were chosen in advance (probably randomly) from the field F. By letting x i [n] depend only on the previously received symbols, we avoid the problem described in [13] by Cai and Guo, when the CNC may not be well defined in a cyclic network. Note that the symbols transmitted by every source s i on its output links are not its input sequence u s i but rather linear combinations of both u s i and of the symbols received by s i . We define the matrices A of size |E| × |E| and B of size |E| × ω as A = a i, j i, j ∈E and B = b i, j i∈E,1≤ j ≤ω , respectively, where a i, j is the LEK from link j to link i , and b i, j is the LEK from (u) j to link i . For every sink node d we define the matrices C d of size l d ×|E| and D d of size l d ×ω by (C d ) i, j = 1 if y d i corresponds to x j and zero otherwise, and (D d ) i, j = 1 if y d i corresponds to (u) j and zero otherwise. With these definitions, the network input-output relationship can be written using state equations, as was introduced by Fragouli and Soljanin [14] : If the network has a reset option that clears all the symbols, we can assume that x 0 = 0. The GEK matrix for a sink node d is given in [14] by
where P(z) = det(I − zA). The input-output relationship can also be written using formal Laurent series representation:
Example 2: Consider the network in Fig.2 with one source node s 1 and one sink node d 1 . By the Min-Cut Max-Flow Theorem the rate R s 1 = 1 is achievable and the network state equations are:
Note that we have restricted ourselves to the case where LEK are scalars, while in the general case they can be rational power series in the delay operator z [9, Ch. 20.2] . This is not a major restriction, since one can achieve the highest achievable rates without rational LEK if the field one works with is large enough [9, Ch. 20.3] . Nevertheless, we treat network codes with rational power series LEK separately in Section VII.
We are interested in finding the GEK matrix for each sink node, which is needed to decode the sent symbols {u[n]} from the received symbols {y d [n]}. The GEK matrices are obtained in our algorithms by sending test symbols and obtaining the impulse response of the network. Our algorithms neither need to know the network topology nor the local encoding kernels, but just the following parameters of the network:
• The set of source nodes S and upper bounds for their transmission rates {R s } s∈S . • An upper bound for the number of edges in the network, which will be called N. Before the initialization process starts, a transmission rate for every source node should be chosen. If an achievable rate for a specific source node is not known, it is preferable to set its rate to R s = |Out (s)|. After the initialization process ends and achievable rates are found, they should be somehow delivered from the sink to the source nodes. Every source node s can then reduce its rate R s by sending zeros on some of its input sequences. The delivery of achievable rates from the sink to the source nodes requires a low-capacity communication between the sink and the source nodes, and it is required both in cyclic and in delay-free acyclic networks.
We define the rates R s s∈S to be achievable for a sink node d with specific LEK if that sink node can decode the input sequence u from the output y d with the current LEK when every source node s transmits symbols on R s out of its input sequences, and zeros on the rest of the (R s − R s ) input sequences. We define the rates R s s∈S to be achievable with specific LEK if they are achievable for every sink node separately. Note that if the rates R s s∈S are achievable by the Min-Cut Max-Flow condition and the LEK were chosen randomly from a large enough field then for every sink node these rates will also be, with high probability, achievable by our definition and, hence, our definition does not "miss" any achievable rates. Moreover, if the rates R s s∈S are achievable for every sink node separately then by the Min-Cut Max-Flow theorem they are also achievable simultaneously. Therefore, our definition of achievable rates with specific LEK coincides, with high probability, with the definition by the Min-Cut Max-Flow condition.
It may happen, however, that the LEK were not chosen well, and some rates are achievable for different sink nodes separately but not simultaneously (e.g. if a specific rate is achievable for sink nodes d 1 and d 2 , but each sink node requires other inputs to be set to zero ] i, j randomly (and independently) from the field F. This will assure that, with high probability, every sink node will be able to decode u new s provided that F is large, a fact that is based on [8, Th. 2] . This theorem states that if there exist LEK for the entire network that allow for k sink nodes to decode u from their output sequences, then by randomizing some of the LEK those sink nodes will still be able to decode u with a probability of at least
where η is the number of links associated with random coefficients. After updating the rates, an initialization process should be run again so that the sink nodes obtain the new GEK.
III. THE INITIALIZATION ALGORITHMS
In this section, we present two initialization algorithms that find the GEK for the sink nodes, which are needed for decoding, and one algorithm that finds achievable rates. The goal of the first two is to find a difference equation of the following form:
This form describes the relationship between the transmitted sequence u[n] and the received sequence y d [n] (for every sink node d). The GEK of a sink node d are G d (z)/P d (z). Using a decoding method similar to the sequential decoder given in [7] , we can show that it is possible to decode the input sequence from the output when the polynomial P d (z) is not the zero polynomial and the transfer matrix G d (z) is of full column rank over the polynomial ring F[z].
In the first algorithm it is assumed that we can clear all the symbols on the network at some fixed times and, therefore, this algorithm is a bit faster and easier to analyze than the second algorithm that does not operate under this assumption. The objective of the third algorithm is to find achievable rates for all source nodes. This is done by examining the transfer matrix G d (z) for every sink node d. To obtain this matrix, one of the initialization algorithms should be used first.
We now present the first algorithm. Its first part consists of ω loops. Every loop takes 2N + 1 time units, and after each loop the symbols on all edges are cleared. Algorithm 1 is applied in Example 16 in Appendix B.
Algorithm 1 Initialization Algorithm With Network Resetting
. In order to send this sequence, the source node that corresponds to the current iteration should send the symbol 1 on one of its inputs at time n = 0, and zeros at all other times and on all other inputs. All other sources should send only zeros during that iteration. • Every sink node d should store its received vectors y i d [n] n∈{0,..,2N},i∈{1,...,ω} , where the vectors
n=0 are the output sequence at that iteration. • Reset the network after n = 2N, by setting n = 0 and x[0] = 0. 2) For every sink node d do the following:
• Combine the received vectors into matrices:
. • Find any non-trivial solution to the system of linear equations
where O is the zero matrix and {α d,k } N k=0 ⊆ F are the unknowns. This system has l d ×ω × N equations and, as will be explained in Section IV, it always has a non trivial solution.
as
Algorithm 1 (Continued.) Initialization Algorithm With Network Resetting 4) The difference equation that describes the relationship between the input and the output sequences u[n] and y d [n] is given in (8) , with the polynomial P d (z) and the matrix G d (z) as defined in (10) We now present the second algorithm, in which no resetting operation is needed. We consider the case when the network initial state is x[0] = x 0 , where x 0 can be arbitrary and unknown. Algorithm 2 is needed if the network we are using is not under our control (except for the source and the sink nodes) and, hence, we cannot send a reset command to all nodes, or if the relay nodes do not have a reset option at all because of cost/performance considerations. Algorithm 2 is similar to Algorithm 1, except that this algorithm takes an additional 2N + 1 time units and the expression for obtaining G d (z) is a bit different. If, nevertheless, we consider the case with x 0 = 0, then we can skip the operations in the first (2N + 1) time units since the output vectors will contain only zeros. After applying Algorithm 2, (8) will hold only for n > N d , where N d will have been defined in Algorithm 2. Nevertheless, (8) enables the decoding of the input sequence. Algorithm 2 is applied in Example 18 in Appendix B.
Algorithm 2 Initialization Algorithm Without Network Resetting
Note that in order to send that sequence, every source node s ∈ S should send the symbol 1 on each of every one of its inputs in turn (u s,1 , . . . , u s,R s ) at the correct time, and zeros at all other times. Every sink node should store its received vectors
2) For every sink node d do the following:
• Find any non trivial solution to the system of linear equations
where {α d, j } N j =0 ⊆ F are the unknowns. This system has l d × N × (ω + 1) equations and, as will be explained in Section V, it always has a non trivial solution.
Algorithm 2 (Continued.) Initialization Algorithm Without Network Resetting
3) The polynomial P d (z) and the matrix G d (z) are defined as:
4) The difference equation that describes the relationship between the input and the output sequences u[n] and y d [n] is given in (8), with the polynomial P d (z) and the matrix G d (z) as defined in (13) The complexity analyses of Algorithms 1 and 2 are as follows: There are (2N +1)ω transmissions in Algorithm 1 and (2N + 1)(ω + 1) transmissions in Algorithm 2. Next, there is the solution of linear equations which have n 1 = N + 1 unknowns and n 2 equations, where n 2 = l d × ω × N in Algorithm 1 and n 2 = l d × (ω + 1) × N in Algorithm 2. If the system of equations is solved with Gaussian elimination, it has a complexity of O(n 2 1 n 2 ). We now present the third algorithm that enables us to find achievable rates with the chosen LEK. It uses the transfer matrix G d (z) from (8) and, hence, Algorithm 1 or 2 should be used first to find the matrix. At the end of this algorithm, every sink node d will be able to tell what rates are achievable for it.
Algorithm 3 Finding Achievable Rates
• For every sink node d, split the matrix G d (z) that was obtained in Algorithm 1 or 2 into |S| matrices, such that each matrix G d,s (z) has the R s columns of the matrix G d (z) that correspond to u s and such that the following will hold: [15] ). If l d > ω , then we need to delete l d −ω rows from this matrix (there are l d ω combinations for this choice), then to compute its determinant, and if it is not zero then the vectors are linearly independent. If it is zero, we can choose different vectors from the matrices G d,s (z) and/or remove different rows from the final matrix. In the worst case, we will perform However, there is a much faster "probabilistic" way which requires only one determinant computation: we can multiply the matrices G d,s (z) from the right by a random matrix B s and from the left by a random matrix Q s . The components of these matrices should be chosen randomly from the field F. The dimensions of these matrices should be:
Then, there is only one way of choosing the vectors from the matrices {Q s G d,s (z)B s } s∈S (which is to take all its vectors), and there is only one determinant that should be computed. Note that if the rates (R s ) s∈S are achievable, then choosing specific vectors from the matrix G d,s (z) is equivalent to multiplying it from the right by a binary matrix B s , and deleting specific rows from the matrix is equivalent to multiplying it by a binary matrix Q s from the left. However, if the matrices B s and Q s are random, the rates will still be achievable, with high probability, if the field is large enough. This follows from [8, Th. 2] which we stated at the end of Section II.
IV. DERIVATION OF ALGORITHM 1
Our goal is to find a non zero polynomial P d (z) and a matrix G d (z) such that the difference equation (8), from which it is possible to decode u from y d , will hold. We assume, without loss of generality, that N is equal to the number of edges in the network. However, if N is larger, we can assume that there are an additional 2 (N − |E|) virtual nodes and (N − |E|) virtual edges between these nodes. The virtual edges are not connected to the original network and have no influence on it. The number of edges in the new network is N.
The input-output relationship of the network is given by the state equations (3)- (4) . Their general solution is: (17) where the initial state is x 0 = 0. Note that u[n] and y d [n] vanish for n < 0 and, therefore, (17) also holds for n < 0 and the sum in (17) is finite. The first part of the algorithm consists of ω loops and in each loop i the input sequence is
The output sequence of every sink node is given in the following lemma. Lemma 3: Let the input sequence u[n] be as given in (18). The output sequence in that case will be
Moreover, if one combines the output vectors into matrices, as is done in Algorithm 1,
, then the corresponding matrices will be
Proof: Follows immediately by substituting the input sequence from (18) into the general solution given in (17) and using the fact that the initial state x 0 is zero.
We now state the Cayley-Hamilton Theorem [16, p. 284], since it plays an important role in our derivation.
Theorem 4 (Cayley-Hamilton Theorem): For a given n × n matrix A over the field F, let P A (t) = det(tI − A) be the characteristic polynomial of A. Let {a k } n−1 k=0 be the coefficients of P A (t), namely P A (t) = t n + n−1 k=0 a k t k . Then the following holds:
where O is the zero n × n matrix.
In the second step of the algorithm we find a non trivial solution {α d,k } N k=0 to the system of linear equations (9) . If we substitute M d from (20) into (9) we get:
We see, therefore, that solving (9) is equivalent to finding a non zero polynomialP d (t) of degree N or less that satisfies C dPd (A)A τ −1 B = 0 for τ ∈ {1, . . . , N}. Using the Cayley-Hamilton theorem, this system of equations has at least one non trivial solution, whereP d (t) is the characteristic polynomial of A. The next lemma shows that C dPd (A)A τ −1 B = 0 holds also for τ > N if it holds for τ ∈ {1, . . . , N}. Its proof is given in Appendix A and is based on the Cayley-Hamilton Theorem.
Lemma 5: If a polynomialP d (t) satisfies
where A is a square N × N matrix, then it also satisfies
Using (17) and it does not include outcomes from earlier times; hence, a difference equation between u and y d can be constructed.
Theorem 6: For a given sink node d, let P d (z) = z N dP d (z −1 ) and G d (z) be the polynomial and the matrix defined in (10)- (11) ; then (8) holds. Furthermore, it is possible to decode u from y d if and only if the transfer matrix G d (z) is of full column rank over the polynomial ring F[z].
Theorem 6, which is proved in Appendix A, gives us a way to decode the transmitted symbols and it also assures us that if the system of linear equations in (8) does not have a unique solution, then there is no way for us to find u from y d , even if we know the network topology and the LEK.
V. DERIVATION OF ALGORITHM 2
We are interested, again, in a difference equation between u and y d , as given in (8), that does not depend on x 0 . As described in step 1 of Algorithm 2, the input sequence u[n] is given by
We substitute this input sequence into the general solution of the network's state equations (17) to get the output sequence for every sink node d:
In the second step of the algorithm we find a non trivial solution to the system of linear equations (12) . Denote byP d (t) = N k=0 α d,k t k a polynomial whose coefficients are a solution of (12), its degree by N d and by P d (t) = t N dP d (t −1 ). The next theorem shows thatP d (t) has important properties that will be used further. Its proof is outlined in Appendix A.
if and only if its coefficients are a solution of (12) . In (30)-(31) O is the l d × ω zero matrix and 0 is the zero column vector of dimension l d . We see that there is at least one non trivial solution to (12) whereP d (t) is the characteristic polynomial of A. The next lemma shows that (30)-(31) are also satisfied for τ ≥ N. Lemma 8: LetP d (t) be a polynomial and A a square N × N matrix. If either of the equations (30) or (31) hold for τ ∈ {0, . . . , N − 1}, then it also holds for all τ ≥ N.
The proof is similar to the proof for Lemma 5 and is therefore omitted.
Using (17) and Lemma 8 we show in Theorem 9 that
[n] is a linear combination, with matrix coefficients, of {u[n − k]} N d k=0 and not of u[k] for earlier times and of x 0 ; thus, a difference equation between u and y d can be constructed. The equation will hold for any time after the initialization process ends, even without resetting the state vector. The proof for Theorem 9 is outlined in Appendix A.
Theorem 9: Let P d (z) and G d (z) be, respectively, the polynomial and the matrix defined in (13)- (15) . Then the following difference equation holds:
Furthermore, it is possible to decode u from y d if and only if the transfer matrix G d (z) is of full column rank over the polynomial ring F[z].
VI. DERIVATION OF ALGORITHM 3
A direct consequence of Theorems 6 and 9 is the fact that we can find achievable rates for every source node from the matrices {G d (z)} d∈D . If the transmission rates are not achievable with the given LEK, then at least one sink node d cannot decode the input sequence u from the output y d and, therefore, the transfer matrix G d (z) is not of full column rank. In Algorithm 3 we examine the columns of the transfer matrices G d (z) to see if some columns can be removed so that G d (z) will be of full rank. If it is possible, the resulting rates (after the columns' removal) are achievable. This result is stated in the following theorem, the proof of which is outlined in Appendix A.
Theorem 10: For a given network and a sink node d, let 
VII. GENERALIZATION TO RATIONAL ENCODING KERNELS
Although we restricted ourselves to the case of scalar LEK, the above algorithms can be extended to networks that use CNC with rational power series as LEK [9, Ch. 20.2] . For each node j ∈ V denote by x S) . In case the LEK are rational power series, the relationship between the input and the output of each node j can be written as:
where
is a matrix of polynomials. We say that the i 'th output link of node j has scalar LEK with delay k ∈ {0, 1, 2, . . .} if the i 'th row of the matrix
is of the form of az k , where a is a row vector of scalars from the field F. The input-output relationship of every difference equation, and in particular of (34), can also be described using state equations:
where the matricesÃ j ,B j ,C j andD j are determined by the LEK. We refer the reader to [17, Ch. 3.1] to find possible ways of constructing state equations from a difference equation. A construction of state equations from a difference equation is called a state space realization. We callx j the inner state vector of node j because it is used solely to describe the input-output relationship of node j . Example 11: Consider a node j with two input and two output links with the following LEK:
We find a state space realization for these LEK. First, we write a difference equation for the input-output relationship of the node: 
whereÂ,B,Ĉ d andD d are defined by the network topology and the LEK. The derivation of our algorithms is based only on the fact that the input-output relationship of the network can be described by state equations with a state vector of dimension |E|, which is less than or equal to N. In the case where we use rational power series as LEK, the algorithms will still apply if we take N to be larger that the dimension of the state vectorx:
In the first algorithm the state vectors of all nodesx j should be cleared after every 2N transmissions. Note that to calculate the right hand side of (46), one needs additional knowledge of the network, such as an upper bound for the dimension dim(x j [n]) for every node. This can be found if we have an upper bound for the degree of the numerator and the denominator of the rational-function-LEK, because a state-space realization can be constructed with a state vector of a dimension which is equal to the maximal degree of the numerator and the denominator of the LEK multiplied by |Out ( j )|, as shown in [17, Ch. 3.1]. Note also that N can be smaller than the number of edges in the network, if dim(x j [n]) ≤ |Out ( j )| for some nodes j ∈ V. For example, if a node j has zero delay on all of its links, it will not have a state vector at all since its input-output relationship x j out = H j [0]x j in does not require one. In that case, this node will not contribute to N since dim(x j [n]) = 0. If a node j has k output links with unit time delay and all other links with zero delay, it will have a state vector of dimension not larger than k. This is stated in the following theorem, the proof for which is outlined in Appendix A.
Theorem 12: If a node v has scalar LEK, k output links with unit time delay and |Out (v)| − k output links with zero delay, then its input-output relationship can be described by state equations with a state vector of dimension not larger than k.
According to Li and Yeung [4] , it is sufficient for a network to have unit time delay on only one link of every cycle for a network code to be well defined. If that is the case and all LEK are scalars, then it is enough to take N to be equal to the number of links with unit time delay, which is not more than the number of cycles in the network. We therefore have the following result:
Corollary 13: If a network (V, E) has a CNC scheme with scalar LEK and it has k links with unit time delay and |E| − k links without delay, then Algorithms 1 and 2 will give the correct GEK, provided that N ≥ k.
The proof for Corollary 13 is outlined in Appendix A. We apply Algorithm 2 for the shuttle network with non-scalar LEK in Example 18 in Appendix B.
The upper bound for N that we gave in (46) is not tight, and often a much smaller value of N can be taken, but this requires some additional knowledge of the network. If, for example, we can somehow know that the GEK of every sink node has its maximum numerator degree not larger than N 1 and its denominator degree not larger than N 2 , and l d is not larger than L, then for every sink node a state-space realization can be constructed with a state vector of a dimension not larger than max(N 1 , N 2 )L. In this case, we can take N equal to that upper bound, and the initialization algorithms will still work with this value of N.
VIII. DECODING DELAY
At the end of the proofs of Theorems 6 and 9 we gave a decoding algorithm (which is a small modification of the sequential decoder presented in [7] ) that can be used after applying Algorithms 1 and 2. In this section we show that the decoding delay that we achieve is optimal, in the sense that no other decoding algorithm can achieve a shorter decoding delay. As a consequence, the decoding delay of our algorithms does not depend on the specific solution that we choose when we solve the linear equations (9) or (12) .
We briefly recap the decoding algorithm; its full details can be found in the proofs of Theorems 6 and 9. First, we compute q(z) from (71) or (109), and then we use the identity q(z) = G d (z)u(z) (where G d (z) is a square matrix of polynomials, and it is of full column rank), and multiply both sides by ad j (G d (z)) to get:
For convenience, we write:
We substitute these forms of ad j (G d (z) ) and det(G d (z) into (47), and get:
The decoding delay to decode u from q in this algorithm is δ c = min(0, τ − g). Recall that q[n] is defined (for all n ≥ 0 in Algorithm 1 and for n > N d in Algorithm 2) by:
and α d,N d = 0. This means that we can find {q[k]} k≤n from {y d [k]} k≤n and vice versa. Therefore, δ c is also the decoding delay of our algorithm to decode u from y d . Denote by δ min the minimal decoding delay (in decoding u from y d or from q) achievable by any decoding algorithm. From the definition, we have δ min ≤ δ c . We will show that δ min ≥ δ c , and this will prove the optimality of our decoding delay.
Without loss of generality and for convenience, we decode u from q instead of from y d . We explained above why this does not change the optimal decoding delay. From the definition of δ min , it is possible to obtain u[0] from {q[k]} δ min k=0 . Because the relationship between u(z) and q(z) is linear, and because the sequence {u[n]} n≥0 can be arbitrary, we can assume, without loss of generality, that the expression for u[0] from {q[k]} δ min k=0 will also be linear, and it is obtained by simply solving linear equations: ⎡
. . .
Now, instead of talking about some "optimal" decoding algorithm, we will limit ourselves to a rational-power-series decoder that decodes u from q with a decoding delay δ min .
The following lemma shows that such a decoder exists: Lemma 14: There exists a rational power series P(z) = ∞ k=0 P[k]z k that satisfies:
The proof for this lemma is in Appendix A. In the next theorem, we prove that δ min ≥ δ c . For that, we write the equality G −1 d (z) = z −δ min P(z), and then we show that if δ min < δ c then P(z) will no longer be a rational power series, and it will contain negative powers of z in the expansion.
Theorem 15: The following identity holds: δ min ≥ δ c The proof for this theorem is in Appendix A.
IX. SUMMARY The use of CNC schemes requires the choice of LEK at the relay nodes that would enable the sink nodes to decode the transmitted symbols. The coefficients can be chosen randomly to simplify the network code construction, but this would make it necessary for the sink nodes to know the GEK of the network. The algorithms we presented in this paper enable the sink nodes to find their GEK that facilitates decoding the transmitted from the received symbols without learning the exact topology of the network and the chosen LEK. Achievable rates can also be found from the obtained GEK. The algorithms require the source nodes to transmit basis vectors and the sink nodes to solve a system of linear equations. Although there might be multiple solutions to the linear equations, every solution is suitable for a decoding algorithm, and the decoding delay does not depend on the specific solution that is chosen. The first stage in our algorithms requires the transmission of test vectors in the first (2N + 1)ω (for Algorithm 1) or (2N + 1)(ω + 1) (for Algorithm 2) time units, where N is proportional to the size of the network (number of edges or nodes). This number can be quite large for very large networks, but if the number of transmitted symbols is very large (compared to N), the time of the initialization process will be negligible. Future work can check how N can be decreased for all networks or for some special topologies of networks, or how it can depend on additional knowledge of the network, such as the number of disjoint paths from the source to the sink nodes, the length of the largest cycle in the network, the length of the longest path from every source to every sink node, the maximal accumulated delay along every cycle in the network or along every path from every source to every sink node, etc. Another direction for future work is to check whether it is possible to decrease N or the decoding delay by choosing an appropriate field F or an appropriate LEK (scalar or rational power series).
APPENDIX A PROOFS
Proof for Lemma 5: A direct consequence of the Cayley-Hamilton Theorem is that for every N × N matrix A, its power A τ can be written as a linear combination of I, A, A 2 , . . . , A N−1 for τ ≥ N. By substituting this linear combination into (26) we get for every τ ≥ N:
where the last equality holds becauseP d (z) satisfies (25).
To prove Theorem 6 we first use the state equations general solution (17) . We use Lemma 5 to show that the first sum vanishes, and we use the definition of G d (z) from (11) to show that the second sum is equal to (G d (z)u(z)) [n].
To prove the second part of the theorem we give a decoding scheme to find u from y d if G d (z) is of full rank. If it is not, we show that there are two different input sequences u[n] that can lead to the same output sequence y d [n] and, therefore, decoding in that case is not possible as one cannot be sure which of the input sequences was transmitted.
Proof for Theorem 6: We examine the sequence
where (a) is obtained by substituting P d (z) from (10), (b) is obtained by substituting y d from (17) and using the fact that x 0 = 0, (c) is obtained by changing the summation order, (d) is obtained by changing a summation variable in the second sum to k = i − n + N d , (e) follows from Lemma 5, asP d (z) satisfies
Therefore, by Lemma 3 and by (11) we get:
We now prove the second part of the theorem that states that it is possible to decode the input sequence from the output if and only if the matrix G d (z) is of full column rank over the polynomial ring F[z]. If it is not, there exists a non zero vector of polynomials where u(z) is the formal Laurent series of the input sequence. As v d (z) is a vector of polynomials, the input sequence satisfies u[n] = 0 for n < 0 and, hence, this is a legal input sequence. Since P d (z) is not the zero polynomial and can be written as
where q d (z) is a polynomial and α d,N d = 0, we can divide (8) by P d (z) to get y d (z):
In this case, the output sequence y d [n] will vanish, and no decoding method will tell if the input sequence was u[n] or a zero sequence.
On the other hand, if G d (z) is of full column rank then we can show that the input sequence can be decoded from the output sequence. We apply a decoding scheme that is slightly different to that of the sequential decoder [7] . We modify the decoding scheme to adapt it to our notations that use the polynomial P d (z) instead of det(I − zA). We multiply both sides of (8) by ad j (G d (z) ) (we can assume that G d (z) is a square matrix, since, if it is not, we can remove some of its linearly dependent rows to make it square) to get
where (a) follows from (8), (b) follows from the fact that for any square matrix G over the polynomial ring F[z], the following identity holds: ad j (G)G = det(G)I, where I denotes the identity matrix. The polynomial det (G d (z) ) is non zero, since we assumed that G d (z) is of full column rank and, therefore, it is of the form:
If we know the sequence y d [n] we can compute w[n] and from that find u[n]:
Proof for Theorem 7: We first prove that ifP d (t) = N j =0 α d, j z j satisfies (30)-(31), then its coefficients are a solution of (12). Afterwards, we prove the same in the other direction. First, we remind that the output sequence in Algorithm 2 is given by:
To prove that (12) holds we substitute this expression for y d [n] into (12) and make use of (30)-(31).
where (a) is obtained by substituting y d from (77), (b) follows from the fact that 0 ≤ j ≤ N and that
and, therefore,
(c) follows from the fact that j + τ cannot be a multiple of (2N + 1), (d) follows from (30)-(31) and from Lemma 8.
We now prove the converse. We assume the coefficients α d, j N j =0 of the polynomialP d (t) = N j =0 α d, j t j satisfy:
and show thatP d (t) satisfies:
To prove (89), first note that according to (77) we have
so if (87) is satisfied for τ ∈ {1, . . . , N}, then (89) is also satisfied for τ ∈ {0, . . . , N − 1} and, hence, for all τ ≥ 0 (by Lemma 8).
To prove (88) we prove (by induction on k) that the following holds:
We first prove for k = 1. By (77), for τ ∈ {(2N + 1) + 1, . . . , (2N + 1) + N} we have:
where (a) follows from (89). In view of Lemma 8, we see that (91) holds for k = 1. Assume now that it holds for all k ∈ {1, . . . , k − 1}. By (77), for all τ ∈ {(2N + 1)k + 1, . . . , (2N + 1)k + N} we have:
where (a) follows from the induction assumption of (91) on k < k and from (89). In view of Lemma 8, we see that (91) holds for all 0 ≤ k ≤ ω and, therefore, (88) holds as well.
The proof for Theorem 9 consists of three parts. In the first part we calculate g d,i (z) from (14) and we substitute y d [n] from
By substituting (99) into (14) and using Theorem 7 we show that G d (z) = g d,1 (z), . . . , g d,ω (z) is given by
In the second part of the proof we show that
[n] is equal to two sequences. The first sequence is (G d (z)u(z)) [n]. The second sequence depends on x 0 and it vanishes for n > N d , and thus the difference equation (32) holds.
In the third part of the proof we give a decoding scheme to find u from y d if G d (z) is of full rank. If it is not, we show that there are two different input sequences u[n] that can lead to the same output sequence y d [n] and, therefore, decoding in that case is not possible as one cannot be sure which of the input sequences was transmitted.
Proof for Theorem 9: We begin by calculating g d,i (z) for all i ∈ {1, 2, . . . , ω}:
where (a) is obtained by substituting y d [n] from (99). The first part of (102) vanishes becauseP d (t) satisfies (31) by Theorem 7 and because of Lemma 8:
The second part of (102) can be written as:
where (a) is obtained by splitting the summation over k from 0 to i − 1, and for k = i (only when k < j ). (b) holds becauseP d (z) satisfies (30) by Theorem 7 and because of Lemma 8. The third part of (102) is:
where (a) holds because 1 { j +(2N+1)(i−k )−k=0} = 1 only when k = i and k = j . By combining all g d,i vectors into a matrix we get that G d (z) is given by (100). It has already been proved (in Theorem 6) that for such a G d (z) matrix the difference equation (8) , which is the output of the network, as if the initial state was zero. Finally, using Theorem 6 for y ZSR,d [n] and (31) for y ZIR,d [n], we get for all n > N d :
We now prove that it is possible to decode u from y d if and only if G d (z) is of full column rank over the polynomial ring F[z]. If it is not, there exists a non zero vector of where u(z) is the formal Laurent series of the input sequence. As v d (z) is a vector of polynomials, the input sequence satisfies u[n] = 0 for n < (2N + 1)(ω + 1) and, hence, this is a legal input sequence since it starts after Algorithm 2 ends. The sequence P d (z)y d (z)
[n] vanishes for n > N d since G d (z)u(z) = 0, and for n ≤ N d it is independent of the input sequence. Since P d (z) is not the zero polynomial we can find y d (z) from
. In that case, the output sequence y d [n] will be independent of the input sequence, and no decoding method will tell if the input sequence was v d (z)z (2N+1)(ω+1) or a zero sequence.
On the other hand, if G d (z) is of full column rank then we can show that the input sequence can be decoded from the output sequence. We define:
where 
where [G d,s (z)] i is the column i of G d,s (z). In this case (8) can be simplified to
whereũ[n] is the input sequence with all zero inputs removed andG d (z) is the matrix
From the second part of the proof of Theorem 6 and the third part of the proof of Theorem 9, we know that it is possible to decodeũ from y d if and only if the matrixG d (z) is of full column rank, i.e. all of its column vectors are linearly independent over F [z] . We assumed that the columns ofG d (z) are linearly independent and, therefore, the rates (R s ) s∈S are achievable for the sink node d.
We now prove the converse of Theorem 10. We assume that the rates (R s ) s∈S are achievable for a sink node d and we show that for every s ∈ S there are R s linearly independent column vectors v s,1 , . . . , v s,R s from the columns of the matrix G d,s (z), such that the vectors ∪ s∈S ∪ R s k=1 {v s,k } are linearly independent. By the definition of achievable rates, we know that every source s ∈ S can transmit zeros on (R s − R s ) out of its input sequences, such that the sink node d is able to decode u from y d . If that is the case, the relationship between the input and the output sequences is described by (114), whereũ[n] is the input sequence with all zero inputs removed, andG d (z) is the matrix G d (z) with removed column vectors that correspond to the zero input sequences. Sincẽ u is decodable, we know that the column vectors ofG d (z) are linearly independent over F[z]. The R s column vectors ofG d (z) that correspond to the non zero inputs of a source node s are also column vectors of G d,s (z), since G d,s (z) contains all the column vectors of G d (z) that correspond to the input sequence u s . Therefore, we have shown that for every source s, there are R s linearly independent vectors from the columns of G d,s (z), such that all the vectors together are linearly independent. This completes the proof.
Proof for Theorem 12: Let a node v have scalar LEK, k output links with unit time delay and |Out (v)| − k output links without delay. Denote its output vector by
where x v out,1 is of dimension k and consists of the output symbols on the delayed links, and x v out,2 consists of the rest of the output symbols. Its input-output relationship can be written by
where A 1 , A 2 consist of the LEK. Define a state vector to bex v [n] = x v out,1 [n]. The input-output relationship can be rewritten using state equations:
Proof for Corollary 13: The dimension of the state vector of the whole networkx[n] is j ∈V dim x j , wherex j is the state vector of node j . If node j has k j output links with unit time delay, and all its other output links have no delay, then, by Theorem 12, it can have a state vector of dimension not larger than k j . Since there are only k links in the network with unit time delay, and every link is an output link of only one node, we must have:
Therefore, if we take N ≥ k then Algorithms 1 and 2 still apply, as it is sufficient to take N ≥ dim (x).
Proof for Lemma 14: From the definition of δ min , there is a linear solution for u[0] from {q[k]} δ min k=0 , and it is given in (54). This is a solution to the linear equations given in (53). Because the sequence {u[k]} k≥0 is arbitrary, we get the following identity:
We denote T = T 0 , T 1 , . . . , T δ min . We use the identity q(z) = G d (z)u(z) to expand the following expression, from which we will get the rational-power-series decoder:
Denote the following matrix of polynomials: 
where e 1 = (1, 0, 0) T and 0 is the zero column vector of length 3. After n = 16, all the symbols in the network are cleared, n is set to zero, and the following input sequence is sent:
where e 2 = (0, 1, 0). Again, after n = 16 the network is cleared, and the sent input sequence is:
where e 3 = (0, 0, 1). Meanwhile, the output sequence y d = (x 4 , x 5 ) T received by d is given by 
where y 1 d , y 2 d and y 3 d are the received output sequences in the first, second and third loop of the algorithm respectively. For n = 0 and 3 ≤ n ≤ 13 we have
We now solve the system of linear equations given in (9) . We look for some non trivial solution. We can take, for example, α d,2 = 209, α d,5 = 1, α d,k = 0 k ∈ {0, 1, 3, 4, 6, 7, 8}.
(155) This is, indeed, a solution of (9), as can be seen by:
The number N d , the polynomial P d (z) and the matrix G d (z) given by this solution are:
If we are interested in finding achievable rates from the matrix G d (z), we should apply Algorithm 3, as described in Example 17. For now, we set the rates to be achievable: R s 1 = R s 2 = 1 (by sending u s 1 ,2 [n] = 0), and we get the following relationship between the input and the output sequences:
(1+209z 3 )y d = 113z 4 +57z 3 84z 5 +231z 2 24z 5 +185z 4 +157z 2 228z 3 u s 1 ,1 u s 2 ,1 .
(162)
Note that if we had started the initialization process with the rates R s 1 = R s 2 = 1, we would have obtained the reduced transfer matrixG d (z) given on the right side of (162). We can solve (162) for u by multiplying both sides of the equation by 42 · ad j (G d (z)) , see (163), as shown at the bottom of this page, where we used the identity 42 · ad j
We used the factor 42 to make the coefficient of z 4 from the left side of (163) equal to one. The difference equation for (105z 10 +223z 9 +152z 7 +149z 6 +z 4 ) u s 1 ,1 u s 2 ,1 = 221z 6 + 119z 3 , 65z 8 + 119z 5 + 9z 2 30z 8 +208z 7 +42z 5 +112z 4 +241z 2 , 42z 7 +112 z 6 +203z 4 +212 z 3 y d , 
The decoding delay in this example is 2 since we can decode u[n − 4] once y d [n − 2] is received. Example 17 (Application of Algorithm 3): In this example we apply the third algorithm to find achievable rates for the network from Example 16. We return to the network in Fig. 3 , with the same field and coefficients as in Example 16. After applying Algorithm 1 or 2, we get the polynomial P d (z) and the transfer matrix G d (z), as given in (160) and (161). We are interested in achievable rates for the sources s 1 , s 2 , so we follow the instructions given in Algorithm 3. We split G d (z) into two matrices: G d,s 1 (z) = 113z 4 +57z 3 63z 4 +73z 3 24z 5 +185z 4 +157z 2 17z 5 +105z 4 +13z 2 , Example 18 (Shuttle Network): In this example we apply the second initialization algorithm to a network with nonscalar LEK, we obtain the GEK of every sink node, we find achievable rates from the transfer matrices and we give a decoding algorithm for each sink node based on the found GEK. Consider the shuttle network in Fig.4 , with one source node s and two sink nodes r 1 and r 2 . This network and its LEK were taken from [12] , where Guo et al presented the adaptive randomized algorithm (ARCNC) to choose LEK for unknown networks. The field over which the network operates is F 2 . All LEK were generated using the ARCNC algorithm in [12] , and are given by " .
Nodes r 1 , r 2 and v 2 need a state vector with dimension 1, since their input-output relationship can be written as:
x r 1 [n + 1] = x 1 [n], n ≥ 0 (184)
x r 2 [n + 1] = x 6 [n], n ≥ 0 (186)
x v 2 [n + 1] = x 7 [n], n ≥ 0 (188)
Node v 4 needs a state vector with dimension 2, since its inputoutput relationship can be written as:
x " .
The state vectorx[n] of the entire network is the concatenation of the state vectorsx r 1 ,x r 2 ,x v 2 ,x v 4 and, hence, its dimension is dim(x) = 5. In our algorithm, every N ≥ 5 will be satisfactory. Note that N is less than |E|, and this is possible because some links no longer have unit time delay. We will take N = 7 to show that the algorithm works even when N > dim(x). To take into account the possibility thatx[0] = 0, we will take the following initial state vector for the network:
The source and the sink nodes know only the following facts:
• There is one source node s and two sink nodes r 1 and r 2 .
• The dimension of the state vector of the network is not more than 7 (N = 7). • The number of output links for the source node |Out (s)| = 2. We follow the instructions of Algorithm 2 to get difference equations for u and y r 1 = (x 1 , x 3 ) T , y r 2 = (x 2 , x 6 ) T . Initially, the source node s transmits the following sequences: 
