The three-dimensional fuzzy sets and their cut sets  by Li, Xiao-shen et al.
Computers and Mathematics with Applications 58 (2009) 1349–1359
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
The three-dimensional fuzzy sets and their cut sets
Xiao-shen Li a, Xue-hai Yuan b, E. Stanley Lee c,∗
a Department of Applied Mathematics, Dalian University of Technology, Dalian 116024, PR China
b School of Electronic and Information Engineering, Dalian University of Technology, Dalian 116024, PR China
c Department of Industrial and Manufacturing Systems Engineering, Kansas State University, Manhattan, KS66506, USA
a r t i c l e i n f o
Article history:
Received 3 August 2008
Accepted 2 February 2009
Keywords:
4-valued fuzzy sets
Three-dimensional fuzzy sets
Cut sets
Decomposition theorems
Representation theorems
a b s t r a c t
In this paper, a new kind of L-fuzzy set is introduced which is called the three-dimensional
fuzzy set. We first put forward four kinds of cut sets on the three-dimensional fuzzy
sets which are defined by the 4-valued fuzzy sets. Then, the definitions of 4-valued
order nested sets and 4-valued inverse order nested sets are given. Based on them, the
decomposition theorems and representation theorems are obtained. Furthermore, the left
interval-valued intuitionistic fuzzy sets and the right interval-valued intuitionistic fuzzy
sets are introduced.We show that the lattices constructed by these two special L-fuzzy sets
are not equivalent to sublattices of lattice constructed by the interval-valued intuitionistic
fuzzy sets. Finally, we show that the three-dimensional fuzzy set is equivalent to the left
interval-valued intuitionistic fuzzy set or the right interval-valued intuitionistic fuzzy set.
© 2009 Published by Elsevier Ltd
1. Introduction
Since the concept of fuzzy sets was introduced by Zadeh in 1965 [1], the theories of fuzzy sets and fuzzy systems
developed rapidly. As is well known, the cut set (or level set) of fuzzy set [2] is an important concept in theory of fuzzy
sets and systems, which plays a significant role in fuzzy algebra [3,4], fuzzy reasoning [5,6], fuzzy measure [7–9] and so on.
The cut set is the bridge connecting the fuzzy sets and classical sets. Based on the cut sets, the decomposition theorems and
representation theorems can be established [2]. The cut sets on fuzzy sets are described in [10] by using the neighborhood
relations between fuzzy point and fuzzy set. It is pointed out that there are four kinds of definitions of cut sets on fuzzy sets,
each of which has similar properties. Also, the decomposition theorems and representation theorems can be established
based on each kind of cut sets.
With the development of the theory on fuzzy sets, Goguen introduced L-fuzzy sets as an extension of Zadeh fuzzy sets in
1967 [11]. Since then, many L-fuzzy sets are put forward, such as the interval-valued fuzzy sets [12], the intuitionistic fuzzy
sets [13], the interval-valued intuitionistic fuzzy sets [14] and the type-2 fuzzy sets [15]. In [16], four new kinds of cut sets
of intuitionistic fuzzy sets and interval-valued fuzzy sets were put forward, which are defined by the 3-valued fuzzy sets.
The cut sets on intuitionistic fuzzy sets and interval-valued fuzzy sets have similar properties with the cut sets of fuzzy sets.
Furthermore, based on those cut sets [16], the decomposition theorems and representation theorems of the intuitionistic
fuzzy sets were obtained.
In practical applications, we can use triple value form such as (very good, good, more or less good) or (very young,
young, more or less young) to describe whether an object belongs to a notion. From this point of view, a new kind of
L-fuzzy set is introduced, which is called the three-dimensional fuzzy set in this paper. Furthermore, the cut sets of three-
dimensional fuzzy sets are defined by the 4-valued fuzzy sets and their properties are discussed. Based on these kinds of
cut sets, the decomposition theorems and representation theorems of three-dimensional fuzzy sets are obtained. Also, the
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left interval-valued intuitionistic fuzzy sets and the right interval-valued intuitionistic fuzzy sets are introduced. We prove
that the lattices constructed by these two special L-fuzzy sets are not equivalent to sublattices of lattice constructed by
interval-valued intuitionistic fuzzy sets. Furthermore, we show that the three-dimensional fuzzy sets are equivalent to the
left interval-valued intuitionistic fuzzy sets or the right interval-valued intuitionistic fuzzy sets.
This paper is organized as follows. In Section 2, some definitions and theorems are given. In Section 3, cut sets of the
three-dimensional fuzzy sets are defined and their properties are given. In Section 4, the decomposition theorems of the
three-dimensional fuzzy sets are established. In Section 5, the representation theorems of the three-dimensional fuzzy sets
are obtained. In Section 6, the left interval-valued intuitionistic fuzzy sets and the right interval-valued intuitionistic fuzzy
sets are introduced.
2. Preliminaries
Definition 2.1 ([1]). Let X be a set. The mapping A : X → [0, 1] is called a fuzzy set on X .
Definition 2.2 ([10]). Let A be a fuzzy set on X and λ ∈ [0, 1].
We call
Aλ = {x|x ∈ X, A(x) ≥ λ}, Aλ = {x|x ∈ X, A(x) > λ}
λ-upper cut set and λ-strong upper cut set of A, respectively;
We call
Aλ = {x|x ∈ X, A(x) ≤ λ}, Aλ = {x|x ∈ X, A(x) < λ}
λ-lower cut set and λ-strong lower cut set of A, respectively;
We call
A[λ] = {x|x ∈ X, λ+ A(x) ≥ 1}, A[λ] = {x|x ∈ X, λ+ A(x) > 1}
λ-upper Q -cut set and λ-strong upper Q -cut set of A, respectively;
We call
A[λ] = {x|x ∈ X, λ+ A(x) ≤ 1}, A[λ] = {x|x ∈ X, λ+ A(x) < 1}
λ-lower Q -cut set and λ-strong lower Q -cut set of A, respectively.
Definition 2.3 ([17]). If L is a completely distributive lattice and there is a mapping ′ : L→ L such that (i) a ≤ b⇒ b′ ≤ a′;
(ii) (a′)′ = a. Then L is called an F lattice.
Definition 2.4 ([13]). Let X be a set and µA : X → [0, 1], vA : X → [0, 1] be two mappings. If
µA(x)+ vA(x) ≤ 1, ∀x ∈ X,
then we call A = (X, µA, vA) an intuitionistic fuzzy subset (IFS) over X .
Definition 2.5 ([10,18]). Let X be a set. 2X represents the power set of X and H : [0, 1] → 2X is a mapping.
(1) If (λ1 < λ2 ⇒ H(λ1) ⊃ H(λ2)), then we call H an inverse order nested set of X;
(2) If (λ1 < λ2 ⇒ H(λ1) ⊂ H(λ2)), then we call H an order nested set of X .
Definition 2.6 ([12]). Let X be a set. If A(x) = [A−(x), A+(x)],∀x ∈ X , then we call A an interval-valued fuzzy set (IVFS) over
X , where 0 ≤ A−(x) ≤ A+(x) ≤ 1,∀x ∈ X .
Definition 2.7 ([16]). Let A = (X, µA, vA) be an intuitionistic fuzzy set and a ∈ [0, 1].
(1) We call
Aa(x) =
{1 µA(x) ≥ a
1/2 µA(x) < a ≤ 1− vA(x)
0 a > 1− vA(x)
and Aa(x) =
{1 µA(x) > a
1/2 µA(x) ≤ a < 1− vA(x)
0 a ≥ 1− vA(x)
a-upper cut set and a-strong upper cut set of A, respectively.
(2) We call
Aa(x) =
{1 vA(x) ≥ a
1/2 vA(x) < a ≤ 1− µA(x)
0 a > 1− µA(x)
and Aa(x) =
{1 vA(x) > a
1/2 vA(x) ≤ a < 1− µA(x)
0 a ≥ 1− µA(x)
a-lower cut set and a-strong lower cut set of A, respectively.
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(3) We call
A[a](x) =
{1 a+ µA(x) ≥ 1
1/2 vA(x) ≤ a < 1− µA(x)
0 vA(x) > a
and A[a](x) =
{1 a+ µA(x) > 1
1/2 vA(x) < a ≤ 1− µA(x)
0 vA(x) ≥ a
a-upper Q -cut set and a-strong upper Q -cut set of A, respectively.
(4) We call
A[a](x) =
{1 a+ vA(x) ≥ 1
1/2 µA(x) ≤ a < 1− vA(x)
0 µA(x) > a
and A[a](x) =
{1 a+ vA(x) > 1
1/2 µA(x) < a ≤ 1− vA(x)
0 µA(x) ≥ a
a-lower Q -cut set and a-strong lower Q -cut set of A, respectively.
Next, decomposition theorem of intuitionistic fuzzy sets obtained in [16] is given.
Theorem 2.1 ([16]). Let 3X = {A|A : X → {0, 1/2, 1} is a mapping}. For A ∈ 3X and λ ∈ [0, 1], λA is defined as follows:
(λA)(x) =
{
(0, 1), A(x) = 0
(λ, 1− λ), A(x) = 1
(0, 1− λ), A(x) = 1/2
then λA is an intuitionistic fuzzy set over X, A =⋃λ∈[0,1] λAλ and A =⋃λ∈[0,1] λAλ.
3. The three-dimensional fuzzy sets and their cut sets
As iswell known, the Zadeh fuzzy set A over X is amapping A : X → [0, 1], where A(x) denotes the degree ofmembership
of x in A. From the definition of Zadeh fuzzy set, we know that Zadeh fuzzy set characters the notion by using the numbers
in [0, 1], which is an approximation to the notion. By extension from [0, 1] to I¯ = {[a−, a+]|0 ≤ a− ≤ a+ ≤ 1}, we can
obtain the interval-valued fuzzy sets. That is the mapping A : X → I¯, A(x) , [A−(x), A+(x)], where A−(x) denotes the
least degree of membership of x in A and A+(x) denotes the most degree of membership of x in A. Similarly, the mapping
A : X → L = {(a, b)|a, b ∈ [0, 1], a+ b ≤ 1}, A(x) , (µA(x), vA(x)) is an intuitionistic fuzzy set, where µA(x) denotes the
degree of membership of x in A and vA(x) denotes the degree of non-membership of x in A.
Since Zadeh fuzzy set A of X uses a number in [0, 1] to character the degree of membership of x in A, we call Zadeh
fuzzy sets one-dimensional fuzzy sets of X . Similarly, we call the interval-valued fuzzy sets and intuitionistic fuzzy sets two-
dimensional fuzzy sets because they use two numbers in [0, 1] to character the degree of membership of the element x in
A. Furthermore, we know that interval-valued fuzzy sets are equivalent to intuitionistic fuzzy sets [19]. Their relationship is
as follows:
where I2 = {(a, b)|0 ≤ a ≤ b ≤ 1} and IX2 = {A|A : X → I2 is a mapping}. A ∈ IX2 is called a two-dimensional fuzzy set of X .
In practical applications, we can use triple value form such as (very good, good, more or less good) or (very young, young,
more or less young) to describe whether an object belongs to a notion. From this point of view, a new kind of L-fuzzy
sets is introduced, which is called the three-dimensional fuzzy sets in this paper. Next, we give the definition of the three-
dimensional fuzzy sets.
Let I3 = {(a1, a2, a3)|0 ≤ a1 ≤ a2 ≤ a3 ≤ 1}. The operators over I3 are defined as follows: for (a1, a2, a3), (b1, b2, b3) ∈
I3, (at1, a
t
2, a
t
3) ∈ I3,∀t ∈ T ,
(a1, a2, a3) ≤ (b1, b2, b3)⇔ a1 ≤ b1, a2 ≤ b2, a3 ≤ b3,∨
t∈T
(at1, a
t
2, a
t
3) =
(∨
t∈T
at1,
∨
t∈T
at2,
∨
t∈T
at3
)
,
∧
t∈T
(at1, a
t
2, a
t
3) =
(∧
t∈T
at1,
∧
t∈T
at2,
∧
t∈T
at3
)
,
(a1, a2, a3)c = (1− a3, 1− a2, 1− a1),
1 = (1, 1, 1), 0 = (0, 0, 0).
Then (I3,
∨
,
∧
, c, 1, 0) is an F lattice.
Definition 3.1. The mapping A : X → I3, A(x) = (A1(x), A2(x), A3(x)), is called a three-dimensional fuzzy set over X . We
use IX3 to denote the set of all three-dimensional fuzzy sets.
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We set the operations in IX3 according to the operations in I3, and let X = (1, 1, 1), ∅ = (0, 0, 0). Then (IX3 ,
⋃
,
⋂
, c, X,∅)
is an F lattice.
The cut sets of the two-dimensional fuzzy sets (the interval-valued fuzzy sets and the intuitionistic fuzzy sets) are defined
by 3-valued fuzzy sets in [16] and their properties are same as the cut sets of Zadeh fuzzy sets. Similarly, cut sets on the three-
dimensional fuzzy sets are defined by the 4-valued fuzzy sets as follows. Let 4X = {A|A : X → {0, 1/3, 2/3, 1}}. According
to Zadeh operators, 4X is an F lattice.
Definition 3.2. Let A ∈ IX3 and λ ∈ [0, 1]. We call
Aλ(x) =

1 A1(x) ≥ λ
2/3 A1(x) < λ ≤ A2(x)
1/3 A2(x) < λ ≤ A3(x)
0 λ > A3(x)
and Aλ(x) =

1 A1(x) > λ
2/3 A1(x) ≤ λ < A2(x)
1/3 A2(x) ≤ λ < A3(x)
0 λ ≥ A3(x)
λ-upper cut set and λ-strong upper cut set of A, respectively.
Definition 3.3. Let A ∈ IX3 and λ ∈ [0, 1]. We call
Aλ(x) =

1 A3(x) ≤ λ
2/3 A2(x) ≤ λ < A3(x)
1/3 A1(x) ≤ λ < A2(x)
0 A1(x) > λ
and Aλ(x) =

1 A3(x) < λ
2/3 A2(x) < λ ≤ A3(x)
1/3 A1(x) < λ ≤ A2(x)
0 A1(x) ≥ λ
λ-lower cut set and λ-strong lower cut set of A, respectively.
Definition 3.4. Let A ∈ IX3 and λ ∈ [0, 1]. We call
A[λ](x) =

1 λ+ A1(x) ≥ 1
2/3 A1(x) < 1− λ ≤ A2(x)
1/3 A2(x) < 1− λ ≤ A3(x)
0 λ+ A3(x) < 1
and A[λ](x) =

1 λ+ A1(x) > 1
2/3 A1(x) ≤ 1− λ < A2(x)
1/3 A2(x) ≤ 1− λ < A3(x)
0 λ+ A3(x) ≤ 1
λ-upper Q -cut set and λ-strong upper Q -cut set of A, respectively.
Definition 3.5. Let A ∈ IX3 and λ ∈ [0, 1]. We call
A[λ](x) =

1 λ+ A3(x) ≤ 1
2/3 A2(x) ≤ 1− λ < A3(x)
1/3 A1(x) ≤ 1− λ < A2(x)
0 λ+ A1(x) > 1
and A[λ](x) =

1 λ+ A3(x) < 1
2/3 A2(x) < 1− λ ≤ A3(x)
1/3 A1(x) < 1− λ ≤ A2(x)
0 λ+ A1(x) ≥ 1
λ-lower Q -cut set and λ-strong lower Q -cut set of A, respectively.
Remark 3.1. (1) when A1(x) = A2(x) = A3(x) for all x ∈ X , A in deed is a one-dimensional fuzzy set, namely, Zadeh fuzzy
set. In this case, Definitions 3.2–3.5 are consistent with definitions in [10].
(2)when A1(x) = A2(x) for all x ∈ X , A in deed is a two-dimensional fuzzy sets. In this case, Definitions 3.2–3.5 are consistent
with definitions in [16]. Therefore, Definitions 3.2–3.5 are extension of respective definitions in [10,16].
Next, we give the properties of these kinds of cut sets on three-dimensional fuzzy sets.
Property 3.1.
Aλ = (Aλ)c, Aλ = (Aλ)c, A[λ] = A1−λ, A[λ] = A1−λ, A[λ] = (A1−λ)c, A[λ] = (A1−λ)c .
Property 3.2. (1) A[λ] ⊂ Aλ.
(2) λ1 < λ2 ⇒ Aλ1 ⊃ Aλ2 , Aλ1 ⊃ Aλ2 , Aλ1 ⊃ Aλ2 .
(3) A ⊂ B⇒ Aλ ⊂ Bλ, Aλ ⊂ Bλ.
(4) (Ac)λ = (A1−λ)c, (Ac)λ = (A1−λ)c .
(5) (A
⋃
B)λ = Aλ⋃ Bλ, (A⋃ B)λ = Aλ⋃ Bλ, (A⋂ B)λ = Aλ⋂ Bλ, (A⋂ B)λ = Aλ⋂ Bλ.
(6) (
⋃
t∈T At)λ ⊃
⋃
t∈T (At)λ, (
⋃
t∈T At)λ =
⋃
t∈T (At)λ, (
⋂
t∈T At)λ =
⋂
t∈T (At)λ, (
⋂
t∈T At)λ ⊂
⋂
t∈T (At)λ.
(7) Aλ∧µ = Aλ⋃ Aµ, Aλ∧µ = Aλ⋃ Aµ, Aλ∨µ = Aλ⋂ Aµ, Aλ∨µ = Aλ⋂ Aµ.
(8) Let λt ∈ [0, 1](t ∈ T ), a =∧t∈T λt , b =∨t∈T λt . Then we have⋃
t∈T
Aλt ⊂ Aa,
⋂
t∈T
Aλt = Ab,
⋃
t∈T
Aλt = Aa,
⋂
t∈T
Aλt ⊃ Ab.
(9) A1 = ∅, A0 = X .
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Proof. (1)–(3) and (9) are obvious.
(4) (Ac)λ(x) = 1⇔ 1− A3(x) ≥ λ⇔ 1− λ ≥ A3(x)⇔ A1−λ(x) = 0⇔ (A1−λ)c(x) = 1.
(Ac)λ(x) = 2/3⇔ 1− A3(x) < λ ≤ 1− A2(x)⇔ A2(x) ≤ 1− λ < A3(x)⇔
A1−λ(x) = 1/3⇔ (A1−λ)c(x) = 2/3.
(Ac)λ(x) = 0⇔ λ > 1− A1(x)⇔ A1(x) > 1− λ⇔ A1−λ(x) = 1⇔ (A1−λ)c(x) = 0.
Since (Ac)λ, (A1−λ)c ∈ 4X , we have (Ac)λ = (A1−λ)c .
(5) (A
⋃
B)λ(x) = 1⇔ A1(x)∨ B1(x) ≥ λ⇔ A1(x) ≥ λ or B1(x) ≥ λ⇔
Aλ(x) = 1 or Bλ(x) = 1⇔ (Aλ⋃ Bλ)(x) = Aλ(x)∨ Bλ(x) = 1.
(A
⋃
B)λ(x) = 2/3⇔ A1(x)∨ B1(x) < λ ≤ A2(x)∨ B2(x)⇔ (A1(x) < λ ≤ A2(x),
B1(x) < λ) or (B1(x) < λ ≤ B2(x), A1(x) < λ)⇔ (Aλ(x) = 2/3, Bλ(x) ≤ 2/3)
or (Bλ(x) = 2/3, Aλ(x) ≤ 2/3)⇔ (Aλ⋃ Bλ)(x) = Aλ(x)∨ Bλ(x) = 2/3.
(A
⋃
B)λ(x) = 0⇔ λ > A3(x)∨ B3(x)⇔ λ > A3(x) and λ > B3(x)⇔
Aλ(x) = 0 and Bλ(x) = 0⇔ (Aλ⋃ Bλ)(x) = Aλ(x)∨ Bλ(x) = 0.
Since (A
⋃
B)λ, Aλ
⋃
Bλ ∈ 4X , we have (A⋃ B)λ = Aλ⋃ Bλ.
(6) Let At(x) = (At1(x), At2(x), At3(x)). We have
(
⋃
t∈T (At)λ)(x) = 1⇒
∨
t∈T (At)λ(x) = 1⇒ ∃t ∈ T , (At)λ(x) = 1⇒∃t ∈ T , At1(x) ≥ λ⇒
∨
t∈T A
t
1(x) ≥ λ⇒ (
⋃
t∈T At)λ(x) = 1.
(
⋃
t∈T (At)λ)(x) = 2/3⇒
∨
t∈T (At)λ(x) = 2/3⇒ (∀t ∈ T , (At)λ(x) ≤ 2/3)
and (∃t ∈ T , (At)λ(x) = 2/3)⇒ (∀t ∈ T , At1(x) < λ) and (∃t ∈ T ,
At1(x) < λ ≤ At2(x))⇒
∨
t∈T A
t
1(x) ≤ λ ≤
∨
t∈T A
t
2(x)⇒ (
⋃
t∈T At)λ(x) ≥ 2/3.
(
⋃
t∈T At)λ(x) = 0⇒ λ >
∨
t∈T (A
t
3)(x)⇒ ∀t ∈ T , λ > At3(x)⇒∀t ∈ T , (At)λ(x) = 0⇒ (⋃t∈T (At)λ)(x) =∨t∈T (At)λ(x) = 0.
Since (
⋃
t∈T At)λ,
⋃
t∈T (At)λ ∈ 4X , we have
⋃
t∈T (At)λ ⊂ (
⋃
t∈T At)λ.
Next, we prove (
⋃
t∈T At)λ =
⋃
t∈T (At)λ.
(
⋃
t∈T At)λ(x) = 1⇔
∨
t∈T A
t
1(x) > λ⇔ ∃t ∈ T , At1(x) > λ⇔∃t ∈ T , (At)λ(x) = 1⇔ (⋃t∈T (At)λ)(x) =∨t∈T (At)λ(x) = 1.
(
⋃
t∈T At)λ(x) = 2/3⇔
∨
t∈T A
t
1(x) ≤ λ <
∨
t∈T A
t
2(x)⇔ (∀t ∈ T , At1(x) ≤ λ)
and (∃t ∈ T , At1(x) ≤ λ < At2(x))⇔ (∀t ∈ T , (At)λ(x) ≤ 2/3) and
(∃t ∈ T , (At)λ(x) = 2/3)⇔ (⋃t∈T (At)λ)(x) =∨t∈T (At)λ(x) = 2/3.
(
⋃
t∈T At)λ(x) = 0⇔ λ ≥
∨
t∈T A
t
3(x)⇔ ∀t ∈ T , λ > At3(x)⇔ ∀t ∈ T , (At)λ(x) = 0⇔ (⋃t∈T (At)λ)(x) =∨t∈T (At)λ(x) = 0.
Since (
⋃
t∈T At)λ,
⋃
t∈T (At)λ ∈ 4X , we have that (
⋃
t∈T At)λ =
⋃
t∈T (At)λ.
(7) The proof is similar to (6).
(8) (
⋃
t∈T Aλt )(x) = 1⇒
∨
t∈T Aλt (x) = 1⇒ ∃t ∈ T , Aλt (x) = 1⇒ ∃t ∈ T , A1(x) ≥ λt ≥ a⇒ Aa(x) = 1.
(
⋃
t∈T Aλt )(x) = 2/3⇒
∨
t∈T Aλt (x) = 2/3⇒ (∀t ∈ T , Aλt (x) ≤ 2/3)
and (∃t ∈ T , Aλt (x) = 2/3)⇒ (∀t ∈ T , A1(x) < λt) and (∃t ∈ T , A1(x) < λt ≤ A2(x))⇒ A1(x) ≤ a ≤ A2(x)⇒ Aa(x) ≥ 2/3.
Aa(x) = 0⇒ a =∧t∈T λt > A3(x)⇒ ∀t ∈ T , λt > A3(x)⇒ ∀t ∈ T , Aλt (x) = 0⇒ (⋃t∈T Aλt )(x) =∨t∈T Aλt (x) = 0.
Since
⋃
t∈T Aλt , Aa ∈ 4X , we have
⋃
t∈T Aλt ⊆ Aa.
Next, we prove
⋂
t∈T Aλt = Ab.
(
⋂
t∈T Aλt )(x) = 1⇔
∧
t∈T Aλt (x) = 1⇔ ∀t ∈ T , A1(x) ≥ λt ⇔ A1(x) ≥
∨
t∈T λt = b⇔ Ab(x) = 1.
(
⋂
t∈T Aλt )(x) = 2/3⇔
∧
t∈T Aλt (x) = 2/3⇔ (∀t ∈ T , Aλt (x) ≥ 2/3)
and (∃t ∈ T , Aλt (x) = 2/3)⇔ (∀t ∈ T , A2(x) ≥ λt) and (∃t ∈ T , A1(x) < λt ≤ A2(x))⇔ A1(x) <∨t∈T λt = b ≤ A2(x)⇔ Ab(x) = 2/3.
(
⋂
t∈T Aλt )(x) = 0⇔ ∃t ∈ T , Aλt (x) = 0⇔ ∃t ∈ T , λt > A3(x)⇔
b =∨t∈T λt > A3(x)⇔ Ab(x) = 0.
Since
⋂
t∈T Aλt , Ab ∈ 4X , we have
⋂
t∈T Aλt = Ab. 
From Properties 3.1 and 3.2, we can obtain the following properties.
Property 3.3. (1) Aλ ⊂ Aλ.
(2) λ1 < λ2 ⇒ Aλ1 ⊂ Aλ2 , Aλ1 ⊂ Aλ2 , Aλ1 ⊂ Aλ2 .
(3) A ⊂ B⇒ Bλ ⊂ Aλ, Bλ ⊂ Aλ.
(4) (Ac)λ = (A1−λ)c, (Ac)λ = (A1−λ)c .
(5) (A
⋃
B)λ = Aλ⋂ Bλ, (A⋃ B)λ = Aλ⋂ Bλ, (A⋂ B)λ = Aλ⋃ Bλ, (A⋂ B)λ = Aλ⋃ Bλ.
(6) (
⋃
t∈T At)λ =
⋂
t∈T (At)λ, (
⋃
t∈T At)λ ⊂
⋂
t∈T (At)λ, (
⋂
t∈T At)λ ⊃
⋃
t∈T (At)λ, (
⋂
t∈T At)λ =
⋃
t∈T (At)λ.
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(7) Aλ∧µ = Aλ⋂ Aµ, Aλ∧µ = Aλ⋂ Aµ, Aλ∨µ = Aλ⋃ Aµ, Aλ∨µ = Aλ⋃ Aµ.
(8) Let a =∧t∈T λt , b =∨t∈T λt . We have⋃
t∈T
Aλt ⊂ Ab,
⋃
t∈T
Aλt = Ab,
⋂
t∈T
Aλt = Aa,
⋂
t∈T
Aλt ⊃ Aa.
(9) A0 = ∅, A1 = X.
Property 3.4. (1) A[λ] ⊂ A[λ].
(2) λ1 < λ2 ⇒ A[λ1] ⊂ A[λ2], A[λ1] ⊂ A[λ2], A[λ1] ⊂ A[λ2].
(3) A ⊂ B⇒ A[λ] ⊂ B[λ], A[λ] ⊂ B[λ].
(4) (Ac)[λ] = (A[1−λ])c, (Ac)[λ] = (A[1−λ])c .
(5) (A
⋃
B)[λ] = A[λ]⋃ B[λ], (A⋃ B)[λ] = A[λ]⋃ B[λ], (A⋂ B)[λ] = A[λ]⋂ B[λ], (A⋂ B)[λ] = A[λ]⋂ B[λ].
(6) (
⋃
t∈T At)[λ] ⊃
⋃
t∈T (At)[λ], (
⋃
t∈T At)[λ] =
⋃
t∈T (At)[λ], (
⋂
t∈T At)[λ] =
⋂
t∈T (At)[λ], (
⋂
t∈T At)[λ] ⊂
⋂
t∈T (At)[λ].
(7) A[λ∧µ] = A[λ]⋂ A[µ], A[λ∧µ] = A[λ]⋂ A[µ], A[λ∨µ] = A[λ]⋃ A[µ], A[λ∨µ] = A[λ]⋃ A[µ].
(8) Let a =∧t∈T λt , b =∨t∈T λt . We have⋂
t∈T
A[λt ] = A[a],
⋂
t∈T
A[λt ] ⊃ A[a],
⋃
t∈T
A[λt ] ⊂ A[b],
⋃
t∈T
A[λt ] = A[b].
(9) A[0] = ∅, A[1] = X.
Property 3.5. (1) A[λ] ⊂ A[λ].
(2) λ1 < λ2 ⇒ A[λ1] ⊃ A[λ2], A[λ1] ⊃ A[λ2], A[λ1] ⊃ A[λ2].
(3) A ⊂ B⇒ A[λ] ⊃ B[λ], A[λ] ⊃ B[λ].
(4) (Ac)[λ] = (A[1−λ])c, (Ac)[λ] = (A[1−λ])c .
(5) (A
⋃
B)[λ] = A[λ]⋂ B[λ], (A⋃ B)[λ] = A[λ]⋂ B[λ], (A⋂ B)[λ] = A[λ]⋃ B[λ], (A⋂ B)[λ] = A[λ]⋃ B[λ].
(6) (
⋃
t∈T At)[λ] =
⋂
t∈T (At)[λ], (
⋃
t∈T At)[λ] ⊂
⋂
t∈T (At)[λ], (
⋂
t∈T At)[λ] ⊃
⋃
(At)[λ], (
⋂
t∈T At)[λ] =
⋃
t∈T (At)[λ].
(7) A[λ∧µ] = A[λ]⋃ A[µ], A[λ∧µ] = A[λ]⋃ A[µ], A[λ∨µ] = A[λ]⋂ A[µ], A[λ∨µ] = A[λ]⋂ A[µ].
(8) Let a =∧t∈T λt , b =∨t∈T λt . We have⋂
t∈T
A[λt ] = A[b],
⋂
t∈T
A[λt ] ⊃ A[b],
⋃
t∈T
A[λt ] ⊂ A[a],
⋃
t∈T
A[λt ] = A[a].
(9) A[1] = ∅, A[0] = X.
Remark 3.2. (1) From Properties 3.2–3.5, we know that each kind of cut set on the three-dimensional fuzzy sets has similar
properties. (2) We have known from [10,16] that the cut sets of the three-dimensional fuzzy sets have the same properties
as that of Zadeh fuzzy sets or intuitionistic fuzzy sets [16].
4. The decomposition theorems of the three-dimensional fuzzy sets
In this section, we will obtain the decomposition theorems of the three-dimensional fuzzy sets.
Definition 4.1. Let A ∈ 4X , λ ∈ [0, 1]. The mapping fi : [0, 1] × 4X → IX3 (i = 1, 2, . . . , 8) is defined as follows:
f1(λ, A) =

(λ, λ, λ), A(x) = 1
(0, λ, λ), A(x) = 2/3
(0, 0, λ), A(x) = 1/3
(0, 0, 0), A(x) = 0
, f2(λ, A) =

(1, 1, 1), A(x) = 1
(λ, 1, 1), A(x) = 2/3
(λ, λ, 1), A(x) = 1/3
(λ, λ, λ), A(x) = 0
,
f3(λ, A) =

(0, 0, 0), A(x) = 1
(0, 0, λ), A(x) = 2/3
(0, λ, λ), A(x) = 1/3
(λ, λ, λ), A(x) = 0
, f4(λ, A) =

(λ, λ, λ), A(x) = 1
(λ, λ, 1), A(x) = 2/3
(λ, 1, 1), A(x) = 1/3
(1, 1, 1), A(x) = 0
,
f5(λ, A) =

(1− λ, 1− λ, 1− λ),A(x) = 1
(0, 1− λ, 1− λ), A(x) = 2/3
(0, 0, 1− λ), A(x) = 1/3
(0, 0, 0), A(x) = 0
, f6(λ, A) =

(1, 1, 1), A(x) = 1
(1− λ, 1, 1), A(x) = 2/3
(1− λ, 1− λ, 1), A(x) = 1/3
(1− λ, 1− λ, 1− λ), A(x) = 0
,
f7(λ, A) =

(0, 0, 0), A(x) = 1
(0, 0, 1− λ), A(x) = 2/3
(0, 1− λ, 1− λ), A(x) = 1/3
(1− λ, 1− λ, 1− λ), A(x) = 0
, f8(λ, A) =

(1− λ, 1− λ, 1− λ), A(x) = 1
(1− λ, 1− λ, 1), A(x) = 2/3
(1− λ, 1, 1), A(x) = 1/3
(1, 1, 1), A(x) = 0.
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Then we have the following decomposition theorems of the three-dimensional fuzzy sets.
Theorem 4.1. Let A be a three-dimensional fuzzy set, then we have
(1) A =⋃λ∈[0,1] f1(λ, Aλ) =⋂λ∈[0,1] f2(λ, Aλ).
(2) A =⋃λ∈[0,1] f1(λ, Aλ) =⋂λ∈[0,1] f2(λ, Aλ).
(3) If the mapping H : [0, 1] → 4X satisfies Aλ ⊂ H(λ) ⊂ Aλ, then
(a) A =⋃λ∈[0,1] f1(λ,H(λ)) =⋂λ∈[0,1] f2(λ,H(λ));
(b) λ1 < λ2 ⇒ H(λ1) ⊃ H(λ2);
(c) Aλ =⋂α<λ H(α), Aλ =⋃α>λ H(α).
Proof. (1)( ⋃
λ∈[0,1]
f1(λ, Aλ)
)
(x) =
∨
λ∈[0,1]
f1(λ, Aλ)(x)
=
(∨
{λ|Aλ(x) = 1},
∨
{λ|Aλ(x) ≥ 2/3},
∨
{λ|Aλ(x) ≥ 1/3}
)
=
(∨
{λ|A1(x) ≥ λ},
∨
{λ|A2(x) ≥ λ},
∨
{λ|A3(x) ≥ λ}
)
= (A1(x), A2(x), A3(x)).
Hence, A =⋃λ∈[0,1] f1(λ, Aλ).( ⋂
λ∈[0,1]
f2(λ, Aλ)
)
(x) =
∧
λ∈[0,1]
f2(λ, Aλ)(x)
=
(∧
{λ|Aλ(x) ≤ 2/3},
∧
{λ|Aλ(x) ≤ 1/3},
∧
{λ|Aλ(x) = 0}
)
=
(∧
{λ|A1(x) < λ},
∧
{λ|A2(x) < λ},
∧
{λ|A3(x) < λ}
)
= (A1(x), A2(x), A3(x)).
Hence, A =⋂λ∈[0,1] f2(λ, Aλ).
(2) The proof is similar to that of (1).
(3) (a) By Aλ ⊂ H(λ) ⊂ Aλ, we have
f1(λ, Aλ) ⊂ f1(λ,H(λ)) ⊂ f1(λ, Aλ), f2(λ, Aλ) ⊂ f2(λ,H(λ)) ⊂ f2(λ, Aλ).
Thus
A =
⋃
λ∈[0,1]
f1(λ, Aλ) ⊂
⋃
λ∈[0,1]
f1(λ,H(λ)) ⊂
⋃
λ∈[0,1]
f1(λ, Aλ) = A,
A =
⋂
λ∈[0,1]
f2(λ, Aλ) ⊂
⋃
λ∈[0,1]
f2(λ,H(λ)) ⊂
⋃
λ∈[0,1]
f2(λ, Aλ) = A.
Therefore, A =⋃λ∈[0,1] f1(λ,H(λ)) =⋂λ∈[0,1] f2(λ,H(λ)).
(b) λ1 < λ2 ⇒ H(λ1) ⊃ Aλ1 ⊃ Aλ2 ⊃ H(λ2).
(c) For α < λ, H(α) ⊃ Aα ⊃ Aλ. Thus⋂α<λ H(α) ⊃ Aλ. On the other hand, by H(α) ⊂ Aα and (8) of Property 3.2, we have
that
⋂
α<λ H(α) ⊂
⋂
α<λ Aλ = Aλ. Therefore Aλ =
⋂
α<λ H(α).
For α > λ, Aλ ⊃ Aα ⊃ H(α). Thus Aλ ⊃ ⋃α>λ H(α). On the other hand, by H(α) ⊃ Aα and (8) of Property 3.2, we have
that
⋃
α>λ H(α) ⊃
⋃
α>λ Aα = Aλ. Therefore Aλ =
⋃
α>λ H(α). 
Theorem 4.2. Let A be a three-dimensional fuzzy set, then we have (1) A =⋃λ∈[0,1] f3(λ, Aλ) =⋂λ∈[0,1] f4(λ, Aλ).
(2) A =⋃λ∈[0,1] f3(λ, Aλ) =⋂λ∈[0,1] f4(λ, Aλ).
(3) If the mapping H : [0, 1] → 4X satisfies Aλ ⊂ H(λ) ⊂ Aλ, then
(a) A =⋃λ∈[0,1] f3(λ,H(λ)) =⋂λ∈[0,1] f4(λ,H(λ));
(b) λ1 < λ2 ⇒ H(λ1) ⊂ H(λ2);
(c) Aλ =⋂α>λ H(α), Aλ =⋃α<λ H(α).
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Theorem 4.3. Let A be a three-dimensional fuzzy set, then we have
(1) A =⋃λ∈[0,1] f5(λ, A[λ]) =⋂λ∈[0,1] f6(λ, A[λ]).
(2) A =⋃λ∈[0,1] f5(λ, A[λ]) =⋂λ∈[0,1] f6(λ, A[λ]).
(3) If the mapping H : [0, 1] → 4X satisfies A[λ] ⊂ H(λ) ⊂ A[λ], then
(a) A =⋃λ∈[0,1] f5(λ,H(λ)) =⋂λ∈[0,1] f6(λ,H(λ));
(b) λ1 < λ2 ⇒ H(λ1) ⊂ H(λ2);
(c) A[λ] =⋂α>λ H(α), A[λ] =⋃α<λ H(α).
Theorem 4.4. Let A be a three-dimensional fuzzy set, then we have
(1) A =⋃λ∈[0,1] f7(λ, A[λ]) =⋂λ∈[0,1] f8(λ, A[λ]).
(2) A =⋃λ∈[0,1] f7(λ, A[λ]) =⋂λ∈[0,1] f8(λ, A[λ]).
(3) If the mapping H : [0, 1] → 4X satisfies A[λ] ⊂ H(λ) ⊂ A[λ], then
(a) A =⋃λ∈[0,1] f7(λ,H(λ)) =⋂λ∈[0,1] f8(λ,H(λ));
(b) λ1 < λ2 ⇒ H(λ1) ⊃ H(λ2);
(c) A[λ] =⋂α<λ H(α), A[λ] =⋃α>λ H(α).
The proofs of the three theorems above are similar to that of Theorem 4.1.
Remark 4.1. (1) From Theorems 4.1–4.4, we know that we have established the decomposition theorems of the three-
dimensional fuzzy sets.
(2) In Definition 4.1, if we use λA and λ ◦ A to denote f1(λ, A) and f2(λ, A) respectively, i.e., λA , f1(λ, A), λ ◦ A , f2(λ, A),
then Theorem 4.1 can be rewritten as
A =
⋃
λ∈[0,1]
λAλ =
⋂
λ∈[0,1]
λ ◦ Aλ, A =
⋃
λ∈[0,1]
λAλ =
⋂
λ∈[0,1]
λ ◦ Aλ
which are consistent with the decomposition theorems of Zadeh fuzzy sets [10].
(3) Theorems 4.2–4.4 can be expressed in the same way. Therefore, we can conclude that for the three-dimensional fuzzy
sets, each kind of cut set corresponds to two kinds of decomposition theorems. It follows that the three-dimensional fuzzy
sets have eight kinds of decomposition theorems all together.
5. The representation theorems of the three-dimensional fuzzy sets
In order to establish the representation theorems of the three dimensional fuzzy sets, we give the definition of nested
sets first.
Definition 5.1. Let H : [0, 1] → 4X be a mapping. If
λ1 < λ2 ⇒ H(λ1) ⊃ H(λ2).
ThenH is called a 4-valued inverse order nested set on X . We useU(X) to denote the set of all 4-valued inverse order nested
sets of X .
InU(X)we define
(a) H1 ⊂ H2 ⇔ H1(α) ⊂ H2(α).
(b)
⋃
t∈T Ht : (
⋃
t∈T Ht)(α) =
⋃
t∈T Ht(α);
⋂
t∈T Ht : (
⋂
t∈T Ht)(α) =
⋂
t∈T Ht(α).
(c) Hc : Hc(α) = (H(1− α))c; X(α) = X,∅(α) = ∅,∀α ∈ [0, 1].
Then (U(X),
⋃
,
⋂
, c, X,∅) is an F lattice.
Theorem 5.1. Let Ti : U(X) → IX3 be a mapping (i = 1, 2), where T1(H) =
⋃
λ∈[0,1] f1(λ,H(λ)), T2(H) =⋂
λ∈[0,1] f2(λ,H(λ)). Then
(1) T1(H) = T2(H);
(2) T1(H)λ =⋂α<λ H(α), T1(H)λ =⋃α>λ H(α);
(3) T1(T2) is surjective and
T1
(⋃
t∈T
Ht
)
=
⋃
t∈T
T1(Ht); T1
(⋂
t∈T
Ht
)
=
⋂
t∈T
T1(Ht); T1(Hc) = (T1(H))c .
Proof. (1) Let A = T1(H). We first show Aλ ⊆ H(λ) ⊆ Aλ.
In deed, we have (A1(x), A2(x), A3(x)) = T1(H)(x) = ∨λ∈[0,1] f1(α,H(α))(x) = (∨{α|H(α)(x) = 1},∨{α|H(α)(x) ≥
2/3},∨{α|H(α)(x) ≥ 1/3}).
If H(λ)(x) = 1, A1(x) =∨{α|H(α)(x) = 1} ≥ λ. Thus Aλ(x) = 1.
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If H(λ)(x) = 2/3, A1(x) =∨{α|H(α)(x) = 1} < λ, A2(x) =∨{α|H(α)(x) ≥ 2/3} ≥ λ. Thus Aλ(x) ≥ 2/3.
If Aλ(x) = 0, λ > A3(x) =∨{α|H(α)(x) ≥ 1/3}. Thus H(λ)(x) = 0.
By Aλ,H(λ) ∈ 4X , we have H(λ) ⊂ Aλ.
On the other hand,
If Aλ(x) = 1, then A1(x) =∨{α|H(α)(x) = 1} > λ. Thus H(λ)(x) = 1.
If Aλ(x) = 2/3, then A1(x) ≤ λ < A2(x) = ∨{α|H(α)(x) ≥ 2/3}. It follows that there is an α > λ such that
H(α)(x) ≥ 2/3. Thus H(λ)(x) ≥ H(α)(x) ≥ 2/3.
If H(λ)(x) = 0, then A3(x) =∨{α|H(α)(x) ≥ 1/3} ≤∨{α|α < λ} = λ. Thus Aλ(x) = 0.
By Aλ,H(λ) ∈ 4X , we have Aλ ⊂ H(λ).
From Theorem 4.1, we have T1(H) = T2(H).
(2) From Theorem 4.1, we have T1(H)λ =⋂α<λ H(α), T2(H)λ =⋃α>λ H(α).
(3) Let A ∈ IX3 , H ∈ U(X) and H(λ) = Aλ. From Theorem 4.1, we have T1(H) = A. So T1 is surjective. Next, we will show that
T1 preserves the operations. Let Ht ∈ U(X)(t ∈ T ). From Theorem 4.1 and (8) of Property 3.2, we have that
T1
(⋃
t∈T
Ht
)
λ
=
⋃
α>λ
(⋃
t∈T
Ht
)
(α) =
⋃
α>λ
⋃
t∈T
Ht(α) =
⋃
t∈T
⋃
α>λ
Ht(α) =
(⋃
t∈T
T (Ht)
)
λ
=
(⋃
t∈T
T1(Ht)
)
λ
,
T1
(⋂
t∈T
Ht
)
λ
=
⋂
α<λ
(⋂
t∈T
Ht
)
(α) =
⋂
α<λ
⋂
t∈T
Ht(α) =
⋂
t∈T
⋂
α<λ
Ht(α) =
(⋂
t∈T
T (Ht)
)
λ
=
(⋂
t∈T
T1(Ht)
)
λ
.
Therefore T1(
⋃
t∈T Ht) =
⋃
t∈T T1(Ht); T1(
⋂
t∈T Ht) =
⋂
t∈T T1(Ht).
Similarly, we have
T1(Hc)λ =
⋂
α<λ
Hc(α) =
⋂
α<λ
(H(1− α))c =
( ⋃
1−α>1−λ
H(1− α)
)c
= (T1(H)1−λ)c = ((T1(H))c)λ.
Then T1(Hc) = (T1(H))c . The proof is completed. 
Corollary 5.1. We define the relation ∼ inU(X) as
H1 ∼ H2 ⇔ T1(H1) = T2(H2).
Then ∼ is an equivalent relation onU(X), and factor set U(X)/ ∼ ∼= IX3 .
Remark 5.1. The corollary implies that a three-dimensional fuzzy set is the equivalent class of 4-value nested sets in fact.
Theorem 5.1 is established based on Theorem 4.1 and Property 3.2. Similarly, we can get the following theorems based
on Theorem 4.4 and Property 3.5.
Theorem 5.2. Let Ti : U(X) → IX3 be a mapping (i = 7, 8), where T7(H) =
⋃
λ∈[0,1] f7(λ,H(λ)), T8(H) =⋂
λ∈[0,1] f8(λ,H(λ)). Then
(1) T7(H) = T8(H);
(2) T7(H)[λ] =⋂α<λ H(α), T8(H)[λ] =⋃α>λ H(α);
(3) T7(T8) is surjective and
T7
(⋃
t∈T
Ht
)
=
⋂
t∈T
T7(Ht); T7
(⋂
t∈T
Ht
)
=
⋃
t∈T
T7(Ht); T7(Hc) = (T7(H))c .
Next, we give the definition of a 4-valued order nested set.
Definition 5.2. Let H : [0, 1] → 4X be a mapping. If
λ1 < λ2 ⇒ H(λ1) ⊂ H(λ2).
Then H is called a 4-valued order nested set on X . We use V(X) to denote the set of all 4-valued order nested sets on X .
In V(X)we define
(a) H1 ⊂ H2 ⇔ H1(α) ⊃ H2(α).
(b)
⋃
t∈T Ht : (
⋃
t∈T Ht)(α) =
⋂
t∈T Ht(α);
⋂
t∈T Ht : (
⋂
t∈T Ht)(α) =
⋃
t∈T Ht(α).
(c) Hc : Hc(α) = (H(1− α))c; X(α) = ∅,∅(α) = X,∀α ∈ [0, 1].
Then (V(X),
⋃
,
⋂
, c, X,∅) is an F lattice.
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Based on Theorems 4.2 and 4.3 and Properties 3.3 and 3.4, we can obtain the following theorems.
Theorem 5.3. Let Ti : V(X) → IX3 be a mapping (i = 3, 4), where T3(H) =
⋃
λ∈[0,1] f3(λ,H(λ)), T4(H) =
⋂
λ∈[0,1] f4(λ,
H(λ)). Then
(1) T3(H) = T4(H);
(2) T3(H)λ =⋂α>λ H(α), T3(H)λ =⋃α<λ H(α);
(3) T3(T4) is surjective and
T3
(⋃
t∈T
Ht
)
=
⋃
t∈T
T3(Ht); T3
(⋂
t∈T
Ht
)
=
⋂
t∈T
T3(Ht); T3(Hc) = (T3(H))c .
Theorem 5.4. Let Ti : V(X) → IX3 be a mapping (i = 5, 6), where T5(H) =
⋃
λ∈[0,1] f5(λ,H(λ)), T6(H) =
⋂
λ∈[0,1] f6(λ,
H(λ)). Then
(1) T5(H) = T6(H);
(2) T5(H)[λ] =⋂α>λ H(α), T5(H)[λ] =⋃α<λ H(α);
(3) T5(T6) is surjective and
T5
(⋃
t∈T
Ht
)
=
⋂
t∈T
T5(Ht); T5
(⋂
t∈T
Ht
)
=
⋃
t∈T
T5(Ht); T5(Hc) = (T5(H))c .
Remark 5.2. By Theorems 5.1–5.4, we have established representation theorems of the three-dimensional fuzzy sets, which
are generalizations of respective results in [10,16].
6. The left interval-valued fuzzy sets and the right interval-valued fuzzy sets
Let I3 = {([a1, a2], a3)|0 ≤ a1 ≤ a2 ≤ 1, a3 ∈ [0, 1], a2 + a3 ≤ 1}. We define some operations in I3 as follows:
([a1, a2], a3) ≤ ([b1, b2], b3)⇔ a1 ≤ b1, a2 ≤ b2, a3 ≥ b3,∨
t∈T
([at1, at2], at3) =
([∨
t∈T
at1,
∨
t∈T
at2
]
,
∧
t∈T
at3
)
,
∧
t∈T
([at1, at2], at3) =
([∧
t∈T
at1,
∧
t∈T
at2
]
,
∨
t∈T
at3
)
,
([a1, a2], a3)c = ([a3, 1− a2], a1),
1 = ([1, 1], 0), 0 = ([0, 0], 1).
Then (I3,
∨
,
∧
, c, 1, 0) is an F lattice.
Let X be a set, then the mapping A : X → I3 is a new L-fuzzy set. Let I3X = {A|A : X → I3 is a mapping}.
According to the operations on I3, I3
X
is also an F lattice. For A ∈ I3X , denote A(x) = ([µ−A (x), µ+A (x)], νA(x)). Because
µ+A (x) + νA(x) ≤ 1,∀x ∈ X , A is a special interval-valued intuitionistic fuzzy sets. We call it a left interval-valued
intuitionistic fuzzy set. It is well known that for an interval-valued intuitionistic fuzzy set A, we have
A(x) = ([µ−A (x), µ+A (x)], [ν−A (x), ν+A (x)]),∀x ∈ X,
where µ+A (x)+ ν+A (x) ≤ 1,∀x ∈ X [14].
If ν+A (x) = ν−A (x), A ∈ I3X . According to operation c of interval-value intuitionistic fuzzy sets, we have
(A)(x) = (νA(x), [µ−A (x), µ+A (x)]), ∀A ∈ I3X .
However, according to the operations in I3
X
, we have
Ac(x) = ([νA(x), 1− µ+A (x)], µ−A (x)).
Therefore, from view of F lattice, I3
X
is not a sublattice of the lattice on the interval-valued intuitionistic fuzzy sets.
Obviously, we have the following theorem.
Theorem 6.1. Let f : IX3 → I3X , A→ A where A(x) = (A1(x), A2(x), A3(x)), and A(x) = ([A1(x), A2(x)], 1− A3(x)). Then f is
an isomorphic between F lattices.
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Let I3 = {(a1, [a2, a3])|a1, a2, a3 ∈ [0, 1], a2 ≤ a3, a1 + a3 ≤ 1}. We define operations on I3 as follows:
(a1, [a2, a3]) ≤ (b1, [b2, b3])⇔ a1 ≤ b1, a2 ≥ b2, a3 ≥ b3,∨
t∈T
(at1, [at2, at3]) =
(∨
t∈T
at1,
[∧
t∈T
at2,
∧
t∈T
at3
])
,
∧
t∈T
(at1, [at2, at3]) =
(∧
t∈T
at1,
[∨
t∈T
at2,
∨
t∈T
at3
])
,
(a1, [a2, a3])c = (a2, [a1, 1− a3]),
1 = (1, [0, 0]), 0 = (0, [1, 1]).
Then (I3,
∨
,
∧
, c, 1, 0) is an F lattice. So we can obtain a new L-fuzzy system:
I3X = {A|A : X → I3 is a mapping}.
According to the operations of I3, I3X is also an F lattice.
For A ∈ I3X , we have A(x) = (µA(x), [ν−A (x), ν+A (x)]), µA + ν+A (x) ≤ 1,∀x ∈ X . So A is also a special interval-valued
intuitionistic fuzzy set. We call it a right interval-valued intuitionistic fuzzy set. By analysis similar to the above, we know
that I3X is not a sublattice of the lattice on the interval-valued intuitionistic fuzzy sets.
Theorem 6.2. Let g : IX3 → I3X , A→ A where A(x) = (A1(x), A2(x), A3(x)), and A(x) = (A1(x), [1− A3(x), 1− A2(x)]). Then
g is an isomorphic between F lattices.
So far, we have obtained three isomorphic L-fuzzy systems: IX3 , I3
X
, I3X . Let L = {(a, b)|a, b ∈ [0, 1], a + b ≤ 1}. Then
LX = {A|A : X → L is a mapping} is the set of all intuitionistic fuzzy sets. It follows that LX = I3X ⋂ I3X . The relationships
between them are as follows:
7. Conclusion
In this paper, the concept of the three-dimensional fuzzy sets is first introduced. The new fuzzy systems IX3 , I3
X
and I3X
are established, which are isomorphic F lattices. The cut sets of the three-dimensional fuzzy sets are defined by 4-valued
fuzzy sets. Based on this cut sets given in this paper, the decomposition theorems and representation theorems are obtained.
By using the results obtained in this paper, it is not hard to obtain the cut sets, decomposition theorems and representation
theorems of the left interval-valued intuitionistic fuzzy sets or the right interval-valued intuitionistic fuzzy sets.
References
[1] L.A. Zadeh, Fuzzy sets, Information and Control 8 (1965) 378–352.
[2] D. Dubois, H. Prade, Fuzzy Sets and Systems: Theory and Applications, Academic Press, 1980.
[3] J.N. Mordeson, D.S. Malik, Fuzzy Commutative Algebra, World Scientific Publishing, Singapore, 1998.
[4] J.N. Mordeson, K.R. Bhutani, A. Rosenfeld, Fuzzy Group Theory, Springer, New York, 2005.
[5] D. Dubois, E. Hullermeier, H. Prade, On the representation of fuzzy rules in terms of crisp rules, Information Sciences 151 (2003) 301–326.
[6] C.Z. Luo, P.Z. Wang, Representation of compositional relations in fuzzy reasoning, Fuzzy Sets and Systems 36 (1990) 327–337.
[7] C. Bertoluzza, M. Solci, M.L. Caodieci, Measure of a fuzzy set: The approach in the finite case, Fuzzy Sets and Systems 123 (2001) 93–102.
[8] J.N. Garcia, Z. Kutalik, K.H. Cho, O. Wolkenhauer, Level sets and the minimum volume sets of probability density function, International Journal of
Approximate Reasoning 34 (2003) 25–47.
[9] E. Pap, D. Surla, Lebesgue measure of approach for finding the height of the membership function, Fuzzy Sets and Systems 111 (2000) 341–350.
[10] X.H. Yuan, H.X. Li, E. Stanley Lee, Three new cut sets of fuzzy sets and new theories of fuzzy sets, Computer and Mathematics with Applications 57
(2009) 691–701.
[11] J.A. Goguen, L-fuzzy sets, Journal of Mathematical Analysis and Applications 18 (1967) 145–174.
[12] L.A. Zadeh, Outline of a new approach to the analysis of complex systems and decision processes interval-valued fuzzy sets, IEEE Transactions on
Systems, Man and Cybernetics 3 (1973) 28–44.
[13] K. Atanassov, Intuitionistic fuzzy sets, Fuzzy Sets and Systems 20 (1986) 87–96.
[14] K. Atanassov, Interval-valued intuitionistic fuzzy sets, Fuzzy Sets and Systems 31 (1989) 343–349.
[15] L.A. Zadeh, The concept of a linguistic variable and its application to approximate reasoning, Information Sciences 8 (1975) 199–249.
[16] Xue-hai Yuan, Hong-xing Li, Kai-biao Sun, The cut sets,decomposition theorems and representation theorems on intuitionistic fuzzy sets and interval-
valued fuzzy sets, Science in China Series F: Information Sciences (in press).
[17] G.J. Wang,Fuzzy, Topological Space Theory, Shanxi Normal University Press, 1988 (in Chinese).
[18] C.Z. Luo, Introduction to Fuzzy Sets(1), Beijing Normal University Press, 1989 (in Chinese).
[19] G.J. Wang, Y.Y. He, Intuitionistic fuzzy sets and L-fuzzy sets, Fuzzy Sets and Systems 110 (2000) 271–274.
