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PRECONDITIONING PDE-CONSTRAINED OPTIMIZATION WITH
L1-SPARSITY AND CONTROL CONSTRAINTS
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Abstract. PDE-constrained optimization aims at finding optimal setups for partial differential
equations so that relevant quantities are minimized. Including sparsity promoting terms in the
formulation of such problems results in more practically relevant computed controls but adds more
challenges to the numerical solution of these problems. The needed L1-terms as well as additional
inclusion of box control constraints require the use of semismooth Newton methods. We propose
robust preconditioners for different formulations of the Newton’s equation. With the inclusion of
a line-search strategy and an inexact approach for the solution of the linear systems, the resulting
semismooth Newton’s method is feasible for practical problems. Our results are underpinned by a
theoretical analysis of the preconditioned matrix. Numerical experiments illustrate the robustness
of the proposed scheme.
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1. Introduction. Optimization is a crucial tool across the sciences, engineering,
and life sciences and is thus requiring robust mathematical tools in terms of software
and algorithms [23]. Additionally, over the last decade the need for sparse solutions
has become apparent and the field of compressed sensing [8, 7] is a success story
where mathematical tools have conquered all fields from image processing [22] to
neuroscience [11].
One of the typical areas where optimization and sparsity promoting formulations
are key ingredients is the optimization of functions subject to partial differential equa-
tion (PDE) constraints. In this field one seeks an optimal control such that the state of
the system satisfies certain criteria, e.g. being close to a desired or observed quantity,
while the control and state are connected via the underlying physics of the problem.
This so-called state equation is typically a PDE of a certain type. While this is not
a new problem [19, 37] the penalization of the control cost via an L1-norm requires
different methodology from the classical L2-control term. Nonsmooth Newton meth-
ods [19, 17, 18, 38] have become the state-of-the-art when dealing with nonsmooth
terms in PDE-constrained optimization problems as they still exhibit local superlinear
convergence. In the case of a sparsity promoting L1-term within PDE-constrained op-
timization Stadler [34] considered the applicability and convergence of the nonsmooth
Newton’s method. Herzog and co-authors have since followed up on this with more
sophisticated sparsity structures [16, 14] such as directional and annular sparsity.
The core of a Newton’s scheme for a PDE constrained problem is to find a new
search direction by solving a large-scale linear system in structured form, the so-
called Newton’s equation. For the case of problems with a sparsity promoting term,
the solution of this linear algebra phase has not yet received very much attention.
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In [15] Herzog and Sachs consider preconditioning for optimal control problems with
box control constraints and point out that including sparsity constraints yields similar
structure in the linear systems.
The aim of this work is threefold. We discuss a reduced formulation of the New-
ton’s equation whose size does not depend on the active components, that is compo-
nents which are zero or are on the boundary of the box constraints. We theoretically
and experimentally analyze two classes of preconditioners with particular emphasis
on their robustness with respect to the discretized problem parameters. Finally we
show how line-search and inexactness in the nonlinear iterations can be exploited to
make the Newton’s method reliable and efficient.
The remainder of the paper is structured as follows. We state the main model
problem based on the Poisson problem in Section 2 and discuss its properties. Sec-
tion 3 introduces the semismooth Newton’s method that allows the efficient solution
of the nonsmooth optimization problem. This scheme is based on the use of active
sets representing the sparsity terms and the box control constraints and are reflected
in the matrix representation of the generalized Jacobian matrix. We also introduce
the convection-diffusion problem as a potential state equation; this results in a non-
symmetric matrix representing the discretized PDE operator. We then discuss two
formulations of the saddle point system associated with the Newton step. One of them
is a full-sized system of 4× 4 structure while the other one is in reduced 2× 2 form.
In Section 4 the construction of efficient preconditioners is discussed and provide a
thorough analysis of the preconditioners proposed for both the full and the reduced
system. The bounds illustrate that the Schur-complement approximations are robust
with respect to varying essential system parameters. Numerical experiments given in
Section 5 illustrate the performance of the proposed iterative schemes.
Notation. The matrix ΠC is a diagonal (0,1) matrix with nonzero entries in the
set of indices C and PC is a rectangular matrix consisting of those rows of ΠC that
belong to the indices in C (PTC PC = ΠC). Finally, given a sequence of vectors {xk},
for any function f , we let fk = f(xk).
2. Model problems. The typical model problem in PDE-constrained optimiza-
tion is usually stated as
F(y,u) = 1
2
‖y − yd‖2L2(Ω) +
α
2
‖u‖2L2(Ω)
where y is the state and u the control. The term yd is the so-called desired state. The
state y and u are then linked via a state equation such as the Poisson equation. The
computed controls for this problem typically are ‘potato shaped’ and distributed in
space and time. This is an unwanted feature in many applications and one commonly
considers the model where we seek (y,u) ∈ H10 × L2(Ω) such that the function
F(y,u) = 1
2
‖y − yd‖2L2(Ω) +
α
2
‖u‖2L2(Ω) + β‖u‖L1(Ω) (2.1)
is minimized subject to the constraints
−∆y = u + f in Ω (2.2)
y = 0 on Γ (2.3)
with additional box-constraints on the control
a ≤ u ≤ b a.e. in Ω, (2.4)
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with yd, f ∈ L2(Ω), a,b ∈ L2(Ω) with a < 0 < b a.e. and α, β > 0. The Laplace
operator in (2.2) could be replaced by other elliptic operators. For the case β = 0 this
PDE-constrained optimization problem has been studied in great detail (see [37, 19]
and the reference mentioned therein). For these problems one typically writes down
the first order conditions, which are then discretized, and the associated equation
solved. As an alternative, one discretizes the optimization problem first and then
obtain the first order conditions; the associated nonlinear system are then solved
using many well-studied algorithms.
The case β > 0 is much harder as the addition of the nonsmooth sparsity term
makes the solution of the PDE-constrained optimization problem introduced above
very different to the more standard smooth optimization problems. The use of semis-
mooth Newton schemes [4, 17, 38] has proven to give an efficient algorithm as well
as to allow for a thorough analysis of the convergence behaviour. In this paper we
will not discuss the conditions needed to guarantee the differentiability of the involved
operators but mostly refer to the corresponding literature. Here we state the following
result identifying the optimality conditions of problem (2.1)-(2.4).
Theorem 2.1. (see [34, Theorem 2.3]) The solution (y¯, u¯) ∈ H10 (Ω) × L2(Ω) of
the problem (2.1)-(2.4) is characterized by the existence of (p¯, ξ¯) ∈ H10 (Ω) × L2(Ω)
such that
−∆y¯ − u¯− f = 0
−∆p¯ + y¯ − yd = 0
−p¯ + αu¯ + ξ¯ = 0
u¯−max(0, u¯ + c(ξ¯ − β))−min(0, u¯ + c(ξ¯ + β))
+ max(0, (u¯− b) + c(ξ¯ − β)) + min(0, (u¯− a) + c(ξ¯ + β)) = 0
(2.5)
with c > 0.
We now consider the operator F : L2(Ω) × L2(Ω) → L2(Ω), representing the
nonlinear function in (2.5), defined by
F(u, ξ) = u−max(0,u + c(ξ − β))−min(0,u + c(ξ + β)) (2.6)
+ max(0, (u− b) + c(ξ − β)) + min(0, (u− a) + c(ξ + β)).
Alternatively, one could use the gradient equation −p + αu + ξ = 0 to eliminate
the Lagrange multiplier ξ via ξ = p − αu and further use c = α−1 obtaining the
complementarity equation in the variables (u,p)
αu−max(0,p− β)−min(0,p + β) + max(0,p− β − αb) + min(0,p + β − αa) = 0,
see [17, 34].
In this work we investigate the solution of the optimality system (2.5): we first
discretize the problem using finite elements (see [18] for a more detailed discussion)
and then solve the corresponding nonlinear system in the finite dimensional space
using a semismooth Newton’s method [17, 38].
3. The semismooth Newton’s method for the optimality system. Let
n denote the dimension of the discretized space. Let the matrix L represent a dis-
cretization of the Laplacian operator (the stiffness matrix ) or, more generally, be the
discretization of a non-selfadjoint elliptic differential operator. Let the matrix M be
the FEM Gram matrix, i.e., the so-called mass matrix and let the matrix M¯ represent
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the discretization of the control term within the PDE-constraint. While for the Pois-
son control problem this is simply the mass matrix, i.e. M¯ = M , for boundary control
problems or different PDE constraints (see Section 3.1) the matrix M¯ does not nec-
essarily coincide with M . Finally, let y, u, p, µ, yd, f, a, b be the discrete counterparts
of the functions y,u,p, ξ, yd, f, a,b, respectively.
The optimality system (2.5) can be represented in the discretized space using the
nonlinear function Θ : IR4n → R4n defined as
Θ(x) =

Θ(x)y
Θ(x)u
Θ(x)p
Θ(x)µ
 def=

My + LT p−Myd
αMu− M¯T p+Mµ
Ly − M¯u− f
MF (u, µ)
 (3.1)
where x = (y, u, p, µ) ∈ IR4n and the discretized complementarity function F : IR2n →
IR2n is component-wise defined by
F (u, µ) = u−max(0, u+ c(µ− β))−min(0, u+ c(µ+ β))
+ max(0, (u− b) + c(µ− β)) + min(0, (u− a) + c(µ+ β)).
for c > 0.
Due to the presence of the min/max functions in the complementarity function
F , function Θ is semismooth [18, 38]. The natural extension of the classical Newton’s
method is
xk+1 = xk − (Θ′(xk))−1Θ(xk), for k = 0, 1, . . . (3.2)
where Θ′(xk) ∈ IR4x×4n is the generalized Jacobian of Θ at xk [38]. Under suitable
standard assumptions, the generalized Jacobian based Newton’s method (3.2) con-
verges superlinearly [38]. We employ an extension of the above method proposed in
[21] and reported in Algorithm 1 that takes into account both the inexact solution
of the Newton’s equation and the use of a globalization strategy based on the merit
function
θ(x) =
1
2
‖Θ(x)‖22.
At Lines 3-4 the Newton’s equation is solved with an accuracy controlled by the
forcing term ηk > 0; Lines 6-8 consist in a line-search where the sufficient decrease is
measured with respect to the (nonsmooth) merit function θ.
Under certain conditions on the sequence ηk in (3.4), the method retains the
superlinear local convergence of (3.2) and gains the convergence to a solution of the
nonlinear system starting from any x0 [21].
The form of Θ′(x) can be easily derived using an active-set approach as follows.
Let us define the following sets
Ab = {i | c(µi − β) + (ui − bi) > 0}
Aa = {i | c(µi + β) + (ai − ui) < 0}
A0 = {i | ui + c(µi + β) ≥ 0} ∪ {i | ui + c(µi − β) ≤ 0} (3.5)
I+ = {i | ui + c(µi − β) > 0} ∪ i | c(µi − β) + (ui − bi) ≤ 0} (3.6)
I− = {i | ui + c(µi + β) < 0} ∪ {i | c(µi + β) + (ui − ai) ≥ 0}. (3.7)
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Algorithm 1 Global Inexact Semismooth Newton’s method [21]
input: Starting x0 and τ0, parameters σ ∈ (0, 1], γ ∈ (0, 1), τθ > 0.
1: while θ(xk) > τθ do
2: Choose ηk ∈ (0, 1).
3: Solve
Θ′(xk)∆x = −Θ(xk) + rk, (3.3)
4: with
‖rk‖2 ≤ ηk‖Θ(xk)‖2. (3.4)
5: ρ← 1;
6: while θ(xk + ρ∆x)− θ(xk) > −2σγρθ(xk) do
7: ρ← ρ/2.
8: end while
9: xk+1 ← xk + ρ∆x, k ← k + 1.
10: end while
Note that the above five sets are disjoint and if
A def= Ab ∪ Aa ∪ A0
is the set of active constraints then its complementary set of inactive constraints is
I def= I+ ∪ I−.
With these definitions at hand, the complementarity function F can be expressed
in compact form as
F (u, µ) = ΠA0u+ ΠAb(u− b) + ΠAa(u− a)− c(ΠI+(µ− β) + ΠI−(µ+ β)). (3.8)
It follows from the complementarity conditions that
• ui = 0 for i ∈ A0;
• ui = a for i ∈ Aa and ui = b for i ∈ Ab;
• µi = −β for i ∈ I− and µi = β for i ∈ I+.
From (3.8), the (generalized) derivative of F follows, that is
F ′(u, µ) =
[
ΠA −cΠI
]
,
together with the corresponding Jacobian matrix of Θ,
Θ′(x) =

M 0 LT 0
0 αM −M¯T M
L −M¯ 0 0
0 ΠAM 0 −cΠIM
 .
We note that Θ′(x) depends on the variable x through the definition of the sets A
and I.
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3.1. Other PDE constraints. It is clear that the above discussion is not lim-
ited to the Poisson problem in (2.2) but can also be extended to different models. We
consider the convection-diffusion equation
−ε4y + w · ∇y = u in Ω (3.9)
y(:, x) = f on Γ (3.10)
y(0, :) = y0 (3.11)
as constraint to the objective function (2.1). The parameter ε is crucial to the
convection-diffusion equation as a decrease in its value makes the equation more con-
vection dominated. The wind w is predefined. Such optimization problems have been
recently analyzed in [29, 13, 26, 1] and we refer to these references for the possible
pitfalls regarding the discretization. We focus on a discretize-then-optimize scheme
using a streamline upwind Petrov-Galerkin (SUPG) approach introduced in [6]. Note
that other schemes such as discontinuous Galerkin methods [36] or local projection
stabilization [26] may be more suitable discretizations for the optimal control setup as
they often provide the commutation between optimize first or discretize first for the
first order conditions. Nevertheless, our approach will also work for these discretiza-
tions. We employ linear finite elements with an SUPG stabilization that accounts for
the convective term. The discretization of the PDE-constraint is now different as we
obtain
Ly − M¯u = f (3.12)
with L the SUPG discretization of the differential operator in (3.9) (see [10, 26] for
more details). The matrix M¯ now includes an extra term that takes into account the
SUPG correction. Entry-wise this matrix is given as
(M¯)ij =
∫
Ω
φiφj + δ
∫
Ω
φi (w · ∇φj) ,
where {φj} are the finite element test functions and δ is a parameter coming from the
use of SUPG [6, 10]. The resulting matrices are both unsymmetric and hence forward
problems require the use of nonsymmetric iterative solvers. While the optimality
system still remains symmetric the nonsymmetric operators have to be approximated
as part of the Schur-complement approximation and require more attention than the
simpler Laplacian.
3.2. Solving the Newton’s equation “exactly”. Let us assume to solve the
Newton’s equation (3.3) “exactly”, that is to use ηk = 0 in (3.4) in Algorithm 1.
Given the current iterate xk = (yk, uk, pk, µk) and the current active and inactive
sets Ak and Ik, a step of the semismooth Newton’s method applied to the system
Θ(x) = 0 with Θ in (3.1) has the form
M 0 LT 0
0 αM −M¯T M
L −M¯ 0 0
0 ΠAkM 0 −cΠIkM


∆y
∆u
∆p
∆µ
 = −

Θyk
Θuk
Θpk
Θµk
 . (3.13)
We note that the system (3.13) is nonsymmetric, which would require the use
of nonsymmetric iterative solvers. The problem can be symmetrized, so that better
understood and cheaper symmetric iterative methods than nonsymmetric ones may
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be used for its solution. More precisely, the system in (3.13) can be symmetrized by
eliminating (µk + ∆µ)Ik from the last row and obtaining
M 0 LT 0
0 αM −M¯T MPTAk
L −M¯ 0 0
0 PAkM 0


∆y
∆u
∆p
(∆µ)Ak
 = −

Θyk
Θuk + Γ
u
k
Θpk
Θµk + Γ
µ
k
 , (3.14)
with
(µk+1)(I+)k+1 = β and (µk+1)(I−)k+1 = −β, (3.15)
while
Γuk = MΠIk(µk+1 − µk) and Γµk = PAkMF (uk, µk).
The dimension of the system (3.14) is (3n + nAk) × (3n + nAk) and therefore
depends on the size nAk of the active set. Since we expect nAk to be large if the
optimal control is very sparse, that is when β is large, we now derive a symmetric
reduced system whose dimension is independent of the active-set strategy and that
shares the same properties of the system above.
First, we reduce the variable ∆u
∆u =
1
α
(M−1M¯T∆p− PTAk(∆µ)Ak −M−1(Θuk + Γuk)), (3.16)
yieldingM LT 0L − 1αM¯M−1M¯T 1αM¯PTAk
0 1αPAkM¯
T − 1αPAkMPTAk
 ∆y∆p
(∆µ)Ak
 = −
 Θyk1
αM¯M
−1(Θuk + Γ
u
k) + Θ
p
k
Γµk − 1αPAk(Θuk + Γuk)
 ,
that is still a symmetric saddle-point system. Then, since PAkMP
T
Ak is nonsingular,
we can reduce further and get[
M LT
L − 1αM¯M−1ΠIkM¯T
] [
∆y
∆p
]
= −
[
Θyk
Θpk + M¯M
−1 (ΠAPTAΘµk − 1αΠI(Θuk + Γuk))
]
(3.17)
together with
(∆µ)Ak = PAkM
−1ΠAkM¯
T∆p− αPAkM−1PTAk
(
Θµk +
1
α
PAk(Θ
u
k + Γ
u
k)
)
, (3.18)
and ∆u in (3.16). We note that the dimension of system (3.17) is now 2n × 2n and
that the computation of (∆µ)Ak and ∆u only involves the inversion of the diagonal
matrix M . Moreover, the (2,2) matrix term does not need not be formed explicitly.
Finally, we remark that if the initial approximation is “feasible”, that is it solves
the linear equations Θy(x0) = Θ
u(x0) = Θ
p(x0) = 0, then the residuals Θ
y
k = Θ
u
k =
Θpk remain zero for all k > 0 and therefore the expressions (3.13)-(3.18) simplify.
In the following sections, we refer to (3.14) and (3.17) as the augmented and
reduced system, respectively and denote the corresponding systems as
Jaugk ∆x
aug = baugk ⇔ eq. (3.14)
and
Jredk ∆x
red = bredk ⇔ eq. (3.17).
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3.3. Solving the Newton’s equation “inexactly”. We derive suitable in-
exact conditions on the residual norm of the systems (3.14) and (3.17) in order to
recover the local convergence properties of Algorithm 1 and, at the same time, exploit
the symmetry of the linear systems.
Let us partition the residual rk = Θ
′
k∆x + Θk of the linear system (3.13) as
rk = (r
y
k, r
u
k , r
p
k, r
µ
k ) and assume that (r
µ
k )Ik = 0. This simplification allows the
substitution (3.15).
Let r˜k = (r
y
k , r
u
k , r
p
k, (r
µ
k )Ak). Then, the steps (3.3) and (3.4) of Algorithm 1
correspond to solve the augmented system (3.14) as follows
Jaugk ∆x
aug = baugk + r˜k with ‖r˜k‖ ≤ ηk‖Θ(xk)‖. (3.19)
Moreover, let rredk be the residual in the reduced system (3.17). We next show that
‖rredk ‖ = ‖r˜k‖ = ‖rk‖, so that we can solve the reduced Newton’s equation inexactly
by imposing the variable accuracy explicitly on the reduced residual, instead of im-
posing it on the original residual. More precisely, we find ∆xred with residual rredk
such that
Jredk ∆x
red = bredk + r
red
k with ‖rredk ‖ ≤ ηk‖Θ(xk)‖. (3.20)
After that, we can recover ∆u and (∆µ)Ak from (3.16) and (3.18), respectively.
The norm equality result is very general, as it holds for any reduced system. We
thus introduce a more general notation. Let us consider the block linear system
Kx = b ⇔
[−K GT
G C
] [
x1
x2
]
=
[
b1
b2
]
, (3.21)
with C nonsingular. The Schur complement system associated with the first block is
given by (−K − GTC−1G)x1 = bˆ1, with bˆ1 = b1 − GTC−1b2. The following result
holds.
Proposition 3.1. Let rred be the residual obtained by approximately solving
the reduced (Schur complement) system (−K − GTC−1G)x1 = bˆ1, with bˆ1 = b1 −
GTC−1b2. Then the residual r˜ = Kx− b satisfies ‖r˜‖ = ‖rred‖.
Proof. We write[−K GT
G C
]
=
[
I GTC−1
0 I
] [−K −GTC−1G 0
0 C
] [
I 0
GTC−1 I
]
=: UDUT .
Solving Kx = b by reduction of the second block corresponds to using the factorization
above as follows. Setting x̂ = UTu we have
UDUTx = b ⇔ Dx̂ = U−1b ⇔ (−K −GTC−1G)x̂1 = (U−1b)1, Cx̂2 = (U−1b)2.
Hence, x1 = x̂1 and x2 = x̂2 + C
−1Gx1. Let x˜1 be an approximation to x̂1, so that
(−K−GTC−1G)x˜1 = (U−1b)1 + rred for some residual vector rred. Let x˜2 be defined
consequently, so that x˜ = [x˜1; x˜2]. Substituting, we obtain
r˜ = U(DUT x˜− U−1b) = [rred; 0],
from which the result follows.
This result can be applied to our 2×2 reduced system after row and column
permutation of the original 4×4 system, so that the variables used in the reduced
system appear first.
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4. Iterative solution and preconditioning. We now discuss the solution of
the linear systems (3.14) and (3.17) presented earlier. For the ease of the presentation,
we omit in this section the subscript k.
While direct solvers impress with performance for two-dimensional problems and
moderate sized three-dimensional one they often run out of steam when dealing with
more structured or general three-dimensional problems. In this case one resorts to
iterative solvers, typically Krylov subspace solvers that approximate the solution in a
Krylov subspace
K` =
{
P−1r0,P−1J r0,
(P−1J )2 r0, . . . , (P−1J )l−1 r0}
where r0 = b − J x0 is the initial residual. The matrix P is the preconditioner that
approximates J in some sense, and it is cheap to apply [30, 10, 3]. In the context
of PDE problems P is often derived from the representation of the inner products
of the underlying function spaces [20, 12, 32]. The construction of appropriate pre-
conditioners follows the strategy to approximate the leading block of the saddle point
system and correspondingly the Schur complement of this matrix. As iterative solvers
is concerned, the indefiniteness of the symmetric system calls for the use of a short-
term algorithm such as minres [24]. To maintain its properties, the accompanying
preconditioner should be symmetric and positive definite. In case when the system
matrix is nonsymmetric or the preconditioner is indefinite, many competing methods
that are either based on the Arnoldi process or the nonsymmetric Lanczos method
can be applied [30]. As a rule of thumb, once a good preconditioner is constructed
the choice of the nonsymmetric solver becomes less important. We now discuss the
construction of preconditioners in more detail.
We consider preconditioning techniques based on the active-set Schur complement
approximations proposed in [28] and tailor this idea to the combination of sparsity
terms and box control constraint case. Our strategy here uses a matching technique
[25] that allows the parameter-robust approximation of the Schur-complement while
still being practically useful. This technique was already used for state-constraints
[35] not including sparsity terms and has previously shown to be successful for active
set methods [28].
Taking the submatrix
[
M 0
0 αM
]
as the (1, 1) block, the active-set Schur com-
plement of the matrix Jaug in (3.14) in its factorized form is defined as
S =
1
α
[
αLM−1LT + M¯M−1M¯T −M¯PTA
−PAM¯T PAMPTA
]
=
1
α
[
I −M¯ΠAM−1PTA
0 I
] [
S 0
0 PAMPTA
] [
I −M¯ΠAM−1PTA
0 I
]T
,
with
S = αLM−1LT + M¯ ΠIM−1M¯T . (4.1)
The matrix S, and thus S, explicitly depends on the current Newton’s iteration
through the change in the active and inactive sets.
We consider the following factorized approximation of S:
Ŝ := (
√
αL+ M¯ ΠI)M−1(
√
αL+ M¯ ΠI)T (4.2)
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which extends the approximation proposed in [28] to the case M 6= M¯ . The approxi-
mation Ŝ yields the factorized active-set Schur complement approximation
Ŝ =
1
α
[
I −M¯ΠAM−1PTA
0 I
] [
Ŝ 0
0 PAMPTA
] [
I −M¯ΠAM−1PTA
0 I
]T
. (4.3)
The following results are along the lines of the analysis conducted in [28] consid-
ering M¯ 6= M and M¯ nonsymmetric. As in [28], we assume that M is diagonal so
that M commutes with both ΠI and ΠA; for alternatives we refer the reader to the
discussion in [28, Remark 4.1].
Proposition 4.1. Let S and Ŝ be as defined above. Then
Ŝ = S+
√
α(LM−1 ΠI M¯T + M¯ ΠIM−1LT ).
Proof. The result follows from
Ŝ = (
√
αLM−1 + M¯ΠIM−1)(
√
αL+ M¯ΠI)T
= αLM−1LT + M¯ΠIM−1M¯T +
√
αLM−1ΠIM¯T +
√
αM¯ΠIM−1LT
= S+
√
α(LM−1 ΠI M¯T + M¯ ΠIM−1LT ).
If ΠI = 0, that is all indices are active, then the two matrices coincide. In general,
I − Ŝ−1S = Ŝ−1√α(LM−1 ΠI M¯T + M¯ ΠIM−1LT ),
and the right-hand side matrix is of low rank, with a rank that is at most twice
the number of inactive indices. In other words, Ŝ−1S has at least a number of unit
eigenvalues corresponding to half the number of active indeces.
In the unconstrained case (β = 0 and no bound constraints) and for M¯ = M , the
approximation in (4.2) corresponds to the approximation proposed in [25, 26].
We now derive general estimates for the inclusion interval for the eigenvalues of the
pencil (S, Ŝ), whose extremes depend on the spectral properties of the nonsymmetric
matrices L and M¯ and of M .
Proposition 4.2. Let λ be an eigenvalue of Ŝ−1S. Then it holds
1
2
≤ λ ≤ ζ2 + (1 + ζ)2,
with
ζ = ‖M 12 (√αL+ M¯ΠI)−1√αLM− 12 ‖.
Moreover, if LM¯T+M¯LT  0, then for α→ 0, ζ is bounded by a constant independent
of α.
Proof. Let F
def
=
√
αM−
1
2LM−
1
2 and N
def
= M−
1
2 M¯ΠIM−
1
2 . Then we have
M−
1
2 SM−
1
2 = FFT +NNT
and
M−
1
2 ŜM−
1
2 = (F +N)(F +N)T .
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We first provide the lower bound λ ≥ 12 . Let W
def
= F−1N . For x 6= 0 we can write
λ =
xTSx
xT Ŝx
=
zT (FFT +NNT )z
zT (F +N)(F +N)T z
=
yT (WWT + I)y
yT (W + I)(W + I)T y
,
where z = M
1
2x and y = FT z. Then λ ≥ 12 if and only if
yT (WWT + I)y
yT (W + I)(W + I)T y
≥ 1
2
which holds since 2(WWT + I)− (W + I)(W + I)T = (W − I)(W − I)T  0.
We now prove the upper bound. From M−
1
2 SM− 12x = λM− 12 ŜM− 12x we obtain
for z = M
1
2x
(F +N)−1(FFT +NNT )(F +N)−T z = λz. (4.4)
Recalling the definition of W we have
(F +N)−1(FFT +NNT )(F +N)−T = (I +W )−1(I +WWT )(I +W )−T
Therefore, from (4.4) it follows
λ ≤ ‖(I +W )−1(I +WWT )(I +W )−T ‖ ≤ ‖(I +W )−1‖2 + ‖(I +W )−1W‖2
= ‖(I +W )−1‖2 + ‖I − (I +W )−1‖2
≤ ‖(I +W )−1‖2 + (1 + ‖(I +W )−1‖)2. (4.5)
Recalling that
W = F−1N =
1√
α
M
1
2L−1M
1
2N =
1√
α
M
1
2L−1M¯ΠIM−
1
2 =
1√
α
M
1
2L−1M¯M−
1
2 ΠI .
we have
ζ = ‖(I +W )−1‖ = ‖(I + 1√
α
M
1
2L−1M¯ΠIM−
1
2 )−1‖
= ‖M 12 (√αL+ M¯ΠI)−1√αLM− 12 ‖.
To analyze the behavior for α → 0, let us suppose that LM¯T + M¯LT  0. Without
loss of generality assume that ΠI = blkdiag(I`, 0). Let Z = M
1
2L−1M¯M−
1
2 , so that
W = 1√
α
ZΠI = 1√α [Z11, Z12; 0, 0]. Thanks to the hypothesis on M¯L
T , the matrix
Z11 is also positive definite, that is its eigenvalues all have positive real part. Let
ZΠI = Xblkdiag(Λ1, 0)X−1 be the eigendecomposition 1 of ZΠI . Then
‖(I +W )−1‖ ≤ cond(X) max
 1min
λ∈spec(Z11)
|1 + λ/√α| , 1
 .
We thus have
max
 1min
λ∈spec(Z11)
|1 + λ/√α| , 1
→ 1 for α→ 0,
1In the unlikely case of a Jordan decomposition, the proof proceeds with the maximum over
norms of Jordan blocks inverses, which leads to the same final result.
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so that ‖(I +W )−1‖ ≤ η cond(X) with η → 1 for α→ 0.
In practice, the matrix Ŝ is replaced by an approximation whose inverse is cheaper
to apply. This is commonly performed by using a spectrally equivalent matrix Sˇ, so
that there exist two positive constants c1, c2 independent of the mesh parameter such
that c1x
T Sˇx ≤ xT Ŝx ≤ c2xT Sˇx. For this choice, we thus obtain the following spectral
bounds for Sˇ−1S,
c1
2
≤ x
TSx
xT Sˇx
=
xTSx
xT Ŝx
xT Ŝx
xT Sˇx
≤ c2(ζ2 + (1 + ζ)2).
Based on Ŝ and Ŝ defined in (4.2) and (4.3), respectively, we introduce conve-
nient preconditioners for the linear systems (3.14) and (3.17). For the augmented
linear system in (3.14) we consider a block diagonal preconditioner and indefinite
preconditioner of the form:
PBDFaug =
[
J11 0
0 Ŝ
]
, (4.6)
and
PIPFaug =
[
I 0
J12J
−1
11 I
] [
J11 0
0 −Ŝ
] [
I J−111 J
T
12
0 I
]
, (4.7)
where
J11 = blkdiag(M,αM) and J12 =
[
L −M¯
0 PAM
]
.
For the reduced system in (3.14) we consider
PBDFred =
[
M 0
0 1α Ŝ
]
, (4.8)
and
PIPFred =
[
I 0
LM−1 I
] [
M 0
0 − 1α Ŝ
] [
I M−1LT
0 I
]
. (4.9)
In the following we analyze the spectral properties of the preconditioned coefficient
matrices when the above preconditioners are applied.
We recall a result from [27].
Proposition 4.3. [27, Prop.1] Assume the matrixM = [A,BT ;B,−C] is given,
with B tall, A symmetric positive definite and C symmetric positive semidefinite. Let
γmax = ‖C‖, σmax = ‖B‖, α0 = λmin(A) and θ = λmin(C + BA−1BT ). Then the
eigenvalues of M are contained in I− ∪ I+ with
I− =
[
−γmax + α0 −
√
(γmax + α0)2 + 4σ2max
2
,
1−√1 + 4θ
2
]
,
I+ =
[
α0,
1 +
√
1 + 4σ2max
2
]
.
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The following result holds for the spectrum of the matrices Jaug and Jred pre-
conditioned by the block diagonal matrix in (4.6) and in (4.8), respectively.
Theorem 4.4. With the notation of Proposition 4.3, let ξ = ζ2 + (1 + ζ)2.
i) The eigenvalues of the block 4×4 preconditioned matrix (PBDFaug )−1Jaug belong
to I− ∪ I+ with I− =
[
1−√1+4ξ
2 ,
1−√3
2
]
and I+ = [1, 1+
√
1+4ξ
2 ].
ii) The eigenvalues of the block 2×2 preconditioned matrix (PBDFred )−1Jred belong
to I− ∪ I+ with I− =
[
−ξ+1−
√
(ξ+1)2+4ζ2
2 ,
1−√3
2
]
and I+ = [1,
1+
√
1+4ζ2
2 ].
Proof. In the proof we suppress the superscript “BDF” and the subscripts “aug”/“red”.
i) We rewrite the eigenproblem Jx = λPx as P− 12 JP− 12 y = λy, with
P− 12 JP− 12 =
[
I J
− 12
11 J
T
12Ŝ
− 12
Ŝ−
1
2 J12J
− 12
11 0
]
.
We write S = Qblkdiag(S, PAMPTA )QT and Ŝ = Qblkdiag(Ŝ, PAMPTA )QT , with
obvious meaning for Q. Then we obtain that Ŝ−1S = Q−Tblkdiag(Ŝ−1S, I)QT so
that the eigenvalues of Ŝ−1S are contained in [ 12 , ζ
2 + (1 + ζ)2]. With the no-
tation of Proposition 4.3 and Proposition 4.2, we have that α0 = 1, γmax = 0,
σmax = ‖Ŝ−1/2SŜ−1/2‖1/2 ≤
√
ξ and θ ≥ 12 . Therefore, substituting in the inter-
vals of Proposition 4.3 we obtain that the eigenvalue λ belongs to I− ∪ I+ with
I− =
[
1−√1+4ξ
2 ,
1−√3
2
]
and I+ = [1, 1+
√
1+4ξ
2 ].
ii) We rewrite the generalized eigenproblem(
M LT
L − 1αM¯M−1ΠIM¯T
)
z = λ
(
M
1
α Ŝ
)
z
as (
I
√
αM−
1
2LT Ŝ− 12√
αŜ− 12LM− 12 −Ŝ− 12 M¯M−1ΠIM¯T Ŝ− 12
)
w = λw.
Let ξ = ζ2 + (1 + ζ)2. Again with the notation of Proposition 4.3 and Proposition
4.2, we have that α0 = 1, γmax ≤ ξ, σmax = ζ and θ ≥ 12 . Therefore, substituting in
the intervals of Proposition 4.3 we obtain that the eigenvalue λ belongs to I− ∪ I+
with I− =
[
−ξ+1−
√
(ξ+1)2+4ζ2
2 ,
1−√3
2
]
and I+ = [1,
1+
√
1+4ζ2
2 ].
The intervals in Theorem 4.4 have different width in the two formulations. While
the positive interval is smaller in the 2× 2 case, the negative one may be significantly
larger, especially for large ζ, suggesting slower convergence of the preconditioned
solver. However, we have noticed that the left extreme of I− is not very sharp (see for
instance the next example) therefore the obtained spectral intervals may be a little
pessimistic.
In Figure 4.1 we report a sample of the eigenvalue estimates in Theorem 4.4 for the
augmented and reduced systems, as the nonlinear iterations proceed. The convection-
diffusion problem is considered, with α = 10−4, β = 10−4. The solid curves are the
13
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Figure 4.1: Eigenvalues of the preconditioned matrices and bounds provided in The-
orem 4.4 versus number of nonlinear iterations (CD problem, α = 10−4, β = 10−4).
new bounds, while the circles (resp. the asterisks) are the computed most exterior
(resp. interior) eigenvalues of the preconditioned matrix.
The following result provides spectral information when the indefinite precondi-
tioner is applied to both formulations.
Proposition 4.5. The following results hold.
i) Let λ be an eigenvalue of (PIPFaug )−1Jaug. Then λ ∈ {1} ∪ [ 12 , ζ2 + (1 + ζ)2].
Moreover, there are at least 3n+ |A| − 2|ΠI | eigenvalues equal to 1.
ii) Let λ be an eigenvalue of (PIPFred )−1Jred. Then λ ∈ {1} ∪ [ 12 , ζ2 + (1 + ζ)2].
Moreover, there are at least 2n− 2|ΠI | eigenvalues equal to 1.
Proof. i) Explicit computation shows that
(PIPF )−1J =
[
I J−111 J
T
12(I − Ŝ−1S)
0 Ŝ−1S
]
Since
Ŝ−1S =
[
I 0
−(M¯ΠAM−1PTA )T I
]−1 [Ŝ−1S 0
0 I
] [
I 0
(−M¯ΠAM−1PTA )T I
]
,
the eigenvalues of Ŝ−1S are either one, or are the eigenvalues of Ŝ−1S, which are
contained in the given interval, thanks to Proposition 4.2.
From Proposition 4.1 we obtain that Ŝ−1S − I is a low rank matrix, of rank at
most 2|ΠI |. Therefore, there are 2n+ |A|+ (n− 2|ΠI |) unit eigenvalues.
ii) For the first part of the proof we proceed as above, since
(PIPFred )−1Jred =
[
I M−1LT (I − Ŝ−1S)
0 Ŝ−1S
]
.
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For the unit eigenvalue counting, we notice that the reduced matrix (PIPFred )−1Jred has
n unit eigenvalues in the (1,1) block and n− 2|ΠI | unit eigenvalues from the second
block, for the same argument as above.
We complete this analysis recalling that for both formulations, the preconditioned
matrix (PIPF )−1J is unsymmetric, so that a nonsymmetric iterative solver needs to
be used. In this setting, the eigenvalues may not provide all the information required
to predict the performance of the solver; we refer the reader to [33] where a more
complete theoretical analysis of constraint preconditioning is proposed.
5. Numerical experiments. We implemented the semismooth Newton’s method
described in Algorithm 1 using MATLAB R© R2016a (both linear and nonlinear solvers)
on an Intel R© Xeon R© 2.30GHz, 132 GB of RAM.
Within the Newton’s method we employed preconditioned gmres [31] and min-
res [24] as follows
• ssn-gmres-ipf : gmres and indefinite preconditioner PIPFaug /PIPFred ,
• ssn-minres-bdf : minres and block diagonal preconditioner PBDFaug /PBDFred .
The application of the Schur complement approximation Ŝ requires solving systems
with (
√
αL + M¯ΠI). As L here is a discretized PDE operator such solves are quite
expensive. We thus replace exact solves by approximate solves using an algebraic
multigrid technique (hsl-mi20) [5]. We use the function with a Gauss-Seidel coarse
solver, 5 steps of pre-smoothing, and 3 V-cycles.
The finite element matrices utilizing the SUPG technique were generated using the
deal.II library [2], while standard finite differences are used for the Poisson problem.
We used a “feasible” starting point (see Section 3.2) and used the values σ = 0.1
and γ = 10−4 in the line-search strategy described in Algorithm 1, as suggested in
[21]. We used c = 1/α in (3.8) in all runs [34, 17]. Nonlinear iterations are stopped
as soon as
‖Θ(xk)‖ ≤ 10−6,
and a maximum number of 100 iterations is allowed.
In order to implement the “exact” Semismooth Newton’s method described in
Section 3.2, we solved the linear systems employing a strict tolerance by setting
ηk = 10
−10, k ≥ 0. (5.1)
Table 5.1 summarizes the notation used for the numerical results. We start by
illustrating the performance of the different formulations using (5.1) for the Poisson
problem, which is followed by the results of the convection-diffusion system including
a discussion on inexact implementations of Algorithm 1.
5.1. Poisson problem. The first problem that we consider is the Poisson prob-
lem defined over the set Ω = (0, 1)d, d = 2, 3 and L is a discretization of the Laplacian
from (2.2) using standard finite differences. We set the control function bounds to
a = −30, b = 30 and define the desired state via
yd =
{
sin(2pix) sin(2piy) exp(2x)/6 in 2D
sin(2pix) sin(2piy) sin(2piz) exp(2x)/6 in 3D.
In Figure 5.1 the control u for two values of β is displayed.
As we discretize this problem with finite differences we obtain M = M¯ = I, the
identity matrix. The dimension n of control/state vectors is given by n = (2`)d where
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parameter description
` discretization level for the Poisson problem
β, α values of the regularization parameters
li average number of linear inner iterations
nli number of nonlinear outer iterations
cpu average CPU time of the inner solver (in secs)
tcpu total CPU time (in secs)
%u=0 the percentage of zero elements in the computed control
Table 5.1: Legend of symbols for the numerical experiments.
(a) β = 10−3 (b) β = 10−4
Figure 5.1: Control for two different values of the parameter β.
` is the level of discretization, d = 2, 3. Then, the mesh size is h = 1/(2` + 1). In the
2D case, we tested ` = 7, 8, 9 resulting in n ∈ {16384, 65536, 262144}; in the 3D case
we set ` = 4, 5, 6 yielding n ∈ {4096, 32768, 262144} degrees of freedom.
Figure 5.2 shows that for this problem large values of β yield very sparse control
u and a large number of nonlinear iterations to find the solution.
Table 5.2 shows the results for two setups applied in the case of the Poisson
control problem. The results indicate that the indefinite preconditioner within gmres
performs remarkably better in terms of iteration numbers as well as with respect to
computing time consumed. Note that the number of (linear) gmres iterations is
mesh independent in both formulations, and very mildly dependent on α. Moreover,
this number is very low for all values of α, implying that gmres requires moderate
memory requirements, which can be estimated a priori by using information obtained
by running the method on a very coarse grid. On this problem the iterative solution
of the 2×2 system is not significantly cheaper than that of the 4×4 one. Nonetheless,
this slight improvement accumulates during the nonlinear iterations, showing up more
significantly in the total CPU time (tcpu), for both preconditioned solvers.
The results in Table 5.3 show the comparison of our proposed preconditioners
for a three-dimensional Poisson problem. The previous results are all confirmed.
In particular, it can again be seen that the indefinite preconditioner performs very
well in comparison to the block-diagonal one. The timings indicate that the 2 × 2
formulation is faster than the 4 × 4 formulation. The matrices stemming from the
three-dimensional model are denser, therefore the gain in using the 2× 2 formulation
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β= 3 10 -4 (%u=0 49%)
β= 4 10 -4 (%u=0 53%)
β=5  10 -4 (%u=0 56%)
β=6 10 -4 (%u=0 58%)
β=7 10 -4 (%u=0 60%)
β= 8 10 -4(%u=0  62%)
β=9 10 -4 (%u=0 64%)
β=10 -3 (%u=0 65%)
β=2 10 -3(%u=0  76%)
β=3 10 -3(%u=0  83%)
β= 4 10 -3 (%u=0 88%)
β= 5 10 -3 (%u=0 91%)
Figure 5.2: Number of zero components of the control u versus nonlinear iterations,
varying β (parameters: ` = 7, α = 10−6).
ssn-gmres-ipf ssn-minres-bdf
4x4 ` log10α li cpu tcpu li cpu tcpu %u=0 nli bt
7 -2 11.0 2.0 4.1 25.0 6.0 12.1 3.5 2 0
-4 16.0 2.9 14.5 34.8 7.8 39.2 8.6 5 0
-6 27.1 6.2 69.1 61.2 14.0 154.9 35.6 11 9
8 -2 12.0 7.2 14.4 27.0 19.2 38.5 4.3 2 0
-4 16.8 8.5 42.6 36.2 25.3 126.9 9.4 5 0
-6 27.6 16.1 161.9 65.0 44.9 449.5 36.2 10 7
9 -2 12.0 30.9 61.8 27.0 103.0 206.0 4.7 2 0
-4 17.2 28.6 143.2 37.0 93.9 469.6 9.7 5 0
-6 28.8 60.2 782.5 68.7 190.8 2481.5 36.4 13 11
2x2
7 -2 11.0 2.0 4.0 24.0 4.8 9.6 3.5 2 0
-4 16.0 2.8 14.1 35.6 6.2 31.3 8.6 5 0
-6 26.7 5.3 58.9 65.2 11.2 124.0 35.6 11 9
8 -2 11.5 4.9 9.9 25.0 15.6 31.2 4.3 2 0
-4 16.4 6.6 33.3 37.0 20.1 100.5 9.4 5 0
-6 27.5 12.1 121.7 68.3 36.2 362.6 36.2 10 7
9 -2 12.0 26.0 52.0 25.5 95.2 190.5 4.7 2 0
-4 17.0 25.9 129.8 38.6 74.4 372.4 9.7 5 0
-6 28.5 50.6 657.7 71.8 154.4 2007.6 36.4 13 11
Table 5.2: Results for the Poisson problem with β = 10−4 in two dimensions.
is higher.
5.2. Convection diffusion problem. We consider the convection diffusion
equation given by
−ε∆y + w · ∇y = u
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ssn-gmres-ipf ssn-minres-bdf
4x4 ` log10α li cpu tcpu li cpu tcpu %u=0 nli bt
4 -2 10.0 0.5 1.0 21.0 1.9 3.8 7.4 2 0
-4 15.3 0.5 2.2 31.5 2.3 9.1 7.6 4 0
-6 24.0 0.9 7.7 51.1 3.8 30.6 38.6 8 5
5 -2 10.0 2.5 5.1 23.0 11.7 23.5 8.0 2 0
-4 16.0 4.2 17.1 33.0 16.5 66.0 13.7 4 0
-6 29.7 7.6 60.7 62.3 32.6 261.0 44.4 8 2
6 -2 11.0 19.1 38.2 23.00 82.21 164.41 11.8 2 0
-4 16.0 27.5 110.1 33.7 121.5 486.2 17.3 4 0
-6 31.7 71.3 570.5 69.1 261.4 2091.9 46.9 8 2
2x2
4 -2 10.0 0.3 0.7 20.0 1.2 2.4 7.4 2 0
-4 14.7 0.5 2.1 32.7 1.8 7.4 7.6 4 0
-6 23.2 0.8 6.7 53.5 2.8 22.7 38.6 8 5
5 -2 10.0 2.3 4.7 20.5 8.5 17.1 8.0 2 0
-4 15.5 3.1 12.7 33.0 12.9 51.9 13.7 4 0
-6 29.0 6.0 48.4 67.2 26.2 210.1 44.4 8 2
6 -2 10.5 17.3 34.7 22.0 61.4 122.9 11.8 2 0
-4 16.0 26.1 104.5 34.7 92.8 371.5 17.3 4 0
-6 31.2 59.4 475.8 74.5 210.0 1680.3 46.9 8 2
Table 5.3: Results for the Poisson problem with β = 10−4 in three dimensions.
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Figure 5.3: Control for two different values of the parameter β.
with the wind w defined via w = (2y(1− x2),−2x(1− y2)), and the bounds a = −20
and b = 20. We now use finite elements in combination with the streamline up-
wind Galerkin (SUPG) approach for M¯ and K (n × n), which are now nonsym-
metric matrices. For our purposes we tested three different mesh-sizes. Namely,
n ∈ {4225, 16641, 66049} and we also vary the influence of the diffusion by varying ε,
i.e., ε ∈ {1, 0.5, 0.1}. Figure 5.3 shows the control u for two values of β.
The results in Table 5.5 indicate that once more the indefinite preconditioner
outperforms the block-diagonal one.
A comparison of both formulations with respect to changes in the mesh-size is
shown in Table 5.5. We see that the performance of the iterative solver for the linear
system is robust with respect to changes in the mesh-size but also with respect to
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ssn-gmres-ipf ssn-minres-bdf
log10α li cpu tcpu li cpu tcpu %u=0 nli bt
n = 4225 -1 10.0 1.2 2.4 22.0 1.7 3.5 12.0 2 0
ε = 1 -2 13.0 1.2 6.0 29.6 2.0 10.0 23.2 5 0
-3 15.2 1.3 9.3 35.5 2.4 16.7 43.0 7 4
-4 19.0 1.6 16.3 48.1 3.1 31.3 55.7 10 11
-5 22.4 2.1 90.4 61.1 3.9 171.0 62.5 43 183
n = 4225 -1 13.7 1.3 5.4 33.5 2.4 9.7 14.3 4 2
ε = 1/2 -2 17.9 1.5 20.5 46.7 3.1 41.4 27.5 13 17
-3 23.0 2.1 40.6 64.5 4.3 82.0 37.9 19 46
-4 27.7 2.5 57.5 77.2 5.0 116.5 45.3 23 45
-5 35.1 3.6 141.8 124.5 8.0 314.9 46.9 39 127
n = 4225 -1 11.0 1.2 2.4 26.0 1.9 3.8 10.8 2 0
ε = 1/10 -2 14.3 1.2 7.2 33.8 2.2 13.3 24.9 6 3
-3 17.8 1.5 13.5 44.6 2.8 25.9 41.1 9 8
-4 22.0 2.0 28.2 57.7 3.7 51.7 51.3 14 29
-5 24.2 2.3 85.1 69.5 4.4 158.9 58.8 36 156
n = 16641 -1 13.7 5.0 20.2 34.2 9.1 36.4 12.8 4 2
ε = 1/10 -2 17.7 6.4 77.6 47.1 12.2 146.8 25.8 12 20
-3 23.2 8.2 123.6 62.5 17.1 257.7 37.2 15 25
-4 29.6 11.2 224.5 85.3 21.6 432.9 45.4 20 42
-5 31.5 15.4 864.3 100.9 25.9 1452.2 48.9 56 369
n = 66049 -1 13.7 17.7 70.8 34.2 33.7 134.8 12.1 4 2
ε = 1/10 -2 18.7 22.7 295.0 50.6 48.5 630.5 25.3 13 18
-3 23.4 27.0 406.0 63.4 55.2 828.0 36.6 15 24
-4 32.4 39.7 1231.8 103.3 87.8 2722.4 45.2 31 84
-5 30.6 42.1 4004.2 98.6 84.3 8010.8 48.9 95 783
Table 5.4: Convection-Diffusion problem: comparison between ssn-gmres-ipf and
ssn-minres-bdf using the 2 × 2 formulation for various settings (parameters: β =
10−2).
the two formulations presented. We also remark that as α gets smaller, the number
of back tracking (bt) iterations increases showing that the problem is much harder
to solve, and the line-search strategy regularizes the Newton’s model by damping the
step. Once again, the reduced formulation is more competitive than the original one.
We conclude this section discussing the inexact implementation of the Newton’s
method. Following the results by Eisenstat and Walker [9] for smooth equations, we
chose the so-called adaptive Choice 2 for the forcing term ηk in (3.4) in order to
achieve the desirable fast local convergence near a solution and, at the same time, to
minimize the oversolving: we set
ηk = χ
(‖Θk+1‖2
‖Θk‖2
)2
, k ≥ 1, (5.2)
with χ = 0.9 and safeguard
ηk = max{ηk, χη2k−1},
if χη2k−1 > 0.1; then, the additional safeguard ηk = min{ηk, ηmax} is used. We
considered the values η0 = ηmax ∈ {10−1, 10−2, 10−2, 10−10} to explore the impact of
the linear solver accuracy on the overall Newton’s performance.
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ssn-gmres-ipf
n = 16661 log10α li cpu tcpu %u=0 nli bt
4× 4 -1 13.75 5.38 21.52 12.85 4 2
-2 17.75 6.68 80.18 25.83 12 20
-3 23.27 9.16 137.35 37.29 15 25
-4 30.25 13.07 261.45 45.45 20 42
-5 33.09 17.33 970.60 48.98 56 369
2× 2 -1 13.7 5.0 20.2 12.8 4 2
-2 17.7 6.4 77.6 25.8 12 20
-3 23.2 8.2 123.6 37.2 15 25
-4 29.6 11.2 224.5 45.4 20 42
-5 31.5 15.4 864.3 48.9 56 369
n = 66049 log10α li cpu tcpu %u=0 nli bt
4× 4 -1 13.75 18.97 75.87 12.16 4 2
-2 18.77 26.23 340.99 25.39 13 18
-3 23.47 33.50 502.43 36.64 15 24
-4 32.48 48.09 1490.65 45.27 31 84
-5 31.31 53.23 5056.79 48.98 95 783
2× 2 -1 13.7 17.7 70.8 12.1 4 2
-2 18.7 22.7 295.0 25.3 13 18
-3 23.4 27.0 406.0 36.6 15 24
-4 32.4 39.7 1231.8 45.2 31 84
-5 30.6 42.1 4004.2 48.9 95 783
Table 5.5: Convection-Diffusion problem: comparison between original and reduced
formulations using ssn-gmres-ipf (parameters: β = 10−2, ε = 1/10).
In Figure 5.4, we plot the overall CPU time and the average number of linear
iterations varying η0 for the convection-diffusion problem. These results were obtained
using the reduced formulation of the Newton’s equation with the residual test in
(3.20). Nevertheless, we remark that we obtained similar results using the augmented
formulation (3.19), that is the same number of NLI and LI but clearly different values
for tcpu.
We note that the gain in CPU time increases for looser accuracy due to the
decrease in the linear iterations (almost constant with size). In particular, on average,
η0 = 10
−1 yields a gain of the 65% of tcpu with respect to the “exact” choice
η0 = 10
−10 while the gain with η0 = 10−4 is of the 46%.
6. Conclusions. We have presented a general semismooth Newton’s algorithm
for the solution of bound constrained optimal control problems where a sparse control
is sought. On the one side we have analyzed the nonlinear scheme in the framework
of global convergent inexact semismooth Newton methods; on the other side, we have
enhanced the solution of the linear algebra phase by proposing reduced formulation of
the Newton’s equation and preconditioners based on the active-set Schur complement
approximations. We have provided a theoretical support of the proposed techniques
and validated the proposals on large scale Poisson and convection-diffusion problems.
Acknowledgements. Part of the work of the first two authors was supported
by INdAM-GNCS, Italy, under the 2016 Project Equazioni e funzioni di matrici con
struttura: analisi e algoritmi.
20
problem dimension
×10 4
0 1 2 3 4 5 6 7
TC
PU
0
50
100
150
200
250
300
η0=10
-1
η0=10
-2
η0=10
-4
η0=10
-10
(a) tcpu versus n
problem dimension
×10 4
0 1 2 3 4 5 6 7
LI
6
8
10
12
14
16
18
20
22
24
26
η0=10
-1
η0=10
-2
η0=10
-4
η0=10
-10
(b) li versus n
Figure 5.4: Convection-diffusion problem. Behavior of the inexact Newton’s method
for different values of the parameter η0 (parameters: α = 10
−3, β = 10−2, ε = 1/10).
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