In the above mentioned paper the authors show that if p is positive and S" is not flat, then all functions satisfying the mean value property with respect to p are analytic. If p in addition satisfies certain restrictions, then the functions satisfying the mean value property with respect to p fill only a finite dimensional vector space of polynomials.
In particular the latter result is shown to hold if p is positive, S" is not flat and contains only a finite number of points. It is also shown that when p is positive and concentrates equal masses at N points, then the polynomials satisfying the mean value property with respect to p are all of degree less than or equal to N(N-l)/2.
It develops that the last mentioned result holds under lesser conditions on the mass p.
It will be the purpose of this note to show that the following theorem holds.
Theorem.
If p concentrates all its mass on a finite set of points S = Pi KJP2\J ■ ■ ■ yjPtf whose convex hull is not flat and if in addition, setting Pi = f(Pi)dp. we have In the case that (a) holds we express yy,yy, • • ■ y;x by means of (1.11) written for p=\ and obtain
where the sum is to include all the terms in (1.11) with the exception of the term in yy^y, • • ■ yyx. Hence we get
It is clear that the expression on the right-hand side of (1.13) when expanded will yield a linear combination of monomials of degree M. We claim that for each monomial a that will be produced we shall have exp a<H. In fact, each monomial appearing in C(y¡v yj" • • ■ , Vyx) contains at most X -1 of the variables yyjy2 • • • y,x. Thus for each a appearing on the right-hand side of (1.13) exp a will not have all the first X components as large as hi, hi, • ■ ■ , h\. For, every exponent hi with î^X + 1 even if increased by one unit, can never become as large as one of the hi, h2, • ■ ■ , h\.
From these considerations, in view of the hypothesis (2) To complete the proof of the lemma, we observe that for a given M either all monomials of degree M are congruent to zero or there is a set of exponents 77 such that the conditions (1), (2), and (3) are satisfied.
1.2. Proof of the theorem. Let the point P, on which p concentrates the mass pi have coordinates V*^*,l, ^,,2, ' ' ' , Xitn).
Denote by y¿ and Lv the differential operators There is a short and elementary proof of this result which proceeds as follows. We multiply the equation (1.1) by a C°° function <p(x) whose support is compact and contained in 7) and obtain (1.23) J u(x)<p(x)dx = I <b(x) | u(x + ty)dß(y) \dx.
Changing the order of integration and making the substitution x-\-ty = z we can write (1.23) in the form (1.24) I u(x)<i>(x)dx = I u(z) I 4>(z -ty)dß(y) dz.
We then observe that, since <p is C°° and has compact support, the right-hand side of (1.24) can be differentiated under the integral sign as many times as we please. Since the left-hand side is constant, all the derivatives of the righthand side must vanish. In particular, (for / = 0) we must have Let now t be a dummy variable and note that (1.26) 2ZLPtp= 2Z--:-'-=¿T' p=i i_i 1 -yd P(t)
where we have set -yNt) and QH) = EM.y.e.W, Ci«) = II (i -Vit).
t'=l
We can write (1.26) in the form
Since Q(0 is a polynomial of degree N-1 we deduce that each of its coeffi-(2) As was pointed out by the above mentioned authors, when n is a positive distribution, the infinite system (1.25) is equivalent to the mean value property. For then, the equation one obtains from (1.25) for p = 2 is elliptic and by Weyl's lemma fi must necessarily be analytic. Thus the right-hand side of (1.1) is analytic in t and it is a constant (in t) if and only if all its derivatives vanish for / = 0. cients belongs to the ideal generated by T-i, L2, ■ ■ ■ , L^. To calculate these coefficients we write Q,(t) in the form 
