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Abstract 
Remote-controlled interventional robots are widely studied in recent years to reduce the radiation exposure of 
operators in catheter-based vessel intervention surgery (VIS). Compared with manual operation, robot-based surgery 
relies more on image-guided navigation information. As the conventional C-Arm is used widely and has poor 
navigation capacity, the application of interventional robot is limited. In this paper, a new image-guided navigation 
system for interventional robots is proposed. This system provides useful navigation information based on single 
plane fluoroscopy x-ray images, which could improve the accuracy and efficiency of robot-based VIS under 
conventional C-Arm system. To validate the system, phantom-based and animal experiments are performed. The 
accuracy of 3D reconstruction is tested by comparing the distance between reconstructed positions with real values, 
and the efficacy of the system is testified by performing simulating robot-based VIS. Experimental results show that 
this navigation system has adequate accuracy and can indeed improve the efficiency of VIS. 
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1.Introduction 
Catheter-based vessel intervention surgery is a minimally invasive procedure that has become the 
common practice for diagnosis and treatment of cardiac and vascular diseases. Conventionally, VIS is 
performed manually beside the therapy bed under the guidance of fluoroscopy x-ray images. The process 
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can last for hours depending on the operation complexity and operators need to take x-ray imaging 
frequently to observe the geometry relation between catheter and vasculature. The radiation exposures 
received by operators during VIS does a lot of hazards to their health.  
Recently, remote-controlled interventional robot is introduced to address this concern [1-3]. The 
interventional robots typically adopt a master-slave design, with master device situated in control room 
while slave device in operation room. When performing the surgery, operator remotely instructs the 
intervention robot to pull, push and rotate the catheter using the master device. In this way, x-ray 
irradiation to medical staff is effectively avoided. When using interventional robot, dexterous skills of 
operators and some important guidance information, such as the delicate force between catheter tip and 
blood vessel wall, can not be utilized any more [1]. So, robot-based surgery relies more on image-guided 
navigation information. 
Under conventional C-Arm configuration, 2D projections from a single direction are taken to visualize 
the location of catheters inside vessel. Due to the perspective nature of imaging process and the problem 
of vessel overlap and foreshortening, those projections lose a significant amount of three-dimensional 
geometry information of complex vasculature and supplies only limited information for catheter 
navigation. Advanced C-Arm system with 3D rotational angiography capacity could provide intra-
operative 3D vasculature structure and useful navigation techniques, such as 3D roadmap. It has been 
reported to be adequate for catheter navigation [4]. But, these devices are too expensive to be widely 
available. 
In this paper, an image-guided navigation system for VIS robot is presented (see Fig 1), which is 
designed to work with conventional single-plane, image intensifier (XRII) based C-Arm system. 
According to the calibrated imaging model of C-Arm, the navigation system could provide 3D 
vasculature morphology and intuitive geometry relation between vasculature and catheter. Therefore, 
accurate navigation of robot-based VIS is also possible even performed with conventional C-Arm systems. 
The paper is organized as follows: In section 2, the navigation system is outlined and three key steps are 
described in detail. In section 3, the accuracy and efficacy of the system are validated. And conclusion is 
given in section 4. 
 
Fig.1. Hardware configuration of image-guided navigation system. 
2.Methods and Materials 
To provide real-time and accurate navigation, three primary steps are involved in this system. Firstly, 
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the C-Arm system is calibrated prior to surgery. The imaging model and image distortion parameters are 
acquired for each C-Arm angles that will be used in surgery. During surgery, the catheter is inserted into 
patient’s vessel manually and is remotely steered toward vessel of interest (VOI) under the guidance of 
fluoroscopy images. When the catheter is close to VOI or the vessel structure is complicated, two or more 
DSA images are taken at distinct direction and the 3D vessel structure is reconstructed. Then, a 3D 
roadmap view and other navigation information are provided to help operator steer catheter to target 
vessel branch. 
,PDJLQJPRGHOFDOLEUDWLRQ
A prerequisite for our navigation system is the identification of the imaging model of the c-arm system. 
The pinhole camera model is commonly used to describe the mathematical relationship between the 
coordinates of a 3D point and its projection onto the image plane. However, x-ray images acquired using 
XRII exhibit complicated and high-order distortions caused by the structure of XRII and earth magnetic 
field which is angle-dependent. Distortion correction must be applied prior to imaging model calibration. 
Traditionally, those tasks were performed as two separate processes and correction methods based on 
polynomial fitting are widely used to rectify image distortion [5,6]. The most notable drawback of this 
correction method is its reliance on ‘ideal image’ which is difficult to find and usually is not ‘ideal’ 
enough. The drawback limits the accuracy of correction and therefore degrades the imaging model 
acquired subsequently. To address this issue, a novel off-line calibration procedure is proposed which 
integrates the imaging model calibration and image distortion correction into one process [7]. By adopting 
a non-linear visual model, the image distortion is characterized by the high-order part of visual model. Fig 
2(a)(b) is the actual picture and the x-ray projection of calibration template we use. Fig 2(c)(d) 
demonstrate the correction effect using the acquired non-linear model, noticing that the curved edges of a 
square are clearly rectified. 
 
 
Fig. 2. (a) The calibration template. (b) Fluoroscopy x-ray image of calibration template. (c) Phantom images with distortion. (d) 
Phantom images after correction. 
'9HVVHO5HFRQVWUXFWLRQ
An accurate 3D blood vessel model could provide valuable information and increase the surgery 
efficiency. Besides the 3DRA technique, the method of reconstructing 3D vessel model using two 
projections received continuing attention since last decade. As outlined by Movassaghi [8], the 
reconstruction algorithm comprises of five major steps: 1) acquisition of two 2D DSA images with 
different c-arm angles; 2) calibration and distortion correction processes which are discussed above; 3) 
extraction of 2D vessel centerline, diameter and structure in both projections; 4) determination of the 
 
(a)                                           (b)                                           (c)                                          (d) 
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correspondence of centerline points based on epipolar constraints; 5) calculation of 3D vessel model 
based on centerline correspondence and 2D vessel diameter. 
'9HVVHO6HJPHQWDWLRQ
Because of poor image quality of DSA images, the fully automatic segmentation of 2D vessel is very 
difficult. Though some methods involving minimal interaction have been proposed, human repair and 
validation are still required. For this reason, an interactive segmentation method ‘live-vessel’ [9] is 
adopted in our methods. It has the advantage of allowing real-time manual modification according to 
visual feedback. The principle is to find the vessel centerline as a path with minimal cost, where the 
incremental cost function for two adjacent points, p and q, is defined as: 
1 2 3 4 5( , ) ( ) ( , ) ( ) ( , ) ( , )Y (Y ,H 5 6&RVW T S Z& S Z & T S Z & S Z & T S Z & T S= + + + + 
where Y& is associated with Frangi’s proposed multi-scale vesselness filter[10], (Y& refers to the vessel 
direction change between q and p, and ,H& is a measure of the fitness of a medial node by assessing the 
edge evidence of equidistant pixels on either side. Also, internal smoothness cost terms ( 5& and 6& ) are 
used to penalize paths in which the radius r or the spatial variables (x, y) fluctuate rapidly. By including 
the radius term in the cost function, the 2D path finding problem is extend to 3D, which enable the 
simultaneous optimization of vessel centerline and radius. 
During segmentation, a source points is picked as the start of a vessel branch, then the minimal path 
between source point and current position is computed and displayed as operator moves cursor. With 
visual feedback, the operator decides whether the segmentation is good or not, and could adjust the results 
immediately by adding control points or adjusting vessel radius. Then the path between source point and 
control point is fixed and the control point becomes a new source point. This process continues until the 
operator pick an end point and the segmentation of one vessel branch finish. This interactive 
segmentation is repeated branch by branch, and the operator is instructed to construct a vessel tree 
structure according to start points, end points and bifurcation points, as depicted in Fig 3. 
 
Fig.3. The construction of vessel tree structure according to start points, end points and bifurcation points. 
&HQWHUOLQH0DWFK
For each point in one view of stereo images, its corresponding point in another view must lie on a line 
computed from epipolar constraint which is represented by a 3x3 fundamental matrix. This epipolar 
geometry is widely used for vessel centerline matching problem by computing the intersection point of 
epipolar line and 2D vessel centerline. Unfortunately, there may be more than one intersection points 
because of the complicated structure of vasculature and the tortuous shape of vessel branch. In our 
approach, as the correspondence between vessel branches is specific according to the interactive 
segmentation method, the centerline matching problem is simplified and solved based on two criteria, 
consistency and continuity. Consider a pair of centerline points 1 1{ , , }0 ,S S 9∈" and 1 2{ , , }0 ,T T 9∈"  to 
be matched, consistency means that the index sequence of matched centerline points  1{ , , }0PS PS" in 
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1,9 must be monotonic increasing. And the continuity criterion is used to ensure that the matched points 
1( , )L LPS PS + for successive centerline points 1( , )L LS S + should be close. According to aforementioned 
criteria, following steps are taken to compute the matched point LT  for 1L ,S 9∈ : 
 
[Step1] When there is only one intersection point F  between LHO  and 2,9 , then c is the matched point. 
[Step2] When there are more than two intersection points 1{ , }OF F" , 
[Step2.1] The intersection points which is before 1LT −  in sequence is abandoned according to the 
consistency criterion. 
[Step2.2] If there are still more than one intersection points left, the following cost is computed 
for each LF : 
 
  	   	    		J I I I JM C DIST C Q DIST P EL C  
where ()GLVW is the distance function and ( )MHO F  represent the epipolar line of  MF on 1, . Then 
the intersection point with min( )P  is chosen as the matched point. 
5HFRQVWUXFWLRQRI'YHVVHOPRGHO
Based on the matched vessel centerline points and the visual model associated with each projection, 
the 3D vessel skeleton tree is constructed. By reversing the geometric magnification, the radiuses of 3D 
centerline points are computed from according 2D radius using following equation: 
2 2 2 2 2 2*( / )5 U [ \ ] 'ξ η= + + + + 
where [ , ]ξ η  and U are the image position and radius in projection, [ , , ][ \ ] is the 3D position and$  is 
the distance from x-ray source to detector which is determined in calibration step. For higher robustness, 
vessel radius is measured from both projection and the average is taken. Finally, the 3D vessel surface is 
obtained by taking the envelope of spheres residing at each centerline position. For a better visualization 
effect, a binary volume is constructed by comparing the distance from a voxel to its nearest center line 
point with the radius and the surface mesh is obtained using marching cube algorithm. A smoother vessel 
surface can be obtained by applying smoothing filter to binary volume or directly to surface mesh. 
,QWHUYHQWLRQQDYLJDWLRQ
During navigation, 3D roadmap view is provided by superimposing the vascular model on real-time 
fluoroscopic images. According to the vascular model, interventionalists can choose the optimal view 
from pre-calibrated projection angles to acquire x-ray images with minimal foreshortening and 
overlapping. And the view orientation of 3D roadmap changes in real-time to follow the orientation of the 
c-arm. In this way, the navigation system gives a better understanding of vascular structure and its 
relative geometry with catheter while interventionalists manipulating the catheter. Furthermore, 3D model 
of catheter is also reconstructed using the similar reconstruction method, and is displayed together with 
the blood vessel. It allows interventionalists to observe the geometry relation between vessel and catheter 
from arbitrary view by rotating the 3D scene. And, navigation quantities are also computed, including the 
distance and orientation angle between the catheter tip and target branch. 
3.Experiments and results 
To test reconstruction accuracy, a phantom made of PAMM is used, in which 25 steel balls are 
embedded. These steel balls are laid on different planes and arranged in a special geometry so that their 
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image positions as markers would not overlap for a large range of c-arm imaging orientations. After 
taking phantom images at three c-arm angles, three groups of matched markers are acquired. For each 
group, the 3D positions of steel balls are reconstructed and the distances between these positions are 
compared with real value. The statistics of distance error is listed in Table.1. As we can see, the 
maximum error is less that 2mm and the average error is around 0.5mm. This accuracy is comparable to 
that acquired using 3DRA technique and adequate for interventional navigation. 
To investigate the efficacy of the interventional robot navigation system, a simulating VIS is 
performed on a plastic vessel phantom which consists of several branches. The virtual model of this 
phantom is firstly reconstructed based on two DSA images taken at the angles of LAO/RAO: 30, 
CAUD/CRAN: 0 and LAO/RAO: -30, CAUD/CRAN: 0. Then, the interventional robot is remotely 
controlled to steer the catheter into all of the five branches using and not using the navigation system. 
This process is repeated and performed by different interventionalists and the consumed time in both 
cases is compared. The experimental results show that the system clearly improves the efficiency of 
operation and reduces the operation time. Especially for the branch D (as noted in Fig 4(a)) which is 
comparably hard to enter, the advantage of our navigation system is apparent. Without the help of 
navigation system, operators commonly need to rotate catheter left and right alternately and try several 
times before success. As the navigation system could provide intuitive insight of catheter’s relation with 
vessel phantom (see Fig 4(b)(c)(d)), It is much easier for interventionlists to direct the catheter into the 
target branch. 
Moreover, animal experiment has also performed under ethical supervision of minimized animal 
suffering. Several views of navigation system are depicted in Fig 5. The reconstructed vascular model 
gives a better understanding of the complex vascular structure. And, in 3D roadmap view (see Fig 5(b)), 
the 3D vascular model matches the projection well according to the accurate imaging model calibrated 
beforehand. With all of these views, the navigation system is very helpful for catheter navigation when 
performing VIS. 
Table 1. Statistics of distance error for marker groups. 
 stat. 
 
marker  
groups
min 
(mm) 
max 
(mm) 
mean 
(mm) 
standard 
deviation 
group -1 0.00 1.62 0.56 0.39 
group -2 0.02 1.71 0.68 0.46 
group -3 0.01 1.38 0.48 0.32 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. (a) The reconstructed vessel phantom. (b) Blended display of vessel with reconstructed catheter. (c)(d) 3D roadmap view at 
two orientations. 
(a)                                       (b)                                              (c)                                           (d) 
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Fig. 5. Navigation views of robot-based VIS on animal. (a) 2D angiogram of vasculature with marked catheter. (b) 3D roadmap with 
blended display of 3D vascular model and reconstructed catheter. (c) Rendering of 3D vascular model with two DSA images used to 
reconstruct the model. 
 
  
(a)                                                        (b)                                                    (c) 
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4.Conclusion 
We propose an image-guided navigation system for robot-based VIS. The methods of implementation 
and validation are discussed and the experimental results are given. It has been shown that this system has 
adequate navigation accuracy and indeed improves the efficiency of robot-based VIS. Therefore, accurate 
image-guided navigation can be achieved using conventional c-arm and the navigation system has the 
promise of wide usage in robot-based and conventional manual VIS. 
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