Abstract-This paper describes a surfer model which incorporates information about topic continuity derived from the surfer's history. Therefore, unlike earlier models, it captures the interrelationship between categorization (context) and ranking of Web documents simultaneously. The model is mathematically formulated. A scalable and convergent iterative procedure is provided for its implementation. Its different characteristic features, as obtained from the joint probability matrix, and their significance in Web intelligence are mentioned. Experiments performed on Web pages obtained from WebBase confirm the superiority of the model.
INTRODUCTION
THE present article deals with a methodology based on the principle of surfer models that simultaneously performs page ranking and context extraction.
Surfer models model a surfer who browses the Internet. The sequence of pages that the surfer visits is modeled as a stochastic process fX t g, where X t denotes the page the surfer is on at time t. The state space for this process consists of all Web documents, each page being a state that the process may attain. The transition probabilities P ðX tþ1 ¼ vjX t ¼ uÞ are defined as the probability of reaching page v, given that the surfer is currently on page u, by either clicking on a link available in u or by typing the URL.
In general, one would be interested in knowing some of the properties of the process fX t g. One such property of interest is the convergence of this process to a stationary distribution. These properties may be used to draw inferences about, among others, the ranks and categories of Web documents.
The Random Surfer Model assumes that the surfer is browsing Web pages at random by either following a link from the current page chosen uniformly at random or by typing its URL. On the contrary, the Directed Surfer Model assumes that, when the surfer is at any page, he jumps to only one of those pages that are relevant to the context, the probability of which is proportional to the relevance of each outlink. Both models guarantee the convergence of this stochastic process to a stationary distribution under mild assumptions like the irreducibility of the transition probability matrix. In practice, these assumptions are enforced by pruning or ignoring some links. This paper is an attempt at demonstrating the significance of incorporating the information derived from another aspect, namely, the history of a surfer for ascertaining the transition probabilities in the surfer model for ranking a page. Here, the surfer is assumed to follow, more often than not, links on topics contained on the pages that he had visited earlier, thus maintaining a continuity of topics.
It is shown to be possible to simultaneously estimate both the rank and categorization of the available pages, unlike the earlier models. As a result, both categorization and ranking improve. A mathematical framework of the model is provided along with its convergence and scalable properties. Other applications of the model, as obtained from the joint probability matrix, are also listed. The superiority of the model over some related ones is demonstrated on a data set obtained from WebBase [1].
SURFER MODELS
A variety of surfer models, such as random surfer [2] , HITS (Hypertext Induced Topic Selection) [3] , directed surfer [4] , topicsensitive pagerank [5] , etc., are available in the literature. More recently, another model called WPSS (Web Page Scoring Systems), which generalizes all the above mentioned models, has been proposed in [6] . We describe here the Directed Surfer Model which encompasses the models which allow only forward walks.
Richardson and Domingos [4] have modeled a surfer who probabilistically chooses the next page to be visited depending on the content of the pages and the query terms the surfer is looking for. This model is an extension of the one introduced in [7] .
The transition probability m 0 uv is computed as
where, u and v are Web documents, q is a query term, is a constant, and P 0 q ðuÞ and P q ðv ! uÞ are arbitrary distributions. P 0 q ðuÞ is the probability that the surfer reaches page u without following a link in the context of q. P q ðv ! uÞ, on the other hand, is the probability of choosing u in the context of q from among the links provided on page u. In practice, P 0 q ðuÞ and P q ðv ! uÞ may be derived from a relevance measure as P 0 q ðuÞ ¼ R q ðuÞ P N v¼1 R q ðvÞ and
where R q ðuÞ is the relevance of u to q. The choice of the relevance function is arbitrary. If R q ðuÞ ¼ 1, 8 q; u, it is the random surfer model. Other suggestions for R q ðuÞ provided in [4] include an indicator function for the presence of q in u and TFIDF-like scores for q in u. The latter ones make the model more efficient.
In general, by considering P 0 q to be derived from R 0 q , which need not be the same as R q , Haveliwala's recent work on topicsensitive ranking [5] of Web pages, which employs the directory listing of the Open Directory Project (ODP) [8] , becomes its special case with the choices of R 0 q ðuÞ and R q ðuÞ being I½u appears under category q in ODP and 1, respectively.
SURFER MODEL INCORPORATING HISTORY

Theory
The transition probabilities depend on the pages visited prior to reaching the current page. In order to incorporate this dependency, we propose a new surfer model, where a surfer moves on to pages that match his topic of interest. We assume that every page may have content on one or more topics and the surfer chooses one of them as his topic of interest. Usually, the surfer moves on to a new page in keeping with his topic of interest. However, occasionally he may also visit other pages, say, out of curiosity. The topic of interest is guessed by looking at the pages from which the page under consideration is reached. The knowledge of pages visited previously may be utilized by an online algorithm that computes the transition probabilities each time the surfer visits a new page.
Our primary interest being in offline applications, we, probabilistically, guess the history of the surfer and thereby estimate the topic of interest. We compute a set of transition probabilities under the assumption that a surfer generally browses with a particular topic of interest in his mind and is more likely to browse pages on similar topics rather than dissimilar ones. We formally introduce our model as follows.
Let X t and I t denote the page the surfer is on and his topic of interest, respectively, at time t. We assume that I t 2 T Xt . We also assume that the probability of the surfer changing his topic of interest is ( < 0:5), i.e., P ðI tþ1 6 ¼ I t Þ ¼ . Then,
In (1), we have split the probability of a one-step transition (from v to z) into that of within-topic transitions and cross-topic transitions. Let N vk denote the number of outlinks from v to pages containing topic k. Now, substituting for cross-topic transition and simplifying, we have:
In the above, only the nonzero terms have been retained in the summation. Thus, the problem of estimating the transition probability has now been restated in terms of P I t ¼ kjX t ¼ v ð Þ , the surfer's topic of interest given his current location. This conditional probability is expanded as:
In the above, we have expressed the quantity in terms of the possible pages and topics that could have been attained at time t À 1. We again substitute for the probability of the topic having changed during a transition (and 1 À for no change) and obtain the following:
We have thereby expressed the conditional probability, at time t, of the topic of interest given the page, in terms of the same quantities at time t À 1. In this manner, we have obtained an iterative procedure for computing the conditional probabilities. Note that this iterative procedure also allows us to compute the joint probabilities of (I t ; X t ) by multiplying both sides by P ðX t ¼ vÞ.
The proof of convergence of the above iterative procedure follows by noting that the situation is the same as that of the Random Surfer Model, with each state now becoming a pair of values.
Obtaining Initial Estimates
For faster convergence of the above iterations, a good initial estimate of the joint probability distribution is necessary. The joint probability P ðI 0 ; X 0 Þ is estimated as P ðI 0 jX 0 ÞP ðX 0 Þ, where P ðX 0 Þ is obtained using an existing version of PageRank. The quantities P ðI 0 jX 0 Þ have been estimated from the ODP data using the Naive Bayes algorithm [9] , where the document X 0 is treated as the term vector ðx 1 ; x 2 ; . . . ; x K Þ and C j is the jth topic listed under the Open Directory. The topic-conditional probabilities for each term, P ðx i jC j Þ, and the prior probabilities of the topics P ðC j Þ, are estimated as the corresponding frequencies obtained from the pages listed under the Open Directory.
These initial estimates are then plugged into the iterative procedure.
Different Uses and Characteristic Features
As described above, we have obtained the stationary (joint) distribution of ðI; XÞ. By considering appropriate quantities like the marginals and the conditionals of the joint probability matrix of ðI; XÞ, as has been done in [7] , the page ranks, topic-specific page ranks, relevance to topics, etc., may be computed. The parameter may be varied to reflect the behavior of a particular surfer and may be utilized for personalization.
Earlier investigations had generally focused on either page ranking or page categorization. What the current investigation does is to perform both these interdependent tasks simultaneously. This notion had been mentioned in [10] and had also been independently reported in a preliminary form in [11] .
It is interesting to note that the proposed algorithm does not actually categorize, in its true sense, a Web page's contents. It just estimates what a surfer would be interested in when he reaches a page. This means that, even though the terms appearing in a document are suggestive of some particular category, the topics and ranks of the pages linking to it play a major role in determining if it indeed is relevant for that category. The scores that we compute for each page can be considered equivalent to categorization in the sense that this is what a surfer visiting this page would be thinking about.
We mention here that, though both Haveliwala's topic-sensitive PageRank algorithm and the proposed one make use of the topic information available under the ODP directory, there is a difference in the manner in which it is employed. While the former needs information about which topics a URL is listed under, the latter needs some text categorization mechanism, which in this particular case, happens to be derived from the ODP data. Since Haveliwala's algorithm does not need to categorize each available page, it is computationally more efficient compared to our algorithm. However, by virtue of this extra effort, the proposed methodology counters topic drift by restricting the transfer of rank between dissimilar pages.
Complexity and Scalability
We now discuss the complexities involved in the proposed algorithm. Let K be the number of topics under consideration. Then, the disk space required is K times that required for ordinary PageRank and is the same as that for topic-sensitive PageRank [5] . The time complexity is as follows: From (4), it is obvious that, in each iteration and for each k and v, 3 Ã jT u j computations are required for each backlink u of v. This makes a total of 3 Ã T Ã jB v j computations, where T is the average number of topics contained in a page. Thus, the total number of computations needed for each iteration is 3 Ã T 2 Ã N Ã B, where B is the average number of backlinks. This is about the same as that for topic-sensitive PageRank if we assume that T 2 is comparable to K. In practice, this is a reasonable assumption as, on average, the number of topics represented on a page is much smaller compared to K. Note that we do not count the preprocessing steps like stemming, stopword removal, and creation of an inverted index as they are the same for any such algorithm.
EXPERIMENTAL RESULTS
The performance of the proposed methodology has been evaluated and compared with some of the existing algorithms. Here, we discuss the data sets used and the methods of implementation and evaluation.
Data Sets Used
A training data set is obtained from the ODP [8] in the form of a file in RDF format. This file consists of URLs and their description organized into 17 distinct topics. The words available in the description are assumed to represent, to some extent, the topics under which they appear. The test data set, consisting of approximately five million pages, was obtained from WebBase [1] . These pages form a connected neighborhood of the Web. The headers were ignored and only the contents of each page were used in our experiments. The links were normalized and self-links were removed.
For estimating the value of , we have used the msnbc.com anonymous Web data (available at http://kdd.ics.uci.edu/data bases/msnbc/msnbc.html), which has transition information between categories.
Implementation
Initial categorizations of pages from WebBase were obtained using the Naive Bayes algorithm and the ODP data set, as mentioned earlier. We observed that the number of cross-topic transitions in the msnbc data were about 35 percent. Accordingly, we chose the value of to be 0.35. Note that, this data set did not capture any requests that had been served from the user's cache. Had these requests been included in the data set, the number of withintransitions would have been higher, i.e., value would have been lower. In order to reflect this, we also conducted an experiment for a lower value of (= 0.2, say).
Our implementation is similar to the one suggested in [12] , where accesses to the hard disk are minimized by reading chunks of the transition matrix into memory. Extrapolation methods with a higher degree of efficiency may also be used in the computation of the principal eigenvector of the matrix S [13].
Evaluation
The process of evaluation consists of two parts: The first part deals with comparison of the ranks of the pages and the second with their categorizations.
The ranks obtained by our method were compared against those obtained by PageRank [2] and the directed surfer model [4] . Ten queries from those used in [5] and five volunteers were chosen. The queries are architecture, bicycling, computer vision, gardening, gulf war, java, rock climbing, table tennis, vintage wine, and volcano. The top 10 pages obtained in response to each query by the four algorithms, namely, Random Surfer Model (or PageRank), Directed Surfer Model (or QD-PageRank), Proposed approach with ¼ 0:35, and Proposed approach with ¼ 0:2, were studied by the five volunteers. They provided a rating (or score) between 0 and 10, a rating of 10 being the best, to each algorithm for each query. The average values obtained for each query are presented in Fig. 1a . We have performed pairwise comparisons testing for difference of the means using a t-test with 9 degrees of freedom. The null hypothesis was taken to be that the means were equal, while the alternate hypothesis was that the second method (the one appearing later in the bar-plot) fared better. The tests gave the following results:
.
The proposed method (for both the above mentioned values of ) and the directed surfer model significantly outperform the random surfer model at a confidence level of 95 percent. No significant difference was observed between the scores of the proposed algorithm for the two choices of . In the second part of our evaluation, we compared the categorization of Web pages by our method with those of Naive Bayes [9] and SVMLight [14] with a polynomial kernel.
All of these methods including the proposed one were then used to obtain the topic categorization of 10 randomly chosen pages into the ODP topics, and the earlier volunteers were asked to rate them. A score of 10 to a page denotes that the volunteer viewed the topic categorization as totally appropriate, while a score of 0 denotes a complete mismatch with the volunteer's categorization. The results are shown in Fig. 1b only for ¼ 0:2, as an example. Both the proposed algorithm and SVMLight produced significantly better categorization than the Naive Bayes algorithm at 95 percent confidence level. Since our algorithm has used the Naive Bayes algorithm for initial estimates, this indicates that our method has improved the categorization, as expected. However, it is seen that both ours and SVMLight are at par even at a 90 percent confidence level.
It may be noted that we had already obtained the joint probability matrix during our experiments on page ranking. Therefore, the categorization experiment only needed to compute the marginal and conditional probabilities, which are computationally inexpensive.
For checking the scalability of the proposed algorithm, we measured the time taken by it and compared to those of PageRank, QD-PageRank, topic-sensitive PageRank (Table 1 ). The times mentioned are only those for the actual computation of the ranks and not for the preprocessing steps which are common to all. None of the above computations employed the extrapolation methods [13] mentioned above. The average number of topics turned out to be about three per page, which resulted in the proposed algorithm having a running time almost equal to that of the topic-sensitive PageRank. This also confirms our observation in Section 3.4.
CONCLUSIONS
The problem of modeling the interrelationship between page categorization and ranking in terms of topic continuity has been addressed in this article. An offline algorithm developed for this purpose probabilistically estimates the surfer's history and, thus, his/her current topic of interest. The incorporation of surfer history (or topic continuity) is a unique feature of this methodology. This resulted in a scalable iterative procedure that provides page categorizations as well as ranking simultaneously. The convergence of the iterative procedure is proved. The merits of the methodology have been established. Although we have presented experimental results only for page ranking and categorization, the method can be made applicable for topicsensitive page ranking, topic representation on the Web, and personalization. 
