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CENTRAL LIMIT THEOREM FOR LINEAR EIGENVALUE
STATISTICS OF ELLIPTIC RANDOM MATRICES
SEAN O’ROURKE AND DAVID RENFREW
Abstract. We consider a class of elliptic random matrices which generalize
two classical ensembles from random matrix theory: Wigner matrices and
random matrices with iid entries. In particular, we establish a central limit
theorem for linear eigenvalue statistics of real elliptic random matrices under
the assumption that the test functions are analytic. As a corollary, we extend
the results of Rider and Silverstein [27] to real iid random matrices.
1. Introduction
Eigenvalues of large dimensional random matrices have been widely studied in
recent years due, in part, to their relevance to statistics, computer science, and
theoretical physics. Two classical ensembles which have received considerable at-
tention are Wigner matrices and iid random matrices. Elliptic random matrices
(defined below in Section 1.3) were original introduced by Girko [14, 15] as a nat-
ural generalization of both Wigner matrices and iid random matrices.
1.1. Classical ensembles. We begin with some definitions and examples.
Definition 1.1 (Wigner matrix). Let ξ, ζ be real random variables. We sayYN is a
real symmetric Wigner matrix of size N with atom variables ξ, ζ if YN = (yij)
N
i,j=1
is a random real symmetric N ×N matrix that satisfies the following conditions.
• {yij : 1 ≤ i ≤ j ≤ N} is a collection of independent random variables.
• {yij : 1 ≤ i < j ≤ N} is a collection of independent and identically dis-
tributed (iid) copies of ξ.
• {yii : 1 ≤ i ≤ N} is a collection of iid copies of ζ.
The prototypical example of a Wigner real symmetric matrix is the Gaussian
orthogonal ensemble (GOE). The GOE is defined by the probability distribution
P(dM) =
1
ZN
exp
(
−1
4
trM2
)
dM
on the space of N ×N real symmetric matrices, where dM refers to the Lebesgue
measure on the N(N +1)/2 different elements of the matrix. Here ZN denotes the
normalization constant. So for a matrix YN = (yij)
N
i,j=1 drawn from the GOE, the
elements {yij : 1 ≤ i ≤ j ≤ N} are independent Gaussian random variables with
mean zero and variance 1 + δij .
Definition 1.2 (iid random matrix). Let ξ be a random variable. We say YN is
an iid random matrix of size N with atom variable ξ if YN is a N × N matrix
whose entries are iid copies of ξ.
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In 1965, Ginibre [13] introduced several classes of iid random matrices. The
complex (real) Ginibre ensemble consists of N × N matrices whose entries are iid
copies of a standard complex (real) Gaussian random variable.
For bothWigner and iid randommatrix ensembles, the most basic object of study
is the limiting spectral distribution of the eigenvalues. For any N ×N matrix M,
we let λ1(M), . . . , λN (M) denote the eigenvalues of M. In this case, the empirical
spectral measure µM is given by
µM :=
1
N
N∑
i=1
δλi(M).
In general, µM is a probability measure supported on C. However, if the matrixM
is Hermitian, then the eigenvalues λ1(M), . . . , λN (M) are real. In this case, µM is
a probability measure on R.
A fundamental result for Wigner random matrices is Wigner’s semicircle law [4,
Theorem 2.5]. In particular, Wigner’s semicircle law describes the convergence of
the empirical spectral measure of 1√
N
YN when YN is a Wigner matrix.
Theorem 1.3 (Wigner’s semicircle law). Let ξ, ζ be real random variables, and
assume ξ has mean zero and unit variance. For each N ≥ 1, let YN be a real
symmetric Wigner matrix of size N with atom variables ξ, ζ. Then, for any bounded
and continuous function f : R→ R,∫
R
f(x)dµ 1√
N
YN
(x) −→
∫ 2
−2
f(x)
1
2pi
√
4− x2dx
almost surely as N →∞.
Remark 1.4. One can write∫
R
f(x)dµ 1√
N
YN
(x) =
1
N
N∑
i=1
f
(
λi
(
1√
N
YN
))
.
In this way, Wigner’s semicircle law can be viewed as a law of large numbers for
Wigner matrices.
For iid random matrices, the limiting empirical spectral measure is described
by the circular law. Many authors have proved versions of the circular law under
various assumptions on the atom variable ξ; see for instance [2, 8, 16, 26, 33, 34]
and references therein. We present the most general version due to Tao and Vu
[34].
Theorem 1.5 (Circular Law). Let ξ be a complex random variable with mean zero
and unit variance. For each N ≥ 1, let YN be an iid random matrix of size N with
atom variable ξ. Then, for any bounded and continuous function f : C→ C,∫
C
f(z)dµ 1√
N
YN
(z) −→ 1
pi
∫
U
f(z)d2z
almost surely as N →∞, where U is the unit disk in the complex plane and d2z =
dRe(z)d Im(z).
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1.2. Fluctuations of linear eigenvalue statistics. While both Wigner’s semi-
circle law and the circular law can be viewed as versions of the law of large numbers
for random matrices, it is also natural to consider the fluctuations of linear spectral
statistics. That is, for any N ×N matrix M, we wish to study the sum
tr f(M) :=
N∑
i=1
f(λi(M)),
where f is a sufficiently smooth test function.
Unlike the classical central limit theorem, the variance of linear spectral statistics
for many ensembles of random matrices is O(1) as the size of the matrix tends to
infinity1. More precisely, if YN is a Wigner or iid random matrix of size N , then,
for any sufficiently smooth test function f ,
lim sup
N→∞
Var
[
tr f
(
1√
N
YN
)]
<∞.
A variety of results can be found in the random matrix literature concerning the
fluctuations of linear spectral statistics for various random matrix ensembles under
differing assumptions on the test functions f . We refer the reader to [1, 3, 10, 11,
18, 20, 24, 27, 28, 29, 30, 31] and references therein. We present the following result
for Wigner random matrices due to Shcherbina [28].
Theorem 1.6 (Shcherbina [28]). Let ξ be a real random variable with mean zero,
unit variance, and E|ξ|4 <∞. Let ζ be a real random variable with mean zero and
variance σ2. For each N ≥ 1, let YN be a real symmetric Wigner matrix of size N
with atom variables ξ, ζ. Let f be a real-valued test function which satisfies∫
(1 + 2|l|)3/2+ε|fˆ(l)|2dl <∞
for some ε > 0, where
fˆ(l) :=
1√
2pi
∫
f(x)eixldx
is the Fourier transform of f . Then
tr f
(
1√
N
YN
)
− E tr f
(
1√
N
YN
)
converges in distribution as N →∞ to a mean-zero Gaussian random variable with
variance
1
2pi2
∫ 2
−2
∫ 2
−2
(
f(x)− f(y)
x− y
)2
4− xy√
4− x2
√
4− y2 dxdy
+
E|ξ|4 − 3
2pi2
(∫ 2
−2
f(x)
2− x2√
4− x2 dx
)2
+
σ2 − 2
4pi2
(∫ 2
−2
f(x)x√
4− x2 dx
)2
.
A similar result was obtained for iid random matrices with complex entries by
Rider and Silverstein [27].
Theorem 1.7 (Rider-Silverstein [27]). Let ξ be a complex random variable with
mean zero, unit variance, and which satisfies
(i) E[ξ2] = 0,
1See Section 2.2 for a complete description of the asymptotic notation used here and throughout
the paper.
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(ii) E|ξ|k ≤ kαk for k > 2 and some α > 0,
(iii) Re(ξ) and Im(ξ) possess a bounded joint density.
For each N ≥ 1, let YN be an iid random matrix with atom variable ξ. Consider
test functions f1, . . . , fk analytic in a neighborhood of the disk |z| ≤ 4 and otherwise
bounded. Then, as N →∞, the random vector(
tr fj
(
1√
N
YN
)
−Nfj(0)
)k
j=1
converges in distribution to a mean-zero multivariate Gaussian vector (G(f1), . . . ,G(fk))
with covariances
E[G(fi)G(fj)] = 1
pi
∫
U
d
dz
fi(z)
d
dz
fj(z)d
2z,
in which U is the unit disk and d2z = dRe(z)d Im(z).
A version of Theorem 1.7 was proved by Nourdin and Peccati [24] when YN is
a real iid random matrix and f1, . . . , fk are polynomials.
1.3. Elliptic random matrices. Elliptic randommatrices generalize both Wigner
matrices and iid random matrices.
Definition 1.8 (Real elliptic random matrix). Let (ξ1, ξ2) be a random vector in
R2, and let ζ be a real random variable. We say YN = (yij)
N
i,j=1 is a N ×N real
elliptic random matrix with atom variables (ξ1, ξ2), ζ if the following conditions
hold.
• (independence) {yii : 1 ≤ i ≤ N} ∪ {(yij , yji) : 1 ≤ i < j ≤ N} is a
collection of independent random elements.
• (off-diagonal entries) {(yij , yji) : 1 ≤ i < j ≤ N} is a collection of iid copies
of (ξ1, ξ2).
• (diagonal entries) {yii : 1 ≤ i ≤ N} is a collection of iid copies of ζ.
Let YN be a N ×N real elliptic random matrix with atom variables (ξ1, ξ2), ζ.
Assume ξ1, ξ2 have mean zero and unit variance. The key parameter when studying
elliptic randommatrices turns out to be the covariance ρ := E[ξ1ξ2]. By the Cauchy-
Schwarz inequality, it follows that |ρ| ≤ 1.
If ρ = 1, then ξ1 = ξ2 almost surely and hence YN is a real symmetric Wigner
matrix. If ξ1, ξ2, ζ are iid, then ρ = 0 and YN is an iid random matrix.
For elliptic random matrices, the limiting spectral distribution is known as the
elliptic law. In particular, the limiting distribution is given by the uniform measure
on the ellipsoid
Eρ :=
{
z ∈ C : (Re z)
2
(1 + ρ)2
+
(Im z)2
(1− ρ)2 < 1
}
(1.1)
for |ρ| < 1. Versions of the elliptic law, under various assumptions on the entries,
have been established in [22, 23].
Theorem 1.9 (Elliptic law). Let (ξ1, ξ2) be a random vector in R
2, where ξ1, ξ2
each have mean zero and unit variance. Set ρ := E[ξ1ξ2], and assume |ρ| < 1. Let
ζ be a real random variable with mean zero and finite variance. For each N ≥ 1, let
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YN be an N ×N real elliptic random matrix with atom variables (ξ1, ξ2), ζ. Then,
for any bounded and continuous f : C→ C,∫
C
f(z)dµ 1√
N
YN
(z) −→ 1
pi(1− ρ2)
∫
Eρ
f(z)d2z
almost surely as N →∞, where Eρ is defined in (1.1) and d2z = dRe(z)d Im(z).
2. New results
The goal of this note is to study the fluctuations of linear eigenvalues statistics
for elliptic random matrices. That is, we will prove versions of Theorems 1.6 and 1.7
for a class of real elliptic random matrices. In particular, we consider real elliptic
random matrices whose atom variables (ξ1, ξ2), ζ satisfy the following conditions.
Definition 2.1 (Condition C0). We say the atom variables (ξ1, ξ2), ζ satisfy con-
dition C0 if
(i) ξ1, ξ2 each have mean zero and unit variance,
(ii) ζ has mean zero and variance σ2,
(iii) there exists τ > 0 such that
E|ξ1|6+τ + E|ξ2|6+τ + E|ζ|4+τ <∞. (2.1)
Recall the definition of the ellipsoid Eρ given in (1.1) for |ρ| < 1. For ρ = 1,
we define E1 to be the interval [−2, 2] on the real line. For ρ = −1, let E−1 be
the interval from −2i to 2i on the imaginary axis. For any δ > 0, define the
neighborhoods
Eρ,δ := {z ∈ C : dist(z, Eρ) ≤ δ} .
As in [25], we will also need the function
m(z) :=
{
−z+
√
z2−4ρ
2ρ for ρ 6= 0−1
z for ρ = 0
, (2.2)
where
√
z2 − 4ρ is the branch of the square root with branch cut [−2√ρ, 2√ρ] for
ρ > 0 and [−2√|ρ|, 2√|ρ|]i for ρ < 0, and which equals z at infinity. In particular,
the function m(z) is analytic outside Eρ and satisfies
m(z) = − 1
z + ρm(z)
.
We are now ready to state our main result.
Theorem 2.2 (Main result). For each N ≥ 1, let YN be an N × N real elliptic
random matrix with atom variables (ξ1, ξ2), ζ which satisfy condition C0. Set ρ :=
E[ξ1ξ2]. Let δ > 0. Let f1, . . . , fk be analytic in a neighborhood of Eρ,δ and bounded
otherwise. In addition, assume
fj(z) + fj(z¯) ∈ R (2.3)
for all z ∈ Eρ,δ and each 1 ≤ j ≤ k. Then, as N →∞, the random vector(
tr fj
(
1√
N
YN
)
− E tr fj
(
1√
N
YN
))k
j=1
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converges in distribution to a mean-zero multivariate Gaussian vector (G(f1), . . . ,G(fk))
with covariances
E[G(fi)G(fj)] := − 1
4pi2
∮
C
∮
C
fi(z)fj(w)υ(z, w)dzdw (2.4)
= − 1
4pi2
∮
C
∮
C
f ′i(z)f
′
j(w)m(z)m(w)β(z, w)dzdw,
where C is the contour around the boundary of Eρ,δ,
υ(z, w) :=
∂2
∂z∂w
m(z)m(w)β(z, w), (2.5)
β(z, w) := σ2 − ρ− 1− log(1− ρm(z)m(w))
m(z)m(w)
− log(1−m(z)m(w))
m(z)m(w)
+
(
E[ξ21ξ
2
2 ]− 2ρ2 − 1
2
)
m(z)m(w), (2.6)
and m(z) is defined in (2.2).
Remark 2.3. We only require that the functions f1, . . . , fk be analytic in a neigh-
borhood of Eρ. As remarked in [27], this is a more natural assumption than in
Theorem 1.7, which requires analyticity on a larger domain. The proof in [27] uses
estimates for the spectral norm of YN but not for the spectral radius. In Appen-
dix A, we prove, using techniques from [25], a sufficiently strong estimate on the
spectral radius to use as an input in our proof.
Remark 2.4. Condition (2.3) ensures that tr fj
(
1√
N
YN
)
is real valued. This is a
natural condition since we only consider elliptic random matrices with real entries.
Many analytic functions possess this property. For instance, if
f(z) =
∞∑
n=0
anz
n
in a neighborhood of Eρ,δ, where an ∈ R, then f satisfies condition (2.3).
Furthermore, if f is an analytic function that does not satisfy condition (2.3),
then f(z) can be rewritten as 12
(
f(z) + f(z)
)
+ 12
(
f(z)− f(z))
)
. The functions
1
2
(
f(z) + f(z)
)
and 12i
(
f(z)− f(z)
)
both satisfy condition (2.3). Thus, Theorem
2.2 can be applied to compute the limiting covariances of the real and imaginary
parts of tr f
(
1√
N
YN
)
. See Remark 2.9 for further discussion.
Remark 2.5. When ξ1, ξ2, ζ are iid random variables with mean zero and unit
variance (hence ρ = 0), it follows that
v(z, w) =
1
(1− zw)2 .
Up to a factor of 1pi , this function is the Bergman kernel function for the unit disk
in C. See [5] for further details regarding the Bergman kernel.
In the case that ξ1, ξ2, ζ are iid random variables, we have the following imme-
diate corollary. (See also Remark 2.5 above.)
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Corollary 2.6. Let ξ be a real random variable with mean zero, unit variance, and
E|ξ|6+τ <∞, for some τ > 0. For each N ≥ 1, let YN be a iid random matrix of
size N . Let f1, . . . , fk be analytic in a neighborhood of the disk |z| ≤ 1 and bounded
otherwise. In addition, assume (2.3) holds for all z in a neighborhood of the disk
|z| ≤ 1 and each 1 ≤ j ≤ k. Then, as N →∞, the random vector(
tr fj
(
1√
N
YN
)
− E tr fj
(
1√
N
YN
))k
j=1
converges in distribution to a mean-zero multivariate Gaussian vector (G(f1), . . . ,G(fk))
with covariances
E[G(fi)G(fj)] := − 1
4pi2
∮
C
∮
C
fi(z)fj(w)(1 − zw)−2dzdw,
where C is a contour lying within the region of analyticity of f1, . . . , fk, but enclosing
the unit disk.
Remark 2.7. It follows from the calculations in [27] that
− 1
4pi2
∮
C
∮
C
fi(z)fj(w)(1 − zw)−2dzdw = 1
pi
∫
U
d
dz
fi(z)
d
dz
fj(z)d
2z,
where U is the unit disk and d2z = dRe(z)d Im(z).
The expression for the covariance E[G(fi)G(fj)] given in (2.4) is rather unin-
tuitive. In the case when ρ = 1 and YN is a real-symmetric Wigner matrix, the
covariance can be written in terms of the Chebyshev polynomials and as an integral
involving the semicircle density function; see [4, Chapter 9] and Theorem 1.6 for
further details. In Proposition 2.8 below, we show that for general −1 ≤ ρ ≤ 1, the
covariance is related to a suitably rescaled version of the Chebyshev polynomials.
Proposition 2.8. Under the assumptions of Theorem 2.2, there exists 0 < r < 1
(depending only on δ) such that
E[G(fi)G(fj)] = (σ2 − ρ− 1)a1(fi)a1(fj) +
(
E[ξ21ξ
2
2 ]− 2ρ2 − 1
)
a2(fi)a2(fj)
+
∞∑
l=1
l(1 + ρl)al(fi)al(fj),
where
al(f) :=
1
2pii
∮
|s|=r
sl−1f(ρs+ 1/s)ds
for l ≥ 1. Furthermore, if Tj is the jth Chebyshev polynomial, and Fj(z) :=
2ρj/2Tj(z/(2
√
ρ)) for ρ 6= 0 (and Fj(z) := zj for the case when ρ = 0), one has
E[G(Fj)G(Fk)] = δjk
(
(σ2 − ρ− 1)δ1j +
(
E[ξ21ξ
2
2 ]− 2ρ2 − 1
)
δ2j + j(1 + ρ
j)
)
,
where δjk is the Kronecker delta.
The polynomials Fl introduced above are known as the Faber polynomials as-
sociated with the function ρz + z−1 or the domain Eρ; see, for instance, [12, 21].
The Faber polynomials form a basis for analytic functions on Eρ such that f(z) =∑∞
l=0 alFl(z); see the proof of Proposition 2.8 and (2.8) below for further details.
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Proof of Proposition 2.8. We assume ρ 6= 0. The ρ = 0 case was studied in [27],
and our argument can easily be modified to handle that case as well.
When computing the covariance in (2.4) we can, by Cauchy’s theorem, integrate
along C′, parametrized by z = rρeit + r−1e−it, 0 ≤ t ≤ 2pi for some 0 < r < 1
sufficiently close to 1. Note that in contrast to all other contours of integration,
this contour is traversed counter-clockwise.
Then changing variables s = m(z) and t = m(w), so z = ρs + s−1 and w =
ρt+ t−1, leads to
E[G(fi)G(fj)] = − 1
4pi2
∮
C′
∮
C′
fi(z)fj(w)
(
m′(z)m′(w)(σ2 − ρ− 1) (2.7)
+
ρm′(z)m′(w)
(1− ρm(z)m(w))2 +
m′(z)m′(w)
(1−m(z)m(w))2
+
(
E[ξ21ξ
2
2 ]− 2ρ2 − 1
)
m′(z)m′(w)m(z)m(w)
)
dzdw
= − 1
4pi2
∮
|s|=r
∮
|t|=r
fi(ρs+ 1/s)fj(ρt+ 1/t)
(
(σ2 − ρ− 1)
− −ρ
(1− ρst)2 −
−1
(1− st)2 +
(
E[ξ21ξ
2
2 ]− 2ρ2 − 1
)
st
)
dsdt
= − 1
4pi2
∮
|s|=r
∮
|t|=r
fi(ρs+ 1/s)fj(ρt+ 1/t)
(
(σ2 − ρ− 1)
+
∞∑
l=1
l(1 + ρl)(st)l−1 +
(
E[ξ21ξ
2
2 ]− 2ρ2 − 1
)
st
)
dsdt.
On the other hand, for an arbitrary function f analytic in a neighborhood con-
taining Eρ, we have
f(z) =
1
2pii
∮
C′
f(s)
z − sds =
1
2pii
∮
|s|=r
f(ρs+ 1/s) dds (ρs+ 1/s)
z − (ρs+ 1/s) ds.
Rewriting, we obtain
ρ− 1/s2
z − (ρs+ 1/s) = s
−1
(
2
1− s2z
1− sz + ρs2 − 1
)
,
and recalling that
∑∞
l=0 Tl(x)t
l = 1−tx1−2tx+t2 is the generating function for the Cheby-
shev polynomials, we find that
ρ− 1/s2
z − (ρs+ 1/s) = 2s
−1
∞∑
l=0
(
√
ρ)
l
Tl(z/(2
√
ρ))sl − s−1.
Thus, we obtain the following expansion of f in terms of the rescaled Chebyshev
polynomials:
f(z) =
∞∑
l=0
al(f)Fl(z), (2.8)
where
al(f) :=
1
2pii
∮
|s|=r
sl−1f(ρs+ 1/s)ds,
F0 := 1, and Fl(z) := 2ρ
l/2Tl(z/(2
√
ρ)) for l ≥ 1.
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Returning to the covariance, (2.7), we conclude that
E[G(fi)G(fj)] = (σ2 − ρ− 1)a1(fi)a1(fj) +
∞∑
l=1
l(1 + ρl)al(fi)al(fj)
+
(
E[ξ21ξ
2
2 ]− 2ρ2 − 1
)
a2(fi)a2(fj),
as desired. 
Remark 2.9. Consider a function f analytic in a neighborhood that contains Eρ
and bounded otherwise, and assume f does not satisfy (2.3). In view of Proposition
2.8 and (2.8), we can write
f(z) =
∞∑
l=0
al(f)Fl(z),
where Fl are the Faber polynomials associated to the domain Eρ (see [12, 21] for
further details). Thus, the functions
g(z) :=
∞∑
l=0
Re(al(f))Fl(z)
and
h(z) :=
∞∑
l=0
Im(al(f))Fl(z)
both satisfy the assumptions of Theorem 2.2. Applying Theorem 2.2 to the func-
tions g and h, we find that
tr f
(
1√
N
YN
)
− E tr f
(
1√
N
YN
)
converges in distribution, as N → ∞, to the mean-zero complex Gaussian G(g) +
iG(h).
Theorem 2.2 will follow from the slightly more technical Theorem 2.10 below. We
first state some notation. For an N ×N matrix M, let σ1(M) ≥ · · · ≥ σN (M) ≥ 0
denote the singular values of M. In particular, σN (M) is the least singular value
of M and can be written
σN (M) = min‖x‖=1
‖Mx‖.
Here ‖x‖ denotes the Euclidean norm of the vector x. A bound for the least singular
value of a shifted elliptic random matrix will play a significant role in the proof of
Theorem 2.10.
Theorem 2.10. For each N ≥ 1, let YN be an N ×N real elliptic random matrix
with atom variables (ξ1, ξ2), ζ which satisfy condition C0. Set ρ := E[ξ1ξ2]. Let
f1, . . . , fk be analytic in a neighbor of Eρ,δ for some δ > 0, and assume (2.3) holds
for all z ∈ Eρ,δ and each 1 ≤ j ≤ k. Then there exists c > 0 such that the event
EN :=
{
inf
dist(z,Eρ)≥δ
σN
(
1√
N
YN − zI
)
≥ c
2
}
, (2.9)
holds with probability 1− o(N−1), and, as N →∞, the random vector(
tr fj
(
1√
N
YN
)
1EN − E tr fj
(
1√
N
YN
)
1EN
)k
j=1
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converges in distribution to a mean-zero multivariate Gaussian vector (G(f1), . . . ,G(fk))
with covariances
E[G(fi)G(fj)] := − 1
4pi2
∮
C
∮
C
fi(z)fj(w)υ(z, w)dzdw
= − 1
4pi2
∮
C
∮
C
f ′i(z)f
′
j(w)m(z)m(w)β(z, w)dzdw,
where 1EN denotes the indicator function of the event EN , C is the contour around
the boundary of Eρ,δ and m(z), υ(z, w), β(z, w) are defined in (2.2), (2.5), (2.6).
Remark 2.11. On the event EN (defined in (2.9)) all eigenvalues of
1√
N
YN are
contained in the interior of Eρ,δ. Indeed, we observe that z is an eigenvalue of
1√
N
YN if and only if
det
(
1√
N
YN − zIN
)
= 0,
where IN is the N ×N identity matrix. Since∣∣∣∣det( 1√NYN − zIN
)∣∣∣∣ = N∏
i=1
σi
(
1√
N
YN − zIN
)
,
it follows that z is an eigenvalue of 1√
N
YN if and only if σN
(
1√
N
YN − zIN
)
= 0.
We now prove Theorem 2.2 assuming Theorem 2.10.
Proof of Theorem 2.2. Define
XN :=
1√
N
YN .
By the Crame´r-Wold device, it suffices to consider linear combinations of the real
random variables
tr fj (XN )− E tr fj (XN ) , 1 ≤ j ≤ k.
Let f be a linear combination of f1, . . . , fk. Then f is analytic in a neighborhood
of Eρ,δ and bounded otherwise. We write
tr f (XN )− E tr f (XN ) = tr f (XN )1EN − E tr f (XN )1EN
+ tr f (XN ) 1EC
N
− E tr f (XN )1EC
N
,
where ECN denotes the complement of the event EN . Thus, in view of Theorem
2.10, it suffices to show that
tr f (XN )1EC
N
− E tr f (XN )1EC
N
converges to zero in probability as N →∞.
Also from Theorem 2.10, we observe that P(ECN ) = o(N
−1). Therefore, we have
E
∣∣∣tr f(XN )1EC
N
∣∣∣ ≤ N‖f‖∞P(ECN ) = o(1),
where ‖ · ‖∞ denotes the supremum norm. Finally, we note that, for any η > 0,
P
(∣∣∣tr f (XN )1EC
N
∣∣∣ > η) ≤ P(ECN ) = o(N−1),
and the proof of Theorem 2.2 is complete. 
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2.1. Overview and organization. It remains to prove Theorem 2.10. Broadly
speaking the proof of Theorem 2.10 proceeds as follows. For any analytic function
f , we write
tr f
(
1√
N
YN
)
1EN − E tr f
(
1√
N
YN
)
1EN =
−1
2pii
∮
C
f(z)ΞN (z)dz,
where C is a contour whose interior contains the eigenvalues of 1√
N
YN ,
ΞN (z) := tr
(
1√
N
YN − zIN
)−1
1EN − E tr
(
1√
N
YN − zIN
)−1
1EN ,
and IN denotes the N ×N identity matrix. We view ΞN (z) as a process in z ∈ C.
Thus, the proof of Theorem 2.10 reduces to showing that ΞN converges weakly to
an appropriate Gaussian process in the space of continuous functions on the contour
C. The main technical challenge that arises when working with ΞN (z) is the need to
bound the spectral norm of the matrix
(
1√
N
YN − zIN
)−1
(or, equivalently, control
the least singular value of 1√
N
YN − zIN), and hence it becomes necessary to work
on the event EN .
The paper is organized as follows. In Section 3, we present some preliminary
tools we will need to prove Theorem 2.10, including a bound on the least singular
value of 1√
N
YN − zIN . We begin the proof of Theorem 2.10 in Section 4. In
Sections 5 and 6, we show that a truncated version of ΞN converges weakly to a
Gaussian process in the space of continuous functions on an appropriately chosen
contour C. In general, these two sections are based on [4, Chapter 9] and [27].
In fact, our proof seems to inherit many of the technical challenges present in [4,
Chapter 9] and [27]. In particular, the material presented in these two sections is
rather technical and some of the calculations are tedious. Finally, we complete the
proof of Theorem 2.10 in Section 7. In addition, the appendix contains a number
of auxiliary results.
2.2. Notation. We use asymptotic notation (such as O, o) under the assumption
that N →∞. We use X = O(Y ) to denote the bound X ≤ CY for all sufficiently
large N and for some constant C. Notation such as X = Ok(Y ) mean that the
hidden constant C depends on another constant k. X = o(Y ) or Y = ω(X) means
that X/Y → 0 as N →∞.
An event E, which depends on N , is said to hold with overwhelming probability
if P(E) ≥ 1−OC(N−C) for every constant C > 0. We let 1E denote the indicator
function of the event E. EC denotes the complement of the event E. We write a.s.
for almost surely.
For any matrix M, we denote the Hilbert-Schmidt norm ‖M‖2 by the formula
‖M‖2 :=
√
tr(MM∗) =
√
tr(M∗M).
Let ‖M‖ denote the spectral norm of M. We let IN denote the N × N identity
matrix. Often we will just write I for the identity matrix when the size can be
deduced from the context.
We let C andK denote constants that are non-random and may take on different
values from one appearance to the next. The notation Kp means that the constant
K depends on another parameter p.
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3. Preliminary tools
Let YN be an elliptic random matrix with atom variables (ξ1, ξ2), ζ which satisfy
condition C0. Define
XN :=
1√
N
YN .
3.1. Truncation. Instead of working with the matrix YN directly, we will work
with a truncated version of this matrix. From (2.1), there exists ε > 0 such that,
taking εN := N
−ε,
lim
N→∞
1
ε6N
E|ξi|61{|ξi|>εN√N} = 0 (3.1)
for i = 1, 2 and
lim
N→∞
1
ε4N
E|ζ|41{|ζ|>εN√N} = 0.
Define
ξ˜i = ξi1{|ξi|≤εN
√
N} − Eξi1{|ξi|≤εN√N}
for i = 1, 2 and
ζ˜ = ζ1{|ζ|≤εN
√
N} − Eζ1{|ζ|≤εN√N}.
We also define
ξˆi =
ξ˜i√
Var(ξ˜i)
, ζˆ = σ
ζ˜√
Var(ζ˜)
for i = 1, 2. Set ρˆ := E[ξˆ1ξˆ2]. Of course, ξ˜i, ξˆi, ζ˜, ζˆ , ρˆ depend on N , but we do not
denote this dependence in our notation.
Lemma 3.1 (Truncation). Assume the atom variables (ξ1, ξ2), ζ satisfy condition
C0. Then
(i) |1−Var(ξ˜i)| = o(ε2NN−2) for i = 1, 2,
(ii) |σ2 −Var(ζ˜)| = o(ε2NN−1),
(iii) there exists N0 > 0 such that for any N > N0, ξˆ1, ξˆ2 both have mean zero and
unit variance, ζˆ has mean zero and variance σ2, and a.s.
|ξˆi| ≤ 4εN
√
N and |ζˆ| ≤ 4εN
√
N
for i = 1, 2,
(iv) there exists N0 > 0 such that for any N > N0,
E|ξˆi|6 ≤ 212E|ξi|6 and E|ζˆ|4 ≤ 28E|ζ|4
for i = 1, 2,
(v) ρˆ = ρ+ o(N−1),
(vi) E[ξˆ21 ξˆ
2
2 ] = E[ξ
2
1ξ
2
2 ] + o(1).
Proof. For (i) and (ii), we observe that
|1−Var(ξ˜i)| ≤ 2E|ξi|21{|ξi|>εN√N} ≤
1
ε4NN
2
E|ξi|61{|ξi|>εN√N} = o(ε2NN−2)
and, similarly, |σ2 −Var(ζ˜)| = o(ε2NN−1).
By the estimates above, there exists N0 > 0 such that Var(ξ˜1) ≥ 1/4, Var(ξ˜2) ≥
1/4, and Var(ζ˜) ≥ σ2/4 for all N > N0. Taking N > N0, we observe that ξˆ1, ξˆ2 have
mean zero and unit variance, and ζˆ has mean zero and variance σ2 by construction.
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In addition, the almost sure bounds in (iii) follow from the bounds above and the
definitions of ξ˜1, ξ˜2, ζ˜.
For (iv), we take N0 as above. Then for N > N0, we obtain E|ξˆi|6 ≤ 26E|ξ˜i|6. By
the binomial theorem and Ho¨lder’s inequality, we conclude that E|ξ˜i|6 ≤ 26E|ξi|6
for i = 1, 2. Similarly, we have E|ζˆ|4 ≤ 28E|ζ|4.
We now prove (v). We observe that
|ρˆ− ρ| ≤ |ρˆ− ρ˜|+ |ρ˜− ρ|,
where ρ˜ := E[ξ˜1ξ˜2]. For the first term, we apply the Cauchy–Schwarz inequality
and obtain
|ρˆ− ρ˜| =
∣∣∣E[ξˆ1ξˆ2 − ξ˜1ξ˜2]∣∣∣
≤
√
E|ξˆ1|2E|ξˆ2|2
∣∣∣∣1−√Var(ξ˜1)√Var(ξ˜2)∣∣∣∣
≤
∣∣∣1−Var(ξ˜1)Var(ξ˜2)∣∣∣
≤
∣∣∣1−Var(ξ˜1)∣∣∣+Var(ξ˜1) ∣∣∣1−Var(ξ˜2)∣∣∣
= o(ε2NN
−2)
by (i).
For the second term, we have
|ρ˜− ρ| ≤
2∑
i=1
(√
E|ξi|21{|ξi|>εN√N} + E|ξi|1{|ξi|>εN√N}
)
+
√
E|ξ1|21{|ξ1|>εN√N}E|ξ2|21{|ξ2|>εN√N}
+ E|ξ1|1{|ξ1|>εN√N}E|ξ2|1{|ξ2|>εN√N}
by the Cauchy–Schwarz inequality. It now follows from (3.1) that |ρ˜−ρ| = o(N−1).
This completes the proof of (v).
The treatment of (vi) is similar. Indeed, (vi) follows from (i) and the dominated
convergence theorem; we omit the details. 
Define
y˜ij = yij1{|yij|≤εN
√
N} − Eyij1{|yij|≤εN√N}.
For i 6= j, we define
yˆij =
y˜ij√
Var(y˜ij)
,
and for the diagonal entries, we define
y˜ii = σ
y˜ii√
Var(y˜ii)
.
Define the matrices Y˜N = (y˜ij)
N
i,j=1 and YˆN = (yˆij)
N
i,j=1 as well as
X˜N :=
1√
N
Y˜N , XˆN :=
1√
N
YˆN .
Using Lemma 3.1, we will verify the following bounds.
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Lemma 3.2. Under the assumptions of Theorem 2.10,
E‖XN − XˆN‖22 = o(ε2NN−1) (3.2)
and
P
(
‖XN − XˆN‖ > εN
)
= o(N−1). (3.3)
Proof. By Markov’s inequality,
P
(
‖XN − XˆN‖ > εN
)
≤ 1
ε2N
E‖XN − XˆN‖2 ≤ 1
ε2N
E‖XN − XˆN‖22.
Thus, it suffices to prove (3.2).
By the triangle inequality,
E‖XN − XˆN‖22 ≤ 2
(
E‖XN − X˜N‖22 + E‖X˜N − XˆN‖22
)
.
We will show that both terms on the right-hand side are o(ε2NN
−1). For the first
term, we observe that
E‖XN − X˜N‖22 =
1
N
N∑
i,j=1
E|yij − y˜ij |2
≤ 4
N
N∑
i,j=1
E|yij |21{|yij|>εN√N}
≤ 4
ε4NN
E|ξ1|61{|ξ1|>εN√N} +
4
ε4NN
E|ξ2|61{|ξ2|>εN√N}
+
4
ε2NN
E|ζ|41{|ζ|>εN√N}
= o(ε2NN
−1).
Similarly, by Lemma 3.1, we obtain
E‖X˜N − XˆN‖22 ≤
1
N
∑
i6=j
E|yˆij |2
∣∣∣∣√Var(y˜ij)− 1∣∣∣∣+ 1N
N∑
i=1
E|yˆii|2
∣∣∣∣∣
√
Var(y˜ii)
σ
− 1
∣∣∣∣∣
≤ 1
N
∑
i6=j
E|yˆij |2|Var(y˜ij)− 1|+ 1
N
N∑
i=1
E|yˆii|2
∣∣∣∣Var(y˜ii)σ2 − 1
∣∣∣∣
≤ N |Var(ξ˜1)− 1|+N |Var(ξ˜2)− 1|+ |Var(ζ˜)− σ2|
= o(ε2NN
−1).
The proof of the lemma is now complete by combining the bounds above. 
3.2. Least singular value bound. We will also need the following result which
allows us to control the least singular value of XN given control of the least singular
value of the truncated matrix XˆN .
Lemma 3.3. Let D ⊂ C. Then, under the assumptions of Theorem 2.10, for any
c > 0,
P
(
inf
z∈D
σN (XN − zI) < c/2
)
≤ P
(
inf
z∈D
σN (XˆN − zI) < c
)
+ o(N−1).
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Proof. We observe that
P
(
inf
z∈D
σN (XN − zI) < c/2
)
= P
(
inf
z∈D
σN (XN − zI) < c/2 and ‖XN − XˆN‖ ≤ εN
)
+ P
(
inf
z∈D
σN (XN − zI) < c/2 and ‖XN − XˆN‖ > εN
)
≤ P
(
inf
z∈D
σN (XN − zI) < c/2 and ‖XN − XˆN‖ ≤ εN
)
+ o(N−1)
by Lemma 3.2.
Now, if there exists zo ∈ D such that σN (XN − z0I) < c/2 and ‖XN − XˆN‖ ≤
εN < c/2, then by Weyl’s inequality σN (XˆN − z0I) < c. Thus, we conclude that,
for N sufficiently large (so that εN < c/2),
P
(
inf
z∈D
σN (XN − zI) < c/2 and ‖XN − XˆN‖ ≤ εN
)
≤ P
(
inf
z∈D
σN (XˆN − zI) < c
)
,
and the proof is complete. 
We will need the following bound on the least singular value of XˆN .
Theorem 3.4. Under the assumptions of Theorem 2.10, for any δ > 0, there exists
c > 0 such that the event {
inf
dist(z,Eρ)≥δ
σN (XˆN − zI) ≥ c
}
holds with overwhelming probability.
The proof of Theorem 3.4 follows the arguments from [25]; we present the proof
in Appendix A.
From Theorem 3.4 and Lemma 3.3, we immediately obtain the following analog
of Theorem 3.4 for the event EN (defined in (2.9)).
Corollary 3.5. Under the assumptions of Theorem 2.10, for any δ > 0, there
exists c > 0 such that P(ECN ) = o(N
−1).
4. Proof of Theorem 2.10
Define the resolvents
GN (z) := (XN − zI)−1, GˆN (z) := (XˆN − zI)−1
for z ∈ C. Also, for any 1 ≤ k ≤ N , let XˆN,k be the matrix XˆN with the k-
th row and k-th column removed. We will index the entries of XˆN,k by the set
{1, . . . , k − 1, k + 1, . . . , N}. Define
GˆN,k(z) := (XˆN,k − zI)−1.
Again, we index the entries of GˆN,k(z) by the set {1, . . . , k − 1, k + 1, . . . , N}.
Fix δ > 0. Let C be the contour along the boundary of Eρ,δ. We will mostly
work on the events
EˆN :=
{
inf
z∈C
σN (XˆN − zI) ≥ c
}
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and
ΩˆN :=
N⋂
k=1
ΩˆN,k
⋂
EˆN ,
where
ΩˆN,k :=
{
inf
z∈C
σN−1(XˆN,k − zI) ≥ c
}
.
By Theorem 3.4 (applied to XˆN as well as XˆN−1), the union bound, and Corol-
lary 3.5, there exists c > 0 such that
ΩˆN holds with overwhelming probability (4.1)
and
P(ECN ) = o(N
−1). (4.2)
Here we used the fact that each XˆN,k has the same distribution as XˆN−1. Clearly,
(4.1) implies that EˆN holds with overwhelming probability.
By the Crame´r-Wold device, in order to prove Theorem 2.10, it suffices to show
that
tr f(XN )1EN − E tr f(XN )1EN
converges in distribution to an appropriate mean-zero Gaussian random variable,
where f is a linear combination of the functions f1, . . . , fk. In particular, any such
f is analytic in a neighborhood containing Eρ,δ.
Let f be a linear combination of f1, . . . , fk. In view of Remark 2.11, all eigen-
values of XN are contained on the interior of Eρ,δ on the event EN . By Cauchy’s
integral formula, we have
tr f(XN )1EN − E tr f(XN )1EN =
−1
2pii
∮
C
f(z) (trGN (z)1EN − E trGN (z)1EN ) dz.
Therefore, the proof of Theorem 2.10 reduces to showing that
trGN (z)1EN − E trGN (z)1EN
converges weakly to an appropriate Gaussian process in the space of continuous
functions on the contour C.
We now reduce to the case where we only need to consider the truncated resolvent
GˆN (z). Indeed, we observe, by the resolvent identity, that
sup
z∈C
E| trGN (z)1EN − tr GˆN (z)1ΩˆN |
≤ 2N
c
(
P(ECN ) + P(Ωˆ
C
N )
)
+ sup
z∈C
E| trGN (z)1EN (XN − XˆN )GˆN (z)1ΩˆN |
≤ 2N
c
(
P(ECN ) + P(Ωˆ
C
N )
)
+
2
c2
E‖XN − XˆN‖2.
From (4.1) and (4.2), we find that the first term is o(1). By Lemma 3.2, we observe
that the second term is also o(1). Therefore, the problem reduces to verifying the
weak convergence of
ΞˆN (z) := tr GˆN (z)1ΩˆN − E tr GˆN (z)1ΩˆN
in the space of continuous functions on the contour C.
We proceed as follows. In Section 5, we show the convergence of the finite
dimensional distributions. In Section 6, we prove that ΞˆN is tight in the space of
continuos functions on the contour C. Finally, we complete the proof of Theorem
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2.10 in Section 7. Since we will only work with the truncated process, we adjust our
notation as follows. We will no longer include the superscript decorations. Instead,
we will simply write XN ,XN,k,GN ,GN,k,ΩN ,ΞN , etc.
5. Finite dimensional distributions
This section is devoted to studying the convergence of the finite dimensional
distributions of ΞN . We will make use of the following standard central limit
theorem for martingale difference sequences.
Theorem 5.1 (Theorem 35.12 of [7]). For each N , suppose ZN1, ZN2, . . . , ZNrN
is a real martingale difference sequence with respect to the increasing σ-field {FN,j}
having second moments. Suppose, for any η > 0 and a positive constant v2,
lim
N→∞
P
∣∣∣∣∣∣
rN∑
j=1
E(Z2Nj | FN,j−1)− v2
∣∣∣∣∣∣ > η
 = 0, (5.1)
and
lim
N→∞
rN∑
j=1
E(Z2Nj1{|ZNj|≥η}) = 0. (5.2)
Then as N → ∞, the distribution of ∑rNj=1 ZNj converges weakly to a Gaussian
distribution with mean zero and variance v2.
We rewrite
ΞN (z) =
N∑
k=1
(Ek − Ek−1) trGN (z)1ΩN =:
N∑
k=1
ZN,k(z),
where Ek denotes conditional expectation with respect to the σ-algebra generated
by {yij : i, j ≤ k}. Here we use the convention that E0 denotes conditional expecta-
tion with respect to the trivial σ-algebra, and hence E0 = E. By the Crame´r-Wold
device, it suffices to verify the conditions of Theorem 5.1 for martingale difference
sums of the form
MN :=
N∑
k=1
L∑
l=1
(
αlZN,k(zl) + βlZN,k(zl)
)
=:
N∑
k=1
MN,k
for any fixed L, any choice of zl ∈ C, and any αl, βl ∈ C such that MN is real.
The goal of this section is to prove the following.
Theorem 5.2. Under the assumptions of Theorem 2.10, MN converges weakly to
a Gaussian random variable with mean zero and variance
L∑
l1,l2=1
(αl1αl2υ(zl1 , zl2) + αl1βl2υ(zl1 , zl2) + βl1αl2υ(zl1 , zl2) + βl1βl2υ(zl1 , zl2)) ,
where υ(z, w) is defined in (2.5).
We now begin the proof of Theorem 5.2. The proof is similar to the proofs given
in [4, 28] for Wigner matrices. However, in this case, the eigenvalues of YN can be
complex and special care must be taken to work on events in which the resolvent
can be adequately bounded. We will show that these events occur with sufficiently
high probability.
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5.1. A simple reduction. For each 1 ≤ k ≤ N , let rk be k-th row of XN with
the k-th entry removed, and let ck be the k-th column of XN with the k-th entry
removed.
Lemma 5.3. For any η > 0,
lim
N→∞
P(|MN −M′N | > η) = 0,
where M′N is defined by replacing each appearance of ZN,k(z) in MN,k with
Z ′N,k(z) := (Ek − Ek−1)
1 + rkG
2
N,k(z)ck
1√
N
ykk − z − rkGN,k(z)ck
1ΩN .
Proof. We begin by observing that
ΞN (z) =
N∑
k=1
(Ek − Ek−1)
(
trGN (z)1ΩN − trGN,k(z)1ΩN,k
)
.
Moreover, from (4.1), we have
N∑
k=1
E
∣∣trGN,k(z)1ΩN,k − trGN,k(z)1ΩN ∣∣ ≤ Nc
N∑
k=1
P(ΩN,k \ ΩN )
≤ N
2
c
P(ΩCN ) = o(1).
Thus, it suffices to show that on the event ΩN ,
trGN (z)− trGN,k(z) =
1 + rkG
2
N,k(z)ck
1√
N
ykk − z − rkGN,k(z)ck
. (5.3)
We note that on ΩN , the matrices XN −zI and XN,k−zI are invertible. Moreover,
from [4, Theorem A.4], the (k, k)-entry of GN (z) is given by
1
1√
N
ykk − z − rkGN,k(z)ck
.
Therefore, (5.3) will follow from Proposition 5.4 below. 
Proposition 5.4. Let AN be an N ×N matrix of the form
AN =
(
a r
c AN−1
)
,
where AN−1 is a (N − 1)× (N − 1) major submatrix, a ∈ C, r is a row vector, and
c is a column vector. Then
trAN − trAN−1 =
1 + rA−2N−1c
a− rA−1N−1c
provided AN and AN−1 are invertible and a− rA−1N−1c 6= 0.
The proof of Proposition 5.4 can be found in [17, Section 0.7].
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5.2. Preliminary tools. We will eventually proceed with another reduction. How-
ever, first we collect some preliminary tools we will need throughout this section.
We write
1√
N
ykk − z − rkGN,k(z)ck = −z − ρ
N
trGN,k + αN,k(z),
where
αN,k(z) :=
1√
N
ykk −
(
rkGN,k(z)ck − ρ
N
trGN,k(z)
)
. (5.4)
We verify the following concentration results.
Lemma 5.5. Let D ⊂ C. Define the event
ΓN,k :=
{
inf
z∈D
σN−1(XN,k − zI) ≥ γ
}
for some constant γ > 0. Then
(1) for any z, w ∈ D and p ≥ 2, there exists a constant Kp > 0 (depending only
on p) such that
E|αN,k(z)|p1ΓN,k
≤ Kp
(
E|ζ|p
Np/2
+
(
max{E|ξ1|4,E|ξ2|4}
)p/2
γpNp/2
+
max{E|ξ|2p,E|ξ2|2p}
γpNp−1
)
(5.5)
and
E
∣∣∣rkGN,k(z)GN,k(w)ck − ρ
N
trGN,k(z)GN,k(w)
∣∣∣p 1ΓN,k (5.6)
≤ Kp
((
max{E|ξ1|4,E|ξ2|4}
)p/2
γ2pNp/2
+
max{E|ξ|2p,E|ξ2|2p}
γ2pNp−1
)
.
(2) if D is compact, the event{
sup
z∈D
|αN,k(z)|1ΓN,k ≤
1
logN
}
(5.7)
holds with overwhelming probability.
(3) for N ≥ exp(2/γ) and D compact,
P
({
inf
z∈D
∣∣∣z + ρ
N
trGN,k(z)
∣∣∣ < γ
2
}⋂
ΓN,k
)
(5.8)
≤ P
(
sup
z∈D
‖GN(z)‖ > γ−1
)
+ P
(
sup
z∈D
|αN,k(z)|1ΓN,k >
1
logN
)
.
Remark 5.6. In most cases, we will apply Lemma 5.5 by taking D = C and γ = c.
In this case, ΓN,k = ΩN,k.
In order to prove Lemma 5.5, we will need to make use of the following concen-
tration result from [25].
Lemma 5.7 (Concentration of bilinear forms). Let (x1, y1), (x2, y2), . . . , (xN , yN)
be iid random vectors in C2 such that
E[x1] = E[y1] = 0, E|x1|2 = E|y1|2 = 1, E[x¯1y1] = ρ.
20 S. O’ROURKE AND D. RENFREW
Let µp = max{E|x1|p,E|y1|p} for p ≥ 4. Let B = (bij) be a deterministic complex
N ×N matrix and write X = (x1, x2, . . . , xN )T and Y = (y1, y2, . . . , yN )T. Then,
for any p ≥ 2,
E |X∗BY − ρ trB|p ≤ Kp
(
(µ4 tr(BB
∗))p/2 + µ2p tr(BB∗)p/2
)
.
Proof of Lemma 5.5. To prove (5.5), we apply the triangle inequality, to get
E|αN,k(z)|p1ΓN,k ≤ Kp
(
E|ζ|p
Np/2
+ E
∣∣∣rkGN,k(z)ck − ρ
N
trGN,k(z)
∣∣∣p 1ΓN,k) .
As (rk, ck) is independent of GN,k(z) and ΓN,k, we apply Lemma 5.7 to the second
term and obtain
E
∣∣∣rkGN,k(z)ck − ρ
N
trGN,k(z)
∣∣∣p 1ΓN,k
≤ Kp
[
E
(
max{E|ξ1|4,E|ξ2|4}
N2
tr (GN,k(z)GN,k(z)
∗)1ΓN,k
)p/2
+
max{E|ξ1|2p,E|ξ2|2p}
Np
E tr (GN,k(z)GN,k(z)
∗)p/2 1ΓN,k
]
.
Since
tr (GN,k(z)GN,k(z)
∗)p/2 ≤ N‖GN,k(z)‖p ≤ Nγ−p
on the event ΓN,k, the proof of (5.5) is complete. The proof of (5.6) is nearly
identical to the proof of (5.5); we omit the details.
To prove (5.7), we observe that, for z, z′ ∈ D, we have the deterministic bound
|αN,k(z)− αN,k(z′)|1ΓN,k ≤ ‖rk‖‖ck‖‖GN,k(z)−GN,k(z′)‖1ΓN,k
+
∣∣∣∣ 1N trGN,k(z)− 1N trGN,k(z′)
∣∣∣∣ 1ΓN,k
≤ 16Nε2N
|z − z′|
c2
+
|z − z′|
c2
by the resolvent identity and Lemma 3.1. Let N be a N−2-net of D. Then |N | =
OD(N
4) (see for example [25, Lemma 3.11]). Thus, we have, for N sufficiently large
and for any p ≥ 2,
P
(
sup
z∈D
|αN,k(z)|1ΓN,k >
1
logN
)
≤
∑
z∈N
P
(
|αN,k(z)|1ΓN,k >
1
2 logN
)
≤ (2 logN)p
∑
z∈N
E|αN,k(z)|p1ΓN,k .
The claim now follows from (5.5) by taking p sufficiently large. (Here we use the
bounds in Lemma 3.1 to control the higher moments of ζ, ξ1, ξ2 as well as the fact
that εN := N
−ε, for some ε > 0.)
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Finally, to prove (5.8), we note that
P
({
inf
z∈D
∣∣∣z + ρ
N
trGN,k(z)
∣∣∣ < γ
2
}⋂
ΓN,k
)
≤ P
({
inf
z∈D
∣∣∣z + ρ
N
trGN,k(z)
∣∣∣ < γ
2
}⋂
ΓN,k
⋂
∆N,k
)
+ P
(
sup
z∈D
‖GN (z)‖ > γ−1
)
+ P
(
sup
z∈D
|αN,k(z)|1ΓN,k >
1
logN
)
,
where
∆N,k :=
{
sup
z∈D
‖GN (z)‖ ≤ γ−1
}⋂{
sup
z∈D
|αN,k(z)|1ΓN,k ≤
1
logN
}
.
It now suffices to show that the event{
inf
z∈D
∣∣∣z + ρ
N
trGN,k(z)
∣∣∣ < γ
2
}⋂
ΓN,k
⋂
∆N,k (5.9)
is empty. Indeed, if there exists z0 ∈ D such that∣∣∣z0 + ρ
N
trGN,k(z0)
∣∣∣ < γ
2
and |αN,k(z0)| ≤ 1
logN
≤ γ
2
,
then, by definition of αN,k(z0), it follows that∣∣∣∣ 1√N ykk − z0 − rkGN,k(z0)ck
∣∣∣∣ < γ.
However, this implies that ‖GN (z0)‖ ≥ |(GN (z0))kk| > γ−1, which cannot happen
on the event (5.9). The proof of the lemma is complete. 
Define the events
QN,k :=
{
inf
z∈C
∣∣∣z + ρ
N
trGN,k(z)
∣∣∣ ≥ c
2
}
for 1 ≤ k ≤ N , and the event
QN :=
N⋂
k=1
QN,k.
Corollary 5.8. Under the assumptions of Theorem 2.10, the event QN holds with
overwhelming probability.
Proof. We note that each GN,k(z), 1 ≤ k ≤ N has the same distribution. Thus,
by the union bound, it suffices to show that each QN,k holds with overwhelming
probability. Fix 1 ≤ k ≤ N . Taking D = C, we find that the event in (5.7) holds
with overwhelming probability. As EN and ΩN,k both hold with overwhelming
probability, the conclusion follows from (5.8). 
We show that the diagonal entries of GN,k(z) converge to m(z).
22 S. O’ROURKE AND D. RENFREW
Lemma 5.9. Under the assumptions of Theorem 2.10, one has
sup
z∈C
sup
1≤k≤N
sup
i6=k
E
∣∣(GN,k(z))ii 1ΩN,k∩QN,k −m(z)∣∣2 = o(1), (5.10)
sup
z∈C
sup
1≤k≤N
sup
i6=k
E
∣∣(GN,k(z))ii −m(z)∣∣2 1ΩN,k∩QN,k = o(1), (5.11)
sup
z∈C
sup
1≤k≤N
E
∣∣∣∣(z + ρN trGN,k(z))−1 1ΩN,k∩QN,k +m(z)
∣∣∣∣2 = o(1), (5.12)
sup
z∈C
sup
1≤k≤N
E
∣∣∣∣(z + ρN trGN,k(z))−1 +m(z)
∣∣∣∣2 1ΩN,k∩QN,k = o(1). (5.13)
The proof of Lemma 5.9 is based on the arguments in [25]. In fact, a version of
Lemma 5.9 also appears in [25] (see [25, Lemma 7.1]).
Proof of Lemma 5.9. As supz∈C |m(z)| <∞ and ∩Nk=1ΩN,k∩QN,k holds with over-
whelming probability, it suffices to verify (5.10) and (5.12). Indeed, (5.11) follows
from (5.10), and (5.13) follows from (5.12).
Since
sup
z∈C
sup
1≤k≤N
sup
i6=k
∣∣(GN,k(z))ii∣∣ 1ΩN,k∩QN,k ≤ 1c ,
in order to verify (5.10), it suffices to show that
sup
z∈C
sup
1≤k≤N
sup
i6=k
∣∣(GN,k(z))ii 1ΩN,k∩QN,k −m(z)∣∣ ≤ ClogN (5.14)
with overwhelming probability, where C > 0 depends only on c. Similarly, since
sup
z∈C
sup
1≤k≤N
sup
i6=k
∣∣∣∣(z + ρN trGN,k(z))−1 1ΩN,k∩QN,k
∣∣∣∣ ≤ 2c ,
in order to prove (5.12), it suffices to show that
sup
z∈C
sup
1≤k≤N
∣∣∣∣(z + ρN trGN,k(z))−1 1ΩN,k∩QN,k +m(z)
∣∣∣∣ ≤ ClogN (5.15)
with overwhelming probability.
We first verify (5.14). Let D ⊂ C be a connected, compact set outside Eρ,δ which
contains the contour C. In addition, assume there exists z0 ∈ D with |z0| > C0 for
some sufficiently large C0 > 0 to be chosen later. Define the events
ΓN,k :=
{
inf
z∈D
σN−1(XN,k − zI) ≥ c
}
and
ΓN :=
N⋂
k=1
ΓN,k
⋂{
inf
z∈D
σN (XN − zI) ≥ c
}
.
By Theorem 3.4 and the union bound, ΓN holds with overwhelming probability.
Thus, in order to verify (5.14), it suffices to show that
sup
z∈D
sup
1≤k≤N
sup
i6=k
∣∣(GN,k(z))ii 1ΓN,k −m(z)∣∣ ≤ ClogN
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with overwhelming probability. As GN,k(z) has the same distribution as GN−1(z),
it suffices to show that
sup
z∈D
sup
1≤k≤N
|(GN (z))kk 1ΓN −m(z)| ≤
C
logN
(5.16)
with overwhelming probability.
Define the events
∆N,k :=
{
sup
z∈D
|αN,k|1ΓN,k ≤
1
logN
}
.
By (5.7) and the union bound, ∩Nk=1∆N,k holds with overwhelming probability. In
addition, by the resolvent identity2 and the almost sure bounds
sup
1≤k≤N
‖rk‖ ≤ 4εN
√
N, sup
1≤k≤N
‖ck‖ ≤ 4εN
√
N,
we find that
sup
z∈D
sup
1≤k≤N
∣∣∣ ρ
N
trGN,k(z)− ρ
N
trGN (z)
∣∣∣1ΓN ≤ C√
N
for some constant C > 0 depending only on c.
Combining the bounds above, we obtain
sup
z∈D
sup
1≤k≤N
∣∣∣∣ 1√N ykk1ΓN∩∆N,k −
(
rkGN,k(z)ck − ρ
N
trGN (z)
)
1ΓN∩∆N,k
∣∣∣∣ ≤ ClogN .
By the Schur complement of a matrix, we have
(GN (z))kk 1ΓN∩∆N,k =
1ΓN∩∆N,k
1√
N
ykk1ΓN∩∆N,k − z − rkGN,k(z)ck1ΓN∩∆N,k
.
Thus, by the trivial bound
sup
z∈D
sup
1≤k≤N
| (GN (z))kk |1ΓN∩∆N,k ≤
1
c
,
we find that
inf
z∈D
inf
1≤k≤N
∣∣∣∣ 1√N ykk1ΓN∩∆N,k − z − rkGN,k(z)ck1ΓN∩∆N,k
∣∣∣∣ ≥ c,
and hence
inf
z∈D
inf
1≤k≤N
∣∣∣z + ρ
N
trG(z)1ΓN∩∆N,k
∣∣∣ ≥ c
2
for N sufficiently large. Therefore, we conclude that
sup
z∈D
sup
1≤k≤N
∣∣∣∣(GN (z))kk 1ΓN∩∆N,k + 1ΓN∩∆N,kz + ρN trGN (z)1ΓN∩∆N,k
∣∣∣∣ ≤ ClogN (5.17)
for N sufficiently large, where C > 0 depends only on c.
2Technically, one cannot compare GN,k(z) with GN (z) using the resolvent identity since these
matrices are different sizes. However, one can compare GN (z) with G˘N,k(z) using the resolvent
identity, where G˘N,k(z) := (X˘N,k − zI)
−1 and X˘N,k is formed from XN by replacing the k-th
row and k-th column with zeros. Thus, G˘N,k(z) − GN (z) is at most rank 2. In addition, one
can compare ρ
N
tr G˘N,k(z) with
ρ
N
trGN,k(z) since all eigenvalues of XN,k are also eigenvalues
of X˘N,k .
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By summing over k, we find that, with mN (z) :=
1
N trGN (z),
sup
z∈D
∣∣∣∣mN (z)1ΓN∩∆N,k + 1z + ρmN (z)1ΓN∩∆N,k
∣∣∣∣ ≤ ClogN
with overwhelming probability. We now wish to apply [25, Lemma 4.7] to conclude
that
sup
z∈D
∣∣mN(z)1ΓN∩∆N,k −m(z)∣∣ ≤ ClogN . (5.18)
However, in order to avoid option (2) of the dichotomy presented in [25, Lemma
4.7], we will need to use the value z0 ∈ D with |z0| > C0. Indeed, for any η > 0,
there exists C0 such that if |z0| > C0, then by [25, Lemma 3.1] and Lemma 5.10
below, we have
|mN (z0)−m(z0)| ≤ |mN (z0)|+ |m(z0)| ≤ η
with overwhelming probability. This rules out option (2) in [25, Lemma 4.7], and
we conclude that (5.18) holds with overwhelming probability for any sufficiently
large (in terms of δ and ρ) choice of C0.
Since
1
z + ρm(z)
= −m(z),
it follows from (5.17) and (5.18) that (5.16) holds with overwhelming probability.
Similarly, (5.15) also follows from (5.17). 
Lemma 5.10. There exists C0 > 0 such that
‖XN‖ ≤ C0
with overwhelming probability.
Proof. We write XN = UN + LN , where UN is an upper-triangular matrix and
LN is a strictly lower-triangular matrix (i.e. LN is a lower-triangular matrix whose
diagonal entries are all zero). Thus, by the triangle inequality, it suffices to show
that
‖UN‖ ≤ C0 (5.19)
and
‖LN‖ ≤ C0 (5.20)
with overwhelming probability.
By Lemma 3.1, the entries of UN are bounded in magnitude by 4εN almost
surely and are jointly independent. Thus, from [32, Proposition 2.3.10], we have,
for any t > 0,
P (|‖UN‖ − E‖UN‖| ≥ t) ≤ C1 exp
(
−c1 t
2
ε2N
)
, (5.21)
where C1, c1 > 0 are absolute constants. Moreover, from [19, Theorem 2], there
exists C0 > 0 such that
E‖UN‖ ≤ C0
2
(5.22)
for all N ≥ 1. Combining (5.21) (taking t = C0/2) with (5.22), we conclude
that (5.19) holds with overwhelming probability. Similarly, (5.20) also holds with
overwhelming probability, and the proof of the lemma is complete. 
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5.3. A further reduction. The goal of this subsection is to prove the following
reduction.
Lemma 5.11. For any η > 0,
lim
N→∞
P(|M′N −M′′N | > η) = 0,
where M′′N is defined by replacing each appearance of Z ′N,k(z) in M′N,k with
Z ′′N,k(z) := −(Ek − Ek−1)
[ (
1 +
ρ
N
trG2N,k(z)
)(
z +
ρ
N
trGN,k(z)
)−2
αN,k(z)
+ (1 + rkG
2
N,k(z)ck)
(
z +
ρ
N
trGN,k(z)
)−1 ]
1ΩN,k∩QN,k .
Proof. We first observe that
N∑
k=1
E |(trGN (z)− trGN,k(z))1ΩN − (trGN (z)− trGN,k(z))1ΩN∩QN |
=
N∑
k=1
E |(trGN (z)− trGN,k(z))| |1ΩN1QCN
≤ 2N
2
c
P(QCN) = o(1)
by Corollary 5.8. Thus, by (5.3), it suffices to consider
N∑
k=1
(Ek − Ek−1)
(
1 + rkG
2
N,k(z)ck
1√
N
ykk − z − rkGN,k(z)ck
1ΩN∩QN
)
.
By (5.4), we have that
αN,k(z)
1√
N
ykk − z − rkGN,k(z)ck
= 1 +
z + ρN trGN,k(z)
1√
N
ykk − z − rkGN,k(z)ck
.
26 S. O’ROURKE AND D. RENFREW
Therefore, on the event ΩN ∩QN , we obtain
1 + rkG
2
N,k(z)ck
1√
N
ykk − z − rkGN,k(z)ck
=
(1 + rkG
2
N,k(z)ck)
(
z + ρN trGN,k(z)
)−1
1√
N
ykk − z − rkGN,k(z)ck
αN,k(z)
− (1 + rkG2N,k(z)ck)
(
z +
ρ
N
trGN,k(z)
)−1
= (1 + rkG
2
N,k(z)ck)
(
z +
ρ
N
trGN,k(z)
)−2
αN,k(z)
[
αN,k(z)
1√
N
ykk − z − rkGN,k(z)ck
− 1
]
− (1 + rkG2N,k(z)ck)
(
z +
ρ
N
trGN,k(z)
)−1
= −
(
1 +
ρ
N
trG2N,k(z)
)(
z +
ρ
N
trGN,k(z)
)−2
αN,k(z)
−
(
rkG
2
N,k(z)ck −
ρ
N
trG2N,k(z)(z)
)
αN,k(z)
(
z +
ρ
N
trGN,k(z)
)−2
+ (1 + rkG
2
N,k(z)ck)
(
z +
ρ
N
trGN,k(z)
)−2 α2N,k(z)
1√
N
ykk − z − rkGN,k(z)ck
− (1 + rkG2N,k(z)ck)
(
z +
ρ
N
trGN,k(z)
)−1
=: −AN,k,1 −AN,k,2 +AN,k,3 −AN,k,4.
We will show that the contributions from AN,k,2 and AN,k,3 are negligible. In-
deed, we have
E
∣∣∣∣∣
N∑
k=1
(Ek − Ek−1)AN,k,31ΩN∩QN
∣∣∣∣∣
2
≤ 4
N∑
k=1
E|AN,k,3|21ΩN∩QN
≤ 42
4
c6
N∑
k=1
E|1 + rkGN,k(z)ck|2|αN,k(z)|41ΩN∩QN .
By the triangle inequality, we have
∣∣1 + rkG2N,k(z)ck∣∣ ≤ 1 + ∣∣∣rkG2N,k(z)ck − ρN trG2N,k(z)∣∣∣+ ∣∣∣ ρN trG2N,k(z)∣∣∣ .
CENTRAL LIMIT THEOREM FOR LINEAR EIGENVALUE STATISTICS 27
Thus, we obtain
N∑
k=1
E|AN,k,3|21ΩN∩QN
≤ C
N∑
k=1
(
E|αN,k(z)|41ΩN,k + E|αN,k(z)|4
∣∣∣rkG2N,k(z)ck − ρN trG2N,k(z)∣∣∣2 1ΩN,k
)
≤ C
N∑
k=1
(
E|αN,k(z)|41ΩN,k
+
√
E|αN,k(z)|81ΩN,kE
∣∣∣rkG2N,k(z)ck − ρN trG2N,k(z)∣∣∣4 1ΩN,k
)
= o(1).
by the Cauchy-Schwarz inequality and Lemma 5.5. Similarly,
N∑
k=1
E|AN,k,2|21ΩN∩QN
≤ C
N∑
k=1
√
E|αN,k(z)|41ΩN,kE
∣∣∣rkG2N,k(z)ck − ρN trG2N,k(z)∣∣∣4 1ΩN,k
= o(1).
Therefore, the problem reduces to studying
−
N∑
k=1
(Ek − Ek−1)(AN,k,1 +AN,k,4)1ΩN∩QN .
We now show that we can replace the indicator function 1ΩN∩QN with 1ΩN,k∩QN,k .
Indeed, on the event ΩN,k ∩QN,k, we have |AN,k,1| ≤ C|αN,k(z)| and
|AN,k,4| ≤ C
(
1 +
∣∣∣rkG2N,k(z)ck − ρN trG2N,k(z)∣∣∣) .
Thus, by the Cauchy-Schwarz inequality, Lemma 5.5, and Corollary 5.8, we obtain
N∑
k=1
E|AN,k,1 +AN,k,4||1ΩN∩QN − 1ΩN,k∩QN,k |
≤ C
N∑
k=1
E
(
|αN,k(z)|1ΩN,k +
(
1 +
∣∣∣rkG2N,k(z)ck − ρN trG2N,k(z)∣∣∣)1ΩN,k) 1ΩCN∪QCN
≤ CN
√
P(ΩCN ∪QCN ) = o(1).
Since
Z ′′N,k(z) = −(Ek − Ek−1)(AN,k,1 +AN,k,4)1ΩN,k∩QN,k ,
the proof of the lemma is complete. 
Lemma 5.12. Under the assumptions of Theorem 2.10,
Z ′′N,k(z) = Ek
[
d
dz
(
αN,k(z)
(
z +
ρ
N
trGN,k(z)
)−1)
1ΩN,k∩QN,k
]
.
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Proof. We observe that
Ek−1
[(
1 +
ρ
N
trG2N,k(z)
)(
z +
ρ
N
trGN,k(z)
)−2
αN,k(z)1ΩN,k∩QN,k
]
= 0
and
(Ek − Ek−1)
[
(1 + rkG
2
N,k(z)ck)
(
z +
ρ
N
trGN,k(z)
)−1
1ΩN,k∩QN,k
]
(5.23)
= Ek
[(
z +
ρ
N
trGN,k(z)
)−1 (
rkG
2
N,k(z)ck −
ρ
N
trG2N,k(z)
)
1ΩN,k∩QN,k
]
.
Thus,
Z ′′N,k(z) = −Ek
[ (
1 +
ρ
N
trG2N,k(z)
)(
z +
ρ
N
trGN,k(z)
)−2
αN,k(z)1ΩN,k∩QN,k
+
(
z +
ρ
N
trGN,k(z)
)−1 (
rkG
2
N,k(z)ck −
ρ
N
trG2N,k(z)
)
1ΩN,k∩QN,k
]
.
As
d
dz
GN,k(z) = G
2
N,k(z),
it follows that
d
dz
(
αN,k(z)
(
z +
ρ
N
trGN,k(z)
)−1)
= −
(
1 +
ρ
N
trG2N,k(z)
)(
z +
ρ
N
trGN,k(z)
)−2
αN,k(z)
−
(
rkG
2
N,k(z)ck −
ρ
N
trG2N,k(z)
)(
z +
ρ
N
trGN,k(z)
)−1
,
and the proof of the lemma is complete. 
5.4. Proof of Theorem 5.2. We now prove Theorem 5.2. In view of Lemmas 5.3
and 5.11, it suffices to apply Theorem 5.1 to M′′N . Thus, we now verify conditions
(5.1) and (5.2) of Theorem 5.1.
For the Lindeberg condition, we observe that
N∑
k=1
E
∣∣M′′N,k∣∣2 1{|M′′N,k|≥η} ≤ 1η2
N∑
k=1
E
∣∣M′′N,k∣∣4
≤ CL
3
η2
max
l=1,...,L
{|αl|+ |βl|}
N∑
k=1
L∑
l=1
E
∣∣Z ′′N,k(zl)∣∣4
for some absolute constant C > 0. By (5.23) and Lemma 5.5, we have
N∑
k=1
L∑
l=1
E
∣∣Z ′′N,k(zl)∣∣4
≤ C
N∑
k=1
L∑
l=1
(
E|αN,k(zl)|41ΩN,k + E
∣∣∣rkG2N,k(zl)ck − ρN trG2N,k(zl)∣∣∣4 1ΩN,k
)
= o(1),
where C > 0 is a constant depending only on c. This verifies condition (5.2) of
Theorem 5.1.
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In order to verify condition (5.1), we consider terms of the form
N∑
k=1
Ek−1
[
Z ′′N,k(z)Z
′′
N,k(w)
]
for z, w ∈ C.
Remark 5.13. Here we will take advantage of the fact that Z ′′N,k(z) = Z
′′
N,k(z¯)
since YN contains real entries. Moreover, by symmetry, z ∈ C if and only if z¯ ∈ C.
By Lemma 5.12 and Vitali’s theorem (see for instance [4, Lemma 2.14]), we only
need to find the limit of
N∑
k=1
Ek−1
[
αN,k(z)
(
z +
ρ
N
trGN,k(z)
)−1
1ΩN,k∩QN,k
× Ek
[
αN,k(w)
(
w +
ρ
N
trGN,k(w)
)−1
1ΩN,k∩QN,k
]]
for z, w ∈ C.
We now note that we can replace
(
z + ρN trGN,k(z)
)−1
with−m(z) using Lemma
5.9. Indeed,
E
∣∣∣∣∣
N∑
k=1
Ek−1
[
αN,k(z)
(
z +
ρ
N
trGN,k(z)
)−1
1ΩN,k∩QN,k
× Ek
[
αN,k(w)
(
w +
ρ
N
trGN,k(w)
)−1
1ΩN,k∩QN,k
] ]
+m(z)
N∑
k=1
Ek−1
[
αN,k(z)1ΩN,k∩QN,k
× Ek
[
αN,k(w)
(
w +
ρ
N
trGN,k(w)
)−1
1ΩN,k∩QN,k
] ]∣∣∣∣∣
≤ 2
c
N∑
k=1
E
∣∣∣∣∣Ek ∣∣αN,k(w)1ΩN,k∩QN,k ∣∣αN,k(z)1ΩN,k∩QN,k
×
[(
z +
ρ
N
trGN,k(z)
)−1
1ΩN,k∩QN,k +m(z)
] ∣∣∣∣∣
≤ 2
c
N∑
k=1
(
E|αN,k(w)|41ΩN,k
)1/4 (
E|αN,k(z)|41ΩN,k
)1/4
×
(
E
∣∣∣∣(z + ρN trGN,k(z))−1 1ΩN,k∩QN,k +m(z)
∣∣∣∣2
)1/2
= o(1)
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by the generalized Ho¨lder inequality and Lemmas 5.5 and 5.9. Similarly, we obtain
E
∣∣∣∣∣
N∑
k=1
Ek−1
[
αN,k(w)
(
w +
ρ
N
trGN,k(w)
)−1
1ΩN,k∩QN,kEk
[
αN,k(z)1ΩN,k∩QN,k
]]
+m(w)
N∑
k=1
Ek−1
[
αN,k(w)1ΩN,k∩QN,kEk
[
αN,k(z)1ΩN,k∩QN,k
]] ∣∣∣∣∣
= o(1).
Thus, since m(z) is uniformly bounded on C, we only need to find the limit of
m(z)m(w)βN (z, w)
:= m(z)m(w)
N∑
k=1
Ek−1
[
Ek
(
αN,k(z)1ΩN,k∩QN,k
)
Ek
(
αN,k(w)1ΩN,k∩QN,k
)]
.
In particular, in order to complete the proof of Theorem 5.2, it suffices to show that
βN (z, w) converges in probability to β(z, w) as N → ∞, where β(z, w) is defined
in (2.6).
By definition of βN , we have
βN (z, w) =
N∑
k=1
(
σ2
N
Ek−1
[(
Ek1ΩN,k∩QN,k
)2]
(5.24)
+ Ek−1
[
Ek
[(
rkGN,k(z)ck − ρ
N
trGN,k(z)
)
1ΩN,k∩QN,k
]
× Ek
[(
rkGN,k(w)ck − ρ
N
trGN,k(w)
)
1ΩN,k∩QN,k
] ])
.
For the first term, we note that
E
∣∣∣∣∣
N∑
k=1
σ2
N
Ek−1
[(
Ek1ΩN,k∩QN,k
)2]− σ2∣∣∣∣∣ ≤ 2σ2N
N∑
k=1
E
∣∣Ek1ΩN,k∩QN,k − 1∣∣
≤ 2σ
2
N
N∑
k=1
P(ΩCN,k ∪QCN,k)
= o(1)
by (4.1) and Corollary 5.8.
We now consider the second term on the right hand side of (5.24). Define
bkij(z) := Ek
[
(GN,k(z))ij 1ΩN,k∩QN,k
]
.
Then
Ek
[(
rkGN,k(z)ck − ρ
N
trGN,k(z)
)
1ΩN,k∩QN,k
]
=
k−1∑
i,j=1
(rk)i bkij(z) (ck)j −
ρ
N
k−1∑
i=1
bkii(z),
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where (rk)i denotes the i-th entry of rk and (ck)j denotes the j-th entry of ck.
Thus, we conclude that
βN (z, w) = σ
2 +
ρ2
N2
N∑
k=1
k−1∑
i,j=1
bkij(z)bkji(w) +
1
N2
N∑
k=1
k−1∑
i,j=1
bkij(z)bkij(w)
+
E[ξ21ξ
2
2 ]− 2ρ2 − 1
N2
N∑
k=1
k−1∑
i=1
bkii(z)bkii(w) + o(1)
=: σ2 + ρ2βN,1(z, w) + βN,2(z, w) +
(
E[ξ21ξ
2
2 ]− 2ρ2 − 1
)
βN,3(z, w) + o(1).
Here o(1) denotes a term which converges to zero in probability. From Lemma 5.9,
we obtain
E
∣∣∣∣βN,3(z, w)− 12m(z)m(w)
∣∣∣∣ = o(1).
Thus, we find that
βN (z, w) = σ
2 + ρ2βN,1(z, w) + βN,2(z, w)
+
(
E[ξ21ξ
2
2 ]− 2ρ2 − 1
2
)
m(z)m(w) + o(1). (5.25)
It remains to compute the limit of βN,1(z, w) and βN,2(z, w).
5.5. Limit of βN,1 and βN,2. In order to compute the limit of βN,1 and βN,2, we
will need the following decomposition. Let ej (j = 1, . . . , k− 1, k+1, . . . , N) be the
(N − 1)-vector whose j-th (or (j − 1)-th) element is 1 and others are 0 if j < k (or
j > k correspondingly). Thus, for i, j 6= k,
eTi GN,k(z)ej = (GN,k(z))ij .
Clearly, ej also depends on k. We now fix 1 ≤ k ≤ N . We will write ej and not
denote the dependence on k. We note that all of the constants in the bounds below
are independent of k.
For i, j different from k, define
X
(i,j)
N,k := XN,k − τij
(
xijeie
T
j + xjieje
T
i
)
,
where
τij :=
{
1, if i 6= j
1/2, if i = j.
We also define
G
(i,j)
N,k (z) :=
(
X
(i,j)
N,k − zI
)−1
.
We will need the following lemmata.
Lemma 5.14. For N sufficiently large (such that εN ≤ c/16),
sup
z∈C
sup
1≤k≤N
sup
i,j 6=k
‖G(i,j)N,k (z)1ΩN,k‖ ≤
2
c
.
Proof. By Weyl’s inequality, we have∣∣∣σN−1 (XN,k − zI)− σN−1 (X(i,j)N,k − zI)∣∣∣ ≤ ‖xijeieTj + xjiejeTi , ‖
and hence, from Lemma 3.1, we obtain∣∣∣σN−1 (XN,k − zI)− σN−1 (X(i,j)N,k − zI)∣∣∣ ≤ 8εN .
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Thus, on the event ΩN,k, we conclude that
σN−1
(
X
(i,j)
N,k − zI
)
≥ c− 8εN ≥ c
2
for 8εN ≤ c/2. Since this bound holds uniformly for z ∈ C, 1 ≤ k ≤ N , and i, j 6= k,
the proof of the lemma is complete. 
Lemma 5.15. One has
sup
z∈C
sup
1≤k≤N
sup
i,j 6=k
sup
l 6=k
E
∣∣∣eTl G(i,j)N,k (z)el1ΩN,k∩QN,k −m(z)∣∣∣2 = o(1)
and
sup
z∈C
sup
1≤k≤N
sup
i,j 6=k
sup
l 6=k
E
∣∣∣eTl G(i,j)N,k (z)el −m(z)∣∣∣2 1ΩN,k∩QN,k = o(1).
Proof. By the resolvent identity, we observe that∣∣∣eTl (GN,k(z)−G(i,j)N,k ) el∣∣∣ ≤ ‖GN,k(z)‖‖G(i,j)N,k ‖‖xijeieTj + xjieieTj ‖.
Thus, by Lemmas 3.1 and 5.14, we have
∣∣∣eTl (GN,k(z)−G(i,j)N,k ) el∣∣∣ ≤ 16εNc2
on the event ΩN,k. The claim now follows from Lemma 5.9. 
We now consider the elements bkl1l2(z). By the resolvent identity, we have
zGN,k(z) = −I+
∑
i,j 6=k
xijeie
T
j GN,k(z).
Again by the resolvent identity, we note that
GN,k(z)−G(i,j)N,k (z) = −G(i,j)N,k (z)τij(xijeieTj + xjiejeTi )GN,k(z). (5.26)
Thus, we obtain the decomposition
zGN,k(z) = −I+
∑
i,j 6=k
xijeie
T
j G
(i,j)
N,k (z)
−
∑
i,j 6=k
xijeie
T
j G
(i,j)
N,k (z)τij(xijeie
T
j + xjieje
T
i )GN,k(z)
= −I+ANk(z) +CN,k(z) +DN,k(z) +EN,k(z) + FN,k(z),
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where
AN,k(z) :=
∑
i,j 6=k
xijeie
T
j G
(i,j)
N,k (z),
CN,k(z) := −
∑
i,j 6=k
τijxijxji
(
eTj G
(i,j)
N,k (z)ej −m(z)
)
eie
T
i GN,k(z),
DN,k(z) := − ρ
N
m(z)
∑
i,j 6=k
eie
T
i GN,k(z)τij
= −m(z) ρ
N
(N − 3/2)
∑
i6=k
eie
T
i GN,k(z),
EN,k(z) := −m(z)
∑
i,j 6=k
τij
(
xijxji − ρ
N
)
eie
T
i GN,k(z),
FN,k(z) := −
∑
i,j 6=k
τijx
2
ije
T
j G
(i,j)
N,k (z)eieie
T
j GN,k(z).
We will now show that the contributions from CN,k(z),EN,k(z), and FN,k(z)
are negligible. Throughout, we will take advantage of the fact that the norm of a
matrix is not less than that of its sub-matrices. So, for instance,
sup
l1<k
∣∣∣∣∣∑
l2<k
eTl1GN,k(z)el2e
T
l2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣1ΩN,k∩QN,k ≤ 1c2 (5.27)
and
sup
l1<k
∣∣∣∣∣∑
l2<k
eTl1GN,k(z)el2e
T
l1Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el2
∣∣∣∣∣ 1ΩN,k∩QN,k ≤ 1c2 .
(5.28)
By (5.27), Lemma 5.15, and the Cauchy-Schwarz inequality, we have
1
N
∑
l1<k
E
∣∣∣∣∣∑
l2<k
eTl1Ek−1
[
CN,k(z)1ΩN,k∩QN,k
]
el2e
T
l2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣
≤ 1
Nc2
∑
l1<k
∑
j 6=k
E
∣∣∣xl1jxjl11ΩN,k∩QN,k (eTj G(i,j)N,k (z)ej −m(z))∣∣∣
≤ C
N2c2
∑
l1<k
∑
j 6=k
√
E
∣∣∣ejG(i,j)N,k (z)ej −m(z)∣∣∣2 1ΩN,k
= o(1)
uniformly in k, where the constant C > 0 depends only on the joint moment E|ξ21ξ22 |.
Similarly, by applying (5.28) instead of (5.27), we find that
1
N
∑
l1<k
E
∣∣∣∣∣∑
l2<k
eTl1Ek−1
[
CN,k(z)1ΩN,k∩QN,k
]
el2e
T
l1Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el2
∣∣∣∣∣ = o(1)
uniformly in k.
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For the term involving EN,k(z), we have
1
N
∑
l1<k
E
∣∣∣∣∣∑
l2<k
eTl1Ek−1
[
EN,k(z)1ΩN,k∩QN,k
]
el2e
T
l2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣
≤ C
Nc2
∑
l1<k
E
∣∣∣∣∣∣
∑
j 6=k
τl1j
(
xl1jxjl1 −
ρ
N
)∣∣∣∣∣∣
≤ C
Nc2
∑
l1<k
√√√√√E
∣∣∣∣∣∣
∑
j 6=k,l1
τl1j
(
xl1jxjl1 −
ρ
N
)∣∣∣∣∣∣
2
+ o(1)
uniformly in k, where C = supz∈C |m(z)| <∞ since m(z) is continuous outside Eρ.
Since {(xij , xji) : 1 ≤ i < j ≤ N} is a collection of independent random pairs, we
have
E
∣∣∣∣∣∣
∑
j 6=k,l1
τl1j
(
xl1jxjl1 −
ρ
N
)∣∣∣∣∣∣
2
=
∑
j 6=k,l1
(
E(x2l1jx
2
jl1 )−
ρ2
N2
)
= O
(
1
N
)
uniformly in k, l1. Thus, we conclude that
1
N
∑
l1<k
E
∣∣∣∣∣∑
l2<k
eTl1Ek−1
[
EN,k(z)1ΩN,k∩QN,k
]
el2e
T
l2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣ = o(1)
uniformly in k.
Similarly, by applying (5.28), we obtain
1
N
∑
l1<k
E
∣∣∣∣∣∑
l2<k
eTl1Ek−1
[
EN,k(z)1ΩN,k∩QN,k
]
el2e
T
l1Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el2
∣∣∣∣∣ = o(1)
uniformly in k.
Finally, for the FN,k(z) term, we have∑
l2<k
eTl1Ek−1
[
FN,k(z)1ΩN,k∩QN,k
]
el2e
T
l2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el1
= −
∑
j 6=k
τl1jEk−1
[
x2l1j1ΩN,k∩QN,ke
T
j G
(l1,j)
N,k (z)el1e
T
j HN,k(z, w)el1
]
,
where
HN,k(z, w) :=
∑
l2<k
GN,k(z)el2e
T
l2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
.
We observe thatHN,k(z, w) is the product of the sub-matrices formed from the first
k − 1 columns of GN,k(z) and the first k − 1 rows of Ek−1[GN,k(w)1ΩN,k∩QN,k ].
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Thus, ‖HN,k(z, w)‖ ≤ 1c2 on ΩN,k. Therefore, by Lemma 5.14 and the Cauchy-
Schwarz inequality, we have
1
N
E
∣∣∣∣∣∣
∑
l1,l2<k
eTl1Ek−1
[
FN,k(z)1ΩN,k∩QN,k
]
el2e
T
l2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣∣
≤ 1
N
E
∣∣∣∣∣∣
∑
l1<k
∑
j 6=k
τl1jx
2
l1j1ΩN,k∩QN,ke
T
j G
(l1,j)
N,k (z)el1e
T
j HN,k(z, w)el1
∣∣∣∣∣∣
≤ 2
Nc
√ ∑
l1,j 6=k
E|xl1j |4
√ ∑
l1,j 6=k
E
∣∣eTj HN,k(z, w)el1∣∣2 1ΩN,k
≤ 2C
Nc
√
E‖HN,k(z, w)‖221ΩN,k
≤ 2C√
Nc
√
E‖HN,k(z, w)‖21ΩN,k
≤ 2C√
Nc3
where C > 0 depends only on the fourth moments of the atom variables ξ1, ξ2, ζ.
Similarly, we find that
1
N
E
∣∣∣∣∣∣
∑
l1,l2<k
eTl1Ek−1
[
FN,k(z)1ΩN,k∩QN,k
]
el2e
T
l1Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el2
∣∣∣∣∣∣ = o(1)
uniformly in k.
The inequalities above show that the contributions from the matrices CN,k(z),
EN,k(z), and FN,k(z) are negligible. We now turn our attention to the contributive
components.
We first observe that∑
l1,l2<k
eTl1Ek−1
[
IN−11ΩN,k∩QN,k
]
el2e
T
l2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el1
=
∑
l1<k
Ek−1
[
1ΩN,k∩QN,k
]
eTl1Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el1 .
Thus, since ΩN,k∩QN,k holds with overwhelming probability, we apply Lemma 5.9
and obtain
E
∣∣∣∣∣ 1N ∑
l1<k
Ek−1
[
1ΩN,k∩QN,k
]
eTl1Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el1 −
k − 1
N
m(w)
∣∣∣∣∣
≤ C
N
∑
l1<k
E
∣∣Ek−1 [1ΩN,k∩QN,k] − 1∣∣
+
1
N
∑
l1<k
E
∣∣eTl1Ek−1 [GN,k(w)1ΩN,k∩QN,k] el1 −m(w)∣∣
= o(1)
uniformly in k.
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Similarly,
1
N
E
∣∣∣∣∣ ∑
l1,l2<k
eTl1Ek−1
[
IN−11ΩN,k∩QN,k
]
el2e
T
l1Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
eTl2
− (k − 1)m(w)
∣∣∣∣∣ = o(1)
uniformly in k.
For the DN,k(z) terms, we observe that∑
l1,l2<k
eTl1Ek−1
[
Dn,k(z)1ΩN,k∩QN,k
]
el2e
T
l2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el1
= −m(z)ρ (N − 3/2)
N
∑
l1,l2<k
bkl1l2(z)bkl2l1(w)
and ∑
l1,l2<k
eTl1Ek−1
[
DN,k(z)1ΩN,k∩QN,k
]
el2e
T
l1Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el2
= −m(z)ρ (N − 3/2)
N
∑
l1,l2<k
bkl1l2(z)bkl1l2(w).
It remains to consider the terms involving AN,k(z). First, we collect a number
of useful calculations in the following lemmata.
Lemma 5.16. For l1, l2 < k, one has
E
∣∣∣eTj Ek−1 [G(l1,j)N,k (z)xl1j1ΩN,k∩QN,k] el2∣∣∣2 = O(N−100)
uniformly if j ≥ k, and
E
∣∣∣∣∣eTj Ek−1 [G(l1,j)N,k (z)xl1j1ΩN,k∩QN,k] el2
− xl1jeTj Ek−1
[
G
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2
∣∣∣∣∣
2
= O(N−100)
uniformly if j < k.
Proof. Define the event
Ω
(l1,j)
N,k :=
{
‖G(l1,j)N,k (z)‖ ≤
2
c
}
.
By Lemma 5.14, ΩN,k ⊂ Ω(l1,j)N,k for N sufficiently large. Thus,
E
∣∣∣∣eTj Ek−1 [G(l1,j)N,k (z)xl1j1ΩN,k∩QN,k] el2 − eTj Ek−1 [G(l1,j)N,k (z)xl1j1Ω(l1,j)
N,k
]
el2
∣∣∣∣2
≤
(
8
c
εN
)2 [
P(QCN ) + P(Ω
C
N,k)
]
= O(N−100)
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since QN and ΩN,k hold with overwhelming probability. By independence, we have
Ek−1
[
G
(l1,j)
N,k (z)xl1j1Ω(l1,j)
N,k
]
=

0, if j ≥ k
xl1jEk−1
[
G
(l1,j)
N,k (z)1Ω(l1,j)
N,k
]
if j < k.
By using once more the fact that QN and ΩN,k hold with overwhelming proba-
bility, it is straight-forward to verify that
E
∣∣∣∣xl1jeTj Ek−1 [G(l1,j)N,k (z)1Ω(l1,j)
N,k
]
el2 − xl1jeTj Ek−1
[
G
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2
∣∣∣∣2
= O(N−100),
and the proof of the lemma is complete. 
Lemma 5.17. One has
sup
1≤k≤N
sup
l1<k
E
∣∣∣∣∣∑
j 6=k
∑
l2<k
eTj Ek−1
[
xl1jG
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2
× eTl2Ek−1
[
G
(l1,j)
N,k (w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣
2
= o(1) (5.29)
and
sup
1≤k≤N
sup
l1<k
E
∣∣∣∣∣∑
j 6=k
∑
l2<k
eTj Ek−1
[
xl1jG
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2
× eTl1Ek−1
[
G
(l1,j)
N,k (w)1ΩN,k∩QN,k
]
el2
∣∣∣∣∣
2
= o(1). (5.30)
Proof. We will only verify (5.29) as the treatment of (5.30) is similar. In view of
Lemma 5.16, it suffices to show that
E
∣∣∣∣∣ ∑
j,l2<k
xl1je
T
j Ek−1
[
G
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2
× eTl2Ek−1
[
G
(l1,j)
N,k (w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣
2
= o(1) (5.31)
uniformly in k, l1. We write the left-hand side of (5.31) as
E
∑
j,j′<k
xl1jxl1j′ (5.32)
×
∑
l2<k
eTj Ek−1
[
G
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2e
T
l2Ek−1
[
G
(l1,j)
N,k (w)1ΩN,k∩QN,k
]
el1
×
∑
l3<k
eTj′Ek−1
[
G
(l1,j′)
N,k (z)1ΩN,k∩QN,k
]
el3e
T
l3Ek−1
[
G
(l1,j′)
N,k (w)1ΩN,k∩QN,k
]
el1 .
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We now claim that∑
j<k
E
∣∣∣∣∣ ∑
l2<k
eTj Ek−1
[
G
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2
× eTl2Ek−1
[
G
(l1,j)
N,k (w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣
2
= O(1) (5.33)
uniformly in k, l1. Indeed, by the triangle inequality, we have∑
j<k
E
∣∣∣∣∣ ∑
l2<k
eTj Ek−1
[
G
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2
× eTl2Ek−1
[
G
(l1,j)
N,k (w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣
2
≤ C
c2
∑
j<k
E
∥∥∥G(l1,j)N,k (z)−GN,k(z)∥∥∥2 1ΩN,k∩QN,k
+
C
c2
∑
j<k
E
∥∥∥G(l1,j)N,k (w) −GN,k(w)∥∥∥2 1ΩN,k∩QN,k
+ CE
∑
j<k
∣∣∣∣∣ ∑
l2<k
eTj Ek−1
[
GN,k(z)1ΩN,k∩QN,k
]
el2
× eTl2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣
2
for some absolute constant C > 0. The first two terms are O(1) since
E‖G(l1,j)N,k (z)−GN,k(z)‖21ΩN,k∩QN,k
≤ E‖GN,k(z)‖2‖G(l1,j)N,k (z)‖21ΩN,k∩QN,k(|xl1j |+ |xjl1 |)2
≤ 8
c4
(
E|xl1j |2 + E|xjl1 |2
)
= O(N−1) (5.34)
uniformly in k, l1. The last term is controlled by observing that∑
l2<k
Ek−1
[
GN,k(z)1ΩN,k∩QN,k
]
el2e
T
l2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
is the product of the sub-matrices formed from the first k−1 columns of Ek−1
[
GN,k(z)1ΩN,k∩QN,k
]
and the first k − 1 rows of Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
. Hence,
E
∑
j<k
∣∣∣∣∣∑
l2<k
eTj Ek−1
[
GN,k(z)1ΩN,k∩QN,k
]
el2e
T
l2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣
2
≤ E
∥∥∥∥∥∑
l2<k
Ek−1
[
GN,k(z)1ΩN,k∩QN,k
]
el2e
T
l2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el1
∥∥∥∥∥
2
≤ 1
c4
,
and the proof of (5.33) is complete.
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We now return to (5.32). We first consider the diagonal terms (j = j′). In this
case, applying (5.33), we obtain
E
∑
j<k
|xl1j |2
∣∣∣∣∣ ∑
l2<k
eTj Ek−1
[
G
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2
× eTl2Ek−1
[
G
(l1,j)
N,k (w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣
2
≤ (4εN)2
∑
j<k
∣∣∣∣∣ ∑
l2<k
eTj Ek−1
[
G
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2
× eTl2Ek−1
[
G
(l1,j)
N,k (w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣
2
= o(1)
uniformly in k, l1.
We now consider the cross-terms (j 6= j′):
E
∑
j,j′<k
j 6=j′
xl1jxl1j′ (5.35)
×
∑
l2<k
eTj Ek−1
[
G
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2e
T
l2Ek−1
[
G
(l1,j)
N,k (w)1ΩN,k∩QN,k
]
el1
×
∑
l3<k
eTj′Ek−1
[
G
(l1,j′)
N,k (z)1ΩN,k∩QN,k
]
el3e
T
l3Ek−1
[
G
(l1,j′)
N,k (w)1ΩN,k∩QN,k
]
el1 .
For this case, we define
X
(l1,j),(l1,j
′)
N,k := X
(l1,j)
N,k − τl1j′
(
xl1j′el1e
T
j′ + xj′l1ej′e
T
l1
)
and
G
(l1,j),(l1,j
′)
N,k (z) :=
(
X
(l1,j),(l1,j
′)
N,k − zI
)−1
.
Using Lemma 5.14, it follows that, for all j, j′ < k,
‖G(l1,j),(l1,j′)N,k (z)‖, ‖G(l1,j),(l1,j
′)
N,k (w)‖ ≤
2
c
on the event ΩN,k for N sufficiently large. We also define the event
Ω
(l1,j),(l1,j
′)
N,k :=
{
‖G(l1,j),(l1,j′)N,k (z)‖ ≤
2
c
, ‖G(l1,j),(l1,j′)N,k (w)‖ ≤
2
c
}
.
We observe that if we can replace each occurrence ofG
(l1,j)
N,k (z),G
(l1,j)
N,k (w),G
(l1,j
′)
N,k (z),
G
(l1,j
′)
N,k (w) in (5.35) with the corresponding matrixG
(l1,j),(l1,j
′)
N,k (z), G
(l1,j),(l1,j
′)
N,k (w)
and if we can also replace each occurrence of 1ΩN,k∩QN,k with the corresponding
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indicator function 1
Ω
(l1,j),(l1 ,j
′)
N,k
, we would obtain
E
∑
j,j′<k
j 6=j′
xl1jxl1j′
∑
l2<k
eTj Ek−1
[
G
(l1,j),(l1,j
′)
N,k (z)1Ω(l1,j),(l1 ,j
′)
N,k
]
el2 (5.36)
× eTl2Ek−1
[
G
(l1,j),(l1,j
′)
N,k (w)1Ω(l1 ,j),(l1 ,j
′)
N,k
]
el1
×
∑
l3<k
eTj′Ek−1
[
G
(l1,j),(l1,j′)
N,k (z)1Ω(l1,j),(l1 ,j
′)
N,k
]
el3
× eTl3Ek−1
[
G
(l1,j),(l1,j′)
N,k (w)1Ω(l1,j),(l1 ,j
′)
N,k
]
el1
= 0
by independence. Thus, it suffices to show that such replacements are possible.
We begin by showing we can replace each occurrence of G
(l1,j)
N,k (z), G
(l1,j)
N,k (w),
G
(l1,j
′)
N,k (z), G
(l1,j
′)
N,k (w) in (5.35) with the corresponding matrix G
(l1,j),(l1,j
′)
N,k (z),
G
(l1,j),(l1,j
′)
N,k (w) by applying the substitution
G
(l1,j)
N,k (z) =G
(l1,j),(l1,j
′)
N,k (z)−G(l1,j),(l1,j
′)
N,k (z)τl1j′(xl1j′el1e
T
j′ +xj′l1ej′e
T
l1)G
(l1,j)
N,k (z).
Indeed, the difference caused by this replacement can be divided into several error
terms. The treatment of each term is similar. As an illustration of their treatment,
the first error term is bounded by
E
∑
j,j′<k
j 6=j′
|xl1j ||xl1j′ |2τl1j′
∣∣∣∣∣ ∑
l2<k
eTj Ek−1
[
G
(l1,j),(l1,j
′)
N,k (z)1ΩN,k∩QN,kel1e
T
j′G
(l1,j)
N,k (z)
]
el2
× eTl2Ek−1
[
G
(l1,j)
N,k (w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣
×
∣∣∣∣∣ ∑
l3<k
eTj′Ek−1
[
G
(l1,j
′)
N,k (z)1ΩN,k∩QN,k
]
el3
× eTl3Ek−1
[
G
(l1,j
′)
N,k (w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣
≤ 4
c2
E
∑
j,j′<k
j 6=j′
|xl1j ||xl1j′ |2
∣∣∣eTj G(l1,j),(l1,j′)N,k (z)1ΩN,k∩QN,kel1∣∣∣
×
∣∣∣∣∣ ∑
l3<k
eTj′Ek−1
[
G
(l1,j
′)
N,k (z)1ΩN,k∩QN,k
]
el3
× eTl3Ek−1
[
G
(l1,j
′)
N,k (w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣.
CENTRAL LIMIT THEOREM FOR LINEAR EIGENVALUE STATISTICS 41
Thus, by the Cauchy-Schwarz inequality, it suffices to show that∑
j,j′<k
j 6=j′
E|xl1j |2
∣∣∣eTj G(l1,j),(l1,j′)N,k (z)1ΩN,k∩QN,kel1 ∣∣∣2 = O(1) (5.37)
and
∑
j,j′<k
E|xl1j′ |4
∣∣∣∣∣ ∑
l3<k
eTj′Ek−1
[
G
(l1,j
′)
N,k (z)1ΩN,k∩QN,k
]
el3 (5.38)
× eTl3Ek−1
[
G
(l1,j
′)
N,k (w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣
2
= o(1)
uniformly in k, l1.
We first consider (5.37). Using the same technique as in the proof of Lemma
5.16, we can replace 1ΩN,k∩QN,k with 1Ω(l1,j)
N,k
, where
Ω
(l1,j)
N,k :=
{
‖G(l1,j)N,k (z)‖ ≤
2
c
, ‖G(l1,j)N,k (w)‖ ≤
2
c
}
.
Thus, the left-hand side of (5.37) is bounded by
1 + σ2
N
∑
j,j′<k
j 6=j′
E
∣∣∣∣eTj G(l1,j),(l1,j′)N,k (z)el11Ω(l1,j)
N,k
∣∣∣∣2 + o(1). (5.39)
Passing back to 1ΩN,k∩QN,k , we find that, for some absolute constant C > 0, (5.39)
is bounded by
C
1 + σ2
N
∑
j,j′<k
E
∣∣∣eTj (G(l1,j),(l1,j′)N,k (z)−G(l1,j)N,k (z)) el11ΩN,k∩QN,k∣∣∣2
+ C
1 + σ2
N
∑
j,j′<k
E
∣∣∣eTj (G(l1,j)N,k (z)−GN,k(z)) el11ΩN,k∩QN,k ∣∣∣2
+ C
1 + σ2
N
∑
j,j′<k
E
∣∣eTj GN,k(z)el11ΩN,k∩QN,k ∣∣2 + o(1)
≤ C 1 + σ
2
N
∑
j,j′<k
E
∥∥∥G(l1,j),(l1,j′)N,k (z)−G(l1,j)N,k (z)∥∥∥2 1ΩN,k∩QN,k
+ C
1 + σ2
N
∑
j,j′<k
E
∥∥∥G(l1,j)N,k (z)−GN,k(z)∥∥∥2 1ΩN,k∩QN,k
+ C
1 + σ2
N
∑
j,j′<k
E
∣∣eTj GN,k(z)el11ΩN,k∩QN,k ∣∣2 + o(1)
= O(1)
uniformly in k, l1 by (5.34).
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For (5.38), we use the same technique to replace 1ΩN,k∩QN,k with 1Ω(l1,j′)
N,k
(and
then pass back to 1ΩN,k∩QN,k). Thus, the left-hand side of (5.38) is bounded by
C
N2
∑
j,j′<k
∣∣∣∣∣ ∑
l3<k
eTj′Ek−1
[
G
(l1,j
′)
N,k (z)1ΩN,k∩QN,k
]
el3
× eTl3Ek−1
[
G
(l1,j
′)
N,k (w)1ΩN,k∩QN,k
]
el1
∣∣∣∣∣
2
+ o(1),
where C > 0 depends only on the fourth moments of the atom variables ξ1, ξ2.
Thus, (5.38) now follows from (5.33).
Lastly we observe that by using the same technique as in the proof of Lemma
5.16, one can replace each occurrence of 1ΩN,k∩QN,k with the corresponding indi-
cator function 1
Ω
(l1,j),(l1 ,j
′)
N,k
. Since the error caused by these replacements is o(1)
uniformly in k, l1, the proof of the lemma is complete. 
Lemma 5.18. One has
sup
1≤k≤N
sup
l1<k
E
∣∣∣∣∣ ∑
j,l2<k
τl1,j
(
xl1jxjl1 −
ρ
N
)
eTj Ek−1
[
GN,k(z)1ΩN,k∩QN,k
]
el2
× eTl2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
ej
∣∣∣∣∣
2
= o(1) (5.40)
and
sup
1≤k≤N
sup
l1<k
E
∣∣∣∣∣ ∑
j,l2<k
τl1,j
(
x2l1j −
1
N
)
eTj Ek−1
[
GN,k(z)1ΩN,k∩QN,k
]
el2
× eTj Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el2
∣∣∣∣∣
2
= o(1). (5.41)
Proof. We will only verify (5.40) as the treatment of (5.41) is similar. Indeed, we
express the left-hand side of (5.40) (without the suprema) as
E
∑
j,j′<k
τl1jτl1j′
(
xl1jxjl1 −
ρ
N
)(
xl1j′xj′l1 −
ρ
N
)
×
∑
l2<k
eTj Ek−1
[
GN,k(z)1ΩN,k∩QN,k
]
el2e
T
l2ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
ej
×
∑
l3<k
eTj′Ek−1
[
GN,k(z)1ΩN,k∩QN,k
]
el3e
T
l3Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
ej′ .
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We first consider the diagonal terms (j = j′). Indeed, in this case we obtain
E
∑
j<k
τ2l1j
∣∣∣xl1jxjl1 − ρN ∣∣∣2
∣∣∣∣∣ ∑
l2<k
eTj Ek−1
[
GN,k(z)1ΩN,k∩QN,k
]
el2
× eTl2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
ej
∣∣∣∣∣
2
≤ 1
c4
E
∑
j<k
∣∣∣xl1jxjl1 − ρN ∣∣∣2 = o(1)
uniformly in k, l1.
We now consider the cross-terms (j 6= j′):
E
∑
j,j′<k
j 6=j′
τl1jτl1j′
(
xl1jxjl1 −
ρ
N
)(
xl1j′xj′l1 −
ρ
N
)
(5.42)
×
∑
l2<k
eTj Ek−1
[
GN,k(z)1ΩN,k∩QN,k
]
el2e
T
l2ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
ej
×
∑
l3<k
eTj′Ek−1
[
GN,k(z)1ΩN,k∩QN,k
]
el3e
T
l3Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
ej′ .
For this case, we define
X
(l1,j),(l1,j
′)
N,k := X
(l1,j)
N,k − τl1j′
(
xl1j′el1e
T
j′ + xj′l1ej′e
T
l1
)
and
G
(l1,j),(l1,j
′)
N,k (z) :=
(
X
(l1,j),(l1,j
′)
N,k − zI
)−1
.
Using Lemma 5.14, it follows that, for all j, j′ < k,
‖G(l1,j),(l1,j′)N,k (z)‖, ‖G(l1,j),(l1,j
′)
N,k (w)‖ ≤
2
c
on the event ΩN,k for N sufficiently large.
Since ∑
j,j′<k
E
∣∣∣xl1jxjl1 − ρN ∣∣∣ ∣∣∣xl1j′xj′l1 − ρN ∣∣∣ = O(1)
uniformly in k, l1, we can apply the deterministic bounds
‖GN,k(z)−G(l1,j)N,k (z)‖ ≤
16
c2
εN , ‖GN,k(z)(l1,j) −G(l1,j),(l1,j
′)
N,k (z)‖ ≤
32
c2
εN ,
which hold on ΩN,k, to replace each occurrence of GN,k(z) and GN,k(w) in (5.42)
with G
(l1,j),(l1,j
′)
N,k (z) and G
(l1,j),(l1,j
′)
N,k (w). Moreover, by the same technique used
in the proof of Lemma 5.16, we can replace 1ΩN,k∩QN,k with 1Ω(l1,j),(l1 ,j′)
N,k
, where
Ω
(l1,j),(l1,j
′)
N,k :=
{
‖G(l1,j),(l1,j′)N,k (z)‖ ≤
2
c
, ‖G(l1,j),(l1,j′)N,k (w)‖ ≤
2
c
}
.
44 S. O’ROURKE AND D. RENFREW
After these replacements, (5.42) reduces to
E
∑
j,j′<k
j 6=j′
τl1jτl1j′
(
xl1jxjl1 −
ρ
N
)(
xl1j′xj′l1 −
ρ
N
)
×
∑
l2<k
eTj Ek−1
[
G
(l1,j),(l1,j
′)
N,k (z)1Ω(l1,j),(l1 ,j
′)
N,k
]
el2
× eTl2ek−1
[
G
(l1,j),(l1,j
′)
N,k (w)1Ω(l1 ,j),(l1 ,j
′)
N,k
]
ej
×
∑
l3<k
eTj′Ek−1
[
G
(l1,j),(l1,j′)
N,k (z)1Ω(l1,j),(l1 ,j
′)
N,k
]
el3
× eTl3Ek−1
[
G
(l1,j),(l1,j′)
N,k (w)1Ω(l1,j),(l1 ,j
′)
N,k
]
ej′ + o(1).
As
E
(
xl1jxjl1 −
ρ
N
)(
xl1j′xj′l1 −
ρ
N
)
= 0
for j 6= j′, by independence, we find that the contribution from (5.42) is o(1)
uniformly in k, l1. 
We now consider the terms involving AN,k(z). Indeed, by (5.26) and Lemma
5.17, we write
∑
l2<k
eTl1Ek−1
[
AN,k(z)1ΩN,k∩QN,k
]
el2e
T
l2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el1
=
∑
j 6=k
∑
l2<k
eTj Ek−1
[
G
(l1,j)
N,k (z)xl1j1ΩN,k∩QN,k
]
el2
× eTl2Ek−1
[(
GN,k(w)−G(l1,j)N,k (w)
)
1ΩN,k∩QN,k
]
el1 + o(1)
= −
∑
j 6=k
∑
l2<k
eTj Ek−1
[
G
(l1,j)
N,k (z)xl1j1ΩN,k∩QN,k
]
el2
× eTl2Ek−1
[
xl1jτl1jG
(l1,j)
N,k (w)el1e
T
j GN,k(w)1ΩN,k∩QN,k
]
el1
−
∑
j 6=k
∑
l2<k
eTj Ek−1
[
G
(l1,j)
N,k (z)xl1j1ΩN,k∩QN,k
]
el2
× eTl2Ek−1
[
xjl1τl1jG
(l1,j)
N,k (w)eje
T
l1GN,k(w)1ΩN,k∩QN,k
]
el1 + o(1)
=: −ΨN,k,1(z, w)−ΨN,k,2(z, w) + o(1),
where o(1) denotes a term which tends to zero in L2 as N →∞.
CENTRAL LIMIT THEOREM FOR LINEAR EIGENVALUE STATISTICS 45
By Lemma 5.16 and the Cauchy-Schwarz inequality, we have
E|ΨN,k,1(z, w)|
≤ E
∣∣∣∣∣ ∑
j,l2<k
τl1jx
2
l1jejEk−1
[
G
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2
× eTl2G(l1,j)N,k (w)el1eTj GN,k(w)el11ΩN,k∩QN,k
∣∣∣∣∣+O(N−1)
≤
(
E
∑
j<k
|xl1j |4
∣∣∣∣∣ ∑
l2<k
eTj Ek−1
[
G
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2
× eTl2G(l1,j)N,k (w)el1
∣∣∣∣∣
2
1ΩN,k∩QN,k
)1/2
×
E∑
j<k
∣∣eTj GN,k(w)el1 ∣∣2 1ΩN,k∩QN,k
1/2 + O(N−1)
≤ (4εN )
2
c
(
E
∑
j<k
∣∣∣∣∣ ∑
l2<k
eTj Ek−1
[
G
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2
× eTl2G(l1,j)N,k (w)el1
∣∣∣∣∣
2
1ΩN,k∩QN,k
)1/2
+O(N−1)
= o(1)
uniformly in k, l1. Here we used that
E
∑
j<k
∣∣∣∣∣ ∑
l2<k
eTj Ek−1
[
G
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2e
T
l2G
(l1,j)
N,k (w)el1
∣∣∣∣∣
2
1ΩN,k∩QN,k = O(1).
This follows by replacing G
(l1,j)
N,k (z) and G
(l1,j)
N,k (w) with GN,k(z) and GN,k(w);
indeed, it can be proven in the same way as in the proof of (5.33).
We now consider ΨN,k,2(z, w). By Lemma 5.16, we only need to consider∑
l2,j<k
τl1,jxl1jxjl1e
T
j Ek−1
[
G
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2
× eTl2Ek−1
[
G
(l1,j)
N,k (w)1ΩN,k∩QN,keje
T
l1GN,k(w)el1
]
.
In view of Lemma 5.9 and the fact that√
E|xl1jxjl1 |2 = O(N−1), (5.43)
this reduces to studying
m(w)
∑
j,l2<k
τl1jxl1jxjl1e
T
j Ek−1
[
G
(l1,j)
N,k (z)1ΩN,k∩QN,k
]
el2
× eTl2Ek−1
[
G
(l1,j)
N,k (w)1ΩN,k∩QN,k
]
ej.
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From (5.26) and Lemma 5.14, we have the deterministic bound
‖GN,k(z)−G(l1,j)N,k (z)‖ ≤
16
c2
εN
on the event ΩN,k. Thus, by the bound above and (5.43), the only non-negligible
contribution from ΨN,k,2(z, w) is given by
m(w)
∑
j,l2<k
τl1jxl1jxjl1ejEk−1
[
GN,k(z)1ΩN,k∩QN,k
]
el2
× eTl2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
ej .
Therefore, by Lemma 5.18, we conclude that the only non-negligible contribution
from ∑
l2<k
eTl1Ek−1
[
AN,k(z)1ΩN,k∩QN,k
]
el2e
T
l2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el1
is given by
−m(w) ρ
N
∑
j,l2<k
τl1jbkjl2(z)bkl2j(w).
Hence,
1
N
∑
l1,l2<k
eTl1Ek−1
[
AN,k(z)1ΩN,k∩QN,k
]
el2e
T
l2Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el1
= −m(w) (k − 1)
N
ρ
N
∑
j,l2<k
bkjl2 (z)bkl2j(w) + o(1),
where o(1) denotes a term which tends to zero in probability (uniformly in k) as
N → ∞. Similarly, using (5.30) and (5.41) from Lemmas 5.17 and 5.18, we find
that
1
N
∑
l1,l2<k
eTl1Ek−1
[
AN,k(z)1ΩN,k∩QN,k
]
el2e
T
l1Ek−1
[
GN,k(w)1ΩN,k∩QN,k
]
el2
= −m(w) (k − 1)
N
1
N
∑
j,l2<k
bkjl2 (z)bkl2j(w) + o(1).
Combining the contributive components above, we obtain
1
N
[
z + ρm(z)
(N − 3/2)
N
] ∑
l1,l2<k
bkl1l2(z)bkl2l1(w)
= −m(w)ρ (k − 1)
N
1
N
∑
l1,l2<k
bkl1l2(z)bkl2l1(w) −m(w)
(
k − 1
N
)
+ o(1),
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where o(1) denotes a term which tends to zero in probability (uniformly in k) as
N →∞. Since z + ρm(z) = −1m(z) , we obtain
1
N
∑
l1,l2<k
bkl1l2(z)bkl2l1(w)
= m(z)m(w)ρ
(k − 1)
N
1
N
∑
l1,l2<k
bkl1l2(z)bkl2l1(w) +m(z)m(w)
(
k − 1
N
)
+ o(1)
=
m(z)m(w)
(
k−1
N
)
1− ρ (k−1N )m(z)m(w) + o(1).
As
lim
N→∞
1
N
N∑
k=1
m(z)m(w)
(
k−1
N
)
1− ρ (k−1N )m(z)m(w) =
∫ 1
0
tm(z)m(w)
1− tρm(z)m(w)dt,
we conclude that
ρ2βN,1(z, w) −→ −ρ− log(1− ρm(z)m(w))
m(z)m(w)
(5.44)
in probability as N →∞. Similarly, we obtain
βN,2(z, w) −→ −1− log(1 −m(z)m(w))
m(z)m(w)
(5.45)
in probability as N →∞.
From (5.25), (5.44), and (5.45), we conclude that βN (z, w) converges in proba-
bility to β(z, w) as N → ∞, where β(z, w) is defined in (2.6). In particular, this
implies that
N∑
k=1
Ek−1
[
Z ′′N,k(z)Z
′′
N,k(w)
] −→ ∂2
∂z∂w
m(z)m(w)β(z, w)
in probability as N →∞. This completes the proof of Theorem 5.2.
Remark 5.19. We note that the functions β(z, w) and m(z) depend on ρˆ instead
of ρ (to use the notation from above). However, in view of Lemma 3.1 and Lemma
B.1 in Appendix B, one can replace all occurrences of ρˆ with ρ. Similarly, from
part (vi) of Lemma 3.1, one can replace E[ξˆ21 ξˆ
2
2 ] with E[ξ
2
1ξ
2
2 ].
6. Tightness
We now verify that the process ΞN is tight in the space of continuous functions
on the contour C. It follows from the Arzela-Ascoli criteria (see e.g. [6]) that it
suffices to verify the following result.
Lemma 6.1. There exists a constant C > 0 (independent of N) such that
E
∣∣∣∣ΞN (z)− ΞN (w)z − w
∣∣∣∣2 ≤ C
for all z, w ∈ C with z 6= w.
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It is not surprising that the proof of Lemma 6.1 uses many of the same techniques
described in Section 5. We will also use the same notation introduced in Section
5. Recall that ck denotes the k-th column of XN with the k-th entry removed and
rk denotes the k-th row of XN with the k-th entry removed. We begin with a few
preliminary results which are corollaries of Lemmas 5.5 and 5.7.
Lemma 6.2. There exists a constant C > 0 (independent of N) such that
N∑
k=1
√
E
∣∣∣∣αN,k(z)− αN,k(w)z − w
∣∣∣∣4 1ΩN,k ≤ C
for all z, w ∈ C with z 6= w, where αN,k(z) is defined in (5.4).
Proof. As
GN,k(z)−GN,k(w) = (z − w)GN,k(z)GN,k(w),
it suffices to show that
N∑
k=1
√
E
∣∣∣rkGN,k(z)Gn,k(w)ck − ρ
N
trGN,k(z)GN,k(w)
∣∣∣4 1ΩN,k ≤ C
for all z, w ∈ C. The claim now follows from (5.6). 
Lemma 6.3. There exists a constant C > 0 (independent of N) such that
sup
1≤k≤N
E
∣∣∣∣∣∣
rk
(
G2N,k(z)−G2N,k(w)
)
ck
z − w
∣∣∣∣∣∣
4
1ΩN,k ≤ C
for all z, w ∈ C with z 6= w.
Proof. By the triangle inequality, we have
E
∣∣rk (G2N,k(z)−G2N,k(w)) ck∣∣4 1ΩN,k
≤ C
(
E
∣∣rk (G2N,k(z)−GN,k(z)GN,k(w)) ck∣∣4 1ΩN,k
+ E
∣∣rk (GN,k(z)GN,k(w) −G2N,k(w)) ck∣∣4 1ΩN,k)
for some absolute constant C > 0. By the resolvent identity, we obtain
G2N,k(z)−GN,k(z)GN,k(w) = (z − w)G2N,k(z)GN,k(w) (6.1)
and
GN,k(z)GN,k(w)−G2N,k(w) = (z − w)GN,k(z)G2N,k(w). (6.2)
Thus, it suffices to show that
sup
1≤k≤N
E
∣∣rkG2N,k(z)GN,k(w)ck∣∣4 1ΩN,k ≤ C (6.3)
and
sup
1≤k≤N
E
∣∣rkGN,k(z)G2N,k(w)ck∣∣4 1ΩN,k ≤ C (6.4)
for all z, w ∈ C.
We will prove (6.3); the proof of (6.4) is similar and left to the reader. Since∣∣∣ ρ
N
tr
(
G2N,k(z)GN,k(w)
)∣∣∣ ≤ ‖GN,k(z)‖2‖GN,k(w)‖ ≤ 1
c3
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on the event ΩN,k, it suffices to show
sup
1≤k≤N
E
∣∣∣rkG2N,k(z)GN,k(w)ck − ρN tr (G2N,k(z)GN,k(w))∣∣∣4 1ΩN,k ≤ C.
The claim now follows from Lemma 5.7. 
Lemma 6.4. There exists a constant C > 0 (independent of N) such that
N∑
k=1
E
∣∣∣∣∣∣
rk
(
G2N,k(z)−G2N,k(w)
)
ck − ρN tr
(
G2N,k(z)−G2N,k(w)
)
z − w
∣∣∣∣∣∣
2
1ΩN,k ≤ C
for all z, w ∈ C with z 6= w.
Proof. By the triangle inequality, (6.1), and (6.2), it suffices to show that
N∑
k=1
E
∣∣∣rkG2N,k(z)GN,k(w)ck − ρN trG2N,k(z)GN,k(w)∣∣∣2 1ΩN,k ≤ C (6.5)
and
N∑
k=1
E
∣∣∣rkGN,k(z)G2N,k(w)ck − ρN trGN,k(z)G2N,k(w)∣∣∣2 1ΩN,k ≤ C (6.6)
for all z, w ∈ C. Both (6.5) and (6.6) follow from Lemma 5.7. 
We are now ready to prove Lemma 6.1.
Proof of Lemma 6.1. Since
E |(trGN (z)1ΩN − trGN (z)1ΩN∩QN )− (trGN (w)1ΩN − trGN (w)1ΩN∩QN )|2
= E |trGN (z)− trGN (w)|2 1ΩN1QCN
≤ |z − w|2E |trGN (z)GN (w)|2 1ΩN1QC
N
≤ |z − w|
2
c4
N2P(QCN)
≤ C|z − w|2
by the resolvent identity and Corollary 5.8, it suffices to show that
E
∣∣∣∣∣
N∑
k=1
(Ek − Ek−1) (trGN (z)1ΩN∩QN − trGN (w)1ΩN∩QN )
z − w
∣∣∣∣∣
2
≤ C
for all z, w ∈ C with z 6= w. Here we applied the same martingale decomposition
as we used previously in Section 5.
As before, we write
N∑
k=1
(Ek − Ek−1) (trGN (z)1ΩN∩QN − trGN (w)1ΩN∩QN )
=
N∑
k=1
(Ek − Ek−1)
[ (
trGN (z)1ΩN∩QN − trGN,k(z)1ΩN,k∩QN,k
)
− (trGN (w)1ΩN∩QN − trGN,k(w)1ΩN,k∩QN,k) ].
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We now observe that
E
∣∣∣∣ n∑
k=1
(Ek − Ek−1)
[ (
trGN,k(z)1ΩN,k∩QN,k − trGN,k(w)1ΩN,k∩QN,k
)
− (trGN,k(z)1ΩN∩QN − trGN,k(w)1ΩN∩QN )
]∣∣∣∣2
≤ C
N∑
k=1
E |trGN,k(z)− trGN,k(w)|2 1ΩN,k∩QN,k1ΩCN∪QCN
≤ C|z − w|2
N∑
k=1
|trGN,k(z)GN,k(w)|2 1ΩN,k∩QN,k1ΩCN∪QCN
≤ C|z − w|
2
c4
N3P(ΩCN ∪QCN)
≤ C|z − w|2
by (4.1) and Corollary 5.8. Thus, it suffices to show that
E
∣∣∣∣∣
N∑
k=1
(Ek − Ek−1) (trGN (z)− trGN,k(z))− (trGN (w) − trGN,k(w))
z − w 1ΩN∩QN
∣∣∣∣∣
2
≤ C
for all z, w ∈ C with z 6= w.
By Proposition 5.4 and (5.4), we have
N∑
k=1
(Ek − Ek−1) [(trGN (z)− trGN,k(z))1ΩN∩QN − (trGN (w)− trGN,k(w)) 1ΩN∩QN ]
=
N∑
k=1
(Ek − Ek−1) [(TN,k1(z)− TN,k,2(z))1ΩN∩QN − (TN,k,1(w) − TN,k,2(w)) 1ΩN∩QN ] ,
where
TN,k,1(z) :=
(1 + rkG
2
N,k(z)ck)
(
z + ρN trGN,k(z)
)−1
αN,k(z)
1√
N
ykk − z − rkGN,k(z)ck
and
TN,k,2(z) := (1 + rkG
2
N,k(z)ck)
(
z +
ρ
N
trGN,k(z)
)−1
.
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We now note that
N∑
k=1
E
∣∣(TN,k,2(z)− TN,k,2(w)) 1ΩN∩QN − (TN,k,2(z)− TN,k,2(w)) 1ΩN,k∩QN,k∣∣2
≤
N∑
k=1
E |TN,k,2(z)− TN,k,2(w)|2 1ΩN,k∩QN,k1ΩCN∪QCN
≤ C|z − w|2
N∑
k=1
√
E
∣∣∣1 + rkG2N,k(z)ck∣∣∣4 1ΩN ,k√P(ΩCN ∪QCN)
+ C
N∑
k=1
√
E
∣∣∣rkG2N,k(z)ck − rkG2N,k(w)ck∣∣∣4 1ΩN,k√P(ΩCN ∪QCN )
≤ C|z − w|2
by the Cauchy-Schwarz inequality and Lemmas 5.7 and 6.3.
Therefore, by the triangle inequality, it suffices to show that
E
∣∣∣∣∣
N∑
k=1
(Ek − Ek−1)TN,k,1(z)− TN,k,1(w)
z − w 1ΩN∩QN
∣∣∣∣∣
2
≤ C (6.7)
and
E
∣∣∣∣∣
N∑
k=1
(Ek − Ek−1)TN,k,2(z)− TN,k,2(w)
z − w 1ΩN,k∩QN,k
∣∣∣∣∣
2
≤ C (6.8)
for all z, w ∈ C with z 6= w.
The bound in (6.7) follows from Lemma 6.5 below. It remains to prove (6.8).
We first observe that
(Ek − Ek−1)TN,k,2(z)1ΩN,k∩QN,k
= Ek
(
rkG
2
N,k(z)ck −
ρ
N
trG2N,k(z)
)(
z +
ρ
N
trGN,k(z)
)−1
1ΩN,k∩QN,k .
In addition, by the resolvent identity, we have
∣∣∣∣ (rkG2N,k(z)ck − ρN trG2N,k(z))(z + ρN trGN,k(z))−1
−
(
rkG
2
N,k(w)ck −
ρ
N
trG2N,k(w)
) (
z +
ρ
N
trGN,k(w)
)−1 ∣∣∣∣
≤ C|z − w|
∣∣∣rkG2N,k(z)ck − ρN trG2N,k(z)∣∣∣
+ C
∣∣∣(rkG2N,k(z)ck − ρN trG2N,k(z))− (rkG2N,k(w)ck − ρN trG2N,k(w))∣∣∣
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on the event QN,k. So we conclude that
E
∣∣∣∣∣
N∑
k=1
(Ek − Ek−1) (TN,k,2(z)− TN,k,2(w)) 1ΩN,k∩QN,k
∣∣∣∣∣
2
≤ C|z − w|2
N∑
k=1
E
∣∣∣rkG2N,k(z)ck − ρN trG2N,k(z)∣∣∣2 1ΩN,k
+ C
N∑
k=1
E
∣∣∣rk (G2N,k(z)−G2N,k(w)) ck − ρN tr (G2N,k(z)−G2N,k(w))∣∣∣2 1ΩN,k
≤ C|z − w|2
by Lemmas 5.7 and 6.4. This completes the proof of (6.8). 
It remains to prove estimate (6.7).
Lemma 6.5. There exists a constant C > 0 (independent of N) such that (6.7)
holds for all z, w ∈ C with z 6= w.
Proof. By several applications of the triangle inequality and the trivial bounds
sup
z∈C
|(GN (z))kk| = sup
z∈C
∣∣∣∣∣ 11√
N
ykk − z − rkGN,k(z)ck
∣∣∣∣∣ ≤ 1c
and
sup
z∈C
∣∣∣∣(z + ρN trGN,k(z))−1
∣∣∣∣ ≤ 2c ,
which both hold on the event ΩN ∩ QN , the verification of (6.7) follows from the
following four inequalities.
(i) We have
N∑
k=1
E
∣∣rkG2N,k(z)ck − rkG2N,k(w)ck∣∣2 |αN,k(z)|2 1ΩN∩QN
≤
N∑
k=1
√
E
∣∣∣rkG2N,k(z)ck − rkG2N,k(w)ck∣∣∣4 1ΩN,k√E |αN,k(z)|4 1ΩN,k
≤ C|z − w|2
by the Cauchy Schwarz inequality and Lemmas 5.5 and 6.3.
(ii) Similarly, by Lemmas 5.5 and 5.7, we obtain
N∑
k=1
E
∣∣∣∣(1 + rkG2N,k(w)ck)αN,k(z)((z + ρN trGN,k(z))−1 − (w + ρN trGN,k(w))−1
)∣∣∣∣2 1ΩN∩QN
≤ C|z − w|2
N∑
k=1
√
E
∣∣∣1 + rkG2N,k(w)ck∣∣∣4 1ΩN,k√E |αN,k(z)|4 1ΩN,k
≤ C|z − w|2.
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(iii) In view of Lemmas 5.7 and 6.2, we have
N∑
k=1
E
∣∣(1 + rkG2N,k(w)ck)(αN,k(z)− αN,k(w))∣∣2 1ΩN∩QN
≤
N∑
k=1
√
E
∣∣∣1 + rkG2N,k(w)ck∣∣∣4 1ΩN,k√E |αN,k(z)− αN,k(w)|4 1ΩN,k
≤ C|z − w|2.
(iv) Finally, recalling that
(GN (z))kk =
1
1√
N
ykk − z − rkGN,k(z)ck
on the event ΩN , we have
N∑
k=1
E
∣∣(1 + rkG2N,k(w)ck)αN,k(w) ((GN (z))kk − (GN (w))kk)∣∣2 1ΩN∩QN
≤ C|z − w|2
N∑
k=1
√
E
∣∣∣1 + rkG2N,k(w)ck∣∣∣4 1ΩN,k√E |αN,k(w)|4 1ΩN,k
≤ C|z − w|2
by the resolvent identity and Lemmas 5.5 and 5.7.
The proof of the lemma is complete. 
7. Concluding the proof of Theorem 2.10
It follows from Theorem 5.2 and Lemma 6.1, that ΞN converges weakly as N →
∞ to a mean-zero Gaussian process in the space of continuous functions on the
contour C (see [6] for details). This implies that
tr f(XN)1EN − E tr f(XN )1EN
converges to a Gaussian random variable with mean zero. Since f was defined as
a linear combination of f1, . . . , fk, we conclude (by the Crame´r-Wold device) that
the random vector(
tr fj
(
1√
N
YN
)
1EN − E tr fj
(
1√
N
YN
)
1EN
)k
j=1
converges to a mean-zero multivariate Gaussian (G(f1), . . . ,G(fk)) as N →∞. We
now compute the covariance structure.
Indeed, recall the definitions of υ(z, w) and β(z, w) given in (2.5) and (2.6). In
particular, we observe that
υ(z, w) = υ(w, z) (7.1)
for all z, w ∈ C. Since ΞN converges weakly to a mean-zero Gaussian process in the
space of continuous functions on the contour C, it follows from Theorem 5.2 and
(7.1) that
E[G(fi)G(fj)] = − 1
4pi2
∮
C
∮
C
fi(z)fj(w)υ(z, w)dzdw.
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Thus, by integration by parts, we obtain
E[G(fi)G(fj)] = − 1
4pi2
∮
C
∮
C
f ′i(z)f
′
j(w)m(z)m(w)β(z, w)dzdw.
The proof of Theorem 2.10 is now complete.
Appendix A. Proof of Theorem 3.4
The proof of Theorem 3.4 is essentially the same as the proof given in [25]. The
primary differences are that
(i) we require control of the least singular value of the matrix YN whose entries
have been truncated to be O(N1/2−ε) instead of O(1), and
(ii) the given bounds are shown to hold with overwhelming probability instead of
almost surely.
Focusing on these differences, we now sketch the proof of Theorem 3.4.
We begin the proof of Theorem 3.4 with a few reductions. We first observe
that it suffices to prove Theorem 3.4 with the ellipsoid Eρˆ instead of Eρ (to use the
notation from above). Indeed, as limN→∞ ρˆ = ρ, we observe that
{z ∈ C : dist(z, Eρ) ≥ δ} ⊂ {z ∈ C : dist(z, Eρˆ) ≥ δ/100}
for N sufficiently large. From this point forward, we will simply write ρ to denote
the correlation of the truncated entries (i.e. ρ = E[ξˆ1ξˆ2] from the notation above).
We continue to write XN :=
1√
N
YN , where the entries of YN have been trun-
cated as in Section 3.1. We observe that it suffices to prove the theorem under the
assumption that the diagonal entries of XN are zero. Indeed, by Lemma 3.1, the
entries of XN are bounded in absolute value by 4εN . Let X˘N be constructed from
the matrix XN by setting the diagonal entries to zero. Then, by Weyl’s inequality,
we have
sup
z∈C
|σN (X˘N − zI)− σN (XN − zI)| ≤ ‖X˘N −XN‖ ≤ 4εN
almost surely. Henceforth, we will assume that the diagonal entries of XN are zero.
Following the arguments in [25], the proof now amounts to showing that for z of
distance greater than δ from Eρ, there are no eigenvalues of (XN − zI)∗(XN − zI)
less than some constant c (where c is allowed to depend on z). To this end, fix
z ∈ C outside Eρ and define the probability measure
νXN−zI :=
1
2N
N∑
i=1
(
δσi(XN−zI) + δ−σi(XN−zI)
)
,
where σ1(XN − zI), . . . , σN (XN − zI) are the singular values of XN − zI.
It was shown in [22, 23] that almost surely νXN−zI converges weakly to a prob-
ability measure νz (which depends on both z and ρ). Moreover, for z outside the
ellipsoid Eρ, νz satisfies the following property.
Lemma A.1 (Theorem 6.1 from [25]). Fix −1 ≤ ρ ≤ 1, and let δ > 0. Then there
exists c > 0 such that νz([−2c, 2c]) = 0 for all z ∈ C with dist(z, Eρ) ≥ δ.
Remark A.2. The proof of Lemma A.1 when ρ = ±1 follows from [4, Theorem
5.2]; see [25, Remark 6.2] for further details.
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Let c > 0 be given by Lemma A.1 above. In order to complete the proof, we
will show that the trace of the resolvent of a linearization of (XN − z)∗(XN −
z) is sufficiently close to the limiting Stieltjes transform of νz with overwhelming
probability. From this we will conclude that νXN−zI([−c, c]) = 0 with overwhelming
probability.
We now introduce some notation. We define the Hermitization of an N × N
matrix X = (Xij)
N
i,j=1 to be an N × N matrix with entries that are 2 × 2 block
matrices where the ijth entry is the 2× 2 block(
0 Xij
Xji 0
)
.
We note that the Hermitization of X can be conjugated by a 2N×2N permutation
matrix to obtain (
0 X
X∗ 0
)
.
Let HN to be the Hermization of XN . We will generally treat HN as an N ×N
matrix with entries that are 2× 2 blocks, but occasionally it will instead be useful
to consider HN as a 2N × 2N matrix.
Additionally, we define the 2× 2 matrix
q :=
(
η z
z η
)
(A.1)
with η = E + it ∈ C+ := {w ∈ C : Im(w) > 0}. We also define the resolvent of the
Hermitianization
RN (q) = RN(η, z) := (HN − IN ⊗ q)−1.
For any matrixH with entries that are 2×2 blocks, we mean trN (H) := 1N
∑
iHii
where Hii is the i
th diagonal 2×2 block of H. When working with N ×N matrices
with entries that are 2×2 blocks, we use superscripts to refer to entries of the 2×2
blocks. Additionally, when forming an N ×N matrix whose ijth entry is the abth
entry (a, b ∈ {1, 2}) of the ijth 2 × 2 block we also use superscripts. For example,
R21 is the N × N matrix formed from taking each Rij block and replacing it by
its (2,1)-entry.
We write Hi to be the i
th column (of 2 × 2 blocks) of HN and H(i)i to be the
ith column of HN with the i
th block removed. We let R
(i)
N be the resolvent of HN
where the ith row and ith column of HN (viewed as an N × N matrix of 2 × 2
blocks) have been removed, and set Γ
(i)
N (q) :=
1
N
∑
j 6=iR
(i)
jj .
Let Γ(q) be the 2 × 2 matrix Stieltjes transform with positive imaginary part
which satisfies the fixed point equation
Γ(q) = −(q+Σ(Γ(q)))−1,
where Σ is the operator on 2× 2 matrices defined by
Σ
(
a b
c d
)
:=
(
d ρc
ρb a
)
.
It follows from [22, 23] that ΓN converges to Γ almost surely.
To complete the proof we proceed as in [25] and prove an a priori bound on
ΓN (q)−Γ(q). This will provide an estimate on the number of small singular values
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of XN − zI. This estimate will be used to prove a better bound on ΓN (q) − Γ(q)
from which the desired result will follow.
We now develop an a priori bound on ΓN (q)−Γ(q) for η = E+ itN ∈ C+, with
tN going to zero polynomially in N and E ∈ [0, c].
By the Schur complement, the diagonal entries of the resolvent are
Rii = −(q+H(i)i R(i)N H(i)i )−1
= −(q+Σ(ΓN )−Σ(ΓN ) +Σ(Γ(i)N )−Σ(Γ(i)N ) +H(i)∗i R(i)N H(i)i )−1.
Let
γ̂
(i)
N := H
(i)∗
i R
(i)
N H
(i)
i −Σ(Γ(i)N ).
Summing over i gives a formula for the trace:
ΓN (q) =
∑
i
−(q+Σ(ΓN (q)) −Σ(ΓN (q)) +Σ(Γ(i)N (q)) + γ̂(i)N )−1.
Lemma A.3. There exist some α, β > 0 such that if q is as in (A.1) with tN ≥
N−β, then with overwhelming probability
sup
1≤i≤N,E∈[0,c]
‖Σ(ΓN (q)) −Σ(Γ(i)N (q)) − γ̂(i)N ‖ = O(N−α).
We will require that α+ β < 2ε and β < α.
Proof of Lemma A.3. As in [25], we restrict to an N−1-net, SN , of [0, c]. In [25]
the estimate
‖Σ(ΓN − Γ(i)N )‖ = O((NtN )−1)
is deterministic and can be repeated.
To bound ‖γ̂(i)N ‖, we apply Lemma 5.7 to each entry of this block. Noting that
the 2pth moment of any entry of YN is O(N
(2p−4)(1/2−ε)), we have
E[|γ̂(i)abN |p]
≤ Kp
Np
E
[
(tr(R(i)a
′b′(R(i)a
′b′)∗))p/2 +N (2p−4)(1/2−ε) tr(R(i)a
′b′(R(i)a
′b′)∗)p/2
]
≤ Kpt−pN (N−p/2 +N−2pε) (A.2)
with a and b either 1 or 2, and a′ = a+ 1 (mod 2), b′ = b + 1 (mod 2). The final
estimate uses that N times the operator norm of a self-adjoint matrix bounds its
trace; a trivial estimate then shows that the operator norm is bounded by t−2N .
By Markov’s inequality and the union bound, we obtain
P
(
max
1≤i≤N,Ej∈SN
‖γ̂(i)N ‖ ≥ N−α
)
≤
∑
1≤i≤N,Ej∈SN
NpαE(‖γ̂(i)N ‖p)
≤ KpN2+p(α+β−2ε)
Since p ≥ 2 is arbitrary, the proof of the lemma is complete. 
The proof of [25, Lemma 6.5] can now be repeated nearly verbatim on the event
sup
1≤i≤N,E∈[0,c]
‖Σ(ΓN (q)) −Σ(Γ(i)N (q)) − γ̂(i)N ‖ = O(N−α)
to show that
sup
E∈[0,c]
‖ΓN (q)− Γ(q)‖ = o(N−β) (A.3)
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with overwhelming probability.
The arguments in the remainder of [25, Section 6.2] are deterministic and can
be repeated to turn estimate (A.3) into the following estimates on the empirical
spectral measure which hold with overwhelming probability:
max
k≤N
Ek[νXN−zI([0, c])] = o(N
−β), max
k≤N
Ek[νXN,i−zI([0, c])] = o(N
−β).
These bounds give, by the spectral theorem, an O(1) bound on the trace of the
resolvent (see [25, Lemma 6.7]). In light of these estimates, we define the event Λi
that νXN,i−zI([0, c]) = o(N−β).
Now we use the a priori bound to estimate ΓN −E[ΓN ] and E[ΓN ]−Γ. Indeed,
we estimate ΓN − E[ΓN ] by rewriting it as a sum of martingale differences:
ΓN − E[ΓN ] =
N∑
i=1
(Ei − Ei−1)(ΓN − Γ(i)N ) =
1
N
N∑
i=1
(Ei − Ei−1)(Riiζ(i)N ),
where
ζ
(i)
N := (I2 +H
(i)∗
i R
(i)
N R
(i)
N H
(i)
i ).
To complete the proof it suffices to show that for arbitrary η > 0, and any l > 0
P
(
max
E∈SN
NtN‖ΓN − E[ΓN ]‖ ≥ η
)
= Ol(N
−l).
Recalling that
P(∪Ni=1{1Λi = 0}) = Ol(N−l),
leads to the estimate
P( max
E∈SN
NtN‖ΓN − E[ΓN ]‖ > η)
= P(( max
E∈SN
NtN‖ΓN − E[ΓN ]‖ > η) ∩Ni=1 {1Λi = 1})
+ P(( max
E∈SN
NtN‖ΓN − E[ΓN ]‖ > η) ∩Ni=1 {1Λi = 1}C)
≤ P( max
E∈SN
tN‖
N∑
i=1
(Ei − Ei−1)Riiζ(i)N ‖1Λi > η) +Ol(N−l).
Then defining
R̂ii := −(q + E[Σ(Γ(i)N )])−1
and
γ
(i)
N := H
(i)∗
i R
(i)
N H
(i)
i − E[Σ(Γ(i)N )],
leads to the following expansion:
Riiζ
(i)
N =
(
Rii − R̂ii
)
ζ
(i)
N + R̂iiζ
(i)
N
= R̂iiγ
(i)
N Riiζ
(i)
N + R̂iiζ
(i)
N
= R̂iiγ
(i)
N R̂ii(I2 +Σ(trN (R
(i)
N R
(i)
N ))
+ R̂iiγ
(i)
N R̂ii
(
H
(i)∗
i R
(i)
N R
(i)
N H
(i)
i −Σ(trN (R(i)N R(i)N ))
)
+ R̂iiγ
(i)
N R̂iiγ
(i)
N Riiζ
(i)
N + R̂iiζ
(i)
N .
Finally Burkholder’s and Rosenthal’s inequality can be combined with the fol-
lowing lemma to give the desired bound.
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Lemma A.4. For a, b ∈ {1, 2} and any p ≥ 2,
E[|Γ(i)abN (q)− E[Γ(i)abN (q)]|p] ≤ KpN−p/2t−pN
and
E[|γ(i)abN |p] ≤ Kpt−pN (N−p/2 +N−2pε).
In addition, there exists a constant K > 0 such that, for all large N ,
‖R̂ii‖ ≤ K.
Proof. The proof of Lemma A.4 follows the proof given in [25] almost exactly. The
only change is that one must use (A.2) to bound E[|γ̂(i)abN |p. 
The arguments in [25] can now be repeated exactly to show that E[ΓN (q)] −
Γ(q) = O(N−1) as it only involves low moment estimates.
Thus, we conclude that, with probability 1−Ol(N−l), ΓN (q)−Γ(q) = o((NtN )−1).
After conditioning on this event, the final arguments in [25] can be repeated ver-
batim to show that νXN−zI([−c, c]) = 0 with overwhelming probability.
Appendix B. Continuity of m(z) in ρ
Recall that m(z) (defined in (2.2)) is a solution of
ρm2(z) + zm(z) + 1 = 0 (B.1)
for z 6∈ Eρ. Since m is a function of ρ, we will explicitly write mρ to denote this
dependence. Recall from Lemma 3.1 that ρˆ → ρ as N → ∞. Since ρˆ depends on
N , mρˆ also depends on N . We will show that mρˆ(z) converges to mρ(z) as N →∞
for any fixed z 6∈ Eρ.
Lemma B.1. Let δ > 0. Then, for any z /∈ Eρ,δ,
lim
N→∞
mρˆ(z) = mρ(z).
Proof. Fix z /∈ Eρ,δ. Since limN→∞ ρˆ = ρ, it follows that z /∈ Eρˆ,δ for N sufficiently
large. From (B.1), we make the following two observations.
(i) Since the roots of a (monic) polynomial are continuous functions of the coeffi-
cients (see [9, 35]), we conclude from (B.1) thatmρ(z) is a continuous function
of ρ ∈ [−1, 1] \ {0}.
(ii) Similarly, by multiplying (B.1) by ρ, we see that ρmρ(z) is a continuous func-
tion of ρ ∈ [−1, 1].
We now divide the proof into two cases. From observation (i), it follows that
limN→∞mρˆ(z) = mρ(z) in the case ρ 6= 0.
We now consider the case when ρ = 0. Since z /∈ E0,δ, it follows that |z| > 1.
From observation (ii) and (2.2), we have
lim
N→∞
ρˆmρˆ(z) = 0,
and hence there exists c > 0 such that
|ρˆmρˆ(z) + z| ≥ c
for N sufficiently large. By (B.1), it follows that
|mρˆ(z)| ≤ 1
c
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for N sufficiently large. Let m0(z) = −1/z (i.e. m0(z) is given by (B.1) when
ρ = 0). Then subtracting the equation for mρˆ(z) from the equation for m0(z)
yields
|z||m0(z)−mρˆ(z)| = |ρˆ||mρˆ(z)|2 ≤ |ρˆ|
c2
for N sufficiently large. Since |z| > 1 and ρˆ→ 0, we conclude that
lim
N→∞
mρˆ(z) = m0(z),
and the proof is complete. 
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