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Model sebaran data perlu ditentukan untuk mengetahui sifat-sifat dari perubahan data terhadap waktu atau 
urutan. Untuk mendapatkannya perlu metode atau fungsi yang tepat. Model Michaelis-Menten merupakan 
fungsi nonlinier. Untuk mendapatkan fungsi taksirannya dipergunakan fungsi nls( ) dan fSRR( ). Agar 
dapat diketahui fungsi mana yang lebih baik untuk prediksi jangka panjang maka dengan melihat 
perbandingan nilai jumlah kuadrat galatnya. Demikian pula pada invers model Michaelis-Menten yang 
berupa fungsi regresi linier. Dengan memilih metode yang tepat akan didapat taksiran model yang terbaik. 
Sehingga hasil prediksinya mempunyai nilai bias yang kecil bahkan tidak ada. 
 




Dalam peristiwa yang terjadi di alam, terdapat hubungan antar variabel. Sehingga secara 
fungsional dapat dibuat model. Misalkan hubungan fungsional regresi dengan model: 
 ),x(fy          (1) 
dengan: 
y merupakan respon, x merupakan prediktor, β merupakan parameter yang akan dicari, 
sedangkan ε merupakan galat yang diasumsikan berdistribusi normal yang mempunyai rataan 0 
dan ragam konstan σ
2
. Yang akan dicari adalah prediksi dari Persamaan (1) di atas, yaitu 
 ),x(f)x|y(E         (2) 
Dalam hal ini merupakan suatu fungsi nonlinier yang nilainya ditentukan oleh prediktor dan 
parameter fungsi. Oleh karena itu perlu mencari nilai parameter yang terbaik, agar fungsi yang 
dihasilkan representatif. Dalam Mathew dan Fink (2004) dikatakan bahwa untuk mendapatkan 
fungsi nonlinier dapat dilakukan dengan cara mentransformasi dari fungsi nonlinier menjadi 
fungsi linier. Setelah itu dikembalikan ke bentuk fungsi nonlinier. Dengan fungsi linier akan 
dapat dengan mudah ditentukan taksiran parameter yang belum diketahui. Mengapa 
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menggunakan jalur fungsi linier, karena lebih mudah dan didukung oleh perangkat lunak yang 
banyak. 
Untuk mendapatkan statistik fungsi nonlinier yang baik, dalam Chapra (2008) 
ditunjukkan bahwa dapat menggunakan fungsi fSRR( ). Sedangkan pada Bates dan Chambers 
(1992) dinyatakan bahwa untuk mendapatkan fungsi nonlinier dapat menggunakan fungsi nls( ). 
Selain itu juga terdapat pada Venables et al. (2002a) dan Dalgaard (2002) yang mengulas 
penggunaan fungsi glm( ) penerapannya pada generalized linear models. Ingin diketahui taksiran 
model nonlinier terbaik Michaelis-Menten dengan menggunakan fungsi nls( ) dan fSRR( ). 
Selain itu juga ingin mendapatkan taksiran invers model linier terbaik Michaelis-Menten dengan 
menggunakan fungsi glm( ) dan fSRR( ). Dengan cara melihat besarnya perbandingan nilai yang 
dihasilkan dari jumlah kuadrat galatnya. Jika dihasilkan taksiran model yang tepat, maka akan 
didapatkan hasil prediksi yang akurat untuk jangka panjang. 
 
2. Fungsi nls( ) dan fSRR( ) pada Model Michaelis-Menten 




))b,a(,X(f         (3) 
Ingin ditentukan parameter a dan b menggunakan fungsi nls( ) dan fSRR( ). Fungsi             nls( ) 
dijalankan menggunakan perangkat lunak R, sedangkan fungsi fSRR( ) dijalankan menggunakan 
perangkat lunak MATLAB. 
Jika diketahui data seperti ditampilkan dalam table berikut ini. 
Tabel 1. Data Model Michaelis-Menten 
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Dalam kajian ini galat diasumsikan memenuhi syarat asumsi. Pertama akan dicari parameter a 
dan b menggunakan fungsi nls( ) dengan nilai awal a = 120 dan b = 20, didapat hasil olahan 
sebagai berikut: 
 
  Parameters: 
    Estimate  Std. Error  t value  Pr(>|t|)     
b    18.907       3.151      6.0   0.000323 *** 
a   129.533       6.139     21.1   2.67e-08 *** 
 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
Berdasarkan olahan di atas maka parameter signifikan, sehingga dapat diambil keputusan bahwa 




Ŷ         (4) 
Adapun plot grafiknya seperti di bawah ini: 
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Gambar 1. Plot Data dan Kurva Taksiran Model Michaelis-Menten 
 
Sedangkan jika menggunakan menggunakan fungsi fSSR( ) dengan nilai awal a = 120 dan b = 
20, didapat hasil sebagai berikut: 
 24,4914  bdan  90,6029  a  




Ŷ         (5) 
 
Untuk mengetahui kebaikan model dalam hal prediksi jangka panjang, maka dibandingkan 
besarnya jumlah kuadrat galat dari kedua taksiran model seperti yang ditabelkan berikut ini: 
 
Tabel 2. Nilai Prediksi dan Jumlah Kuadrat Galat dari Fungsi nls( ) 

























































Tabel 3. Nilai Prediksi dan Jumlah Kuadrat Galat dari Fungsi fSRR( ) 
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Berdasarkan nilai jumlah kuadrat galat dari kedua fungsi dapat diputuskan bahwa untuk 
memprediksi kasus ini taksiran model Michaelis-Menten yang terbaik adalah menggunakan 
fungsi nls( ). 
 
3. Fungsi glm( ) dan fSRR( ) pada Invers Model Michaelis-Menten 














      (6) 
Sehingga fungsi kebalikannya atau invers menjadi 










10        (8) 
Jadi persamaannya merupakan fungsi regresi linier sederhana. Berdasarkan data pada Tabel 1., 
didapat nilai variable bebas U dan variable terikat V seperti disajikan pada table berikut: 
 
Tabel 4. Data Invers Model Michaelis-Menten 
Nomor U V 
 
PROSIDING SEMINAR NASIONAL STATISTIKA 





































Dengan menggunakan fungsi glm( ) didapat olahan: 
Parameters: 
              Estimate  Std. Error  t value  Pr(>|t|)     
(Intercept)  0.0077200   0.0003659   21.099  2.67e-08 *** 
I(1/X)       0.1459601   0.0192264    7.592   6.35e-05 *** 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1  
 
Berdasarkan olahan di atas maka parameter signifikan, sehingga dapat diambil keputusan bahwa 
taksiran invers model Michaelis-Menten adalah 
 U14596,000772,0V̂        (9) 
Sedangkan dengan menggunakan fungsi fSSR( ) didapat olahan bahwa 
 2187,0ˆdan  0059,0ˆ 10  
Berdasarkan olahan di atas dapat diambil keputusan bahwa taksiran invers model Michaelis-
Menten adalah 
 U2187,00059,0V̂        (10) 
Selanjutnya akan dihitung besarnya jumlah kuadrat galat untuk mengukur kebaikan model dalam 
prediksi. Seperti tersaji pada tabel di bawah ini: 
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Table 5. Nilai Prediksi dan Jumlah Kuadrat Galat dari Fungsi glm( ) 
























































Table 6. Nilai Prediksi dan Jumlah Kuadrat Galat dari Fungsi fSRR( ) 























































Berdasarkan nilai jumlah kuadrat galat dari kedua fungsi dapat diputuskan bahwa untuk 
memprediksi model invers Michaelis-Menten yang terbaik adalah menggunakan fungsi fSSR( ). 
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Adapun dapat diperjelas dengan tampilan gambar di bawah ini. Terlihat bahwa taksiran nilai 
variable terikat V untuk jangka panjang akan menjauh dari nilai realita. 























v = 0,22 + 0,01
v = 0,15 + 0,01
 
Gambar 2. Plot Data dan Kurva Taksiran Invers Model Michaelis-Menten. 
 
4. Kesimpulan 
Model Michaelis-Menten merupakan fungsi nonlinier. Untuk mendapatkannya perlu 
menggunakan fungsi dengan ukuran jumlah kuadrat galat terkecil. Berdasarkan hasil olahan 
sebaiknya menggunakan fungsi nsl( ) dengan persamaan regresi 
X907,18
X533,129
Ŷ  , sedangkan 
untuk menaksir model invers Michaelis-Menten sebaiknya menggunakan fungsi fSSR( ) dengan 
persamaan regresi liniernya adalah U2187,00059,0V̂ . Dengan memilih metode yang 
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