Let m, n > 1 be integers and P n,m be the point set of the projective (n − 1)-space (defined by [2] ) over the ring Z m of integers modulo m. Let A n,m = (a uv ) be the matrix with rows and columns being labeled by P n,m , where a uv = 1 if the inner product u, v = 0 and a uv = 0 otherwise. Let B n,m = A n,m A t n,m . The eigenvalues of B n,m have been studied by [1, 2, 3] , where their applications in the study of expanders and locally decodable codes were described. In this paper, we completely determine the eigenvalues of B n,m for general integers m and n.
Introduction
Let m > 1 be an integer. Let Z m be the ring of integers modulo m and Z * m be the group of units of Z m . Let n > 1 be an integer and Z n m be the set of n-tuples with entries in Z m . We say that u, v ∈ Z n m are equivalent (and write u ∼ v) if there is a λ ∈ Z * m such that u i = λv i for every i ∈ [n]. If u is not equivalent to v, we write u ∼ v. Let S n,m = {u ∈ Z n m : gcd(u 1 , u 2 , . . . , u n , m) = 1} and
be the set of equivalence classes of elements of S n,m under ∼. Let A n,m = (a uv ) be the matrix with rows and columns being labeled by P n,m , where a uv = 1 if the inner product u, v = 0 and a uv = 0 otherwise. Let B n,m = A n,m A t n,m . For every u ∈ P n,m , let N (u) be the neighborhood of u. Let θ n,m = |P n,m |. Chee et al. [2] showed that θ n,m = m n−1 p|m 1 + 1 p + · · · + 1 p n−1 (2) and |N (u)| = θ n−1,m for every u ∈ P n,m . Let a, b be positive integers. We denote by I a the identity matrix of order a. We denote by O a×b and J a×b the a × b all-zero and all-one matrices, respectively. In particular, we write O a and J a when a = b, and write I, O and J when a, b are obvious. When m is a prime, Alon [1] showed that B n,m has two distinct eigenvalues θ 2 n−1,m and m n−2 . The eigenvectors with eigenvalue θ 2 n−1,m is the single column of J l×1 and the eigenvectors with eigenvalue m n−2 are the columns of the matrix
where l = θ n,m and d = θ n,m − 1. When m = pq for two distinct primes, the eigenvalues of B n,m have been determined by Chee et al. [3] (see Lemma 3.2) , which have improtant applications in the study of matching families in Z n m . Our work in this paper is mainly motivated by Chee et al. [3] for its potential applications in the study of matching families.
Results
In this paper, we completely determine the eigenvalues of B n,m for any positive integer m. First of all, we deal with the prime power case and show the following theorem.
Theorem 2.1 (Prime Power Case) Let m = p e for a prime p and positive integers e and n. Then the eigenvalues of B n,m and their multiplicities are as follows:
Eigenvalue Multiplicity Theorem 3.1 makes it very easy to determine the eigenvalues of B n,m for a general integer m. We define the tensor product of two matrices A = (a ij ) and B to be the block matrix
We say that A ∼ B if A can be obtained from B by permutating rows and columns. Clearly, if A ∼ B, then A and B have the same eigenvalues. The following lemma allows us to determine the eigenvalues of B n,m via Theorem 3.1. 
The Prime Power Case
In this section, we determine the eigenvalues of B n,m whenever m is a prime power.
Linear Equation Systems
Over Z p e Let a, b, c, d ∈ Z p e for a prime p and an integer e > 0. We consider the following equation system
Let N be the number of pairs (x, y) ∈ Z 2 p e that satisfy (6). Let
Lemma 3.1 We have that N = N .
Proof: Suppose that gcd(ad − bc, p e ) = p f and gcd(a, b, c, d, p e ) = p g for f, g ∈ {0, 1, . . . , e}.
-If g = 0, then (w.l.o.g.) we may suppose that gcd(a, p) = 1. Let a −1 be the inverse of a modulo p e . Then it is easy to see that (x, y) ∈ Z 2 p e satisfies (6) if and only if
Hence, N is equal to the number of the choices of y ∈ Z p e , which is equal to p f = N .
-If 0 < g < e, then there are p −2g N pairs (x, y) ∈ Z 2 p e−g that satisfy
due to the previous case. If (x, y) ∈ Z 2 p e is a solution for (6), then
is a solution for (8). Conversely, if (x, y) ∈ Z 2 p e−g is a solution for (8), then
is a solution of (6) for every
Definition 3.1 (p-adic Valuation) Let p be a prime and t ∈ Z, we denote by ν p (t) the largest nonnegative integer e such that p e |t. In particular, we set ν p (0) = ∞.
Lemma 3.2 Let p be a prime and s, t ∈ Z. Then -ν p (t) ≤ ∞ and ν p (t) = ∞ if and only if t = 0;
-ν p (s + t) ≥ min{ν p (s), ν p (t)} and the equality holds when ν p (s) = ν p (t).
Let u, v ∈ P n,p e be arbitrary. For every i, j ∈ [n], we define
Let
Then ξ is the greatest common divisor of all the integers in {ξ ij : i, j, ∈ [n]} and p e .
Lemma 3.3
The following properties hold
(b) ν p (ξ) < e.
Proof: Since u ∈ P n,p e , there is an integer s ∈ [n] such that gcd(u s , p) = 1. (a) If α = ∞, then we may take i = s and then (11) follows. From now on, we suppose that α < ∞. If (11) does not hold, then we have that gcd(u i , u j , v i , v j , p e ) > 1 for any i, j ∈ [n] such that ν p (ξ ij ) = α. Since gcd(u s , p) = 1, this implies that p α+1 |ξ si and p α+1 |ξ sj . It follows that p α+1 |ξ ij , which is a contradiction.
(
s is the inverse of u s modulo p e . Note that v s ≡ 0 mod p since otherwise we will have that v / ∈ P n,p e . It follows that u ∼ v, which is a contradiction because u and v are distinct equivalence classes.
We shall determine the (u, v) entry of B n,p e , i.e., b uv in the remaining of this section. Clearly, b uv is the number of w ∈ P n,p e that satisfies the following equation system:
For every g ∈ {0, 1, . . . , e}, we define
Lemma 3.4 For every g ∈ {0, 1, . . . , e}, the equation system (12) has exactly p β+(e−g)(n−2) solutions in p g · Z n p e , where β = min(ν p (ξ), e − g).
Proof:
We prove for Case I: g = 0 and Case II: 0 < g ≤ e, respectively.
-Case I: Due to Lemma 3.3, we may suppose that gcd(u 1 , u 2 , v 1 , v 2 , p e ) = 1 and ξ = gcd(ξ 12 , p e ). It suffices to show that for every (w 3 , . . . , w n ) ∈ Z n−2 p e , the following equation system
has exactly ξ solutions in Z 2 p e . Due to Lemma 3.1, the homogenous form of (13) has exactly ξ solutions in Z 2 p e . Hence, it suffices to show that (13) is solvable. Let ν p (ξ 12 ) = h. Then there is an integer η ∈ Z * p e such that ξ 12 = p h η. Let η −1 be the inverse of η modulo p e . Then
is a solution of (13).
-Case II: Let w ∈ p g · Z n p e and w = p −g · w. Then w satisfies (12) if and only if
Due to Case I, the equation system (14) has exactly p β+(e−g)(n−2) solutions w ∈ Z n p e−g .
Lemma 3.5 Let u, v ∈ P n,m be arbitrary. Then the (u, v) entry of B n,p e is
Proof: Clearly, we have that Z n p e \ p · Z n p e = S n,p e . Let N uv be the number of solutions of (12) in S n,p e . Due to Lemma 3.4, it is not hard to see that
Note that ν p (ξ) = e when u = v and each equivalence class in P n,p e contains exactly φ(p e ) elements of S n,p e . It follows that b uv = φ(p e ) −1 N uv and the equation (15) follows.
The Eigenvalues
We proceed to determine the eigenvalues of B n,p e . Let σ : S n,p e → S n,p e−1 be the mapping defined by
where u ∈ S n,p e . Let τ : S n,p e−1 → P n,p e−1 to be the mapping such that τ (u) = the equivalence class of u.
S n,p e S n,p e−1 The following lemma shows that the mapping ρ is balanced in the sense that every equivalence class in P n,p e−1 has the same number of preimages in S n,p e . Lemma 3.6 We have that |ρ −1 (v)| = p n φ(p e−1 ) for every v ∈ P n,p e−1 .
Proof: Let w ∈ S n,p e−1 be arbitrary. For every γ = (γ 1 , . . . , γ n ) ∈ Z n p , we define
It is easy to see that w γ ∈ ρ −1 (w) for every γ ∈ Z n p and w γ = w γ whenever γ, γ ∈ Z n p are distinct. It follows that |σ −1 (w)| ≥ p n . If |σ −1 (w)| > p n for certain choice of w ∈ S n,p e−1 , then we must have that
However, due to (2), we have that
Therefore, we must have that |σ −1 (w)| = p n . Let v ∈ P n,p e−1 be arbitrary. Then it is easy to see that
Let ψ : S n,p e → P n,p e be the mapping defined by
where u ∈ S n,p e . Let δ : P n,p e → P n,p e−1 be the mapping defined by δ(u) = the equivalence class of (u 1 mod p e−1 , . . . , u n mod p e−1 ),
where u ∈ P n,p e . Then δ • ψ = ρ. The following lemma shows that the mapping δ is p n−1 to 1.
Lemma 3.7
We have that |δ −1 (v)| = p n−1 for every v ∈ P n,p e−1 .
Proof
which is the expected result.
(001) Due to Lemma 3.7, we can partition P n,p e as l = p n−1 disjoint subsets K 1 , . . . , K l such that
for every h ∈ [l] and u ∈ P n,p e−1 . For every a, b ∈ [l], we denote by C ab a matrix with rows and columns being labeled by K a and K b , respectively. For every u ∈ K a and v ∈ K b , the (u, v) entry of C ab is defined to be the number of solutions of (12) in P n,p e . Let C = (C ab ) be a block matrix. Then where l = 4 and the ith row is the ith subset of P 3,4 for every i ∈ {1, 2, 3, 4}. Clearly, we have that P 3,2 = {001, 010, 011, 100, 101, 110, 111}. It is trivial to verify that |δ −1 (u) ∩ K h | = 1 for every u ∈ P 3,2 and h ∈ {1, 2, 3, 4}. Figure 2 depicts the matrix B 3,4 , where the rows are columns are labeled by elements in P 3,4 . Actually, the B 3,4 is a 4 × 4 block matrix, where each block is a square matrix of order 7. More precisely, we have that 
for every a ∈ {1, 2, 3, 4} and 
for every a, b ∈ {1, 2, 3, 4} such that a = b. It is trivial to verify that the (u, v) entry of C aa and C ab is equal to the number of solutions of (12) in P 3,4 for every u ∈ K a and v ∈ K b .
( 001) 3 1 1 1 1 1 1 (010) 1 3 1 1 1 1 1 (011) 1 1 3 1 1 1 1 (100) 1 1 1 3 1 1 Note that the matrix B 3,2 can be depicted by Figure 3 . The following lemma shows that there are connections between B n,p e and B n,p e−1 . The connections are clear when we partition the set P n,p e as the disjoint subsets K 1 , . . . , K l , where δ(K h ) = P n,p e−1 for every h ∈ [l].
Lemma 3.8 Let a, b ∈ [l] and a = b. Let u ∈ K a and v ∈ K b be such that δ(u) = δ(v) = w ∈ P n,p e−1 . Then the (u, v) entry of C ab is equal to
Proof: Without loss of generality, we may suppose that gcd(w 1 , p) = 1. Since δ(u) = δ(v) = w, there are integers x 2 , . . . , x n , y 2 , . . . , y n ∈ Z p such that u ∼ (w 1 , w 2 + x 2 p e−1 , . . . , w n + x n p e−1 ), v ∼ (w 1 , w 2 + y 2 p e−1 , . . . , w n + y n p e−1 ).
Let ξ be defined by (10). Due to (26), it is trivial to verify that ξ = p e−1 . It follows that (25) is an immediate consequence of (15).
Then the (u, v) entry of C ab is equal to the product of p n−3 and the (u , v ) entry of B n,p e−1 .
Proof: Clearly, there are integers x 1 , . . . , x n , y 1 , . . . , y n ∈ Z p such that
. Let ξ ij be defined by (9). Then ξ ij ≡ η ij mod p e−1 . Since u ∼ v, Lemma 3.3 implies that ν p (ξ) < e and ν p (η) < e − 1. We claim that ν p (ξ) = ν p (η). In fact, by Lemma 3.3, there are integersĩ,j ∈ [n] andî,ĵ ∈ [n] such that ξ = gcd(ξĩj, p e ) and η = gcd(ηîĵ, p e−1 ).
Since ξîĵ ≡ ηîĵ mod p e−1 , we must have that ν p (ξîĵ) ≤ ν p (ηîĵ). It follows that
Similarly, we must have that ν p (η) ≤ ν p (ξ). Hence, our claim holds. In particular, we have that ν p (ξ) = ν p (η) < e − 1. Now the lemma is an immediate consequence of (15).
Lemma 3.10 Let p be a prime and n, e > 1 be integers. Then for any intgers a, b ∈ [l], we have that
Proof: As depicted by Example 3.1, we partition the set P n,p e as l disjoint subsets, where l = p n−1 . Equation (15) shows that the diagonal entries of B n,p e−1 are all equal to 1 φ(p e−1 ) p (e−1)(n−1) − p (e−2)(n−1) .
When a = b, Lemma 3.8 shows that the diagonal entries of C ab are all equal to
Clearly, the difference between the diagonal entries is p (e−1)(n−2)−1 . Lemma 3.9 shows that the nondiagonal entries of C ab are p n−3 times of those of B n,p e−1 . It follows that
which is the first equality. Note that the diagonal entries of C aa are equal to 1 φ(p e ) p e(n−1) − p (e−1)(n−1) .
Similarly, we can prove the second part of (28).
Lemma 3.11
If λ is an eigenvalue of B n,p e−1 , then p 2n−4 · λ is an eigenvalue of B n,p e .
Proof: Due to Lemma 3.10, B n,p e − p e(n−2) I is an l × l block matrix, where each block is equal to
It follows that µ = p n−3 λ − p (e−1)(n−2)−1 is an eigenvalue of B n,p e . Thus
is an eigenvalue of B n,p e .
Lemma 3.12 λ e+1 = p e(n−2) is an eigenvalue of B n,p e of multiplicity at least (p n−1 − 1)θ n,p e−1 .
Proof: Let a ∈ [l − 1]. For every u ∈ K a and v ∈ K l such that δ(u) = δ(v), let w be a vector with coordinates being labeled by P n,p e such that the coordinate labeled by u is 1, the coordinate labeled by v is −1 and all the other coordinates are 0. Due to Lemma 3.10, we have that B n,p e · w = p e(n−2) · w.
Since there are
choices for w when a is taken over [l − 1] and u is taken over K a for every a. Clearly, all the w's are linearly independent. The eigenvalue is of multiplicity at least (p n−1 − 1)θ n,p e−1 .
Theorem 3.1 (Prime Power Case) Let m = p e for a prime p and positive integers e and n. Then the eigenvalues of B n,m and their multiplicities are as follows (s ∈ {3, . . . , e + 1}):
Eigenvalue Multiplicity Proof: The matrix B n,p has two eigenvalues µ 1 = θ 2 n−1,p and µ 2 = p n−2 , which are of multiplicity d 1 = 1 and d 2 = θ n,p − 1, respectively. Lemma 3.11 shows that -λ 1 = p (2n−4)(e−1) µ 1 is an eigenvalue of B n,p e of multiplicity at least d 1 ; -λ 2 = p (2n−4)(e−1) µ 2 is an eigenvalue of B n,p e of multiplicity at least d 2 .
Lemma 3.12 shows that µ s = p (s−1)(n−2) is an eigenvalue of B n,p s−1 of multiplicity at least d s = (p n−1 − 1)θ n,p s−2 for every s ∈ {3, . . . , e + 1}. Due to Lemma 3.11, -λ s = p (2n−4)(e−s+1) µ s is an eigenvalue of B n,p e of multiplicity at least d s for s ∈ {3, . . . , e + 1}.
The sum of the multiplicities of λ 1 , . . . , λ e+1 is at least
Hence, the multiplicity of λ s must be d s = (p n−1 − 1)θ n,p s−2 for every s ∈ [e + 1].
The General Case
In this section, we determine the eigenvalues of B n,m for a general integer m. Firstly, we show a tensor lemma on the matrix B n,m .
Lemma 4.1 If m = m 1 m 2 for two coprime integers m 1 and m 2 , then we have that
Proof: Let π : P n,m 1 × P n,m 2 → P n,m be the mapping defined by π(u, v) = w, where
for every i ∈ [n]. The π is well-defined. In fact, let w = π(u, v) and w = π(u , v ), where u, u ∈ P n,m 1 and v, v ∈ P n,m 2 . If u ∼ u and v ∼ v , then there are integers λ ∈ Z * m 1 and µ ∈ Z * m 2 such that 
Proof: If e = 1, then the single column of J l×1 is an eigenvector of B n,p with eigenvalue θ 2 n−1,p , where l = θ n,p . Furthermore, there are d = l − 1 eigenvectors u 1 , . . . , u d with eigenvalue p n−1 such that
We give the proof for e > 1 by induction. Lemma 3.1 shows that B n,p e has e + 1 eigenvalues. We prove for each eigenvalue. Firstly, due to the proof of Lemma 3.12, we have that -the eigenvectors of B n,p e with eigenvalue λ e+1 have the form (33).
Secondly, for every s ∈ [e], let u 1 , . . . , u ds be the eigenvectors of B n,p e−1 with eigenvalue λ s ·p −2(n−2) . Due to the induction hypothesis, we have that (u 1 , . . . , u ds ) = I ds * .
. Lemma 3.10 shows that v 1 , . . . , v ds are eigenvectors of B n,p e with eigenvalue λ s . Thus, it is easy to see that -the eigenvectors of B n,p e with eigenvalue λ s have the form (33) for every s ∈ [e].
Finally, by the induction, we have that (33) holds for B n,p e . 
Due to Lemma 2.1, we have that Hence, the multiplicity of λ 1 · · · λ r cannot be greater than d 1 · · · d r . In other words, the multiplicity of λ 1 · · · λ r must be exactly d 1 · · · d r .
