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TWISTED TOPOLOGICAL GRAPH ALGEBRAS
HUI LI
Abstract. We define the notion of a twisted topological graph algebra associated to
a topological graph and a 1-cocycle on its edge set. We prove a stronger version of
a Vasselli’s result. We expand Katsura’s results to study twisted topological graph
algebras. We prove a version of the Cuntz-Krieger uniqueness theorem, describe the
gauge-invariant ideal structure. We find that a twisted topological graph algebra is
simple if and only if the corresponding untwisted one is simple.
1. Introduction
Since the foundational work in [3, 7, 14, 15], directed graph algebras have been studied
very extensively over the last twenty years. Many properties like the ideal structure and
the K-theory of graph algebras can be read off from the underlying graph (see [23] for a
detailed introduction of graph algebras). Graph algebras have provided very illustrative
examples for the development of the classification theory of C∗-algebras. For example, it
was shown in [6, 14] that simple graph algebras are either AF or purely infinite so they
are classifiable up to isomorphism by the K-theory. For two directed graphs whose graph
algebras are simple unital, Sørensen recently in [27] showed how to decide exactly when
these two graphs determine stable isomorphic graph algebras.
Various versions of continuous graph algebras have been studied by many authors.
For example, Deaconu in [4] investigated the groupoid C∗-algebra associated with a local
homeomorphism. In [9], Katsura defined the concept of a topological graph and associated
a topological graph algebra to each topological graph by modifying Pimsner’s construction
in [22] of a C∗-algebra from a C∗-correspondence. Topological graph algebras include all
graph algebras, all homeomorphism algebras, all AF-algebras, and many other examples.
One of the famous results about topological graph algebras [12, Theorem C] states that
every Kirchberg algebra is isomorphic to a topological graph algebra. Muhly and Tomforde
in [19] have subsequently considered the C∗-algebra associated to a topological quiver
which is a further generalization of a topological graph algebra.
There are many interesting examples of twisted C∗-algebras, which incorporate suitable
cohomological data into existing constructions of C∗-algebras. People are interested in
twisted C∗-algebras because properties of twisted C∗-algebras frequently exhibit strong
connections with the twisting cohomology data. Examples of twisted C∗-algebras include:
twisted crossed products [20], twisted groupoid C∗-algebras obtained from a local homeo-
morphism in [5], and twisted k-graph algebras [16, 17]. The survey paper [25] provides lots
of interesting examples and gives a detailed motivation for studying twisted C∗-algebras.
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In this paper we invoke sheaf cohomology theory from [26] to generalize Katsura’s
graph correspondences in [9] to twisted ones, which will be done in Section 3. We mainly
study the Cuntz-Pimsner algebra of a twisted graph correspondence, which we regard
as the twisted topological graph algebra. In Section 4 we prove a stronger version of a
result of Vasselli in [28], which provides a large class of twisted topological graph algebras
that are not isomorphic to the ordinary topological graph algebras of the same graphs.
In Section 5, we prove a series of technical results generalizing parts of Katsura’s work
in [9, 10, 11]. These results allow us to prove versions of the fundamental structure
theorems for twisted topological graph algebras. In Section 6, we prove a version of the
Cuntz-Krieger uniqueness theorem for twisted topological graph algebras. In Section 7,
we establish a complete characterization of the gauge-invariant closed two-sided ideals
of a twisted topological graph algebra. In Section 8, we give some conditions which are
equivalent to the simplicity of the twisted topological graph algebra. In particular, we
prove that the twisted topological graph algebra of a topological graph is simple if and
only if the ordinary topological graph algebra is simple.
2. Preliminaries
Throughout this paper, we adopt the following conventions. Let T be a locally compact
Hausdorff space, and let U be an open subset of T . For f ∈ C0(U), and g ∈ Cb(U), define
a function f×g ∈ C0(U) by f×g(t) := f(t)g(t) if t ∈ U . For a closed two-sided ideal J of a
C∗-algebra A, define a closed two-sided ideal of A by J⊥ := {a ∈ A : ab = 0 for all b ∈ J}.
For a right Hilbert A-module X , define a closed right A-submodule XJ := span{x · j :
x ∈ X, j ∈ J}.
In this section, we recall some background about C∗-correspondences and topological
graphs which will be used throughout this paper.
First of all, let us recap the material about C∗-correspondences from [8, 13, 22].
Let A be a C∗-algebra, let X be a right Hilbert A-module, and let φ : A → L(X)
be a homomorphism. Then the pair (X, φ) is called a C∗-correspondence over A. A
right Hilbert A-module X is a C∗-correspondence if and only if there is a left action
· : A×X → X such that 〈a∗ · y, x〉A = 〈y, a · x〉A. In the rest of this paper we will refer
to as X is a C∗-correspondence over A.
Fix a C∗-correspondence X over a C∗-algebra A. A pair (ψ, π) consisting of a linear map
ψ : X → B and a homomorphism π : A → B is called a Toeplitz representation of X in
a C∗-algebra B if ψ(a · x) = π(a)ψ(x) and ψ(x)∗ψ(y) = π(〈x, y〉A). Define C∗(ψ, π) to be
the C∗-subalgebra of B generated by the images of ψ and π. Proposition 1.3 of [8] shows
that there is a C∗-algebra TX generated by an injective universal Toeplitz representation
(iX , iA) of X . We call TX the Toeplitz algebra of X . There is a homomorphism ψ(1) :
K(X) → B such that ψ(1)(Θx,y) = ψ(x)ψ(y)∗. Define a closed two-sided ideal of A
by JX := φ
−1(K(X)) ∩ (ker φ)⊥. The pair (ψ, π) is covariant if ψ(1)(φ(a)) = π(a) for
all a ∈ JX . [13, Proposition 4.11] shows that there is a C∗-algebra OX generated by
an injective universal covariant Toeplitz representation (jX , jA) of X . We call OX the
Cuntz-Pimsner algebra of X . Define X⊗0 := A, define X⊗1 := X , and inductively define
X⊗n := X ⊗AX⊗n−1 for n ≥ 2. The Fock space F(X) of X is the direct sum
⊕∞
n=0X
⊗n.
Define ψ⊗0 := π and ψ⊗1 := ψ. For each n ≥ 2, there is a linear map ψ⊗n : X⊗n → B
such that ψ⊗n(x ⊗ ξ) = ψ(x)ψ⊗n−1(ξ) for all x ∈ X and ξ ∈ X⊗n−1. Define ψ(0) := π.
For each n ≥ 1, since the pair (ψ⊗n, π) is a Toeplitz representation of X⊗n, there is a
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homomorphism ψ(n) : K(X⊗n) → B such that ψ(n)(Θξ,η) = ψ⊗n(ξ)ψ⊗n(η)∗. Finally, [13,
Proposition 2.7] says that
(2.1) C∗(ψ, π) = span{ψ⊗n(ξ)ψ⊗m(η)∗ : ξ ∈ X⊗n, η ∈ X⊗m}.
In the rest of the section we recall the notion of a topological graph as studied by
Katsura in [9]. A topological graph is a quadruple E = (E0, E1, r, s) such that E0, E1 are
locally compact Hausdorff spaces, r : E1 → E0 is a continuous map, and s : E1 → E0 is
a local homeomorphism. An s-section is a subset U ⊂ E1 such that s|U : U → s(U) is a
homeomorphism.
Given a topological graph E, Katsura in [9] defined a C∗-correspondence X(E) over
C0(E
0) called the graph correspondence associated to E. For x, y ∈ Cc(E1), f ∈ C0(E0),
and for v ∈ E0, define x · f := x(f ◦ s), f · x := (f ◦ r)x, and 〈x, y〉C0(E0)(v) :=∑
s(e)=v x(e)y(e). Then Cc(E
1) is a right inner product C0(E
0)-module, and the comple-
tion of Cc(E
1) under the ‖·‖C0(E0)-norm is the graph correspondence X(E). The Toeplitz
algebra of the graph correspondence X(E) is denoted by T (E), and the Cuntz-Pimsner
algebra of the graph correspondence X(E) is denoted by O(E).
For a topological graph E, Katsura in [9] defined the following subsets of the vertex
set E0: the set E0sce := E
0 \ r(E1) of sources; the set of finite receivers E0fin consisting
of vertices v with an open neighborhood N of v such that r−1(N) is compact; the set
E0rg := E
0
fin \ E0sce of regular vertices; and the set E0sg := E0 \ E0rg of singular vertices.
3. Twisted Topological Graph Algebras
In this section, we firstly define the 1-cocycles on a locally compact Hausdorff space
from [26], and then in Theorem 3.3 we incorporate a 1-cocycle into Katsura’s construction
of the graph correspondence associated to a topological graph to define the twisted graph
correspondence.
Let T be a locally compact Hausdorff space, let N = {Nα}α∈Λ be an open cover of T .
For α1, . . . , αn ∈ Λ, define
Nα1...αn :=
n⋂
i=1
Nαi .
Definition 3.1 ([26, Definition 4.22]). Let T be a locally compact Hausdorff space, and
letN = {Nα}α∈Λ be an open cover of T . A collection of circle-valued continuous functions
S = {sαβ ∈ C(Nαβ,T)}α,β∈Λ is called a 1-cocycle relative to N if for α, β, γ ∈ Λ, sαβsβγ =
sαγ on Nαβγ . Suppose that x, y ∈
∏
α∈Λ C(Nα) satisfy xα = sαβxβ and yα = sαβyβ on Nαβ
for all α, β ∈ Λ. Define [x|y] ∈ C(T ) by
[x|y](t) = xα(t)yα(t), if t ∈ Nα.
Definition 3.2. Let E be a topological graph, let N = {Nα}α∈Λ be an open cover of E1,
and let S = {sαβ}α,β∈Λ be a 1-cocycle relative to N. Define
Cc(E,N,S) :=
{
x ∈
∏
α∈Λ
C(Nα) : xα = sαβxβ on Nαβ , [x|x] ∈ Cc(E1)
}
.
For x, y ∈ Cc(E,N,S), α ∈ Λ, f ∈ C0(E0), and v ∈ E0, define
(1) (x · f)α := xα(f ◦ s|Nα);
(2) 〈x, y〉C0(E0)(v) :=
∑
s(e)=v[x|y](e); and
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(3) (f · x)α := (f ◦ r|Nα)xα.
We see that Cc(E,N,S) is a vector space under pointwise operations, and Properties (1)
and (3) of Definition 3.2 give right and left C0(E
0)-actions on Cc(E,N,S), respectively.
For x, y ∈ Cc(E,N,S), the polarization identity and [9, Lemma 1.5] imply that
〈x, y〉C0(E0) =
1
4
3∑
n=0
(−i)n〈x+ iny, x+ iny〉C0(E0)
=
1
4
3∑
n=0
(−i)n
〈√
[x+ iny|x+ iny],
√
[x+ iny|x+ iny]
〉
C0(E0)
∈ Cc(E0).
It is easy to verify that 〈·, ·〉C0(E0) in Definition 3.2 is a right C0(E0)-valued inner product
on Cc(E,N,S). We denote the completion of Cc(E,N,S) under the ‖ · ‖C0(E0)-norm by
X(E,N,S).
Theorem 3.3. Let E be a topological graph, let N = {Nα}α∈Λ be an open cover of E1, and
let S = {sαβ}α,β∈Λ be a 1-cocycle relative to N. Then X(E,N,S) is a C∗-correspondence
over C0(E
0).
Proof. For x ∈ Cc(E,N,S), and f ∈ C0(E0), we have
‖f · x‖2C0(E0) = sup
v∈E0
( ∑
s(e)=v
|f(r(e))|2[x|x](e)
)
≤ ‖f‖2 sup
v∈E0
( ∑
s(e)=v
[x|x](e)
)
= ‖f‖2‖x‖2C0(E0).
So the left C0(E
0)-action on Cc(E,N,S) can be extended to X(E,N,S). For x, y ∈
Cc(E,N,S), f ∈ C0(E0), and v ∈ E0, we have
〈f ∗ · y, x〉C0(E0)(v) =
∑
s(e)=v
[((f ∗ ◦ r)|Nαyα)|x](e) =
∑
s(e)=v
[y|((f ◦ r)|Nαxα)](e)
= 〈y, f · x〉C0(E0)(v).
By continuity of the left action, X(E,N,S) is a C∗-correspondence over C0(E0). 
Definition 3.4. We call X(E,N,S) the twisted graph correspondence associated to the
graph E and the 1-cocycle S. We denote by T (E,N,S) the Toeplitz algebra of the twisted
graph correspondence X(E,N,S), and denote by O(E,N,S) the Cuntz-Pimsner algebra
of X(E,N,S).
Remark 3.5. Let E be a topological graph, let N = {Nα}α∈Λ be an open cover of E1,
and let S = {sαβ}α,β∈Λ be a 1-cocycle relative to N. When N = {E1} and S = {1}, then
X(E,N,S) coincides with the ordinary graph correspondence X(E). When E0 = E1
and r = s = id, Raeburn in [24, Proposition A3] showed that X(E,N,S) characterizes
the C0(E
0)–C0(E
0) imprimitivity bimodules with trivial Rieffel homeomorphism. When
E0 = E1, r = id, and s is a homeomorphism, in [18, Theorem 3.1.16] we proved a stronger
result that X(E,N,S) characterizes any C0(E
0)–C0(E
0) imprimitivity bimodule.
Example 3.6. Let T be a compact Hausdorff space, let N = {Nα}α∈Λ be an open cover
of T , and let S = {sαβ}α,β∈Λ be a 1-cocycle relative to N. Define a topological graph
E := (T, T, id, id). The principal circle bundle B induced from the 1-cocycle S is the
quotient of ∐α∈Λ(Nα × T) by the equivalence relation ((t, z), α) ∼ ((t, zsαβ(t)), β), which
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is a compact Hausdorff space (see [26, Proposition 4.53, Example 4.58]). Vasselli showed
in [28, Proposition 4.3] that O(E,N,S) ∼= C(B).
Example 3.7. Example 3.6 actually provides a class of examples that the twisted topo-
logical graph algebra of a topological graph may not be isomorphic to the untwisted
topological graph algebra. For example, define a topological graph E := (S2, S2, id, id),
the topological graph algebra O(E) is isomorphic to C(S2 × T). Since S3 is the Hopf
circle bundle over S2 with the projection p : S3 → S2 by p(z1, z2) := (2z1z∗2 , |z1|2 − |z2|2),
there is a twisted topological graph algebra of E which is isomorphic to C(S3). We can
see that S3 is not homeomorphic to S2 × T by calculating their fundamental groups. We
have π1(S
3) = 0, and π1(S
2 × T) ∼= Z.
Remark 3.8. The notion of 1-cocycles in Definition 3.1 comes from sheaf cohomology
theory. Let E be a topological graph. Each 1-cocycle on E1 canonically represents an
element of the first cohomology group H1(E1,S) (see [26, Definition 4.22]) and all 1-
cocycles on E1 determine the group H1(E1,S). In [18, Theorem 3.3.3] it was shown that
two 1-cocycles on E1 representing the same element H1(E1,S) give rise to isomorphic
twisted graph correspondences. Therefore, from now on, we restrict our attention to
covers of E1 by precompact open s-sections.
Let E be a topological graph, let N = {Nα}α∈Λ be a cover of E1 by precompact open
s-sections, and let S = {sαβ}α,β∈Λ be a 1-cocycle relative to N. The first look at the
twisted graph correspondence X(E,N,S) gives us the impression that its structure is
maybe very complicated. As a matter of fact, every element in Cc(E,N,S) is spanned
by very simple elements. To establish this feature, we need to set up some notation. For
α0, α ∈ Λ, and for f ∈ C0(Nα0), define f Ind
α
α0 ∈ C(Nα) by
f Ind
α
α0 (t) :=
{
sαα0(t)f(t) if t ∈ Nαα0
0 if t ∈ Nα \Nαα0 .
Then (f Ind
α
α0 )α∈Λ ∈ Cc(E,N,S). For α1 ∈ Λ, g ∈ C0(Nα1), we have [(f Ind
α
α0 )|(gIndαα1 )] =
(f ∗g)× sα0α1 |Nα0α1 . Hence
〈(f Indαα0 )α∈Λ, (gIndαα1 )α∈Λ〉C0(E0) = 〈f, g〉C0(E0) × (sα0α1 |Nα0α1 ◦ s|−1Nα0α1 ).
Proposition 3.9. Let E be a topological graph, let N = {Nα}α∈Λ be a cover of E1 by
precompact open s-sections, and let S = {sαβ}α,β∈Λ be a 1-cocycle relative to N. Then
Cc(E,N,S) = span{(f Indαα0 )α∈Λ : α0 ∈ Λ, f ∈ Cc(Nα0)}.
Proof. The inclusion ⊃ is obvious since N consists of precompact open sets. For the
reverse inclusion, fix x ∈ Cc(E,N,S). For any e ∈ supp([x|x]), there exists αe ∈ Λ, such
that e ∈ Nαe . Since supp([x|x]) is compact, there exists a finite subset F ⊂ supp([x|x])
such that {Nαe}e∈F covers supp([x|x]). We use a partition of unity (see [29, Lemma 1.43])
to get a finite collection of functions {he : e ∈ F} ⊂ C0(E1) such that supp(he) ⊂ Nαe
for all e ∈ F , and ∑e∈F he = 1 on supp([x|x]). Then x =∑e∈F (he|Nαxα)α∈Λ. Fix e ∈ F .
Since xαe ∈ C(Nαe) and Nαe is compact, xαe |Nαe ∈ Cb(Nαe). So he× (xαe |Nαe ) ∈ Cc(Nαe),
and (he|Nαxα)α∈Λ = ((he × (xαe |Nαe ))Ind
α
αe )α∈Λ. 
The following proposition generalizes [9, Proposition 1.24].
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Proposition 3.10. Let E be a topological graph, let N = {Nα}α∈Λ be a cover of E1 by
precompact open s-sections, and let S = {sα}α,β∈Λ be a 1-cocycle relative to N. Then
JX(E,N,S) = φ
−1(K(X(E,N,S))) ∩ (kerφ)⊥ = C0(E0rg).
Proof. For f ∈ C0(E0), by the Urysohn’s Lemma (see [29, Lemma 1.41]), f ∈ ker(φ) if
and only if f ∈ C0(E0sce). So (kerφ)⊥ = C0(E0 \ E0sce).
We compute φ−1(K(X(E,N,S))). Fix a nonnegative f ∈ Cc(E0fin). By definition of
E0fin, the set r
−1(supp(f)) is compact. For each e ∈ r−1(supp(f)), there exists αe ∈ Λ,
such that e ∈ Nαe . Choose a finite subset F ⊂ r−1(supp(f)) such that {Nαe}e∈F covers
r−1(supp(f)). We use a partition of unity to get a finite collection of functions {he :
e ∈ F} ⊂ C0(E1, [0, 1]) such that supp(he) ⊂ Nαe for all e ∈ F , and
∑
e∈F he = 1 on
r−1(supp(f)). A straightforward calculation gives
(3.1) φ(f) =
∑
e∈F
Θ(√
hef◦rInd
α
αe
)
,
(√
hef◦rInd
α
αe
).
So C0(E
0
fin) ⊂ φ−1(K(X(E,N,S))). Conversely, fix f ∈ φ−1(K(X(E,N,S))). Suppose
for a contradiction that f /∈ C0(E0fin). Then there exists v /∈ E0fin such that f(v) 6= 0.
By continuity of f there exists an open neighborhood U of v such that |f(U)| ≥ ǫ > 0.
For x1, . . . , xn, y1, . . . , yn ∈ Cc(E,N,S), let K =
⋃n
i=1 supp([xi|xi]) ∪ supp([yi|yi]). By
definition of E0fin, the set r
−1(U) is not contained inK. So there exists e ∈ Nα0∩r−1(U)\K.
The Urysohn’s Lemma yields z ∈ Cc(E,N,S) satisfying ‖z‖C0(E0) = 1 and zα0(e) = 1. So∥∥∥φ(f)− n∑
i=1
Θxi,yi
∥∥∥2 ≥ [φ(f)(z)− n∑
i=1
Θxi,yi(z)
∣∣∣φ(f)(z)− n∑
i=1
Θxi,yi(z)
]
(e)
= |f(r(e))zα0(e)|2 ≥ ǫ2.
It follows that φ(f) /∈ K(X(E,N,S)), which is a contradiction. So φ−1(K(X(E,N,S))) =
C0(E
0
fin). By definition of E
0
rg, we have JX(E,N,S) = C0(E
0
rg). 
4. A Generalized Result of Vasselli
Patani in [21] conjectured that Vasselli’s result in [28, Proposition 4.3] described in
Example 3.6 is still true when the compactness condition is lifted. The proof for the
locally compact case does not appear to have been sorted out. So in this section we give
a proof of this conjecture. Before we do that, we need a technical proposition.
Proposition 4.1. Let E be a topological graph, let N = {Nα}α∈Λ be a cover of E1 by pre-
compact open s-sections, and let S = {sαβ}α,β∈Λ be a 1-cocycle relative to N. Then there
exist a collection of linear maps {ψα : C0(Nα) → O(E,N,S)}α∈Λ and a homomorphism
π : C0(E
0)→ O(E,N,S) such that
(1) ψα(x · f) = ψα(x)π(f), ψα(f · x) = π(f)ψα(x) for x ∈ C0(Nα), f ∈ C0(E0);
(2) ψα(x)
∗ψβ(y) = π(〈x, y〉C0(E0) × (sαβ |Nαβ ◦ s|−1Nαβ)) for x ∈ C0(Nα), y ∈ C0(Nβ);
(3) each ψα is norm-decreasing under the supremum norm of C0(Nα);
(4) ψα(x) = ψβ(x× (sβα|Nβα)) for x ∈ C0(Nαβ);
(5) for any nonnegative f ∈ Cc(E0rg), any finite subset F ⊂ Λ, and any collection
{hα ∈ Cc(Nα, [0, 1])}α∈F such that
∑
α∈F hα = 1 on r
−1(supp(f)), we have
π(f) =
∑
α∈F
ψα
(√
hαf ◦ r
)
ψα
(√
hαf ◦ r
)∗
;
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(6) C∗(ψα, π) = O(E,N,S); and
(7) if a collection of linear maps {ψ′α : C0(Nα) → B}α∈Λ and a homomorphism π′ :
C0(E
0) → B satisfying Properties (1)–(5), then there exists a homomorphism
h : O(E,N,S)→ B, such that h ◦ ψα = ψ′α for all α ∈ Λ, and h ◦ π = π′.
Proof. Let (ψ, π) be the injective universal covariant Toeplitz representation ofX(E,N,S)
that generates O(E,N,S). For each α0 ∈ Λ, define a linear map ψα0 : C0(Nα0) →
O(E,N,S) by ψα0(x) := ψ((xInd
α
α0 )α∈Λ). It is straightforward to verify that {ψα, π}α∈Λ
satisfies Properties (1)–(4), (6).
We check Property (5). Fix a nonnegative function f ∈ Cc(E0rg), a finite subset F ⊂
Λ, and a collection {hα ∈ Cc(Nα, [0, 1])}α∈F such that
∑
α∈F hα = 1 on r
−1(supp(f)).
Equation (3.1) gives
φ(f) =
∑
α∈F
Θ(√
hαf◦rInd
β
α
)
β∈Λ
,
(√
hαf◦rInd
β
α
)
β∈Λ
.
So by the covariance of (ψ, π) and by definition of {ψα}α∈Λ, we have
π(f) = ψ(1)(φ(f)) =
∑
α∈F
ψ
((√
hαf ◦ r
Indβα)
β∈Λ
)
ψ
((√
hαf ◦ r
Indβα)
β∈Λ
)∗
=
∑
α∈F
ψα
(√
hαf ◦ r
)
ψα
(√
hαf ◦ r
)∗
.
Finally, we verify Property (7). Fix a collection of linear maps {ψ′α : C0(Nα)→ B}α∈Λ
and a homomorphism π′ : C0(E0) → B satisfying Properties (1)–(5). For arbitrary
α1, . . . , αn ∈ Λ, xi ∈ C0(Nαi), if
∑n
i=1(x
Indααi
i ) = 0, then〈 n∑
i=1
(x
Indααi
i ),
n∑
i=1
(x
Indααi
i )
〉
C0(E0)
=
n∑
i,j=1
〈xi, xj〉C0(E0) × (sαiαj |Nαiαj ◦ s|−1Nαiαj ) = 0.
So ( n∑
i=1
ψ′αi(xi)
)∗( n∑
i=1
ψ′αi(xi)
)
=
n∑
i,j=1
π′(〈xi, xj〉C0(E0) × (sαiαj |Nαiαj ◦ s|−1Nαiαj )) = 0.
Proposition 3.9 gives a Toeplitz representation (ψ′, π′) of X(E,N,S) in B such that
ψ′((xInd
α
α0 )α∈Λ) = ψ′α0(x) for α0 ∈ Λ, and x ∈ C0(Nα0). We show that (ψ′, π′) is covariant.
Fix a nonnegative function f ∈ Cc(E0rg). By definition of E0rg, we have r−1(supp(f))
is compact. For any e ∈ r−1(supp(f)), there exists αe ∈ Λ, such that e ∈ Nαe . There
exists a finite subset F ⊂ r−1(supp(f)) such that {Nαe}e∈F covers r−1(supp(f)). We use a
partition of unity to get a finite collection {he ∈ Cc(Nαe , [0, 1])}e∈F such that
∑
e∈F he = 1
on r−1(supp(f)). Equation (3.1) gives
φ(f) =
∑
e∈F
Θ(√
hef◦rInd
α
αe
)
α∈Λ
,
(√
hef◦rInd
α
αe
)
α∈Λ
.
By Property (5) and by definition of ψ′, we have
π′(f) =
∑
e∈F
ψ′αe
(√
hef ◦ r
)
ψ′αe
(√
hef ◦ r
)∗
=
∑
e∈F
ψ′(
√
hef ◦ rInd
α
αe )ψ′(
√
hef ◦ rInd
α
αe )∗
= ψ′(1)(φ(f)).
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So (ψ′, π′) is covariant by Proposition 3.10. By the universal property of (ψ, π), there is a
homomorphism h : O(E,N,S)→ B, such that h ◦ ψ = ψ′ and h ◦ π = π′. By definitions
of {ψα}α∈Λ and ψ′, for x ∈ C0(Nα0), we have
h ◦ ψα0(x) = h ◦ ψ(xInd
α
α0 ) = ψ′(xInd
α
α0 ) = ψ′α0(x). 
The following theorem is a generalization of a Vasselli’s result in [28, Proposition 4.3].
Theorem 4.2. Let T be a locally compact Hausdorff space, let N = {Nα}α∈Λ be a cover
of T by precompact open sets, and let S = {sαβ}α,β∈Λ be a 1-cocycle relative to N. Define
a topological graph E := (T, T, id, id), and define a locally compact Hausdorff space B :=
∐α∈Λ(Nα × T)/((t, z), α) ∼ ((t, zsαβ(t)), β). Then the twisted topological graph algebra
O(E,N,S) is isomorphic to C0(B).
Proof. By Proposition 4.1, there exist a collection of linear maps {ψα : C0(Nα) →
O(E,N,S)}α∈Λ and a homomorphism π : C0(E0)→ O(E,N,S) satisfying Properties (1)–
(7) of Proposition 4.1.
We prove that O(E,N,S) is commutative. Since the set {ψα(x), ψα(x)∗, π(f) : α ∈
Λ, x ∈ C0(Nα), f ∈ C0(T )} generates O(E,N,S), it is sufficient to show that these
generators commute with each other. We check that each ψα(x) commutes with each
ψβ(y)
∗; the othe commutation relations are straightforward. For α ∈ Λ, and x, y ∈
C0(Nα), we claim that ψα(x)ψα(y)
∗ = π(xy∗). Suppose that x, y are both nonnegative
and their supports are contained in Nα. Simple calculation shows that ψα(x)ψα(y)
∗ =
ψα(
√
xy)ψα(
√
xy)∗. Since {ψα, π}α∈Λ satisfies Property (5) of Proposition 4.1, we have
ψα(x)ψα(y)
∗ = π(xy). The linearity and the continuity of ψα validate the claim. Take
α, β ∈ Λ, x ∈ C0(Nα), and y ∈ C0(Nβ). Let (Ei)i∈I be an approximate identity of C0(Nα).
Then ψα(x)π(Ei)ψβ(y)
∗ → ψα(x)ψβ(y)∗ by continuity of ψα. On the other hand,
ψα(x)π(Ei)ψβ(y)
∗ = ψα(x)ψβ(yEi)∗
= ψα(x)ψα((yEi)× (sαβ|Nαβ))∗
= π(x((y∗Ei)× (sβα|Nαβ))) (by the claim)
= ψβ(yEi)
∗ψα(x)
→ ψβ(y)∗ψα(x) (by continuity of ψβ) .
So ψα(x)ψβ(y)
∗ = ψβ(y)∗ψα(x). Hence O(E,N,S) is commutative.
We show the character space of O(E,N,S) is homeomorphic to B. Fix a nonzero
homomorphism ϕ : O(E,N,S) → C. We claim that ϕ ◦ π is not a zero homomorphism.
Suppose it is a zero map, for a contradiction. Then for x ∈ C0(Nα), we have
ϕ ◦ ψα(x)∗ϕ ◦ ψα(x) = ϕ(π(x∗x)) = 0.
Since C∗(ψα, π) = O(E,N,S), we have ϕ = 0, which is a contradiction. So ϕ ◦ π is
not a zero homomorphism. Then there exists t ∈ T such that ϕ ◦ π(f) = f(t) for all
f ∈ C0(T ). Take α ∈ Λ such that t ∈ Nα and take x ∈ C0(Nα) with x(t) = 1, we have
ϕ ◦ψα(x) ∈ T since ϕ is a homomorphism. If t ∈ Nβ, and y ∈ C0(Nβ) such that y(t) = 1,
then it is not hard to see that ϕ(ψα(x))sαβ(t) = ϕ(ψβ(y)). So there is a well-defined map
Γ : Ô(E,N,S)→ B such that Γ(ϕ) = ((t, ϕ ◦ ψα(x)), α) for each ϕ ∈ Ô(E,N,S).
For ϕ, ρ ∈ Ô(E,N,S), if Γ(ϕ) = Γ(ρ), then there exists t ∈ T , such that ϕ ◦ π(f) =
ρ ◦ π(f) = f(t), for all f ∈ C0(T ). For any α ∈ Λ, and for any x ∈ C0(Nα), if x(t) 6= 0,
then t ∈ Nα. Since Γ(ϕ) = Γ(ρ), by definition of Γ, we have (t, ϕ ◦ ψα(x/x(t)), α) =
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(t, ρ◦ψα(x/x(t)), α). So ϕ◦ψα(x) = ρ◦ψα(x). If x(t) = 0, then ϕ◦ψα(x) = ρ◦ψα(x) = 0.
Hence ϕ = ρ and Γ is injective.
Take t ∈ Nα0 , and z ∈ T. For α ∈ Λ, if t ∈ Nα, then define a linear map ψ′α : C0(Nα)→
C by ψ′α(x) := zx(t)sα0α(t). If t /∈ Nα, then define ψ′α : C0(Nα)→ C to be the zero map.
Define a homomorphism π′ : C0(T ) → C by π′(f) := f(t). It is straightforward to see
that {ψ′α, π′}α∈Λ satisfies Properties (1)–(4) of Proposition 4.1. We prove Property (5) of
Proposition 4.1 of {ψ′α, π′}α∈Λ. For any nonnegative function f ∈ Cc(T ), any finite subset
F ⊂ Λ, and any collection {hα ∈ Cc(Nα, [0, 1])}α∈F such that
∑
α∈F hα = 1 on supp(f),
we have ∑
α∈F
ψ′α(
√
hαf)ψ
′
α(
√
hαf)
∗ =
∑
α∈F
hα(t)f(t) = f(t) = π
′(t).
Since {ψα, π}α∈Λ satisfies Property (7) of Proposition 4.1, there exists a homomorphism
ϕ : O(E,N,S) → C, such that ϕ ◦ ψα = ψ′α for all α ∈ Λ, and ϕ ◦ π = π′. So ϕ is a
nonzero homomorphism. The Urysohn’s Lemma gives x ∈ C0(Nα0) such that x(t) = 1.
Then ϕ ◦ψα0(x) = ψ′α0(x) = zx(t)sα0α0(t) = z. So Γ(ϕ) = ((t, z), α0), and Γ is a bijection
with the inverse Γ−1((t, z), α0) = ϕ.
Next we prove that Γ is continuous. Fix a convergent net (ϕa)a∈A ⊂ Ô(E,N,S) with
the limit ϕ. Then there exist ta, t ∈ T such that ϕa ◦ π(f) = f(ta) and ϕ ◦ π(f) = f(t)
for all f ∈ C(T ). Since ϕa → ϕ, we have ϕa ◦ π → ϕ ◦ π. So ta → t. It is fine to
suppose that there exist α0 ∈ Λ and a compact set K ⊂ Nα0 such that ta, t ∈ K. By
the Urysohn’s Lemma, there is x ∈ C0(Nα0) such that x(K) = 1. By Definition of Γ, we
have Γ(ϕa) = ((ta, ϕa ◦ψα0(x)), α0) and Γ(ϕ) = ((t, ϕ ◦ψα0(x)), α0). Hence Γ(ϕa)→ Γ(ϕ)
because ϕa → ϕ.
Finally we show that Γ is open. Fix a convergent net ((ta, za), αa)a∈A → ((t, z), α0) in
B. Let Γ−1((ta, za), αa) = ϕa, and let Γ−1((t, z), α0) = ϕ. Fix α ∈ Λ, and fix x ∈ C0(Nα).
Suppose that t ∈ Nα. Then there exists a0 ∈ A, such that ta ∈ Nα0α whenever a ≥
a0, (ta)a≥a0 → t, and (sαaα0(ta)za)a≥a0 → z. By definition of Γ−1, we have when a ≥ a0,
ϕa ◦ ψα(x) = zax(ta)sαaα(ta) = zax(ta)sαaα0(ta)sα0α(ta)→ zx(t)sα0α(t) = ϕ ◦ ψα(x).
Suppose that t /∈ Nα. By definition of Γ−1, we have ϕ ◦ ψα(x) = 0, and |ϕa ◦ ψα(x)| =
|x(ta)| → |x(t)| = 0. Fix f ∈ C0(T ). Then ϕa ◦ π(f) = f(ta) → f(t) = ϕ ◦ π(f). Hence
ϕa → ϕ because C∗(ψα, π) generates O(E,N,S). 
5. Technical Results
In this section, we develop technical tools that we will need in later sections. These are
analogous to technical results of Katsura for ordinary topological graph algebras [9, 10, 11].
Throughout this section, we fix a topological graph E, a cover N = {Nα}α∈Λ of E1 by
precompact open s-sections, and a 1-cocycle S = {sαβ}α,β∈Λ relative to N.
First of all, we connect the Fock space of the twisted graph correspondence X(E,N,S)
with the finite-path space of E.
Let n ≥ 1. Define the finite-path space
En := {(e1, . . . , en) ∈
n∏
i=1
E1 : s(ei) = r(ei+1), i = 1, . . . , n− 1}.
Define rn : En → E0 by rn(e1, . . . , en) := r(e1), define sn : En → E0 by sn(e1, . . . , en) :=
s(en). Then En := (E
0, En, rn, sn) is a topological graph. Define a cover Nn := {(Nα1 ×
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· · ·×Nαn)∩En}α1,...,αn∈Λ of En by precompact open sn-sections. Define a 1-cocycle Sn :=
{sα1β1 ⋄ · · · ⋄ sαnβn} relative to Nn by sα1β1 ⋄ · · · ⋄ sαnβn((ei)ni=1) := sα1β1(e1) · · · sαnβn(en)
for all (ei)
n
i=1 ∈ Nα1β1 × · · · ×Nαnβn ∩ En. For x1, . . . , xn ∈ Cc(En,Nn,Sn), α1, . . . , αn ∈
Λ, and (e1, . . . , en) ∈ Nα1 × · · · ×Nαn ∩ En, define (x1 ⋄ · · · ⋄ xn)α1,...,αn(e1, . . . , en) :=
x1,α1(e1) . . . xn,αn(en). Then x1 ⋄ · · · ⋄ xn ∈ Cc(En,Nn,Sn). Let Cc(E0,N0,S0) := Cc(E0),
and X(E0,N
0,S0) := C0(E
0).
The following proposition is a generalization of [9, Proposition 1.27].
Proposition 5.1. For each n ≥ 1, there exists an isomorphism Φn : X(E,N,S)⊗n →
X(En,N
n,Sn) of C∗-correspondences over C0(E0) such that Φn(x1⊗· · ·⊗xn) = x1⋄· · ·⋄xn,
for all x1, . . . , xn ∈ Cc(E,N,S). Moreover,
(5.1) Cc(En,N
n,Sn) = span{x1 ⋄ · · · ⋄ xn : x1, . . . , xn ∈ Cc(E,N,S)}.
Hence
(5.2) X(En,N
n,Sn) = span{x1 ⋄ · · · ⋄ xn : x1, . . . , xn ∈ Cc(E,N,S)}.
Proof. We prove this theorem by the induction argument on n ≥ 1. When n = 1, the
result is obvious. Suppose that the theorem holds for n ≥ 1, we prove that the theorem
is true for n + 1. We aim to define a map ϕ : Cc(E,N,S) ⊙C0(E0) Cc(En,Nn,Sn) →
X(En+1,N
n+1,Sn+1) by ϕ(x ⊙ y) := x ⋄ y for all x ∈ Cc(E,N,S), y ∈ Cc(En,Nn,Sn).
Straightforward calculation shows that ϕ is well-defined and preserves the right inner
products. So we can extend ϕ uniquely toX(E,N,S)⊗C0(E0)X(E,N,S)⊗n and the unique
extension ϕ preserves the right inner products. Fix f ∈ Cc((Nα0×Nα1×· · ·×Nαn)∩En+1).
Let U := (Nα0×Nα1×· · ·×Nαn)∩En+1, and let V := (Nα1×· · ·×Nαn)∩En. Denote the two
projections by P : U → Nα0 and Q : U → V . The Urysohn’s Lemma gives g ∈ C0(Nα0)
such that g(P (supp(f))) = 1. Since N consists of s-sections, there exists h ∈ C0(V ) such
that h(e1, . . . , en) = f(s|−1Nα0 (rn(e1, . . . , en)), e1, . . . , en) for all e ∈ (rn)−1(s(Nα0)) ∩ V . So
ϕ((gInd
β0
α0 )⊗ (hIndβ1,...,βnα1,...,αn )) = (gIndβ0α0 ) ⋄ (hIndβ1,...,βnα1,...,αn ) = (f Indβ0,β1,...,βnα0,α1,...,αn ).
Proposition 3.9 and the induction assumption imply the case for n + 1. 
Let (ψ, π) be a Toeplitz representation of X(E,N,S) in a C∗-algebra B. The following
results are immediate consequences of Proposition 5.1. Define ψ0 := π, and define ψ
(1)
0 :=
π. For each n ≥ 1, the pair (ψn, π) is a Toeplitz representation of X(En,Nn,Sn) such
that ψn(x1 ⋄ · · · ⋄ xn) := ψ(x1) . . . ψ(xn) for all x1, . . . , xn ∈ Cc(E,N,S). Let ψ(1)n :
K(X(En,Nn,Sn))→ B be the homomorphism such that ψ(1)n (Θξ,η) := ψn(ξ)ψn(η)∗ for all
ξ, η ∈ X(En,Nn,Sn). Then ψ(1)n is injective whenever π is injective. For each n ≥ 0, define
Bn to be the image of ψ
(1)
n , define B[0,n] := B0 + · · · + Bn. Define B[0,∞] :=
⋃∞
n=0B[0,n],
which is called the core of C∗(ψ, π) (The C∗-subalgebras Bn, B[0,n], B[0,∞] coincide with
Katsura’s definitions in [13]). We have
C∗(ψ, π) = span{ψn(ξ)ψm(η)∗ : ξ ∈ Cc(En,Nn,Sn), η ∈ Cc(Em,Nm,Sm)}
= span{ψn(ξ)ψm(η)∗ :
if n ≥ 1, then ξ = x1 ⋄ · · · ⋄ xn, where x1, . . . , xn ∈ Cc(E,N,S);
if m ≥ 1, then η = y1 ⋄ · · · ⋄ ym, where y1, . . . , ym ∈ Cc(E,N,S);
if n = 0, then ξ ∈ Cc(E0); and if m = 0, then η ∈ Cc(E0)}.
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Secondly, we prove a version of the Tietze extension theorem for the twisted graph corre-
spondence X(E,N,S). Then we use this result to construct a very useful homomorphism
in Proposition 5.3.
Let F 0 be a closed set of E0, and let F 1 := s−1(F 0). The restriction s|F 1 : F 1 → F 0
is a local homeomorphism. Define a precompact open cover NF
1
:= {Nα ∩F 1}α∈Λ of F 1,
and define a 1-cocycle SF
1
:= {sF 1αβ := sαβ |Nαβ∩F 1}α,β∈Λ relative to NF
1
. Let
Cc(F
1,NF
1
,SF
1
) :=
{
x ∈
∏
α∈Λ
C(Nα ∩ F 1) : xα = sF 1αβxβ on Nαβ ∩ F 1, [x|x] ∈ Cc(F 1)
}
.
Conditions (1), (2) of Definition 3.2 are the right action and the right C0(F
0)-valued
inner product on Cc(F
1,NF
1
,SF
1
) by Theorem 3.3. Denote its completion under the
‖ · ‖C0(F 0)-norm by X(F 1,NF 1,SF 1).
Proposition 5.2. Fix a closed subset F 0 ⊂ E0 and let F 1 = s−1(F 0). For any x ∈
Cc(F
1,NF
1
,SF
1
), there exists y ∈ Cc(E,N,S), such that yα|Nα∩F 1 = xα for all α ∈ Λ,
and ‖y‖C0(E0) = ‖x‖C0(F 0).
Proof. Fix α0 ∈ Λ, and fix f ∈ C(F 1) with supp(f) ⊂ Nα0 ∩F 1. By the Tietze extension
theorem (see [29, Lemma 1.42]), there exists g ∈ C(E1) such that f = g on Nα0 ∩ F 1.
By the Urysohn’s lemma, there exists h ∈ C0(Nα0) such that h(supp(f)) = 1. Then
gh = f on Nα0 ∩ F 1 and gh ∈ C0(Nα0). So (gh)Ind
α
α0 |Nα0∩F 1 = f
Indαα0 for all α ∈ Λ. Hence
Proposition 3.9 implies that for any x ∈ Cc(F 1,NF 1,SF 1), there exists y ∈ Cc(E,N,S),
such that yα|Nα∩F 1 = xα, for all α ∈ Λ.
Thus we can extend each element in Cc(F
1,NF
1
,SF
1
) to Cc(E,N,S). Next we need
to show the existence of the extension preserving the norms. Katsura’s proof of [9,
Lemma 1.11] fits in our case.
Fix x ∈ Cc(F 1,NF 1,SF 1). If x = 0 then y = 0 does the job, so we suppose that x 6= 0.
Take y ∈ Cc(E,N,S), such that yα|Nα∩F 1 = xα, for all α ∈ Λ. For each α ∈ Λ, define
zα : Nα → C by
zα(e) := yα(e)‖x‖C0(F 0)/(max{‖x‖2C0(F 0), 〈y, y〉C0(E0)(s(e))})1/2.
Then z := (zα)α∈Λ does the job. 
Let F 0 be a closed subset of E0 and let F 1 = s−1(F 0). Let T ∈ L(X(E,N,S)),
and let x ∈ Cc(F 1,NF 1,SF 1). By Proposition 5.2, take y, z ∈ Cc(E,N,S) such that
yα|Nα∩F 1 = zα|Nα∩F 1 = xα, and take (yn), (zn) ⊂ Cc(E,N,S) such that yn → Ty, zn → Tz.
Then y− z ∈ X(E,N,S)C0(E0\F 0), which implies that T (y− z) ∈ X(E,N,S)C0(E0\F 0). So
〈yn − zn, yn − zn〉C0(E0) → 〈T (y − z), T (y − z)〉C0(E0) ∈ C0(E0 \ F 0).
The sequences (yn,α|Nα∩F 1)α∈Λ, (zn,α|Nα∩F 1)α∈Λ converge in X(F 1,NF
1
,SF
1
). Since
〈((yn,α − zn,α)|Nα∩F 1)α∈Λ, ((yn,α − zn,α)|Nα∩F 1)α∈Λ〉C0(F 0)(v)→ 0 for all v ∈ F 0,
we have ((yn,α−zn,α)|Nα∩F 1)α∈Λ → 0. Define ω(T ) : Cc(F 1,NF
1
,SF
1
)→ X(F 1,NF 1,SF 1)
by ω(T )(x) := limn→∞(yn,α|Nα∩F 1)α∈Λ. It is straightforward to show that ω(T ) is bounded
and linear, and the unique extension ω(T ) is adjointable with ω(T )∗ = ω(T ∗).
The following proposition provides a generalization, and a detailed proof of an assertion
made on [9, Page 4294].
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Proposition 5.3. Fix a closed subset F 0 ⊂ E0 and let F 1 = s−1(F 0). The map ω :
L(X(E,N,S))→ L(X(F 1,NF 1,SF 1)) is a homomorphism, and
(5.3) ker(ω) = {T : Tx ∈ X(E,N,S)C0(E0\F 0) for all x ∈ X(E,N,S)}.
Proof. We show that ω is a homomorphism. The linearity of ω is straightforward, and ω
preserves adjoints since we just showed that ω(T )∗ = ω(T ∗). Let us prove that ω preserves
multiplication.
Fix T, S ∈ L(X(E,N,S)) and x ∈ Cc(F 1,NF 1,SF 1). Take y ∈ Cc(E,N,S) with
yα|Nα∩F 1 = xα for all α ∈ Λ, and choose (yn) ⊂ Cc(E,N,S) with yn → Sy. Then
Tyn → TSy, (yn,α|Nα∩F 1)α∈Λ → ω(S)(x), and ω(T )(yn,α|Nα∩F 1)α∈Λ → ω(T )ω(S)(x). For
each n ≥ 1, there exists zn ∈ Cc(E,N,S), such that ‖zn−Tyn‖C0(E0) < 1/n. So zn → TSy,
and (zn,α|Nα∩F 1) → ω(T )ω(S)(x). Hence (zn,α|Nα∩F 1) → ω(TS)(x), and ω(TS)(x) =
ω(T )ω(S)(x).
Now we compute the kernel of ω. Fix T ∈ ker(ω) and x ∈ Cc(E,N,S). Take (xn) ⊂
Cc(E,N,S) such that xn → Tx. So
ω(T )((xα|Nα∩F 1)α∈Λ) = limn→∞(xn,α|Nα∩F 1)α∈Λ = 0.
For any v ∈ F 0, we have
〈xn, xn〉C0(E0)(v) = 〈(xn,α|Nα∩F 1), (xn,α|Nα∩F 1)〉C0(F 0)(v)→ 0.
Hence 〈Tx, Tx〉C0(E0) ∈ C0(E0 \ F 0) and Tx ∈ X(E,N,S)C0(E0\F 0). By continuity of
T, Tx ∈ X(E,N,S)C0(E0\F 0) for all x ∈ X(E,N,S). Conversely, fix T such that Tx ∈
X(E,N,S)C0(E0\F 0) for all x ∈ X(E,N,S), and fix x ∈ Cc(F 1,NF 1,SF 1). Take y ∈
Cc(E,N,S) with yα|Nα∩F 1 = xα for all α ∈ Λ, and choose (yn) ⊂ Cc(E,N,S) with
yn → Ty. Then
〈ω(T )(x), ω(T )(x)〉C0(F 0) = lim
n→∞
〈yn, yn〉C0(E0)|F 0 = 〈Ty, Ty〉C0(E0)|F 0 = 0.
So T ∈ ker(ω). 
The following proposition is a generalization of [9, Lemma 1.14].
Proposition 5.4. Fix a closed subset F 0 ⊂ E0 and let F 1 = s−1(F 0). Then
(1) ω(Θx,y) = Θ(xα|
Nα∩F1
),(yα|
Nα∩F1
), for all x, y ∈ Cc(E,N,S);
(2) ω(K(X(E,N,S))) = K(X(F 1,NF 1,SF 1)); and
(3) ker(ω) ∩ K(X(E,N,S)) = span{Θx,y : x, y ∈ X(E,N,S)C0(E0\F 0)}.
Proof. We prove Equality (1). Fix x, y ∈ Cc(E,N,S), and fix z ∈ Cc(F 1,NF 1,SF 1). Take
w ∈ Cc(E,N,S) with wα|Nα∩F 1 = zα, for all α ∈ Λ. Proposition 5.3 implies
ω(Θx,y)(z) =
(
xα|Nα∩F 1〈y, w〉C0(E0) ◦ s|Nα∩F 1
)
= Θ(xα|
Nα∩F1
),(yα|
Nα∩F1
)z.
For Equality (2), observe that the containment ⊂ follows immediately from (1). For
the reverse containment, Fix x, y ∈ Cc(F 1,NF 1,SF 1). Choose z, w ∈ Cc(E,N,S) with
zα|Nα∩F 1 = xα, and wα|Nα∩F 1 = yα for all α ∈ Λ. By Equality (1), ω(Θz,w) = Θx,y.
Finally we prove Equality (3). Fix K ∈ ker(ω) ∩ K(X(E,N,S)). Since ker(ω) ∩
K(X(E,N,S)) is a C∗-subalgebra of K(X(E,N,S)), the Hahn-decomposition gives K =
K1K
∗
1 − K2K∗2 + iK3K∗3 − iK4K∗4 , where each Ki ∈ ker(ω) ∩ K(X(E,N,S)). Take a
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sequence (En) ⊂ span{Θx,y : x, y ∈ X(E,N,S)} such that EnKi, KiEn → Ki for each i.
Then
K1EnK
∗
1 −K2EnK∗2 + iK3EnK∗3 − iK4EnK∗4 → K.
Equation (5.3) gives K ∈ span{Θx,y : x, y ∈ X(E,N,S)C0(E0\F 0)}. Conversely, fix x, y ∈
X(E,N,S)C0(E0\F 0). Then 〈Θx,yz,Θx,yz〉C0(E0) ∈ C0(E0 \ F 0) for all z ∈ X(E,N,S). By
Equation (5.3), Θx,y ∈ ker(ω). Hence Equality (3) holds. 
Next, for an injective covariant Toeplitz representation (ψ, π) of X(E,N,S), define
π00 := π
−1. We aim to define homomorphisms of the C∗-subalgebras B[0,n](n ≥ 1) of the
core of C∗(ψ, π). The following proposition provides a generalization, and a detailed proof
of an assertion made on [9, Page 4312].
Proposition 5.5. Fix an injective covariant Toeplitz representation (ψ, π) of X(E,N,S),
and fix n ≥ 1. Then there is a homomorphism πnn : B[0,n] → L(X(En,Nn,Sn)) such that
ψn(π
n
n(b)ξ) = bψn(ξ) for all b ∈ B[0,n], ξ ∈ X(En,Nn,Sn), and such that πnn(ψ(1)n (K)) = K
for all K ∈ K(X(En,Nn,Sn)).
Proof. We prove the existence of πnn by induction on n ≥ 1. When n = 1, π11(π(f) +
ψ(1)(K)) := φ(f) +K does the job. Suppose that the proposition is true for n ≥ 1. For
b ∈ B[0,n], bn+1 ∈ Bn+1, and for x1, . . . , xn+1 ∈ Cc(E,N,S), take (ym) ⊂ Cc(En,Nn,Sn)
such that ym → πnn(b)(x1⋄· · ·⋄xn). Define πnn(b)⊗id ∈ L(X(En+1,Nn+1,Sn+1)) by πnn(b)⊗
id(x1 ⋄· · ·⋄xn+1) := limm(ym⋄xn+1). Define πn+1n+1(b+bn+1) := πnn(b)⊗ id+(ψ(1)n+1)−1(bn+1).
Straightforward calculation shows that πn+1n+1 is a homomorphism. For b ∈ B[0,n], bn+1 ∈
Bn+1, x1, . . . , xn+1 ∈ Cc(E,N,S), we have
ψn+1(π
n+1
n+1(b+ bn+1)(x1 ⋄ · · · ⋄ xn+1))
= ψn(π
n
n(b)(x1 ⋄ · · · ⋄ xn))ψ(xn+1) + ψn+1((ψ(1)n+1)−1(bn+1)(x1 ⋄ · · · ⋄ xn+1))
= (b+ bn+1)ψn+1(x1 ⋄ · · · ⋄ xn+1).
For K ∈ K(X(En+1,Nn+1,Sn+1)), we have πn+1n+1(ψ(1)n+1(K)) = K by definition of πn+1n+1. 
For n ≥ 1, define a closed subset Ensg := (sn)−1(E0sg) of En, let ω : L(X(En,Nn,Sn))→
L(X(Ensg, (Nn)Ensg , (Sn)Ensg)) be the homomorphism obtained from Proposition 5.3. The
following proposition is a generalization of [9, Lemma 5.1].
Proposition 5.6. Fix an injective covariant Toeplitz representation (ψ, π) of X(E,N,S).
For n ≥ 1, there is a homomorphism πn0 : B[0,n] → C0(E0sg) such that πn0 (b0 + b) =
π−1(b0)|E0sg for all b0 ∈ B0, b ∈ B[1,n]. There is a homomorphism π∞0 : B[0,∞] → C0(E0sg),
such that π∞0 (b0 + · · · + bn) = π−1(b0)|E0sg , for all n ≥ 0, and for all b0 + · · · + bn ∈
B[0,n]. For n ≥ 2 and 1 ≤ k ≤ n − 1, there is a homomorphism πnk : B[0,n] →
L(X(Eksg, (Nk)Eksg , (Sk)Eksg)) such that πnk (b+ c) = ω ◦ πkk(b) for all b ∈ B[0,k], c ∈ B[k+1,n].
Proof. First of all, we claim that for n ≥ 1, if b0 ∈ B0 and b ∈ B[1,n] satisfying b0 + b = 0,
then b0 ∈ π(C0(E0rg)). We prove this claim by induction on n ≥ 1. When n = 1. For
f ∈ C0(E0) and K ∈ K(X(E,N,S)), if π(f) + ψ(1)(K) = 0, then f ∈ C0(E0rg). Suppose
the claim is true for n ≥ 1. Then for b0 ∈ B0, . . . , bn+1 ∈ Bn+1, if b0+ · · ·+ bn+1 = 0, then
by [13, Proposition 5.12] bn+1 ∈ Bn. By the induction assumption, b0 ∈ π(C0(E0rg)). So
we finish the proof of the claim. For each n ≥ 1, straightforward calculation shows that
there is a well-defined homomorphism πn0 satisfying the desired formula.
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Since the core B[0,∞] is the direct limit of the increasing sequence {B[0,n]}∞n=1, we obtain
the homomorphism π∞0 .
We claim that for n ≥ 2, 1 ≤ k ≤ n − 1, b ∈ B[0,k], and c ∈ B[k+1,n], if b + c = 0, then
b = ψ
(1)
k (K), for some K ∈ span{Θξ,η : ξ, η ∈ X(Ek,Nk,Sk)C0(E0rg)}. We prove this claim
by induction on n ≥ 2. When n = 2, k = 1. For b0 + b1 + b2 ∈ B[0,2], if b0 + b1 + b2 = 0,
then by [13, Proposition 5.12] b0 + b1 = ψ
(1)(K), for some K ∈ span{Θξ,η : ξ, η ∈
X(E,N,S)C0(E0rg)}. Suppose that the claim is true for n ≥ 2. For b0+ · · ·+bn+1 ∈ B[0,n+1],
if b0 + · · ·+ bn+1 = 0, then by [13, Proposition 5.12] b0 + · · ·+ bn = −bn+1 = ψ(1)n (K), for
some K ∈ span{Θξ,η : ξ, η ∈ X(En,Nn,Sn)C0(E0rg)}. For 1 ≤ k ≤ n− 1, by the induction,
b0 + · · · + bk = ψ(1)k (K ′), for some K ′ ∈ span{Θξ,η : ξ, η ∈ X(Ek,Nk,Sk)C0(E0rg)}. So we
finish the proof of the claim. Now fix n ≥ 2, 1 ≤ k ≤ n − 1, b ∈ B[0,k], and c ∈ B[k+1,n]
with b + c = 0. By the claim there exists K ∈ span{Θξ,η : ξ, η ∈ X(Ek,Nk,Sk)C0(E0rg)}
such that b = ψ
(1)
k (K). By Proposition 5.5, π
k
k(b) = K. By Proposition 5.4, ω(π
k
k(b)) = 0.
Hence straightforward calculation shows that there is a well-defined homomorphism πnk
satisfying the desired formula. 
Corollary 5.7. Fix an injective covariant Toeplitz representation (ψ, π) of X(E,N,S).
For n ≥ 1, we have ⋂n−1k=0 ker(πnk ) = Bn. For n ≥ 0, we have ⋂nk=0 ker(πnk ) = {0}.
Proof. We prove the first statement by induction on n ≥ 1. When n = 1. For f ∈ C0(E0)
and K ∈ K(X(E,N,S)), if π(f) +ψ(1)(K) ∈ ker(π10) then by Proposition 5.6 f(E0sg) = 0.
The covariance of (ψ, π) implies that π(f) + ψ(1)(K) = ψ(1)(φ(f) + K). Conversely, for
K ∈ K(X(E,N,S)), by Proposition 5.6 π10(ψ(1)(K)) = 0. So ker(π10) = B1. Suppose
that
⋂n−1
k=0 ker(π
n
k ) = Bn, for some n ≥ 1. We show that
⋂n
k=0 ker(π
n+1
k ) = Bn+1. For
b0 + · · · + bn+1 ∈
⋂n
k=0 ker(π
n+1
k ), by Proposition 5.6, b0 + · · · + bn ∈
⋂n−1
k=0 ker(π
n
k ). By
the induction assumption, there exists K ∈ K(X(En,Nn,Sn)) such that b0 + · · ·+ bn =
ψ
(1)
n (K). By Proposition 5.5,
πn+1n (ψ
(1)
n (K) + bn+1) = ω ◦ πnn(ψ(1)n (K)) = ω(K) = 0.
By Proposition 5.4 and by [13, Proposition 5.12], ψ
(1)
n (K) ∈ Bn+1. So
⋂n
k=0 ker(π
n+1
k ) ⊂
Bn+1. By definition of π
n+1
k (k ≤ n) we clearly have Bn+1 ⊂
⋂n
k=0 ker(π
n+1
k ). So Bn+1 =⋂n
k=0 ker(π
n+1
k ).
The second statement is trivial for n = 0. When n ≥ 1,⋂nk=0 ker(πnk ) = Bn ∩
ker(πnn). For ψ
(1)
n (K) ∈ Bn ∩ ker(πnn), by Proposition 5.5, πnn(ψ(1)n (K)) = K = 0. Hence⋂n
k=0 ker(π
n
k ) = {0}. 
We finish the section by constructing a covariant Toeplitz representation (of a modified
topological graph EY ) from a non-covariant Toeplitz representation of E under certain
condition. This technique is a generalization of Katsura’s work in [10, Section 3]. Fix a
closed subset Y of E0rg in the subspace topology of E
0
rg and define ∂Y := Y \ Y .
Definition 5.8 ([10, Page 799]). Define a topological graph EY := (E
0
Y , E
1
Y , rY , sY ) as
follows:
(1) E0Y := E
0 ∐∂Y Y = {(v, 0), (w, 1) : v ∈ E0, w ∈ Y };
(2) E1Y := E
1 ∐s−1(∂Y ) s−1(Y ) = {(e, 0), (f, 1) : e ∈ E1, f ∈ s−1(Y )};
(3) rY (e, n) := (r(e), 0), for all (e, n) ∈ E1Y ; and
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(4) sY (e, n) := (s(e), n), for all (e, n) ∈ E1Y .
Define a cover NY :=
{(
Nα×{0}
)∪((Nα∩s−1(Y ))×{1})}α∈Λ of E1Y by precompact open
sY -sections. Define a 1-cocycle SY := {sαβ,Y }α,β∈Λ relative to NY by sαβ,Y (e, n) := sαβ(e)
for all (e, n) ∈ (Nαβ × {0}) ∪ (Nαβ ∩ s−1(Y )× {1}).
Let p0Y : E
0
Y → E0 and p1Y : E1Y → E1 be the two surjective proper continuous
projections. Let (p0Y )∗ : C0(E
0)→ C0(E0Y ) be injective homomorphism obtained from p0Y ,
and let (p1Y )∗ : X(E,N,S)→ X(EY ,NY ,SY ) be the norm-preserving linear map obtained
from p1Y . Let tY = (t
0
Y , t
1
Y ) be the injective universal covariant Toeplitz representation of
X(EY ,NY ,SY ) in O(EY ,NY ,SY ). Fix a Toeplitz representation (ψ, π) of X(E,N,S) in
a C∗-algebra B such that C0(E0rg \ Y ) ⊂ {f ∈ C0(E0rg) : π(f) = ψ(1)(φ(f))}.
The following lemma is a generalization of [10, Page 801, Lemma 3.9].
Lemma 5.9. There is a linear map ψrg : X(E,N,S)C0(E0rg) → B such that ψrg(x · f) =
ψ(x)ψ(1)(φ(f)) for all x ∈ X(E,N,S) and f ∈ C0(E0rg). There is a homomorphism
πrg : C0(E
0
rg)→ B such that πrg(f) = ψ(1)(φ(f)) for all f ∈ C0(E0rg).
Proof. Straightforward calculation yields the results. 
Lemma 5.10. Let X be a locally compact Hausdorff space, let U be an open set in X,
and let Y be a closed subset of U in the subspace topology of U . Then for any f ∈
C0(X ∐Y \Y Y ), there exist g ∈ C0(U) and h ∈ C0(X), such that f(x, 0) = g(x) + h(x) for
all x ∈ X, and f(y, 1) = h(y) for all y ∈ Y .
Proof. It follows from the proof of [10, Lemma 3.6]. 
The following proposition is a generalization of [10, Proposition 3.15].
Proposition 5.11. There is a covariant Toeplitz representation (ψ˜, π˜) of X(EY ,NY ,SY )
in C∗(ψ, π) such that
(1) π˜(f) = πrg(g) + π(h), where f ∈ C0(E0Y ), g ∈ C0(E0rg), h ∈ C0(E0), such that
f(v, 0) = g(v) + h(v) for all v ∈ E0, and f(v, 1) = h(v) for all v ∈ Y ;
(2) ψ˜(x) = ψrg(y) + ψ(z), where x ∈ Cc(EY ,NY ,SY ), y ∈ X(E,N,S)C0(E0rg) ∩
Cc(E,N,S), z ∈ Cc(E,N,S) such that xα(e, 0) = yα(e) + zα(e) for all e ∈ Nα,
and xα(e, 1) = zα(e) for all e ∈ Nα ∩ s−1(Y );
(3) π˜ ◦ (p0Y )∗ = π, ψ˜ ◦ (p1Y )∗ = ψ; and
(4) C∗(ψ˜, π˜) = C∗(ψ, π).
Moreover, π˜ is injective if and only if π is injective and C0(E
0
rg \ Y ) = {f ∈ C0(E0rg) :
π(f) = ψ(1)(φ(f))}.
Proof. Fix f ∈ C0(E0Y ). Lemma 5.10 yields g ∈ C0(E0rg), h ∈ C0(E0) such that f(v, 0) =
g(v)+ h(v) for all v ∈ E0, and f(v, 1) = h(v) for all v ∈ Y . For g′ ∈ C0(E0rg), h′ ∈ C0(E0)
such that f(v, 0) = g′(v) + h′(v) for all v ∈ E0, and f(v, 1) = h′(v) for all v ∈ Y , we
have h′ − h = g − g′ ∈ C0(E0rg \ Y ). So π(h′ − h) = π(g − g′) = ψ(1)(φ(g − g′)). Define
π˜ : C0(E
0
Y )→ C∗(ψ, π) by π˜(f) := πrg(g) + π(h). It is straightforward to check that π˜ is
a homomorphism.
Now fix f ∈ Cc
((
Nα0 × {0}
) ∪ ((Nα0 ∩ s−1(Y )) × {1})). Lemma 5.10 yields g ∈
C0(s
−1(E0rg)), h ∈ C0(E1) such that f(e, 0) = g(e)+h(e) for all e ∈ E1, and f(e, 1) = h(e)
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for all e ∈ s−1(Y ). Since K := p1Y (supp(f)) ⊂ Nα0 , the Urysohn’s lemma gives l ∈
C0(Nα0) such that l(K) = 1. Then f(e, 0) = l(e)g(e)+l(e)h(e) for all e ∈ E1, and f(e, 1) =
l(e)h(e) for all e ∈ s−1(Y ). Let x := (f Indαα0 ), let y := ((lg)Indαα0 ), and let z := ((lh)Indαα0 ).
Then y ∈ X(E,N,S)C0(E0rg), xα(e, 0) = yα(e) + zα(e) for all e ∈ Nα, and xα(e, 1) = zα(e)
for all e ∈ Nα ∩ s−1(Y ). Proposition 3.9 implies that for x ∈ Cc(EY ,NY ,SY ), there exist
y ∈ X(E,N,S)C0(E0rg) ∩ Cc(E,N,S), z ∈ Cc(E,N,S), such that xα(e, 0) = yα(e) + zα(e)
for all e ∈ Nα, and xα(e, 1) = zα(e) for all e ∈ Nα ∩ s−1(Y ). By the similar argument in
the previous paragraph, there is a bounded linear map ψ˜ : X(EY ,NY ,SY ) → C∗(ψ, π)
by ψ˜(x) := ψrg(z) + ψ(z).
It is straightforward to check that (ψ˜, π˜) is a Toeplitz representation of X(EY ,NY ,SY )
in C∗(ψ, π).
Now we check Equality (3). For f ∈ C0(E0), we have (p0Y )∗(f)(v, 0) = f(v) for all
v ∈ E0, and (p0Y )∗(f)(v, 1) = f(v) for all v ∈ Y . So π˜ ◦ (p0Y )∗(f) = π(f) by definition
of π˜. Hence π˜ ◦ (p0Y )∗ = π. Similarly, ψ˜ ◦ (p1Y )∗ = ψ. Equality (4) follows easily from
Equality (3).
Next we prove the covariance of (ψ˜, π˜). By Proposition 3.10 and [10, Lemma 3.3],
JX(EY ,NY SY ) = C0(E
0
rg×{0}). Fix a nonnegative function f ∈ Cc(E0rg×{0}). Lemma 5.10
gives g ∈ C0(E0rg), h ∈ C0(E0rg \ Y ) such that f(v, 0) = g(v) + h(v) for all v ∈ E0. Then
there exists a finite open cover {Nαi}ni=1 of r−1(supp(g + h)). We use a partition of unity
to get a finite collection of functions {hi}ni=1 ⊂ C(E1, [0, 1]) such that supp(hi) ⊂ Nαi for
all i, and
∑n
i=1 hi = 1 on r
−1(supp(g + h)). By Equation (3.1), we have
φ(g + h) =
n∑
i=1
Θ√
hi(g+h)◦r
Ind∗αi ,
√
hi(g+h)◦r
Ind∗αi
,
and
φ(f) =
n∑
i=1
Θ
(p1
Y
)∗
(√
(hi(g+h)◦r
Ind∗αi
)
,(p1
Y
)∗
(√
hi(g+h)◦r
Ind∗αi
).
So
ψ˜(1)(φ(f)) =
n∑
i=1
ψ
(√
hi(g + h) ◦ rInd
∗
αi
)
ψ
(√
hi(g + h) ◦ rInd
∗
αi
)∗
= ψ(1)(φ(g)) + ψ(1)(φ(h)) = πrg(g) + π(h) = π˜(f).
Hence (ψ˜, π˜) is covariant.
We prove the last statement. Suppose that π˜ is injective. For f ∈ C0(E0), if π(f) = 0
then by Equality 3 (p0Y )∗(f) = 0. So f = 0 and π is injective. Fix f ∈ Cc(E0rg) such
that ψ(1)(φ(f)) = π(f). By the Urysohn’s lemma, there exists g ∈ C0(E0rg × {0}) such
that g(supp(f) × {0}) = 1. Then π˜(g(p0Y )∗(f)) = ψ(1)(φ(f)), and π˜((p0Y )∗(f)) = π(f).
So g(p0Y )∗(f) = (p
0
Y )∗(f) since π˜ is injective. Hence f(Y ) = 0 and C0(E
0
rg \ Y ) = {f ∈
C0(E
0
rg) : π(f) = ψ
(1)(φ(f))}. Conversely, suppose that π is injective and C0(E0rg \ Y ) =
{f ∈ C0(E0rg) : π(f) = ψ(1)(φ(f))}. Fix f ∈ C0(E0Y ) such that π˜(f) = 0. Lemma 5.10
yields g ∈ C0(E0rg), h ∈ C0(E0) such that f(v, 0) = g(v) + h(v) for all v ∈ E0, and
f(v, 1) = h(v) for all v ∈ Y . Then π(h) = ψ(1)(φ(−g)) because π˜(f) = 0. So h ∈
C0(E
0
rg), π(h) = ψ
(1)(φ(h)). By assumption h ∈ C0(E0rg \ Y ). Hence f(v, 1) = 0 for all
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v ∈ Y . Since π is injective, φ(g + h) = 0. We get g + h = 0 and f = 0. Therefore π˜ is
injective. 
6. The Cuntz-Krieger Uniqueness Theorem
In this section we prove a version of the Cuntz-Krieger uniqueness theorem for twisted
topological graph algebras by following Katsura’s idea in [9]. To begin with, we recall the
notion of topological freeness from [9].
Definition 6.1 ([9, Definitions 5.3–5.5]). Let E be a topological graph. For n ≥ 2, a
nonempty subset S ⊂ En is non-returning if en 6= e′i for all i = 1, . . . , n − 1, whenever
(e1, . . . , en), (e
′
1, . . . , e
′
n) ∈ S. For n ≥ 1, a finite path (e1, . . . , en) ∈ En is a cycle if
r(e1) = s(en), and the vertices r(e1), . . . , r(en) are the base points of the cycle. The cycle
is without entrances if r−1(r(ei)) = {ei}, for i = 1, . . . , n. The graph E is topologically
free if the set of base points of cycles without entrances has empty interior.
Theorem 6.2 (The Cuntz-Krieger uniqueness theorem). Let E be a topologically free
topological graph, let N = {Nα}α∈Λ be a cover of E1 by precompact open s-sections, let
S = {sαβ}α,β∈Λ be a 1-cocycle relative to N, and let (jX , jA) be the injective universal
covariant Toeplitz representation of X(E,N,S) in O(E,N,S). Fix an injective covariant
Toeplitz representation (ψ, π) of X(E,N,S). Let h : O(E,N,S) → C∗(ψ, π) be the
homomorphism such that h ◦ ψ = jX , h ◦ π = jA. Then h is an isomorphism.
Proof. Fix L ≥ 1, ni, mi ≥ 1, ξi ∈ X(Eni,Nni,Sni), and ηi ∈ X(Emi,Nmi ,Smi), i =
1, . . . , L. Suppose that ξi = ξi1 ⋄ · · · ⋄ ξini, where ξi1, . . . , ξini ∈ Cc(E,N,S) whenever
ni ≥ 1; and similarly for the ηi. Suppose that if n = 0 then ξi ∈ Cc(E0); and if m = 0
then ηi ∈ Cc(E0). Let x :=
∑L
i=1 ψni(ξi)ψmi(ηi)
∗, and let x0 :=
∑
ni=mi
ψni(ξi)ψmi(ηi)
∗.
An argument like that in the proof of [9, Theorem 5.12] shows that we only need to show
‖x0‖ ≤ ‖x‖.
Let n := max{ni, mi : 1 ≤ i ≤ L}. If n = 0 then x0 = x which implies that ‖x0‖ ≤ ‖x‖
automatically. We now assume that n ≥ 1 and x0 6= 0. To prove that ‖x0‖ ≤ ‖x‖, it is
enough to verify that for any ǫ > 0, there exist a, b ∈ C∗(ψ, π) and f ∈ C0(E0), such that
‖a‖, ‖b‖ ≤ 1, ‖f‖ = ‖x0‖, and ‖a∗xb− π(f)‖ < ǫ. So we fix ǫ > 0 with ǫ < ‖x0‖.
Propositions 5.5, 5.6 yield a homomorphism
n⊕
k=0
πnk : B[0,n] → C0(E0sg)⊕
( n−1⊕
k=1
L(X(Eksg, (Nk)E
k
sg , (Sk)E
k
sg))
)
⊕L(X(En,Nn,Sn))
By Corollary 5.7,
⊕n
k=0 π
n
k is injective, so there exists 0 ≤ k ≤ n, such that ‖πnk (x0)‖ =
‖x0‖. We consider three cases: k = 0, 1 ≤ k ≤ n− 1, and k = n.
Case 1: Suppose that 1 ≤ k ≤ n − 1. Take ξ, η ∈ Cc(Eksg, (Nk)Eksg , (Sk)Eksg) with
‖ξ‖C0(E0sg) = ‖η‖C0(E0sg) = 1, such that ‖x0‖ − ǫ/2 < ‖〈ξ, πnk (x0)η〉C0(E0sg)‖ ≤ ‖x0‖. By
Proposition 5.2, there exist ξ˜, η˜ ∈ Cc(Ek,Nk,Sk) with ‖ξ˜‖C0(E0) = ‖η˜‖C0(E0) = 1, such
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that ξ˜α1,...,αk |Nα1×···×Nαk∩Eksg = ξα1,...,αk and η˜α1,...,αk |Nα1×···×Nαk∩Eksg = ηα1,...,αk . By Proposi-
tion 5.6,
〈ξ, πnk (x0)η〉C0(E0sg) =
〈
ξ, ω ◦ πkk
( ∑
ni=mi≤k
ψni(ξi)ψmi(ηi)
∗
)
(η)
〉
C0(E0sg)
=
〈
ξ˜, πkk
( ∑
ni=mi≤k
ψni(ξi)ψmi(ηi)
∗
)
(η˜)
〉
C0(E0)
∣∣∣
E0sg
.
Define g :=
〈
ξ˜, πkk
(∑
ni=mi≤k ψni(ξi)ψmi(ηi)
∗
)
(η˜)
〉
C0(E0)
. By Proposition 5.5, we have
π(g) = ψk(ξ˜)
∗ψk
(
πkk
( ∑
ni=mi≤k
ψni(ξi)ψmi(ηi)
∗
)
(η˜)
)
=
∑
ni=mi≤k
ψk(ξ˜)
∗ψni(ξi)ψmi(ηi)
∗ψk(η˜).
Hence ‖x0‖−ǫ/2 < ‖g|E0sg‖ ≤ ‖x0‖. Therefore there exists v ∈ E0sg, such that ‖x0‖−ǫ/2 <
|g(v)| ≤ ‖x0‖. By definition of E0sg we now split into two subcases.
Subcase 1.1: Suppose that v ∈ E0 \ r(E1). By continuity of g, there exists v′ ∈
E0 \ r(E1), such that ‖x0‖ − ǫ/2 < |g(v′)| ≤ ‖x0‖. By the Urysohn’s lemma, there
exists h ∈ C0(E0, [0, 1]), such that h(r(E1)) = 0, h(v′) = 1. Let a := ψk(ξ˜)π(h), let
b := ψk(η˜)π(h), and let f := (‖x0‖/‖hgh‖)hgh. If ni = mi > k or ni 6= mi, we deduce
that a∗ψni(ξi)ψmi(ηi)
∗b = 0 because h · y = 0 for all y ∈ X(E,N,S). So
‖a∗xb− π(f)‖ = ‖π(h)π(g)π(h)− π(f)‖ < ǫ.
Subcase 1.2: Suppose that v ∈ E0 \ E0fin. By continuity of g, there exists an open
neighborhood V of v, such that |g(w)− g(w′)| < ǫ/2 for all w,w′ ∈ V . Define a compact
subset of E1
K : =
( ⋃
ni≥1
{e1, . . . , eni : (e1, . . . , eni) ∈ supp([ξi|ξi])}
)⋃
( ⋃
mi≥1
{e1, . . . , emi : (e1, . . . , emi) ∈ supp([ηi|ηi])}
)⋃
{e1, . . . , ek : (e1, . . . , ek) ∈ supp([ξ˜|ξ˜]) ∪ supp([η˜|η˜])}.
By definition of E0fin, we have r
−1(V ) 6⊂ K. Take e ∈ Nα0 ∩ r−1(V ) \K. By the Urysohn’s
lemma there exists h ∈ C0(Nα0 , [0, 1]), such that h(e) = 1, and h(K ∪ r−1(V c)) =
0. Define y := (hInd
α
α0 )α∈Λ. Let a := ψk(ξ˜)ψ(y), let b := ψk(η˜)ψ(y), and let f :=
(‖x0‖/‖〈y, g · y〉C0(E0)‖)〈y, g · y〉C0(E0). Since 〈y, z〉C0(E0) = 0 for all z ∈ Cc(E,N,S) satis-
fying supp([z|z]) ⊂ K, if ni = mi > k or ni 6= mi, then a∗ψni(ξi)ψmi(ηi)∗b = 0. So
‖a∗xb− π(f)‖ = ‖ψ(y)∗π(g)ψ(y)− π(f)‖ = ‖〈y, g · y〉C0(E0) − f‖ < ǫ.
This completes the case for 1 ≤ k ≤ n− 1.
Case 2: Suppose that k = 0. The argument for this case is similar to the Case 1.
Case 3: Suppose that k = n. Take ξ, η ∈ Cc(En,Nn,Sn) with ‖ξ‖C0(E0) = ‖η‖C0(E0) = 1,
such that ‖x0‖ − ǫ/2 < ‖〈ξ, πnn(x0)η〉C0(E0)‖ ≤ ‖x0‖. Define g := 〈ξ, πnn(x0)η〉C0(E0). By
Proposition 5.5, ψn(ξ˜)
∗x0ψn(η˜) = π(g). Since ‖x0‖−ǫ/2 < ‖g‖ ≤ ‖x0‖, by continuity of g,
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there exist v ∈ E0 and an open neighborhood V of v, such that ‖x0‖−ǫ/2 < |g(w)| ≤ ‖x0‖,
for all w ∈ V .
Subcase 3.1: Suppose that there exists 1 ≤ M ≤ n such that (rM)−1(V ) 6= ∅ and
(rM+1)−1(V ) = ∅. Take z ∈ (rM)−1(V ) ∩ (Nα1 × · · · × NαM ) =: O. By the Urysohn’s
lemma there exists h ∈ Cc(O, [0, 1]) such that h(z) = 1. Let y := (hInd
β1,...,βM
α1,...,αM )β1,...,βM∈Λ.
Now we take a := ψn(ξ˜)ψM (y), b := ψn(η˜)ψM(y), and f := (‖x0‖/‖〈y, g · y〉C0(E0)‖)〈y, g ·
y〉C0(E0). If ni 6= mi, suppose without loss of generality that ni > mi, for ζ1, . . . , ζM+1 ∈
Cc(E,N,S), e ∈ E1, and (e1, . . . , eM) ∈ EM with sM(eM ) = r(e). Since (rM+1)−1(U) = ∅,
it is not possible that (e1, . . . , eM) ∈ O. So ψM(y)∗ψM(γ1 ⋄ · · · ⋄ γM)ψ(γM+1) = 0. Hence
if ni 6= mi then a∗ψni(ξi)ψmi(ηi)∗b = 0. Therefore
‖a∗xb − π(f)‖ = ‖ψM(y)∗ψn(ξ˜)∗x0ψn(η˜)ψM (y)− π(f)‖ = ‖〈y, g · y〉C0(E0) − f‖ < ǫ.
Subcase 3.2: Suppose that r−1(V ) = ∅. The argument for this subcase is similar to
Subcase 3.1.
Subcase 3.3: Suppose that (rn+1)−1(V ) 6= ∅. Since E is topologically free, by [9,
Lemmas 5.9, 5.6] there exist m ≥ n+ 1 and a nonempty non-returning precompact open
sm-section O ⊂ (rm)−1(V ) ∩ (Nα1 × · · · × Nαm). Fix z ∈ O. By the Urysohn’s lemma
there exists h ∈ Cc(O, [0, 1]) such that h(z) = 1. Define y := (hInd
β1,...,βM
α1,...,αM )β1,...,βM∈Λ. Let
a := ψn(ξ˜)ψm(y), b := ψn(η˜)ψm(y), and f := (‖x0‖/‖〈y, g · y〉C0(E0)‖)〈y, g · y〉C0(E0). If
ni 6= mi, suppose without loss of generality that ni > mi. For ζ1, . . . , ζni−mi , γ1, . . . , γm ∈
Cc(E,N,S) such that [γ1 ⋄ · · · ⋄ γm|γ1 ⋄ · · · ⋄ γm] ∈ C0(O), we have
ψm(y)
∗ψni−mi(ζ1 ⋄ · · · ⋄ ζni−mi)ψm(γ1 ⋄ · · · ⋄ γm)
= ψ(〈y, ζ1 ⋄ · · · ⋄ ζni−mi ⋄ γ1 ⋄ · · · ⋄ γm+mi−ni〉C0(E0) · γm+mi−ni+1 ⋄ · · · ⋄ γm).
For (em+mi−ni+1, . . . , em) ∈ Eni−mi and (e′1, . . . , e′m) ∈ Em with s(e′m) = r(em+mi−ni+1),
we notice that (e′1, . . . , e
′
m), and (e
′
ni−mi+1, . . . , e
′
m, em+mi−ni+1, . . . , em) can not lie in O at
the same time because O is non-returning. So for ni 6= mi we have a∗ψni(ξi)ψmi(ηi)∗b = 0.
Therefore
‖a∗xb− π(f)‖ = ‖ψm(y)∗π(g)ψm(y)− π(f)‖ = ‖〈y, g · y〉C0(E0) − f‖ < ǫ. 
7. The Gauge-invariant Ideal Structure
In this section we investigate the gauge-invariant ideal structure of the twisted topolog-
ical graph algebra of a topological graph. We adopt the approach developed by Katsura
in [11].
Throughout the section, we fix a topological graph E, a cover N = {Nα}α∈Λ of E1 by
precompact open s-sections, and a 1-cocycle S = {sαβ}α,β∈Λ relative to N. Let (ψ, π)
be the injective universal covariant Toeplitz representation of X(E,N,S) in the twisted
topological graph algebra O(E,N,S). Let γ : T→ Aut(O(E,N,S)) be the gauge action.
Then
B[0,∞] = O(E,N,S)γ := {a ∈ O(E,N,S) : γz(a) = a, for all z ∈ T}.
Let Γ : O(E,N,S)→ O(E,N,S)γ be the expectation induced from the gauge action.
Definition 7.1 ([11, Definitions 2.1, 2.3]). Let F 0 be a closed subset of E0, and let
F 1 := s−1(F 0). Then F 0 is called invariant if the quadruple F := (F 0, F 1, r|F 1, s|F 1) is
a topological graph, and for v ∈ E0rg ∩ F 0, we have r−1(v) ∩ F 1 6= ∅. A pair ρ = (F 0, Z)
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is an admissible pair if F 0 is a closed invariant subset of E0, Z is closed in E0, and
F 0sg ⊂ Z ⊂ E0sg ∩ F 0.
Firstly, we aim to define a map from the set of all admissible pairs of E to the set of
all closed two-sided ideals of O(E,N,S).
The following definition is a generalization of [11, Definition 3.1].
Definition 7.2. Let ρ = (F 0, Z) be an admissible pair and let ω be the homomorphism
of Proposition 5.3 from L(X(E,N,S)) to L(X(F 1,NF 1,SF 1)). Define
Jρ := {π(f) + ψ(1)(K) : f(Z) = 0, and ω(φ(f) +K) = 0},
and define I(ρ) to be the closed two-sided ideal in O(E,N,S) generated by Jρ.
The following proposition is a generalization of [11, Proposition 3.5].
Proposition 7.3. Let ρ = (F 0, Z) be an admissible pair. Then I(ρ) is gauge-invariant,
and
I(ρ) = span{ψn(ξ)aψm(η)∗ : ξ ∈ Cc(En,Nn,Sn), η ∈ Cc(Em,Nm,Sm), a ∈ Jρ}.
Proof. Since the core of O(E,N,S) coincides with the fixed point algebra O(E,N,S)γ, γ
fixes Jρ. So I(ρ) is gauge-invariant.
The set inclusion ⊃ is obvious. We prove the other direction. For π(f) + ψ(1)(K) ∈ Jρ
and g ∈ C0(E0), we have (π(f) + ψ(1)(K))π(g) = π(fg) + ψ(1)(Kφ(g)), (fg)(Z) = 0,
and ω(φ(fg) + Kφ(g)) = ω(φ(f) + K)ω(φ(g)) = 0. For π(f) + ψ(1)(K) ∈ Jρ and x ∈
Cc(E,N,S), we have (π(f) + ψ
(1)(K))ψ(x) = ψ((φ(f) + K)x). By Proposition 5.3,
(φ(f)+K)x ∈ X(E,N,S)C0(E0\F 0). The Cohen factorization theorem shows that (φ(f)+
K)x = y · g for some y ∈ X(E,N,S), g ∈ C0(E0 \ F 0). We have g(Z) = 0 because
Z ⊂ F 0. By Proposition 5.3 ω(g) = 0 since F 0 is invariant and 〈g · z, g · z〉C0(E0)(F 0) = 0
for all z ∈ Cc(E,N,S). So π(g) ∈ Jρ. Inductively, we deduce that for a ∈ Jρ, and
for ξ ∈ Cc(Em,Nm,Sm), aψm(ξ) ∈ span{ψm(η)b : η ∈ Cc(Em,Nm,Sm), b ∈ Jρ}. A
symmetric argument gives ψm(ξ)
∗a ∈ span{bψm(η)∗ : η ∈ Cc(Em,Nm,Sm), b ∈ Jρ}. A
straightforward approximation argument then yields the required result. 
Secondly, we want to construct a map from the set of all closed two-sided ideals of
O(E,N,S) to the set of all admissible pairs of E.
The following definition is a generalization of [11, Definition 2.4].
Definition 7.4. Let I be a closed two-sided ideal of O(E,N,S). Let F 0I , ZI be the closed
subsets of E0 such that π−1(I) = C0(E0 \ F 0I ) and π−1(I + B1) = C0(E0 \ ZI). Define
ρ(I) := (F 0I , ZI), and define F
1
I := s
−1(F 0I ).
The following lemma is a generalization of [11, Lemma 2.6].
Lemma 7.5. Let I be a closed two-sided ideal of O(E,N,S). For x ∈ X(E,N,S), we have
ψ(x) ∈ I if and only if x ∈ X(E,N,S)C0(E0\F 0I ). For K ∈ K(X(E,N,S)), ψ(1)(K) ∈ I if
and only if ψ(Kx) ∈ I for all x ∈ X(E,N,S) if and only if Kx ∈ X(E,N,S)C0(E0\F 0I )
for all x ∈ X(E,N,S).
Proof. Fix x ∈ X(E,N,S). Then ψ(x) ∈ I if and only if π(〈x, x〉C0(E0)) ∈ I if and only if
x ∈ X(E,N,S)C0(E0\F 0I ).
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Fix K ∈ K(X(E,N,S)). Suppose that ψ(1)(K) ∈ I. For x ∈ X(E,N,S), we have
ψ(1)(K)ψ(x) = ψ(Kx) ∈ I. Now suppose that ψ(Kx) ∈ I for all x ∈ X(E,N,S).
For x, y ∈ X(E,N,S), we have ψ(1)(KΘx,y) = ψ(1)(ΘKx,y) = ψ(Kx)ψ(y)∗ ∈ I. So
ψ(1)(K) ∈ I. By the first statement, ψ(1)(K) ∈ I if and only if Kx ∈ X(E,N,S)C0(E0\F 0I )
for all x ∈ X(E,N,S). 
The following proposition is a generalization of [11, Proposition 2.8].
Proposition 7.6. Let I be a closed two-sided ideal of O(E,N,S). Then ρ(I) is an
admissible pair.
Proof. Firstly, we prove that F 0I is invariant. Fix e ∈ F 1I ∩Nα0 . Suppose that r(e) /∈ F 0I ,
for a contradiction. By the Urysohn’s lemma, there exist x ∈ C0(Nα0) and f ∈ C0(E0\F 0I )
such that x(e) = 1 and f(r(e)) = 1. Then π(f)ψ((xInd
α
α0 )) = ψ(f · (xIndαα0 )) ∈ I because
π(f) ∈ I. By Lemma 7.5, 〈f · (xIndαα0 ), f · (xIndαα0 )〉C0(E0) ∈ C0(E0 \ F 0). However,
〈f · (xIndαα0 ), f · (xIndαα0 )〉C0(E0)(s(e)) ≥ [f · (xInd
α
α0 )|f · (xIndαα0 )](e) = 1,
which is a contradiction. So r(e) ∈ F 0I . Now fix v ∈ E0rg∩F 0I . Suppose that r−1(v)∩F 1I =
∅, for a contradiction. By [11, Lemma 1.4], there exists an open neighborhood V ⊂ E0rg of
v, such that r−1(V )∩F 1I = ∅. By the Urysohn’s lemma, there exists f ∈ C0(V ) ⊂ C0(E0rg)
such that f(v) = 1. Then π(f) /∈ I because v ∈ F 0I . However, since r−1(V ) ∩ F 1I = ∅, we
have 〈f ·x, f ·x〉C0(E0)(F 0I ) = 0 for all x ∈ Cc(E,N,S). By Lemma 7.5, ψ(1)(φ(f)) ∈ I. By
the covariance of (ψ, π), we get π(f) = ψ(1)(f), which is a contradiction. So r−1(v)∩F 1I 6=
∅, and F 0I is invariant.
Now we show that ZI ⊂ E0sg ∩ F 0I . It is obvious that ZI ⊂ F 0I . Fix v ∈ ZI . Suppose
that v ∈ E0rg, for a contradiction. By the Urysohn’s lemma, there exists f ∈ C0(E0rg) such
that f(v) = 1. By the covariance of (ψ, π), we have π(f) = ψ(1)(φ(f)) ∈ I + B1. So
f(ZI) = 0, which is a contradiction. Hence v ∈ E0sg and ZI ⊂ E0sg ∩ F 0I .
Finally we prove that (F 0I )sg ⊂ ZI . It is equivalent to show that F 0I \ ZI ⊂ (F 0I )rg.
Fix v ∈ F 0I \ ZI . Suppose that v ∈ F 0I \ r(F 1I ) for a contradiction. Choose an open
neighborhood V of v such that V ∩ ZI = ∅. Then there exists w ∈ V \ r(F 1I ). By
the Urysohn’s lemma, there exists f ∈ C0(E0) such that f(w) = 1, f(r(F 1I )) = 0, and
f(ZI) = 0. So π(f) = i + ψ
(1)(K) ∈ I + B1, and f · x ∈ X(E,N,S)C0(E0\F 0I ) for all
x ∈ X(E,N,S). By Lemma 7.5, ψ(f · x) = π(f)ψ(x) = iψ(x) + ψ(Kx) ∈ I for all
x ∈ X(E,N,S). By Lemma 7.5 again, ψ(1)(K) ∈ I. So π(f) ∈ I and f(F 0I ) = 0, which
contradicts with f(w) = 1. Hence v ∈ F 0I \ F 0I \ r(F 1I ).
Suppose that v /∈ (F 0I )fin, for a contradiction. Choose a compact neighborhood C ⊂ F 0I
of v such that C ∩ ZI = ∅. By the Urysohn’s lemma, there exists f ∈ C0(E0) such
that f(ZI) = 0 and f(C) = 1. Then π(f) = i + ψ
(1)(K) ∈ I + B1. By Lemma 7.5,
f · x −Kx ∈ X(E,N,S)C0(E0\F 0I ) for all x ∈ X(E,N,S). Take {xi, yi}ni=1 ⊂ Cc(E,N,S)
with ‖∑ni=1Θxi,yi −K‖ < 1/2. Since r−1(C) is not compact, there exists e ∈ (r−1(C) ∩
F 1I ∩ Nα0) \
⋃n
i=1(supp([xi|xi]) ∪ supp([yi|yi])). The Urysohn’s lemma gives g ∈ C0(Nα0)
such that g
(⋃n
i=1(supp([xi|xi]) ∪ supp([yi|yi]))
)
= 0 and g(e) = 1. Let x := (gInd
α
α0 ). For
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any w ∈ F 0I , we have∣∣∣〈f · x− n∑
i=1
Θxi,yix, x
〉
C0(E0)
(w)
∣∣∣ ≤ ∣∣∣〈Kx− n∑
i=1
Θxi,yix, x
〉
C0(E0)
(w)
∣∣∣
≤
∥∥∥K − n∑
i=1
Θxi,yi
∥∥∥ < 1/2.
However, ∣∣∣〈f · x− n∑
i=1
Θxi,yix, x
〉
C0(E0)
(s(e))
∣∣∣ = |[f · x|x](e)| = 1,
which is a contradiction. So v ∈ (F 0I )fin and v ∈ (F 0I )rg. Hence ρ(I) is an admissible
pair. 
We have now defined a map from the set of all admissible pairs of E to the set of all
closed two-sided ideals of O(E,N,S) by ρ→ I(ρ), and defined a map from the set of all
closed two-sided ideals of O(E,N,S) to the set of all admissible pairs of E by I → ρ(I).
Unfortunately, these two maps are not inverse to each other in general: ρ → I(ρ) is not
surjective and I → ρ(I) is not injective. However, these two maps are in fact inverse to
each other when we restrict to the set of all gauge-invariant closed two-sided ideals of
O(E,N,S) (see Theorem 7.11).
The following theorem is a generalization of [11, Proposition 3.10].
Theorem 7.7. Let ρ = (F 0, Z) be an admissible pair of E. Then ρ(I(ρ)) = ρ.
Proof. To prove that Z = ZI(ρ), it suffices to show that π
−1(I(ρ) + B1) = C0(E0 \ Z).
Fix f ∈ π−1(I(ρ) + B1), and fix v ∈ Z. Then π(f) = i + ψ(1)(K) ∈ I(ρ) + B1. For
ǫ > 0, by Proposition 7.3, there exist ξi ∈ Cc(Eni,Nni,Sni), ηi ∈ Cc(Emi ,Nmi ,Smi), and
π(fi) + ψ
(1)(Ki) ∈ Jρ, such that∥∥∥∑
i
ψni(ξi)(π(fi) + ψ
(1)(Ki))ψmi(ηi)
∗ − (π(f)− ψ(1)(K))
∥∥∥ < ǫ.
By Proposition 5.6, we have∥∥∥π∞0 ◦ Γ(∑
i
ψni(ξi)(π(fi) + ψ
(1)(Ki))ψmi(ηi)
∗ − (π(f)− ψ(1)(K))
)∥∥∥
=
∥∥∥ ∑
ni=mi=0
(ξifiη
∗
i )|E0sg − f |E0sg
∥∥∥ < ǫ.
So |∑ni=mi=0(ξifiη∗i )(v) − f(v)| = |f(v)| < ǫ, giving f ∈ C0(E0 \ Z). Conversely,
fix f ∈ C0(E0 \ Z). Let ω : L(X(E,N,S)) → L(X(F 1,NF 1,SF 1)) be the homomor-
phism of Proposition 5.3. Since F 0sg ⊂ Z, we have φ(f |F 0) ∈ K(X(F 1,NF 1,SF 1)). By
Proposition 5.4, there exists K ∈ K(X(E,N,S)) such that ω(K) = φ(f |F 0). Since
ω(φ(f)−K) = 0, we have π(f) + ψ(1)(K) ∈ Jρ. So f ∈ π−1(I(ρ) +B1).
We verify that F 0I(ρ) = F
0. Fix f ∈ C0(E0 \ F 0). Since Z ⊂ F 0, we have f(Z) = 0.
Since φ(f)x ∈ X(E,N,S)C0(E0\F 0) for all x ∈ X(E,N,S), we have φ(f) ∈ ker(ω). So
π(f) ∈ Jρ ⊂ I(ρ). Hence C0(E0 \ F 0) ⊂ π−1(I(ρ)) and F 0I(ρ) ⊂ F 0. Fix v ∈ F 0. Suppose
that v /∈ F 0I(ρ), for a contradiction. By the Urysohn’s lemma, there exists f ∈ C0(E0\F 0I(ρ))
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such that f(v) = 1. So π(f) ∈ Iρ. By Proposition 7.6, Z = ZI(ρ) ⊂ F 0I(ρ). We consider
two cases.
Case 1: There exist n ≥ 1 and (e1, . . . , en) ∈ (Nα1×· · ·×Nαn)∩En such that r(e1) = v
and s(en) ∈ Z. By the Urysohn’s lemma there exists g ∈ C0(Nα1×· · ·×Nαn∩En) such that
g(e1, . . . , en) = 1. Let ξ := (g
Ind
β1,...,βn
α1,...,αn ). Since π(f) ∈ I(ρ), we have π(〈f · ξ, f · ξ〉C0(E0)) ∈
I(ρ). So 〈f · ξ, f · ξ〉C0(E0)(F 0I(ρ)) = 0. However,
〈f · ξ, f · ξ〉C0(E0)(s(en)) ≥ [f · ξ, f · ξ](e1, . . . , en) = |f(rn(e1, . . . , en))g(e1, . . . , en)|2 = 1,
which contradicts 〈f · ξ, f · ξ〉C0(E0)(F 0I(ρ)) = 0.
Case 2: For any n ≥ 1 there exists (e1, . . . , en) ∈ En such that r(e1) = v and
s(en) ∈ F 0. Since π(f) ∈ I(ρ), by Proposition 7.3, there exist ξi ∈ Cc(Eni ,Nni,Sni), ηi ∈
Cc(Emi ,N
mi,Smi), and π(fi) + ψ
(1)(Ki) ∈ Jρ, such that∥∥∥∑
i
ψni(ξi)(π(fi) + ψ
(1)(Ki))ψmi(ηi)
∗ − π(f)
∥∥∥ < 1/2.
So ∥∥∥Γ(∑
i
ψni(ξi)(π(fi) + ψ
(1)(Ki))ψmi(ηi)
∗ − π(f)
)∥∥∥
≤
∥∥∥ ∑
ni=mi
ψni(ξi)(π(fi) + ψ
(1)(Ki))ψmi(ηi)
∗ − π(f)
∥∥∥ < 1/2.
Let n := max{ni : ni = mi}+1. Then there exists (e1, . . . , en) ∈ (Nα1×· · ·×Nαn)∩En such
that r(e1) = v and s(en) ∈ F 0. By the Urysohn’s lemma, there exists g ∈ C0((Nα1×· · ·×
Nαn)∩En), such that g(e1, . . . , en) = 1. Let ξ := (gInd
β1,...,βn
α1,...,αn ). Since (Nα1×· · ·×Nαn)∩En
is an sn-section, we have ‖ξ‖C0(E0) = 1. We notice that if ni = mi then
ψn(ξ)
∗ψni(ξi)(π(fi) + ψ
(1)(Ki))ψmi(ηi)
∗ψn(ξ) ∈ π(C0(E0 \ F 0)).
So for any w ∈ F 0, |〈ξ, f · ξ〉C0(E0)(w)| < 1/2. However,
|〈ξ, f · ξ〉C0(E0)(s(e1, . . . , en))| = |f(r(e1, . . . , en))g(e1, . . . , en)2| = 1,
which is a contradiction. Hence v ∈ F 0I(ρ), F 0I(ρ) = F 0, and ρ(I(ρ)) = ρ. 
The following proposition is a generalization of [11, Lemma 3.11].
Proposition 7.8. Let I be a closed two-sided ideal of O(E,N,S). Then Jρ(I) ⊂ I, and
hence I(ρ(I)) ⊂ I.
Proof. Let ω : L(X(E,N,S)) → L(X(F 1I ,NF 1I ,SF 1I )) be the homomorphism in Proposi-
tion 5.3. Fix π(f) + ψ(1)(K) ∈ Jρ(I). Since f(ZI) = 0, π(f) = i + ψ(1)(K ′) ∈ I + B1.
Since ω(φ(f) + K) = 0, by Proposition 5.3, f · x + Kx ∈ X(E,N,S)C0(E0\F 0I ) for all
x ∈ X(E,N,S). By Lemma 7.5, π(f)ψ(x) + ψ(Kx) ∈ I. So ψ((K + K ′)x) ∈ I. By
Lemma 7.5, ψ(1)(K) + ψ(1)(K ′) ∈ I. So π(f) + ψ(1)(K) ∈ I. Hence Jρ(I) ⊂ I. Since
I(ρ(I)) is a closed two-sided ideal of O(E,N,S) generated by Jρ(I), the result follows. 
Let I be a closed two-sided ideal of O(E,N,S). Next we prove that if I is gauge-
invariant then I(ρ(I)) = I. We set up some notation. By Proposition 7.6, ρ(I) = (F 0I , ZI)
is an admissible pair and FI := (F
0
I , F
1
I , r|F 1I , s|F 1I ) is a topological graph. Define a closed
subset YI := ZI ∩ (F 0I )rg of (F 0I )rg in the subspace topology of (F 0I )rg. By Definition 5.8,
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define a topological graph (FI)YI := ((F
0
I )YI , (F
1
I )YI , rYI , sYI ), define a cover (N
F 1
I )YI of
(F 1I )YI by precompact open sYI -sections, and define a 1-cocycle (S
F 1
I )YI relative to (N
F 1
I )YI .
As described in the paragraph following Definition 5.8, let p0I : (F
0
I )YI → F 0I and p1I :
(F 1I )YI → F 1I be two projections. Let (p0I)∗ : C0(F 0I )→ C0((F 0I )YI ) be the homomorphism
obtained from p0I , and let (p
1
I)∗ : X(F
1
I ,N
F 1I ,SF
1
I ) → X((F 1I )YI , (NF 1I )YI , (SF 1I )YI ) be the
norm-preserving linear map obtained from p1I . Let (t
0
I , t
1
I) be the injective universal covari-
ant Toeplitz representation of X((FI)YI , (N
F 1
I )YI , (S
F 1
I )YI ) in O((FI)YI , (NF 1I )YI , (SF 1I )YI ).
The following lemma is a generalization of [11, Proposition 3.15].
Lemma 7.9. Let I be a closed two-sided ideal of O(E,N,S). Then there exists an
injective Toeplitz representation (ψI , πI) of X(F
1
I ,N
F 1
I ,SF
1
I ) in O(E,N,S)/I such that
C∗(ψI , πI) = O(E,N,S)/I, and
(7.1) C0((F
0
I )rg \ YI) = {f ∈ C0((F 0I )rg) : ψ(1)I (φ(f)) = πI(f)}.
Proof. Let ω : L(X(E,N,S)) → L(X(F 1I ,NF 1I ,SF 1I )) be the homomorphism in Propo-
sition 5.3. For x ∈ Cc(F 1I ,NF 1I ,SF 1I ), and for y, z ∈ Cc(E,N,S) such that yα|Nα∩F 1I =
zα|Nα∩F 1I = xα for all α ∈ Λ. We have 〈y − z, y − z〉C0(E0) ∈ C0(E
0 \ F 0I ). So π(〈y −
z, y − z〉C0(E0)) ∈ I and ψ(y − z) ∈ I. Hence there is a bounded linear map ψI :
X(F 1I ,N
F 1
I ,SF
1
I ) → O(E,N,S)/I such that ψI(x) = ψ(y) + I. For f ∈ C0(F 0I ), for
extensions g, h ∈ C0(E0) of f , we have g − h ∈ C0(E0 \ F 0I ). So π(g − h) ∈ I. So there is
a homomorphism πI : C0(F
0
I )→ O(E,N,S)/I such that πI(f) = π(g) + I. It is straight-
forward to check that (ψI , πI) is an injective Toeplitz representation of X(F
1
I ,N
F 1
I ,SF
1
I )
such that C∗(ψI , πI) = O(E,N,S)/I.
Now we prove Equation (7.1). We notice that C0((F
0
I )rg \ YI) = C0(F 0I \ ZI). Fix
f ∈ C0(F 0I \ZI). Take an extension f˜ of f in C0(E0). By definition of ZI , we have π(f˜) =
ψ(1)(K)+ i for some K ∈ K(X(E,N,S)) and i ∈ I. Then πI(f) = π(f˜)+I = ψ(1)I (ω(K)).
Since πI is injective, by [13, Proposition 3.3], we have πI(f) = ψ
(1)
I (φ(f)). Conversely,
fix f ∈ C0((F 0I )rg) with ψ(1)I (φ(f)) = πI(f). Then φ(f) ∈ K(X(F 1I ,NF 1I ,SF 1I )). By
Proposition 5.4, there exists K ∈ K(X(E,N,S)), such that ω(K) = φ(f). Take an
extension f˜ of f in C0(E
0). Then ψ(1)(K) + I = π(f˜) + I. By definition of ZI , we have
f(ZI) = 0. So Equation (7.1) holds. 
The following theorem generalizes [11, Proposition 3.16].
Theorem 7.10. Let I be a closed two-sided ideal of O(E,N,S) which is gauge-invariant.
Then I(ρ(I)) = I.
Proof. By Proposition 7.8, I(ρ(I)) ⊂ I. So there is a well-defined quotient map q :
O(E,N,S)/I(ρ(I)) → O(E,N,S)/I. Lemma 7.9 yields an injective Toeplitz represen-
tation (ψI , πI) of X(FI ,N
F 1I ,SF
1
I ) in O(E,N,S)/I such that C∗(ψI , πI) = O(E,N,S)/I
and Equation (7.1) holds. Proposition 5.11 gives an injective covariant Toeplitz repre-
sentation (ψ˜I , π˜I) of X((FI)YI , (N
F 1I )YI , (S
F 1I )YI ) in O(E,N,S)/I such that π˜I ◦ (p0I)∗ =
πI , ψ˜I◦(p1I)∗ = ψI , and C∗(ψ˜I , π˜I) = O(E,N,S)/I. So there is a surjective homomorphism
ϕ : O((FI)YI , (NF 1I )YI , (SF 1I )YI ) → O(E,N,S)/I such that ϕ ◦ t0I = π˜I and ϕ ◦ t1I = ψ˜I .
Hence ϕ ◦ t0I ◦ (p0I)∗ = πI and ϕ ◦ t1I ◦ (p1I)∗ = ψI . Since I is gauge-invariant, there is
a gauge action γI : T → Aut(O(E,N,S)/I) such that γI(z)(a + I) = γz(a) + I for all
a ∈ O(E,N,S). By the gauge-invariant uniqueness theorem, ϕ is an isomorphism.
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Let (ψI(ρ(I)), πI(ρ(I))) be an injective Toeplitz representation of X(FI ,N
F 1
I ,SF
1
I ) in the
quotient O(E,N,S)/I(ρ(I)) obtained from Lemma 7.9. By Theorem 7.7, ρ(I(ρ(I))) =
ρ(I). Since I(ρ(I)) is gauge-invariant by Proposition 7.3, we repeat the argument in the
previous paragraph, then we obtain an isomorphism ϕ′ : O((FI)YI , (NF 1I )YI , (SF 1I )YI ) →
O(E,N,S)/I(ρ(I)) such that ϕ′ ◦ t0I ◦ (p0I)∗ = πI(ρ(I)) and ϕ′ ◦ t1I ◦ (p1I)∗ = ψI(ρ(I)). Hence
ϕ ◦ ϕ′−1 is an isomorphism.
For x ∈ Cc(E,N,S), we have
ϕ ◦ ϕ′−1(ψ(x) + I(ρ(I))) = ϕ ◦ ϕ′−1 ◦ ψI(ρ(I))(xα|Nα∩F 1I ) = ψI(xα|Nα∩F 1I ) = ψ(x) + I.
For f ∈ C0(E0), we have
ϕ ◦ ϕ′−1(π(f) + I(ρ(I))) = ϕ ◦ ϕ′−1 ◦ πI(ρ(I))(f |F 0
I
) = πI(f |F 0
I
) = π(f) + I.
So ϕ ◦ ϕ′−1 = q. Hence I(ρ(I)) = I. 
Theorem 7.11. The map ρ → I(ρ) from the set of all admissible pairs of E to the set
of all gauge-invariant closed two-sided ideals of O(E,N,S) is a bijection with inverse
I → ρ(I).
Proof. This is a direct consequence of Theorem 7.7 and Theorem 7.10. 
8. Simplicity Conditions
In our final section we show that the twisted topological graph algebra of a topological
graph is simple if and only if the ordinary topological graph algebra is simple. Our result
generalizes [11, Theorem 8.12].
Theorem 8.1. Let E be a topological graph, let N = {Nα}α∈Λ be a cover of E1 by
precompact open s-sections, and let S = {sαβ}α,β∈Λ be a 1-cocycle relative to N. Then the
following conditions are equivalent:
(1) O(E,N,S) is simple;
(2) E is minimal (see [11, Definition 8.8]) and topologically free;
(3) E is minimal and not generated by a cycle (see [11, Definition 8.4]);
(4) E is minimal and free (see [11, Definition 7.2]);
(5) O(E) is simple.
Proof. Let (ψ, π) be the injective universal covariant Toeplitz representation ofX(E,N,S)
in O(E,N,S).
Firstly we prove (2) =⇒ (1). Suppose that E is minimal and topologically free. Fix
a closed two-sided ideal L of O(E,N,S) such that L 6= O(E,N,S). The minimality
of E implies that there are only two admissible pairs (∅, ∅) and (E0, E0sg). By Theo-
rem 7.11, there is a bijection from the set of all admissible pairs of E onto the set of
all gauge-invariant closed two-sided ideal of O(E,N,S) such that I(∅, ∅) = O(E,N,S)
and I(E0, E0sg) = {0}. Since I(ρ(L)) ⊂ L by Proposition 7.8, we deduce that I(ρ(L)) =
{0}. So ρ(L) = (E0, E0sg) =: (F 0L, ZL). Define ψL : X(E,N,S) → O(E,N,S)/L by
ψL(x) := ψ(x) + L, and define πL : C0(E
0) → O(E,N,S)/L by πL(f) := π(f) + L.
Then (ψL, πL) is a covariant Toeplitz representation of X(E,N,S). By Definition 7.4,
we have πL is injective. By the universal property of (ψ, π), there is a homomorphism
h : O(E,N,S)→ O(E,N,S)/L such that h◦ψ = ψL and h◦π = πL. So h coincides with
26 HUI LI
the quotient map q : O(E,N,S)→ O(E,N,S)/I. Since E is topologically free, by Theo-
rem 6.2 (the Cuntz-Krieger uniqueness theorem), the quotient map q is an isomorphism.
Hence L = {0}. Therefore O(E,N,S) is simple.
Secondly we prove (1) =⇒ (3). Suppose that O(E,N,S) is simple. By Theorem 7.11,
there are only two admissible pairs (∅, ∅) and (E0, E0sg). So E is minimal. Suppose that
E is generated by a cycle, for a contradiction. Then E0 is discrete by [11, Definition 8.4].
So E1 is also discrete and H1(E1,S) = {0}. By [18, Theorem 3.3.3], X(E,N,S) ∼= X(E).
So O(E,N,S) ∼= O(E). Hence O(E) is simple. By [11, Theorem 8.12] E is not generated
by a cycle, which is a contradiction. Therefore E is not generated by a cycle.
The implication (3) =⇒ (2) follows from [11, Theorem 8.12]. So (1) ⇐⇒ (2) ⇐⇒
(3). Again by [11, Theorem 8.12], we have (3) ⇐⇒ (4) ⇐⇒ (5). 
Remark 8.2. Theorem 8.1 tells us that the twisted topological graph algebra O(E,N,S)
is simple if and only if O(E) is simple. So our 1-cocycle twisting data does not affect the
simplicity of the original topological graph algebra at all.
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