Cuprates and center vortices: A QCD confinement mechanism in a high-Tc
  context by Greensite, Jeff & Matsuyama, Kazue
ar
X
iv
:1
81
1.
07
37
4v
1 
 [c
on
d-
ma
t.s
tr-
el]
  1
8 N
ov
 20
18
Cuprates and center vortices:
A QCD confinement mechanism in a high-Tc context
Jeff Greensite and Kazue Matsuyama
Physics and Astronomy Department,
San Francisco State University,
San Francisco, CA 94132, USA
(Dated: November 20, 2018)
It is suggested that the center vortex confinement mechanism, familiar in hadronic physics, may have some
relevance to high-Tc phenomena. We focus specifically on the transition from the superconducting phase to the
pseudogap phase. There is evidence of a vortex liquid in the latter phase, in which the pairing responsible for
superconductivity still exists, but superconductivity itself does not. An analogy, drawn from particle physics,
may be the Higgs to confinement phase transition in an SU(N) gauge theory, where the confined phase is a vortex
liquid, and the Higgs phase is a phase of a broken global ZN symmetry. We illustrate this idea with numerical
simulations of a spatially asymmetric U(1) gauge-Higgs model, with lattice artifact monopoles suppressed. We
show the existence of a Higgs (superconductor) to confinement (vortex liquid) phase, explicitly identifying
vortices in lattice configurations generated in the confined phase, and showing that they produce an area-law
falloff in planar Wilson loops, which may be measurable experimentally. The superconducting phase is a phase
of broken global Z2 symmetry.
I. INTRODUCTION
In a series of articles that appeared over a decade ago, Ong
et al. [1–3] presented evidence that the pseudogap phase in
the cuprates behaves in some ways as a vortex liquid; more
recently the idea has been discussed by Anderson [4]. Since
the evidence presented by Ong et al. also suggests that the
pairing responsible for superconductivity persists in the pseu-
dogap region, the question is why superconductivity is absent
in this region. The answer given in the cited references (see
also [5]) is that superconductivity is a “phase locked” region,
where this expression refers to the phase of the order param-
eter, while the pseudogap region is characterized by spatial
disorder in the phase of the order parameter, which is due to
the existence of a disordered vortex liquid. Of course a gauge
choice, e.g. London gauge, is implicit in this picture, since
the phase of the order parameter is a gauge-variant quantity.
We will argue here, in the context of an effective U(1) gauge-
Higgs theory with a no-monopole constraint, that the vortex
liquid and superconductor phases can be distinguished by the
unbroken or spontaneously broken realization of a global Z2
symmetry, and in the process we will make contact with one
of the proposed mechanisms of quark confinement, known as
the center vortex mechanism, in non-abelian gauge theories.
In section II below we introduce a spatially asymmetric lat-
tice version of the 3D Ginzburg-Landau model with a no-
monopole constraint, and discuss its symmetries. It is not
intended to be a realistic model of high temperature super-
conductors, but rather to illustrate certain features which we
believe are relevant to the superconductor to pseudogap tran-
sition in cuprate materials. In section III we briefly review the
center vortex confinement mechanism in SU(N) gauge theo-
ries, and the importance of global center symmetry in such
theories. The results of lattice Monte Carlo simulations of the
modified Ginzburg-Landaumodel are presented in section IV,
with our conclusions in section V.
II. THE MODEL
We begin with a lattice version of the classical Ginzburg-
Landau action (i.e. no time derivatives), which is also known
as the D = 3 dimensional abelian Higgs model, with a double-
charged Higgs field
SGL =−β ∑
x
2
∑
µ=1
3
∑
ν=µ+1
cos(θµν (x))
−∑
x
3
∑
µ=1
Re[φ∗(x)e2iθµ (x)φ(x+ µˆ)]
+∑
x
[
3φ∗(x)φ(x)+λ (φ∗(x)φ(x)− γ)2
]
, (1)
where
θµν (x) = θµ(x)+θν(x+ µˆ)−θµ(x+ νˆ)−θν(x) . (2)
We will simplify further by taking the limit λ → ∞, and after
rescaling the Higgs field and dropping a constant we have
S′ =−β ∑
x
2
∑
µ=1
3
∑
ν=µ+1
cos(θµν (x))
−γ ∑
x
3
∑
µ=1
Re[φ∗(x)e2iθµ (x)φ(x+ µˆ)] , (3)
with the unimodular constraint φ∗(x)φ(x) = 1.
The compactness of the U(1) gauge group has one con-
sequence which, in the present context, is very unphysical,
namely the existence of magnetic monopoles. These are lat-
tice artifacts which are responsible, in pure compact U(1)
gauge theory, for confinement in D = 3 spacetime dimen-
sions. In order to suppress these objects entirely we insert
a constraint in the integration measure which prevents their
appearance. The number of monopoles at a site on the dual
2lattice, in D = 3 dimensions, is determined from the θµ(x)
angular variables by the DeGrand-Toussaint [6] construction.
The no-monopole constraint [7] is a Kronecker delta in the lat-
tice measure which ensures that the monopole number is zero
at every site of the dual lattice.
In cuprates the pairing phenomenon occurs, by some mech-
anism, in two dimensional planes, while the electromagnetic
field extends, as usual, in three space dimensions. In order to
include some remnant of this feature in our model, we sim-
ply eliminate the hopping term for the Higgs field in the third
spatial dimension
SMGL =−β ∑
x
2
∑
µ=1
3
∑
ν=µ+1
cos(θµν(x))
−γ ∑
x
2
∑
µ=1
Re[φ∗(x)e2iθµ (x)φ(x+ µˆ)] , (4)
while retaining the unimodular constraint on the Higgs field.
This “modified Ginzburg-Landau” action, together with the
no-monopole constraint, is the theory we will focus on. It is
of course not intended as a realistic effective action for high Tc
phenomena. The intention is only to illustrate one particular
aspect mentioned in the Introduction, namely, the nature of
the transition between a Higgs phase, and a vortex liquid (or
“confining”) phase, which we think may have some relevance
to the superconducting to pseudogap transition in the cuprates.
The action SMGL is invariant under three distinct symme-
tries:
1. local U(1) gauge symmetry;
2. global Z2 symmetry;
3. a set of global U(1) symmetries in the Higgs sector, one
for each xy plane.
1. Gauge Symmetry
We need not elaborate on local U(1) symmetry, apart from
making one important point. Some textbooks on quantum
field theory erroneously describe the Higgs phase of the the-
ory, which is the phase of superconductivity in the condensed
matter context, as a phase in which the local gauge symmetry
is spontaneously broken. The description is erroneous for the
simple reason that a local gauge symmetry cannot break spon-
taneously, as provenmany years ago by Elitzur [8]. In fact, for
a Higgs field with a single unit of charge, there is no thermo-
dynamic transition in the β − γ plane which completely iso-
lates the confined and Higgs regions of the theory. The proof
is due to Osterwalder and Seiler [9], and its implications were
elucidated by Fradkin and Shenker [10]. One consequence,
which applies to the double-charged Higgs case as well, is
that neither the magnitude nor the phase of the Higgs field φ
can be regarded as an order parameter, since
• 〈φ〉= 0 at all β ,γ in the absence of gauge fixing;
• 〈φ〉= 1 at all β ,γ in unitary gauge, even in the massless
phase;
• in other gauges 〈φ〉 may be zero or non-zero at a partic-
ular β ,γ , depending on the gauge choice [11].
This doesn’t mean that there is no precise distinction between,
say, the Higgs and confinement regions. It does mean that a
fictitious breaking of the gauge symmetry cannot be used to
make that distinction.
2. Global Z2 Symmetry
In the case of a double-chargedHiggs field, the Higgs phase
is distinguished by the spontaneous breaking of a global Z2
symmetry. This global transformation can be applied to gauge
link variables
Uµ(x) = e
iθµ (x) (5)
on any given plane orthogonal to one of the coordinate axes.
Consider, e.g., any y,z plane at constant x, e.g. x = 1, and
make the transformation
U1(x)→ σU1(x) , x = 1, all y,z
σ = ±1 ∈ Z2 . (6)
The action SMGL is invariant under this transformation. It is
also invariant under transformations in any other plane:
U3(x)→ σU3(x) , z = 1, all x,y
U2(x)→ σU2(x) , y = 1, all x,z . (7)
where indices 1,2,3 correspond to spatial directions x,y,z re-
spectively
A Polyakov line is a Wilson loop along a line running in
either of the x,y,z directions, which is closed by lattice peri-
odicity; e.g.
P(y,z) =
Nx
∏
x=1
U1(x,y,z) , (8)
where Nx is the number of lattice sites in the x direction. Un-
der the Z2 transformation (6), the Polyakov line transforms by
P(y,z)→ σP(y,z). We take the lattice extension in the x di-
rection to be arbitrarily large but fixed, and take limit of large
extension in the y,z directions. Since the action is invariant
under the global Z2 symmetry, but the Polyakov line is not,
the expectation value 〈P〉 is, in the limit of large y,z area, a
gauge-invariant order parameter for the spontaneous breaking
of this symmetry. The Polyakov line expectation value is of-
ten applied, in QCD studies, to detect the high-temperature
deconfinement phase. But it also serves to detect the break-
ing of global Z2 symmetry in the Higgs/superconductor phase,
and to rigorously distinguish that phase from other phases of
the system, when the scalar field carries two units of electric
charge.
33. Global U(1) symmetries
The action SMGL is also invariant under transformations of
the Higgs field
φ(x)→ eiα(z)φ(x) , (9)
which are local in the z-direction, but global in any x−y plane;
these can be regarded as a set of independent global U(1)
transformations on each x− y plane. A related symmetry in
the Higgs sector, sometimes known as “custodial symmetry”
(see, e.g., [12, 13]) does play a role in non-abelian gauge-
Higgs theories when the Higgs field is in the fundamental rep-
resentation, and may even (despite the Fradkin-Shenker argu-
ment [10] based on the Osterwalder-Seiler theorem [9]) serve
to distinguish a Higgs from confinement phase in such theo-
ries [14]. However, the “breaking” of such global symmetries
must be defined with care (cf. [14]) since the Goldstone the-
orem would imply, for ordinary breaking of a global symme-
try, the existence of gapless excitations. In the present case
the U(1) symmetries (9) are unbreakable in the x− y planes,
simply because continuous global symmetries cannot break in
two dimensions, and will not play any role in our discussion
here.
III. CENTER SYMMETRY AND CENTER VORTICES
In this section we will take a short excursion into con-
finement physics in SU(N) non-abelian gauge theories, be-
fore returning to the abelian theory described by SMGL. The
relevance of center vortices to confinement was first pointed
out by ‘t Hooft [15]; an extensive review of the confinement
mechanisms which have been proposed for non-abelian gauge
theories is found in ref. [16]. Here we provide only the briefest
summary of ideas which are directly relevant to this article.
The center of a group is the set of all elements which com-
mute with all other elements of the group. For an SU(N) group
this is the set
{zn1= e
2pi in/N
1, n = 0,1, ...,N− 1} , (10)
where 1 the the N ×N unit matrix, and ZN ∈ SU(N) is the
subgroup composed of these center elements. The N-ality k
of a group representation R[g],g ∈ SU(N) is defined by the
representation of the center subgroup, i.e.
R[zg] = zkR[g] for z ∈ ZN . (11)
The fundamental representation has N-ality k = 1, and the ad-
joint representation has N-ality k = 0. An SU(N) gauge the-
ory with either no matter fields, or with matter fields only in
zero N-ality representations, has a global ZN center symme-
try whose unbroken or broken realization corresponds to the
presence or absence of confinement. “Confinement” means
here that the interaction potential between static test charges
in the fundamental and anti-fundamental representations, at
large color charge separationR, rises linearly with R as R→∞.
An example of a global center transformation in an SU(N)
lattice gauge theory is a transformation applied to all timelike
link variablesU0(x,0) at time t = 0:
U0(x,0)→ zU0(x,0) , z ∈ ZN . (12)
It is easy to check that the action, and any contractible Wil-
son loop, is invariant under this transformation. On the other
hand a Polyakov loop, which is a Wilson loop winding once
around the lattice in the periodic time direction, transforms as
P → zP. Since the expectation value of P is the exponential
of minus the free energy of an isolated charge, it follows that
color charges are confined if 〈P〉 = 0 and center symmetry
is unbroken, while they are unconfined in the opposite case
〈P〉 6= 0 and center symmetry is broken.
One of the most striking features of confinement in an
SU(N) gauge theory with center symmetry is the fact that the
confining force between color charges, at sufficiently large
charge separation, is sensitive only to the N-ality of the color
charges, rather than the particular group representation of that
N-ality. In other words, let Wr(C) represent the expectation
value of a Wilson loop around closed contour C, with the
gauge field in representation r. Then for large loops
Wr(C)∼ e
−σkA(C) , (13)
where A(C) is the minimal area enclosed by the loop, and k is
the N-ality of representation r. The point is that the string ten-
sion σk depends only on N-ality of r. If we are to attribute
confinement to some special class of configurations which
dominate the functional integral at large scales, then we must
look for configurations which affect loops in different repre-
sentations, but with the same N-ality, in the same way. The
only known configurationswhich have this property are called
“center vortices.”
In a time slice in D = 4 Euclidean dimensions, a center vor-
tex is a tubelike structure closely analogous to an Abrikosov
vortex in superconductivity, in the sense of being a field con-
figuration carrying a quantized amount of (something analo-
gous to) magnetic flux. The action density of such configu-
rations is concentrated in a region of codimension two. This
means that a center vortex is point-like in two Euclidean di-
mensions, line-like in three dimensions, and surface-like in
four dimensions (one may imagine a tube sweeping out a
surface-like region in time), with the qualifier “like” mean-
ing that in each case the vortex region has a finite thickness.
For an Abrikosov vortex
W (C)≡ exp
[
i
e
h¯
∮
C
dx ·A
]
=−1 , (14)
where the loop C runs around the vortex, outside the vortex
core. The analogous statement in a non-abelian gauge theory
is that if one creates a center vortex topologically linked to a
Wilson loop in a representation r of N-ality k running around
contour C, the loop is transformed by a center element z 6= 1,
4i.e.
Wr(C)→ z
kWr(C) . (15)
A. Confinement
Confinement in the vortex picture works as follows. Let the
gauge group be SU(2) for simplicity. Consider a plane of area
L2 which is pierced, at random locations, by N center vortices,
and consider a Wilson loop of area A, in a representation of N-
ality k = 1 lying in that plane. Then the probability that n of
those N vortices will lie inside the area A is
PN(n) =
(
N
n
)(
A
L2
)n(
1−
A
L2
)N−n
. (16)
Each vortex piercing the Wilson loop contributes a factor of
−1, so the vortex contribution to the Wilson loop is
W (C) =
N
∑
n=0
(−1)nPN(n) =
(
1−
2A
L2
)N
. (17)
Now keeping the vortex density ρ = N/L2 fixed, and taking
the N,L → ∞ limit, we arrive at the Wilson loop area law
falloff
W (C) = lim
N→∞
(
1−
2ρA
N
)N
= e−2ρA . (18)
That is the center vortex confinementmechanism in three lines
[17]. It is the simplest such mechanism known. The cru-
cial assumption is that vortex piercings in the plane are ran-
dom and uncorrelated, and this implies that vortices percolate
throughout the spacetime volume.
There is a great deal of numerical evidence in favor of this
picture, obtained from lattice Monte Carlo simulations. Most
of this numerical work makes use of a technique, known as
“center projection,” for locating center vortices in lattice con-
figurations. The idea is to map SU(N) lattice configurations
into ZN configurations, which have only vortex excitations.
This is accomplished by a gauge transformation into “maxi-
mal center gauge,” which brings the SU(N) link variables as
close as possible, on average, to the ZN center elements of the
group. Maximal center gauge maximizes the quantity
R = ∑
x,µ
|Tr[Uµ(x)|
2 , (19)
which is equivalent to Landau gauge fixing of link variables in
the adjoint representation. One then maps each link variable
to the closest ZN center element. What is remarkable is that
the center projected configurations are qualitatively, and to a
large extent quantitatively, similar to the full SU(N) config-
urations, in terms of confinement, chiral symmetry breaking,
and even the mass spectrum. There is also a simple technique
for removing center vortices from the SU(N) configurations.
When this is done, confinement and chiral symmetry break-
ing disappear. For older reviews, see [16]. For more recent
developments, see [18].
B. The Higgs phase
Confinement is lost, in a non-abelian theory in D ≤ 4 di-
mensions, when the global center symmetry of the action
is broken spontaneously, either at high temperatures (this is
known as the “deconfinement” transition), or via a transition
to a Higgs phase. In the latter case, the action contains one or
more Higgs fields φ transforming in the adjoint representation
of the gauge group. On the lattice, in d Euclidean spacetime
dimensions, the Higgs action has the form
SH =−∑
x
d−1
∑
µ=0
Re[φ†(x)UAµ (x)φ(x+ µˆ)
+∑
x
{dφ†(x)φ(x)+V [φ(x)]} , (20)
where V (φ) is the Higgs potential, and the superscript A in
UAµ means that the link variables are taken to be in the adjoint
representation of SU(N). Since UA is invariant under trans-
formationsU → zU , where z ∈ ZN , the gauge-Higgs action is
invariant under the global center symmetry defined above.
The distinction between the confinement and Higgs phases
of gauge theories with adjoint Higgs fields is nicely repre-
sented by the behavior of the Wilson loop W (C) and its dual
in D = 4 dimensions, known as the ‘t Hooft loop B(C) [15],
which can be thought of as a center vortex creation operator.
In the confinement phase, Wilson loops fall with the area and
the expectation value of ‘t Hooft loops fall with the perimeter
of the loop; in the Higgs phase it is the reverse.
Alternatively, on a finite lattice the Polyakov line is defined
by (8), only generalized to the non-abelian gauge group and
(on the lattice) the SU(N) link variables. Now if we take one
of the Euclidean directions (say µ = 0) to be the time direc-
tion, the Polyakov line in the time direction is
P(x) = Tr
[
Nt
∏
t=1
U0(x, t)
]
. (21)
This observable is gauge-invariant, but transforms by a cen-
ter element z ∈ ZN under a global center transformation. It
is therefore an order parameter for spontaneous symmetry
breaking of global center symmetry. If we keep the time ex-
tension arbitrarily large but fixed, and take the large volume
limit in the remaining space directions, then the Higgs phase
is the phase in which 〈P〉 6= 0. This is because the Polyakov
line is related to the free energy Fq of an isolated static color
charge by
〈P〉= e−Nt Fq . (22)
It follows that when 〈P〉 = 0 the free energy of an isolated
charge is infinite, and quarks are confined. Conversely, when
〈P〉 6= 0 the free energy is finite, and quarks are unconfined.
In this sense, keeping one (time) direction constant, although
arbitrarily large, in the limit that the lattice extension in the
5space directions are taken to infinity, we may say that the
Higgs phase is a phase of spontaneously broken center sym-
metry.
The analogy we pursue in this paper is that the pseudogap
phase in the cuprates is, in the same sense, a phase of unbro-
ken Z2 global symmetry, and corresponds to the confinement
phase in an SU(N) gauge theory, which is a phase of unbroken
ZN center symmetry. These phases can each be regarded as a
vortex liquid of some kind. Likewise, the superconducting
phase in the cuprates, and the Higgs phase in a gauge theory,
correspond to the spontaneously broken phase of global Z2
and ZN symmetry, respectively.
In the case of SU(N) gauge theories such as QCD, with
matter in the fundamental representation of the gauge group,
the action breaks global center symmetry explicitly, 〈P〉 is al-
ways non-zero, and Wilson loops fall off asymptotically with
a perimeter law. Moreover there is no thermodynamic transi-
tion isolating the Higgs from the confinement regions [9, 10].
One may ask in what sense these theories are confining, apart
from the fact that the asymptotic spectrum consists of massive
color singlets. This is, in fact, a surprisingly subtle question
(our view is found in ref. [14]), which will not be discussed
here.
IV. NUMERICAL RESULTS
A. Pure gauge field
We first consider the three dimensional gauge theory with
γ = 0; i.e. no coupling to the scalar field. Our proposed ef-
fective theory eliminates monopoles by a constraint. Without
this constraint there is confinement in 2+1 dimensional com-
pact U(1) gauge theory, in the sense of a linearly rising poten-
tial between static charges, as we know from the classic work
of Polyakov [19]. With the no-monopole constraint this linear
confinement property ought to disappear, and the potential be-
tween static charges should increase only logarithmically, as
in the free continuum theory. This is the first thing to check.
Figure 1 is a comparison of the average plaquette 〈cosθµν〉
vs. β , in compact U(1) theory with and without monopoles.
The plaquette averages in the two theories converge as β in-
creases as expected, since the monopole density in the uncon-
strained theory falls rapidly beyond β = 1. However, there is a
finite monopole density at any β , and even if the difference in
average plaquette with and without monopoles is negligible,
the unconstrained theory has a linear static potential, while
the constrained theory does not. To see this numerically, we
note that the potentialV (R) between static opposite charges is
given by the logarithmic time derivative of rectangularWilson
loops
V (R) =− lim
T→∞
d
dT
logW (R,T ) . (23)
On the lattice we extractV (R) from a best linear fit to the data
for − logW (R,T ) vs T , at T > 10.
Of course the word “potential” should not be taken too lit-
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FIG. 1. Average plaquette values in pure compact U(1) lattice gauge
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FIG. 2. The potential between static charges of opposite sign in pure
compact U(1) gauge theory, D=3 dimensions, at gauge coupling β =
2.0, with and without the no-monopole constraint. The potential rises
linearly in the unconstrained case, but only logarithmically with no
monopoles, as in the free (non-compact) gauge theory.
erally in this particular context. V (R) is indeed the potential
between static charges in a U(1) theory with two space di-
mensions and one time dimension, and a linearly rising poten-
tial would imply confinement of electric charge. But in three
space dimensions it is simply a diagnostic of the behavior of
W (R,T ) at large R or large T due to thermal fluctuations of
the magnetic B field. In particular, if V (R) is asymptotically
linear at large R, this just means that the Wilson loop falls off
exponentially with the area RT enclosed by the loop.
With that caveat, let us compare the potential V (R) in the
compact U(1) theory with and without the no-monopole con-
straint. In a free theory in 2+1 dimensions we expect the
potential between static opposite charges to rise logarithmi-
cally with charge separation, while in the compact U(1) the-
ory, without any constraint, one expects to see a linear poten-
6tial. The result of a simulation at β = 2 is shown in Fig. 2.
We find that the potential rises logarithmically in the compact
U(1) theory, as in the free theory, when a no-monopole con-
straint is imposed. The unconstrained compact U(1) theory
displays a linearly rising potential, as expected. Note that this
drastic difference in the potential is displayed at a coupling
β = 2 where we also see, from Fig. 1, that the difference in
average plaquette values in the constrained and unconstrained
theories is almost imperceptible.
B. Modified Ginzburg-Landau
We now couple the scalar field to the gauge field by setting
γ > 0 in (4). The first task is to determine the phase diagram
in the space of β − γ couplings. There is only one symme-
try which can be spontaneously broken, namely the global Z2
symmetry discussed in section II 2, and the appropriate order
parameter is a Polyakov line running in a direction parallel to
the x or y axes. The superconducting region can only be the
region where this global Z2 symmetry is broken, and to check
this we look for evidence in the potential, extracted fromWil-
son loops, that the photon has acquired a mass.
Our numerical simulations are carried out on a 403 lattice
volume. In the superconducting region we find 〈P〉 6= 0, while
in the normal region we have 〈P〉 = 0 within error bars. The
transition points are estimated, on the cubic lattice, by looking
for a peak in the Polyakov line susceptibility, either at fixed γ
and varying β , or at fixed β while varying γ . Examples of
our data for the Polyakov line and the Polyakov line suscep-
tibility vs. β , at fixed γ = 6, are shown in Figs. 3(a) and 3(b)
respectively. The resulting phase diagram is shown in Fig. 4,
but since the phase boundary (just drawn as straight lines be-
tween the numerically determined transition points) is deter-
mined from the breaking of global Z2 symmetry, the labeling
of the different regions (SC, vortex liquid, log potential) must
be justified.
We begin at γ = 6, comparing V (R) calculated from
W (R,T ) in the x− y plane, as explained above. Fig. 5 dis-
plays V (R) calculated just outside the SC region, at β = 1.1
in a region labeled “vortex liquid”, andV (R) just inside the SC
region, at β = 1.3. The potential in the vortex liquid region is
fit to the form
V (R) = a+ b log(R)+σR , (24)
and we find from the fit that σ = .00623(8), i.e. a “confining”
potential, meaning that Wilson loops fall off asymptotically
with loop area. In contrast, inside the SC region, we see that
V (R) is nearly constant for R > 3, consistent with what one
would expect from a finite-range interaction mediated by a
massive photon. This is evidence of superconductivity in the
SC region.
We have labeled the region at small β and large γ , outside
the SC domain, as a “vortex liquid,” and this characterization
must now be justified. Let us consider going to unitary gauge,
φ(x) = 1, and taking the γ = ∞ limit. In this case, the Uk(x)
link variables in the x,y directions are forced to be Uk = ±1,
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i.e. the variables of a Z2 gauge theory, at least in the xy planes.
The only excitations in these planes are at plaquettes where
cosθ12(x) =−1, and these are Z2 vortex configurations. Con-
sider a Wilson loop
W (R,T ) = 〈U(R,T )〉 . (25)
where U(R,T ) is a product of U(1) link variables around a
rectangle oriented in one of the x,y planes. Suppose, in some
gauge field configuration, there are n plaquettes within this
rectangle with cosθ12(x) =−1. Then
U(R,T ) = (−1)n (26)
in this γ = ∞ limit. If there is a finite density of vortices in the
plane, and if vortex positions are entirely uncorrelated, then
this leads to an area law falloff of W (R,T ), and a linear po-
tential for V (R), as explained in section III. If there is some
finite range correlation among the vortices, then there will be
a deviation from the linear potential up to that finite range. A
linear potential is therefore the signature that the system in a
plane is a disordered gas or liquid of Z2 vortices.
1
We can try to locate vortices in xy planes away from the
γ = ∞ limit, with the strategy of (i) performing a gauge trans-
formation which brings link variables in the xy planes as close
as possible to±1; and (ii) “Z2 projection” in the xy planes, i.e.
projecting link variables in the x,y directions onto the closest
element of the Z2 subgroup of the U(1) gauge group. The
gauge transformation should maximize the quantity
Q = ∑
x
2
∑
i=1
cos2 θi(x) , (27)
1 Of course it must be kept in mind that even in the γ = ∞ limit we are not
dealing with a trivial Z2 gauge theory in two dimensions, since even in this
limit the gauge field extends into all three spatial dimensions. For the action
S′ in (3), the γ = ∞ theory would be Z2 gauge theory in three dimensions.
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0  5  10  15  20
V(
R)
R
Potentials at γ = 6, β = 1.1
unprojected
projected
log + linear fit
log + linear fit
FIG. 6. A comparison of the projected and unprojected potentials,
V (R) and Vpro j(R), at a point in the vortex liquid region.
and this is done by performing a sequence of gauge-fixing
sweeps of the lattice. In this gauge there is a remnant local
Z2 gauge symmetry. Gauge transformations are made site-by-
site, at each site making a transforming which maximizes
2
∑
i=1
[
cos2 θi(x)+ cos
2 θi(x− iˆ)
]
. (28)
This procedure converges to a local maximum of Q.2 The
gauge fixing sweeps end when the fractional increase in Q
from one sweep to the next falls below 10−8. Z2 projection
consists of the mapping
Ui(x)→ Zi(x) = sign[Re(Ui(x))] , i = 1,2 . (29)
We define Z(R,T ) as the product of projected link variables
Zi(x) around an R× T rectangle, with the corresponding ex-
pectation values
Wpro j(R,T ) = 〈Z(R,T )〉 , (30)
and we compute the projected potential Vpro j(R) from the
Wpro j(R,T ) by the same procedure used to obtain V (R) from
W (R,T ). In Fig. 6 we compare V (R) and Vpro j(R) vs. R, at
γ = 6, β = 1.1, and it can be seen that the projected and
unprojected potentials are essentially parallel, differing only
by a constant R-independent self-energy. Since the vortices
alone, in the projected configuration, reproduce the potential
in the unprojected lattice, it seems reasonable to ascribe the R-
dependence of the potential to the effects of vortices, whose
positions in the unprojected lattice are located by the exci-
tations in the projected lattice. As a further check we can
compute the average value of cosθµν (x) for plaquettes on the
original lattice, at locations where the plaquette on the pro-
jected lattice is −1, indicating the presence of a Z2 vortex.
2 Finding the global maximum is likely to be an NP hard problem.
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FIG. 7. The projected and unprojected potentials at a point inside the
SC phase.
At couplings β = 1.1,γ = 6, these special “vortex plaquettes”
have an average value of 0.398, to be compared with the av-
erage over all plaquettes, which is 〈cos(θµν(x)〉 = 0.909. So
although the procedure for locating vortices involves fixing to
a particular gauge (i.e. maximal Z2 gauge), we nevertheless
find that the locations of vortices on the projected lattice are
very strongly correlated with a gauge-invariant observable on
the unprojected lattice, i.e. the gauge-invariant field strength.3
For these reasons we label the region where a linear poten-
tial can be identified, and where the projected and unprojected
string tensions agree, as a “vortex liquid.” The linear potential
disappears in both the projected and unprojected potentials in-
side the SC region, as seen in Fig. 7 for γ = 6, β = 1.3.
Linear confinement cannot persist down to γ = 0, simply
because the theory in that limit is pure U(1) gauge theory,
and with the no-monopole constraint there are no topologi-
cally stable configurationswhich could disorderWilson loops.
And at small but finite γ we cannot, in fact, detect any string
tension from numerical simulations. Fig. 8 shows our data for
V (R) at β = 2.5 just below (γ = 1.4) and just inside (γ = 1.55)
the SC phase. Just below the SC phase, at β = 2.5, γ = 1.4,
the potential fits a logarithm, i.e. it is consistent with eq. (24)
with σ ≈ 0, which is the fit shown in Fig. 8. Inside the SC
phase at β = 2.5, γ = 1.55 the potential is nearly flat, as ex-
pected.
In a region where the potential is logarithmic, i.e. essen-
tially perturbative, we would not expect to explain the po-
tential via purely non-perturbative effects due to vortices.
In this region Z2 projection should fail to match the unpro-
jected potential, and in fact that is what we see in Fig. 9,
where the projected and unprojected potentials are compared
at β = 2.5, γ = 1.4. The unprojected potential fits (24) with
3 The fact that plaquettes on the unprojected lattice, at vortex locations on the
projected lattice, are not closer to −1 can be attributed to either a thickness
of the vortex which is greater than one lattice spacing, and/or a small error,
on the projected lattice, in finding the actual vortex location.
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FIG. 8. The potential V (R) at β = 2.5 just below (γ = 1.4) and just
above (γ = 1.55) the superconducting transition line.
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FIG. 9. A comparison of the projected and unprojected potentials in
the normal phase, at β = 2.5, γ = 1.4. In this case the Z2 projection
is misleading.
σ ≈ 0, as already noted. Not so for the projected potential,
where we find σ = 0.00322(5). Morever, the average pla-
quette value in this case is 0.887, while the average value
of plaquettes whose location coincides with vortices on the
projected lattice is 0.803. While there is some modest cor-
relation here between vortex location on the projected lattice
and plaquette value on the unprojected lattice, it is greatly re-
duced as compared (0.909 vs. 0.398) to the previous case at
β = 1.1,γ = 6, in a region described as a vortex liquid.
So the normal phase appears to have regions with and with-
out a string tension, associated with the presence or absence,
respectively, of vortex effects. We have been unable, however,
to detect a thermodynamic phase transition between the vortex
liquid and logarithmic potential regions, and it is numerically
somewhat challenging to pin down exactly where the string
tension disappears. To search for a thermodynamic transi-
tion from the behavior of the plaquette susceptibility we have
9scanned the phase diagram at fixed β = 1.1 and 0 < γ < 6,
and also at fixed γ = 1.4 and 0< β < 2.5. We have not found
any evidence of a transition along these search lines, which
cross from the vortex liquid to the log potential regions. The
absence of a thermodynamic phase transition is perhaps un-
surprising, since there is no symmetry which distinguishes the
vortex liquid from the log potential regions. Indeed the vor-
tex liquid and log potential regions are both “confining” in the
sense thatV (R)→∞ as R→∞ in each case, and consequently
〈P〉= 0 in both regions.
If it were possible to computeV (R) out to R = 20 or larger
everywhere in the phase diagram, then it might be possible
to pinpoint the disappearance of the linear potential, but this
strategy is frustrated, at small β ,γ , by very large error bars
on relatively small Wilson loops. As γ is reduced at small β ,
large Wilson loops become noisy, and we are not able to mea-
sureV (R) up to the limit set by the lattice size. As an example,
we show in Fig. 10 our results at β = 1.25, γ = 2, together
with a best fit to (24). In this case we still find evidence of a
linear potential with σ = 0.0226(6); a purely logarithmic fit
fails completely. However, at these couplings we cannot reli-
ably go beyond R = 10 on the 403 lattice volume. Moreover,
as γ is reduced the Z2 projection becomes increasingly inaccu-
rate, e.g. at β = 1.25, γ = 2 the Z2 projected string tension is
about 30% larger than the the string tension derived from the
unprojected data. As we increase β at fixed γ = 1.4 it is pos-
sible to again measure the potential at larger values of R, but
the string tension seems to either gradually disappear, or else
exists at R values beyond the practical limitations imposed by
statistics and lattice size. In any case we cannot detect any
trace of a linear potential at β = 2.5, γ = 1.4, as seen in Fig.
9.
The precise manner in which the disordering effects of the
vortex liquid disappear in the normal phase as γ is reduced
and β increased, whether that disappearance is sudden or
gradual, and whether it is associated with some instability in
the vortex configurations at small γ , is unclear at the moment,
and calls for further investigation.
V. CONCLUSIONS
We have presented a modified lattice version of the time-
independent Ginzburg-Landau model, containing a compact
U(1) gauge field with a no-monopole constraint, and an action
for the scalar field with nearest-neighbor couplings limited to
two dimensional x−y planes of the three dimensional volume.
In this model we detect in numerical simulations
1. an area-law falloff for Wilson loops in the x-y planes,
in regions of small β and large γ;
2. a superconducting phase at large β and large γ;
3. a falloff consistent with a logarithmic potential at large
β and small γ .
The superconducting phase is distinguished from other re-
gions of the phase diagram by the spontaneous breaking of
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FIG. 10. The potential at β = 1.25,γ = 2.0 on a 403 lattice volume,
computed at R ≤ 10.
a global Z2 symmetry.
In the region of area-law falloff we have used a Z2 pro-
jection procedure to identify the location of vortex configu-
rations, and provided evidence that the identified vortices are
responsible for the area-law falloff. It is interesting that this is
an example where the introduction of a matter field can induce
an area-law falloff in a U(1) gauge theory with a no-monopole
constraint, in which the area-law falloff would otherwise be
absent.
While we do not suggest that the modified lattice Ginzburg-
Landau model studied here is a realistic model of the physics
of cuprates, we do believe that it furnishes an example a su-
perconducting to vortex liquid phase in the context of a U(1)
gauge theory, in which the modulus of the scalar field is non-
zero in both phases. This may be relevant to the supercon-
ducting to pseudogap transition found in the cuprates.
On the experimental side, we note that there have, in fact,
been measurements of magnetic susceptibility along a planar
area of a thin film of cuprate material in the superconducting
phase, e.g. [20]. Perhaps it is also feasible to compute the
expectation value of Wilson loops of fixed area in the pseu-
dogap phase. This could be accomplished by measuring the
magnetic flux Φ(t) through a fixed loop C as a function of
time, from which we derive the corresponding Wilson loop
observable exp[ieΦ(t)/h¯], also as a function of time, and then
averaging with respect to time to determine W (C). The be-
havior of Wilson loops is fundamental to our understanding
of the strong nuclear force, so their experimental determina-
tion in cuprate materials is an intriguing possibility.
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