Introduction to Fixed Points
Fixed points have many applications. One of their prime applications is in the mathematical field of game theory; here, they are involved in finding equilibria. The existence and location of the fixed point(s) is important in determining the location of any equilibria.
They are then applied to some economics, and used to justify the existence of economic equilibriums in the market, as well as equilibria in dynamical systems Brouwer, in 1910, presented his fixed point theorem:
1. Brouwer Fixed-Point Theorem in R: Given that set K ⊂ R n is compact and convex, and that function f : K → K is continuous, then there exists some c ∈ K such that f (c) = c;
that is, c is a fixed point.
The original wording of theorem gave this result for n-simplexes-a specific class of compact and convex sets, an n-simplex is the 'simplest' polygon in n dimensions, that has n + 1
vertices. However, here we will be focusing on unit intervals and discs instead.
General definitions
Definition 2.0.1. Topological Space A topological space is a set, X , equipped with an collection of its subsets, T . The collection of subsets must include X and the empty set ∅. It must also be so that, for any arbitrary collection U α ∈ T for α ∈ Λ, the union α∈Λ U α must also be part of the collection T . Finally, the intersection of any two U 1 , U 2 ∈ T must, again, be part of T . Here, T is called the topology of X , and all members of T are considered open in X . Note that the interval is open, as the endpoints are not filled in, and that the disc has a dotted boundary, indicating that the points on the boundary are not actually in the set.
set is also closed if it is the arbitrary intersection or finite union of closed sets. In R, closed intervals and singletons are closed.
Definition 2.0.4. Convex: A set G ⊆ R n is said to be convex if, for any two points g 1 , g 2 ∈ G, all points on the straight line segment connecting g 1 and g 2 are also in G. In the most familiar of cases, the real numbers with the usual topology, a set must simply be closed and bounded in order to be compact, as shown be the Heine-Borel Theorem. In particular, this is true for R n with the usual topology. surjective; that is to say, f is a bijection if for all y ∈ Y there exists x ∈ X such that f (x) = y, and if f (x 1 ) = f (x 2 ) implies that x 1 = x 2 . A function that is bijective will have a well-defined inverse; that is, its inverse will be a function. Thus, topological properties that hold for one set will hold for any set homeomorphic to it-in fact, it is this quality that makes a property topological.
Case of 1 dimension
The most simple case to consider the fixed point theorem is when the set K ⊂ R has This proof relies on the Intermediate Value Theorem: Theorem is equivalent to the case in [0, 1], and thus, the Theorem applies there.
Basic Proof of the Brouwer Fixed-Point Theorem on Set [0, 1]
Given that set K is compact and convex, and that function f : K → K is continuous, then there exists some c ∈ K such that f (c) = c; that is, c is a fixed point. 
is either negative or 0.
Since g is a continuous function on a closed set, the Intermediate Value Theorem applies. To consider it through explanation, note a fixed point requires passing through the line
Thus, a function without a fixed point cannot intersect this line. That, however, leaves something such as the figure below, which isn't continuous. The darker function has no fixed point as it does not intersect f (x) = x (lighter), but it is absolutely not continuous.
It is impossible for a continuous function to not intersect the line i(x) = x; however, to intersect that line is to have a fixed point, as all points on i(x) = x are in fact fixed points.
For g(x) = f (x) − x, instead of trying to not intersect i(x) = x, we are trying to not intersect the zero line h(x) = 0. It is easier to show, using the intermediate value theorem, that g intersects the constant function h that it is to show that f intersects i.
Extension to Homeomorphic Sets
In order to determine whether a fixed point is guaranteed for some other compact convex interval K, then one must determine whether or not a homeomorphism can be found between K and [0, 1]. If it in fact is, then K also has a fixed point for any continuous functions from
In higher dimensions, we can show that f : K → K has a fixed point under the same conditions: compactness and convexness of the set K, and continuity of the function f . We will consider this with S being a disc, and B being the 'surface' or boundary of that disk. Or, rather, we will consider the lack of existence of such a retraction.
In R 2 , the unit disc can be defined by D = {(x, y) ∈ R 2 | (x, y) ≤ 1} and the unit circle Proof: Let r : D → C be a retraction from the unit disk D to its boundary, C. Consider a, b ∈ C; by removing these from C, we create two disjoint open arcs that compose C \{a, b}.
Now let A = r −1 (a), and B = r −1 (b). Since r is a retraction, a ∈ A and b ∈ B, and so A and B intersect C. Since r is continuous, and {a} and {b} are closed, A and B must also be closed. Furthermore, a and b can be the only points where A and B, respectively, can intersect C, as they are the only elements of A and B that are in C. Note that (C \ {a, b}) = C.
We can, then, find a subset of D \ (A ∪ B) whose closure will contain C. Let us call this set P . We can choose it so that it is open and path-connected P .
Consider a closed arc of C, called C a , that contains a. Let C a have endpoints x a , y a . Both
x a and y a will be in P ; thus, there exists a path that connects them. Furthermore, since
we have defined P as a subset of D \ (A ∪ B), this path cannot intersect A or B. However, unioning this path with C \ {a, b} results in another a connected set. This implies that the retraction image of that union of the path and C \ {a, b} is C \ {a, b}, because the path avoided A and B. But the image of a connected set under a continuous function cannot be disconnected; a contradiction. Therefore, it must be that r, the retraction, cannot exist.
The No-Retraction Theorem proved above will be the cornerstone for the following proof for the Brouwer fixed-point theorem on D.
Brouwer Fixed-Point Theorem on
continuous, then there exists some c ∈ D such that f (c) = c; that is, c is a fixed point.
Proof: Let D be the unit disk in R 2 . Let f : D → D be continuous, but suppose that it does not have a fixed point. Now let r : D → D be another function that, for each x ∈ D, assigns it to the tip of the ray that extends from the boundary of D-the unit disk C-and passes through f (x), then x This will be well-defined since f (x) = x for all x ∈ D. As r is defined in terms of f , and f is continuous, r will also be continuous.
However, consider x 0 , a point which itself lies on C. In this situation, r(x) must equal x, and thus, r is a retraction. But no such retraction can exist, due to the No-Retraction
Theorem. This contradicts that f can exist as it is, with no fixed points.
Therefore, it must be so that any f : D → D must in fact have a fixed point.
Again, this will also be true for any sets in R 2 that are homeomorphic to D-that is to say, compact convex sets. Thus, this actually satisfies any possible case of a compact convex set in R 2 .
General Proof
Now, we will move on to proving the Brouwer Fixed-Point Theorem in any-dimensional R n . First, however, a few things must be defined.
Definition 5.0.1. C 1 : A C 1 function is continuous, and has a continuous derivative.
Theorem 5.1. Stone-Weierstrauss Theorem: Given a continuous function, it can be approximated to any degree with a subalgebra which separates points. That is, one may get as close as one likes to the original function. A polynomial-which is C 1 -is a pointseparating subalgebra; we will only be using Stone-Weirestrauss to give us polynomials; thus, while Stone-Weirestrauss does allow for other functions to be used as approximations, we will not mind those.
Theorem 5.2. Inverse Function Theorem: Let X ⊆ R n be open, and let function f : X → R n be continuously differentiable and have that its derivative-expressed as a matrix of partial derivatives-is invertible at point c ∈ X , then it is also invertible in a neighborhood about c.
First, as it is again such an integral part, we will prove the general-dimensional case of the no-retraction theorem, before using it on the Brouwer Fixed-Point Theorem. The addition of more dimensions requires changes to the theorem, as derivatives are now used to prove it and non-C 1 functions do not have usable derivatives. We proceed by assuming that such a retraction can exist, and then disproving its existence through contradiction.
Theorem 5.3. No Retraction Theorem:
There can be no C 1 retraction from the unit n-dimensional ball D n to its boundary, the unit 'sphere' B n−1 .
Proof: Let r : D n → B n−1 be a C 1 retraction from the unit n-dimensional disk D n to its boundary, B n−1 . Let g(x) = r(x) − x, let t ∈ [0, 1] be fixed, and let f l (x) = x + lg(x) = x(1−l)+lr(x). For x ∈ D n , note be the Triangle inequality that f l (x) ≤ x (1−l)+l r(x) , because l and 1 − l both have magnitude less than 1. Furthermore, because x and r(x) must also have magnitude less than 1,
n−1 , due to r being a retraction. This makes all point of in B n−1 fixed point of f l .
Since r is C 1 , h must also be C 1 , and there must then exist some C, a constant, where
Suppose that there are
, and from those we can derive
. Then, though, we have that
, which means that lC ≥ 1.
When l < C −1 , r l must be injective, because in that case lC < 1 and
, and note that f l (x) = (1, 1, 1 , . . . , 1)+lg (x).
We also know, due to g being C 1 , that there exists some l 0 for which f l has a positive determinant when expressed as a matrix of partials for all l ≤ l 0 . This allows for the use of the inverse function theorem, so f l is also invertible near that point. This allows for U l to be open for sufficiently small l, as the continuity of f makes its inverse an open map. Let l ∈ [0, l 0 ] be fixed yet arbitrary from here on. We now have a bijection
However, suppose that
It must then be so that the boundary of U l will intersect the interior of D n -that is, the boundary of U l must intersect a point that is not on the boundary of D n . Let us call that point x 0 . We have compactness, and moreover sequential compactness. Since y 0 is in the boundary of U l , it is in the closure of U l , and it is then a limit point. We can then find a sequence in U l that converges to y; let us define this sequence in D n as (x n ) ⊂ D n for which f (x n ) → y 0 . But, as we have compactness, we can find a convergent subsequence of (x n ) as well. Suppose that x nm → x 0 ; since f is continuous, this means that f (x nm ) → f (x 0 ). However, f (x n ) → y 0 , and so f (x 0 ) = y 0 . Yet, y 0 cannot be in U l , as U l is open and thus cannot contain its boundary. It must then be so that x 0 is in B n−1 the boundary of D n ; otherwise it could not map to the boundary of U l . But, as we have a retraction, f (x 0 ) = x 0 ; therefore,
This, however, would imply that y 0 ∈ B n−1 , despite our initial condition that y 0 not be in the boundary of D n . Therefore, we have a contradiction, and so
; that is, f l is surjective. Thus, when l ∈ [0, l 0 ] and l < C −1 , we have the f l is both injective and surjective; it is a bijection. From here on, we will only consider f l where it is a bijection.
Because we have f l continuous, we can have
This is with f l = (1, 1, 1 , . . . , 1) + lg (x) being constructed as a (square) matrix. This will actually be n integrals, however, we will let dx serve as dx 1 dx 2 dx 3 . . . dx n for these n dimensions. The determinant of a matrix can be written in the form of a polynomial. Note that F is a function of l (x being completely removed during the integration process), and so we can consider its determinant as a polynomial of l. But F is an integral of f l , and it will grant
and so this provides us a range for which the polynomial is constant. However, a polynomial that is constant on some interval is constant everywhere. We can now conlcude that F (l) gives the volume of
Of particular note is that F (1) gives us this volume, and that this volume will be greater than 0. However, consider the inner product (sometimes called the dot product) of f l with itself, notated f l , f l . Note that f l (x) = f (x) when in B n−1 for any x; hence f l , f l for l = 1 is simply f 1 (x) = 1. Consider any arbitrary vector v ∈ R n ; the inner product of vf 1 (x) and f (x), is equal to the derivative, with respect to t, of the inner product of 1 / 2 f 1 (xt + vt), f 1 (x + tv) . However, this results in the derivative of 1 / 2 (1), and the derivitive of a constant is always 0. From this, we can see that the determinant of f 1 itself will be 0, implying that F (1) = 0 However, that is in contradiction to the earlier claim that F (1) > 0. Therefore, it must be so that r, through which f is defined, cannot exist; there can be no C 1 retraction from the unit 'ball' D n to its boundary B n−1 . a retraction. It thus cannot exist, which means that q l must have a fixed point, for all l, as otherwise h l would be an impossible retraction.
Let {x l } l=1 ⊂ D n be the sequence of fixed points for q l . Now, we are in a sequentially compact space, and thus {x l } must have a convergent subsequence. Let x l k k=m converge to x 0 ∈ D n ; then for all ε / 2 there exists an K 2 ∈ N for which
We can, then, combine these, and see that for any ε, there exists a
, and so f has a fixed point. Now, we have only shown this result for one particular set. However, it is homeomorphic to any other compact and convex set; thus, on all compact and convex sets K, the Brouwer Fixed-Point Theorem applies. 
Applications
The Brouwer Fixed-Point Theorem is often used in the proving of the existance of Nash equilibriums. A Nash equilibirum occurs, in Game Theory, when the players know what strategies their opponents will use, know their strategies will not change, and also know that the current startegy they themselves are using is the best one to use. That is, both know what the other is planning to do, and both know that their own current plans are the best strategy considering what their opponent is planning. They are incredibly important in Game Theory, being used to analyze problems or games where the different players act near-simultaneously. A specific example of this is modeling the market; Nash Equilibriums are used to predict and model actions taken during market crises.
Another application is in Dynamical Systems. Equilibriums, stable or unstable can be considered to be fixed points. Thus, in certaint spaces, one is guaranteed to have an equilibria.
A particular application of this is to economics, this time more directly than through Nash Equilibriums. Fixed points are used to prove the existence of equilibria in the free market (for example, the meeting of supply and demand).
Other applications include coincidence theory and the Bass conjecture, and game theory in convex-valued multi-maps.
It is important to note, however, that not all of these rely on the Brouwer Fixed-Point Theorem. Indeed, his was not even the first fixed-point theorem. The Brouwer Theorem applies to any compact and convex space; not just the one that I have used, the standard Euclidian space. There are even more general theorems, however, such as the Banach and the Kakatani equivalent theorems. There has also been work done by Fan, and Browder. 
