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In this work we compare two fundamentally different approaches to the electronic transport in
deformed graphene: a) the condensed matter approach in which current flow paths are obtained by
applying the non–equilibrium Green’s function (NEGF) method to the tight–binding model with
local strain, b) the general relativistic approach in which classical trajectories of relativistic point
particles moving in a curved surface with a pseudo–magnetic field are calculated. The connection
between the two is established in the long–wave limit via an effective Dirac Hamiltonian in curved
space. Geometrical optics approximation, applied to focused current beams, allows us to directly
compare the wave and the particle pictures. We obtain very good numerical agreement between
the quantum and the classical approaches for a fairly wide set of parameters, improving with the
increasing size of the system. The presented method offers an enormous reduction of complexity
from irregular tight–binding Hamiltonians defined on large lattices to geometric language for curved
continuous surfaces. It facilitates a comfortable and efficient tool for predicting electronic transport
properties in graphene nanostructures with complicated geometries. Combination of the curvature
and the pseudo–magnetic field paves the way to new interesting transport phenomena such as
bending or focusing (lensing) of currents depending on the shape of the deformation. It can be
applied in designing ultrasensitive sensors or in nanoelectronics.
I. INTRODUCTION
It is a well known fact in relativistic particle physics
that electromagnetic and gravitational fields couple dif-
ferently to particles and antiparticles — the first distin-
guishes their opposite charges, the second treats equiv-
alently their identical masses. In graphene, both these
phenomena can be simulated by the action of magnetic
and pseudo–magnetic fields as well as the influence of
curvature on the dynamics of particle–like excitations
and holes. Continuous models of elastically deformed
graphene, describing the excitations effectively by a two–
dimensional Dirac equation for massless fermions cou-
pled to an artificial magnetic field, have been extensively
studied in the literature in recent years, see e.g. [1–16]
for a representative selection or [17] for the most recent
overview of the topic. Further geometric aspects, related
to the Dirac equation in curved space, such as coupling
to the effective metric leading to position and direction
dependent Fermi velocity, have not yet attracted as much
attention [18–25]. Especially, the electronic transport in
the presence of curvature centers [24] still lacks detailed
qualitative and quantitative results. The key question
elaborated here, on the relation between the electric cur-
rents and classical trajectories, has been addressed be-
fore in the presence of pure pseudo–magnetic [26, 27],
real magnetic [28], combined pseudo–magnetic and real
magnetic [29] or pure electric fields [30] without taking
into account further influence from the curvature. How-
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ever, as we will show below, the metric effect can be as
relevant as that of the pseudo–magnetic field.
In this work, we study the effect of curvature on the
current flow lines in elastically deformed graphene sheets.
Using a tight–binding model, we first apply the non–
equilibrium Green’s function (NEGF) method to obtain
the current flow paths in the presence of a localized defor-
mation. Then, utilizing the specific dispersion relation of
graphene at low energies, we turn to the continuous ap-
proximation for long wavelengths, which leads us to the
two–dimensional Dirac equation coupled to an effective
pseudo–magnetic field and an attractive curvature. In
order to visualize the action of both factors, we consider
coherent current beams and apply the eikonal approxi-
mation. This simplifies the approach to the semiclassical
particle picture in which the current lines turn out to be
geodesics for relativistic charged massless particles mov-
ing in a curved two–dimensional surface in the presence
of a magnetic field. We compare the numerically ob-
tained current flows from the NEGF calculations with
the classical geodesic lines. We find very good agree-
ment, improving with the increasing size of the system,
for a wide range of parameters of experimental interest.
The combination of both emergent forces – curvature and
the pseudo–magnetic field – paves the way to interesting
transport phenomena such as bending or focusing (lens-
ing) of currents depending on the shape of the defor-
mation. It can find technological applications in design-
ing ultrasensitive sensors or in nanoelectronics. The pre-
sented analogy facilitates a comfortable and efficient tool
for calculating electronic transport properties in newly
designed graphene nanostructures with complicated ge-
ometries. It offers an enormous reduction of complexity
from hopping Hamiltonians defined on large deformed
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2lattices to a semiclassical geometric language for the de-
scription of curvature effects in continuous surfaces. We
conclude with the proposition of a geometrical lens for
currents flowing through the deformed graphene. Sim-
ilar electron optics phenomena in graphene have been
proposed in [30–33] but the focusing was caused by p-n
junctions and by the electric potential.
Here, we do not take into account either the electron–
electron interaction [34], the recombination of electronic
density due to deformation [35] or the relaxation of the
lattice structure to its minimal elastic energy [36], leaving
these topics open to further investigation.
II. THE EFFECTIVE DIRAC EQUATION IN
CURVED SPACE
A. Tight–binding model for deformed graphene
We begin with the tight–binding Hamiltonian describ-
ing the hopping of electronic excitations in the lowest
band (in units in which ~ = e = 1)
Hˆ =
∑
n∈A
3∑
l=1
(
tn,l bˆ
†
n+dl
aˆn + t
∗
n,l aˆ
†
n bˆn+dl
)
(1)
The creation and annihilation operators aˆ†n, aˆn and
bˆ†n+dl , bˆn+dl belong to the sublattices A and B, respec-
tively. Vector n runs over all points of the sublattice
A and the three vectors dl point along the links to
the nearest neighbors in the sublattice B. We choose
d1 = (
1
2 ,
√
3
2 ) d0, d2 = (−1, 0) d0, d3 = ( 12 ,−
√
3
2 ) d0,
where d0 is the interatomic distance in pristine graphene.
The hopping parameters in pristine graphene are all
equal, tn,l = t0, and become position (n) and direction
(l) dependent in deformed graphene which reflects mod-
ified tunneling probabilities between neighboring atoms.
In the following, energies are measured in multiples of
t0 = 2.8 eV and distances in multiples of d0 = 0.142 nm,
if not given explicitly.
Since we do not take into account any interaction ef-
fects between the electrons, the second quantized Hamil-
tonian (1) effectively reduces to a one-particle sector and
can be written in a basis of localized states1 |ψn〉 for
n ∈ A ∪ B as
H =
∑
n∈A
3∑
l=1
tn,l |ψBn+dl〉〈ψAn|+ h.c. (2)
In regular graphene, where all tn,l = t0, the spectrum
of the Hamiltonian exhibits conical Dirac points K(s)
at which the dispersion relation is approximately linear
1 In the course of this paper, there is no need to further distinguish
between the A and B sublattices.
FIG. 1: Left: Excerpt of the dispersion relation E(k)
with six conical Dirac points K(s) (red) forming a regular
hexagon (black). Right: The same cones magnified.
E(k) ∼ |k −K(s)|, where K(0) = (0, 4pi/(3√3d0)) and
K(s) are obtained by rotation of K0 by an angle
pi
3 s with
s = 0, ..., 5, as shown in Fig 1 (cf. [37] for more funda-
mentals of graphene theory). Since only two of them are
physically inequivalent we will choose the pair K(0),K(3)
and denote it K± =
(
0,±4pi/(3√3d0)
)
.
In the long wave limit, the discrete tight–binding
Hamiltonian can be approximated by the two-
dimensional Dirac Hamiltonian [2]
HD = ivFσ
l
(
∂l − iK(s)l
)
(3)
separately for each of the Dirac points s. Here, vF =
3
2 t0d0 is the Fermi velocity of the excited electrons and
σl are Pauli matrices. As long as regular planar graphene
is considered, the constant K(s) vectors can be gauged
away by multiplication of the wavefunction with an ap-
propriate phase.
In this work we concentrate on small out-of-plane per-
turbations described by the height function h(x, y) (cf.
Fig 2, top). We assume for simplicity that the carbon
atoms are just lifted by the deformed surface in the per-
pendicular direction zn = h(xn, yn) while keeping their
original (xn, yn) coordinates in the plane. This approx-
imation is acceptable as long as the perturbations of
the distances stay small2, i.e. δdn,l = εn dn,l  d0,
where ε is the strain tensor describing deformation of the
graphene lattice [38]. Knowing the positions of the atoms
the perturbations of their distances can be directly cal-
culated via the Euclidean formula and for small deforma-
tions approximated by δ|dn,l| ≈ (δzn/d0)2/2 ≈ (∂lh)2/2
where ∂lh is a directional derivative along the link dl.
Accordingly, the hopping parameters change slightly to
become t˜n,l = t0 + δtn,l and vary slowly over the lattice.
Applying an empirical relation between the distances dn,l
2 Otherwise the true positions of the atoms should be calculated
from first principles [36], e.g. via a DFT method, similarly to the
shape of the surface itself which will be chosen by the graphene
atoms under the action of a perpendicular force.
3FIG. 2: Locally deformed graphene. Top: Modified hop-
ping parameters (colors of the links) and Gauss curva-
ture (background color shading). Bottom: Cell–averaged
pseudo–magnetic vector potential (arrows) and pseudo–
magnetic field B˜ (background color shading).
and the hopping terms t˜n,l we get
3
t˜n,l = t0 exp(−β δ|dn,l|/d0) (4)
with β = 3.37 [38–40]. For small length variations
δ|dn,l|  d0 the latter can be approximated by the linear
relation δtn,l/t0 = −β δ|dn,l|/d0 which will allow us to
relate δtn,l linearly to the strain tensor εn.
It can be shown that the Hamiltonian (2) with such
modified hopping parameters4 leads in the long wave-
3 We ignore also the modification of hopping parameters t˜n,l due
to non–orthogonality of pi–orbitals and rehybridization [21] since
this effect is rather small in our case.
4 Only perturbations of the hopping parameters tn,l can have
physical consequences. Perturbations of the link vectors dn,l,
taken into account e.g. in [12, 14], can modify the shape of the
Brillouin zone and the relative positions of the K(s) points but
can only have a pure gauge character.
length limit to the continuous Hamiltonian [22, 23, 25, 41]
H˜ =
∫
d2x
√
|g˜(x)|Ψ†(x) ivF σa e˜ la(x)·
·
(
∂l − iK˜(s)l (x) + Γ˜l(x)
)
Ψ(x) (5)
resembling the one for the Dirac fermions in curved space.
The low energy electronic excitations would then sat-
isfy an effective5 two-dimensional Dirac equation i∂tΨ =
H˜DΨ with the evolution generator given by
H˜D = ivFσ
ae˜ la(x)
(
∂l − iK˜(s)l (x) + Γ˜l(x)
)
. (6)
Here, e˜a(x) (a = 1, 2) plays the role of a local frame
(zweibein) and gives rise to an effective (inverse) metric
g˜ij(x) = e˜ia(x) e˜
j
b(x) δ
ab (7)
describing an emergent curved geometry in which the
electronic excitations propagate. K˜
(s)
l (x) is a vector
potential whose curl gives rise to an effective pseudo–
magnetic field
B˜(s)(x) = rot K˜(s)(x) = (−1)sB˜(x) (8)
which in two dimensions has only one component. B˜(s)
acts oppositely on the excitations in different valleys s
(hence the prefix “pseudo”) and has therefore to be dis-
tinguished from a true magnetic field which would break
the time–reversal symmetry of the system. The latter
situation is excluded here because the perturbations of
the hopping parameters in (2) are purely real. Γ˜l(x)
corresponds to the spin–connection and guarantees her-
miticity of the above Hamiltonian when the frame e˜ia(x)
is position–dependent [22, 23]. In contrast to the vector
potential and the frame perturbations, both proportional
to the strain, spin–connection is proportional to its gradi-
ent. It has no classical counterpart but in quantum scat-
tering on steep surface deformations containing closed
geodesics it can contribute to transmission resonances at
wavelengths comparable with the size of the deformation
[42, 43]. For shallow deformations varying smoothly over
the surface, such as considered here, the spin–connection
becomes subdominant and can be skipped.
Both remaining fields are continuous extrapolations of
their discrete counterparts on the lattice, given in Ap-
pendix A, and their values can be related to an abstract
strain tensor ε˜ which transforms the local frame6
e˜a(x) = (1− ε˜(x)) ea, (9)
5 All effective fields will be distinguished by a tilde.
6 There is a small discrepancy between the frame transforma-
tion given in (9) and e˜ia interpreted as local Fermi velocity in
[22, 23] by a strain–trace term ε˜ ii . It is related to different
normalizations of the wavefunction Ψ(x). Since on the lattice∑
n ψ¯n ψn = 1 in curved space
∫
Ψ¯ Ψ
√
g d2x = 1 which forces
us to choose the discretization rule ψn = g1/4(xn)Ψ(xn) here.
4FIG. 3: Non-deformed (left) and deformed (right) cones
in a top-projection. Energy scale in units of t0.
defines the metric of the curved continuous space
g˜ij(x) = δij − 2 ε˜ij(x) (10)
and the pseudo–magnetic vector potential
K˜(s)(x) = K(s) + (−1)s β
2
(−2ε˜xy, ε˜yy − ε˜xx) (11)
[2, 18, 38]. It is not a priori known what the effective ge-
ometry will look like since, for the given curved surface
of graphene, the effective metric is obtained by the ex-
pansion of the Hamiltonian (2) around the Dirac points
shifted by K˜(s) [44]. However, due to the assumed pro-
portionality of δtn,l ∼ β δ|dn,l|, the effective strain tensor
ε˜ is proportional to the real strain applied to graphene,
ε˜ = β ε, and thus the effective geometry for the elec-
tronic excitations is nearly identical to the real geometry
of the deformed graphene sheet but the deformation is
magnified by the factor β > 1.
When the graphene lattice is perturbed the Dirac cones
do not have a global meaning any more. Instead, ev-
erywhere on the lattice local cones can be associated to
the Dirac operator in (6) along which wavefronts of local
perturbations would propagate (cf. microlocal analysis
of operators [45]). While the pseudo–magnetic vector
potential K˜(s)(x) locally shifts the Dirac cones, the ef-
fective inverse metric locally deforms them in the mo-
mentum space (see Fig. 3). In consequence, the pseudo-
momentum vectors k belonging to the deformed cones
located at the shifted Dirac points satisfy locally
g˜ij(x)
(
ki − K˜i(s)(x)
)(
kj − K˜j(s)(x)
)
= 0. (12)
In the continuous approximation the fields can be writ-
ten in terms of the height function h(x) and its deriva-
tives: in the lowest order the effective strain reads
ε˜ij(x) =
β
2
∂ih(x) ∂jh(x) (13)
and the pseudo–magnetic field B˜(x) = rot K˜(x) is
B˜(x) = ∂x ε˜yy(x)− ∂x ε˜xx(x) + 2 ∂y ε˜xy(x). (14)
In the examples discussed below we will consider rota-
tionally symmetric elastic deformations of graphene for
which the height function h(x, y) = h(r) uniquely param-
eterizes the lattice geometry. Such geometries seem to be
well under experimental control as they appear when a
localized perpendicular force is applied to the surface,
e.g. from an STM–head [46], and forms a tip–like de-
formation. Then, the last formula simplifies (in polar
coordinates) to
B˜(r, ϕ) =
β cos(3ϕ)
2
h′(r)
[
h′′(r)− 1
r
h′(r)
]
. (15)
The angular prefactor cos(3ϕ) changes sign six times on
the interval (0, 2pi) and hence creates 6 zones of alternat-
ing sign of B˜ as can be seen in Fig. 2.
The definitions of both emergent fields, the metric and
the pseudo–magnetic field, directly in terms of the change
of the hopping parameters δtn,l are given in Appendix A.
While here, δtn,l arise in response to an elastic deforma-
tion of the graphene structure, the developed formalism
can be applied to any lattice system described by the
Hamiltonian (2) in which δtn,l can be of a different ori-
gin (cf. hopping of atoms in optical lattices [47–49]).
B. Geodesic lines in curved continuous geometry
In order to develop an efficient way of predicting the
current flow paths in deformed graphene we will make
use of the geometrical optics (eikonal approximation) in
which the propagation of waves is replaced by the trac-
ing of rays. The latter satisfy “equations of motion” typ-
ical for point-like particles. Eikonal approximation ap-
plied to the Dirac equation in curved space leads to the
Mathisson–Papapetrou equation of motion describing a
spinning particle in curved space [50].
Since the issue of spin in graphene is quite delicate we
postpone its treatment to future work and ignore the spin
degree of freedom here7. Then, by squaring the Dirac
Hamiltonian and applying the eikonal approximation, we
arrive at the geodesic equation for null geodesics (due to
massless fermions) in a given curved 2D–surface. Note
that in a static, i.e. time-independent, 2+1D geometry
the full spacetime 2+1D geodesics match with the short-
est (extreme) lines of the spatial 2D geometry. Therefore,
it is sufficient to solve the geodesic equation for the 2D
curved surface
dvi
dτ
+ Γ˜iklv
kvl =
√
g˜ g˜ijjk v
kB˜(s) (16)
where the “velocity” vi(τ) = dxi(τ)/dτ . Here Γ˜ikl =
1
2 g˜
ij(∂k g˜jl + ∂l g˜kj − ∂j g˜kl) denote the Christoffel sym-
7 Here, with spin we mean the pseudo–spin appearing effectively
due to the symmetries of the honeycomb lattice [51]. The real
spin of electrons is usually ignored in graphene anyway.
5bols for the metric g˜ij and ij is the completely anti–
symmetric Levi–Civita symbol (12 = −21 = 1). We
are interested in a family of geodesics starting parallel
to each other and representing a current injected at the
contact with the initial momentum pi = ki− K˜j(s), with
k being the wave vector satisfying vF |k| = E. Therefore,
the initial velocity vi(x(τ0)) for a geodesic starting at the
point x(τ0) should be chosen as
vi(x(τ0)) = g˜
ij(x(τ0))
(
kj − K˜j(s)(x(τ0))
)
, (17)
i.e. different for each geodesic line.
If B˜(s) is negligibly small the solutions do not depend
on the value of the initial velocity (i.e. depend only on its
direction) nor on the initial energy (also not on its sign)
and hence particles and antiparticles follow the same
lines. The presence of the magnetic field B˜(s) breaks
this symmetry and deflects particles and antiparticles in
opposite directions. Also, the initial value of the velocity
(energy) starts to play a role – the lower it is the more
the magnetic field has influence on the trajectory.
The curvature of a typical bump is clearly positive in
the middle (and only slightly negative outside, cf. Fig.
2, top) and hence it bends the geodesic lines on the sur-
face towards the center – as attractive gravitational forces
do. The pseudo–magnetic field, due to its six-fold sym-
metry (cf. Fig. 2, bottom), bends the geodesics inwards
and outwards in an alternating way. The two forces, the
geometric Γ˜ikl and pseudo–magnetic B˜, are both propor-
tional to the gradient of the strain tensor εij and hence to
the product of first and second derivatives of the height
function, symbolically ∼ ∂h · ∂2h. Hence, both contribu-
tions are of the same order of magnitude so the correct
prediction of electric currents in deformed graphene will
require taking both of them into account. These two con-
tributions to the bending of trajectories are compared in
Fig. 4 for a typical bump geometry.
III. TRANSPORT IN DEFORMED GRAPHENE
A. The NEGF method
In order to determine the current flow paths in de-
formed graphene we calculate numerically the local cur-
rent density In,m between the neighboring lattice sites
n,m and plot its integral lines. To find the current
in the presence of a stationary source, injecting elec-
trons into the ribbon at a constant pace, we apply the
non–equilibrium Green’s function method (NEGF). As
this method has been described in various textbooks, see
e.g. [52–54], here we only summarize briefly the required
equations.
Starting from the tight–binding Hamiltonian H of a
deformed graphene ribbon (2), the matrix elements of
the Green’s function G are given by
Gn,m = 〈ψn|(H− E 1−Σ)−1|ψm〉. (18)
FIG. 4: Comparison of trajectories calculated for contri-
butions from curved geometry (red dashed lines), mag-
netic field (blue dashed lines) and both (black solid lines).
Background color represents the magnetic field B˜ while
concentric circles are isolines of the Gaussian curvature.
E is the energy of the injected electrons and
Σ = −iη
∑
n∈C
|ψn〉 〈ψn| , (19)
is an imaginary self–energy by means of which we in-
troduce absorbing boundaries [55], mimicking infinite di-
mensions of the graphene sheet. (The sum runs over the
edge atoms C, cf. green sites in Fig. 2, and η > 0 is a
constant.) These boundaries absorb impinging particles
and suppress finite system size effects, such as standing
waves between the boundaries of the system.
The electrons are injected in the graphene ribbon by a
contact P (blue sites in Fig. 2, top), which we model by
the inscattering function
ΣinP = ν
∑
n,m∈P
χ∗n χm |ψn〉 〈ψm| , (20)
where ν > 0 is a constant and χn are amplitudes en-
coding the initial energy and momentum of the injected
plane wave at the contact P. They are given by separate
expressions on both sublattices A,B, namely
χn =
{
C−ei(k+K
−)n + C+e
i(k+K+)n, n ∈ A
σ C−ei(k+K
−)n+iφ − σ C+ei(k+K+)n−iφ, n ∈ B
(21)
where φ = arctan(kx/ky), σ = sign(E) and C± are am-
plitudes of the excitations around the K± valleys. This
inscattering function corresponds to the injection of plane
waves with momentum k and energy E. Since we con-
sider idealized contacts the injection of electrons does not
affect their propagation in the graphene ribbon and thus
we take ΣP = 0 for the self-energy of the contact P.
The local current of electrons, which originate from the
contact P with energy E and which flow from atom n to
6the neighboring atom m, is given by [56, 57]
IPn,m = Im
(
t∗n,m GPn,m
)
, (22)
(in the natural units e t0/h) where
GP = G ΣinP G†. (23)
is the correlation function of the injected electrons. In-
terestingly, the lattice current formula (22) can also be
derived as discretization of the Dirac current in curved
space, see Appendix B.
Since, in general situations, we deal in graphene with
contributions from both inequivalent Dirac points K(±),
interference effects in the current (due to its quadratic
dependence on the wavefunctions) are expected. In order
to eliminate the highly oscillatory behavior on the lattice
scale from the plots, we average the numerical values of
the current over the hexagons. We leave the examination
of the interference patterns to a future work.
B. System parameters
We consider rectangular graphene ribbons of size vary-
ing from 80×50 to 240×180 carbon rings in the armchair
and zigzag direction, respectively. This corresponds to
sizes Lx×Ly between 120× 85 and 360× 310 (multiples
of d0). The bump–like deformation (cf. Fig 2, top)
h(r) =
h0
1 + (r/r0)2
(24)
is placed in the center of the ribbon with a spatial exten-
sion r0 varying between 100 and 200 and the height h0
varying between 0.5r0 and 1.5r0. The ratio h0/r0 con-
trols the steepness of the bump and thus the maximal
strain which should not exceed 10% for the continuous
model to hold [6].
We choose the electric current to flow along the zigzag
direction, from a contact placed on the armchair edge. Its
width D is adjusted to the wavelength λ of the injected
quantum current (cf. discussion below) and takes values
between 10% and 30% of the edge length Lx.
In our numerical simulations we can consider only
graphene sheets of finite size (nanoribbons). Conse-
quently, the available energy spectrum is discrete. How-
ever, for large ribbons the separation of the discrete en-
ergies shrinks to zero and reaches the continuous band
structure in the limit. To test the granularity, it is in-
structive to plot the density of states and check the be-
havior near E = 0 which is crucial for our approximations
(cf. Fig 5). A simple estimation of the length scales leads
to the gap8 ∆E = 3pi/L where L = min(Lx, Ly). It re-
flects the absence of long waves with wavelengths λ larger
8 The isolated states at E = 0 visible in Fig. 5 correspond to
dispersionless zz–edge states present in graphene nanoribbons
which are known to not contribute to the electronic transport
[2, 58].
than the system size L and limits from below the range
of admissible current energies E. In our systems ∆E is
between 0.03 and 0.11 and is kept well separated from
the considered current energies.
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.50.00
0.05
0.10
0.15
0.20
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FIG. 5: Density of states (DOS) in a flat graphene ribbon
of size 60 d0×50 d0 (blue histogram) compared to that of
an infinite planar graphene (red line). The small ribbon
size has been chosen to emphasize the discrepancies. The
peak at E = 0 corresponds to edge states which are typ-
ical for finite size nanoribbons [59, 60] and should not be
confused with midgap states which appear first for very
high bumps with h20 ≥ r0 [3].
On the one hand, for small energies E the wavelengths
λ ≈ 3piE must satisfy λ  Lx, Ly in order to be com-
patible with the size of the ribbon. On the other hand,
they must be much larger than the interactomic distance
λ  d0 for the continuous approximation to hold. Fur-
ther on, for the geometrical optics approximation to hold,
the wavelengths λ must be shorter than the scale of the
geometric structures on which the wave is supposed to
scatter which here means λ r0. This gives a hierarchy
of length scales d0  λ  r0 < Lx, Ly which must be
satisfied in all numerical computations.
C. Propagation of plane waves
In order to see the electric current flowing along the
geodesics in the curved geometry of graphene it is nec-
essary to stay close to the regime of plane waves prop-
agating through the ribbon. While exact plane waves
would require infinitely wide regions, in finite graphene
ribbons we will have to deal with disturbing boundary
effects. As a solution, we choose a finite contact, in the
middle of one boundary and well separated from oth-
ers, at which the wave will be injected locally as plane.
In a sense, it corresponds to a single-slit diffraction: a
hypothetical plane wave comes from outside the ribbon
and entering the ribbon gets diffracted at the slit (here
contact). For narrow contacts the wave will naturally
spread across the ribbon. Contacts which are wider than
the wavelength λ produce interference effects at angles
sin(θ) = λ/D where D is the contact width. Hence, at
7the opposite end of the ribbon the width of the “beam”
(measured between the two first interference minima) is
D′ ≈ L sin(θ) = Lλ/D, where L is the length of the
ribbon. Since we want the current flow to have approxi-
mately constant width during its propagation we choose
the parameters so that D ≈ D′ ≈ √Lλ holds.
In order to obtain possibly narrow current flows we
additionally give the injected “beam” a Gaussian form
|ψin(x)|2 ∼ exp(−4 log(2) (x − x0)2/D2) which is known
for low spreading9 and has half–width D/2 (cf. Fig. 6).
FIG. 6: Injection of a plane wave at the contact at bot-
tom edge. Top: current vector field pro hexagon (yellow
vectors) and current density (red color shading) in a sys-
tem of 21 × 20 atoms. Bottom: current integral lines
(yellow vectors) and current density (red color shading)
in a system of 41× 35 atoms. Chosen energies: E = 0.2
(left) and E = 0.3 (right).
D. Pseudo-magnetic field
The action of geometry is fundamentally different from
the action of a magnetic field when applied to particles
and antiparticles. Here, the electronic excitations above
the Fermi level (E > 0) behave as Dirac particles while
the holes (E < 0) behave as Dirac antiparticles with op-
posite charge. Both should react identically to curvature
and oppositely to the pseudo–magnetic field.
There is, however, one problem in graphene: the num-
ber of Dirac excitations is doubled due to the existence
9 Even better might be a Bessel form, which is non–diffractive, but
we want to keep the beam’s amplitude strictly positive. Gaussian
and Bessel beams are used e.g. in laser techniques.
of two inequivalent Dirac cones in the dispersion rela-
tion on the hexagonal lattice. In deformed graphene,
each of these two kinds “feels” the opposite sign of the
pseudo–magnetic potential ±A, which globally reflects
the time–reversal symmetry present in the system.
The way out of this symmetric catch, implemented in
our calculations, is an asymmetric injection of electrons
at both valleys10. The contact formula (21) enables a
simple filtering of valleys when the contact is placed par-
allel to the armchair edge and the injection momentum
k is chosen in the zigzag direction. In such a case, (21)
reduces to χn = C−±C+ for n ∈ A,B, respectively (with
σ = +1). By choosing χn∈A = χn∈B we ensure injection
only at valley K−. The current flows then through the
whole lattice mainly through that one channel — projec-
tions onto the corresponding subspaces lead to amplitude
ratios K− : K+ > 10 : 1 at all studied energies.
We observed that the form of the current flowing via
valley K− is more compact while the one via valley K+
is clearly wider. At energies E > 0.3, the Dirac–cones
become anisotropic, slightly triangular (cf. Fig. 3, left).
The flattened part helps the current to flow in one direc-
tion while the triangle–edge disperses the current away
from the main direction. At lower energies, E < 0.3, the
dispersion relation is almost round and both currents, via
K±, flow (without curvature) almost identically.
FIG. 7: Electric current flow in curved graphene. Cur-
rent streamlines (yellow arrows) and current density (red
color shading) calculated by the NEGF method com-
pared to classical geodesics (blue solid lines) for mass-
less charged particles moving in a magnetic field on the
continuous curved surface.
A typical current flow around a bump, from a con-
tact at the bottom edge towards an opposite boundary is
visualized in Fig. 7. The maximal value of the pseudo–
magnetic field, with spatial distribution as shown in Fig.
2 (bottom), is given by Bmax = 0.377B0 β h
2
0 r
−3
0 with
B0 = h/(e d
2
0) = 205 100 T. In the examples discussed
below, this value varies in the range 100− 1000 T which
10 Setups acting as valley polarizers have been discussed in [61–65].
8(a) r0 = 150 d0, h0 = 0.50 r0 (b) r0 = 150 d0, h0 = 0.75 r0 (c) r0 = 150 d0, h0 = 1.00 r0
FIG. 8: Electric current flowing at energy E = 0.2 t0 and optimal width (minimal spreading) through deformed
graphene ribbons with varying height h0 of the bump. The background (red) color represents current density with
thin (yellow) current lines on top of it. Blue solid lines show classical geodesics of massless charged particles moving
in the presence of a pseudo–magnetic field (isolevels vary by 50 T) on the curved surface. In (c) B˜max = 516 T.
is consistent with 300 T estimated from the Landau levels
for nanobubbles of similar size (10 nm ≈ 70 d0) [8].
In the next Section, we discuss the influence of geome-
try on the current flows for various choices of parameters.
IV. ELECTRIC CURRENTS AROUND A BUMP
A. Bending of current lines
In the following examples we demonstrate the influ-
ence of different geometric factors on the shape of the
current flow and its agreement with classically predicted
geodesic lines. In Fig. 8 the current is always injected
at energy E = 0.2 while the amplitude h0 of the central
deformation varies between 0.5 and 1.0 times the size of
the deformation given by r0 = 150. The shape of the
contact is chosen to be optimal according to the diffrac-
tion formula given above to keep the width of the current
narrow along its whole path.
However, the effect of crossing of geodesics helps to fo-
cus the current and leads to a narrower flow than what
can be expected from the standard diffraction. Fig. 9
shows two such examples at E = 0.2 and E = 0.3 where
the contact width has been reduced by half and the cur-
rent keeps its narrow width along the whole path while
without the geodesic focusing a widening by factor 4
would be expected at the upper boundary. The enhanced
focusing takes place at the cost of slight disagreement
appearing between the flow and the geodesics. Its origin
lays in the breakdown of the eikonal approximation re-
lating waves to the current lines at caustics, i.e. where
geodesics cross.
The last example, presented in Fig. 10, compares flows
of current injected at different energies E = 0.3, 0.5 and
0.7 in the same geometry. In each case, optimal contact
width has been chosen in an energy dependent way. With
increasing energy the influence of the pseudo–magnetic
field becomes less relevant and the flow becomes visibly
(a) E = 0.2 t0, r0 = 200 d0, h0 = r0
(b) E = 0.3 t0, b = 200 d0, h0 = 1.25 r0
FIG. 9: Current flowing with narrower (by half) than
predicted optimal width without spreading. Crossing of
geodesics compensates for the expected diffraction. (Fur-
ther description as in Fig. 8, isolevels by 60 T.)
straighter. The anisotropy of the Dirac cones at E ≥ 0.3
leads for each valley to propagation in three dominant
directions [66]. Only the one pointing straight up con-
tributes to the flow from the source located at the bottom
edge (the other two point downwards). This explains the
mismatch with geodesics for which an isotropic propaga-
tion is assumed.
9(a) E = 0.3 t0, r0 = 100 d0, h0 = r0 (b) E = 0.5 t0, r0 = 100 d0, h0 = r0 (c) E = 0.7 t0, r0 = 100 d0, h0 = r0
FIG. 10: Electric current flowing through bump–like deformed graphene ribbons. Left to right: varying energies E.
Deformation of Dirac cones at E & 0.3 leads to slight deviation from geodesics.
B. Behavior of particles and antiparticles
The transformation ψB → −ψB, which changes the sign
of the wavefunction ψ on the whole sublattice B (while
preserving the values of ψA), is a symmetry of the hop-
ping Hamiltonian (2). Under its action, H changes its
overall sign, independently of whether the hopping terms
are all equal or perturbed. This enables us to generate
solutions with negative energies E < 0 from solutions
with positive E > 0 in a simple way.
Performing numerical computations, we observed that
the antiparticle (hole) current with E = −E0 < 0 fol-
lows the same path as the corresponding particle current
with E = E0 > 0 and all other conditions remain un-
changed. The only difference is that the current (22),
(B5) changes its overall sign, i.e. flows in the opposite
direction (cf. Fig. 11). This is a direct consequence of
the transformation ψB → −ψB or, in other words, of the
time–reversal symmetry.
FIG. 11: Currents of particles with E = E0 > 0 (left) and
antiparticles with E = −E0 < 0 (right) follow identical
paths as they react to the pseudo–magnetic fields B˜ of op-
posite signs and equal curvature. Since for antiparticles
the current I is anti–parallel to the pseudo–momentum
k the flow can be also interpreted as a flow of particles
moving in the opposite direction.
The time–reversal symmetry enforces also the trans-
formation k → −k (while keeping the same propagation
direction) which exchanges the valleys K− → K+ and,
in consequence, the sign of the pseudo–magnetic poten-
tial A → −A. Therefore, the antiparticles (Fig. 11,
right) “feel” the opposite pseudo–magnetic field −B˜ and
their current injected at the same contact and in the same
direction follows the same path as that of particles (Fig.
11, left).
FIG. 12: Geometric lensing: geodesic lines for curved ge-
ometry and pseudo–magnetic field (blue solid lines) com-
pared to pure geometry without pseudo–magnetic field
(red dotted lines, background shading as in Fig 4). The
pseudo–magnetic field shifts the focus away from behind
the bump, creating two symmetric foci.
C. Geometric lensing of currents
One of the most intriguing applications of the pre-
sented ideas could be a purpose–built geometric lens that
is able to deliberately focus or deflect electric current by
an elastic deformation of the graphene surface. The prin-
ciple would be similar to the gradient–index lenses where
the position dependent refractive index guides electro-
magnetic waves through the medium. Here, the posi-
10
(a) E = 0.3 t0, r0 = 70 d0, h0 = 0.0 r0 (b) E = 0.3 t0, r0 = 70 d0, h0 = 0.5 r0 (c) E = 0.3 t0, r0 = 70 d0, h0 = 0.7 r0
FIG. 13: Electric current deflected and focused by a lensing geometry. Left to right: varying heights h0 of the bump.
tion dependent metric and pseudo–magnetic field would
guide the electron waves through graphene (cf. Fig. 12)
as has been discussed in [67, 68] in the case of pure met-
ric lenses. One such setup is presented in Fig. 13. Note
that the presence of the pseudo–magnetic field prevents
the trajectories from crossing directly behind the bump.
For the same reason closed geodesics encircling the bump
and the corresponding quantum scattering effects [42, 43]
are not present here. Such a device might play a role as
an ultra–sensitive pressure sensor built of graphene which
would direct the electric current from a source contact (at
the bottom edge) to one of several drain contacts (at the
top edge) depending on the deformation of the surface.
The differences between voltages measured at different
contacts would provide information on the amplitude of
the deformation. We leave elaboration of this idea to a
forthcoming publication.
V. DISCUSSION AND OUTLOOK
In this work we compared two fundamentally differ-
ent approaches to the electronic transport in deformed
graphene. Firstly, using the NEGF method we com-
puted the quantum currents (22) of electronic excitations
directly from the hopping model (2) with local modi-
fications of the hopping parameters (4) due to strain.
Secondly, we integrated classical trajectories (16) for rel-
ativistic charged massless particles moving in a curved
2-dimensional surface z = h(x, y) in the presence of an
emergent pseudo–magnetic field (15). The connection be-
tween the two approaches has been established via an ef-
fective 2-dimensional Dirac Hamiltonian in curved space
(6) appearing in the long–wave limit from the special dis-
persion relation of graphene at low energies. By applying
geometrical optics approximation to focused plane wave
beams we were able to switch from the wave to the par-
ticle picture in which the current lines are represented by
the above mentioned classical trajectories. We obtained
very good numerical agreement between these pictures
for a fairly wide set of parameters. It has also been con-
firmed in time–dependent numerical simulations, similar
to those in [27], in which wave–packets of finite size have
been sent through the deformed lattice. Their propa-
gation has been consistent with the calculated classical
trajectories [69].
The presented analogue model is based on approxima-
tions which are valid for the following hierarchy of scales
lattice
constant
 wavelength  deformation
scale
<
system
dimensions
accompanied by the narrow-flow condition
optimal contact width ∼
√
system size× wavelength
which are satisfied for most real systems of interest11.
Generally, the precision of the proposed approximations
increases with the system size.
11 Wavelengths 30 d0 < λ < 3 · 104 d0 for injection energies 10 −
1000 mV (0.003 < E < 0.3, for E & 0.3 significant deviation from
conical form, for E . 0.01 room temperature noise), deformation
scale of typical ripples and bumps 100−1000 nm ∼ 103 d0, system
size & 1µm ∼ 104 d0, contact widths & 100 nm.
11
Clearly, the focus of the current paper has been put
on the analogy between the distorted graphene and the
Dirac equation in curved 2-dimensional space. This is
why coherently injected plane–wave currents were of spe-
cial interest. However, beside the simulation of quantum
fields in curved spaces, the presented analogy has the
potential of becoming an alternative, comfortable and
efficient tool for calculating the electronic properties of
newly designed graphene nanostructures. It offers an
enormous reduction of the complexity from irregular hop-
ping Hamiltonians defined on large hexagonal lattices to
the semiclassical geometric language for the description
of curvature effects in a continuous surface.
For the proposed applications, the following extensions
of the presented setup seem to be most natural. In-
stead of injection at one contact, the current would rather
flow between two or more defined contacts and take real
boundaries into account. An extended model of contacts
can be included, allowing for injections of electrons at
various grades of coherence. A semiclassical description
of the contact and boundary properties as well as of the
interference effects for mixed currents flowing through
both valleys, K and K ′, would be required. Also the
significance of corrections from the electron–electron in-
teractions could be taken into account.
Summarizing, the main results of the current work
include the demonstration of the applicability of the
continuous approximation in the prediction of current
flow paths, verification of the relative significance of the
pseudo–magnetic and geometric effects and the observa-
tion of the geometric lensing of currents in elastically
deformed graphene.
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Appendix A: Emergent fields from perturbed
hopping parameters
As already noted in Sec. II A, in a more general ap-
proach, the perturbations of the physical hopping pa-
rameters δtn,l on the lattice can directly determine the
(inverse) metric of the effective geometry
g˜ijn =
(
1 + 43
(
δtn,1 + δtn,3 − 12δtn,2
)
, 2√
3
(δtn,1 − δtn,3)
2√
3
(δtn,1 − δtn,3), 1 + 2δtn,2
)
(A1)
and of the pseudo–magnetic vector potential K˜(s)(x) =
K(s) + δK(s)(x) where [37]
δK(s)n = (−1)s
2
3
OR
∑
l
dl δtn,l
= (−1)s
(
1√
3
(δtn,1 − δtn,3)
1
3 (2δtn,2 − δtn,1 − δtn,3)
) (A2)
(OR is an operator of clockwise rotation by pi/2 in the
x-y plane). The effective strain is then given by
ε˜n = β
[
−4
3
∑
l
δtn,l(dl ⊗ dl) + 1
3
(∑
l
δtn,l
)
1
]
= βεn.
(A3)
Appendix B: The discrete Dirac current
The Dirac current in curved 2+1-dimensional space
jµ = eµα ψ
†γ0γaψ (µ, α = 0, 1, 2) (B1)
(γa are Dirac matrices in flat space) satisfies the covariant
conservation law
∇µjµ = 1√
g
∂µ (
√
gjµ) = 0. (B2)
Since the 2+1–metric is static and has the structure
gµν =
(
1 0
0 gij
)
(B3)
the above current conservation law can be re-stated as
δtρ+
√
g
−1
∂k(
√
gjk) = 0 (B4)
with ρ = j0. For stationary currents (∂tρ = 0) this
conservation law reduces to ∂kI
k = 0 for Ik =
√
g jk
or Ik =
√
g ekaj
a where ja = ψ†σaψ with the choice
γ0γi = σi (and γ0 = σ3).
The last object can be conveniently discretized on the
lattice where the components of ψ = (ψA, ψB) are de-
fined on the two sub-lattices A and B and gain additional
phase–factors exp(−iK(s)r) when expanded around a
given Dirac K(s)–point. This gives a current defined on
the lattice links (between sites n and m)
ja → Jn,m = i(ψnψ∗m − ψ∗mψn). (B5)
Discretization of the metric determinant and frame vec-
tors gives additionally
√
g eka → tn,m. Both together
give the discrete conserved current
Ik → In,m = tn,mJn,m. (B6)
By replacing |ψ〉 with G|χ〉 where G is the Green’s func-
tion and χ is the source wavefunction we obtain
Jn,m = 2Im
(
G|χ〉〈χ|G†)
n,m
. (B7)
In the standard NEGF formalism it corresponds to Σin =
|χ〉〈χ|. When the source is a contact injecting plane
waves this formula takes the form (20)-(21).
12
[1] M. I. Katsnelson and A. K. Geim, Royal Soc. London
Phil. Transactions A 366, 195 (2008).
[2] A. H. Castro Neto et al., Rev. Mod. Phys. 81, 109 (2009).
[3] F. Guinea, M. I. Katsnelson, and M. A. H. Vozmediano,
Phys. Rev. B 77, 075422 (2008).
[4] F. Guinea, B. Horovitz, and P. Le Doussal, Phys. Rev. B
77, 205421 (2008).
[5] F. de Juan, A. Cortijo, M. A. H. Vozmediano, and
A. Cano, Nature Physics 7, 810 (2011).
[6] Guinea F., Katsnelson M. I., and Geim A. K., Nature
Physics 6, 30 (2010).
[7] F. Guinea, A. K. Geim, M. I. Katsnelson, and K. S.
Novoselov, Phys. Rev. B 81, 035408 (2010).
[8] N. Levy, S. A. Burke, K. L. Meaker, M. Panlasigui,
A. Zettl, F. Guinea, A. H. C. Neto, and M. F. Crom-
mie, Science 329, 544 (2010).
[9] V. M. Pereira and A. H. Castro Neto, Phys. Rev. Lett.
103, 046801 (2009).
[10] F. Guinea, Solid State Comm. 152, 1437 (2012).
[11] M. Mucha-Kruczyn´ski and V. Fal’ko, Solid State Comm.
152, 1442 (2012).
[12] A. L. Kitt, V. M. Pereira, A. K. Swan, and B. B. Gold-
berg, Phys. Rev. B 85, 115432 (2012).
[13] M. Neek-Amal, L. Covaci, and F. Peeters, Phys. Rev. B
86, 041405 (2012).
[14] M. R. Masir, D. Moldovan, and F. Peeters, Solid State
Comm. 175-176, 76 (2013).
[15] M. Oliva-Leyva and G. G. Naumis, Phys. Rev. B 88,
085430 (2013).
[16] S. Zhu, J. A. Stroscio, and T. Li, Phys. Rev. Lett. 115,
245501 (2015).
[17] B. Amorim, A. Cortijo, F. de Juan, A. Grushin,
F. Guinea, A. Gutie´rrez-Rubio, H. Ochoa, V. Parente,
R. Rolda´n, P. San-Jose, et al., Phys. Rep. 617, 1 (2016).
[18] M. A. H. Vozmediano, M. I. Katsnelson, and F. Guinea,
Physics Reports 496, 109148 (2010).
[19] F. de Juan, A. Cortijo, and M. A. H. Vozmediano, Phys.
Rev. B 76, 165409 (2007).
[20] M. A. H. Vozmediano, F. de Juan, and A. Cortijo, JPCS
129, 012001 (2008).
[21] P. E. Lammert and V. H. Crespi, Phys. Rev. B 61, 7308
(2000).
[22] F. de Juan, M. Sturla, and M. A. H. Vozmediano, Phys.
Rev. Lett. 108, 227205 (2012).
[23] F. de Juan, J. L. Man˜es, and M. A. H. Vozmediano, Phys.
Rev. B 87, 165131 (2013).
[24] F. M. D. Pellegrino, G. G. N. Angilella, and R. Pucci,
Phys. Rev. B 84, 195404 (2011).
[25] M. Oliva-Leyva and G. G. Naumis, Phys. Lett. A 379,
2645 (2015).
[26] G. M. M. Wakker, R. P. Tiwari, and M. Blaauboer, Phys.
Rev. B 84, 195427 (2011).
[27] A. Chaves, L. Covaci, K. Y. Rakhimov, G. Farias, and
F. Peeters, Physical Review B 82, 205430 (2010).
[28] T. Stegmann and A. Lorke, Annalen der Physik 527, 723
(2015).
[29] K.-J. Kim, Y. M. Blanter, and K.-H. Ahn, Phys. Rev. B
84, 081401 (2011).
[30] R. Logemann, K. J. A. Reijnders, T. Tudorovskiy, M. I.
Katsnelson, and S. Yuan, Phys. Rev. B 91, 045420
(2015).
[31] V. V. Cheianov, V. Fal’ko, and B. L. Altshuler, Science
315, 1252 (2007).
[32] Y. Xing, J. Wang, and Q.-F. Sun, Phys. Rev. B 81,
165425 (2010).
[33] H. Y. Tian, K. S. Chan, and J. Wang, Phys. Rev. B 86,
245413 (2012).
[34] V. N. Kotov, B. Uchoa, V. M. Pereira, F. Guinea, and
A. H. Castro Neto, Rev. Mod. Phys. 84, 1067 (2012).
[35] M. Gibertini, A. Tomadin, M. Polini, A. Fasolino, and
M. I. Katsnelson, Phys. Rev. B 81, 125437 (2010).
[36] T. O. Wehling, A. V. Balatsky, A. M. Tsvelik, M. I. Kat-
snelson, and A. I. Lichtenstein, EPL 84, 17003 (2008).
[37] M. I. Katsnelson and M. I. Katsnelson, Graphene: carbon
in two dimensions (Cambridge University Press, 2012).
[38] V. M. Pereira, A. H. Castro Neto, and N. M. R. Peres,
Phys. Rev. B 80, 045401 (2009).
[39] R. M. Ribeiro et al., NJP 11, 115002 (2009).
[40] R. Carrillo-Bastos, D. Faria, A. Latge´, F. Mireles, and
N. Sandler, Phys. Rev. B 90, 041411 (2014).
[41] N. Szpak (2015), in preparation.
[42] J. Dahlhaus, C.-Y. Hou, A. Akhmerov, and
C. Beenakker, Phys. Rev. B 82, 085312 (2010).
[43] V. Parente, P. Lucignano, P. Vitale, A. Tagliacozzo, and
F. Guinea, Physical Review B 83, 075424 (2011).
[44] G. Volovik and M. Zubkov, Ann. Phys. 356, 255 (2015).
[45] C. Ba¨r and K. Fredenhagen (eds.), Quantum field theory
on curved spacetimes: Concepts and mathematical foun-
dations, vol. 786 of LNP (Springer, 2009).
[46] N. Levy, S. Burke, K. Meaker, M. Panlasigui, A. Zettl,
F. Guinea, A. C. Neto, and M. Crommie, Science 329,
544 (2010).
[47] O. Boada, A. Celi, J. I. Latorre, and M. Lewenstein, New
J. Phys. 13, 035002 (2011).
[48] J. Minar and B. Gremaud, J. Phys. A 48, 165001 (2015).
[49] N. Szpak, ArXiv e-prints (2014), 1410.1567.
[50] F. Cianfrani and G. Montani, EPL 84, 30008 (2008).
[51] M. Mecklenburg and B. C. Regan, Phys. Rev. Lett. 106,
116803 (2011).
[52] S. Datta., Electronic Transport in Mesoscopic Systems
(Cambridge University Press, 1997).
[53] S. Datta., Quantum Transport: Atom to Transistor
(Cambridge University Press, 2005).
[54] J. C. Cuevas and E. Scheer, Molecular Electronics (World
Scientific, 2010).
[55] T. Stegmann, D. E. Wolf, and A. Lorke, NJP 15, 113047
(2013).
[56] C. Caroli, R. Combescot, P. Nozieres, and D. Saint-
James, J. Phys. C: Solid State Physics 4, 916 (1971).
[57] A. Cresti, R. Farchioni, G. Grosso, and G. P. Parravicini,
Phys. Rev. B 68, 075306 (2003).
[58] K. Nakada, M. Fujita, G. Dresselhaus, and M. S. Dres-
selhaus, Phys. Rev. B 54, 17954 (1996).
[59] L. Brey and H. A. Fertig, Phys. Rev. B 73, 235411 (2006).
[60] S. M.-M. Dubois, Z. Zanolli, X. Declerck, and J.-C. Char-
lier, EPJ B 72, 1 (2009).
[61] Rycerz A., Tworzydlo J., and Beenakker C. W. J., Nature
Physics 3, 172 (2007).
[62] J. L. Garcia-Pomar, A. Cortijo, and M. Nieto-Vesperinas,
Phys. Rev. Lett. 100, 236801 (2008).
[63] T. Fujita, M. B. A. Jalil, and S. G. Tan, Appl. Phys.
Lett. 97, 043508 (2010).
13
[64] D. Gunlycke and C. T. White, Phys. Rev. Lett. 106,
136806 (2011).
[65] L. Xiao-Ling, L. Zhe, Y. Hai-Bo, J. Li-Wei, G. Wen-Zhu,
and Z. Yi-Song, Phys. Rev. B 86, 045410 (2012).
[66] Z. F. Wang, R. Xiang, Q. W. Shi, J. Yang, X. Wang,
J. G. Hou, and J. Chen, Phys. Rev. B 74, 125417 (2006).
[67] M. Sarbort and T. Tyc, J. Opt. 14, 075705 (2012).
[68] R. C. Mitchell-Thomas, O. Quevedo-Teruel, T. M. Mc-
Manus, S. A. R. Horsley, and Y. Hao, Opt. Lett. 39, 3551
(2014).
[69] A. Lherbier, personal communication.
