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Re´sume´ – Soit x = {xn}n∈IN un processus cache´, y = {yn}n∈IN un processus observe´, et r = {rn}n∈IN un troisie`me processus. On
conside`re le proble`me de la restauration Baye´sienne dans une chaıˆne de Markov ”Triplet” (CMT) continue, c’est-a`-dire un mode`le ou` l’on
suppose que t = (x, r,y) est une chaıˆne de Markov (CM) (vectorielle). Ce mode`le est une ge´ne´ralisation des chaıˆnes de Markov cache´es
(CMCa) classiques, et permet cependant le de´veloppement d’algorithmes de Kalman et de filtrage particulaire.
Abstract – Let x = {xn}n∈IN be a hidden process, y = {yn}n∈IN an observed process, and r = {rn}n∈IN some additional process. We
address Bayesian restoration in a continuous so-called ”Triplet” Markov Chain model, i.e. a model in which we assume that t = (x, r,y) is a
vector Markov Chain. This model generalizes the classical Hidden Markov Chain model, and yet enables Kalman-like and particle filtering.
1 Introduction
1.1 Le filtre de Kalman (FK) et ses extensions
Conside´rons le mode`le d’e´tat{
xn+1 = Fnxn +Gnun
yn = Hnxn + Jnvn
, (1)
ou` xn ∈ IRnx est l’e´tat, yn ∈ IRny l’observation, un ∈ IRnu
le bruit d’entre´e et vn ∈ IRnv le bruit de mesure. Les processus
u = {un}n∈IN et v = {vn}n∈IN sont suppose´s inde´pendants,
conjointement inde´pendants et inde´pendants de x0.
Soit x0:n = {xi}ni=0 et y0:n = {yi}ni=0. Notons respec-
tivement p(xn), p(x0:n) et p(xn|y0:n) les densite´s de proba-
bilite´ (ddp) (par rapport a` la mesure de Lebesgue) de xn, de
x0:n, et de xn conditionnellement a` y0:n ; les autres ddp sont
de´finies de fac¸on similaire. Un proble`me fondamental associe´
au mode`le (1) (le proble`me de filtrage) consiste a` calculer la
ddp a posteriori p(xn|y0:n). `A partir de (1), on a












d’ou` l’on de´duit par marginalisation une e´quation de propa-
gation de p(xn|y0:n). Si de plus x0 et wn = (un,vn) sont
Gaussiennes, p(xn|y0:n) est e´galement Gaussienne ; propager
p(xn|y0:n) e´quivaut a` propager ses parame`tres, et l’e´quation
de filtrage coı¨ncide dans ce cas avec le FK [1] (voir e´galement
[2] [3] [4]).
Il existe de nombreuses ge´ne´ralisations du FK. Citons entre
autres le de´veloppement d’algorithmes robustes (en racine car-
re´e) ou rapides (de type Chandrasekhar) ; le de´veloppement
d’algorithmes de lissage ou de pre´diction ; la leve´e de l’hy-
pothe`se d’inde´pendance sur u et/ou v ; et l’extension de (1) a`
des syste`mes non-line´aires et/ou non-Gaussiens, pour lesquels
ont e´te´ propose´es des solutions approche´es telles que le FK
e´tendu ou le filtrage particulaire (voir par ex. [5] [3] [6]).
1.2 CMCa ⊂ CMCo ⊂ CMT
Une autre extension possible du FK consiste a` lever certaines
hypothe`ses d’inde´pendance conditionnelle sur x et y. Ainsi
que nous avons vu, (1) implique (2)-(4) ; en d’autres termes, x
est une CM, et comme elle n’est connue que par l’interme´diaire
du processus observe´ y, (1) est une CM cache´e (CMCa). Par
ailleurs (2)-(4) impliquent
p(xn+1,yn|x0:n,y0:n−1) = p(xn+1,yn|xn,yn−1), (6)
ce qui signifie que le couple {(xn+1,yn)} est une CM (vec-
torielle). Toute CMCa est donc e´galement une CM ”Couple”
(CMCo) ; en revanche, si {(xn+1,yn)} est une CMCo le pro-
cessus marginal {xn} n’est plus ne´cessairement une CM, et (3)
ou (4) n’est plus ne´cessairement ve´rifie´e [7]. Il est cependant




et les algorithmes de filtrage s’adaptent en conse´quence [7] [8].
Le mode`le CMCo peut a` son tour se ge´ne´raliser au mode`le
CMT [9] [10] [11]. Soit r = {rn}n∈IN un processus addition-
nel (e´ventuellement artificiel), et soit tn = (xn, rn,yn−1).
Nous dirons que t = {tn}n∈IN est une CMT si t est une
CM (vectorielle) (voir [12] [11] pour des exemples concrets
de CMT). L’inte´reˆt des CMT est double :
– En ce qui concerne la restauration, la CMT (x, r,y) peut
eˆtre vue comme la CMCo ((x, r),y) ; donc x∗ = (x, r)
peut eˆtre restaure´ a` partir de y par un algorithme couple,
et finalement x est obtenu par marginalisation ;
– En ce qui concerne la mode´lisation, les CMT ge´ne´ralisent
des mode`les classiques en ce sens qu’aucune des chaıˆnes
x, r, y, (x, r), (x,y) ou (r,y) n’est ne´cessairement de
Markov. Par ailleurs, dans une CMCa p(y|x) est donne´
par (3) (4), et cette mode´lisation est trop simple dans cer-
taines applications, telles que la reconnaissance de la pa-
role [13] ; alors que dans une CMT p(y|x) est la margi-
nale de la CM p(r,y|x), et peut donc eˆtre beaucoup plus
complexe. En pratique un certain nombre de simulations
ont montre´ l’apport des CMCo [14] (resp. CMT [15]) par
rapport aux CMCa en segmentation d’images.
Le reste de cet article est organise´ de la fac¸on suivante. Nous
conside´rons d’abord le cas de CMT line´aires et Gaussiennes
(LG), et e´tendons au cas singulier quelconque un algorithme
[12] de filtrage de Kalman. Nous proposons ensuite un algo-
rithme de filtrage particulaire pour le cas ge´ne´ral.
2 Filtrage de Kalman dans les CMTLG
2.1 CMT line´aires et filtrage optimal
Soit xn ∈ IRnx le processus cache´, yn ∈ IRny l’observation
et rn ∈ IRnr un troisie`me processus. Pour n > 0, soit tn =
(xn, rn,yn−1), et t0 = (x0, r0,0). Concate´nons les variables
cache´es xn et rn en x∗n = (xn, rn). Nous dirons que t =
{tn}n∈IN est une CMT si t est une CM (vectorielle), et que t


























ou` Fn est de´terministe, et w = {wn}n∈IN est centre´, inde´pen-
dant et inde´pendant de t0.
Le but de ce chapitre est d’e´tablir un algorithme de calcul
re´cursif, dans le cas Gaussien, de p(xn|y0:n) dans une CMT
line´aire (8). Supposons donc de plus que







Alors t est Gaussien, et le mode`le (8)-(9) de´finit en fait un
processus (vectoriel) de Gauss-Markov partiellement observe´,
dans lequel on observe certaines composantes {yn} et on veut
restaurer une partie des composantes restantes {x∗n}. Notre al-
gorithme calcule donc re´cursivement p(x∗n|y0:n) (ou, dans le
cas de mesures singulie`res, p(xn|y0:n), ou` xn est un sous-
vecteur de x∗n), puis p(xn|y0:n) est obtenu par marginalisation.
2.2 Le cas singulier
Un algorithme de filtrage de Kalman a e´te´ propose´ dans le
cas ou` Qy,yn est de´finie positive [10] [12]. Nous nous focali-
sons donc de´sormais sur le cas ou` les observations sont sin-
gulie`res. Soit donc r = rang(Qy,yn ) ∈ {0, 1, ... , ny − 1}. On
peut utiliser l’algorithme du cas re´gulier (c’est-a`-dire [12, e´qs.
(13)-(17)]) en remplac¸ant (si ne´cessaire) les inverses par des in-
verses ge´ne´ralise´es. Nous verrons qu’il est cependant possible
(en adaptant une technique classique [3]) d’exploiter la singu-
larite´ de Qy,yn pour re´duire, par une transformation d’e´tat, de
m = ny − r la dimension de x∗n ; nous proposerons alors un
algorithme de restauration pour ce syste`me e´quivalent.
2.2.1 Transformation d’e´tat





































et l’on voit que yn se divise en une partie non bruite´e (ypn)m×1
et une partie re´gulie`re (yrn)r×1. Comme m combinaisons line´-
aires de x∗n sont connues lorsque yn−1 et yn le sont, il n’est pas
ne´cessaire de les estimer, et c’est la raison pour laquelle on peut
re´duire de m la dimension du syste`me, ainsi que nous allons le












(pour le moment nous ne supposons rien sur la position de nr
par rapport a` m). Supposons que dans (10)
rang(Fyp,x∗n )m×nx∗ = m. (12)




















soit re´versible, et finalement Tn et Mn permettent de rempla-







































































































D’autre part, les ny dernie`res e´quations de (14) sont donne´es
par (10). Les m premie`res e´quations de (10) coı¨ncident avec les
m dernie`res de (15) et sont donc redondantes. En concate´nant
(15) et les r dernie`res e´quations de (10) (e´crites a` l’instant n+1















































































2.2.2 Algorithme de restauration
Nous e´tudions maintenant la restauration de xn a` partir de
{y0:n} dans (18), et, en de´finitive, celle de xn a` partir de {y0:n}
dans (8), qui est notre but ultime. Supposons que wx∗n et wyn






















Proposition 1 (FK pour CMTLG singulie`res) Soit (8), (9) et





n sont inde´pendants. Posons p(xn|y0:n) ∼ N (x̂n|n,
Pn|n) et p(xn+1|y0:n) ∼ N (x̂n+1|n,Pn+1|n). Alors x̂n|n et
Pn|n peuvent eˆtre calcule´s re´cursivement selon1 :
x̂n+1|n = Fx,xn x̂n|n + F
x,y
n yn + G
x
nyn−1, (22)








n x̂n|n + F
y,y
n yn + G
y
nyn−1, (24)















Pn+1|n+1 = Pn+1|n −Kn+1|n+1L−1n+1|n+1K
T
n+1|n+1.(28)
En ce qui concerne l’initialisation, x̂0|0 et P0|0 ve´rifient (27)
















T +diag.(0m, Ir). Enfin conditionnellement a` y0:n,
xn ∼ N (x̂n|n, Pn|n), avec
























1Les inverses dans (27) et (28) doivent eˆtre remplace´es par des inverses
ge´ne´ralise´es si Ln+1|n+1 n’est pas inversible.
Preuve 1 Le mode`le (18) est un cas particulier de [16, e´qs.
(13.46)-(13.47)] ou [17, (3.1.1), (3.1.3), (3.2.20)], donc (22)-
(28) peuvent eˆtre obtenues a` partir de [16, e´qs. (13.56)-(13.57)]
ou [17, §3.2.4 p. 112]. Conside´rons maintenant l’initialisation.
































x̂0|−1, P0|−1, ŷ0|−1, K0|0 et L0|0 e´tant calcule´s graˆce a` (9).
Par ailleurs, p(x0|y0) ∼ N (x̂0|0,P0|0) est fourni par (27) et
(28) pour n = −1. Finalement partitionnons T−1n en T−1n =
[(Vn)nx∗×(nx∗−m), (Wn)nx∗×m]. A partir de (13), x∗n =Vn
xn+Wn(ypn−Fy
p,y
n yn−1). Donc conditionnellement a` y0:n,





marginalisant par rapport aux nx premie`res composantes de
x∗n = (xn, rn), on obtient finalement (29) et (30).
2.2.3 Remarques
1. Des simplifications surviennent dans certains cas parti-
culiers. Partitionnons par exempleFyp,x∗n de´finie en (10)
en Fyp,x∗n = [(Fy
p,x˜
n )m×nx , (Fy
p,r˜
n )m×m], et suppo-




















Il y a alors deux cas. Si nr ≥ m, alors dans (11) nx ≤
nx˜, et a` partir de (29) et (30) x̂n|n est un sous-vecteur de
x̂n|n etPn|n une sous-matrice dePn|n. Si m > nr, (30)
implique que Pn|n est une matrice singulie`re nx × nx
de rang au plus nx. La raison en est que dans (11) x˜n est
un sous-vecteur de xn, et donc, a` une matrice inversible
pre`s, il n’est ne´cessaire d’estimer a` partir de y0:n que nx˜
composantes de xn.
2. Un certain nombre de CMT line´aires utilise´es en pratique
sont telles que wyn = 0 [12], donc le cas m = ny est un
cas particulier important de notre algorithme. Dans ce
cas Qy,yn = 0ny , et on peut donc choisir Mn = Iny .
Les ny dernie`res e´quations de (14) sont contenues dans
(10), et elles coı¨ncident avec les ny dernie`res e´quations
de (15). Donc (15) suffit, et (18) se re´duit a` (15) (avec
ypn = yn), (19) a` (16) et (20) a` (17) (voir e´galement
[12]).
3 Filtrage particulaire dans les CMT
Nous conside´rons de´sormais le proble`me de la restauration
de x∗ (et donc de x) dans le cas ge´ne´ral. Comme (x∗,y) est une
CMCo, p(x∗0:n|y0:n) ve´rifie une e´quation re´cursive analogue
a` (7) (obtenue en remplac¸ant x par x∗), qui constitue la base
d’un algorithme de propagation d’une approximation discre`te
de p(x∗n|y0:n). L’algorithme de filtrage particulaire obtenu est
donc une adaptation imme´diate de [8] (qui conside´rait le cas
des CMCo) :
Algorithme de filtrage particulaire pour CMT.
Pour i = 1, · · · , N ,
Tirer x∗(i)n ∼ q(x∗n|x∗(i)0:n−1,y0:n), poser x∗(i)0:n =[x∗(i)0:n−1,x∗(i)n ];















n δ(x∗n−x∗(i)n ) est une approximation de p(x∗n|y0:n).
Nous proposons maintenant une simulation de cet algorithme.
Conside´rons la CMT non line´aire xn+1rn+1
yn
=









.125 .015 .012.015 .125 .013
.012 .013 .125
 , x∗0 ∼ N ([.5 , .5]T , 2.5 I2×2).
La figure repre´sente un moyennage des re´sultats sur 80 simu-
lations. Le nombre N de particules est e´gal a` 100. Un re´e´chan-
tillonnage est applique´ lorsque la taille effective estime´e de-
vient infe´rieure a` N/3. La figure montre la trajectoire de l’e´tat
xn et de son estime´e, obtenue en prenant pour fonction d’im-
portance la fonction ”optimale” [8], c’est-a`-dire la loi a poste-
riori q(x∗n|x∗(i)0:n−1, y0:n) = p(x∗n|x∗(i)0:n−1, y0:n) = p(x∗n|x∗(i)n−1,
yn, yn−1, yn−2), ou la fonction d’importance a priori p(x∗n|
x∗(i)0:n−1, y0:n−1) = p(x
∗
n|x∗(i)n−1, yn−1, yn−2).
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