Efron (1979) introduced the bootstrap method for independent data but it can not be easily applied to spatial data because of their dependency. For spatial data that are correlated in terms of their locations in the underlying space the moving block bootstrap method is usually used to estimate the precision measures of the estimators. The precision of the moving block bootstrap estimators is related to the block size which is difficult to select. In the moving block bootstrap method also the variance estimator is underestimated. In this paper, first the semi-parametric bootstrap is used to estimate the precision measures of estimators in spatial data analysis. In the semiparametric bootstrap method, we use the estimation of spatial correlation structure. Then, we compare the semi-parametric bootstrap with a moving block bootstrap for variance estimation of estimators in a simulation study. Finally, we use the semi-parametric bootstrap to analyze the coal-ash data.
Introduction

11
In environmental studies the data are usually spatially dependent. Deter-12 mination of the spatial correlation structure of the data and prediction are The bootstrap technique (Efron, 1979; Efron and Tibshirani, 1993 ) is a 20 very general method to measure the accuracy of estimators, in particular for 21 parameter estimation from independent identically distributed (iid) variables.
22
For spatially dependent data, the block bootstrap method can be used with- 
Spatial Statistics and Kriging
57
Usually a random field {Z(s) : s ∈ D} is used for modeling spatial 
where
Here, 1 = (1, . . . , 1) T , σ = (σ(s 0 − s 1 ), . . . , σ(s 0 − s N )) T and Σ is an N × N 67 matrix whose (i, j) th element is σ(s i − s j ).
68
In reality, the covariogram is unknown and should be estimated based on 69 the observations. An empirical estimator of covariogram is given by 
where θ = (c 0 , c 1 , a) T are the nugget effect, partial sill and range, respectively.
79
The maximum likelihood (ML), restricted maximum likelihood (REML), or- given by the part of the integer grid Z d that lies inside D n , i.e., the data are 
114
Let {β n } n≥1 be a sequence of positive integers such that β
Here, β n gives the scaling factor for the blocks in the 116 spatial block bootstrap method. As a first step, the sampling region D n is 117 partitioned using blocks of volume β
denote the index set of all separate complete blocks β n (k + U) lying inside 
Now the bootstrap version of a random variable
, and E * 135 denotes the conditional expectation given Z.
136 Lahiri (2003) shows that the MBB method can be used to derive a con- Lahiri (2003) and Lahiri (2003) determined the optimal block size by com-
where γ where L is a lower triangular
Semi-Parametric Bootstrap
, be a vector of uncorrelated random variables with zero mean 167 and unit variance from an unknown cumulative distribution F (ε), where the
In the SPB method, we need an empirical
. The SPB algorithm is described by the 170 following steps:
171
Step 1. Estimation and removal of mean structure.
172
The trend or mean structure µ(·) is estimated by the median polish algorithm 173 (Cressie, 1993) or generalized additive models (Hastie, and Tibshirani, 1990) 174 and is removed to obtain R(
175
Step 2. Estimation and removal of correlation structure.
176
Estimate the spatial dependence structure of residual R(s i ) by the covariance 177 matrixΣ. Note that,Σ is an N ×N symmetric positive definite matrix whose
where,L is a lower triangular N × N matrix from Cholesky decomposition
T is the vector of residuals.
182
Step 3. Computation of empirical distribution F N (ε). 
equal to 1 whenǫ(·) ≤ ε and equal to 0 otherwise.
189
Step 4. Resampling and Bootstrap sample.
190
Efron's (1979) bootstrap algorithm is used for the vector of standardized 191 uncorrelated residualsǫ. We generate N iid bootstrap random variables
T is a simple random sample with replacement from the
T can be determined using an inverse transform
T estimates the mean structure.
197
Step 5. Bootstrap version of T .
estimator of θ, then, the SPB version ofT is given by T * = t(Z * ;μ,θ).
200
Step 6. Bootstrap estimators.
201
The bootstrap estimators of the bias, variance and distribution of T are given
where E * , Var * and P * denote the bootstrap conditional expectation, variance 204 and probability given Z.
205
Step 7. Monte-Carlo approximation. 
13
Simulation Study
212
In this section, we conduct a simulation study to compare the MBB and 
the MBB version of the random field Z(·) over D we randomly resample 36 times, with replacement from the collection of all observed moving blocks
T is given by concate-
230
nating the K-many resampled blocks to size β of observations {Z * (D(k)) :
To define the SPB version of the random field Z(·) over D, we apply 233 steps 2-4 in SPB method. First, the covariance matrix Σ is estimated 234 using the plug-in estimator of the covariogramσ(h; θ) = σ(h;θ), where In this example, we compare the MBB and SPB estimatorsσ 
280
The MBB and SPB estimatorsσ on the spatial sample Z as T i = t i (Z); i = 4, 5, 6 and has no closed form, Tables 1-9 show that the MBB variance estimationsσ 2 are underestimated. pendence structure and larger sample sizes. In Tables 5-9, true 
311
The SPB algorithm is used to estimate and remove the correlation struc- 
Discussion and Results
338
Spatial data analysis is based on the estimate of correlation structure, for 
