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Abstract
Higher Green functions are real-valued functions of two variables on the upper half
plane which are bi-invariant under the action of a congruence subgroup, have log-
arithmic singularity along the diagonal, but instead of the usual equation ∆f = 0
we have equation ∆f = k(1 − k)f . Here k is a positive integer. Properties of these
functions are related to the space of modular forms of weight 2k. In the case when
there are no cusp forms of weight 2k it was conjectured that the values of the Green
function at points of complex multiplication are algebraic multiples of logarithms of
algebraic numbers. We show that this conjecture can be proved in any particular
case if one constructs a family of elements of certain higher Chow groups on the
power of a family of elliptic curves. These families have to satisfy certain properties.
A different family of elements of Higher Chow groups is needed for a different point
of complex multiplication. We give an example of such families, thereby proving the
conjecture for the case when the group is PSL2(Z), k = 2 and one of the arguments
is i.
Introduction
The subject of the present thesis is higher Green’s functions. For any integer k > 1
and subgroup Γ ⊂ PSL2(Z) of finite index there is a unique function GH/Γk on the
product of the upper half plane H by itself which satisfies the following conditions:
(i) G
H/Γ
k is a smooth function on H × H \ {(τ, γτ) | γ ∈ Γ, τ ∈ H} with values in
R.
(ii) G
H/Γ
k (γ1τ1, γ2τ2) = G
H/Γ
k (τ1, τ2) for all γ1, γ2 ∈ Γ.
(iii) ∆iG
H/Γ
k = k(1− k)G
H/Γ
k , where ∆i is the hyperbolic Laplacian with respect to
the i-th variable, i = 1, 2.
(iv) G
H/Γ
k (τ1, τ2) = m log |τ1 − τ2|2 + O(1) when τ1 tends to τ2 (m is the order of
the stabilizer of τ2, which is almost always 1).
(v) G
H/Γ
k (τ1, τ2) tends to 0 when τ1 tends to a cusp.
This function is called the Green function. It is necessarily symmetric,
G
H/Γ
k (τ1, τ2) = G
H/Γ
k (τ2, τ1).
Such functions were introduced in paper [GZ86]. Also it was conjectured in
[GZ86] and [GKZ87] that these functions have “algebraic” values at CM points. A
particularly simple formulation of the conjecture is in the case when there are no
cusp forms of weight 2k for the group Γ:
Conjecture (1). Suppose there are no cusp forms of weight 2k for Γ. Then for any
two CM points τ1, τ2 of discriminants D1, D2 there is an algebraic number α such
that
G
H/Γ
k (τ1, τ2) = (D1D2)
1−k
2 logα.
The main result of this thesis is a general approach for proving this conjecture
and an actual proof for the case Γ = PSL2(Z), k = 2, τ2 = i1. The number α in the
latter case is represented as the intersection number of a certain higher Chow cycle
on the elliptic curve corresponding to the point τ1 and an ordinary algebraic cycle
which has a certain prescribed cohomology class.
The general approach can be formulated as follows. For an elliptic curve E we
consider the higher Chow group CHk(E2k−2, 1) on the product of E by itself 2k− 2
1We use “i” to denote
√
−1 and “i” for other purposes.
1
times. The elements of this group are represented by so-called “higher cycles”, which
are formal linear combinations ∑
i
(Wi, fi),
where Wi is a subvariety of E
2k−2 of codimension k− 1 and fi is a non-zero rational
function on Wi such that the following condition holds in the group of cycles of
codimension k: ∑
i
div fi = 0.
Denote the abelian group of higher cycles by Zk(E2k−2, 1), so that CHk(E2k−2, 1) is
its quotient (the relations defining CHk(E2k−2, 1) will be explained in Section 2.3).
We have the Abel-Jacobi map
AJk,1 : CHk(E2k−2, 1) −→ H
2k−2(E2k−2,C)
F kH2k−2(E2k−2,C) + 2πiH2k−2(E2k−2,Z)
,
and there is a canonical cohomology class [θ] ∈ H2(E2,C), namely the one repre-
sented by the form
θ =
ω ⊗ ω¯ + ω¯ ⊗ ω∫
E ω ∧ ω¯
,
where ω is a holomorphic differential 1-form on E. On may notice that for any
element [x] ∈ CHk(E2k−2, 1) there is a perfectly defined number
ℜ
(
ik−1(AJk,1[x], [θ]k−1)
)
.
So we hope that for those cases for which the conjecture above is formulated, for a
fixed CM point τ2, there exists a family of higher cycles {xs}s∈S , xs ∈ CHk(E2k−2s , 1)
for a family of elliptic curves {Es}s∈S (S is an algebraic variety over C) which
“computes” the values of the Green function in the way described above. This
approach appeared from an attempt to understand the discussion of the algebraicity
conjecture in [Zha97].
To be more specific I introduce the following 3 classes of functions.
Let A be a subgroup of C (we will usually take A = Z, A = Q or A = ik−1R).
Consider a holomorphic multi-valued function f on the upper half plane which is
allowed to have isolated singularities and is defined up to addition of polynomials of
τ with coefficients in 2πiA of degree not greater than 2k − 2. This means that for
a small disk U which does not contain the singularities of f one has an element of
Oan(U)/2πiV
A
2k−2, where V
A
2k−2 is the abelian group of polynomials with coefficients
in A of degree not greater than 2k − 2. Suppose f transforms like a modular form
of weight 2 − 2k with respect to Γ, i.e. f ≡ f |2−2kγ mod 2πiV A2k−2 for any γ ∈ Γ.
Denote the abelian group of all such functions by MA2−2k(Γ). Note that if we put
some growth condition on f near the singularities, it will imply that the singularity
of f at a point τ0 will be of the form F (τ) log(τ − τ0) for F ∈ V A2k−2.
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Similarly, let MA0,k(Γ) be the space of multi-valued functions f with isolated
singularities satisfying ∆f = k(1 − k)f , almost holomorphic (expressible as poly-
nomials of 1τ−τ¯ with holomorphic coefficients), invariant (in weight 0) with re-
spect to Γ, defined up to addition of functions of the form
∑2k−2
i=0 αiri(τ), where
αi ∈ 2πi i!(2k−2−i)!(k−1)! A and the ri are defined by the equation
2k−2∑
i=0
ri(τ)X
i =
(
(X − τ)(X − τ¯)
τ − τ¯
)k−1
.
Finally, let MA2k(Γ) be the space of (single-valued) holomorphic functions f with
isolated singularities which transform like modular forms of weight 2k with respect
to Γ and the V C2k−2-valued differential form ωf = f(τ)(X − τ)2k−2dτ satisfies the
following two conditions:
(i) If we integrate ωf around a singularity we obtain an element of the abelian
group 2πi(2k − 2)!V A2k−2.
(ii) The cohomology class [ωf ] ∈ H1(Γ, V C/2πi(2k−2)!A2k−2 ) of ωf is trivial.
Then there is a commutative diagram:
MA2−2k(Γ)
δk−1 //
( ddτ )
2k−1
%%L
L
L
L
L
L
L
L
L
L
MA0,k(Γ)
δk

MA2k(Γ)
Here the horizontal arrow is the operator δ−2 · · · δ2−2k and the vertical one is δ2k−2 · · · δ0
(δw =
d
dτ +
w
τ−τ¯ ). Also the horizontal arrow is an isomorphism and the vertical one
is surjective with kernel the finite group (V2k−2/V A2k−2)
Γ. In particular if A is Q or
R, then the horizontal arrow is also an isomorphism. When A = R we also have
a fourth group in our system. Denote by Cω0,k(Γ) the space of real-analytic (single-
valued) functions with isolated singularities satisfying the same differential equation
as for the space MA0,k(Γ) and invariant (in weight 0) with respect to the action of Γ.
Then the following diagram is commutative and all its arrows are isomorphisms:
M i
k−1R
2−2k (Γ)
δk−1 //
( ddτ )
2k−1

M i
k−1R
0,k (Γ)
2ℜ(·)

M i
k−1R
2k (Γ) C
ω
0,k(Γ)
δk
oo
Now we give two ways to construct elements of the spaces above. The first way
takes the Green function as input. Fix a point τ0 ∈ H. The function GH/Γk (τ, τ0)
belongs to the space Cω0,k(Γ). Therefore our construction produces elements in the
spaces M i
k−1R
2−2k (Γ), M
ik−1R
0,k (Γ), M
ik−1R
2k (Γ). Denote by gτ0 = g
H/Γ
τ0,k
the corresponding
element in M i
k−1R
2k (Γ). We prove that gτ0 is meromorphic, zero at the cusps, and its
3
principal part at τ0 ism(−1)k−1(k−1)!Qτ0(τ)−k (we denote Qτ0(X) = (X−τ0)(X−τ¯0)τ0−τ¯0 ).
The integral around τ0 of ωgτ0 = gτ0(τ)(X−τ)2k−2dτ is 2πi
(2k−2)!
(k−1)! Qτ0(X)
k−1. There-
fore the product (k − 1)!D
k−1
2
0 gτ0 satisfies all the requirements of M
Z
2k(Γ) except,
possibly, the last one. The last requirement is automatically satisfied in the case
S2k(Γ) = {0}, at least up to torsion, i.e. there exists an integer N1 (depending only
on k and Γ) such that N1D
k−1
2
0 gτ0 ∈ MZ2k(Γ). The lift of N1D
k−1
2
0 gτ0 to M
Z
2−2k(Γ)
andMZ0,k(Γ) is defined up to a finite group, therefore its product with certain integer
numberN2 (which depends only on Γ and k) is perfectly defined. LetN = N1N2. We
see that the construction canonically gives a function Ĝ
H/Γ
k,τ0
∈ 1ND
1−k
2
0 M
Z
0,k(Γ) such
that δkĜ
H/Γ
k,τ0
= gτ0 . If, moreover, τ is a CM point of discriminant D, then Ĝ
H/Γ
k,τ0
(τ) is
defined up to 2πi 1N (D0D)
1−k
2 Z. This is called “the lifted value of the Green function”
and we conjecture that it equals 1N (D0D)
1−k
2 log α for some α ∈ Q×. We empha-
size that the Green function produces elements of spaces M i
k−1R
2−2k (Γ), M
ik−1R
0,k (Γ),
M i
k−1R
2k (Γ), and only if τ0 is a CM point we can “lift” these elements to spaces
MZ2−2k(Γ), M
Z
0,k(Γ), M
Z
2k(Γ).
There is another way to obtain functions as above, which always produces ele-
ments of spaces MZ2−2k(Γ), M
Z
0,k(Γ), M
Z
2k(Γ). Suppose we have a family of elliptic
curves {Es}s∈S over an algebraic variety S defined over C and an algebraic family of
higher cycles x = {xs ∈ Zk(E2k−2s , 1)}s∈S . Let xs =
∑
i(Wi,s, fi,s) (the dimension of
Wi,s is k − 1 and
∑
i div fi,s = 0). Suppose also a map ϕ : S → H/Γ is given which
is dominant, i.e. its image is H/Γ without a finite number of points, and suppose
that ϕ makes the following diagram commutative (j is the j-invariant):
S ϕ
//
j
%%J
J
J
J
J
J
J
J
J
J
J H/Γ

H/PSL2(Z).
Definition. A triple X = ({Es}s∈S , {xs}s∈S , ϕ) as above is called modular if for any
two points s1, s2 such that ϕ(s1) = ϕ(s2) there exists an isomorphism ρ : Es1 → Es2
with the following properties:
(i) ρ2k−2(Wi,s1) =Wi,s2,
(ii) ρ2k−2(fi,s1) = βifi,s2 for βi ∈ C×.
If we have a modular triple then we construct an element ofMZ2−2k(Γ) as follows.
Let τ ∈ H be such that its projection to H/Γ belongs to the image of ϕ, say τ = ϕ(s).
Choose a differential form ω on Es and suppose its period lattice is generated by Ω1
and Ω2 with
Ω2
Ω1
= τ . Then put
AX(τ) =
1
Ω2k−21
〈AJk,1[xs], [ω⊗2k−2]〉.
In this case the Abel-Jacobi map reduces to the following integral:
AX(τ) = 2πi
1
Ω2k−21
∫
ξ
ω⊗2k−2,
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where ξ is a smooth 2k − 2-chain whose boundary is ∑i f∗i,s[0,∞] and [0,∞] is a
path from 0 to ∞ on CP 1. It is clear that AX(τ) thus defined does not depend on
the choice of s with ϕ(s) = τ , and AX ∈MZ2−2k(Γ). We will show that
δk−1AX(τ) =
(2k − 2)!
(k − 1)!
(∫
Es
ω ∧ ω
)k−1 〈AJk,1[x], [ω⊗k−1 sym⊗ ω⊗k−1] 〉.
If τ is a CM point with minimal equation aτ2 + bτ + c = 0, D = b2 − 4ac and
ϕ(s) = τ , then there are endomorphisms of Es which act on the tangent space as the
multiplications by aτ and aτ¯ . Denote their graphs by Yaτ and Yaτ¯ correspondingly.
Then one can check that the Poincare´ dual cohomology class of the difference Yaτ −
Yaτ¯ is represented by the form −2
√
D ω
sym
⊗ ωR
Es
ω∧ω . Therefore we can construct a variety
whose Poincare´ dual class is represented by
(−1)k−1D k−12 (2k − 2)!
(k − 1)!
(∫
Es
ω ∧ ω
)k−1 ω⊗k−1 sym⊗ ω⊗k−1,
namely, we take the product of k − 1 copies of Yaτ − Yaτ¯ for each possible splitting
of the product E2k−2s into pairs and add them up. Note that there are precisely
(2k−2)!
(k−1)!2k−1 such splittings. Denote the variety obtained in this way by Zs. Then we
obtain
δk−1AX(τ) = (−1)k−1D
1−k
2 log (xs · Zs) ,
where the intersection number xs · Zs is defined as
xs · Zs =
∏
i
∏
p∈Wi,s∩Zs
fi,s(p)
ordpWi,s·Zs
if Zs does not intersect the divisors of fi,s, singularities of Wi,s and intersects Wi,s
properly. If this is not the case one can still define the intersection number, for
example, by “shifting” Zs using the the addition law.
The second construction gives examples of functions inMZ0,k whose values at CM
points are “algebraic”. We prove that for such AX, obtained via the second con-
struction, the derivative
(
d
dτ
)2k−1
AX(τ) is meromorphic. In fact we give a method
to compute this derivative purely algebraically.
Definition. A meromorphic modular form f which belongs toMZ0,k is called geomet-
rically representable if f =
(
d
dτ
)2k−1
AX(τ) for some modular triple ({Es}s∈S , {xs}s∈S , ϕ)
with {Es}, ϕ and {xs} are defined over Q.
Then we have
Lemma. Suppose Γ is a congruence subgroup, k > 1 and f ∈ MZ0,k(Γ) is such that
(−1)k−1N1δkf , for some integer N1, is geometrically representable by a modular
triple ({Es}s∈S, {xs}s∈S , ϕ). Suppose τ ∈ H is a CM point which belongs to the
image of ϕ. Let D be the discriminant of τ . Then D
k−1
2 f(τ) ≡ 1N1 logα mod 2πiN ,
where α is an algebraic number, which can be computed as the intersection xs ·Zs as
above with ϕ(s) = τ . Here N2 is the exponent of the group H
0(Γ, V
Q/Z
2k−2), N = N1N2.
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In particular, if a multiple of D
k−1
2
0 gk,τ0 is geometrically representable, then the
conjecture is true for τ1 = τ0 and τ2 — any other CM point except, possibly, a finite
number of points (those which do not belong to the image of ϕ). We give an example
when this occurs. Let Γ = PSL2(Z), k = 2. Let S be the open subset of C × C
of pairs (a, b) satisfying 4a3 + 27b2 6= 0 and b 6= 0. Let {Es}s∈S be the Weierstrass
family, which is defined by the projective version of the equation y2 = x3 + ax+ b.
LetWs be the subvariety of Es×Es which consists of (x1, y1, x2, y2) with x1+x2 = 0.
Let fs be the function y1 − iy2. It is easy to check that (Ws, fs) ∈ Z2(Es × Es, 1).
Let ϕ be the j-invariant. One can verify that this gives a modular triple. Denote
it by X−4 (since the discriminant of the point τ = i, which is the only point which
does not belong to the image of ϕ, is −4). We prove
Theorem. Consider the following modular form of weight 4:
−1
2
√−4 δ2GH/PSL2(Z)2 (τ, i) = (2πi)2
√−4 432E4(τ)
j(τ) − 1728 .
This form is geometrically representable by the modular triple X−4.
This implies the conjecture for G
H/PSL2(Z)
2 (τ, i) (keep in mind that G = 2ℜĜ),
namely
Corollary. For any CM point τ which is not equivalent to i one has
√
−4D ĜH/PSL2(Z)2 (τ, i) ≡ 2 log ((Ws, fs) · (YAτ − YAτ¯ )) mod πiZ,
where s = (a, b), the curve y2 = x3 + ax+ b corresponds to τ , YAτ and YAτ¯ are the
graphs of the endomorphisms of this curve which act on the tangent space as Aτ and
Aτ¯ , Aτ2 +Bτ +C is the minimal equation of τ with A > 0, and D = B2 − 4AC.
As an example we verify
Corollary.
G
H/PSL2(Z)
2
(−1 +√−7
2
, i
)
=
8√
7
log(8− 3
√
7).
The text is organized in five chapters. Each chapter is provided with a more
detailed introduction and reading the introduction is highly recommended for un-
derstanding the chapter, especially in the case of Chapter 3. We briefly discuss
contents of each chapter here. The first chapter studies various functions on the
upper half plane and differential operators. The main result of this chapter is the
lifting of the values of the Green function at CM points from real numbers to the
elements of
C/2πi(D1D2)
1−k
2 Q,
and, related to this, the refined version of the algebraicity conjecture (see Corol-
lary 1.5.6 and Conjecture (2)). Also in this chapter we prove that the k-th non-
holomorphic derivative of G
H/Γ
k is a meromorphic modular form characterized by
6
certain properties (Theorem 1.5.3) and discuss ways to compute the Green function
from this modular form (see the discussion in the end of Section 1.5). The results
of this chapter where known to experts but do not exist in print.
The second chapter contains a definition of the higher Chow groups and a con-
struction of the Abel-Jacobi map as in [GL99] and [GL00], as well as a proof that
the definition of the Abel-Jacobi map is correct. We prove a formula (Theorem
2.5.1) which in certain cases relates the value of the Abel-Jacobi map with certain
intersection number which takes values in the multiplicative group.
The third chapter provides a way to compute the derivative of the Abel-Jacobi
map (by this we mean
(
d
dτ
)2k−1
AX(τ)) for a family of higher cycles. The answer is
expressed as a certain extension of D-modules. The result is more general than we
need and works for any families of products of curves. In the case of the power of a
family of elliptic curves we obtain an invariant of this extension which for modular
triples coincides with
(
d
dτ
)2k−1
AX(τ) and is a meromorphic modular form.
In the fourth chapter we study various objects on the Weierstrass family of elliptic
curves. We provide representatives for cohomology classes which are necessary for
later computations.
The fifth chapter contains the main result, namely, the construction of a family
of higher cycles which computes the values of the function G
H/Γ
2 (τ, i) and the proof
of the algebraicity conjecture in this case (Theorem 5.2.1). There we show that the
meromorphic modular form (2πi)2
√−4 432E4(τ)j(τ)−1728 , which equals −12
√−4 δ2GH/Γ2 (τ, i),
is geometrically representable.
The construction of the family of higher cycles used in the proof was inspired by
other constructions of higher cycles on products of elliptic curves in [GL99], [GL00].
It seems, however, that our family (see Section 5.1.3 and the construction of X−4
above) was not known before, though its construction is surprisingly simple.
This text is submitted as a PhD thesis to the University of Bonn. The work
was done at the Max-Planck-Institute for Mathematics. The author is grateful to
the institute for hospitality and good working atmosphere. Also I wish to thank S.
Bloch, J. Bruinier, N. Durov, A. Goncharov, G. Harder, D. Huybrechts, C. Kaiser,
Yu. Manin, R. Sreekantan with whom I had interesting discussions on the subject
of this thesis. Special thanks to M. Vlasenko who read drafts of this text and made
useful remarks, and to D. Zagier who introduced me to number theory, proposed the
problem, provided me with inspiration and support, and was a very good supervisor.
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Chapter 1
Modular forms
In this chapter we first fix some notation for the representations of SL2(R) on
the space of functions on the upper half plane. We obtain a representation for each
integer w which is called “weight”. We introduce three differential operators on these
representations which are intertwining: the non-holomorphic derivative δ or the
“raising operator”, the “lowering operator” δ− and the Laplacian ∆. We also recall
the construction of the standard finite-dimensional representations Vm of SL2(R)
and vectors in these representations which correspond to complex multiplication
(CM) points. This is done in Section 1.1.
Next, in Section 1.2, we study in more detail functions which are eigenfunctions
for the Laplacian with eigenvalue of the form k(1 − k), k ∈ Z. The situation with
these particular eigenvalues is special. In particular, to each eigenfunction f with
such eigenvalue corresponds a certain “extended function” f˜ which is harmonic, but
takes values in the space V2k−2. The derivatives of these extended functions are
proportional to holomorphic functions of weight 2k which we also call “derivatives”.
In Section 1.3 we study the inverse problem of recovering f˜ from its derivatives
in the case when they are invariant under the action of a congruence subgroup of
PSL2(Z). We obtain that the obstructions to solving this problem lie in certain
cohomology groups.
Then, in Section 1.4, we define the Green functions GHk for the upper half plane
(without a congruence subgroup), the so-called “local Green functions”. These are
defined as functions of two variables z1, z2 in the upper half plane which are SL2(R)-
invariant (diagonal action) eigenfunctions for the Laplacian with eigenvalue k(1 −
k) and have only a logarithmic singularity on the diagonal. We show how these
functions can be explicitly written using Legendre’s functions. We also evaluate the
actions of powers of the operator δ on them. We obtain particularly nice expressions
for the k-th power which also gives formulae for the derivatives of the corresponding
extended Green functions.
Section 1.5 studies the “global Green functions” G
H/Γ
k for a quotient of the upper
half plane. Since these Green functions can be obtained by averaging the local ones,
results of Section 1.4 give us information about the singularities of the global Green
functions and their derivatives. We obtain a characterisation of the derivative g
H/Γ
k,z0
of
the extended global Green function as a meromorphic modular form with described
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type of poles and having trivial class in a certain Eichler-Shimura cohomology group.
Then the original Green function can be obtained from the modular form using the
integration procedure described in Section 1.3.
We suppose that there are no cusp forms of weight 2k for the group Γ. Then
being applied to CM points the integration procedure allows us to lift the value of
the Green function, which is real, to a complex number defined up to an algebraic
multiple of 2πi (see Corollary 1.5.6). This supports and refines the algebraicity
conjecture formulated in papers [GZ86] and [GKZ87], which says that in this case
the value must be an algebraic multiple of the logarithm of an algebraic number (see
Conjectures (1) and (2)). In the end of the section we discuss ways to compute the
lifted Green function, and we show that it is a period (Theorem 1.5.7).
1.1 Notations
We will consider the group SL2(R). Elements of this group will be usually denoted
by γ, and matrix elements by a, b, c, d:
γ =
(
a b
c d
)
∈ SL2(R).
This groups acts on the upper half plane H.
1.1.1 Representations of SL2(R)
The group SL2(R) naturally acts on the following linear spaces:
• V = C2 — the space of column vectors of length 2,
• Vm — the symmetric m-th power of V .
We explain the way we view elements of Vm. Let e1, e2 be the natural basis
on V . Then Vm is the space of homogeneous polynomials in e1, e2 of degree m. If
we substitute e1 by a new variable X and e2 by 1 we obtain a non-homogeneous
polynomial in one variable of degree less or equal m. We represent elements of Vm
as polynomials in the variable X of degree less or equal m, i.e.
p ∈ Vm, p(X) = p0 + p1X + · · ·+ pmXm.
The group acts on Vm on the right by
(pγ)(X) = (p|−mγ)(X) = p(γX)(cX + d)m, γ =
(
a b
c d
)
∈ SL2(R).
There is the corresponding action on the left
(γp)(X) = (pγ−1)(X) = p(γ−1X)(−cX + a)m.
Now consider the dual space to Vm, V
∗
m. Any v ∈ V ∗m is a functional on Vm.
Suppose its value on p is
v0p0 + v1p1 + . . . vmpm,
11
then we represent v as a raw vector (v0, v1, v2, . . . , vm). For any two numbers x, y ∈ C
we form a vector
vx,y = (y
m, ym−1x, ym−2x2, . . . , xm) ∈ Vm.
Then for any p ∈ Vm
(vx,y, p) = p
(
x
y
)
ym =: p(x, y),
hence
γvx,y = vγ(x,y) = vax+by,cx+dy.
In this way the action of SL2(R) is given on a subset of V ∗m which spans V ∗m.
The isomorphism between Vm and V
∗
m can be given as follows. Define an invariant
pairing between elements of the form vx,y ∈ Vm:
(vx,y, vx′,y′) = (xy
′ − x′y)m =
m∑
i=0
(−1)i
(
m
i
)
xm−iyix′iy′m−i.
Since it is a homogeneous polynomial of degree m in each pair of variables, this
induces an equivariant linear map from V ∗m to Vm
(v0, v1, . . . , vm) 7→
m∑
i=0
(−1)i
(
m
i
)
vm−iXi.
This is an isomorphism of representations. It induces invariant pairings on Vm(
m∑
i=0
piX
i,
m∑
i=0
p′iX
i
)
=
m∑
i=0
(−1)ipip′m−i(m
i
)
and on V ∗m
((vi), (v
′
i)) =
m∑
i=0
(−1)i
(
m
i
)
viv
′
m−i.
The pairings above are symmetric for m even and antisymmetric for m odd. The
following identities hold:
((z −X)m, p) = p(z) = (p, (X − z)m) (p ∈ Vm, z ∈ C).
1.1.2 Differential operators
Let S be a discrete subset of the upper half plane H and f(z) be a function on H−S
with values in C and w ∈ Z. Define differential operators
δwf =
∂f
∂z
+
w
z − z¯ f,
δ−wf = (z − z¯)2
∂f
∂z¯
,
∆wf = (z − z¯)2 ∂
∂z
∂
∂z¯
f + w(z − z¯) ∂
∂z¯
.
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We think about w as the weight, attached to the function f . The weight will
be always clear from context, so we will omit the subscript w. We will follow the
following agreement: the operator δ increases weight by 2, the operator δ− decreases
weight by 2 and the operator ∆ leaves weight untouched. Taking into account this
agreement the following identities can be proved:
δ−δ − δ δ− = w,
δ δ− = ∆,
δ−δ = ∆ + w.
Let the group SL2(R) act on functions of weight w by the usual formula:
(f |wγ)(z) = f(γz)(cz + d)−w.
This is a right action. We also define the corresponding left action
(γf)(z) = (f |wγ−1)(z) = f(γ−1z)(−cz + a)−w.
Note that this action commutes with the operators δ, δ−, ∆, it maps functions
defined on H− S to functions defined on H− γS.
It is also convenient to modify the complex conjugation for functions with weight
to make it commuting with the action of the group. For f of weight w we put
f∗(z) = (z − z¯)wf(z).
Assign to f∗ weight −w. We can check that
f∗∗ = (−1)wf,
δ(f∗) = (δ−f)∗,
δ−(f∗) = (δf)∗,
∆(f∗) = ((∆ + w)f)∗,
γ(f∗) = (γf)∗.
We remark that for the weight 0 the operator ∗ is the usual complex conjugation,
the operator δ is the usual ∂∂z , and the operator ∆ is the usual Laplace operator for
the hyperbolic metric −y2( ∂2
∂x2
+ ∂
2
∂y2
).
We list several formulae, which are convenient to use in computations. We
assume that the constant function 1 has weight 0. Consider the functions
X − z, X − z¯
z − z¯ ,
which are thought as functions in z with values in V of weights −1 and 1 respectively.
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Then
δ1 = δ−1 = 0,
(X − z)∗ = X − z¯
z − z¯ ,
(
X − z¯
z − z¯
)∗
= −(X − z),
δ(X − z) = −X − z¯
z − z¯ , δ
X − z¯
z − z¯ = 0,
δ−(X − z) = 0, δ−X − z¯
z − z¯ = X − z,
δ
(
(X − z)a
(
X − z¯
z − z¯
)b)
= −a(X − z)a−1
(
X − z¯
z − z¯
)b+1
,
δ−
(
(X − z)a
(
X − z¯
z − z¯
)b)
= b(X − z)a+1
(
X − z¯
z − z¯
)b−1
,
∆
(
(X − z)a
(
X − z¯
z − z¯
)b)
= −b(a+ 1)(X − z)a
(
X − z¯
z − z¯
)b
.
1.1.3 CM points and quadratic forms
We will frequently use the following notation:
Qz =
(X − z)(X − z¯)
z − z¯ .
As a function of z Qz is a function with values in V2 of weight 0.
A CM point is a point z ∈ H which satisfies a quadratic equation of degree 2
with integer coefficients. Let z be a CM point. Write the minimal equation for z:
az2 + bz + c = 0, a, b, c ∈ Z, a > 0.
The discriminant of the minimal equation Dz = b
2 − 4ac is called the discriminant
of z. An elementary computation gives
Qz =
aX2 + bX + c√
D
.
It is clear that a point z ∈ H is a CM point if and only if Qz is proportional to
a polynomial with integer coefficients.
1.2 Eigenfunctions of the Laplacian
We consider functions on H − S for discrete subsets S ⊂ H. For integers k,w we
denote by Fk,w the space of functions of weight w satisfying
∆f = (k(1 − k) + w(w−2)4 )f.
It is easy to check the following properties of the spaces Fk,w:
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Proposition 1.2.1. (i) The space Fk,w is invariant under the action of the group
SL2(R) (meaning, of course, that γ ∈ SL2(R) changes S to γS).
(ii) The operator ∗ maps Fk,w to Fk,−w.
(iii) The operator δ maps Fk,w to Fk,w+2. It is invertible for all values of w, except,
possibly, 2k − 2 and −2k with the inverse given by
δ−1w =
4
(w + 2k)(w − 2k + 2)δ
−
w+2.
(iv) The operator δ− maps Fk,w to Fk,w−2. It is invertible for all values of w,
except, possibly, 2k and 2− 2k with the inverse given by
(δ−w )
−1 =
4
(w − 2k)(w + 2k − 2)δw−2.
We will occasionally use negative powers of δ and δ− when they can be defined
using this proposition.
Next we state some basic facts
Proposition 1.2.2. For integer numbers k, l we have
(X − z)k−l−1
(
X − z¯
z − z¯
)k+l−1
∈ Fk,2l ⊗ V2k−2.
Proof. Use the formulae listed in the end of Section 1.1.2.
Proposition 1.2.3. For f , g in Fk,0 and 1− k ≤ l ≤ k − 1 we have
δ−lf δlg = (δ−)lf (δ−)−lg.
Proof. Note that
(δ−)lf = (−1)l (k + l − 1)!
(k − l − 1)! δ
−lf,
and analogously
δlg = (−1)l (k + l − 1)!
(k − l − 1)! (δ
−)−lg,
which implies the required identity.
Let us introduce the following operation. For two functions f , g from Fk,0 we
put
f ∗ g =
k−1∑
l=1−k
δ−lf δlg,
which has weight 0. Note that the previous proposition implies
f ∗ g =
k−1∑
l=1−k
(−1)l (δ−)−lf (δ−)lg,
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so
f ∗ g = f ∗ g.
It is also easy to see that
∂
∂z
(f ∗ g) = (−1)k−1(δ1−kf δkg + δkf δ1−kg).
Consider the function Qk−1z . By Proposition 1.2.2
Qk−1z ∈ Fk,0 ⊗ V2k−2 as a function of z.
One can compute that for 1− k ≤ l ≤ k − 1
δlQk−1z = (−1)l (k − 1)!
(X − z)k−1−l
(k − l − 1)!
(
X − z¯
z − z¯
)k−1+l
(1− k ≤ l ≤ k − 1),
δkQk−1z = 0.
For f ∈ Fk,0 we denote
f˜ = (−1)k−1
(
2k − 2
k − 1
)
f ∗Qk−1z
= (−1)k−1 (2k − 2)!
(k − 1)!
k−1∑
l=1−k
(X − z)k+l−1
(k + l − 1)!
(
X − z¯
z − z¯
)k−l−1
δlf.
It is easy to check that
γ˜f = γf˜ for γ ∈ SL2(R),
where γ acts on f˜ by the simultaneous action on z in weight 0 and X in weight
2− 2k. Also
f˜ = (−1)k−1f˜ .
One can compute the scalar product of δiQk−1z and δjQk−1z as follows:
Lemma 1.2.4.
(δiQk−1z , δ
jQk−1z ) =
{
0, if i 6= −j
(−1)k−1−i(2k−2k−1 )−1 if i = −j.
Proof. We prove by induction on i starting from 1− k. Since
δ1−kQk−1z = (−1)k−1
(k − 1)!
(2k − 2)! (X − z)
2k−2,
for any polynomial p ∈ V2k−2 we have
(δ1−kQk−1z , p) = (−1)k−1
(k − 1)!
(2k − 2)! p(z).
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Hence (δ1−kQk−1z , δjQk−1z ) is not zero only for j = k − 1 and in this case
(δ1−kQk−1z , δ
k−1Qk−1z ) =
(
2k − 2
k − 1
)−1
.
If the statement is true for i then for any j, taking into account that the weight of
(δiQk−1z , δjQk−1z ) is 2i+ 2j,
0 = δ(δiQk−1z , δ
jQk−1z ) = (δ
i+1Qk−1z , δ
jQk−1z ) + (δ
iQk−1z , δ
j+1Qk−1z ).
Hence
(δi+1Qk−1z , δ
jQk−1z ) = −(δiQk−1z , δj+1Qk−1z ).
We see that if i+ j 6= −1, this is zero. If i+ j = −1, this equals exactly
−(−1)k−1−i
(
2k − 2
k − 1
)−1
.
Therefore the original function f can be recovered from f˜ as
f = (f˜ , Qk−1z ).
Note also that ∆f˜ = 0. This is true because
δ−δkf = (∆ + 2k − 2) δk−1f = 0.
Let us summarize.
Theorem 1.2.5. Let f ∈ Fk,0 for k ≥ 1. Then the function f˜ satisfies the following
properties (note that F0,0 is the space of harmonic functions):
f˜ ∈ F0,0 ⊗ V2k−2,
f = (f˜ , Qk−1z ),
δlf = (f˜ , δlQk−1z ),
∂f˜
∂z
= (X − z)2k−2 (−1)
k−1δkf
(k − 1)! ,
∂f˜
∂z¯
= (X − z¯)2k−2 δ¯
kf
(k − 1)! (δ¯g := δg¯).
In the opposite way, if g ∈ F0,0 ⊗ V2k−2 is such that ∂g∂z is divisible by (X − z)2k−2
and ∂g∂z¯ is divisible by (X − z¯)2k−2, then the function f(z) = (g(z), Qk−1z ) satisfies
f ∈ Fk,0 and g = f˜ .
Proof. It is only not clear how to prove the “opposite way” part of the statement.
Suppose g satisfies the conditions above. Consider the function
g0 = (g, δ
k−1Qk−1z ).
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Then
δg0 = (δg, δ
k−1Qk−1z ) + (g, δ
kQk−1z ) =
(
∂
∂z
g, δk−1Qk−1z
)
.
This shows that δg0 is a product of a holomorphic function and the function(
(X − z)2k−2, δk−1Qk−1z
)
,
which is constant. Therefore δg0 is itself holomorphic. Hence
∆g0 = (δ
−δ − (2k − 2))g0 = (2− 2k)g0,
which means g0 ∈ Fk,2k−2. Next we use that δ−g is divisible by (X− z¯)2k−2 to prove
that
(g, δlQk−1z ) = δ
l+1−kg0 ∈ Fk,2l.
This shows that f = δ1−kg0 ∈ Fk,0 and g = f˜ .
We mention one more formula for f˜ , this time expressing it as a polynomial in
(X − z):
Proposition 1.2.6. Let f ∈ Fk,0 for k ≥ 1. Then
f˜ = (−1)k−1 (2k − 2)!
(k − 1)!
2k−2∑
i=0
(X − z)i
i!
(
∂
∂z
)i
δ1−kf,
and (
∂
∂z
)2k−1
δ1−kf = δkf.
Proof. The first formula can be verified in two steps. First, check that both sides
coincide when X = z. Second, take the derivative of both sides with respect to z
and notice that derivative of the left hand side must be divisible by (X − z)2k−2.
The second step of the proof also gives the second formula.
Suppose we know δkf , δ¯kf and we want to recover f . Using the theorem above
one can transform the latter problem into the problem of recovering f˜ from ∂
ef
∂z and
∂ ef
∂z¯ . The next section explains how this can be done.
1.3 Integrating modular forms
Let Γ be a congruence subgroup of SL2(R), S — a finite union of orbits of Γ in H,
U = H − S. Consider a smooth closed differential 1-form ω on U with coefficients
in V2k−2, where V2k−2 is the space of polynomials in one variable X of degree not
greater than 2k − 2. V2k−2 is equipped with the natural action of SL2(R) (even
SL2(C)). Suppose moreover that ω is equivariant for the action of Γ and let A be a
Γ-submodule of V2k−2. We are looking for a function
IA,Γω : U −→ V2k−2/A,
which satisfies the following properties:
18
(i) IA,Γω is smooth, which means that for any point z ∈ U there is a neighborhood
W of z and a smooth function g : W −→ V2k−2, such that g coincides with
IA,Γω modulo A.
(ii) dIA,Γω = ω,
(iii) IA,Γω is equivariant for the action of Γ.
Our basic example of ω is
ω = f(z)(X − z)2k−2dz,
for some meromorphic modular form f of weight 2k. The module A may be the
submodule of V2k−2 consisting either of polynomials with real coefficients, polyno-
mials with imaginary coefficients or of polynomials with coefficients in some discrete
subgroup of C.
It is clear that for existence of IA,Γω the following condition is necessary:
Condition (Residue condition). For every point s ∈ S the integral of ω along a
small loop around s belongs to A.
Choose a basepoint a ∈ U . The differential ω defines a cocycle with values in
V 2k−2/A in the following way:
σa(γ) =
∫ γa
a
ω.
It satisfies
σa(γγ
′) = σa(γ) + γσa(γ′).
The integral of ω is a function with values in V2k−2/A:
Ia(x) =
∫ x
a
ω.
If we change the basepoint from a to a′ the integral and the cocycle change in the
following way:
Ia′(x) = Ia(x) +
∫ a
a′
ω,
σa′(γ) = σa(γ) +
∫ a
a′
ω −
∫ γa
γa′
ω,
so if we introduce an element vaa′ of V2k−2/A by
vaa′ =
∫ a
a′
ω,
then
Ia′(x) = Ia(x) + vaa′ ,
σa′ = σa − δvaa′ ,
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where δ denotes the differential
(δv)(γ) = γv − v.
Therefore σa defines a class in σ
A,Γ
ω ∈ H1(Γ, V2k−2/A), which does not depend on
the base point.
If such an IA,Γω as explained in the beginning of the section exists, it must differ
from Ia by a constant, say va ∈ V2k−2/A. Let us describe all va ∈ V2k−2 such that
Ia + va is equivariant for the action of Γ. This means that for any γ ∈ Γ
Ia(γx) + va = γ (Ia(x) + va).
Splitting the path of integration and using the equivariance of ω we conclude:
Ia(γx) = Iγa(γx) + σa(γ) = γIa(x) + σa(γ),
so the last equation is equivalent to the following:
σa(γ) = γva − va = δva.
Therefore
Proposition 1.3.1. Suppose ω satisfies the residue condition. Then the func-
tion IA,Γω satisfying the properties (i)-(iii) exists if and only if the class σ
A,Γ
ω ∈
H1(Γ, V2k−2/A) is trivial. If such a function exists, then it is unique up to addition
of an element of H0(Γ, V2k−2/A) and satisfies
γIA,Γω (z) − IA,Γω (z) =
∫ γz
z
ω mod A for all γ ∈ Γ.
For any Γ-module M we denote by C1(Γ,M) the abelian group of cocycles, i.e.
maps σ : Γ −→M such that
σ(γ1γ2) = σ(γ1) + γ1σ(γ2), for all γ1, γ2 ∈ Γ.
Then we have the following exact sequence:
0 −→ H0(Γ,M) −→M d−−→ C1(Γ,M) −→ H1(Γ,M)→ 0,
where d is given by the usual formula
(dm)(γ) = γm − m, m ∈M,γ ∈ Γ
Denote by C1(Γ,M) the abelian group of cycles, by which we mean the quotient
group of ZΓ⊗M by the subgroup generated by elements of the form
γ1γ2 ⊗m − γ2 ⊗m − γ1 ⊗ γ2m, for m ∈M , γ1, γ2 ∈ Γ.
We have the corresponding exact sequence for homology:
0 −→ H1(Γ,M) −→ C1(Γ,M) d−−→M −→ H0(Γ,M)→ 0,
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where d is given by
d(γ ⊗m) = γm−m, m ∈M,γ ∈ Γ.
Suppose we have an invariant biadditive pairing
(·, ·) :M ⊗M ′ −→ N,
where M and M ′ are Γ-modules and N is an abelian group. Denote by C1(Γ,M)0
the group of cocycles which map to zero in H1(Γ,M), and by M ′0 the group of
elements in M ′ which map to zero in H0(Γ,M ′).
Note that there is a canonical pairing
C1(Γ,M)⊗ C1(Γ,M ′) −→ N,
given by
(σ, γ ⊗m) = (σ(γ−1),m),
since
(σ, γ1γ2 ⊗m − γ2 ⊗m − γ1 ⊗ γ2m)
= (σ(γ−12 γ
−1
1 ),m) − (σ(γ−12 ),m) − (σ(γ−11 ), γ2m) = 0.
This pairing has the following property which can be easily checked:
Proposition 1.3.2. For any m ∈M , c ∈ C1(Γ,M ′)
(dm, c) = (m,dc).
This implies that (·, ·) induces pairings
H0(Γ,M)⊗H0(Γ,M ′) −→ N, H1(Γ,M)⊗H1(Γ,M ′) −→ N.
If we have σ ∈ C1(Γ,M)0 and m′ ∈M ′0, we can either represent σ as a cobound-
ary, i.e. σ = dm0, and then consider (m0,m
′), or represent m′ as a boundary,
m′ = dc, and then consider (σ, c).
Proposition 1.3.3. Either of these two approaches defines a pairing
C1(Γ,M)0 ⊗M ′0 −→ N,
moreover the resulting two pairings coincide.
We put M = V2k−2/A, M ′ = B, where B is a Γ- invariant subgroup of V2k−2
and N = C/(A,B).
Theorem 1.3.4. Let S ⊂ H be a finite union of orbits of Γ, A and B be Γ-invariant
subgroups of V2k−2, ω be a smooth closed invariant differential 1-form on U = H−S
with coefficients in V2k−2 whose integrals along small loops around points of S belong
to A, z be a point in U , v be an element in B such that:
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(i) The class of ω in H1(Γ, V2k−2/A) is 0,
(ii) the class of v in H0(Γ, B) is 0.
Then the following two approaches lead to the same element of C/(A,B), which we
denote by IA,B,Γ(ω, z, v):
(i) First represent ω as a differential of an invariant V2k−2/A-valued function
IA,Γω , and then put
IA,B,Γ(ω, z, v) = (IA,Γω (z), v).
(ii) First represent v as
v =
n∑
i=1
(γiui − ui) for γi ∈ Γ, ui ∈ B,
and then put
IA,B,Γ(ω, z, v) =
n∑
i=1
(∫ γ−1i z
z
ω, ui
)
.
1.4 Local study of Green’s functions
Let k be an integer, k > 1. We consider the Green function for the upper half plane
of weight 2k, which we denote by GHk (note that this is not yet the Green function
which is our main object of study, the property (ii) will be different). It is the unique
function which satisfies the following properties:
(i) GHk is a smooth function on H× H− {z1 = z2} with values in R.
(ii) GHk (γz1, γz2) = G
H
k (z1, z2) for all γ ∈ SL2(R).
(iii) ∆iG
H
k = k(1 − k)GHk , where ∆i denotes the Laplace operator with respect to
zi.
(iv) GHk = log |z1 − z2|2 +O(1) when z1 tends to z2.
(v) GHk tends to 0 when z1 tends to infinity.
In this section we obtain two formulae. The first formula is for δn1 δ
m
2 G
H
k , and it
involves hypergeometric series. The second formula is a particular case of the first
for n = k, and the resulting expression for this case is a rational function of z1, z2, z¯2.
Note that because of the symmetry between z1 and z2 this case is similar to the case
m = k.
Because of the second property the function GHk is a function of the hyperbolic
distance. Denote by t(z1, z2) the hyperbolic cosine of the hyperbolic distance, i.e.
t(z1, z2) = 1 + 2
(z1 − z2)(z¯2 − z¯1)
(z1 − z¯1)(z2 − z¯2) = −1 + 2
(z1 − z¯2)(z2 − z¯1)
(z1 − z¯1)(z2 − z¯2)
=
−2z1z¯1 + (z1 + z¯1)(z2 + z¯2)− 2z2z¯2
(z1 − z¯1)(z2 − z¯2) .
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Then
GHk (z1, z2) = −2Qk−1(t),
where Qk−1 is the Legendre’s function of the second kind. The function Qk−1 has
the following integral definition (see [WW62]):
Qk−1(t) = 2−k
∫ 1
−1
(1− x2)k−1(t− x)−kdx.
The function Qk−1 has the following two expansions at infinity, which can be
obtained from the integral representation above expanding the integrand into power
series (the first expansion can also be found in [WW62]):
Qk−1(t) = 2
k−1(k − 1)!2
(2k − 1)! t
−kF
(
k
2
,
k + 1
2
; k +
1
2
; t−2
)
=
2k−1(k − 1)!2
(2k − 1)! (t+ 1)
−k F
(
k, k; 2k;
2
1 + t
)
,
here F denotes the hypergeometric series. We are going to compute various deriva-
tives of GHk using the second expansion. For this purpose we first compute:
δ1t =
∂t
∂z1
= 2
(z¯1 − z2)(z¯1 − z¯2)
(z1 − z¯1)2(z2 − z¯2) ,
δ2t =
∂t
∂z2
= 2
(z1 − z¯2)(z¯1 − z¯2)
(z1 − z¯1)(z2 − z¯2)2 ,
noting that δ1t has weight 2 in z1 and weight 0 in z2 we compute:
δ21t = δ
2
2t = 0,
δ1δ2t = −2
(
z¯1 − z¯2
(z1 − z¯1)(z2 − z¯2)
)2
=
δ1t δ2t
t+ 1
.
We will use the following formula for the derivative of the hypergeometric series:
∂F (a, b; c;x)
∂x
= a
F (a+ 1, b; c;x) − F (a, b; c;x)
x
.
We find that
∂((t+ 1)−m F (m,n; c; 2t+1))
∂t
= −m(t+ 1)−m−1 F (m+ 1, n; c; 2t+1 ),
so
δn1G
H
k (z1, z2) = (−1)n+1 2k
(k − 1)!(k + n− 1)!
(2k − 1)! ×
(t+ 1)−k−n F (k + n, k; 2k; 2t+1) (δ1t)
n.
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To apply δm2 we rewrite the last expression as
δn1G
H
k (z1, z2) = (−1)n+1 2k
(k − 1)!(k + n− 1)!
(2k − 1)! ×
(t+ 1)−k F (k, k + n; 2k; 2t+1) (δ1δ2t)
n(δ2t)
−n,
so we can again apply the same formula, since δ2 of δ1δ2t and δ2t is zero:
δm2 δ
n
1G
H
k (z1, z2) = (−1)m+n+1 2k
(k +m− 1)!(k + n− 1)!
(2k − 1)! ×
(t+ 1)−k−m F (k +m,k + n; 2k; 2t+1 ) (δ1δ2t)
n(δ2t)
m−n.
To make the formula symmetric in m and n we rewrite it as
δm2 δ
n
1G
H
k (z1, z2) = (−1)m+n+1 2k
(k +m− 1)!(k + n− 1)!
(2k − 1)! ×
(t+ 1)−k−m−n F (k +m,k + n; 2k; 2t+1) (δ1t)
n(δ2t)
m.
Let us introduce the following function of weight −2 in z1 and 0 in z2:
Qz2(z1) =
(z1 − z2)(z1 − z¯2)
z2 − z¯2 ,
there is a corresponding function Qz1(z2). One can check:
δ1t =
t2 − 1
2
Qz2(z1)
−1,
δ2t =
t2 − 1
2
Qz1(z2)
−1,
so our first formula is
δm2 δ
n
1G
H
k (z1, z2) = (−1)m+n+1
(k +m− 1)!(k + n− 1)!
(2k − 1)!
(
t+ 1
2
)−k
×(
t− 1
2
)m+n
F (k +m,k + n; 2k; 2t+1) Qz2(z1)
−nQz1(z2)
−m (m,n ≥ 1− k).
In particular, when n = k we obtain
δm2 δ
k
1G
H
k (z1, z2) = (−1)m+k+1 2−m(k +m− 1)!(t+ 1)−k(t− 1)k+m×
F (k +m, 2k; 2k; 2t+1 ) Qz2(z1)
−kQz1(z2)
−m,
and using the identity
F (a, b; b;x) = (1− x)−a
we get the second formula
δk1δ
m
2 G
H
k (z1, z2) = (−1)m+k+1 (k +m− 1)!
(
t+ 1
2
)m
Qz1(z2)
−mQz2(z1)
−k
= (−1)k−1 (k +m− 1)! (z2 − z¯2)
k−m
(z1 − z2)k+m(z1 − z¯2)k−m
=
(−1)k−1 (k +m− 1)!
(z1 − z2)2m Qz2(z1)
m−k (m ≥ 1− k).
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1.5 Global study of Green’s functions
Let Γ be a congruence subgroup of PSL2(Z) and k > 1. The Green’s function on
H/Γ of weight 2k is the unique function G
H/Γ
k with the following properties:
(i) G
H/Γ
k is a smooth function on H× H− {z1 = γz2 | γ ∈ Γ} with values in R.
(ii) G
H/Γ
k (γ1z1, γ2z2) = G
H/Γ
k (z1, z2) for all γ1, γ2 ∈ Γ.
(iii) ∆iG
H/Γ
k = k(1− k)GH/Γk .
(iv) G
H/Γ
k = m log |z1 − z2|2 + O(1) when z1 tends to z2 (m is the order of the
stabilizer of z2, which is almost always 1).
(v) G
H/Γ
k tends to 0 when z1 tends to a cusp.
The series ∑
γ∈Γ
GHk (z1, γz2)
is convergent and satisfies the properties above, so
G
H/Γ
k (z1, z2) =
∑
γ∈Γ
GHk (z1, γz2).
Consider the function G
H/Γ
k (z, z0) for a fixed z0 ∈ H. We put
G
H/Γ
k,z0
(z) =
˜
G
H/Γ
k (z, z0)
= (−1)k−1
(
2k − 2
k − 1
) k−1∑
l=1−k
(−1)l δ−l(Qk−1z ) δlGH/Γk (z, z0)
= (−1)k−1 (2k − 2)!
(k − 1)!
k−1∑
l=1−k
(X − z)k+l−1
(k + l − 1)!
(
X − z¯
z − z¯
)k−l−1
δlG
H/Γ
k (z, z0).
recall that negative powers of δ can be defined for eigenfunctions of the Laplacian.
Note that since G
H/Γ
k (z, z0) has real values and Qz has imaginary values (we let
complex conjugation act on X identically), we have the following
Proposition 1.5.1. The values of the function ik−1GH/Γk,z0(z) are real polynomials.
Since
δk(Qk−1z ) = 0,
it is easy to compute that
∂G
H/Γ
k,z0
(z)
∂z
= δG
H/Γ
k,z0
(z) =
(
2k − 2
k − 1
)
δ1−k(Qk−1z ) δ
kG
H/Γ
k (z, z0)
= (X − z)2k−2 (−1)
k−1δk GH/Γk (z, z0)
(k − 1)! .
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On the other hand, because of the proposition above
∂G
H/Γ
k,z0
(z)
∂z¯
= (X − z¯)2k−2 δ
kG
H/Γ
k (z, z0)
(k − 1)! .
Consider the function
g
H/Γ
k,z0
(z) = δkG
H/Γ
k (z, z0).
This is a meromorphic modular form in z. There is a corresponding differential
1-form with coefficients in V2k−2
(X − z)2k−2gH/Γk,z0 (z)dz.
Let V R2k−2 denote the space of polynomials in V2k−2 which have real coefficients.
Proposition 1.5.2. The class of the differential form
(X − z)2k−2gH/Γk,z0 (z)dz
in the cohomology group
ik−1H1(Γ, V R2k−2) = H
1(Γ, V2k−2/ikV R2k−2)
is trivial and the function
(−1)k−1(k − 1)! G
H/Γ
k,z0
(z)
2
is an integral of ω.
Proof. Let us denote
ω = (X − z)2k−2gH/Γk,z0 (z)dz.
We have proved before that
(−1)k−1(k − 1)! dGH/Γk,z0 (z,X) = ω + (−1)k−1ω¯,
so that
(−1)k−1(k − 1)! ik−1dGH/Γk,z0 (z,X) = ik−1ω + ik−1ω.
It implies that the integral of ik−1ω around a pole of ω is in iV R2k−2, so the integral of
ω around a pole is in ikV R2k−2, this is why ω satisfies the residue condition of Section
1.3 for A = ikV R2k−2. Hence the class of ω in H
1(Γ, V2k−2/ikV R2k−2) is correctly
defined. Moreover,
(−1)k−1(k − 1)! 1
2
dG
H/Γ
k,z0
(z,X) = ω − (−1)
kω¯ + ω
2
,
so
(−1)k−1(k − 1)!
G
H/Γ
k,z0
(a,X) −GH/Γk,z0(b,X)
2
≡
∫ a
b
ω mod ikV R2k−2,
which implies that the class of ω is trivial:
σ
ikV R2k−2,Γ
ω ≡ 0 mod ikV R2k−2,
and (−1)k−1(k − 1)! 12G
H/Γ
k,z0
(z) is an integral of ω.
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Theorem 1.5.3. For any z0 ∈ H the function gH/Γk,z0 (z) is the unique function which
satisfies the following properties:
(i) It is a meromorphic modular form of weight 2k in z whose set of poles is Γz0
which is zero at the cusps.
(ii) In a neighborhood of z0
g
H/Γ
k,z0
(z) = m(−1)k−1(k − 1)! Qz0(z)−k +O(1) (m = |StabΓz0|)
(iii) The class of the corresponding differential form in the cohomology group
H1(Γ, V2k−2/ikV R2k−2) = i
k−1H1(Γ, V R2k−2)
is trivial as in Proposition 1.5.2.
Proof. First we prove that the function g
H/Γ
k,z0
(z) actually satisfies these conditions.
The first two conditions follow from the local study. In fact, we have
δkG
H/Γ
k (z, z0) =
∑
γ∈Γ
δkGHk (z, γz0),
because for all 0 ≤ l ≤ k
δlG
H/Γ
k (z, z0) = O(t(z, z0)
l−k |Qz0(z)|−l),
and using the inequality
|Qz0(z)| ≥
t(z, z0)− 1
2
|z − z¯|
we obtain that the series ∑
γ∈Γ
δlGHk (z, γz0)
is locally uniformly majorated by the series∑
γ∈Γ
t(z, γz0)
−k,
which converges locally uniformly in z.
This already implies that the function g
H/Γ
k,z0
(z) is meromorphic and has poles
of the specified type. The transformation property follows from the invariance of
G
H/Γ
k (z, z0). Since we can move any cusp to∞ by an element of SL2(Z) it is enough
to check the cuspidality at ∞. This is clear from the following (recall that k > 1):
δkG
H/Γ
k (z, z0) =
(−1)k−1(k − 1)!(z0 − z¯0)k
∑
γ∈Γ
1
(γz − z0)k(γz − z¯0)k(cz + d)2k .
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The last condition is precisely Proposition 1.5.2. It only remains to prove the
uniqueness.
Now suppose there are two different functions which satisfy the conditions. Then
their difference is a cusp form of weight 2k which has either purely real or purely
imaginary cohomology depending on whether k is odd or even. This contradicts the
Eichler-Shimura theorem, which says that
H1parabolic(Γ, V2k−2) ∼= S2k ⊕ S2k,
so any nontrivial parabolic cohomology class which is either purely real or purely
imaginary cannot be represented by a cusp form.
The value of the Green function can be recovered in the following way:
Theorem 1.5.4. Let k > 1, z0 ∈ H and gH/Γk,z0 (z) be the function that satisfies the
conditions of the theorem above. Put
w = (X − z)2k−2gH/Γk,z0 (z)dz
and apply one of the two approaches formulated in Theorem 1.3.4 for A = ikV R2k−2,
B = ik−1V R2k−2, v = Q
k−1
z to get an element
I i
kV R2k−2,i
k−1V R2k−2,Γ(ω, z,Qk−1z ) ∈ C/iR = R,
for some z ∈ H. Then
1
2
G
H/Γ
k (z, z0) =
(−1)k−1
(k − 1)! ℜI
ikV R2k−2,i
k−1V R2k−2,Γ(ω, z,Qk−1z ).
Proof. We note that Theorem 1.3.4 can be applied since
(i) The class of ω in H1(Γ, V2k−2/A) is trivial by the third property of the function
g
H/Γ
k,z0
(z).
(ii) The whole homology group H0(Γ, B) is trivial because k > 1.
We can put
IA,Γ(z) = (−1)k−1(k − 1)! 1
2
G
H/Γ
k,z0
(z)
because of Proposition 1.5.2. This implies that
Ii
kV R2k−2,i
k−1V R2k−2,Γ(ω, z,Qk−1z )
≡ (−1)k−1(k − 1)!
(
1
2
G
H/Γ
k,z0
(z), Qk−1z
)
mod C/iR,
so the statement follows from the identity
(G
H/Γ
k,z0
(z), Qk−1z ) = G
H/Γ
k (z, z0),
which was proved in Section 1.2.
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Let us use Theorem 1.5.3 to compute the residues of the form
ω = (X − z)2k−2gH/Γk,z0 (z)dz.
The residue at z = z0 can be computed as follows:
res(X − z)2k−2Qz0(z)−kdz = res
(X − z)2k−2(z0 − z¯0)k
(z − z0)k(z − z¯0)k dz
= res
(X − z0 − (z − z0))2k−2
(z − z0)k(1 + z−z0z0−z¯0 )k
dz,
so we have to compute the residue of the following Laurent series∑
i,j
(−1)i+j
(
2k − 2
i
)(
k + j − 1
j
)
(X − z0)i(z − z0)k−2−i+j(z0 − z¯0)−jdz.
This gives (recall that m is the order of the stabilizer of z0.
(−1)k−1
∑
j
(
2k − 2
k + j − 1
)(
k + j − 1
j
)
(X − z0)k+j−1(z0 − z¯0)−j
= (−1)k−1
(
2k − 2
k − 1
)∑
j
(
k − 1
j
)
(X − z0)k+j−1(z0 − z¯0)−j
= (−1)k−1
(
2k − 2
k − 1
)
(X − z0)k−1(X − z¯0)k−1
(z0 − z¯0)k−1 = (−1)
k−1
(
2k − 2
k − 1
)
Qk−1z0 .
Therefore we obtain
resω = m
(2k − 2)!
(k − 1)! Q
k−1
z0 .
This suggests that if z0 is a CM point we should put
A = 2πi
(2k − 2)!
(k − 1)! D
1−k
2
0 V
Z
2k−2,
where D0 is the discriminant of z0. Note that A ⊂ ikV R2k−2 and the integrals of ω
along small loops around z0 are still in A.
Suppose z is also a CM point. Then we may refine B in the following way:
B = D
1−k
2 V Z2k−2.
We still have Qk−1z ∈ B.
Consider the groups H0(Γ, B) and H
1(Γ, V2k−2/A). Since H0(Γ, V2k−2) = 0 and
B is finitely generated over Z and spans V2k−2 over C, H0(Γ, B) is a finite group.
The form ω defines certain class in H1(Γ, V2k−2/A), which is cuspidal. We have a
direct sum decomposition V2k−2 = ikV R2k−2 ⊕ ik−1V R2k−2 and A ⊂ ikV R2k−2. Therefore
V2k−2/A = ikV R2k−2/A ⊕ ik−1V R2k−2. By Proposition 1.5.2 the second component of
the class of ω is trivial, but there is no reason, in general, for the class in ikV R2k−2/A
to be trivial. However the following proposition says
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Proposition 1.5.5. Suppose there are no cusp forms for the group Γ of weight 2k.
Then the group of classes in ikV R2k−2/A which are cuspidal is a finite group.
Proof. The Γ-module ikV R2k−2/A can be obtained from the Γ-module V
Z
2k−2 by ex-
tension of scalars. Since the corresponding cuspidal cohomology group of V Z2k−2 is
finite, the statement follows.
Suppose there are no cusp forms for the group Γ of weight 2k. Let NA be the
exponent of the finite group in the proposition above. Let NB be the exponent of
H0(Γ, B). Then applying Theorem 1.3.4 to NAω and NBQ
k−1
z we obtain an element
IA,B,Γ(NAω, z,NBQ
k−1
z ) ∈ C/(A,B).
Note that
(A,B) ⊂ 2πi(D0D)
1−k
2 m
(2k − 2)!
(k − 1)! 〈V
Z
2k−2, V
Z
2k−2〉.
It is easy to see that
〈V Z2k−2, V Z2k−2〉 ⊂
(k − 1)!
(2k − 2)!Z.
Therefore
(A,B) ⊂ 2πi(D0D)
1−k
2 Z.
Let us denote N = NANB(k − 1)!. Then we may define
Ĝ
H/Γ
k (z, z0) =
(−1)k−1
N
IA,B,Γ(NAω, z,NBQ
k−1
z ) ∈ C/2πi(D0D)
1−k
2
1
N
Z.
This construction proves the following
Corollary 1.5.6. Let Γ be a congruence subgroup of PSL2(Z), k > 1 an integer
such that there are no cusp forms of weight 2k for Γ. Let NA be the exponent of the
group H1parabolic(Γ, V
Q/Z
2k−2), and NB be the exponent of the group H0(Γ, V
Z
2k−2), N =
NANB(k − 1)!. Then for any two non-equivalent CM points z1, z2 of discriminants
D1, D2 the pair NA(X− z)2k−2gH/Γk,z1 dz, NBQk−1z2 satisfies the conditions of Theorem
1.3.4 for A = 2πi (2k−2)!(k−1)! D
1−k
2
1 V
Z
2k−2, B = D
1−k
2
2 V
Z
2k−2. The corresponding value
Ĝ
H/Γ
k (z1, z2) =
(−1)k−1
N
IA,B,Γ(NA(X − z)2k−2gH/Γk,z1 (z)dz, z2, NBQk−1z2 )
is defined modulo 2πi 1NZ and its real part equals
1
2G
H/Γ
k (z1, z2).
The algebraicity conjecture was formulated in [GZ86] (p. 317) and extended in
[GKZ87] (p. 556). In the case when there are no cusp forms it says the following:
Conjecture (1). Suppose there are no cusp forms of weight 2k for Γ. Then for any
two CM points z1, z2 of discriminants D1, D2 there is an algebraic number α such
that
G
H/Γ
k (z1, z2) = (D1D2)
1−k
2 log α.
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We can refine the conjecture now:
Conjecture (2). Suppose there are no cusp forms of weight 2k for Γ. Then for any
two CM points z1, z2 of discriminants D1, D2 there is an algebraic number α such
that
(D1D2)
k−1
2 Ĝ
H/Γ
k (z1, z2) = logα mod
2πi
N
Z.
The second version of the conjecture is stronger since it gives not only the abso-
lute value of α, but also its argument.
Remark 1.5.1. The conjecture as it is formulated in [GZ86] and [GKZ87] is more
general since it also deals with the case when there are cusp forms of weight 2k for Γ.
It is not difficult to extend Corollary 1.5.6 and Conjecture (2) to the more general
case.
Both ways to define IA,B,Γ (see Theorem 1.3.4) are useful. The first way, which
was also explained in the introduction, shows that for a given CM point z0 for any
invariant V2k−2/ 1NAA -valued function g such that
dg = (X − z)2k−2gH/Γk,z0 (z)dz,
one has
Ĝ
H/Γ
k (z, z0) ≡
(−1)k−1
(k − 1)! (g,Q
k−1
z ) mod 2πi(D0D)
1−k
2
1
N
Z.
This gives us a way to prove the conjecture. Namely, the idea is to construct some
function g such that g satisfies the condition above and (g,Qk−1z ) can be computed
algebraically. Later we will indeed construct such g for the point z0 = i using
Abel-Jacobi maps for higher Chow groups.
The second way is to represent Qk−1z as a sum
Qk−1z =
n∑
i=1
(γiui − ui) for γi ∈ Γ, ui ∈ 1
NB
B,
and then put
Ĝ
H/Γ
k (z, z0) ≡
(−1)k−1
(k − 1)!
n∑
i=1
(∫ γ−1i z
z
(X − z)2k−2gH/Γk,z0 (z)dz, ui
)
mod 2πi(D0D)
1−k
2
1
N
Z.
This approach provides a way to compute Ĝ
H/Γ
k (z, z0) approximately by numerical
integration and proves the following important fact:
Theorem 1.5.7. Let Γ be a congruence subgroup of PSL2(Z), k > 1 an integer such
that there are no cusp forms of weight 2k for Γ. Then for any two non-equivalent
CM points z1, z2 the value Ĝ
H/Γ
k (z1, z2) is a period (see [KZ01]).
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Chapter 2
Higher Chow groups and
Abel-Jacobi maps
In this chapter we assume X is a smooth projective variety over C and k is an
integer. We give definition of the first higher Chow group CHk(X, 1) as the group
of cycles modulo the group of boundaries. The cycles are formal sums∑
i
(Wi, fi)
where each Wi is a subvariety of codimension k − 1 in X and each fi is a non-
zero rational function on Wi such that the sum of divisors of fi is 0 as a cycle of
codimension k. The boundaries are cycles which can be constructed from pairs of
functions (f, g) as (div f, g)− (div g, f) (see Section 2.3 for details).
In Section 2.4 we give a construction of the Abel-Jacobi map from the first
higher Chow group to the quotient of the cohomology group H2k−2(X,C) by a
certain subspace and a certain lattice. The subspace is the k-th step in the Hodge
filtration and the lattice is the integral cohomology. We prove that the definition
does not depend on various choices in the remaining part of Section 2.4.
It is clear that it makes sense to consider the pairing of the value of the Abel-
Jacobi map with the cohomology class of an ordinary cycle Z (linear combination
of irreducible subvarieties) of the “complementary dimension” (dimension is k− 1).
This gives a complex number defined up to an integer. In Section 2.5, Theorem 2.5.1,
we prove that the resulting number times 2πi is the logarithm of the intersection
number, which can be computed explicitly as the product over the intersection points
of Z and Wi of values of fi over all i (taking multiplicities into account). Although
this statement follows from compatibility of Abel-Jacobi maps with intersection
products, we give two independent proofs. One uses currents, and another uses
relative cohomology and a construction of logarithmic representatives of fundamental
classes in relative cohomology.
2.1 Notation
The symbol “i” denotes
√−1 to distinguish it from “i”, which will usually be used
as an index.
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2.2 The Hodge theory
Let X be a smooth projective variety over C. For each k we denote the sheaf of
smooth k-forms by A kX . We have the usual decomposition
A
k
X =
⊕
p+q=k
A
p,q
X ,
where A p,qX is the sheaf of smooth (p, q)-forms on X. We have the Hodge filtration
on A kX defined as
F jA kX :=
⊕
p+q=k, p≥j
A
p,q
X .
One can compute the cohomology groups of X by taking the cohomology of the
complex of global forms:
Hk(X,C) = Hk(A •(X)),
where for a sheaf F and an open set U F(U) denotes the sections of the sheaf over
U and we omit the subscript X when we write A •(X). One obtains the Hodge
filtration on Hk(X,C) as the one induced by the filtration on A kX , i.e.
F jHk(X,C) =
Ker(d : A k(X) −→ A k+1(X)) ∩ F jA k(X)
Im(d : A k−1(X) −→ A k(X)) ∩ F jA k(X) .
By the Hodge theory there is a canonical decomposition
Hk(X,C) =
⊕
p+q=k
Hp,q(X,C)
with
F jHk(X,C) =
⊕
p+q=k, p≥j
Hp,q(X,C).
We will frequently use the following consequence of the Hodge theory:
Proposition 2.2.1. If ω ∈ F jA k(X) is exact, i.e. there exists η ∈ A k−1(X) with
dη = ω, then ω = dη′ for some η′ ∈ F jA k−1(X).
Proof. Let
ω =
∑
p+q=k, p≥j
ωp,q, η =
∑
p+q=k−1
ηp,q, ωp,q, ηp,q ∈ A p,q(X).
Put
η# =
∑
p+q=k−1, p≥j
ηp,q.
Then the following form is exact:
ω# = ω − dη# = ωj,k−j − ∂¯ηj,k−j−1.
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Since dω = 0 and ω ∈ F jA k(X) we have ∂¯ωj,k−j = 0. Therefore ∂¯ω# = 0, so
ω# gives some class in the Dalbeaut cohomology group Hj,k−j
∂¯
(X) ∼= Hj,k−j(X,C).
This class is trivial because of the Hodge decomposition and the fact that the class
of ω# is trivial in Hk(X,C). Hence ω# = ∂¯η′ for some η′ ∈ A p,q−1(X). This implies
that ω − d(η# + η′) ∈ F j+1A k(X), so we can use induction on j to complete the
proof.
Note that there is a canonical homomorphism
ι : Hk(X,Z) −→ Hk(X,C).
To simplify the notation we will sometimes write
Hk(X,Z) ∩ F jHk(X,C), Hk(X,Z) + F jHk(X,C),
respectively, instead of
Hk(X,Z) ∩ ι−1(F jHk(X,C)), Hk(X,Z) + ι(F jHk(X,C)).
2.3 Higher Chow groups
Let X be a smooth complex projective variety of dimension n. Recall that the
ordinary Chow group CHk(X) of codimension k cycles is the quotient group
CHk(X) := Zk(X)/Bk(X),
where Zk(X) is the free abelian group generated by irreducible algebraic subvarieties
of X of codimension k and Bk(X) is the subgroup generated by principal divisors
on subvarieties of X of codimension k − 1.
To define the first higher Chow group CHk(X, 1) (see [GL00]) consider the group
Ck(X, 1) which is the free abelian group generated by pairs (W,f), where W is an
irreducible algebraic subvariety of X of codimension k−1 and f is a non-zero rational
function on W , modulo the relations
(W,f1f2) = (W,f1) + (W,f2),
where f1 and f2 are two rational functions on W . The group Z
k(X, 1) is defined to
be the kernel of the map
Ck(X, 1) −→ Bk(X)
sending (W,f) to div f , the divisor of f . Define the group Bk(X, 1) as the subgroup
of Zk(X, 1) generated by elements of the form
(div g, h|div g) − (div h, g|div h),
where g, h are non-zero rational functions on some V ⊂ X of codimension k − 2
whose divisors have no component in common. Here we extend the notation (W,f)
to linear combinations of subvarieties, i.e. ifW =
∑
j njWj is a linear combination of
irreducible subvarieties with integer coefficients and f is a non-zero rational function
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on some bigger subvariety which restricts to a non-zero rational function on each
Wj , then
(W,f) :=
∑
j
(Wj , f
nj |Wj).
We put
CHk(X, 1) := Zk(X, 1)/Bk(X, 1)
so that any element of CHk(X, 1) has the form∑
i
(Wi, fi),
where ∑
i
div fi = 0.
Example 2.3.1. If k = 1 then the corresponding higher Chow group is simply the
multiplicative group of complex numbers, CH1(X, 1) = C×.
Example 2.3.2. The group CHn+1(X, 1) is generated by pairs (W,f) where W is
a point and f is a non-zero complex number. In fact one can see that there is a
surjective homomorphism of abelian groups
CHn(X) ⊗ C× −→ CHn+1(X, 1).
Using the Weil reciprocity law one can also check that there exists a homomorphism
from CHn+1(X, 1) to C× which sends (W,f) to f .
2.4 The Abel-Jacobi map
2.4.1 Abel-Jacobi for the ordinary Chow group
Recall that for the ordinary Chow group we have the cycle class map
clk : CHk(X) −→ H2k(X,Z) ∩ F kH2k(X,C),
which sends V , a subvariety of codimension k, to its class
[V ] ∈ H2n−2k(X,Z) ∼= H2k(X,Z).
Denote by CHk(X)0 the kernel of cl
k. We have the Abel-Jacobi map
AJk : CHk(X)0 −→ H
2k−1(X,C)
F kH2k−1(X,C) +H2k−1(X,Z)
.
This is defined as follows. Let γ be an algebraic cycle of codimension k whose
homology class is 0. It follows that γ = ∂ξ for some 2n − 2k + 1-chain ξ. Choosing
such ξ we obtain a linear functional on the space of 2n − 2k + 1-forms given by
integrating a form against ξ.
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Let us show that this defines a linear functional on Fn−k+1H2n−2k+1. Indeed, if
ω is an exact form from Fn−k+1A 2n−2k+1 then ω = dη for η ∈ Fn−k+1A 2n−2k by
Hodge theory. Hence ∫
ξ
ω =
∫
γ
η
is zero.
Choosing another ξ′ such that ∂ξ′ = γ we have ξ−ξ′ closed, so the corresponding
functionals for ξ and ξ′ differ by the functional induced by the corresponding element
of H2n−2k+1(X,Z). So we obtain a map
AJk : CHk(X)0 −→ (F
n−k+1H2n−2k+1(X,C))∗
H2n−2k+1(X,Z)
∼= H
2k−1(X,C)
F kH2k−1(X,C) +H2k−1(X,Z)
.
2.4.2 Abel-Jacobi for the first higher Chow group
Let x represent an element of CHk(X, 1), k ∈ Zi(X, 1) i.e.
x =
∑
i
(Wi, fi)
with ∑
i
div fi = 0.
We denote the corresponding element in CHk(X, 1) by [x]. We choose a path
[0,∞] ⊂ CP1. Let us denote
γi = f
∗
i [0,∞],
which is a 2n− 2k+1-chain on X whose boundary is − div fi. This implies that the
chain
γ =
∑
i
γi
is a cycle. By the Poincare´ duality γ has a class [γ] ∈ H2k−1(X,Z).
Proposition 2.4.1. The map x→ [γ] defines a cycle class map
clk,1 : CHk(X, 1) −→ H2k−1(X,Z) ∩ F kH2k−1(X,C).
Proof. We have to check two things:
(i) For any x ∈ Zk(X, 1) the image of [γ] belongs to F kH2k−1(X,C).
(ii) If x = (div g, h|div g) − (div h, g|div h) for V , g and h as in the definition of
Bk(X, 1) in Section 2.3, then γ is homologically trivial.
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For (i) it is enough to prove that the pairing of γ with any element of Fn−k+1H2n−2k+1(X,C)
is zero. Take a closed form ω ∈ Fn−k+1A 2n−2k+1(X). Recall that∫
γ
ω =
∑
i
∫
γi
ω.
Let n(γi) be a small tubular neighborhood of γi in Wi. Then, up to terms which
tend to 0 as the radius of the neighborhood tends to 0, we have∫
γi
ω =
1
2πi
∫
∂n(γi)
ω log fi = − 1
2πi
∫
Wi−n(γi)
d(ω log fi)
= − 1
2πi
∫
Wi−n(γi)
dfi
fi
∧ ω.
The form in the last integral belongs to Fn−k+2A 2n−2k+2 and Wi has complex
dimension n− k + 1, so the integral is zero.
For proving (ii), if x = (div g, h|div g) − (div h, g|div h), then the chain −(g ×
h)∗([0,∞]× [0,∞]) has boundary γ.
On the other hand since complex conjugation acts trivially on the groupH2k−1(X,Z)
and
F kH2k−1(X,C) ∩ F kH2k−1(X,C) = {0},
we have the following
Proposition 2.4.2. For any [x] ∈ CHk(X, 1) the class clk,1[x] is torsion.
Thus the cycle class map is a map
clk,1 : CHk(X, 1) −→ H2k−1(X,Z)tors.
Let us denote the kernel of this map by CHk(X, 1)0. To construct the Abel-Jacobi
map
AJk,1 : CHk(X, 1)0 −→ H
2k−2(X,C)
F kH2k−2(X,C) + 2πiH2k−2(X,Z)
we first identify
H2k−2(X,C)
F kH2k−2(X,C) + 2πiH2k−2(X,Z)
∼= (F
n−k+1H2n−2k+2(X,C))∗
2πiH2k−2(X,Z)
.
If [x] ∈ CHk(X, 1)0 with x ∈ Zk(X, 1) then γ = ∂ξ for some 2n − 2k + 2-chain ξ.
Then for any ω ∈ Fn−k+1A 2n−2k+2(X) with dω = 0 we take the following number:
〈AJk,1[x], [ω]〉 =
∑
i
∫
Wi\γi
ω log fi + 2πi
∫
ξ
ω, (*)
where the logarithm on CP1 is defined using the cut along the chosen path [0,∞].
To prove that this correctly defines a map
AJk,1 : CHk(X, 1)0 −→ F
n−k+1H2n−2k+2(X,C)∗
2πiH2k−2(X,Z)
we need to show that the construction does not depend on the following choices:
37
• the choice of the path [0,∞];
• the choice of the branch of the logarithm on CP1 − [0,∞];
• the choice of the representative of x, which is defined up to an element of
Bk(X, 1);
• the choice of ξ, which is defined up to a 2n − 2k + 2-cycle;
• the choice of ω, which is defined up to a coboundary.
We prove this in a series of propositions.
Proposition 2.4.3. The value of (*) does not depend on the choice of the path
[0,∞].
Proof. Let p and p′ be two different paths on CP1 from 0 to ∞. Let
γi = f
∗
i p, γ
′
i = f
∗
i p
′,
γ =
∑
i
γi, γ
′ =
∑
i
γ′i.
Choose a 2-chain q on CP1 whose boundary is p′ − p, let
ηi = f
∗
i q, η =
∑
i
ηi.
We choose ξ such that ∂ξ = γ and put ξ′ = ξ+ η so that ∂ξ′ = γ′. Let l be a branch
of the logarithm on CP1 − p. Then the function
l′(t) = l(t)− 2πi1q(t)
is a branch of the logarithm on CP1 − p′, where 1q is the characteristic function of
q. Then we compare∑
i
∫
Wi−γ′i
ω l′(fi)−
∑
i
∫
Wi−γi
ω l(fi) = −2πi
∫
η
ω,∫
ξ′
ω −
∫
ξ
ω =
∫
η
ω,
so the value of (*) does not change.
Remark 2.4.1. In fact this proof also shows that we can even vary each γk as long
as its class in the homology H2n−2k+1(Wi, |div fi|) remains constant.
Proposition 2.4.4. Changing the branch of the logarithm changes the value of (*)
by an element from 2πiH2k−2(X,Z).
Proof. Changing the branch of the logarithm amounts to adding 2πim for m ∈ Z,
which changes the value of (*) by
2πim
∑
i
∫
Wi
ω,
which is a functional induced by the image of mWi in H
2k−2(X,Z).
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Proposition 2.4.5. If
x = div g ⊗ h|div g − div h⊗ g|div h,
for V , g and h as in the definition of Bk(X, 1) in Section 2.3, then the value of (*)
is zero.
Proof. We may take
ξ = −(g × h)∗([0,∞] × [0,∞])
since
∂([0,∞] × [0,∞]) = [0,∞]× ([0] − [∞]) − ([0]− [∞])× [0,∞].
Inside V we consider div g which has real codimension 2 and γh = h
∗[0,∞] which
has real codimension 1. Consider a small neighborhood of the divisor of g which we
denote by n(div g) and a small neighborhood of γg which we denote by n(γg). We
will use corresponding notation for h, i.e. n(div h) and n(γh). Then we may rewrite∫
div g−γh
ω log h =
1
2πi
∫
∂n(div g)∩n(γh)c
dg
g
∧ ω log h.
Take a chain S = V ∩ n(div g)c ∩ n(γh)c. Then
∂S = −∂n(div g) ∩ n(γh)c − ∂n(γh) ∩ n(div g)c,
so using the Stokes formula we obtain
−
∫
∂n(div g)∩n(γh)c
dg
g
∧ ω log h−
∫
∂n(γh)∩n(div g)c
dg
g
∧ ω log h =
∫
S
dh
h
∧ dg
g
∧ ω.
Since ω ∈ Fn−k+1A 2n−2k+2(X), dhh ∧ dgg ∧ω ∈ Fn−k+3A 2n−2k+4(S) and its integral
is zero because S ⊂ V , which is a n− k + 2-dimensional complex variety. Hence∫
div g−γh
ω log h = − 1
2πi
∫
∂n(γh)∩n(div g)c
dg
g
∧ ω log h = −
∫
γh∩n(div g)c
dg
g
∧ ω.
We apply the Stokes formula again for T = γh ∩ n(γg)c and ω log g. We have
∂T = − div h ∩ n(γg)c − (∂n(γg) ∩ γh),
so
−
∫
div h∩n(γg)c
ω log g −
∫
∂n(γg)∩γh
ω log g =
∫
γh−n(div g)
dg
g
∧ ω.
This implies that∫
div g−γh
ω log h−
∫
div h−γg
ω log g =
∫
∂n(γg)∩γh
ω log g = 2πi
∫
γg∩γh
ω.
Since ξ = −γg ∩ γh the statement follows.
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Proposition 2.4.6. Changing ξ by a 2n − 2k + 2-cycle changes the value of the
functional (*) by an element of 2πiH2k−2(X,Z).
Proof. This is clear.
Proposition 2.4.7. Changing ω by a coboundary does not change the value of the
functional (*).
Proof. Indeed, if ω is a coboundary, then ω = dη with η ∈ Fn−k+1A (X) by the
Hodge theory. This implies
(∗) =
∑
i
∫
Wi−γi
d(η log fi) −
∑
i
∫
Wi−γi
dfi
fi
∧ η + 2πi
∫
γ
η.
Since dfifi ∧ η ∈ Fn−i+2A (X) and Wi is a n − k + 1-dimensional complex variety,
the second summand is zero. Applying the Stokes formula to the first summand we
obtain ∑
i
∫
Wi−γi
d(η log fi) = −
∑
i
∫
∂n(γi)
η log fi = −2πi
∑
i
∫
γi
η,
where n(γi) denotes a small neighborhood of γi insideWi. Hence the statement.
2.5 Special values of the Abel-Jacobi map
Let x =
∑
i(Wi, fi) represent an element [x] ∈ CHk(X, 1)0. Then
AJk,1[x] ∈ F
n−k+1H2n−2k+2(X,C)∗
2πiH2k−2(X,Z)
.
Given a subvariety Z ⊂ X of codimension n − k + 1 we may consider cln−k+1 Z ∈
H2n−2k+2(X,Z) ∩ Fn−k+1H2n−2k+2(X,C). Then
(AJk,1[x], cln−k+1 Z) ∈ C/2πiZ,
so this number can be written as log α for a unique α ∈ C. We now show how to
construct this number in a different way. Consider the cycle S ⊂ X which is the
union of all |div fi| and singular parts of Wi. We say that Z intersects x properly
if Z properly intersects S and all Wi. This means that Z does not intersect S
and intersects each Wi in several points. Note that by the Moving Lemma for any
given Z there exists Z ′ which is rationally (hence homologically) equivalent to Z
and intersects x properly. One defines the intersection number
x · Z =
∏
i
∏
p∈Wi∩Z
fi(p)
ordp(Wi·Z).
Theorem 2.5.1. Let x =
∑
i(Wi, fi) be a representative of [x] ∈ CHk(X, 1)0. Let
Z ⊂ X be a smooth subvariety of dimension k − 1 intersecting x properly. Then
(AJk,1[x], cln−k+1 Z) ≡ log(x · Z) mod 2πi.
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Proof. By the definition (*) of AJk,1 we have
(AJk,1[x], cln−k+1Z) =
∑
i
∫
Wi\γi
ω log fi + 2πi
∫
ξ
ω,
where ω ∈ Fn−k+1A 2n−2k+2(X) is a form whose class [ω] equals to the Poincare´
dual of the class [Z] ∈ H2k−2(X,Z).
The current
ω − δZ .
is homologically trivial since both ω and δZ represent the same class in the coho-
mology. Hence there exists a current η ∈ Fn−k+1D2n−2k+1(X), smooth outside |Z|,
such that
dη = ω − δZ .
If we denote by η0 the corresponding form on X \ |Z|,
η0 ∈ Fn−k+1A 2n−2k+1(X \ |Z|),
we obtain an identity
dη0 = ω,
which is true outside |Z|.
In the definition of the Abel-Jacobi map we choose γk and ξ to be transversal to
|Z|. This means that γk does not intersect |Z| for each k and ξ intersects |Z| only
in several points.
Choosing small neighborhoods of |div fi|, |Z|∩Wi, γi insideWi and |Z|∩ξ inside
ξ and denoting them by n(div fi), n(|Z| ∩Wi), n(γi), n(|Z| ∩ ξ) respectively we may
write∑
i
∫
Wi\(n(γi)∪n(|Z|∩Wi))
ω log fi + 2πi
∫
ξ\n(|Z|∩ξ)
ω =
∑
i
∫
Wi\(n(γi)∪n(|Z|∩Wi))
dη0 log fi + 2πi
∫
ξ\n(|Z|∩ξ)
dη0.
We transform the second term into
2πi
∫
γ
η0 − 2πi
∫
∂n(|Z|∩ξ)
η0
and the i-th summand in the first term into
−
∫
∂n(γi)
η0 log fi −
∫
∂n(|Z|∩Wi)
η0 log fi −
∫
Wi\(n(γi)∩n(|Z|∩Wi))
dfi
fi
∧ η0,
where the last term equals to 0 because dfifi ∧ η0 ∈ Fn−k+2A 2n−2k+2.
Consider the integral ∫
∂n(|Z|∩Wi)
η0 log fi.
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Let p be an intersection point of |Z| and Wi. Then there is a neighborhood U of
p which is analytically isomorphic to the product of open balls BW and BZ , and
Wi∩U maps to BW ×{0}, |Z|∩U maps to {0}×BZ . Let n(|Z|∩Wi) have only one
connected component in U and this is DW × {0} where DW ⊂ BW is a closed ball.
We extend fi to U by means of the projection U −→ BW . Let χε(t) be a family of
smooth functions on R which approximate δ0 as in [GH78]. For any current T on U
we put
Tε = T ∗ (χ2nε )
where ∗ denotes the convolution and
χ2nε (w1, . . . , w2n−2k+2, b1, . . . , b2k−2)
= χε(w1) . . . χε(w2n−2k+2)χε(b1) . . . χε(b2k−2).
Then ∫
∂DW×{0}
η0 log fi = lim
ε→0
∫
U
(δ∂DW×{0})ε ∧ η0 log fi
since η0 is smooth outside {0} ×BZ . Applying the identity
(δ∂DW×{0})ε = −d(δDW×{0})ε
the last expression equals to
− lim
ε→0
∫
U
d(δDW×{0})ε ∧ η0 log fi = limε→0 (η0 log fi, d(δDW×{0})ε),
where we treat η0 log fi as a current and d(δDW×{0})ε as a form. This is, by the
definition of the differential for currents,
lim
ε→0
(d(η0 log fi), (δDW×{0})ε).
Now we expand
d(η0 log fi) = (ω − δZ) log fi + dfi
fi
∧ η0,
thus obtaining
lim
ε→0
((ω − δZ) log fi + dfifi ∧ η0, (δDW×{0})ε)
=
∫
DW×{0}
ω log fi − log fi(p) · ordp(Z ·Wi) + lim
ε→0
(dfifi ∧ η0, (δDW×{0})ε),
the last summand being zero because
η0 ∈ Fn−k+1D2n−2k+1, (δDW×{0})ε ∈ F k−1A 2k−2.
Note that when the radius of the ball DW tends to zero the first summand tends to
zero, so can be neglected. Therefore the limit value of∫
∂n(|Z|∩Wi)
η0 log fi
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is
−
∑
p∈Wi∩|Z|
log fi(p) · ordp Z.
The sum ∑
i
∫
∂n(γi)
η0 log fi
annihilates (in the limit) the integral
2πi
∫
∂ξ
η0.
The remaining summand
−2πi
∫
∂n(|Z|∩ξ)
η0
tends to 2πi times the intersection number of Z and ξ according to a reasoning
similar to the one used above.
2.5.1 Construction of the fundamental class
We would like to produce another proof of this theorem without the use of currents.
For this we recall some cohomology constructions. What follows can be done for
any smooth variety X over C.
Let Ω•X be the holomorphic de Rham complex of X. For any integer j denote
by F jΩ•X the subcomplex
F jΩiX =
{
0 if i < j,
ΩiX if i ≥ j.
There are natural maps F jΩ•X → Ω•X and F jΩ•X → ΩjX .
Let Y ⊂ X be a smooth subvariety of codimension j. Recall the construction of
the fundamental class of Y in H2jY (X,F
jΩ•X) (see [Gro62], Expose´ 149 and [Blo72]).
We first construct the Hodge class cH(Y ) ∈ HjY (X,ΩjX). There is a spectral
sequence
Ep,q2 = H
p(X,H qY (Ω
j
X)) ⇒ Hp+qY (X,ΩjX).
Since ΩjX is locally free H
q
Y (Ω
j
X) = 0 for q < j. This implies that
HjY (X,Ω
j
X) = Γ(X,H
j
Y (Ω
j
X)).
Let V be an open subset of X on which Y is a complete intersection, so there
exist regular functions f1, f2,. . . , fj on V which generate the ideal of Y ∩ V . Put
Vi = V \ {fi = 0}. Then Vi form a covering of V \ (V ∩ Y ). So we can consider the
Cˇech cohomology and the section
(2πi)−j
df1
f1
∧ . . . dfj
fj
∈ Γ(
⋂
Vi,Ω
j
X)
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produces an element ofHj−1(V \(V ∩Y ),ΩjX). We obtain an element ofHjV ∩Y (V,ΩjX)
by applying the boundary map of the long exact sequence
. . . −→ Hj−1(V \ (V ∩ Y ),ΩjX) −→ HjV ∩Y (V,ΩjX) −→ Hj(V,ΩjX) −→ . . . .
This element is a section of the sheaf H jY (Ω
j
X) over V . These local sections glue
together to produce a global section
cH(Y ) ∈ HjY (X,ΩjX).
The differential d : ΩjX → Ωj+1X induces the differential on cohomology d :
HjY (X,Ω
j
X)→ HjY (X,Ωj+1X ). We have dcH(Y ) = 0 since for V , fi as above
d
(
(2πi)−j
df1
f1
∧ . . . dfj
fj
)
= 0.
There is a spectral sequence for the hypercohomology
Ep,q2 = H
p(HqY (X,F
jΩ•X)) ⇒ Hp+qY (X,F jΩ•X),
which shows that
H2jY (X,F
jΩ•X) = H
j(HjY (X,F
jΩ•X))
= Ker(d : HjY (X,Ω
j
X)→ HjY (X,Ωj+1X )).
Therefore the natural map H2jY (X,F
jΩ•X)→ HjY (X,ΩjX ) is an injection and cH(Y )
lifts to a unique cF (Y ) ∈ H2jY (X,F jΩ•X). The natural map
H2jY (X,F
jΩ•X) −→ H2jY (X,Ω•X ) ∼= H2jY (X,C)
sends cF (Y ) to an element cDR(Y ) ∈ H2jY (X,C).
We will prove now that cDR(Y ) is the Thom class of Y , i.e. that its value
on a class in H2j(X,X \ Y ) equals to the intersection number of this class with
Y . Since the real codimension of Y is 2j, H pY (C) = 0 for p < 2j. Therefore
H2jY (X,C) = Γ(X,H
2j
Y (C)) and c
DR(Y ) can be described locally. Let V be a
neighborhood of X which is isomorphic to a product of unit disks, V ∼= Dn, and
such that V ∩Y is given by equations zi = 0 for i = 1, . . . j, where zi is the coordinate
on i-th disk. Then
H2jY ∩V (V,C) = H
2j(Dn, (Dj \ {0}j)× Dn−j; C) = C.
So to evaluate the restriction cDR(Y )|V it is enough to evaluate cDR(Y )|V on the
generator of the homology H2j(Dn, (Dj \ {0}j)×Dn−j;C), the transverse class Dj ×
{0}n−j . Since the class cH(Y )|V is coming from the boundary map Hj−1((Dj \
{0}j)× Dn−j,Ωj)→ Hj(Dn, (Dj \ {0}j)× Dn−j; Ωj)
〈cDR(Y )|V ,Dj × {0}n−j〉 = 〈cH(Y )|V ,Dj × {0}n−j〉 = 〈c0, ∂(Dj × {0}n−j)〉,
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where c0 is the corresponding class in H
j−1((Dj \ {0}j) × Dn−j,Ωj). The class c0,
in its turn, comes from the map
H0(Dj0 × Dn−j,Ωj) −→ Hj−1((Dj \ {0}j)× Dn−j,Ωj).
This map comes from Cˇech cohomology and can also be constructed using successive
application of Mayer-Vietoris exact sequences. Hence we have the dual map in
homology
H2j−1((Dj \ {0}j)× Dn−j,C) −→ Hj(Dj0 × Dn−j,C)
and one can see that the image of ∂(Dj × {0}n−j) under this map is Sj × {0}n−j ,
where S is the unit circle. Indeed, let
Uk = D
k
0 × (Dj−k \ {0}j−k)× {0}n−j .
Then U0 = (Dj \ {0}j and Uj−1 = Dj0 × Dn−j. Put
X1k = D
k
0 × Dj−k × {0}n−j , X2k = Dk−10 × D× (Dj−k \ {0}j−k)× {0}n−j .
Then
X1k ∩X2k = Uk, X1k ∪X2k = Uk−1,
so there is a boundary map in the Mayer-Vietoris sequence associated to X1k , X
2
k
which goes from H2j−k(Uk−1) to H2j−k−1(Uk). We are going to show, by induction,
that the k-th iterated image of ∂(Dj × {0}n−j) under these maps is
Sk × ∂(Dj−k)× {0}n−j ∈ H2j−k−1(Uk,C).
The boundary map in the Mayer-Vietoris sequence can be decomposed (see [Dol80],
p. 49) as
H2j−k(Uk−1) −→ H2j−k(Uk−1,X2k) ∼= H2j−k(X1k , Uk) −→ H2j−k−1(Uk).
Writing
Sk−1 × ∂(Dj−k+1)× {0}n−j = Sk ×Dj−k × {0} + Sk−1 × D× ∂(Dj−k)× {0}n−j
we see that the second summand is contained in X2k , so is trivial in homology group
H2j−k(Uk−1,X2k ). The first summand belongs to H2j−k(X
1
k , Uk), so it remains to
take its boundary, which is exactly Sk × ∂(Dj−k)× {0}n−j .
Therefore
〈c0, ∂(Dj × {0}n−j)〉 =
∫
Sj
(2πi)−j
dz1
z1
∧ . . . dzj
zj
= 1,
which means that the constructed class cDR(Y ) is indeed the Thom class of Y .
It is clear now that the following theorem is true:
Theorem 2.5.2. Let X be a smooth variety over C of dimension n. Let Y ⊂ X be
a smooth closed subvariety of X of codimension j. Then there is a class cF (Y ) ∈
H2jY (X,F
jΩ•X) which satisfies the following conditions:
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(i) The image cDR(Y ) of cF (Y ) in H2jY (X,C) is the Thom class of Y .
(ii) The class cH(Y ), which is the image of cF (Y ) in HjY (X,Ω
j
X ), is logarithmic,
i.e. for any open set V ⊂ X and a holomorphic function f on V which is zero
on Y ∩ V the product f · cH(Y )|V is 0.
We extend the definition of cF , cDR, cH to formal linear combinations of subva-
rieties in the obvious way.
2.5.2 Dolbeault local cohomology
We show how to interpret the results of the previous section using smooth forms. For
this we show how local cohomology can be computed using Dolbeault resolutions.
LetX be a smooth variety over C and Y be a subvariety of codimension j, U = X\Y .
Let  be the inclusion U → X.
Proposition 2.5.3. Let S be a soft sheaf on X which locally has no nonzero sections
supported on Y . Then HpY (X,S) and H
p
Y (S) are zero unless p = 1,
H1Y (X,S) = Coker(Γ(X,S) −→ Γ(U,S)),
H
1
Y (S) = Coker(S −→ (S|U )).
Proof. For any open set V ⊂ X we have the long exact sequence for local cohomol-
ogy:
. . . −→ HpV ∩Y (V, S) −→ Hp(V, S) −→ Hp(V ∩ U,S) −→ . . . .
The groups Hp(V, S) and Hp(V ∩U,S) vanish for p > 0. Hence HpV ∩Y (V, S) vanish
for p > 1. This group also vanishes for p = 0 by the condition on S. For V = X
this implies the statement about the groups HpY (X,S). Since H
p
Y (S) is the sheaf
associated to the presheaf (V → HpV ∩Y (V, S)), this implies the statement for the
groups H pY (S).
Therefore one can compute local cohomology in the following way:
Proposition 2.5.4. Let F • be a bounded complex of sheaves on X and F • → S• a
bounded soft resolution, such that each Si locally has no nonzero sections supported
on Y . Then
HiY (X,F
•) ∼= H i(S•(X,U)), H iY (F •) ∼= H i(S•X,U ),
where S•X,U is the complex of sheaves defined as follows:
SiX,U = S
i ⊕ ∗(Si−1|U ), d(a, b) = (da,−db− a|U ),
where a, b are sections of Si, ∗(Si−1|U ), and S•(X,U) = Γ(X,S•X,U ).
Proof. Consider the following spectral sequence:
Epq2 = H
p(HqY (X,S
•)) ⇒ Hp+qY (X,S•).
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By the proposition above the spectral sequence degenerates and
Hi(X,S•) ∼= Hp−1(Coker(Γ(X,S•) −→ Γ(U,S•)))
= Hp(cone(Γ(X,S•) −→ Γ(U,S•))[−1]) = Hp(S•(X,U)).
The statement about H iY (F
•) can be proved similarly.
In particular the proposition works for the following resolutions:
ΩjX −→ (A j•X , ∂¯), F jΩ• −→ (F jA •X , d).
2.5.3 A proof using relative cohomology
We now give the second proof of Theorem 2.5.1.
Proof. Let j = n − k + 1, the codimension of Z and the dimension of Wi. By the
definition (*) of AJk,1 we have
(AJk,1[x], cln−k+1Z) =
∑
i
∫
Wi\γi
ω log fi + 2πi
∫
ξ
ω,
where ω ∈ Fn−k+1A 2n−2k+2(X) is a form whose class [ω] equals to the Poincare´
dual of the class [Z] ∈ H2k−2(X,Z).
In the definition of the Abel-Jacobi map we choose γk and ξ to be transversal to
|Z|. This means that γk does not intersect |Z| for each k and ξ intersects |Z| only
in several points. Let U = X \ |Z|.
Let (ω, η) ∈ F jA 2j(X,U) be a representative of cF (Z). Then (ω, η) is also a
representative of cDR(Z), the Thom class of Z. This means that ω ∈ F jA 2j(X),
η ∈ F jA 2j−1(U), ω = −dη on U , and for any 2j-chain c on X with boundary in U∫
c
ω +
∫
∂c
η = [c] · Z.
It is clear that we may choose ω as a representative of [Z].
Since (ω, η) represent the Thom class of Z, we have the following identity:∫
ξ
ω +
∫
∂ξ
η = [ξ] · Z,
where [ξ] ∈ H2j(X,U) is the class of ξ. Therefore
2πi
∫
ξ
ω ≡ −2πi
∫
γ
η mod 2πiZ
and we have the following decomposition:
(AJk,1[x], cln−k+1 Z) =
∑
i
(
∫
Wi\γi
ω log fi − 2πi
∫
γi
η).
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Consider each summand separately. Let n(γi) be a small neighborhood of γi in Wi.
Then, up to terms which tend to zero when the radius of the neighborhood tends to
zero, we may write
2πi
∫
γi
η =
∫
∂n(γi)
η log fi
and ∫
Wi\γi
ω log fi − 2πi
∫
γi
η =
∫
Wi\n(γi)
ω log fi +
∫
∂(Wi\n(γi))
η log fi.
We see that this is nothing else than the pairing of classes
[Wi \ n(γi)] ∈ H2j(Wi \ γi,Wi \ (γi ∪ Zi)),
[(ω|Wi log fi, η|Wi\Zi log fi)] ∈ H2jZi(Wi \ γi),
where Zi = |Z| ∩Wi. Indeed,
d(η|Wi\Zi log fi) = −ω|Wi\Zi log fi
since η ∈ F j(U), so the pair (ω|Wi log fi, η|Wi\Zi log fi) defines a class in the local
cohomology.
For each point p in the finite setWi∩|Z| we choose a small neighborhood n(p) of
p in Wi in such a way that the n(p) do not intersect each other and do not intersect
γi. Then∫
Wi\n(γi)
ω log fi +
∫
∂(Wi\n(γi))
η log fi =
∑
p∈|Z|∩Wi
(
∫
n(p)
ω log fi +
∫
∂n(p)
η log fi).
Since the dimension of n(p) is j, F jΩ•n(p) is just Ω
j
n(p) in degree j. Consider the
multiplication by the function log fi− log fi(p), which acts on Ωjn(p). Since the class
[(ω, η)|n(p)] ∈ Hjp(n(p),Ωj) is the restriction of the class cH(Z), which is logarithmic,
it is logarithmic itself, so the multiplication by log fi − log fi(p) kills it. Hence∫
n(p)
ω log fi +
∫
∂n(p)
η log fi =
(∫
n(p)
ω +
∫
∂n(p)
η
)
log fi(p)
= ordp(Z ·Wi) log fi(p)
and the assertion follows.
Remark 2.5.1. One could also consider the product
CHk(X, 1) × CHn−k+1(X)→ CHn+1(X, 1)
which sends (
∑
i(Wi, fi), Z) to∑
i
∑
p∈Wi∩|Z|
ordp(Z ·Wi) (p, fi(p)).
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The Abel-Jacobi map acts
CHn+1(X, 1) −→ H
0(X,C)∗
2πiH0(X,Z)
∼= C/2πiZ
sending (p, a), p ∈ X, a ∈ C× to log a, so the theorem proved above simply means
that the following diagram commutes:
CHk(X, 1)× CHn−k+1(X) −−−−→ CHn+1(X, 1)
AJ
k,1
×cl
n−k+1(X)
y AJn+1,1y
(Fn−k+1H2n−2k+2(X,C))∗
2πiH2k−2(X,Z)
×
×(Fn−k+1H2n−2k+2(X,C) ∩H2n−2k+2(X,Z))
−−−−→ C/Z
There is a more general statement that the regulator map from higher Chow groups
into the Deligne cohomology is compatible with products. This is mentioned in
[Blo86]. The construction of higher Chow groups there is different from the one
above, but it can be proved that they are canonically isomorphic and the regulator
map corresponds to the Abel-Jacobi map (see [KLMS06]).
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Chapter 3
Derivatives of the Abel-Jacobi
map
This chapter consists of two parts. In the first part we explain how we represent
cohomology classes using algebraic forms.
For any open cover of a topological space X and any sheaf F of abelian groups
on X one has the Cˇech complex, which is a complex formed by the groups of sections
of F over all possible intersections of the sets of the cover. We use a slightly more
general approach which involves hypercovers. Roughly speaking, hypercover is a
system of open subsets of X organised in a certain way so that for any sheaf of
abelian groups F we obtain a complex of abelian groups formed by the groups of
sections of F over the sets of the hypercover. Note that the open subsets in the
definition of the Cˇech complex are naturally parametrised by the faces of a simplex.
Similarly, the open subsets of a hypercover are parametrised by the cells of a certain
cell complex σ. In our examples σ will be a cube.
If X is an algebraic variety with a hypercover U for the Zariski topology, one
obtains a complex Ωi(U)• of groups corresponding to the sheaf ΩiX of algebraic de
Rham forms of degree i for each i. Thus we obtain a bicomplex. The total complex of
this bicomplex is denoted Ω•(U) and the elements of Ωi(U) are called “hyperforms”
of degree i. Thus a hyperform of degree i is given by several forms of degree i on
certain open subsets of X, several forms of degree i − 1, etc. There is a canonical
homomorphism from H i(Ω•(U)) to the algebraic de Rham cohomology Hi(X,ΩX) of
X, which is an isomorphism if U is composed of affine open sets. Dually one obtains
a notion of “hyperchains” so that one can integrate a hyperform along a hyperchain.
We obtain the Stokes theorem for hyperforms, and certain structures on hyperforms,
namely the Hodge filtration, products, and the Gauss-Manin connection if X varies
in a family. We emphasize that the hyperchains are composed of topological chains on
the manifold X(C) with its analytic topology, while the hyperforms are composed of
algebraic forms. This way of representing cohomology classes is extremely convenient
when X is a product of curves because one can easily write down representatives for
classes obtained by external multiplication of classes on curves, while the classes on
curves can be represented by differentials of second kind.
The definition and properties of hyperforms are given in Sections 3.1 –3.1.7 and
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3.1.13.
In Sections 3.1.8 –3.1.12 we study certain residues and trace maps associated
with hypercovers, which are first defined as certain integrals, and then, in the case
when our variety is embedded in a product of curves and the hypercover is the
product hypercover, we give a way to compute these residues and trace maps in an
algebraic way using iterated residues.
Our trace maps are defined in the case whenX is a product of curves and on each
curve a Zariski cover is given. Suppose a finite familyM of irreducible subvarieties of
X is given. The elements ofM will be called special. All further constructions do not
change if one adds varieties to M , so one possible way to think is to consider limits
over all possible M , but we will not pursue this point of view in order to simplify
the exposition. Let Z be a special variety and let Z0 denote the complement in Z of
all proper special subvarieties of Z. Then we construct a family of classes ha(Z) of
dimension dimZ in the homology of Z0 (a runs over the set of dimZ-dimensional
cells of σ). Then the residues resintZ,a are defined for forms from Ω
dimZ(Z0) as the
integrals along ha(Z) (“int” stands for “integral”). The trace map Tr
int
Z is a linear
functional on the space of hyperforms Ω2 dimZ(U ∩Z0), obtained by summing up the
residues of the corresponding components of a hyperform (see Section 3.1.8).
Then we compute these residues algebraically in terms of iterated residues. We
introduce TrZ (without “int”) as a certain combination of iterated residues so that
TrintZ is a simple multiple of TrZ (see Section 3.1.12). In the end of Section 3.1.12
we summarize by formulating a recipe for computation of the trace map.
The second part of this chapter is motivated by the following idea. Suppose
we have a family of varieties {Xs}s∈S depending on certain parameters. Suppose
we have a family of higher cycles {xs ∈ Zk(Xs, 1)}s∈S . Let us denote the value of
the Abel-Jacobi map on xs by AJs. The element AJs belongs to the quotient of a
cohomology group by a subspace and a lattice. One notices that one can “kill” the
lattice by differentiating AJs with respect to parameters.
The objects AJs are defined in terms of their pairing with cohomology classes
from certain step in the Hodge filtration. In fact for any hyperform ω of right degree
(without the condition that ω belongs to a certain step in the Hodge filtration) we
may define (AJs, ω), but this value depends on some choices. We obtain two natural
formulae (Propositions 3.2.3, 3.2.4). The first one gives d(AJs, ω) − (AJs,∇ω) (∇
is the Gauss-Manin derivative), and the second one gives (AJs, dη), where η is a
hyperform of degree one less. Note that our Gauss-Manin derivative is actually a
lift of the ordinary Gauss-Manin derivative, which is defined on cohomology classes,
to hyperforms, and it depends on some choices.
In Section 3.2.4 we define two maps Ψ0 and Ψ1, which give values of (AJs, dη)
and d(AJs, ω)−(AJs,∇ω) correspondingly. Although the definition of AJs is purely
transcendental, the maps Ψ0 and Ψ1 can be computed algebraically using the trace
map. The map Ψ1 is defined on hyperforms of degree 2n−2k+2 (n is the dimension
of X) and takes values in the sheaf of differential 1-forms on the base S. The map
Ψ0 is defined on hyperforms of degree 2n − 2k + 1 and takes values in the sheaf
of functions on the base S. The maps Ψ0 and Ψ1 satisfy a list of axioms (see
Propositions 3.2.5, 3.2.6) which allows us to construct a sheaf of D-modules, which
is an extension of the cohomology sheaf H2n−2k+2(Xs,C) by the structure sheaf of S.
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This extension contains all the information about the derivative of the Abel-Jacobi
map.
The results mentioned above are stated only for the case when Xs is a product
of curves because they depend on our definition of trace maps.
Next, in Section 3.2.5 we specialise to the case whenXs is the product of an ellip-
tic curve by itself 2k−2 times. In this case to the extension of D-modules mentioned
above corresponds a certain invariant Ψ′an(B2k−2), which becomes a meromorphic
modular form of weight 2k if the family is an open subset of a modular family.
Finally, in Section 3.2.6 we show that if the modular form obtained from the
extension of D-modules obtained from a family of higher cycles is proportional to
the modular form g
k,H/Γ
z0 , obtained by taking derivatives of the Green function, then
(in the case when there are no cusp forms) we obtain a formula for the values of the
Green function, which proves the algebraicity conjecture (Section 1.5) for the given
k, Γ, z0, and arbitrary second CM point z (see Theorem 3.2.9).
3.1 Hypercovers
3.1.1 Abstract cell complex
Definition 3.1.1. An abstract cell complex is a graded set
σ =
⋃
i≥0
σi
together with homomorphisms di : Z[σi] −→ Z[σi−1] such that di ◦ di+1 = 0 and
ε◦d0 = 0, where ε is the augmentation map Z[σ0] −→ Z. The elements of the set σi
are called cells of dimension i and the homomorphisms di are called boundary maps.
· · · d−−−−→ Z[σ2] d−−−−→ Z[σ1] d−−−−→ Z[σ0]
ε
y
Z
If an abstract cell complex is given we denote it usually by σ and encode the
boundary maps by the coefficients Dab:
da =
∑
b∈σi−1
Dabb, (a ∈ σi).
The basic example is the standard simplex of dimension n, ∆n. In this case σi is
the set of all subsets of {0, 1, . . . , n} of size i+ 1 and, writing subsets as increasing
sequences,
di(j0, . . . , ji) =
i∑
k=0
(−1)k(j0, . . . , jˆk, . . . , ji).
Given two abstract cell complexes σ, σ′ the product
σ′′ = σ × σ′
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is again an abstract cell complex in the following way:
σ′′i =
i⋃
j=0
σj × σ′i−j,
di(a× b) = (dja)× b + (−1)j a× di−jb for a ∈ σj, b ∈ σ′i−j.
For example, the cube is defined as
n = ∆1 × · · · ×∆1, the product has n terms.
3.1.2 Hypercover
Let X be a topological space and σ an abstract cell complex.
Definition 3.1.2. A hypercover of X (indexed by σ) is a system of open subsets
U = (Ua) indexed by elements a ∈ σ such that:
(i) Whenever a cell b belongs to the boundary of a cell a, Ua ⊂ Ub.
(ii) For any point x ∈ X consider all cells a such that x ∈ Ua. These cells form a
subcomplex of σ by the first property, call it σx. We require the complex of
abelian groups coming from σx to be a resolution of Z with the augmentation
map induced by ε.
Example 3.1.1. Put σ = ∆n and let X be a space covered by n + 1 open subsets
U0, . . . Un. For any sequence (j0, . . . , ji) ∈ σi we put
U(j0,...,ji) = Uj0 ∩ · · · ∩ Uji .
This clearly gives a hypercover which is called the Cˇech hypercover.
If σ and σ′ are two abstract chain complexes, (Ua) and (U ′a′) are hypercovers of
spaces X, X ′ indexed by σ and σ′ correspondingly, by making all products (Ua×U ′a′)
one gets a hypercover of X ×X ′ indexed by σ × σ′, the product hypercover.
3.1.3 Hypersection
Let X be a topological space, σ an abstract chain complex and U = (Ua) a hyper-
cover.
Let Za denote the constant sheaf with fiber Z on Ua extended by zero to X. Let
ZUi =
⊕
a∈σi
Za.
If Ua ⊂ Ub, there is a canonical morphism rab : Za → Zb. We define di : ZUi → ZUi−1.
If a ∈ σi then the morphism from Za to ZUi−1 is∑
b∈σi−1
Dabrab, where
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da =
∑
b∈σi−1
Dabb.
Denote the corresponding sequence of sheaves by ZU . The augmentation map ε :
ZU0 → ZX is defined as the sum of the canonical morphisms εa : Za → ZX for
a ∈ σ0.
· · · d−−−−→ ZU2 d−−−−→ ZU1 d−−−−→ ZU0
ε
y
ZX
Proposition 3.1.1. The sequence ZU is a resolution of ZX .
Proof. For any point x ∈ X the stalk of ZU at x is simply the complex of abelian
groups corresponding to σx. So the statement follows from the second condition of
hypercover.
In other words, we have obtained a quasi-isomorphism
ε : ZU → ZX .
For any sheaf or complex of sheaves F on X this gives a morphism of complexes
ε∗ : Hom(ZX ,F)→ Hom(ZU ,F).
Note that Hom(ZX ,F) = Γ(X,F) and for any a ∈ σ Hom(Za,F) = Γ(Ua,F).
We denote the complex Hom(ZU ,F) by Γ(U ,F) and call elements of this complex
hypersections.
The complex of hypersections can be defined more precisely as follows. Let F
be a complex of sheaves on X written as
F0 → F1 → . . . .
Then we put
Γ(U ,F)i =
∏
j≥0,a∈σj
Γ(Ua,F i−j).
The coboundary of a hypersection s = (sa) ∈ Γ(U ,F)i is a hypersection ds = (s′a) ∈
Γ(U ,F)i+1, where
s′a = dsa + (−1)i−j+1
∑
b∈σj−1
Dabsb|Ua , a ∈ σj . (3.1)
One can check directly that d2 = 0. Let d2s = (s′′a), a ∈ σj.
s′′a = ds
′
a + (−1)i−j
∑
b∈σj−1
Dabs
′
b|Ua
= (−1)i−j+1
∑
b∈σj−1
Dabdsb|Ua + (−1)i−j
∑
b∈σj−1
Dabdsb|Ua
+
∑
b∈σj−1
∑
c∈σj−2
DabDbcsc|Ua
= 0.
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The augmentation morphism ε∗ : Γ(X,F) → Γ(U ,F) is defined by sending a
section s ∈ Γ(X,F i) to the hyperchain (s′a) where s′a is not zero only for a ∈ σ0 and
equals to the restriction of s to Ua.
Remark 3.1.1. In the case of the Cˇech hypercover (corresponding to an open cover)
we obtain the Cˇech complex.
Remark 3.1.2. If I took the definition of Hom from [Har66], p. 64 the sign in
(3.1) would be (−1)i+1. I assume that switching from a chain complex ZU to the
corresponding cochain complex adds the multiplier (−1)j . My choice of sign is made
in order to get the sign correct in the case of the Cˇech hypercover.
3.1.4 Hyperchain
We assume some class of topological chains on X is given, i.e. semialgebraic chains.
For any open set U ⊂ X we denote by Ci(U) the group of chains with support on U
of dimension i, which is the free abelian group generated by maps of the chosen class
from the standard simplex of dimension i to U . Suppose an abstract cell complex σ
and a hypercover (Ua) is given.
The complex of hyperchains is defined similarly to the complex of hypersections,
but with a change of sign. We put
Ci(U) =
⊕
j≥0
Ci−j(U , j), where
Ci(U , j) =
⊕
a∈σj
Ci(Ua).
Given a hyperchain ξ ∈ Ci−j(Ua) ⊂ Ci(U) for a ∈ σj its boundary is
∂hξ := ∂ξ + (−1)i−j
∑
b∈σj−1
Dab jb(ξ).
Here ∂ξ ∈ Ci−1−j(Ua) is the ordinary boundary of ξ and jb(ξ) denotes the same
chain as ξ, but considered as an element of Ci−j(Ub) if Ua ⊂ Ub. The definition of
the boundary map is then extended to Ci(U) by linearity.
The augmentation morphism ε : C(U)→ C(X) sends all chains in Ci−j(Ua) with
j > 0 to 0 and the ones with j = 0 to themselves.
We have the following lifting property for lifting chains to hyperchains. Here
the word subdivision of a chain or of a hyperchain means some iterated barycentric
subdivision of all of its simplices. It is clear that the operation of taking subdivision
commutes with the boundary operation.
Lemma 3.1.2. Let ξ be a chain on X, η = ∂ξ, η¯ a hyperchain such that εη¯ = η
and ∂hη¯ = 0. Then, after possibly replacing η, η¯, ξ with a subdivision, there exists
a hyperchain ξ¯ such that ∂hξ¯ = η¯ and εξ¯ = ξ.
ξ¯ ∈ Ci(U) ∂h−−−−→ η¯ ∈ Ci−1(U)
ε
y εy
ξ ∈ Ci(X) ∂−−−−→ η ∈ Ci−1(X)
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Proof. The complex C•(U) is the total complex of the bicomplex C•(U , •) with the
horizontal differential induced by the boundary map of chains in spaceX and vertical
one induced by the boundary map of the complex σ:
Ci−1(U , 1) −−−−→ Ci−2(U , 1)y y
Ci(U , 0) −−−−→ Ci−1(U , 0) −−−−→ Ci−2(U , 0)
ε
y εy
Ci(X) −−−−→ Ci−1(X)
Clearly, it is enough to prove that the vertical complexes are exact (up to a subdi-
vision). That is, we need to prove that if
γ =
∑
a∈σj
γa ∈ Ci(U , j) is such that
∑
a∈σj
Dabγa = 0 for any b ∈ σj−1,
then there exists
γ¯ =
∑
c∈σj+1
γ¯c ∈ Ci(U , j + 1) such that
∑
c∈σj+1
Dcaγ¯c = γ
′
a for any a ∈ σj,
where γ′a is a subdivision of γa.
It is enough to prove the statement for multiples of a single simplex. Let s be a
simplex in X which enters γa with coefficient sa ∈ Z. Then∑
a∈σj
Dabsa = 0 for any b ∈ σj−1.
Therefore the cycle
∑
a saa of σ is closed. Since the simplex s must belong to Ua
for all a for which sa 6= 0, the mentioned cycle is a closed cycle of σx for all x in the
closure of s. For each x one can therefore represent it as a boundary of some cycle
of σx, say tx,
tx =
∑
c∈σj+1
txcc.
Here txc is zero unless x ∈ Uc. Let Vx be the open set which is the intersection of all
Uc for which txc is not zero. Then Vx form a cover of the support of s, so there exists
a finite subcover. Let it be V1 = Vx1 , V2 = Vx2 , . . . , Vk = Vxk . One can subdivide
the simplex s so that each simplex of the subdivision belongs to one of the chosen
open sets. Let us do this and denote the subdivision by s′ so that
s′ =
k∑
l=1
s′l, |s′l| ⊂ Vk.
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Now it is clear that one may put
γ¯l =
∑
c∈σj+1
txlcjc(s
′
l)
because s′l belongs to Uc for every c for which txlc is not zero. Then∑
c∈σj+1
Dcatxlcs
′
l = sas
′
l for any a ∈ σj ,
therefore γ¯ :=
∑k
l=1 γ¯l satisfies the required condition.
This immediately implies
Corollary 3.1.3. If ξ is a closed chain on X then there exists a closed hyperchain
ξ¯ whose augmentation is a subdivision of ξ. The hyperchain ξ¯ is unique up to a
boundary of a hyperchain whose augmentation is 0.
Remark 3.1.3. One extends the construction of hyperchains to the cases of chains
on an open subset of X and to the relative chains. It is clear that the boundary
maps commute with the natural projections from chains to relative chains.
3.1.5 Integration
We again fix a space X, an abstract cell complex σ and a hypercover (Ua). Suppose
some class of chains and some class of differential forms are given such that one
can integrate a form along a chain. We have the de Rham complex of sheaves of
differential forms Ω•:
Ω0 → Ω1 → . . . .
Also we have the complex of chains on X:
. . .→ C1(X)→ C0(X).
The hypersections of Ω• will be called the hyperforms. Given a hyperform ω of
degree d and a hyperchain ξ of degree d we define the integral :∫
ξ
ω =
∑
a∈σ
∫
ξa
ωa.
Here ωa ∈ Γ(Ua,Ωd−dima) and ξa ∈ Cd−dima(Ua) are the components of ω and ξ.
The main property is the Stokes theorem:
Proposition 3.1.4. For a hyperform ω of degree d and a hyperchain ξ of degree
d+ 1 one has ∫
∂hξ
ω =
∫
ξ
dω.
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Proof. By the definition∫
ξ
dω =
∑
a∈σ
∫
ξa
dωa + (−1)d−dim a+1 ∑
b∈σdim a−1
Dabωb
 .
Applying the Stokes formula this is further equal to
∑
a∈σ
∫
∂ξa
ωa + (−1)d−dim a+1
∑
b∈σdim a−1
Dab
∫
ξa
ωb
 = ∑
a∈σ
∫
∂ξa
ω =
∫
∂hξ
ω.
3.1.6 Hodge filtration
The Hodge filtration on hyperforms is induced by the Hodge filtration on the de
Rham complex:
F iΩ•(U) = Ω•≥i(U),
so a hyperform belongs to F i if all of its components which are forms of degree less
than i are zero.
3.1.7 Products
For two spaces X, X ′, two abstract complexes σ, σ′, two hypercovers (Ua), U ′a′ we
have the product hypercover. There is exterior product on chains and on sheaves.
For example, consider the exterior product on chains. For two chains c ∈ Ci(X),
c′ ∈ Ci′(X) we obtain the product chain c × c′ ∈ Ci+i′(X × X ′). This operation
satisfies the property
∂(c× c′) = (∂c)× c′ + (−1)ic× ∂c′.
Introduce an exterior product on hyperchains. Let c ∈ Ci−j(Ua) ⊂ Ci(U), c′ ∈
Ci′−j′(U ′a′) ⊂ Ci′(U ′). Here dima = j, dima′ = j′. Then put
c×h c′ := (−1)j(i′−j′)c× c′ ∈ Ci+i′−j−j′(Ua × U ′a′) ⊂ Ci+i′(U × U ′).
The superscript h stands for “hyper”.
One can check that this satisfies
Proposition 3.1.5.
∂h(c×h c′) = (∂hc)×h c′ + (−1)ic×h ∂hc′.
On hypersections the exterior product is defined in a similar way. If s = (sa) ∈
Γ(U ,F•)i and s′ = (s′a′) ∈ Γ(U ′,F ′•)i
′
, then
(s× s′)a×a′ = (−1)dim a(i′−dima′)sa × s′a′ .
One has a similar formula
Proposition 3.1.6.
d(s × s′) = (ds)× s′ + (−1)is× ds′.
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3.1.8 Residues
Let X be a projective algebraic variety over C, σ an abstract cell complex and
U = (Ua) a hypercover of X in the Zariski topology.
Definition 3.1.3. By a refinement of U we understand any hypercover U ′ = (U ′a)
of X in the analytic topology such that U ′a ⊂ Ua for any a ∈ σ.
Suppose a finite family M of irreducible subvarieties of X is given. These sub-
varieties will be called special.
Definition 3.1.4. A refinement U ′ = (U ′a) is called nice if for any cell a ∈ σ and
any special subvariety Z such that dimZ < dima one has U ′a ∩ Z = ∅.
If we have a nice refinement U ′ = (U ′a) we can make the following construction.
Fix a special subvariety Z. Take the fundamental class of Z, represent it by a chain
(of dimension 2 dimZ) and lift it to a closed hyperchain (ca) with respect to the
hypercover (U ′a ∩Z). Note that for a ∈ σdimZ+1 the set U ′a ∩Z is empty. Therefore
for every a ∈ σdimZ the chain ca is a closed chain of dimension dimZ. Moreover, if
we choose a different representation of the fundamental class or a different lift, the
hyperchain will differ by a boundary. This implies that the chain ca for a ∈ σdimZ
will change by a boundary. Thus the class of ca in the homology of Z ∩U ′a does not
depend on the choices made. Denote this class by ha(Z,U ′) ∈ HdimZ(Z ∩ U ′a).
Definition 3.1.5. For any meromorphic differential form ω on Z ∩ Ua of degree
dimZ which is regular outside the special subvarieties of Z, for a cell a of dimension
dimZ, we define its residue as
resinta,Z,U ′ ω =
∫
ha(Z,U ′)
ω.
Correspondingly, if we have a meromorphic hyperform of degree 2 dimZ on Z,
then it is just a family of meromorphic forms of degree dimZ indexed by the cells
of dimension dimZ. Thus a choice of the refinement gives a trace map:
Definition 3.1.6. For any meromorphic hyperform ω on Z of degree 2 dimZ which
is regular outside the special subvarieties of Z we define its trace as
TrintZ,U ′ ω =
∑
a∈σdimZ
resinta,Z,U ′ ωa.
In the next section we construct a nice refinement for the case when X is a
product of curves and a finite Zariski cover is chosen for each of these curves. So we
will omit the subscript U ′.
3.1.9 Construction of nice refinements
We will construct some nice refinements in certain special situation and relate the
corresponding residues with the ordinary residues.
Let X be a product of smooth projective curves, X = X1 × · · · ×Xn. Suppose
on each curve a finite open cover (in the Zariski topology) is given. As we have seen
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before, this gives a hypercover of Xk indexed by the standard simplex of dimension,
say mk, the Cˇech hypercover. By taking products we obtain an abstract cell complex
σ = ∆m1 ×∆m2 × · · · ×∆mn
and the product hypercover U of X indexed by σ. For any finite family M of
irreducible subvarieties of X we construct a nice refinement of U . Here we describe
the construction.
Without loss of generality we may assume that the set of special subvarieties M
satisfies the following conditions:
(i) For any open set Ua belonging to the hypercover the irreducible components
of its complement are in M .
(ii) For any two sets in M the irreducible components of their intersection is also
in M .
(iii) If M contains a set Z, then it also contains the singular locus of Z.
(iv) If M contains a set Z, then for any subset L ⊂ {1, . . . , n} M contains the
irreducible components of the set where the projection from Z to the product
×k∈LXk is not e´tale (this may be the whole set Z).
Let Xk be one of the curves above. Choose a Riemannian metric on Xk. Let
n(S, ε) denote the ε-neighborhood of a set S. For any k we give a refinement of the
hypercover of the curve Xk. This depends on two real numbers ε > ε
′ > 0.
Suppose Xk is covered by the open sets Uk,0, . . . , Uk,mk . Denote the complement
Xk \ Uk,0 by Sk. The set Sk is a finite set of points p1, p2, . . . , pr.
Consider those points among p1, p2, . . . , pr which are covered by Uk,1. Suppose
they are p1, p2, . . . , pr1 . Then consider those points among the remaining ones which
are covered by Uk,2. Suppose they are pr1+1, . . . , pr2 , etc. In this way we obtain a
decomposition of the set Sk into mk subsets, some of them empty:
Sk =
mk⋃
i=1
Sk,i.
Let S˜k = Sk∪{ηk}, where ηk is the generic point of Xk. Let Sk,0 = {ηk}. For p ∈ S˜k
put
Upk (ε, ε
′) =
{
n(p, ε) if p is a closed point, p ∈ Sk,
Xk \ n(Sk, ε′) if p is the generic point.
For p ∈ Sk put
Rpk(ε, ε
′) = Upk (ε, ε
′) ∩ Uηkk (ε, ε′), Rk(ε, ε′) =
⋃
p∈Sk
Rpk(ε, ε
′),
USk (ε, ε
′) =
⋃
p∈Sk
Upk (ε, ε
′).
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We define the refinement in the following way. Put
U ′k,i(ε, ε
′) =
⋃
p∈Sk,i
Upk (ε, ε
′), i = 1, . . . ,mk.
This is a cover of Xk. We obtain U ′k(ε, ε′) as the Cˇech hypercover associated to this
cover. If ε is small enough, this is a refinement of the original cover, i.e. U ′k,i ⊂ Uk,i.
Moreover, if ε is small enough, the open sets Upk for p ∈ Sk are non-intersecting
disks. Let q > 0 be a number such that as soon as ε < q these two conditions are
satisfied.
For p ∈ S˜k we define by ak(p) the 0-cell a such that p ∈ Sk,a. For p ∈ Sk we
define by ak(ηk, p) the 1-cell a which joins ak(ηk) and ak(p). Then for any cell a of
the standard simplex ∆mk the elements of the hypercover are given as follows:
U ′k,a(ε, ε
′) =

⋃
p∈fSk,ak(p)=a U
p
k (ε, ε
′) if dim a = 0,⋃
p∈Sk,ak(p,ηk)=aR
p
k(ε, ε
′) if dim a = 1,
∅ otherwise.
We consider vectors of real numbers ~ε = (ε1, . . . , εn, ε
′
1, . . . , ε
′
n) such that for each
k, q > εk > ε
′
k > 0. Denote
U(~ε) = ×nk=1Uk(εk, ε′k).
This is a refinement of U . We denote for any L ⊂ {1, . . . , n}
RL(~ε) = ×k∈LRk(εk, ε′k), USL (~ε) = ×k∈LUSk (εk, ε′k), SL = ×k∈LSk.
For any p ∈ SL we denote pk = πkp and put
RpL(~ε) = ×k∈LRpkk (εk, ε′k).
We will simply write RL, U
S
L , R
p
L when there is no confusion. We put
XL = ×k∈LXk, πL : X → XL the projection.
Definition 3.1.7. We say that the choice of real numbers εm, . . . , εn, ε
′
m, . . . , ε
′
n is
good if q > εk > ε
′
k > 0 for k = m, . . . , n and there is an increasing sequence of
positive real numbers
δm, δ
′
m, δm+1, δ
′
m+1, . . . , δn, δ
′
n
such that the following conditions are satisfied for any special set Z, an index k
(m ≤ k ≤ n) and p ∈ Sk:
(i) If x ∈ Z is such that dist(πk(x), p) ≤ εk, then dist(x,Z ′) < δk.
(ii) If x ∈ X is such that dist(x,Z) < δ′k−1 and dist(πk(x), p) < εk, then dist(x,Z ′) <
δk.
(iii) If x ∈ X is such that dist(x,Z ′) < δ′k−1, then dist(πk(x), p) ≤ ε′k.
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And the following condition is satisfied for any two special sets Z1, Z2 and an index
k, m ≤ k ≤ n:
(iv) If x ∈ X is such that dist(x,Z1) < δk and dist(x,Z2) < δk, then dist(x,Z1 ∩
Z2) < δ
′
k.
We have denoted by πk the projection X → Xk and by Z ′ the intersection Z∩π−1k p.
The second and the third conditions are required only for k > m.
Next we prove that good choices indeed exist. For this it is enough to show
Lemma 3.1.7. For every good choice of real numbers εm+1, . . . , εn, ε
′
m+1, . . . , ε
′
n
there exists a number t > 0 such that for any εm, ε
′
m satisfying t > εm > ε
′
m > 0 the
choice εm, . . . , εn, ε
′
m, . . . , ε
′
n is good. Therefore good sequences exist.
Proof. Suppose there is a sequence δm+1, . . . , δ
′
n as in the definition above. Consider
Z ∈ M and Z ′ = Z ∩ π−1m+1Sm+1. We first show that we can choose δ′m such that
the second and the third conditions are satisfied for k = m+ 1.
Consider the set
V = {x ∈ X : dist(x,Z ′) < δk or dist(πm+1(x), Sm+1) > εm+1}.
This is an open neighborhood of Z by the first condition for k = m+ 1. Therefore
if δ′m > 0 is small enough, then the δ′m-neighborhood of Z is also contained in V .
Therefore the second condition is satisfied for k = m+ 1.
Since Z ′ is a compact set and πm+1(Z ′) ⊂ Sm+1, if δ′m > 0 is small enough, the
third condition is satisfied.
Therefore we can choose δ′m > 0 such that δ′m < δm+1 and both the second and
the third conditions are satisfied for all Z and k = m+ 1.
Next we choose δm such that the fourth condition is satisfied. To see that this
can be done for Z1, Z2 we consider the compact set X \ n(Z1 ∩ Z2, δ′m). The two
continuous functions dist(•, Z1) and dist(•, Z2) do not attain simultaneously value
zero on this set. Therefore if δm is small enough, these functions cannot attain
simultaneously value less than δm. This is equivalent to the fourth condition.
Next consider Z ∈M and Z ′ = Z ∩ π−1m Sm. The set
{x ∈ Z : dist(x,Z ′) ≥ δm}
is compact, hence the continuous function d(x) = dist(πm(x), Sm) attains its min-
imum. Suppose ǫm is less than the minimal value of this function. It follows
that if x ∈ Z and d(x) ≤ ǫm, then x cannot belong to the set above. Therefore
dist(x,Z ′) < δm and the first condition is satisfied. This implies existence of t > 0
with the required properties.
3.1.10 Flags of subvarieties
Recall that X = X1 × · · · ×Xn, each Xk is covered by a finite number of open sets
Uk,0, . . . , Uk,mk , Sk is the complement to Uk,0, S˜k = Sk∪{ηk}, where ηk is the generic
point of Xk. For a set L ⊂ {1, . . . , n} we denote SL = ×k∈LSk. Recall that ak(p)
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is defined as the minimal number such that p ∈ Uk,ak(p) for p ∈ Sk and ak(p) = 0
for p = ηk. The number ak(p) is viewed as a vertex of the mk-dimensional simplex.
Also we have ak(ηk, p) for p ∈ Sk defined as the pair ak(ηk), ak(p), which gives an
edge of the mk-dimensional simplex and corresponds to the open set Uk,0 ∩Uk,ak(p).
We consider flags of subvarieties of X. A flag of length m is a sequence of
irreducible subvarieties Z• = (Z0 ⊃ Z1 ⊃ · · · ⊃ Zm). We say that a flag Z• starts
with Z0 and ends with Zm. We require Zm to be not empty.
Definition 3.1.8. Let L ⊂ {1, . . . , n}, L = {k1, . . . , kl}. Let p ∈ SL. We say that a
flag Z• = Z0 ⊃ · · · ⊃ Zl is L, p-special if
(i) Zi is special for 0 ≤ i ≤ l,
(ii) Zi is an irreducible component of Zi−1 ∩ π−1ki pki for 1 ≤ i ≤ l.
Definition 3.1.9. We say that a flag Z• = Z0 ⊃ · · · ⊃ Zl is strict at index i if
Zi 6= Zi−1. We say that a flag is strict if it is strict at all indices.
For a d-dimensional irreducible subvariety Z of X and a subset L ⊂ {1, . . . , n} of
size d the finite set of all strict L, p-special flags starting with Z for all p is denoted
FlL(Z).
If Z• ∈ FlL(Z), L = {k1, . . . , kd}, we construct a dimZ-dimensional cell aL(Z•)
of σ (recall that σ is the product of simplices ∆m1×· · ·×∆mn) in the following way.
For each k ∈ L let i be such that ki = k and peek the edge ak(ηk, πk(Zi)) (note that
πk(Zi) ∈ Sk). For k /∈ L peek the vertex ak(pk(Z•)), where pk(Z•) ∈ S˜k is defined
as πk(Zi) if this is a point or ηk otherwise, where i is the maximal number such that
ki < k or 0 if k1 > k. The product of these edges and vertices gives a cell in σ,
which we denote by aL(Z•).
Now we prove that the refinements constructed in the last section are nice. Sup-
pose ~ε is good for a sequence of numbers ~δ = (δ1, δ
′
1, . . . , δn, δ
′
n). The
~δ-neighborhood
of an L-special flag Z• is defined to be the set
n(Z•, ~δ) = {x ∈ X : dist(x,Zi) < δki , i ≥ 1}.
Proposition 3.1.8. Suppose Z ⊂ X is special, L ⊂ {1, . . . , n}, x is a point for
which either x ∈ Z or dist(x,Z) < δ′minL−1 (if minL > 1). Suppose p ∈ SL and
πL(x) ∈ UpL(~ε). Then there exists an L, p-special flag Z• starting with Z such that x
belongs to its ~δ-neighborhood.
Proof. We construct the flag step by step. If
dist(x,Zi−1) < δ′ki−1 ≤ δ′ki−1, dist(πkix, pki) < εki ,
by the second property of good sequences we obtain
dist(x,Zi−1 ∩ π−1ki pki) < δki .
Therefore on each step we can choose Zi as an irreducible component of Zi−1∩π−1ki pki
so that dist(x,Zi) < δki .
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Proposition 3.1.9. Let x, Z, L and p be as in the proposition above. Take an
L, p-special flag Z• such that x belongs to the ~δ-neighborhood of Z•. If L′ ⊂ L is
such that πL′(x) ∈ RL′(~ε), then Z• is strict at all indices i for which ki ∈ L′.
Proof. If ki ∈ L′, then dist(πki , pki) > ε′ki . By the third property of good sequences
we obtain dist(x,Zki) ≥ δ′ki > δ′ki−1 . Since dist(x,Zki−1) < δki−1 , Zki−1 6= Zki .
Corollary 3.1.10. If ~ε is a good choice of numbers, then for any special subvariety
Z of dimension less than d and L ⊂ {1, . . . , n} of size d the intersection Z∩π−1L RL(~ε)
is empty. Therefore the refinement U ′(~ε) is nice.
Proof. If the intersection was not empty, by Proposition 3.1.9 there would exist a
strict L, p-special flag which starts with Z. Therefore the dimension of Z would be
at least d.
3.1.11 Decomposition of the residue according to flags
Let X, σ, U , M be as in the previous section. Let Z be a subvariety of X, Z ∈M .
Let d = dimZ and ω be a meromorphic differential form on Z of degree d which is
regular outside the special subvarieties of Z. Let a ∈ σd. Let U ′ = U(~ε) be the nice
refinement of U corresponding to a good choice of numbers ~ε. We will show how to
compute the residue resa,U ′ ω.
Recall that the residue was defined as the integral of ω along the class ha(Z,U ′) ∈
Hd(Z ∩ U ′a). Since
σ =
n∏
k=1
∆mk ,
the cell a is given by a sequence of cells a1 ∈ ∆m1 , . . . , an ∈ ∆mn . The open set U ′a
is the product of sets Uk,ak(εk, ε
′
k) for k = 1, . . . , n. Note that for k = 1, . . . , n the
set Uk,ak(εk, ε
′
k) is not empty only if either ak is a point or ak is the edge joining the
0 vertex and some other vertex. Therefore we get a non-zero residue only if there is
a set L ⊂ {1, . . . , n} of size d and
dimak =
{
1 for k ∈ L,
0 otherwise.
Moreover in this case we have U ′a ⊂ π−1L RL.
We have seen that any point of Z ∩ π−1L RL belongs to the ~δ-neighborhood of a
flag from FlL(Z). In fact we have
Proposition 3.1.11. Any point x ∈ Z ∩ π−1L RL belongs to the ~δ-neighborhood of a
unique flag from FlL(Z).
Proof. Suppose x belongs to the ~δ-neighborhood of two flags Z• and Z ′•. Let i be
the minimal index for which Zi 6= Z ′i. Since dist(x,Zi) < δki and dist(x,Z ′i) < δki ,
by the fourth property of good sequences we have dist(x,Zi ∩ Z ′i) < δ′ki . Let Y be
an irreducible component of Zi ∩Z ′i such that dist(x, Y ) < δ′ki . Let K be the subset
of elements of L which are greater than ki. By Proposition 3.1.9 one can construct
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a strict K-special flag starting from Y whose ~δ-neighborhood contains x. But one
can see that the length of the flag equals to the dimension of Zi and is at least
one more than the dimension of Y . Hence such flag does not exist and we obtain a
contradiction.
This gives us a possibility to decompose Z ∩π−1L RL according to the set FlL(Z).
Corollary 3.1.12. The set Z ∩ π−1L RL is the union of non-intersecting open sets
RL,Z• = Z∩π−1L RL∩n(Z•, ~δ), one for each Z• ∈ FlL(Z). Correspondingly we obtain
the decomposition
resinta ω =
∑
Z•∈FlL(Z)
resinta,L,Z• ω, where res
int
a,L,Z• ω =
∫
ha(Z,U ′)∩RL,Z•
ω.
On the other hand, the set Z ∩ π−1L RL is a union of non-intersecting open sets
U ′a for a running over the products of cells ×nk=1ak with dim ak = 1 for k ∈ L and
dim ak = 0 for k /∈ L. It appears that each RL,Z• is contained in exactly one such
U ′a and we will see that a = aL(Z•).
The last variety in the flag, Zd, is a point from SL.
Proposition 3.1.13. Suppose x ∈ RL. If x ∈ RL,Z• and πL(x) ∈ RpL, then p = Zd.
Proof. Since x ∈ Z ∩ π−1L RpL, one has an L, p-flag whose ~δ-neighborhood contains
x. By Proposition 3.1.11 this flag must be Z•. Hence Z• is L, p-special. Thus
Zd = p.
If x ∈ Z ∩ RL then πk(x) for any k ∈ Lc belongs to Up
′
k
k (ε, ε
′) for exactly one
p′k ∈ S˜k. If it was not true, then x would belong to RL∪{k}, which is a contradiction.
This defines a point p′k(x) ∈ S˜k for each k ∈ Lc.
Proposition 3.1.14. For any x ∈ Z ∩RL if x ∈ RL,Z•, then pk(Z•) = p′k(x) for all
k ∈ Lc.
Proof. Let K be the set of such k that either k ∈ L or p′k ∈ Sk (i.e. p′k is not the
generic point). For k ∈ L let p′k be such that dist(πk(x), p′k) < εk. This defines a
point p′ ∈ SK . Then for every k ∈ K dist(πk(x), p′k) < εk. Thus πK(x) ∈ Up
′
L .
By Proposition 3.1.8 there exists a K, p′-special flag Z ′ starting from Z whose
~δ-neighborhood contains x. This flag must be strict for all indices which correspond
to elements of L. Since the number of this indices equals the dimension of Z the flag
must be not strict at all other indices. Therefore this flag defines a L, p′-special flag,
which must be Z by Proposition 3.1.11. At the same time this shows that pk = p
′
k
for all k ∈ K.
Let k /∈ K. Then dist(πk(x), Sk) > ε′k. Suppose i is the maximal index for which
ki < k or 0 if k < k1. If i 6= 0, by the third property of good sequences
dist(x,Zki ∩ π−1k Sk) ≥ δ′k−1 ≥ δki ≥ dist(x,Zki).
Therefore Zki 6= Zki ∩ π−1k Sk which means that pk = ηk. The case i = 0 is obvious.
65
We see that
Corollary 3.1.15. For any cell a of dimension d the set Z∩U ′a is the disjoint union
of open sets RL,Z• where Z• runs over all Z• ∈ FlL(Z) with aL(Z•) = a.
Remark 3.1.4. Therefore we may omit a in the notation resinta,L,Z• .
3.1.12 Relation with iterated residues
Note that Z and XL have the same dimension.
Proposition 3.1.16. If the restriction of πL to Z is not surjective, then the set
FlL(Z) is empty.
Proof. If not, then dimπL(Z) < d. Let L = {k1, . . . , kd}. Let Z• ∈ FlL(Z). Consider
the corresponding flag of irreducible subvarieties of XL:
πL(Z) = πL(Z0) ⊃ πL(Z1) ⊃ · · · ⊃ πL(Zd).
Because of the dimension reasoning there must be an index i with πL(Zi) = πL(Zi−1).
This implies
πki(Zi−1) = πki(Zi) ⊂ Ski .
Therefore Zi = Zi−1, so the flag is not strict, which is a contradiction.
We may therefore suppose without loss of generality that πL : Z → XL is
surjective. Hence the set of points on Z where this map is not e´tale is a proper
closed subvariety. The irreducible components of this subvariety have dimension
d− 1 or less and are special. Therefore π−1L RL ∩Z belongs to its complement. This
means the following is true.
Proposition 3.1.17. The projection
πL : π
−1
L RL ∩ Z → RL
is an unramified covering.
Let p = πLZd ∈ SL. Since for a flag Z• ∈ FlL(Z) the set RL,Z• is open and
closed in π−1L RL ∩ Z we get
Proposition 3.1.18. The projection
πL : RL,Z• → RpL
is an unramified covering.
Remark 3.1.5. By the proposition we see that since RpL is a product of annuli, RL,Z•
is a disjoint union of products of annuli.
We are going to determine the cycle ha(Z,U ′) ∩ RL,Z• ∈ Hd(RL,Z•). The d-th
homology group of a product of d annuli is Z. Hence there is a canonical generator
hc of Hd(R
p
L). In fact hc can be defined as the product c1 × · · · × cd, where ci is the
circle in R
pki
ki
going around pki counterclockwise.
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Proposition 3.1.19. The cycle ha(Z,U ′)∩RL,Z• is the pullback of (−1)
d(d−1)
2 hc via
the projection πL : RL,Z• → RpL.
Proof.
Remark 3.1.6. It is clear that we can decrease numbers εk and increase numbers ε
′
k.
The sequence obtained in this way will be also good. Moreover the open subsets
of the new hypercover are contained in the corresponding open subsets of the old
one. Therefore the residues computed with respect to these hypercovers are equal.
Therefore one can assume that the projection πL : RL,Z• → RpL extends to an
unramified covering for the closures of RL,Z• in Z, R
p
L in XL.
Consider the commutative diagram:
H2d(X) −−−−→ H2d(RL,Z• , ∂RL,Z•)
π∗L←−−−− H2d(RpL, ∂RpL)
ha
y hay hay
Hd(U
′
a) −−−−→ Hd(RL,Z•)
π∗L←−−−− Hd(RpL)
We see that it is enough to prove that the image of the fundamental class of
H2d(R
p
L, ∂R
p
L) by the map ha in Hd(R
p
L) is (−1)
d(d−1)
2 hc. There is a direct product
decomposition RpL = ×k∈LRpkk . The hypercover on RpL is the product hypercover.
For k ∈ L let φk be the fundamental class of H2(RpL, ∂RpL). Let us lift it to a
hyperchain φ˜k.
The hypercover of RpL is the Cˇech hypercover associated to the cover with two
open sets:
V0 = n(pk, εk) \ n(pk, εk) corresponding to the cell a(ηk),
V1 = n(pk, εk) \ n(pk, εk) corresponding to the cell a(pk),
V0 ∩ V1 = n(pk, εk) \ n(pk, εk) corresponding to the cell a(ηk, pk).
Let ε′ < r < ε. Consider topological chains
ck0 = n(pk, εk) \ n(pk, r) ∈ C2(V0), ck1 = n(pk, r) \ n(pk, ε′k) ∈ C2(V1),
ck01 = ∂n(pk, r) ∈ C1(V0 ∩ V1).
They define a hyperchain ck. We have c0 + c1 = φk. The hyperchain is closed,
therefore h01(φk) = c
k
01, which is the canonical generator of H1(R
pk
k ).
Since the product of φk is the fundamental class of H2d(R
p
L, ∂R
p
L), the prod-
uct of the hyperchains c = ×k∈Lck lifts the fundamental class. The term of c at
×k∈L(ηk, pk) is, by the definition of the product for hyperchains, (−1)
d(d−1)
2 ×k∈L ck01.
This is exactly (−1) d(d−1)2 hc.
Let Z• be a strict L, p-special flag, L = {k1, . . . , kd}, p = (pk1 , . . . , pkd). Let
Z ′ = Z1, k = k1, L′ = {k2, . . . , kd}. Let Z ′• be the flag Z1 ⊃ · · · ⊃ Zd, Z ′• ∈ FlL′(Z ′).
Let ti be a local parameter on Xki at the point pki = πkiZd. Let p
′ = πL′p. For Z ′
we have the projection
πL′ : RL′,Z′• → Rp
′
L′ ,
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which is also an unramified covering. Let
Z˜ = Z ′ ×XL′ Z = (Xk1 × Z ′)×XL Z.
We obtain the canonical diagrams
Z˜
ρ−−−−→ Z Z˜ ρ−−−−→ Z
τ
y y eτy y
Z ′ −−−−→ XL′ (Xk1 × Z ′) −−−−→ XL
The diagonal embedding Z ′ → Z ′ ×XL′ Z ′ induces a morphism ∆ : Z ′ → Z˜, which
is a section to the natural projection τ : Z˜ → Z ′. Let
RZ = Z ∩ π−1L (Upkk ×Rp
′
L′) ∩ n(Z•, ~δ).
Consider the fiber products over Upkk ×Rp
′
L′ :
R˜
ρ−−−−→ RZ
eτ
y πLy
Upkk ×RL′,Z′• −−−−→ Upkk ×Rp
′
L′
Again, we have a section ∆ : RL′,Z′• → R˜. Let R˜′ be the union of connected
components of R˜ which intersect the image of ∆. Let ρ′ be the restriction of ρ to
R˜′.
Remark 3.1.7. The set RZ is open and closed in Z ∩π−1L (Upkk ×Rp
′
L′) because Propo-
sition 3.1.11 and the first sentence of Corollary 3.1.12 work if we replace RL by
Upkk ×Rp
′
L′ .
Remark 3.1.8. All special subsets of Z which intersect RZ are contained in Z
′.
Therefore the map πL on the diagram is an unramified covering outside {pk} ×Rp
′
L′
and π−1k pk ∩RZ = RL′,Z′• .
Proposition 3.1.20. The map ρ′ is an analytic isomorphism.
Proof. Since ρ′ is a base change of the unramified covering πL′ : RL′,Z′• → Rp
′
L′ , it
is an unramified covering itself. Therefore it is enough to construct a continuous
section s′ : RZ → R˜′ to ρ′ which extends the diagonal map. This is equivalent to
constructing a retraction s : RZ → RL′,Z′• which respects the projection πL′ .
Take a compact connected set A ⊂ Rp′L′ such that π−1L′ (A)∩RL′,Z′• = A1∪· · ·∪Am
is a disjoint union of spaces isomorphic to A.
One can choose disjoint open subsets V1, . . . , Vm in π
−1
L′ (A)∩RZ such that Ai ⊂
Vi. The set C = π
−1
L′ (A) ∩RZ \ (V1 ∪ · · · ∪ Vm) is closed. Therefore πL(C) is closed.
Take α > 0 such that n(pk, α) × A does not intersect πL(C). This means that the
open set π−1L (n(pk, α) ×A) ∩RZ is contained in the union of the sets Vi.
Let V ′i = π
−1
L (n(pk, α)×A)∩ Vi. Let us prove that V ′i is connected for each i. If
not, then V ′i = B1 ⊔B2 with Bj open, closed and nonempty. Since Ai is connected,
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for some j Bj does not intersect Ai. Therefore πLBj is open, closed and nonempty.
Hence it must be the whole Upkk ×A. This contradicts the assumption that Bj does
not intersect Ai.
One can construct a deformation retract retracting π−1L′ (A)∩RZ inside π−1L (n(pk, α)×
A)∩RZ . Therefore there are exactly m connected components of π−1L′ (A)∩RZ , each
containing exactly one Ai. Therefore there is a unique map sA : π
−1
L′ (A) ∩ RZ →
π−1L′ (A)∩RL′,Z′• which is identity on π−1L′ (A)∩RL′,Z′• and makes the diagram below
commutative.
π−1L′ (A) ∩RZ −−−−→ Upkk ×A
sA
y y
π−1L′ (A) ∩RL′,Z′• −−−−→ A
Patching these sA together gives s as required proving the first statement of the
proposition.
Take a meromorphic form ω on Z which is holomorphic outside the special
subvarieties of Z. The form ω can be written as
ω = fdt1 ∧ dt2 ∧ · · · ∧ dtn,
where f is a rational function on Z. Let K be the field of fractions of Z ′. Then
Z × SpecK is a curve and ∆(SpecK) is a point. Therefore the algebraic residue
res∆(SpecK) ρ
∗fdt1 is defined. We have
Proposition 3.1.21. Put
ω′ = (res∆(SpecK) ρ∗fdt1)dt2 ∧ · · · ∧ dtn.
Then
resintL,Z• ω = (−1)d−12πi resintL′,Z′• ω
′.
Proof. By the definition
resU ,L,Z• ω =
∫
ha∩RL,Z•
ω.
Since ρ′ is an isomorphism,∫
ha∩RL,Z•
ω =
∫
ρ′∗(ha∩RL,Z•)
ρ∗ω.
We have
ρ′∗(ha ∩RL,Z•) = (−1)
d(d−1)
2 R˜′ ∩ ρ∗π∗Lhc
= (−1) d(d−1)2 R˜′ ∩ τ˜∗(hck1 × (RL′,Z′• ∩ π∗L′h′c)),
where hck1 is the circle in R
pk1
k1
and h′c is the product of circles in R
p′
L′ . By Fubini’s
theorem ∫
eR′∩fτ∗(hck1×(RL′,Z′•∩π∗L′h′c))
ρ∗ω =
∫
RL′,Z′
•
∩π∗
L′
h′c
g(z′)dt2 ∧ · · · ∧ dtd,
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where for z′ ∈ RL′,Z′•
g(z′) =
∫
eR′∩τ−1z′∩π−1k1 hck1
ρ∗fdt1.
The last integral is nothing else than
2πi res∆(z′) ρ
∗fdt1.
Therefore
g(z′)dt2 ∧ · · · ∧ dtd = 2πiω′
Taking into account that
RL′,Z′• ∩ π∗L′h′c = (−1)
(d−1)(d−2)
2 RL′,Z′• ∩ ha′,Z′,
where a′ is the cell obtained from a by replacing the component a(ηk1 , pk1) with the
component a(pk1), we obtain the statement.
Let us denote by resL,Z• ω the iterated algebraic residue of ω with respect to the
flag Z•. This is defined by induction on the dimension of Z by the formula
resL,Z• fdt1 ∧ · · · ∧ dtd = resL′,Z′•(res∆(SpecK) ρ∗fdt1)dt2 ∧ · · · ∧ dtd.
Thus we obtain a formula for our residue.
Corollary 3.1.22.
resintL,Z• ω = (−1)
d(d−1)
2 (2πi)d resL,Z• ω.
For any subvariety Z ⊂ X and any hyperform using the decomposition of the
residue according to flags we also can state a formula for the trace:
Corollary 3.1.23. For a meromorphic hyperform ω of degree 2d on Z ⊂ X1×· · ·×
Xn which is holomorphic outside the special subvarieties of Z, dimZ = d,
TrintZ ω = (−1)
d(d−1)
2 (2πi)d
∑
L⊂{1,...,n}, |L|=dimZ
∑
Z•∈FlL(Z)
resL,Z• ωaL(Z•).
Dropping the coefficient (−1) d(d−1)2 (2πi)d we may also define the algebraic version
of the trace:
TrZ ω :=
∑
L⊂{1,...,n}, |L|=dimZ
∑
Z•∈FlL(Z)
resL,Z• ωaL(Z•).
Then the latter corollary can be reformulated as follows:
Corollary 3.1.24. For a meromorphic hyperform ω of degree 2d on Z ⊂ X1×· · ·×
Xn which is holomorphic outside the special subvarieties of Z, dimZ = d,
TrintZ ω = (−1)
d(d−1)
2 (2πi)d TrZ ω.
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Now we make a summary of the computation of TrZ ω. The necessary notation
is explained in Section 3.1.10.
(i) List all the subsets L ⊂ {1, . . . , n} of size dimZ.
(ii) For each L list all the flags Z• ∈ FlL(Z).
(iii) For each flag find the cell aL(Z•) of ∆m1 × · · · ×∆mn , which is a product of
several vertices and edges (vertices for k ∈ Lc and edges for k ∈ L).
(iv) Compute the iterated residue corresponding to the flag Z• of the form which
is the component of ω on the open set UaL(Z•) = ×kUk, where Uk is an open
set from the cover of Xk for k ∈ Lc, or an intersection of two open sets of the
cover of Xk for k ∈ L.
(v) Add these residues.
3.1.13 Gauss-Manin
Suppose we have a morphism of algebraic varieties X → S. Let σ be an abstract
cell complex and U = (Ua) a hypercover on X with respect to Zariski’s topology.
We assume that S = SpecR is affine and all the open sets of the hypercover are
affine.
Associated to the de Rham complex on X we have the complex of hypersections
Ω0X(U)→ Ω1X(U)→ · · · .
Consider the complex of hypersections corresponding to the relative de Rham com-
plex.
Ω0X/S(U)→ Ω1X/S(U)→ · · · .
These are both complexes of R-modules.
Proposition 3.1.25. The following natural sequence is exact for all k ≥ 0:
Ω1S(S)⊗R Ωk−1X (U)→ ΩkX(U)→ ΩkX/S(U)→ 0.
Proof. Since the corresponding sequence of sheaves is exact, it induces an exact
sequence over any affine set.
We define Gauss-Manin connection as follows. Let ω ∈ ΩkX/S(U) be closed. Lift
it to ω ∈ ΩkX . Then dω ∈ Ker(Ωk+1X (U)→ Ωk+1X/S(U)). Choose η ∈ Ω1S(S)⊗R ΩkX(U)
which maps to dω. Let η be the projection of η in ΩkX/S(U)⊗R Ω1S(S). We say that
η is a Gauss-Manin derivative of ω. Of course, this construction depends on several
choices. Although η is not well-defined, by abuse of notation we will write
η = ∇ω
if η is a Gauss-Manin derivative of ω.
Suppose we have a family of hyperchains cs ∈ Ck(U), s ∈ S. This means that cs
is a linear combination of simplices cis with each c
i
s being a map from ∆ × S to X
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which composed with X → S gives the projection ∆ × S → S. Here ∆ denotes a
standard simplex. We require the maps cis to be of the same type as we require for
simplices, i.e. semi-algebraic. For ω ∈ ΩkX/S(U) consider the integral
f(s) =
∫
cs
ω, s ∈ S.
For a path s0s1 in S let cs0s1 ∈ Ck+1(U) denote the corresponding hyperchain over
this path. It provides a homotopy:
∂hcs0s1 + (∂hc)s0s1 = cs1 − cs0 .
Lemma 3.1.26. Let ω ∈ ΩkX/S(U) be a closed relative hyperform and c = (cs)s∈S
be a family of hyperchains, cs ∈ Ck(U). If η = ∇ω with η and ω as in the definition
of ∇, then we have
d
∫
cs
ω =
∫
cs
∇ω +R(∂hc, ω).
Here R is the bilinear operator which is constructed as follows. The value of R on
a vector in S represented by a path st is
〈[st], R(∂hc, ω)〉 = ∂
∂t
∣∣∣∣
t=0
∫
(∂hc)s0st
ω.
Proof. For a fixed s0 ∈ S let st be a path in S starting from s0. We have
f(st)− f(s0) =
∫
∂hcs0st+(∂hc)s0st
ω.
The first summand can be transformed as∫
∂hcs0st
ω =
∫
cs0st
η.
Over the path we are considering Ω1S is generated by dt. Therefore η = dt ∧ η0. We
obtain∫
cs0st
η =
∫
cs0st
dt ∧ η0 =
∫
cs0st
(d(tη0)− tdη0) =
∫
∂hcs0st
tη0 −
∫
cs0st
tdη0.
Examining the second term we see
∂
∂t
∣∣∣∣
t=0
∫
cs0st
tdη0 = 0.
The first one transforms to∫
∂hcs0st
tη0 =
∫
cst−cs0
tη0 −
∫
(∂hc)s0st
tη0.
The second term gives
∂
∂t
∣∣∣∣
t=0
∫
(∂hc)s0st
tη0 = 0.
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The first one gives
∂
∂t
∣∣∣∣
t=0
∫
cst−cs0
tη0 = lim
t→0
∫
cst
η0 =
∫
cs0
η0.
For example, if cs is closed:
Corollary 3.1.27. If cs is a closed family of hyperchains and ω is a closed relative
hyperform, then
d
∫
cs
ω =
∫
cs
∇ω.
3.2 The Abel-Jacobi map for products of curves
By a curve we mean a smooth projective curve over C. Let X1, X2,. . . ,Xn be curves.
Put
X = X1 ×X2 × · · · ×Xn.
Let x ∈ Zk(X, 1) be a higher cycle,
x =
∑
i
(Wi, fi).
Recall that dimCWi = n− k+1, fi ∈ C(Wi), γi = f∗i [0,∞], γ =
∑
i γi, ∂ξ = γ. The
Abel-Jacobi map was defined as
〈AJk,1[x], [w]〉 =
∑
i
∫
Wi\γi
ω log fi + 2πi
∫
ξ
ω (3.2)
for w ∈ Fn−k+1A 2n−2k+2(X), dw = 0.
Remark 3.2.1. Since X is a product of curves its cohomology has no torsion. This
implies that the class of γ is trivial.
3.2.1 Triangulations
In fact we should justify the construction of γi and the integration in (3.2). The
problems are that Wi are not necessarily smooth, the rational functions fi do not
necessarily define maps to P1 and log fi is not bounded. To define all the objects we
may embed X as a semi-algebraic set into some RN and consider the semi-algebraic
subsets Wi, |div fi|, f−1i [0,∞]. We may apply [Hir75] to get a triangulation of
RN which is compatible with all the sets mentioned above. This triangulation is
semi-algebraic and smooth on the interiors of simplices. Therefore we can integrate
smooth forms over simplices. Moreover we have the necessary bounds on the growth
of log fi restricted to any simplex which belongs toWi and does not belong to |div fi|.
In fact any such simplex intersects |div fi| only along the boundary and log fi grows
not faster than some multiple of the logarithm of the distance to the boundary.
We will only consider simplices obtained by a linear subdivision of simplices of
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the constructed triangulation. Formal linear combinations of simplices of equal
dimension are called chains.
For each i let us consider the space Vi constructed from Wi by cutting out γi
and attaching two copies of γi glued together along the boundary. Let us denote
the two copies of γi by γ
+
i and γ
−
i and suppose that they are attached in such a
way that the function log fi extends to γ
+
i and γ
−
i , ∂Vi = γ
+
i − γ−i , and the value of
log fi on γ
−
i is 2πi plus the value on γ
+
i . Denote by ι
+
i , ι
−
i the natural isomorphisms
γi −→ γ+i , γi −→ γ−i . Denote by pi the natural projection Vi −→ Wi. The space Vi
is naturally endowed with the triangulation coming from the triangulation of Wi.
Let l ≥ 0 and ∆ be the standard simplex of dimension l,
∆ = {(x0, x1, . . . , xl) |
l∑
j=0
xj = 0, xj ≥ 0}.
For ǫ > 0 denote
∆ǫ = {(x0, x1, . . . , xl) ∈ ∆ | xj ≥ ǫ}.
Let σ : ∆ −→ Vi be a simplex in Vi. Let ω be a smooth l-form on a neighborhood
of σ(∆).
Definition 3.2.1. Suppose σ(∆) is not contained in |div fi|. Put∫
σ
ω log fi = lim
ǫ−→0
∫
∆ǫ
σ∗ω log fi.
Definition 3.2.2. A simplex σ is called good if it is not contained in |div fi| for all
i and any simplex of its boundary is not contained in |div fi| for all i. A chain is
called good if it is a linear combination of good simplices.
One can check that the Stokes formula holds:
Proposition 3.2.1. If σ is a good simplex and ω is a smooth l − 1-form on a
neighborhood of σ(∆), then∫
σ
dω log fi =
∫
∂σ
ω log fi −
∫
σ
dfi
fi
∧ ω.
3.2.2 Using hypercovers
Let us choose a Zariski affine cover on each of the curves Xj this gives a hypercover
Uj on Xj indexed by σj, hence a product hypercover U on X indexed by σ. This
induces hypercovers on Vi. Let us lift chains div fi to hyperchains d˜iv fi, then lift
the chains γi to hyperchains γ˜i, then lift Vi to V˜i and ξ to ξ˜. Lifting γi determines
a lifting of γ+i , γ
−
i . These liftings are denoted γ˜
+
i , γ˜
−
i . We choose a nice analytic
refinement U ′ of U and assume that all the hyperchains we are considering are in
fact hyperchains on U ′. The following relations hold:
∂hγ˜i = −d˜iv fi, ∂hξ˜ =
∑
i
γ˜i, ∂hV˜i = γ˜
+
i − γ˜−i .
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For ω ∈ Fn−k+1A 2n−2k+2(X), dω = 0 we can denote by the same letter ω the
corresponding hyperform. We get
〈AJk,1[x], [ω]〉 =
∑∫
eVi
ω log fi + 2πi
∫
eξ
ω.
Let L ⊂ {1, . . . , n}, L′ ⊂ {1, . . . , n} such that L ∩ L′ = ∅, |L| = n − k + 1,
|L′| = n − k + 1. Let ωk be a holomorphic 1-form on Xk for k ∈ L (which is
considered as a hyperform) and a closed algebraic 1-hyperform on Xk for k ∈ L′.
Recall that 1-hyperform on Xk is a collection of 1-forms on the open sets of the
cover of Xk and functions on the pairwise intersections. Saying algebraic we require
the functions and the 1-forms to be regular. For k ∈ L′ by the Hodge theory one
can choose a smooth 0-hyperform gk such that ω
′
k = ωk − dgk is a smooth 1-form.
Put ω′k = ωk for k ∈ L. We obtain a smooth closed form on X
ω′ = ×k∈L∪L′ω′k ∈ Fn−k+1A 2n−2k+2(X),
and an algebraic closed hyperform
ω = ×k∈L∪L′ωk ∈ Ω2n−2k+2(U)
which is zero on Ua if dima > n− k + 1. Moreover they differ by a coboundary,
ω′ − ω = dg, g ∈ Ω2n−2k+1smooth (U),
with g zero on Ua if dim a > n− k.
Proposition 3.2.2. One can compute AJk,1 using algebraic forms:
〈AJk,1[x], [ω]〉 =
∑
i
∫
eVi
ω log fi + 2πi
∫
eξ
ω.
Proof. By the definition
〈AJk,1[x], [ω′]〉 =
∑
i
∫
eVi
ω′ log fi + 2πi
∫
eξ
ω′
=
∑
i
∫
eVi
ω log fi + 2πi
∫
eξ
ω +
∑
i
∫
eVi
(dg) log fi + 2πi
∫
eξ
dg.
The summand in the third term gives∫
eVi
(dg) log fi =
∫
eγ+i −eγ−i
g log fi −
∫
eVi
dfi
fi
∧ g.
The second integral is zero. Indeed, if a ∈ σ is such that dim a > n−k, then (dfifi ∧g)a
is zero as it was mentioned above. Otherwise (dfifi ∧ g)a ∈ Ω2n−2k+2−dima(Ua).
Therefore the degree of this form is at least n − k + 2, which is greater than the
dimension of Vi. The first integral can be further transformed to∫
eγ+i −eγ−i
g log fi = −2πi
∫
eγi
g
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which cancels the corresponding summand in the term∫
eξ
dg =
∑
i
∫
eγi
g.
3.2.3 Differentiating the Abel-Jacobi map
Suppose we have families of curves Xi → S with S affine and
X = X1 ×S X2 ×S · · · ×S Xn.
Suppose we have a family of cycles xs ∈ Zk(Xs, 1). Let ω ∈ Ω2n−2k+2X/S (U). Suppose
ωa = 0 if dim a > n− k + 1. Let us compute
d〈AJk,1[xs], [ω]〉.
We first generalize it. Let for any ω ∈ Ω2n−2k+2X/S (U)
I(ω) =
∑
i
∫
eVi
ω log fi + 2πi
∫
eξ
ω.
We also define a new operation on hyperforms. Let ω ∈ Ω2n−2k+2X (U). For any index
i consider the hyperform dfifi ∧ ω. It is zero on all Ua ∩Wi with dim a < n − k + 1
and is a form of maximal degree on Ua∩Wi with dim a = n−k+1. Therefore there
exists an element φfiω ∈ Ω1(S)⊗Ω2n−2k+2X (U) such that the difference dfifi ∧ω−φfiω
is zero on all Ua ∩Wi with dim a ≤ n − k + 1. Its image in Ω1(S) ⊗ Ω2n−2k+2Wi/S (U)
will be denoted by φfiω.
Proposition 3.2.3. We have
dI(ω) = I(∇ω) +
∫
fWi
φfiω.
Proof. Let η = ∇ω. Then (see Lemma 3.1.26)
d
∫
eξ
ω =
∫
eξ
η +
∑
i
R(γ˜i, ω).
Consider the hyperform ω log fi on U ∩ Vi. The restriction of ω log fi to U ′ ∩ Vi is
closed simply because Ω2n−2k+3Wi/S (U ′ ∩Wi) = 0. We have
d(ω log fi) = η log fi +
dfi
fi
∧ ω.
The sum η log fi+φfiω gives a Gauss-Manin derivative of ω log fi on Vi with respect
to the hypercover U ′. Therefore
d
∫
eVi
ω log fi = R(γ˜
+
i − γ˜−i , ω log fi) +
∫
eVi
η log fi +
∫
eVi
φfiω.
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The first summand equals to
R(γ˜+i − γ˜−i , ω log fi) = −2πiR(γ˜i, ω).
The third summand equals to ∫
eVi
φfiω =
∫
fWi
φfiω.
We also can compute I(ω) for an exact hyperform.
Proposition 3.2.4. Let ω = dη with η ∈ Ω2n−2k+1X/S (U). Then
I(ω) = −
∑
i
∫
W i
dfi
fi
∧ η
Proof. By the definition
I(ω) =
∑
i
∫
eVi
ω log fi + 2πi
∫
eξ
ω.
We have ω log fi = d(η log fi)− dfifi ∧ η. Applying the Stokes formula we obtain the
result.
Let us denote
Ji(ω) = (2πi)
−n+k−1
∫
eVi
ω.
for any ω ∈ Ω2n−2k+2Wi/S (U). We see that the following relations hold:
dI(ω) = I(∇ω) + (2πi)n−k+1
∑
i
Ji(φfiω), I(dη) = −(2πi)n−k+1
∑
i
Ji(
dfi
fi
∧ η).
Note that the value of Ji can be expressed as a certain sum of iterated residues.
Therefore it is possible to compute Ji.
3.2.4 Extensions of D-modules
Recall that S is an affine variety. Suppose S = SpecR for a commutative ring R.
Suppose S is smooth and Ω(R) is free. Let D be the ring of differential operators
on S. Consider R-modules ΩiX(U). We have two filtrations on ΩiX(U). The first
is the Hodge filtration. Elements of F jΩiX(U) are those hyperforms which have as
components only forms of rank at least j. We have another filtration defined as
GjΩiX(U) := Ωj(R)∧Ωi−jX (U). The exterior derivative respects these filtrations. We
have
ΩiX/S(U) = ΩiX(U)/G1ΩiX(U).
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To understand the results of the previous section we introduce two operations
on hyperforms. The first one is Ψ0 : Ω
2n−2k+1
X → R defined as
Ψ0(η) = (2πi)
−n+k−1∑
i
∫
fWi
dfi
fi
∧ η (η ∈ Ω2n−2k+1X (U)).
The second one is Ψ1 : Ω
2n−2k+2
X → Ω(R) defined as
Ψ1(ω) = (2πi)
−n+k−1∑
i
∫
fWi
φfiω (ω ∈ Ω2n−2k+2X (U)),
the operation φ being defined in the previous section.
Remark 3.2.2. The integral with respect to W˜i can be expressed as a sum of iterated
residues as is proved in the previous chapter. Therefore the operations Ψ0 and Ψ1
can be defined purely algebraically
Proposition 3.2.5. The first operation satisfies the following properties:
(i) Ψ0 is R-linear.
(ii) Ψ0|G1Ω2n−2k+1X (U) = 0.
(iii) Ψ0|Fn−k+1Ω2n−2k+1X (U) = 0.
(iv) Ψ0(η) = −(2πi)−n+k−1I(dη) for η ∈ Ω2n−2k+1X (U).
(v) If dη ∈ G1Ω2n−2k+2X (U), then Ψ0(η) = 0.
Proposition 3.2.6. The second operation satisfies the following properties:
(i) Ψ1 is R-linear.
(ii) Ψ1|G2Ω2n−2k+2X (U) = 0.
(iii) Ψ1|Fn−k+2Ω2n−2k+2X (U) = 0.
(iv) Ψ1(u ∧ η) = −uΨ0(η) for u ∈ Ω(R), η ∈ Ω2n−2k+1X (U).
(v) Ψ1(ω) = (2πi)
−n+k−1(dI(ω) − I(∇ω)) for ω ∈ Ω2n−2k+2X (U) such that dω ∈
G1Ω2n−2k+3X (U), and ∇ω is defined as the class of dω in Ω(R)⊗Ω2n−2k+2X (U).
(vi) Ψ1(dη) = dΨ0(η) for η ∈ Ω2n−2k+1X (U).
Let B2n−2k+2 ⊂ Z2n−2k+2 ⊂ Ω2n−2k+2X/S (U) be defined as
B2n−2k+2 = Im dX/S , Z2n−2k+2 = Ker dX/S .
Let
H2n−2k+2 = Z2n−2k+2/B2n−2k+2.
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Note that the Hodge theory implies
F iΩ2n−2k+2X/S ∩B2n−2k+2 = dX/S(F iΩ2n−2k+1X/S ).
Let M be defined as
M = (R⊕ Z2n−2k+2)/ Im(Ψ0, dX/S).
We then have the following commutative diagram with exact rows:
0 −−−−→ B2n−2k+2 −−−−→ Z2n−2k+2 −−−−→ H2n−2k+2 −−−−→ 0
Ψ0
y i2y ∥∥∥
0 −−−−→ R i1−−−−→ M −−−−→ H2n−2k+2 −−−−→ 0
Note that there is a canonical section s : Fn−k+1H2n−2k+2 → M which is defined
by sending a class [ω] ∈ Fn−k+1H2n−2k+2 (ω ∈ Z2n−2k+2) to (0, ω).
Both R and H2n−2k+2 are modules over D . On M we have the following D-
module structure:
v(r, ω) = (v(r)− 〈v,Ψ1(ω)〉, 〈v,∇ω〉),
where r ∈ R, v ∈ Der(R), ω ∈ Z2n−2k+2, ω ∈ Ω2n−2k+2X (U) represents ω. One can
check that this indeed gives a D-module structure. The section s is compatible with
the D-module structure so that the following diagram commutes:
Fn−k+2H2n−2k+2 ∇−−−−→ Ω(S)⊗ Fn−k+1H2n−2k+2
s
y idS ⊗sy
M −−−−→ Ω(S)⊗M.
Let us choose S smaller so that H2n−2k+2 is free and Fn−k+1H2n−2k+2 is a direct
summand. Extend the section s to a section s˜ : H2n−2k+2 → M . This provides
an isomorphism of R-modules M ∼= R ⊕ H2n−2k+2. We define a homomorphism
Ψ ∈ HomR(H2n−2k+2,Ω(R)) in the following way. For any [ω] ∈ H2n−2k+2 put
Ψ([ω]) = ∇s˜([ω]) − (id⊗s˜)(∇[ω]) ∈ Ω(R).
One can see that Ψ|Fn−k+2H2n−2k+2 = 0 and Ψ is correctly defined up to the dif-
ferential of an element of HomR(H
2n−2k+2,Ω(R)). The structure of D-module on
R⊕H2n−2k+2 induced from M can be recovered as follows:
v(r, h) = (v(r) + Ψ(h),∇vh) (h ∈ H2n−2k+2, r ∈ R, v ∈ Der(R)).
Let N be the kernel of the multiplication homomorphism
N := Ker(D ⊗R H2n−2k+2 → H2n−2k+2).
It inherits the filtration F • from the one on H2n−2k+2. We have the canonical
homomorphism of D-modules Ψ′alg : F
n−k+1N → R defined as follows.
Ψ′alg(
∑
j
αj ⊗ hj) =
∑
j
αjs(hj) ∈ R (
∑
j
αj ⊗ hj ∈ N,hj ∈ Fn−k+1N,αj ∈ D).
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On the other hand we could have defined Ψ′an : Fn−k+1N → R
Ψ′an(
∑
j
αj ⊗ hj) =
∑
j
αj〈AJk,1[x], hj〉,
but the properties of Ψ0, Ψ1 imply:
Corollary 3.2.7. We have Ψ′an = (2πi)n−k+1Ψ′alg. Therefore Ψ
′
an can be computed
algebraically.
3.2.5 Products of elliptic curves
Suppose we have a family of elliptic curves π : E → S and Xi = E. We have
S = SpecR. We suppose that R is a 1-dimensional domain and its field of fractions
is denoted as R0. Let
V = R1π∗Ω•E/S .
This is a locally free module over R of rank 2. The Hodge filtration has two pieces,
each a rank 1 locally free R-module. Denote
M1 = F 1V.
This is a line bundle of modular forms of weight 1. We denote M j = (M1)⊗j for
j ∈ Z. We have the canonical pairing
F 1V ⊗R (V/F 1)→ R.
With the help of this pairing we identify
V/F 1 ∼=M−1.
Consider the Kodaira-Spencer map
KS :M1 → Ω(R)⊗M−1.
Suppose that the family E is not constant and S is small enough, so that KS is
an isomorphism. Therefore we have Ω(R) ∼= M2. Let H1 = R1π∗Ω•E/S , which is a
D-module of rank 2 over R.
Suppose n = 2k − 2. Then, using the notations of the previous section (Hn =
Rnπ∗Ω•En/S)
Mn = FnH2n−2k+2 = FnHn.
Let Hnsym denote the direct summand of H
n which corresponds to
Hnsym = Sym
nH1.
We have the following fact:
Proposition 3.2.8. There is a unique element Bn ∈Mn+2⊗RFnN which contains
only differential operators of degree at most n + 1 and the corresponding symbol in
Mn+2 ⊗R Der(R)⊗(n+1) ⊗R Mn ∼= R is 1.
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Proof. Let us prove uniqueness. Let Dn denote the differential operators of order
at most n. The following map is a monomorphism:
m : Dn ⊗R FnHn → Hn.
To prove this look at the filtration by the order of differential operator on Dn ⊗R
FnHn and the Hodge filtration on Hn. The graded pieces of the map are the
Kodaira-Spencer maps which are injective.
Existence follows from the fact that the image of m is SymnH1. So we can pick
any element of Mn+2⊗R Dn+1⊗RMn with symbol 1 and then subtract an element
of Mn+2⊗R Dn⊗RMn which maps to the same element in Mn+2⊗R SymnH1.
One can apply Ψ′ to B = Bn and get an element
(2πi)−n+k−1Ψ′an(B) = Ψ
′
alg(B) ∈ Mn+2.
Therefore we have a canonical modular form constructed from a family of cycles
{xs ∈ Zk(Xs, 1)}s∈S .
3.2.6 Analytic computations
We still have n = 2k−2. Suppose we have a family of elliptic curves π : E → S over
an affine smooth irreducible curve. We now translate the notions from Section 3.2.5
to the analytic language. The elliptic curve over a point s ∈ S is denoted Es. Let U
be an analytic subset in S homeomorphic to a disk. Choose families of 1-cycles c1,
c2 over U such that c1(s) and c2(s) generate H1(Es,Z) and the intersection number
is c1 · c2 = 1.
Any other choice c′1, c
′
2 can be obtained from the choice c1, c2 by a transformation
γ =
(
a b
c d
)
∈ SL2(Z) : c′2 = ac2 + bc1, c′1 = cc2 + dc1.
Let ω be a closed relative differential 1-form on E. We denote
Ω1(ω) =
∫
c1
ω, Ω2(ω) =
∫
c2
ω.
The cup product provides a pairing:
(ω1, ω2) =
∫
Es
ω1 ∧ ω2.
Let us integrate ω1 = df over the universal cover of Es. Then
(ω1, ω2) =
∫
∂ eEs
fω2 = Ω1(ω1)Ω2(ω2)− Ω1(ω2)Ω2(ω1),
where E˜s denotes a fundamental domain of the universal cover of Es.
If ω is holomorphic we put
z =
Ω2(ω)
Ω1(ω)
.
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This locally defines an isomorphism between S and the upper half plane. Indeed,
Im z =
Ω2(ω)Ω1(ω)− Ω1(ω)Ω2(ω)
2iΩ1(ω)Ω1(ω)
= − Im
∫
Es
ω ∧ ω
2Ω1(ω)Ω1(ω)
.
If we represent Es as a quotient C/Λ with ω = dx+ idy, then
ω ∧ ω = −2idx ∧ dy,
therefore
Im z =
volωEs
|Ω1(ω)|2 > 0,
where volωEs is the volume of Es defined with the help of the form ω. For another
choice c′1, c
′
2 we obtain
z′ =
az + b
cz + d
.
We define a canonical isomorphism of the analytic version of the sheafM1 of modular
forms of weight 1, as defined in the previous section, and the pullback via z of the
usual sheaf of modular forms of weight 1 on the upper half plane:
ω → Ω1(ω).
Let X be a formal variable. We identify H1(Es,C) with the space of polynomials
of degree not greater than 1 in X in the following way:
〈1, c2〉 = −1, 〈1, c1〉 = 0, 〈X, c1〉 = 1, 〈X, c2〉 = 0.
Let ω be a closed differential 1-form. Then the corresponding polynomial is
[ω]c = Ω1(ω)X − Ω2(ω).
In particular, if ω is holomorphic,
[ω]c = Ω1(ω)(X − z).
If c′ = γc, then one can check that
[ω]c′ = γ(Ω1(ω)X − Ω2(ω)),
where the action on polynomials is defined as
γ(p) = p|−1γ−1 (p = p1X + p0).
Therefore the map
ω → fω = Ω1(ω)X − Ω2(ω)
X − z = Ω1(ω) +
Ω2(ω)− zΩ1(ω)
z −X
defines an isomorphism between the sheaf V = H1(E,C) and the pullback of the
sheaf of quasi-modular forms of weight 1 and depth 1. Quasi-modular forms of
weight w and depth d are functions of the form
f(z,X) =
d∑
i=0
fi(z)
i! (z −X)i
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which transform like modular forms of weight w in z and weight 0 in X:
f(γ(z), γ(X)) (cz + d)−w = f(z,X).
One can see that the pairing can be written as
(aX + b, a′X + b′) = −ab′ + a′b.
Therefore if a(X − z) ∈ F 1V and a′X + b′ ∈ V , then
(a(X − z), a′X + b′) = −a(a′z + b′).
If ω is a holomorphic differential and η an arbitrary closed differential, then
(ω, η) = fω(fη)1,
where (fη)1 denotes the coefficient at (z − X)−1 of fη and is a modular form of
weight −1. Therefore the isomorphism V/F 1V →M−1 is given by sending f to f1.
The Gauss-Manin derivative with respect to the parameter z sends the coho-
mology class with periods Ω1, Ω2 to the cohomology class with periods
∂Ω1
∂z ,
∂Ω2
∂z .
Therefore on the level of quasi-modular forms it can be written as
∂
∂z
+
1
z −X .
If we take a modular form f of weight 1, the Gauss-Manin derivative of the corre-
sponding family of cohomology classes will be given by(
∂f
∂z
+
f
z −X
)
dz.
Therefore the Kodaira-Spencer map sends
f → fdz.
If t is a local parameter on S then the Kodaira-Spencer map acts as
f → f(
dt
dz
)dt,
therefore the isomorphism Ω(S) → M2 acts by sending dt for a function t to the
modular form dtdz .
Next we construct the canonical differential operator from the previous section.
Let U be an open subset in S such that there exist modular forms f of weight n and
g of weight n+ 2 with non-zero values on U . Let D(f, g) be the operator
φ→ 1
g
(
∂
∂z
)n+1 φ
f
.
This is a differential operator which sends functions to functions, therefore D(f, g) ∈
Dn+1(U). Moreover D(f, g)f = 0, therefore
Bn(U) = g ⊗D(f, g)⊗ f
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defines a section of Mn+2 ⊗R FnN . Its symbol is
g
1
fgdzn+1
f,
which goes to 1 under the isomorphism Mn+2 ⊗R Der(R)⊗(n+1) ⊗R Mn ∼= R.
Let us consider the natural map
H2k−2
F kH2k−2 + 2πiH2k−2Z
→ H
2k−2
F 1H2k−2 + 2πiH2k−2Z
∼=M2−2k/2πiM2−2kZ ,
where H2k−2Z ⊂ H2k−2 is the subsheaf of integral cohomology classes and M−jZ for
any j ≥ 0 is the subsheaf of M−j generated by 1, z, . . . , zj . The image of the section
AJk,1[x] under this map will be denoted by Ax. More explicitly, one can obtain Ax
by choosing a modular form f of weight 2k − 2, and then dividing by f the pairing
of Ax with the holomorphic differential 2k − 2 -form with periods given by f . It is
clear that the operator (
∂
∂z
)2k−1
:M2−2k →M2k
vanishes on M2−2kZ . Therefore it is defined on M
2−2k/M2−2kZ and it is clear that
Ψ′an(B2k−2) =
(
∂
∂z
)2k−1
Ax ∈ M2k.
Also we have the canonical (non-holomorphic) section of F k−1H2k−2. This is
defined by the polynomial-valued function
Qk−1z =
(
(X − z)(X − z)
z − z
)k−1
∈ Symk−1 V = H2k−2.
Theorem 3.2.9. Suppose S is a smooth affine curve. Suppose we have a family
of elliptic curves {Es}s∈S and an algebraic family of higher cycles {xs}s∈S, xs ∈
Zk(E2k−2s , 1). Suppose there is a map ϕ from S to H/Γ which lifts the canonical
map from S to H/SL2(Z). Suppose the symmetric part of AJk,1[x] is constant along
the fibers of φ. Take the corresponding modular form Ax of weight 2 − 2k on the
image of φ defined locally up to polynomials in z of degree not greater than 2k − 2
as above. Suppose (
∂
∂z
)2k−1
Ax = (−1)k−1D
k−1
2
0 αg
H/Γ
k,z0
(z)
for a CM point z0 of discriminant D0 and a non-zero rational number α. Then for
any point z in the image of φ, φ(s) = z,
G
H/Γ
k (z, z0) = 2α
−1 (2k − 2)!
(k − 1)! ℜ
(
D
1−k
2
0 (AJ
k,1[x], Qk−1z )
)
.
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Take NA, NB, N as in Corollary 1.5.6. Suppose z is a CM point of discriminant D
and make NA larger if necessary to satisfy NA(k−1)!α−1 ∈ Z. Then the algebraicity
conjecture is true and one has
(DD0)
k−1
2 Ĝk,H/Γ(z, z0) ≡ α−1 log(xs · Zz) mod 2πi
N
Z,
where Zz is a subvariety of E
2k−2
s which intersects xs properly and has cohomology
class
clZz =
(2k − 2)!
(k − 1)! D
k−1
2 Qk−1z ,
and · denotes the intersection number as in Theorem 2.5.1, which is an algebraic
number if xs is defined over Q.
Proof. Note that the function Ax is holomorphic of weight 2−2k. Hence it is (locally)
of type Fk,2−2k (see Section 1.2). Therefore the following function is of type Fk,0:
f := (−1)k−1 (k − 1)!
(2k − 2)! δ
k−1Ax.
We obtain the function f˜ with values in V2k−2. The function f˜ satisfies (by Theorem
1.2.5)
(f˜ , (X − z)2k−2) = (−1)k−1 (2k − 2)!
(k − 1)! (f˜ , δ
1−kQk−1z ) = Ax.
There is another formula for f˜ (see Proposition 1.2.6):
f˜ =
2k−2∑
i=0
(X − z)i
i!
(
∂
∂z
)i
Ax.
This formula shows that when we add to Ax a polynomial p(z), the function f˜
changes by p(X). Therefore f˜ is defined up to elements of 2πiV Z2k−2. On the other
hand, AJk,1[x] is a function with values in
V2k−2/(F kV2k−2 + 2πiV Z2k−2)
(F k corresponds to the polynomials divisible by (X−z)k). So the difference satisfies
AJk,1[x]− f˜ ∈ F 1V2k−2/(F kV2k−2 + 2πiV Z2k−2).
Consider the local sections of F k−1N given by
ξi =
∂
∂z
⊗ (X − z)i + i (X − z)i−1 (i ≥ k).
It is easy to check that Ψ′algξi = 0 using the property (iii) of the function Ψ1.
Therefore Ψ′anξi = 0. This means
∂
∂z
(AJk,1[x], (X − z)i) + i (AJk,1[x], (X − z)i−1) = 0 (i ≥ k).
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The function f˜ satisfies similar property. Therefore their difference also does. Since
(AJk,1[x]− f˜ , (X − z)2k−2) = 0,
we prove by induction that
(AJk,1[x]− f˜ , (X − z)i) = 0 (i ≥ k − 1).
Next we note that (see Theorem 1.2.5)
df˜ =
(X − z)2k−2
(2k − 2)!
((
∂
∂z
)2k−1
Ax
)
dz.
So if the hypothesis is true,
df˜ = (−1)k−1 αD
k−1
2
0
(2k − 2)! (X − z)
2k−2 gH/Γk,z0 (z) dz.
Therefore one can choose (see Theorem 1.3.4 and Corollary 1.5.6)
IA,Γ
NA(X−z)2k−2gH/Γk,z0(z)dz
= (−1)k−1NAα−1(2k − 2)!D
1−k
2
0 f˜ ,
recall that A = 2πi (2k−2)!(k−1)! D
1−k
2
0 V
Z
2k−2. This shows that
Ĝ
H/Γ
k (z, z0) ≡ α−1
(2k − 2)!
(k − 1)! D
1−k
2
0 (f˜ , Q
k−1
z ) mod 2πi(DD0)
1−k
2
1
N
Z,
so the statement follows from Theorem 2.5.1.
Remark 3.2.3. A cycle with cohomology class (2k−2)!(k−1)! D
k−1
2 Qk−1z was constructed in
the introduction by taking the graphs of complex multiplication by az and az¯ (a is
the leading coefficient of the minimal quadratic equation of z), denoted Yaz and Yaz¯
respectively, and adding the products of k − 1 copies of Yaz − Yaz¯ for all possible
splittings of the 2k − 2 elliptic curves of E2k−2z into pairs.
Remark 3.2.4. As we will show later (Section 5.3) for the case Γ = PSL2(Z), k = 2
Corollary 1.5.6 gives NB = 2, NA = 1. Since N = (k − 1)!NANB this gives N = 2.
But if the numerator of α is greater then 1, we take NA to be the numerator of α
to satisfy the conditions of the theorem, so the statement will hold for N = 2NA.
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Chapter 4
Cohomology of elliptic curves
This chapter studies the Weierstrass family of elliptic curves
y2 = x3 + ax+ b.
We first study expansions at infinity of various functions. As a coordinate we use the
formal integral of the holomorphic differential form dx2y . Also we note that the base
ring C[a, b] is isomorphic to the ring of modular forms for SL2(Z) and we choose an
isomorphism µ.
In Section 4.2 we state the precise relation between periods of differential forms
of second kind and values of quasi-modular forms.
In Section 4.3 we choose lifts of vector fields on the base to vector fields on the
total space of the family. It happens that particularly nice formulae can be obtained
for lifts of the Euler vector field and the Serre vector field. Therefore it is natural
to choose these vector fields as a basis. We represent cohomology of elliptic curves
by two differential forms of second kind dx2y and
xdx
2y .
In Section 4.4 we choose representatives of two cohomology classes, correspond-
ing to the forms of second kind dx2y and
xdx
2y , as hyperforms on the total space.
This choice satisfies an important property. Whenever we apply the Gauss-Manin
derivative (see Section 3.1.13) to these representatives, the result is again a linear
combination of these representatives. We express the hyperforms at infinity. Indeed,
for computation of residues later it will be enough to know only these expressions,
the result does not depend on the global information.
4.1 Certain power series
Let R = k[a, b] be the ring of polynomials in two variables a, b. Denote by K the
field of fractions of R. Let Gm be the multiplicative group. Let Gm act on R by the
law
a→ λ4a, b→ λ6b (λ ∈ Gm).
We consider the family over R given by the equation
y2 = x3 + ax+ b.
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This can be ’compactified’ to the projective variety E over R given by the homoge-
neous equation in x˜, y˜, z˜:
y˜2z˜ = x˜3 + ax˜z˜2 + bz˜3.
The action of Gm extends to the action on E in the following way:
x˜→ λ2x˜, y˜ → λ3y˜, z˜ → z˜ (λ ∈ Gm).
Therefore the affine chart z˜ = 1 is stable under the action. We denote this chart by
U0. In fact E is an elliptic curve outside the zero locus of the discriminant
∆ = −16(4a3 + 27b2).
If a rational function φ on E transforms according to
φ→ λkφ (λ ∈ Gm),
then we say that φ is of weight k. Let us denote the space of rational functions of
weight k by Fk. The action of Gm gives rise to the vector field whose derivation
is the Euler operator, δe. This operator acts on homogeneous rational functions as
follows:
δef = kf (f ∈ Fk).
We have the zero section s0 : SpecR→ E given by sending
x˜→ 0, y˜ → 1, z˜ → 0.
Let t = −x/y = −x˜/y˜ ∈ F−1. This is a local parameter at s0. We can express x
and y as Laurent series in t:
x = t−2 − at2 − bt4 − a2t6 − 3abt8 +O(t10),
y = −t−1x = −t−3 + at+ bt3 + a2t5 + 3abt7 +O(t9).
The invariant differential form ω = dx2y has expansion
ω =
dx
2y
= (1 + 2at4 + 3bt6 + 6a2t8 + 20abt10 +O(t12))dt.
Consider the formal integral of ω:
z =
∫
ω = t+
2a
5
t5 +
3b
7
t7 +
2a2
3
t9 +
20ab
11
t11 +O(t13).
In fact z is the logarithm for the formal group law of the elliptic curve. We can now
take z as a new local parameter and express x and y in terms of z:
x = z−2 − a
5
z2 − b
7
z4 +
a2
75
z6 +
3ab
385
z8 +O(z10),
y =
∂
2∂z
x = −z−3 − a
5
z − 2b
7
z3 +
a2
25
z5 +
12ab
385
z7 +O(z9).
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Let us fix an isomorphism between R and the ring of modular forms in the
following way:
µ(a) = − E4
243
, µ(b) =
E6
2533
.
Then the integral of −xdz can be expressed as follows:
v0 = −
∫
xdz = z−1 +
a
15
z3 +
b
35
z5 − a
2
525
z7 − ab
1155
z9
= z−1 − E4
720
z3 +
E6
30240
z5 − E
2
4
1209600
z7 +
E4E6
47900160
z9 +O(z11)
= z−1 +
∑
k≥2
B2kE2k
(2k)!
z2k−1.
In fact, this follows from the corresponding identity over the complex numbers which
can be proved using the Taylor expansion of the Weierstrass ℘-function. We define
v = v0 +
E2
12
z = z−1 +
∑
k≥1
B2kE2k
(2k)!
z2k−1 ∈ R[E2]((z)).
Note that for a = − 1
243
, b = 1
2533
(this corresponds to E4 = 1, E6 = 1 and the
curve is degenerate) we can find expansions of v0, x and y explicitly:
v0 =
1
ez − 1 +
1
2
− z
12
, x =
ez
(ez − 1)2 +
1
12
, y = − e
2z + ez
2(ez − 1)3 .
This corresponds to the fact that the Fourier expansion of E2k starts with 1.
4.2 Periods of differentials of second kind
Let us view E as an elliptic curve over K. We will consider odd differential forms
on U0. Each such form has an expansion of the type∑
k∈Z
a2kz
2kdz (a2k ∈ K).
In fact such a form is determined by its coefficients a0, a−2, a−4, . . .. Moreover, given
a polynomial P there is a unique form which has Laurent expansion starting with
P (z−2)dz. The space of odd differential forms on U0 has basis
ωk =
xkdx
y
(k ≥ 0).
An odd function on U0 is a function of the form Q(x)y. It has expansion∑
k∈Z
a2k−1z2k−1 (a2k−1 ∈ K).
Such a function is determined by its coefficients a−3, a−5, . . .. Conversely, for each
polynomial P there exists a form which has Laurent expansion starting with z−3P (z−2).
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It follows that the space of odd forms modulo the space of exact odd forms is
2-dimensional with basis
ω =
dx
2y
, η =
xdx
2y
.
This space is canonically isomorphic to the first de Rham cohomology group of E.
We denote it by H1K .
Proposition 4.2.1. Consider the map which sends an odd differential form κ to
the following element of K[E2]:
µ(κ) := res(κv).
This map vanishes on exact forms. Therefore it defines a map from H1K to K[E2].
Proof. Indeed, if f = Q(x)y, then
res(vdf) = − res(fdv) = res(Q(x)y(x− E2
12
)dz)
=
1
2
res(Q(x)(x− E2
12
)dx) = 0.
One has
µ(ω) = 1, µ(η) =
E2
12
.
Therefore using µ one can build an isomorphism of algebras over K:
SymH1K/(ω − 1) −→∼ K[E2].
The symbol SymH1K denotes the algebra of symmetric tensors of H
1
K .
For any Gm-module M which is Gm-equivariant over some Gm-field we denote
by M(1) the same module but with the twisted action. If mM is the action on M
then the action on M(1) is defined as follows:
m
M(1)
λ a = λm
M
λ a (a ∈M,λ ∈ Gm.)
Using this notation the isomorphism constructed above can be made into a Gm-
equivariant isomorphism:
µ : SymH1K(1)/(ω − 1) −→∼ K[E2].
In the following two propositions the value of a quasi-modular form f of weight
k on a pair of numbers ω1, ω2 ∈ C with τ = ω2ω1 ∈ H is defined as follows:
f(ω1, ω2) := (2πi)
kf(τ)ω−k1 .
Proposition 4.2.2. Let k = C. Let a0, b0 ∈ C and f ∈ K a rational function which
is defined at the point (a0, b0). Suppose f has weight k. Choose a basis c1, c2 of the
first homology for the curve y2 = x3 + a0x + b0. Let ωi =
∫
ci
ω with τ = ω2ω1 ∈ H.
Then
f(a0, b0) = µ(f)(ω1, ω2).
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Proposition 4.2.3. Let k = C. Let a0, b0 ∈ C and [κ] ∈ H1K represented by an
odd differential form κ which is defined at the point (a0, b0). Suppose κ has weight
k. Choose a basis c1, c2 of the first homology for the curve y
2 = x3 + a0x+ b0. Let
ωi =
∫
ci
ω with τ = ω2ω1 ∈ H. Then∫
c1
κ = ω1µ(κ)(ω1, ω2).
4.3 Derivations on modular forms
Consider the Gauss-Manin connection on the module H1K . It is a map
∇ : H1K → Ω1(K/k) ⊗H1K .
This map is equivariant with respect to the Gm-action. Consider ∇ω. This is an
element of Ω1(K/k) ⊗H1K . Let us view this element as a map
∇[ω] : Der(K/k)→ H1K .
Since both spaces have dimension 2 and one can check that the map is surjective, it
is an isomorphism. For example, one has
∇[ω](δe) = −[ω].
We would like to compute ∇[ω] for a general vector field ∂. Let ∂ ∈ Der(K/k)
be a derivation of the field K. By ∂∗ we denote a lift of ∂ to the affine set U0. We
assume that ∂∗ is even, so it is given by an even function ∂∗x and an odd function
∂∗y. There is no canonical choice of this lift. On the other hand we let ∂ act on
formal Laurent series in z simply by setting ∂z = 0. We obtain
2y(∂y − ∂∗y) = (3x2 + a)(∂x− ∂∗x).
Therefore there exists a Laurent series α with the property
∂y = ∂∗y + αy′, ∂x = ∂∗x+ αx′,
where ′ denotes the derivative of a Laurent series with respect to z. Since ∂ commutes
with ′, we have
2∂y = ∂x′ = (∂∗x)′ + αx′′ + α′x′ = (∂∗x)′ + 2∂y − 2∂∗y + α′x′.
Therefore
α′x′ = 2∂∗y − (∂∗x)′.
It is easy to see that the right hand side is a regular odd function on U0, hence it is a
product of y and a polynomial of x. Since x′ = 2y, we obtain that α′ is a polynomial
of x. Consider the form
α′dz.
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It is a linear combination over K of an exact form, ω, and η. Therefore α is a linear
combination of a regular odd function on U0, z, and v0. We obtain
∂x = P (x) + (A∂z +B∂v0)x
′ (P ∈ K[x], A∂ ∈ K, B∂ ∈ K).
Note that
∂x = −∂a
5
z2 − ∂b
7
z4 +O(z6).
Therefore degP ≤ 2. Moreover, looking at the expansions
x2 = z−4 −2a5 −2b7 z2 +a
2
15z
4 +O(z6),
x = z−2 −a5z2 − b7z4 +O(z6),
v0x
′ = −2z−4 −8a15 −22b35 z2 +2a
2
35 z
4 +O(z6),
zx′ = −2z−2 −2a5 z2 −4b7 z4 +O(z6),
we see that
∂x = A∂(zx
′ + 2x) +B∂(v0x′ + 2x2 +
4a
3
).
The elements A∂ , B∂ can be found from the equations:
−∂a
5
= −4a
5
A∂ − 6b
5
B∂ , −∂b
7
= −6b
7
A∂ +
4a2
21
B∂ ,
or
∂a = 4aA∂ + 6bB∂ , ∂b = 6bA∂ − 4a
2
3
B∂ .
We see that it is convenient to choose the following vector fields as a basis:
δe : δea = 4a, δeb = 6b,
δs : δsa = 6b, δsb = −4a
2
3
.
The first one, δe is the Euler derivative, which was already defined. The second
one is the Serre derivative. One can check that our definition coincides with the
standard one, i.e.
δsE4 = −E6
3
, δsE6 = −E
2
4
2
.
In particular, we see that δe and δs define vector fields on SpecR. Choosing αe = z,
αs = v0 we also obtain liftings of these vector fields to regular vector fields on U0:
δ∗e = δe − αe
d
dz
, δ∗s = δs − αs
d
dz
.
For reference we summarise the values of the derivations:
δ∗ez = −z, δ∗ev0 = v0, δ∗ex = 2x, δ∗ey = 3y,
δ∗sz = −v0, δ∗sv0 = −y −
a
3
z, δ∗sx = 2x
2 +
4a
3
, δ∗sy = 3xy,
z′ = 1, v′0 = −x, x′ = 2y, y′ = 3x2 + a.
92
It is also convenient to introduce differential forms de, ds on the base as the dual
basis to the basis δe, δs. Then we have
dx = 2y(dz + zde + v0ds) + 2xde + (2x
2 +
4a
3
)ds, (4.1)
dy = (3x2 + a)(dz + zde + v0ds) + 3yde + 3xyds. (4.2)
It is now easy to compute ∇∂ [ω]:
∇∂ [ω] = [d∂∗z] = −[α′∂dz],
so we obtain:
∇δe [ω] = −[ω], ∇δs [ω] = [η].
The derivatives of [η] are given by
∇δe [η] = [η], ∇δs [η] =
a
3
[ω].
4.4 Representing cohomology classes
In this section we consider in details how to represent cohomology classes on elliptic
curves using the language of hypercovers (Section 3.1). We would like to represent
cohomology classes for families of elliptic curves by differential forms on the total
space. For an elliptic curve E we consider two affine open sets U0 and U1. The set
U0 was mentioned before, it is the complement of the neutral element [∞] of E. The
equation of U0 is y
2 = x3 + ax+ b. The set U1 can be chosen to be any affine open
set which contains [∞]. We will not fix U1 since sometimes we need U1 to be “small
enough”. The intersection is denoted Uint = U0 ∩U1. The triple U0, U1, Uint defines
a hypercover of E which is a particular case of a Cˇech hypercover, the corresponding
abstract chain complex is the segment, ∆1.
4.4.1 Hyperforms
Next, 0-hyperforms are triples (f0, f1, fint) where f0 and f1 are functions on U0,
U1 correspondingly, and fint is forced to be 0. 1-hyperforms are triples (θ0, θ1, θint)
where θ0 and θ1 are differential 1-forms on U0, U1 correspondingly, and θint is a
function on Uint. 2-hyperforms are triples (ι0, ι1, ιint) where ι0 and ι1 are differential
2-forms on U0, U1 correspondingly, and ιint is a differential 1-form on Uint. Note
that in the case of a single elliptic curve or relative forms for a family of elliptic
curves ι0 and ι1 must be zero. However if we consider absolute differential forms on
a family of elliptic curves this is not the case.
According to the formulae of Section 3.1 the differentials are given as follows:
d(f0, f1, 0) = (df0, df1, f1 − f0),
d(θ0, θ1, θint) = (dθ0, dθ1, dθint − θ1 + θ0).
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4.4.2 The class [ω].
We are going to write down some representatives for H1(E,C). Consider the dif-
ferential form dx2y . We want to write it down as a regular form on the Weierstrass
family. For this we recall that we lifted two vector fields δe and δs on the base to
regular vector fields δ∗e , δ∗e on U0. Consider an arbitrary vector field ∂ on the base.
Expressing it as a linear combination of δe and δs and using the lifts δ
∗
e and δ
∗
s we
construct a lift of ∂, denoted ∂∗. Then we have
2y∂∗y = (3x2 + a)∂∗x+ x∂a+ ∂b.
Therefore
i∂∗(dx ∧ dy) = ∂∗xdy − ∂∗ydx = (−x∂a− ∂b)dx
2y
mod da, db.
We see that if we choose ∂ = − ∂∂b we obtain a differential form which is regular on
U0 and represents the same relative form as
dx
2y .
More explicitly, one can check that
∂
∂b
= 12∆−1(4aδs − 6bδe), ∂
∂a
= −12∆−1(6bδs + 4a
2
3
δe).
Then we compute
i−( ∂∂b )
∗(dx ∧ dy) = 8∆−1((−12ax2 + 18bx− 8a2)dy + (18axy − 27by)dx).
Let us compute the Laurent expansion of the form above. More generally, for
any ∂ we have
∂∗xdy − ∂∗ydx = (∂∗xy′ − ∂∗yx′)(dz + zde + v0ds) + (∂∗xδ∗ey − ∂∗yδ∗ex)de
+ (∂∗xδ∗sy − ∂∗yδ∗sx)ds.
We have already seen that
∂∗xy′ − ∂∗yx′ = −x∂a− ∂b.
For the remaining part it is enough to compute
δ∗sxδ
∗
ey − δ∗exδ∗sy = 4ay.
Hence
i−( ∂∂b)
∗(dx ∧ dy) = dz + zde + v0ds − 12∆−1(16a2yde + 24abyds).
Noting that da = 4ade + 6bds we obtain
i−( ∂∂b)
∗(dx ∧ dy) = dz + zde + v0ds − 48∆−1ayda.
We would like to construct forms which have as small order of pole at infinity as
possible. Therefore we take as ω0 the form
ω0 = i−( ∂∂b)
∗(dx ∧ dy) + 48∆−1ayda = dz + zde + v0ds.
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As the form ω1, since it is always possible to approximate power series in z by
rational functions, one can choose any form such that
ω1 = dz + zde +O(z
N )de +O(z
N )ds for some N >> 0.
Indeed, one may start with t = x/y. This is a function on a neighborhood of infinity.
Then express dt = αdx2y mod da, db, where α is a rational function which equals to
−1 at infinity. Therefore α−1dt = dz mod da, db. One can add correction terms of
the form fda, fdb to construct ω1 as needed.
Next since we want (ω0, ω1, ωint) to be in the F
1 of the Hodge filtration we put
ωint = 0.
In this way we have constructed a hyperform which represents the cohomology
class [ω]:
ω = (ω0, ω1, 0) = (dz + zde + v0ds, dz + zde +O(z
N )de +O(z
N )ds, 0).
4.4.3 The class [η]
To construct a representative of [η] we consider xω0. Its Laurent expansion is
xω0 = xdz + xzde + xv0ds.
Here it is possible to make the pole of the coefficient at ds smaller by adding functions
regular on U0. Indeed, it is easy to see that the Laurent series xv0 + y has no pole.
Therefore we put
η0 = xω0 + yds = xdz + xzde + (xv0 + y)ds.
Next we choose ηint. Since we need dηint + η0 − η1 = 0 mod da, db it is natural
to take as ηint some kind of a formal integral of −η0. Therefore we choose ηint as
any function which satisfies
ηint = v0 +O(z
N ).
We finally choose η1 as follows:
η1 = −a
3
zds +O(z
N )dz +O(z
N )de +O(z
N )ds.
Then the hyperform η is defined as
η = (η0, η1, ηint) = (xdz + xzde + (xv0 + y)ds,
− a
3
zds +O(z
N )dz +O(zN )de +O(z
N )ds, v0 +O(z
N )).
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4.4.4 Gauss-Manin derivatives
Let us now compute the Gauss-Manin derivatives for the hyperforms constructed
above. First we compute dω:
dω0 = −de ∧ dz + xds ∧ dz = −de ∧ ω0 + ds ∧ η0 mod de ∧ ds,
dω1 = −de ∧ dz +O(zN−1)de ∧ dz +O(zN−1)ds ∧ dz
= −de ∧ ω1 + ds ∧ η1 +O(zN−1)de ∧ dz +O(zN−1)ds ∧ dz mod de ∧ ds.
dωint − ω1 + ω0 = v0ds +O(zN )de +O(zN )ds.
This shows that
dω = −de ∧ ω + ds ∧ η
+ (0, O(zN )de ∧ dz +O(zN )ds ∧ dz,O(zN )de +O(zN )ds) mod de ∧ ds.
Similarly
dη0 = xde ∧ dz + a
3
ds ∧ dz = de ∧ η0 + a
3
ds ∧ ω0 mod de ∧ ds.
dη1 =
a
3
ds ∧ dz +O(zN−1)de ∧ dz +O(zN−1)ds ∧ dz mod de ∧ ds.
dηint − η1 + η0 = v0de +O(zN−1)de +O(zN−1)ds.
Therefore
dη = de ∧ η + a
3
ds ∧ η
+ (0, O(zN−1)de ∧ dz +O(zN−1)ds ∧ dz,O(zN−1)de +O(zN−1)ds) mod de ∧ ds.
Thus we have proved:
Proposition 4.4.1. For hyperforms ω, η defined above the following identities hold
up to hyperforms of type (0, O(zN−1), O(zN−1)de+O(zN−1)ds) and hyperforms from
the piece G1 of the filtration G•:
∇δeω = −ω, ∇δsω = η,
∇δeη = η, ∇δsη =
a
3
ω.
4.4.5 Computation of the Poincare´ pairing
We would like to compute the Poincare´ pairing of ω and η to illustrate Corollary
3.1.23. By the definition
〈ω, η〉 =
∫
E
[ω ∧ η] =
∫
∆E⊂E×E
[ω × η].
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Therefore we need to compute the integral on the right hand side. The hyperform
ω × η has components indexed by pairs α, β where α, β ∈ {0, 1, int}. According to
Section 3.1.7)
ω × η =
 ω0 × η0 ω0 × η1 ω0 × ηintω1 × η0 ω1 × η1 ω1 × ηint
−ωint × η0 −ωint × η1 ωint × ηint
 .
Recall that ωint = 0. Therefore the last row is zero.
We have ∫
∆E
[ω × η] = Trint∆E ω × η = 2πi Tr∆E ω × η,
where
Tr∆E ω × η =
∑
L⊂{1,2},|L|=1
∑
Z•∈FlL(∆E)
resL,Z•(ω × η)aL(Z•).
Clearly, we have only one flag in FlL(∆E) for each L ⊂ {1, 2}, |L| = 1. The flag
is ∆E, [∞ × ∞]. Let us denote this flag fl. We find a{1}(fl) = [0, 1] × [1] and
a{2}(fl) = [0]× [0, 1]. Therefore
Tr∆E ω × η = 2πi(− res{1},fl ωintη1 + res{2},fl ω0ηint).
The first residue is zero since ωint is zero. The second one equals to
res[∞]×[∞] ηintω0.
The residue in the last expression can be computed using Laurent series expansion:
res[∞]×[∞] ηintω0 = res v0dz = 1.
Therefore we have proved that Tr∆E ω × η = 1 and
〈ω, η〉 = 2πi.
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Chapter 5
Examples
In the first section of this chapter we give examples of higher cycles on the square
of the Weierstrass family. We construct two higher cycles cycle1, cycle2 and then
show that their difference is annihilated by 12 in the Chow group. The goal here is
simply to give example of showing that two cycles are equivalent. The construction
of these cycles was inspired by other constructions of higher cycles on products of
elliptic curves in [GL99], [GL00]. The author came up first with the cycle cycle1
and the main theorem was proved using the cycle cycle1. This cycle may seem
better than cycle2 since it is composed of smooth varieties. Later the author found
the more simple and natural construction of cycle2, but since it is composed of a
singular variety (and using the singularity is crucial since we have a function which
has at the same time zero and pole there), we needed to develop somewhat more
involved machinery to deal with general varieties in the third chapter, though the
computations with cycle2 given here became simpler than it was before with cycle1.
In the second section we compute the corresponding D-module and the invariant
Ψ′alg for the second cycle (we could use the first one, but due to the first section
we know that the result would be the same up to torsion). We verify that the
constructed cycle satisfies requirements for Theorem 3.2.9 for Γ = PSL2(Z), k = 2
and z0 = i. This proves the algebraicity conjecture in this case for any second CM
point z which is not equivalent to i (Theorem 5.2.1). Then we give example of
computing the value of the Green function which proves that
√
28 Ĝ
H/PSL2(Z)
2
(−1 +√−7
2
, i
)
≡ 8 log(8− 3
√
7) mod πiZ
and
G
H/PSL2(Z)
2
(−1 +√−7
2
, i
)
=
8√
7
log(8 − 3
√
7).
In the last section we obtain values of the constants NA = 1, NB = 2 and N = 2
for the case Γ = PSL2(Z), k = 2.
5.1 Examples of higher cycles
In this section we construct some higher cycles in Z2(E×E, 1) where E is an elliptic
curve.
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5.1.1 Notations
We consider the Weierstrass family y2 = x3 + ax+ b. Denote the total space by E .
A fiber, i.e., a single elliptic curve, is denoted by E. We cover E by two charts. The
first one is
U0 = E \ {[∞]},
which was mentioned before. The second one is
U1 = E \ {(y = 0)}.
The coordinates on U1 are t, u and the equation is
u = t3 + atu2 + bu3.
The gluing maps are given as follows:
U0 → U1 : (x, y)→ (xy−1, y−1), U1 → U0 : (t, u)→ (tu−1, u−1).
5.1.2 The first cycle
The first cycle will be on E ×E for b 6= 0. To denote the coordinates on the first E
in E × E we will use index 1, for the second one we use 2. So U0 × U0 is given by
two equations in 4 variables:
y21 = x
3
1 + ax1 + b, y
2
2 = x
3
2 + ax2 + b.
Consider the subvariety W which is the closure in E×E of the subvariety given
by the equation x2y1 + ix1y2 = 0. To compute the closure first consider U0 × U1.
We have equations:
y21 = x
3
1 + ax1 + b, u2 = t
3
2 + at2u
2
2 + bu
3
2, t2u
−1
2 y1 + ix1u
−1
2 = 0.
This gives
x1 = iy1t2, y
2
1 = −it32y31 + iat2y1 + b.
when (t2, u2) = 0 we obtain (x1, y1) = (0,±
√
b). So we see that W contains two
more points on U0×U1. In fact t2 is a local parameter on W at these points, u2 has
order 3 and x1 has order 1.
AnalogouslyW contains two more points on U1×U0, namely (x2, y2) = (±
√
b, 0).
It remains to look at U1 × U1. The equations are
u1 = t
3
1 + at1u
2
1 + bu
3
1, u2 = t
3
2 + at2u
2
2 + bu
3
2, t2u
−1
1 u
−1
2 + it1u
−1
1 u
−1
2 = 0.
Therefore we have
t1 = it2.
One can check that the point [∞]× [∞] also belongs to W and the local parameter
there can be chosen as t1 or t2.
Let f be the rational function on W given as y1 − iy2. We first compute the
divisor of f . Since y has a triple pole at [∞] and the projections W → E are
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unramified at [∞] we see that f has triple pole at the points [∞] × (0,±
√
b) and
(0,±√b)× [∞]. To study the behaviour of f at [∞]× [∞] we write f as
f = u−11 − iu−12 = (u2 − iu1)u−11 u−12 .
Using the fact that u = t3 + at7 + bt9 + · · · on U1 at [∞] we see that
f ∼ 2bit32 at [∞]× [∞],
so f has a triple zero.
Finally we look for zeroes of f on the set U0 × U0. We need to find all common
solutions of the equations
y21 = x
3
1 + ax1 + b, y
2
2 = x
3
2 + ax2 + b, x2y1 + ix1y2 = 0, y1 − iy2 = 0.
We get
y1 = iy2, (x1 + x2)y1y2 = 0.
In the case y1 = y2 = 0 we see that for λ1, λ2, λ3 — the distinct roots of the
polynomial x3+ax+b the 9 points (λi, 0)×(λj , 0) are solutions. The case x1+x2 = 0
does not give any solution unless b = 0. We will not check that the 9 zeroes are
indeed simple since we already know that f has total multiplicity of poles 12 and
triple zero was already found. Therefore
div f =
∑
i,j
(λi, 0) × (λj , 0) + 3[∞]× [∞]− 3[∞]× (0,
√
b)
− 3[∞]× (0,−
√
b)− 3(0,
√
b)× [∞]− 3(0,−
√
b)× [∞].
It is not difficult to correct (W,f) and obtain a cycle. The following combination
is a cycle in Z2(E × E, 1):
(W,f)−
∑
i
((λi, 0) × E, y2)− 3(E × [∞], y1) + 3([∞]× E, x2) + 3(E × [∞], x1).
5.1.3 The second cycle
The second cycle is also on E × E, but it is given by a single summand. We take
W as the closure of the subvariety defined by equation x1 + x2 = 0. It is clear from
the equation that when x1 is infinite, x2 must be infinite as well and vice versa.
Therefore the closure contains only one additional point [∞]× [∞].
The problem with this W is that it is singular. Namely on U1×U1 the equations
are
u1 = t
3
1 + at1u
2
1 + bu
3
1, u2 = t
3
2 + at2u
2
2 + bu
3
2, t1u
−1
1 + t2u
−1
2 = 0.
So we obtain the following equations for W inside E × E:
t1u2 = −u1t2, t21 + t22 = 2bt22u21.
One can see that the function t1t
−1
2 belongs to the integral closure of the structure
ring, but does not belong to the structure ring itself. It is easy to check that if we
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pass to the normalization of W we obtain 2 points over [∞]× [∞], namely the one
with t1t
−1
2 = i and the one with t1t
−1
2 = −I.
The function f remains the same,
f = y1 − iy2.
It is clear that f does not have zeroes or poles on W ∩ U0 × U0. The only
remaining point is [∞]× [∞]. We use expansion u = t3+at7+ bt9+ · · · . The second
equation for W gives
t21 + t
2
2 = 2bt
2
2(t
6
1 + 2at
10
1 + 2bt
12
1 + · · · ).
This implies
t22 = −t21 − 2bt81 − 4abt121 − 8b2t141 + · · · .
There are 2 solutions of this equation:
t2 = ±i(t1 + bt71 + 2abt111 +
7
2
b2t131 + · · · ).
The corresponding value of u2 can be computed:
u2 = ∓i(t31 + at71 + 2bt91 + · · · ).
We can now compute the expansion of f . Along the branch t2 ∼ it1 we have
f =
u2 − iu1
u1u2
∼ 2t−31 .
Along the branch t2 ∼ −it1 we have
f =
u2 − iu1
u1u2
∼ bt31.
Therefore div f = 0 and (W,f) ∈ Z2(E ×E, 1).
5.1.4 Equivalence of the first and the second cycles
Denote
f1 := x2y1 + ix1y2, f2 := x1 + x2, f3 := y1 − iy2.
Denote some algebraic sets
D1 := Z(f1), D2 := Z(f2), D3 := Z(f3), Y1 := Z(y1), Y2 := Z(y2),
X1 := Z(x1), X2 := Z(x2), Z1 := [∞]× E, Z2 := E × [∞],
where Z(f) denotes the closure of the zero locus of a function f .
Then we have
div f1 = D1 − 3Z1 − 3Z2, div f2 = D2 − 2Z1 − 2Z2, div f3 = D3 − 3Z1 − 3Z2,
div y1 = Y1 − 3Z1, div y2 = Y2 − 3Z2.
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Using this notation the first cycle can be expressed as
cycle1 = (D1, f3)− (Y1, y2) + 3(Z1, x2) + 3(Z2, x1y−11 ).
The second cycle is
cycle2 = (D2, f3).
Let us write
{f, g} := (div f, g|div f )− (div g, f |div g) for functions f , g.
Note that all {f, g} are trivial in the Chow group by definition.
We consider the following element:
Ψ := {f31 f−32 y−11 y−12 , f3}.
It can be expressed as follows:
Ψ = 3(D1, f3)− 3(D2, f3)− (Y1, f3)− (Y2, f3)− (D3, f31 f−32 y−11 y−12 )
+ 3(Z1, f
3
1 f
−3
2 y
−1
1 y
−1
2 ) + 3(Z2, f
3
1 f
−3
2 y
−1
1 y
−1
2 ).
Now each term will be treated separately. The second and the third ones give
−(Y1, y1 − iy2)− (Y2, y1 − iy2) = −(Y1, y2)− (Y2, y1) + (Y1, i).
Using the fact that y1 = iy2 on D3 the fourth term equals to
−
(
D3,
(x2y1 + ix1y2)
3
y1y2(x1 + x2)3
)
= −(D3,−y2) = −(D3, y2) + (D3,−1).
Computing asymptotics at infinity we get(
Z1,
(x2y1 + ix1y2)
3
y1y2(x1 + x2)3
)
=
(
Z1,
x32
y2
)
,
(
Z2,
(x2y1 + ix1y2)
3
y1y2(x1 + x2)3
)
=
(
Z2,−ix
3
1
y1
)
.
Therefore
Ψ = 3cycle1 − 3cycle2 − (D3, y2) + 2(Y1, y2)− (Y2, y1)− 3(Z1, y2) + 6(Z2, y1)
+ (Y1 + 2D3 + Z2, i).
The last term is torsion so we could neglect it but for curiosity we will track it
further.
Next put
Ψ′ = {(y1 − iy2)2x−32 , y2}.
We have
Ψ′ = 2(D3, y2)− 6(Z1, y2)− 3(X2, y2)− 2(Y2, y1) + 3(Y2, x2) + 3(Z2,−1).
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Therefore
2Ψ + Ψ′ = 6(cycle1 − cycle2) + 4(Y1, y2)− 4(Y2, y1)− 12(Z1, y2) + 12(Z2, y1)
+ 3(Y2, x2)− 3(X2, y2) + (Y1,−1).
Next we put
Ψ′′ = {y1, y2} = (Y1, y2)− 3(Z1, y2)− (Y2, y1) + 3(Z2, y1).
This gives
2Ψ + Ψ′ − 4Ψ′′ = 6(cycle1 − cycle2) + 3(Y2, x2)− 3(X2, y2) + (Y1,−1).
To kill the remaining terms (which are already decomposable) we take
3∑
i=1
{x2 − λi, λi} = 2(Y2, x2)− 2(Z2, λ1λ2λ3) = 2(Y2, x2)− 2(Z2,−b),
{x2, b} = 2(X2, y2)− 2(Z2, b).
Concluding,
12(cycle1 − cycle2) = 4Ψ + 2Ψ′ − 8Ψ′′.
Therefore
Proposition 5.1.1. The difference between the two cycles constructed above is tor-
sion in the higher Chow group CH2(E × E, 1). More precisely, it is annihilated by
12.
5.2 Computation of the Abel-Jacobi map
5.2.1 General remarks
Let us compute the associated invariants of the Abel-Jacobi map for the cycles
constructed above. We will use the second cycle (W,f). We need to compute Ψ1 for
certain hyperforms (see Section 3.2.4). The map Ψ1 is defined as an integral over
W . The situation is similar to the one in Section 4.4.5.
Since the only intersection of W and Z1 or Z2 is at [∞]× [∞] we have only one
flag fl = (W, [∞] × [∞]) to consider. For a hyperform θ with components θ0,0, θ0,1,
. . . , θint,int we obtain∫
W
θ = 2πi(res[∞]×[∞] θint,1 + res[∞]×[∞] θ0,int).
Let us compute Ψ1 for the following hyperforms:
θ0 := ω × ω, θ1 := η × ω + ω × η, θ2 := η × η.
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5.2.2 Some Laurent series expansions
Let us use as the coordinate z = z1, which is the formal integral of
dx1
y1
. The equation
of W becomes
z−2 − a
5
z2 − b
7
z4 +
a2
75
z6 +
3ab
385
z8 + · · ·
= −z−22 +
a
5
z22 +
b
7
z42 −
a2
75
z62 −
3ab
385
z82 + · · ·
We can solve this equation inverting both sides and considering the right hand side
as a power series in z22 :
z22 = −z2 −
2b
7
z8 +
4ab
55
z12 + · · · .
Then we find z2 by taking the square root:
z2 = ±i(z + b
7
z7 − 2ab
55
z11 + · · · ).
Let us call the case with plus “case 1” and the case with minus “case 2”. For the
function f we obtain
f = −2z−3 − 2a
5
z +
3b
7
z3 +
2a2
25
z5 − 53ab
385
z7 + · · · in case 1, (5.1)
f = −bz3 + ab
5
z7 + · · · in case 2. (5.2)
In fact we know that the product of the two series above must be 2b since (y1 −
iy2)(y1 + iy2) = 2b on W . Therefore we can get a better approximation for case 2
using case 1:
f = −bz3 + ab
5
z7 − 3b
2
14
z9 − 2a
2b
25
z11 +
17ab2
110
z13 + · · · in case 2.
For computation of φf we need the logarithmic derivative of f .
df
f
= (−3z−1 + 4a
5
z3 − 9b
7
z5 − 12a
2
25
z7 +
86ab
77
z9 + · · · )dz
+ (
4a
5
z4 − 9b
7
z6 − 12a
2
25
z8 +
86ab
77
z10 + · · · )de
+ (
6b
5
z4 +
2a2
7
z6 − 18ab
25
z8 +
−172a3 + 774b2
1155
z10 + · · · )ds in case 1,
df
f
= (3z−1 − 4a
5
z3 +
9b
7
z5 +
12a2
25
z7 − 86ab
77
z9 + · · · )dz
+ (6− 4a
5
z4 +
9b
7
z6 +
12a2
25
z8 − 86ab
77
z10 + · · · )de
+ (−4a
2
3b
− 6b
5
z4 +
2a2
7
z6 +
18ab
25
z8 − 172a
3 + 774b2
1155
z10 + · · · )ds in case 2.
It is clear that Ψ1(ω × ω) = 0. We turn to the hyperform
θ1 := η × ω + ω × η.
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5.2.3 The hyperform θ1
There are two components which we need, namely θ10,int and θ
1
int,1. Denote by ω
(i),
η(i), v
(i)
0 the corresponding objects coming from the i-th curve (i = 1, 2). We can
compute (up to O(zN )):
θ10,int = η
(2)
intω
(1)
0 = v
(2)
0 (dz1 + z1de + v
(1)
0 ds),
θ1int,1 = −η(1)intω(2)1 = −v(1)0 (dz2 + z2de).
Since in the end we will take the sum of residues on a curve at the same point,
we can restrict our considerations to the sum
θ1s := θ
1
0,int + θ
1
int,1.
We compute the corresponding expansion in case 1.
θ1s = i(−2z−1 −
2a
15
z3 − 6b
7
z5 +
2a2
525
z7 +
62ab
231
z9 + · · · )dz
+ i(−2− 2a
15
z4 − 6b
7
z6 +
2a2
525
z8 +
62ab
231
z10 + · · · )de
+ i(−z−2 − 2a
15
z2 +
b
7
z4 +
299a2
1575
z6 − 64ab
1155
z8 + · · · )ds.
It is easy to see that for case 2 the expansion is precisely the negative of this one.
Finally we take
df
f
∧ θ1s = (−6iz−1 + · · · )de ∧ dz + (−3iz−3 +
2ia
5
z + · · · )ds ∧ dz
+ (· · · )ds ∧ de in case 1,
df
f
∧ θ1s = (6iz−1 + · · · )de ∧ dz + (−3iz−3 −
8ia2
3b
z−1 +
2ia
5
z + · · · )ds ∧ dz
+ (· · · )ds ∧ de in case 2.
This means that
φfθ
1
s = de ⊗ (−6iz−1 + · · · )dz + ds ⊗ (−3iz−3 +
2ia
5
z + · · · )dz in case 1,
φfθ
1
s = de ⊗ (6iz−1 + · · · )dz + ds ⊗ (−3iz−3 −
8ia2
3b
z−1 + · · · )dz in case 2.
Hence, taking residues and adding,
Ψ1(θ
1) = −8ia
2
3b
ds.
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5.2.4 The hyperform θ2
Analogously to the previous case we first write down
θ20,int = η
(2)
int η
(1)
0 = v
(2)
0 (x1dz1 + x1z1de + (x1v
(1)
0 + y1)ds),
θ2int,1 = −η(1)intη(2)1 = v(1)0 (
a
3
z2ds).
Adding we obtain the following expansion (in case 1):
θ2s = i(−z−3 +
2a
15
z +
11b
35
z3 + · · · )dz + i(−z−2 + 2a
15
z2 +
11b
35
z4 + · · · )de
+ i(
2a
3
+
2b
5
z2 +
2a2
315
z4 + · · · )ds.
This gives
φfθ
2
s = ds ⊗ (2iaz−1 + · · · )dz + de ⊗ (−3iz−3 +
2ia
5
z + · · · )dz in case 1,
φfθ
2
s = ds ⊗ (−
4ia2
3b
z−3 + 2iaz−1 + · · · )dz + de ⊗ (3iz−3 − 2ia
5
z + · · · )dz
in case 2.
Again we add residues to see that
Ψ1(θ
2) = 4iads.
5.2.5 The extension of D-modules
Using the computation of Ψ1 above and since the basis of hyperforms was chosen
so that their Gauss-Manin derivatives can be again expressed in this basis, we can
explicitly describe the extension of D-modules from Section 3.2.4. The D-module
M is generated over OS by 1, θ
0, θ1, θ2. The action of the derivations δs and δe
(denoted δ′s, δ′e) is defined as follows:
δ′e1 = 0, δ
′
eθ0 = −2θ0, δ′eθ1 = 0, δ′eθ2 = 2θ2,
δ′s1 = 0, δ
′
sθ0 = θ1, δ
′
sθ1 = 2θ2 +
2a
3
θ0 +
8ia2
3b
, δ′sθ2 =
a
3
θ1 − 4ia.
Consider a curve of the following type:
∆ = −16(4a3 + 27b2) = const.
Note that δs is a derivation on such curve. For this curve the element B ∈ M4 ⊗
D ⊗M2 must be of the form
m⊗ (δ3s −
4a
3
δs − 4b)⊗ [ω]2, m ∈M4.
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Here we note that [ω], the fiberwise cohomology class of ω, is a modular form of
weight 1. The canonical pairing identifies the image of [η] inH1/F 1H1 with 2πi[ω]−1.
Therefore the Kodaira-Spencer map acts as
KS : [ω]→ ds ⊗ 2πi[ω]−1.
Therefore the symbol of δs is 2πi[ω]
−2. Hence
B = (2πi)−3[ω]4 ⊗ (δ3s −
4a
3
δs − 4b)⊗ [ω]2.
We evaluate Ψ′alg on B. We have
[ω]2 = θ0, δ′s[ω]
2 = θ1, δ′2s [ω]
2 = 2θ2 +
2a
3
θ0 +
8ia2
3b
,
δ′3s [ω]
2 =
4a
3
θ1 + 4bθ0 + 24ia +
32ia4
9b2
.
Therefore
Ψ′alg(B) = (2πi)
−3[ω]4
(
24ia+
32ia4
9b2
)
.
The modular form as a function on H which computes the periods of the coho-
mology class above can be found using Proposition 4.2.2. It is the function
2πiµ
(
24ia +
32ia4
9b2
)
= −πE4(E
3
4 − E26)
E26
= −1728π E4(τ)
j(τ) − j(i) .
5.2.6 Green’s function
The Abel-Jacobi map for the family of cycles we study is a function of a and b. As we
have proved, the derivative of AJ2,1s [cycle2] (the symmetric part) is 0 along the vector
field δe. Therefore AJ
2,1[cycle2] is invariant under the action of the multiplicative
group Gm, which sends a, b to λ
4a, λ6b. Restricted to the curve ∆ = const this
means that
AJ2,1s [cycle2](a, b) = AJ
2,1
s [cycle2](εa, b) = AJ
2,1
s [cycle2] (ε
2 + ε+ 1 = 0).
In particular AJ2,1[cycle2] depends only on the j-invariant
AJ2,1s [cycle2](a, b) = AJ
2,1
s [cycle2](j), j =
−21233a3
∆
.
Therefore AJ2,1s [cycle2] is constant along the fibers of j. We have proved that (see
Section 3.2.6, keep in mind that k = 2, n = 2)
Ψ′an(B) = 2πi Ψ
′
alg(B) = −
2π2iE4(E
3
4 − E26)
E26
.
We aim to prove that g := Ψ′an(B) is proportional to g
H/PSL2(Z)
2,i . Since g has only
poles at the orbit of i and is zero at the cusp, it is enough to study the expansion
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of g at I. We have (note that E6(i) = 0 and E2(i) =
3
π and use the Ramanujan’s
formulae for the derivatives of E2, E4, E6)
E4(τ) = E4(i) (1 + 2i(τ − i) + · · · ) ,
E6(τ) = −πiE4(i)2(τ − i)
(
1 +
7i(τ − i)
2
+ · · ·
)
.
Therefore
E4(E
3
4 − E26)
E26
= −π−2((τ − i)−2 + i(τ − i)−1 +O(1)),
whereas
Qi(τ)
−2 =
−4
(τ − i)2(τ + i)2 = (τ − i)
−2 + i(τ − i)−1 +O(1).
This gives
g = 2iQi(τ)
−2 +O(1),
thereby proving that (see Theorem 1.5.3 and note that m = 2 for the point i)
Ψ′an(B) = −igH/PSL2(Z)2,i (τ).
Therefore one may apply Theorem 3.2.9 (α = 12). This implies our first main
theorem:
Theorem 5.2.1. For any z ∈ H which is not equivalent to i let a0, b0 be such that
the j-invariant of the curve Ea0,b0 (given by equation y
2 = x3 + a0x + b0) is j(z).
Then
G
H/PSL2(Z)
2 (z, i) = 8ℜ( 1√−4AJ
2,1[cycle2(a0, b0)], Qz),
where cycle2(a0, b0) is the higher cycle on Ea0,b0×Ea0,b0 constructed in Section 5.1.3
and Qz is the polynomial
(X − z)(X − z¯)
z − z¯ ∈ Sym
2H1(Ea0,b0 ,C) ⊂ H2(Ea0,b0 × Ea0,b0 ,C)
(recall that we identify H1(Ea0,b0 ,C) with the space of polynomials of degree 1 of
variable X). For any CM point z not equivalent to i the algebraicity conjecture is
true and
√−4D ĜH/PSL2(Z)2 (z, i) ≡ 2 log(cycle2(a0, b0) · Zz) mod πiZ
for any algebraic cycle Zz on Ea0,b0 × Ea0,b0 whose cohomology class is 2
√
DQz.
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5.2.7 Special values of the Green function
The identity proved in the last section allows us to compute the values of the Green’s
function G
H/PSL2(Z)
k (τ, I) in points of complex multiplication. We consider in this
section an example with τ = τ7 =
−1+√−7
2 (in this section we denote the variable
on the upper half plane by τ).
The following elliptic curve corresponds to the point τ7:
y2 = x3 − 35x− 98.
Let us denote µ = τ7. It is a root of the polynomial x
2 + x+ 2. Note that we have
a decomposition
x3 − 35x− 98 = (x− 7)(x + µ+ 4)(x − µ+ 3).
The curve has the following endomorphism (we denote µ = τ7, µ
2 + µ+ 2 = 0):
φ(x, y) =
(
µ−2
(
x+
(3µ + 5)2
x+ µ+ 4
)
, µ−3y
(
1− (3µ + 5)
2
(x+ µ+ 4)2
))
.
It’s graph Γφ has a class in H
2(E × E,Z). This class can be represented as
[Γφ] = c1[Z1] + c2[Z2] + c3[∆E] + c4
(X − τ)(X − τ)
τ − τ ci ∈ C.
Here recall that we identify Sym2H1(E,C) with the space of polynomials of degree
2 in variable X, in fact (see Section 3.2.6)
(X − τ)(X − τ)
τ − τ =
[ω]× [ω] + [ω]× [ω]
4ivolωE
.
To find some of the constants above we compute intersections
[Γφ] · [Z1] = 1, [Γφ] · [Z2] = 2, [Γφ] · [∆E ] = 4.
Since we know that
[Z1] · [Z2] = 1, [Zi] · [Zi] = 0, [∆E ] · [Zi] = 1, [∆E ] · [∆E] = 0,
we obtain
c1 =
5
2
, c2 =
3
2
, c3 = −1
2
.
To find the last coefficient consider the following integral:∫
Γφ
(ω × ω + ω × ω) =
∫
E
(ω ∧ φ∗ω + ω ∧ φ∗ω).
Since φ∗ω = µω, we obtain that the integral in question equals to the following one:
(µ− µ)
∫
E
ω ∧ ω = 2i(µ − µ)volωE.
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Therefore
0 = [Γφ] · [Γφ] = c1[Z1] · [Γφ] + c2[Z2] · [Γφ] + c3[∆E ] · [Γφ] + c4µ− µ
2
,
which implies c4 =
√−7.
We use these computations to express
(X − τ)(X − τ)
τ − τ =
1√−7
(
[Γφ]− 5
2
[Z1]− 3
2
[Z2] +
1
2
[∆E]
)
.
Therefore we can choose
Zτ = 2[Γφ]− 5[Z1]− 3[Z2] + [∆E ],
or Zτ = [Γφ]− [Γφ¯], as in the introduction. We will use the first expression.
Our next step is to employ Theorem 5.2.1. So we need to compute Zτ · cycle2.
For any curve Z ⊂ E × E which does not pass through [∞] × [∞] we have defined
the intersection number cycle2 · Z as the following element in C×:
cycle2 · Z =
∏
p∈W∩Z
f(p)ordp(W ·Z).
Since this number depends only on the cohomology class of Z, the definition can
be extended to curves which pass through [∞]× [∞]. In particular, Zτ · cycle2 also
makes sense.
To compute cycle2 ·Z1 we cannot directly take the value of f at the intersection
W · Z since the only intersection of W · is at [∞]× [∞] and f is not defined as this
point. Instead we consider the deformation Z1(z) = {z} × E, where z is a formal
parameter and by the point z we mean the point with z1 = z. Then there are two
points of intersection with values of f given by the series (5.1), (5.2). Therefore
cycle2 · Z1 = 2b = −142.
For the computation of cycle2 · Z2 we take deformation Z2(z) = E × {z}. The
expansions of the branches of f begin with 2iz−3 and biz3, so we obtain −2b as the
product,
cycle2 · Z2 = −2b = 142.
Let us turn to the computation of cycle2 · ∆E. There are now 3 points of in-
tersection, namely [∞]× [∞], (0,
√
b) × (0,
√
b), and (0,−
√
b) × (0,−
√
b). The last
two points are simple. To find the value at infinity we consider the deformation
∆E(z) = ∆E + (z, 0). We obtain two points of intersection. The coordinates of the
first one satisfy z2 ∼ iz1, z1 − z2 ∼ z. In this case z1 ∼ 1+i2 z, hence f ∼ (4 + 4i)z−3.
The second point satisfies z2 ∼ −iz1, z1 − z2 ∼ z. In this case z1 ∼ 1−i2 z and
f ∼ 1+i4 bz3. Multiplication of all the principal parts gives
cycle2 ·∆E = (4 + 4i)
1 + i
4
b (
√
b− i
√
b) (−
√
b+ i
√
b) = −4b2 = −144.
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The computation of cycle2 · Γφ is more difficult. Consider the equation
µ−2
(
x1 +
(3µ+ 5)2
x1 + µ+ 4
)
= −x1.
It is equivalent to x1 being a root of the quadratic equation
t2 + t(µ+ 4)− 7µ− 21 = 0.
Let us denote the solutions of the quadratic equation above by t1, t2. For each t = ti
we put x1 = t and get an equation on y1 as follows:
y21 = t
3 − 35t− 98.
In this way we obtain 4 points of intersection W ∩ Γφ. Using the equation on t we
transform
t3 − 35t− 98 = 14µ(t+ 6µ+ 3).
Also it is easy to see that
3µ+ 5
t+ µ+ 4
= t
−µ2 − 1
3µ + 5
=
t
3− µ.
Therefore for each point of intersection we have
y2 = y1µ
−3
(
1− t
2
(3− µ)2
)
= y1µ
−3
(
1 +
t(µ+ 4)− 7(µ+ 3)
7− 7µ
)
= −y1(t− 3µ − 5)
8µ + 4
.
It is not hard to see that at these four points the intersection is transversal. The
product of values of f over these four points is equal to
(t31 − 35t1 − 98)(t32 − 35t2 − 98)
(
1 +
i
8µ+ 4
(t1 − 3µ − 5)
)2
×
(
1 +
i
8µ+ 4
(t2 − 3µ− 5)
)2
The product is in fact a product of norms from Q(µ, t, i) to Q(µ, i) (we denote this
norm by N):
=
µ2
64
N(t+ 6µ+ 3)N(t− 3µ− 5− i(8µ + 4))2.
We have
N(t+ 6µ+ 3) = (6µ + 3)2 − (6µ + 3)(µ + 4)− 7µ− 21 = −28(µ + 3),
N(t− 3µ− 5− i(8µ + 4)) = (3µ + 5 + i(8µ + 4))2
+ (3µ + 5 + i(8µ + 4))(µ + 4)− 7µ− 21 = −28µ(2µ + 1)(iµ + 1).
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So the product above equals
= 2374µ(Iµ+ 1)2 = 144(−1 + µ− 2i− iµ) = 144u, where
u = −1 + µ− 2i− iµ (u is a unit.)
It remains to consider the intersection point at infinity. This is done as in the
previous cases. We consider the deformation Γφ(z) = Γφ + (z, 0). The intersection
points satisfy z2 ∼ µ(z1 − z) and z2 ∼ ±iz1. The expansions of f start with
f = −2
(
µ− i
µ
)3
z−3 + · · · , f = −b
(
µ
µ+ i
)3
z3 + · · · .
Multiplication of the principal terms gives
2b
(
µ− i
µ+ i
)3
= −2bu3.
Therefore we have proved that
cycle2 · Γφ = −2b144u4 = 146u4.
Finally we obtain
cycle2 · Zτ = cycle2 · (2Γφ − 5Z1 − 3Z2 +∆E) = u8.
Theorem 5.2.1 says in this case (note that u2 = i(8 − 3√7)):
Proposition 5.2.2.
√
28Ĝ
H/PSL2(Z)
2
(−1 +√−7
2
, i
)
≡ 8 log(8− 3
√
7) mod πiZ.
Therefore
G
H/PSL2(Z)
2
(−1 +√−7
2
, i
)
=
8√
7
log(8− 3
√
7).
5.3 The torsion
We compute the constants NA and NB for the group PSL2(Z), k = 2. This cor-
responds to the representation V2. To compute NB we need to find the group
H0(PSL2(Z), V Z2 ). The group PSL2(Z) is generated by two elements:
S =
(
0 −1
1 0
)
, T =
(
1 1
0 1
)
.
For v ∈ V Z2 , v = v2X2 + v1X + v0 we have
Sv − v = (v0 − v2)(X2 − 1)− 2v1X, Tv − v = −2v2X + v2 − v1.
This shows that
H0(PSL2(Z), V
Z
2 )
∼= Z/2Z,
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so we can choose NB = 2.
To find NA we need to compute the parabolic cohomology group
H1par(PSL2(Z), V2/V
Z
2 ).
So let c be a parabolic cocycle with values in V2/V
Z
2 , which is given by its values
on S and T . Since we know that the cocycle is parabolic, we can modify it by a
coboundary to ensure that cT = 0. Let
v = c(S) = v2X
2 + v1X + v0 (v0, v1, v2 ∈ C/Z).
Then we have c(ST ) = c(S) and
v+Sv = (v0 + v2)(X
2 +1), v+ STv+ (ST )2v = (2v0 − v1 +2v2)(1 +X +X2).
This shows that
v0 ≡ −v2 mod Z, v1 ≡ 0 mod Z.
Moreover, we are free to add to c a coboundary which is zero on T . Therefore we
can add
S(v0)− v0 = (X1 − 1)v0,
which makes the cocycle zero. Therefore
H1par(PSL2(Z), V2/V
Z
2 ) = 0,
and we can choose NA = 1. This gives N = 2.
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