Methods

graph-GPA Model
graph-GPA takes GWAS summary statistics (genotype-phenotype association p-value) for SNP t with phenotype i, denoted as p it , as input, where i = 1, . . . , n and t = 1, . . . , T . For convenience in modelling and visualization, we transform p it as y it = Φ −1 (1 − p it ), where Φ is the cumulative distribution of the standard normal variable. We model the density of y it with the latent association indicator e it by a lognormal-normal mixture: p(y it |e it , µ i , σ 2 i ) = e it LN(y it ; µ i , σ 2 i ) + (1 − e it ) N(y it ; 0, 1),
where e it = 1 if SNP t is associated with phenotype i and e it = 0 otherwise, LN and N denote the log-normal density and the normal density, respectively.
To model genetic relationship among n phenotypes, we adopt a graphical model based on
Markov random field (MRF). Let G = (V , E) denote an MRF graph with nodes V = (v 1 , . . . , v n )
and edges E = {E(i, j) : i, j = 1, . . . , n}. We can interpret v i as phenotype i and E(i, j) = 1 as phenotypes i and j are conditionally dependent (i.e., genetically correlated). We model the latent association indicators of SNP t, e t = (e 1t , . . . , e nt ), and the graph structure with an auto-logistic spatial scheme:
p(e t |α, β, G) = C(α, β, G) exp
and C(α, β, G)
where β ij is the MRF coefficient for the pair of phenotypes i and j, the symbol i ∼ j denotes that v i is adjacent to v j , i.e., E(i, j) = 1, and E * is the set of all possible values of e * = (e * 1 , . . . , e * n ). For the log-normal density in (1), we introduce the conjugate prior distribution:
where IG denotes the inverse-gamma distribution. For the MRF coefficients in (2), we assume the following prior distributions:
where Γ(a, b) denotes the gamma distribution with mean a/b and δ 0 denotes Dirac delta function.
For the MRF graph G, we allow to incorporate prior information from external sources, e.g., those
obtained from a text mining of PubMed literature as described in Section 2. Specifically, we "force in" edges, i.e., set E(i, j) = 1, if the external source provides evidence that phenotypes i and j are genetically correlated while other edges are set to have uninformative prior probabilities, i.e., Pr{E(i, j) = 1} ∝ 1. Weakly informative priors are used for the top level of the Bayesian hierarchical model with the following hyperparameters: θ µ = 0, τ 2 µ = 10000, θ α = 0, τ 2 α = 10000 and a σ = b σ = 0.5. We put a β = 4 and b β = 2 so that most of β ij 's with E(i, j) = 1 are a priori distinct from zero.
Posterior Sampling
This section describes full details of the Metropolis-within-Gibbs steps for the Bayesian inferences. where α q = (α 1 , . . . , α i−1 , α q i , α i+1 , . . . , α n ).
S5. For each (i, j) such that E(i, j) = 1, update β ij with the Metropolis-Hastings:
1. Draw β q ij from N + (β ij , s 2 β ) where N + denotes the truncated normal distribution bounded above zero. We set s β = 0.1. where β q = (β 12 , β 13 , . . . , β i,j−1 , β q ij , β i,j+1 , . . . , β n−1,n−2 , β n−1,n ).
Update
S6. For a randomly chosen (i, j) among non-forced-in edges, update (β ij , G) by the reversible jump process: (Note that we do not update the forced-in edges, i.e., we fix E(i, j) = 1 for the forced-in edges over the MCMC iterations)
1. Let z denote the number of edges in the current graph G, i.e., z = {(i,j):i =j} E(i, j)
and z force denote the number of forced-in edges. Propose the number of edges E q from the proposal distribution,
If z = z force , set z q = z + 1 with probability 1. If z = z max , set z q = z max − 1 with probability 1 where z max denotes the maximum number of possible edges, i.e., z max = n 2 . 2. Propose G q from the proposal distribution q(G q |G, z q ) and then β q ij from the proposal distribution q(β q ij |G q , z q ).
(a) For the case where z q > z, randomly select a pair of (i, j) such that E(i, j) = 0 and let E(i, j) q = 1 with the proposal distribution
For the case where z q < z, randomly select a non-forced-in edge (i, j) such that E(i, j) = 1, and let E(i, j) q = 0 with the proposal distribution
q ) with the acceptance probability min 1,
where β q = (β 12 , β 13 , . . . , β i,j−1 , β q ij , β i,j+1 , . . . , β n−1,n−2 , β n−1,n ) and
when z q < z and, so they are cancelled out from the acceptance probability.
In the Example section of the main text where the GWAS datasets of 228,944 SNPs for 12 diseases were analyzed, the MCMC algorithm takes about 51 minutes per 1,000 iterations using a single 2.2 GHz Intel i7 Core processor. We make the posterior inference for the real data analysis based on the last 40,000 draws from MCMC after tossing out the first 10,000 iterations as burn-in, with the total computation time of about 1.8 days. Note that in this paper, we used the total of 50,000
iterations conservatively to make sure that we could detect weak pleiotropy between diseases. In our MCMC diagnostics, the trace plots suggested that all parameters converge after at most 2,000 iterations.
Software Implementation
We implemented the graph-GPA model as an R package 'GGPA', which is publicly available at our GitHub webpage (http://dongjunchung.github.io/GGPA/). In addition, in order to facilitate users' convenience to generate a prior phenotype graph, we developed DDNet (http:
//www.chunglab.io/ddnet/), a web interface that allows users to query diseases of interest, investigate their relationships visually, and download the adjacency matrix for the graph-GPA analysis.
Using DDNet, users can generate a prior disease graph as follows. First, if you open the web address http://www.chunglab.io/ddnet/ in your web browser, you can see the web interface that looks like Figure 1 . In the left side, you can a box and you can query diseases of interest.
If you want to try an example list of diseases, just click "Try Example" on the top (Figure 2 ).
Alternatively, you can upload a text file of disease names of interest using the "Upload" button.
Note that we constructed our disease dictionary using the Disease Ontology database (http:// disease-ontology.org/). Hence, if you cannot find a disease of your interest, please check the Disease Ontology database. Then, please click the "Submit" button.
Upon clicking the "Submit" button, you will see a network of the diseases you queried in the right side, as depcited in Figure 3 . By either using a bar of typing a value below the "Cut-Off Value" section, you can dynamically investigate disease network structures. Here, an edge is connected between a pair of diseases if the corresponding partial correlation coefficient is larger than the Step 1. Enter http://www.chunglab.io/ddnet/ in your web browser.
specified cut-off. If you click "Download" button, you can also download the disease network plot in PNG file format. If you click the " Table" tab above the disease graph, you can check the adjency matrix corresponding to the disease network for the specified cut-off ( Figure 4 ). You can also check the raw partial correlation coefficient matrix by clicking the "Raw Matrix" tab below the " Table" tab. By clicking "Download" button, you can download the adjacency matrix in the CSV file format and this can be used as a direct input for the GGPA package.
The R package 'GGPA' has three main functions, namely GGPA(), assoc(), and plot(). Specifically, GGPA() first fits the graph-GPA model with or without the prior knowledge. Then, assoc() and plot() implement the association mapping and the phenotype graph estimation, respectively.
In order to boost the computational efficiency, the core of the function GGPA() is written using the R package 'Rcpp', which provides a seamless interface between R and C++. Suppose that the GWAS association p-value matrix and the downloaded prior disease graph CSV file are loaded to the R environment with object names pmat and pgraph, respectively. It is assumed that rows and columns of the object pmat correspond to SNPs and phenotypes while the objects pgraph and pmat have the same number of columns and also share the same column names.
First, the following command line fits the graph-GPA model using the downloaded disease network as a prior phenotype graph.
R> fit <-GGPA( pmat, pgraph ) Step 2. Enter a list of diseases. Click "Try Example" for an example list of diseases.
Note that if the second argument is missing, then the uninformative prior distribution is used for the phenotype graph. Then, the following command line takes the output of GGPA() as an input and generates an estimated phenotype graph plot.
R> plot( fit )
The association mapping for each of the phenotypes can be implemented using the following command line, where the local false discovery rate (FDR) is controlled at the nominal level of 0.20.
R> assoc( fit, FDR=0.20, fdrControl="local" )
Similarly, the SNPs that are shared between a pair of phenotypes can also be identified as well using the function assoc(). For example, the SNPs that are shared between the fifth and sixth phenotypes (which can be specified using arguments i and j, respectively) are identified with the following command line.
R> assoc( fit, FDR=0.20, fdrControl="local", i=5, j=6 ) Step 4. Download an adjacency matrix for the graph-GPA analysis.
Strategies to Construct a Prior Disease Graph
We constructed a prior disease graph using a text mining of PubMed literature. Here, we specifically focus on indirect disease-disease relationship mediated by genes. As a result, an edge between two diseases in this disease graph reflects 1) how many genes are shared between two diseases and 2) how many abstracts support this relationship in the literature. We constructed this prior disease graph using the following workflow.
First, we constructed dictionaries of names and aliases for genes and diseases using multiple annotation databases. Specifically, for the gene dictionary, we used 39,819 genes obtained from the and then converted these correlation coefficients to corresponding partial correlation coefficients.
The final prior disease graph was constructed by linking edges whose partial correlation coefficients are larger than a specified threshold.
Instead of the workflow described above, alternative approaches can be used to infer relationships among diseases. First, in the context of GWAS, often a pair of diseases are considered to be genetically related if they share a significant number of SNPs identified at the genome-wide significance level, e.g., those reported in the GWAS Catalog (https://www.ebi.ac.uk/gwas/).
However, this approach has a limitation of missing true positives, especially for complex diseases, because there are a large number of SNPs with weak effect sizes, which do not pass the genome-wide significance level. Second, a disease graph can be constructed using various alternative sources of information, e.g., shared symptoms reported in the biomedical literature (Zhou et al. 2014) , comor-bidities reported in medical records (Hidalgo et al. 2009 ), co-expression between genes associated with overlapping diseases, and biological similarities defined using Gene Ontology (GO) annotation (Menche et al. 2015) , among others. Finally, instead of the partial correlation coefficients that are used in this paper, a disease-disease network can be constructed using other similarity measures such as a cosine similarity based on feature vectors (Zhou et al. 2014) , relative risk and φ-correlation (Hidalgo et al. 2009 ), among others.
3 Real Data Analysis
GWAS Datasets Used in the Real Data Analysis
In the Example section of the main text, we analyzed GWAS datasets for 12 complex diseases, including attention deficit-hyperactivity disorder (ADHD), autism spectrum disorder (ASD), bipolar disorder (BPD), major depressive disorder (MDD), schizophrenia (SCZ) (Psychiatric Genomics
Consortium ( Figure 5 shows the prior disease graphs obtained from the literature mining. When we link edges whose partial correlation coefficients are larger than 0.2, neuropsychiatric disorders are linked together, autoimmune diseases are linked together, and type 1 and 2 diabetes are linked together. In addition, we also implemented gene set analyses (for pathway and disease categories) for the top 100 genes that are predicted to be associated with each of the 12 diseases in the literature mining, using the ToppFun tool in the ToppGene Suite (https://toppgene.cchmc.org/). Tables 1 -24 show the top 5 enriched pathways and diseases enriched for the top 100 genes associated with each disease in the gene set enrichment analyses. The results indicate that these genes are enriched for the corresponding disease and also for the pathways related to each disease. Amine ligand-binding receptors BioSystems: REACTOME 2.04E-13 3.84E-11 5
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Reproducibility Analysis
In this section, we check reproducibility of our findings in the real data analysis, by replacing a subset of GWAS datasets with independent validation datasets. Specifically, we replaced the GWAS datasets for RA and T1D with those from the UK Biobank (UKBB) GWAS results (https://sites.google.com/broadinstitute.org/ukbbgwasresults/home?authuser=0). For RA and T1D in UKBB, we used GWAS results for the corresponding ICD10 diagnostics phenotypes, i.e., "M05 Seropositive rheumatoid arthritis and Diagnoses" and "E10 Insulin-dependent diabetes mellitus" for RA and T1D, respectively. Figure 8 shows the pleiotropic architectures estimated using graph-GPA without and with using the prior disease graph obtained from the literature mining and Sections 4.1 and 4.2 provide the graph-GPA analysis results without and with using the prior disease graph., respectively When the prior disease graph is not incorporated, 11 among 17 edges were changed (6 added and 5 lost)
by replacing the GWAS datasets for RA and T1D with the UKBB data. In contrast, when the prior disease graph is incorporated, only 6 among 22 edges were changed (3 added and 3 lost) by replacing the GWAS datasets for RA and T1D with the UKBB data. These results indicate that 1) our findings reported in the Example section are reasonably well reproduced in the UKBB data;
and 2) higher degree of reproducibility is observed when informative prior disease graph obtained from the literature mining was used.
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Simulation Studies
We generated our simulation data as follows. First, we assumed the true phenotype graph (G 0 ) as depicted in Figure 9 . The graph consists of a group of tightly linked phenotypes (P1, P2, and P3), a group of weakly linked phenotypes (P3, P4, and P5), and an isolated phenotypes (P6) as negative control. Given this graph, we set α 1 = −4.7, α 2 = −3.0, α 3 = −5.5, α 4 = −4.8, α 5 = −3.6, and α 6 = −2.5 with β 12 = 3.2, β 13 = 1.8, β 23 = 2.3, β 34 = 2.5, and β 45 = 5.0 (all the remaining β ij were set to zeros). Then, given the MRF coefficients, we generated association status of 20,000
common SNPs, e t = (e 1t , e 2t , e 3t , e 4t , e 5t , e 6t ), from the model of Equation (2) in Section 1.1, by running the Gibbs sampler for 1,000 iterations (Mitra et al. 2013) . Finally, given the association status of SNPs, we generated y it from N(µ i , σ Figure 9 : True phenotype graph G 0 when no multicollinearity exists, which was accurately recovered by both graph-GPA models with uninformative prior and with informative prior graph using force-in edges.
We applied the graph-GPA model introduced in Section 1.1 to the simulated data with two different approaches:
1. without using an informative prior graph G, i.e., Pr{E(i, j) = 1} ∝ 1 for all i = j, 2. incorporating the informative prior graph G by forcing in edges which are correlated in the true phenotype graph G 0 , i.e., f {E(i, j)} = δ 0 {E(i, j)−1} for (i, j) = (1, 2), (1, 3), (2, 3), (3, 4), (4, 5), where δ 0 (·) denotes the Dirac delta function, and Pr{E(i, j) = 1} ∝ 1 for all other i = j.
In this setting, graph-GPA models with both approaches correctly identified the true phenotype graph G 0 in Figure 9 . This result imply that if the data provides sufficient information about the correlation structure, the graph-GPA models can identify the true genetic correlation among phenotypes regardless how a prior phenotype graph is imposed. Now, we introduce a perfect multicollinearity in the association status by adding P7 whose association status is identical to P1, i.e., e t = (e 1t , e 2t , e 3t , e 4t , e 5t , e 6t , e 7t ) where e 7t = e 1t . We again applied the graph-GPA model without and with incorporating the informative prior graph with five forced-in edges. Under this multicollinearity setting, the graph-GPA model without the informative prior graph resulted in the estimated graph in Figure 10 The two simulation studies suggest that the informative prior graph helps the graph-GPA model to find the true graph structure when a strong multicollinearity exists. In practice, we might not be sure whether an informative prior graph G is similar to the unknown true graph G 0 and one may be concerned about false positives or negatives due to a mis-informative prior graph. We marginally relieve the concern by making inference about the pleiotropic architecture not only based on the posterior probability of E(i, j) but also based on that of β ij . Hence, even when a wrong edge between i and j is forced in the graph-GPA model by the misinformative prior graph, data can still inform that β ij is close to zero, so prevent the false positive.
Real Data Analysis
In this section, we implement empirical studies where some phenotypes are strongly correlated genetically and the multicollinearity issue is suspected to happen in the pleiotropic structure inference. For this purpose, in addition to the GWAS datasets analyzed in the main text, we further considered GWAS datasets for high-density lipoprotein (HDL), total cholesterol (TC), triglycerides To study the impact of the high correlations between some phenotypes on the pleiotropic structure inference, we fitted the graph-GPA model to GWAS datasets for three different combinations of phenotypes: In these three settings, we apply the graph-GPA models without and with incorporating the informative prior graph as used in the Example section of the main text, where we obtained the informative prior phenotype graph from the literature mining and linked edges whose partial correlation coefficients from literature mining data are larger than 0.2. Figures 11(a) , 12(a), and 13(a) show the prior phenotype graphs for these three settings.
Figures 11, 12, and 13 show the graph-GPA results for Settings 1, 2, and 3, respectively. When we used the informative prior graph, the graph-GPA models found three edges linked to HDL -(HDL, TC), (HDL, TG), (HDL, CAD) -concordantly for all three settings. In contrast, when we do not use the informative prior graph, the graph-GPA model found two edges linked to HDL -(HDL,TC) and (HDL, T2D) -for Setting 1 while found only one edge linked to HDL, (HDL, TG), for Setting 2 and two edges linked to HDL -(HDL,TG) and (HDL, UC) -for Setting 3. Similarly, when we used the informative prior graph, the graph-GPA models found four edges linked to CAD -(CAD, HDL), (CAD, TC), (CAD, T2D), and (CAD, SBP) -concordantly for all three settings.
When we do not use the uninformative prior graph, the graph-GPA model found two edges linked to CAD -(CAD, T2D) and (CAD, SBP) -for Setting 1, a different set of of two edges linked to CAD -(CAD, TC) and (CAD, SBP) -for Setting 2, and three edges linked to CAD -(CAD, TC), (CAD, T2D), and (CAD, SBP) -for Setting 3. These empirical studies confirm the findings of the simulation studies in Section 5.1. Specifically, multicollinearity among phenotypes may result in incongruous pleiotropic structure inferences when an informative prior graph is not used. In contrast, the graph-GPA models with the informative prior graph lead to concordant inferences for different combinations of phenotypes included in the model. 
