ABSTRACT Recommendation techniques are widely used in many areas to deal with the information overload problem. However, the recommendation theory has suffered from the sparseness problem, which decreases the precision of the recommendation algorithms heavily. Deep learning theory has proven to be a very efficient tool to mine the latent information of data. In this paper, a novel scalable multi-channel and fusion encoding strategy-based auto encoder (MCFE-AE) model is introduced to make recommendations by deeply mining the latent features of users and video items of the data. The detail of the proposed algorithm is summarized as follows. First, the rating data that represent the users' preference are sent to the input port of the proposed MCFE-AE model as raw input data. Second, the latent features of users and items have been deeply mined by the multi-channel and fusion encoding process of the proposed MCFE-AE model. Third, the final rating prediction result has been obtained by the decoding process of the proposed MCFE-AE model. The extensive experiments have shown the benefits of the proposed algorithm on the measure of mean absolute error (MAE) and root mean square error (RMSE) compared with the state-of-the-art algorithms. Besides, the number of channels of the MCFE-AE, the L 1 and L 2 regularization method, the learning rate, and the important regularization parameter λ have been studied thoroughly in this paper. Deep learning, multi-channel, auto encoder, video recommendation. 
I. INTRODUCTION
With the development of internet and big data technique, data on the internet is rapidly increasing. The phenomenon of massive data exists in all kinds of the social life, such as E-commerce, entertainment, medical treatment, education and so on. Recommender systems(RSs) have played an utmost role in internet era to solve the information overload problem [1] . RSs make predictions and recommendations of items to users by using different sources of information, such as users' behavior, demographic features, social information, the information from internet of things(e.g., GPS locations, RFID) and so on [2] . The RSs can be roughly categorized into two categories, which are content-based and collaborative filtering(CF) [3] . Content-based RSs use the contents of items to analyze the similarities among them. User interests profile is established after analyzing sufficient number of the items.
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Then the recommendation will be shown to the target user. The difficulty of these kinds of algorithms lies in how to find enough contents of the items. Many researchers have focused on this problem and find methods to solve it [4] - [6] . On the other hand, collaborative filtering(CF) has become one of the most important algorithm in RSs [7] - [9] . The CF algorithm only relies on the item ratings from each user, which is different from the content-based approaches. Users who rated the same items with the similarly ratings can be considered as the similarly preference in CF algorithm. CF algorithms can make recommendations to the user when the attributes of the users or the items is inaccessible. Usually, the CF algorithms can recommend new items to target users based on neighbors with similar preferences. Hence, unlike the content-based algorithms, the CF algorithm can avoid the recommended items are much the same with the rated item for the target user based on the nature of the CF algorithms.
Deep learning theory has proven to be a very efficient method to mine the latent information of data. It has been widely used in various aspects, such as computer vision, image processing, video processing and speech recognition. The applications of deep learning theory used in recommendation systems is a new attempt. More and more researchers have paid more attentions on this area. Zhang et al. [10] introduced a recommendation model based on deep neural network. The algorithm can solve the sparsity problem, which is a common problem existed in recommender system. However, the prediction performance on root mean squared error(RMSE) and mean absolute error(MAE) are not so good compared with the most recent deep learning based algorithms. Other deep learning based recommendation models like Restricted Botzmann Machines(RBM) [11] , [12] or Multi-layer Perceptron(MLP) [13] or Convolutional Neural Network(CNN) are also the good directions for the deep learning based recommendation models.
In this paper, a novel deep learning based collaborative filtering model is introduced, which is named as multichannel and fusion encoding strategy based auto encoder model(MCFE-AE). Our contributions have been summarized as follows.
• A novel low computational auto encoder model MCFE-AE is introduced, which formulates the rating prediction problem by using auto encoder framework and learns from the historical viewing behavior of the video users. The MCFE-AE is novel in both the model structure and objective function.
• MCFE-AE is a generalization of the famous state-of-theart method but with a more flexible structure.
• The thorough experiments are conducted to study the impact of choices of different components in MCFE-AE, and the MCFE-AE algorithm outperforms the state-of-the-art algorithms on the measure of RMSE and MAE on two real world datasets.
The remain of this paper is organized as follows: In section II, we introduce some related topics of our model. The detail description of our model is provided in section III. Section IV contains the extensive experiments and analysis. We give a brief conclusion in section V.
II. RELATED WORKS
Deep learning based recommendation algorithms have proven to be very effective methods. There are lots of researchers make efforts on this hot research topic. Zhang et al. [14] proposed an Auto SVD++ algorithm, which uses video data features learned by shrinking auto encoder and the implicit feedback captured by SVD++ to improve the recommendation accuracy. Xue et al. [15] proposed a depth matrix decomposition model. In this model, the traditional matrix decomposition algorithm is used to decompose the user feature matrix and the item feature matrix, and then the multi-layer feed forward neural network is used to deeply mine the corresponding data features, and finally the inner product of the corresponding low-dimensional feature vector is the predicted rating of the algorithm model.
Guo et al. [16] proposed a Deep Factorization Machine (DeepFM), which is an end-to-end model with fully intergrates factorization machine and MLP. It can model the high-order feature interactions via deep neural network and low-order interactions via factorization machine. Lian et al. [17] proposed a novel eXtreme Deep Factorization Machine(xDeepFM). The xDeepFM is not only can learn certain bounded-degree feature interactions explicitly, but also can learn the arbitrary low-and high-order feature interactions implicitly. The extensive experiments have demonstrated the xDeepFM outperfoms the state-of-the-art algorithms. However, the time complexity of the xDeepFM model is relatively high. Wu et al. [18] proposed Recurrent Recommender Networks(RRN) to predict future behavioral trajectories. In most cases, recommendation can be considered as a two-way interaction between users preferences and items features. Neural Collaborative Filtering(NCF) [19] is such an algorithm model aiming to capture the non-linear relationship between users and items. Wang et al. [20] extended the NCF model to cross-domain social recommendation, and they introduced a neural social collaborative ranking recommendation system to recommend items to potential users of social networks. Attention mechanism is motivated by human visual attention, which is capable of filtering out the uninformative features from raw inputs and reduce the side effects of the noisy data. Chen et al. [21] introduced a novel attention mechanism in CF to address the challenging item-and component-level implicit feedback in multimedia recommendation, which is named as Attentive Collaborative Filtering(ACF). The component-level attention module learns to select informative components of multimedia items and the item-level attention module learns to score the item preferences. ACF significantly outperforms state-of-the-art CF methods through extensive experiments on the real-world multimedia web services. Although the above algorithms can achieve higher items recommendation accuracy, however, the computational complexity of the algorithms are relatively high.
Auto encoder (AE) is an important network structure in the deep learning models. Its strong ability to learn the hidden features has been recognized and widely used by many researchers. The model that first applied the automatic encoder to the recommendation algorithm is the auto encoder-based collaborative filter algorithm [22] proposed by Yuan et al. in 2014. The proposed algorithm divides the user's rating value for the item into five vectors. However, the auto encoder-based filter model has the following two shortcomings: First, it can only solve the integer rating prediction problem. Second, subdividing the user's rating value into five vectors increases the sparsity of the rating matrix, which reduces the accuracy of the algorithm's rating prediction. In addition, the most typical auto encoder model is represented by AutoRec [23] . The AutoRec model respectively uses the row vector and column vector in the user rating matrix as the user feature vector and the item feature vector, and uses it as the input data for training the automatic VOLUME 7, 2019 encoder model. The core purpose of the algorithm is to reconstruct the original input data. Although the AutoRec model can solve the problem of non-integer rating value prediction, it does not add noise to the input, which makes the algorithm less robust and the algorithm is prone to over-fitting. The above models are all belong to the rating prediction model, and CDAE [24] is used to make the ranking prediction. The input to the model is the user's implicit feedback data for the item. Specifically, each node of the model input portion corresponds to an item, and can also be regarded as a user's preference for the item's interest. The user's preference for an item is represented by a 0-1 value. Finally, the items corresponding to the predicted values of the output layer nodes in the model are sequentially recommended to the user. A CFN [25] model combining content information and a rating matrix then appeared. The recommendation accuracy of the algorithm is improved compared to the previous method. The disadvantage is that the content information is relatively simple, the data is very sparse and the content information of users and items are sometimes can not be gained.
III. ALGORITHM AND ANALYSIS
In this section, the detail information of MCFE-AE model will be demonstrated clearly.
A. PROBLEM DEFINITION
In rating-based recommendation model, given a set of users U = {u = 1, · · · , m}, a set of items I = {i = 1, · · · , n}, and a partially observed user-item rating matrix R ∈ R m×n . The purpose of this work is to design an auto encoder model, which can take the initial partially observed ratings R as input data, map it into a low-dimensional latent(hidden) space, and then reconstruct R in the output space to predict the unknown ratings for purpose of user behavior prediction and item recommendation. In most cases, the ratings in R can be integer values with the range [1 − 5] , [1 − 10] or the implicit binary value {0, 1}, where 0 means like and 1 means dislike.
B. TRADITIONAL AUTO ENCODERS (AE)
The traditional auto encoder is a simple neural network for unsupervised learning tasks. A typical auto encoder model consists of three layers. The first layer x ∈ R P is as the input layer. The second layer h ∈ R H (eg., H < P) is as the hidden layer. The third layer y ∈ R P is as the output layer. The mathematical formulations of the AE model are stated as Eq.1 and Eq.2.
where W ∈ R H ×P and W ∈ R P×H are weight matrices, b ∈ R H and b ∈ R P are the bias terms. f and g are the activation functions such as Identity, Sigmoid, ReLU and so on. The purpose of the AE is to minimize the reconstruction error between the input data x and the output data y by adopting the training method. The original loss function of AE is formulated as follows in Eq.3.
The above Eq.3 means that only the contribution of observed ratings can be considered. In order to prevent overfitting phenomenon on the observed ratings, the regularised parameters are added in this formulation, which is presented in Eq.4. Where
In order to capture the most valuable and informative features as well as prevent it from overfitting phenomenon, various techniques have been proposed, such as corrupting the input data x(Denoising Auto Encoder, DAE), and stacking several hidden layers together to form a deep auto encoder network. In most cases, the hidden layer is more important to the performance of the auto encoder model. Hence, the proposed novel auto encoder model is presented in the next section, which is based on the multi-channel hidden layers.
C. PROPOSED METHODOLOGY 1) PROPOSED MODEL DESCRIPTIONS
In this section, a novel and efficient auto encoder model is proposed here, which is named as multi-channel and fusion encoding strategy based auto encoder model(MCFE-AE).
Similarly, a typical MCFE-AE consists of four layers. The first layer x ∈ R P is as the input layer. The second layer is the multi-channel layer. The single channel of the multi-channel layer h ∈ R H (eg., H < P), and the length of the second layer is LH (eg., LH P). Where L is the number of channels, and H is the dimension of the single channel. The third layer η ∈ R H is as the mean fusion layer, which is used to fuse the encoding result of the former multi-channel layer. The fourth layer y ∈ R P is the output layer. The architecture of our proposed algorithm model is shown in Fig.1 . First, the partial observed ratings are as the input data taken into the input layer of the proposed model. Second, The input data are encoded by the multi-channel and mean fusion layer in the encoding stage. Third, the predict output rating data is reconstructed in the decoding stage. Hence, the relationship between users and items are deeply and fully mined by the proposed model and the preference of the users are finally studied. The mathematical formulations of the MCFE-AE model are described as Eq.5 and Eq.6.
f and g are also the activation functions such as Identity, Sigmoid, ReLU and so on. Similarly, The purpose of the proposed MCFE-AE algorithm is also to minimize the reconstruction error between the input data x and the output data y by adopting the training method. The loss function of our proposed MCFE-AE model is formulated as follows in Eq.7. Similarly, Where ζ (x, y) = x − y 2 2 , λ > 0 and
. The variables b ∈ R H and b ∈ R P are the biases. Besides, unlike the traditional auto encoder model, the L 1 norm has been used in our proposed model as the regularization item.
2) EXPLANATIONS OF THE MULTI-CHANNEL ENCODING STRATEGY
Traditional auto encoder models typically consist of a singlechannel encoder and a single-channel decoder. In this paper, VOLUME 7, 2019 an encoder model based on multi-channel encoding and fusion strategy is proposed, and the decoder part still uses a single-channel decoder model. First, the innovation of this model lies in the multi-channel fusion strategy of the encoder part of the proposed auto coder model.
Second, the multi-channel fusion encoding strategy is essentially a true representation of the model under-fitting, medium-fitting and over-fitting training. Through a large number of experimental verifications, the multi-channel fusion encoder strategy proposed in this paper increases the feature expression ability of the auto encoder model as the number of channels increases. However, when the number of channels is increased to a certain amount, then the overfitting phenomenon of the proposed model occurs. We can also conclude that the repeated learning of the multi-channel weights leads to over-fitting of the training model, that is to say, actually increases the interference of the weight of the training model, thus reducing the prediction accuracy of the model for the test data.
Third, Inspired by the local sensing principle of convolutional neural networks, we propose the multi-channel and mean fusion encoding strategy based on the auto encoder theory. Although we still connect to each single-channel encoder unit in a fully connected manner, this multi-channel weighted average weighted fusion encoder strategy can largely learn all the important features of the input data. In particular, it shows a big advantage over the single channel encoder strategy in the auto encoder model. In summary, this multi-channel and mean fusion encoding strategy has strong scalability and adaptability to the model itself. When the model adds the appropriate number of channels, it can obtain the most important feature representation of the input data while obtaining the best predictive performance metrics for the auto encoder model. We have done a lot of practical experiments to verify the effect of the different number of channels on the proposed MCFE-AE model.
3) EXPLANATIONS OF THE REGULARIZATION METHOD TO PREVENT OVERFITTING
In order to prevent the over-fitting phenomenon of the proposed algorithm, our paper solves this problem by adding a regularization term. Specifically, the common used regularization methods are divided into L 1 regularization and L 2 regularization. This paper uses the L 1 regularization method. The reasons for using the L 1 regularization method to prevent overfitting phenomenon are described in detail below.
First, L 1 regularization refers to a method of preventing overfitting by using the L 1 norm as a regularization term. Specifically, the essence of L 1 regularization is to use the sparse parameter method to make the parameter matrix of the deep learning model sparse, so that the whole model becomes relatively simple, and finally the over-fitting phenomenon is prevented. At the same time, by using the L 1 norm, it also plays the role of feature selection, that is, most of the weight coefficients are 0, and only a small number of weight coefficients that can represent the characteristics of the input data are not zeros.
Second, L 2 regularization refers to a method of preventing the overfitting phenomenon by using the L 2 norm as a regularization term. In particular, the essence of L 2 regularization is by making all the weight coefficients small and not so much difference, even close to zero. Therefore, the L 2 norm can also make the model relatively simple. At the same time, because the L 2 norm makes all the weight coefficient values more balanced, that is, the L 2 norm makes the weight coefficients have nearly the same feature expression ability for the input data.
Third, we choose the L 1 norm as the regularization term for the model proposed in this paper. This model is used for data mining of the user's viewing behavior dataset (eg., MovieLens dataset) and predictive analysis of the users' viewing behavior preferences. Because the users' viewing behavior dataset can essentially be abstracted into a ultra high dimensional (user-video item) sparse rating matrix. It can be known that the rating vector in the sparse rating matrix that can express the user behavior preference is very limited and highly sparse. Therefore, the regularization term of the loss function in the model of this paper uses the L 1 norm to extract the feature information weights of the ultra high dimensional sparse rating data set in this experiment that can most effectively express the users' viewing behavior, while making the (user-item) feature weights that are almost ineffective to users' viewing behavior preferences extraction are zeros. In summary, the practice of this paper is a very practical and most effective regularization treatment method for the dataset used in this experiment. More importantly, we have verified the validity and practicability of the regularization method proposed in this paper through a large number of experimental verifications.
IV. EXPERIMENTS AND ANALYSIS
A. DATA DESCRIPTION Two real datasets are used to test the performance of our model and other models: MovieLens-1M and MovieLens-100K. The MovieLens-1M dataset is downloaded from the MovieLens website, and it contains 1000209 rating records from 6040 users rated for 3952 movies. In addition, the number of ratings per user is about 165.6 and the number of ratings per item is about 253.09. The rating sparsity of MovieLens-1M dataset is 95.81%.
The MovieLens-100K dataset is also downloaded from the MovieLens website, but it contains only 100000 rating records from 943 users rated for 1682 movies. In addition, the number of ratings per user is about 106.4 and the number of ratings per item is about 59.45. The rating sparsity of MovieLens-100K dataset is 93.7%.
The user and item side information is included in both of the MovieLens-1M and MovieLens-100K datasets. The dataset used in our experiments is demonstrated as follows in table 1. 
B. EXPERIMENTAL ENVIRONMENT
In this section, the extensive experiments are conducted to verify the prior performance of our proposed model.
1) HARDWARE
All the experiments are conducted on Intell(R)W-2123 CPU@3.6GHz, RAM 32GB, and GPU NVIDIA GTX1080Ti platform.
2) SOFTWARE
The operating system used in this experiment is Ubuntu 16.04, and the Python language is used to achieve the program, the specific software version is 3.5. Since the proposed model is based on deep learning theory, Tensorflow 1.4.0 is used to implement the deep learning module.
C. EVALUATION METRIC
The Mean Absolute Error(MAE) and Root Mean Square Error(RMSE) are used to evaluate the prediction performance of all the mentioned algorithms. In detail, the definition of MAE and RMSE are stated in Equation (8) and (9) respectively.
where R denotes the whole rating matrix, R u,i denotes the rating user u gives to item i, andR u,i denotes the rating user u gives to item i as prediction. Smaller values of MAE and RMSE mean better performance.
D. COMPARED METHODS
The following famous and state-of-the-art recommendation algorithms are chosen to compare with our method. Average: This approach predicts the missing ratings by analyzing the average historical ratings of users or items, and hence, there are two variants: UserAverage and ItemAverage. top-K IBCF: Collaborative filtering algorithm based on item cluster top-K. top-K UBCF: Collaborative filtering algorithm based on user cluster top-K. SlopeOne [26] : It is an efficient online ratingbased collaborative filtering approach, which precomputes the average difference between the ratings of one item and another for users who rated both. 
E. EXPERIMENTAL RESULTS
In this section, the extensive experiments are conducted to verify the superiority of our proposed model, and analyze the effects of different parameters on the proposed MCFE-AE model.
1) RECOMMENDATION PRECISION COMPARISONS ON DIFFERENT ALGORITHM MODELS
In this section, the recommendation precision comparisons are conducted among the state-of-the-art algorithms and the proposed algorithm model in this paper. The RMSE and MAE are as the evaluation metrics to measure the performances among the different algorithms. Table 2 shows that the proposed MCFE-AE algorithm has the best performance whether on RMSE or MAE measure among the different algorithms. Specially, The RMSE and MAE values of the model implemented on the MovieLens-100K dataset are 0.864±0.009 and 0.631±0.008, respectively, while the RMSE and MAE values of the model implemented on the MovieLens-1M dataset are 0.792±0.002 and 0.560±0.008, respectively. That is to say, the proposed MCFE-AE algorithm has the highest recommendation accuracy compared with the recent state-of-the-art algorithms on MovieLens-100K and MovieLens-1M dataset.
2) EFFECTS OF DIFFERENT NUMBER OF CHANNELS OF MCFE-AE MODEL WITH L 1 AND L 2 REGULARIZATION METHOD
In this section, we study the effects of the different number of channels of the proposed MCFE-AE model with L 1 and L 2 regularization methods. First, we measure the performance of L 1 regularization and L 2 regularization method on the measure of RMSE and VOLUME 7, 2019 MAE with MovieLens-100K dataset, we can conclude that the best performance of the proposed MCFE-AE model exists in channel 4 and 5 as the number of channels grows with L 1 regularization method on the measure of RMSE and MAE value, which is shown clearly in table 3 and figure 2 and figure 3. As we have stated in the former sectionIII-C.3, the optimal performance value means that the channel 4 and 5 can achieve the moderate fitting purpose. The performance of the less number of channels can lead to the underfitting phenomenon, while more number of channels can lead to the overfitting phenomenon. While we can learn that there is no optimal point in table 4 as the number of channels grows from 1 to 15 by using L 2 regularization method, which is shown more clearly in figure 2 and figure 3 . This phenomenon is also very consist with our theoretical analysis on L 2 regularization method in section III-C.3. The almost the same feature expression ability for the input data of L 2 regularization method leads to the no optimal point phenomenon on the measure of RMSE and MAE value.
Second, we measure the performance of L 1 and L 2 regularization methods on the measure of RMSE and MAE with MovieLens-1M dataset, we can conclude that the best 86010 VOLUME 7, 2019 the optimal performance value means that the channel 7 and 8 can achieve the moderate fitting purpose. The performance of the less number of channels can lead to the underfitting phenomenon, while more number of channels can lead to the overfitting phenomenon. While we can learned that this is no optimal point in table 6 as the number of channels grows 86012 VOLUME 7, 2019 from 1 to 15, which is shown more clearly in figure 4 and figure 5 . This phenomenon is also very consist with our theoretical analysis on L 2 regularization method in section III-C.3. The same feature expression ability for the input data of L 2 regularization method leads to the no optimal point phenomenon on the measure of RMSE and MAE value.
As M. Bishop said on page 144 to 146 of the classic literature [37] , the property of the L 1 regularization method is that when a sufficiently large regularization parameter λ is chosen, the method can make a large number of weight coefficients W (∀j ∈ N + , w j ∈ W of the model) are 0, thus forming a sparse model, which ultimately reduces the computational complexity of the propose model. More importantly, the proposed auto encoder model of the multi-channel and fusion encoding strategy proposed in this paper is mainly used to predict the viewing behavior of each user of the ultra high dimensional sparse user viewing behavior dataset. From the nature of the users' viewing behavior dataset, there are not so many feature points in the original dataset that can truly reflect the characteristics of users' viewing behavior. Fundamentally, the state space of the users' viewing behavior data is in a highly sparse state. Therefore, according to the essence of the L 1 regularization method, it can just keep the weight coefficient of the users' viewing behavior data in this paper more accurately representing the users' viewing behavior characteristics, and at the same time the weight coefficient of the viewing behavior characteristic that is almost meaningless is set to zero. Experiments show that the regularization method by using the L 1 norm can indeed be consistent with the theoretical analysis of the algorithm model part III-C.3 in this paper, and compared with the regularization method by using the L 2 norm making the weight coefficients have the characteristics of balanced feature expression, the L 1 regularization method is more capable of extracting the weight which can better represent the characteristics of the users' viewing behavior. Finally, using the algorithm model proposed in this paper to predict the users' viewing behavior on important performance indicators such as RMSE and MAE, the prediction accuracy of the L 1 regularization method is more efficient compared with the L 2 regularization method. Fig.6 also reveals the changes in experimental measurements (RMSE and MAE) on the MovieLens-100K dataset as the learning rate of the network model differs. Unlike the MovieLens-1M dataset, because the data volume of the Movielens-100K dataset is relatively small, a relatively large learning rate can get the best training model, so that the best RMSE and the best MAE value can be obtained in the test dataset. Specifically, Fig.6 reveals that when the learning rate value is 0.0015, the RMSE and MAE values of the test dataset reach a minimum value, and the performance of the model algorithm at this time is optimal. VOLUME 7, 2019 FIGURE 6. The prediction accuracy of the algorithm model's learning rate on the MovieLens-100K dataset (RMSE and MAE). Similarly, Fig.7 reveals that as the learning rate of the algorithm model is different, the RMSE and MAE results of the final model's prediction rating will also change. From Fig.7 we can clearly see that in the MovieLens-1M dataset, when the learning rate is 0.001, the test results (RMSE and MAE values) on the MovieLens-1M dataset have been optimized. The performance of the algorithm is optimal.
3) MODEL LEARNING RATE IN MCFE-AE
As an important parameter of the deep learning model, learning rate plays a crucial role in the performance of the proposed model. In theory, the learning rate of the model is too small, which not only leads to the increase of the time complexity of the model algorithm, but also the overfitting phenomenon of the model. When the learning rate of the model is too large, although the model can be faster converges, but the model will be under-fitting, which will directly affect the actual performance of the model. From the actual test results of the experiment, the algorithm model does have an optimal learning rate, and the experimental results directly confirm the correctness of the theoretical analysis.
Experiments show that the optimal learning rate of this model is 0.0015 when predicting the users' viewing behavior in the MovieLens-100K dataset, and the best learning rate is 0.001 when predicting the users' viewing behavior in the MovieLens-1M dataset. The essential reason is that the state space of the users' viewing behavior data in the MovieLens-1M dataset is much larger and more complex than the MovieLens-100K dataset. In other words, if you want to be able to successfully find the exact value of the users' behavior prediction in the state space of the MovieLens-1M dataset, compared with searching the accuracy value of the users' behavior prediction in the state space of the MovieLens-100K dataset, the value of learning rate of the model proposed in this paper should be correspondingly reduced, so as to effectively improve the model's ability to find in its more complex state space, and at the same time achieve the purpose of moderate fitting. If the learning rate is not adjusted correspondingly with the complexity of the dataset, it will greatly affect the model's ability to search in the state space of the data, and at the same time there will be risks of under-fitting or over-fitting. 
4) EFFECTS OF THE ACTIVATION FUNCTIONS IN MCFE-AE MODEL
It can be clearly seen from Fig.8 reveals that when the activation function combination is SigmoidIdentity, with the proposed auto encoder model largely improves the performance of the algorithm model, thereby highly decreasing the RMSE and MAE values and has the best evaluation performance among all the activation function combinations. We can also draw the following conclusions. First, under the same experimental conditions on the dataset of Movielens-100K, the Sigmoid function is the most suitable activation function for the encoding stage of the proposed MCFE-AE model. At the same time, it is the worst activation function for the decoding stage of the proposed MCFE-AE model. Second, Fig.8 reveals that under the same experimental conditions described above, the Sigmoid-Identity activation function is most effective for the performance of the algorithm model, both in terms of the RMSE and MAE value. Through a large number of reading research papers and previous experimental results, different types of activation functions do have different experimental effects for the same algorithm model. The role of the auto encoder is to mine deeper into the implicit attribute characteristics of the input data. It can be clearly seen from Fig.9 that the algorithm model is affected by eight different activation function combinations, such as Identity-Identity, SigmoidIdentity, Identity-Sigmoid, Sigmoid-Sigmoid, ReLU -Identity, ReLU -Sigmoid, Identity-ReLU and Sigmoid-ReLU , in the case of the Movielens-1M dataset with the proposed auto encoder model. The difference in experimental results is also obvious. We can draw the conclusions as follows. First, under the same experimental conditions on the Movielens-1M dataset, the Sigmoid function has the best performance for the encoding stage of MCFE-AE model, while it has the worst performance for decoding stage of MCFE-AE among all the activation functions with the proposed auto encoder model. Second, Fig.9 reveals that under the same experimental conditions described above, the Sigmoid-Identity activation function is most effective for the performance of the MCFE-AE model, both in terms of the RMSE of the model prediction rating and in the MAE value.
5) REGULARIZATION PARAMETER λ IN MCFE-AE MODEL
Similarly, Fig.10 also reveals the changes in experimental measurements (RMSE and MAE) on MovieLens-100K dataset as the regularization parameter λ of the network model differs. Unlike the MovieLens-1M dataset, because the data volume of the Movielens-100K dataset is relatively small, a relatively large λ value can get the best training model, so that the best RMSE and the best MAE value can be obtained in the test dataset. Specifically, Fig.10 reveals that when the regularization parameter λ value is 0.35, the RMSE and MAE values of the test dataset reach a minimum value, and the performance of the algorithm at this time is optimal. Fig.11 reveals that as the regularization parameter λ of the algorithm model is different, the RMSE and MAE results of the final model's prediction accuracy will also change. From Fig.11 we can clearly see that in the MovieLens-1M dataset, when the regularization parameter λ is 0.1, the test results (RMSE and MAE values) on the MovieLens-1M dataset have been optimized. The performance of the algorithm is optimal.
First, the auto encoder model of the multi-channel and fusion encoding strategy proposed in this paper is relatively high in computational complexity compared with the traditional linear model (eg., matrix decomposition algorithm). For the comparison with the traditional deep learning models(such as deep neural networks, convolutional neural networks, etc.), the computational complexity of nonlinear mappings in the proposed MCFE-AE model are relatively low.
Second, compared with the MovieLens-1M dataset, the data volume of the MovieLens-100K is relatively small, and the complexity of the auto encoder model of the multichannel and fusion encoding strategy proposed in this paper is relatively high, it is necessary to add a large regularization parameter λ to suppress the computational complexity of the model, thereby effectively preventing the occurrence of over-fitting of this model.
Third, compared with the MovieLens-100K dataset, because its data volume of the MovieLens-1M dataset is relatively large, so the limiting effect of regularization parameter λ on the proposed model is steadily decreasing compared to the MovieLens-100K dataset. At the same time, we should continuously release the vitality of the model by appropriately reducing the value of the regularization parameter λ, so that its ability of finding the optimal state space in the complex state space formed by the original sparse dataset of ultra high dimensional user viewing behavior has been effectively enhanced.
Finally, a large amount of experiments fully prove the correctness of the theoretical analysis of the regularization parameter λ and the validity of the algorithm model. Specifically, the model has a best regularization parameter value of 0.35 in predicting the user viewing behavior of the MovieLens-100K dataset, and the best regularization parameter value for predicting the user viewing behavior of the MovieLens-1M dataset is 0.1.
V. CONCLUSION
In this paper, a novel multi-channel and fusion encoding strategy based auto encoder model is proposed to improve the prediction accuracy of the video recommendation. The extensive experiments are conducted to verify the superiority of the proposed algorithm on RMSE and MAE measure compared with the start-of-the-art algorithms, such as UserAverage, ItemAverage, RMB-DNN, topK-UBCF, topK-IBCF, NMF, PRA, SlopOne, NRR, PMF, BPMF, DAE-CTN, ReDa, BiasedSVD, NNMF, FML and I-AutoRec algorithm. Besides that, the effects of different number of channels, the effects of L 1 and L 2 regularization method, the effect of model learning rate, the effects of different activation function combinations, and the effects of different regularization parameter λ are deeply studied based on the proposed MCFE-AE model. The core and novel part of the proposed model are the multichannel encoding strategy method of the auto encoder submodel. We can conclude that the proposed MCFE-AE model can more deeply mine the latent features of users' viewing behavior by fully used the multi-channel and fusion encoding strategy, which is inspired by the principle of the convolutional neural network. And hence, the rating prediction of our proposed model is highly improved compared with the stateof-the-art algorithms. In the future, the deep auto encoder and convolutional neural network model maybe combined in order to improve the precision of the rating prediction as well as solving the user or item cold start problems. We truly hope that other efficient models can also be studied and used in the personal recommendation area. 
