This document summarizes research and planning for the development of a numerical simulation capability for nonisothermal multiphase, multicomponent transport in heterogeneous deformable porous materials. Particular attention is given to describing a mathematical formulation for flow in deformable media and for numerical techniques for dealing with phase transitions. A development plan is formulated to provide a computational capability motivated by current and future needs in geosystems management for energy security.
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INTRODUCTION
The development of energy systems and resources requires the understanding and predictive simulation of complex processes in earth systems. For example, the development and licensing of nuclear waste repositories is a key path to the expansion of nuclear power. This path is becoming more dependent on modeling and simulation coupling processes such geomechanical response, thermal, fluid flow and chemical response of the natural and engineered systems. The US has large reserves of coal, approximately 200 years at current use levels. As long as this resource can be used cleanly, these reserves provide a backbone of energy security. Carbon reuse and sequestration may provide a path to clean utilization. Similar areas for model utilization are oil and gas reservoirs, advanced recovery from tar sands and shales, underground storage of hydrogen, natural gas and oil, and aquifers for new water resources. Any significant progress in these areas will require new coupled modeling and simulation approaches. It is important to note that very few parallel processing commercial and/or research software tools exist for simulating complex processes such as coupled multiphase flow with chemical transport and geomechanics. Current computational limitations place significant restrictions on realistic problems that can be solved.
Predictive computational simulation of the coupled-physics associated with geosystems is a critical enabling technology for their optimal management. A major stumbling block to highfidelity modeling and simulation of geosystems is the lack of viable, robust, and efficient computational technologies for describing multiphase, multicomponent chemically reactive fluid mixtures in heterogeneous geologic media. In compositional descriptions, the fluid mixtures partition into various phases, depending on the local thermodynamic state. Flow and transport processes under temperature, pressure and compositional gradients result in phases disappearing and/or appearing, a highly complex and difficult phenomena to capture in simulations. However, the accuracy, and indeed usability, of modeling and simulation for geosystems hinges on proper accounting for this dynamic reactive phase behavior.
The objective of this LDRD project (project no. 125883) was to investigate computational methods and form a development plan for computer models of multiphase, multicomponent deformable geosystems. An intended benefit of this work is that it forms the foundation to enable Sandia to develop comprehensive computational tools for developing and managing the nation's energy and natural resources. As a collateral benefit, this project performs research supporting the growing partnership between Sandia National Laboratories and the University of Texas at Austin (UT) in the geosciences.
In the following, we first describe the mathematical formulation describing nonisothermal, multiphase, multicomponent flow in deformable porous materials. This forms the basic framework for the geosystems models to be ultimately developed in future work. This is followed by a literature review on techniques in current use for describing phase transitions in multiphase, multicomponent systems, including recommendations for a successful path to efficient computational thermodynamics for these systems. Finally, a plan for the future development of these models is suggested.
MATHEMATICAL FORMULATION

Literature on Deformable Porous Media
The following is not a comprehensive literature review of treatments of multiphase flow and mechanics. We review some selected papers which are highly relevant to the objectives of this project.
De Boer (1998) presents a good review and history of the theory of porous media in general, including the historical development of theory for deformable porous media. Treatments of coupled deformation and flow in porous materials begin with the works of von Terzaghi (1943) and Biot (1941) on consolidation. These papers introduce the important concept of effective stress in saturated porous media for describing the "settlements of soils under load." In a more recent paper Schrefler & Scotta (2001) define the mixture fluid pressure for an air and water system as w w a a p S p S p = + , which is used in the effective stress principle, augmented by the volumetric deformation of solid particles (Biot & Willis, 1957) ,
to couple the fluid pressures with the deformation mechanics. Generalized two-phase flow equations govern the motion of fluids. Their formulation includes the rate of change of grain volume due to strain rates and average pressure changes; these terms couple the fluid flow to the deformation. The book by Lewis & Schrefler, (1998) discusses the formulation in more detail.
Owing to the dynamic deformation of the porous skeleton, the formulation is naturally in terms of a moving (accelerating) coordinate system. This gives rise, for example, to accelerations relative to the gravitational term in the Darcy equations, and to a dilatation term in the fluid mass balance equations. Other formulations, to be discussed next, include an evolution equation for porosity changes. Also notable for this project is that they do not treat the phase appearance/disappearance problem directly, instead they allow trace amounts of gas to exist (numerically) under liquid saturated conditions.
In general, the linear momentum balance for the mixture is simplified to the form (Schrefler & Scotta, 2001) ,
where ( is the m ς is a damping coefficient, and u is the displacement vector. Other improvements to the theory of Biot (which Schrefler & Scotta apply in their formulation) in the dependence on porosity change of the macroscopic strain energy, see Lo et al., 2002 . This leads to an evolution equation for porosity, which Lo et al. show can be further distilled into an equation in terms of fluid and solid dilatations, as proposed originally by Biot. This new development also includes the effects of pore volume strain (porosity changes). Schrefler Scotta (2001) go on to discuss the limiting forms of their dynamical formulation for quasi-stat and statics (with respect to the solid mechanics).
umerically, coupling solid mechanics to fluid flow often introduces disparate time and length scales. In geologic applications (oil & gas exploitation, for example), the fluid flow and solid N mechanics are often decoupled numerically and solved sequentially with lagged updating of data (porosity and pressures). Dean et al., (2003) take the viewpoint of deformable porous media as problem in coupling between existing codes for solid mechanics and flow in porous media. The flow model is coupled to the deformation through its effect on porosity, and therefore permeability, and the effect of strain rate. The solid mechanics problem is coupled to the flow through the fluid pressure which enters into the effective stress via a Biot-type of mode to Eq. a l, similar s, (b) ep, methods ore the t the disparate mescales in flow vs. geomechanics can be handled efficiently. In their applications, the flow d ot as ratively coupled approach is that it enables a quick construction f coupled geomechanics and flow using existing code. The drawback is that the segregated t l a al (2001) does a good job of presenting a well-written general erivation of the governing equations for multiphase flow in deformable porous materials. The al ten (1). Dean et al. (2003) compared the full spectrum of coupling techniques for geomechanics and flow in porous media. They investigated (a) explicit coupling, with flow calculations performed at every step and displacement computed at selected time step iterative coupling, where flow and geomechanics are computed sequentially within a time st and (c) fully coupled, where the nonlinear equations for flow and mechanics are solved simultaneously. All three methods were implemented in the same code (ACRES, Arco's comprehensive reservoir simulator), in an attempt to provide a closer comparison of the and diminish differences in their numerical implementations. In their applications they ign dependence of permeability on variations in porosity (hence deformation).
As noted by Dean et al., the primary attraction of the explicit coupling is tha ti timescale was shorter than the mechanics, i.e., they advanced the flow for several time steps before taking a mechanics time step. They discuss scaling arguments to give a criterion for estimating the mechanics time step compared to the flow time step. They also discuss a metho of estimating an effective compressibility used only to enhance numerical convergence but n part of the residual equations.
The primary attraction of the ite o approach to solving the systems will reduce the convergence rate to linear (from quadratic, say, if using Newton on the coupled system). The coupled approach probably converges faster but may be inefficient on problems with disparate timescales. They compare the various techniques on four different problems, three of which can be modeled using matrix compressibility withou need of coupled mechanics. One problem involved a producing region inside of a non-producing impermeable region. This one displays effects that could only be modeled with the coupled physics, and for which the fully coupled approach was the most efficient. The explicit method performed poorly on this problem. The other three problems show a slight advantage for the explicit scheme. Although this work considered only a few specific types of problems, the conclusion would seem to be that the iteratively coupled approach remained competitive on al problems, and requires a modest effort to program using existing codes, and thus seems like good general technique.
The paper by Rutqvist et d paper also compares four computer codes applicable to modeling thermohydromechanic phenomena in a general setting, though the work is aimed at modeling nuclear waste repository performance assessment in fractured media. The paper presents the derivation of a general balance equation which forms the basis for deriving multiphase mass, energy and linear momentum (mechanics) equations. The formulation includes a general energy balance, writ so that evaporation/condensation can be modeled assuming equilibrium thermodynamics equations are written with respect to the motion of the solid skeleton, and hence introduce new terms arising from consideration of a deformable porous material. The linear momentum equation is written in terms of the total system stress and the effective stress concept can be introduced as a constitutive model. In addition, to accommodate plastic behavior, the effec stress is written in incremental form, such that thermal strain, grain compression and swelling the porous material can be modeled.
The paper goes on to compare in detai . These tive of l the formulations of four available computer models for is problem type; see Tables 2-8 for a term-by-term comparison of the governing equations. All d on sses coupled thermal-hydrologic-mechanical HM) modeling by coupling two existing codes, TOUGH2 and FLAC3D. TOUGH2 is a , but th of the codes employ a modified effective stress law and a moisture-swelling strain model that depends on liquid saturation. The paper notes that the general mechanical behavior of unsaturated soil should depend on two independent stress variables, and therefore the general validity of the effective stress law cannot be assumed. Also, the swelling should depen chemical composition. Improved constitutive formulations are discussed in the state surface approach presented by Alonso et al. (1990) .
In a related paper, Rutqvist et al. (2002) discu (T thermo-hydrologic code while FLAC3D can model thermo-hydrologic-mechanics problems is restricted to single phase fluid flow. According to the paper, FLAC3D solves the solid dynamics problem, including large strain by correcting the stress tensor for rotational strains. It also includes the effective stress formulation with a Biot effective stress parameter, α:
(3 Thus, in coupling the codes, the TOUGH2 simulation provides updated effective pressu ) re and temperature for use in FLAC3D in the calculation of ef ich fective stress. A mechanics solution step provides updated stress, deformation and porosity. Updated permeability and capillary pressure follow from constitutive models. Thus, FLAC3D can be used without code modification, while TOUGH2 was only slightly modified by including a volumetric strain term, which can be added in as a volumetric source term. The codes were coupled via a separate batch program that controls the coupling and execution of the linked codes. Also needed are various interpolation routines, because the codes use different discretization schemes, and coupling functions wh take in the requisite data from one code and process it as needed to compute the output for the other code. For example one coupling function would receive updated stress and strain, and use it to compute the corresponding updates in permeability, porosity and capillary pressure. It was noted that the coupling can be performed explicitly, wherein each code is executed in sequence, with data transfers occurring only at the beginning of each step, or implicitly, in which data transfers occur during each nonlinear iteration. The coupled codes were applied to two example problems, both using the explicit coupling approach. No information was given about the convergence properties of the simulations. It is noted that the sequentially coupled approach will work best when the hydromechanical changes are slow compared to the flow, while an implicit coupling may be necessary for higher strain rate problems.
Nonisothermal Multiphase Flow in Deformable Porous Media
this section we derive the equations describing multiphase, multicomponent thermal flow in .
alance Equations for a Phase he general macroscopic balance equation for the mass or energy density of a component α in In deformable porous media. The derivation is motivated by the formulation used in Martinez et al (2001) for rigid porous media and by the formulation in Rutqvist et al. (2001) .
B
T phase β can be written as
where d is the mass or energy density, is the flux density with respect to a reference coordinate q system and Q is a source term. For example, a typical system might consider water, air and energy (as the components) distributed over a liquid and gas phase. The mass density is
in which φ denotes the porosity, S β the phase saturatio (6) where n and ρ is the mass density of component α per unit volume of phase β. In anticipation of solid motion in a deformable porous medium, the flux density is written as 
where the relative phase velocity is, , r s
and α β J is the foregoing relations are written with the diffusive/dispersive mass flux. Notice that respect to "pore velocities," as opposed to Darcy velocities. Darcy velocity is the mass flux per unit area of porous material, whereas pore velocity is the average fluid velocity in the pores of the material. Darcy velocity (V) is related to pore velocity according to S
Now, if we substitute the expressions for density and flux into the general balance equ 9) ation, we get
If we apply this to the solid phase (unit phase saturation, no diffusive we get the balance law for the porous solid, components, no sources)
In order to develop the contributions to the balance equation from a introdu the relative and solid velocity in eqn. (10) and expand th deformable matrix, we ce e resulting flux term to arrive at the Lagrangian form of the general balance equation,
where we have introduced the material derivative following the motion of the solid,
This fo of the balance equation explicitly includes the of solid phase velocity. In order to develop a rate equation for the evolution of porosity, we rm effect of deformation in the divergence expand eqn. (11) and make use of the material derivative to get
If we expand the material derivative term in eqn. (10) 
To sim ulation further, we resort to invoking several small strain a also made by others (Rutqvist et al, Lewis and Schrefler) . These approximations include, plify the form pproximations, 
Before applying this equation for the multiphase multicomponent system, we convenient alternative formulations. Computational experience with multiphase systems has is introduce some
shown that mass conservation in time-dependent problems is better modeled when the porosity included inside the time derivative. If we simply use the chain rule on the time term we get ( )
We introduce a further manipulation to derive an approximate expression for the evolution of porosity, invoking the "incompressible solid" approximation. This amounts to assuming
therefore the evolution equation for porosity in eqn. (14) is approximated by,
If we integrate this from a state of zero strain to finite strain, we get (e.g. Kowalski & Rybicki, 2004) 0 ln 1
If we make use of this (or in the form of eqn. (17)), in the foregoing form of the balance equation, we get the alternative form,
For a rigid porous medium, the terms involving solid dilatation and grain compressibility are absent.
Balance Equation for Mass Components
tiphase systems with phase transitions (e.g. evaporation, condensation) of mass omponents, it is convenient to work with mass balance equations for components. These are equation over all fluid phases. In this procedure, e part of the source terms that relate to mass transfer between phases cancels out, assuming For mul c derived by summing the general phase balance th equilibrium. This can be written as,
As a concrete example, a typical two -phase system is a mixture of water and air in liquid and gas phases. The total mass balance for water is, 
Heat Transport ture is not as complete on derivations of the energy equation. Lewis and Schrefler ermal energy equation with an explicit latent heat term to account for nsation, see their eqn. (2.334). This is a cumbersome method for treating phase
The litera ultimately advocate a th vaporation/conde e change. Instead we follow the formulation in Martinez et al. (2001) , which is derived for rigid porous media:
e Se S e Q φ ρ φ ρ ρ
The total heat flux vector includes heat conduction, convection (modified for deformation), and heat transport d ue to binary diffusion,
where the diffusive fluxes are approximated as,
and g Y α is the mass fraction of component α in the gas phase,
The foregoing formulation forms the basis for the flo ultiphase multicomponent thermal transport in deformable porous media. In particular the entation would most likely constitute the air and water balance equations (21) and e heat balance in (23). The quasi-static deformation mechanics would be described Summary w and energy equations describing m initial implem (22), plus th by the linear momentum equation (2), ignoring acceleration and damping (the RHS) and utilizing the effective stress principle in a form similar to equation (1). ot S omponent flow in which phases may appe e transition is manifested as a discontinuous trace in a thermodynamic surface. Numerical instabilities will likely occur whenever there is a phase appearance or disappearance regardle of the choice of independent variables because the Jacobian is discontinuous at that point. This section summarizes our research into the literature on numerical methods to deal with pha appearance and disappearance in multiphase multicomponent flows in porous materials.
PHASE TRANSFORMATIONS
Methods Investigated
In the current project: 
Relaxed Volume Balance
T volume and mass balance issues in th m stating that the fluid volume must occupy the porous volume in the formation. The final pressur equation couples all component masses, fluxes and partial volumes, and is always valid independent of the phase configuration. Coats et al. (1998) indicate the method reduced the iteration counts compared to other methods in which the auxiliary constraints are included in the equations sets. The model discussed in Coats et al. (1998) starts with the constraint equat (consisting of the saturation and phase mass/mole fractions summing to unity, and the phase equilibrium constraints, deriving from equal chemical potential in each coexisting phase for each component) coupled in with the conservation equations in one global matrix. The constraint equations are condensed out prior to solving the main system of nonlinear algebraic equations The terms in the equations are constructed so that the mass fluxes are in balance exactly (numerically). The essence of the relaxed volume concept is that the saturation constraint is n applied in setting up the main system, but instead is used as a convergence constraint on volume.
Coats (2000) discusses a general way of generating the IMPES (implicit pressure explicit saturation) pressure equation, which seems related to the issue of the relaxed volume concept, the fractional flow formulation and Wang's mixture model, to be discussed shortly. IMPES is one of ation e e governing equations, eqn. (1), in terms of e iteration level l+1, arranged into what some authors call a "delta" form. That is, write eqn. the classic methods of solving the reservoir modeling problem. Basically, the pressure equ is derived from the (assembled) nodal equations at a grid point. He describes a general method of elimination, which involves solving for an "IMPES reduction vector," to calculate a pressure equation which is a linear combination of the n component equations at a grid block. Coats implies that the resulting pressure equation is easier (smoother, etc.) to solve for compared to solving all equations simultaneously. In addition, as the acronym implies, the saturation equations are then solved explicitly. This may be advantageous when the capillary effects ar subdominant to other driving forces in the problem.
An interesting feature of Coat's paper is the way he writes his Newton iteration equations, see his eqns. (2) and (3a). Eqn. (2) is just a rewriting of th th (1) at iteration level l+1, and add and subtract the storage and flux operator terms at level l, then re-arrange to get eqn. (2). Notice that to get his Newton system, eqn. (3a), he apparently applies Taylor approximation to the time term only, ( )
and leaves the fluxes in the delta form without a Jacobian contribution. Coats does not elaborate on whether this form of linearization is better than the standard full Newton scheme, which would have Jacobian contributions for all the terms in the equation.
a series of papers Wang and co-workers a system mixture pressure (pseudo-pressure) which is persisent, at is, independent of the existing phase state. They arrange the multiphase, multicomponent lues to olved from the mixture mass balance equation, which is analogous to e IMPES scheme, (except the equations are solved simultaneously), or what is called the n f the pseudo-pressure used in the model. he pseudo-pressure is the variable solved for from the "pressure" equation, which is analogous
Wang's Mixture Model
In introduce a scheme that involves th flow equations into a mixture formulation, in which the dependent variables are mixture va of density, Darcy velocity, pressure, etc. Contrary to their claims, this method does not reduce the number of PDEs that need be solved in these types of problems. Some of the issues related this formulation follow.
In the two-phase two-component model, they solve for a mixture pressure and air concentration. The mixture pressure is s th fraction flow approach, (e.g. Binning & Celia, 1999) .
Incidentally, Binning & Celia (1999) cite problems with the mixture pressure approach whe applying general boundary conditions, mainly because o T to Wang's mixture pressure and mixture mass balance equation. They cite as an example a problem where one wants to specify air pressure and water flux at an "atmospheric" boundary. One cannot compute directly the mixture pressure from these two physical quantities, as needed for a boundary condition on the pressure equation. Binning & Celia solve this by developing iterative procedure to compute the mixture variables that would enforce the desired boundary quantities. They also note that a different iterative algorithm is needed for each combination of flux and saturation boundary condition pair. A similar issue would seem to arise in Wang's formulation when one wants to apply a flux for some components and pressures (or mass fractions) for others at a boundary. One would have to devise a way of computing the mixture pressure from a mixture of compositions and fluxes.
The resulting equations in Wang's formulation are nonlinear, although without experience it is difficult to assess how difficult they are to solve. Wan an g appears to solve them coupled, but gregated, though it is not entirely clear from this discussion. (Binning & Celia, with a similar es with general oundary conditions, heterogeneous materials, and mass conservative schemes when using n obvious approach to dealing with phase appearance and disappearance is to select a set of meaning variables which exist for any of the possible phase onfigurations. However, such a set excludes certain variables known to yield favorable ation e it is a ariables approach. The Z variable(s) represents the total mole fraction of a component the multiphase mixture. Actually, their formulation would solve for a pressure and the with pect to ) water ensity, which is analogous to the total mole fraction or Z variable of Corapcioglu & Panday (1991) . The performance of PorSalsa with respect to phase transitions is problem dependent. 
Persistent Variables
A persistent solution variables, c numerical algorithms under certain phase states. An example is phase saturation; liquid or gas saturation is a common and favorable choice in a gas/liquid system. However, phase satur ceases to be a "variable" when the system transitions to single phase (gas or liquid), wher constant. Corapcioglu & Panday (1991) and Panday et al. (1995) discuss a "Z formulation," which is a persistent v in remainder of Z values for the other components. For a general compositional model, flash calculations are needed to compute compositions from the Z-values. (See Lake, 1989, Enhanced Oil Recovery, for an example of a flash calculation) For simpler systems, like problems involving non-aqueous phase liquids (NAPLs), the flash calculations can often be avoided judicious choices of primary variables. This was the choice of method that was finally implemented in Panday et al (1995) . They argue that the most promising method with res efficiency is a combination of the full Z formulation and a variable switching scheme.
A persistent variables scheme is used in PorSalsa (Martinez et al., 2001) , an SNL nonisothermal two-phase flow code. The independent variables include total (both liquid and gas phase d Persistent variables are used in the ACRES oil reservoir simulator (R. Dean, Chevron, personal communication) , which solves both thermal and isothermal compositional problems.
In a recent paper Krabbenhoft (2007) discusses an alternative to variable switching for treating phase appearance and disappearance, though only in the context of saturated-unsaturated flow (the method is not directly applicable to the transition from two-phase to all-vapor). Th e chnique utilizes the standard pressure formulation, though the flow equations are developed in e tion, a o the numerical solution of problems volving multiphase multicomponent flow in which phases may appear and disappear. A phase ntinuous trace in a thermodynamic surface. Nonlinear solution hemes such as Newton iteration assume smooth functions. The switching of solution variables the s ay et mbining the persistent variable "Z" scheme iscussed earlier with a variable switching scheme, patterned after Forsyth & Shao (1991) . The Z lash Panday the te the mixed formulation (with both saturation and pressure appearing), with saturations computed from the retention curve knowing the grid values of pressure. In a sense, the method transfers th variable switching to the update stage in the Newton iteration cycle. During Newton itera pressure update is computed as usual. However, in the update stage, the algorithm computes all the implied "provisional" updated saturations, from the retention curve. The algorithm utilizes tolerances to determine whether to apply the pressure update as usual, or whether to accept the provisional saturation and compute the updated pressure using this saturation in the retention curve. Krabbenhoft reports good performance, and notes the ease with which this technique can be implemented in existing pressure based formulations.
Variable Switching
Variable switching is a specialized algorithmic approach t in transition appears as a disco sc upon phase appearance or disappearance has the potential to tame the nonlinearities associated with numerical solutions of systems of equations with discontinuous variables. The idea is to substitute the (unknown) solution variable from one that is discontinuous (or nonexistent in new phase configuration) across the phase transition to one that is smooth in the new phase configuration. The method thus requires a phase diagnosis algorithm to detect phase appearance or disappearances and a scheme to initialize the new variable, which may or may not have existed in the previous phase configuration.
Early practitioners of the variable substitution scheme include Coats (1980a,b) and Fussell and Fussell (1979) , applied to compositional reservoir simulation. A more recent paper by Pand al (1995) applies a "composite" technique, co d scheme apparently requires some flash calculations, which impairs its numerical efficiency. Recall that the Z variables represent the mass or mole fraction of a component in the porous structure, summed over all the various existing phases. As such, it is not surprising that a f calculation would be required to extract required intensive variables, like pressure and temperature. On the other hand, the variable switching scheme of Forsyth & Shao was formulated to switch out all the phase mass fractions from a disappearing phase to those of another existing phase. Also, re-initialization criteria for switched variables are not entirely transparent in this scheme when air is present. The method studied and implemented by et al. is a combination of appealing aspects of these two methods. The main features of combined method include:
• Provides variable switching criteria when air is present -which was apparently not the case in the method of Forsyth & Shao.
• Using a judicious choice of primary variables, including some Z variables, pressure, and temperature, fewer variables need to be switched (and re-initialized) upon a phase appearance/disappearance.
• Rather than the more complex (and nonlinear) flash required in the Z formulation, only a mildly nonlinear problem is required for computing secondary variables from primar variables. After testing on several problems, they find:
• The present model is m robust as recent models (Forsyth & Shao, 1991) on nonisotherm • This model is more general, not requiring infinitesimal amounts of certain phases/components as is needed in the other models.
• Variable switching tends to "jolt" the system and requires more Newton iterations. The issue, they believe, is that upon switching, the re-initialized values of the sw variables are not consistent with the new state. They t observed mixed results.
• They also had problems with a "penalty source" used in nonisothermal problems w inert components are present (e.g., air). The source introduces masses which have iterated out by the Newto In a two paper series, and discuss the use of variable switching in a 3-phase, 3-component thermal model. This represents an extension F out a NAPL completely (S n = 0) over part of the domain. Other notables from this work:
• Class & Helmig, in Figure 4 , discuss a phase diagram for two components of limited mutual miscibility. They ultimately simplified the numerical implementation using Dalton's law to sum up vapor pressures for components to make up the gas pressu • They give criteria for phase diagnosis, Table 2 in .
• They note problems with the variable switching scheme in the case of phase appearance. Diersch & Perrochet (1999) also studied the use of variable switching in satu flow. Like Forsyth et al. (1995) , they suggest that these "mixed" schemes are very effective for th transitions.
Recommendation
Unfortunately, it is not possible to determine the best technique from the short literature review ormance with variable switching is reported for isothermal turated/unsaturated problems, but mixed results are reported for nonisothermal multiphase techniques discussed above. A flexible architecture is the ey piece that would enable the prototyping. An architecture that enables persistent variable or mation es for performed. Improved perf sa problems. Mixed results have also been reported using persistent variables, though this technique is used in some reservoir simulators.
In the interest of developing a leading-edge multiphase multicomponent simulation capability, it may be best to prototype some of the k variable switching is needed. This could be accomplished by coding all residual equation assembly, formation and transport properties (i.e., secondary variables) routines so that they may be invoked as one or a few number of functions. Similarly, the thermodynamic equation of state and other PVT routines should be callable as functions. Then a forward difference approxi to the Jacobian matrix in a Newton iteration scheme can be assembled easily. For variable switching, the variable substitution can occur within the Newton iteration loop, and otherwise requires the thermodynamic function to be able to return secondary variables based on the currently existing phase state. A variable initialization function is also required to reset valu switched variables.
DEVELOPMENT PLAN
The ultimate goal of the propose f-the-art, extensible, mulation capability and platform to address multiphase, multicomponent thermal flow and s le led multiphysics solution package for geosystems management, including thermal, hydrological, mechanical and chemistry for subsurface problems development goals are as follows:
• Develop and verify geomechanics-specific capabilities in Sierra/Adagio evelop and verify nonisothermal multiphase, multicomponent (air/water) capability in l adaptive control strategy for coupled flow and geomechanics capability (applicable to O 2 sequestration) ontrol algorithm for flow and geomechanics ase flow omplete reactive transport module sics couplings ed system and subsystems and compare to available d development project is a state-o si reactive transport coupled to nonlinear geomechanics in heterogeneous (geologic) porou materials. A plan for the future development of these models is presented in this section. We intend to enable the development of this new multiphysics capability by a seamless, flexib coupling of individual physics modules utilizing the SNL Sierra platform. Sierra would enable this project by providing unique leading-edge software tools necessary to achieve efficient, stable and robust coupling algorithms for the aforementioned physics modules.
The key R&D goals include:
• Development of a coup • Complete compositional flow capability development • C • Resolve any remaining solver issues between multiphy • Begin verification phase of the coupl validation-quality data • Refine adaptive control algorithms based on performance on benchmark tests
