Abstract-This paper presents a model reference adaptive control scheme for deterministic continuous-time multivariable systems represented by square, strictly proper, minimum-phase transfer function matrices. A typical requirement of existing algorithms is to assume that the zero structure at infinity and the high-frequency gain matrix are fully (or at least partially) known. It is well known that these requirements may be very restrictive, since, in general, both the zero structure at infinity and the high-frequency gain matrix depend on plant parameters.
I. INTRODUCTION HE extension of results obtained for the model refer-
T ence adaptive control of single-input single-output (SISO) plants to multi-input/multi-output (MIMO) plants has formed the basis for considerable research in recent years; see e.g., [I] , [2] , [3, ch. lo], [4] . One outcome of this research has been the introduction of the interactor matrix [5] (equivalently the Hermite normal form) as a natural tool for extending the notion of relative degree for scalar systems to multivariable systems. The high-frequency gain matrix then arises naturally from the definition of the interactor matrix as the multivariable analogue of the scalar high-frequency gain for SISO systems.
Traditional approaches to adaptive control of SISO plants require knowledge of the plant relative degree and the sign of the high-frequency gain (to ensure that its estimate is guaranteed to be nonzero). Accordingly, the natural extension of these algorithms to the multivariable case requires knowledge of the interactor matrix and significant knowledge of the high-frequency gain matrix K (to ensure that its estimate is guaranteed to be nonsingular). A typical assumption is that a matrix S is known such that S K is positive definite.
In general, however, the interactor matrix contains realvalued quantities (as opposed to the integer-valued scalar relative degree), which are functions of the plant parameters. Manuscript received July 28, 1992; revised May 15, 1993 and August 15, 1993 . Recommended by Associate Editor, A. M. Annaswamy.
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It may thus be argued that a priori knowledge of the interactor matrix is equivalent to complete knowledge of the plant transfer function, an observation which has serious consequences if the demonstration of closed-loop stability is required under plant assumptions which are as weak as possible. Likewise, assuming K satisfies a positive-definiteness condition implies significant a priori information on plant structure, see, e.g., [ 11.
In the SISO case, the assumption that the sign of the highfrequency gain must be known can be relaxed using controllers based on the Nussbaum gain, e.g. [6] , [7] . have proposed a model reference adaptive control scheme that does not require knowledge of the high-frequency gain sign and which ensures boundedness of all signals and tracking error converging to zero in the absence of unmodeled dynamics. The key to this result is a transformation on estimated parameters involving a form of hysteresis to avoid division by zero in the control law. An adaptive poleplacement control algorithm for possibly nonminimum phase systems, also avoiding singularities by modifying parameter estimates with a hysteresis transformation, is presented in [9] .
In the MIMO case, de Mathelin and Bodson [lo] have recently shown how current MIMO model reference adaptive control algorithms can be modified, once again using a hysteresis transformation on estimated parameters, assuming a priori knowledge of the Hermite normal form and only an upper bound on the norm of the high-frequency gain matrix.
Returning to the SISO case, Morse et al. [ 111 have recently investigated a switching controller originally introduced to Middleton et al. [ 121. In [ 111, the key idea is that associated with a particular form of parameterized controller is a class of admissible process models, i.e., those models which the controller can adaptively control. The class of models is restricted in size by characteristics such as plant order, plant relative degree, and high-frequency gain sign. It is argued in [ 111 that one way to adaptively control a wider class of process models is to use an algorithm consisting of a finite family of controllers with an on-line switching algorithm capable of selecting between candidate controllers based on their associated prediction errors.
While the presentation in this paper is necessarily detailed in parts, significant intuition into the approach taken can be gained by consideration of a simple SISO example. Suppose the plant to be controlled is described by the transfer function p ( s ) = k / ( s + l), where k E R is the only unknown quantity associated with the plant. In particular, the sign of k is assumed unknown, but Ikl 2 kmin where kmin > 0 is known.
Suppose now that two estimators incorporating projection are 0018-9286/94$04.00 0 1994 IEEE constructed for the plant, with one estimator projecting 9 estimate ICl into i, ] and the other projecting IC2
into [ I C, ; , , 00) . It seems intuitiyely reasonable to compare the quality of the estimates IC1 and IC2 according to their associated prediction errors and then to use the best estimate in a certainty equivalence controller. This is the essence of the approach of this paper, where the switching mechanism is constructed with a hysteresis dead-zone to preclude unbounded "chattering" between alternative estimates.
Two features of the algorithm are crucial to its success. Firstly, the similarity invariants take on a finite number of different values. This defines a finite partitioning of the class of admissible plant models, and thus the switching algorithm has a finite number of prediction errors to monitor. Secondly, the switching mechanism incorporates hysteresis to prevent switching arbitrarily rapidly between controllers.
In the spirit of establishing closed-loop stability of multivariable adaptive control algorithms under plant assumptions which are as weak as possible, the aim of this paper is to show how the work of Morse et al. [ l l ] can be extended to the MIMO case. This extension is not immediate since, in the MIMO case, the interactor contains real-valued parameters, and furthermore, special steps are necessary to ensure nonsingularity of the high-frequency gain matrix estimate. The novel aspects of the current paper therefore include i) A new multivariable model parameterization; ii) a technique which allows estimation of the real parameter values in the interactor along with other system parameters; and iii) a new scheme by which an estimated matrix is kept nonsingular by considering a finite family of matrices.
BACKGROUND
In this section we review the background to the multivariable model reference adaptive control (MRAC) problem by establishing some notation, considering the description of multi-input/multi-output plants, and reviewing the definition of the interactor matrix associated with a MIMO plant.
For any fixed p E [l, 00) 
A. Plant Description
Let the plant be represented by a transfer function matrix P ( s ) relating the Laplace transform of the m-vector of outputs y(s) to the Laplace transform of the m-vector of inputs u ( s ) (with zero initial conditions)
(1)
The rational transfer matrix P ( s ) may be expressed as the ratio of two polynomial matrices. A pair of polynomial 
c(s) =
The maximum of the observability indices is denoted by v,, and referred to as the observability index of P(s). The observability indices are related to the system order n by The interactor thus defined is nonunique; uniqueness may be obtained by fixing the polynomials A,(s) on the diagonal of [(s) to have the form . . . . . .
. .
. . (7) the high-frequency gain matrix of the plant. The following lemma illustrates the effect of a reordering of the components in the input vector on the plant transfer matrix, the interactor matrix, and the high-frequency gain matrix. Lemma 2.2-The Effect of Reordering the Input Vector: Let the plant be represented in transfer matrix form by y(s) = P(s)u(s) with P(s) proper and nonsingular, and let c(s), K be respectively the interactor matrix and high-frequency gain matrix associated with P ( s ) . Suppose the components of U are reordered according to
where II (and hence IT-') is an arbitrary permutation matrix.
Then
-A i) y = P U where P = PIT; and ii) lim,-m [P = K where K = KII is nonsingular.
From this lemma we see that a reordering of the components of the input vector corresponds to a permutation of the columns of the plant transfer matrix and that the columns of the high-frequency gain matrix are permuted in an identical fashion. Furthermore, the interactor matrix is independent of the ordering of the components of the input vector. These observations will prove crucial in the subsequent development.
column permutation of the nonsingular K .
PLANT PARAMETERIZATION
In this section we define the class of plant models for which the control algorithm to be proposed in Section VI is applicable. Furthermore, we show that each plant in this class has a nonminimal parameterization, structured in such a way that:
i) specification of a model reference control law is straight- 
(12)
The justification of (12) is as follows. Using Theorem 4.1 [ 181, it can be deduced that the order of P ( s ) is equal to the number of transmission zeros of P ( s ) plus the sum of the infinite zero orders of P ( s ) , of which the polynomial degree of ((s) is the largest [19].
Since the particular parameterization that we seek has the dual objective of describing the plant and facilitating the formulation of the model reference control law, we need to first specify the control objective. Normally in MRAC (e.g., [ l] ), the reference model is specified in terms of the interactor matrix. Since we wish to relax the assumptions to include a class of interactor matrices, however, we will define a reference model compatible with the entire class. We thus define the reference model output y* by [(s) is any interactor corresponding to some P ( s ) E C.
The class C can be partitioned into a finite set of subclasses, each of whose constituent plants have interactor matrices having common degrees n1, . . . , n , for the diagonal elements &~( S ) ; . . , ( , , ( S ) . Note that in view of condition (14), tracking of the reference model (13) can be achieved with a proper feedback control law irrespective of the particular subclass the plant is drawn from.
Our final strategy will be based upon the use of a separate parameterization for each of the above subclasses. The following lemma describes the parameterization for one such subclass.
Lemma 3.1-Plant Parameterization: Consider a plant -'] are nonsingular. Let v be an upper bound on the observability index of P(s), and let d be an upper bound for the polynomial degree of ((s), the interactor matrix associated with P ( s ) . Then i) The plant input-output response can always be described by a nonminimal model of the form
where ii) The representation (15) can be expressed in linear re-
where 8 contains all unknown parameters, i.e., the entries i n Q, R,-and the coefficient matrices of 9 ( s ) , W ( s ) , and S(s), and I I , contains proper filtered derivatives of U and y.
iii) The model reference control law (17) results in an asymptotically stable closed-loop system and causes y to track y* driven by a bounded input T (modulo exponentially decaying terms). Proofi In this and subsequent proofs, all input-output identities are modulo exponentially decaying terms. i) Let (DL, NL) be a left coprime fraction of P ( s ) with DL row reduced; it is always possible to obtain such a representation, see e.g., [20]. By defining
with X(s) any monic, Hurwitz polynomial of degree v, the plant can be described in fractional form as 
Q -~= I + Q
where Q is strictly lower triangular, so
and so from (22) (
. (38) Recall from (20), (21) that both &l and fi were expressed in terms of a matrix fraction with denominator A(s). Tracing this fact through subsequent steps, it can readily
where S e FN.
( 25) be shown that w and also have this form, i.e., that
Observe that the interactor [ = EA can also be written as
where @ ( s ) is a strictly lower triangular polynomial for polynomial matrices I@, S
( 42) matrix with polynomial degree at most d, and A(s) is as in (9), (11) for some fixed a > 0. Substituting (27) into (26)
(28) where W u , . . . , W o ,
Su-l,...,S~ E R"' "
and so
Since S = (< -W ) P = ( I -W<-')<P, it follows that lims-+m S = lims+oo [ P = K and hence S is proper but not strictly proper and can be expanded as
where K is the high-frequency gain matrix associated with P ( s ) and S,,(s) is strictly proper. Substituting (29) into (28) gives (30) By assumption, K [l] , Id2], . . . , K["-l] are nonsingular, a necessary and sufficient condition for K to be factored uniquely using an LU decomposition [21, Theorem 3.11 as
where Q is lower unit triangular and R is upper triangular. Moreover, since K is nonsingular by definition,
entries of R are nonzero. Substituting (3 1) into (30) gives
an upper bound on the polynomial degree of all elements of <(s). Operating on both sides of (43) by L-l(s) and rearranging terms gives the result.
ii) Define matrices Gd,. . . ,9, E R"' "
Using this and the definition of @ ( s ) , S ( s ) in (41) 
000
Equation (15) gives a nonminimal representation of the plant input-output relationship in which each transfer function is proper. The particular form used in (15) has been designed with a view to three subsequent requirements, namely: i) straightforward estimation of all real-valued parameters including those in the interactor matrix; ii) direct evaluation of the model reference feedback control law in terms of the parameters; and iii) provision of a simple mechanism to ensure that the estimated high-frequency gain matrix remains nonsingular for all time. The form of the model (15) is important because it incorporates a filtered output. This particular structure is pivotal in dealing with the real-valued quantities in the interactor matrix. The use of output filtering in this way is, as far as we know, new and may have applications in other areas of adaptive control [22].
Within each subclass of C for which the first (m-1) leading principal submatrices of K are nonsingular, a parameterization of the form of (15) is valid. If we knew to which particular subclass of C the plant belonged, then certainty equivalence MRAC would be straightforward; an estimate of 6' could be generated by a normalized gradient estimation algorithm based on (16) where
and the resulting estimates substituted appropriately into (17) to give the certainty equivalence feedback law
where the notation Q:tc. denotes a matrix obtained from the appropriate entry in 6'. Since we do not assume a priori knowledge of the subclass, our strategy is to run a finite family of estimators and then to use a switching algorithm to select one of them for use in the certainty equivalence controller. The details are given in Section V.
Finally, we recall the restriction in Lemma 3.1 that the first (m -1) leading principal submatrices of K are nonsingular.
In the following section we show that this restriction can be Recall from Lemma 2.2 that reordering the components of the plant input vector is equivalent to permuting the columns in the transfer matrix of the plant and leads to a high-frequency gain matrix which is a column permuted version of the original K. Using a minor modification of [23, Lemma 3.5.61, it follows from the nonsingularity of K that for at least one permutation of inputs, the corresponding high-frequency gain matrix is such that Id2], . . . , are nonsingular. Thus for each subclass of C we need to consider all m! permutations of plant inputs to be assured that at least one permutation corresponds to a plant with high-frequency gain matrix satisfying the conditions of Lemma 3.1.
Finally, from (49) we see that to explici!ly evaluate the control input, it is necessary to ensure that R is nonsingular for all time. In view of the upper triangular structure of R, it is sufficient to constrain the diagonal entries of R to be bounded away from zero. We shall assume knowledge of a lower bound for the magnitude of the diagonal entries of R (denoted rii) arising from the LU factorization K = Q R and denote this bound by rmin > 0. Since this bound must be valid for any column permutation of K such that an LU factorization of K exists, knowledge of a tight bound would appear to imply significant Q priori information regarding K. In practice, however, it suffices to choose rmin to be vanishingly small, and in this case the assumption of a priori knowledge of a suitable rmin is barely more restrictive than assuming knowledge of a lower bound on IIKII.
For simplicity of presentation, we shall say that T;; is "positive" when ri; 2 rmin and "negative" when rii 5 -Tmin.
Each r;i has one of two possible signs and hence there are a total of 2m possible sign combinations. Our strategy will be to run a different estimator for each of these 2" possibilities and to constrain the corresponding estimates on the diagonal of R to be positive or negative as appropriate. In summary, we will run md x m! x 2m parameter estimators in parallel with one another, each of which has i) a particular set of orders for the diagonal entries of [(s) ii) a particular permutation of plant inputs; and iii) a particular selection of signs for the diagonal elements
i.e., A,(s),...,A,(s); of R.
Naturally, if additional prior information is available then the number of estimators can be reduced. The above estimators fo? a class V containing md x m! x 2m elements. We denote by 6; the parameter estimates produced by the ith member of 2). Each estimator has the general form given in (47), with the addition of a projection mechanism to constrain the diagonal entries of R to have the appropriate sign and to ensure Q and G~, i = 0 , . . . , d have entries on and above the main diagonal.
to particular stmctural information associated with Q, R and 6, we also wish to bound all parameter estimates. Thus we introduce the following assumption. Assumption 4. I : The parameter matrix 6 in the plant parameterization (16) lies within a known bounded, convex region.
All parameters are projected into this region. Because of the trivial nature of these constraints, these projections are straightforward to implement, and since they correspond to convex constraints they do not effect the estimator properties when the model structure is correct (see e.g. [16] Given the family V of estimators defined in the Previous section, it seems intuitively reasonable to run each estimator simultaneously, with a feedback control law of the form (49) utilizing the estimates produced by the estimator exhibiting the least value of a cumulative performance measure. Switching between candidate estimators occurs as the relative prediction capabilities of the estimators change over time. Actually, a hysteresis dead-zone is built into the switching mechanism so that switching occurs only when a threshold of differential performance is exceeded; this precludes arbitrarily rapid switching.
By careful choice of the performance measure, we guarantee the boundedness of this measure at all times for at least one estimator in D. As will be demonstrated shortly by the application of the Hysteresis Switching Lemma, this property, together with the nature of the switching mechanism, also ensures that switching ceases within a finite period of time.
Recall that the ith estimator in class D produces estimates addition to these projections require projection into a (possibly very large) set.
Let O;, e";, respectively, denote the parameter error and normalized prediction error associated with the ith estimator in V , respectively, i.e., 
. A c i = 11. 1; 11; .
As shown in Lemma B. 1, the certainty equivalence control law (B.l) associated with each estimator can be expressed in state-space form as
In the previous section, we described a finite family V of parameter estimators, at least one of which is guaranteed to ei = k7(8i)xc + kS(8i)y.
(59) have the properties Outlined in Lemma 4.1. Note that by construction, all of the controllers defined above problems remain. Firstly, we do not know apriori which of the estimators has the desirable properties, and secondly, at any given time Only One Of the estimators can be combined with the certainty equivalence controller described in Section 111. In this section, a switching control scheme is proposed which resolves have shared dynamics described by (57), where, according to Lemma B.l, the state variables contained in 2c consist of (proper) filtered versions of T , U, and y. Finally, recall that the state vector of the plant satisfies these problems. By showing that the proposed scheme fits xp = A P z p + BPu. 
are given by (60), (B.3) , (52) Ci* E LMIOl T). Also, since e,.
11,
(1 + $T$)1/2 it follows that e i * E L,[O, T) since +/(l + 11,T$)1/2 [7[7[7 In the next section we will exploit the above properties in conjunction with the certainty equivalence control law to prove global convergence of the adaptive control algorithm.
and &* E L,[O, 2').

VI. THE MAIN RESULT
With the above properties in hand we can now establish the following key result. Hence by Lemma A.l, switching occurs a finite number of times over any finite interval of time. Furthermore, by Lemma A.2 (the hysteresis Switching Lemma), there exists a time T* < 00 beyond which a is constant i.e., no further switching occurs. ii) The proof of this result is somewhat lengthy, so we outline here the key steps before presenting the proof in detail. First we prove the crucial result that after switching has ceased, the closed-loop connection of the plant and the (ultimately chosen) controller results in a state-space system which, for every fixed estimate of the parameter matrix, is detectable in e, the filtered prediction error driving the parameter estimator. Thus, in some sense, instabilities in the closed-loop system are observable through e.
Secondly, we argue that this closed-loop system can be considered as an exponentially stable system driven by two inputs, one of which is in L2 and the other in L,;
hence the system state is bounded on [T* , T). Thirdly, we note that on [0, T*), boundedness of the combined state of the plant and any of the certainty equivalence controllers follows readily. Finally, we prove that the boundedness of parameter estimates following from projection ensures all state variables of the overall system are bounded or growing at most linearly; hence the maximal interval of existence of the state is [0, CO) .
Consider the interval [T*, T) representing the period after switching has ceased. Then by Lemma B.2, the closed-loop system consisting of the plant and the controller is of the form ipc = A(6i*)zpc + B(Bi*)r, Now for fixed e,*, the state-space system (63), (64) is of the form presented in Lemma B.5, from which the system is detectable in e,*, i.e., for T 0, e i * ( t ) = 0 V t 2 0 + xpc(t) -+ 0 for all nonzero initial states
The detectability of (63), (64) 
XPC(0).
From (63), (64) (72) that (73) Consider now the interval [0, T * ) during which switching occurs. At any given time, the closed-loop interconnection of the plant (4), (5) 
for some linear function L , we can write (69) 
and the certainty equivalence control law proposed at the conclusion of Section 111.
Using (48) and by defining
Using (77)- (80), (82) it can be shown that 0 L and so from (84), we have on [T*, m)
where
1 + e p is defined on 
where outputs, and 
from which
and
Also, since y -y* E L , and SL-' is proper,
This, together with (89), (90) gives
Now, xp E L,, and for any given 7 E [0, m)
= k4(ei)xc(7) + k5(ei)y(7) + k6(8i)T (7) where k4, kg, k6 are continuous functions of bounded B i , and xc, y, T E L,. Thus U E L,, which implies dyldt E L,. As noted previously, dy*/dt E L,, from which i) the plant is minimum phase; ii) an upper bound n , , on the plant order is known;
iii) a lower bound rmin > 0 is known for the magnitude of the diagonal entries of R arising from the LU factorization of the high-frequency gain matrix K = QR (whenever column permutations of the plant transfer matrix are such that this factorization exists); and iv) a bounded convex set is known within which the plant parameters lie. In practice, assumptions iii) and iv) are very weak, comparing favorably with previous work on the model reference adaptive control of linear multi-inpurlmulti-output systems which required detailed knowledge of both the interactor matrix and the high-frequency gain matrix. There are several key arguments used in this paper to weaken the standard assumptions regarding a priori plant knowledge: i) a plant parameterization is developed such that realvalued system parameters associated with non-trivial high-frequency behavior (i.e., a nondiagonal interactor matrix) can be estimated using standard methods. The only remaining unknown quantities in the interactor are a set of m positive integers for which an upper bound d is known;
ii) the use of an LU factorization of the high-frequency gain matrix K = QR permits a plant parameterization in terms of triangular matrices Q, R, in which R;; # 0.
In much the same way that the high-frequency gain of a SISO system is either positive or negative (and never identically zero), this factorization of K is such that the invertibility of K is assured by parameter estim!te projections which guarantee R;; # 0. Since each Rii, i = 1, . . . , m can be either positive or negative, the true plant corresponds to one of 2m possibilities; and iii) to guarantee the existence of an LU factorization of K, the first ( m -1) leading principal submatrices of K are required to be nonsingular. Permutations of the components of the plant input vector have the effect of permuting the columns of K , and at least one of the m! input permutations leads to a high-frequency gain matrix for which an LU factorization exists. Consideration of these three points leads to a class 2) of md x 2" x m! estimators; each estimator corresponds to one possible combination of orders of the diagonal entries of <(s), signs for the diagonal entries of R, and permutation of the input vector. At least one of these estimators possesses desirable properties independently of the precise nature of the control law, but the restrictive nature of the a priori plant information prevents us from identifying which estimator (or estimators) in 2) exhibits these desirable properties.
Utilizing the class of estimators for model reference adaptive control requires two further ingredients: the Hysteresis Switching Lemma [ll] and the notion of tunability [25]. By running every estimator in V simultaneously, that estimator exhibiting the best cumulative performance measure at any given time (modulo a hysteresis threshold) can be used in a certainty equivalence controller. An application of the Hysteresis Switching Lemma then ensures that switching between candidate estimators ceases within a finite time, provided at least one estimator in 2) exhibits a performance measure which is bounded for all time.
Once switching has ceased, the closed-loop connection of the plant and the ultimately chosen controller is tunable in that, for every fixed estimate of the parameter matrix, the closedloop system is detectable in e, the filtered prediction error driving the parameter estimator. Tunability of the closed-loop system depends crucially on the minimum phase property of the plant and guarantees the existence of an output injection matrix from which relatively standard arguments ensure the boundedness of the states of the plant and ultimately chosen controller, together with boundedness of the tracking error and its asymptotic convergence to zero.
Note that at no time it is claimed that the switching mechanism eventually settles on one of the "correct" estimators i.e., one of the estimators that would be chosen if additional a priori structural information regarding ((s) or K were available. It is conceivable, in theory at least, that the combination of a pathological initial condition and a nonpersistently exciting reference (e.g., T 0 ) could lead to the "wrong" estimator being ultimately chosen. In practice, however, the presence of disturbances would render such a situation unlikely.
There are several costs associated with weakening assumptions on the knowledge of the interactor matrix and high-frequency gain matrix. First, the reference model must be of sufficiently high degree (i.e., sufficiently slow) that for any plant within the class C of admissible plants, tracking of the reference model is achievable by a differentiator-free controller; see (14). Second, the transient behavior of the closed-loop system may be very poor. Finally, the weakening of assumptions is accompanied by a potentially dramatic increase in the computational power required for an implementation. Consider a two-input-two-output plant whose order is at most five: md x m! x 2m = 2 x 5 x 2 x 22 = 80 estimators are required, each of which estimates a parameter matrix containing m2(3nmax + 4) = 76 scalar parameters.
As a consequence of these observations, the potential applicability of the proposed algorithm in its current form is probably limited. While it is relevant to note that the idea of "multiple models" in adaptive control has been found to be of practical interest [26], [27], the main result of this paper is primarily of system theoretical interest in that it represents a step forward in the understanding of the minimal prior knowledge necessary to design a stabilizing controller for a broad class of linear systems. 4(i, z ) gives the index into z of this smallest element, returning the least integer if this minimum is not unique.
The function a in (A.l) is defined recursively along a solution to (A.l) by .4) were 6 = [SI, . . . , 6pIT, io is an initial condition in B, and
~( t ) = $ ( F ( t ) , S ( t ) ) ,
Thus starting in state i o at t = 0-, a remains in this state until a time is reached such that for some j E B, Si, > Sj + h, in which case a switches to state p ( S ) , where p ( 6 ) = argminiGa (Si).
The following lemma describes some of the properties of the system (A.l)-(A.4) assuming each f i , gi, and di satisfy some smoothness conditions. 
together with the error used to drive the gradient estimator To show H E L, , note that since AL is stable, it follows from (B.22) that if q5c E L, then H is the state of an asymptotically stable system driven by a bounded input and hence H E L,; it remains to be shown that q5c E L, .
Consider in turn each of the terms in +c defined in (81). 
