INTRODUCTION
The linear inverse method developed by Backus and Gilbert (1968) relates model estimates to actual earth models by use of a resolving kernel. Seismic source wavelet deconvolution can be treated within the framework of the Backus and Gilbert (1968) inverse theory as presented in Oldenburg (1981) and Treitel and Lines (1982) . The model of the Backus and Gilbert theory is the ground impulse response, the mapping kernel is the source wavelet, and the resolving kernel is the convolution between the source wavelet and the shaping filter. Backus and Gilbert formalism introduces several measures for the resolving kernel. Two of them are
and
where s t is the resolving kernel or filter output, d t is a desired output, t is the time, and τ represents a suitable reference time which will be defined later. The measure Q is the more commonly used measure and is known as the square norm or Euclidean norm (Robinson and Treitel, 1980; Treitel and Lines, 1982) . The measure Q τ is known as the second moment norm and quantifies how the filtered signal energy is distributed around τ (Backus and Gilbert, 1968, 1970; Lines and Treitel, 1983) . In both cases, the objective is to minimize Q or Q τ subject to a set of constraints, thus allowing us to find an optimum filter that is used for source wavelet deconvolution in exploration seismology. This note explores aspects of the second moment norm as a signal-to-noise ratio enhancement filter, which I call a second moment energy filter. I will also show the ability of the second moment energy filter for the detection of a wavelet in terms of "centroid, width, and length" of an output signal (Backus and Gilbert, 1970; Berkhout, 1984; Selvi, 1985) . Furthermore, I introduce a filter that I call the "minisecond moment energy filter" which does not require explicit knowledge of the signal shape for its design. Finally, using simple examples, I indicate that the second moment energy filter has better resolution as a signal-to-noise ratio enhancement filter than the matched and the output energy filters given in Treitel and Robinson (1969) and Robinson and Treitel (1980) .
FILTERING WITH THE SECOND-MOMENT NORM
Suppose that the signal (or source wavelet) is the known finite-length wavelet (b 0 , b 1 , . . . , b n ). Let us consider two possibilities that may arise when the data x t is received. First, x t can be an additive mixture of the signal b t and unwanted noise u t , so that
and second, the signal may be absent, so that only the noise u t is received (i.e., x t = u t ). The received data x t is fed into a filter a t to yield the output y t . In the presence of the signal b t , the output y t is given by
where s t and v t are filter responses to a pure signal input and to a pure noise input, respectively, and the symbol ( * ) denotes the convolution. Let us rewrite the filter responses s t and v t in equation (4) in vector and matrix notation and if we suppose the signal and the filter have the same length then
where the superscript T denotes the transpose. Following Treitel and Robinson (1969) , the energy of the filtered signal can be calculated as
whereR is the (n + 1) × (n + 1) autocorrelation matrix of the signal b t . The average power of the filtered noise is
whereq is the (n + 1) × (n + 1) autocorrelation matrix of the noise u t . In the case of white noise,q = σ 2 0Ĩ , with σ 2 0 the variance of random noise, andĨ the unit matrix.
The second moment energy filter Lines and Treitel (1983) note several interesting features of the second moment norm criterion, but its use in exploration seismology has not been widespread.
Consider a filtered signal s t . The second moment norm Q τ is a linearly weighted energy version of s t
where τ represents a reference time, which will be defined later, depending on the source wavelet. Equation (8) qualifies how the filtered signal energy is distributed around τ and can be written in the matrix form as
whereΦ is moment of inertia matrix of the input wavelet, and B is the time-weighted version ofB, each row of which is multiplied by |t − τ |, t = 0, 1, . . . , 2n. Equation (9) is analogous to equation (6). The moment of inertia matrixΦ is symmetric. However, unlike the autocorrelation matrixR in equation (6),Φ is not a Toeplitz matrix.
Let us define one type of a signal-to-noise ratio, λ, at the filter output as λ =
The second moment of the filtered signal Average power of the filtered noise .
Using equations (8) or (9) and equation (7), this can be written as
The optimum value of this ratio can be obtained by differentiating λ with respect to the filter vector a and setting the result equal to zero. This yields (e.g., Treitel and Robinson, 1969) ,
Equation (12) constitutes the so-called generalized eigenvalue problem, where the S/N ratio λ is the eigenvalue, and the filter a is the associated eigenvector. When the noise is white, the filters defined by equation (12) are identical to the second moment norm spiking filter and to the modified output energy filter given by Lines and Treitel (1983) . The eigenvector associated with the largest eigenvalue will be called the second moment energy filter in the rest of paper. Berkhout (1984) showed that signal moments are preeminently suitable for the quantification of signal length. The signal length of s t is
where the centroid of s t is
Since s t = b t * a t , t s can be written as
where t b and t a are the centroids of the input signal b t and the filter a t , respectively (Bracewell, 1965) . Now let us rewrite the numerator of equation (11) by taking into account the centroid and the length of s t . For simplicity, suppose that the noise is white and of unit power. Further assume that the filter has unit energy constraint, so aa T = 1 and aqa T = 1. Therefore, equation (11) becomes equal to equation (9). Following Backus and Gilbert (1970) and taking into account equations (13) and (14), equation (11) can be arranged as
Let us examine the behavior of the eigenvectors (or filters) associated with the smallest and largest eigenvalues. Equation (12) shows that each eigenvalue and their associated eigenvectors satisfy equations (11) and (16).
The eigenvector (e.g., the second-moment norm spiking filter) for the smallest eigenvalue makes the expression given by equation (16) minimum because the length of s t is minimized. Also, the centroid of s t becomes equal or close to the τ , where τ corresponds to the preferred spiking position on s t .
The second moment energy filter makes equation (16) maximum because the length of s t is maximized, and the centroid of s t is furthest away from τ . On the other hand, equation (15) implies that the centroid of s t depends on the centroid of the filter for a given input wavelet b t . For example, when the signal b t is a minimum-delay wavelet (e.g., τ = 0), the shape of the second moment energy filter is very similar to that of the matched filter. Some examples will be given in the next section.
The second moment energy filtering requires the input signal shape and the reference time τ . If these are unknown, the minimum-delay version of the input wavelet can be calculated from its autocorrelation function. A filter obtained using a minimum-delay wavelet, and taking τ = 0, will be called the minisecond moment energy filter. The outputs of the minisecond moment energy filter and the second moment energy filter have the same energy.
A SIMPLE COMPARATIVE STUDY OF SECOND MOMENT ENERGY, MATCHED, AND OUTPUT ENERGY FILTERING
I have defined one signal-to-noise ratio λ in the previous section associated with the second moment energy filter. Two further S/N ratios can also be defined and are associated with the matched and ouput energy filters Robinson, 1969, Robinson and Treitel, 1980) . The matched filter is optimum in the sense that it is the only filter that maximizes the S/N ratio µ, which from equations (5) and (7) is
where
is the row vector that is the time reverse of the signal (or source wavelet). The output energy filter is optimum in the sense that it is the only filter that maximizes the S/N ratio α, which from equations (6) and (7) is
To compare the performances of the filters mentioned above, all λ, µ, α and signal length L t for the examples of this section will be tabulated. All filters in the examples below will be normalized so that the unit energy constraint aa T = 1 is satisfied.
Example 1: The two-length input signal wavelet
Let us begin with a simple numerical example for the second moment energy filter in white noise of unit power. The same numerical example is given in Treitel and Robinson (1969) (
and hence the eigenvalues are calculated to be λ 1 = 0.29179 and λ 2 = 13.7082.
The corresponding eigenvector for λ 2 is the second moment energy filter and is calculated to be (a 0 , a 1 ) = (0.22975, 0.97325).
The output of convolving the filter with the input signal is s t = b t * a t = (0.6892, 3.1495, 0.9732), then, on applying this filter the S/N ratios λ, µ, and α, are obtained by equations (11), (17), and (18), respectively as λ max = 13.708, µ = 9.919, α = 11.342.
Here we write λ = λ max since we know that only the second moment energy filter maximizes λ. Also note that λ max = λ 2 . Let us attempt to check the right-hand side of the equation (16). Using equation (13) and equation (14), the length and the centroid of the filtered signal are L t = 0.3517, t s = 1.0416.
Thus, substituting these values into equation (16), we obtain
The numerical results for three cases (the second moment energy, the matched and the output energy filters) are summarized in Table 1 . Each of these filters are optimum in a particular sense. The second moment energy filter maximizes the S/N ratio λ, while the matched and the output energy filters maximize µ and α, respectively. Note that the second moment energy filter's output has the least signal length when compared to the matched and the output energy filters (Table 1) .
Example 2: The minimum-delay and mixed-delay wavelets
The input signals are (2.0, 1.4, 0.2) minimum-delay wavelet, (0.4, 2.2, 1.0) mixed-delay wavelet.
These two wavelets are members of a family having the same autocorrelation function. The effects of the second moment energy filter, the minisecond moment energy filter, the matched, the mini-matched and the output energy filters are summarized for the minimum-delay wavelet and the mixed-delay wavelet in Table 2 (Treitel and Robinson, 1969; Robinson and Treitel, 1980) . The reversed minimum-delay wavelet (e.g., minimatched filter) and the minisecond moment energy filter are used in the case of the mixed-delay wavelet. The output of the minisecond moment energy filter is closer to the minimatched filter's output. Note that the output signals are of the least length for the second moment energy filter in both cases. This implies that the second moment energy filter gives a better resolution. Also note that the minisecond moment energy filter (in the case of mixed-delay) and the second moment energy filter (in the case of minimum-delay) give the same energy at the filter outputs.
REAL DATA EXAMPLE
To investigate the effect of the second moment energy filter on a shot gather from field data, I selected a data set from southeastern Turkey. As shown in Figure 1a , this is a splitspread shot gather in which the reflections are masked slightly by the ground roll and noise. The data were 2000 ms long and were sampled at 4 ms intervals. The minisecond moment energy filter is obtained using the minimum-delay wavelet whose autocorrelation function is computed from selected gates in the 800-1400 ms time interval of the seismic traces of the field data ( Figure 1a) . Figure 1b shows the result of applying the minisecond moment energy filter to field data, and then bandpass filtering, while Figure 1c shows the result of applying bandpass filtering only. Note that in Figure 1b , the reflections near 1100 ms and 1450 ms are enhanced and these reflection hyperbolas show continuity compared to Figure 1c . The second moment energy filter, the matched filter and the output energy filter maximize the S/N ratios λ, µ, and α, respectively. On the other hand, it is expected that the outputs of these filters have a smooth low-frequency appearance. A comparison of these filter outputs is shown in Figure 2 . The output of the minisecond moment energy filter (Figure 2a) is closer to the minimatched filter's output (Figure 2b ), while the output of the output energy filter (Figure 2c ) produces a longer burst of energy in the time interval where the wavelets occurs. Automatic gain control (AGC) with a 500-ms window length was applied to Figure 1 and Figure 2 for display purposes.
The results above show that the minisecond moment energy filter's overall performance is comparable with the minimatched filter and the output energy filters. Of course, if the wavelet shape is known, the matched filter is an attractive signal detector; if not, either the minisecond moment energy filter, the minimatched filter or the output energy filter can be used for this purpose.
CONCLUSIONS
The second moment norm as introduced by Backus and Gilbert formalism is used to design the second moment energy filter and its modification, the minisecond moment energy filter. These filters perform like a S/N enhancement filter, and the latter one does not need the exact input wavelet shape. Both filters compress almost the entire energy of the input signal around the centroid of the output. The side-lobe energy around the centroid of the filter's output is quantified by the length of the output. The numerical experiments indicate that the second moment and minisecond moment energy filter's output have the least signal length when compared to the matched filter and the output energy filter, hence they give better resolution as a noise supression filter. The minisecond moment energy filter needs only the minimum-delay version of the input wavelet. Therefore the exact input wavelet shape is not required for the design of the minisecond moment energy filter. Furthermore, the minisecond moment energy filter gives the same output energy when the input signal is either the minimum-delay or the mixed-delay wavelet. These features are desirable especially when working with real data, and we have obtained satisfactory results with field data.
