So-called phase diffusion equations and Cahn-Hilliard equations can be derived via multiple scaling analysis in order to describe slow modulations in time and space of stable and slightly unstable spatially periodic pattern. It is the purpose of this paper to explain the extent to which these formal approximations are valid by proving estimates between the formal approximations and true solutions of the original system. The proof is given for an abstract reaction-diffusion system as original system.
Proofs of the other theorems from

Introduction
Although a lot of progress has been made in the mathematical analysis of pattern forming systems, there are still many open questions. It is the purpose of this paper to answer one of these questions, namely the validity of phase diffusion equations and of Cahn-Hilliard equations for the description of slow modulations in time and space of spatially periodic stationary pattern. These equations can be derived via multiple scaling analysis and they are widely accepted to give a proper description of the underlying pattern forming system. Phase diffusion equations are of the form
with τ 0, ξ ∈ R, q(ξ, τ ) ∈ R and h : R → R a smooth function. They are expected to describe the evolution of a local wavenumber q of the underlying family of pattern in case that these pattern are stable. However, stability here only means marginal stability, i.e., the linearization at a fixed spatially periodic pattern possesses essential spectrum up to the imaginary axis. Therefore, these solutions can only be diffusively stable, i.e., spatially localized perturbations decay to zero with some polynomial rate. This has been shown for instance in [7, 16, 19] based on a similar result [2, 4] for the modulation of pattern in the Ginzburg-Landau equation. In lowest order the local wave number perturbation ψ of the basic wave number q 0 satisfies
with h (q 0 ) > 0, where the terms denoted with h.o.t. turned out to be asymptotically irrelevant w.r.t. diffusion, i.e., the validity of phase diffusion equations is already proved for the small class of small spatially localized perturbations. It is the purpose of this paper to show the validity also for a much bigger class of solutions, namely small, but only bounded perturbations of q 0 , i.e., not only to prove the validity of (2), but also of (1) . Validity means here to prove estimates between the formal approximation obtained via the solutions of the phase diffusion equations and true solutions of the original system. A first step to approach this problem has been made in [11] , where the validity of the phase diffusion equations in this sense for the Ginzburg-Landau equation as original system has been proved. To illustrate the concepts, we briefly review the set-up considered in [11] . The real Ginzburg-Landau equation
with X ∈ R, T 0 and A(X, T ) ∈ C has a family of stationary solutions A = A per [q, φ 0 ](X) = 1 − q 2 e iqX+iφ 0 (4) with φ 0 , q ∈ R as spatially locally preferred platform, i.e., we expect slow modulations in time and space of these pattern as dominating dynamics. To describe these modulations an evolution equation, the so-called phase diffusion equation, for the local wave number q can be derived formally. To derive the phase diffusion equation we introduce polar coordinates
A(X, T ) = r(X, T )e iφ(X,T )
in the real Ginzburg-Landau equation and obtain
We introduce the deviations (s, φ) from a chosen basic pattern (1, 0) by setting r = 1 + s. This yields
We can replace the equation for the phase φ by an equation for the local wave number ψ = ∂ X φ to get
The linearized system
Hence, the component s which corresponds to μ 2 is exponentially damped. Therefore, we expect s to be slaved by ψ which will behave diffusively. To derive the phase diffusion equation we make a long wave ansatz
where 0 δ 1 is a small perturbation parameter. This leads to
with τ = δ 2 T and ξ = δX. Neglecting terms of order O(δ 2 ) in the first equation we get
By the implicit function theorem this equation has for smallψ a unique solutionš = s * (ψ) with s * (ψ) = −ψ 2 /2 + O(ψ 3 ). (Because of the formula for the equilibria, we have in fact that 1 + s * = 1 −ψ 2 .) Inserting this into the equation forψ finally yields the phase diffusion equation
where h : R → R is smooth. Indeed, h is the solution to
For an approximation theorem and its proof see [11] . In contrast to the general situation the proof for the Ginzburg-Landau equation is simple in the sense that the definition of the local wave number is inherited due to the S 1 -symmetry of the Ginzburg-Landau equation.
For reaction-diffusion systems without S 1 -symmetry it is not possible to derive an equation for the local phase, and henceforth for the local wave number, by introducing polar coordinates. An example is the Brusselator
where X ∈ R, T 0, u(X, T ) ∈ R, v(X, T ) ∈ R and a, b, d 1 , d 2 are nonnegative constants. For further details see [18] . Therefore, other strategies are needed to solve these problems. Such a strategy has been developed in [6] , where for a general pattern forming system, in case of a nontrivial dependence of the group and phase velocity of the pattern on the wave number, Burgers equation has been justified to describe slow modulations in time and space of the underlying pattern. This strategy will also be the basis of our analysis. Remarkably, in [6, 11] it turned out that phase diffusion equations and Burgers equation describe the dynamics in an appropriate way, not only locally in time, but also only locally in space.
At the boundaries of the Eckhaus stable region Cahn-Hilliard equations take the role of the phase diffusion equations. They are of the form
with ν 2 < 0 and ν 1 , ν 3 ∈ R. For this equations we prove again estimates between the formal approximation obtained via solutions of the Cahn-Hilliard equations and true solutions of the original system. For the special case of the Ginzburg-Landau equation as original system an alternative proof can be found in [5] .
The paper stands in a line of papers where amplitude equations have been justified by proving approximation results. Ginzburg-Landau equations has been justified for instance in [4, 15, 17, 18, 25] . For an overview see [12, 21] . Results for the Kuramoto-Shivashinsky equation can be found in [6] and for the Cahn-Hilliard equation in a different situation in [20] . Amplitude equations have also been justified in non-dissipative systems. See for instance [3, 9, 23, 24] . Based on the analysis in [6] and on renormalization theory, diffusive mixing of periodic wave trains has been proven for reaction-diffusion systems in [22] .
Notation. Throughout the paper many different constants are denoted with the same symbol C if they are independent of the small perturbation parameter 0 < δ 1.
The results
We follow the lines of [6] and consider a reaction-diffusion system
, D a diagonal matrix with strictly positive entries, and f ∈ C r (R d , R d ) with r ∈ N sufficiently big. We assume that, for a spatial wave number k = k 0 = 0, there exists a nonconstant spatially periodic stationary pattern u(x, t) = u 0 (k 0 x) of (16) where u 0 (θ ) is 2π -periodic in its argument. In addition, let u 0 be reflection symmetric, i.e. u 0 (θ ) = u 0 (−θ). Inserting this ansatz into (16) shows that u 0 (θ ) has to be a 2π -periodic solution of
Linearizing this equation about u 0 gives the linear operator
We assume that λ = 0 is a simple eigenvalue of L 0 on L 2 per (0, 2π), so that its null space is one-dimensional and therefore spanned by ∂ θ u 0 .
We may now vary the parameter k in (17) near k = k 0 and again seek 2π -periodic solutions of (17) . Since λ = 0 is a simple eigenvalue of L 0 and because of the reflection symmetry there exist a whole family of spatially periodic reflection symmetric equilibria
of (16) . In particular, u 0 (θ ; k) satisfies the ODE
for all k close to k 0 . We will need additional assumptions on the stability of the wave train u 0 as a solution to the reaction-diffusion system (16) . We therefore linearize (16) in the frame θ = k 0 x and get
The spectrum of the linear operator defined by the right-hand side of (21) on the space L 2 (R) can be computed using the Floquet or Bloch-wave ansatz
where ν ∈ R and v(θ; ν) is 2π -periodic in θ . Substituting this ansatz, we obtain a family of operators L ν given by
which are closed operators on L 2 per (0, 2π) with dense domain H 2 per (0, 2π). In particular, L ν has compact resolvent, and its spectrum is discrete. Thus, its eigenvalues λ j (ν) with j ∈ N can be ordered such that λ j +1 (ν) λ j (ν). The curves ν → λ j (ν) are analytic except of possible intersecting points. We denote the associated eigenfunctions by v j (θ ; ν). We assume two different situations, first the spectral stability of the equilibria, and secondly the sideband unstable situation.
The validity result for the phase diffusion equation
In this section we additionally assume Hypothesis 2.1. We have λ 1 (0) = 0 and λ j (ν) < 0 else, in particular λ 1 (0) < 0.
It turns out to be convenient to replace the spatial variable x by θ = kx. In these coordinates, (16) becomes
and the equilibria are simply given by
We shall first consider slowly-varying modulations of the wave trains (25) that admit the following representation. As in [6] pick a phase function φ(ϑ, t) with |∂ ϑ φ(ϑ, t)| 1/2 uniformly in (ϑ, t) and consider the change of coordinates defined implicitly via
Due to our assumption on φ, we can solve (26) for ϑ as a function ϑ(θ) of θ , which will allow us to write solutions of (24) in the form u(θ, t) = U(ϑ, t), where ϑ and θ are related via (26).
Initially, for the sake of clarity, we shall formulate results in terms of the variables ϑ ; results for the original variable θ are stated toward the end of this section.
First, we consider modulations of the phase. We make an ansatz
and will find Φ in lowest order to satisfy
with X ∈ R, T 0 and g a nonlinear, but smooth function. See Section 4 for details.
We then have the following approximation result. 
and define
then there exists a solution u(θ, t) = U(ϑ, t) of the reaction-diffusion system (24) such that
, where the variables ϑ and θ are related through (26) and (27).
Modulating the wave number instead of the phase leads to the consideration of solutions q(X, T ) = ∂ X Φ(X, T ) of the so-called phase diffusion equation
where h is a smooth function with
In this situation, we have the following result. 
and a solution u(θ, t) = U(ϑ, t) of the reaction-diffusion system (24) such that
where
Again, ϑ and θ are related through (26) with
The functions (q h , r h )(x, t; δ) are obtained as higher-order approximations to the solution q(X, T ) of the phase diffusion equation. As outlined below, they can be computed by solving a recursive set of linear inhomogeneous PDEs. This leads to an approximation showing qualitatively the same behavior as the original one.
For practical purposes, Theorem 2.3 is quite useless as it is formulated in terms of the coordinate ϑ which is defined implicitly by θ = ϑ + φ(ϑ, t), an expression that obviously involves the knowledge of the phase function φ. Hence, we now transfer our assertions from the ϑ to the θ variable.
First, we state an approximation result for solutions q(X, T ) to (29) that approach different constants q ± as X → ±∞. Such solutions are of particular interest, since they describe the temporal evolution of interfaces between pattern with wave numbers k + q ± at X = ±∞. 
and a δ ∈ (0, δ 1 ), then there are functions (q h , r h )(ϑ, t) with
and a solution u(θ, t) of the reaction-diffusion system (24) such that
where u approx is given by
and ϑ(θ) is the solution of
Skipping the prescribed asymptotics at ±∞ we will encounter the same limitations that have been found in [6, 11] : We cannot expect validity to hold uniformly in θ ∈ R but only for θ in bounded intervals where the length of the interval depends on the accuracy of the initial approximation. Furthermore, we need to add a global x-independent phase shift φ 0 (t) which will be of order O(δ −1 ) in δ: therefore, only the profile of modulations but not their exact location is approximated over the relevant natural time scales. 
The validity result for the Cahn-Hilliard equation
Now we consider modulations of pattern at the onset of a sideband instability. A sideband instability is characterized by the condition that λ 1 (0) changes sign as an appropriate system parameter is varied. This sign change will lead to an instability of the wave train with respect to long-wavelength perturbations (i.e. perturbations with small wave number).
To be more precise, we denote the system parameter by μ and assume that the wave train with wave number k exists for all μ close to zero, say. We expand λ 1 to get
where derivatives are taken with respect to ν. We are interested in the case where λ 1 (0; μ) changes sign at μ = 0. Thus, if λ 1 (0; 0) < 0, which is a natural scenario in this context as it implies that the pattern is spectrally stable for μ < 0, say, then the resulting instability for μ > 0 is indeed induced by small wave numbers ν.
We consider a reaction-diffusion system
with parameter μ ∈ R p and assume that at μ = 0 it has the same properties as the reactiondiffusion system (24) except that we now have λ 1 (0; 0) = 0. In particular, the wave trains persist for all μ close to zero, and λ 1 is therefore given by (30) where the coefficients depend smoothly on μ. Transforming into the θ -variables, we get
For the sake of clarity, we formulate the results in this section using only the ϑ -variables. We emphasize that all results transfer to the θ -variables in the same way as in Section 2.1. Hypothesis 2.6. We assume that λ 1 (0; 0) = 0 and λ 1 (0; 0) < 0. 
where γ < 0 is specified in Section 5,
there are functions (q h , r h ) with
and a solution u(θ, t) = U(ϑ, t) of the reaction-diffusion system (32) for μ = μ * (δ) such that
The phase function φ 0 (t) needed for the formulation in the θ -variables satisfies
From phases to wave numbers
In this section we review the concepts of [6] needed for our proofs in Sections 4 and 5.
New coordinates
The first step is to extract an equation for the phase, and henceforth for the wave number, from a general reaction-diffusion system. We remark that the S 1 -symmetry of the Ginzburg-Landau equation provided an easy way for deriving an equation for the phase. This symmetry, however, is, in general, not respected in reaction-diffusion systems.
Instead, we proceed as follows for the reaction-diffusion system
First, we change coordinates via θ = kx and obtain
Our starting point is a given stationary wave train u 0 (θ ; k) of (36) with period 2π , which therefore satisfies
Given a smooth phase function φ(ϑ, t), we shall now seek solutions of the form
where the phase φ(ϑ, t) and the coordinates θ and ϑ are related by
We shall assume that ∂ ϑ φ is small, uniformly in ϑ , but remark that φ itself might be unbounded. We substitute the ansatz (38) into (36) and derive the resulting PDE in ϑ . We use the notation
Note that we added an additional degree of freedom by introducing φ: we shall later add additional conditions on φ and w, via mode filters, to remove them again. Assuming that ∂ ϑ φ is small, we obtain the relations
Hence, we get
where we used (37) in the last equation. Our next goal is to separate the critical modes, which involve the dynamics of φ, from the damped noncritical modes using the eigenfunctions of the linearization L given by
This will be done using Bloch waves which we introduce next.
Bloch-wave analysis
We briefly recall from Section 2 some of the properties of the operator L as they serve as a motivation to introduce the Bloch-wave transform. In the notation of (22), the eigenfunctions
For each ∈ R, the functionsv(·, ) are the 2π -periodic eigenfunctions of the operatorĽ given byĽ
Note thatĽ coincides with the operator L ν for ν = discussed in Section 2. It is convenient in this section, however, to indicate explicitly when operators act on 2π -periodic functions which we shall do by using the superscriptˇ. We also record thatv
and we can therefore restrict to the interval [−k/2, k/2). Furthermore, as in Section 2, we denote byv j (ϑ, ) the eigenfunctions associated with the ordered branches λ j ( ) of eigenvalues ofĽ for j ∈ N.
We now turn to the Bloch-wave transform J which can be considered as a generalization of the Fourier transform F . For every sufficiently smooth and rapidly enough decaying function w in ϑ -space, there are functionsw(ϑ, ) that are 2π -periodic in ϑ and satisfy
with the property that w is represented via
We shall writew
The rationale for the Bloch transform is as follows: If we denote the, slightly rescaled, Fourier transform of w byŵ, then we have
which is the desired Bloch-wave representation. Similar to the Fourier transform, the Bloch-wave transform can be defined for tempered distributions. We remark that the Bloch transform of the product of two functions w 1 and w 2 in ϑ -space is given by the convolution 
We refer to [13, 14] for further properties and proofs regarding the Bloch-wave transform.
The analytic properties of the Bloch-wave transform are based on a generalization of Parseval's identity
As a consequence, the Bloch-wave transform is an isomorphism from the space H m (n), equipped with the norm
Bloch of functionsǔ(ϑ, ) that are 2π -periodic in ϑ , satisfy (44), and whose norm
is finite. We refer to [19] for details. Bloch-wave transform allows us to analyse differential operators with spatially-periodic coefficients. In Bloch space, such operators are multiplication operators. Since we are interested in functions without prescribed behavior at infinity, i.e. in functions which do not necessarily decay to zero, we employ a method already used in [15] to extend multiplication operators from the space L 2 of square-integrable functions to the space L 2 ul of uniformly locally square-integrable functions equipped with the norm
We recall 
where C(m, s) does not depend on M.
Proof. See [6] . 2 Remark 3.2. This lemma can be extended to multilinear operators.
Mode filters and separation into critical and noncritical modes
Recall that our goal is to separate the dynamics of the eigenmodesv 1 (ϑ, ) associated with the critical eigenvalues λ 1 ( ) from the remaining damped noncritical modes. We shall use mode filters to obtain this splitting.
First, there exists a number 1 with 0 < 1 1 so that the eigenvalue λ 1 ( ) ofĽ is to the right of the rest of the spectrum for each with | | < 1 . Therefore, there exists anĽ -invariant projectionQ
onto the space spanned byv 1 (ϑ, ), where Γ ⊂ C is a small circle that surrounds λ 1 ( ) counterclockwise in the complex plane and does not intersect the rest of the spectrum of L for this fixed .
Next, we choose a decreasing
We can now defineP
It is easy to check that these operators commute for each fixed and satisfy
Lastly, we setλ c ( ) = λ 1 ( ) and define scalar-valued operatorsp c fs ( ) andp c mf ( ) implicitly by
for 2π -periodic functionsǔ(ϑ). An application of Lemma 3.1 shows that each of the operators above extends to a bounded operator on H m+s ul . The resulting operators will be denoted by the same letter but with the superscriptˇbeing dropped.
The mode filters p c mf and P s mf obtained in this fashion will now be used to separate the critical and noncritical modes in (41) posed on R. We will use the operators p c fs and P s fs to limit the Fourier support of the critical modes. First, we write (41), given by
as
and G comprises the remaining terms. Before continuing, we also remark that
Our goal is to replace (52) with the system
for (φ, w). Subtracting the first from the second equation and using (49), we see that solutions of (53) give solutions of (52). Alternatively, we may consider the system (φ, w) , where the first equation is now scalar-valued. Inspecting (50) and exploiting that the eigenfunctionsv 1 (ϑ, ) satisfy a linear equation, we see that (53) and (54) 
for all t 0. Since P s commutes with L, it follows from (49) and (54) that (56) is true for all t > 0 whenever it is met at t = 0. It remains to check whether (55) is respected by (54) and to calculate the operator p c fs B 0 to see whether (54) 
Substituting this expression for ∂ t φ into the second equation of (54) for w, we arrive at the system
Thus, we accomplished an effective splitting of the critical modes φ and the noncritical modes w. We now replace φ by ψ = ∂ ϑ φ and obtain
which we also write in short as
where V = (ψ, w), Λ is a linear operator, and
The spectrum of the operator
near λ = 0 is indeed given by the curveλ c ( ) with the associated eigenmodes given approximately by the Fourier modes exp(−i ϑ/k), cf. [6] .
Since the linear part of the system (59) is lower-triangular, we can find a bounded, lowertriangular operator S that diagonalizes (60) so that
In particular, if we set (v c , v s ) := S −1 V, then we have v c = ψ and P s v s = v s . In these coordinates, (60) becomes
where N is a smooth nonlinear mapping from H 
where h has the properties asserted in Section 2.1. If q is chosen to satisfy the phase diffusion equation (29) we get
However, in order to prove that solutions of the original system are described properly by the solutions of the phase diffusion equation (29) we need the smallness of the residual. Thus, this simple approximation is extended by higher order terms, namely we can choose an ansatz of the form Substitution into (62) gives the system
for (R c , R s ). We remark that we shall always work with the initial data
Because of (65) we have
if
for constants D c and D s that are independent of 0 δ 1 and will be specified later. C 0 > 0 is a constant that can be chosen to satisfy
We record that (51) and (62), and therefore also (66), are quasilinear. This is further reflected in the second estimate of (68) which shows that the nonlinear terms map X m into X m−2 (and not into X m−1 ). Thus, we shall treat (66) as a fully nonlinear equation making extensive use of the results in [10] regarding long-time existence, uniqueness and optimal regularity of solutions. We have the following estimate: 
and
Moreover, we have 
Proof. (Compare [11, Proof of Lemma 3.4] .) The proof follows by direct calculation based on a classical optimal regularity result (cf. [1] ) using the estimates on the linear semigroup from above. In detail we have: Let t 1 = τ . For notational simplicity we first assume g c (0) = 0 and estimate with Lemma 3. Since g c (0) = 0 we have 
Proofs of the other theorems from Section 2.1
The proof of Theorem 2.2 follows closely that of [6, Theorem 3.2] , except that one has to adapt the proof of Theorem 2.3 instead of [6, Theorem 3.5], and we therefore omit the details.
To prove Theorem 2.4, we observe that admissible solutions q(X, T ) lead to finite phase differences. In detail, we obtain Furthermore, we know that
∂ t φ 0 (t) = ∂ t φ(0, t) = O(δ)
which yields the required estimate on the phase.
Proof of the approximation theorem for the Cahn-Hilliard equation
We proceed in exactly the same way as in Sections 3 and 4. Our starting point is again the system
The operators λ c and Λ s generate semigroups with properties analogous to those established in Section 3.4. for all t 0.
