The authors' research group is currently developing a new optical head tracking system for intracranial radiosurgery. This tracking system utilizes infrared laser light to measure features of the soft tissue on the patient's forehead. These features are intended to offer highly accurate registration with respect to the rigid skull structure by means of compensating for the soft tissue. In this context, the system also has to be able to quickly generate accurate reconstructions of the skin surface. For this purpose, the authors have developed a laser scanning device which uses time-multiplexed structured light to triangulate surface points. Methods: The accuracy of the authors' laser scanning device is analyzed and compared for different triangulation methods. These methods are given by the Linear-Eigen method and a nonlinear least squares method. Since Microsoft's Kinect camera represents an alternative for fast surface reconstruction, the authors' results are also compared to the triangulation accuracy of the Kinect device. Moreover, the authors' laser scanning device was used for tracking of a rigid object to determine how this process is influenced by the remaining triangulation errors. For this experiment, the scanning device was mounted to the end-effector of a robot to be able to calculate a ground truth for the tracking. Results: The analysis of the triangulation accuracy of the authors' laser scanning device revealed a root mean square (RMS) error of 0.16 mm. In comparison, the analysis of the triangulation accuracy of the Kinect device revealed a RMS error of 0.89 mm. It turned out that the remaining triangulation errors only cause small inaccuracies for the tracking of a rigid object. Here, the tracking accuracy was given by a RMS translational error of 0.33 mm and a RMS rotational error of 0.12
INTRODUCTION
Image-guided intracranial radiosurgery relies on highly accurate tracking of the patient's head. This can be achieved by using the rigid skull structure for registration between a reference imaging dataset and imaging datasets that are acquired during treatment. Accuray Inc. (Sunnyvale, CA) developed 6D Skull Tracking 1 for their CyberKnife system. This method uses stereoscopic x-ray images in which the rigid bone structure of the head is segmented and registered to a planning CT. Experiments with an anthropomorphic skull phantom revealed that this method achieves submillimeter tracking accuracy. The On-board Imager (OBI) by Varian Medical Systems Inc. (Palo Alto, CA) uses cone-beam CT for target localization regarding bone structures. Experiments with an anthropomorphic head phantom showed that the OBI system also achieves submillimeter tracking accuracy. 2 The high accuracy of x-ray based tracking methods is achieved at the cost of tracking speed. This is due to the fact that x-ray imaging has to be carried out at low frame rates to guarantee acceptable additional dose levels.
By contrast, optical head tracking offers much faster scan rates. Here, visible or infrared light is actively or passively used to reconstruct the surface of the skin. However, this method is highly inaccurate since the registration process is influenced by deformable structures which are given by the skin and the muscles. In a clinical evaluation, the tracking accuracy of the Sentinel 3D laser scanning system (developed by C-RAD, Uppsala, Sweden) was analyzed for six different tumor locations including head and neck. 3 The tracking accuracy was calculated by comparing the tracking results of the Sentinel system with those obtained from megavoltage computed tomography. The evaluation revealed large tracking errors of more than 1 mm.
In order to overcome the problems of optical head tracking, we are currently developing a system which utilizes infrared laser light to measure features of the soft tissue on the patient's forehead. 4 The novelty of this approach is given by the correlation of the measured features with the thickness of the soft tissue. To obtain the features, a tightly collimated infrared laser beam is projected on a certain number of close points on the forehead. Afterwards, the features are calculated for every corresponding point by analyzing the imaged reflection and inskin scattering of the laser light. In future developments, the measurement system shall be extended by the reconstruction of every corresponding point using surface triangulation. By combining the reconstructed surface points with the described features, the measurement system is intended to offer highly accurate registration with respect to the rigid skull structure. Here, the correlation properties of the measured features will be used to compensate for the soft tissue. To our knowledge, this would be the first system that solely uses harmless laser radiation to offer registration with the rigid bone structure of the head. In this way, tracking errors that are related to the deformable skin and muscles can be avoided.
In a first step, we have developed a standalone laser scanning device which uses time-multiplexed structured light to triangulate surface points. 5 In future developments, this laser scanning device shall be combined with the described measurement system. In this paper, the accuracy of our laser scanning device is analyzed and compared for different triangulation methods. These methods are given by the Linear-Eigen method 6 and a nonlinear least squares method. Microsoft's Kinect camera was used for several medical motion monitoring applications. 7, 8 Since the Kinect device represents an alternative for fast point-based surface reconstruction, our results are also compared to the triangulation accuracy of the Kinect device. Furthermore, our laser scanning device was used for tracking of a rigid object to determine how this process is influenced by the remaining triangulation errors. For this experiment, the scanning device was mounted to the endeffector of a robot to be able to calculate a ground truth for the tracking.
MATERIAL AND METHODS
The components of the laser scanning device (see The laser source generates a red laser beam which is redirected by the two galvanometer driven mirrors. The beam leaves the housing of the laser scanning device and hits the surface of a target object. The reflection of the laser beam is captured by the camera. tachi HL6501MG laser diode generates a red laser beam with a wavelength of 658 nm. The laser beam is collimated by a Thorlabs LT230P-B collimation lens. The collimated laser beam is redirected by a AXJ-V20 closed-loop scanner which consists of two galvanometer driven mirrors (see Fig. 3 ). The redirection of the laser beam enables the projection of specific laser point patterns on a target object. An IDS UI-3240CP-NIR-GL camera operates in trigger mode to capture all laser points pattern wise. According to the range of the galvanometers, the projected laser point pattern can be adjusted concerning the dimensions and the number of points. For the experiments in this work, the laser scanning device was configured to project a grid of 72 × 56 equidistant laser points at a frame rate of 10 Hz. At a projection distance of 70 cm, the dimensions of this point grid are 27 × 21 cm. When the laser beam hits the surface of a target object at the same projection distance, the diameter of the laser spot is 1 mm. This value was measured by using a nontranslucent target object. In Secs. 2.A-2.C, the used methods for structured light, calibration, and triangulation are described. The accuracy analysis for triangulation and tracking is covered in Secs. 2.D-2.F.
2.A. Time-multiplexed structured light
The reconstruction of the surface of a target object requires knowledge about the mapping between the laser points in an image and the matching laser rays. This is also known as the correspondence problem. Due to the field of view and the shadowing of the camera, it cannot be guaranteed that all laser points of the projected pattern are captured by the camera. Hence, the correspondence problem cannot be solved directly in the image. For this reason, time-multiplexed structured light 9 has been utilized in this work. The basic idea of this method is that within k camera frames, every laser ray projects a unique binary code of length k for its identification. In the following, the k camera frames that include this code information are referred to as code frames. Since the target object will move during head tracking, a high number of consecutive zeros has to be avoided in the projected code sequences to ensure that the specific code information can be tracked in the captured images. For this reason, bit stuffing was used to extend the projected binary code by so-called full frames. When the camera captures a full frame it is ensured that all laser points of the pattern are projected.
As shown in Fig. 4 , an extended code sequence starts with a full frame to get the initial pixel location of the laser points that are visible in the image. An extended code sequence is arranged in n subsequences. A subsequence has a configurable length of j images and always starts with a full frame. Here, it has to be taken into account that all subsequences have the same length j. In this context, j = 2 means that a subsequence includes one full frame which is followed by a code frame (see Fig. 5 ) and j = 3 means that a subsequence includes one full frame which is followed by two code frames. Furthermore, the code frames start with the least significant bit and end with the most significant bit of the projected codes.
The tracking of the code information in a captured extended code sequence is carried out for every laser ray that is visible in the first full frame. Template matching based on normalized cross-correlation 10 is used for highly accurate detection of the centers of the laser points in the captured images. The first full frame of an extended code sequence yields the initial pixel location of the laser points. The pixel location of the laser points in the subsequent code frame is used to build a kd-tree. 11 Using this kd-tree, a radius based nearest neighbor search is performed for every initial pixel location (query points) from the first full frame. Here, the radius r is given by the half of the distance between two directly adjacent laser points in the first full frame. If the radius search returns a nearest neighbor for a query point, then the tracked code information is given by the bit "1." Otherwise, the tracked code information is given by the bit "0." The subsequent frames within the respective extended code sequence are processed in the same manner. Here, a special case is given by the radius search for the full frames. A full frame yields an update of the location of the query points. Furthermore, the full frames do not contribute to the tracked code information. If a full frame does not yield an update for the location of a query point, then the tracking of the code information is cancelled for the respective laser ray.
After all n subsequences of an extended code sequence have been processed, all tracked laser points have been identified. Since the identified points are tracked in the following extended code sequence, a reconstruction of the surface of the target object can be calculated for every full frame that is included in this extended code sequence. Hence, the reconstruction process will start at the beginning of the second extended code sequence. The surface reconstruction is carried out by triangulation and depends on the pixel location of the identified laser points and the corresponding laser rays which have to be calibrated with respect to the camera. In the following, the calibration of the laser rays and the triangulation of spatial points is described. were encoded by using k = 10 code frames. The number of subsequences was given by n = 10 and thus the length of a subsequence was defined by j = 2. The left image shows the projection of the first full frame of an extended code sequence and the right image shows the projection of the subsequent code frame.
2.B. Calibration
The calibration of the laser rays requires that the intrinsic and extrinsic parameters of the camera are known. These parameters are computed by means of a camera calibration. The basis for the camera calibration is given by the general pinhole camera model for CCD cameras. 12 In order to incorporate lens distortion, this model is extended by terms for radial and tangential distortion. 13 The intrinsic and extrinsic parameters of the camera were calibrated by utilizing the widely used Camera Calibration Toolbox for Matlab by Jean-Yves Bouguet which is partially inspired by the calibration method of Zhang.
14 For the calibration of the laser rays, the calibration pattern in Fig. 6 was printed on a planar board (calibration body). Afterwards, one extended code sequence was projected onto the calibration body which was placed parallel to the front side of the laser scanning device at a projection distance d 1 = 50 cm. At the same time, the camera captured the projected extended code sequence. Furthermore, the camera captured one additional image showing the calibration body without any projected laser points. In the following, this additional image is called empty frame to preserve the nomenclature regarding full frames and code frames. The whole step was carried out at increasing projection distances d i using an incrementation value of 1 cm. The amount of used distances d i has a high influence on the calibration result and thus it affects the accuracy of the triangulation. For this reason, the minimally required amount of distances d i is calculated in an iterative process by means of the utilized methods for the computation of the triangulation accuracy. This iterative procedure is described in Sec. 2.E. Now, the processing of the captured camera images with regards to a distance d i is described. At first, all laser points are identified using the procedure in Sec. 2.A. In this context, the tracked pixel location of every laser point is stored for every full frame. These data are used to calculate the mean pixel location corrected regarding lens distortion. 13 A corrected point is referred to as normalized point p n = [x n y n ] T . By means of the correction of lens distortion the camera model simplifies to
Here, p c = [x c y c z c ] T describes the spatial point with respect to the camera that corresponds to the point p n . In the following, the resulting set of normalized points is referred to as p n j . The next step describes the processing of the empty frame which shows the calibration body without any projected laser points. Based on the Harris corner detector, 15 the corners of the inner squares of the calibration pattern are detected with subpixel accuracy. The resulting set of normalized points is referred to as a n j . Since the side length of the squares on the calibration body is a defined constant value, the corresponding set of 2D points a b j with respect to the calibration body is known. Here, one freely selectable corner of the inner squares is defined as the origin of the coordinate system of the calibration body. The two sets of corresponding points a On this basis, all laser rays can be calibrated with respect to the camera. The position c t l of a laser ray with respect to the camera is given by the mean for all three dimensions of the points included in the respective set p c i . To obtain the orientation of a laser ray with respect to the camera, the respective point set p This procedure is carried out for the point set p c i of every laser ray. The result is given by the set of positions c t l,j and the set of orientations c R l,j . The projected laser point patterns are created by a single laser beam which is redirected by two galvanometer driven mirrors. For this reason, the bundle of calibrated laser rays does not include a point of intersection. Nevertheless, the bundle includes a plane Q where the laser rays have the shortest distance to each other. This area is defined by the surface of the second mirror. In order to be able to use the calibrated laser rays for triangulation, the positions c t l,j are shifted to Q along the calibrated direction of the respective laser rays. 
2.C. Triangulation
The reconstruction of the surface of a target object is carried out by triangulation of spatial laser points. For triangulation, every calibrated laser ray is extended by a virtual camera model. The resulting projection model defines the basis for triangulation and is explained in Sec. 2 of the Appendix. The geometric relationships for the triangulation of a spatial laser point are presented in Fig. 7 .
For triangulation, it applies that an incorrectly identified laser point p n in the image leads to an erroneous spatial point p w . To avoid this, the result of the identification procedure in Sec. 2.A is verified by means of the calibrated laser rays. To verify the identity of a laser point p n , the corresponding calibrated laser ray is projected in the image plane. At first, the respective position c t l and rotation matrix c R l are utilized to compute the (3 × 3) fundamental matrix
Here, S(.) defines the skew-symmetric matrix of the vector c t l . Moreover, F is the fundamental matrix regarding normalized image points (see Sec. 2.B) which is also known as the essential matrix. The matrix F is used to map the virtual image point p n * = 0 2×1 on the corresponding epipolar line
T in the camera image
By means of the epipolar line l, the homogeneous linear equation
can be defined. Consequently, the identity of the laser point p n is correct if p n satisfies Eq. (4). In this work, the identity of p n is verified by calculating the perpendicular distance of p n to the euclidean representation of the epipolar line l. The point p n is considered to be correctly identified if the perpendicular distance does not exceed a threshold of 1 pixel. After the successful verification of the identity of a point p n , the linear or the nonlinear triangulation from Sec. 2 of the Appendix can be used to triangulate the spatial laser point p w . In the context of these two triangulation methods, it is simpler to refer to a triangulated spatial laser point as p c .
2.D. Triangulation accuracy for a plane
To analyze the accuracy of the linear and the nonlinear triangulation, a planar surface (here given by the planar calibration body described in Sec. 2.B) was reconstructed to calculate the perpendicular distance of the triangulated points with respect to the plane. The highest inaccuracy of a triangulated point is given by the deviation in the direction of the optical axis of the camera. For this reason, the planar surface was placed parallel to the front side of the laser scanning device. The position c t q of the plane with respect to the camera was given by the mean for all three dimensions of the set of triangulated points p c j . To obtain the orientation of the plane with respect to the camera, the point set p Microsoft's Kinect camera represents an alternative for fast point-based surface reconstruction (reconstruction rate of 30 Hz). The Kinect device uses an infrared light projector to project a specific light pattern on target objects. 8 Furthermore, the Kinect captures the projected light pattern with an infrared camera. Similar to our laser scanning device, the reconstruction process of the Kinect is based on a method for structured light. To be able to compare the triangulation accuracy of our laser scanning device with a commercially available product, the described experiment was also carried out for the Kinect device.
2.E. Overall accuracy of the triangulation
To analyze the overall accuracy of the linear and the nonlinear triangulation, the point deviation was considered in all axes. For this purpose, a plastic triangulation phantom was designed (see Fig. 8 ). Subsequently, the triangulation phantom was reconstructed by using a CT scanner (Siemens SOMATOM R Definition AS+, voxel size 0.359 × 0.359 × 0.6 mm 3 ). Afterwards, the surface point set was extracted from the CT data. This point set served as the ground truth for the reconstruction of the surface of the phantom. Afterwards, the phantom's surface was reconstructed by using our laser scanning device. In order to calculate the overall accuracy of the triangulation, the resulting point set was registered to the ground truth by using the Iterative Closest Point algorithm (ICP). 18 Here, the point-to-plane distance metric was utilized since different reconstructions of the same surface contain only few or no corresponding points. After registration, the overall triangulation accuracy was given by the remaining point-to-plane distances. For comparison of the overall triangulation accuracy, the described experiment was also carried out for the Kinect device.
As described in Sec. 2.B, the amount of utilized calibration distances d i has a high influence on the accuracy of the triangulation. For this reason, the minimally required amount of distances d i is calculated in an iterative process by means of the described computation of the overall accuracy of the triangulation. In the first iteration k = 1, the first three distances d 1 , d 2 , and d 3 are used to calibrate the laser rays with respect to the camera. Afterwards, the described computation of the overall accuracy of the triangulation is carried out. In every following iteration k = [2; n], the distance d k + 2 and all preceding distances d 1 to d k + 1 are used to calibrate the laser rays. After every calibration, the overall accuracy of the triangulation is calculated. The process terminates as soon as the overall accuracy of the triangulation does not improve anymore. The termination of the process is given at iteration k = n.
2.F. Tracking accuracy
To determine the influence of the remaining triangulation errors on tracking, our laser scanning device was used for tracking of a rigid object (here given by the triangulation phantom in Fig. 8 ). For this experiment, the scanning device was mounted to the end-effector of an Adept Viper s850 robot. This approach allows the calculation of a ground truth for the tracking. At the beginning of the experiment, a reconstruction of the surface of the triangulation phantom was acquired. This reconstruction is referred to as the reference point set p r j . Afterwards, consecutive translational displacements of 0.2 mm were applied to the robot end-effector. The space which includes all applied end-effector displacements is described by a sphere and the initial pose of the end-effector defines the center of this sphere. The sphere radius was given by r = 6 mm which is sufficient in the context of intracranial radiosurgery. Here, due to minor immobilization only slight movements of the target structure will occur. Regarding the extended code sequence in Sec. 2.A, one laser point pattern was projected onto the surface of the phantom after the completion of every displacement. Here, a length of two images was utilized for the subsequences. Since the tracked laser points were already identified after the acquisition of the reference point set, a new reconstruction p c j of the phantom's surface could be calculated for every new full frame. The tracking itself was realized by using the ICP algorithm for the registration of the reference point set p r j to an acquired point set p c j . Here, the point-to-plane distance metric was used again. The result of a registration is given by the translation vector c t r and the rotation matrix c R r which define the estimated pose of the triangulation phantom with respect to the camera.
The ground truth of the tracking was given by the respective translational end-effector displacements. To provide a ground truth with respect to the camera coordinate frame, an eye-in-hand calibration would have been necessary. However, this type of calibration introduces high errors. Instead, the ground truth is defined by the translational end-effector displacements which solely depend on the high positioning accuracy of the robot end-effector. In the following, a translational end-effector displacement is referred to as e t e * using e * as the initial end-effector. Since a tracking result and the corresponding ground truth are not given with respect to the same coordinate frame, the translational tracking error is defined as
The definition of the translational tracking error is only valid since every registration of the reference point set p r j to an acquired point set p c j was verified manually. Since the described tracking experiment focused on translational displacements, the rotational tracking error solely depends on the rotation matrix c R r . In this work, the rotational tracking error is defined by the angle θ which is calculated by means of the conversion of c R r to the angle-axis representation. 
RESULTS
As described in Sec. 2.E, the calibration of the laser rays is carried out in an iterative procedure using the computation of the overall accuracy of the triangulation. Figure 9 shows the improvement of the overall accuracy of the triangulation which is calculated at every iteration k. The overall accuracy is given by the root mean square (RMS) of the remaining point-to-plane distances after registration with the ground truth. Here, the process terminates at iteration k = 18. The overall accuracy was computed by using the linear and the nonlinear triangulation. Compared to the linear triangulation, the nonlinear triangulation achieved only a small increase of the overall accuracy at every iteration k. Toward the termination of the process, both triangulation methods achieve nearly the same overall accuracy. In Table I , the overall accuracy of the final iteration k = 18 is compared to the overall accuracy of Microsoft's Kinect camera.
After the iterative calibration of the laser rays, the triangulation accuracy was also calculated with respect to a plane by using the method described in Sec. 2.D. Table I shows the respective accuracy for the linear triangulation, the nonlinear triangulation, and the Kinect device. The reconstructed plane that was computed by means of the linear triangulation and the Kinect device is shown in Fig. 10 .
The final experiment was given by the tracking of a rigid object (see Sec. 2.F). Table II shows the tracking accuracy which is defined by the RMS of the translational tracking error and the RMS of the rotational tracking error. The tracking accuracy was computed for a set of 200 tracking results. The tracking itself was based on the reconstructed point sets that were calculated by means of the linear triangulation.
DISCUSSION
The comparison of the linear and the nonlinear triangulation in Fig. 9 revealed that the nonlinear triangulation provided only a small increase of the overall accuracy at every iteration k. Toward the termination of the calibration process, both triangulation methods achieve nearly the same overall accuracy. This is also confirmed by comparing the respective results of the triangulation accuracy for a plane in Table I . Consequently, the computation of the linear triangulation is sufficient to obtain a highly accurate reconstruction of the surface of an object. In this way, the computational costs can be reduced.
The results in Table I show that our laser scanning device clearly outperforms the Kinect device as far as the accuracy of the triangulation is considered. One major reason for the high accuracy of the triangulation is given by the use of time-multiplexed structured light. This method ensures that the number of incorrectly identified laser points in an image is very low. Furthermore, the identity of the laser points is verified by means of their corresponding epipolar lines. The results in Table II show that the remaining triangulation errors only cause small inaccuracies concerning the tracking of a rigid object. Hence, the reconstructed point sets can be used for highly accurate tracking of objects.
CONCLUSION
Currently, we are developing a new optical head tracking system which utilizes infrared laser light to measure features of the soft tissue on the patient's forehead. The measured features correlate with the thickness of the soft tissue and shall be used for highly accurate registration with respect to the rigid skull structure. For registration, the system also has to be capable of a fast generation of accurate reconstructions of the skin surface. For this purpose, we developed a laser scanning device which is based on time-multiplexed structured light. This paper shows, that time-multiplexed structured light can be used to generate highly accurate reconstructions of surfaces. Since Microsoft's Kinect camera represents an alternative for fast surface reconstruction, we also compare our results to the triangulation accuracy of the Kinect device. The results show that our laser scanning device outperforms the Kinect device by a factor of five. To determine the influence of the remaining triangulation errors on tracking, we used our laser scanning device for tracking of a rigid object. It turned out that the remaining triangulation errors only cause small inaccuracies for the tracking. Consequently, the reconstructed point sets can be used for highly accurate tracking of objects. In future works, the presented tracking shall be improved by using a stochastic filter which offers a better compensation of noise over time.
In this work, the accuracy analysis for triangulation and tracking is carried out by using target objects that are nontranslucent. Moreover, a red laser source with a wavelength of 658 nm was used. As mentioned in Sec. 1, the reconstruction of surface points and the acquisition of the described skin features shall be combined in future developments. Consequently, the target object for triangulation will be given by the surface of human skin. Since human skin is translucent, the imaged laser light highly depends on the optical parameters of the specific skin type. Hence, this circumstance can affect the accuracy of the triangulation. To avoid this problem in future developments, the triangulation device will use a blue laser source with a wavelength of 405 nm. This wavelength guarantees that the light absorption of the chromophores in the human skin is much higher than compared to red laser light at 658 nm. 20 A high light absorption by the chromophores reduces the light penetration depth and the effects of light scattering in the skin. As a consequence, the skin specific variation of the imaged laser light can be reduced by means of a blue laser source at 405 nm. 
The resulting (3 × 4) matrix P is known as the projection matrix and the vectors P 1 , P 2 and P 3 define the rows of P. By means of the projection model in Eq. (A4), the nonlinear least squares problem in Eq. (A5) is formulated. Here, c t w and c R w that were obtained from the decomposition of the homography matrix H are used as the initial guess for the parameters included in P. Furthermore, the two sets of previously described corresponding corner points a 
Triangulation
A triangulated spatial laser point is referred to as p w . For triangulation, the world coordinate frame in Eq. (A4) coincides with the camera coordinate frame. Hence, the rotation
Equations (A6) and (A8) are used to triangulate a spatial laser point p w . In this paper, two different triangulation methods are used. The first triangulation method is given by the Linear-Eigen method 6 and the second triangulation method is given by a nonlinear least squares method that is described in the following. The used triangulation methods are referred to as linear and nonlinear triangulation, respectively. By means of the projections in Eqs. (A6) and (A8), the nonlinear least squares problem in Eq. (A10) can be formulated. Here, the point p w that is obtained by the linear triangulation is used as the initial guess. The minimization can be solved by using the Levenberg-Marquardt algorithm. 16, 17 As described, the world coordinate frame coincides with the camera coordinate frame. 
