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Resumo
Os sistemas de recomendação surgem em resposta ao excesso de informação disponível. Estes
sistemas apresentam, a um dado indivíduo, sugestões de produtos, serviços e itens que lhe sejam
relevantes. Os modelos de negócio de várias empresas multinacionais dependem do bom funcio-
namento destes sistemas, como a Google e a Amazon, e de forma crescente também para outras
empresas. O desempenho dos métodos de recomendação varia consoante o domínio do seu uso
e, por vezes, até no mesmo domínio em contextos diferentes. Assim, a monitorização e avalia-
ção destes sistemas é fulcral para o bom funcionamento dos serviços a si agregados. Encontra-se
no âmbito desta dissertação abordar esta temática, procurando criar uma ferramenta capaz de re-
colher, agregar e monitorizar os resultados obtidos da avaliação dos sistemas de recomendação
de filtragem colaborativa. É então utilizada a framework "open source" MyMediaLite como ferra-
menta de gestão de experiências e de avaliação. A partir desta ferramenta de referência, apoiam-se
as páginas web de administração e de monitorização.
Foi nesta direção que se projetou o AToMRS, após o levantamento dos seus requisitos. Esta
ferramenta tem como objetivo colmatar a falta de mecanismos para ser possível avaliar visual-
mente o desempenho de um dado método de recomendação. Numa última fase, foi realizado um
protótipo funcional da aplicação com o objetivo de validar o conceito da solução.
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Abstract
Recommender systems arise in response to the excess os information available. These systems
assign, to a given individual, suggestions of products, services and items that are relevant to him.
The business models from many multinational enterprises rely on the proper functioning of these
systems, like Google or Amazon, and at an increasing rate as well for other companies. These sys-
tem’s monitorization and evaluation are fundamental to the proper operation of its related services.
It is the goal of this essay to approach this issue, seeking to create a tool capable of collecting,
aggregating and supervise the results obtained from the recommendation systems’ evaluation. For
this purpose, it was used the open-source framework MyMediaLite as the tool for the generation of
experiments and as evaluator, being the backbone for the administration and monitoring platforms.
It was in that context that AToMRS was projected, after evaluating the requirements and the
state of the art of the relevant areas of interest to the development of this application. This tool aims
to combat the lack of mechanisms to be able to visually assess the performance of a recommender
systems’ algorithm. In a final phase, it was carried out a functional prototype of the application,
with the purpose of validating the solution’s concept and to allow its improvement as future work.
iii
iv
Agradecimentos
Gostaria de agradecer aos meus orientadores, o Prof. Carlos Soares e o Eng.o Tiago Cunha,
por toda a orientação e acompanhamento, científico e técnico, prestado ao longo do trabalho de-
senvolvido, e também pela oferta deste tema bastante interessante e relevante às realidades da
atualidade.
Agradeço também à grande instituição que é a Faculdade de Engenharia da Universidade do
Porto por me ter sido capaz de oferecer a formação e experiências de vida que enriqueceram a
minha personalidade e os meus métodos de trabalho.
Tenho de agradecer aos meus amigos, que não só foram um excelente suporte para abstrair-me
das dificuldades sentidas durante o projeto, como também me ajudaram na resolução de alguns
problemas técnicos que, sem eles, teria gasto muito mais tempo a solucionar.
Finalmente, agradeço a toda a minha família que sempre esteve presente neste ano difícil e
que sem eles seria muito mais complicado.
André Miguel Guia Costa
v
vi
Conteúdo
1 Introdução 1
1.1 Motivação . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Estrutura do documento . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Estado da Arte 5
2.1 Sistemas de recomendação . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Dados e fontes de informação . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.2 Técnicas de recomendação . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.3 Métodos de recomendação . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.4 Algoritmos de recomendação de referência . . . . . . . . . . . . . . . . 12
2.1.5 Algoritmos de recomendação memory-based . . . . . . . . . . . . . . . 14
2.1.6 Algoritmos de recomendação model-based . . . . . . . . . . . . . . . . 17
2.1.7 Avaliação de sistemas de recomendação . . . . . . . . . . . . . . . . . . 19
2.2 Plataformas de monitorização e de recomendação . . . . . . . . . . . . . . . . . 26
2.2.1 Monitorização de uma rede social de música . . . . . . . . . . . . . . . 26
2.2.2 OpenML . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.3 Frameworks de recomendação . . . . . . . . . . . . . . . . . . . . . . . 27
3 Desenho da solução 29
3.1 Introdução ao AToMRS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Requisitos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.1 Requisitos funcionais . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2.2 Requisitos não-funcionais . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3 Arquitetura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4 Modelo de dados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.5 Mockups da solução . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4 Protótipo 37
4.1 Tecnologias de implementação . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1.1 Framework de recomendação: MyMediaLite . . . . . . . . . . . . . . . 37
4.1.2 Sistema de gestão da base de dados: Apache Cassandra . . . . . . . . . 38
4.1.3 Plataforma de desenvolvimento: Microsoft ASP.NET MVC 6 . . . . . . . 39
4.1.4 Biblioteca de visualização: HighCharts . . . . . . . . . . . . . . . . . . 39
4.2 Métodos de recomendação . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.3 Técnicas de visualização . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.4 Exemplos de uso . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.5 Avaliação da ferramenta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
vii
viii CONTEÚDO
5 Conclusões e Trabalho Futuro 49
5.1 Satisfação dos Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.2 Trabalho Futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
Referências 51
Lista de Figuras
2.1 Representação dos métodos de recomendação tradicionais e as suas relações [1]. . 13
2.2 Esquema do funcionamento de uma avaliação offline [2]. . . . . . . . . . . . . . 20
2.3 Uma possível representação das funções de densidade para os itens relevantes e os
irrelevantes [3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4 Um exemplo de uma curva COR [3]. . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1 Arquitetura geral do sistema projetado. . . . . . . . . . . . . . . . . . . . . . . . 32
3.2 Organização conceptual da aplicação web. . . . . . . . . . . . . . . . . . . . . . 33
3.3 Modelo de dados projetado e utilizado no protótipo. . . . . . . . . . . . . . . . . 34
3.4 Mockup da criação de uma nova experiência. . . . . . . . . . . . . . . . . . . . . 35
3.5 Mockup da listagem das experiências. . . . . . . . . . . . . . . . . . . . . . . . 35
3.6 Mockup da consulta de uma experiência. . . . . . . . . . . . . . . . . . . . . . . 36
3.7 Mockup da consulta de um algoritmo. . . . . . . . . . . . . . . . . . . . . . . . 36
4.1 Captura de ecrã de um exemplo da visualização dos resultados globais de uma
experiência. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 Captura de ecrã de um exemplo da visualização dos resultados locais de um algo-
ritmo por batch. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3 Captura de ecrã de um exemplo da visualização dos resultados locais de um algo-
ritmo por batch ao nível de um utilizador. . . . . . . . . . . . . . . . . . . . . . 43
4.4 Captura de ecrã de um exemplo da visualização dos resultados locais de um batch
ao nível do par utilizador-item. . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.5 Diagrama de caso de uso da aplicação. As formas a tracejado indicam funcionali-
dades reservadas para trabalho futuro. . . . . . . . . . . . . . . . . . . . . . . . 44
4.6 Captura de ecrã da página principal com a autenticação realizada com sucesso. . 45
4.7 Captura de ecrã da página "New XP". . . . . . . . . . . . . . . . . . . . . . . . . 45
4.8 Captura de ecrã de uma consulta detalhada de uma experiência. . . . . . . . . . . 46
4.9 Captura de ecrã de uma consulta detalhada de um algoritmo contido numa experi-
ência. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.10 Captura de ecrã de uma consulta detalhada de um algoritmo contido numa experi-
ência com a visualização relativa aos itens ativa. . . . . . . . . . . . . . . . . . . 47
ix
x LISTA DE FIGURAS
Lista de Tabelas
2.1 Categorização dos itens dada uma necessidade. . . . . . . . . . . . . . . . . . . 22
2.2 Comparação entre algumas frameworks encontradas . . . . . . . . . . . . . . . . 28
xi
xii LISTA DE TABELAS
Abreviaturas e Símbolos
3D Tridimensional
ATOMRS A Tool to Monitor the Performance of Recommender Systems
AUC Area Under the Curve
BIRCH Balanced Iterative Reducing and Clustering using Hierarchies
BPR Bayesian Prediction Ranking
BPRMF Matrix factorization model for item prediction (ranking) optimized for BPR
BPRSLIM Sparse Linear Methods (SLIM) for item prediction (ranking) optimized for
BPR-Opt optimization criterion
CD Compact Disc
COR Característica de Operação do Recetor
CQL Cassandra Query Language
DAG Directed Acyclic Graph
DBSCAN Density-based Spatial Clustering of Applications with Noise
DCG Discounted Cumulative Gain
JSON JavaScript Object Notation
MAE Mean Absolute Error
MIN Mínimo
MRR Mean Reciprocal Rank
MVC Model-View-Controller
NDCG Normalized Discounted Cumulative Gain
NoSQL Not Only SQL
OLAP Online Analytical Processing
OPTICS Ordering Points To Identify the Clustering Structure
RMSE Root-Mean-Square Deviation
ROC Receiver Operating Characteristic
SQL Structured Query Language
SVD Singular Value Decomposition
WRMF Weighted Matrix Factorization Method
xiii

Capítulo 1
Introdução
Com o crescimento da utilização da Internet, a procura e o uso de serviços online tornou-se
uma atividade muito comum nas nossas vidas pessoais e profissionais. Com o crescimento destes
serviços, o crescimento do volume de informação fez com que nem com estas ferramentas seja
fácil encontrar sempre a informação necessária para as nossas necessidades, tornando a utilização
destes sistemas pouco efetiva. Para resolver este problema, surgiram vários métodos de recomen-
dação capazes de melhorar e personalizar a experiência que os utilizadores recebem dos serviços
que usam. De uma forma breve, um sistema de recomendação apresenta itens que poderão ser
relevantes para uma determinada pesquisa. Assim, é possível não só reduzir o tempo gasto na
pesquisa dos itens relevantes pela parte do utilizador, como contribuir para os negócios suportados
por estas ferramentas (por exemplo, melhorar as vendas de um serviço de comércio online) [4].
De uma forma geral, os sistemas de recomendação tradicionais recolhem dados sobre os seus
utilizadores, como a informação demográfica deste, o histórico de itens vistos ou selecionados, ou
a avaliação que o item recebe do utilizador, para gerar os seus modelos de recomendação. Hoje em
dia, com o advento de sistemas e sensores de recolha de dados, especialmente com a popularização
dos smartphones, os sistemas de recomendação podem utilizar outras fontes de dados, como, por
exemplo, os sinais fisiológicos do seu utilizador [1].
Os sistemas de recomendação encontram-se cada vez mais presentes no nosso dia-a-dia. Con-
seguimos encontrá-los tipicamente no comércio online, nas redes sociais, nos serviços financeiros,
entre outros [5]. O sucesso destes serviços e produtos depende frequentemente das boas experi-
ências que os utilizadores obtêm do seu uso. Esta qualidade do serviço encontra-se aliada, entre
vários outros fatores, ao desempenho do sistema de recomendação [3].
1.1 Motivação
Infelizmente, os sistemas de recomendação não são sistemas infalíveis e, como tal, é neces-
sário avaliá-los permanentemente. Nesse intuito, foram desenvolvidas várias métricas capazes de
estimar o desempenho destes sistemas. Os primeiros sistemas de recomendação focavam-se na
melhoria da precisão das suas recomendações através da filtragem, sendo estes métodos alvo de
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análise no Capítulo 2. Atualmente também se consideram importantes outras medidas de avaliação
de recomendações, como a diversidade e a novidade dos itens sugeridos. Também, é importante
referir que o desempenho destes sistemas é variável, dependendo de fatores intrínsecos aos utiliza-
dores, aos itens, aos contextos da sua utilização, entre outros. A avaliação contínua destes sistemas
é muito relevante como forma de garantir a qualidade dos serviços que lhes são agregados [6].
É cada vez mais importante assegurar que as associações estabelecidas pelos sistemas de re-
comendação sejam adequadas ao seu propósito, sendo adequado mensurar o desempenho des-
tes e intervir em conformidade. É neste enquadramento que a necessidade de desenvolver uma
ferramenta de apoio à avaliação do desempenho relativo aos sistemas de recomendação surge.
Adicionalmente, uma ferramenta capaz de ir além da análise dos resultados globais da avaliação,
analisando o problema da avaliação a níveis de granularidade menor, isto é, neste caso, até ao
par utilizador-item resultante de cada recomendação do sistema. Para o desenvolvimento de uma
ferramenta para este fim, é importante ter em consideração as estratégias de visualização mais
adequadas para o estudo dos resultados dado a cada nível de detalhe da análise.
Até então não existem muitas alternativas capazes de efetuar uma análise em profundidade
relativa ao desempenho dos sistemas de recomendação. Aliada a esta necessidade, surge também a
falta de uma ferramenta capaz de auxiliar esta análise através da visualização gráfica dos resultados
obtidos nas experiências de recomendação executadas.
1.2 Objetivos
O desenvolvimento do A Tool to Monitor the Performance of Recommender Systems surge da
necessidade de uma aplicação capaz de monitorizar, avaliar e comparar o desempenho de diferen-
tes algoritmos de recomendação quando aplicados a datasets. Esta ferramenta deverá facilitar a
análise dos resultados desde o nível global até ao nível "atómico", isto é, até ao conjunto utilizador-
itens de cada recomendação.
Assim, e neste intuito, é explorado o conceito de batch enquadrado no uso desta aplicação. Um
batch é um subconjunto de dados alvo de análise. Este conceito é importante para permitir que a
ferramenta possa ser aplicável em vários contextos, desde a avaliação offline, até aos testes A/B.
Numa experiência offline, estes batches simbolizam o resultado do processo de particionamento do
conjunto de dados submetido para treino e teste do algoritmo de recomendação. Num contexto de
experiência online, um batch simboliza o conjunto de dados gerados num determinado intervalo
temporal. Resultante da análise ao nível dos batches surgem as métricas locais das previsões
resultantes das experiências para cada utilizador. A título de exemplo, no caso de uma experiência
do tipo "rating prediction", deve ser possível observar o erro de cada previsão da avaliação ao
nível do par utilizador-item.
É neste contexto que é realizada esta dissertação, com o intuito de projetar um protótipo de
uma ferramenta capaz de cumprir estes objetivos.
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1.3 Estrutura do documento
A organização desta dissertação divide-se da seguinte forma: o Capítulo 2 contém a revisão do
estado da arte realizada no contexto deste projeto, nomeadamente um sumário sobre as naturezas e
funcionamento dos sistemas de recomendação, fontes de dados e técnicas de recomendação, abor-
dando a avaliação destes sistemas, e um levantamento de algumas plataformas de monitorização
existentes.
No Capítulo 3 é explanado o processo de conceção do AToMRS, onde são levantados os re-
quisitos do sistema, a arquitetura utilizada, o modelo de dados que suporta a aplicação e alguns
mockups do seu funcionamento. O Capítulo 4 documenta o processo de implementação do pro-
tótipo funcional da aplicação, enumerando, numa primeira fase, as tecnologias de implementação
utilizadas, os métodos de recomendação presentes, as técnicas de visualização focadas na apre-
sentação dos resultados das experiências executadas na aplicação, alguns exemplos de uso da
ferramenta e uma breve discussão da importância desta.
Finalmente, no Capítulo 5 é abordada a satisfação dos objetivos fixados para o projeto e é
realizado um levantamento de possível trabalho futuro enquadrado na temática abordada ao longo
da dissertação.
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Capítulo 2
Estado da Arte
Neste capítulo serão abordadas várias questões que dizem respeito aos sistemas de recomen-
dação, nomeadamente à avaliação e plataformas dos mesmos. Serão também exploradas algumas
ferramentas e tecnologias relativas ao sistema implementado nesta dissertação.
2.1 Sistemas de recomendação
O estudo dos sistemas de recomendação tornou-se relevante em meados da década de 1990.
O interesse nesta área de estudo mantém-se elevado devido ao vasto número de problemáticas
subjacentes e à abundância de aplicações práticas das mesmas. Estes sistemas emergiram com o
objetivo de ajudar os utilizadores a navegar através de um elevado volume de informação online,
preparando recomendações, conteúdos e serviços personalizados para quem os utiliza [7]. Os
sistemas de recomendação recolhem informação acerca das preferências de um dado conjunto de
utilizadores sobre um determinado conjunto de itens [1]. O "item"é um termo geral utilizado para
denominar algo que o sistema recomenda aos seus utilizadores (por exemplo: filmes, músicas,
livros e destinos de férias) [6].
A presença dos sistemas de recomendação no comércio eletrónico e nas redes sociais é facil-
mente observável. Os sistemas de recomendação utilizam técnicas de extração de conhecimento e
métodos estatísticos de forma a recomendar itens aos utilizadores [8].
Os sistemas de recomendação são tipicamente utilizados de modo alcançar alguns dos seguin-
tes objetivos [6]:
• Aumentar o número de itens vendidos: Este é provavelmente o uso mais frequente e im-
portante dos sistemas de recomendação comerciais, isto é, ser capaz de vender um número
adicional de itens comparativamente ao que seria vendido se não existisse uma recomenda-
ção.
• Vender uma variedade maior de itens: Outra função importante de um sistema de reco-
mendação é a criação da oportunidade para o utilizador de selecionar itens que possam ser
difíceis de encontrar sem uma recomendação precisa, aumentando o número de itens poten-
cialmente relevantes ao utilizador.
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• Aumentar a satisfação do utilizador: Um sistema de recomendação bem concebido conse-
gue melhorar a experiência do uso de um site ou aplicação.
• Aumentar a fidelidade do utilizador: Um utilizador deverá ser leal a um website capaz de
reconhecer as suas necessidades e dando-lhe valor.
• Perceber melhor o que os utilizadores querem: Outra função importante de um sistema
de recomendação é a capacidade de recolher as preferências dos seus utilizadores. Isto
permite a reutilização deste conhecimento para outros usos, como, por exemplo, a gestão da
produção ou do inventário de um determinado artigo.
É à luz destes objetivos que a utilização dos sistemas de recomendação se encontra presente em
inúmeros serviços digitais. No entanto, os sistemas de recomendação poderão acrescentar valor se
forem capazes de apoiar os utilizadores como ferramenta para cumprir as suas tarefas ou atingir
os seus objetivos. É possível listar onze tarefas distintas nas quais um sistema de recomendação é
poderá ser uma mais-valia ao ser integrado [3]:
• Encontrar alguns bons itens: Recomendar a um utilizador alguns itens numa lista ordenada
acompanhada pelas previsões do quanto o utilizador gostará deles (por exemplo, numa es-
cala de 1 a 5). Esta é uma das tarefas de recomendação mais habitualmente presente nos
sistemas comerciais.
• Encontrar todos os bons itens: Recomendar todos os itens capazes de satisfazer as necessi-
dades de um utilizador. Por vezes é insuficiente encontrar somente um grupo de bons itens,
como é exemplo em áreas de aplicações médicas e financeiras, onde é importante analisar
toda a informação disponível. Por exemplo, na área financeira é fulcral ser capaz de aceder
a todos os registos relevantes de um processo de financiamento pode fazer a diferença na
decisão final da empresa.
• Anotação em contexto: Esta tarefa passa pela filtragem através da análise dos itens relativo
ao contexto onde estão inseridos e ao seu conteúdo, e determinar se são relevantes ou não.
Assim, é fulcral manter a ordem e o contexto dos itens. Este tipo de tarefa é comummente
relevante para mensagens de texto. Desta forma, o utilizador é capaz de decidir que tipo
de mensagens poderão ser ou não relevantes aos seus interesses inserido num determinado
contexto.
• Recomendar uma sequência: Em vez de haver um foco na geração de uma só recomendação,
a ideia é recomendar uma sequência de itens interessantes no seu todo.
• Recomendar um pacote: Sugerir um grupo de itens que se complementam. Por exemplo, um
plano de viagens composto por vários pontos de interesse, destinos e serviços de alojamento
localizados numa determinada área delimitada. Pelo ponto de vista do utilizador, todas estas
alternativas são consideradas e selecionadas como um destino de viagem singular.
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• Só a navegar: Nesta tarefa, o utilizador navega por um catálogo sem a intenção iminente
de comprar um item. A tarefa do sistema de recomendação é a de ajudar o utilizador a
navegar por itens que sejam mais prováveis de coincidir com os seus interesses para aquela
navegação específica.
• Encontrar um recomendador credível: Alguns utilizadores não confiam nos sistemas de
recomendação e, por isso, fazem experiências com eles de forma a avaliar o quão bons são
a atribuir recomendações. Assim, alguns sistemas também oferecem funções específicas
para que os utilizadores possam testar o comportamento do sistema, para além das funções
necessárias para obter recomendações.
• Melhorar o perfil: Isto relaciona-se com a possibilidade do utilizador de fornecer infor-
mação ao sistema de recomendação acerca do que ele gosta e do que ele não gosta. Esta
é uma tarefa fundamental que é estritamente necessária para a geração de recomendações
personalizadas. Se o sistema não tiver nenhum conhecimento específico sobre um utilizador
ativo, então só lhe poderá fornecer as recomendações que seriam apresentadas a um outro
utilizador típico.
• Auto-expressão: Alguns utilizadores poderão não ver nenhum valor nas recomendações que
lhes são prestadas. Em vez disso, o importante para eles é a possibilidade de poderem
contribuir nas avaliações e de expressar as suas opiniões e convicções.
• Ajudar outros: Alguns utilizadores ficam felizes por poderem contribuir com informação,
por exemplo, com as suas avaliações aos itens, porque acreditam que estão a ajudar a co-
munidade com os seus contributos. Esta poderá ser uma motivação importante para a intro-
dução de informação no sistema de recomendação que não é utilizada rotineiramente. Por
exemplo, um utilizador que já comprou um carro está ciente que a avaliação que ele fará no
sistema desse carro é mais provável ser útil para terceiros que para lhe ajudar a comprar um
novo carro num futuro próximo.
• Influenciar outros: Em sistemas de recomendação na Internet, existem utilizadores cujo ob-
jetivo principal é de influenciar explicitamente a compra de produtos específicos por outros
utilizadores.
No processo de conceção de um sistema de recomendação é importante ter em conta os ti-
pos de dados disponíveis e a sua dimensão, esparsidade e escalabilidade desejadas, as técnicas de
recomendação utilizadas (por ex., filtragem demográfica, baseada em conteúdo, colaborativa, con-
textualizada ou híbrida) e o tipo de estratégia de recomendação escolhida (por ex., baseado no uso
direto de dados ou no uso de um modelo gerado através dos dados) [1]. Serão então exploradas
estas dimensões no decorrer deste capítulo.
É também importante considerar a escolha dos algoritmos que geram os resultados:
• Metodologias probabilísticas: redes Bayesianas, algoritmo do vizinho mais próximo;
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• Metodologias inspiradas em modelos biológicos: redes neuronais e algoritmos genéticos;
• Outros: modelos baseados em lógica difusa, técnicas de decomposição em valores singula-
res, etc.
Finalmente, durante a fase de conceção do sistema, as escolhas tecnológicas devem ter em
consideração o desempenho do sistema pretendido (o consumo de tempo e de recursos computaci-
onais), assim como o tipo de resultados da recomendação (por ex., uma lista de n recomendações
ordenadas por ordem de relevância (recomendações tipo "Top N")) e a qualidade dos resultados
desejada (por ex., a precisão, frescura e cobertura) [1].
2.1.1 Dados e fontes de informação
Os sistemas de recomendação são sistemas de processamento de informação que procuram
obter ativamente vários tipos de dados de modo a produzirem as suas recomendações. Os dados
são maioritariamente relativos aos itens a sugerir e sobre os utilizadores que irão receber estas
recomendações. Independentemente da quantidade de dados e fontes de informação disponíveis,
a possibilidade destes serem utilizados depende, em última análise, da técnica de recomendação
utilizado [6].
De uma forma geral, existem técnicas de recomendação que utilizam dados muito simples ou
básicos, como as avaliações/classificações dos itens dadas pelos utilizadores. Para além destas,
existem outras técnicas muito mais dependentes do conhecimento que, por exemplo, utilizam
descrições ontológicas dos utilizadores ou dos itens. Assim, os dados comummente utilizados
pelos sistemas de recomendação agrupam-se em três categorias: itens, utilizadores e transações,
isto é, relações entre utilizadores e itens. Para além destes, podem existir outros, dependendo do
tipo de recomendação a ser utilizada.
2.1.1.1 Itens
Os itens são os objetos que são recomendados. Os itens poderão ser caracterizados pela sua
complexidade, o seu valor e a sua utilidade. O valor de um item poderá ser positivo se o item for
útil para o utilizador, ou negativo se o item não for apropriado e o utilizador fizer uma decisão
errada ao selecioná-lo. É de destacar que quando um utilizador está a adquirir um item, existe um
custo associado que é composto pelo custo cognitivo da pesquisa pelo item e o custo monetário
e/ou temporal associado à compra e uso do item.
Comercialmente, os itens poderão ser caracterizados pelo seu valor e complexidade. Existem
itens de baixa complexidade e valor, como notícias, livros, CDs e filmes; até itens com uma elevada
complexidade, como investimentos financeiros, viagens e empregos [9].
2.1.1.2 Utilizadores
Os utilizadores, como já referido anteriormente, poderão ter objetivos e características muito
distintas. Com a finalidade de personalizar as recomendações e a experiência de utilização do
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sistema, os sistemas de recomendação tiram partido de várias informações sobre os utilizadores.
Esta informação poderá ser estruturada de diversas formas e a seleção de qual a informação a
processar depende da técnica de recomendação usada.
Por exemplo, em filtragem colaborativa, os utilizadores são modelados como uma lista simples
que contém as avaliações dadas pelo mesmo utilizador a alguns itens. Num sistema de recomen-
dação demográfico, são utilizados atributos sócio-demográficos como a idade, género, profissão e
educação. Os dados do utilizador são utilizados para construir um perfil do utilizador - este modelo
codifica as preferências e necessidades do utilizador. Existem várias abordagens na modelação dos
utilizadores que vêm a ser utilizadas e, de uma certa forma, um sistema de recomendação poderá
ser visto como uma ferramenta que gera recomendações através da construção e exploração dos
modelos dos utilizadores. Sendo que não é possível criar uma experiência personalizada sem um
modelo do utilizador apropriado, estes modelos detêm sempre de um papel principal no sistema de
recomendação. A título de exemplo, numa abordagem de filtragem colaborativa, existe a possibi-
lidade de serem produzidos perfis de utilizadores em que as preferências são agregadas de acordo
com várias características dos utilizadores, isto é, através de clustering [6].
Os utilizadores também poderão ser descritos pela informação gerada através da recolha de
padrões comportamentais, como a forma como se navega num website, ou através dos padrões
observados nas suas pesquisas. Também poderão ser recolhidas informações, como o nível de
confiança, que quantifica as relações entre os utilizadores relativamente a um utilizador particular.
2.1.1.3 Transações
Genericamente, as transações são referidas como a interação recolhida entre um utilizador e
o sistema de recomendação. As transações são registos de dados que guardam informação im-
portante gerada durante a interação com o sistema de recomendação, que poderão ser úteis para
o algoritmo de geração de recomendações presente no sistema. Por exemplo, um registo de uma
transação poderá conter a referência do item selecionado pelo utilizador e uma descrição do con-
texto (objetivo/pergunta do utilizador) para aquela recomendação em particular. Se possível, esta
transação deverá também incluir um parecer explícito que o utilizador atribuiu, como uma avalia-
ção a um item específico [10].
Na verdade, as avaliações são a forma mais popular de dados presentes nas transações que são
recolhidos pelo sistema de recomendação. Estas avaliações poderão ser recolhidas explicitamente
ou implicitamente. Na recolha explícita, o utilizador é pedido para oferecer o seu parecer sobre
um item dentro e uma escala de avaliação [6]. As avaliações podem ser apresentadas de várias
formas [11]:
• Avaliações numéricas, como o sistema com uma escala de 1 a 5 estrelas presente na loja
virtual Amazon.com.
• Avaliações ordinais, como "concordo plenamente, concordo, neutro, discordo, discordo ple-
namente", onde é pedido ao utilizador para escolher o termo que melhor indica a sua opinião
sobre o item (usualmente através de um questionário).
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• Avaliações binárias que modelizam as escolhas, onde o utilizador é simplesmente solicitado
a decidir se um determinado item é ou não relevante ("bom"ou "mau").
• Avaliações unárias, que podem indicar se um utilizador observou ou comprou um item,
ou se avaliou o item positivamente. Nestes casos, a ausência de avaliação indica que não
temos informação que relacione o utilizador ao item (por exemplo, o utilizador poderá ter
comprado o item noutro sítio).
Relativamente às transações que recolhem avaliações implícitas, o objetivo do sistema passa
por inferir a opinião dos utilizadores baseado nas ações do mesmo. Por exemplo, se um utilizador
procurar pela palavra-chave "Yoga"no Amazon.com, ser-lhe-à apresentada uma lista longa de li-
vros relacionados. Seguidamente, o utilizador poderá selecionar um determinado livro da lista no
intuito de obter mais informações sobre o livro. Neste momento, o sistema poderá inferir que o
utilizador está algo interessado nesse livro [6].
2.1.1.4 Dados sintetizados e dados naturais
No desenvolvimento de sistemas de recomendação pode ser relevante decidir se o estudo deve
ser feito utilizando um conjunto de dados naturais, que não coincidem inteiramente com a fina-
lidade do sistema, ou, se em vez disso, devem ser criados dados sintéticos que contenham as
características-alvo. Apesar dos dados sintetizados oferecerem uma melhor aptidão no teste dos
algoritmos para algumas falhas mais intuitivas, estes são incapazes de modelar a natureza dos
dados gerados em ambientes reais [3].
Em alguns casos, os dados sintetizados poderão ser imprescindíveis durante a fase de de-
senvolvimento, mas são geralmente substituídos por dados naturais obtidos na época inicial do
lançamento do sistema [3].
2.1.2 Técnicas de recomendação
Com o intuito de implementar a sua função principal - a identificação de itens úteis para o
utilizador - o sistema de recomendação tem de prever se um item vale a pena ser recomendado.
Para executar esta função, o sistema tem de ser capaz de antecipar a utilidade de alguns deles,
ou, pelo menos, de ser capaz de comparar a utilidade de alguns itens, e decidir que itens deve
recomendar com base nestas comparações [6].
Assim, existem várias técnicas de recomendação. Burke [12] distingue seis classes distintas
de abordagens:
Filtragem baseada nos conteúdos (Content-based filtering): O sistema aprende a recomen-
dar itens que são semelhantes aos que foram bem classificados no passado. A semelhança entre
os itens é calculada com base nas caraterísticas associadas aos itens comparados. Por exemplo,
se um utilizador avaliou um filme de comédia, o sistema pode aprender a recomendar outros fil-
mes deste género ao mesmo utilizador. Esta metodologia de filtragem é também capaz de gerar
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recomendações com base no conteúdo dos itens alvo da recomendação analisada, isto é, existe a
possibilidade de analisar atributos como o texto, a imagem e o som característico de cada item e
utilizar esta informação nos seus métodos de recomendação [1].
Filtragem colaborativa (Collaborative filtering): A implementação original desta abordagem
passa pela recomendação ao utilizador de itens que outros utilizadores com gostos semelhantes te-
nham avaliado anteriormente. A semelhança entre gostos de um par de utilizadores é calculada
com base na semelhança no histórico de avaliações de ambos. A filtragem colaborativa é con-
siderada a técnica de recomendação mais popular e mais utilizada [6]. As técnicas de filtragem
colaborativa usam uma base de dados das preferências dos itens pelos utilizadores de forma a
prever quais são os itens que um novo utilizador poderá gostar. Tipicamente, na abordagem de
filtragem colaborativa existe uma lista de m utilizadores {u1,u2,u3, ...,um} e uma lista de n itens
{i1, i2, i3, ..., in} e cada utilizador ui tem uma lista de itens Iui , que o utilizador avaliou ou acerca
dos quais as suas preferências foram inferidas através dos seus comportamentos. Como já referido
no subcapítulo 2.1.1.3, estas avaliações podem ser explícitas ou implícitas [10].
Filtragem demográfica (Demographic filtering): Este tipo de sistema recomenda itens base-
ados no perfil demográfico do utilizador. Esta técnica de filtragem parte do princípio que devem
ser geradas recomendações distintas para diferentes nichos demográficos. Muitos websites apre-
sentam algumas soluções simples de personalização baseado na demografia do utilizador. Por
exemplo, muitos deles reencaminham os utilizadores para um portal específico para a sua língua
ou país. Outros passam por sugerir determinados itens de acordo com a idade do utilizador [6].
Filtragem baseada no conhecimento (Knowledge-based filtering): Os sistemas baseados no
conhecimento atribuem itens aos seus utilizadores com base no conhecimento obtido sobre os
utilizadores, itens e/ou nas relações entre estas entidades. Estes sistemas retêm conhecimentos
funcionais que descrevem como é que um item em particular vai de encontro com as necessidades
de um utilizador. A partir desta informação, é então possível gerar inferências sobre a relação
entre as necessidades do utilizador e a possível recomendação criada.
Filtragem baseada na comunidade (Community-based ou Social-based filtering): Este tipo
de sistemas recomendam itens baseados na preferência dos utilizadores com que é relacionado,
isto é, amigos, família - na comunidade que o rodeia, figurativamente. A experiência do dia-a-
dia sugere que as pessoas tendem a confiar mais nas recomendações dos seus amigos do que em
recomendações semelhantes de indivíduos anónimos [13]. Esta observação, combinada com a
popularidade crescente das redes sociais está a gerar algum interesse nos sistemas deste género,
também designados como sistemas de recomendação sociais. Este tipo de sistemas adquire infor-
mação sobre as relações sociais dos utilizadores e as preferências dos amigos do utilizador ativo -
as recomendações são então realizadas com base das recomendações dos amigos do utilizador [6].
Filtragem híbrida (Hybrid filtering): Estes sistemas de recomendação baseiam-se na com-
binação de várias técnicas acima mencionadas. Um sistema híbrido que combine as técnicas A e
B tenta utilizar as vantagens da técnica A de forma a colmatar as desvantagens da técnica B, ou
vice-versa. Por exemplo, a filtragem colaborativa revela problemas na presença de um novo item
no sistema, isto é, não consegue recomendar itens que nunca tenham sido recomendados. Este
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tipo de problema não existe em abordagens de filtragem baseada nos conteúdos, visto que a reco-
mendação é efetuada com base nas descrições (caraterísticas) do item. Assim, é possível combinar
ambas as abordagens e criar um sistema híbrido que minimiza o impacto deste problema [1].
A abordagem a detalhar ao longo deste documento e do projeto será a filtragem colaborativa,
e, nesse intuito, os tópicos alvo de discussão em seguida serão relativos a sistemas desta natureza.
2.1.3 Métodos de recomendação
Os métodos de recomendação são vulgarmente divididos entre metodologias baseadas no uso
direto de dados (memory-based) ou no uso de um modelo gerado através dos dados (model-based).
Os métodos memory-based podem ser definidos como métodos que atuam somente na matriz
de avaliações dadas pelos utilizadores aos itens e que utilizam qualquer avaliação gerada através
do processo de recomendação. Estas metodologias usam métricas de similaridade para obter a
distância (ou semelhança) entre dois utilizadores, ou objetos, baseado nas suas avaliações.
Os métodos model-based utilizam a informação obtida pelo sistema para criar um modelo
que gera as recomendações. Na criação destes modelos é comum utilizarem-se classificadores
Bayesianos, redes neuronais, sistemas de lógica difusa, algoritmos genéticos, ou outros [10].
A Figura 2.1 mostra os métodos, técnicas e algoritmos tradicionais mais relevantes no pro-
cesso de recomendação. Nesta figura é possível identificar as técnicas de filtragem já referidas na
Subsecção 2.1.2 num primeiro nível, que contêm os métodos baseados nos modelos, os métodos
baseados na memória e outros híbridos utilizados para gerar recomendações que são alvo de vali-
dações e avaliações à posteriori. Serão então abordados os modelos memory-based e model-based,
e, em seguida, os níveis seguintes relativos às avaliações das previsões geradas pelos sistemas de
recomendação.
2.1.4 Algoritmos de recomendação de referência
Estes algoritmos de referência (baseline) têm como uso comum para a caraterização geral dos
conjuntos de dados utilizados. Estes métodos ajudam a conhecer algumas características gerais
do dataset em alvo de análise, como a média das avaliações realizadas pelos seus utilizadores. Os
métodos aqui caraterizados são utilizados para obter referências no auxílio à previsão de avalia-
ções.
2.1.4.1 Média global
Este método atribui a todas as previsões o valor médio calculado de todas as avaliações reali-
zadas no conjunto de dados analisado:
Pa,i =
∑u∈U ∑ j∈I ru, j
N
(2.1)
onde Pa,i é a previsão para o item i do utilizador ativo a, sendo ru, j a avaliação do utilizador u ao
item j e N o número total de avaliações realizadas.
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Figura 2.1: Representação dos métodos de recomendação tradicionais e as suas relações [1].
2.1.4.2 Média por utilizador
Neste caso, é feita a atribuição a todas as previsões o valor médio das avaliações que o utiliza-
dor alvo realizou.
Pa,i =
∑ j∈I ra, j
Na
(2.2)
onde Pa,i é a previsão para o item i do utilizador ativo a, sendo ra, j a avaliação do utilizador a ao
item j e Na o número total de avaliações realizadas pelo utilizador a.
2.1.4.3 Média por item
Similarmente à média por utilizador, as previsões são resultantes do cálculo do valor médio
das avaliações que o item alvo recebeu. É então possível criar uma estimação a partir da seguinte
equação:
Pa,i =
∑u∈U ru,i
Ni
(2.3)
onde Pa,i é a previsão para o item i do utilizador ativo a, sendo ru,i a avaliação do utilizador u ao
item i e Ni o número total de avaliações realizadas relativas ao item i.
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2.1.4.4 Referência por utilizador-item
Este método utiliza estimações do desvio das avaliações realizadas pelos utilizadores aos itens
relativamente à média global para o cálculo de uma previsão.
min
a,b ∑
(u,i,r)∈R
(ru,i−µR−au−bi)2 +λ1‖a‖2 +λ2‖b‖2 (2.4)
sendo ru,i a avaliação do utilizador u ao item i, µR a média global das avaliações R, au e bi os
desvios observados para o utilizador u e o item i correspondentemente, a e b a soma dos desvios
de todos os utilizadores e itens, e os parâmetros λ1 e λ2 são constantes de regulação para a afinação
do método [14].
2.1.5 Algoritmos de recomendação memory-based
Os algoritmos memory-based utilizam a totalidade ou uma amostra da base de dados utilizador-
item para gerar uma previsão. Ao identificar o vizinho de um novo utilizador (ou de um utilizador
ativo), é possível produzir uma previsão de um novo item com potencial de corresponder às pre-
ferências deste.
Um algoritmo baseado na vizinhança utiliza os seguintes passos na sua execução: calcula
o fator de similaridade, ou peso wi, j, que quantifica a distância, correlação ou peso entre dois
utilizadores ou itens, i e j, e produz uma previsão para o utilizador ativo através do cálculo da
média ponderada de todas as avaliações do utilizador ou do item. É então necessário encontrar
os k utilizadores ou itens mais semelhantes (os vizinhos mais próximos) depois de computar as
similaridades, e agregar estes de forma a gerar uma listagem ordenada de recomendação dos itens
mais frequentes, por exemplo, no caso de um sistema Top-N [10].
2.1.5.1 Computação das similaridades
A computação de similaridades entre itens ou utilizadores é um passo crítico nos algoritmos
memory-based. Para um algoritmo baseado nos itens, a ideia de computação das similaridades
entre os itens i e j passa por encontrar os utilizadores que tenham avaliado ambos estes itens e
calcular o fator de similaridade wi, j. Num algoritmo baseado nos utilizadores, calcula-se primeiro
o fator de similaridade wu,v entre os utilizadores u e v que tenham avaliado os mesmos itens. Serão
apresentados os fatores de similaridade em seguida de alguns dos vários métodos distintos mais
comuns [10].
Para além dos métodos de cálculo do nível de similaridade apresentados nesta secção, existem
outros, como o índice de Jaccard [15], que não serão abordados neste documento.
2.1.5.1.1 Correlação de Pearson Uma das formas de cálculo passa pela computação da cor-
relação de Pearson. A correlação de Pearson entre os utilizadores u e v é:
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wu,v =
∑i∈I(ru,i− r¯u)(rv,i− r¯v)√
∑i∈I(ru,i− r¯u)2
√
∑i∈I(ru,v− r¯v)2
(2.5)
onde i ∈ I são os itens que ambos os utilizadores u e v avaliaram, ru,i é a avaliação do utilizador u
ao item i e r¯u é a avaliação média dos itens co-avaliados pelo utilizador u [16].
Para algoritmos baseados nos itens, onde u ∈ U são o grupo de utilizadores que avaliaram
ambos os itens i e j, a correlação de Pearson deve ser calculada através:
wi, j =
∑u∈U(ru,i− r¯i)(ru, j− r¯ j)√
∑u∈U(ru,i− r¯i)2
√
∑u∈U(ru, j− r¯ j)2
(2.6)
onde ru,i é a avaliação do utilizador u no item i, e r¯i é a avaliação média do item i feita pelos
utilizadores [16].
Esta metodologia é uma das mais utilizadas na comunidade de investigação relacionada com a
filtragem colaborativa. Existem outras variações desta metodologia, como a correlação de catego-
rização de Spearman e a correlação τ de Kendall que não serão abordadas neste documento [10].
2.1.5.1.2 Vetor Cosseno O nível de semelhança pode ser quantificada a partir da computação
do ângulo formado pelos vetores de avaliações de itens pelos utilizadores.
Se R é a matriz utilizador-item m× n, então a similaridade entre dois itens, i e j, é definida
pelo cosseno do vetor n dimensional correspondente à coluna i e j desta matriz. A similaridade
baseada no vetor cosseno entre os itens i e j é dada por:
wi, j = cos(~i,~j) =
~i•~j
||~i||? ||~j|| (2.7)
onde "•"é o produto escalar entre dois vetores. Para obter a computação de similaridade para n
itens, é possível criar uma matriz de semelhança n×n [16].
Numa situação real, utilizadores distintos poderão utilizar escalas de avaliação diferentes entre
si, fato que este método não contabiliza. Para resolver este problema, utiliza-se o método da
similaridade baseada no cosseno ajustado que se baseia na subtração da média de cada utilizador
de cada par co-avaliado. Este método baseia-se na Equação 2.6 da correlação de Pearson [10].
2.1.5.1.3 Similaridade baseada na probabilidade condicional Uma forma alternativa de com-
putar a similaridade entre um par de itens i e j é o uso de uma medição baseada na probabilidade
condicional da seleção (positiva) de um item dado que outro já foi selecionado. Em particular,
a probabilidade de selecionar j dado que i já foi selecionado, sendo P( j|i) nada mais que o nú-
mero de utilizadores que já selecionaram os dois itens i e j dividido pelo total de utilizadores que
selecionaram i [17].
P( j|i) = Freq(i j)
Freq(i)
(2.8)
onde Freq(x) é o número total de utilizadores que selecionaram os itens do grupo x.
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É então possível calcular a similaridade através da seguinte equação:
wi, j =
Freq(i j)
Freq(i)× (Freq( j))α (2.9)
onde α é um parâmetro binário (que varia entre 0 e 1). É de notar que quando α = 0 o resultado da
similaridade é igual à probabilidade P( j|i), sendo que quando α = 1 o resultado formula-se pela
divisão de P( j|i) pela probabilidade P( j) [17].
2.1.5.2 Computação das previsões e recomendações
Uma das etapas presentes num sistema de filtragem colaborativa é a da geração de previsões ou
recomendações. Num algoritmo baseado em vizinhança, é escolhido um subconjunto de vizinhos
do utilizador ativo, através do cálculo da similaridade visto anteriormente, de forma a ser possível
fazer previsões para o utilizador ativo.
Para gerar uma previsão de uma avaliação para o utilizador ativo a, num certo item i, é possível
obter uma média ponderada de todas as avaliações desse item:
Pa,i = r¯a +
∑u∈U(ru,i− r¯u)×wa,u
∑u∈U |wa,u|
(2.10)
onde r¯a e r¯u são as médias das avaliações para os utilizadores a e u, e wa,u é o peso entre estes
utilizadores a e u. As somas são realizadas sobre todos os utilizadores u ∈U que avaliaram o item
i [10].
Para previsões baseadas em itens, é possível utilizar a média ponderada simples das avaliações
para prever a avaliação Pu,i do utilizador u ao item i:
Pu,i =
∑n∈I ru,nwi,n
∑n∈I |wi,n|
(2.11)
onde as somas cobrem todos os outros itens n ∈ I do utilizador u, sendo wi,n o peso entre os itens
i e n, e ru,n a avaliação do utilizador u ao item n [17].
2.1.5.2.1 Fatorização de matrizes A fatorização de matrizes passa pela estimação da matriz
X :U×I, tal que a matriz objetivo R é aproximada através do uso de duas outras matrizes L : |U |×k
e H : |I|× k:
Rˆ := LHt (2.12)
onde k é a dimensionalidade da aproximação, sendo este um parâmetro importante deste tipo de
modelos. Cada linha lu em L pode ser vista como um vetor de características que descrevem o
utilizador u e, similarmente, cada linha hi de H descreve um item i. Assim, a fórmula da previsão
pode ser escrita como:
rˆu,i = 〈lu,hi〉=
k
∑
f=1
lu, f ·hi, f (2.13)
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Por vezes é utilizada a forma ponderada da fatorização de matrizes, onde é adicionado o termo
bu,i à previsão.
rˆu,i = bu,i + 〈lu,hi〉= bu,i +
k
∑
f=1
lu, f ·hi, f (2.14)
O termo bu,i costuma representar a média global, ou a média por utilizador ou item [18].
Finalmente, existe também um método de fatorização de matrizes ponderado que utiliza o
método de alternação dos mínimos quadrados (alternating mean squares) como método de apren-
dizagem [19].
2.1.6 Algoritmos de recomendação model-based
A conceção e desenvolvimento de modelos (utilizando, por exemplo, machine learning ou
algoritmos de prospeção de dados (data mining) permitem que o sistema aprenda a reconhecer
padrões complexos baseados em dados de treino, e a realizar previsões para tarefas de filtragem
colaborativa, tanto utilizando dados de teste, como dados reais, baseados nos modelos aprendidos.
Os algoritmos baseados em modelos, como os Bayesianos, de clustering, e as redes de dependên-
cia, têm sido investigados para o uso alternativo aos algoritmos baseados na memória.
2.1.6.1 Algoritmos de clustering
Um cluster é uma coleção de dados que são semelhantes entre si dentro desta mesma coleção.
Os objetos dentro de um cluster são diferentes dos objetos de outro cluster.
Os métodos de clustering podem ser classificados em três categorias: métodos de partição, mé-
todos baseados em densidades, e métodos hierárquicos. Um método de partição comum é o das
k-médias, que tem duas vantagens principais: eficiência computacional relativamente baixa face
aos outros métodos explanados e de fácil implementação. Os métodos baseados em densidades
funcionam tipicamente em ambientes com clusters bastante densos, separados por regiões disper-
sas que representam ruído. Os métodos baseados em densidade mais conhecidos são os DBSCAN
e o OPTICS. Os métodos de clustering hierárquicos, como o BIRCH, criam uma decomposição
hierárquica de um conjunto de dados utilizando um determinado critério [10].
Na maior parte das situações, o clustering é um passo intermédio, e os clusters resultantes são
utilizados para uma análise ou processamento posterior, de forma à realização de outras tarefas
com os mesmos. Esta técnica pode ser aplicada de várias formas distintas. A título de exem-
plo, é possível utilizar técnicas de clustering para particionar os dados e, posteriormente, aplicar
um algoritmo de filtragem colaborativa baseado em memória, como o baseado na correlação de
Pearson, para criar previsões dentro de cada cluster [20].
2.1.6.1.1 Algoritmo das k-médias Dado um conjunto de objetos numéricos X e um valor in-
teiro k (≤ n), o algoritmo das k-médias procura por uma partição de X em k clusters que minimize
a soma dos erros quadrados intrínseco a cada grupo.
O processo é definido pelo seguinte problema matemático:
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argmin(P(W,Q)) =
k
∑
l=1
n
∑
i=1
wi,l×d(Xi,Qi) (2.15)
sujeito a
k
∑
l=1
wi,l = 1, 1≤ i≤ n e wi,l ∈ {0,1} , 1≤ i≤ n, 1≤ l ≤ k (2.16)
onde W é uma partição da matriz n× k, Q = {Q1,Q2, ...,Qk} é um conjunto de objetos do mesmo
domínio e d(·, ·) é a distância Euclidiana ao quadrado entre dois objetos [21].
2.1.6.2 Algoritmos de fatores latentes
Os modelos de fatores latentes são técnicas de redução dimensional muito aplicadas à recolha
e tratamento de informação para resolver problemas relativos à sinonímia e polissemia. É vulgar
estas técnicas utilizarem a decomposição em valores singulares (SVD) como algoritmo de redução
dimensional [22].
2.1.6.2.1 Decomposição em valores singulares A decomposição em valores singulares é uma
técnica de fatorização de matrizes muito comum para produzir aproximações de baixo grau. Dada
uma matriz A com m×n dimensões de grau r, o valor singular da sua decomposição é dado por:
SV D(A) =U×S×V T (2.17)
onde U , S e V têm as dimensões m×m, m× n e n× n, respetivamente. U e V são os vetores
singulares esquerdo e direito. A diagonal da matriz S contém os r valores singulares.
A partir deste resultado, é possível gerar uma aproximação linear à matriz A que retenha
somente k < r valores singulares. O processo de redução passa por somente manter os k primeiros
valores singulares na reconstrução da matriz, formando Sk. Assim, é formada a matriz Ak = Uk×
Sk×V Tk , onde Uk e Vk resultam da remoção das (r−k) colunas das matrizes U e V respetivamente.
A decomposição em valores singulares produz um conjunto de valores e vetores próprios não
correlacionados. Assim, na filtragem colaborativa, cada utilizador e item é representado pelo seu
vetor próprio correspondente [22].
Após a decomposição da matriz de avaliações R nos seus componentes matriciais (Uk, Sk e Vk),
a previsão pode ser gerada através da computação do cálculo das similaridades do vetor cosseno
entre m pseudo-utilizadores (isto é, utilizadores fictícios) Uk ·
√
Sk
T e os n pseudo-itens
√
Sk ·V Tk .
Assim, a previsão Pu,i é calculada através:
Pu,i = r¯u +Uk ·
√
Sk
T
(u) ·
√
Sk ·V Tk (i) (2.18)
onde r¯u é a média das avaliações do utilizador u [22].
A partir deste método, surgiram versões distintas, como o Assymetric-SVD e o SVD++ que
oferecem uma melhoria na precisão das previsões geradas [23].
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Existem também outros métodos derivados, como os modelos de fatorização assimétricos sig-
móides onde a representação dos itens é feita através dos utilizadores que os avaliaram, e vice-
versa [24].
2.1.7 Avaliação de sistemas de recomendação
Um sistema de recomendação deve ser avaliado, de forma a garantir o seu bom funcionamento.
A avaliação é importante ser efetuada em diversos estados do ciclo de vida destes sistemas. Du-
rante o seu desenvolvimento é necessário verificar se foi selecionada a melhor abordagem para a
geração das recomendações. Durante o desenvolvimento devem ser implementadas medidas de
avaliação offline. A avaliação offline consiste na comparação do desempenho de vários algoritmos
relativamente aos mesmos conjuntos de dados. Este tipo de avaliação é costume realizar-se uti-
lizando bases de dados públicas, ou em dados colecionados de outras fontes [6], nomeadamente
através dos dados históricos da organização que utilizará o sistema nos seus produtos.
A mensuração do desempenho do sistema também é importante depois deste estar a ser utili-
zado. Os algoritmos poderão ser muito precisos, por exemplo, na previsão das avaliações dos uti-
lizadores, mas, por alguma outra razão o sistema poderá não ser muito bem aceite pelos mesmos,
por exemplo, porque o desempenho do sistema não coincide com o esperado. Nestas ocasiões, é
mais vantajoso realizar uma avaliação online com utilizadores reais do sistema e analisar os regis-
tos do sistema de forma a melhorar o desempenho do mesmo. Idealmente, devem ser realizadas
ambas as avaliações: a primeira para o desenvolvimento dos modelos e a segunda para verificar
o impacto real no sistema. Adicionalmente, a maior parte dos algoritmos incluem parâmetros
variáveis, como o número de vizinhos, que poderão requerer ajustes e calibrações constantes [6].
Outro tipo de avaliação é um estudo ao uso que poderá ser realizado quando uma avaliação
online não é fazível ou é muito arriscada. Neste tipo de avaliação é planeada uma experiência con-
trolada onde é pedido a um grupo pequeno de utilizadores que realizem tarefas em várias versões
distintas do sistema, ou seja, é realizado um teste A/B. É então possível analisar o desempenho
dos utilizadores e distribuir questionários de forma a que os utilizadores possam reportar a sua ex-
periência, ou até mesmo avaliar o desempenho do sistema em ambiente de produção, sem que os
utilizadores se apercebam do mesmo. Assim, é possível colecionar tanto informação quantitativa
como qualitativa sobre os sistemas em análise [6].
2.1.7.1 Particionamento dos dados
Tipicamente, dada uma matriz de avaliações R, a avaliação dos sistemas de recomendação
passa por primeiro particionar os utilizadores em R em dois subconjuntos: Utreino e Uteste. As linhas
de R que correspondem aos utilizadores de treino Utreino são utilizadas para treinar o modelo de
recomendação [15]. No caso da avaliação offline, o subconjunto de teste contém alguns elementos
que se encontram escondidos. Na Figura 2.2 é possível visualizar o procedimento de uma avaliação
offline.
Existem várias abordagens para o particionamento de U :
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• Divisão: Pode-se atribuir aleatoriamente uma proporção predefinida de utilizadores ao sub-
conjunto de treino e os restantes para o subconjunto de testes;
• Inicialização de amostragem: Aqui, é criada uma amostragem com reposição do subcon-
junto Uteste para criar o subconjunto de treino e, de seguida, recorre-se ao uso dos utili-
zadores não contidos neste último como subconjunto de teste. A vantagem deste método
relativamente ao primeiro prende-se na possibilidade de ser possível criar subconjuntos de
treino maiores provenientes de poucos dados, mantendo ainda uma quantidade de utilizado-
res suficiente para serem submetidos a testes.
• Validação cruzada k-fold: Neste caso, divide-se o conjunto U em k subconjuntos (chama-
dos folds) aproximadamente do mesmo tamanho. É então feita a avaliação k vezes, sempre
utilizando um fold para o teste e os restantes para treino. A partir dos k resultados gerados
é possível calcular os seus valores médios. Esta abordagem garante que cada utilizador está
contido, pelo menos uma vez, no subconjunto de teste.
Figura 2.2: Esquema do funcionamento de uma avaliação offline [2].
É possível classificar as métricas de precisão das recomendações em três classes: métricas de
precisão preditiva, métricas de precisão de classificação, e métricas de precisão de categoriza-
ção [3].
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2.1.7.2 Métricas de precisão preditiva
As métricas de precisão preditiva medem o quão perto a previsão que o sistema de recomen-
dação criou está perto da avaliação real dada pelo utilizador a um item.
2.1.7.2.1 Erro absoluto médio e métricas relacionadas O erro absoluto médio mede o desvio
médio absoluto entre uma avaliação prevista relativamente à avaliação real realizada pelo utiliza-
dor.
|E|= ∑
N
i=1 |pi− ri|
N
(2.19)
onde pi e ri é a previsão e avaliação real relativa ao item i.
Além de medir a precisão das previsões, existem outras duas vantagens do erro absoluto médio:
a computação do cálculo é simples e fácil de entender e esta medida tem propriedades estatísticas
que permitem uma boa comparação entre os erros de dois sistemas distintos [25].
Existem outras três medidas relacionadas com o erro absoluto médio: o erro quadrático mé-
dio, a raíz do erro quadrático médio, e o erro absoluto médio normalizado. As duas primeiras
variantes colocam o erro ao quadrado antes de realizar o somatório. O resultado dá assim um
maior ênfase em erros de grande dimensão. A terceira medida normaliza o erro relativamente à
gama de valores da avaliação de forma a possibilitar a comparação entre sistemas de previsão que
utilizem conjuntos de dados diferentes [3].
2.1.7.3 Métricas de precisão de classificação
As métricas de classificação medem a frequência com que o sistema de recomendação efetua
decisões corretas e incorretas sobre a utilidade de um item para um utilizador.
Estas métricas quando aplicadas sobre dados reais em experiências offline poderão originar
alguns desafios devido à esparsidade dos dados. Este problema ocorre, por exemplo, quando um
sistema de filtragem colaborativa gera uma lista dos melhores itens recomendados. Na geração
desta lista, é possível encontrar recomendações que ainda não foram avaliadas. A forma como
estes itens são tratados pelo sistema poderá levar a determinados desvios. Nestes casos são usadas
variações para classificações como precisão@N (precision@N) e sensibilidade@N (recall@N).
Outra abordagem à análise utilizando dados esparsos passa pela assunção de que os itens ainda
não avaliados têm, por defeito, uma avaliação definida, comummente negativa. O problema desta
abordagem é que uma avaliação por defeito pode ser bastante diferente da avaliação verdadeira
(não-observável) para um dado item.
Existe uma terceira abordagem que se baseia na computação de quantos dos itens melhor ava-
liados são encontrados pelo sistema de recomendação. De uma forma geral, este método permite
a mensuração do quão está o sistema a identificar os itens que o utilizador deverá já conhecer. Este
tipo de análise poderá resultar em algoritmos de filtragem colaborativa tendenciosos para o óbvio,
que não expõem corretamente itens novos [3].
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As métricas de precisão de classificação não tentam medir diretamente a habilidade de um
algoritmos de prever bem as avaliações. Os desvios das avaliações reais são tolerados, desde que
não levem a erros de classificação.
2.1.7.3.1 Precisão e sensibilidade A precisão e a sensibilidade são computadas de uma "tabela
de confusão", como a exposta na Tabela 2.1. O conjunto de itens deve ser separado em duas classes
- relevante e irrelevante - isto significa que se o sistema de avaliação não for já binário, é necessário
transformá-lo em binário. Para a precisão e a sensibilidade é também necessário separar o conjunto
de itens em dois grupos dependendo se o utilizador os selecionou/avaliou [3].
Tabela 2.1: Categorização dos itens dada uma necessidade.
Selecionado Não Selecionado Total
Relevante Nrs Nrn Nr
Irrelevante Nis Nin Ni
Total Ns Nn N
A precisão é definida pelo rácio entre os itens relevantes selecionados e o número total de
itens selecionados. A precisão representa a probabilidade de que um item selecionado possa ser
relevante.
P =
Nrs
Ns
(2.20)
A sensibilidade é definida pelo rácio entre os itens relevantes selecionados e o número total
de itens relevantes. A sensibilidade representa a probabilidade a que um item relevante possa ser
selecionado.
R =
Nrs
Nr
(2.21)
A definição de relevância é inerentemente subjetiva e relacionada com a possibilidade de um
item ir de encontro com as necessidades do utilizador. Assim, a sensibilidade, na sua forma mais
pura, é quase sempre impraticável de se medir num sistema de recomendação pois requer que seja
possível decidir se cada item é relevante: isto passava por questionar os utilizadores se os itens
lhes eram relevantes ou não [3].
Existem várias aproximações à relevância que foram desenvolvidas e utilizadas para avaliar
os sistemas de recomendação. Uma das abordagens passa pela análise dos algoritmos através
da divisão dos dados num grupo de treino e num grupo de teste. É então treinado o algoritmo de
recomendação recorrendo ao uso do grupo de treino e é previsto o top N de itens cuja probabilidade
do utilizador encontrar valor nestes seja a maior, onde N é um valor finito. É assim calculada a
sensibilidade como a percentagem de itens relevantes conhecidos do grupo de teste que aparecem
no top N dos itens previstos (conhecido por recall@N). A precisão pode também ser calculada de
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uma forma semelhante, onde os itens relevantes são selecionados de um grupo pequeno de itens
avaliados e os itens previstos são selecionados de um grupo muito maior de itens [3].
A partir destas métricas individuais, é possível computar uma curva precisão-sensibilidade
p(r) de uma lista de itens. Através desta curva p(r) é possível calcular a precisão média (área
abaixo da curva):
AveP =
n
∑
k=1
P(k)∆r(k) (2.22)
onde k e n são a avaliação e o número na sequência dos itens classificados ordenadamente reco-
lhidos, respetivamente, P(k) é a precisão ao valor de corte k da lista e ∆r(k) é o valor da variação
da sensibilidade dos itens k−1 até k.
2.1.7.3.2 Média da precisão média (MAP) A partir da precisão média é possível calcular a
média da precisão média (mean average precision), sendo a média das precisões médias de todos
os utilizadores:
MAP =
∑u∈U AvePu
Nu
(2.23)
onde Nu é o número total de utilizadores na análise [25].
2.1.7.3.3 Curvas COR As métricas baseadas nas curvas da característica de operação do re-
cetor (ROC curves) surgem como uma alternativa à precisão e sensibilidade.
O modelo COR tenta medir até que ponto um filtro de informação consegue distinguir um
sinal (relevância) do ruído. O modelo COR assume que o sistema de informação será capaz de
atribuir um nível de relevância a todos os potenciais itens. Dada esta assunção, é possível observar
duas distribuições distintas, presentes na Figura 2.3.
Figura 2.3: Uma possível representação das funções de densidade para os itens relevantes e os
irrelevantes [3].
Em sistemas capazes de retornar listas ordenadas pela classificação dos itens, como regra geral,
o utilizador visualiza os itens recomendados de cima para baixo, até encontrar o que procura, seja
alcançado um limite ou o número de resultados pré-determinados seja alcançado. O modelo COR
assume que existe um valor de filtragem zc no qual todos os itens que o sistema avalie acima do
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mesmo sejam apresentados ao utilizador. Em contrapartida, os itens abaixo do valor de filtragem
não são visualizados pelo utilizador. Como mostrado na Figura 2.3, a cada valor diferente de
zc estará presente um valor diferente de sensibilidade (percentagem de bons itens apresentados,
ou a área da relevância à direita da linha de zc) e de decadência (percentagem de maus itens
apresentados, ou a área da irrevelância à à direita de zc). A curva COR representa um gráfico da
sensibilidade versus decadência, onde os pontos na curva correspondem valores diferentes de zc.
É apresentado um exemplo de uma curva COR na Figura 2.4 [3].
Figura 2.4: Um exemplo de uma curva COR [3].
Regra geral é importante conhecer o valor da área abaixo da curva COR (AUC) sendo que a
partir desta métrica é possível saber o quão bem um método consegue classificar um conjunto de
itens. O valor ótimo assume-se como "1", sendo que qualquer classificação aleatória deve assumir
um valor AUC > 0.5.
2.1.7.3.4 Desconto do ganho cumulativo normalizado (NDCG) O desconto ganho cumula-
tivo é geralmente utilizado para medir a utilidade, ou ganho, de um item baseado na sua posição
na lista de resultados.
O ganho cumulativo (CG) numa dada classificação na posição p pode ser calculado da seguinte
forma:
CGp =
p
∑
i=1
reli (2.24)
sendo reli a relevância classificada do resultado na posição i.
2.1 Sistemas de recomendação 25
O ganho cumulativo não tem em consideração a posição do resultado em relação à utilidade
de um conjunto de resultados. Assim, foi necessário formular o desconto do ganho cumulativo. A
premissa desta métrica parte do princípio que itens altamente relevantes que se localizam abaixo
do esperado numa lista de resultados devem ser penalizados, visto que o valor da relevância clas-
sificada é reduzido proporcionalmente à posição do resultado.
Assim, o desconto do ganho cumulativo de uma classificação na posição p é definida por:
DCGp =
p
∑
i=1
2reli−1
log2(i+1)
(2.25)
De forma a que o valor não varie consoante o tamanho da lista, surgiu a versão normalizada
desta métrica.
NDCGp =
DCGp
IDCGp
(2.26)
onde IDCGp máximo possível (valor ideal) de DCG até à posição p.
2.1.7.3.5 Classificação média de reciprocidade (MRR) Classificação média de reciprocidade
(MRR) é uma medida estatística para avaliar qualquer processo que produza uma lista de possí-
veis respostas a uma amostra de perguntas sobre dados. A classificação de reciprocidade de uma
resposta a uma pergunta é o multiplicativo inverso da classificação da primeira resposta correta.
Assim:
MRR =
1
|Q|
|Q|
∑
i=1
1
ranki
(2.27)
onde Q são as perguntas.
2.1.7.4 Métricas de precisão de ordenação
As métricas de precisão de categorização medem a habilidade de um algoritmo de recomen-
dação de produzir uma ordem de itens recomendados que corresponda à ordem que o utilizador
teria feito dos mesmos itens. Ao contrário das medidas de precisão de classificação, as medidas
de precisão de categorização são apropriadas para avaliar algoritmos onde as avaliações dos itens
por parte dos utilizadores não são binárias [3].
2.1.7.4.1 Métrica da semi-vida da utilidade A métrica de semi-vida da utilidade tenta avaliar
a utilidade de uma lista classificada para o utilizador. A utilidade é definida como a diferença
entre a avaliação do utilizador para um item e a avaliação por defeito desse item. O valor por
defeito costuma ser neutro ou ligeiramente negativo. A verosimilhança de um utilizador ver cada
item sucessivo é descrita como uma função exponencial negativa, onde a velocidade do declínio é
descrita por um parâmetro de semi-vida. A utilidade esperada Ru é calculada da seguinte forma [3]:
Ru =∑
j
max(ru, j−d,0)
2( j−1)(α−1)
(2.28)
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onde ru, j representa a avaliação do utilizador u ao item j na lista classificada, d é a avaliação por
defeito, e α é o parâmetro de semi-vida. O valor do parâmetro de semi-vida é igual ao valor da
avaliação do item na lista em que existe uma probabilidade de 50% do utilizador vê-lo [3].
A pontuação geral para um conjunto de dados relativamente a todos os utilizadores (R) é
definida por:
R = 100
∑u Ru
∑u Rmaxu
(2.29)
onde Rmaxu é o valor máximo possível de utilidade alcançável se o sistema avaliou os itens exata-
mente como o utilizador os avaliaria [3].
2.2 Plataformas de monitorização e de recomendação
Como já foi retratado, monitorizar os sistemas de recomendação permite a avaliação e estudo
do comportamento dos modelos de recomendação. Será feita uma análise de alguns sistemas e
plataformas de monitorização encontrados e o levantamento de algumas ferramentas de utiliza-
ção possível no projeto. Existiu alguma dificuldade em encontrar soluções de monitorização e
avaliação genéricas.
2.2.1 Monitorização de uma rede social de música
C. Felix et al [26] documenta a criação de um sistema de monitorização baseado em business
intelligence e em ferramentas de processamento analítico online (OLAP), utilizando o projeto em
código aberto Pentaho, onde é utilizada a rede social Palco Principal, uma rede social de música,
como caso de estudo. O sistema de recomendação da rede social recomenda músicas aos seus
utilizadores primeiramente baseado no género musical que estes preferem, adicionado no ato do
registo na plataforma. Durante o uso do website, o utilizador pode avaliar as músicas que lhe
são apresentadas adicionando-as à sua lista negra ou à sua biblioteca; baseado neste feedback, o
sistema de recomendação é capaz de gerar novas recomendações para este utilizador.
Assim, foi criada uma ferramenta de monitorização de forma a garantir que o sistema está a
gerar as suas recomendações de acordo com o esperado.
Com este sistema é possível analisar alguns comportamentos dos utilizadores: a diferença
entre ações positivas e negativas, tendo em consideração a data em que foram feitas, a que altura
do dia são feitas as recomendações e quais são as ações tomadas pelos utilizadores nestas, que sexo
tende a realizar mais ações positivas ou negativas e a distribuição geográfica destes utilizadores.
É também possível saber se a classificação do item na recomendação afeta a verosimilhança
de ser aceite pelos utilizadores. A partir destes dados é possível ao administrador efetuar acertos
no sistema de recomendação.
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2.2.2 OpenML
O OpenML é uma plataforma online de machine learning onde é possível criar experiências,
recolhendo automaticamente os dados gerados por estas, possibilitando a partilha e colaboração
entre os seus utilizadores. Com o OpenML é possível aplicar a grandes conjuntos de dados (da-
tasets) tarefas, como, por exemplo, de classificação que incluem procedimentos de estimação do
desempenho e medidas de avaliação. O website do OpenML permite um fácil acesso aos dados e
algoritmos utilizados, cria visualizações sobre os dados utilizados e resultados gerados e permite
a discussão sobre a experiência online [27].
2.2.3 Frameworks de recomendação
A partir do vasto trabalho de desenvolvimento e pesquisa feito no campo dos sistemas de reco-
mendação surgiram vários frameworks de recomendação, incluindo o Apache Mahout, o LensKit e
o MyMediaLite. Apesar destas frameworks conterem aproximadamente os mesmos algoritmos de
recomendação, existem diferenças no que toca à sua implementação, gestão de dados e métodos
de avaliação [28].
2.2.3.1 Apache Mahout
O Apache Mahout é uma framework escrita em Java. Dispõe de um grande número de algo-
ritmos de recomendação, tanto para computação distribuída (MapReduce) como não-distribuída.
Existem vários algoritmos de avaliação capazes de calcular, por exemplo, a precisão e a sensibi-
lidade, entre outras. De uma forma geral, a framework não possui qualquer tipo de configurações
para efetuar validações cruzadas e, em seu lugar é possível especificar uma percentagem dos utili-
zadores que (aleatoriamente) serão alvo de análise.
2.2.3.2 LensKit
O LensKit foi também desenvolvido em Java e oferece um conjunto básico de algoritmos de
filtragem colaborativa. O LensKit contém vários algoritmos de recomendação que são capazes
de efetuar validações cruzadas e de reportar os resultados de análises utilizando um conjunto de
métricas, que inclui a do erro quadrático médio, entre outras, não existindo no entanto métricas de
precisão e sensibilidade nesta ferramenta.
2.2.3.3 MyMediaLite
O MyMediaLite foi implementado em C# que permite o suporte multi-plataforma pois é pos-
sível utilizá-lo com o Mono. A diferença principal do MyMediaLite relativamente às outras duas
frameworks é o fato de que este último trata das avaliações e previsões dos itens como proble-
mas distintos. Com o MyMediaLite é possível guardar e recarregar modelos de recomendação, e,
adicionalmente, atualizá-los em tempo real.
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2.2.3.4 LibRec
O LibRec é uma biblioteca implementada em Java que consiste em três módulos principais:
interfaces genéricas, estruturas de dados e algoritmos de recomendação. Os algoritmos implemen-
tados nesta biblioteca utiliza algoritmos bastante atuais e dividem-se em algoritmos de previsão
de avaliações e algoritmos de classificação de itens.
Tabela 2.2: Comparação entre algumas frameworks encontradas
Mahout MyMediaLite LensKit LibRec
Data de lançamento inicial 04/2007 10/2010 03/2011 2014
Data da última versão 05/2015 12/2015 11/2015 06/2015
Última versão 0.10.1 3.11 2.2.1 1.3.2
Licença Apache GPL GPL GPL
Linguagem de programação Java C# Java Java
Plataforma JVM .NET JVM JVM
Atualizações online Sim Sim Não Não
Diversidade de algoritmos Clássico Estado da arte Clássico Estado da arte
Computação distribuída Parcial Não Não Não
2.2.3.5 Comparação entre as frameworks
Em primeiro lugar, o LibRec não foi analisado nesta fase devido à ausência de métricas de
desempenho embutidas na ferramenta, que se achou um fator de interesse para o desenvolvimento
do protótipo do projeto. Relativamente às restantes três referidas anteriormente, graças ao trabalho
desenvolvido por Alan Said et al. [28], foi possível concluir que o desempenho do MyMediaLite
é, de uma forma geral, superior. Neste estudo foi possível concluir que os métodos incluídos no
MyMediaLite são computacionalmente mais dispendiosos, mas com melhor precisão que os das
outras frameworks analisadas. Assim, o trabalho desenvolvido e documentado no restante docu-
mento terá em conta esta análise e o desenho da aplicação terá o MyMediaLite como framework
de referência, e, consequentemente, como ponte de partida.
Capítulo 3
Desenho da solução
Neste capítulo será abordado o processo de projeção e criação da ferramenta desenvolvida ao
longo da dissertação: o AToMRS. Nas próximas secções será apresentada uma breve introdução
ao objetivo e enquadramento da criação da ferramenta, uma listagem dos requisitos levantados na
fase inicial do projeto, a arquitetura do sistema com incidência na transferência dos dados entre
os vários módulos integrantes, o modelo de dados projetado que dá suporte à ferramenta e alguns
mockups do funcionamento do sistema.
3.1 Introdução ao AToMRS
O AToMRS, ou, por extenso, A Tool to Monitor the Performance of Recommender Systems,
surgiu da necessidade do desenvolvimento de uma aplicação capaz de monitorizar, avaliar e com-
parar o desempenho de diferentes algoritmos de recomendação por filtragem colaborativa quando
submetidos a datasets distintos até ao nível "atómico", isto é, até ao par utilizador-itens.
A cada conjunto de pares utilizador-item submetidos a uma experiência dá-se a denominação
de batch. Um batch contém os resultados, numa experiência offline, dos folds gerados no pro-
cesso de validação cruzada, ou, numa experiência online, de um conjunto de dados gerado num
determinado intervalo de tempo.
3.2 Requisitos
Durante a fase de projeção do sistema, foram levantados alguns requisitos importantes na
definição da utilidade da ferramenta. Assim, foi possível identificar dois grupos de requisitos de
natureza distinta: os requisitos funcionais e os requisitos não-funcionais do sistema.
3.2.1 Requisitos funcionais
Fu-1: O sistema deve ser capaz de criar uma nova experiência de avaliação.
29
30 Desenho da solução
A criação de uma nova experiência implica a seleção do tipo de experiência, do dataset (uti-
lizar um já existente ou carregar e processar um novo), dos algoritmos a utilizar e respetivos
parâmetros e do esquema de avaliação (cross validation ou split validation).
Fu-2: O sistema deve ser capaz de apresentar uma lista das experiências passadas.
Na página principal do sistema deverá ser apresentada, ordenado por uma métrica qualquer
(cronologicamente, por dataset, ou outras), todas as experiências passadas.
Fu-3: Deve ser possível consultar os detalhes das experiências passadas no historial.
Nos detalhes das experiências deverá ter-se em consideração os dados utilizados, os resulta-
dos globais obtidos e a possibilidade de analisar os resultados ao nível de cada item/utilizador.
Devem também ser destacados os utilizadores com caraterísticas mais relevantes e apresentar a
comparação do desempenho de diversos algoritmos distintos (se se aplicar).
Fu-3.1: O sistema tem de ser capaz de efetuar experiências do tipo "rating prediction".
Neste tipo de experiências deve ser possível comparar a avaliação prevista com a avaliação real
realizada para um item i pelo utilizador u. Assim, devem existir formas de comparar as métricas
individualmente por cada par u-i e realizar médias destas de forma a gerar comparações entre
batches e os algoritmos utilizados.
Fu-3.2: O sistema tem de ser capaz de efetuar experiências do tipo "item recommenda-
tion".
Nas experiências do tipo "item recommendation" deve ser possível comparar a lista de itens
prevista a recomendar ao utilizador u com a lista de itens escolhidos pelo utilizador. Assim, devem
existir formas de comparar as métricas individualmente entre as listas geradas de cada utilizador
e, daí, realizar médias de forma a gerar comparações entre batches e os algoritmos utilizados.
Fu-4: Na análise de resultados devem existir auxílios visuais para o apoio à monitoriza-
ção.
Deve-se ter em consideração o uso de gráficos e tabelas com esquemas de cores adequados de
forma a facilitar a análise dos dados resultantes das experiências efetuadas. É de importância a
apresentação dos resultados intermédios das experiências, sendo possível analisar os utilizadores
e itens individualmente, salientando os casos mais relevantes.
Fu-5: O sistema deve ser capaz de guardar os dados obtidos das experiências passadas
como logs na base de dados.
Os resultados obtidos pelas experiências deverão ser guardados numa base de dados relacional
ou exportados ordenadamente com ficheiro de texto simples com uma estrutura específica (JSON).
Fu-6: O sistema deve ser capaz de validar se as experiências foram realizadas com su-
cesso.
É importante validar o processo de execução da experiência. Devem existir notificações de
erro ou alerta quando existe uma falha ao longo da execução da experiência.
Fu-7: O sistema deve estar preparado para analisar experiências temporalmente.
A plataforma deve estar desenhada de forma a que, no futuro, seja possível realizar avaliações
online sem que haja a necessidade de remodelar a sua arquitetura significativamente.
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3.2.2 Requisitos não-funcionais
Ao contrário dos requisitos funcionais, que se focam nos detalhes e qualidades que o sistema
deve possuir, os requisitos não funcionais tratados neste tópico destinam-se a servir de suporte a
esse mesmo sistema. Assim, as medidas de programação e documentação em torno do produto
final são aqui abordadas.
NF-1: A programação utilizada deverá obedecer a regras de formatação específicas para
uma interpretação mais ágil do código.
O código deverá ser estruturado utilizando as convenções mais utilizadas e o ter um bom uso
de comentários para facilitar a consulta e edição do sistema por terceiros.
NF-2: A interface do sistema deverá ser intuitiva e minimalista.
Sendo o sistema destinado para utilização intensiva, deve ser evitado o uso de elementos grá-
ficos muito vibrantes de forma a reduzir a fadiga na sua utilização.
NF-3: Deverá existir um guia de utilização do sistema.
A presença de um auxílio para a utilização do sistema (incorporado no sistema como um “Get-
ting started” ou um documento extrínseco ao sistema) é importante de forma a orientar potenciais
novos utilizadores.
NF-4: O código-fonte deve estar disponível num repositório. O resultado de todo o trabalho
realizado no contexto do projeto deve estar disponível para consulta e edição num repositório
online, como o GitHub.
3.3 Arquitetura
Após o levantamento do estado da arte relativo às ferramentas e frameworks de sistemas de re-
comendação, optou-se por seguir uma abordagem de reaproveitamento das potencialidades destas,
utilizando os algoritmos e avaliações já implementadas.
Assim, é possível definir dois módulos principais do sistema: a framework de recomendação
escolhida e a aplicação, sendo a sua interação apoiada por um sistema de gestão de bases de dados
apropriado. A estrutura do sistema pode ser visualizada na Figura 3.1.
Na framework, para além dos métodos de criação das experiências (onde estão disponíveis
vários algoritmos), estão presentes vários métodos para a geração dos resultados das experiências
que são alvo de análise ao nível da aplicação.
Na criação de um novo pedido de uma experiência na aplicação, é indicado o dataset que
se encontra guardado numa localização do servidor e é despoletada a experiência na framework.
Os dados gerados da experiência são guardados numa base de dados à medida que são gerados.
Após estar concluída, é então possível recolher os dados gerados da base de dados e apresentá-
los na interface do cliente, tanto as informações gerais da experiência (como a data de criação e
conclusão), como a visualização dos resultados (globais e locais) da experiência. Para garantir
que não existem disparidades nos resultados obtidos entre as diferentes métricas apresentadas nos
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vários níveis de granularidade da aplicação, optou-se por se utilizar os mesmos métodos de cálculo
presentes na framework de recomendação.
Figura 3.1: Arquitetura geral do sistema projetado.
Foi então planeada a arquitetura da aplicação web tendo em conta a usabilidade e organização
de páginas necessária, como sumariado pela Figura 3.2.
A página principal da aplicação que contém informações gerais do projeto é substituída por
um breve dashboard que apresenta as últimas experiências a terem sido executadas pelo sistema
quando o utilizador se autentica com sucesso na aplicação. São também disponibilizadas as op-
ções de criar uma nova experiência ou consultar as já existentes. Se este tencionar aceder às
informações detalhadas de uma determinada experiência, ser-lhe-ão apresentadas as métricas glo-
bais da análise executada na experiência. Terá também a listagem dos algoritmos utilizados nesta
experiência, podendo então visualizar as métricas locais de cada um ao nível máximo de granula-
ridade (por exemplo, no caso de "rating prediction", ao nível par utilizador-item), ao nível de cada
utilizador por batch, ao nível dos itens por batch ou ao nível dos batches.
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Figura 3.2: Organização conceptual da aplicação web.
3.4 Modelo de dados
Como resposta às necessidades levantadas pelos requisitos do sistema, projetou-se um modelo
de dados capaz de suportar ambos os tipos de experiências possíveis.
Desenvolveram-se três tabelas de dados, a serem preenchidas pela informação gerada na exe-
cução das experiências: uma tabela que guarda as informações gerais da experiência (Experi-
ments), e duas tabelas referentes aos tipos distintos de experiências possíveis (UItem_Rating para
"Rating Prediction" e UItem_Recom para "Item Recomendation").
Tendo em conta a natureza dos dados gerados pela framework, especialmente para o caso das
experiências do tipo "Item Recommendation", optou-se pelo uso de um sistema de gestão de bases
de dados não-relacional, no intuito de simplificar a estrutura de dados necessária para suportar os
resultados das experiências gerados.
De uma forma formal, a entidade "Experiments" guarda, na realidade, os dados globais ge-
rados por cada algoritmo abordado na experiência. Os algoritmos encontram-se implicitamente
representados como parte do identificador que faz parte da constituição da chave primária da en-
tidade apresentada. Assim, achou-se relevante guardar as datas de início e fim da execução de
cada algoritmo, a sua designação, o nome do dataset utilizado, os seus parâmetros de execução e
resultados globais gerados.
Como já foi referido, tendo em conta a natureza distinta dos dados gerados nos dois tipos de
experiências diferentes, optou-se pela criação de duas tabelas que partilham as referências à tabela
"Experiments", o identificador do batch analisado e o identificador do utilizador ativo da análise.
Assim, a tabela UItem_Rating contém o identificador do item analisado, a avaliação real dada pelo
utilizador ao item e a avaliação prevista pelo algoritmo. Por outro lado, a tabela UItem_Recom
deve guardar duas listas de itens: os escolhidos pelo o utilizador e os que o sistema prevê serem
do interesse deste.
Estas entidades encontram-se representadas na Figura 3.3.
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Figura 3.3: Modelo de dados projetado e utilizado no protótipo.
3.5 Mockups da solução
Posteriormente à definição da arquitetura e estrutura de dados a utilizar-se ao longo do projeto,
foi realizado o desenvolvimento iterativo de alguns mockups da interface do AToMRS de forma
a idealizar o funcionamento e aperfeiçoar os conceitos de apresentação das funcionalidades do
sistema.
São apresentados então os mockups da criação de uma nova experiência (Figura 3.4), da lista-
gem das experiências (Figura 3.5), da consulta de uma experiência (Figura 3.6) e da consulta de
um algoritmo (Figura 3.7).
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Na Figura 3.4 é possível averiguar que são cumpridos os requisitos Fu-1, Fu-3.1 e Fu-3.2.
Através da análise da Figura 3.5, valida-se o cumprimento dos requisitos Fu-3, Fu-5 e Fu-6. As
Figuras 3.6 e 3.7 mostram o cumprimento do requisito Fu-4, juntamente com a revalidação dos
requisitos Fu-3.1 e Fu-3.2.
Figura 3.4: Mockup da criação de uma nova experiência.
Figura 3.5: Mockup da listagem das experiências.
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Figura 3.6: Mockup da consulta de uma experiência.
Figura 3.7: Mockup da consulta de um algoritmo.
Capítulo 4
Protótipo
Seguidamente ao planeamento e desenho da ferramenta, seguiu-se o desenvolvimento de um
protótipo funcional do sistema.
Neste capítulo é feita uma abordagem às tecnologias utilizadas na implementação do projeto,
os métodos de recomendação usados da framework utilizada, as técnicas de visualização apresen-
tadas no protótipo, exemplos de uso do protótipo e uma breve discussão sobre a relevância que a
ferramenta tem na área de estudo abordada nesta dissertação.
4.1 Tecnologias de implementação
Para o desenvolvimento deste protótipo utilizaram-se diversas tecnologias diferentes no intuito
de cumprir os requisitos fixados anteriormente. Numa primeira fase, foi realizado um estudo
para selecionar qual a framework, das abordadas no Capítulo 2, seria a mais indicada para o
desenvolvimento de uma aplicação web. Deste estudo surgiu a escolha do MyMediaLite.
4.1.1 Framework de recomendação: MyMediaLite
A escolha do MyMediaLite adveio de vários fatores relevantes, para além dos já citados no
levantamento das frameworks disponíveis:
• Linguagem de programação e plataforma de desenvolvimento facilmente adaptável à
criação de uma aplicação web: O MyMediaLite foi implementado em C#, o que possibilita
uma fácil utilização na plataforma .NET. Desta forma, é dispensada a utilização de webser-
vices para realizar a comunicação entre a framework e a aplicação, permitindo a utilização
dos métodos de cálculo das métricas do MyMediaLite sem recorrer quaisquer adaptações
adicionais.
• Possibilita o estudo das experiências de Rating Prediction e de Item Recommendation:
Os métodos e algoritmos englobados nestas experiências serão listados na Secção 4.2.
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• Possui uma grande variedade de métodos para o cálculo de métricas de avaliação para
os tipos de experiências abordados: médias derivadas do erro (RMSE e MAE, por exem-
plo) para as tarefas de rating prediction, a área abaixo da curva COR (AUC), medidas de
precisão e sensibilidade (prec@N e recall@N), entre outras para as tarefas de item recom-
mendation.
• Facilidade na análise utilizando os datasets públicos mais conhecidos: o MyMediaLite
encontra-se preparado para receber diversos formatos diferentes de datasets, incluindo os
formatos do MovieLens, listas de utilizadores e itens, ficheiros de relação binária que des-
crevem a relação entre os utilizadores e itens, entre outros.
• Boa documentação e apoio científico dos métodos implementados: a framework dispõe
de documentação na página do projeto; para além disso, o código encontra-se bem comen-
tado, incluindo resumos do funcionamento e referências relativas às métricas e algoritmos
implementados.
Posteriormente à escolha da framework de recomendação, definiu-se a tecnologia para a cria-
ção da aplicação e do sistema de gestão da base de dados.
4.1.2 Sistema de gestão da base de dados: Apache Cassandra
Como já foi referido, o modelo de dados presente na Secção 3.4, e por conveniência (através
da simplicidade do modelo) na manipulação dos dados em causa, optou-se por utilizar um sistema
de gestão da base de dados não-relacional. Para além disso, era importante que tanto este sistema
da base da dados como a driver correspondente para a sua comunicação com a framework de
recomendação fossem compatíveis com multithreading, tanto devido ao elevado número de dados
gerados numa experiência, como à natureza assíncrona de vários métodos do MyMediaLite.
Assim, escolheu utilizar-se o Apache Cassandra como sistema de gestão de bases de dados. O
Apache Cassandra é um sistema NoSQL (suporta bases de dados não-relacionais) desenhado para
suportar elevadas quantidades de dados.
As caraterísticas principais que levaram à escolha deste sistema são:
• Modelos de dados híbridos: o sistema permite bases de dados tabulares com o uso de
pares chave-valor no seu conteúdo, ou seja, possibilita-nos a criação de dicionários que são
aplicados tanto às métricas de avaliação como para os parâmetros do algoritmo usado na
experiência.
• Compatível com operações assíncronas: é possível aceder aos dados utilizando threads
distintos sem o risco de provocar inconsistências nos dados.
• Linguagem de consulta semelhante ao SQL: o Cassandra possui uma linguagem de con-
sulta própria, o CQL (Cassandra Query Language), que possibilita uma fácil interação com
o sistema através da linha de comandos que traz integrada na sua instalação.
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• Possível descentralização e replicação dos dados: na necessidade de tornar a ferramenta
mais robusta, é possível criar vários clusters dos dados em máquinas distintas, podendo
garantir alguma redundância na preservação destes dados, permitindo que seja minimizado
o risco de perda de dados.
Para a utilização do Cassandra com o projeto, foi encontrada a driver para C# chamada "Da-
taStax C# Driver for Apache Cassandra". Esta driver possui uma integração muito transparente
com as estruturas típicas do C#, permitindo uma conversão simples entre os modelos de dados
utilizados no C# para os tipos suportados pelo Cassandra. Para além disso, também permite o
mapeamento dos modelos de dados diretamente, evitando o uso das instruções CQL por extenso,
protegendo o sistema de possíveis falhas de segurança.
4.1.3 Plataforma de desenvolvimento: Microsoft ASP.NET MVC 6
O ASP.NET MVC 6, baseado na plataforma ASP.NET, permite o desenvolvimento de aplicações
web utilizando o padrão de arquitetura Modelo-Visão-Controlador que permite a separação da
representação da informação da interação do utilizador. Assim, como o nome indica, é possível
dividir a aplicação em três tipos distintos de componentes, tendo cada um características muito
próprias:
• Controlador: é responsável por enviar comandos e informação para o modelo, por exem-
plo, para interagir com uma base de dados. O controlador também interage com a visão a si
associada para alterar a apresentação do modelo ao utilizador.
• Modelo: o modelo contém os dados que são pedidos ou recolhidos pelo controlador e a
serem mostrados pela visão.
• Visão: a visão gera uma apresentação ao utilizador baseada nas alterações causadas no
modelo pelo controlador.
Esta sexta iteração do ASP.NET MVC oferece, entre outras melhorias face às versões anterio-
res, um melhor suporte integrado de bibliotecas e ferramentas ao nível do cliente.
Para além da conveniência na interação com a framework de recomendação, também foi pos-
sível encontrar uma driver estável que permitiu a comunicação com o sistema de gestão da base
de dados selecionado e abordado na Secção 4.1.2.
4.1.4 Biblioteca de visualização: HighCharts
Na necessidade de esboçar gráficos no cliente da aplicação optou-se pelo uso da biblioteca
HighCharts.
O Highcharts é uma biblioteca escrita puramente em Javascript, compatível com a maioria dos
browsers modernos, de uso livre para fins não-comerciais e que se destaca pela sua versatilidade,
pela diversidade dos tipos de gráficos disponíveis e pela vasta quantidade de documentação aberta
ao público.
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Com o Highcharts é possível criar gráficos de linhas, áreas, pontos, barras e entre outros. Este
tema será aprofundado na Secção 4.3, onde serão isolados os tipos de gráficos relevantes para o
funcionamento do sistema projetado.
4.2 Métodos de recomendação
Apesar do projeto desenvolvido possibilitar o uso de frameworks com métodos distintos, o
protótipo desenvolvido abrange somente o uso do MyMediaLite.
Dos vários métodos e algoritmos disponíveis no MyMediaLite foi possível obter a seguinte
lista:
Validou-se então o funcionamento dos métodos de cálculo das similaridades Cosseno/Cosseno
Binário, do Jaccard, da Probabilidade condicional (unidirecional e bidirecional), da Coocorrência
e da correlação de Pearson.
Relativamente aos algoritmos de Rating Prediction, o projeto incide no funcionamento do
método dos K-vizinhos mais próximos (aplicados aos utilizadores e aos itens), do métodos de
referência, como a média global, a média de itens, a média de utilizadores e da referência por
utilizador-item. Para além disso, é garantido o funcionamento de métodos relativos à fatorização
de matrizes (normal, tendenciosa e assimétrica sigmóide), e de modelos de fatores latentes, como
o SVD++ e o modelo da característica latente log-linear.
No que toca aos algoritmos de Item Recommendation encontram-se implementados o método
dos K-vizinhos mais próximos (aplicados aos utilizadores e aos itens), do modelo de fatorização
de matrizes para a classificação Bayesiana personalizada (BPRMF) (normal, multinuclear e pon-
derada), do modelo de fatorização de matrizes (ponderado e para margens curtas) (WRMF e Soft
Margin Ranking MF) e dos métodos lineares esparsos otimizados para a classificação Bayesiana
personalizada (BPRSLIM).
4.3 Técnicas de visualização
Como já referido na Subsecção 4.1.4, optou-se pela utilização da biblioteca HighCharts para
apoiar a análise dos resultados obtidos das experiências executadas.
Na criação do protótipo do sistema, foi necessário limitar o número de visualizações distintas
dos dados utilizados devido a restrições temporais.
Para a análise dos resultados globais, optou-se por utilizar um gráfico de colunas, como pode
ser visto na Figura 4.1. Esta opção foi tomada devido à simplicidade nos elementos gráficos para
identificar as diferenças entre os algoritmos analisados.
No caso dos resultados detalhados de cada um dos algoritmos, para a análise ao nível dos
batches, é gerado também um gráfico de colunas, onde o eixo dos x contém o identificador dos
batches. É possível ver-se um exemplo desta visualização na Figura 4.2.
Relativamente aos resultados ao nível dos utilizadores e itens por batch (Figura 4.3), foi testado
o uso de gráficos de pontos com as variáveis (utilizador/item, erro médio), utilizando uma série
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Figura 4.1: Captura de ecrã de um exemplo da visualização dos resultados globais de uma experi-
ência.
de dados por cada batch distinto, mas a visualização era muito difícil de interpretar, devido ao
excesso de pontos. Assim, preferiu-se utilizar a mesma abordagem que nas métricas restantes,
sendo possível escolher o utilizador ou item alvo de análise através de uma caixa de texto que
sugere somente as entidades existentes na experiência como campo válido.
No âmbito atómico da análise dos resultados, isto é, ao nível de cada par utilizador-item por
batch no caso das experiências tipo Rating Prediction, optou-se por utilizar um gráfico de pontos
3D, onde os eixos do x e do z representam os pares, sendo o y o erro absoluto gerado da análise.
Para facilitar a interpretação dos resultados, os pontos em que o erro absoluto é superior a um
valor definido previamente (atualmente de 1) estão representados a vermelho. Esta representação
pode ser vista na Figura 4.4.
4.4 Exemplos de uso
É possível resumir as funcionalidades básicas do protótipo projetado através do diagrama apre-
sentado na Figura 4.5.
O utilizador do sistema, ao inserir as suas credenciais, tem acesso ao Dashboard da ferramenta,
onde pode consultar as últimas experiências executadas, como pode ser visto na Figura 4.6.
Aqui, o utilizador tem a possibilidade de criar uma nova experiência, clicando em "New XP",
ver a lista completa de experiências, em "List XPs", ou consultar os detalhes de uma das experi-
ências listadas na tabela. Esta tabela está também preparada para ser filtrada através do campo de
pesquisa situado à direita.
Na seleção da opção para criar uma nova experiência, o utilizador é apresentado com a janela
apresentada na Figura 4.7.
Nesta página, o utilizador pode escolher o tipo de experiência que quer inicializar, bem como o
dataset que quer utilizar da lista de datasets disponíveis numa pasta para essa finalidade contida no
servidor. O utilizador pode também escolher quais os algoritmos que quer utilizar na experiência.
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Figura 4.2: Captura de ecrã de um exemplo da visualização dos resultados locais de um algoritmo
por batch.
Se o utilizador optar por consultar uma experiência já efetuada, ser-lhe-á apresentada uma
página semelhante à contida na Figura 4.8. Nesta página, o utilizador pode consultar uma tabela
com todos os algoritmos pertencentes à experiência executada, bem como consultar os resultados
globais desta experiência, de forma a comparar as métricas obtidas de cada algoritmos entre si.
O utilizador pode consultar a informação detalhada de cada algoritmo, onde é recebido por
uma tabela contendo todos os dados gerados pelas experiências relativas ao algoritmo selecionado
(Figura 4.9), bem como alguns botões que dão acesso à visualização das diferentes métricas já
abordadas anteriormente (Figura 4.10).
4.5 Avaliação da ferramenta
Após uma breve análise das funcionalidades concluídas da ferramenta neste protótipo, é pos-
sível observar que, conforme planeado, suporta uma análise mais aprofundada dos resultados de
sistemas de recomendação da que é tipicamente feita. O protótipo atual já permite um nível de
comparação e acompanhamento da evolução dos resultados entre os batches visual e intuitivo.
Uma ferramenta desta natureza pode apoiar a pesquisa dos utilizadores e itens que se encontram
nos extremos da escala do desempenho.
Para além disso, as visualizações utilizadas no protótipo são adequadas para representar os
dados ao nível dos batches resultantes das experiências. No entanto, não quer isto dizer que a
utilização de outras visualizações diferentes não seja uma adição com valor à ferramenta.
Outro fator importante, e já referido em múltiplas instâncias passadas, é a potencial adapta-
ção da ferramenta a sistemas de recomendação online, onde é possível acompanhar a evolução
contínua dos algoritmos de recomendação utilizados. Esta vertente não foi realizada ao longo do
protótipo, no entanto o conceito de batch permite suportar a implementação neste contexto devido
à extensão do seu uso a conjuntos de dados gerados em certos intervalos temporais.
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Figura 4.3: Captura de ecrã de um exemplo da visualização dos resultados locais de um algoritmo
por batch ao nível de um utilizador.
A análise a este nível de granularidade possível com esta ferramenta pode não conter grande
valor no panorama científico, no entanto poderá oferecer algum contributo na análise aplicacional
e atuação sobre modelos de recomendação a serem implementados a um nível prático.
Neste contexto, a continuação da melhoria e do desenvolvimento desta ferramenta pode servir
como base para uma gestão semi-automática dos modelos de recomendação: através do auxílio na
tarefa de deteção dos comportamentos globais inesperados, e consequente retroação manual (isto
é, atuação humana nos parâmetros dos modelos de recomendação utilizados) sobre os modelos
para a correção desses comportamentos; ou até mesmo através da utilização automática de mode-
los diferentes para utilizadores/itens distintos. É assim criada uma gestão dinâmica dos modelos
de recomendação, apropriada a contextos distintos.
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Figura 4.4: Captura de ecrã de um exemplo da visualização dos resultados locais de um batch ao
nível do par utilizador-item.
Figura 4.5: Diagrama de caso de uso da aplicação. As formas a tracejado indicam funcionalidades
reservadas para trabalho futuro.
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Figura 4.6: Captura de ecrã da página principal com a autenticação realizada com sucesso.
Figura 4.7: Captura de ecrã da página "New XP".
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Figura 4.8: Captura de ecrã de uma consulta detalhada de uma experiência.
Figura 4.9: Captura de ecrã de uma consulta detalhada de um algoritmo contido numa experiência.
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Figura 4.10: Captura de ecrã de uma consulta detalhada de um algoritmo contido numa experiência
com a visualização relativa aos itens ativa.
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Capítulo 5
Conclusões e Trabalho Futuro
Neste capítulo é apresentada uma breve conclusão relativa ao trabalho realizado e à satisfa-
ção dos objetivos fixados no início do projeto. Seguidamente, foi realizada um levantamento de
sugestões para trabalho futuro relativo à ferramenta projetada no presente documento.
5.1 Satisfação dos Objetivos
Este projeto surgiu no âmbito da projeção e conceção de uma ferramenta auxiliar à análise e
monitorização de sistemas de recomendação. Após uma fase de levantamento do estado da arte,
realizou-se o levantamento dos requisitos para a aplicação e tecnologias relevantes ao projeto,
onde se fixou, de uma forma geral, o funcionamento e utilização do sistema prototipado.
Como resultado, definiu-se que esta ferramenta deve ser capaz de executar experiências de
recomendação dos tipos "item recommendation"e "rating prediction", dando maior ênfase à visua-
lização dos resultados graficamente. A promessa de valor desta aplicação web está essencialmente
no nível de granularidade da análise das experiências executadas. As experiências realizadas sobre
um dataset encontram-se divididas por algoritmos que, por sua vez, encontram-se sub-divididas
por batches. Estes batches simbolizam, numa experiência offline com validação cruzada, cada
fold resultante da validação cruzada efetuada. Proveniente de cada batch surgem os resultados
locais das previsões resultantes das experiências para cada utilizador. A título de exemplo, no caso
de uma experiência do tipo "rating prediction", é possível observar o erro de cada previsão da
avaliação ao nível do par utilizador-item.
Na execução do projeto, optou-se por se utilizar tecnologias atuais, que possibilitam o bom
funcionamento do sistema, no intuito de evitar que o protótipo se torne obsoleto a médio prazo.
Assim, é possível oferecer um possível progresso na melhoria do protótipo.
Existem várias limitações do protótipo atual, nomeadamente na re-parametrização dos algo-
ritmos da experiências, que devem ser foco de melhoria para trabalho futuro. Similarmente, o
aumento de tipos de visualizações para os dados analisados e refinamento das técnicas de visuali-
zação já utilizadas (melhor utilização de cores ou elementos gráficos para expressar a informação)
é também um assunto que deve ser aprofundado.
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Uma ferramenta desta natureza tem o potencial de se integrar em sistemas de recomendação
online e disponibilizar meios de monitorização e acompanhamento da evolução dos métodos de re-
comendação utilizados, bem como auxiliar na parametrização destes para se alcançarem melhores
resultados.
De uma forma geral, e contando com os conhecimentos adquiridos durante a execução deste
projeto, os objetivos fixados foram cumpridos: a ferramenta prototipada é viável, que pode ser
muito melhor explorado numa segunda iteração.
5.2 Trabalho Futuro
Apesar do protótipo apresentar o funcionamento básico do sistema que se pretendia, ficaram
imensas ideias para melhorias de fora devido a restrições de tempo.
Relativamente à criação de novas experiências, seria uma mais-valia os algoritmos serem
acompanhados pela opção de alterar os seus parâmetros de execução ou da realização de uma
grid search. Também seria útil ser possível adicionar datasets diretamente através desse painel.
Outra adição importante seria o agendamento das experiências, de forma a ser possível planear a
utilização dos recursos do servidor atempadamente e autonomamente.
Na consulta das experiências, seria interessante ser possível re-executar uma experiência já
executada previamente com a possibilidade de editar os seus parâmetros, apresentando os utili-
zados anteriormente como referência. As melhorias mais importantes encontram-se ao nível da
análise dos resultados, especialmente relativas às visualizações. Seria interessante ser possível
identificar os valores máximos e mínimos através de uma mudança de cor, ou definir dinamica-
mente um intervalo de valores em que os objetos que fizessem parte do mesmo fossem realçados.
Durante a implementação do protótipo, foram experimentadas várias outras visualizações dis-
poníveis na biblioteca HighCharts. Um caso de estudo sobre isso é a análise do erro no caso dos
itens por batch nas experiências tipo RatingPrediction. Para este caso, a utilização de diagramas
de caixa para representar a variação do erro em cada item é teoricamente interessante, no entanto
a sua praticabilidade depende do número de dados disponíveis para cada item. Seria interessante,
se o número de avaliações de um dado item fosse suficientemente volumoso (por exemplo, acima
de 20 por batch), utilizar um diagrama de caixa em vez de um simples gráfico de colunas, pois é
possível analisar e comparar melhor os extremos e quartis do erro referentes ao item escolhido.
Aumentar o número de tipos de visualizações possíveis para uma dada métrica pode acres-
centar valor à análise dos dados, no entanto pode requerer algum nível de otimização do código
adicional de modo a que a aplicação não requeira demasiados recursos do navegador do utiliza-
dor. Seria importante estudar que visualizações complementares seriam interessantes adicionar à
ferramenta, não comprometendo o desempenho da mesma.
Finalmente, outra funcionalidade com algum potencial passaria pela fácil comparação do de-
sempenho ao nível dos utilizadores e itens entre algoritmos dentro de uma dada experiência e de
uma melhoria no realce de quais as entidades mais relevantes dentro de uma experiência (isto é,
utilizadores e itens cujas métricas ultrapassam os valores médios globais, a título de exemplo).
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