In this paper we propose a method based on interacting particle physics, devised for clustering Euclidean datasets without initial constraints or conditions. We model any dataset as an interacting particle system, whose elements correspond to particles that interact through a simplified version of Lennard-Jones potentials. In so doing, mutual attractive interactions allow to identify groups of proximal particles. The main outcome of this modeling task is an adjacency matrix, taken as input by a community detection algorithm aimed to identify different partitions. The underlying conjecture is that, using a multiresolution analysis, the adopted model allows to find the right number of clusters for any given dataset. Experimental results, performed in comparison with a classical clustering algorithm, confirm this assumption.
I. INTRODUCTION
Complex networks are used in different domains to model specific structures or behaviors.
Relevant examples are the Web, biological neural networks, and social networks Ref. [1] [2] [3] .
Community detection is one of the most important processes in complex network analysis, aimed at identifying groups of highly mutually interconnected nodes, called communities Ref. [4] , in a relational space.
From a complex network perspective, a community is identified after modeling the given data as a graph. For instance, a social network inherently contains communities of people linked by some (typically binary) relations -e.g., based on friendship, sports, hobbies, movies, books, or religion.
On the other hand, from a machine learning perspective, a community can be thought of as a cluster of elements. However, in this case, elements of the given domain are usually described by a set of N features, or properties, which permit to assign each instance a point in an N-dimensional space. The concept of similarity is prominent here, as clusters are typically identified by focusing on common properties (e.g., age, employment, health records). Among classical clustering methods let us recall the centroid-based ones, which identify representative points for each cluster, called centroids Ref. [5] .
Although, complex networks are apparently suited to deal with relations rather than properties, we deem that they could also be used for computing partitions in N-dimensional datasets, characterizing themselves as an alternative to classical clustering. To reach this goal, we used a metaphor taken from particles system physics.
Indeed, resorting to theoretical physics for setting up complex networks algorithms and/or for studying their properties has often been helpful for getting new insights and for devising effective methods. Just to cite few, Bianconi and Barabasi Ref. [6] defined physical models for dynamical networks, comparing Bose-Einstein Condensation to winner-takes-all policies.
Barabasi Ref. [1] showed how tools of statistical mechanics can be useful in the study of complex networks. Kriukov et al. Ref. [7] developed a geometric framework to study the structure and function of complex networks, interpreting edges as non-interacting fermions whose energies are hyperbolic distances between nodes. Gudkov et al. Ref. [8] devised and implemented a method for detecting communities and hierarchical substructures in complex networks. The method represents nodes as point masses in an N − 1 dimensional space and uses a linear model to account for mutual interactions.
In this paper we propose a clustering method for Euclidean datasets, representing the existing data by means of an interacting particle model, which generates a corresponding network. We experimentally show that our results are similar to those obtained by means of centroid-based clustering. However, while centroid-based clustering needs to know in advance the number of clusters, the proposed method allows to easily identify the best (sub)optimal solutions among a limited set of alternative solutions.
The remainder of the paper is organized as follows: Section II gives a brief introduction to the physics of interacting particle systems. Section III describes the proposed method, focusing on its effectiveness and on its ability to identify the most appropriate number of clusters. Section IV briefly recalls k -Means, a classical algorithm for clustering data in Ndimensional metric spaces, to be used for comparative assessment of the proposed method.
Section V reports experimental results. Conclusions (i.e., Section VI) end the paper.
II. VIEWING DATASETS AS INTERACTING PARTICLE SYSTEMS

A. Physics of Interacting Particle Systems
Let us consider a system with n mutually interacting identical particles, each having mass m. An overall description of the system can be given by its Hamiltonian H Ref. [9] :
where T and U denote the kinetic and the potential energy of the system, respectively.
If the system is isolated, we know that H ≡ E = const (with E denoting its internal energy). Solids, liquids and gases are examples of particle systems. A viable way for un-
derstanding their behavior is to analyze intermolecular interactions. To this end, classical dynamics can be used, under the assumption that molecules are chemically inert and that the forces among molecules depend only on the reciprocal distance. Under these assumptions, the kinetic and potential energy are:
where p i is the momentum and r i is the radius vector, from some given origin, of the i-th particle (see Ref. [10] ).
In fluids like water there is a weak attraction at large distances between particles and strong repulsion at small ones. Repulsion is a consequence of Pauli's law, whereas attraction is caused by mutual polarization of molecules. One possible form of u(r i , r j ), called LennardJones potential Ref. [11] , is shown below:
where d ij denotes the distance between particles (at position) r i and r j , or vice versa, denotes the depth of the potential well and σ denotes the diameter of a particle, approximating atoms or molecules that are part of the system. 
B. Modeling Datasets
The aim of the research activity described in this paper was to devise and implement a method for clustering Euclidean datasets without any a priori knowledge about the number of clusters. To this end, which is still an open problem in the machine learning community (e.g., Ref. [12] [13] [14] ), we took a cue from particle physics. In particular, we decided to model Euclidean datasets as interacting particle systems, using a simplified form of the Lennard- To put the model into practice, one must define the potential among elements. In particular, we defined a function that computes the attractive potential between two elements of the given dataset according to Equation (4) . In so doing, a dataset can be represented as a complex network, whose nodes denote the elements of the dataset (i.e., particles) and whose links denote their attractive potential. Overall, proximity values give rise to an adjacency matrix. It is worth pointing out in advance that we can come up with different adjacency matrices from the same dataset (i.e., with more than one complex network) depending on the function used to evaluate the proximity between particles.
III. INTERACTING PARTICLE MODEL CLUSTERING
The underlying conjecture is that the most appropriate number of clusters on an Euclidean space can be identified by means of a multiresolution analysis performed in the space of complex networks. To this end, we developed a clustering method, called IPMC (Interacting Particle Model Clustering), composed by three main components:
1. A family Ψ of functions, each able to convert the distance computed for each pair of samples in the given Euclidean dataset (say S) into a proximity value. Applying the function to each distance value computed in S generates a network space (say N ),
represented by the corresponding adjacency matrix. As each function can give rise to a different adjacency matrix, multiresolution analysis can be put into practice by iterating over Ψ.
2. An algorithm to perform community detection on networks, which iterates over the adjacency matrices computed at step 1.
3. A criterion to decide which complex network better represents the source space S.
A. Computing interactions among elements
In IPMC, interactions depend only on the distance between samples in the given Euclidean dataset, with the assumption that a sample s is described by N features f 1 , f 2 , ..., f n -encoded as real numbers. In so doing, the sample can be represented as a vector in a N-dimensional metric space S.
Let us briefly recall that a metric space is identified by a set Z of dimensions, together with a distance function d : Z × Z → R (see Ref. [15] ). In turn, the distance function is expected to satisfy the usual constraints that apply to a metric, namely:
The Euclidean, Manhattan and Chebyshev distances are all examples of metrics that satisfy the above constraints. Our goal is to give rise to a fully connected (weighted) network starting from S and taking into account the distance function that holds in that space.
Fortunately, any given problem in S could be transformed to a network space (say N ) according to the following basic rules:
• For each sample s i ∈ S a corresponding element n i ∈ N exists and vice versa;
• The distance d ij between any two elements s i , s j ∈ S should be used to evaluate the proximity relation between the corresponding elements n i , n j ∈ N .
Without loss of generality, let us assume that S is normalized in [0, 1] and that a function ψ exists for computing the interactions among elements in S starting from the value of the distance function. In symbols:
where L ij is the weighted link between nodes n i and n j , whereas d ij denotes the distance between the corresponding samples (i.e., s i and s j ) in the Euclidean metric space.
Evaluating interactions (i.e., weighted links) starting from distances in S gives rise to a fully connected complex network. As in S a distance function holds that satisfies Equation (5), choosing ψ such that Equation (5) is still satisfied in N makes also N a metric space (for a formal definition of distance in networks see Ref. [16] ).
To perform a multiresolution analysis, we need a family Ψ of functions for computing the interactions between pairs of samples in S. We tried to devise the family of functions Ψ taking our cue from Lennard-Jones potential. This function assigns a strong potential value to near particles, whereas very weak potential value is given for relatively high distances.
In particular, recalling that S is normalized
that, due to the normalization of S, the value √ n comes from the fact that, for s i , s j ∈ S
represented by their radius vectors r i , r j , respectively:
In an n-dimensional normalized space, the Lennard-Jones potential takes the following form: Figure 2 shows the plot of Equation (7), where the value 1.14 is used to impose that the maximum of the function occurs for d ij = 0 (under the hypothesis that σ = 1).
FIG. 2.
A frame of the Equation (7) The positive domain [0, ∞] of Equation (7) represents the attractive potential among elements and it is very similar to the following parametric family of Gaussian functions:
where λ is a parameter used as a constant decay of the link. It can be easily shown that the given definition for L permits to consider N a metric space. as LJp, and other curves denote Gaussian functions).
B. The Community Detection Algorithm
Community detection is the process of finding communities in a graph, also called "graph partitioning". As stated in Ref. [17] , identifying communities is feasible only when the graph is sparse, i.e. when m ≈ n (where m denotes the number of links and n the number of nodes).
From a computational perspective, this is not a simple task and many algorithms have been proposed, according to three main categories: divisive, agglomerative, and optimization algorithms (in the latter case, an objective function must be maximized). In our work, we used the Louvain method Ref. [18] , an optimization algorithm based on an objective function devised to measure the quality of partitions.
At each iteration, the Louvain Method tries to maximize the so-called weighted-modularity, defined as:
where A ij is the generic element of the adjacency matrix, k is the degree of a node, m is the total "weight" of the network, and δ(s i , s j ) is the Kronecker Delta, used to assert whether a pair of samples belong to same community or not.
IV. CENTROID-BASED CLUSTERING
As already pointed out, experimental results obtained by means of the proposed method have been compared with those obtained by running a classical clustering algorithm.
Centroid-based clustering is one of the most acknowledged clustering strategies, especially used on Euclidean dataset. The k − M eans algorithm (e.g., Ref. [19] ), which belongs to this family, has been selected as comparative tool. For the sake of completeness, let us briefly summarize it:
1. place k centroids in the given metric space; The evaluation function of k − M eans, called distortion and usually denoted as J, is computed according to the formula:
where n k is the number of samples that belong to the k-th cluster, s
is the i-th sample belonging to j-th cluster, and c j its centroid. Note that different outputs of the algorithm can be compared in terms of distortion only after fixing k (comparisons performed over different values of k are not feasible, as the more k increases the lower the distortion is).
For this reason, the use of k − M eans entails a main issue: how to define the number k of centroids as initial constraint (see Ref. [20] ).
V. EXPERIMENTAL RESULTS
In principle, an exponential function with negative constant decay ensures that distant points in an Euclidean space are loosely coupled in the corresponding network space. To better understand this issue, let us consider the simple case reported in Figure 4 , which shows two elements s i and s j of a dataset in a bidimensional space (x, y). The function used to evaluate network links (see Equation (8), wih λ = 1), has been plotted therein for each element. We experimentally found that small changes of the λ parameter had a negligible impact on the corresponding algorithm for community detection. For this reason, we decided to use a logarithmic scaling for it (base 10). In particular, for each experiment, we calculated the adjacency matrix for all values of λ such that log 10 (λ) = 0, 1, 2, 3, 4. Table I reports the intensity of interactions for each value of log 10 (λ). To perform experiments, we generated several synthetic datasets in normalized Euclidean spaces. Experiments are divided in three main groups, which have been separately investigated:
G1-Characterized by well-separated clusters in 2D and 3D spaces. We generated three datasets in a 2D space (two with 5 clusters and one with 6 clusters) and four datasets in a 3D space (with 5, 10, 20 and 30 clusters, respectively). Table II reports the results of multiresolution analysis. It is easy to note that, most often, a recurrent pattern occurs: a strong and sudden increase of the number of communities after the correct log 10 (λ). Hence, a first decision rule for selecting the best value of log 10 (λ) is to choose the one precedes a major increase in the number of communities. The pattern can be better observed representing the results of multiresolution analysis in a Cartesian coordinate system, according to log 10 (λ) (x -axis) and to the number of communities N c (y-axis). Figure 6 shows two examples taken from Table II that λ and the number of samples in the dataset have more or less the same order of magnitude.
As already pointed out, we compared the results obtained by means of the multiresolution analysis with the clusters computed by the k − M eans algorithm, feeding it with the best solution found by IPMC in terms of number of centroids (i.e., of communities). Table III reports comparative results, which clearly show that IPMC and k − M eans often compute similar results. These results emphasize the validity of the proposed method, also because they are often better than those obtained by means of ad-hoc clustering algorithms like k − M eans. 
VI. CONCLUSIONS
This work has been framed with the goal of clustering Euclidean datasets without any a priori knowledge about them. To achieve this goal, we defined a method that makes use of transformations between metric spaces and community detection. A comparative assessment with a well-known clustering algorithm has also been made. In particular, seeing a dataset as an interacting particle system, we have shown that community detection can be effectively used also for data clustering tasks and that results are comparable (and often better) with those achieved by classical clustering algorithms like k − M eans. The proposed method allows to develop an automated clustering framework, called IPMC, able to partition a dataset without initial constraints.
Although we are aware that community detection is different from data clustering and that (see Newman in Ref. [21] ) the use of community detection in clustering tasks and vice versa may not be convenient, we have shown that community detection can also achieve (sub)optimal results in the task of clustering Euclidean datasets.
As for future work, we are planning to test IPMC with real datasets, focusing on two main targets: verify further on its validity and compare it with other relevant clustering algorithms -in particular, with algorithms devised to estimate the right number of clusters in advance.
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