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Abstract
In this article, we propose high order discontinuous Galerkin entropy stable schemes for
ten-moment Gaussian closure equations, which is based on the suitable quadrature rules (see
[8]). The key components of the proposed method are the use of an entropy conservative
numerical flux [31] in each cell and a suitable entropy stable numerical flux at the cell edges.
This is then used in the entropy stable DG framework of [8] to obtain entropy stability of
the semi-discrete scheme. We also extend these schemes to a source term that models plasma
laser interaction. For the time discretization, we use strong stability preserving schemes. The
proposed schemes are then tested on several test cases to demonstrate stability, accuracy, and
robustness.
Keywords— Discontinuous Galerkin scheme, entropy stability, high-order accurate scheme, balance laws
1 Introduction
In several fluid and plasma flow applications assumptions of the local thermodynamic equilibrium do not
hold (see [14, 29, 5, 28, 19, 25]). Due to this, the simulations of such flows using the scalar description
of the pressure (used most commonly in Euler equations of compressible fluid flows) is not accurate and
instead a tonsorial pressure (and hence temperature) is needed. One such model is ten-moment Gaussian
closure equations (see [1, 2, 26, 31, 24, 25, 21, 22]). It is one of the simplest fluid model which consider
pressure as tensor.
The system of the ten-moment Gaussian closure equations is a nonlinear system of hyperbolic conser-
vation laws [22]. So, the solutions of the corresponding Cauchy problem may contain discontinuities, even
with smooth initial data. Hence, weak solutions are considered. Furthermore, to rule out the physically
irrelevant solutions, an additional criterion in the form of entropy stability is imposed. Due to the presence
of the nonlinear flux, the theoretical existence of the solutions is highly unlikely for most of the problems.
Hence computational methods are used for most of the applications. Numerical methods for hyperbolic
PDEs are often based on the finite volume methods [20], where higher-order accuracy is achieved using
TVD, ENO, or WENO based reconstruction process. Another prevalent method is discontinuous Galerkin
(DG) schemes, first developed by Reed and Hill in [30] in the context of neutron transport problems. They
were generalized for the time-dependent hyperbolic problems in [7] and improved in [10, 11]. These schemes
show significant improvement in accuracy in comparison to the finite volume schemes of the equivalent
order.
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One of the most important theoretical estimates for the solutions of hyperbolic conservation laws is
entropy stability. For the discrete solutions to be physically relevant, we need to ensure that they satisfy a
discrete entropy inequality. However, this is highly nontrivial for the higher-order schemes. In [15], authors
have developed entropy stable higher-order numerical schemes. These are further extended to TVD [13, 3]
and WENO schemes[16]. Entropy stable DG schemes were developed for Shallow water equations in [17].
More recently, a general framework of constructing entropy stable DG scheme for hyperbolic conservation
laws is proposed by Chen and Shu in [8] and applied to Euler’s equations. This framework is also applied
to several other interesting hyperbolic conservation laws [23, 12, 4].
For the Ten-Moment equations, several numerical schemes have been developed. In [1, 2] Berthon has
developed first-order entropy stable and first-order positivity preserving schemes. The positivity preserving
schemes are then extended to higher-order finite volume, DG, and WENO schemes by Meena et al. in
[26, 25, 27]. Furthermore, in [24], authors have proposed a well-balanced scheme for a potential type source
terms. For the entropy stability of schemes, authors in [31] developed higher-order entropy stable finite
difference schemes.
In this work, we design higher-order entropy stable DG schemes for ten-moment Gaussian closure
equations. We proceed as follows:
• Following [31], we first present the entropy framework for the ten-moment Gaussian closure equations.
• We then discretize the equations using the suitable quadrature rules presented in [8].
• To achieve the entropy stability of the scheme, we use entropy conservative numerical flux from [31]
and a suitable entropy stable flux at the cell edges.
• The scheme is then extended to include the potential type source terms.
The rest of the article is organized as follows: In Section 2, we present the ten-moment Gaussian closure
equations and related entropy framework. In Section 3 we presents the one-dimensional scheme. We prove
the accuracy, consistency, and the entropy stability of the schemes. These schemes are then extended to
the two-dimensional case in Section 4. Extensive numerical results for one and two-dimensional test cases
are presented in Section 5.
2 Ten-moment Gaussian closure equations
Following [2, 31, 26], we consider the following two-dimensional ten-moment Gaussian closure model with
source terms:
∂tu + ∂xf(u) + ∂yg(u) = s
x(u) + sy(u), (1)
where u = (ρ, ρ~v,E)T is the vector of the conservative variables. Here ρ is the fluid density, vector
~v = (vx, vy)T is the fluid velocity and symmetric tensor E = (Exx, Exy, Eyy)T is the energy tensor. The
fluxes f and g are given by,
f(u) =

ρvx
ρ (vx)2 + pxx
ρvxvy + pxy
ρvx3 + 3vxpxx
ρ (vx)2 vy + 2vxpxy + vypxx
ρvx (vy)2 + vxpyy + 2vypxy
 , and g(u) =

ρvy
ρvxvy + pxy
ρ (vy)2 + pyy
ρvy (vx)2 + vypxx + 2vxpxy
ρ (vy)2 vx + 2vypxy + vxpyy
ρ (vy)3 + 3vypyy

.
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The source terms in (1) are given by,
sx(u) =

0
−1
2
ρ∂xW
0
−ρvx∂xW
−1
2
ρvy∂xW
0

, and sy(u) =

0
0
−1
2
ρ∂yW
0
−1
2
ρvx∂yW
−ρvy∂yW

,
where W (x, y, t) is the given function, which models electron quiver energy in the laser. The system (1) is
closed by the using equation of state expression,
E = ρ~v ⊗ ~v + p, (2)
where p = (pxx, pxy, pyy)T is the symmetric pressure tensor. For the solutions to be physically admissible,
we need density and symmetric pressure tensor to be positive. Hence, we consider the following set Ω of
physically admissible weak solutions:
Ω =
{
u ∈ R6 | ρ > 0, xTpx > 0, ∀x ∈ R2 with x 6= 0} . (3)
For solutions, u ∈ Ω, we have the following results from [22, 1]:
Lemma 2.1. The system (1) is hyperbolic for u ∈ Ω. Furthermore, the eigenvalues are given as,
~v.n, ~v.n±
√
3(p.n).n
ρ
,~v.n±
√
(p.n).n
ρ
,
along the unitary vector n. The multiplicity of the eigenvalue ~v.n is two and multiplicity of all other
eigenvalues have is one. In addition, the eigenvalue ~v.n is associated to a linearly degenerate field. The
eigenvalues ~v.n±
√
3(p.n).n
ρ are associated to a genuinely nonlinear field while eigenvalues ~v.n±
√
(p.n).n
ρ
are associated to a linearly degenerate field.
In order to choose physically relevant solutions, following [2, 31], we will now describe the entropy
framework. Let us define the following:
Definition 2.1. A convex function U is said to be an entropy function for conservation laws (1) if there
exist smooth functions F and G such that
F ′ = U ′(u)f ′(u), G′ = U ′(u)g′(u). (4)
For the ten-moment Gaussian clousre equations (1), following [31], we consider entropy U and the
entropy fluxes as follows:
U = −ρs, F = ρvxs, G = ρvys, (5)
where s = ln
(
det(p)
ρ4
)
. For the smooth solutions, we have the following equality (see [31]):
∂U
∂t
+
∂F
∂x
+
∂G
∂y
= 0, (6)
which for non-smooth weak solutions become entropy inequality:
∂U
∂t
+
∂F
∂x
+
∂G
∂y
≤ 0. (7)
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Using entropy U , we define entropy variable v = ∂uU . A lengthy calculation results in the following
expression for v:
v = ∂uU =

4− s− ρ
det(p)
(
pxx (vy)2 + pyy (vx)2 − 2pxyvxvy
)
2ρvy
det(p)
2ρvx
det(p)
− ρp
yy
det(p)
2ρpxy
det(p)
− ρp
xx
det(p)

In the following sections, we aim to design DG schemes which satisfy (7) at semi-discrete level.
3 Entropy Stable DG Schemes: One dimensional scheme
To simplify the presentation, we will first present the numerical schemes for the one-dimensional model:
∂tu + ∂xf(u) = s
x(u). (8)
We discretize the x-spatial domain into N elements Ii =
[
xi− 1
2
, xi+ 1
2
]
(1 ≤ i ≤ N). Then we seek a
solution,
wh ∈ Vkh :=
{
vh : vh|Ii ∈
[
Pk(Ii)
]6
, 1 ≤ i ≤ N
}
,
such that for all vh ∈ Vkh and for all 1 ≤ i ≤ N ,∫
Ii
∂wTh
∂t
vhdx−
∫
Ii
f(wh)
T dvh
dx
dx
+ fˆTi+1/2vh(x
−
i+1/2)− fˆTi−1/2vh(x+i−1/2) =
∫
Ii
sx(wh)
Tvhdx.
(9)
Here, fˆi+1/2 is a numerical flux depends on the numerical solutions at element interface, that is, fˆi+1/2 =
fˆ
(
wh(x
−
i+1/2),wh(x
+
i+1/2)
)
. We intend to apply Gauss-Lobatto quadrature to the integrals in (9). To
present the quadrature rules, we first consider the scalar case. This can be easily extended to (9). Now
applying the change of variable
x =
xi+1/2 + xi−1/2
2
+
1
2
ξ∆xi,
we have the following
∆xi
2
∫
I
∂wh
∂t
vhdξ −
∫
I
f(wh)
dvh
dξ
dξ
+ fˆi+1/2vh(1)− fˆi−1/2vh(−1) =
∆xi
2
∫
I
sx(wh)vhdξ,
with I = [−1, 1]. Given the GaussLobatto quadrature points,
−1 = ξ0 < ξ1 < ξ2... < ξk = 1,
4
and the corresponding weights ωj , 0 ≤ j ≤ k, we consider the following nodal basis,
Lj(ξ) =
N∏
l=0,l 6=j
ξ − ξl
ξj − ξl .
Then wh is given by, wh =
∑k
j=0 u
i
jLj(ξ). Furthermore, we approximate f(wh) and sx(wh) as,
f(wh) ≈ fh(ξ) :=
k∑
j=0
f(uij)Lj(ξ), sx(wh) ≈ sx,h(ξ) :=
k∑
j=0
sx(u
i
j)Lj(ξ). (10)
Finally, choosing the test function vh = Lj , we have,
∆xi
2
d
dt
〈wh, Lj〉h − 〈fh, L′j〉h + fˆi+1/2Lj(1)− fˆi−1/2Lj(−1) =
∆xi
2
〈sx,h, Lj〉h. (11)
where we use the inner product notation,
〈u, v〉 :=
∫
I
uvdξ, 〈u, v〉h :=
k∑
j=0
ωju(ξj)v(ξj).
By using 10, Equation (11) can be further written as,
∆xi
2
k∑
l=0
duil
dt
〈Ll, Lj〉h −
k∑
l=0
f il 〈Ll, L′j〉+ fˆi+1/2Lj(1)− fˆi−1/2Lj(−1) =
∆xi
2
k∑
l=0
sx(u
i
l)〈Ll, Lj〉h. (12)
For a compact from of the scheme, let us define the matrices D, M and S as,
Djl = L
′
l(ξj),
Mjl = 〈Lj , Ll〉h = ωjδjl,
Sjl = 〈Lj , L′l〉h = 〈Lj , L′l〉.
Also, define the boundary matrix as,
B = diag[τ0, τ1, . . . , τk], where τj :=

−1 j = 0
0 1 ≤ j ≤ k − 1
1 j = k
. (13)
These matrices are also known as summation-by-parts (SBP) matrices and has the following properties:
1. SBP property ([6]): {
S = MD,
MD +DTM = S + ST = B.
(14)
2. For 0 ≤ j ≤ k we have (see [8]),
k∑
l=0
Djl =
k∑
l=0
Sjl = 0,
k∑
l=0
Slj = τj . (15)
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With the SBP matrices defined above, (12) can be simplified as,
∆xi
2
M
dui
dt
− ST f i +Bfˆ i = ∆xi
2
Msix. (16)
where, we have used the following notations,
ui = [ui0, . . . , u
i
k]
T
f i = [f i0, . . . , f
i
k]
T
six = [sx(u
i
0), . . . , sx(u
i
k)]
T ,
fˆ i = [fi−1/2, 0, . . . , 0, fi+1/2]T .
The scheme (16) can now be written in the following form,
dui
dt
+
2
∆xi
Df i =
2
∆xi
M−1B(f i − fˆ i) + six. (17)
For a single element, this scheme can be written as (ignoring the element index i),
duj
dt
+
2
∆x
k∑
l=0
Djlfl =
2
∆x
τj
ωj
(fj − fˆj) + (sx)j . (18)
A similar analysis works for the system case (see [8]), and without loss of generality, the scheme (18) can
be extended to (8) as,
duj
dt
+
2
∆x
k∑
l=0
Djlfl =
2
∆x
τj
ωj
(fj − fˆj) + (sx)j . (19)
In general, we do not have an entropy stability proof of the scheme (19). However, a modification to the
scheme (19) provides an entropy estimation. First, let us consider the following definitions:
Definition 3.1. A two point symmetric, consistent numerical flux f∗ is said to be entropy conservative
flux for an entropy function U if
(vR − vL)Tf∗(uR, uL) = ψR − ψL, (20)
where v = U ′(u) is known as entropy variable, and ψ = vT · f − F is the entropy potential. L and R in
suffix denote the left and right state.
Definition 3.2. A two-point symmetric, consistent numerical flux f is said to be entropy stable flux for the
entropy function U if
(vR − vL)Tf(uR, uL) ≤ ψR − ψL. (21)
We modify (19) as,
duj
dt
+
4
∆x
k∑
l=0
Djlf
∗(uj ,ul) =
2
∆x
τj
ωj
(fj − fˆj) + (sx)j . (22)
where f∗ is taken to be entropy conservative. Then we have the following result.
Theorem 3.1 ([8]). If f∗(uj ,ul) is consistent and symmetric, then (22) is conservative and atleast k-th
order accurate. If we further assume that f∗(uj ,ul) is entropy conservative, then (22) is also locally entropy
conservative within a single element.
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Proof. Conservation: Ignoring the source term we have,
d
dt
 k∑
j=0
∆x
2
ωjuj
 = k∑
j=0
τj(fj − fˆj)− 2
k∑
j=0
k∑
l=0
Sjlf
∗(uj ,ul)
=
k∑
j=0
τj(fj − fˆj)−
k∑
j=0
k∑
l=0
(Sjl + Slj)f
∗(uj ,ul)
=
k∑
j=0
τj(fj − fˆj)−
k∑
j=0
k∑
l=0
Bjlf
∗(uj ,ul), (S + ST = B)
= −(f∗i+1/2 − f∗i−1/2).
The above expression shows that the scheme is conservative within an element.
Accuracy: The accuracy analysis is easier to see in scalar case. Also, it can be easily extended for the
systems case. Let f∗(x, y) = f∗(u(x), u(y)) and f(x) = f(u(x)). Then,
∂f
∂x
(x) =
∂f∗
∂x
(x, x) +
∂f∗
∂y
(x, x) = 2
∂f∗
∂y
(x, x).
Since the matrix D is exact for polynomials of degree up to k,
4
∆x
k∑
l=0
Djlf
∗(x(ξj), x(ξl)) = 2
∂f∗
∂y
(x(ξj), x(ξj)) +O(∆x
k)
=
∂f
∂x
(x(ξj)) +O(∆x
k).
Entropy conservation: Entropy production within an single element can be calculated as,
d
dt
 k∑
j=0
∆x
2
ωjUj
 = k∑
j=0
∆x
2
ωjv
T
j
duj
dt
=
k∑
j=0
τjv
T
j (fj − fˆj)− 2
k∑
j=0
k∑
l=0
Sjlv
T
j f
∗(uj ,ul) +
k∑
j=0
∆x
2
ωjv
T
j (sx)j
=
k∑
j=0
τjv
T
j (fj − fˆj)−
k∑
j=0
k∑
l=0
(Bjl + Sjl − Slj)vTj f∗(uj ,ul)
(We have used S + ST = B and vT sx = 0.) (23)
= −
k∑
j=0
τjv
T
j fˆj −
k∑
j=0
k∑
l=0
Sjl(vj − vl)T f∗(uj ,ul)
= −
k∑
j=0
τjv
T
j fˆj −
k∑
j=0
k∑
l=0
Sjl(ψj − ψl)
= −
k∑
j=0
τjv
T
j fˆj +
k∑
j=0
τjψj , ( We have used (15).)
= (ψk − vTk fˆi+1/2)− (ψ0 − vT0 fˆi−1/2). (24)
Equation (23) shows that the scheme is entropy conservative within a single element.
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Theorem 3.2. If the numerical flux fˆ at the element interface is entropy stable, then the scheme (22) is
entropy stable.
Proof. The entropy production rate at the interface is
(ψik − (vik)T fˆ(uik,ui+10 )− (ψi+10 − (vi+10 )T fˆ(uik,ui+10 )
= (vi+10 − vik)T fˆ(uik,ui+10 )− (ψi+10 − ψik). (25)
Expression (25) clearly shows that if fˆ is entropy stable then together with the compact (or periodic)
boundary condition the scheme is globally entropy stable.
4 Entropy Stable DG Schemes: Two dimensional scheme
In this section, we will describe the two dimensional schemes. We use the rectangular mesh Ii,j =[
xi− 1
2
, xi+ 1
2
]
×
[
yj− 1
2
, yj+ 1
2
]
(1 ≤ i ≤ Nx), (1 ≤ j ≤ Ny) with mesh size ∆xi and ∆yj in x and y di-
rection, respectively. For simplicity, we consider the same number of Gauss-Lobatto points (k + 1) in the
both directions. We use the following change of variables,
xi(ξ) =
1
2
(xi−1/2 + xi+1/2) +
ξ
2
∆xi,
yj(ξ) =
1
2
(yj−1/2 + yj+1/2) +
ξ
2
∆yj .
We denote the nodal values as, up,q = wh(xi(ξp), yj(ξq)). Then for a single element Ii,j , the scheme is given
by,
dup,q
dt
= − 2
∆x
(
k∑
l=0
2Dplf
∗(up,ul)− τp
ωp
(fp,q − fˆp,q)
)
(26)
− 2
∆y
(
k∑
l=0
2Dqlg
∗(uq,ul)− τq
ωq
(gp,q − gˆp,q)
)
+ sp,qx + s
p,q
y , (p, q = 0, 1, . . . , k)
where we have used the following notations by dropping the indices i and j,
[fˆ0,q, fˆ1,q . . . , fˆk,q] = [fˆi−1/2,q, 0, . . . , 0, fˆi+1/2,q],
[gˆp,0, gˆp,1 . . . , gˆp,k] = [gˆp,j−1/2, 0, . . . , 0, gˆp,j+1/2],
fˆi+1/2,q = fˆ
(
wh(x
−
i+1/2, yj(ξq)),wh(x
+
i+1/2, yj(ξq))
)
,
gˆp,j+1/2 = gˆ
(
wh(xi(ξp), y
−
j+1/2),wh(xi(ξp), y
+
j+1/2)
)
.
Here f∗ and g∗ are entropy conservative fluxes and the interface fluxes fˆ and gˆ are entropy stable. The
proof of consistency, accuracy and entropy stability is similar to the one dimensional case (see [8]).
5 Numerical results
For the numerical test cases, we consider the cases with k = 1, which results in a second-order scheme
denoted by ESDG-O2 and k = 2, which results in a third-order scheme ESDG-O3. For the time integration,
we use SSP Runge-Kutta ([18]) second and third-order time discretization for ESDG-O2 and ESDG-O3
schemes, respectively. We make following choices to complete the description of the scheme:
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• Entropy conservative flux: We use the entropy conservative fluxes f∗ and g∗ presented in [31],
and described in Appendix A.
• Entropy stable flux: For the entropy stable fluxes fˆ , and gˆ, we use Lax-Friedrich numerical fluxes.
For one-dimensional problems, we use the TVDM limiter [9] in order to avoid the spurious oscillations.
The TVDM limiter uses M = 10 unless stated explicitly. Note that, use of such a limiter at the post-
processing does not guaranty the entropy stability. We also use the bound preserving limiter presented in
[26], wherever needed. Bound preserving limiter does not increase the entropy (see [8]). We use CFL 0.2
for all test cases, where CFL condition is implemented following [8].
5.1 One dimensional numerical tests
We will now present the results for the one dimensional test cases.
Test Problem 1. Accuracy test (without source): In this test problem, we demonstrate the
formal order of accuracy of the schemes without the source terms. Ignoring the source terms by taking
W = 0, we consider the following exact solution [−0.5, 0.5],
ρ(x, t) = 2 + sin(2pi(x− t)), vx(x, 0) = 1, vy(x, 0) = 0, pxx(x, 0) = pyy(x, 0) = 1, pxy(x, 0) = 0.
A periodic boundary is used for the computations. Error is computed using the exact solution at T = 0.5.
We present the L1 and L∞ errors and order of accuracy for the density in Tables1 using the ESDG-O2
N L1 error Order L∞ error Order
32 2.58e-02 ... 2.34e-02 ...
64 6.50e-03 1.99 5.61e-03 2.06
128 1.63e-03 2.00 1.39e-03 2.02
256 4.07e-04 2.00 3.45e-04 2.00
512 1.02e-04 2.00 8.63e-05 2.00
Table 1: L1 and L∞ errors and order of accuracy for density using ESDG-O2
N L1 error Order L∞ error Order
32 6.27e-04 ... 5.64e-04 ...
64 8.34e-05 2.91 7.46e-05 2.92
128 1.06e-05 2.97 9.40e-06 2.99
256 1.34e-06 2.99 1.17e-06 3.00
512 1.67e-07 3.00 1.46e-07 3.00
Table 2: L1 and L∞ errors and order of accuracy for density using ESDG-O3
scheme. We observe that the schemes have reached the desired second order of accuracy. Similarly, in
Table 2, we have presented errors for ESDG-O3. Here again, we observe that the proposed scheme has a
third-order accuracy.
Test Problem 2. Accuracy test (with source): In this test problem, we check the order
of accuracy of the schemes by considering a time dependent source corresponds to the potential, W =
sin(2pi(x− t)). We consider the following smooth exact solution in domain x ∈ [−0.5, 0.5] for this test case:
ρ(x, t) = 2 + sin(2pi(x− t)), vx(x, 0) = 1, vy(x, 0) = 0,
pxx(x, t) = 1.5 +
1
8
(cos(4pi(x− t))− 8 sin(2pi(x− t))) , pxy(x, 0) = 0, pyy(x, 0) = 1.
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N L1 error Order L∞ error Order
32 9.48e-02 ... 1.71e-01 ...
64 2.50e-02 1.93 4.76e-02 1.84
128 6.32e-03 1.98 1.31e-02 1.86
256 1.58e-03 2.00 3.41e-03 1.95
512 3.96e-04 2.00 8.62e-04 1.98
Table 3: Accuracy table of ESDG-O2
N L1 error Order L∞ error Order
32 1.51e-03 ... 2.45e-03 ...
64 2.30e-04 2.71 4.05e-04 2.59
128 3.17e-05 2.86 5.07e-05 3.00
256 4.23e-06 2.91 5.91e-06 3.10
512 5.83e-07 2.86 1.00e-06 2.56
Table 4: Accuracy table of ESDG-O3
We present the results at T = 0.5 using periodic boundary. The errors and order of accuracy for density
are presented in Table 3 and 4 for ESDG-O2 and ESDG-O3 schemes, respectively. In both cases, we
observe that the schemes have the desired order of accuracy.
Test Problem 3. Sod shock tube Riemann problem: We consider the Riemann problem on the
domain n [−0.5, 0.5] with initial discontinuity at x = 0. The left and right states are given in Table 5. We
use outflow boundary conditions, and the solutions are presented at time of T = 0.125. The exact solution
of the problem contains a shock, contact wave, and rarefaction wave. We do not need bound preserving
limiter for this test case. TVBM limiter was used to control the oscillations. The numerical solutions are
States ρ vx vy pxx pxy pyy
Left 1 0 0 2 0.05 0.6
Right 0.125 0 0 0.2 0.1 0.2
Table 5: Test Problem 3: Initial conditions for Sod shock tube problem
presented in Figure 1, using 100 and 500 cells for ESDG-O2(k=1) and ESDG-O3(k=2) schemes. We have
plotted density, velocity and the pressure components. We observe that both schemes are able to resolve
all the waves and as expected ESDG-O3 is more accurate than the ESDG-O2 scheme. Furthermore, the
use of finer grids N = 500 significantly improves the results. We also note that the results are comparable
with [26, 31].
We have also plotted the time evolution of total entropy. We note that at 500, entropy decay is lower
than at the 100 cells. Furthermore, both ESDG-O2 and ESDG-O3 having similar decay, with ESDG-O2
having slightly lower decay at 100 cells when compared to ESDG-O3. However, at 500 cells, ESDG-O3
having lower entropy decay than the ESDG-O2.
Test Problem 4. Two shock waves This is another Riemann problem (see[26, 27, 1]) where the
exact solution contains two shock waves moving away from each other. We consider the domain [−0.5, 0.5]
with outflow boundary conditions. The initial discontinuity is centered at x = 0 separating the left and
right states given in Table 6. Bound preserving limiter is not required for this test. Computational results
are plotted at final time T = 0.125. Numerical results are plotted in Figure 2 for ESDG-O2(k=1) and
ESDG-O3(k=2) at resolutions of 100 and 500 cells. We have again plotted density, velocity and pressure
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Figure 1: Test Problem 3 (Sod shock tube problem): Plot of density, velocity, pressure components
and total entropy evolution for ESDG-O2(k=1) and ESDG-O3(k=2) using 100 and 500 cells.
components. We note that both the schemes are able to capture the shocks and results improve significantly
when we use finer mesh of 500 cells. In addition, ESDG-O3 is more accurate than the ESDG-O2. Also,
results are comparable to those presented in [26, 27].
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Figure 2: Test Problem 4 (Two shock waves): Plot of density, velocity, pressure components and
total entropy evolution for ESDG-O2(k=1) and ESDG-O3(k=2) using 100 and 500 cells.
From the total entropy decay plot, we observe that entropy decay decreases significantly when the
resolution is increased from 100 to 500 cells. Furthermore, entropy decay of the ESDG-O3 scheme is lower
than the ESDG-O2 scheme.
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Figure 3: Test Problem 5 (Two rarefaction waves): Plot of density, velocity, pressure components
and total entropy evolution for ESDG-O2(k=1) and ESDG-O3(k=2) using 100 and 500 cells.
Test Problem 5. Two rarefaction waves In this test case, we consider a Riemann problem, where
the exact solution contains two rarefaction waves. The test case is set in the domain [−0.5, 0.5] with the
initial jump at x = 0 is separating two states given in Table 7. Similar to the last two cases, we use outflow
boundary conditions. The solutions are computed until time T = 0.15 using 100 and 500 cells.
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States ρ vx vy pxx pxy pyy
Left 1 1 1 1 0 1
Right 1 -1 -1 1 0 1
Table 6: Test Problem 4: Initial conditions for the two shock waves problem
States ρ vx vy pxx pxy pyy
Left 2 -0.5 -0.5 1.5 0.5 1.5
Right 1 1 1 1 0 1
Table 7: Test Problem 5: Initial conditions for two rarefaction waves problem
The numerical solutions are presented in Figure 3 for both schemes. We observe the similar performance
of the schemes as in the last two test cases, with ESDG-O3 more accurate than the ESDG-O2 scheme.
Furthermore, both of the schemes are able to capture all the waves. In addition, numerical results are
consistent with results in [1, 26, 27]. We also note from the total entropy decay plot that the schemes have
similar entropy decay.
Test Problem 6. Near vacuum state This test case is designed to test robustness of the schemes
at low density and pressure (see [26, 27]). The domain [−0.5, 0.5] consists of left and right states, given
in Table 7, separated at x = 0. We have simulated the solution till time T = 0.05 using outflow boundary
conditions. Even though we have low density and pressure areas, we have not used bound preserving
limiter.
States ρ vx vy pxx pxy pyy
Left 1 -5 0 2 0 2
Right 1 5 0 2 0 2
Table 8: Test Problem 6: Initial conditions for the near vacuum state problem
Numerical results are plotted in Figure 4 for both schemes. We observe that both the schemes able to
capture two outgoing rarefaction waves, and both are stable. Also, at the finer resolution of 500 cells, the
results are highly accurate and comparable to those presented in [26, 27].
Test Problem 7. Two rarefaction waves problem with Gaussian source This is another test
case, where we test the robustness of the scheme in low density and pressure areas. However, in this case
the low density and pressure areas are generated via source terms. We consider the computational domain
of [0, 4] with outflow boundary conditions and the initial discontinuity is placed at x = 2. The left and
right states are given in Table 9. To test the effects of source terms, following [26, 27], we consider the
Gaussian source term corresponding to
W (x, t) = 25 exp(−200(x− 2)2).
Computational results for both schemes are plotted in Figure 5 at T = 0.1. In this test, we use bound
preserving limiter for both the schemes. We again observe that both of these schemes are able the capture
all the features of the solution, and both are stable. Furthermore, the solution is highly accurate at the
finer mesh of 500 cells.
Test Problem 8. Shu-Osher test problem This test problem is obtained by modifying the Shu-
Osher test case problem for Euler equations ([32, 27]). We consider the computational domain of [−5, 5]
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Figure 4: Test Problem 6 (Near vacuum state): Plot of density, velocity and pressure components
for ESDG-O2(k=1) and ESDG-O3(k=2) using 100 and 500 cells.
States ρ vx vy pxx pxy pyy
Left 1 -4 0 9 7 9
Right 1 4 0 9 7 9
Table 9: Test Problem 7: Initial conditions for two rarefaction waves with Gaussian source term
problem
with initial discontinuity at x = −4, which separates states given in Table 10. The computations are
performed using 200 and 500 cells till time T = 1.8. Results show that both ESDG-O2 and ESDG-O3
schemes are capable of resolving the small-scale features of the flow. We note that the results using the
fine grid (N = 500) are much more accurate than the results on the coarse grid (N = 200).
5.2 Two dimensional numerical tests
We will now present two dimensional test cases.
Test Problem 9. Two dimensional near vacuum test problem In this test case form [26, 27],
we have a low density and low-pressure zone, hence we will test the robustness of the algorithms. We
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Figure 5: Test Problem 7 (Two rarefaction waves problem with Gaussian source): Plot of density,
velocity and pressure components for ESDG-O2 and ESDG-O3 using 100 and 500 cells.
consider the computational domain [−2, 2] × [−2, 2] with outflow boundary conditions. Density is taken
to be unity throughout the domain, whereas the pressure components are, pxx = pyy = 2, pxy = 0. The
velocity is set to be 8(x/r, y/r), where r =
√
x2 + y2. Simulations are performed using 100 × 100 mesh
until T = 0.05. Bound preserving limiter is used during the simulations. The numerical results for
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Figure 6: Test Problem 8 (Shu-Osher test problem): Plot of density, velocity and pressure compo-
nents for ESDG-O2(k=1) and ESDG-O3(k=2) using 100 and 500 cells.
ESDG-O2 are presented in Figure 7, and for ESDG-O3, they are presented in Figure 8. Both schemes are
able to resolve the solutions with similar details and give results consistent with [27].
Test Problem 10. Uniform plasma state with Gaussian source We consider another test case
from [26, 27]. The computational domain [0, 4]× [0, 4] is assumed to be contain uniform initial state,
ρ = 0.1, vx = vy = 0.0, pxx = pyy = 9.0, pxy = 7.0.
The source terms are used using a Gaussian profile given by,
W (x, y, t) = 25 exp
(−200 ((x− 2)2 + (y − 2)2)) .
We compute the solution using 100× 100 mesh, until T = 0.1. Bound preserving limiter is not used here.
Numerical results are plotted in Figure 9a, and 9b shows an an-isotropic change in the density due to
States ρ vx vy pxx pxy pyy
Left 3.857143 2.699369 0 10.33333 0 10.33333
Right 1 + 0.2 sin(5x) 0 0 1 0 1
Table 10: Test Problem 8: Initial conditions for Shu-Osher test problem
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Figure 7: Test Problem 9 (Two dimensional near vacuum test problem): Plot of density and pressure
components for ESDG-O2 at time t = 0.05 using 100× 100 mesh.
the source. Figure 9c shows the one dimensional cut of the results along x + y = 4. We note that both
ESDG-O2 and ESDG-O3 have similar performance.
Test Problem 11. Realistic simulation in two dimensions In this test problem from [2], we
consider the domain [0, 100]× [0, 100] filled with initial state,
ρ = 0.109885, vx = vy = 0.0, pxx = pyy = 1.0, pxy = 0.0.
We than consider a Gaussian source corresponds to
W (x, y, t) = exp
(
−
(
x− 50
10
)2
−
(
y − 50
10
)2)
,
only in x-direction i.e. source in y-direction is set be zero. Furthermore, an additional source 2vTρW
(vT ∈ [0, 1]) is added to the energy equations (see [2, 26]). We present the solutions with vT = 0 and vT = 1
at T = 0.5. Figure 10 and Figure 11 show the results by ESDG-O2 and ESDG-O3 schemes, respectively.
We clearly observe that both schemes have similar performance at this resolution and obtained results are
consistent with the results in [26]. One dimensional cut of the solution along the diagonal x + y = 4 in
Figure 9c and Figure 10c shows that the computed density is lower when vT = 1.
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Figure 8: Test Problem 9 (Two dimensional near vacuum test problem): Plot of density and pressure
components for ESDG-O3 at time t = 0.05 using 100× 100 mesh.
Conclusion
In this article, we have considered the ten-moment equations. We first present the entropy framework for
the system. We then design the entropy stable discontinuous Galerkin scheme for the system in one and
two dimensions. Two achieve the entropy stability; we use entropy conservative numerical flux in cells and
entropy stable numerical flux at the cell interfaces. This is achieved by following the quadrature rules in
][8]. The resulting schemes are shown to be entropy stable at the semi-discrete level, with source terms.
For the time discretization, we have used SSP Runge Kutta methods. These schemes are then tested on a
variety of test cases in one and two dimensions. Furthermore, schemes are demonstrated to be accurate in
capturing various waves and entropy stable, in both one and two dimensions.
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Figure 9: Test Problem 10 (Uniform plasma state with Gaussian source): Plot of density using
ESDG-O2 and ESDG-O3 schemes at time t = 0.1 on 100× 100 mesh.
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Appendix A Entropy conservative flux
We denote,
D =
det(p)
ρ
, βxx =
pxx
D
, βxy =
pxy
D
, βyy =
pyy
D
, Dβ = βxxβyy − β2xy.
Then the entropy conservative fluxes f∗ = [f∗1 , f∗2 , f∗3 , f∗4 , f∗5 , f∗6 ]T and g∗ = [g∗1, g∗2, g∗3, g∗4, g∗5, g∗6]T are
given by (see [31].),
f∗ =

ρlnv¯x
f∗1 v¯x +
ρ¯β¯xx
β¯xxβ¯yy −
(
β¯xy
)2
f∗1 v¯y +
ρ¯β¯xy
β¯xxβ¯yy −
(
β¯xy
)2(
β¯xx
Dlnβ
− (vx)2
)
f∗1 + 2v¯xf∗2(
β¯xy
Dlnβ
− vxvy
)
f∗1 + v¯xf∗3 + v¯yf∗2(
β¯yy
Dlnβ
− (vy)2
)
f∗1 + 2v¯yf∗3

g∗ =

ρlnv¯y
g∗1 v¯x +
ρ¯β¯xy
β¯xxβ¯yy −
(
β¯xy
)2
g∗1 v¯y +
ρ¯β¯yy
β¯xxβ¯yy −
(
β¯xy
)2(
β¯xx
Dlnβ
− (vx)2
)
g∗1 + 2v¯xg∗2(
β¯xy
Dlnβ
− vxvy
)
g∗1 + v¯xg∗3 + v¯yg∗2(
β¯yy
Dlnβ
− (vy)2
)
g∗1 + 2v¯yg∗3

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