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We report a measurement of time-integrated CP-violation asymmetries in the resonant substruc-
ture of the three-body decay D0 → K0S pi+ pi− using CDF II data corresponding to 6.0 fb−1 of
integrated luminosity from Tevatron pp¯ collisions at
√
s = 1.96 TeV. The charm mesons used in
this analysis come from D∗+(2010)→ D0pi+ and D∗−(2010)→ D¯0pi−, where the production flavor
of the charm meson is determined by the charge of the accompanying pion. We apply a Dalitz-
amplitude analysis for the description of the dynamic decay structure and use two complementary
approaches, namely a full Dalitz-plot fit employing the isobar model for the contributing resonances
and a model-independent bin-by-bin comparison of the D0 and D¯0 Dalitz plots. We find no CP-
violation effects and measure an asymmetry of ACP = (−0.05 ± 0.57(stat) ± 0.54(syst))% for the
overall integrated CP-violation asymmetry, consistent with the standard model prediction.
PACS numbers: 13.25.Ft, 11.30.Er
I. INTRODUCTION
The phenomenon of CP violation is well established for
weakly decaying hadrons consisting of down-type quarks.
It has been observed with mixing (indirect CP violation)
and without mixing (direct CP violation) in decays of the
K0 and B0 mesons, and confirms the theory of Kobayashi
and Maskawa [1] that describes CP violation in the stan-
dard model. For charm mesons, CP -violation effects are
expected to be small. The lack of experimental observa-
tion of CP violation in charm meson decays is consistent
with the expectation. Only recently the LHCb collabo-
ration has reported the first evidence for CP violation in
the time-integrated rate of D0 decays to two hadrons at
O(10−2) [2]. Whether this is consistent with the stan-
dard model expectation or a hint for new physics is not
yet clear. Therefore, it is important to complement the
LHCb result with measurements of CP asymmetries in
other D0 decay modes.
In this article, we describe a search for CP viola-
tion in time-integrated decay rates of D0 mesons to the
K0S pi
+ pi− final state. The standard model expectations
for the size of time-integrated CP -violation asymmetries
in K0S pi
+ pi− decays are O(10−6), where the dominant
contribution arises from CP violation in K0-K¯0 mix-
ing [3, 4]. The observation of any significantly larger
asymmetries would be a strong hint for physics beyond
the standard model.
The CLEO collaboration performed a dedicated search
for time-integrated CP violation in a fit to the Dalitz plot
of the D0/D¯0 three-body decay to K0S pi
+ pi− [5]. Belle
and BABAR allowed for CP violation in their measure-
ments of the D0-D¯0 mixing parameters [6, 7]. Up to now,
no CP -violation effects have been found [8].
In this analysis, we exploit a large sample ofD∗(2010)±
decays, reconstructed in a dataset corresponding to
6.0 fb−1 of integrated luminosity produced in pp¯ col-
lisions at
√
s = 1.96 TeV and collected by the CDF
II detector, to measure time-integrated CP -violation
asymmetries in the resonant substructure of the decay
D0/D¯0 → K0S pi+ pi−. The neutral D meson produc-
tion flavor is determined by the charge of the pion in
the D∗+(2010) → D0pi+ and D∗−(2010) → D¯0pi− de-
cays (D∗ tagging). Throughout the rest of the paper
the use of a specific particle state implies the use of the
charge-conjugate state as well, unless explicitly noted.
For brevity, D∗(2010)+ is abbreviated as D∗+.
In Sections II and III we briefly describe the CDF II
detector and the trigger components important for this
analysis. In Sections IV and V we describe the oﬄine
candidate reconstruction and selection, respectively. In
4Sec. VI we explain the Dalitz-plot fits of the resonant
substructure of the decay, followed by a discussion of
systematic uncertainties in Sec. VII and a presentation
of the results in Sec. VIII. In Sec. IX we describe a
model-independent search for CP asymmetries using a
bin-by-bin comparison of Dalitz plots [9], followed by the
conclusion in Sec. X.
II. CDF II DETECTOR
The analysis is performed on a dataset collected with
the CDF II detector [10] between February 2002 and
February 2010, corresponding to an integrated luminosity
of 6.0 fb−1 of pp¯ collisions. Among the components and
capabilities of the detector, the charged particle tracking
is the one most relevant to this analysis. The tracking
system lies within a uniform, axial magnetic field of 1.4 T.
The inner tracking volume, up to a radius of 28 cm, is
composed of six or seven layers, depending on polar an-
gle, of double-sided silicon microstrip detectors [11, 12].
An additional single-sided silicon layer is mounted di-
rectly on the beam pipe at a radius of 1.5 cm [13], al-
lowing excellent resolution of the transverse impact pa-
rameter d0, defined as the distance of closest approach
of a charged particle trajectory (track) to the interac-
tion point in the plane transverse to the beam line. The
silicon detector allows the identification of displaced, sec-
ondary vertices from bottom-hadron and charm-hadron
decays with a resolution of approximately 30 µm in the
transverse and 70 µm in the longitudinal direction. The
outer tracking volume from a radius of 40 to 137 cm is
occupied by an open-cell argon-ethane gas drift cham-
ber (COT) [14]. An important aspect for this analysis
is that the layout of the COT is intrinsically charge-
asymmetric because of an about 35◦ tilt angle between
the cell orientation and the radial direction. The total
tracking system provides a transverse momentum reso-
lution of σ(pT )/p
2
T ≈ 0.07% (GeV/c)−1 for tracks with
pT > 2 GeV/c. A more detailed description of the track-
ing system can be found in Ref. [15].
III. ONLINE EVENT SELECTION
A three-level event-selection system (trigger) is used.
At level 1, a hardware track-processor [16] identifies
charged particles using information from the COT and
measures their transverse momenta and azimuthal an-
gles around the beam direction. The basic requirement
at level 1 is the presence of two charged particles, each
with pT > 2 GeV/c. At level 2, the silicon vertex trig-
ger [17] adds silicon-hit information to the tracks found
by the hardware track-processor, thus allowing the pre-
cise measurement of impact parameters of tracks. The
two level-1 tracks are required to have impact parameters
between 0.1 and 1 mm, an opening angle in the transverse
plane between 2◦ and 90◦, and to be consistent with com-
ing from a common vertex displaced from the interaction
point by at least 200 µm in the plane transverse to the
beam line. This is complemented by the selection with-
out vertex displacement requirement and opening angle
restricted to be less than 6◦ designed to collect events
with track pairs having low invariant mass. The level-3
trigger is implemented in software and provides the final
online selection by confirming the first two trigger-level
decisions using a more precise reconstruction. This trig-
ger is designed to collect hadronic decays of long-lived
particles such as b and c hadrons. Three different config-
urations of this trigger are employed, requiring a mini-
mum on the scalar sum of the transverse momenta of the
two trigger tracks of 4.0, 5.5, and 6.5 GeV/c. The active
threshold depends on the instantaneous luminosity con-
ditions, with higher thresholds used at higher instanta-
neous luminosity to reduce the higher trigger accept-rate.
IV. OFFLINE EVENT RECONSTRUCTION
The oﬄine reconstruction of candidates starts by fit-
ting tracks taking into account multiple scattering and
ionization energy-loss calculated for the pion mass hy-
pothesis. Since all final state particles in the studied
decay chain are pions we assign the pion mass to each
track in following steps. Two oppositely-charged tracks
are combined to form a K0S candidate. To construct
D0 candidates, each K0S candidate is combined with all
other possible oppositely charged track pairs found in
the event. Finally, the D∗+ candidates are obtained by
combining each D0 candidate with one of the remain-
ing tracks in the event. The tracks forming the K0S , D
0,
and D∗+ candidates are subjected to separate kinematic
fits that constrain them to originate from common decay
point in each case, resulting in three reconstructed decay
points for the considered decay chain. In each step of the
reconstruction, standard quality requirements on tracks
and vertices are used to ensure well-measured momenta
and decay positions [18].
V. CANDIDATE SELECTION
For the selection of the candidates, we first impose
some quality requirements to suppress the most obvi-
ous backgrounds, such as random combinations of low-
pT particles, D
∗+ pions strongly displaced from the in-
teraction point, or short-lived D0 candidates without
proper secondary-vertex separation. We require the
transverse momentum of each pion to be greater than
400 MeV/c, the transverse momentum of the D∗+ to ex-
ceed 5.0 GeV/c, the impact parameter of the pion from
the D∗+ decay divided by its uncertainty d0/σd0(piD∗+)
not to exceed 15, and the transverse decay length of the
D0 candidate projected into the transverse momentum
(Lxy) to exceed its resolution (σLxy ). For the surviv-
ing candidates we use an artificial neural network to dis-
5tinguish signal from background. The neural network
is constructed with the NeuroBayes package [19] and
trained, using data only, by means of the sPlot tech-
nique [20]. This technique assigns a weight to each can-
didate, proportional to the probability that the candidate
is signal. The candidate weight is based on a discrimi-
nating variable, which is required to be independent of
the ones used in the neural network training. In our
case, the discriminating variable is the mass difference
∆M = M(K0Spi
+pi− pi+)−M(K0Spi+pi−) of the D∗+ can-
didate. In the training, each candidate enters with a
weight calculated from the signal probability that is de-
rived from its mass. Based on these weights, the neu-
ral network learns the features of signal and background
events. Since we use only data for the neural network
training, we randomly split each sample into two parts
evenly distributed in data taking time and train two net-
works. Each network is then applied to the complemen-
tary subsample in order for the selection to be trained on
a sample independent from the one to which it is applied.
This approach avoids a bias of the selection originating
from statistical fluctuations possibly learned by the net-
work. The method of NeuroBayes sPlot trainings was
first applied in our previous work on charm baryons [21].
The network uses five input variables. Ordered by
decreasing importance, these are Lxy/σLxy (D
0), the χ2
quality of the D∗+ vertex fit, d0/σd0(piD∗+), pT (piD∗+),
and the reconstructed mass of the K0S candidate. The
D∗+ network training is based on the mass difference
distribution in the range 140 < ∆M < 156 MeV/c2. A
fit of a non-relativistic Breit-Wigner convoluted with a
Gaussian for the signal and a third-order polynomial for
the background function defines the probability density
functions used to calculate the sPlot weights. The final
neural network output requirement is chosen to maxi-
mize S/
√
S +B where S (B) is the estimated number
of signal (background) events in the signal region esti-
mated from a fit to the M(K0Spi
+pi−) distribution. The
selected requirement corresponds to an a posteriori sig-
nal probability greater than 25%. In 11% of the selected
events, multiple D∗+ candidates are reconstructed for a
single D0 candidate. We choose the D0 candidate with
the most D∗-like neural network output and remove all
others to avoid identical candidates populating the Dalitz
space.
The M(K0Spi
+pi−) and ∆M distributions of the se-
lected candidates are shown in Fig. 1, together with
the corresponding fits to determine the signal and back-
ground yields. In the K0Spi
+pi− mass distribution, the D0
signal is described by the sum of two Gaussian functions
with common mean, and the background is modeled by
a linear function. The D∗+ signal in the ∆M distribu-
tion is described by a non-relativistic Breit-Wigner con-
voluted with a resolution function. The latter is deter-
mined from simulated events and consists of the weighted
sum of three Gaussian functions to model the more com-
plicated shape of the resolution close to the kinematic
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FIG. 1. The M(K0Spi
+pi−) and ∆M data distributions (points
with error bars) with fit results overlaid. The dashed lines
correspond to the background contributions. The vertical
lines indicate signal ranges used for further analysis. The
M(K0Spi
+pi−) (∆M) distribution contains only candidates
populating the signal ∆M (M(K0Spi
+pi−)) range.
modeled by a third-order polynomial.
For the Dalitz-plot studies, the analysis is restricted
to candidates populating two mass ranges, 1.84 <
M(K0Spi
+pi−) < 1.89 GeV/c2 and 143.4 < ∆M <
147.4 MeV/c2, indicated by the dashed vertical lines in
Fig. 1. The selected data sample contains approximately
3.5×105 signal events and consists of about 90% correctly
D∗-tagged D0 signal, 1% mistagged D0 signal, and 9%
background candidates. A mistag results from the com-
bination of a D0 with a random, wrongly-charged pion
not originating from a D∗± decay. The mistag fraction
is estimated by a dedicated parameter in the Dalitz-plot
fit described in Sec. VI A.
The resonant substructure of a three-body decay can
be described by means of a Dalitz-amplitude analy-
sis [22]. The Dalitz plot of the considered decay D0 →
K0S pi
+ pi−, composed of all selected candidates, is shown
in Fig. 2. It represents the decay dynamics as a func-
tion of the squared invariant masses of the two-body
combinations K0Spi
±(RS) and pi+pi−, where the notation
K0Spi
±(RS) expresses that the Cabibbo-favored combina-
6]4/c2 [GeV2 (RS)±pi0sKM

















FIG. 2. Dalitz plot of the decay D0/D¯0 → K0S pi+ pi−, where
the squared invariant masses of the two-body combinations
K0Spi
±(RS) and pi+pi− are chosen as kinematic quantities. The
solid line indicates the kinematic boundaries.
tion, or right-sign (RS) pion, is used for both D0 (K0Spi
−)
and D¯0 (K0Spi
+) decays. The squared invariant mass
of the doubly-Cabibbo-suppressed or wrong-sign (WS)
two-body combination K0Spi





pi+pi− . Three types of final states con-
tribute in the decay, Cabibbo-favored, doubly-Cabibbo-
suppressed, and CP eigenstates. The dominant decay
mode is the Cabibbo-favored D0 → K∗(892)− pi+, which
amounts for about 60% of the total branching fraction.
The second largest contribution is from the intermedi-
ate CP eigenstate K0Sρ(770), which is color-suppressed
compared to K∗(892)−pi+.
VI. DALITZ ANALYSIS
A simultaneous fit to the resonant substructure of the
decay to K0S pi
+ pi− is performed on the combined D0
and D¯0 samples to determine the sizes of the various
contributions. These are compared with previous results
from other experiments to build confidence in the fit-
ting technique. Then the fit is applied independently to
D∗-tagged D0 and D¯0 samples to measure CP -violation
asymmetries in the decay amplitudes for each subprocess.
A. Fit to the combined sample
A binned maximum-likelihood fit to the two-
dimensional Dalitz-plot distribution with bin widths of
0.025 GeV2/c4 in both dimensions is performed to deter-
mine the contributions of the various intermediate reso-








where ~θ are the estimated parameters, I is the number
of bins, ni is the number of entries in bin i, and µi is
the expected number of entries in bin i. The latter are
obtained using the function
µ(M2K0Spi±(RS)

















where M is the complex matrix element of the decay,
(1 − T ) is the fraction of D0 candidates with wrongly-
determined production flavor, called the mistag frac-





pi+pi−) is the relative trigger





pi+pi−) is the background distribution.
The function is evaluated at the bin center to calculate
the expectation for µi.
The isobar model [23] is used to describe the matrix
elementM. The various resonances are modeled by com-
plex numbers aje
iδj , where j refers to the jth isobar com-
posed of the amplitude aj and the phase δj , multiplied
with the individual complex matrix element Aj(M,Γ),
which depends on the mass M and decay width Γ of the
resonance. The phase convention is the same as in the
CLEO analysis [5] and described in Ref. [18]. The com-
plex numbers are added as






iδ0 represents a possible non-resonant contribu-
tion. Since aj and δj are relative amplitudes and phases,
one resonance can be chosen as the reference. The am-
plitude and phase of the ρ(770), being the largest color-
suppressed mode, are fixed to the values aρ(770) = 1 and
δρ(770) = 0, respectively. The individual matrix elements,
Aj(M,Γ), correspond to normalized Breit-Wigner shapes
with Blatt-Weisskopf form factors [24]. A more detailed
description can be found in Ref. [25]. For the intermedi-
ate resonances ρ(770) and ρ(1450) decaying to pi+pi−, the
Breit-Wigner shape is replaced by the Gounaris-Sakurai
description [26].
To account for the limited accuracy of the knowledge
on the masses and widths of the intermediate resonances,
these parameters can vary within their experimental un-
certainties, taken from Ref. [27] for the f0(980) and
f0(1370) mesons, and Ref. [28] for the others. This is
accomplished by means of Gaussian constraints in the
likelihood function, except for the resonances K∗(892)±,
f0(600), and σ2, which are unconstrained. Because
the K∗(892)± is the most prominent resonance, with
its 60% branching fraction, floating the K∗(892)± mass
and width in the Dalitz-plot fit improves the fit quality.
7The reason for the unconstrained f0(600) and σ2 reso-
nance parameters is the poorly known nature of these
states. The scalar resonance σ2 is introduced to account
for a structure near 1 GeV2/c4 in the M2pi+pi− distribu-
tion. A possible explanation for this structure, proposed
in Ref. [29], is the decay f0(980) → η η with rescat-
tering of ηη to pi+pi−, resulting in a distortion of the
f0(980)→ pi+ pi− amplitude for M2pi+pi− near the ηη pro-
duction threshold. The masses and widths of the res-
onances K∗(892)±, K∗0 (1430)
±, and K∗2 (1430)
± are re-
quired to be identical for Cabibbo-favored and doubly-
Cabibbo-suppressed (DCS) processes.
Simulated events are used to estimate the relative re-
construction efficiency over the D0 → K0S pi+ pi− Dalitz
plot. The considered decay chain, starting with D∗+, is
simulated by means of the evtgen package [30], where
the three-body decay structure of the D0 is generated
without any intermediate resonances. The generated
events are passed through the detector simulation and
reconstructed as data. The simulated detector and trig-
ger acceptance influence the Dalitz-plot distribution in
a complicated way. To estimate the efficiency, a binned
maximum likelihood fit to the Dalitz-plot distribution
of simulated decays is performed, where a binning of
0.05 GeV2/c4 in both dimensions is used. An empiric





n, where m+ n ≤ 9, and
a Gaussian function,


























pi+pi− , respectively. The Gaussian
function G(M2pi+pi−) models the efficiency enhancement
at low M2pi+pi− values, which is caused by a trigger con-
figuration that selects track pairs with small opening an-
gle. The fit projections together with the corresponding
mass-squared distributions of the three two-body combi-
nations are shown in Fig. 3.
The background in the Dalitz-plot distribution re-
ceives three dominant contributions, combinatorial back-
ground of purely random particle combinations, misre-
constructedD0 candidates peaking below theD∗+ signal,
and combinations of true D0 candidates with a random
pion. The first two are estimated in a sample chosen from
the D0-mass upper sideband 1.92 < M(K0Spi
+pi−) <
1.95 GeV/c2 with the same selection requirements used
in the signal region. The combinations of true D0 candi-
dates with a random pion are directly determined as the
mistag fraction by the Dalitz-plot fit.
To estimate the contributions of the individual reso-
]4/c2 [GeV2 (RS)±pi0sKM
























































FIG. 3. Squared invariant mass distributions of the simulated
events used for the determination of the relative reconstruc-
tion efficiency over the Dalitz plot, together with the corre-
sponding fit projections.
nances to the total decay rate, the fit fractions,
FFr =
∫ |areiδrAr|2dM2K0Spi±(RS)dM2pi+pi−∫ |∑j ajeiδjAj |2dM2K0Spi±(RS)dM2pi+pi− , (5)
are calculated from the fitted amplitudes and phases.
The statistical uncertainties on the fit fractions are de-
termined by propagating the uncertainties on the am-
plitudes and phases. This is done by generating 1000
8TABLE I. Combined D0 and D¯0 Dalitz-plot-fit results for
the relative amplitudes and phases of the included intermedi-
ate resonances, together with the fit fractions calculated from
them. Due to interference effects between the various reso-
nances the fit fractions are not constrained to add up exactly
to 100%.
Resonance a δ [◦] Fit fractions [%]
K∗(892)± 1.911± 0.012 132.1± 0.7 61.80± 0.31
K∗0 (1430)
± 2.093± 0.065 54.2± 1.9 6.25± 0.25
K∗2 (1430)
± 0.986± 0.034 308.6± 2.1 1.28± 0.08
K∗(1410)± 1.092± 0.069 155.9± 2.8 1.07± 0.10
ρ(770) 1 0 18.85± 0.18
ω(782) 0.038± 0.002 107.9± 2.3 0.46± 0.05
f0(980) 0.476± 0.016 182.8± 1.3 4.91± 0.19
f2(1270) 1.713± 0.048 329.9± 1.6 1.95± 0.10
f0(1370) 0.342± 0.021 109.3± 3.1 0.57± 0.05
ρ(1450) 0.709± 0.043 8.7± 2.7 0.41± 0.04
f0(600) 1.134± 0.041 201.0± 2.9 7.02± 0.30
σ2 0.282± 0.023 16.2± 9.0 0.33± 0.04
K∗(892)±(DCS) 0.137± 0.007 317.6± 2.8 0.32± 0.03
K∗0 (1430)
±(DCS) 0.439± 0.035 156.1± 4.9 0.28± 0.04
K∗2 (1430)
±(DCS) 0.291± 0.034 213.5± 6.1 0.11± 0.03
Non-Resonant 1.797± 0.147 94.0± 5.3 1.64± 0.27
Sum 107.25± 0.65
TABLE II. Combined D0 and D¯0 Dalitz-plot-fit results for
the masses and widths of the K∗(892)±, f0(600), and σ2 con-
tributions.
Resonance Mass [MeV/c2] Natural width [MeV/c2]
K∗(892)± 893.9± 0.1 51.9± 0.2
f0(600) 527.3± 5.2 308.7± 8.9
σ2 1150.5± 7.7 138.8± 7.8
random parameter sets of amplitudes and phases accord-
ing to the full covariance matrix of the fit and taking the
standard deviation of the distribution of the 1000 calcu-
lated fit fractions.
The results of the combined D0 and D¯0 Dalitz-plot fit
for the relative amplitudes and phases of the included
intermediate resonances can be found in Table I, to-
gether with the corresponding fit fractions. Table II
shows the results for the fitted masses and widths of
the K∗(892)±, f0(600), and σ2 contributions. The val-
ues for the K∗(892)± agree with the world-average val-
ues [28] within 2 MeV/c2. The mistag fraction obtained
from the Dalitz-plot fit is 1 − T = (0.98 ± 0.14)%. A
reduced χ2 of 7387/5082, calculated from the deviations
between data and fit in each bin, supports the quality
of our model. The largest discrepancy comes from the
high statistics corner of the Dalitz plot populated by the
Cabibbo-favored decays with K∗(892)± resonance. The
three mass-squared projections are shown in Fig. 4. The
results for the fit fractions are consistent with the mea-
surements from previous experiments [6, 7, 29, 31].
]4/c2 [GeV2 (RS)±pi0sKM



































































FIG. 4. Projections of the Dalitz-plot fit on the individual
two-body masses, together with the corresponding distribu-
tions in data.
B. Measurement of CP-violation asymmetries
As described in Sec. I, D∗ tagging is used to mea-
sure CP -violation effects in the Dalitz decay. Although
equal numbers of D0 and D¯0 mesons are produced in the
CDF II detector, the efficiency for reconstructing soft pi-
ons from the D∗ decays causes an instrumental asymme-
try between the numbers of observed D0 and D¯0 decays.
This instrumental asymmetry is mainly due to the tilt of
9) [GeV/c]±D*pi(Tp


























FIG. 5. Asymmetry between the numbers of reconstructed
D∗+ and D∗− candidates as a function of the soft pion’s pT .
COT cells described in Sec. II, which causes positively-
and negatively-charged particles to hit the cells at differ-
ent angles. Since only relative differences between the D0
and D¯0 Dalitz plots are studied, an absolute efficiency
difference is expected not to bias the observed physics
asymmetries. However, an instrumental asymmetry de-
pending on the transverse momentum of the additional
pion can lead to efficiency discrepancies that vary over
the Dalitz plot and has to be taken into account to avoid
biased results.





between the number of D∗+ (D0) and D∗− (D¯0) candi-
dates as a function of the transverse momentum of the
pion from the D∗± decay. The asymmetry is larger at
low pT (piD∗±). This means that the efficiency for recon-
structing a D0 or a D¯0 may differ over the Dalitz plot.
The effect is corrected by reweighting the D¯0 Dalitz plot
according to the deviations between the pT (piD∗±) distri-
butions for positive and negative pion charges found in
data.
Two different parametrization approaches to measure
CP -violation asymmetries in a simultaneous Dalitz-plot
fit to the D0 and reweighted D¯0 samples are applied. The
first one corresponds to an independent parametrization
of the relative amplitudes and phases in the Dalitz-plot
fits of the D0 and D¯0 samples, respectively. Differences
in the estimated resonance parameters can then be inter-
preted as CP -violation effects. The second parametriza-
tion approach is a simultaneous fit to the D0 and D¯0
samples, where two additional parameters, representing
CP -violation amplitudes and phases, are introduced for
each resonance.
1. Independent D0 and D¯0 parametrizations
The fitting procedure described in Sec. VI A is repeated
with separate parametrizations for the amplitudes and
phases in the D0 and D¯0 samples. By performing a si-
multaneous D0 and D¯0 fit, common parameters are used
for the Gaussian-constrained masses and widths of the
included resonances, the non-resonant contribution, the
K∗(892)±, f0(600), and σ2 masses and widths, as well as
the mistag fraction.






are calculated for each intermediate resonance, where the
statistical uncertainties are determined by Gaussian un-
certainties propagated from the statistical uncertainties
of the individual fit fractions.
















where M is the matrix element of Eq. (3) for the D0
decay and M the one for the D¯0 decay. The statis-
tical uncertainty on ACP is determined with the same
procedure used for the determination of the fit-fraction
uncertainties.
2. CP-violation amplitudes and phases
Following Ref. [5], a simultaneous fit to the D0 and D¯0
samples is performed, where the matrix elements for D0
and D¯0 read






















Compared to Eq. (3) the additional parameters bj and
φj , representing CP -violation amplitudes and phases,
are introduced. Again, common parameters are used
for the Gaussian-constrained masses and widths of the
included resonances, the non-resonant contribution, the
K∗(892)±, f0(600), and σ2 masses and widths, as well as
the mistag fraction.
VII. SYSTEMATIC UNCERTAINTIES
The systematic uncertainties are categorized into ex-
perimental and modeling uncertainties. The considered
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experimental sources are efficiency asymmetries varying
over the Dalitz plot, asymmetries of the background in
the D0 and D¯0 samples, and the applied efficiency distri-
bution which is estimated by simulated events and may
not adequately model the composition of trigger configu-
rations in data. Modeling uncertainties arise from the
chosen values for the radius parameters in the Blatt-
Weisskopf form factors and the limited knowledge on the
complex dynamics of the three-body decay. In this con-
text, the stability of the determined CP -violation quan-
tities under variations of the employed Dalitz model is
tested. The contributions from the various sources to
the total systematic uncertainties can be found in Ta-
bles III–VI.
A. Efficiency asymmetry
The reweighting procedure of the D¯0 Dalitz plot ac-
cording to the deviations between the pT (piD∗±) distribu-
tions for positively and negatively charged pions may not
fully correct for residual small asymmetries between the
D0 and D¯0 efficiency distributions. To estimate the size
of a systematic effect originating from such an asymme-
try, the Dalitz-plot fits are repeated without reweighting
the D¯0 Dalitz plot. The scale of systematic uncertainties
are estimated as the differences between the resulting val-
ues and the ones from the default fits.
B. Background asymmetry
To investigate a possible systematic effect originating
from different Dalitz-plot distributions of the background
in D0 and D¯0 data, the Dalitz-plot fits are repeated
with two independent background samples distinguished
by the charge of the slow pion in the D∗± decay. The
systematic uncertainties are calculated as differences be-
tween the resulting values and the ones from the default
fits.
C. Fit model
The systematic uncertainties originating from the spe-
cific model used for the Dalitz-plot fit are estimated by




±(DCS), or the non-resonant con-
tribution is excluded from the model. These are the least
significant contributions or in case of σ2 because of con-
troversy over existence of such state. For each case, the
resulting CP -violation quantities are compared to the
values from the default fits and the largest deviations
are used as modeling systematic uncertainties.
D. Efficiency model
As described in Sec. II, different trigger configurations
with thresholds of 4, 5.5, and 6.5 GeV/c on the scalar
sum of the transverse momenta of the two trigger tracks
are applied for the online event selection. The simulated
events, used to determine the reconstruction efficiency
across the Dalitz plot, are required to pass the different
trigger configurations in the same proportions as the ac-
tual data. Any mismodeling of the efficiency is expected
to cancel between D0 and D¯0 candidates, to first order.
To estimate residual higher-order effects, an efficiency de-
termined with simulated events satisfying the 6.5 GeV/c
trigger threshold is used, and the difference with the de-
fault efficiency is taken as a systematic uncertainty.
E. Blatt-Weisskopf form factors
In the default Dalitz-plot fits, the chosen values for the
radius parameter R in the Blatt-Weisskopf form factors
are R = 5 (GeV/c)−1 for the D0 and R = 1.5 (GeV/c)−1
for all intermediate resonances [25]. To estimate the sys-
tematic uncertainties originating from deviations from
these values, the Dalitz-plot fits are repeated with both
values for the radius parameter halved and doubled. The
systematic uncertainties are then calculated as the largest
differences between the resulting values and the ones from
the default fits.
F. Further checks
To assess the robustness of the fitting procedure, the
following checks were done, each leading to results that
agree with the default fits within the expected variations.
To test the effects of the Dalitz-plot binning the
fits are repeated when varying the bin widths from
0.025 GeV2/c4 to 0.03 GeV2/c4 and 0.05 GeV2/c4.
Discrepancies between data and the Dalitz-plot fit are
visible in Fig. 4, in particular at the peak of theK∗(892)±
signal. To verify the results, the fits are repeated when
excluding the Dalitz-plot regions with the largest discrep-
ancies between the fit values and data.
Instead of using Gaussian constraints, the masses and
decay widths of the included resonances are fixed to
the values in Ref. [27] for f0(980) and f0(1370), and to
the world average values [28] for the others, except for
K∗(892)±, f0(600), and σ2 which are still unconstrained
parameters in the fit.
The Dalitz-plot fits are repeated with an alternative
background model, where the combinatorial background
and the combinations of true D0 candidates with a ran-
dom pion are modeled by D∗+ sidebands and the dis-
tribution of misreconstructed D0 candidates is modeled
by means of an inclusive charm simulated dataset. The
ratio of combinatorial background and combinations of
true D0 candidates with a random pion is assumed to
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TABLE III. Systematic uncertainties on the fit-fraction asymmetry AFF for each included intermediate resonance. The contri-
butions from the efficiency asymmetry, the background asymmetry, the fit model, the trigger efficiency, and the Blatt-Weisskopf
form factors are described in Sec. VII. The small values for the ρ(770) resonance are due to the fixing of its parameters in
the fit. The total systematic uncertainties are given by adding up the various contributions in quadrature. The corresponding
statistical uncertainties are listed for comparison.
Total uncertainties
AFF [10
−2] Efficiency Background Fit model Trigger Form factors Systematic Statistical
K∗(892)± 0.09 0.13 0.27 0.09 0.23 0.40 0.33
K∗0 (1430)
± 0.9 0.5 3.2 1.1 1.3 3.8 2.4
K∗2 (1430)
± 0.8 0.3 3.9 0.1 0.6 4.1 4.0
K∗(1410)± 0.4 1.0 6.2 0.6 0.9 6.4 5.7
ρ(770) 0.05 0.00 0.05 0.00 0.04 0.08 0.50
ω(782) 0.6 0.3 1.1 1.0 2.0 2.6 6.0
f0(980) 0.9 1.1 0.8 0.1 0.4 1.6 2.2
f2(1270) 1.0 1.4 1.0 1.5 1.8 3.0 3.4
f0(1370) 0.8 0.4 6.4 0.4 4.1 7.7 4.6
ρ(1450) 0.6 0.9 4.7 6.2 1.9 8.1 5.2
f0(600) 0.2 0.2 2.9 0.2 2.1 3.6 2.7
σ2 0.9 1.9 2.5 0.5 1.9 3.8 7.6
K∗(892)±(DCS) 0.3 0.6 1.3 0.1 1.5 2.1 5.7
K∗0 (1430)
±(DCS) 0 0 5 8 5 10 11
K∗2 (1430)
±(DCS) 0 1 14 1 26 29 14
TABLE IV. Systematic uncertainties on the CP-violation amplitude b for each included intermediate resonance. Further
explanations can be found in the caption of Table III.
Total uncertainties
b Efficiency Background Fit model Trigger Form factors Systematic Statistical
K∗(892)± 0.011 0.001 0.000 0.001 0.002 0.011 0.004
K∗0 (1430)
± 0.022 0.009 0.029 0.009 0.015 0.041 0.028
K∗2 (1430)
± 0.003 0.004 0.022 0.003 0.001 0.023 0.024
K∗(1410)± 0.006 0.000 0.015 0.011 0.007 0.021 0.037
ρ(770) 0.007 0.003 0.003 0.001 0.001 0.008 0.006
ω(782) 0.000 0.000 0.000 0.000 0.000 0.000 0.002
f0(980) 0.002 0.003 0.001 0.000 0.001 0.004 0.005
f2(1270) 0.003 0.008 0.008 0.003 0.005 0.013 0.037
f0(1370) 0.002 0.005 0.008 0.008 0.017 0.021 0.008
ρ(1450) 0.016 0.023 0.107 0.071 0.032 0.135 0.022
f0(600) 0.011 0.001 0.018 0.002 0.013 0.025 0.017
σ2 0.002 0.002 0.002 0.001 0.001 0.004 0.012
K∗(892)±(DCS) 0.001 0.001 0.001 0.000 0.001 0.002 0.005
K∗0 (1430)
±(DCS) 0.003 0.005 0.030 0.008 0.015 0.035 0.024
K∗2 (1430)
±(DCS) 0.005 0.001 0.006 0.002 0.015 0.017 0.029
be independent of the D∗+ mass difference distribution.
Since this assumption is not completely valid, especially
close to the kinematic threshold, the method is only cho-
sen as check of the default background model described
in Sec. VI A.
VIII. RESULTS
All CP -violation quantities are found to be consistent
with zero. The results for the CP -violation amplitudes
and phases, defined in Eq. (9) and obtained from the
simultaneous fit to the D0 and D¯0 Dalitz plots, are dis-
played in Table VII. The fit-fraction asymmetries for the
intermediate resonances, defined in Eq. (7), are listed in
Table VIII. The overall time-integrated CP asymmetry,
defined in Eq. (8), is determined to be
ACP = (−0.05± 0.57(stat)± 0.54(syst))% . (10)
This value includes the contribution from time-integrated
CP violation in the mixing of the involved K0 mesons.
We determine this contribution with the method de-
scribed in Ref. [32] to be −0.07%, much smaller than
the ACP measurement uncertainty.
A. Indirect CP violation
Following the procedure described in Ref. [15], it is
possible to disentangle indirect from direct CP -violation
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TABLE V. Systematic uncertainties on the CP-violation phase φ for each included intermediate resonance. Further explanations
can be found in the caption of Table III.
Total uncertainties
φ [◦] Efficiency Background Fit model Trigger Form factors Systematic Statistical
K∗(892)± 0.0 0.1 1.0 0.2 0.8 1.3 1.4
K∗0 (1430)
± 0.0 0.0 2.1 0.2 0.7 2.2 1.7
K∗2 (1430)
± 0.1 0.2 1.0 0.3 0.4 1.1 1.8
K∗(1410)± 0.1 0.0 0.8 1.3 1.6 2.2 1.9
ρ(770) 0.1 0.3 1.1 0.2 0.8 1.4 1.5
ω(782) 0.3 0.6 0.9 0.1 0.8 1.4 2.2
f0(980) 0.2 0.0 0.8 0.0 0.7 1.1 1.3
f2(1270) 0.2 0.2 1.3 0.7 1.4 2.1 1.9
f0(1370) 1.0 1.2 1.9 1.0 0.9 2.8 1.7
ρ(1450) 0.0 0.6 2.0 3.1 1.2 3.9 1.7
f0(600) 0.1 0.2 1.3 0.2 0.3 1.4 1.5
σ2 0.2 0.3 0.7 0.4 0.7 1.1 2.9
K∗(892)±(DCS) 0.1 0.5 1.1 0.1 0.1 1.2 2.3
K∗0 (1430)
±(DCS) 0.0 0.3 3.5 1.0 1.3 3.9 4.0
K∗2 (1430)
±(DCS) 0.6 0.5 2.3 0.5 1.7 3.0 5.3
TABLE VI. Systematic uncertainties on the overall integrated CP asymmetry. Further explanations can be found in the caption
of Table III.









TABLE VII. Results of the simultaneous D0-D¯0 Dalitz-plot
fit for the CP-violation amplitudes, b, and phases, φ. The
first uncertainties are statistical and the second systematic.
Resonance b φ [◦]
K∗(892)± +0.004± 0.004± 0.011 −0.8± 1.4± 1.3
K∗0 (1430)
± +0.044± 0.028± 0.041 −1.8± 1.7± 2.2
K∗2 (1430)
± +0.018± 0.024± 0.023 −1.1± 1.8± 1.1
K∗(1410)± −0.010± 0.037± 0.021 −1.6± 1.9± 2.2
ρ(770) −0.003± 0.006± 0.008 −0.5± 1.5± 1.4
ω(782) −0.003± 0.002± 0.000 −1.8± 2.2± 1.4
f0(980) −0.001± 0.005± 0.004 −0.1± 1.3± 1.1
f2(1270) −0.035± 0.037± 0.013 −2.0± 1.9± 2.1
f0(1370) −0.002± 0.008± 0.021 −0.1± 1.7± 2.8
ρ(1450) −0.016± 0.022± 0.135 −1.7± 1.7± 3.9
f0(600) −0.012± 0.017± 0.025 −0.3± 1.5± 1.4
σ2 −0.011± 0.012± 0.004 −0.2± 2.9± 1.1
K∗(892)±(DCS) +0.001± 0.005± 0.002 −3.8± 2.3± 1.2
K∗0 (1430)
±(DCS) +0.022± 0.024± 0.035 −3.3± 4.0± 3.9
K∗2 (1430)
±(DCS) −0.018± 0.029± 0.017 +4.2± 5.3± 3.0
effects by means of the D0 decay time distribution. The








TABLE VIII. Fit-fraction asymmetries, AFF, for the included
intermediate resonances. The first uncertainties are statistical
and the second systematic.
Resonance AFF [%]
K∗(892)± +0.36± 0.33± 0.40
K∗0 (1430)
± +4.0± 2.4± 3.8
K∗2 (1430)
± +2.9± 4.0± 4.1
K∗(1410)± −2.3± 5.7± 6.4
ρ(770) −0.05± 0.50± 0.08
ω(782) −12.6± 6.0± 2.6
f0(980) −0.4± 2.2± 1.6
f2(1270) −4.0± 3.4± 3.0
f0(1370) −0.5± 4.6± 7.7
ρ(1450) −4.1± 5.2± 8.1
f0(600) −2.7± 2.7± 3.6
σ2 −6.8± 7.6± 3.8
K∗(892)±(DCS) +1.0± 5.7± 2.1
K∗0 (1430)
±(DCS) +12± 11± 10
K∗2 (1430)
±(DCS) −10± 14± 29
where τ is the mean D0 lifetime. The mean observed
decay time 〈t〉 is determined from the background sub-
tracted D0 decay time distribution. We correct for the
fraction of nonprompt events that is estimated from
the D∗+ impact parameter significance distribution, and
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obtain a mean observed decay time of 〈t〉 = (2.28 ±
0.03)τ(D0). To compare with the recent CDF measure-
ment of CP -violation asymmetries in D0 → pi+pi− and
D0 → K+K− decays, AindCP (D0 → h+h−) = (−0.01 ±
0.06(stat)± 0.04(syst))% [15], we determine the indirect
CP asymmetry for the case of no direct CP violation to
be
AindCP = (−0.02± 0.25(stat)± 0.24(syst))% . (12)
B. Individual CP-violation asymmetries
The CLEO experiment also quotes CP -violation quan-
tities called interference fractions, IF, and individual CP
asymmetries, ACP , in each subresonance [5]. These are
















TABLE IX. Upper limits for individual CP-violation asym-
metries.




















Since these values are positive by construction, only up-
per limits are given. The calculation is performed with
the same method used for the determination of the fit
fractions, where the 90% and 95% quantiles of resulting
distributions are used as the corresponding C.L. upper
limits. To account for systematic uncertainties for each
resonance, the largest values of all fits with the different
systematic variations are taken. The resulting 90% and
95% C.L. on the individual CP asymmetries are listed in
Table IX.
IX. MODEL-INDEPENDENT APPROACH
Following Ref. [9], a model-independent search for CP
violation in the Dalitz-plot distribution of the decay
D0 → K0S pi+ pi− is performed by comparing the binned
Dalitz plots for D0 and D¯0 meson decays. No assump-
tions about the resonant substructure of the decay are
used. The approach serves as a complementary verifica-
tion of the results from the Dalitz-plot fits described in
the previous Sections. However, this method only detects
the presence of a significant CP -violation effect, without
allowing a determination of the size of the asymmetries.
The signed significance of the asymmetry between
the numbers of D0 and D¯0 candidates, (ND0 −
ND¯0)/
√
ND0 +ND¯0 , is calculated for each bin and stud-
ied as a function of the squared K0Spi
± and pi+pi− masses.
In this calculation the number of D¯0 events is normalized
to the one of D0. Possible CP -violation asymmetries
would appear as clusters of same-sign discrepancies. The
sum of the squares of the significance asymmetries in each
bin is expected to follow a χ2 distribution. The p-value
can be calculated considering the number of degrees of
freedom equal to the number of Dalitz-plot bins minus
one (for the normalization). Furthermore, one expects a
Gaussian distribution with mean equal to 0 and width of
1 for the histogram of the asymmetry significance distri-
bution in case of vanishing CP violation.
The method is verified in simulation and then applied
to data. As we test relative differences between D0 and
D¯0 at different places in Dalitz plot we normalize D0
and D¯0 to the same area. With this approach, all asym-
metries that are uniformly distributed over the Dalitz
plot completely cancel. However, an efficiency asymme-
try varying over the Dalitz plot may mimic CP violation.
As described in Sec. VI B, this problem is also relevant
for the Dalitz-plot fits, and the reweighting procedure
used there is applied here as well.
The resulting Dalitz-plot distribution of the asymme-
try significance between the numbers of D0 and D¯0 can-
didates with bin widths of 0.025 GeV2/c4 in both di-
mensions and the corresponding histogram are shown
in Fig. 6. The parameters obtained from the fit, µ =
0.003±0.014 and σ = 0.987±0.009, are consistent with a
Gaussian distribution centered at zero with unit variance,
and the p-value calculated from the asymmetry signifi-
cance distribution is p = 0.96. The model-independent
approach confirms that no CP violation is observed be-
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FIG. 6. Distribution of (a) the asymmetry significance and




A Dalitz-amplitude analysis is employed to study the
resonant substructure of the D0 → K0S pi+ pi− three-body
decay. In performing a full Dalitz-plot fit, the relative
amplitudes, phases, and fit fractions of the various in-
termediate resonances are determined. The results are
compatible and comparable in precision to the measure-
ments from previous experiments [6, 7, 29, 31].
In simultaneous fits to the D0 and D¯0 Dalitz plots
a CP -violation fit fraction, amplitude, and phase are
determined for each included intermediate resonance.
None of these is significantly different from zero. This
also holds for the overall integrated CP asymmetry,
ACP = (−0.05±0.57(stat)±0.54(syst))%. A complemen-
tary model-independent search for localized CP -violation
differences in relative Dalitz-plot densities between the
binned D0 and D¯0 distributions yields a result consis-
tent with zero, too. In conclusion, the most precise val-
ues for the overall integrated CP asymmetry as well as
the CP -violation fit fractions, amplitudes, and phases are
reported; no indications for any CP -violation effects in
D0 → K0S pi+ pi− decays are found.
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