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The title of the thesis is Contributions in Computational Intelligences with
Results in Functional Neuroimaging.
It is no a statement on a general outcomes, but an indication about new
contributions that are presented in this thesis regarding the scientific frame-
work of the Computational Intelligence (CI). There is also a specification
that the methodological contributions presented have been applied in the
context of the Functional Neuroimaging (FN).
Therefore, the title wants to orientate the readers on a major topic that
is referred to contributions related to the field of Computer Science (CS),
with also a declination of their potentialities in the experimental settings of
Imaging Sciences (IS).

Abstract
This thesis applies computational intelligence methodologies to study func-
tional brain images. It is a state-of-the-art application relative to unsuper-
vised learning domain to functional neuroimaging. There are also contri-
butions related to computational intelligence on topics relative to clustering
validation and spatio-temporal clustering analysis. Specifically, there are the
presentation of a new separation measure based on fuzzy sets theory to es-
tablish the validity of the fuzzy clustering outcomes and the presentation of a
framework to approach the parcellation of functional neuroimages taking in
account both spatial and temporal patterns. These contributions have been
applied to neuroimages obtained with functional Magnetic Resonance Imag-
ing, using both active and passive paradigm and using both in-house data
and fMRI repository. The results obtained shown, globally, an improvement
on the quality of the neuroimaging analysis using the methodological contri-
butions proposed.
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Chapter 1
Introduction
In the the Introduction chapter there are two sections:
• the part related to the Motivations 1.1, i.e., there is a sinthetical pre-
sentation of the principal motivations with also a more extended ex-
planations about the arguments that sustain their statements;
• the part related to the Structure of the thesis 1.2, i.e., a conceptual
frame that allow the reader to see macroscopically the core of the thesis
topic, and that permits to select the specific parts if necessary.
1
1.1 Motivations
1.1.1 Principal motivations
Principal motivation to apply soft artificial intelligence principle to
neuroimages The complexity1 of the scientific brain representation2 ne-
cessities approximated methodologies of explorations, i.e., algorithms, meth-
ods and research frameworks belonged to computational intelligence theories
and techniques, specially the ones based on fuzzy theory and competitive
learning.
Principal motivation to use model-free methods to recognize pat-
terns in neuroimages The modularity conceptualization of the central
nervous systems, principally adopted for the telencephalon (i.e., the cere-
brum), favourites the adoption of families of theory-free methodologies, i.e.,
unsupervised machine learning methods that work without neither notions
or assumptions on the physiology of the brain. The modularity property of a
system is basically defined as subcomponents which can perform unique func-
tions and can adapt or evolve to external demands. The modules, therefore,
may be study with parcellation methods, e.g. clustering algorithms.
1.1.2 Explanation of the principal motivations.
The complexity of the brain One of the more sparkling but also mazy
scientific object is the brain, and in particular the mammalian brain. Ob-
viously, to speak the brain as the singular object is an abstracted and easy
way to conceptualize the structures and the functionalities that underpin the
qualities that differentiate human beings from not humans. The parts that
shape the central nervous system structures in mammals are articulated in
a multi-scale mode, ranging from sizes under the nanometres (e.g., the soma
of neurons, synapse buttons, dendrites, etc.) or over some centimetres (e.g.,
nuclei, lobes, networks, etc.). Therefore, several approaches may be used to
explore the properties of these parts and their physiological functions with
the respect of multi-scaled spatio-temporal processes (e.g., physics, biology,
1The notion of complexity is referred to the modelling framework that defines a complex
system in terms of its subcomponents and their interactions, which together form a network
[82].
2The neuroimages are de facto a representations of the brain structures (and function-
alities) made by acquisitions from a scanner and a sequential procedures able to process
the al image processing steps (see the Functional Neuroimaging section 3 for more details
electro-physiology, neuroimaging, cognitive psychology, etc3). Many authors
from several fields tried to represent the many-sided values of the neurosci-
entific research. A recent example is the one from Bassett and Gazzaniga
[11] that stated the following considerations:
The brain, we argue, can be understood as a complex system
or network, in which mental states emerge from the interaction
between multiple physical and functional levels. Achieving fur-
ther conceptual progress will crucially depend on broad-scale dis-
cussions regarding the properties of cognition and the tools that
are currently available or must be developed in order to study
mind–brain mechanisms.
The authors claimed about the stratifications of disciplines that are necessary
to study the complexity of the brain. More in details, they underlined the
spatial and the temporal domains, i.e.,
• in the spatial domain, the brain has similar organization at multiple res-
olutions. The cells themselves are heterogeneously distributed within
the brain [204], in addition to the spatial distributions of molecules
inside neuronal and non-neuronal cells. There are vertical columns
through the cortical layers of the brain that have around 100 neurons,
that are roughly 30 microns in diameter and they form the anatomical
structure of columns, other areas such subareas (e.g., V1), macro-areas
(e.g., visual cortex), cortical lobes (e.g., the occipital lobe). Accord-
ing to recent evidences, the connectivity between those components are
also heterogeneous [99, 11].
• in the temporal domain, the difference in scale is evident across the in-
herent rhythms of brain activity [10] that vary in frequency and relate to
different cognitive functionalities. The highest frequency gamma band
(more then 30 Hz) is thought to be necessary for the cognitive bind-
ing of information from several sensory and cognitive modalities [103],
while the beta (12–30 Hz), alpha (8–12 Hz), theta (2–4 Hz) and delta
(1–2 Hz) bands each modulate other distinct but complementary func-
tions [245]. The human cognitive functions are characterize by a broad
range of temporal scales: e.g., the pattern of neuronal connections in
the brain changes with learning and memory through the process of
3Philosophy is also discipline that attempts to examine fundamental questions related
the brain processes (e.g., consciousness, decisions and agency, mind-body problem, etc.)
and the sub-field of the philosophy of science that studies this topics is called philosophy
of neuroscience or more in in general philosophy of cognitive science (see [30, 237])
synaptic plasticity on both short (seconds to minutes) and long (hours
to days to months) timescales [1]. Furthermore, the brain organization
dynamically changes over multiple temporal and spatial scales: e.g.,
there are evidences in functional [148], structural [159] and connectiv-
ity [176] signatures of short-term development and longer-term ageing
have been found with experimental measures.
Furthermore, Bassett and Gazzaniga [11] sustained arguments on the
other important neuroscientific topics, as the i) modularity notions of the
the brain organization, ii) the relation between structure and function and
iii) the emergence4 phenomenon. From the list above, the brain modularity is
a property that has characterized the neural substrates to be investigate with
the methods belonged to the discrete mathematics – in general – but with
framework coming from graph theory and unsupervised learning theory5 In
particular, the modularity property of the brain is important for its similarity
with the notion of brain parcellation, i.e.,
• The general concept of modularity is that the components of a system
can be categorized according to their functions. Components that sub-
serve a similar function are said to belong to a single module, whereas
components that subserve a second function are said to belong to an-
other module. Modularity can also be defined mathematically in terms
of network organization [34, 159, 66]. Nodes that share many common
links are said to belong to a module, whereas nodes that do not share
many links are likely to be assigned to different module
• The concept of brain parcellation allows divide the spatial domain of
the brain into a set of non-overlapping regions, i.e., the modules, that
show some homogeneity with respect to information provided by one
or many image modalities, e.g., regularities in the cyto-architecture,
anatomical connectivity, functional connectivity, or task-related acti-
vation (cognitive functionality). Brain parcellations are therefore often
the results from tailored clustering algorithms applied to brain images.
As referred in [238], there are three strategies are commonly used to
study function beyond the voxel parcellation: i) the use of anatomical
4Multiscale organization is one hallmark of complex systems and provides the struc-
tural basis for another defining phenomenon; this is the concept of emergence in which the
behavior, function and/or other properties of the system (e.g. consciousness or the sub-
jective features of consciousness (i.e., qualia) are more than the sum of the system parts
at any particular level or across levels [83]. In fact, such system properties can emerge
from complex patterns of underlying subsystems.
5This topic will be discussed in the Computational Intelligence section.
or functional regions of interest (ROIs), ii) the use of a brain atlas, and
iii) the use of data-driven parcellations.
– the ROI-based analysis is a model-based approach used to focusing
data analysis on some anatomical structures of interest. It con-
sists in building a summary of the signal in a predefined region
[184], classical performed with statistical signal processing. The
decision of the regions to be analyses could be based on predefined
experiments [221]. The obvious limitation of ROI-based analysis
is that the signal present outside the region under consideration
is ignored a priori; as a consequence, the results depend heavily
on the choice of this ROI, which may not fit well the new data.
In the hypothesis testing framework, the smaller number of tests
performed may, however, increase the power of the analysis.
– the Brain atlases approach come into play to provide a set of ROIs
that cover the brain volume (among many others see e.g.,[168, 244,
224]. An atlas generally accounts for a certain state of the knowl-
edge of the brain structures (anatomically, functionally or based
on connectivity), from which well-defined entities can be distin-
guished. In other words, an atlas represents a certain labeling
of brain structures. Often this labeling is linked to an ontology
representing the current knowledge [61, 42]. In spite of their ob-
vious usefulness, existing atlases are limited in two regards: first,
there exist currently many different atlases, but they are mutually
inconsistent [27]; second, a given atlas unfits the data well6.
– the Brain parcellations are based on data-driven methods. They
do not have an a priori ontology (e.g., brain structure labels), but
they may much better investigate the functional measurements,
i.e., they allow to provide a better model of the BOLD signal
[67, 226, 239, 134, 133]. Only after the brain parcellation it useful
to adopt an appropriate labelling of these parcels (e.g., the mod-
ules), choosing the most adequate atlas. Data-driven parcellations
6Atlas misfits depend to image characteristics and processing procedures that have
evolved from the atlas modelling. But also because a given study deals with a population
that is not well represented by the subjects used to construct the atlas. Furthermore,
the information of interest is not-so-fine mapped into the atlas. The atlas misfits are
often evident when it used to map brain functionalities, e.g., many anatomical atlases
have large frontal brain regions, whereas researchers would rather separate into smaller
parts that have more precise functional roles, or, e.g. there are atlases that do not cover
appropriately some brain portions and then it is necessary to manipulate them to build
a more comprehensive atlas model (see the Image Processing outcome 4.1 in the Thesis
Results section for a practical example of this hybridization procedure).
can be derived from various image modalities reflecting different
neurobiological information, for instance T1 images with anatomi-
cal information ()e.g., gyro-sulcal anatomy [51, 122], post-mortem
in vitro receptor autoradiography for cyto-architecture [62, 64],
anatomical connectivity [211] with diffusion imaging, or functional
features with BOLD data). In this thesis, we focus on the latter,
that we call functional parcellations. These modular parcellations
is used either from both resting-state functional Magnetic Reso-
nance Images (rs-fMRIs) [26, 44, 116, 265] and from activation
data [67, 134, 133, 177]. There are also usage from meta-analyses
framework [61]. In summary, the model free approach is better
then model-based since simplified the models and reduce the as-
sumptions7.
Finally, the brain is a complex objects that is defined as a multi-scaled
spatio-temporal union of structural and functional modules investigated by
neuroimaging methods. It needs the usage of computational techniques that
permits to explore and to extract information with model free approach,
basically from the computer science domain. In the next paragraph will
be explained why the specific type of methodologies adapted to handle the
complexity of the brain (images) is the artificial intelligence, in particular
the soft paradigm.
The paradigms of Artificial Intelligence The definition of intelligence
has poly-semantic meaning, i.e., there are many possible statements depend-
ing on the disciplines used to study the structures of the intelligence, e.g.,
biology, neurophysiology, psychology, anthropology, sociology, economy, lin-
guistics and computer science (but the list could be go ahead). In a broader
sense, it is possible to distinguish the natural intelligence from the artificial
intelligence. The position of this PhD thesis regards the artificial intelligence
(AI) practically defined as the non-natural intelligence. Therefore, the term
intelligence has the general meaning attributed to computer science context.
In the Encyclopaedia of Artificial Intelligence [223], Shapiro defines the
AI with this statement:
Artificial Intelligence is a field of science and engineering con-
cerned with the computational understanding of what is com-
monly called intelligent behaviour, and with the creation of arte-
facts that exhibit such behaviour.
7This argument will be more discussed in the Functional Neuroimaging section, spe-
cially in the part related to Post-Processing of fMRI data 3.2.2
Therefore, according to Shapiro’s definition, the intelligence of a machine
is more related to its outside performance, rather than its internal (psycho-
logical or cognitive) processes.
Furthermore, according to McCarthy’s opinions8, the branches of AI are
– roughly – the following:
• logical AI, i.e., intersection between formal thinking and computer pro-
gramming;
• search, i.e., the explorations of alternatives taking account a large num-
ber of possibilities to address a particular problem;
• pattern recognition, i.e., the machine ability to identify a on objects
(real or abstracted) with a just-known similar stereotype;
• representation, i.e., the formal reference that associates real things with
mathematical significance;
• inference, i.e., the argumentative step that allow to link premises with
conclusions;
• common sense knowledge and reasoning, i.e., the processes to manipu-
late knowledge with the human mind perspective;
• learning form experience, i.e., the AI approach or paradigm established
on the concept of connectionism and artificial neural networks;
• planning, i.e., a sequence of actions that consent to achieve a goal (or
multi-goals) with the notions regarding facts about the world;
• epistemology, i.e., the philosophical discipline oriented to study the
knowledge to advance in the problem solving attitude;
• ontology, i.e., the philosophical discipline oriented to defined the types
of existing things;
• heuristic, i.e., a system of trying to determine the content imbedded in
a program;
• genetic programming, i.e., the coding paradigm centred on the evolu-
tionary rules.[126].
8See the webpage on this topic for more details.
Artificial Intelligence is also distinguished in symbolic and non-simbolic
paradigms. Briefly, the main idea behind the difference between the paradigms9
is the quality of the knowledge representation. The subsimbolic AI try to
map the imitate the process of human cognition, e.g., perception, learning,
pattern recognition, language production and translation, game plays, moral
decision, emotional understanding and so on, using an approach based on
connectionism (i.e., distributed form of knowledge representation), whereas
the symbolic AI try to do with system that explicitly manage semantic sym-
bols and rules. For more detailed and historical considerations about their
difference see the Nillson’s book [185].
In this thesis, as mentioned in the motivation above, the main approach is
the usage of subsimbolic AI, also known as soft computing or computational
intelligence. The core concept is related to connectionism, that is a principle
used to model the neural networks, that are an example of soft computing
since they solve problems which cannot be solved with logical certainty, and
where an approximate solution is often sufficient. ANN where presented
in the Forties by McCulloch and Pitts with their pioneer paper titles A
logical calculus of the ideas immanent in nervous activity [169], and with
other research that started to idealize other neural networks concepts, e.g.,
Rosenblatt [213], Minsky and Papert [179] and the learning models proposed
by Hebb [102], and Rumelhart that made many contributions on this field of
application, in particular with topic in mathematical psychology and parallel
distributed processing [217, 218].
In the Computational Intelligence section many of these concepts will be
develop in more details.
9Nowadays the symbolic and non-symbolic paradigms are two faces of the same medals,
i.e., the Artificial Intelligence science, and they are used together in a non-exclusive way.
So they are complementary and - depending the application - researchers select the ap-
propriate theoretical framework. But, when will be the time that one approach dominates
the other could be the case that is called, in philosophy of science, the scientific revolution,
or in other terms, the so-called paradigm shift claimed by Kuhn [129, 128].
1.2 Structure of the thesis
The thesis is shaped with five chapters, including introduction and conclu-
sions, and one appendix. For the two main chapters there are the adoption
of this terminology to divide the contents:
• the cornerstones, i.e., the concepts that are fundamentals to frame the
ones presented in the backgrounds section;
• the backgrounds, i.e., the concepts that have been practically adopted
in the researches, or that in general are the state-of-the-art about the
the topics in computational intelligence and in functional neuroimaging;
• the contributions and the concise results, i.e, the innovations proposed
in this theses, that regards i) the are ideas related to soft computing and
artificial intelligence based methodology, and ii) that are applications
of the concepts proposed in the context of the functional neuroimaging
data analysis.
More in details, the structures of the thesis is the following:
• the introduction 1, i.e., where there are the presentation of the motiva-
tions that explain the usage of computational intelligence methodolo-
gies in the context of functional neuroimages; there are the principal
motivations presentation and the extended explanation about these
motivations 1.1
• the chapter of Computational Intelligence (CI) 2, i.e., where there are
conceptual divisions with cornerstones, backgrounds and contributions
related to CI; in particular, there are the following substructures:
– cornerstones 2.1, i.e., the computational intelligence definition, the
learning theory and the sets theory (crisp and fuzzy ones);
– backgrounds 2.2, i.e., the definition of clustering analysis, the
fuzzy algorithms, the competitive learning algorithms, the vali-
dation measures and the spectral analysis;
– contributions 2.3, i.e., the soft version of a crisp separation mea-
sures and the new framework to cluster spatio-temporal data;
• the chapter of Functional Neuroimaging (FN) 3, in particular there are
the following substructures:
– cornerstones 3.1, i.e., the differentiation between uni-modal func-
tional neuroimaging and multi-modal functional neuroimaging;
– backgrounds 3.2, i.e., an overview of the functional Magnetic Reso-
nance Imaging (fMRI) and the procedures used to do pre-processing
and post-processing the fMRI data
– concise results 4.4, i.e., the sequence of outcomes presented in a
light manner, with the possibility to extend their topic with the
Thesis Results section;
• the chapter with the PhD Thesis Results4, i.e., where there are the
outcomes obtained with the computational intelligence methodologies
applied to functional neuroimages; in particular the results presented
regard the following areas:
– the Image Processing, i.e. the usage of computational procedures
able to manipulate neuroimages 4.1;
– the Medical application, i.e. the usage of computational proce-
dures with the aim to study clinical subjects and healthy subjects
that have had an fMRI clinical exam with active paradigm 4.2 or
an fMRI cognitive experiments both with passive paradigm and
active paradigms 4.3.
• the chapter with Conclusion5, i.e., where there the final propositions
that collect the concepts and outcomes achieved, and the presentation
of the future works;
• the Appendix part 6, i.e., where there are lists of images, algorithms
exposed in the computational intelligence chapter, and the atlases used
for the processing of the neuroimages.
Chapter 2
Computational Intelligence
The chapter on Computational Intelligence (CI ) has three sections:
• the part on the cornerstones related to the CI topics used for the the-
sis 2.1, i.e., important definitions, notions on learning theory and sets
theory;
• the part on the specific backgrounds used for the thesis 2.2, such as
the general presentation of the clustering algorithms, the declination
with competitive and fuzzy ones, the validation measures used to test
the clustering outcomes and the spectral analysis techniques adopted
in the thesis;
• the part on the contributions proposed in the computational intelli-
gence domain 2.3, that in particular regard the a new soft separation
measures and a new clustering framework for spatio-temporal analysis.
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2.1 Cornerstones
The section cornerstones is divided in the three subsections:
• the part on the definition of the computational intelligence 2.1.1, with
some outlines on its specificities and connections with other disciplines;
• the part that describes the learning theory in computer science 2.1.2,
that regards the qualities of learning, e.g., supervised, semi-supervised,
active, reinforcement, unsupervised one;
• the part that shows the sets theory 2.1.3, which regards the differences
on the crisp sets theory and the fuzzy sets theory.
2.1.1 Computational Intelligence
Amachine is intelligent when learns knowledge from data. This computerized
ability is defined as Computational Intelligence (CI). Some authors refer this
name to the synonymous of soft computing, but others are not in agreement.
The scientific ground where CI operates is the one where other disci-
pline are useless. The nature-inspired methodologies have the abilities to
solve complex problems hard to solve with classical computational models,
e.g., problems that contain stochastic information, problems that have un-
completed data or that have noise or vagueness, and also problems that are
difficult to be converted in digital form, such as the 0-1 discretization, often
used in many computer science domains.
The main features that have machine able to define as intelligent is the ca-
pacity to work like a human reasoning system, that have the ability to handle
knowledge with incomplete structures or inexact/distort truth representation
about the objects considered [225], i.e.,
• the skill to process information like natural language is manage by
human-like logic (multivalue logics or many-value logics) [186];
• the skill to learn from a samples of data and to generalize to know new
ones with inference or with novelty recognition;
• models that mimes the natural selection able to compute knowledge as
an evolutionary processes. [115].
A more operative but formal definition is the one contained in the Springer’s
Handbook of Computational Intelligence, edited by Kacprzyk and Pedrycz in
2015 [115], that it is referred with the citation coming from the Constitution
of IEEE CIS1, i.e.,
The Field of Interest of the Society is the theory, design, ap-
plication, and development of biologically and linguistically mo-
tivated computational paradigms emphasizing neural networks,
connectionist systems, genetic algorithms, evolutionary program-
ming, fuzzy systems, and hybrid intelligent systems in which these
paradigms are contained (article I, Section 5)
Kacprzyk and Pedrycz claimed, also, that the above definition could be
extended remarking that computational intelligence is a broad and diverse
collection of nature inspired methodologies and apporocheas, and tools and
1Intitute of Electrical and Electronics Engineers - Computational Intelligence Society
techniques that are meant to be used to model and solve complex real prob-
lems in which the traditional approaches2 based on strict and well-defined
tools and techniques are either not feasible or not efficient. Therefore, the
usage of intelligent machines allow to cope with the complexity of a problem
using the smartness that has human-like models or - more generally - the
nature-expired models.
A general framework that refers on the computational intelligence is the
computational learning theory, i.e., a mathematical and computer science
background used to study the machine learning algorithms, where the com-
putation complexity is one of the most struggled topic (e.g., the P 6= NP
millennium problem).
In this section, some details about computational intelligence will be pre-
sented. In particular, the next subsections will be on general learning theory
2.1.2 and the sets theory 2.1.3. This two di theories are joined since they they
have many relations: e.g., learning models classify new objects according to
a specific definition of set. Therefore, the semantic of the learning process
depends on the theory that defined the object learnt3.
2.1.2 Learning Theory
Learning is the general ability that have systems to progressively improve
the execution on a predefined task. Mitchell defines the machine learning
ability as the capacity of a machine M to improve its capacity to solve the
task T given a set of operations O able to evaluate its performance P [180].
These learning systems are not explicitly programmed, i.e., there are no
explicated control structures, such as IF-THEN rules and similar. The learn-
ing processes are the results of statistical computation that allows to com-
puter machine to learn [2], but also with mathematical connections related
to optimization, operative research and inverse problem theory. The machine
learning is a wide categories in which lie sub-disciplines that have different
approach on learning, i.e., data mining is the one that is principally based
on the unsupervised learning algorithms, whereas pattern recognition is the
one mostly based on the supervised learning algorithms. Those differenti-
ation are fundamental for the learning theory. In particular, there are the
following types of learning approach:
• the supervised learning is the type of learning that uses the data truth,
2Traditional approaches are hard mathematical modelling, optimization, control theory,
stochastic analysis, etc.
3 To look about computational learning theory see the online book by Goodfellow,
Benio and Curville [90].
i.e., the labels that allow the system to recognize or or to infer those
labels given specific sets of inputs (i.e. the main tasks are the classifi-
cation and the prediction).
• the semi-supervised learning is a particular type of supervised learning
with the difference that it used only incomplete sets of labels, e.g., with
datasets that have many missing values.
• the active learning is the type of learning in which the machine has to
decide what kind of labels needs to learn and to optimize its decision
with some budgets avalaible.
• the reinforcement learning is the type of learning with many similarity
with the psychological learning, i.e., it is based on the difference be-
tween rewards and punishments that gives to the machine a dynamical
feedback, e.g., systems that drives vehicles in a civil context or sys-
tem that play games in sportive area are often based on this kind of
learning.
• the unsupervised learning is the type of learning without data truth,
i.e. without labels or patterns associated to specific input samples. It
means that the unsupervised learning allows the machine to learn from
data same possible regularities that shape the data itself. In other
words, those kind of learning algorithms without data-model truth are
used to explore possible data-driven truth. Applications of unsuper-
vised learning is clustering, that is a family of computational method
used to mine, to discover, patterns or labels, directly from the data
with which the machine learns.
The above mentioned differentiation on the types of learning are prin-
cipally based on the notions of data truth. More precisely, the data truth
is known in the computer science domain as the ground truth, i.e., the em-
pirical knowledge about a phenomena that allows to infer, given some data
inputs as a premises, some outputs as a conclusions. When it is perfectly
known is the case of the supervised learning, viceversa, when it is perfectly
unknown is the case of unsupervised learning; the other kinds of learning are
- globally - seeble as a mediation between these extremes. Furthermore, with
the ground truth noted is possible to evaluate the learning algorithm during
its learning processes: it is possible to design a procedure able to measure the
errors with respect to the correct goals to achieve, i.e., the so-called confusion
matrix, that is a special contingence table where is measured the confusion,
the errors rates, about the systems investigated. In particular, there are se-
lected indexes that are used for this operation, e.g., the sensitivity (or recall
or true positive rate), the specificity (or selectivity or true negative rate), the
precision (or the positive predictive value) and the accuracy (see [180, 58, 90]
for their mathematical details). Also, other important indexes are the ones
noted in the statistical domains, e.g., the true positive, the true negative, the
false positive and the false negative4.
2.1.3 Sets Theory
The learning theory regards algorithmic processes, or steps, that have as
results some considerations about the identification of regularities between
mathematical objects. This means that once it has been identified the prop-
erty that have in common many of them, the pattern identification defined
geometrical boundaries shaping those objects. Frames, boundaries, geometri-
cal definitions, classes, clusters, partitions, and so on, are names that referred
on a general abstract concept, i.e., the sets. The following paragraphs will
present the basic knowledge about crisp sets and fuzzy sets. Their have
properties in common, but also differences that motivate the appropriated
theoretical framework to use in computational intelligence applications.
Crisp Sets Cantor first proposed the set theory in the nineteenth century.
The notions he defined have had a decisive role in the all branches of mathe-
matics and applied sciences [32]. The next paragraph will expose same basic
notions on crisp set theory. In particular, there will be the exposition of
fundamental definitions about sets, the operations that allow to manipulate
sets, the relations that permit to associate them and special kind of relations
that are very important in many type of applications.
Concept of sets In the paragraph there are selected notions about sets
regarding the definition of sets, the principle of extensionality, particular type
of sets as the empty and the power ones, and the notion about the cardinality
of a set.
• A set A is a collection of things a, e.g., ideas, numbers, objects, etc,
that belong together for precise motivation. These objects are called
elements of the set. Formally an element belong to a set is defined
as a ∈ A, whereas if it does not belong to a set is defined as a /∈ A.
Sets can be described as an enumeration of elements in braces, e.g.,
Animals = {dolphins, dogs, cats, etc} or Integers = {1, 2, 3, etc} or
Q = {p
q
|p, q ∈ Z ∧ q 6= 0}.
4See the section on Validation Measure 2.2.4 for details about the evaluation of clus-
tering results.
• The principle of extensionality for a sets states that two sets A and B
are identical if and only if they have the same elements, i.e., A = B ⇔
∀x(x ∈ A⇔ x ∈ B).
• The subset is defined as the following: if A and B are the sets and
∀x(x ∈ A⇒ x ∈ B) holds, then A is called a subset of B
• The empty set or void set is important and useful in many applications.
It is defined as ∅ and it means the set that does not contain elements.
Because of the principle of extensionality, there is only one empty set.
• The equality of sets is the characteristics for which two sets are equal if
and only if both are subsets of each other, i.e., A = B ⇔ A ⊆ B ∧B ⊆
A.
• The power set is the set of all subsets A of a set M . It is denoted as
P (M) = {A|A ⊆M}. Note that, if a set M has m elements, its power
set P (M) has 2m elements. Note also that, for every set M there are
M , ∅ ∈ P (M), i.e.,M itself and the empty set are element of the power
set of M .
• The cardinal number is the number of elements of a finite set M . It is
denoted as |M |.
Operations and representations with sets Manipulate sets with
appropriate operations is important. Represent them with symbolic tools
helps to draw graphical hints about their structure. In the paragraph there
are the definition of Venn diagram and the main sets operation, e.g., the
union, the intersection, the disjoint, the complement, the Cartesian product,
and the Algebra sets law (including De Morgan’s rules [47, 48]).
• The Venn diagram is the graphical representation of sets and set oper-
ations 5
• The union set or the union, i.e., A ∪B = {x | x ∈ A ∨X ∈ B}
• The intersection set or intersection (or cut set), i.e., A ∩ B = {x | x ∈
A ∧ x ∈ B}.
• The disjoint sets are sets that have no elements shared, i.e., A∩B = ∅
5See the following link to know more about Venn diagram.
• The complement set, or the complementary set, is formally CM(A) =
{x | x ∈ M ∧X /∈ A}. If one considers only the subsets of a given set
M , the complementary set Cm(A) of A with respect to M have all the
elements of M not belonging to A.
• The difference of two sets is a set of the elements of A that does not
belong to B, i.e., A \B = {x | x ∈ A∧ /∈ B}.
• The Cartesian product of two sets is formally defined as A × B =
{(a, b) | a ∈ A ∧ B ∈ B}. The elements (a, b) of A × B are ordered
pairs and the number of elements of a Cartesian product of two finite
sets is equal to card(A× B) = (cardA)(cardB).
• The laws of set Algebra
– associative laws, i.e., (A∩B)∩C = A∩(B∩C) and (A∪B)∪C =
A ∪ (B ∪ C);
– commutative laws, i.e., A ∩B = B ∩ A and A ∪B = B ∪ A
– distributive laws, i.e., (A ∪ B) ∩ C = (A ∩ B) ∪ (B ∩ C) and
(A ∩ B) ∪ C = (A ∪B) ∩ (B ∪ C);
– adsorption laws, i.e., A ∩ (A ∪ B) = A and A ∪ (A ∩B) = A
– idempotence laws, i.e. A ∩ A = A and A ∪ A = A
– De Morgan laws, i.e., A ∩ B = A ∪ B and A ∪B = A ∩ B
– other laws, i.e., A ∩ A = ∅, A ∪ A = M , A ∩M = A, A ∪ ∅ = A,
A ∩ ∅ = ∅, A ∪M =M , M = ∅, ∅ =M and, finally, A = A.
Relation and mappings Relations and mapping are important types
of associations between sets. They allow to create more complex structures
and to establish fundamental correspondences that linked sets.
• the n ary relations are correspondences between the elements of one
or several sets. An n-ary relation or n-place relation R between the
sets A1, . . . , Bn is a subset of the Cartesian product of these sets, i.e.,
R ⊆ A1 × · · · × An. If the sets Ai, with i = 1, . . . , n, are all the same
set A, then R ⊆ An holds and it is generally named an n ary relation
in the set A. If n = 2, the correspondences are called binary relations,
i.e., aRb.
• There are important properties of binary relations. The relation R is
called
– reflexive, if ∀a ∈ AaRa
– irreflexive, if ∀a ∈ A¬aRa
– symmetric, if ∀a, binA(aRb⇒ bRa)
– antisymmetric, if ∀a, b ∈ A(aRb ∧ bRa⇒ a = b)
– transitive, if ∀a, b, c ∈ A(aRb ∧ bRc⇒ aRc)
– linear, if ∀a, b ∈ A(aRb ∨ bRa)
• the mappings or functions from a set A and B with notation f : A −→
B is a rule to assign to every element a ∈ A one element b ∈ B, which
is called f(a). A mapping f is a subset of A× B, i.e., f = {(a, f(a)) |
a ∈ A}. Note that, i) f is called injective if to every b ∈ B at most one
a ∈ A with f(a) = b exists; ii) f is called surjective, if to every b ∈ B
at least one a ∈ A with f(a) = b exists; iii) f is called bijective if f
both injective and surjective 6.
Equivalence and order relations The most important classes of bi-
nary associations with respect to a set A are the equivalence and order rela-
tions. A binary relation R is defined as equivalence relation if R is reflexive,
symmetric and transitive. The notation to define it is aRb or a ∼ b, i.e., a
is similar to b respect to R. A binary relation R is defined as order ordering
relations if it is reflexive, antisymmetric and transitive. If R is linear, the
relation is named linear ordering or chain. Note that in a linearly ordered
set any two elements are comparable. The notation to defined the relation
is a ≤R b.
Fuzzy Sets The basic notions of crisp sets have been exposed in thepre-
vious paragraphs, with also attention on the properties that regards those
sets and their operations and relations. Crisp sets have the peculiarity to
frame objects in classes that have unshared elements. But, this kind of pe-
culiarity has been relaxed with fuzzy sets, viceversa, allow to frame objects
in classes with shared elements. In the following paragraph, there will be
presented the general notation and terminology of fuzzy sets, the operations
that regard the fuzzy sets, the extension principle and the fuzzy sets with
fuzzy membership functions. The main reference are [278] and [279]. Note
that notions as fuzzy relations, projections and cylindrical fuzzy sets will no
presented there. To deep those concepts see [279].
6For a bijective mapping f : A −→ B there is the inverse relation f−1 : B −→ A
Notation and Terminology A fuzzy subset A of a universe of dis-
course U has a membership function µA : U −→ [0, 1] which associates a
number µA(u) in the interval [0,1] to each element u ∈ U . The grade of
membership of u in A is µA(u). The set of points in U is the support of A
at which µA(u) is positive. The supremum of µA(u) is the support of A. A
cross-over point of A is a point U whose grade of membership in A is 0.5.
Following the notation presented in [279], a nonfuzzy finite set U =
{u1, . . . , un} will be expressed ad U = u1 + u2 + · · · + un or U =
∑n
i=1 ui.
Note that the operation + means the union rather then the arithmetic sum.
Therefore, U is the union of its constituent singletons. The extension of the
previous definition of U is
A = µ1u1 + · · ·+ µnun −→
n∑
i=1
µiui, (2.1)
where µi, with i = 1, . . . , n, is the grade of membership of ui in A. If the ui
are numbers, there might be ambiguity regarding the identity of the µi and
ui components of the string µiui. For this motivation, Zadeh [279] employed
a separator symbol such as / for disambiguation, i.e.,
A = µi/ui + · · ·+ µn/un −→ A =
n∑
i=1
µi/ui. (2.2)
From the definition of the union expressed in 2.1, if the ui = uj, then the
formalization of the union is expressed as
µiui + µjuj = (µi ∨ µj)ui. (2.3)
When the support of a fuzzy sets is a continuum rather then a finite set,
the 2.1 becomes
A =
∫
U
µA(u)/u, (2.4)
with the meaning that µA(u) is the grade of membership of u ∈ A and the
integral denotes the union of a the fuzzy singletons µA(u)/u with u ∈ U .
A fuzzy set A is normal if its height is unity, i.e., sup µA(u) = 1.
A fuzzy subset of U may be a subset of another fuzzy or nonfuzzy subset
of U , i.e.,
A ⊂ B ⇔ µA(u) 6 µB(u) u ∈ U. (2.5)
Operation on fuzzy sets According to Zadeh, the basic operation
which can be performed on fuzzy sets are the following:
• The complement of A is denoted by A′ =
∫
U
= [1 − µA(u)]/u. The
complement is a negation. Therefore, if A is a fuzzy set, then not-A is
interpreted as A′.
• The union of fuzzy sets A and B is denoted by A + B =
∫
U
[µA(u) ∨
µB(u)]/u. The connective or is the union operation, therefore, A or B
means A+B.
• The intersection between two sets A and B is denoted by A ∩ B =∫
U
[µA(u)∧ µB(u)] u. The connective and is the intersection operation,
therefore A and B means A ∩B.
• The product of A and B is denoted by AB =
∫
U
[µA(u)]
α u.
• The convex combination7 of A1, . . . , An is a fuzzy set A whose mem-
bership function is expressed by µA = w1µA1 + · · · + wnµAn where +
denoted the arithmetic sum.
• The Cartesian product of n subsets of Un is denoted by A1 × · · · ×An
and is defined as a fuzzy subset of U1 × · · · × Un whose membership is
formulated by µA1×···×An(u1, . . . , un) = µA1(u1) ∧ · · · ∧ µAn(un)
• The fuzzification transforms a non-fuzzy set into a fuzzy set or increas-
ing the fuzziness of a fuzzy set. Therefore, a fuzzifier F is applied to
a fuzzy subset A of U yealds a fuzzy subset F (A;K) =
∫
U
µA(u)K(u),
where the kernel K(u) = F (1/u;K) with 1/u is the singleton.
The extension principle 8 The extension principle is a fundamental
concept that allows the domain of the definition of a mapping or a relation
to be extended from points in U to fuzzy subsets of U . More formally, if
f is a mapping from U to V , and A is a fuzzy subset of U expressed as
A = µ1u1 + · · · + µnun, then the extension principle states that f(A)) =
f(µ1u1+ · · ·+µnun) ≡ µ1f(u1)+ · · ·+µnf(un). Then, the image of A under
f can be deduced from the knowledge of the images of u1, . . . , un under f .
Fuzzy sets with fuzzy membership functions Zadeh pointed up
that fuzzy sets with fuzzy membership functions are motivated by the close
relation which exists between the concept of a linguist truth with truth-values
7The convex combination is able to represent linguistic hedges as essentially or typically,
that modify the weigths associated with components of a fuzzy set
8In probability theory the analogy with the extension principle is the expression of
probability distribution induced by mapping (see ref 30 in [279])
(e.g., true, quite true, very truw, more or less true, etc) and fuzzy sets in
which the grades of membership are specified by linguistic term (e.g., low,
medium, high, very low, not low, not high, etc.).
Therefore, if A is a fuzzy subset of a universe of discourse U , and the
value of the membership function µA of A are allowed to be fuzzy subsets of
the interval [0,1], then to differentiate such fuzzy sets from those considered
previously, Zadeh nominated them as type 2 fuzzy set.
A type 1 membership functions are mappings from U −→ [0, 1].
More generally, a type n fuzzy set, with n = 2, 3, . . . , if its membership
function ranges over fuzzy sets of type n− 1. The membership function of a
fuzzy set of type 1 ranges over the interval [0,1].
2.2 Backgrounds
The section backgrounds is divided in five subsections:
• the part on the Clustering Analysis 2.2.1, i.e., there are the presenta-
tions of the notions related to clustering and formulation of the clus-
tering problem;
• the part on Fuzzy Algorithms 2.2.2, i.e., there are the illustrations of
the clustering procedures based on fuzzy theory, in particular the Fuzzy
Type 1 C-Means and the Fuzzy Type 2 C-Means clustering methods;
• the part on Competitive Algorithms2.2.3, i.e., the expositions of the
clustering procedures based on competitive learning theory, specially
the Neural Gas (NG), the Growing Neural Gas (GNG) and the Self
Organizing Maps (SOM);
• the part on Validation Measures 2.2.4, i.e., the indexes useful to validate
the outcomes of a clustering procedures, taking in account the more
relevant methods proposed in the literature, and their association with
the significance evaluation of the clusters found (p-value index);
• the part on Spectral Analysis 2.2.5, i.e., the notions related to eigenvec-
tors and eigenvalues analysis of the covariance matrix, with declination
on Principal Component Analysis and Non-linear Fuzzy Robust PCA;
there are also discussion on the usage of Random Matrix Theory tools
for the features selection;
2.2.1 The Clustering Analysis
In this subsection there will be presented the general considerations about
the clustering analysis and the formal definition about what is the cluster-
ing problem, how it could be approached using different sets theory and an
example of the one of the most known clustering algorithm.
Generalities In data mining and machine learning, clustering is an ex-
ploratory techniques that allows to classify ex novo a given sets of measures.
As mentioned in the Learning Theory section 2.1.2, clustering is an unsuper-
vised learning family of algorithms that allows to find patterns, categories,
labels, within data that do not have a ground truth knowledge associated.
This classification9 method was introduced in the thirties by Driver and
Kroeber [55], Zubin [283], Tryon [243] and in forties by Cattell [41]. Then,
the discipline grew up developing several algorithms for different aims and
technicalities 10 .
Clustering is divided in two main types: the partitive clustering11 and the
hierarchical clustering. The idea that differentiates the types is following:
if the aim of a researcher is to find independent groups of data, without
the salience to assume some multi-level classes, the best choice is to use
partitive techniques, whereas if the aim of researcher is to find stratification
in patterns, then the best choice is to use hierarchical clustering12
The clustering analysis Clustering, or partitioning, is a computational
13 methodology used in many fields to draw knowledge on the distribution of
raw data and the informative pattern that are within [100, 138]. The main
objective of clustering is to collect into groups, i.e., clusters, a given input
data taking account a similarity measures predefined, e.g., algebraic distance
[189]. Formally, let X = {x1, x2, . . . , xN} be a given input dataset with N
points, K is the number of clusters, also known as patterns, within the data.
9The term classification in machine learning is referred principally for the task to
classify points with supervised learning techniques, i.e., when a pattern learnt has been
recognized by a machine. But, also, some authors use the term classify for machines that
do clustering with the meaning to perform the first-time classification. In this paragraph,
it is adopted this latter sense.
10See [111] for an historical overview and [215] for a discussion on different clustering
approaches
11The partitive clustering is the one adopted within this PhD thesis.
12For more details about hierarchical clustering see [180, 57].
13Clustering theory may be define as in ill-posed problem because a given data-set can
be partitioned in many ways without a clear criterion to prefer one cluster over another
(see works by Stramaglia et al
The aim of clustering is to compute a partition matrix U(X) of the data in
order to define a partition C = {C1, C2, . . . , Ck}, with the criteria that similar
points have high similarity and dissimilar points have high dissimilarity, i.e.
the similar points are close as possible, while the dissimilar points are far
as possible. The partition matrix is denoted ad U = [µij], 1 ≤ i ≤ K,
1 ≤ j ≤ N , where µij is the grade of membership of point xj to cluster
Ci(i = 1, . . . , K).
It is important to note that clustering can be performed in two radically
different ways: crisp and fuzzy.
• The crisp clustering uses a logical framework based on classic sets the-
ory14, i.e. any one point of a given dataset belongs to only one class
of clusters. It means that exist a pattern, and only one pattern, for
each points. Formally, the membership value µij has value equal to 1
if xj ∈ Ci, otherwise µij = 0.
• The fuzzy clustering is based on the fuzzy sets theory15, i.e., a point
might may belong to one or more clusters with a certain grade o mem-
bership. The partition matrix U(X) is represented as U = [µij], where
µij ∈ [0, 1]. Therefore, the crisp clustering is a special case of fuzzy
clustering if the membership of a point to a specific cluster is either 0
or 1. Furthermore, there exist methods to hard the fuzzy clustering,
e.g., selecting for each points the cluster with associated the largest
grade of membership.
An example of crisp clustering algorthm One of the most impor-
tant crisp algorithm is the k-means algorithm. It was introduced by Mac-
Queen in the Sixties [158] in the context fo signal processing as method for
vector quantization. It works with k predefined clusters used to partition n
points, i.e., the observations, with the inclusion criteria based on the their
similarity with a prototype. In features space, the position of the k centroids
is used to evaluate the membership of each points, i.e., one point is within a
cluster in which has nearest mean.
More formally, given a set of observation (X1,X2, . . . ,Xn), where each
observation is point in a d -dimensional features space, the k-means clustering
partitions the n observations into k classes C = {C1, C2, . . . , Ck} according
to the minimization of the variance within the cluster using an iterative
procedure that minimize the squared error of the following objective function:
14See the section on Sets Theory 2.1.3 § Crisp Sets for more details.
15See the section of Fuzzy Sets Theory 2.1.3 § Fuzzy Sets for more details.
J =
n∑
i=1
C∑
c=1
||Xi(c) − Ac||2 (2.6)
where ||...||2 is a specified distance function, n are the data points, k are
the clusters, Xi(c) are the points in cluster c, Ac are the centroids of clusters
c.
The fuzzy algorithms will be exposed in the Fuzzy Algorithms section
2.2.2.
Clustering as ill-posed problem According to Hadamard’s definition
[98] a problem is said to be ill-posed if at least one of the following criteria
is not satisfied:
• a solution exists,
• the solution is unique,
• its behaviour depends continuously with the data.
If the above condition are completely satisfied, the problem is defined as
well-posed.
A subclass of ill-posed problem are the inverse problems, i.e., an approach
that wants to discover causes of an observed effects, e.g., in helioseismology
that one wants to determine the structure of the sun by measurements from
heart or space, in image restoration that one wants to determine unavailable
exact image from an available contaminated version, or in medical imaging
where one wants to discover physiological causation related to experimental
paradigm.
Clustering is an ill-posed problem since it is lacking at least of the property
to have a unique solution, because there are many possible clusters that can
make interesting classifications of the input data. Specially, clustering is an
inverse problem as its aim is to find patterns, i.e., causes/categories that
explain the experimental data measures.
According to Bezdek [17, 19], there are other issues concerning the clus-
tering analysis: 1) the a priori assumption that datasets have clusters, 2) the
computation method to find clusters, 3) the evaluation procedure to verify
the clusters found.
Therefore, merging the requirements to solve the illness defined by Hadamard
and the issues proposed by Bezdek, the inverse clustering problem could be
address with the following strategy:
• the existence of a solution must be an assumption, i.e., if the goal is to
cluster a dataset, the experimentalist need to assume that there are at
least two clusters;
• the uniqueness of a solution must be a decision, according to some
optimal evaluation methodology, e.g., using a measure able to define
what is the optimal clustering result, e.g., using the Davies-Bouldin
index before mentioned;
• the matrix condition number must be lowered. Usually the condition
number of experimental matrix is very high. Therefore, it is necessary
to improve the quality of the matrix to have a more stable solution,
i.e., small changes in the matrix should be associated to small changes
in the results. More in detail, a mathematical problem with low con-
dition number is said well-conditioned (i.e., K(A) = 1), whether if it
has high condition number is said bad-conditioned (i.e., K(A) >> 1;
e.g., singular matrices have K(A) = ∞). Specifically, the definition
of condition number used for this operation is the 2-norm condition
number for inversion of the matrix A, i.e.,
K(A) =
λmax
λmin
(2.7)
where λmax is the largest eigenvalue of the matrix A and λmin is the
smallest eigenvalue of the matrix A [201]
The matrix condition number decreases using signal processing (e.g.,
Empirical Mode Decomposition) and data reduction techniques (e.g.,
Principal Component Analysis 2.2.5).
It is interesting to note that there exists a relation between the Principal
Component Analysis and the K-Means clustering algorithm. The theorem
formulated by Ding and He [54] indicated that PCA is not only a data re-
duction methodology, but it works as an equivalent solution of the clustering
problem with K-Means algorithm. In particular they related the cardinality
of the optimal patterns found by the algorithm with the cardinality of the
best informative components subspace. For more details see the Spectral
Analysis section 2.2.5.
2.2.2 Fuzzy Algorithms
In this subsection will be presented clustering algorithms based on fuzzy sets
theory, in particular the one with fuzzy sets and other one with fuzzy sets
that have fuzzy membership functions: they are fuzzy c-means type 1 and
fuzzy c-means type 2
Generalities The V is a set of objects. The distance between the elements
vi is a function d : V × V −→ ℜ with these three properties: ∀x, y, z ∈ V
d(x, x) = 0 (2.8)
d(x, y) = d(y, x) commutative property (2.9)
d(x, z) ≤ d(x, y) + d(y, z) triangular inequality (2.10)
Generally, the typical distance adopted is the Euclidean metric. Let V =
v = (v1, . . . , vn), then the Euclidean distance between u and v ∈ V is
d(u,v) = 2
√√√√ n∑
i=1
(ui − vi)2. (2.11)
The hard cluster analysis wants to find a suitable partition ℘c of a set
V into c subsets such that ℘c = {Rj|j = 1, . . . , c, Rj ⊂ V } that fulfils the
conditions ∪cj=1Rj = V , and that Ri ∩ Rj = 0, i 6= j, 1 ≤ i and j ≤ c.
Also, the minimization of some functional J(℘c) allows to get the informal
condition that elements in the same cluster Rj, j ∈ {1, . . . , c} should be
mutually closer to each other. In fuzzy cluster analysis, the Rj ⊆ V are
fuzzy sets and they have to fulfil the following two conditions (i.e. fuzzy
pseudopartirtion properties : let V = {v1, . . . , vr}, then
c∑
j=1
Rj(vi) = 1, i = 1, . . . , r (2.12)
0 <
c∑
j=1
Rj(vi) < r, j = 1, . . . , c. (2.13)
The first condition means that any element vi ∈ V should belong to at
least one cluster and the sum of all its membership degrees to all clusters
should be equal to 1. The second condition regards that no cluster can be
empty and that there must not exist a cluster that contain all elements of the
set V in the maximal degree. The data for fuzzy cluster analysis are real
numbers represented as a matrix with o1, . . . , or that are objects on which
attributes φ1, . . . , φn are measured (e.g. or are pixels, voxels, instants, people,
machines, etc, whereas φn can be physical or abstract quantities). Therefore,
the data for the fuzzy cluster analysis can be characterized as r points in
a n-dimensional space, where the elements ur1, . . . , urn, are coordinates of
these points. Given a row vector ui = (ui1, . . . , uin), i = 1, . . . , r, and
given a matrix H of type (m,n), then HT denotes its transposition, that is
a matrix of type (n,m). Then, uTi is the column vector
uTi =


ui1
...
uin

 (2.14)
Fuzzy C-Means Type 1 and Fuzzy C-Means Type 2 The most used
fuzzy clustering method is the fuzzy c-means. It is a generalization of the
classical K-means algorithm independently discovered in several scientific
fields [149]. The first version of the fuzzy c-means was presented by J.C. Dunn
[59] and improved by J. Bezdek [17]. The majority of the fuzzy clustering
methods are derived from the fuzzy c-means [186].
The most important parameter in the fuzzy clustering is the number c of
cluster to be found. If clusters ℘c = {R1, . . . , Rc} are already known, where
Rj ⊂ {u1, . . . ,ur}, for all ℘c it is necessary to compute the center as follow:
sj =
∑r
i=1(Rj(ui))
m · ui∑r
i=1(Rj(ui))
m
, j = 1, . . . , c, (2.15)
where m > 1 is the fuzzy parameter to be chosen beforehand. Note that
in the equation 2.15, the Rj(ui) is the membership degree of the vector ui
in the fuzzy cluster Rj. The minimization of the functional Jm(℘c) is the
optimal solution of the fuzzy clustering analysis.
In the case of Fuzzy C-Means Type 1, the functional is the following:
Jm(℘c) =
r∑
i=1
c∑
j=1
(Rj(ui))
m · d2(ui, sj), (2.16)
where d is the distance selected for the computation.
The theoretical extension of fuzzy c-means is the Fuzzy C-Means Type
2. Their main difference is in the computation of the membership functions
Rj(ui), i.e., in the type 1 algorithm the fuzzy sets have crisp membership
functions, whereas in the type 2 algorithm the fuzzy sets have fuzzy member-
ship functions16. It important to enlighten that the notation for the mem-
16See the section on Fuzzy Sets Theory for more details 2.1.3
bership functions computation in the algorithm 1 is Rj(ui), whereas for the
algorithm 2 is Aj(ui). More in details:
R
(l+1)
j (ui) =
c∑
k=1
(
d(ui, s
(l)
j )
d(ui, s
(l)
j )
)−( 2
m−1
)
(2.17)
A
(l+1)
j (ui) =

 c∑
k=1
(
d(ui, s
(l)
j )
d(ui, s
(l)
j )
)−( 2
m−1
)

−

1−

 c∑
k=1
(
d(ui, s
(l)
j )
d(ui, s
(l)
j )
) 2
m−1


2


(2.18)
In the Appendix section there are both the algorithms presented with all
their technical characteristics: FCM Type 1 1 and FCM Type 2 2.
2.2.3 Competitive Algorithms
A particular kind of unsupervised learning is the competitive learning, i.e. it
is a variant of the Hebbian learning approach17 where the nodes compete
themselves to give the appropriate response to input data. Competitive
learning algorithms are principally used for partitioning, vector quantization
and to self-organize Kohonen maps.
According to Fritzke, there are a number of different but often mutu-
ally exclusive outcome to get by competitive learning systems, i.e. error
minimization, entropy maximization, feature mapping and other goals (see
Fritzke’s webpage). But, globally, there are also a set of principles that gov-
ern the competitive learning rule, i.e. i) the starting setting of the neural
network, ii) the synapses weights range, iii) an formalism that allows to select
the winner node given a subsamples of input, a.k.a. a procedure able to se-
lect the neurons that won the competition, also known as the winner-take-all
neuron. Once the neuron won, that neuron will detect a specific pattern in
relation to specific input features value [2] [3].
An neural network architecture, that implement a learning rule based on
competition, contains, in its layers, a special layer known as the competitive
layer [6]. A similarity measure is compute between the each competitive
neurons and the input data, i.e. ||xn−wm||, wherewm is the vector of weights
for the m-th competitive neuron and xn is the vector of input features. After
the similarity computation, the winner neuron m-th responses with a positive
signal, whereas the looser neurons with zero value signals.
The competitive learning rule may have also some difference according to
the quality of the learning, i.e. the hard competitive learning and the soft
competitive learning.
• The hard competitive learning is a type of learning that regards meth-
ods where each input signal determines the adaptation of the winner
unit. The methodologies differ if they perform either batch18 or on-line
update19.
17The Hebbian learning ruls claims that the synaptic efficacy arises from a postsynaptic
cell that is repetitively stimulated by a presynaptic cell. This rule explains the synaptic
plasticity, i.e., the adaptation of brain neurons during the learning process. It was in-
troduced in 1949 by the Donald Hebb [102]. The main statement about the Hebbian’s
rule is ”Cells that fire together wire together” [153]. The intuition that have had Donald
Hebb on the brain learning processes has similarities with the cell mechanism knwon in
neurobiology as spike-timing-dependent plasticity [40].
18The batch updating algorithms evaluate all the inputs before to update themselves,
e.g. the generalized Lloyd algorithm [68, 142, 149]
19The on-line updating algorithms update themselves after each input signal, e.g., the
k -means algorithm [158]
• The soft competitive learning is subdivided in in methods that have
fixed network dimensionality and methods that have unfixed network
dimensionality:
– the soft competitive algorithms with fixed network dimensionality
are models which have a k size of network choose in advance, i.e.,
given a network that maps from a n-dimension input space to
the k-dimension structure. This peculiarity allows to make a low
dimensionality representation of the data useful for visualization
goals. An example of this competitive algorithms are the Self
Organizing Maps (SOM) [123], the Growing Cell Structures (GCS)
[80], the Growing Grid (GG) and other methods [12];
– the soft competitive algorithms without fixed network dimension-
ality are models which have no predefined network topology. There
are models that have no fixed topology at all, e.g., the Neural Gas
(NG) [166], while in other cases the dimensionality of the network
is related to the data local dimensionality and it changes within
the input space, e.g., the Growing Neural Gas (GNG) [81].
In the next paragraphs will be presented three competitive learning al-
gorithms used in this thesis20: the Self Organizing Maps (SOM), the Neural
Gas (NG) and the Growing Neural Gas (GNG).
These algorithms shares some notation, i.e.,
• each network is a set of N units A = {c1, c2, . . . , cN} and each unit c
has a an associated reference vector21 wc ∈ ℜn;
• between the units of the network there is a set C ⊂ A × A of neigh-
bourhood connections22 that are unweighed and symmetric;
• for a unit c, the Nc is the set of its direct topological neighbours;
• the n-dimensional input signals are assumed to be generated according
to a continuous statistical distribution p(ξ) with ξ in ℜn or from a finite
training dataset;
20See the Results section 4.
21The reference vector indicates the position of unit c in the input space;
• the reference vector is also named receptive field center.
22These connections are not related to the weighted connections found, e.g., the ones
in multi-layer perceptrons [217] The connections are used to extend the adaptation of the
winner to some of its topological neighbours in competitive learning methods.
• for a given input signal ξ the winner s(ξ) among the units in A is the
unit with the nearest reference vector, according to specific similarity
measure, i.e., s(ξ) = argminc∈A ||ξ − wc||, whereby the || · || denotes
the Euclidean norm;
• there are fundamental concepts from computational geometry that un-
derlie the competitive learning, i.e., the Voronoi tessellation and De-
launay Triangolation. In this part, the details about these two mathe-
matical topics are skepped. To deepen them, see [264] and [263].
Self Organizing Maps Algorithm (SOM) The SOM model is based
on the work by Willshaw and Von der Malsburg [266] in the Seventies and
by Kohonen in the Eighties [123]. The interesting topic about this model
is the constrained two-dimensional grid aij that does not change during the
self-organization. The SOM model is similar to the Neural Gas (NG) since
a decaying neighbourhood range and the adaptation strength are utilized.
The distance used on the 2D grid measures the adaptation strength of a
unit r = akm when the unit s = aij wins. The similarity measure adopted
is the L1-norm, i.e., the Manhattan distance d1(r, s) = |i − k| + |j −m| for
r = akm and s = aij. In the Nineties, Ritter proposed to use 2.19 to define
the relative strength of the adaptation for an arbitrary unit r in the network
[210], i.e.,
hrs = exp(
−d1(r, s)2
2σ2
), (2.19)
where σ(t) is the standard deviation of the Gaussan distribution varies ac-
cording to σ(t) = σi(σf (σi))
t/tmax .
To see the details about the Self Organizing Maps competitive method,
see the algorithm 3.
Neural Gas Algorithm (NG) The Neural Gas23 algorithm was presented
by Martinetz and Schulten in the Nineties [166] and it stems from the Self
Organizing Maps (SOM). NG is an artificial neural network that finds the
optimal representation of data based on features vectors. There are differ-
ent version of this algorithms, e.g., the Growing Neural Gas (GNG) [81],
the Incremental Growing Neural Gas (IGNG) [199] and the Growing When
Required Network (GWRN) [164].
To see details about the Neural Gas competitive method, see the algo-
rithm 4.
23The algorithm is named gas since it behaves as physical gas during the adaptation
process, i.e., the dynamics of the feature vectors distribute themeselves like a gas within
the the data space.
Growing Neural Gas Algorithm (GNG) The Growing Neural Gas is
a models introduces by Fritzke in the Nineties [78, 81]. It is a combination of
the Growing Cell Structures (GCS) [79] and the competitive Hebbian learning
[166]. During the self-organization process, the number of units in changes.
During the adaptation, the model starts with few units and then it inserts
the new ones successively. A measure to evaluate the local error during the
adaptation process is used to determine where to insert a new units in the
feature space, i.e., the new unit is inserted near the one that has the most
accumulated error.
To see details about the Growing Neural Gas competitive method, see
the algorith 5.
2.2.4 Validation Measures
In this subsection are introduced a broad family of cluster validity indexes,
taking account also similarity measure between couple of classes, i.e., the Jac-
card similarity, and the relevance of the p-value as measure of the significance
of the difference between classes found.
Cluster validity indices The performance of a clustering algorithm de-
pends mostly on the definition of the number of clusters used, that it means
to achieve, in a clustering process, the optimal classes cardinality [57]. If the
ideal number of clusters is not obtained, there are two opposite situation,
i.e.,
• the classes are less then the actual number, therefore one or more het-
erogeneous classes would be merged into other groups;
• the classes are more then the actual number, therefore on or more
homogeneous classes would be separated into other groups.
In both the above situations, the clustering classification will be far from
a real categorization, and then the information in the raw data is incorrectly
used by the algorithm [260]. To solve this circumstance, the algorithm need a
validity index design to detect the optimal cluster number for a given input
dataset [100]. A Clustering Validity Index (CVI) has two indicators: the
compactness and the separation [138], i.e.,
• the compactness, that indicates the concentration of points that share
the same cluster, i.e., the similarity measure is often a vectorial distance
between each point and the clustering centre of gravity; the smaller the
distance, the better the cluster compactness [138];
• the separation, that evaluate the degree of isolation among clusters,
i.e., the similarity measure is often a vectorial distance between cluster
centroids; the larger the distance, the stronger the clusters isolation
[272].
A dataset is well partitioned if there is both high compactness and high
separation. But, often the two indicators conflict [234], e.g., if there com-
pactness is high, the separation is low and viceversa. Therefore, a rationale
between the two indicators is needed to design a clustering validation index.
Researchers from several disciplines have proposed a many indexes in
order to put in relation the two indicators. In the next sub-paragraphs will
be presented several validation models and also a similarity measures to
compare classes.
Indexes Following the differentiation made by Li et al [138], the cluster
validation indexes are divided in simple ones and advanced ones. Simple
indexes are the following
• Partition Coefficient (PC) 25, i.e.,
PC(K) =
1
N
K∑
i=1
N∑
j=1
µ2ij (2.20)
• Partition Entropy (PE) 22, i.e.,
PC(K) = − 1
N
K∑
i=1
N∑
j=1
µ2ij log2(uij) (2.21)
• the Modified Partition Coefficient (MPC) 26, i.e.,
MPC(K) = 1− K
K − 1(1− PC) (2.22)
The advanced cluster validation indexes are the following:
• The Davies-Bouldin Index (DBI) [46] (see section 2.3.1)
• The Dunn Index (DI) [59, 60] computes the clusters separation with
the minimum distance between clusters and computes the compactness
with the maximum distance between each pair of within-cluster points,
i.e.,
DI(K) = min1≤p≤K
(
mins+1≤1≤K−1(
(dis(Cp, Cq))
max1≤i≤Kdia(Ci)
)
)
(2.23)
• The Calinski-Harabasz Index (CHI) [39] computes the separation with
the distance BK between centroid to the global centroid (z) and it com-
putes the compactness with the distance between each within-cluster
point to its centroid, i.e.,
CHI(K) =
BK
K − 1/
WK
N −K (2.24)
• The Fukuyama and Sugeno Index (FSI) [233, 138]
FSI(K) =
K∑
i=1
N∑
j=1
umij ||xj − zi||2 −
K∑
i=1
N∑
j=1
umij ||zi − z||2 (2.25)
• The Xie and Beni Index (XBI) [275]
XBI(K) =
∑K
i=1
∑N
j=1 µ
2
ij||xj − zi||2
N ·mini 6=k{||zi − zk||2} (2.26)
• The Kwon Index (KI) [131]
KI(K) =
∑K
i=1
∑N
j=1 µ
2
ij||xj − zi||2 + 1K
∑K
i=1 ||zi − z||2
mini 6=k{||zi − zk||2} (2.27)
• The Tang Index (TI) [236]
TI(K) =
∑K
min=1
∑N
j=1 µ
2
ij||xj − zi||2 + 1K(K−1)
∑K
i=1
∑K
k=1,k 6=i ||zi − zk||2
mini 6=k||zi − zk||2 + 1/K
(2.28)
• The SC Index or ZLE Index24 (the authors: Zahid, Limouri and Essaid
[280])
SCI(K) = SC1(K)− SC2(K) (2.29)
• The Compose Within and Between Scattering Index (CWBSI) [206],
i.e,
CWBSI(K) = α · Scat(K) +Dis(K) (2.30)
Scat(K) =
1/K
∑K
i=1 ||σ(zi)||
||σ(X)|| (2.31)
Dis(K) =
1
Dmax
Dmin
∑K
i=1
∑K
k=1 ||zi − zk||
(2.32)
• The WSJ Index (WSJI) [235], that is a derivation from CWBI, i.e.,
WSJI(K) = Scat(K) +
Sep(K)
Sep(Kmax)
(2.33)
• The PBMF Index (PBMFI) [189]
PBMFI(K) =
maxi 6=k{||zi − zk||} ×
∑N
j=1 µj1||xi − z1||
K
∑K
i=1
∑N
j=1 µ
m
ij ||xj − zi||
(2.34)
24For the formal definition of SC1(K) and SC2(K) see [138].
• The SVF Index (SVFI) [121]
SV FI(K) =
∑K
i=1min||zi − zk||∑K
i=1maxxj∈Ciµ
m
ij ||xj − zi||
(2.35)
• WL Index (WLI) [138]
WLI(K) =
WLn
2 ·WLd (2.36)
Clustering comparison Sometimes researchers need to compare the
classes found within the same dataset. This practice is motivated to test if
the repetition of a clustering gives the same results (i.e., a sort of stability
control of results) and to test if different algorithms, given the same number
of partitions, clustered in the same manner the different sample vectors.
To do this operation, there are many similarity group indexes, e.g., the
Jaccard’s index, that is an index introduced at the beginning of the XX cen-
tury by Paul Jaccard [110]. He proposed a method to establish the similarity
and the dissimilarity of sample sets, i.e., the size of the intersection on the
size of the union. More formally:
J(A,B) =
|A ∩ B|
|A ∪ B| , (2.37)
where A and B are two sets and if they are empty the index is J(A,B) =
1. The complementary measure of the Jaccard’s index is the Jaccard’s dis-
tance25, i.e.,
DJ(A,B) = 1− J(A,B) = |A ∪B| − |A ∩B||A ∪ B| . (2.38)
In this thesis, it is adopted the Jaccard distance to evaluate the similarity
between clusters in different algorithms (see the Results section with healthy
subjects 4.3).
P-Value, statistical tests and clustering validation The P-Value is
a fundamental index in many scientific as well as technical or clinical disci-
plines. It has importance since with its size is possible to draw some consid-
erations on the the results of a hypothesis testing. In the case of clustering
analysis, the aim to measure a P-Value is to establish a precise statistical
evaluation about the classes found, i.e., the clustering outcomes. In the next
paragraphs, the definition of P-Value and a bit of hints about statistical tests
that use P-Value will be exposed. Furthermore, a relation between clustering
validity indexes and and P-Value will be argued.
25To deepen more mathematical details about sets and their distances, see [135]
P-Value The P-Value (or p-value) is a probability value associated to
an experimental result to observe an equal or greater value of that result
given the null hypotheses true [262]. For example, if an experiment is de-
signed to measure the same variable in two times, with the expectation that
the variable changes in time, it is reasonable to assume that the measures of
the variable at time 1 and time 2 are different. Within a statistical hypothe-
ses testing framework, the null hypotheses states that the measures are equal,
whereas the alternative hypotheses states that the measure are not equal. In
order to evaluate if the difference observed does not depend by random fluc-
tuation, the probability to observe that difference given the null hypotheses
true have to be very small. So, the p-value is this probability. Therefore, the
smaller the p-value, the higher the significance of the experimental results.
More formally, if X is a random variable and if the null hypotheses is
denoted with H0, the p-value is given by P (X ≥ x|H0) for a right tail test
and P (X ≤ x|H0) for a left tail test. The H0 is rejected if the p-value is less
the α, i.e., a level of significance, that in many cases is 0.05m 0.01, 0005 or
0.001.
The basic idea behind the p-value is the reductio ad absurdum reasoning,
i.e., if it is false one argument, then it is true its complement. But, in few
cases there are an exact duality, i.e., if it is false an argument A, the it is
true its complement (all the ones that are not A) and in particular that the
not-A is only B. In many cases, there are a lots of possible alternatives. So,
it is important to set an experimental design able to handle multiple testing
of hypotheses, in order to exclude in every p-value computation, the useless
alternatives until is found the right one [187] .
Sometimes the usage of the p-value is not correct since there are misun-
derstanding on it. Often, it is confused with the probability of the hypothesis
given the data, or the probability of that the hypothesis is true, and so on.
This misunderstanding is known as the p-value fallacy [91, 43]
Statistical Tests The random variables used to compute the p-value
with the reference of a null hypothesis is generally an outcome of a statistical
test [273]. Each test has a statistic, i.e., a function that put in relation data,
that follows a specific distribution. In many case is assumed to be a Normal
distribution or similar. Tests are divided in parametric and non-parametric
ones. The first have rigid assumptions, i.e., independence of observations,
normality distribution of residuals, and the homogeneity of the variances.
The second are free about this assumptions [181, 214].
In this theses are adopted both since the quality of data does not allow
to take single position about the type of tests. They are parametric Analysis
of Variance test (ANOVA) [104] and the non-parametric Kruskall-Wallis test
[127]. The details about both tests are skipped. To look formalism and
implementation about the test, see these two links: ANOVA and Kruskall-
Wallis.
The relation between P-Value and Clustering Validation The
clustering validity indexes are used to evaluate an optimality of the clustering
according to specific measure. Indicators that allow a measure to probe the
clustering outcomes are the separation and the compactness. The p-value,
instead, as exposed above, is a probability value to observe data, i.e., a
statistical measure, given the null hypothesis true. If the p-value is very
small, one can reject the null hypothesis and accept alternatives. In the case
of clustering validity indexes the goal is to define optimal classes, whereas in
the case of p-value (or in the usage of statistical tests) the goal is to define
significative results.
The relation between p-value and clustering index is an ordinal relation.
Once a dataset is clustered, in optimal sense according to specific index, these
clusters have to need elements that are from different populations. Therefore,
if a clustering algorithm found optimal classes, it is important to evaluate
also if in these classes there are measures that are different without random
fluctuations. For example, in the case of a dataset that is shape by two
variables, i.e. two features, and the measures about these two variables regard
at least three different quality of objects, e.g., different fruits, different stones,
different stars, etc, then it is reasonable that the clustering of the samples
in the features space results in - at least - three classes according to validity
indexes. But also, if the three classes found are correctly individuated, they
may contain samples that are statistical different according to specific test.
In the section of Results there is this comparison between validation in-
dexes and p-value. In particular see 4.3.
2.2.5 Spectral Analysis
In this subsection are presented the terminologies related to spectral anal-
ysis, the principal component analysis (PCA), the non-linear fuzzy robust
principal component analysis (NFRPCA) and the random matrix tools able
to select the features obtain from the PCA and NFRPCA.
Terminologies
In the next paragraphes are defined the notions of random variable, the
covariance measure and the correlation coefficients. They are statistical con-
cepts that underpin the ones related to spectral analysis methodologies.
Random Variable The concept of random variables is peculiar in the
meaning of the Principal Component Analysis, and in particular with the
computations that regard the statistical measures such as covariance or cor-
relation. Formally, a random variable X is a real-valued variable defined as
a function between X : Ω −→ E = ℜ. On a measurable set S ⊆ E, the
probability that X takes is
P (X ∈ S) = P (ω ∈ Ω|X(µ) ∈ S). (2.39)
Covariance Measure The covariance is a statistical measure of the joint
variability of two random variables [214]. More precisely, for a population
study, given two variables X and Y their covariance is defined as:
COV (X, Y ) = E[(X − E[X])(Y − E[Y ])], (2.40)
where E[X] is the expected value of X and E[Y ] the expected value of
Y . For a vector X = [X1, X2, . . . , Xn]
T with n jointly distributed random
variables, its covariance matrix is defined as
Σ(X) = COV (X,X). (2.41)
IF COV (X) = 0 the random variables are uncorrelated. But, if two vari-
ables are uncorrelated, it does not imply that they are independent, because
the covariance is a measure of the linear dependence between two variables,
i.e., if two variables have non-linear dependence, their covariance is equal to
zero. Instead, if COV > 0, then the random variables have a direct relation,
whereas if COV < 0 the random variables have inverse relation. There-
fore, the sign of the covariance refers the tendency of the linear relationship
between random variables.
Correlation Coefficients The normalization of the covariance measure is
the correlation coefficient, also know as the Pearson’s correlation coefficient
(see Pearson’s works [192, 191]). The normalization is the ratio between
the covariance of two random variables and the product between the stan-
dard deviation of each variable, i.e., the correlation coefficient indicated with
ρ(X, Y ) is formally
ρ(X, Y ) =
COV (X, Y )
ρ(X) · ρ(Y ) , (2.42)
where the ρ(X) and ρ(Y ) are the standard deviation of the random vari-
ables X and Y , i.e.,
ρ(X) = 2
√
E[(X − µ)2], (2.43)
with µ = E[X], that is the expected value of the random variables X.
The same formulation regards the variable Y .
Principal Component Analysis (PCA)
The principal component analysis (PCA)26 was ideate by Pearson in the first
decade of XX century [193] and independently discovered by Hotelling in the
Thirties [106]. It is an unsupervised linear transformation technique that is
widely used in many fields, e.g., science, engineering, biomedical domains,
with the specific aim to reduce the dimensionality of a system [205].There
are also other applications27 for PCA, e.g., exploratory data analysis and
de-noising of signals.
Basically, PCA identifies patterns in data based on the correlation matrix
of the features. The analysis of the principal component aims to find the
direction of the maximum variance in high dimensional data and projects
it onto a new subspace with equal or fewer dimensions than the original
system. Therefore, the principal components are the orthogonal axis of the
new subspace and they can be understood as the directions of the maximum
variance given the constrain that the new feature axes ae orthogonal28 to
each other [205].
26To look more details about the mathematical foundation of PCA and its several ap-
plications see the book by Jollife [114].
27This secondary usage is the one adopted in this thesis to study the functional MRI
images. To jump on the related results exposed in the Results section see 4.3).
28In this spectral section is not presented the Independent Component Analysis (ICA),
that it an other methods to study the latent information of a system. But, it is important
to note that the main difference between ICA and PCA is that the component of ICA are
required to be independent rather then orthogonal as in the PCA. See Lindquist’s paper
fore more information [143].
Formally, given a d-dimensional features space, with a X dataset where
x = [x1, x2, . . . , xd] ∈ ℜd is a sample vector,W the d× k-dimensional trans-
formation matrix that allows to map a sample vector x onto a k-dimensional
feature subspace, there are the following fundamental steps to run the PCA
algorithm:
1. standardize the d-dimensional dataset, i.e., convert the raw-score in z-
score according to mean µ and the standard deviation σ of the random
variables considered;
2. compute the covariance matrix, i.e., the measure of a joint variability
of random variables (see the above paragraph on the covariance and
correlation computation);
3. decompose the covariance matrix into its eigenvectors and eigenvalues,
i.e., applied a mathematical method to factorize a (real or complex)
matrix (see the next paragraph);
4. select the k eigenvectors that correspond to the k largest eigenvalues,
where k is the dimensionality of the feature subspace (k ≤ d), i.e., ac-
cording to some formal criteria, include (or exlcude) specific eigenvec-
tors and their related eigenvalues (see the section on features selection
with random matrix theory 2.2.5)
5. construct a projection matrix W from the top eigenvectors;
6. transform the d-dimensional input dataset X using the projection ma-
trix W to have the new k-dimensional feature subspace
Single Value Decomposition The single value decomposition is a
method to diagonalize matrices29. The concept of diagonalization is critical
to understand the core structures of a physical (or biomedical) system. In the
process of diagonalization, the correct coordinates, i.e., the basis functions,
are revealed that reduce the given system to its low dimensional kernel. More
formally, it is important to note that SVD is based on linear algebra concepts
[32] and that there is an primary theorem that affirms that:
Every matrix A ∈ Cm×n has a singular value decomposition A =
UΣV ∗, with U ∈ Cm×m is unitary, V ∈ Cn×n is unitary and
Σ ∈ Rm×n is diagonal. Furthermore, the singular values σj are
29The SVD is not the only method to diagonalize matrices. See the book from Kuts to
look other methods [130].
uniquely determined, and, if A is square and the σj distinct, the
singular vectors uj and vj are uniquely determined up to complex
signs (complex scalar factors of absolute value 1) [130].
More intuitively, the key idea behind the diagonalization procedure is
that exist an ideal basis in which a square and symmetric matrix can be
diagonalized so that, in this basis, all redundancies are removed and the
largest variances of a measurements are ordered, i.e., the system, once it is
diagonalized, is written in term of its principal components or in a proper
orthogonal decomposition.
Contextualizing a bit this mathematical topic in functional neuroimaging,
the single value decomposition for the principal component analysis permits
to determine the spatial patterns that regard the greatest amount of vari-
ability in the time series of a neuroimages. According to Lindquist30 [143],
this can be done applying the single value decomposition of the data matrix,
i.e.,
Y = USV T , (2.44)
where U is a T × T unitary matrix, S is a T × N diagonal matrix with
positive elements, and V is a N ×N unitary matrix. The columns of U are
the weighted sum of time series from different voxels, instead the columns of
V are the voxel weights needed to build the components in U . Therefore,
U are the temporal components and V the spatial component of the data
matrix. The variability explained by components are the elements of S and
they are ordered from the higher to the lower.
SVD applied to principal component analysis is useful because i) it al-
lows to potentially reveal the nature of the observed signal by finding its
linearly independent sources, and ii) it decompose the signal ordering the
components according to their weight, that is useful to simplify data or to
filter out unwanted components. Nonetheless, some systems are not linear,
or take linearity as assumption, and then the PCA could not process all the
complexity of the data, as the functional neuroimages are (see the section
3 for extended information). It is noted that the brain is a dynamical sys-
tem with several non-linearities [173]. Therefore, a method able to handle
this non-linearities could process in a more realistic way the complexity of
its functional structures. For this motivation, it has been selected a PCA
method with the capacity to manage better the complexity of the brain sig-
nals. In the next part, it will be presented the Nonlinear Fuzzy Robust PCA
Algorithm (NFRPCA).
30In this part is adopted the same Lindquist’s notation.
Nonlinear Fuzzy Robust PCA Algorithm
Lukka [157] derived the Nonlinear Fuzzy Robust PCA (NFRPCA) algorithm
from the linear one introduced by Yang and Wang31 [277]. They transformed
the crisp PCA objective function (eq. 2.45) in a fuzzy PCA objective function
(eq. 2.46, i.e.,
E =
n∑
i=1
uie(xi) + η
n∑
i=1
(i− ui), (2.45)
E =
n∑
i=1
um1i e(xi) + η
n∑
i=1
(i− ui)mi , (2.46)
where in both 2.45 and 2.46X = x1, x2, . . . , xn is the dataset, Uui|i = 1, . . . , n
is the membership set, η is the threshold and ui ∈ [0, 1]. Whereas, only for
2.46) m1 ∈ [1,∞]. The ui is the membership value of xi belonging to the
data cluster and (i−ui) is the membership value of xi belonging to the noise
cluster and m1 is the fuzziness variable. Note that e(xi) measures the error
between xi and the class centre, and this idea is very similar as in the fuzzy
c-means algorithm32 [17]. The minimization of the crisp and fuzzy PCA
optimization function is done with the gradient descent approach33.
Features selection with Random Matrix Theory
The eigenvalue density of the empirical correlation matrix for uncorrelated in-
dependent identically distributed Gaussian variables follows the Marchenko-
Pastur distribution [162] (or Wishart distribution [267]):
ρ(λ) =
1
2πrλ
2
√
(λ+ − λ) · (λ− λ−), (2.47)
where the rectangularity parameter r = N/T is the ratio between the
number N of random variables and the sample size T in the data matrix,
i.e., in the case of time-related random variables, N is the number of time-
dependent variables and T are the time-points of each variables. According
to 2.47, the eigenvalues of the normalized covariance matrix are located in
a finite support λ ∈ [λ−, λ+], in which the endpoints λ− and λ+ are λ± =
(1±√r)2. Note that if r −→ 0, then T is much larger then N and the ρ(λ)
31See also the work by Xu and Yuilles [276] that inspired the work of Yang and Wang,
i.e., Xu and Yuilles proposed an objective function with the consideration of outliers and
with a PCA learning rules related to energy function.
32See the Fuzzy Clustering section 2.2.2.
33See the original work by Lukka for mathematical details [157]
became a delta function. When r = N/T is finite, the eigenvalue density is
smeared. But, when N = T , r = 1 is critical because the λ− = 0.
The usage of the Marchenko-Pastur distribution of the eigenvalue of un-
correlated random variables is important since with this model is possible to
select eigenvalues that above the range of λ±, specially with the upper limit
λ+. In the section 4.3 there is an application of this RMT tools.
The relation between K-Means and Principal Component Analysis
Given Y = (y1, ...,yn) as the standardize data matrix, the covariance of Y ,
ignoring the factor 1/n, is Σi = (xi − x)(xi − x)T = Y Y T . The principal
directions uk and the principal components vk are eigenvectors satisfying
Y Y Tuk = λkuk (2.48)
Y TY vk = λkvk (2.49)
vk = Y
Tuk/λ
1/2
k (2.50)
Elements of vk are the projected values of data points on the principal
directions uk.
According to the work by Ding and He there is relation between K-Means
clustering algorithm and the Principal Component Analysis (PCA). In their
seminal paper [54], they proved that principal components are actually a
continuous solution of the cluster membership indicators for the K-Means
clustering method. It means that the PCA dimension reduction automati-
cally performs data clustering according to the K-Means objective function
J(K) with K clusters. Also, they linked the number of clusters K with
number of principal directions found by PCA, i.e., the clustering structure
is embedded in the K − 1 components. More formally, they proposed the
following theorem [54])34
When optimizing the K-Means objective function, the con-
tinuous solution for the transformed discrete cluster member-
ship indicator vectors QK−1 are the K − 1 principal components
QK−1 = (v1, ...,vK−1). The functional JK satisfied the upper and
lower bounds
34The proof of this theorem is the direct application of the well-known theorem by Ky
Fan to optimization problem [63]
ny2 −
K−1∑
k=1
λK < JK < ny2 (2.51)
where ny2 is the total variance and λk are the principal eigen-
values of the covariance matrix Y Y T
Practically, if the correct number of class is three in a selected dataset (e.g.,
the Fisher’s Iris dataset [65]), the most discriminative subspace is shaped by
the first two eigenvector, because this PCA subspace is particularly effective
for the K-Means clustering.
2.3 Contributions
The section contributions is divided in the two subsections:
• the part on the Soft Davies-Bouldin Index 2.3.1, i.e., a new separation
measures based on fuzzy theory that is an extension of the so-called
crisp and classic Davies-Bouldin index used for clustering validation;
• the part on the Crossed-Clustering framework 2.3.2, i.e., a new ap-
proach to study the spatio-temporal with clustering analysis taking in
account both the spatial and the temporal components.
2.3.1 The Soft Davies-Bouldin Index
Conceptual foundations
Fuzzy principles A soft separation measure is useful to evaluate soft clus-
tering analysis, that is based on the notions of fuzzy sets. More precisely,
the definition of fuzzy sets is the following [278]:
let X is a space of points and x a generic element of X, a fuzzy
sets (or class) A in X is characterized by a membership (or char-
acteristic) function fA(x) which associates each point in X a real
number in the interval [0, 1], where the value of fA(x) at x is the
grade of membership of x in A.
Then, soft clustering allow to assign to each element of a dataset a degree of
membership for each cluster found; as extension, there are these two propo-
sitions:
a. elements belong to all clusters,
b. elements have a membership value to each clusters.
After soft clustering analysis, the standard procedure is to harden the
results to obtain a crisp partition of data, and then validate and conduct
post clustering analysis. In literature, there are a various methods available
to defuzzify results from soft clustering (see Leekwijck and Kerre for an
extended overview [137]); generally, there are five methods that are frequently
used: they allow to crisp the fuzzy results selecting, along the range of all
membership values of an element, the smallest, the middle, the centroids, the
bisector, the largest, and, finally, (the more used) the maximum.
This kind of hardening procedures could lose the softness that is peculiar
to soft clustering outcomes, and in many cases, it is exactly the motivation
that explain the use of fuzzy clustering instead the classic crisp clustering.
Having in mind this noted soft characteristic, our intent is to evaluate fuzzy
clustering results keeping all the grades of memberships that have each input
feature. Therefore, in the part B of this section, we use the propositions a
and b to define a soft separation measure as a reformulation of the classic
Davies-Bouldin index (DB).
Separation measures As proposed by Davies and Bouldin, a general clus-
ter separation measure should require little interaction by the user to set
parameters, should be useful for hierarchical datasets, should be easy com-
putable for big data, and should yield grounded results for high dimensional
data.
With these premises, it is possible to introduce the concepts of met-
ric measure as a distance function d(Xi, Xj) and a dispersion measure as
a deviation function S(X1, X2, ..., Xm), where X1, X2, ..., Xm ∈ Ep, i.e. the
p-dimensional Euclidean space. To define a cluster similarity measure, i.e.
R, Davies and Bouldin proposed a function with the following properties:
• R(Si, Sj,Mij) ≥ 0
• R(Si, Sj,Mij) = R(Sj, Si,Mij)
• R(Si, Sj,Mij) = 0 iff Si = Sj,
• if Si = Sj and Mij < Mik, then R(Si, Sj,Mij) > R(Si, Sk,Mik)
• if Mij = Mik and Sj > Si, then R(Si, Sj,Mij) > R(Si, Sk,Mik), in
which Mij is the distance between centroids of clusters i and cluster j
and Si and Sj are their dispersion measures.
The heuristic meaning of the above properties is the following:
• the similarity function R is nonnegative;
• it is simmetrical;
• R = 0 only if their dispersion disappear;
• if the Mij increases while Si and Sj remain costant, R decreases, and
viceversa, if Mij is constant while Si and Sj increase, R increases as
well.
In the next paragraph, we first present in details the classic Davies-Bouldin
index (DB) for crisp clustering and then its soft version for fuzzy clustering
named Soft Davies-Bouldin index (SDB).
The classic Davies-Bouldin index (DB) the separation measure pro-
posed by Davies and Bouldin for crisp clustering is defined as the system-wide
average similarities of each clusters. Using the same notation of the authors,
the index is formally:
R =
1
C
C∑
i=1
Ri (2.52)
where C is the number of clusters and Ri is the maxj 6=i{Ri,j}. R is the
system-wide average of the similarity measures of each cluster with its most
similar cluster; therefore, in relation to the algebraical properties that shape
the DB index, the better the clusters, the lesser the average similarity. With
Ri,j is indicated the ratio between the average similarities of each clusters
with its most similar cluster and the distance between the centroids of the
clusters. More in details: given the average similarities Si and Sj of the
cluster i and the cluster j, and given Mi,j the distance between the centroids
of the cluster i and j, Ri,j is defined as:
Ri,j =
Si + Sj
Mi,j
(2.53)
where, formally, Si is :
Si =
{
1
Ti
Ti∑
j=1
||Xj − Ai||q
} 1
q
(2.54)
in which Ti is the number of vectors in the clusters i, Xj are the vectors
in i and Ai is the centroid of the cluster i. When q = 1, Si is the average
Euclidean distance of vectors to the centroids of i, whereas if q = 2, Si is the
standard deviation of metric about the samples in cluster in relation with its
centroid. Sj is defined equivalently. Instead, the distance between centroids
is formalized as:
Mi,j =
{
N∑
k=1
||aki − akj||p
} 1
p
(2.55)
where aki is the kth component of the n-dimensional vector ai, that is
the centroid of cluster i. Mi,j is the Minkowski metric of the centroids i and
j; then, if p = 1 is the city block/Manhattan distance, whereas if p = 2 is
the Euclidean distance between centroids; note that if p = q = 2, Ri,j is the
Fisher similarity measure computed between cluster i and cluster j.
The Soft Davies-Bouldin Index (SDB) to define the Soft Davies-Bouldin
index (SDB), we have to take in account the two proposition a and b exposed
in the part A of this section, that are:
a. elements belong to all clusters;
b. elements have a membership value to each clusters;
therefore, the average distance measures have to handle the average member-
ship degrees. Technically speaking, the crisp ratio Rij in the equation 2.53
became the fuzzy ratio Rfij, i.e.
Rfij =
Sfi Ui + S
f
j Uj
M fij
(2.56)
where the crisp Si became the fuzzy Sfi :
Sfi =
{
1
N
N∑
j=1
||Xj − Afi ||q
} 1
q
(2.57)
As specified for the equation 2.54, if q = 1, Sfi is the average Euclidean
distance of vectors to the centroids Afi of cluster i, and if q = 2, it is the
standard deviation of cluster i. The difference in equation 2.57 respect the
equation 2.54 is that the vectors Xj are always all the vectors in the dataset
(see proposition a), whereas in the equation 2.54 they are only the ones in
the cluster i. Therefore, the average is always computed on N, i.e. the all
points in the dataset. The formulation for Sfj is equivalent. In the equation
2.56, M fij is the Minkoswki distance computed between the centroid Ai and
Aj. Instead, the average membership values computed for the cluster i is Ui
and for the cluster j is Uj. Formally,
Ui =
1
N
N∑
j=1
µij (2.58)
where µij is the membership value of vector j to cluster i. The formulation
for Uj is equivalent. Adapting the equations 2.53 and 2.54 with the equations
2.56 and 2.57, we could merge the properties about the clustering separation
measure, mentioned by Davies and Bouldin, with the principle a and b about
fuzzy clustering. Therefore, the equation 2.52 became the following:
R
f
=
1
C
C∑
i=1
Rfi (2.59)
where C are the clusters and Rfi is the maxj 6=i{Rfi,j}. The R
f
is the system-
wide average of the soft similarity measures of each cluster with its most
similar cluster; the better the fuzzy clustering, the lesser is the value of R
f
.
Theoretical framework Recently, Huapeng Li et al proposed a taxon-
omy of Cluster Validity Indexes (CVIs) [138]. They globally classified the
measures using two indicators: compactness, i.e. the within clusters dis-
tances [260], and separation, i.e. the between clusters distances [274]. The
ideal case is when a dataset is partitioned with high compactness and high
separation, but often they are mutually struggled [234]. Furthermore, they
specially distinguished the subgroup of CVIs useful for fuzzy clustering in
simple and advanced forms. The simple form considers only the membership
degrees to a class of the data, whereas the advanced ones considered both
the fuzzy degrees and the geometrical properties of the data to be clustered.
In Table 2.1 are listed the measures classified by Huapeng Li et al, with the
distinction between simple and advanced forms and the type of optimality
value that have indexes (i.e the heigher (+) the better or the lower (-) the
better). In relation the criteria used by the authors to make the taxonomy,
it is reasonable to insert the Soft Davies-Bouldin index (SDB) in the class of
CVIs that have advanced form.
Table 2.1: Cluster Validity Indexes (CVIs) taxonomy
CVIs Forms Measures Optimality value
simple Partition Coefficient (PC) the heigher (+)
simple Partition Entropy (PE) the lower (-)
simple Modified PC (MPC) the heigher (+)
advanced Davies Bouldin index (DB) the lower (-)
advanced Soft DB (SDB) the lower (-)
advanced Dunn Index (DI) the heigher (+)
advanced Caliski-Harabasz Index (CHI) the heigher (+)
advanced Fukuyama-Sugeno Index (FSI) the lower (-)
advanced Xie-Beni Index (XBI) the lower (-)
advanced Kwon Index (KI) the lower (-)
advanced Tank Index (TI) the lower (-)
advanced SC Index (SCI) the heigher (+)
advanced Compose WBS Index (WBS) the lower (-)
advanced WSJ Index (WSJI) the lower (-)
advanced PBMF Index (PBMFI) the heigher (+)
advanced SVF Index (SVFI) the heigher (+)
advanced WL Index (WLI) the lower (-)
2.3.2 The Crossed Clustering Framework
Clustering algorithms are a family of computational methods that allow to
do the brain functional parcellation. The main goals of these methodologies
is to explore the fMRI data in order to find similar structures. Once it
is individuated a structure, the element that are within have geometrical
properties in common, such as the metrical proximity, i.e., the sample vectors
that are close to a prototyping vector are include in the same cluster, that
has as centroid the coordinates of the prototype one. The measure of the
vectors similarity is probed by a distance, that in many case is based on the
Euclidean norm. Given a specified optimization criteria for the algorithms
and an internal validation index for the clusters found, the final results is a
sets of labels that are found in the features space able to shape the sample
points of the dataset 35.
Nevertheless, the main objective of clustering of fMRI data is to find
the functional patterns, that are principally thought as spatial patterns, i.e.,
ROIs that have had a temporal similarities (a very common signature); there-
fore, the parcellation of functional images returns a collection of brain mod-
ules that shared a similar BOLD trend. The drawback of this classic approach
is the it does not find temporal patterns, but instead spatial patterns.
The crossed-clustering framework is a solution of this problem. It regards
a double clustering approach, one able to find the spatial patterns and the
other one able to find the temporal patterns. This is a procedure designed
for spatio-temporal data, as the fMRI dataset. The empirical definition of
the crossed-clustering approach is the following:
The crossed-clustering allows to find the spatial patterns in
the temporal features spaces and the temporal patterns in spatial
features space.
A typical fMRI images is a data matrix X ∈ ℜnxm where n = (1, ..., 96),
i.e., 96 ROIs, and m = (1, ..., 208), i.e., 208 time points (aka: brain volumes
or experimental blocks). In a matrix form, X = (anm):

a11 . . . a1m
a21 . . . a2m
...
...
an1 . . . an,m=96,208


35This is an easy way to define what is the meaning of clustering of fMRI data, but
see the Section on Computational Intelligence on Clustering Analysis 2.2.1 to deepen the
topics).
In this case, the classic clustering algorithms approach is to operate the
classification of ROIs that have had similar trends, i.e., the aim is to find
the spatial patterns in the temporal features spaces. Therefore, the more the
BOLD values are similar for all the time steps, the more likelihood the ROIs
are within the same label.
Practically, if there are ROIs that are functionally less active during the
task, and if they shared stability of the signals (the signature trend), then
they may be clustered in the same class, i.e., the class of the less active ROIs.
And, if there are ROIs that are functionally more active during the task, and
if they shared stability of the signals (the signature trend), then they may
be clustered in the same class, i.e., the class of the more active ROIs.
The operation described above is the classic perspective to do clustering
of fMRI images,i.e., the spatial clustering. In the case of crossed-clustering
framework there is also the aim to do the temporal clustering. To do this
operation is necessary to make the transposition of the above mentioned
fMRI data matrix anm, i.e.
aTnm = amn (2.60)
where amn = X
T ∈ ℜmxn, and n = (1, ..., 96), i.e., 96 ROIs, and m =
(1, ..., 208), i.e., 208 time points (aka: brain volumes or experimental blocks).
In a matrix form, XT = (amn):

a11 . . . a1n
a21 . . . a2n
...
...
am1 . . . am,n=208,96


After transposition, there is a change in the shape of the data to be
clustered: the features space became the ROIs dimensions, instead of the
time steps. Therefore, temporal patterns are the sample vectors that are
within the spatial (ROIs) space that have had the same fMRI BOLD values.
In other words, in the case of classic spatial clustering, a sample vectors are
part of the same class if the contribution of all the temporal features were
similar, whereas in the case of temporal clustering, a sample vectors are part
of the same class if the the contribution of the spatial features were similar.
This knowledge about the functional neuroimages is uncoupled i.e., the
two patterns found are from two independent clustering operations that give
two indications on the content of the spatio-temporal images. Therefore, it
is useful a computational method able to join these uncoupled results, e.g.,
a possible solution to solve this task is a functional that allows to link the
two patterns information.
But, it is tricky to elaborate this argument with more details since there
are some hypothesis that could take a role, e.g., the usage of statistical meth-
ods able to control factors. The factors are the the two patterns, where the
levels of the factors are their labels, e.g., the spatial factor is shaped with the
spatial patterns levels and the temporal factor is shaped with the temporal
patterns levels. Statistical methods may test if their common response vari-
able (e.g., the BOLD signal value) could individuate significative coupling,
i.e., if there are spatial patterns that have specific temporal patterns and,
viceversa, if there are temporal patterns that have specific spatial patterns.
Potential methods that could address this topic is the parametric balanced
ANOVA two-way or the Friedman test that it is its non-parametric version.
In the Thesis Results chapter 4 there are the outcomes related the usage of
the crossed-clustering framework, specially in section with healthy subjects
4.3. This new clustering approach has been adopted to both resting-state
fMRI data and to task-oriented fMRI data.
In the Conclusions chapter 5 there are the presentation of the future works
5.2. In particular, one of them is to solve the issue relative to the un-coupled
results of crossed-clustering .
Chapter 3
Functional Neuroimaging
The functional Neuroimaging (FN) chapter regards two sections:
• the chapter related to the cornerstones of Functional Neuroimaging,
i.e., two subsections that describe the general investigation of functional
neuroimaging, keeping in account the uni-modality and the multi-modalities
perspective 3.1
• the chapter related to the backgrounds of Functional Neuroimaging
adopted for this PhD thesis, i.e., there are two subsections where are
presented first an overview of the functional MRI and, second, the post-
processing methods and techniques used to manage the complexity of
the fMRI data 3.2.
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3.1 Cornerstones
Neuroimaging regards investigations of the brain with adequate spatial res-
olution to build maps of anatomy (structural neuroimaging) and activity
(functional neuroimaging). The snapshots captured by functional neuroimag-
ing modality can be used to predict spatio-temporal brain dynamics. To
generate a signal that exceeds the noise base, the functional neuroimages
requires the coherent activity of many neurons.
The Neural Population Models (NPMs) are designed to find the mass
activity of neural groupings at mesoscopic scales. Nevertheless, to compare
NPM predictions to data from neuroimaging it is necessary to include sig-
nal expression, i.e., a measurement function, that maps the NPM-generated
activity onto the sensor recordings. Both unimodal and multimodal neu-
roimaging framework used such forward modelling pipelines to predict and
analyze data.
3.1.1 Unimodal Investigation
Functional neuroimaging encompasses a wide variety of methods to detect
and quantify brain functional activity [9, 74, 105]. The most popular meth-
ods nowadays are electroenelography (EEG) and magnetoencephalography
(MEG) and also functional magnetic resonance imaging (fMRI) . There are
other methods, e.g.m positron-emission tomography (PET), voltage-sensitive
dye imaging (VSDi) , and functional near-infrared spectroscopy (fNIRS).
It is possible to differentiate neuroimaging and methods that directly
record the activity of individual neurons (e.g., patch clamping) from the ones
that indirectly measure the brain functions (e.g., the fMRI). Nevertheless,
this boundary is fluid, e.g., the question regarding measurements obtained
with a Multi-Electrode Array (MEA), that it is not clear if they belong to
the category of neuroimaging or electrophysiology. In principle, the imaging
investigation - or the imaging aspect - is the ability, for a machine, to map out
spatially distributed activities. To have an image, the pre-processing stage
is required to constructed an map for visualization. Accoring to Friston, the
inference from image data are from statistical maps of signal variance, rather
then the signals themselves [72]. Even if the neuroimaging is principally used
for spatial activity mapping, there are also imaging applications that do not
take in account the space, but the temporal pattern, e.g., the EEG patterns
from single EEG electrode.
Another difference between neuroimaging modalities regards if they are
invasive and noninvasive methods. To study the human brain activity in
vivo in a simple manner, the non-invasive methods are necessary. But, of
course, there are also the invasive ones, primarily use for surgical treat-
ment of epilepsy, e.g., the electrocorticograms (ECoG). Furthermore, imaging
methods could be divided in another subcategories related to invasive and
not-invasive methodologies, i.e., the ones that investigate the electrophys-
iological activity of the brain and in the ones that use the metabolic and
hemodynamic response to investigate the neural activity . The important
things is that, even if methods are oriented to measure different features of
the brain, they could work together in the same time, e.g., the EEG and
fMRI can be recorded concurrently. This is a justification on why the field
of multimodal neuroimaging is currently very active [70], since simultaneous
recordings are more precise to find selective brain states associated to, for
example, the same experimental task. Therefore, the statistical modelling
and the data analysis methods need to be develop according to the integra-
tion of EEG and fMRI, that will became a basis for the multimodal images
in functional neuroscience [182].
3.1.2 Multimodal Investigation
Statistics dominates the field of multimodal neuroimaging [70, 232].
The methods used are complex and sophisticated, but they share a com-
mon objective, i.e., the data multi-modal co-registration, that combine source
of activities measures in the same brain location. Therefore, if the different
modalities reveal high functionality in the same spatio-temporal domain, the
statistics will result significative there. And, viceversa, if both are low, also
the their combination will be low. Nevertheless, if only one of them is high,
the conclusions still depend on the methodological details used and the as-
sumption made by the researcher about the phenomenon.
The above statements are intuitive, since they relies of the assumption
that different neural states generate signals from different modalities, having,
as co-active, a covariation properties. In any case, it is not clear if this a
priori is always true, given the multi-layered structures that has the signal
generated by neuroimaging devices (e.g., the EEG is driven by the balance
between inhibitory and excitatory synaptic activity, but the fMRI BOLD is
driven - principally - by the excitatory synaptic activity alone). Therefore,
the combination of EEG-fMRI gives both high excitation and high inhibition,
that has a large fMRI BOLD response buy a small EEG signal; and, in
the other sense, the large inhibitory input due by the absence of excitation
influences the EEG, but not the fMRI BOLD. The physiological states that
may obtain high level signals in both the modalities is the one with large
excitation without corresponding inhibition.
A proper generative model could be provided by the Neural Population
Models (NPMs), that will be useful for simultaneous recordings of multi-
modalities data because the common inferred neural state can be used in
several forms, and it provides the starting stage for many signal expressions
related to different imaging devices. Nowadays, the research are focused on
merging EEG/MEG and fMRI predictions1. Furthermore, see the series of
papers that have been established the ability to fit auditory task data [7, 8],
or specially the fitting of auditory data with visual task data [208], or the
Alpha rhythm blocking and correlation with BOLD [229].
Deneux and Faugeras investigated how much information EEG and fMRI
BOLD can contribute to combine signals [50]. Bojak et al. [28] studied the
dependence of the predictions on the assumptions about brain connectivity.
Ritter proposed a first complete and freely available software package for
carrying out such investigations [220].
1See for example the review by Deco [49] regarding the investigation on resting-state
oscillations and the functional networks associated (e.g., the Default Mode Network [202,
219])
3.2 Backgrounds
The background section is related to functional neuroimaging explaining the
basic knowledge to understand a brain image. The section is divided in two
subsections: the general overview part 3.2.1 and the image processing part
3.2.2.
3.2.1 Functional MRI: an overview
This subsection concerns an outline about some functional MRI marked top-
ics,i.e., what is the fMRI data and what is an fMRI experiment. A paragraph
on generalities about fMRI introduces the one related to fMRI data and the
one related to experimental design.
Generalities Functional neuroimaging is a fundamental methods to ex-
plore the brain in vivo. There are a lot of imaging modalities that allow
clinicians and researchers to study the physiological changes during a brain
activation. These techniques have specific peculiarities and they provide a
special perspective of the functionality of the brain. Neuroimaging modalities
are focused on the activity of group of neurons rather then single cells. Some
functional methods are based on studying the electro-magnetic properties of
the brain, e.g. ElectroEncephalography (EEG) and MagnetoEncephaloGra-
phy (MEG); they have high temporal resolution (ms) and low spatial res-
olution. Other methods are based on studying the brain hemodynamics,
e.g. functional Magnetic Resonance Imaging (fMRI) and Positron Emission
Tomography (PET); they have high spatial resolution and low temporal res-
olution.
Functional MRI is a noninvasive technique for investigate the activation of
the brain. A series of brain images are acquired during an fMRI experiment
session. The variations in the measured signals between images are used to
infer the brain functionality related to specific task.
The analysis of the fMRI data regard multiple objectives: the localiza-
tion of the regions involved in the task, the determination of the distributed
networks linked to brain functions, the predictions about physiological and
pathological brain states. In order to achieve these goals, data analysts have
to choose the adapt statistical methods.
The computational analysis of a fMRI sequence is challenging. The fMRI
data consists of a number of uniformly spaced volume elements, i.e. the
voxels, that is a partition of the brain in equally size boxes and the inten-
sity of each voxel represents for that area the spatial distribution of the
nuclear spin density. The changes in the brain hemodynamics, as a reaction
to neural activity, impact on the MR signal. Therefore the changes in voxel
intensity across time are an indirect measure of the cells activations and this
measurement can be used to infer the spatial and the temporal informa-
tion regard some brain functionality. Furthermore, the data have complex
spatio-temporal noise with a relative weak signal. A complete fMRI model
of data is considered infeasible and statistician have to simplify this problem
maintaining validity and power of statistical analysis.
The fMRI Data In this subparagraph relating to fMRI it presented some
information about the acquisition of the fMRI data, the BOLD fMRI signal
and the noises associated and the models able to formalize them.
The acquisition of fMRI Data
• Basic physics. Physics and statistics regard the acquisition of fMRI
data [97] [143]. Basically, to acquire an image, the subject is places
into the field of an electromagnet, that typically has a magnetic field
between 1.5-7.0 Tesla2. The magnetic field aligns the hydrogen (H)
atoms in the brain. A radio frequency pulse tips over the aligned nuclei
in a slice of the brain. After the pulsation, the nuclei return to their
original positions and this variation induce a current in a receiver coil,
i.e. the current provides the MR signal. Each measurement of the signal
can be expressed as the Furier transformation of the spin density at a
single point in the frequency domain, i.e. the k -space. More formally,
the measurement of the MR signal at j th time point of a period is
S(tj) ≈
∫
x
∫
y
M(x, y) · e(−2piı(kx(tj)x+ky(tj)y))dxdy, (3.1)
where M(x, y) is the spin density at the point (x, y) and the ((),())
is the point in the frequency domain (k -space) at which the Furier
transformation is measured at time tj = j△t.3 This formulation regards
the sampling of a single two-dimensional (2D) slice of the brain, but
most studies need the acquisition of a three-dimensional (3D) brain
volume.
• Statistical properties in the MR signal. The time-dependent infor-
mation expressed by 3.1 is measured over two channels and the raw
21 Tesla = 10,000 Gauss; see that Earth magnetic field = 0.5 Gauss.
3j△t is the time of the j th measurement and △t depends on the sampling bandwidth
of the scanner (e.g. 250-1000 µs).
k -space data are complex numbers. The assumption is that both real
and imaginary part is measured with independent normally distributed
error. In the final stage of the Furier transformation, these complex val-
ues are divided into magnitude and phase components. Usually, only
the magnitude portion of the signal adopted in the data analysis, while
the phase portion is discarded (even if there are models that use both
[216]). It is notable that the magnitude value follow the Rice distri-
bution [96]. There are two particular case: when the siganl-to-noise
ratio (SNR) is low (e.g. voxels outside the brain), its shape is like the
Rayleigh distribution, but when the SNR is high (e.g. voxels inside the
brain), its shape is close to Gauss distribution. To know the proper-
ties related these distributions, statisticians have to develop methods
to estimate noise models and techniques to remove artefacts [143]. The
changes in brain hemodynamics in consequence to neuronal activity
impact the local intensity of the MR signal. Basically, an fMRI exper-
iment is a series of ordered brain volumes. The temporal resolution of
the scansions depends on the acquisition time between volumes. Gen-
erally, volumes with dimension 64 × 64 × 30 (i.e. 131,072 voxels of 1
mm3) are united with T ≈ 100 − 2000 [s] separate time points during
an experiment, and if we consider therefore the resulting data is around
100,000 time series of length T , often repeated forM ≈ 10−40 subjects
[143].
BOLD fMRI signal In this subparagraph will be presented the i)
biophysical relation that exists with blood and oxygen, ii) the negative neural
dip, as important physiological status during fMRI brain activation, iii) the
limitation of the functional MRI scanner on spatial resolution and temporal
resolution.
• The relation between blood and oxygen. To study local changes in
deoxyhemoglobin concentration in the brain, fMRI is most performed
using blood oxygenation level dependent (BOLD) contrast [188]. There
are advantages for BOLD imaging with the difference between oxy-
genated and deoxygenated hemoglobin. Different local magnetic fields
are produced with hemoglobin states thanks the diamagnetic and para-
magnetic properties. In the case of deoxy-hemoglobin, the MR signal
is suppressed, while in the case of oxy-hemoglobin is not. Areas of the
brain, that are active during the execution of mental task, are refreshed
by the cerebral blood flow that changes the local magnetic susceptibil-
ity and, consequently, the MR signal in the active brain regions. The
changes in the blood oxygenation are studied with a series of properly
acquired MR images with which it is possible to infer brain activity.
The hemodynamic response function (HRF) is referred to the evoked
brain hemodynamic response to neural event. The increasing of the
inflow of oxygenated blood to active brain regions is led to the in-
creased metabolic demand due to neural activity. The decreasing in
the concentration of deoxy-hemoglobin is led by increasing of the oxy-
gen consumed; this variation increase the MR signal. This positive rise
in signal has an onset approximately 2 seconds after the onset of neu-
ral activity and it continues 5–8 seconds after that neural activity has
peaked [2]. The BOLD signal decreases to a below baseline level after
reaching its peak level, which is sustained for 10-12 seconds. This effect
is known as the post-stimulus undershoot, that is due to the rapidly de-
creasing of the blood flow than the blood volume, facilitating a greater
concentration of deoxy-hemoglobin in the active brain regions.
• Negative neural dip. Many researches have shown evidence about the
negative neural dip, that is a decrease in oxygenation levels immedi-
ately following neural activity, giving rise to a decrease in the BOLD
signal in the first 1–2 seconds after the activation. This effect is called
initial negative BOLD response [175, 161]. Interestingly, there are ev-
idences that the negative neural dip is more localized within areas of
neural activity than the subsequent rise which appears less spatially
specific. For these motivation, the negative response has not been reli-
ably ascertained and its existence remains debatable [150].
• Limitations in spatial resolution. MRI is an imaging technique that pro-
vides detailed anatomical scans of gray and white matter with high spa-
tial resolution (i.e. below 1 mm3), but the time to have detailed scans
is high without real application for functional investigations. Rather,
the spatial resolution is usually about of 3X3X5mm3, that is an im-
age dimensions about 64x64x30 sampled close to 2 seconds. fMRI has
relatively high spatial resolution compared with other functional imag-
ing modalities. Nevertheless, it is remarkable to notice that the high
spatial resolution is limited by two main factors [143]:
– the resolution of the data decreases after the spatially smoothing
of the fMRI data before to do the analysis (see paragraph;
– the inference on population needs the processing of groups of sub-
jects that have different brain sizes and shapes. To compare data
across subjects it is necessary a normalization procedure to warp
the brains onto a standard template brain, that introduces spatial
imprecision and blurring in the group data.
Standard and advances tools in data acquisition and preprocessing can
help to improve the inferences in space (see the section 3.2.2). For more
details and possible solutions to address the space limitations in fMRI
see [150].
• Limitation in temporal resolution The repetition time (TR) is the tem-
poral resolution of an fMRI study. It depends on the time between
acquisition of each individual image. Usually in fMRI studies the TR
ranges from 0.5–4.0 [s]. The neural activity takes place on the order of
10 [ms], therefore there is a disconnection between the cell activity and
the fMRI temporal resolution. In any case, the computational anal-
ysis of fMRI data is principally focused on using the positive BOLD
response to study the inherent cell activity. Therefore, the constrain
factor in deciding the suitable temporal resolution is broadly not con-
sidered the speed of image acquisition, but rather then the speed of
the evoked hemodynamic response to a neural event. The inference is
based on oxygenation patterns taking place 5–8 seconds subsequently
activation. So, TR values in the range of 2 [s] are mostly believe enough.
Since the time-to-peak positive BOLD response appears in a larger time
scale than the speed of brain processes, there is a possible risk of un-
known confounding factors able to influence the order of time-to-peak
relative to the order of brain activation in different ROIs. Therefore,
it is not easy to evaluate the absolute timing of brain activation us-
ing functional MRI. Nevertheless, there are researches that have shown
that the relative timing within a voxel in response to several stimuli
could be accurately identified [174, 178]. There are as well hints that
centering inference on features related to the initial dip can solve prob-
lems related to possible confounders [146]. Still, according to Lindquist
[143], these kinds of researches need to increase the temporal resolution
and the capacity to rapidly acquire data becomes more and more fun-
damental. Lastly, another solution of improving inferences in time is
with an appropriate experimental design, e.g. estimating the hemody-
namic response function at a higher temporal resolution than the TR
meanwhile the start of repeated stimuli are jittered in time [45].
BOLD, noise and nuisance components The information within
the functional brain images have a layered structures of different signals
with added noise and nuisance (i.e. physiological but useless signals). They
have to be manage as sources with specific computational approaches, taking
account their inherited features or taking some assumptions about them. In
this subparagraph there will be expose the formalisms able to model BOLD
signal as well as noise and nuisance.
• BOLD signal. The evoked BOLD response in fMRI is a nonlinear
function of the results of cellular and vascular variations [258]. Its
complexity complicates the possibility to fitly model its activity. The
dynamic of the response is related to both the applied stimulus and the
hemodynamic response to neuronal events. There are a lot of meth-
ods for modelling the BOLD signal and the inherent hemodynamic
response function in the literature. The main difference between them
is on the type of relationship between the stimulus and BOLD response.
Lindquist differentiates between nonlinear physiological-based models,
e.g. the Balloon model [36, 76, 209], which describes how the dynam-
ics of cerebral blood volume and deoxygenation influences the BOLD
signal, and models that have assumptions, e.g. linear time invariant
models, that are based on the hemodynamic response function (HRF)
as an impulsive response function to a task manipulation.
– The nonlinear models are detailed mathematical and physical equa-
tions, but linear models have more robustness and capacity to
represent noisy system. The assumption about the linear rela-
tionship between neuronal activity and BOLD response is com-
mon, where linearity implies that the magnitude and shape of
the evoked hemodynamic response function is independent on any
stimuli. There are studies that have shown that under particular
conditions the BOLD response can be modelled as linear with re-
spect to the stimulus [29], in particular if experimental events are
at least 5 [s] spaced [178]. But there are also researches that have
found that nonlinear effects can be quite large with stimuli spaced
less than 2 [s]) [22, 258]. Therefore, the capacity to assume linear-
ity is crucial, because it allows to model the relationship between
stimuli and the BOLD response using a linear time invariant sys-
tem, in which the stimulus is the input and the hemodynamic
response function is the impulse response function.
An example of nonlinear model is the Balloon model: it consists a
set of ordinary differential equations (ODE) that model variations
in blood volume, blood inflow, deoxyhemoglobin and flow induc-
ing signal and how these variations impact the observed BOLD
response. There are a drawbacks of these models, even if they are
more biophysically plausible than their linear alternatives, e.g., a)
the estimation of a lot of parameters, b) they only sometimes pro-
vide reliable estimates with noisy data, c) they provide an indirect
framework for performing inference, and d) globally, they are con-
sidered infeasible to perform whole-brain multi-subject analysis of
fMRI data in cognitive neuroscience.
– In a linear system framework the signal at time t , x(t), is mod-
elled as the convolution of a stimulus function v(t) and the hemo-
dynamic response h(t), that is,
x(t) = (v ∗ h)(t), (3.2)
where h(t) is either assumed to have a canonical form, or alter-
natively modelled with a set of linear basis functions. Also, the
timing and shape of the HRF are known to vary across the brain,
within an individual and across individuals [2, 222]. Some of this
variability depends on the inherent conformation of the vascular
bed, which may explain why there are differences in the hemody-
namic response function between brain regions with the same task
for physiological reasons [249]. Other variability depends on the
differences in the pattern of evoked neural activity in regions re-
lated to different functions but linked to the same task. Globally,
the major deficit during the fMRI data analysis is that researchers
usually assume a canonical hemodinamic response function [95],
that could mismodel the signal in large amounts of the brain [151].
For this motivations, there has been a orientation toward a models
that are both detailed but also able to manage noise and nuisance.
• Noise and nuisance signal. The measured fMRI signal is vitiated by
random noise and various nuisance components that depend both to
hardware/physical reasons and the subject/physiological motivations.
They are thermal noise, scanner drift and physiological noise.
– Thermal motion of electrons within the subject and the scanner
causes the fluctuations in the MR signal intensity, that is a random
noise independent of the experimental task. The total thermal
noise is a linear function of the scanner field, i.e. the higher field
strengths the more noise. Nonetheless, the noise have not spatial
structure and its minimization is possible averaging the signal over
multiple data points.
– The scanner drift is another source of variability in the signal due
to scanner instabilities. It is a slow changes in voxel intensity over
time (low-frequency noise). The drift varies across space and the
models of the fMRI data have to include it as source of variation.
– The physiological noise is also a set of BOLD alterations, e.g. pa-
tient motion, respiration and heartbeat, that cause fluctuations in
signal across both space and time. The noise related to human
physiology can often be modeled and its effects removed. But,
heart-rate and respiration have periodic fluctuations that are dif-
ficult to manage. Note that according to the Nyquist criteria, it
is necessary to sample at least twice as high as the frequency of
the periodic function one is going to model. Therefore, if the TR
is too low, as in many fMRI studies, there is the possibility to
have problems with aliasing. In the case of alias noise, periodic
fluctuations are distributed throughout the time course and they
give rise to temporal autocorrelation. Noise in fMRI is usually
modelled using AR(p) or ARMA(1, 1) process [200], where the
autocorrelation is assumed to be motivated by unmodelled nui-
sance signal. The resulting error term corresponds to white noise
[154], if these terms are right removed. Heart-rate and respiration
can be estimated and included in the model for high temporal
resolution studies, or isolated with a band-pass filter.
Modelling the fMRI Data There are a lot of shared objectives in
the analysis of fMRI data, e.g. a) localizing regions of the brain related to a
specific task, b) determining distributed networks that correspond to brain
function, and c) predicting about psychological or pathological status. The
basic concept for fMRI data analysis is that certain stimuli leads to changes
in neuronal activity. The statistical analysis of fMRI data regards working
with massive data sets (or big data sets4) that have a complicated spatial and
temporal noise structure. Therefore, simplifications are required to balance
computational feasibility with model efficiency.
• Single voxel model If the fMRI data consists of a brain volume with
N voxels that is repeatedly measured at T different time points, and
the experiment is repeated for M subjects, including in the model the
BOLD response, various nuisance signal and noise, Lindquist proposed
a model for fMRI activation in a single voxel for a single subject [143],
i.e.,
4The meaning of Big Data here is refereed to the formal definition. The term is used to
indicate the study and applications of data sets that are so complex; big data challenges
include capturing data, data storage, data analysis, search, sharing, transfer, visualiza-
tion, querying, updating, information privacy and data source. There are five concepts
associated to big data: i) volume, ii) variety, iii) velocity, iv) veracity (i.e., how much noise
is the data) and v) value [228]
yij(t) =
G∑
g=1
zijg(t)γijg +
K∑
k=1
xijk(t)βijk + ǫij(t), (3.3)
for i = 1, . . . , N , j = 1, . . . ,M and t = 1, . . . , T . Here zijg(t) rep-
resents the contribution of nuisance covariates at time t , including
terms modelling the scanner drift, periodic fluctuations due to heart
rate and respiration, and head motion. Similarly, xijk(t) represents
the task-related BOLD response (the signal of interest) corresponding
to the k-th condition at time t. The terms βij k and γijg represent the
unknown amplitude of xijk and zijg, respectively, and ǫij(t) the noise
process. For more standard fMRI experiment, Linquist summarizes 3.3
as
yij(t) =
p∑
g=1
γijgt
g−1 +
K∑
k=1
βijk
∫
hij(u)vk(t− u)du+ ǫij(t), (3.4)
where ǫij is assumed to follow an AR(2) process. In matrix form the
model is
yij = Zijγij +Xijβ + ǫij, (3.5)
where γij = (γij1, . . . , γijp)
T , βij = (βij, . . . , βijK)
T , Zij is a T × p
matrix with columns corresponding to the polynomial functions, and
Xij is a T × K matrix with columns corresponding to the predicted
BOLD response for each condition. Furthermore, the model in 3.5 can
be combined across voxels as follows
Yj =XjBj +ZjGj +Ej (3.6)
The Yj is a T × N matrix5, where each column is a time series cor-
responding to a single brain voxel and each row is the set of voxels.
The matrices Xj and Zj are the common design matrices used for
each voxel. At last, Bj = (β1j, . . . , βNj), Gj = (γ1j, . . . , γN1j) and
Ej = (ǫ1j, . . . , ǫNj). The vectorized variance of E is typically assumed
to be separable in time and space and the spatial covariance is ignored
5Alternatively, the matrix Yj is sometimes analyzed using multivariate methods. See
the section on Functional MRI processing 3.2.2 for more details.
because is often assumed to be negligible compared to the temporal
covariance. Lindquist notes that while 3.6 gives a framework for a full
spatio-temporal model of brain activity, it is currently an infeasible al-
ternative due to the hard computational cost to fit the model. Whereas,
the model in 3.5 is applied to each voxel separately and spatial issues
are incorporated only a later stage.
Experimental Design The design of an fMRI experiment regard the stan-
dard issues of psychological investigation and also topics about the data
acquisition and the presentation of stimulus. The spacing and ordering of
events is critical. The optimal experiment depends on the cognitive nature
of the task, the capacity of the fMRI signal to capture the changes task
related over time and the comparisons that research is interested in doing.
Furthermore, the efficiency of the statistical analysis is directly related to the
experimental design, therefore, it is important that the computational meth-
ods be carefully considered during the design procedure. The maximization
of both statistical power and psychological validity is what a good experiment
have to achieve. the ability to estimate the HRF and the ability to detect
significant activation are performances that characterized the experimental
solidity. To control issue related to anticipation, habituation and boredom,
researcher usually adopt the randomness of the stimulus presentation, in or-
der also to increase the psychological validity. An optimal experiment has a
balance between the efficiency, detection power and randomness that at last
regards the goals and the conditions that one is interested in investigate.
Globally, the experimental paradigm are divided in two main kind of
procedures: the active paradigm and the passive paradigm. The first is used
when the researcher want to establish the anatomo-physiological relation
that occur during a specific task, whereas the second is adopted when the
researcher want to study the baseline signal of the brain, without doing a
specific task. The passive paradigm, also known as resting-state paradigm,
is useful for the clinical investigation using fMRI in patient that have no
the ability to relate with the experimentalist, e.g., pathologies that don’t
allow the subjects to understand the task to do as, for example, degenerative
diseases or consciousness diseases.
In the next subparagraph will be exposed more in details the difference
between active paradigm and passive paradigm. See the Result section 4 to
look results with active paradigm and passive paradigm. In particular, for
the active paradigm with clinical subjects see 4.2 and the active paradigm
with healthy subjects see 4.3, whereas for the passive paradigm, only with
healthy subjects, see 4.3 and 4.3.
Active Paradigm The active paradigm is a task oriented experimental
study. The goal of this paradigm is to investigate the spatio-temporal relation
between the execution of a specific task, e.g., perception, motion, reasoning,
language, memory, etc, and the associated brain functional activations, i.e.
the neural correlated of the experimental task. There are two kinds of active
paradigm: the block design and event-related design. More in details:
• in the block design the experimental conditions are divided into ex-
tended time intervals (i.e., the blocks.), e.g., the classical finger tapping
design has a finger block and a rest (control) block. The task–rest com-
parison can than be used to compare differences in signal between the
conditions.Generally, the more is the length of each block, the larger is
the evoked response during the task. This procedure brings to higher
detection power, as it increases the window in signal between experi-
mental blocks. In contrast, it is also crucial to include multiple tran-
sitions between blocks, as otherwise differences in signal due to low-
frequency drift may be confused for variabilities in task conditions.
Furthermore, the assumption the same mental processes are evoked
throughout the same block may be violated if block lengths are quite
long. The advantages in block design are that they offer high statistical
power to detect activation and are robust to randomness in the shape
of the hemodynamic response function. The disadvantages are that the
predicted response depends on the total activation related to a series
of stimuli, which makes the paradigm less sensitive to variabilities for
separate stimulus.
• In the event-related design, the stimulus is a set of short discrete events
(e.g., light flashes) that have randomized timing. These types of designs
are flexible and they allow to estimate the HRF (e.g., onset and width)
that useful to make inference about the relative timing of activation
during conditions and about continuous activity. The advantages are
that event-related design permits to evaluate the effects of many con-
ditions if one condition either intermixes different events or varies the
inter-stimulus interval between trials. Also, the event-related design
avoids effects of fatigue, boredom and systematic brain patterns unre-
lated to the task during long inter-trial. One possible disadvantages
is the power to detect activation that is usually lower than for block
designs, even if the capacity to have images of more trials per unit time
can address this drawback.
Passive Paradigm The passive paradigm is the experimental proce-
dure that regard a brain functional baseline studies, i.e., an experiment in
which the aim is to evaluate what (the regions) and how (the connections) un-
derline the rest physiology [248, 25]. Often the passive functional experiment
is called rs-fMRI (resting state functional MRI) paradigm or task-negative6
paradigm [23].
The resting state functional activation has a specific functional dynamic
that is useful to take in account in the case of brain pathologies. In particular,
the networks associate to passive paradigm in healthy subjects are - globally
- known [25]. The special usage of the passive paradigm is the investigation
of deviation from a normal baseline connectivity that allows to help clinicians
to diagnose brain disease or to control their stages both in Psychiatry and in
Neurology [248].
In literature are present different standard independent models about
the resting state physiology [248], e.g., the Default Mode Network (DMN),
the sensorial and motor cortexes, the visual regions, the lateralized fronto-
parietal territories, auditory cores, etc. The most stable network is the DMN
[93, 247, 167, 203, 33]: it regards a selected synchronized networks that
have, as a special hubs, the bilateral Precuneus and the bilateral Posterior
Cingulate cortexes, that are connected with medial prefrontal cortex and
angular gyrus [5].
In this paragraph, there are no other details about the passive paradigm
because it will be explained more within the researches into the Results
section 4.3.
6A task is called negative when the task acted is to do nothing, neither perceptive nor
motor or cognitive actions. There is only a thin difference to take eyes open or closed
during the experiment and usually if they are open the subjects look a cross on the screen.
3.2.2 Functional MRI: the processing
In the past subsection, there were introduced the basic notions about the
functional MRI, exploring the fMRI data in general and describing the for-
malism and the modelling associated the BOLD signal, the noise and nui-
sance related. Furthermore, there were presented the paradigms that allow
to design an experimental procedure with fMRI in order to set task or rest
oriented studies. From an high point of observation, these notions are useful
to have a first access to fMRI background, but there is another important set
of notions that permits to manage the raw results obtained from a functional
imaging experiment, i.e. image pre-processing and image post-processing.
The first subset of notions regard the methodologies to transform images
from raw images to cleaned and standardized ones, whereas the second set of
notions regard the computational frameworks able to localize the brain ac-
tivity and to draw the functional connectivities. So, in the next paragraphs
will be presented, in order, the preprocessing and postprocessing techniques.
Preprocessing Before to do statistical analysis, there are a series of pre-
processing steps that regard the fMRI data, in order to remove artefacts and
check the model assumptions. One assumption is to acquired voxels simul-
taneously. Another is to assume that each time series related to some voxel
is a specific signal from that voxel (i.e. the subject was stayed during the
experiment). Space localization for each voxel is also an assumption, that
consist to have the same position for each brain voxel in all the subjects.
Only with preprocessing the data before the statistical analysis is possible to
check this assumptions, otherwise the results will be invalid. There are sev-
eral steps to do for this purpose: in the following paragraph will be presented
the slice time correction, the motion correction, the spatial smoothing and
the geometrical registration with normalization.
Slice Time Correction Usually it is assumed that the brain is mea-
sured simultaneously. But in many case this is not possible, as the brain
slices are temporally shifted. The slice time correction allow to shift each
voxel’s time series as they were measured at the same time. This operation
is done with interpolation techniques based on the Fourier shift theorem to
correct the variabilities in the acquisition times [143].
Motion Correction One of the main issue in the fMRI study is to
handle the subject movement within the scanner. Also a small head move-
ment can turn an error in the images. If a subject moves his/her head, the
signal from one voxel will be impured from the neighbouring voxels, causing
problem with the final signals. So, it is important to estimate the quantity
of head motion and then use this information to solve the motion problem
in the images. In any case, if subject moved too much, is better to remove
from the data. Usually the first step is to correct motion with alignment
procedure between input image and some target image (e.g. the first image
or the average image). Using a rigid body transformation with 6 parame-
ters, the input image will be translate and rotate to match the target image.
image. The match will be perform with an optimization procedure as a cost
function minimization that works as similarity measure between input and
target images. When the optimal parameters will be estimated, and the re-
alignment has done, the image is re-sampled with interpolation techniques
in order to obtain a new motion corrected voxel values. For each subject’s
brain volume, this operation has to be done.
Spatial Smoothing The image smoothing usually is a convolution be-
tween the functional images and a Gaussian kernel, described as full width
of the kernel at half of its maximum height (FWHM). The values that regard
the kernel range 4-12 mm FWHM. The reasons about this variation are i)
the blurring of any residual anatomical differences improve the inter-subject
registration and help the limitations in the spatial normalization, ii) it allows
to ensure that the assumption of random field theory (RMT) are valid (e.g.
to have the RMT assumption, the FWHM is 3 times the voxel size); iii)
smoothing reduces random noise in single voxels and increase the regional
signal-to-noise ratio. To smooth an image is equivalent to filter with low-
pass cut-off to the sampled k-space data prior do reconstruction. Note that
smoothing an image acquiring with high spatial resolution does not lead to
the same results with low resolution image. To have an high signal-to-noise
ratio is better to acquire many voxels, as the ratio increases as the square
of the voxel volume. Therefore, the optimal spatial smoothing is done with
high sensitivity with the right resolution. According to Lindquist, there are
acquisition schemes designed to acquire images at the functional resolution
desired [147].
Geometrical Registration and Normalization Functioanl MRI usu-
ally has low spatial resolution and has few anatomical details then structural
MRI. For this motivation, the low resolution image is mapped onto a high res-
olution structural image. This process is called coregistration and it is often
performed with a rigid body trasformation (that has 6 parameters) or with
affine body registration (that has 12 parameters). It is very important that
each voxel has the same position in the same brain structure for each subject
in a group analysis. Nevertheless, it is true that each brain has differences,
but healthy brain also shares common regularities between subjects. The
normalization procedure, instead, allows to register the individual anatomy
to a standardized stereotaxic space within a template brain, e.g., the Ta-
lairach or Montreal Neurological Institute (MNI). With the brain complexity
the rigid body transformation is useless, whereas, the common procedure re-
gards to use nonlinear transformations to match local features. The principal
benefits of normalizing data is the capability to compare across studies and
subjects the results, and so they can be generalized in a consistent manner.
There are also drawbacks, for example the normalization procedure reduces
spatial resolution and introduces errors consequently the interpolation.
Postprocessing The postprocessing of fMRI data is the family of pro-
cedures able to analyze the cleaned and normalized images in order to infer
considerations about the brain functional localization and to depict the brain
connectivities. In the next subparagraph, there will be present how to lo-
calize the brain functionality linked to specific experimental paradigms and
how to explore the connections between functional-related brain regions.
The brain functional localization The model presented by equation
3.5 used for the fMRI data analysis have assumptions. In many controlled
experiments, there is the assumption that the stimulus function vk(t) is known
and that have the same mathematical shape of the experimental paradigm
(e.g., a vector of zeros and ones that indicates the time points when the stim-
ulus is ON/TASK and 0 when it is OFF/REST). The assumption that the
hemodynamic response function HRF is known a priori allows to equation
3.5 to became a multiple regression model with known signal components and
unknown intensities. According to Lindquist [143], the assumption made in
the popular general linear model approach (GLM) [270, 73, 74]. But, in
experimental psychology it is difficult to specify stimulus function a priori.
Therefore, the two main approach in fMRI data analysis regard the analysis
with certain time of activation and analysis without certain time of activa-
tion.
• Data with certain time of activation In the area of fMRI data anal-
sys the main approach is the so-called general linear model (GLM).
The formalization attempts to model the voxel’s time series as linear
combination of many components and then it tests if the activity in a
specified region is related to specified input function. In the easy model
of GLM, there is the assumption that both the stimulus function and
the hemodynamic response function (HRF) are known. The stimulus
has the same structure of the experimental paradigm, whereas the HRF
is modeled with a canonical HRF, e.g., a Gamma function or similar
ones. Taking this assumptions, the convolution term in the BOLD re-
sponse is a known function and 3.5 reverts to a standard multiple linear
regression model. Therefore, the BOLD signal response is a design ma-
trix X where the columns are the K predictors. Hence, the data for
subject j at voxel i can be express as 7:
yj =Xjβj + ǫj (3.7)
where ǫj ≈ N(0, V ) with the structure of the covariance matrix V cor-
responding to an AR(2) process with unknown parameters φ1, φ2 and σ.
The parameters of the model can be estimated using a Cochrane–Orcutt
fitting procedure and the variance components can be estimated using
the Yule–Walker method [31]. Once the model is fitted, it is possible
to test the effect cTβj, where c is a contrast vector. The hypothesis
testing is computed with single model parameters using a t-test and
subsets of parameters using a partial F-test. The Satterthwaite ap-
proximation is used to calculate the degrees of freedom for the test
statistics, since the covariance matrix has to be estimated. For each
brain voxel the procedure is repeated and the results are the test statis-
tic calculated at that specific voxel. GLM is a very simple framework
to model the data, but it is also rigid, as in the case of mismodeling,
there will increase false discovery rate and general power loss. Using
more complex models is difficult because the data to analyse are so
huge and the model selection becames a challenging procedure. But,
according to Lindquist [143], some techniques have been introduced to
detect the brain aereas where the assumption are violated and then
where the model misfit [156, 155]
The assumption that the HRF is constant across space and subjects
may give rise to mismodeling in many part of the brain. Fortunately, it
is possible to relax this assumption taking the HRF as a linear combina-
tion of a reference waveforms. They are called basis functions and the
GLM framework allow to convolve a specified stimulus function with
multiple canonical waveforms entering them into multiple columns of
X for each condition. The predictors constructed using different basis
7In this model presentation, the notation adopted is the one presented by Lindquist
[143], that he assumed that the nuisance term Z can be ignored and assumed an identical
model for each voxel and suppressed the voxel index.
functions can combine linearly to better fit the evoked BOLD responses.
There is a trade-off between flexibility and power of a model, therefore
if a basis set is able to capture variation in HRF the model will be flexi-
ble to handle noise. A very flexible model is the finite impulse response
(FIR) basis set, that has one free parameter for every time-point fol-
lowing stimulation for every event-type used [86, 92]. Other basis sets
are the usage of canonical HRF with its temporal derivative, or include
sets with principal components [2, 269], cosine functions [281], radial
basis functions [209], spectral basis sets [139] and inverse logit functions
[144] 8.
The model presented before regards the single subject data analysis.
However, experimentalists want to conclude on big samples and the sta-
tistical models have to handle also multiple datasets. The Multi-subject
analysis is the name of this kind of procedure. This people-based data
are hierarchical, with single subjects information nested in a multiple
subjects information. Thanks to the multi-level models framework is
possible to performe mixed-effects analysis on multi-subject fMRI data.
Usually, with fMRI there are two-level model: first level that deals with
individual subjects and the second level that deals with a collection of
subjects. Note that the data are autocorrelated in the first-level model,
whereas the data are independent and identical distribuited (IID) in
the case of second-level model. More in details, the first-level model is:
y =Xβ + ǫ, (3.8)
where y = (yT1 , . . . ,y
T
M , X = diag(X1, . . . ,XM), β = (β
T
1 , . . . ,β
T
M , ǫ =
(ǫT1 , . . . , ǫ
T
M , quadV ar(ǫ) = V where V = diag(V
T
1 , . . . ,V
T
M .
Instead, the second-level model is:
β =XGβG + ǫG, (3.9)
where ǫG ≈ N(0, Iσ2G). Here XG is the second-level design matrix
(e.g., separating cases from controls) and βG the vector of second-level
parameters. The two-level model can be integrated with the single-level
model as following:
y =XXGβG +XǫG + ǫ. (3.10)
8For a critical evaluation of various basis sets, see [145, 147].
Regression parameters and variance components can be estimated by it-
eration, using last-squared method (LM) for the first one and restricted
maximum likelihood (ReML) or Expectation-Maximization algorithm
(EM) for the second one [143]. With the work by Friston [74] and
Beckmann [13] these types of multi-level mixed-effects models reach
popularity. Within this kind of models, researchers have to manage
also missing data and unbalanced designs. Data missed are present
as a consequence of artifacts or human errors, whereas experimental
design may be unbalance if the goal is to relate brain functions to per-
formance tasks or variables that are not experimentally controlled.
• Data with uncertain timing of activation. In cognitive neuroscience
and in experimental psychology is difficult to set the a priori activation
time. There are situations in which assuming either the paradigm or
the HRF is difficult. The GLM does not work without the assumptions
related to activation time and HRF, hence different methods have to
be used. These alternative methods is called data-driven approach, i.e.
data drives post hoc patterns related to experimental task.
The family of these methodologies9 regards Principal Component Anal-
ysis (PCA), Factor Analysis (FA) and Indipenden Component Analysis
(ICA) [14, 38, 37, 171]. They are flexible methods, but without for-
mal framework to explain the components meaning in relation to data
analysed [143]. Furthermore, data-driven models capture information
with no reference to the brain specific features. As consequence, their
results are affected by noise and artefacted components.
During the postprocessing procedure, there are not only the decision to
adopt data with or without time of activation, but also computational frame-
works to test the statistical validation of the outcomes achieved, i.e., this
checking procedure is known as multiple comparison.
• Multiple comparisons. The outcomes of a fMRI experiment are - usu-
ally - presented as statistical parametric map (SPM). If a voxels exceed
some statistical threshold of significance, using t-test or similar statis-
tics, the maps represent the functional activations. Therefore, it is
possible to affirm where the brain was statistically active during spe-
cific task. The main point for this operation is to select the appropriate
threshold to decide if the voxels were activated. Practically, during an
experiment, every voxel performs simultaneously an hypothesis tests
9Data-drive methods are also used to study the brain connectivity: see the next sub-
paragraph 3.2.2 to look some hints about them.
(around 100,000). The consequence is that the peculiar step will be to
correct the results for multiple comparisons. There are a lot of meth-
ods to control the false discovery rate (FDR). Their main difference is
the type of control: family-wise error rate (FWER) or the false dis-
covery rate (FDR)10. To control the FWER, the popular method is
based on the Random Field Theory (RFT) [271]. In the RFT, there
is the assumption that the image of voxel-wise test statistic values are
a discrete sampling of a continuous smooth random field. The RFT
approach estimates the smoothness of the image, which is expressed in
resels, i.e., the terms of resolution elements, that are approximately the
number of independent comparisons. Then, the expected Euler charac-
teristic11 is computed using the number of resels and the search volume
shape. Therfore, the Euler characteristic determines the threshold able
to controls the FWER. Even if RFT is an fine theory, the drawback are
the too conservative results [101]. Otherwise, there are nonparametric
methods controls FWER without assumptions on the data distribution.
Also, nonparametric methods are powerful and valid with small sample
sizes [183].
The brain connectivity The mapping of the brain has the aim to
indicate which regions are involved during an experimental paradigm. Re-
searchers are interested on the regions that are functionally related and the
ones that are linked specifically to the task done by the subjects. The lit-
erature divides the connectivity in anatomical, functional and effective [71]:
the anatomical connections are studied with Diffusion Tensor Imaging (DTI),
whereas the functional Magnetic Resonance Imaging (fMRI) studied the func-
tional and the effective connections, with the difference that in the first case
10The false discovery rate (FDR) is the controlling procedure base on FDR checks the
proportion of false positives among all rejected tests [84]. The controlling procedure base
on FDR is adaptive. It means that more large the signal, the more low the threshold.
The FDR is equivalent to FWER if all the null hypotheses are true. The procedures
that controls FWER control also the FDR. Therefore FDR will be less stringent and
it allows increase power. FDR has the advantage that it can be applied to many valid
statistical test, since it works on the p-values. In opposition, a known distribution is
needed to be follow by test statistics for the RFT. The FDR controlling procedure that is
principally adopted in fMRI data analysis is the Benjamini–Hochberg procedure [15], in
which tests are assumed as independent. Nevertheless, in many case tests are dependent
and neighbouring voxels have probably similar p-values. According to Lindquist, in the
future of the research about statistical topics related to false discovery rate will be many
opportunities to develop controlling procedures that include spatial information [143].
11This value is equal to the number of clusters of activity that one would expect by
chance at a certain statistical threshold [143].
there are indirected associations and in the second there are directed asso-
ciations. In this subparagraph the functional connectivity and the effective
connectivity will be presented.
• The Functional Connectivity regards multivariate methods and graph
theory methods. The ones related to multivariate domain are cluster-
ing algorithms, a.k.a., brain parcellation [132], Principal Component
Analysis (PCA) [3] and Independent Component Analysis (ICA) [37]
[171]. These kind of methodologies allow to avoid to make a priori
assumptions about fMRI data.
– Clustering and PCA. For more details about brain parcellation
see the sections on Fuzzy Algorithms 2.2.2 and the Competitive
Algorithms 2.2.3, whereas for details about Principal Component
Analysis see the Spectral Analysis section 2.2.5
– Indipendent Component Analysis (ICA). The main difference be-
tween ICA and PCA is that the ICA components have to be in-
dependent rather then orthogonal [143]. The assumption of ICA
regards that Y is a weighted sum of p independent source of sig-
nals within a p×N source matrix X, that has weights describes
by a T × p mixing matrix of weightsM , i.e. Y =MX. To esti-
mateM and X the iterative search algorithms are used. An ICA
of Y computes spatially independent component images in the
matrix X (spatial ICA, sICA), whereas an ICA of Y T computes
temporally independent time series (temporal ICA, tICA).
– Graph analysis, i.e., that is an approach to study the functional
connectivity in the fMRI data that applied the graph theory, that
is a conceptual frameworks belonged to discrete mathematics and
networks sciences. More formally, a functional brain network can
be defined as a graph G = (V,E) with V the set of nodes, i.e., the
brain regions, and E the functional connections between these
regions of interest. Using the graph theoretical framework, the
network nodes are represented as cortical or subcortical regions or
modules of fMRI voxels. The functional connectivity between two
regions is computed with a the correlation levels between their
BOLD time-series, using also cut-off threshold or weights of con-
nections. The resulting brain net is a graph representation of
functional connected ROIs 12.
12See works by Sporns and Bullmore [230, 34, 231] and van den Heuvel [248] for more
details on the application of graph theory to fMRI and the information on specific models
of network, i.e., small-world, random, full-connected, etc.
• The Effective Connectivity is related to the analysis of small set of re-
gions with defined set of directed a priori connections. Statistical tests
are used to evaluate the significance of particular connections. The
three main models that study the effective connectivity are the Struc-
tural Equation Modelling (SEM) [170], the Dynamic Causal Modelling
(DCM) [75] and the Granger Causality (GC) [212].

Chapter 4
Thesis Results
In the results section are presented the outcomes of the thesis. They were ob-
tained with the collaboration1 of the CRAIIM Research Group2 at University
of Insubria in Varese (Italy).
The outcomes regard the usage of computational methods in two main
domains:
• the Image Processing, i.e. the usage of computational procedures able
to manipulate neuroimages;
• the Medical application, i.e. the usage of computational procedures
with the aim to study clinical subjects and healthy subjects that have
had an fMRI clinical exam or an fMRI cognitive experiments.
The first domain regards the results on image processing (see 4.1), the sec-
ond domain regards the results with clinical subjects (see 4.2) and healthy
subjects (see 4.3).
If the reader wants to quit the detailed results to have an high-level
overview of them, in the last part of the chapter there is also a thesis re-
sults summarium 4.4, which is an executive summary about the outcomes
achieved and presented in this chapter.
1This is motivation because within the text is possible to find plural expression as ”we
applied ...” or ”we adopted”.
2CRAIIM is the acronym of Centro di Ricerca in Analisi di Immagini e Informatica
Medica, eng.: Centre of Research in Image Analysis and Medical Informatics at University
of Insubria
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4.1 Results on Image Processing
Quantitative Relations Between CRAIIM Human Brain
Atlases
Premise
The work illustrated was first conceptualized and presented in its early ver-
sion at Conference of International Neuroinformatics Coordinating Facility
(INCF) in Reading (UK) on September 2016 (see [254]) and, after some in-
ternal extension, a new version with a deep analysis of the hybrid brain atlas
was presented at the 1st Human Brain Project Student Conference that will
take place in Vienna (Austria) on February 2017 (see [255]). The next pages
will show this finally research.
The key-words associated to this research are: brain structural parcel-
lation, neuroimaging, FSL, voxel based morphometry, brain atlases fusion
Human Brain Project (HBP)
Introduction and Motivations
We present two type of CRAIIM hybrid atlas (CRAIM is the acronym of
Centre of Research of Image Analysis and Medical Informatics at University
of Insubria in Varese, Italy). Both types of atlases have in common an exten-
sive integration of white and grey matter structures that allows representing
161 brain territories, but one with 1mm resolution and the second one with
2mm of resolution. There are many brain templates used for image process-
ing, that cover precise brain regions [113]: Tailarach (the more detailed with
1105 ROI), Juelich (121 ROI), Harvard-Oxford cortical (96 ROI), Harvard-
Oxford subcortical (21 ROI), Montreal National Institute template (9 ROI),
and other more anatomically specific such as Cerebellar-FLIRT/NIRT (28
ROI) and SubthalamicNucleus Atlas (2 ROI). Therefore, the presence in the
neuroinformatical context of different atlases, with diverse resolution and
specialization, motivated the CRAIIM group to design a hybrid model us-
ing a number of regions oriented to the automated procedures as well as
to visual inspection. Also, as presented at INCF conference 2016 [254], the
CRAIIM hybrid atlas with 1mm resolution comes from a join operation be-
tween Juelich histological atlas and Harvard-Oxford cortical and subcortical
atlases 3. The motivation of using them selectively emerged by a) the lack
of some fundamental clinical regions in the Juelich original model, b) the
3See the Appendix with deatils about atlases 6.1. Specially, for Harvard-Oxford see
6.1.3, for Juelich see 6.1.2 and for the CRAIIM see 6.1.1.
high level of compatibility in terms of numerosity and volumetry of regions
between HO and Juelich, and c) the peculiarity of these two atlases of being
in the same MNI 152 space, allowing the researcher to completely compare
them.
Methods
There are two topics that must to be taken into account: Integration Proce-
dure (IP) and Voxel-Label Probability (VLP):
• Integration Procedure (IP). To make the integration correctly, we have
to choose how to cope with atlases overlaps between brain regions be-
longed to Juelich and Harvard-Oxford atlases. We chose Juelich tem-
plate as our reference with the purpose of completing it by regions
originally present only into the Harvard-Oxford atlas (cortical and sub-
cortical portions), from which we selected 40 ROI, such as frontal and
temporal cortexes, subcallosal portions, and cingulated gyrus and tha-
lamus halves. The main criteria to manage partial intersection between
brain structures was to save all the portions just belonged to Juelich,
and then to integrate them with the selected Harvard-Oxford regions,
excluding their part overlapped, in other words, we framed the Juelich
template with 40 regions of Harvard-Oxford without their portions that
generated the overlaps.
• Voxel-label Probability (VLP). Another step was to decide which prob-
abilistic version of the atlases to consider. We use atlases contained into
FMRIB Software Library [113] that offers probabilistic templates that,
for each of their voxel, assign a probability to fit a certain brain region.
This allows giving to research the ability to use atlases that have all
regions with probability major or equal to 0, otherwise with probabil-
ity major or equal to 25 or, finally, major or equal to 50. Intuitively,
the less is the degree of probability, the more is the volume of the at-
las. We consider Juelich and Harvard-Oxford atlases with a probability
threshold major or equal to 0, i.e. their version with all of the possi-
ble labelled voxels to be shaped for their integration. We tested the
CRAIIM hybrid atlases with the computerized pipeline of fMRI analy-
sis that estimates synthetic measures, i.e. Activated Weighted Indexes
and Vectors [196, 198], for each of the brain regions covered by the
hybrid template (see [2] for results and comments). Also, we evaluated
it with FMRIB Software Library tools for neuroimaging analysis.
Results
There are the following results:
1. Results about the Figure 4.1. It shows the difference before and af-
ter the integration of Juelich brain with the 40 regions hailing from
Harvard-Oxford cortical and subcortical atlases. In the three images
in the top row, there is the superimposition between the Montreal Na-
tional Institute (MNI) detailed anatomical atlas, as example of possible
patient brain, and the Juelich atlas. A large amount of portions is not
covered with, such as frontal lobes, many temporal territories, thalamus
halves, and so on. In the bottom row, there is the same MNI template,
but with the superimposition of the CRAIIM hybrid atlas, that covers
exactly the same volumes enclosed by Juelich one, but having extra-
extended brain regions, that are the 40 added from Harvard-Oxford
atlases.
2. Results about the Table 4.1 and 4.2. They explain quantitative rela-
tions among the two type of versions of CRAIIM hybrid atlases. Table
4.1 illustrates how many voxels are in each template and how many
of them belong to Juelich or Harvard-Oxford models. It is indicated
the number of regions that come from them, that are 162 and not 161
because we counted also the empty space, i.e. the black area in the
images that has not brain labels. The volume of atlases with their
empty space is always the same: with 1mm length for each voxel and
with 7,221,032 voxels, there is a volume of 7,221,032 mm3; equivalently,
for 2mm voxel length, but with 902,629 voxels, the volume is always
7,221,032 mm3 ( 7 Litre). Table 4.2, instead, presents the numbers of
voxels of two atlases organizing the 161 brain regions with 9 anatomo-
functional meta-labels, i.e. Acoustic, Associative, Behaviour, Fascicles,
Language, Limbic System, Motor, Somato-Sensitive and Visual.
3. Results about the Figure 4.2 and Figure 4.3. They show the voxel
distribution through CRAIIM hybrid atlases with 1mm and 2mm of
resolution. The quantities are clustered by the 9 anatomo-functional
zones and subgrouped for their original models. There is no difference
in proportion between the two Figures, and this reflects the equivalence
in terms of representability of CRAIIM hybrid atlas in both resolutions.
What it is changed in Figure 4.2 and 4.3 is for sure the numbers of voxels
that depend by voxel length.
4. Results about Figure 4.4. It is a bar plot that makes in relation the
voxel enumeration of the only 40 regions added to Juelich that com-
ing from Harvard-Oxford. We selected them because the treatment of
overlapping causes a reduction of the original volume of these regions
added. The graph shows the difference in voxel number of 40 structures
before and after the integration operation.
5. Results about Figure 4.5. They highlight the better completeness of the
1mm version compared to the 2mm of the CRAIIM hybrid atlas, due to
the minor gap in terms of voxel percentage in reference to the original
Harvard-Oxford template. Figure 4.5 proved that the Juelich regions
in CRAIIM hybrid atlases are the same of those in Juelich model.
Figure 4.1: In the upper part of the Figure, there are the sections of MNI
anatomical template with the overimposition of Juelich brain. In the lower
part the one with CRAIIM hybrid atlas. It is evident the lacking in Juelich
brain that has been completed by CRAIIM hybrid atlas (image with 2mm
of resolution for all the models).
Figure 4.2: . Voxel distribution clustered by 9 anatomo-functional meta-
labels of 161 brain regions of CRAIIM Hybrid Atlas with 1mm of voxel
resolution organized by their original atlas (Juelich in grey and Harvard-
Oxford cortical and subcortical in orange and blue, respec-tively).
Table 4.1: Numerosity of CRAIIM voxel distinguished for resolution type
and organized by anatomo-functional meta-labels (n.b. NA means empty
space, i.e. black volume without brain regions)
LABELS CRAIIM [1 mm] CRAIIM [2 mm] REGIONS [#]
ACUSTIC 42304 5667 16
ASSOCIATIVE 396253 51711 39
BEHAVIOUR 182316 23571 2
FASCICLES 25009 3579 6
LANGUAGE 166982 23216 16
LYMBIC SYSTEM 265700 33518 42
MOTOR 203616 27727 8
NA 5616265 689415 1
SOMATO-SENSITIVE 89824 11954 16
VISUAL 232763 32271 16
Grand Total 7221032 902629 162
Figure 4.3: Voxel distribution clustered by 9 anatomo-functional meta-labels
of 161 brain regions of CRAIIM Hybrid Atlas with 2mm of voxel resolution
organized by their original atlas (Juelich in grey and Harvard-Oxford cortical
and subcortical in orange and blue, respectively).
Table 4.2: Numerosity of CRAIIM voxel grouped for resolution type and
organized by original atlases (n.b. NA means empty space, i.e. black volume
without brain regions).
ATLASES CRAIIM [1 mm] CRAIIM [2 mm] REGIONS[#]
HO cortical 497974 61797 38
HO subcortical 10609 965 2
JUELICH 1096184 150452 121
NA 5616265 689415 1
Total 7221032 902629 162
Figure 4.4: Bar plot with the 40 added regions to Juelich atlases coming from
Harvard-Oxford atlases. The different bars show the original voxel value
of each brain regions and the value that they have had after the overlap
treatment. The main result refers that the CRAIIM hybrid atlas with 1mm
of resolution shares more with the original atlas then the CRAIIM hybrid
atlas with 2mm of resolution (see. the convexities among Polynomial trend
lines: Orange-Blue duo (1mm) VS Yellow-Grey duo (2mm)).
Figure 4.5: CRAIIM hybrid atlas with 2mm of resolution (Red bars) al-
ways have minor shared voxel percentage with their own original structures
(Juelich and Harvard-Oxford atlases), for the 40 added regions (122-161),
then the CRAIIM hybrid atlas with 1mm of resolution (bars in Green).
Discussion and conclusion
We have presented two versions of the CRAIIM Hybrid Atlases of human
brain for neuroimaging purposes. They differ for resolution, but not for
representativeness of the 161 brain regions (kept 121 from Juelich and the 40
from Harvard-Oxford cortical and subcortical atlases). They are in perfectly
proportions of the same brain structures (161 ROI; see. Figures 4.2 and 4.3),
but the 40 added regions from Harvard-Oxford differ in the two version of
our atlas for percentage shared with their original shapes. The CRAIIM
hybrid atlas with 1mm resolution has more portions in common with the 40
Harvard-Oxford parts, then the one with 2mm of resolution (Figure 4.4 and
4.5). This percentage variable by resolution depends properly by the length
of the voxel. The presence of more voxels with the 1mm version of CRAIIM
hybrid atlas has allowed to better shape the added structures, framing them
more stylishly, with respect to the version with 2mm. The “thumb rule” used
states that is better to have voxel-labeled then voxel-unlabeled (i.e. black
voxel). The constraint with this rule is evident when we added brain regions
that are in low percentage of voxel shared with their original version, after
the integration procedure.
The advantage is indeed the possibility of displaying them instead the
empty space. Next step could be to trace the percentage cut-off that law if
or if not include regions underrepresented after integration procedure.
A part of these difference linked with the resolution, we have shown that
CRAIIM hybrid atlases, both 1mm and 2mm version, cover extensively the
Montreal National Institute anatomical template, as a model of patient brain,
with respect to the Juelich atlas, safeguarding many territories otherwise
lacking (Figure 4.1). In potential, CRAIIM hybrid atlases are very suit-
able to use in functional neuroimaging for severe scope, e.g. ROI masking,
ROI selection, labels comparison, registration processing [143]. The CRAIIM
Hybrid Atlases could be used to promote dimensionality reduction of SPM
volumes with the computation of synthetic indexes [196, 198, 197].
Actually, the Neuroinformatics Platform of Human Brain Project is able
to display anatomical atlases of mammals such as Mus Musculus, Rattus
Norvegicus and Homo Sapiens (e.g. BigBrain, MNI Colin27, MNI ICBM,
InfantAtlas). In the future, the development of neuroinformatical tools to
generate hybrid atlas, with a good rational between human usability and cov-
ered neurotopography, and with a wise algorithm to handle overlaps, could
be the right way to design purpose-based atlas with specific anatomical rep-
resentativeness and normative features able to standardize and process het-
erogeneous functional and structural brain images.
4.2 Results with Clinical Subjects
Cluster Analysis of fMRI using Data Reduction and
Competitive Algorithms
Premise
This work was first presented at European Congress on Computational Meth-
ods in Applied Sciences and Engineering in Porto (Portugal) on October 2017
[252] and then extended and published as special issue in the journal CMBBE:
Imaging and Visualization [20].
In particular, we use pattern vectors derived from Statistical Parametric
Map, generated from a group of artificial and in-house clinical collected fMRI
data, to conduct cluster analysis. Two clustering algorithms, self-organizing
map (SOM) and growing neural gas (GNG), are selected to explore inherent
properties in the brain functional data. As seen in our experimental context,
SOM and GNG show comparable behavior, however GNG prevails in the
management of large data sets. An exploratory, descriptive analysis is con-
ducted on in-house collected data clustered by GNG and results are detailed
in the paper.
The key-words associated to this research are: fMRI, Statistical Paramet-
ric Mapping, Data Reduction, Self Organizing Map, Growing Neural Gas
Introduction
Functional magnetic resonance imaging allows to detect relevant functional
areas of the brain involved in motor or cognitive functions by asking patients
to perform different tasks during the image time-series acquisition [143]. Sev-
eral methods of fMRI analysis have been investigated to localize brain activ-
ity. One of the commonly used approach for fMRI data analysis is statistical
parametric mapping [71] that spatially extends statistical processes to test
hypotheses about regionally specific effects. Recent studies investigate al-
ternative methods of analysis in an attempt to overcame limitations of the
SPM models that can lead to invalid or inefficient statistical tests in complex
conditions. The use of data driven brain parcellation algorithms seems to
be interesting, but these methods have to be furtherly investigated [132] and
SPM method remains the most popular approach to analyze fMRI data in
clinical setting.
In our previous works we proposed a new representation of the results
obtained by the fMRI data analysis performed by statistical parametric map-
ping, obtained by applying a data reduction procedure to the SPM data: the
original three-dimensional distribution of activation values extracted from the
statistical analysis is summarized in a pattern vector of weighted activation
indexes [194, 195].
In the present work we use the SPM-derived pattern vectors, generated
from a group of artificial and in house collected fMRI data, to conduct clus-
ter analysis. The most important benefit of the use of synthetic activation
vectors is that the computational load decreases considerably with respect
to the direct use of SPM data, making it possible to cluster large data sets
and to find optimized solutions considering several configurations in a lim-
ited time. The cluster analysis allows to perform a survey of multi-subject
functional data with which to identify groups with similar patterns of ac-
tivations. To this purpose two clustering algorithms, self-organizing map
(SOM) and growing neural gas (GNG), are selected for their potentialities
in exploring inherent properties in complex data. The SOM model [125] is
especially suitable for data survey because it has interesting visualization
properties. GNG is an incremental network model with the advantage of
freeing users from the burden of setting the number of neurons and which
is able to learn the important topological relations in a given set of input
vectors by means of a simple Hebb–like learning rule [77, 81]. A comparison
analysis is developed using Davies–Bouldin validity index [46] to select the
best configuration among different partitioning of both methods. In a sec-
ond step of the study, the obtained partitions are analyzed in an attempt to
discover relevant properties and infer new knowledge in the clinical domain
to which data belong.
fMRI dataset and Reduction Procedure
We adopted in-house clinical data coming from an Neurosurgery Unit of
the Macchi’s Hospital in Varese and sinthetical data computed with the in-
house ones as reference. Furthermore, we adopted a dimensional reduction
procedure able to transform the exams in vectorial form.
fMRI data The acquisition parameters of the in-house collected data are
the following:
• EPI BOLD (TR 3000ms, Te 50 ms, FA 90, matrix 96x96, FOV 230
mm, axial, slice thickness 4 mm, spacing 4 mm, 30 slices);
• reference anatomical image is T1 weighted (TR around 7100 ms, TE
around 3200 ms, FA 8, matrix 256 x 256, FOV 256 mm, slice thickness
1 mm, spacing 1mm, 160-190 slices);
• block stimulation paradigms (30s ON, 30s OFF repeatedly): language
areas were stimulated with visual stimuli or with phrases associated
with visual stimuli in tasks involving the understanding of a sentence,
motor areas were stimulated with light signals indicating the time to
execute the corresponding movement.
In-house data We use in-house collected fMRI data from 37 patients4 (14
Female and 23 Male) that did several fMRI sessions, with a total of 141
exams. They came from neurosurgical or neurological operative units (see
Table 4.3) and they made different neurocognitive tasks, such as sentence
mining, object naming, verbal fluency, verb generation, left finger tapping,
right finger tapping and visual assignment (see Table 4.4).
Table 4.3: The table shows the 141 exams organized by gender and clinical
operative units.
Operative Units Female Male Total
Neurosurgery 46 76 122
Neurology 0 9 9
Both 10 0 10
56 85 141
Table 4.4: The table lists the 141 exams organized by gender and neurocog-
nitive tasks from which data have been generated
Tasks Female Male Tot
Sentences Mining 1 0 1
Objects Naming 13 18 31
Verbal Fluence 12 14 26
Verbs Generations 14 15 29
Left Finger Tapping 8 18 26
Right Finger Tapping 8 17 25
Visual Assignment 0 3 3
56 85 141
4The informed consent was obtained from patients involved in the research. The present
study is based on data derived from NMR examinations that are inserted in the routine
follow up of patients. The method proposed in the present work is a post processing
application of these data utilized in anonymous form. The policy of the Hospital of where
the examinations took place (Ospedale di Circolo Fondazione Macchi in Varese, Italy)
does not require in this case the approval of the ethical committee.
Synthetic data Clustering techniques are oriented to the management of
huge datasets. In order to provide a more robust evaluation of the out-
put of our competitive learning algorithms, we decided to extend the initial
dataset with two artificial datasets. We used an efficient resampling method
with replacement: it works sampling k times the original data keeping in
account the multiplicity of each value, i.e. frequent items have more sam-
pling frequency. This algorithm returns k observations sampled uniformly
at random, with replacement, from the data. The symbolic function is the
following: y = datasample(data, k), with data and k dataset and number
of observations respectively. This statistical method allows us to generate
different artificial datasets, with k >> 141, but with the same distribution
of in-house data. We implemented this algorithm with k = 2000 and with
k = 3000.
Data Reduction The IViewBOLD software supplied by Philips® is adopted
to generate SPM volumes from time series MRI data. The data reduction
procedure is accomplished by an integrated set of software tools that receives
in input SPM volumes and performs a sequence of tasks as described below:
• Whole Brain Segmentation. SPM volumes are provided in input to a
Graph-Based segmentation procedure [165].
• Registration. Segmented brain volumes are automatically aligned to
the MNI (Montreal National Institute) template by using an affine
3D surface registration based on SPHerical HARMonic (SPHARM)
decomposition [196].
• Data Reduction. Individual SPM are analyzed by identifying active
voxels of the segmented, registered brains, i.e. voxels whose t-values (or
comparable statistics) exceed a certain statistical threshold for signifi-
cance; the result of the analysis is a synthetic weighted index computed
for each anatomical area recognizable in the selected labelled atlas. We
adopt a hybrid atlas obtained by fusing information from Juelich atlas
and Harvard-Oxford cortical and subcortical structural atlases, cover-
ing a total of 161 regions [254]. The index Ij for the j − th anatomical
region is computed as
Ij =
1
Nj
Nj∑
i=1
wi (4.1)
where Nj is the number of voxels included in the j − th anatomical
area and wi the activation value of the i− th voxel, normalized in the
interval [0,1].
Let K denote the number of SPMs collected for the fMRI study and let
n be the number of labeled anatomical regions in the selected atlas, the se-
quence of indexes xk1, . . . , x
k
n can be interpreted as a vector x
k ∈ Rn. The
proposed method synthesizes the three-dimensional distributions of SPM ac-
tivation values in unidimensional distributions represented as vectors of scalar
indexes in a common vector space model. This procedure plays a central role
as it limits complexity of the data structure and makes feasible the optimiza-
tion processes in cluster analysis.
Clustering algorithms
We selected the Self Organizing Map [124] and Growing Neural Gas [81] algo-
rithms for cluster analysis. These techniques implement competitive learning
strategies to evaluate similarity and to group multidimensional patterns. To
evaluate the clustering outcomes, we adopted the Davies-Bouldin separation
measure [46].
See the Competitive Learning Algorithms section 2.2.3 for details about
SOM and GNG and the Validation Measure section for details about the
clustering validation index 2.2.4.
Experiment Results
The experiments illustrated in this section addressed the following questions:
a) how did the performance of the neural models depend upon their main
parameters? b) what results are obtained by comparing the two?
Experimental evaluation and comparison
The experimental analysis of the proposed clustering algorithms was con-
ducted on the above described data sets.
• The first experiment, i.e., computation with in-house data. Several
configurations were considered for the clustering procedure based on
SOM, distinguished by the distance norm adopted (Euclidean or Man-
hattan), by the different values of neurons ranging from 2 to 24, ac-
cording to heuristic rule [256] and by the number of epochs (max=600).
Initial neighborhood was set to 3 and the chosen layer topology was the
hexagonal. Several configuration of GNG algorithm were also consid-
ered setting the maximum number of neurons to 24 and varying epochs
up to 600. Internal learning parameter were set to these values: λ = 6,
ǫb = 0.5, ǫn = 0.006, α = 0.5, δ = 0.99, αmax = 50. Table 4.5 lists
the performances obtained by the optimal configurations that minimize
DB index. Globally, the results are good, showing a comparable be-
havior of the two methods considered in the analysis. SOM algorithm,
configured with Euclidean distance, slightly prevails when DB index,
adopting in turn Euclidean distance, is used as metrics.
• The second experiment, i.e., computation with artificial data. Opti-
mal configurations for SOM and GNG algorithms were found varying
parameter as in the first experiments with exception of the number of
neurons that was varied here up to a maximum value of 60 neurons
to cope with the increased complexity. Table 4.6 and Table 4.7 show
the results obtained by clustering artificial data sets composed of 2000
and 3000 pattern vectors respectively. Performances of SOM algorithm
decrease as the size of the data set increases, both in terms of DB in-
dex and computing time. On the contrary, GNG algorithm shows a
stable behaviour with absolute best performances (DB= 1.0095) when
the data set of 2000 patterns is processed.
• Algorithms evaluation, i.e., measure of the speed of computing. Using
the adaptive algorithms, we measured the CPU time on a Windows
platform with Intel(R) Xeon(R) CPU with 3.33 GHz processor and 16
GB of RAM.
Table 4.5: Results obtained by SOM and GNG algorithms by processing 141
pattern vectors from in-house collected data. Performances are evaluated in
terms of DB index, computed using Euclidean and Manhattan distance, and
computing time.
Algorithms Distances Neurons Epochs DBEuclidean DBManhattan Computing Time
SOM Euclidean 20 500 1.0382 1.1400 10 min
SOM Manhattan 24 500 1.0669 1.0559 10 min
GNG Euclidean 24 200 1.0855 1.1195 11 min
Table 4.6: Performances obtained by SOM and GNG algorithms by process-
ing 2000 artificial pattern vectors. Performances are evaluated in terms of DB
index, computed using Euclidean and Manhattan distance, and computing
time.
Algorithms Distances Neurons Epochs DBEuclidean DBManhattan Computing Time
SOM Euclidean 60 300 1.1366 1.1729 360 min
SOM Manhattan 60 500 1.2041 1.1342 360 min
GNG Euclidean 24 200 1.0095 1.0261 70 min
Table 4.7: Performances obtained by SOM and GNG algorithms by process-
ing 3000 artificial pattern vectors. Performances are evaluated in terms of DB
index, computed using Euclidean and Manhattan distance, and computing
time.)
Algorithms Distances Neurons Epochs DBEuclidean DBManhattan Computing Time
SOM Euclidean 24 500 1.5183 1.4970 120 min
GNG Euclidean 24 200 1.0305 1.0656 104 min
As seen in our experimental context, both SOM and GNG shows an ac-
ceptable behavior. GNG prevails in the management of large data sets. As
we are more interested in getting good insight into the cluster structure of
the data than in finding an optimal clustering, we may also confirm SOM
algorithm a valuable tool in our application domain offering topological and
visual facilities in support to data exploration and inference of new proper-
ties. GNG is a complementary powerful tool able to conduct cluster analysis
with the strength of automatically configuring the number of clusters and
controlling the computational complexity.
Descriptive statistics
For the descriptive analysis, we choose in-house collected data clustered with
the GNG algorithm, that partitioned the 141 exams in 24 clusters. In-
terestingly, 93 exams (66 % of the total) have been grouped in the 24th
cluster, whereas the other are equally distributed between the clusters, i.e.
mean = 2.09, std.dev = 2.37. Focusing on the 24th cluster, the 93 exams
belonged to it are principally featured by gender, lesions and tasks. Males
and females are nice balanced within the group (53 men and 40 women).
Instead, the type of lesion is not equally distributed with respect to main
totality of all clusters: Nervous (1/3, 33%), Vascular (11/25, 44%), Liquoral
(3/5, 60%), Cortical (2/3, 67%) and Expansive (76/105, 72%). Remarkably,
all the tasks are principally contained within the 24th group: Left Finger
Tapping (14/26, 54%), Objects Naming (19/31, 61%), Right Finger Tapping
(16/25, 64%), Verbs Generations (19/29, 66%), Visual Process (2/3, 67%),
Verbal Fluency (22/26, 85%) and Sentences Mining (1/1, 100%). As a con-
sequence, the proportion of exams featured by tasks are always more than
the 50% of the total, instead of the ratio of the lesions that are quite het-
erogenous between them. In conclusion, the exams in the 24th cluster are
principally featured by the expansive lesion (76/105, 72% of the totality) and
by the Verbal Fluency task (22/26, 85% of the totality). Notable, the only
exam featured by Sentence Mining has been included in the 24th cluster.
(See table 4.8 for more details). The peculiar feature organization of the
24th group motivates to deepen the analysis of its content.
Conclusions
In the next work, we are going to investigate brain functional information
regard the exams, i.e. values of the Regions Of Interest and their related
indexes, with the aim to describe statistically, with multivariate exploratory
analysis, the similarities and differences of the exams belonged to the 24th
group and the others that have been grouped otherwise, in order to test
hypothesis between clusters and clinical features.
Table 4.8: The table shows the clinical exams belonged to the 24th cluster
organized by lesion and tasks. The percentage is related to the total exams
(141)
TASKS / LESIONS Cortical Expansive Liquoral Nervous Vascolar Tot [#]
Sentences Mining 0 1 (1) 0 0 0 1 (1)
Objects Naming 0 16 (24) 0 (1) 0 3 (6) 19 (31)
Verbal Fluency
1
(1)
18 (20) 0 (1) 0 3 (4)
22
(26)
Verbs Generations 0 17 (24) 1 (1) 0 1 (4) 19 (29)
Right Finger Tapping 0 (1) 12 (17) 1 (1) 2 (2) 2 (4) 16 (25)
Left Finger Tapping 0 (1) 12 (19) 1 (1) 0 (1) 0 (4) 14 (26)
Visual Process 0 0 0 0 2 (3) 2 (3)
Tot [#] 2 (3) 76 (105) 3 (5) 1 (3) 11 (25) 93 (141)
4.3 Results with Healthy Subjects
In this subsection will be exposed the results obtained with the application
of computational intelligence methodologies (see 2) on the subjects without
diseases. The outcome achieved are organized and exposed in the following
order:
• results on validation measures, i.e., results regarding the application
of the soft Davies-Bouldin index as a novel methods to evaluate clus-
tering outcome on resting state fMRI data (and also some benchmark
datasets) (see 4.3),
• results on competitive algorithms comparison, i.e., results regarding
the application of a wide family of unsupervised learning algorithm to
resting state fMRI datasets with some usage of random matrix theory
models (see 4.3),
• results on crossed-clustering framework, i.e., results regarding the ap-
plication of clustering algorithm with specific intent to evaluate the
crossed-clustering different outcomes on task-oriented fMRI dataset
(see 4.3).
A Soft Davies-Bouldin Separation Measure
Premise
This work was presented at IEEE World Congress on Computational Intel-
ligence in Rio de Janeiro on July 2018. It regards the conceptualization of
a novel separation measure for clustering algorithms based on fuzzy theory
and the so-called Davies-Bouldin index.
In particular, the work exposes a soft separation measure to validate
fuzzy clustering results without defuzzyficaton. It is the generalization of
Davies-Bouldin validation index (DB) for crisp clustering in the soft cluster-
ing domain; we named the measure Soft Davies-Bouldin index (SDB).
We compared DB and SDB when applied to k-means and fuzzy c-means
algorithms using eight datasets with ground-truth and two experimental
fMRI datasets without ground-truth. We found that i) in more than half
datasets, the optimal score of Soft Davies-Bouldin index was less than Davies-
Bouldin index, ii) in half datasets that have ground-truth, the optimal score
of Soft Davies-Bouldin index was less than Davies-Bouldin index in corre-
spondence of the truth number of patterns, iii) the Soft Davies-Bouldin index
outperformed the Davies-Bouldin index as central tendency of all datasets
along the complete range of clusters considered.
The key-words associated to this research are: clustering, k-means, c-
means, separation measures, Davies-Bouldin index, fMRI.
Introduction
In pattern recognition, clustering methods are a class of unsupervised learn-
ing models used to find the natural groupings of input features [207, 56]. The
clustering procedure regards the examination of objects according to specific
measures with the goal to cluster similar objects. Precisely, a dataset useful
for clustering is a collection of points that belong to some space, for ex-
ample the Euclidean space, which has important mathematical properties:
i.e. points are vectors of real numbers, the length of the vectors are the
dimensions of the space and the components of the vectors are the coordi-
nates of the points; the subdivision of this space in clusters is the result of
clustering[246].
Partitioning methodologies were first presented in the 20th century by
Driver and Kroeber [55], Zubin [283], Tryon [242] and Cattell [41]; then,
the discipline grew up developing several algorithms for different aims and
technicalities (see [111] for an historical overview and [215] for a discussion
on different clustering approaches). But, very often, these algorithms lead
to different clusters and a measure to evaluate results is necessary to avoid
inappropriate representations [16, 112, 53, 6]).
According to Bezdek et al, in clustering analysis there are three main
problems [19]:
1. the a priori assumption that datasets have clusters,
2. the computation method to find clusters,
3. the evaluation procedure to verify the clusters found.
The third problem in the list is the well-know cluster validity issue, that
is the validation procedure able to decide what is the best partition in a
set of candidate clustering outcomes. Following Bezdek, there are different
approaches to validation:
• the approaches regarding the decision modalities, i.e. visual or nonvi-
sual inspection;
• the approaches regarding the clustering modalities, i.e. crisp or soft
partitioning;
• the approaches regarding the data modalities, i.e. object features or
relational features;
• the approaches regarding method modalities, i.e. internal validation
(using indexes) or external validation (using ground-truth)
In the 1979, Davies and Bouldin proposed in their paper [46] two principal
perspectives to solve the problem of clustering validity:
• optimization outlook, i.e. select the optimum cluster number with per-
formance indexes [240],
• hierarchical outlook, i.e. evaluate intergroup fusions with dendrogram
plots [89].
In the same manuscript, authors proposed themselves an index able to
find the natural partitions of data: the minimum the parameter value, the
better the clustering results; it is the so-called Davies-Bouldin index, that re-
lates similarities measures within groups versus similarity measures between
groups. This kind of cluster separation measure incorporates properties of
noted algebraic distances and also satisfies heuristic criteria; nevertheless, it
was design for crisp clustering.
In our work, we want to extend the peculiarities of Davies-Bouldin vali-
dation index in the soft computing domain. We started from the definition
of separation measures and we generalize its formulation according to fuzzy
sets theory [278]. Using the Bezdek’s validation tassonomy exposed above,
we defined a validity measure that cope with the following properties: i)
nonvisual inspection, ii) soft partitions, iii) object features, iv) both internal
and external modalities of validation.
The paper is organized with a theoretical section where we present fuzzy
concepts and measures of clusters separations. The successive sections are
about the computational experiments, the results, discussions, and the con-
clusions with future works.
Methods
The clustering methods used were the fuzzy c-means and k-means algorithms.
The separation measure we adopted to evaluate the clustering outcomes were
the classic - crisp - Davies-Bouldin index and the Soft Davies Bouldin index.
To look the methodological details about them, see the Computational In-
telligence section 2.2.3 and the Validation section 2.2.4.
Datasets
To test Soft Davies-Bouldin index (SBD) and the classic Davies-Bouldin in-
dex (DB) with k-means and c-means clustering, we selected eight benchmark
datasets with ground truth (with patterns known) and two experimental
datasets without ground truth (without patterns known):
• the eight benchmark datasets are findable principally from UCL online
Database (https://archive.ics.uci.edu/ml/index.php; see [141]); they
are Cancer, Crab, Glass, Iris, Ovarian, Simple, Thyroid and Wine.
We choose them because they have a just-known clusters number; this
peculiarity permits to better evaluate the performance of SDB and DB
indexes in different experimental configurations.
• the two experimental datasets are coming from two neuroimaging repos-
itories:
– dataset we named REST belongs to NITRC repository of resting-
state functional MRI images (see also [120]); specially, it is the
Oxford dataset with 19 healthy and young subjects that have done
a passive paradigm; the fMRI parameters were the following: TR
= 2, time-points = 175, magnet = 3 [T];
– dataset we named TASK belongs to openfmri repository; specially,
it is a datset proposed by Wakeman and Henson [259] with 15
healthy and young subjects that have done Face Recognition Task
paradigm; the fMRI parameters were the following: TR = 2, time-
points = 208, magnet = 3 [T];
– before to cluster REST and TASK datasets, we did preprocessing
with FSL standard tools [113]: i.e. spatial and temporal filtering,
motion correction, standard registration (with MNI152 reference),
time-series extraction with the meaning of Harvard-Oxford atlas5
with 96 lateralized labels;
Table 4.9 shows details about datasets:
Table 4.9: Datasets with and without Clustering Ground-Truth
Datasets Description Inputs Patterns
Cancer Breast cancer 9x699 2
Crab Crab gender 6x200 2
Glass Glass chemical 9x214 2
Iris Iris flower 4x150 3
Ovarian Ovarian cancer 100x216 2
Simple Simple pattern 2x1000 4
Thyroid Thyroid function 21x7200 3
Wine Italian wine 13x178 3
Rest fMRI - passive paradigm 96x175x19 unknown
Task fMRI - active paradigm 96x208x15 unknown
Experimental Procedure
We computed Davies-Bouldin index (DB) and Soft Davies-Bouldin index
(SDB) in the following clustering conditions:
1. Absolute Indexes Minimization (AIM), i.e. the goal is to search the
optimal clusters number given the minimum score of both DB and
SDB;
2. Relative Indexes Minimization (RIM), i.e. the goal is to compare the
score of both DB and SDB in relation to the just-known cluster number
to each dataset.
5See the appendix 6.1.3)
3. Measures in Relation to Cluster (MRC), i.e. we computed the sep-
aration measures with the objective to look how the indexes change
along the range of clusters, taken account the centrality tendency of
the datasets.
The above clustering conditions were applied to these three outcomes
from the clustering algorithms:
• pure k-means results, i.e. the classic crisp k-means outcomes;
• pure c-means results, i.e. the soft c-means outcomes with all the mem-
bership values for each clusters associated to each data points.
• defuzzified c-means results, i.e. the crisp c-means with the defuzzified
outcomes (we used the max membership values for each clusters as a
criterium to include the associated point).
Technically, we used the following operative methodologies:
• the datasets REST and TASK were clustered adopting the cross-clustering
procedure, that it is useful for spatio-temporal exploration in fMRI
analysis, i.e. we first used datasets having as input features the Re-
gions Of Interests (ROIs), in order to find functional temporal patterns ;
then using as input features the Time Of Interests (TOIs), in order to
find functional spatial patterns ; in this manner, from datasets REST
and TASK we created four datasets named RestROIs and TaskROIs
(with ROIs as features) and RestTOIs and TaskTOIs (with TOIs as
features). Instead, the eight benchmark datasets were clustered with
classical procedure;
• Note I, i.e., to test indexes in the condition 1), we computed clustering
with a cluster number varying from 1 to 10 and we selected the optimal
(i.e. the lesser) separation values; to test indexes in the condition 2),
we made computation only with the truth cluster number for each
dataset and we selected the optimal (i.e. the lesser) separation values;
to compute the indexes in the condition 3), we computed clustering
with a clusters varying from 1 to 10 and, for each number of clusters,
we selected the median statistics of separation measures computed for
each datasets (i.e the median descriptor is useful to handle empirical
outliers);
• Note II, i.e., we repeated experiments 100 times for the above conditions
and we kept the average of separation measures for each clustering
algorithms; but in particular, for datasets REST and TASK that have
19 and 15 subjects respectively, we computed all the experiments taking
each subjects as single dataset (with n features × m samples), and
then we centralized statistically the outcomes to have only one result
as global tendency for all the subjects belonged to REST and one result
as global tendency for all the subjects belonged to TASK dataset;
• Note III, i.e.,once we found the more candidate number of patters as-
sociated to the best measure for each datasets, we selected the more
frequent classes between the 100 computed for each data-points (e.g. if
the best partition for one dataset has three patterns, having repeated
100 times the clustering algorithm, we obtained one hundred of possible
partition with three patterns; therefore, we selected the more frequent
class for each data-point);
• Note IV, i.e.,the distance chosen is the Euclidean metric for both k-
means and c-means clustering and for both the crisp and soft separation
indexes; each clustering algorithms used 100 iterations; c-means was
tuned with fuzzy exponent m = 2 as suggested by Pal and Bezdek
[190];
• Note V, i.e.,classic Davies-Bouldin index (DB) was computed for the
pure k-means and defuzzified c-means ; Soft Davies-Bouldin index (SDB)
was computed for pure c-means ;
• Note VI, i.e., for the three configurations
1. Absolute Index Minimization (AIM),
2. Relative Index Minimization (RIM), and
3. Measures in Relation to Clusters (MRC),
we computed two-way ANOVA statistical test in order to estimate the
effects of the factors on the separation values and the significance of the
difference observed (with a significance level = 0.05, i.e. we strongly
reject the null hypothesis of the test if p-value < 0.05);
• Note VII, i.e., some hardware info: processor Intel(R) Xeon(R); CPU
E3-1505M v5 @ 2.80GHz, 4 Core(s), 8 Logical Processor(s).
Results
We present results in Table 4.10, Table 4.11, Table 4.12 and Figures. In
particular,
• Table 4.10 shows the results about the Absolute Indexes Minimization
(AIM),
• Table 4.11 shows the results about the Relative Indexes Minimization
(RIM), and
• Table 4.12 shows results about Measures in Relation to Clusters (MRC).
Note that:
• in the Table 4.10 and Table 4.11:
– the four columns are, in order, Datasets (the eight benchmark
datasets with known ground-truth clusters and the four experi-
mental fMRI dataset without known ground-truth), DB k-means
(the DB index computed with pure k-means results), DB c-means*
(the DB index computed with defuzzified c-mean results); and
SDB c-means (the SDB index computed with pure c-means re-
sults); in column Dataset, the values within parenthesis () are
the ground-truth cluster (i.e. the symbol * indicates clusters are
unknown in the case of fMRI datasets), whereas for the other
columns they are the optimum number of clusters according to
DB and SDB values.
The principal results found were the following.
1. Results in reference to Table 4.10: within the experimental config-
uration Absolute Indexes Minimization (AIM), in more than half
datasets (7/12), the score of Soft Davies-Bouldin index was
less than Davies-Bouldin index, specially for Cancer, Grab, Glass,
Ovarian and Thyroid datasets. In particular, it was the lesser also
for REST and TASK datasets in the case of TOIs configuration (i.e.
having as input features the Times Of Interest). Also, there is some
variability to find the truth number of clusters: DB k-means was
associated to the correct clusters number with proportion 4/8, the
DB c-means* with proportion 5/8 and the SDB with proportion 3/8.
The two-way ANOVA shows that the differences between measures
types exist but they are feeble evidence (SS=0.038; df=2; MS=0.019;
F=1.87; p-value=0.1772), instead the differences between datasets ex-
ist and they are significative (SS=2.40; df=11; MS=0.218; F=21.09;
p-value=0.0000).
2. Results in reference to Table 4.11: within the experimental configu-
ration Relative Indexes Minimization (RIM), in half datasets (4/8)
the score of Soft Davies-Bouldin index was less than Davies-
Bouldin index, specially for Cancer, Glass, Ovarian and Thyroid
datasets. The two-way ANOVA shows that the differences between
measures types exist but they are feeble evidence (SS=0.037; df=2;
MS=0.018; F=1.59; p-value=0.2377), instead the differences between
datasets exist and they are significative (SS=0.60; df=7; MS=0.08;
F=7.47; p-value=0.0008).
3. Results in reference to Table 4.12: within the experimental configu-
ration Measures in Relation to Clusters (MRC), the score of Soft
Davies-Bouldin index was always less then the classic crisp
version of Davies-Bouldin index (a part the naive case where clus-
ters are equal to one), keeping as comparison values the median statis-
tics computed with all the datasets for each number of clusters. The
two-way ANOVA shows that the difference between measures types
are significative (SS=0.32; df=2; MS=0.16; F=15.99; p-value=0.0001)
and that also the difference between clusters numbers are significative
(SS=2.39; df=9; MS=0.26; F=26.29; p-value=0.0000).
Table 4.10: Absolute Indexes Minimization (AIM) results
Dataset DB k-means DB c-means* SDB c-means
Cancer (2) 0.7628 (2) 0.7630 (2) 0.6058 (2)
Crab (2) 0.6113 (2) 0.6137 (2) 0.5802 (8)
Glass (2) 0.9167 (6) 1.0658 (4) 0.6723 (10)
Iris (3) 0.4048 (2) 0.4048 (2) 0.5904 (2)
Ovarian (2) 0.7487 (2) 0.7520 (2) 0.5553 (10)
Simple (4) 0.4428 (4) 0.4375 (4) 0.4637 (4)
Thyroid (3) 0.9802 (10) 1.0105 (3) 0.7516 (3)
Wine (3) 0.4612 (7) 0.4577 (7) 0.5524 (2)
RestROIs (*) 0.4332 (8) 0.4519 (7) 0.5563 (5)
RestTOIs (*) 1.2417 (2) 1.2812 (2) 1.0565 (2)
TaskROIs (*) 0.4427 (8) 0.4336 (8) 0.5618 (3)
TaskTOIs (*) 1.2432 (2) 1.2830 (2) 1.0484 (2)
Discussions
• On the results presented in Table 4.10 The first experimental outcome
is the evidence that Soft Davies-Bouldin index (SDB) computed an
optimum cluster number with less values then the classic crisp Davies-
Bouldin index (DB) in more then half datasets (7/12) (e.g. in Cancer,
Table 4.11: Relative Indexes Minimization (RIM) Results
Dataset DB k-means DB c-means* SDB c-means
Cancer (2) 0.7628 0.7630 0.6058
Crab (2) 0.6113 0.6137 0.6434
Glass (2) 1.0054 1.0752 0.6779
Iris (3) 0.6693 0.6696 0.7261
Ovarian (2) 0.7487 0.7520 0.6879
Simple (4) 0.4428 0.4375 0.4637
Thyroid (3) 1.1370 1.0105 0.7516
Wine (3) 0.5412 0.5394 0.6675
Table 4.12: Separation Measures in relation to clusters (MRC)
(overall datasets median values)
Clusters DB k-means DB c-means* SDB c-means
1 0.0000 0.0000 0.0000
2 0.7564 0.7575 0.6607
3 0.7410 0.7492 0.7104
4 0.8596 0.8797 0.6889
5 0.8572 0.9300 0.6968
6 0.8948 1.0860 0.8531
7 0.8960 1.1997 0.8306
8 0.9064 1.2995 0.8407
9 0.9492 1.2069 0.7705
10 0.9917 1.1550 0.6712
Table 4.13: Computational Time for Separation Measures
Datasets DB k-means [s] DB c-means* [s] SDB c-means [s]
Cancer 0.0010 0.0011 0.0054
Crab 0.0009 0.0010 0.0055
Glass 0.0009 0.0010 0.0055
Iris 0.0009 0.0009 0.0055
Ovarian 0.0011 0.0012 0.0058
Simple 0.0010 0.0011 0.0055
Thyroid 0.0026 0.0034 0.0157
Wine 0.0008 0.0010 0.0068
Rest (ROIs) 0.0008 0.0012 0.0059
Rest (TOIs) 0.0008 0.0012 0.0051
Task (ROIs) 0.0008 0.0012 0.0062
Task (TOIs) 0.0008 0.0013 0.0060
Figure 4.6: The Figure shows the plots and the boxplots associated the
Absolute Indexes Minimization (AIM), i.e. the computation of the optimal
separation measures for each datasets using all range of clusters
Crab, Glass, Ovarian, Thyroid, RestTOIs and TaskTOIs; in particular,
it is reasonable that SDB found a better clustering in Rest and Task
datasets within TOIs configuration as input features, because clustering
the Times of Interest (TOIs) then Regions of Interest (ROIs) is quite
trickly (due the high functional variability of the brain areas, specially
using as experimental paradigm the ON/OFF block design); therefore,
taking account the all membership values helped to discover better the
spatial pattern associated to each time points in the fMRI scans. The
second experimental outcome is the evidence that both DB and SDB
indexes failed with three of eight datasets to find the correct number
of clusters using both crisp clustering and soft clustering (e.g. Glass,
Iris and Wine); this could be explained by the type of input features
that sometimes are not linearly separable (e.g. Iris dataset), and, as
a consequence, it could be not so-easy to find well separable clusters;
this explanation is also confirmed with the opposite evidence that very
well separable datasets, such as Cancer and Simple, were those both
the indexes found the truth number of clusters.
• On the results presented in Table 4.11 The general experimental out-
Figure 4.7: The Figure shows the plots and the boxplots associated the
Relative Indexes Minimization (RIM), i.e. the computation of the separation
measures only with the datasets that have ground-truth in reference of the
known number of clusters.
Figure 4.8: The Figure shows the plots and the boxplots associated the Mea-
sures in Relation to Clusters (MRC), i.e., the computation of the all-datasets
central tendency of the optimal separation measures along the complete range
of clusters.
comes are evidences that Soft Davies-Bouldin index (SDB) worked bet-
ter then classic crisp Davies-Bouldin index (DB) in relation to the
ground-truth clusters, specially for the Cancer, Glass, Ovarian and
Thyroid datasets; in particular, the outcomes related the cases of Glass
and Thyroid datasets showed that the differences between DB index
versus SDB index are so huge and with SDB as best clustering behav-
ior (see Table 4.11); instead, the increasing of the clustering quality in
the half datasets obtained with Soft Davies-Bouldin index is motivated
by the use of membership values that allow to partition data in clusters
with more precision, taking account the multi-class membership pecu-
liarity of each element clustered (i.e. the softness properties). This
argument is also valid for the results presented in Table 4.10. There
are also two outcomes where classic crisp Davies-Bouldin index (DB)
had nice performances (e.g. Iris and Wine datasets); but, there are
other two cases were both the crisp and the soft indexes had compa-
rable results (e.g. Crab and Simple); one possible explanation about
these four results is that sometimes soft clustering algorithms are not
an optimal a priori choice to partition the data, i.e. this is a natural
extension from the a priori assumption that datasets have clusters (see
the Intruduction where are exposed the three main problems in clu-
tering for Bezdek et al), and it is also the motivation to try both the
type of clustering algorithms when it is possible, in order to compare
with separation measures and visual inspection the different quality of
results found.
• On the results presented in Table 4.12 The main result obtained com-
paring the validation values in relation to the cluster range is that Soft
Davies-Bouldin index (SDB) outperformed the classical crisp version of
the DB measure. Table 4.12 show that using all the possible partitions
- from 1 to 10 - , SDB c-means had always a values less then the values
of both DB k-means and DB c-means*. This evidence highlights the
potentialities of the soft version of Davies-Bouldin index: i.e. taking
the central tendency of the all datasets in relation to the range of pos-
sible partitions, it has been indicated a more extended behaviour of the
SDB, that is a more accurate perspective to observe the overall perfor-
mance of a clustering algorithms. Furthermore, this approach is useful
to find not only optimality but also sub-optimality in the validation in-
dexes, adding a visual procedure (with grounded subjective expertise)
to check how the separation values computed appear globally along the
complete range of clusters considered.
• On the two-way ANOVA results Statistical tests stated that the dif-
ferences between the separation measures exist, but in the case of Ab-
solute Index Minimization and Relative Index Minimization configu-
rations are thin due to the p-values computed, i.e. 0.1772 and 0.2377
respectively (see Results section); therefore, the null hypotheses have
to be accepted having as confidence level the value 0.05. From a sci-
entific point of view, this feeble evidences could be address as an hints
to deepen the capabilities of Soft Davies-Bouldin index (SDB), in the
way to investigate if the differences will be replicated with other ex-
periments. This positive thinking is motivated by the results stated in
the Table 4.12 that indicated an outstanding behavior of the SDB in
relation to all the range of cluster numbers, taking account the cen-
tral tendency of all the datasets, with a strongly significance results
with p-value 0.0001. Hence, this mixture of observations is oriented in
an advantage on the usage of the soft version of the classical Davies-
Bouldin index, taking also account some awareness to be managed for
next measures validations.
• On the computational time of measures There are the following obser-
vations about the computational time: Table 4.13 shows the times used
by the experimental hardware to compute DB k-means, DB c-means*
and SDB c-means for each of the eight datasets (we took the average
time for all the computations). We did not use an explicit O nota-
tion to describe the complexity of the clustering algorithms adopted;
we observed their behavior measuring the computational load in terms
of internal time used by machine to execute the functions. We found
that the times of DB k-means and DB c-means* were quite similar,
whereas the computation of SDB c-means was more heavy then the
other two indexes. In the case of SDB c-means, we considered that the
major computational time by the machine is motivated by the use of
membership values to solve the equations of the measure, that is the
main difference with the equations for the classic crisp Davies-Bouldin
index.
Conclusion and Future Works
We presented a soft clusters separation measure to validate fuzzy clustering
results without defuzzyficaton. We made a generalization of Davies-Bouldin
index (DB) for crisp clustering in the soft clustering domain and we named
this new measure Soft Davies-Bouldin index (SDB). We compared DB and
SDB with the outcomes of k-means and c-means algorithms using benchmark
datasets with known ground-truth and two datasets from fMRI repositories
with unknown ground-truth. We found that i) within the experimental con-
figuration Absolute Indexes Minimization (AIM), in more than half datasets,
the score of Soft Davies-Bouldin index was less than Davies-Bouldin index, ii)
within the experimental configuration Relative Indexes Minimization (RIM),
in half datasets the score of Soft Davies-Bouldin index was less than Davies-
Bouldin index, iii) within the experimental configuration Measures in Rela-
tion to Clusters (MRC), the score of Soft Davies-Bouldin index outperformed
the classic Davies-Bouldin index.
The main objective of this study was to compare the potentialities of the
separation measures belonged to Davies-Bouldin index family: then, it is a
comparison between Soft versus Crisp version of the same clustering valida-
tion index. An expansion of this research is a comparison with other indexes
that want to handle the softness of fuzzy clustering: e.g. validation measures
like C-index [19] and PBMF index [189], or other measures proposed by Wu
et al [274], Zhang et al [282] and Hullermeier et al [108] (see also Table 2.1).
Nevertheless, it is remarkable to continue the investigation about the
data driven motivations on doing soft partitioning instead to use the crisp
clustering. If clustering algorithms find the natural groupings of data, as
Duda and Hart have defined [207], then it is also useful to investigate if the
natural groupings of data should be fuzzy or should be crisp.
RS-fMRI Analysis Using Unsupervised Learning Algo-
rithms
Premise
This research is an extended version of a work presented at a Joint Congress
of the 15th International Symposium on Computer Methods in Biomechanics
and Biomedical Engineering and 3rd Conference on Imagin and Visualization
held in Lisbon (Portogal) on March 2018.
More in detail, this work is the extended version of the conference paper
titled Resting State fMRI Functional Connectivity Analysis Using Soft Com-
petitive Learning Algorithms [252] that won the Taylor and Francis prize for
the section “Imaging and Visualization” at the 15th International Sympo-
sium on Computer Methods in Biomechanics and Biomedical Engineering
and 3rd Conference on Imaging and Visualization.
Specially, the main topic regard this work is RS-fMRI data analysis for
functional connectivity explorations, that is a challenging topic in compu-
tational neuroimaging. Several approaches have been investigated to dis-
cover whole-brain data features. Among these, clustering techniques based
on Competitive Learning (CL) and Spectral Methods (SM) have been shown
effective in providing useful information in various contexts. We selected
three clustering algorithms and two spectral methods, i.e the clustering al-
gortihm are Self-Organizing Maps (SOM), Neural Gas (NG) and Growing
Neural Gas (GNG), whereas the spectral methods are the classic Principal
Component Analysis (PCA) and the Nonliner Robust Fuzzy Principal Com-
ponent Analysis (NRFPCA). We validated clustering with Davies-Bouldin
Index (DBI) and we selected informative principal components using Ran-
dom Matrix Theory (RMT). tools. We adopted these techniques to study
the intrinsic functional properties of images coming from a shared repository
of resting state fMRI experiments (1000 Functional Connectome Project).
The key-word associated to this work are: RS-fMRI; Functional Connec-
tivity; Competitive Clustering; Self Organizing Map; Neural Gas; Growing
Neural Gas; Davies-Bouldin Index; Spectral Methods; Principal Component
Analysis; Nonlinear Robust Fuzzy Principal Component Analysis; Random
Matrix Theory
Introduction
The main goal of our study is to integrate different methodologies useful to
discover and to explore the inner properties of brain signals, with applica-
tion to resting state BOLD time series in healthy subjects. The motivation
of our study emerges in relation to a recent work published by Biswal et al
[25], that highlighted a universal architecture of functional connections in the
brain resting state networks, with age and sex as significant determinants.
The specific goal of our analysis is to evaluate the following points: 1) if there
is a between gender functional variability, i.e., if there is a statistical BOLD
signal difference between males and females, 2) if there is a within gender
functional variability, i.e., if male and female exams have different spread,
and 3) if there is a confirmation of some interesting functional connectivity
networks. Approaching the general fMRI signal processing with unsuper-
vised methods is a challenging application with active fMRI paradigm or
task-oriented [132, 140, 252, 20] as well as with the passive paradigm or rest-
ing state in fMRI [163, 248, 136, 261]. The specific intent of this work is to
use unsupervised techniques applied to passive fMRI paradigm. For this pur-
pose, we adopted as clustering methods the competitive learning algorithms
to explore the natural partitions of the data [57], and as spectral methods
the classic approach often used in fMRI literature [227, 257] and the ones
based on fuzzy approach [157]. To find the functional clusters, we choose
Self Organizing Map (SOM), Neural Gas (NG) and Growing Neural Gas
(NNG), that are a soft class of unsupervised artificial neural networks. SOM
are models initially proposed by Kohonen [123] and they are widely used
because they allow the representation of data in a low-dimensional space,
preserving the topological properties of the entrance space. SOMs are single-
layer feedforward neural networks where output neurons are organized into
low-dimensional grids (typically 2D or 3D spaces). The number of clusters
that will be created is defined a priori. NG is an alternative approach to
SOM networks [52]. The name derives from the fact that the neurons in
the data space are moved as particles of a gaseous element, all negatively
charged. Neurons repel each other, occupying the surrounding space, but
they are attracted by areas of high data density as if the latter are positively
charged particles. The NG algorithm is part of the soft competitive learning
family, where not only the winning unit is adapted after the presentation
of an input data, but also the remaining units. Unlike the SOM algorithm,
no fixed topology is imposed on the network, the neurons are not arranged
on the grid (they are free in space). Learning is performed according to a
leaky learning strategy, by updating not only weight vectors of the winner
neurons but also weight vectors of all losing neurons with a smaller rate that
decreases in function of the increasing distance with the current input data.
GNG algorithm is an extension of NG [77, 81]. Given a certain distribution
of input data in the real domain, GNG incrementally creates a graph, or a
network of nodes, where each node in the graph has a position in Rn. GNG
is an adaptive algorithm because if the distribution of input data changes
over time, GNG can adapt, that is to move the nodes to adapt to the new
distribution. In this graph the number of nodes is increased incrementally
starting from two initial nodes. The nodes are considered neighbors if they
are connected by an edge, and the neighborhood information is maintained
during the execution of the algorithm basing on a variant of the standard
Competitive Hebbian learning (CHL). The big difference compared to SOM
and NG is that it is not necessary to establish previously the number of a
priori nodes (clusters) since the nodes are added incrementally during exe-
cution. An edge is associated to each node that represents the position in
the node space through a vector. The edge has an associated age variable
and a local error variable that has the purpose to indicate the insertion point
of a new node. GNG is an algorithm with many parameters and it is com-
plex. Its strong point is the adaptation of nodes that can also be deleted.
This allows to free users of the burden of choosing a priori the number of
clusters. The weak point is the difficulty in finding the optimal value for
the all the parameters involved. Keeping in mind the peculiarities that these
clustering algorithms have, we want to understand with more details the fea-
tures of the elements partitioned. In other word, we decided to complement
the experimental outcomes with the classical signal processing methodolo-
gies adopting methods able to analyse the temporal dynamic of the BOLD
brain signals and the spatial features related to specific regions of interest.
Furthermore, we investigated the latent information of fMRI covariance ma-
trix using spectral methods: Principal Component Analysis (PCA) [193] and
Nonlinear Robust Fuzzy Principal Component Analysis (NRFPCA) [157].
Usually, PCA techniques are used for data explorations and/or dimension-
ality reduction. Technically, PCA finds the orthogonal transformation that
transforms a multivariate system of correlated random variables to new co-
ordinates that are linearly uncorrelated, i.e., Principal Components or eigen-
vectors. The eigenvalues are the variance of these components. The grater
the eigenvalue, the more is informative the eigenvector associated. Therefore,
the selection of the eigenvectors is a problem in PCA application. To solve
this task, we adopted Random Matrix Theory tools [172]. Specially, we used
the support established by the Marchenko-Pastur distribution of eigenval-
ues for Gaussian variables. If the eigenvalues are within that support, then
they are referred to eigenvectors associated to uncorrelated variables or false
correlated variables [35]. The usage of these spectral methods allows to ex-
tract functional information contained in the covariance matrix to find brain
networks associated to the resting state fMRI physiology. Before clustering
of the fMRI time series and performing spectral analysis of the covariance
matrix, we first approach the resting state signals with standard tools for
image processing making filtering, motion correction, standard registrations,
labelling and data reduction procedures. Then we integrated measures of
strength/weakly signals association to investigate – in general – the cross
correlations between all-ROIs with all-ROIs, and – precisely – the cross cor-
relation with all-ROIs and two seeds: Left and Right Precuneus, that it is a
bilateral region that has a role of central hub in the so-called Default Mode
Network (DMN) [23, 24, 202, 203, 247] (see also the works by Van Den Heuvel
[248] where he shown alternative to DMN and by Iraji [109] for technicalities
about the resting state connectivity-domain analysis). The general aim of
this study is to address the functional connectivity problem in the resting
state neuroimaging using both classical signal processing methods, clustering
techniques based on competitive learning and spectral methods with features
selections based on random matrix theory. In the next sections, we propose
the type of data we have selected from a repository, then we present methods,
results, discussion and conclusions.
Data
Within the NITRC repository (https://www.nitrc.org/) (Kennedy, et al.
2016) and the 1000 Functional Connectome Project (http://fcon_1000.
projects.nitrc.org/), we selected the Oxford dataset with 22 healthy sub-
jects (12M /10F; ages 20-35). The subjects did a resting state experimental
paradigm with eyes open. The fMRI parameters were the following: TR = 2,
slices = 34, time-points = 175, magnet = 3 [T]. The selection of this dataset
is motivated by the nice age balance and the small age spread that have the
subjects. Furthermore, we selected this dataset because was one used by
Biswal et al to discover resting state functional properties and their gender
determinants. Therefore, our approach is also a confirmatory data analysis.
Methods
The methods we used followed this pipeline: i) image processing, ii) data
reduction, iii) statistical analysis and algebraic measurements, iv) functional
connectivity investigations with linear correlation, v) clustering with com-
petitive learning algorithms and vi) latent analysis of the fMRI covariance
matrices with spectral methods.
Image Processing Image preprocessing was done with the functions
for resting state image analysis contained in the software FSL [113]: we did
spatial filtering with 3 [mm] of smoothing, frequency filtering with a high pass
filter having 1/100 [Hz] as cut-off frequency, motion correction and standard
registration with a reference atlas MNI152 (2mm). The ROIs labelling was
done with the Harvard-Oxford atlas with 96 lateralized labels [69, 160, 87].
Data Reduction For both Females and Males, we did temporal signal
reduction, spatial signal reduction, and whole brain signal reduction; i.e., the
temporal data reduction was done with the extraction of mean and standard
deviation of BOLD signals according to each time points, whereas the spatial
reduction was the same but according to each atlas ROIs; the whole brain
reduction is the global average of mean and standard deviation obtained
by temporal reduction, with the aim of having two macro-signals, one for
Females and one for Males.
Descriptive Statistics To investigate if Females and Males are sam-
ples coming from different populations, we tested the mean and the standard
deviation of the whole brain signals with parametric (one-way ANOVA) and
non-parametric test (Kruskall-Wallis) [104].We choose both kind of tests be-
cause we have globally 22 subjects and some ANOVA assumptions are dif-
ficult to sustain; therefore, we preferred to compare the parametric results
with the non-parametric outcomes that have mild assumptions.
Algebraic Distances To compute metrics, we needed another step of
data reduction: we averaged the spatial reduction results to have one value
for each ROI, i.e., each exam became a vector with 96 components; then
we measured how far are exams in vectorial forms from each other using
Euclidean metric and Manhattan/Taxi-cub metric.
Linear Correlations To study the brain functional connectivity, we
used the Pearson’s linear Correlation Coefficient (CC) [104] applied to all-
ROIs versus all-ROIs and applied to seed versus all-ROIs; the seeds we used
were Precuneus Left and Right, according to the anatomical architecture of
Default Network Mode, as a model for the brain resting state paradigm; we
selected only the higher or the lesser seed correlation results according to
specific cut-off, i.e., CC ¿ 0.8 or CC ¡ -0.8 and -0.2 ¡ CC ¡ 0.2, respectively, in
order to evaluate strong (positive/negative) associations and weakly/absent
associations with the seed.
Clustering Analysis To investigate brain resting functionality using
competitive learning algorithms, we used Self Organizing Map (SOM) [123],
Growing Neural Gas (GNG) [81] and Neural Gas (NG) [52], i.e., to set GNG,
we adopted 10 nodes, 1000 iterations, λ = 2, ǫb = 0.0005, ǫn = 0.00001,
α = 0.05, δ = 0.995, age-node = 60. To set NG, we used 2 nodes, 500
iterations, tmax = 8000, ǫi = 0.90, ǫf = 0.50, λi = 10, λf = 1, Ti = 5, Tf =
10. To evaluates the optimal partitions with the three clustering methods,
we adopted Davies-Bouldin separation measure [46] and we compared the
selected partitions with Jaccard similarity measures [110].
The formalism about the clustering analysis is presented in the Computa-
tional Intelligence section. In particular the SOM, NG and GNG are exposed
in Competitive Learning Algorithms section 2.2.3.
Spectral Analysis We applied the classic Principal Component Anal-
ysis (PCA) [193, 106, 114] and the Nonlinear-Fuzzy-Robust Principal Com-
ponent Analysis (NFRPCA) [157, 277, 276] to study the collective activity of
the brain, i.e., the exploration of the eigenvalues and eigenvectors of the so-
called connectivity domain. To select eigenvectors associated to non-random
correlations, we adopted Random Matrix Theory (RMT) tools [172]. The
eigenvalues density of the empirical correlation for uncorrelated independent
identically distributed (i.i.d.) Gaussian variables follows the Marchenko-
Pastur distribution (Marchenko e Pastur 1967), that locates eigenvalues with
a finite support [241], i.e., for the dataset we used, the RMT top level is
3.0299 and RMT bottom level is 0.0673. Eigenvalues greater then RMT top
level are associated to eigenvectors linked to non-random correlations. We
also compared the features selection based on RMT with the Kaiser criteria
[117, 118] that consider informative eigenvalues grater then 1.0. After the se-
lection of the informative eigenvectors, we computed the prototype Females
1st eigenvector and the prototype Males 1st eigenvectors with the bootstrap
statistical procedure based on the median index. To estimate the collective
behaviour of the ROIs for each eigenvector, we adopted the solution proposed
by Burda et al (Burda, et al. 2013) based on localization theory [4], that
is a Participation Ratio (PR) that gives the quantification about how many
ROIs are globally involved for each eigenvector.
The formalism about the spectral analysis is presented in the Computa-
tional Intelligence section. In particular PCA, NFRPCA and RandomMatrix
Theory are exposed in Spectral Analysis section 2.2.5.
Results
The results we obtained regard i) the statistical descriptions of resting state
fMRI data, ii) the algebraic measures of fMRI in vectorial forms, iii) the func-
tional connectivity studied with the Pearson linear coefficient correlation in
both the conditions (all-ROIs vs all-ROIs and Seeds vs all-ROIs), iv) the gen-
eral outcomes of the three clustering techniques with their comparison with
the classical statistical signal processing approach and v) the results from the
application of random matrix theory tools to spectral analysis methodologies.
Figure 4.9: Plots of the average and the standard deviation of BOLD signals
in Males and Females in the temporal (175 time-points versus BOLD signals)
and spatial domains (96 ROIs versus BOLD signals). Both the average and
the standard deviation of BOLD signals in the temporal domain are quite
different between gender: Females have higher values then Males; whereas,
in the spatial domain, both Males and Females have similar average BOLD
signals, but Females have more standard deviation of BOLD signal.
Statistical descriptions of fMRI data
Results related to Figure 4.9 The Figure 4.9 shows temporal and
spatial results of RS-fMRI signals. The temporal analysis of the exams in-
dicated that Females had the higher values for both the average and the
standard deviation of the BOLD signals. The spatial analysis revealed that
Females and Males were similar for the average signals, but Females had more
standard deviation. Both one-way ANOVA and Kruskall-Wallis test proved
that there are statistical differences between males and females (p− value ≤
0.05) for the mean and the standard deviation of the whole brain RS-fMRI
signals, i.e., Females have greater mean and a greater variance than Males
(see also box-plots in Figure 4.10).
Algebraic measures of fMRI data
Results related to Figure 4.10 In the Figure there are box-plots of
whole brain signals in Males (1) and Females (2), showing the between gender
Figure 4.10: In the top part of the figure, there are the boxplots of whole
brain signals in Males (1) and Females (2), showing the between gender sta-
tistical difference of the average (left) and the standard deviation (right)
about the whole brain signals: in the both cases, Females have higher values
then Males. In the bottom part of the figure, there are the within gender
distance measures of the exams: with both Euclidean and Manhattan dis-
tances, Females have higher values then Males for the mean and the standard
deviation of the distances computed.
statistical difference of the average (left) and the standard deviation (right)
about the whole brain signals: in the both cases, Females have higher values
then Males. In the bottom part of the Figure 4.10, there are the within gender
distance measures of the exams: with both Euclidean and Manhattan dis-
tances, Females have higher values then Males for the mean and the standard
deviation of the distances computed. Euclidean and Manhattan/Taxi-cub
distances estimated that Females are more far from each other than Males,
for both the mean and the standard deviation of the measures.
Clustering validations and outcomes comparison
Results related to Figure 4.11 and Figure 4.12 The Figure 4.11
shows that the optimum Davies-Bouldin index associated to SOM, NG and
GNG algorithms, for both Females and Males. The separation index indi-
cated all the clustering methods reached the best data partitions with two
clusters. The lesser value is related to the fourth Males subject and the higher
Figure 4.11: The top diagram shows the optimum Davies-Bouldin index
associated to SOM, NG and GNG algorithms, for both Females and Males:
all the DB are referred to 2 clusters as optimal clusters number for each
algorithm; all the best indexes are under 1; the lesser is related to the fourth
Males subject, and the higher to the fourth Female subject. The bottom
histogram represents the discrete distribution of the Jaccard index computed
for all the algorithm pairs: the more similar clustering outcomes are with the
NG-GNG pairs in both Females and Males (Jaccard ≤ 0.3), and the other
clustering combinations are very different (Jaccard ≥ 0.7).
value to the fourth Female subject. In the bottom of the figure there is the
discrete distributions of the Jaccard index computed for all the algorithm
pairs. The more similar clustering outcomes are with the NG-GNG pairs
in both Females and Males (Jaccard ¡ 0.3), whereas in the other clustering
combinations there are some clustering dissimilarities (Jaccard ¿ 0.7).
The Figure 4.12 shows the scatter plots with the clustering outcomes for
NG, GNG and SOM in Females and Males. The main result is that, using two
clusters as optimum partitions number, the clustering detected the amplitude
information of BOLD signals in Females and Males, i.e. clusters differentiate
low levels and high levels in BOLD signals.
Functional Connectivity with Linear Correlation
Results related to Figure 4.13 and Figure 4.14 In the Figure
4.13 there are evidences that Pearson’s linear Correlation Coefficient (CC)
Figure 4.12: The scatter plots show the clustering outcomes for NG, GNG
and SOM in Females (red points) and Males (blue points): the main result is
that, using two clusters as optimum partitions number, the clusters detect the
amplitude information of BOLD signals in Females and Males, i.e., clusters
differentiate low levels and high levels in BOLD signals.
applied to all-ROIs quantified that there is a difference between gender, i.e.
Females had more negative correlations then Males, but they shared common
positive correlations. Instead, the seed-based Correlation Coefficient (CC),
with Left and Right Precuneus as seeds, shown that all the subjects had
principally positive correlations, with a little presence of anti-correlation in
Females. Apart general comments about strength and weakly associations, it
is remarkable the presence of the specific seeds weakly correlations, especially
for the L/R Posterior Division of the Temporal Gyrus (ROI 29 and ROI 30)
and for the L/R Anterior Division of Temporal Fusiform Cortexes (ROI 73
and ROI 74); also, it is remarkable the highest seeds positive correlation,
especially for the L/R Cingulate Cortexes (ROI 59 and ROI 60) and with
the controlateral part of the seed, the L/R Precuneus (ROI 61 and ROI 62)
(see Figure 4.14 with the seed-based correlation matrices in all subjects).
Functional Connectivity with Competitive Clustering
Results related to Figure 4.15 The plots in figure 4.15 represent
the organization of the two optimal clusters in Males and Females in re-
lation to the seeds based (L/R Precuneus) Correlation Coefficient. They
Figure 4.13: In the figure there are the Correlation Coefficients (CC) dis-
tributions between all-ROIs versus all-ROIs in Males and Females, and the
correlation coefficients distributions between seeds (L/R Precuneus) versus
all-ROIs. In the first discrete distribution, there are present positive and neg-
ative correlations, both in Males and Females; whereas, in the seeds based
correlations distributions, there are less anti-correlations, with a bit gender
difference.
Figure 4.14: In the figure there are the seed-based correlation matrix between
Left and Right Precuneus in Males and Females: it is evident the strong
correlation with many brain regions, as well as weak correlations with few
brain regions. The highest positive correlations (CC ¿ 0.8) are with seed-
controlateral region (ROI 61 and ROI 62) and L/R Posterior Division of
Cingulated gyrus (ROI 59 and ROI 60). The lowest correlations (CC +/-
0.2) are with L/R Posterior Division of Temporal Gyrus (ROI 29 and ROI
30) and with the L/R Anterior Division of Temporal Fusiform Cortexes (ROI
73 and ROI 74).
report the evidence that low and high correlations belong to different clus-
ters, with some overimposition between them for the central values. There
are evidences about the relation between ROIs, correlation coefficients and
clusters, showing precisely that low and high correlations are within different
clusters in Males and Females.
Results related to Figure 4.16 The Figure 4.16 shows a detailed
result of SOM algorithm in the Males case, with a specification about the
higher and the lower correlations with both the seeds (Left and Right Pre-
cuneus), and their organization within the two clusters. We choose to plot
the brain parcellation relative to the SOM algorithm in Males because was
the better optimized algorithm, having as a Davies-Bouldin (DB) separation
measure a value equal to 0.7641 (the lesser value than the other algorithms).
In the left side of the Figure 4.16, the brain is represented with the center-
of-mass of each regions of interest (the 96 ROIs labelled with Harvard-Oxford
atlas), that are filled or unfilled if they belong to cluster 1 or 2. The colored
circles are the height selected regions that are, respectively, the four with the
higher correlations (hot colors), and the four with the lower correlation (cool
colors). In the right side of the figure, there is a plot with the clusters planes
in relation to their elements: the four higher correlations regions are on the
plane of cluster 1, whereas the four lower correlation are on the plane of clus-
ter 2. The two optimal clusters distinguished the quality of correlations for
both the seeds (Precuneus Left and Right) analysis in Females and Males,
i.e., strength (positive) coefficients and weakly coefficients were always mis-
matched in separated clusters (see Figure 4.15 and Figure 4.16). We also
noticed some overimposition for the central values of the coefficients.
Functional Connectivity with Classic PCA and Nonlinear Robust
Fuzzy PCA
Results related to Figure 4.17 The Figure 4.17 shows the ordered
eigenvalues from the most to the lesser important for both Females and Males.
The salience of eigenvalues is determined by the cut-off based on Random
Matrix Theory (RMT), i.e., the support of eigenvalues associated to Gaus-
sian variables established by the Marchenko-Pastur distribution. The RMT
top level and the RMT bottom level defined the support (3.0299 and 0.0673).
Eigenvalues greater the RMT top level (3.0299) are associated to non-random
correlations between ROIs, i.e., informative brain functional connectivity.
The eigenvalues under the top level are associated to random correlations.
The eigenvalues that are in between the support limited by the RMT top
Figure 4.15: These figures represent the organization of the two optimal clus-
ters in Males and Females in relation to the seeds based (L/R Precuneus)
Correlation Coefficient. In the left column, it is reported the evidence that
low and high correlations belong to different clusters, with some overimposi-
tion between them for the central values. The central and the right columns
show the relation between ROIs, correlation coefficients and clusters, show-
ing precisely that low and high correlations are within different clusters in
Males and Females.
Figure 4.16: The image shows result of SOM algorithm in the Males case,
with a specification about the higher and the lower correlations with both
the seeds (Left and Right Precuneus), and their organization within the
two clusters. In the left side of the Figure, the brain is represented with
the centre-of-mass of each regions of interest (the 96 ROIs labelled with
Harvard-Oxford atlas), that are filled or unfilled if they belong to cluster 1
or 2. The coloured circles are the eight selected regions that are, respectively,
the four with the higher correlations (hot colours), and the four with the lower
correlation (cool colours). In the right side of the Figure, there is a plot with
the clusters planes in relation to their elements: the four higher correlations
regions are on the plane of cluster 1, whereas the four lower correlation are
on the plane of cluster 2.
Figure 4.17: The Figure shows the ordered eigenvalues from the most to the
lesser important for both Females and Males. The salience of eigenvalues is
determined by the cut-off based on Random Matrix Theory (RMT), i.e., the
support of eigenvalues associated to Gaussian variables established by the
Marchenko-Pastur distribution. The RMT top level and the RMT bottom
level defined the support (3.0299 and 0.0673). Eigenvalues greater the RMT
top level are associated to non-random correlations between ROIs, i.e., in-
formative brain functional connectivity (red dots). The eigenvalues under
the top level are associated to random correlations (black dots). The eigen-
values that are in between the support limited by the RMT top level and
the RMT bottom level (cyan coloured area) are the ones associated to truth
uncorrelated variables (blue cross).
level and the RMT bottom level are the ones associated to truth uncorre-
lated variables, used to proof the efficacy of the RMT criteria to select truth
correlation or false correlations from a fMRI data.
Results related to Figure 4.18 The Figure 4.18 shows the compar-
ison between features (components) selection methods in both Females and
Males. The picture shows that the RMT criteria to select components based
on their eigenvalues is more conservative than the Kaiser criteria. The RMT
method is based on the eigenvalues support defined by the Marchenko-Pastur
distribution of eigenvalues of Gaussian variables, whereas the Kaiser method
classifies as informative the eigenvalues greater than 1.0. Females and Males
have comparable informative eigenvectors based on RMT criteria (approxi-
mately the first five eigenvectors are informative in both Females and Males.
Results related to Figure 4.19 The Figure 4.19 shows the participa-
tion ratio (PR) for each eigenvector, i.e., how much all the ROIs are involved
to determine the coefficients of eigenvectors. There are few gender and meth-
ods differences because both trends are quite comparable. It is notable that
the first eigenvector has 80 of PR, instead the second around the 40: it
means that the first eigenvector has information about the 80 of the total
ROIs, whereas the second one around the 40.
Results related to Figure 4.20 The Figure 4.20 shows the loadings
of the 1st bootstrapped eigenvectors in Females and Males computed with
PCA and NFRPCA. The images are globally similar, but Females have some
positive loadings greater than Males, whereas both have specific negative
values associated the same ROIs. The difference between spectral methods
are less evident than the ones between subjects (see Figure 4.21, Figure 4.22
and Figure 4.23 for more details).
Results related to Figure 4.21 The figure shows the differences be-
tween spectral methods in relation to gender and the differences between
gender in relation to spectral methods. The left image shows that the within
subject subtraction between PCA loadings and NFRPCA loadings gives few
differences, i.e., both spectral methods give comparable results within gender.
The right image shows, instead, that the within method subtraction between
Females and Males loadings gives quite differences, i.e., even if there are
comparable trends for PCA and NFRPCA differences, they range in three
loading zones (some between -0.25 and 0.25, some over 0.25 and some un-
der -0.25). Then, it means that Females and Males had different loadings
according to both the spectral methods.
Results related to Figure 4.22 The Figure 4.22 shows the between
methods loadings subtraction in Females and Males. The results are the same
presented in the Figure 13. The brain templates of Females and Males show
with hot colours the ROIs that have more loading with PCA than NFRPCA
and with cool colours the ROIs that have more loading with NFRPCA then
PCA. Even if there are visible differences, they are very small, according to
their decimal range (see also Figure 4.21, left part; the values are within the
range -0.25 and +0.25).
Figure 4.18: The figure shows the comparison between component selection
methods in both Females and Males (left) and the gender and methods differ-
ences of the participation ratio (PR) computed for each eigenvectors (right).
The left picture shows that the RMT criteria to select components based
on their eigenvalues is more conservative than the Kaiser criteria. The RMT
method is based on the eigenvalues support defined by the Marchenko-Pastur
distribution of eigenvalues of Gaussian variables (that has support 3.029 and
0.0673 with the fMRI dataset we used), whereas the Kaiser method classifies
as informative the eigenvalues greater than 1.0. Females and Males have
comparable informative eigenvectors based on RMT criteria (approximately
the first five eigenvectors are informative in both Females and Males). Those
results show that there is in average five informative eigenvectors in both Fe-
males and Males and they are similar to results proposed in literature by Van
Den Heuvel, i.e., there is convergence between several studies to a limited sub-
sets of specific resting state networks: there are the so-called Default Mode
Network (DMN), the primary motor network, the insular-temporal/ACC net-
work, the left/right parieto-frontal network, and the frontal network.
Figure 4.19: The figure shows the participation ratio (PR) for each eigen-
vector, i.e., how much all the ROIs are involved to determine the coefficients
of eigenvectors. There are few gender and methods differences because both
trends are quite comparable. It is notable that the first eigenvector has 80 of
PR, instead the second around the 40: it means that the first eigenvector has
information about the 80 of the total ROIs, whereas the second one around
the 40.
Figure 4.20: The figure shows the loadings of the 1st bootstrapped eigenvec-
tor in Females and Males because of PCA and NFRPCA. The images are
globally similar, but Females have some positive loadings greater than Males,
whereas both have specific negative values associated the same ROIs. The
difference between spectral methods are less evident than the ones between
subjects (see Figure 13, Figure 14 and Figure 15 for more details).
Figure 4.21: The figures show the differences between spectral methods in
relation to gender (left) and the differences between gender in relation to
spectral methods (right). The left images show that the within subject sub-
traction between PCA loadings and NFRPCA loadings gives few differences,
i.e. both the spectral methods give comparable results within gender. The
right image show, instead, that the within method subtraction between Fe-
males and Males loadings give quite differences, i.e. even if there are compa-
rable trends for PCA and NFRPCA differences (empty and filled dots), they
range in three loading zones (some between -0.25 and 0.25, grey area; some
over 0.25 pink area; some under -0.25; cyan area).
Figure 4.22: Figure shows the between methods loadings subtraction with
Females (left) and Males (right). The results are the same presented in the
Figure 4.19. In the two upper images, the brain templates of Females and
Males show with hot colours the ROIs that have more loading with PCA
than NFRPCA and with cool colours the ROIs that have more loading with
NFRPCA then PCA. Even if there are a lot of visible differences, they are
so thin in consideration to the decimal range of the loading coefficients (see.
also Figure 4.21, left part).
Figure 4.23: The figure shows the between gender loadings subtraction with
PCA and NFRPCA. the between gender loadings subtraction with PCA
(left) and NFRPCA (right). The brain templates show the difference between
gender using the PCA or NFRPCA methods. ROIs that have hot colours
have more loading in Females and ROIs that have cool colours have more
loadings in Males. Therefore, there are loadings difference between gender
and both PCA and NFRPCA computed comparable results (see Figure 4.21,
right part).
Results related to Figure 4.23 The Figure 4.23 shows the brain tem-
plates of the between gender loadings subtraction with PCA and NFRPCA
methods. ROIs that have hot colours have more loading in Females and ROIs
that have cool colours have more loadings in Males. In the case of PCA the
hot ROIs were 30# of 96#, the cool ROIs were 28# of 96# and equiva-
lent ROIs were 58# of 96#. With the NFRPCA the hot ROIs were 29# of
96#, the cool ROIs were 27# of 96# and equivalent ROIs were 56# of 96#.
Therefore, there are between gender loadings differences in both PCA and
NFRPCA (see Figure 4.21, right part; the values have huge spreads).
ROIs description of the 1st bootstrapped eigenvector in Females
and Males The analysis of the loadings in Females and Males confirmed
that there is a gender difference in the resting state network associated to
the 1st bootstrapped eigenvector (the one with 80 of Participation Ratio; see
Figure 4.19). According to both PCA and NFRPCA, there are ROIs that
assumed comparable loadings and others that are more specific to Females
or Males.
More in details, ROIs with similar loadings in Females and Males belong
to the temporal, the frontal and occipital regions (see green-yellow ROIs in
Figure 4.23):
• temporal regions, i.e., Left Planum Temporale, Right Heschl’s Gyrus,
Left Planum Polare, Left Temporal Occipital Fusiform Cortex, Left
Temporal Fusiform Cortex, posterior division, Right Temporal Fusiform
Cortex, anterior division, Left Temporal Fusiform Cortex, anterior di-
vision, Right Parahippocampal Gyrus, posterior division, Left Parahip-
pocampal Gyrus, posterior division, Right Parahippocampal Gyrus, an-
terior division, Left Parahippocampal Gyrus, anterior division, Right
Inferior Temporal Gyrus, temporooccipital part, Right Middle Tem-
poral Gyrus, anterior division, Left Middle Temporal Gyrus, anterior
division, Left Temporal Pole, Right Superior Temporal Gyrus, poste-
rior division, Left Superior Temporal Gyrus, posterior division).
• frontal regions, i.e., Right Frontal Operculum Cortex, Right Frontal
Pole, Left Frontal Operculum Cortex, Right Frontal Orbital Cortex,
Left Frontal Orbital Cortex, Left Postcentral Gyrus, Left Middle Frontal
Gyrus, Left Precentral Gyrus);
• occipital regions, i.e., Right Occipital Fusiform Gyrus, Left Occipital
Fusiform Gyrus, Right Cuneal Cortex, Left Lateral Occipital Cortex,
inferior division, Right Lateral Occipital Cortex, superior division, Left
Lateral Occipital Cortex, superior division)
ROIs that had loadings greater in Females belong the to temporal and
occipital regions (see hot coloured ROIs in Figure 4.23:
• temporal regions, i.e., Left Heschl’s Gyrus, Right Planum Polare, Right
Temporal Occipital Fusiform Cortex, Right Temporal Fusiform Cor-
tex, posterior division, Left Inferior Temporal Gyrus, temporooccipital
part, Right Inferior Temporal Gyrus, posterior division, Left Inferior
Temporal Gyrus, posterior division, Right Inferior Temporal Gyrus, an-
terior division, Right Middle Temporal Gyrus, temporooccipital part,
Right Middle Temporal Gyrus, posterior division, Left Middle Tempo-
ral Gyrus, posterior division, Right Superior Temporal Gyrus, anterior
division);
• occipital regions, i.e., Right Occipital Pole, Left Occipital Pole, Right
Supracalcarine Cortex, Left Supracalcarine Cortex, Right Lingual Gyrus,
Left Lingual Gyrus, Right Intracalcarine Cortex, Left Intracalcarine
Cortex, Right Lateral Occipital Cortex, inferior division.
ROIs that had loadings greater in Males belong the temporal and the
frontal regions (see cool coloured ROIs in Figure 4.23):
• temporal regions, i.e., Right Planum Temporale, Left Inferior Tempo-
ral Gyrus, anterior division, Left Middle Temporal Gyrus, temporooc-
cipital part, Left Superior Temporal Gyrus, anterior division, Right
Temporal Pole;
• frontal regions, i.e., Right Central Opercular Cortex, Left Central Oper-
cular Cortex, Right Frontal Medial Cortex, Left Frontal Medial Cortex,
Left Superior Frontal Gyrus, Right Superior Frontal Gyrus, Right Post-
central Gyrus, Right Middle Frontal Gyrus, Left Inferior Frontal Gyrus,
pars triangularis, Right Inferior Frontal Gyrus, pars triangularis, Left
Inferior Frontal Gyrus, pars opercularis, Right Inferior Frontal Gyrus,
pars opercularis, Right Precentral Gyrus.
In order to investigate the salience of the Default Mode Network [247,
202, 203], we selected from the Harvard-Oxford atlas specific Regions Of
Interest able to represent that resting state network. The exploration of the
loadings, in the 1st bootstrapped eigenvector, related with these ROIs, found
the following gender differentiations:
• both Males and Females have similar values for the Right Cingulate
Gyrus, posterior division, the Left Cingulate Gyrus, posterior division
and the Left Middle Frontal Gyrus;
• Females have greater values for the Right Precuneous Cortex, Right
Angular Gyrus and the Left Angular Gyrus;
• Males have greater values for Left Precuneous Cortex, Right Inferior
Frontal Gyrus, pars opercularis, Left Inferior Frontal Gyrus, pars op-
ercularis, Right Inferior Frontal Gyrus, pars triangularis, Left Supe-
rior Frontal Gyrus, Right Superior Frontal Gyrus, Left Inferior Frontal
Gyrus, pars triangularis, Right Middle Frontal Gyrus.
Discussion and conclusions
Functional Considerations about the results of Competitive Clus-
tering The study globally confirms the gender determinants in RS-fMRI
functionality found by Biswal et al. Our approach is also related to the
anatomo-functional correlation of a seeds (L/F Precuneus - DMN) with other
regions, and specially with their controlateral part and their associated bilat-
eral cingulated regions. Our results are confirmed the background because we
found brain functionality noted in the scientific literatures (Andrews-Hanna,
Smallwood e Spreng 2014). We also added information about Male and Fe-
males peculiarities using algebraic distances to measure the within gender
variability. Globally, we can claim that Females had more amplitude and
more variability than Males. The second-type result regards the integration
of clustering techniques, with classical statistical processing for signal anal-
ysis. We can affirm that, once the clustering algorithm differentiates data in
different clusters, it became necessary to explicate the inner property that
determine their inclusion: in our case, we found that clusters differentiated
the intensity of the brain signal, i.e., low versus high level BOLD signal, and
clusters also differentiated the quality of the brain functional connectivity,
i.e., strength (positive) associations versus weakly associations, according to
seeds-based correlation.
Functional Considerations about the results of Spectral Analysis
Spectral analysis explores the information regard the brain functional connec-
tivity. The results of Principal Component Analysis (PCA) and Nonlinear
Robust Fuzzy Principal Component Analysis (NFRPCA) are comparable,
but NRFPCA was more precise in the computations then PCA. In both Fe-
males and Males, the informative eigenvectors selected with Random Matrix
Theory (RMT) tools are (in average) five, that it means that there are (in
average) five independent networks of correlated ROIs. These results are
similar to the resting state brain networks proposed in literature by Van Den
Heuvel [248], that shown in a recent review that there is convergence between
several studies to a subsets of specific resting state networks: there are the
so-called Default Mode Network (DMN), the primary motor network, the
insular-temporal/ACC network, the left/right parieto-frontal network, and
the frontal network.
Limitations and Future works Globally, these findings agree with
the results published by Biswal et al [25] showing that exist different func-
tional architectures for the resting state brain physiology: there are gen-
der as well as age related brain sub-functionalities detect with fMRI using
datasets coming from several centres of research. We did not take in ac-
count age because the subjects of the Oxford dataset are all young with a
thin age spread. Nevertheless, with those subjects we identified gender re-
lated functional differences with classical statistical methodology and with
unsupervised learning algorithms.
There are limitations regard this study. One regards the number of sam-
ples we adopted that is limited to 22 subjects. But, interestingly, the statis-
tical tests demonstrated that the two subsamples (10 Females and 12 Males)
are significantly different, i.e., they did not come from the same population.
Other limitation regards the settings of clustering algorithms and the param-
eters associated to NFRPCA (i.e., fuzzy exponent equal to 1.5). Next study
will attempt to address these limitations. An improvement of this work could
deep the outcomes of the spectral analysis. We focalized the attention on
the 1st eigenvector in both Females and Males, but there are also other in
the list of informative eigenvectors that should study to explore more in de-
tails their content related to the brain functional connectivity. Furthermore,
Random Matrix Theory application in Neuroscience are an opportunity to
use advanced statistical tools in comparison with other classical approach
to time series analysis. Another improvement should regard the clustering
algorithms, using other settings of parameters for NG and GNG or include
others soft clustering methods, for example Fuzzy C-Means (FCM) [18] or
Fuzzy Self-Organizing Maps (FSOM) [107] and a validation procedure based
on fuzzy optimization indexes.
Clustering Functional MRI Patterns with Fuzzy and
Competitive Algorithms
Premise
This research work was presented at 6th Computational Modelling of Objects
Presented in Images Congress held in Cracow (Poland) on July 2018 [255].
In this work, we used model free methods to explore the brain’s functional
properties adopting a partitioning procedure based on crossed-clustering. We
selected Fuzzy C-Means (FCM) and Neural Gas (NG) algorithms to find
spatial patterns with temporal features and temporal patterns with spatial
features. We applied these algorithms to a shared fMRI repository of face
recognition tasks. We matched the classes found and our results of functional
connectivity analysis with partitioning of BOLD signal signatures. We com-
pared the outcomes using the just known model-based knowledge as likely
ground truth, confirming the role of Fusiform Brain Regions. In general,
partitioning results show a better spatial clustering than temporal clustering
for both algorithms. In the case of temporal clustering, FCM outperforms
Neural Gas. The relevance of brain subregions related to face recognition
were correctly distinguished by algorithms and the results are in agreement
with the current neuroscientific literature.
The key-words regard this work are the following: fMRI, Partitive Clus-
tering, Fuzzy c-means Algorithm, Neural Gas Algorithm
Introduction
In functional Magnetic Resonance Imaging (fMRI) there are two kinds of
approaches to analyse data: model-based methods and model-free methods.
The main difference between the methodologies is that the first one needs
a priori knowledge about the functional data structures, whereas the sec-
ond does not need any assumptions related the images to investigate. The
main model-based approach to fMRI data is the Statistical Parametric Maps
(SPMs) approach introduced by Friston [71]. The main model-free mod-
els are the Analysis of Independent Components (ICA) or the Analysis of
Principal Components (PCA) (for an overview see [143]). In addition, there
are other model-free techniques to explore fMRI data properties that allow
to classify functional patterns, such as the clustering algorithms, that are a
class of computational models used to find the natural groupings of input
features [207]. Several kinds of separation methodologies based on different
theoretical framework are proposed in literature [111]. Generally, clustering
is divided in crisp or soft partitioning: crisp classes have unshared elements
(e.g., k-Means Algorithm), whereas soft classes have elements that could
be shared with more then one class (e.g., fuzzy sets based algorithms [18]).
The soft properties in clustering have a wide meaning that encompasses not
only the data multi-membership feature, but also - in computational learning
theory - the competitive learning approach that is used by unsupervised algo-
rithms to adapt themselves on the data to be clustered (e.g. self-organizing
maps). Using this double meaning of the soft clustering category, we se-
lected Fuzzy C-Means (FCM) and Neural Gas (NG) algorithms, where
the first is a soft algorithm in terms of multi-class properties and the second
one is a soft algorithm in terms of competitive learning rule. [268].
Clustering techniques applied to fMRI time series data are interesting ap-
proaches to explore brain functional properties [140, 136, 251] . Partitioning
works grouping image voxels together based on how much they are alike in
relation to some similar measure (distances, correlation, etc.), that probes
how their intensity profiles in time are similar. More in details, let n denote
the number of scans in a fMRI experiment, and letK be the number of voxels
in each volume: the dynamics of each voxel µ ∈ {1, ..., K}, that are the signal
values {xµ(1), ...,xµ(n)} that can be modelled as a vector xµ(i) ∈ ℜn in the
n-dimensional (Euclidean) feature space of possible time series. Each of the
that points is partitioned into clusters based on the similarity of their inten-
sity profile in time. Therefore, the principal approach to fMRI clustering is to
clusters spatial features (i.e. brain regions) that have similar temporal pat-
terns (i.e. the brain functional signatures). In other words, the procedure to
cluster functional images has the goal to find common functional structures
in different Region of Interest (ROIs).
In this work, we want also to find functional structures in temporal fea-
tures that have similar spatial patterns: we named these objects as Times of
Interest (TOIs), that in experimental terms mean to cluster the experimental
blocks related to each brain volumes. The assumption is that the exploration
of TOIs allows to find properties related the peculiarity of each block in the
experimental design (e.g. imagine a block design structured as TASK-REST
stimuli alternations, the TOIs clustering could allows to find spatial struc-
tures that are similar to TASK or REST block, whereas the classic ROIs
clustering allow to find temporal structures that are similar in different brain
regions). We named this global procedure crossed-clustering that want to
find spatial patterns in the temporal features (TOIs) and the temporal pat-
terns in the spatial features (ROIs). The postclustering procedure we applied
is a statistical evaluation of the clusters made. We used parametric and non-
parametric test to study if the classes are statistically different with the aim
to investigate the numerical properties that distinguished the clustering out-
comes. Furthermore, we compared the classes computed by the algorithms
using Jaccard similarity index. Also, we inquired the functional connectivity
of the fMRI scans within subjects in order to find useful information to be
associated with the clustering techniques adopted. In the next section, we
present the dataset we selected to be clustered, the computational method-
ologies we used, and sequentially, the results, the discussions and conclusions
with future works.
Materials and Methods
Data We selected the dataset proposed by Wakeman and Henson [259]
from openfmri repository (https://openfmri.org/dataset/ds000117). This
dataset is face recognition task paradigm applied to 16 healthy and young
subjects. The study of Wakeman and Henson showed functional peculiarity
along the fusiform regions in the brain temporal and occipital parts. Keeping
in mind this features, we clustered the subjects putting special attention on
the clustering outcomes referred to eight fusiform cortexes using Harvard-
Oxford labels. According to this labels, they are ROIs 73:74 L/R Temporal
Fusiform Cx Anterior Divisions, ROIs 75:76 L/R Temporal Fusiform Cx Pos-
terior Divisions, ROIs 77:78 L/R Temporo-Occipital Fusiform Cx and ROIs
79:80 L/R Occipital Fusiform Cx. Before to cluster the images, we performed
preprocessing with FSL standard tools [113]: such as spatial and temporal
filtering, motion correction, standard registration (with MNI152 reference),
time-series extraction according to the meaning of Harvard-Oxford Atlas with
96 lateralized labels.
Clustering Algorithms We adopted two soft clustering algorithms to
process fRMI data: Fuzzy C-Means (FCM) and Neural Gas (NG).
We used as an input features both Regions of Interest (ROIs) and Times of
Interest (TOIs). We validated the optimal clustering using Davies-Bouldin
index [46] and we compared the several clustering outcomes with the Jaccard
similarity measure. We investigated the statistical difference of the clusters
computed with parametric (One-way Analysis of Variance (ANOVA-1)) and
non-parametric test (Kruskall-Wallis) using the p-value as a decision crite-
rion. Furthermore, we computed the brain functional connectivity with the
Pearson Linear Correlation Coefficient across the ROIs: we wanted to anal-
yse the overall dynamics of the subjects in relation to the task-oriented study,
i.e. the face recognition paradigm, in order to find similar results with the
literature specialized in experimental neuroscience about the brain face pro-
cessing (see [94]). For the formalism and details about methodologies see
2.2.2for the fuzzy algorithms (Fuzzy C-Means) and 2.2.3 for the competitive
algorithms (Neural Gas).
Results
In this section, we describe the results shown in the figures. The comments
about these results are indicated in the discussion and conclusion subsection.
• Results in Figure 4.24 shows the empirical distributions of the overall
Correlation Coefficients (CC) of each subjects, and the global corre-
lation matrices represented as a mean of correlation matrices of each
subjects.
• Results in Figure 4.25 shows, first, the best Davies-Bouldin Indexes
(DBI) computed for clusters ranged from 2 to 20 for both FCM and
NG algorithms applied both ROIs and Time Points; then, second and
third, it shows the spatial semantics of the FCM and NG in the case
of 2-classes computed as statistical mode between subjects (i.e. if a
region frequently appears in a cluster i, than it belongs to cluster i in
the representation). Table 4.14 details the best DBI configurations for
the dataset.
• Results in Figure 4.27 and Figure 4.28 show results of non-parametric
(Kruskal-Wallis) and parametric (ANOVA 1-way) statistical tests ap-
plied to optimal FCM and NG in both spatial and temporal configura-
tion. The figures show that in the spatial configurations for both FCM
and NG the p-value was always less then 0.05 and then we can reject
the null hypothesis that clusters have all the same means. Instead for
both FCM and NG, the p-value computed in the temporal configura-
tion clustering is not always less then 0.05, with worst behavior in the
specific case of NG.
• In the Figure 4.29 and Figure 4.30, the results are almost the same of
Figure 4.27 and Figure 4.28.
Globally, spatial clustering (i.e. ROIs partitioning) is always statisti-
cally significative (p-value less then 0.05) for both NG and FCM in
optimal as well as 2-classes conditions. Temporal clustering (i.e. TOIs
partitionig) has the lesser p-value - but not always significative - only
in the case of FCM according to the non-parametric test, where p-value
is around 0.05.
• Results in Figure 4.31 shows the comparison of Regions of Interests
(ROIs) clustering with 2 groups using Jaccard matrix. The compari-
son is between subjects in case of NG and FCM. Under the matrices,
there are the distributions of the Jaccard distance values. Globally, the
similarity distributions between subjects are uniform and not so-high,
with some extreme values using FCM algorithm, that has clustered
some subjects similarly and other subjects differently. This evidence
has an explanation that does not regard the quality of the clustering
itself, but the starting procedure that adopted algorithms to initialize
their computation.
• Results in Figure 4.32 shows the comparison of Times of Interests
(TOIs) clustering with 2-classes using Jaccard matrix. The compar-
ison is between subjects in case of NG and FCM. Under the matri-
ces there are the distribution of the Jaccard distance values. Glob-
ally the similarity distributions between subjects are uniform (for NG)
and middle-centered (for FCM. The main result is that none outcomes
seems to represent agreement within and between clustering algorithms.
Instead, it is interesting to note that there is a wide variability looking
globally the empirical distributions of the indexes, because they assume
shapes nearby unimodal and multi-modal distributions.
• Results in Figure 4.33 shows the Jaccard’s distance of the NG and
FCM results using 2-clusters. The ROIs clustering configuration shows
some uniform distribution of the measure, instead the TOIs clustering
configuration shows unimodal (gaussian-like) distribution.
Globally, in the Figure 4.31, Figure 4.32 and Figure 4.33 there are
evidences that that clustering algorithms computed in a different way
the subjects, making the comparison of their results hard to do. These
results do not mean that the clustering methods miscalculated classes,
but rather then, initialization procedures used by the algorithms lead
to assign different classes to the same pattern found between subjects.
• Results in Figures 4.34, 4.35, 4.36 and 4.37 show outcomes related to
one-subject analysis. We selected specifically the FCM 2-clusters for
the subject 12 because has nice performance in spatial and temporal
configuration according to both parametric and non-parametric tests.
– Figure 4.34 is the graph-based topological representation that
gives an idea about the parcellation.
– Figure 4.35 shows, in the top-left part, details about the relation
between ROIs and clusters: in particular, following the horizontal
lines, it is notable that the Fusiform regions (ROI from 73 to 80)
are splitted half and half in the cluster 1 and the cluster 2; this
peculiarity is due to the different BOLD signal amplitude that
allows to discriminate the membership to clusters, as indicated in
centre plot of Figure 4.35. The difficulty to distinguish temporal
pattern along the time points is evident in the right plot of Figure
4.35, where it is not evident data structure that explains the two
partitions, though the statistical tests for temporal clusters have
always a p-value less (or a bit around) 0.05 for the subject 12.
– Figures 4.36 and 4.37 show the brain voxels parcellation of sub-
ject 12 clustered with FCM using the optimal configuration. The
algorithms computed 14 clusters that grouped differently all brain
portions. Figure 4.37 shows the Fusiform regions superimposed to
the brain parcellation in Figure 4.36: the eight Fusiform cortexes
belong to different clusters according their BOLD values: i.e. L/R
Temporo-Occipital Fusiform Cx and L/R Occipital Fusiform Cx
have greater BOLD values than the L/R Temporal Fusiform Cx
Anterior and Posterior Divisions. Clusters 2, 6 and 8 contain the
Fusiform ROIs with greater activations, cluster 3, 13, 14 with the
less activations.
Figure 4.24: The Figure shows the information related to the correlation
coefficients. In the left plot there is the empirical distribution of the all
correlation coefficients (CC) computed for each subjects. In the right plot
there is the mean correlation matrix computed with all subjects’ correlations)
Figure 4.25: The figure shows the plot with the optimal clusters against
the lesser Davies-Bouldin index for the clustering with FCM and NG algo-
rithms, that are differentiated by the configuration Regions of Interest (ROIs)
configuration and the Time Of Interest (TOIs) configuration. Globally, the
partitioning of ROIs with both FCM and NG had less Davies-Bouldin index
values then the partitioning of TOIs.
Figure 4.26: The figure shows the more frequent ROIs partitioning in the
special case of clustering with 2 groups for NG and FCM for all the sub-
jects; the horizontal line from the ROIs 73 to 80 are the ones related the
eight Fusiform regions, i.e. they are ROIs 73:74 L/R Temporal Fusiform Cx
Anterior Divisions, ROIs 75:76 L/R Temporal Fusiform Cx Posterior Divi-
sions, ROIs 77:78 L/R Temporo-Occipital Fusiform Cx and ROIs 79:80 L/R
Occipital Fusiform Cx.
Table 4.14: The table describes the Davies-Bouldin (DB) index computation
for each subjects differentiated for clustering (FCM or NG) and inputs (ROIs
or TOIs).The values presented are the lesser DB associated with the referred
number of clusters.
Sub DB FCMROI DB NGROI DB FCMTOI DB NGTOI
1 0.47 19 0.46 12 1.37 2 0.95 18
2 0.40 5 0.37 15 1.23 2 1.38 2
3 0.39 18 0.42 16 1.23 2 0.69 2
4 0.41 14 0.41 2 1.14 2 1.57 2
5 0.40 14 0.46 20 1.44 2 1.30 5
6 0.41 17 0.37 2 1.64 2 1.39 7
7 0.40 14 0.32 5 1.47 14 0.46 3
8 0.43 20 0.39 15 1.52 2 1.28 10
9 0.40 16 0.36 5 1.00 2 0.76 14
10 0.43 7 0.26 10 0.78 4 0.57 15
11 0.43 8 0.38 2 1.40 2 1.69 2
12 0.39 14 0.36 4 1.11 2 0.78 4
13 0.41 17 0.43 19 1.03 2 0.72 7
14 0.38 15 0.39 7 1.38 2 1.27 14
15 0.38 20 0.45 19 1.67 2 1.57 13
16 0.41 12 0.54 19 1.30 2 0.23 19
Figure 4.27: The figure shows the results of non-parametric tests (Kruskall-
Wallis) for the clusters obtained with FCM and NG algorithms for the ROIs
(Regions of Interest) and TOIs (Times of Interest) inputs in case of the
optimal configurations. The black line is the significance level 0.05. Values
under the black line allow to reject the null hypothesis of the test. ROIs
clustering with both FCM and NG have clusters statistically difference for
all the subjects with non-parametric tests. TOIs clustering is globally near
the significative criterion only with FCM algorithms
Figure 4.28: The figure shows the results of parametric test (ANOVA-1) for
the clusters obtained with FCM and NG algorithms for the ROIs (Regions
of Interest) and TOIs (Times of Interest) in the case of the optimal clusters
configurations. The black line is the significance level 0.05. The results were
similar to Figure 4.27, but with a higher p-value for the TOIs clustering with
FCM algorithm.
Figure 4.29: The figure shows the results of non parametric test (Kruskall-
Wallis) for the clusters obtained with FCM and NG algorithms for the ROIs
(Regions of Interest) and TOIs (Times of Interest) configurations in special
case of 2-clusters partitioning. The black line is the significance level 0.05.
The results were similar to Figure 4.27 and Figure 4.28, but with lower p-
value for the TOIs clustering with FCM algorithm.
Figure 4.30: The figure shows the results of parametric (one-way ANOVA) for
the clusters obtained with FCM and NG algorithms for the ROIs (Regions of
Interest) and TOIs (Times of Interest) in the case of 2-clusters partitioning.
The black line is the significance level 0.05. The results were similar to Figure
4.29, but with a higher p-value for the TOIs clustering with FCM algorithm.
Discussion
Considerations on results of Figure 4.24. The results are related to
the global functional connectivity analysis that reflects the presence of some
variability in the single subject correlations (left Figure 4.24), i.e. more then
half subjects had positive correlations during the task, whereas few ones
had also negative correlations. In particular, the mean correlation matrix
(right Figure 4.24) shows great correlation in specific sub-matrices, e.g. the
sub-matrix that regards the ROIs from 73 to 80 are the fusiform brain re-
gions (using the Harvard-Oxford labels, they are ROIs 73:74 L/R Temporal
Fusiform Cx Anterior Divisions, ROIs 75:76 L/R Temporal Fusiform Cx Pos-
terior Divisions, ROIs 77:78 L/R Temporo-Occipital Fusiform Cx and ROIs
79:80 L/R Occipital Fusiform Cx). This sub-matrix positive correlation is in
agreement with the selective importance for the face recognition task of the
fusiform regions shown with the results of Wakeman and Henson [259].
Considerations about results in Figures 4.27, Figure 4.28, Figure
4.29 and Figure 4.30. The outcomes related to these Figures regard the im-
portant evidence that optimal clustering and 2-group clustering are both sta-
tistically different for the spatial configuration in the case of both FCM and
Figure 4.31: The figure shows the comparison of Regions of Interests (ROIs)
clustering with 2 groups using Jaccard matrix. The comparison is between
subjects in case of NG and FCM. Under the matrices there are the distri-
bution of the Jaccard distance values. Globally the similarity distribution
between subjects is uniform and not so-high, with some extreme values using
FCM algorithms.
Figure 4.32: The figure shows the comparison of Times of Interests (TOIs)
clustering with 2 groups using Jaccard matrix. The comparison is between
subjects in case of NG and FCMUnder the matrices there are the distribution
of the Jaccard distance values. Globally the similarity distribution between
subjects is uniform (for NG) and middle-centered (for FCM).
NG for both parametric and non-parametric test. Knowing that two spatial
clusters are sufficient to be statistically different is helpful for the comparison
of the optimal clustering outcomes between subjects, that in our case leads
to different number of clusters for subjects (see. Table 4.14). The use of
2-clusters (or a fixed-clusters) classifications allows to easy compare subjects
for post-clustering analysis. Furthermore, spatial clustering has globally nice
significance, but temporal clustering has no the same quality, due to difficult
to find statistically different clusters, albeit FCM outperformed NG, but not
always with p-value less then 0.05, with better results for 2-clusters setting.
Considerations about results in Figure 4.31, Figure 4.32 and Figure
4.33. The results are related to the variability observed in the clustering
results. Jaccard similarity matrices highlight huge differences within and
between clustering algorithms. This evidence could be explained considering
that labels were initially assigned with choice, and then although clustering
reached the optimal configurations, it could be the case that the i label is
not assigned to the i pattern with all the subjects. In other words, the same
pattern in different subjects could be labelled sometimes with label i or with
label j.
Figure 4.33: The figure shows the Jaccard Matrices in both the case of 2-
classes clustering with Regions of Interests (ROIs) and Times of Interests
(TOIs). The comparison is between subjects in case of NG and FCM. Un-
der the matrices there are the distribution of the Jaccard distance values.
Globally the similarity distribution between subjects is weakly bimodal for
the ROIs clustering (bottom left) and middle-centred for the TOIs clustering
(bottom right).
Figure 4.34: The figure shows the brain parcellation based on graph model
and the Regions of Interest (ROIs) organization partitioned with two clus-
ters. In the left plot the horizontal line indicated the Fusiform Cortexes
(ROIs 73:80) and their clusters. In the right image the nodes are the 96
centroids according to Harvard-Oxford atlas. Globally, the inferior regions
were clustered in the class 2 and the superior regions were clustered in the
class 1. The figure is referred specifically to the Regions Of Interest (ROIs)
of subject 12 clustered with FCM.
Figure 4.35: The Figure shows the BOLD values partition among the two
clusters and the Times Of Interests (TOIs) partition among the two clus-
ters. In the left plot, clusters discriminated the BOLD amplitude and in the
right plot clusters seem to have discriminated spatio-temporal patterns. The
Figure is referred specifically to subject 12 clustered with FCM.
Figure 4.36: The Figure shows the brain voxels parcellation of subject 12
clustered with FCM using the optimal configuration (with the lesser Davies-
Bouldin index). There are 14 clusters that grouped differently the all brain
voxels (see Figure 4.37 for more details).
Figure 4.37: The left Figure shows the substructures of the Fusiform re-
gions. In the right Figure there are the eight Fusiform regions distinguished
in different clusters according to their BOLD values: L/R Temporo-Occipital
Fusiform Cx and L/R Occipital Fusiform Cx have greater BOLD values
than the L/R Temporal Fusiform Cx Anterior and Posterior Divisions. Pre-
cisely, clusters 2, 6 and 8 contain the Fusiform ROIs with greater activations,
whereas clusters 3, 13, 14 with the lesser activations.
The considerations about results in Figure 4.34 and Figure 4.35.
The results regard the special case of the clustering computed for the subject
12. It had the best behaviour for both parametric and non-parametric tests.
The Figures show the topological graph-based parcellation of FCM clustering
in 2-group, where many inferior regions were clustered in the class 1, whereas
many superior regions in the class 2. The two spatial clusters differentiated
two BOLD signal macro-levels, but the two temporal clusters have no the
same easy visible intuition, although they have a statistical differences probed
- principally - by the non-parametric test.
Subject 12 was also studied with a voxel-based parcellation that has found
14 clusters with FCM in the case of ROIs clustering. Precisely, considerations
about results the Figure 4.36 and Figure 4.37 are referred to the Fusiform
regions classification. The eight regions involved in the Fusiform bilateral
portions were correctly distinguished in zones with more activation that the
others. This clustering evidences detailed the role of brain substructures
particularly related to the Face Recognition task, confirming the specialized
nature for the Fusiform cortexes, according, for example, with the results of
Wakeman and Henson [259] that have shared the data we processed, and also
the main works related (see. the seminal paper by Kanwisher [119], or the
recent outcomes by Ghuman [85] and Grill-Spector [94]))
Conclusion and Future Works
Summary In this paper we adopted the cross-clustering approach to fMRI
data with the aim to cluster both spatial and temporal patterns, given that
the main information related to brain activity, in the case of task-based
paradigm, are both the anatomical regions with their BOLD temporal sig-
natures and the ON/OFF blocks of an experiment with their related brain
spatial response. Specifically, we processed fMRI images repository with
16 healthy subjects that have done a Face Recognition Task and we inves-
tigated spatial (ROIs - Regions Of Interest) and temporal (TOIs - Times
Of Interest) features, using Fuzzy C-Means (FCM) and Neural Gas (NG)
algorithms to find similar and structured patterns. We validated optimal
clustering with Davies-Bouldin index and we compared the different subjects
outcomes with Jaccard measure. We used parametrical and non-parametrical
statistical tests to evaluate if the differences between classes are significative
between clusters, taking p-value as a decision criterion. Also, we computed
the functional connectivity analysis to explore the brain BOLD co-relations
activities. This procedure is useful to understand the ROIs clustering mean-
ing as it associates functional properties referred the task-based paradigm.
Globally, the results showed that ROIs clustering was more easy than TOIs
clustering for both the algorithms, but - globally - for the TOIs clustering
(more complex then the spatial ones), Fuzzy C-Means outperformed Neural
Gas comparing them with statistical significance test.
Limitations of this study . The first is the randomly assignment of
starting clusters for both the algorithms. The second is the absence of known
block paradigm to match with the TOIs clustering, that it is a theoretical-
free limitations because it depends on how many information are available
for a shared repository. The first limitation is more critical because it regards
why - using 2 clusters - the same algorithms clustered with different labels
the same pattern (see Jaccard matrix); the results is that even if there is a
correct classification of statistically different clusters, it is lucking an easy
way to compare the same class with different datasets. There is no clus-
tering consistency in terms of labels names between subjects. This nominal
peculiarity of clusters could be undertake using a linguistic procedure able
to unify the same label to similar patterns with a formal rationale.
Future works We will design a translation procedure able to merge with
one name different labels that are associated to similar patterns. Further-
more, we will investigate the cross-clustering more in detail. In this study,
we clustered ROIs and TOIs and we tested the classes properties uncoupled.
Using other statistical test, e.g. two-way ANOVA or Friedman test, we can
evaluate if the coupled− classes are significative different, i.e. we test if the
clusters of ROIs crossed with the clusters of TOIs have elements that are
significative difference. This procedure allows to find spatial patterns that
are associated statistically with temporal patterns and viceversa. Crossing
the clustering results is a more precise exploration of the brain during task-
paradigm, where the main features are both spatial dynamics (the regional
signatures) and temporal dynamics (the ON-OFF blocks paradigm).
4.4 Thesis results: summarium
In this section there is the overview of the principal thesis results obtained in
the functional neuroimaging context applying the computational intelligence
methodologies, with particular regard to the contributions proposed. Briefly,
there are three main classes of results:
• the outcomes related to image processing;
• the outcomes related to clinical subjects;
• the outcomes related to healthy subjects;
In the following pages, there concise presentation of the above results will
be posed. This sinthetical part was thought for two motivations: i) to have
a short declaration of the thesis outputs in terms of application of computer
science methods in the area of functional neuroimaging, specially with fMRI;
and ii) to have a high level vision to elaborate more in the extended section
of Results 4.
The concise presentation of results is the following:
• Results on Image Processing
– Quantitative Relations Between CRAIIM Human Brain Atlases
∗ Topic. The main object of this research work is the com-
putation of quantitative relations to compare two versions of
CRAIIM Hybrid Atlas, that is an hybridization of the Juelich
brain atlas with some ROIs selected from Harvard-Oxford at-
las. The CRAIIM models differ for voxels resolution: 1 [mm3]
and 2 [mm3].
∗ Results. The main results is that they are globally compa-
rable for the representation for all the 161 brain regions they
have. Nevertheless, there are few regions that after the in-
tegration process achieved a low voxels percentage then the
quantity they have before it. Therefore, the hybridization al-
low to build an integrated atlas, with a very nice covering of
many regions, in particular the temporal and frontal ones, but
it is important to mind the limitations when it is used.
∗ Section. The complete work is into the Results on Image
Processing 4.1 and information about labels of atlases used
are in the Appendix 6.1.
• Results with Clinical Subjects
– Clustering Analysis of Functional Neuroimages Using Data Re-
duction and Competitive Learning Algorithms
∗ Topic. In the present work we use pattern vectors derived
from Statistical Parametric Map, generated from a group of
artificial and in-house collected fMRI data, to conduct clus-
ter analysis. Two clustering algorithms, self-organizing map
(SOM) and growing neural gas (GNG), are selected to explore
inherent properties in the brain functional data.
∗ Results. As seen in our experimental context, SOM and
GNG show comparable behaviour, however GNG prevails in
the management of large data sets. An exploratory, descrip-
tive analysis is conducted on in-house collected data clustered
by GNG and results are detailed in the paper.
∗ Section. The complete work is presented in the Results with
Clinical Subjects 4.2.
• Results with Healthy Subjects
– A Soft Davies-Bouldin Separation Measure
∗ Topic.We present a soft separation measure to validate fuzzy
clustering results without defuzzyficaton. It is the generaliza-
tion of Davies-Bouldin validation index (DB) for crisp clus-
tering in the soft clustering domain; we named the measure
Soft Davies-Bouldin index (SDB). We compared DB and SDB
when applied to k-means and fuzzy c-means algorithms using
eight datasets with ground-truth and two experimental fMRI
datasets without ground-truth.
∗ Results. We found that i) in more than half datasets, the op-
timal score of Soft Davies-Bouldin index was less than Davies-
Bouldin index, ii) in half datasets that have ground-truth,
the optimal score of Soft Davies-Bouldin index was less than
Davies-Bouldin index in correspondence of the truth number
of patterns, iii) the Soft Davies-Bouldin index outperformed
the Davies-Bouldin index as central tendency of all datasets
along the complete range of clusters considered.
∗ Section. The research work is presented in the Results with
Healthy Subjects section 4.3.
– RS-fMRI Analysis Using Unsupervised Learning Algorithms
∗ Topic. RS-fMRI data analysis for functional connectivity ex-
plorations is a challenging topic in computational neuroimag-
ing. Several approaches have been investigated to discover
whole-brain data features. Among these, clustering techniques
based on Competitive Learning (CL) and Spectral Methods
(SM) have been shown effective in providing useful informa-
tion in various contexts. We selected three clustering al-
gorithms and two spectral methods, i.e the clustering algo-
rithm are Self-Organizing Maps (SOM), Neural Gas (NG) and
Growing Neural Gas (GNG), whereas the spectral methods
are the classic Principal Component Analysis (PCA) and the
Nonliner Robust Fuzzy Principal Component Analysis (NRF-
PCA). We validated clustering with Davies-Bouldin Index
(DBI) and we selected informative principal components us-
ing Random Matrix Theory (RMT). tools. We adopted these
techniques to study the intrinsic functional properties of im-
ages coming from a shared repository of resting state fMRI
experiments (1000 Functional Connectome Project).
∗ Results. There are two main macro-outcomes to describe:
the first is that, according to classic signal processing method-
ologies, there are significative differences in the BOLD signals
between gender (using mean and variance as statistical mea-
sure associated to significance tests); the second is that, ac-
cording to unsupervised learning algorithm, there are different
functional patterns between gender (using clustering methods
as well as spectral analysis of the covariance matrix). There
are also comments related to computational methodology: i)
particular, all three clustering algorithms used reached their
optimality with two classes, and ii) the study of spectral com-
ponents with fuzzy PCA reveals more precise results com-
pared with the crisp PCA.
∗ Section. The research work is presented in the Results with
Healthy Subjects section 4.3.
– Clustering Functional MRI Patterns with Fuzzy and Competitive
Algorithms
∗ Topic. We used model free methods to explore the brain’s
functional properties adopting a partitioning procedure based
on cross-clustering: we selected Fuzzy C-Means (FCM) and
Neural Gas (NG) algorithms to find spatial patterns with tem-
poral features and temporal patterns with spatial features,
applied to a shared fMRI repository with participants per-
forming a Face Recognition Task. We investigated the parti-
tioning matching the BOLD signal signatures with the classes
found and with the results of functional connectivity analy-
sis. We compared the outcomes using the just known model-
based knowledge as likely ground truth, confirming the role
of Fusiform brain regions
∗ Results. Partitioning results globally show a better spatial
clustering than temporal clustering for both algorithms; in the
case of temporal clustering, FCM outperforms Neural Gas.
The relevance of brain subregions related to Face Recognition
were correctly distinguished by algorithms and the results are
in agreement with the current neuroscientific literature.
∗ Section.The research work is presented in the Results with
Healthy Subjects section 4.3.
Chapter 5
Conclusions
In this chapter there are two sections:
• the Final Proposition section 5.1, i.e., the sinthetical presentation of the
main conclusive concepts inferred from the new contributions proposed
in the Computational Intelligence section and from selected1 Functional
Neuroimaging outcomes exposed in the PhD Thesis Results section;
• the Future Works presentation 5.2, i.e, the considerations on what are
the limitations followed by the Final Propositions and the activities
that are planned to do in the next time.
1There is the indication of selected outcomes since the thesis topic is principally related
to the computer science methodologies. Therefore, for this final propositions, only a part
of the specific neuroscientific results obtained with them have been selected to build the
following conclusive statements. There are, of curse, important considerations to do with
the outcomes related to resting state fMRI or with the active paradigm, as well as the
ones associated to clinical studies. To explore more these physiological and pathological
considerations, I suggest to read the discussions and the conclusions from the specific
studies presented in Thesis Results sections 4
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5.1 Final Propositions
The final propositions regards principally the outcomes related to the com-
putational methodologies, i.e.,
• the image processing of anatomical brain atlas,
• the validation measures associated to the optimal clustering,
• the statistical semantics2 of classes found,
• the crossed-clustering framework application,
• the spectral analysis of the functional connectivity domain.
A part the above computational results - with some extension of the brain
functionality - there are also some considerations about the image processing
outcomes and some neuroscientific considerations on the classes found by the
clustering algorithms, specially the ones that could be linked with scientific
literature specialized in neuroimaging.
In this final prepositions section, they are skipped in order to put the light
on the computational results since the main research domain of this thesis is
in computer science. To look the consideration on functional neuroimaging
results see the discussions in the section with clinical subjects 4.2 and the
discussion in the section with healthy subjects 4.3.
Therefore, there are following final computational propositions:
Proposition I. The brain atlas integration that joins ROIs from different
brain models, with same spatial coordinates, is an opportunity to design
complementary hybrid anatomies. The operations based on sets theory that
allow to merge regions are useful to shape a tailored and integrated union of
different atlas ROIs. The positive aspects of these processing is personalized
results achieved, specially if it is oriented for specific clinical motivations. The
drawback are the possible regional superimpositions that could exist, that are
solvable choosing a reference atlas to which the complementary atlas will be
adapted3.
2There is a differentiation between anatomical semantics and statistical semantics of
the classes found by clustering algorithms: the first is referred to brain regions that are
within or without a class given some algebraic similarities in their signatures, i.e., distances
between sample vectors, whereas the statistical semantics are functional descriptors that
permit to characterize the regions that are within or without a class, i.e., the BOLD
intensities or the correlation indexes.
3To see the image processing and brain atlasing results see the section 4.1
Proposition II. The fuzzy theory applied to validation measures improves
the quality of the clustering evaluation. The comparison between crisp and
soft clustering validation measure gave as a result that the Soft Davies
Bouldin index evaluated with more precision4 and less variability5 the classes
found by the clustering algorithms, with both benchmark datasets and resting-
state fMRI datasets.
It is important to note that the clustering validation indexes are used
to select the optimal clustering configurations, i.e., the best partitions of the
samples in the features space. But, once it is found the optimal outcome, it is
also wise to investigate if there are sub-optimalities that allow - at the same
time - to suggest alternative patterns, specially if there is a slight variance
associated to the validation measures.
Proposition III. The crossed-clustering framework shows there are com-
putational differences for the clustering of spatial and temporal patterns. The
usage of the crossed-clustering framework with both fMRI active paradigm
and fMRI passive paradigm unlighted that the clustering of spatial patterns
is more easy then the clustering of temporal patterns. In particular, accord-
ing to the p-value computation, the fuzzy c-means algorithm and the Neural
Gas algorithm are quite similar in the spatial patterns clustering, whereas
the fuzzy c-means partitioned better the temporal patterns then the neural
gas6.
Furthermore, the evidence that the fuzzy approach on the exploration of
temporal patterns is preferable is also present in the results obtained with the
soft separation measure, where the better separation value has been obtained
by the Soft Davies-Bouldin index then the crisp one7.
Proposition IV. The clustering outcomes have a peculiar statistical se-
mantics. The statistical semantics of the classes found by algorithms are
quantitative descriptors that allow to drawn some consideration about the
clustering outcomes.
In particular, the clustering results with passive paradigm applied to
healthy subjects have been studied looking the elements of the classes given
some functional information, i.e., the BOLD fMRI signal intensity describes
the ROIs that are within (or without) a class8 and also the seed-based cor-
4See Figure 4.8 in Results 4.3
5See Figure 4.6 and Figure 4.7.
6See Figures 4.27, 4.28, 4.29 and 4.30.
7See Figure4.6.
8See Figure 4.12
relation describes the ROIs clustered9.
Furthermore, the clustering results with active paradigm applied to healthy
subjects gave similar results, i.e., the BOLD fMRI signal intensities discrim-
inated in general the all ROIs clustered10 and also the sub-specialization of
the fusiform cortexes functionally parcelled11.
Proposition V. The spectral analysis of the connectivity domain reveals
not-randomly correlated functional networks The analysis of the principal
components of the correlation matrix of passive paradigm fMRI images al-
lowed to distinguished a set of correlated networks that, according to ran-
dom matrix theory tools, have true correlations12. The usage of the fuzzy
non-linear PCA allows to obtain more precise results then the classic linear
PCA13.
9See Figures 4.15 and 4.16
10See the Figure 4.35
11See the Figure 4.37.
12See Figure 4.17.
13See Figure 4.21 and 4.22.
5.2 Future Works
Future works related to soft separation measures. In the Contribu-
tion part 2.3.1 of the Computational Intelligence section 2, the soft version
of the Davies-Bouldin separation measures has been proposed, and the out-
comes related to its application to evaluate the functional parcellation in
fMRI were presented in the results section 4.3. Formally, the Soft Davies-
Bouldin index proposed is the following14: ratio Rfij, i.e.
Rfij =
Sfi Ui + S
f
j Uj
M fij
(5.1)
The soft properties that it has is the capacity to manage the fuzziness
associated the clusters found by the C-Means algorithm, in particular the
Type 1. But, in literature, there exist also the fuzzy C-Means Type 215.
Therefore, the next work that it is going to develop is the extension of
the Soft Davies-Bouldin separation measure based on the Type 1 C-Means
to the Type 2 C-Means.
Future works related to crossed-clustering framework. An alterna-
tive to classic clustering of image time series is the investigation of both
spatial and temporal patterns. To do this operation, it is necessary to clus-
ter the spatial samples vectors or to cluster the temporal samples vectors,
since the type of patterns ex novo classified depends by the type of features
space used to make the partitions, i.e., given a spatio-temporal matrix M ,
with columns as the spatial features and the rows as the temporal samples
for each features, the spatial clustering is the labelling of temporal sample
vectors in the spatial features space, and, viceversa, given the transpose of
M , the temporal clustering is the labelling of spatial sample vectors in the
temporal features space.
The transposition is the operation the permits to apply clustering of
spatial patterns or temporal patterns. The end of the results are two pat-
ters configurations that give information about spatial similarities given time
variability or temporal similarities given spatial variability. This knowledge
about the functional neuroimages is uncoupled i.e., the two patterns found
are from two independent clustering operations that give two indications on
the content of the spatio-temporal images. Therefore, it is useful a computa-
14Fore more details about notations see the specific part 2.3.1.
15Fore more details about the two algorithms see the specific part on fuzzy algorithms
2.2.2 and their computational description in the appendix section 1 and 2
tional method able to join these uncoupled results, e.g., a possible solution to
solve this task is a functional that allows to link the two patterns information.
There are hypothesis to adopt to approach the issue, e.g., the usage of
statistical methods able to control factors16 and to test if their common re-
sponse variable (e.g., the BOLD signal value) could individuate significative
coupling, i.e., if there are spatial patterns that have specific temporal pat-
terns and, viceversa, if there are temporal patterns that have specific spatial
patterns17.
16The factors are the the two patterns, where the levels of the factors are their labels,
e.g., the spatial factor is shaped with the spatial patterns levels and the temporal factor
is shaped with the temporal patterns levels
17Potential methods that could address this topic is the parametric balanced ANOVA
two-way or the Friedman test that it is its non-parametric version.
Chapter 6
Appendixes
In the Appendix there are following three sections:
• the section related to the Human Brain Atlas 6.1, where there are the
labels and their enumeration associated to the three main atlas used,
i.e., the CRAIIM Hibrid Atlas, the Juelich Atlas, and the Harvard-
Oxford Atlas.
• the section related to the complete list of research papers abstract pub-
lishe d 6.2; it is important to note that there are also papers that has
not been inserted in the previous chapters since they are directly re-
lated to the main topic of the thesis (the computational intelligence
applications in neuroscience);
• the section related to the list of algorithms 6.3 presented in the Com-
putational Intelligence section 2.2;
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6.1 Human Brain Atlases
In this section there are following three subsections:
• the subsection related to labels belonged to CRAIIM Hybrid Altas
(6.1.1)
• the subsection related to labels belonged to Juelich Hybrid Altas (6.1.2)
• the subsection related to labels belonged to Harvard-Oxford Altas (6.1.3)
6.1.1 CRAIIM Hybrid Atlas
The CRAIIM Hysbris Atlas is the integration of Juelich Atlas 6.1.2 with
Harvard-Oxford atlas 6.1.3. It is shaped with 161 ROIs, i.e., 121 are from the
Juelich one and the other 40 are from Harvard-Oxford one 1. The CRAIIM
Hybrid atlas encompasses the following gray macro-regions:
• Gray matter regions.
– Parietal Lobules
– Hippocampus
– Motor and Premotor cortexes
– Somatosensory cortexes
– Auditory cortxes
– Visual cortexes
– Insula
– Broca’s cortexes
– Geniculate Bodies and Mamillar
– Frontal cortexes
– Temporal cortexes
– Cingulate and Paracingulate cortexes
Note that the first 121 ROIs of CRAIIM atlas are exactly the ones from
the Juelich atlas. Therefore, in this subsection those regions are skipped,
instead are presented the other 40 of CRAIIM atlas with the associated
Harvard-Oxford number labels, i.e., there are described the ROIs from 122
to 161 of CRAIIM atlas and their relative enumeration in the Harvard-Oxford
atlas. To see the first 121 regions look the Juelich Atlas section 6.1.2:
122. LEFT FRONTAL POLE (HARVARD-OXFORD LABEL: 2)
123. RIGHT FRONTAL POLE (HARVARD-OXFORD LABEL: 1)
124. LEFT SUPERIOR TEMPORAL GYRUS ANTERIOR (HARVARD-
OXFORD LABEL: 17)
125. RIGHT SUPERIOR TEMPORAL GYRUS (HARVARD-OXFORD LA-
BEL: 18)
1see the Result on Image Processing section 4.1 for more details about the integration
procedure and quantities related to the brain anatomies
126. LEFT SUPERIOR TEMPORAL GYRUS POSTERIOR (HARVARD-
OXFORD LABEL: 19)
127. RIGHT SUPERIOR TEMPORAL GYRUS POSTERIOR (HARVARD-
OXFORD LABEL: 20)
128. LEFTMIDDLE TEMPORAL GYRUS ANTERIOR (HARVARD-OXFORD
LABEL: 21)
129. RIGHT MIDDLE TEMPORAL GYRUS ANTERIOR (HARVARD-
OXFORD LABEL: 22)
130. LEFT MIDDLE TEMPORAL GYRUS POSTERIOR (HARVARD-
OXFORD LABEL: 23)
131. RIGHT MIDDLE TEMPORAL GYRUS POSTERIOR (HARVARD-
OXFORD LABEL: 24)
132. LEFTMIDDLE TEMPROAL GYRUS TEMPORO-OCCIPITAL (HARVARD-
OXFORD LABEL: 25)
133. RIGHTMIDDLE TEMPORAL GYRUS TEMPORO-OCCIPITAL (HARVARD-
OXFORD LABEL: 26)
134. LEFT INFERIOR TEMPORAL GYRUS ANTERIOR (HARVARD-
OXFORD LABEL: 27)
135. RIGHT INFERIOR TEMPORAL GYRUS ANTERIOR (HARVARD-
OXFORD LABEL: 28)
136. LEFT INFERIOR TEMPORAL GYRUS POSTERIOR (HARVARD-
OXFORD LABEL: 29)
137. RIGHT INFERIOR TEMPORAL GYRUS POSTERIOR (HARVARD-
OXFORD LABEL: 30)
138. LEFT INFERIOR TEMPORAL GYRUS TEMPORO-OCCIPITAL (HARVARD-
OXFORD LABEL: 31)
139. RIGHT INFERIOR TEMPORAL GYRUS TEMPORO-OCCIPITAL
(HARVARD-OXFORD LABEL: 32)
140. LEFT FRONTALMEDIAL CORTEX (HARVARD-OXFORD LABEL:
49)
141. RIGHT FRONTAL MEDIAL CORTEX (HARVARD-OXFORD LA-
BEL: 50)
142. LEFT SUBCALLOSAL CORTEX (HARVARD-OXFORD LABEL: 53)
143. RIGHT SUBCALLOSAL CORTEX (HARVARD-OXFORD LABEL:
54)
144. LEFT PARACINGULATE GYRUS (HARVARD-OXFORD LABEL:
55)
145. RIGHT PARAGINGULATE GYRUS (HARVARD-OXFORD LABEL:
56)
146. LEFT CINGULATE GYRUS ANTERIOR (HARVARD-OXFORD LA-
BEL: 57)
147. RIGHT CINGULATE GYRUS ANTERIOR (HARVARD-OXFORD
LABEL: 58)
148. LEFT CINGULATE GYRUS POSTERIOR (HARVARD-OXFORD LA-
BEL: 59)
149. RIGHT CINGULATE GYRUS POSTERIOR (HARVARD-OXFORD
LABEL: 60)
150. LEFT FRONTAL ORBITAL CORTEX (HARVARD-OXFORD LA-
BEL: 65)
151. RIGHT FRONTAL ORBITAL CORTEX (HARVARD-OXFORD LA-
BEL: 66)
152. LEFT TEMPORAL FUSIFORM CORTEX ANTERIOR (HARVARD-
OXFORD LABEL: 73)
153. RIGHT TEMPORAL FUSIFORMCORTEXANTERIOR (HARVARD-
OXFORD LABEL: 74)
154. LEFT TEMPORAL FUSIFORMCORTEX POSTERIOR (HARVARD-
OXFORD LABEL: 75)
155. RIGHT TEMPORAL FUSIFORMCORTEX POSTERIOR (HARVARD-
OXFORD LABEL: 76)
156. LEFT TEMPORAL POLE (HARVARD-OXFORD LABEL: 15)
157. RIGHT TEMPORAL POLE (HARVARD-OXFORD LABEL: 16)
158. LEFT THALAMUS, SUBCORTICAL HARVARD-OXFORD (SUB-
CORTICAL HARVARD-OXFORD LABEL: 3)
159. RIGHT THALAMUS, SUBCORTICAL HARVARD-OXFORD (SUB-
CORTICAL HARVARD-OXFORD LABEL: 14)
160. LEFT TEMPORO-OCCIPITAL FUSIFORM CORTEX (HARVARD-
OXFORD LABEL: 77)
161. RIGHT TEMPORO-OCCIPITAL FUSIFORMCORTEX (HARVARD-
OXFORD LABEL: 78)
6.1.2 Juelich Altas
In the following pages, the number labels of Juelich atlas. Legend: GM =
gray matter; WM = white matter; L=left; R=right
1. GM ANTERIOR INTRA-PARIETAL SULCUS HIP1 L.
2. GM ANTERIOR INTRA-PARIETAL SULCUS HIP1 R.
3. GM ANTERIOR INTRA-PARIETAL SULCUS HIP2 L.
4. GM ANTERIOR INTRA-PARIETAL SULCUS HIP2 R.
5. GM ANTERIOR INTRA-PARIETAL SULCUS HIP3 L.
6. GM ANTERIOR INTRA-PARIETAL SULCUS HIP3 R.
7. GM AMYGDALA CENTROMEDIAL GROUP L
8. GM AMYGDALA CENTROMEDIAL GROUP R
9. GM AMYGDALA LATEROBASAL GROUP L
10. GM AMYGDALA LATEROBASAL GROUP R
11. GM AMYGDALA SUPERFICIAL GROUP L
12. GM AMYGDALA SUPERFICIAL GROUP R
13. GM BROCA’S AREA BA44 L
14. GM BROCA’S AREA BA44 R
15. GM BROCA’S AREA BA45 L
16. GM BROCA’S AREA BA45 R
17. GM HIPPOCAMPUS CORNU AMMONIS L
18. GM HIPPOCAMPUS CORNU AMMONIS R
19. GM HIPPOCAMPUS DENTATE GYRUS L
20. GM HIPPOCAMPUS DENTATE GYRUS R
21. GM HIPPOCAMPUS ENTORHINAL CORTEX L
22. GM HIPPOCAMPUS ENTORHINAL CORTEX R
23. GMHIPPOCAMPUS HIPPOCAMPAL-AMYGDALOID TRANSITION
AREA L
24. GMHIPPOCAMPUS HIPPOCAMPAL-AMYGDALOID TRANSITION
AREA R
25. GM HIPPOCAMPUS SUBICULUM L
26. GM HIPPOCAMPUS SUBICULUM R
27. GM INFERIOR PARIETAL LOBULE PF L
28. GM INFERIOR PARIETAL LOBULE PF R
29. GM INFERIOR PARIETAL LOBULE PFCM L
30. GM INFERIOR PARIETAL LOBULE PFCM R
31. GM INFERIOR PARIETAL LOBULE PFM L
32. GM INFERIOR PARIETAL LOBULE PFM R
33. GM INFERIOR PARIETAL LOBULE PFOP L
34. GM INFERIOR PARIETAL LOBULE PFOP R
35. GM INFERIOR PARIETAL LOBULE PFT L
36. GM INFERIOR PARIETAL LOBULE PFT R
37. GM INFERIOR PARIETAL LOBULE PGA L
38. GM INFERIOR PARIETAL LOBULE PGA R
39. GM INFERIOR PARIETAL LOBULE PGP L
40. GM INFERIOR PARIETAL LOBULE PGP R
41. GM PRIMARY AUDITORY CORTEX TE1.0 L
42. GM PRIMARY AUDITORY CORTEX TE1.0 R
43. GM PRIMARY AUDITORY CORTEX TE1.1 L
44. GM PRIMARY AUDITORY CORTEX TE1.1 R
45. GM PRIMARY AUDITORY CORTEX TE1.2 L
46. GM PRIMARY AUDITORY CORTEX TE1.2 R
47. GM PRIMARY MOTOR CORTEX BA4A L
48. GM PRIMARY MOTOR CORTEX BA4A R
49. GM PRIMARY MOTOR CORTEX BA4P L
50. GM PRIMARY MOTOR CORTEX BA4P R
51. GM PRIMARY SOMATOSENSORY CORTEX BA1 L
52. GM PRIMARY SOMATOSENSORY CORTEX BA1 R
53. GM PRIMARY SOMATOSENSORY CORTEX BA2 L
54. GM PRIMARY SOMATOSENSORY CORTEX BA2 R
55. GM PRIMARY SOMATOSENSORY CORTEX BA3A L
56. GM PRIMARY SOMATOSENSORY CORTEX BA3A R
57. GM PRIMARY SOMATOSENSORY CORTEX BA3B L
58. GM PRIMARY SOMATOSENSORY CORTEX BA3B R
59. GM SECONDARY SOMATOSENSORY CORTEX / PARIETAL OP-
ERCULUM OP1 L
60. GM SECONDARY SOMATOSENSORY CORTEX / PARIETAL OP-
ERCULUM OP1 R
61. GM SECONDARY SOMATOSENSORY CORTEX / PARIETAL OP-
ERCULUM OP2 L
62. GM SECONDARY SOMATOSENSORY CORTEX / PARIETAL OP-
ERCULUM OP2 R
63. GM SECONDARY SOMATOSENSORY CORTEX / PARIETAL OP-
ERCULUM OP3 L
64. GM SECONDARY SOMATOSENSORY CORTEX / PARIETAL OP-
ERCULUM OP3 R
65. GM SECONDARY SOMATOSENSORY CORTEX / PARIETAL OP-
ERCULUM OP4 L
66. GM SECONDARY SOMATOSENSORY CORTEX / PARIETAL OP-
ERCULUM OP4 R
67. GM SUPERIOR PARIETAL LOBULE 5CI L
68. GM SUPERIOR PARIETAL LOBULE 5CI R
69. GM SUPERIOR PARIETAL LOBULE 5L L
70. GM SUPERIOR PARIETAL LOBULE 5L R
71. GM SUPERIOR PARIETAL LOBULE 5M L
72. GM SUPERIOR PARIETAL LOBULE 5M R
73. GM SUPERIOR PARIETAL LOBULE 7A L
74. GM SUPERIOR PARIETAL LOBULE 7A R
75. GM SUPERIOR PARIETAL LOBULE 7M L
76. GM SUPERIOR PARIETAL LOBULE 7M R
77. GM SUPERIOR PARIETAL LOBULE 7PC L
78. GM SUPERIOR PARIETAL LOBULE 7PC R
79. GM SUPERIOR PARIETAL LOBULE 7P L
80. GM SUPERIOR PARIETAL LOBULE 7P R
81. GM VISUAL CORTEX V1 BA17 L
82. GM VISUAL CORTEX V1 BA17 R
83. GM VISUAL CORTEX V2 BA18 L
84. GM VISUAL CORTEX V2 BA18 R
85. GM VISUAL CORTEX V3V L
86. GM VISUAL CORTEX V3V R
87. GM VISUAL CORTEX V4 L
88. GM VISUAL CORTEX V4 R
89. GM VISUAL CORTEX V5 L
90. GM VISUAL CORTEX V5 R
91. GM PREMOTOR CORTEX BA6 L
92. GM PREMOTOR CORTEX BA6 R
93. WM ACOUSTIC RADIATION R
94. WM ACOUSTIC RADIATION L
95. WM CALLOSAL BODY
96. WM CINGULUM R
97. WM CINGULUM L
98. WM CORTICOSPINAL TRACT R
99. WM CORTICOSPINAL TRACT L
100. WM FORNIX
101. WM INFERIOR OCCIPITO-FRONTAL FASCICLE R
102. WM INFERIOR OCCIPITO-FRONTAL FASCICLE L
103. GM LATERAL GENICULATE BODY R
104. GM LATERAL GENICULATE BODY L
105. GM MAMILLARY BODY
106. GM MEDIAL GENICULATE BODY R
107. GM MEDIAL GENICULATE BODY L
108. WM OPTIC RADIATION R
109. WM OPTIC RADIATION L
110. WM SUPERIOR LONGITUDINAL FASCICLE R
111. WM SUPERIOR LONGITUDINAL FASCICLE L
112. WM SUPERIOR OCCIPITO-FRONTAL FASCICLE R
113. WM SUPERIOR OCCIPITO-FRONTAL FASCICLE L
114. WM UNCINATE FASCICLE R
115. WM UNCINATE FASCICLE L
116. GM INSULA ID1 L
117. GM INSULA ID1 R
118. GM INSULA IG1 L
119. GM INSULA IG1 R
120. GM INSULA IG2 L
121. GM INSULA IG2 R
6.1.3 Harvard-Oxford Atlas
1. RIGHT FRONTAL POLE
2. LEFT FRONTAL POLE
3. LEFT INSULAR CORTEX
4. RIGHT INSULAR CORTEX
5. LEFT SUPERIOR FRONTAL GYRUS
6. RIGHT SUPERIOR FRONTAL GYRUS
7. LEFT MIDDLE FRONTAL GYRUS
8. RIGHT MIDDLE FRONTAL GYRUS
9. LEFT INFERIOR FRONTAL GYRUS, PARS TRIANGULARIS
10. RIGHT INFERIOR FRONTAL GYRUS, PARS TRIANGULARIS
11. LEFT INFERIOR FRONTAL GYRUS, PARS OPERCULARIS
12. RIGHT INFERIOR FRONTAL GYRUS, PARS OPERCULARIS
13. LEFT PRECENTRAL GYRUS
14. RIGHT PRECENTRAL GYRUS
15. LEFT TEMPORAL POLE
16. RIGHT TEMPORAL POLE
17. LEFT SUPERIOR TEMPORAL GYRUS, ANTERIOR DIVISION
18. RIGHT SUPERIOR TEMPORAL GYRUS, ANTERIOR DIVISION
19. LEFT SUPERIOR TEMPORAL GYRUS, POSTERIOR DIVISION
20. RIGHT SUPERIOR TEMPORAL GYRUS, POSTERIOR DIVISION
21. LEFT MIDDLE TEMPORAL GYRUS, ANTERIOR DIVISION
22. RIGHT MIDDLE TEMPORAL GYRUS, ANTERIOR DIVISION
23. LEFT MIDDLE TEMPORAL GYRUS, POSTERIOR DIVISION
24. RIGHT MIDDLE TEMPORAL GYRUS, POSTERIOR DIVISION
25. LEFTMIDDLE TEMPORAL GYRUS, TEMPOROOCCIPITAL PART
26. RIGHTMIDDLE TEMPORAL GYRUS, TEMPOROOCCIPITAL PART
27. LEFT INFERIOR TEMPORAL GYRUS, ANTERIOR DIVISION
28. RIGHT INFERIOR TEMPORAL GYRUS, ANTERIOR DIVISION
29. LEFT INFERIOR TEMPORAL GYRUS, POSTERIOR DIVISION
30. RIGHT INFERIOR TEMPORAL GYRUS, POSTERIOR DIVISION
31. LEFT INFERIOR TEMPORAL GYRUS, TEMPOROOCCIPITAL PART
32. RIGHT INFERIOR TEMPORAL GYRUS, TEMPOROOCCIPITAL
PART
33. LEFT POSTCENTRAL GYRUS
34. RIGHT POSTCENTRAL GYRUS
35. LEFT SUPERIOR PARIETAL LOBULE
36. RIGHT SUPERIOR PARIETAL LOBULE
37. LEFT SUPRAMARGINAL GYRUS, ANTERIOR DIVISION
38. RIGHT SUPRAMARGINAL GYRUS, ANTERIOR DIVISION
39. LEFT SUPRAMARGINAL GYRUS, POSTERIOR DIVISION
40. RIGHT SUPRAMARGINAL GYRUS, POSTERIOR DIVISION
41. LEFT ANGULAR GYRUS
42. RIGHT ANGULAR GYRUS
43. LEFT LATERAL OCCIPITAL CORTEX, SUPERIOR DIVISION
44. RIGHT LATERAL OCCIPITAL CORTEX, SUPERIOR DIVISION
45. LEFT LATERAL OCCIPITAL CORTEX, INFERIOR DIVISION
46. RIGHT LATERAL OCCIPITAL CORTEX, INFERIOR DIVISION
47. LEFT INTRACALCARINE CORTEX
48. RIGHT INTRACALCARINE CORTEX
49. LEFT FRONTAL MEDIAL CORTEX
50. RIGHT FRONTAL MEDIAL CORTEX
51. LEFT JUXTAPOSITIONAL LOBULE CORTEX (FORMERLY SUP-
PLEMENTARY MOTOR CORTEX)
52. RIGHT JUXTAPOSITIONAL LOBULE CORTEX (FORMERLY SUP-
PLEMENTARY MOTOR CORTEX)
53. LEFT SUBCALLOSAL CORTEX
54. RIGHT SUBCALLOSAL CORTEX
55. LEFT PARACINGULATE GYRUS
56. RIGHT PARACINGULATE GYRUS
57. LEFT CINGULATE GYRUS, ANTERIOR DIVISION
58. RIGHT CINGULATE GYRUS, ANTERIOR DIVISION
59. LEFT CINGULATE GYRUS, POSTERIOR DIVISION
60. RIGHT CINGULATE GYRUS, POSTERIOR DIVISION
61. LEFT PRECUNEOUS CORTEX
62. RIGHT PRECUNEOUS CORTEX
63. LEFT CUNEAL CORTEX
64. RIGHT CUNEAL CORTEX
65. LEFT FRONTAL ORBITAL CORTEX
66. RIGHT FRONTAL ORBITAL CORTEX
67. LEFT PARAHIPPOCAMPAL GYRUS, ANTERIOR DIVISION
68. RIGHT PARAHIPPOCAMPAL GYRUS, ANTERIOR DIVISION
69. LEFT PARAHIPPOCAMPAL GYRUS, POSTERIOR DIVISION
70. RIGHT PARAHIPPOCAMPAL GYRUS, POSTERIOR DIVISION
71. LEFT LINGUAL GYRUS
72. RIGHT LINGUAL GYRUS
73. LEFT TEMPORAL FUSIFORM CORTEX, ANTERIOR DIVISION
74. RIGHT TEMPORAL FUSIFORM CORTEX, ANTERIOR DIVISION
75. LEFT TEMPORAL FUSIFORM CORTEX, POSTERIOR DIVISION
76. RIGHT TEMPORAL FUSIFORMCORTEX, POSTERIOR DIVISION
77. LEFT TEMPORAL OCCIPITAL FUSIFORM CORTEX
78. RIGHT TEMPORAL OCCIPITAL FUSIFORM CORTEX
79. LEFT OCCIPITAL FUSIFORM GYRUS
80. RIGHT OCCIPITAL FUSIFORM GYRUS
81. LEFT FRONTAL OPERCULUM CORTEX
82. RIGHT FRONTAL OPERCULUM CORTEX
83. LEFT CENTRAL OPERCULAR CORTEX
84. RIGHT CENTRAL OPERCULAR CORTEX
85. LEFT PARIETAL OPERCULUM CORTEX
86. RIGHT PARIETAL OPERCULUM CORTEX
87. LEFT PLANUM POLARE
88. RIGHT PLANUM POLARE
89. LEFT HESCHL’S GYRUS (INCLUDES H1 AND H2)
90. RIGHT HESCHL’S GYRUS (INCLUDES H1 AND H2)
91. LEFT PLANUM TEMPORALE
92. RIGHT PLANUM TEMPORALE
93. LEFT SUPRACALCARINE CORTEX
94. RIGHT SUPRACALCARINE CORTEX
95. LEFT OCCIPITAL POLE
96. RIGHT OCCIPITAL POLE
6.2 List of Publications
In this section there are the following 10 subsections:
• the work titled FSL-Hybrid Atlas Promotes Activation Weighted Vec-
tor Analysis in Functional Neuroradiology, i.e. the presentation of the
hybrid atlas obtained with the integration of two well-known brain atlas
(the Juelich one and the Harvard-Oxford one) 4.1
• the work titled Quantitative Relations between CRAIIM Human Brain
Altases;
• the work titled Cluster Analysis of Functional Neuroimages using Data
Reduction and Competitive Learning Algorithms, i.e., the abstract is
skipped because is the same in Results section 4.2;
• the work titled Computation and Management of Weighted Activation
Vectors in Support to fMRI Analysis of Clinical Subjects
• the work titled Accuracy Evaluation of Soft Classifiers using Interval
Type-2 Fuzzy Sets Framework
• the work titled A Soft Davies-Bouldin Separation Measure, i.e., the
abstract is skipped because is the same in Results section 4.3;
• the work titled Resting State Functional Connectivity Analysis Using
Soft Competitive Learning Algorithms
• the work titled Resting State fMRI Analysis Using Unsupervised Learn-
ing Algorithms, i.e., the abstract is skipped because is the same in
Results section 4.3
• the work titled Clustering Functional MRI Patterns with Fuzzy and
Competitive Algorithms, i.e., the abstract is skipped because is the
same in Results section 4.3
Research paper 1
Title FSL-Hybrid Atlas Promotes Activation Weighted Vector Analysis in
Functional Neuroradiology
Authors Alberto Arturo Ver gani, Sabina Strocchi, Renzo Minotto, Elis-
abetta Binaghi
Year 2016
Abstract This work is the integration of the Juelich brain atlas with the
Harvard-Oxford brain atlas. The motivation to do this operation is the ab-
sence of temporal and frontal regions in the Juelich one, that instead are
present in the Harvard-Oxford model. The hybridization procedure has been
done having as reference the Juelich atlas and as adapted atlas the Harvard-
Oxford. Therefore, we selected the all 121 ROIs of Juelich and only 40 ROIs
from Harvard-Oxford, resulting an hybrid atlas we named CRAIIM2 Hybrid
Atlas. The benefits of this hybrid atlas are the integration of fundamental
neuroanatomy models useful for co-registration that in the standard template
were absent, e.g. many frontal and temporal cortexes, subcallosal portions,
cingulate gyrus and thalamus halves. The limitation is that these last regions
are in some cases a minor proportion of the Harvard-Oxford template. The
161 regions cover all of the main important brain territories, satisfying the
right trade-off between exhaustion power and visual usability. It has neu-
roradiological utility, but some kind of incompleteness for all brain region
representation: it is missing of special structure like cerebellum and, in gen-
eral, has some portion that is a percentage of its original atlases. Other own
quality regards the resolution about only 1mm. Future work is planned to
generalize the atlas building procedure with which to easily generate solu-
tions for diversified functional neuroradiological applications honouring the
salience of existing specialized template.
Key-words Atlasing; FSL; Hybridization; Functional Neuroimaging; Brain
Representation; Brain Modelling; Computational Neuroanatomy.
Citation See [254]
2CRAIIM is the Italian acronym that means Centro di Ricerche in Analisi di Immagini
e Informatica Medica, i.e., in English: Centre of Research in Image Analysis and Medical
Informatics.
Research paper 2
Title Quantitative Relations between CRAIIM Human Brain Atlases
Authors Alberto Arturo Vergani, Sabina Strocchi, Renzo Minotto, Elisa-
betta Binaghi
Abstract See the paper in the Results Section 4.1
Key-words Atlasing; FSL; Hybridization; Functional Neuroimaging; De-
scriptive Statistics; Voxel-Based Morphometry.
Citation See [255]
Research paper 3
Title Cluster Analysis of Functional Neuroimages using Data Reduction
and Competitive Learning Algorithms
Authors Alberto Arturo Vergani, Samuele Martinelli and Elisabetta Bi-
naghi
Abstract See the paper in the Results Section 4.2
Key-words fMRI, Statistical Parametric Mapping, Data Reduction, Self
Organizing Map, Growing Neural Gas
Citation [252]
Research paper 4
Title Computation and Management of Weighted Activation Vectors in
Support to fMRI Analysis of Clinical Subjects
Authors Elisabetta Binaghi, Alberto Arturo Vergani, Andrea Montalbetti,
Renzo Minotto, Valentina Pedoia, Sabina Strocchi and Sergio Balbi
Abstract In the present work, we investigate the usefulness of a new rep-
resentation of the results obtained by fMRI data analysis, named Weighted
Activation Vector built on the top of Statistical Parametric Mapping. A
software package for the genera-tion and management of Weighted Activa-
tion Vectors is illustrated. It is de-signed to support single subject, multi-
temporal and collective brain tumour studies. As seen in our experimen-
tal context, the allied use of Weighted Activation Vectors and Statistical
Parametric Maps improves the quality of medical decisions before and after
the neurosurgical practice. Clustering techniques ap-plied to Weighted Ac-
tivation Vectors can be efficiently analysed and optimised in an attempt to
discover relevant properties of collective data
Key-Words fMRI, Statistical Parametric Map, Data Reduction, Cluster-
ing, Brain Tumour Studies, Medical Software
Citation [20]
Research paper 5
Title Accuracy Evaluation of Soft Classifiers using Interval Type-2 Fuzzy
Sets Framework
Authors Elisabetta Binaghi, Alberto Arturo Vergani, Valentina Pedoia
Abstract This paper proposes a new accuracy evaluation method within
a behavioural comparison strategy which uses interval type-2 fuzzy sets and
derived operations to model reference data and define soft accuracy indexes.
The method addresses the case in which grades of membership, collected
by surveying experts, will often be different for the same reference pattern,
because the experts will not necessarily be in agreement. The approach
is illustrated using simple examples and an application in the domain of
biomedical image segmentation.
Key-words Indexes; Fuzzy Sets; Uncertainty; Data Models; Image Seg-
mentation
Citation [21]
Research paper 6
Title A Soft Davies-Bouldin Separation Measure
Authors Alberto Arturo Vergani and Elisabetta Binaghi
Abstract See the paper in the Results Section 4.3
Key-words clustering, k-means, c-means, separation measures, Davies-
Bouldin index, fMRI
Citation [250]
Research paper 7
Title A Cloud Fuzzy Logic Framework for Oral Disease Risk Assessment
Authors Gloria Gonella, Elisabetta Binaghi, Alberto Arturo Vergani, Irene
Biotti, Luca Levrini
Abstract This paper presents a fuzzy logic framework for dental caries
and erosion risk assessment. Two interdependent modules are implemented
within a cloud architecture. The first module is a fuzzy expert system de-
signed for physicians and expert users, able to provide an active support in
formulating risk judgements. The second module is oriented to generic users
for oral health promotion. Conceptual ingredients of the fuzzy logic frame-
work are principally defined by eliciting knowledge from a group of experts.
The generation of rules involves both structured interviews and data driven
learning procedures based on the use of neurofuzzy techniques.
Key-words Fuzzy Expert System, Medical Knowledge Acquisition, Neu-
rofuzzy Inference System, Cloud Computing
Citation [88]
Research paper 8
Title Resting State Functional Connectivity Analysis Using Soft Compet-
itive Learning Algorithms
Authors Alberto Arturo Vergani, Elisabetta Binaghi, Samuele Martinelli,
Sabina Strocchi
Abstract RS-fMRI data analysis for functional connectivity explorations
is a challenging topic in computational neuroimaging. Several approaches
have been investigated to discover whole-brain data features. Among these,
clustering techniques based on Soft Competitive Learning (SCL) have been
shown effective in providing useful information in various contexts. However,
although significant achievements have been reached, these techniques still
present critical aspects that require further investigations. We selected three
clustering algorithms, i.e. Self-Organizing Maps (SOM), Neural Gas (NG)
and Growing Neural Gas (GNG), to study the intrinsic functional properties
of images coming from a shared repository of resting state fMRI experiments
(1000 Functional Connectome Project, i.e. Oxford dataset). To compare the
functional connectivity based on soft clustering, we calculated the Seed Based
Linear Correlation (SBLC) to study the Default Mode Network (DMN) func-
tionality, i.e. we found that Precuneus L/R has the higher Correlations Coef-
ficients with its controlateral part and with the posterior division of Cingulate
Gyrus. The differences among the three soft clustering algorithms adopted
were measured basing on Jaccard Similarity Coefficient (JSC), whereas the
quality of clusters has been evaluated with Davies-Bouldin Index (DBI). The
optimal clustering computation was with 2 partitions for all the algorithms.
We obtained the following results: a) clusters differentiated the amplitude of
BOLD signals for both Males and Females, i.e. low level signal vs high level
signal; b) clusters also differentiated the quality of seed-based correlations,
i.e. strong (positive) associations vs weakly associations. These multivariate
outcomes highlighted the complementary usage of clustering algorithms with
statistical signal processing: the first made the partitions, the last explain
the partitions.
Key-words RS-fMRI, Functional Connectivity, Clustering, Soft Competi-
tive Learning.
Citation [253]
Research paper 9
Title Resting State fMRI Analysis Using Unsupervised Learning Algo-
rithms
Authors Alberto Arturo Vergani, Samuele Martinelli and Elisabetta Bi-
naghi
Abstract See directly the paper in the Results Section 4.3
Key-words Functional Connectivity; Competitive Clustering; Self Orga-
nizing Map; Neural Gas; Growing Neural Gas; Davies-Bouldin Index; Spec-
tral Methods; Principal Component Analysis; Nonlinear Robust Fuzzy Prin-
cipal Component Analysis; Random Matrix Theory
Citation submitted to Computerized Methods in Biomechanics and Biomed-
ical Engineering: Imaging and Visualization, Taylor and Francis
Research paper 10
Title Clustering Functional MRI Patterns with Fuzzy and Competitive
Algorithms
Authors Alberto Arturo Vergani, Samuele Martinelli and Elisabetta Bi-
naghi
Abstract See the paper in the Results Section 4.3
Key-words fMRI, Partitive Clustering, Fuzzy c-means Algorithm, Neural
Gas Algorithm
Citation [255]
6.3 List of Algorithms
In this section there is the presentation of the algorithms proposed in the
Backgrounds section 2.2 of the Computational Intelligence chapter:
• the Fuzzy C-Means Type 1 (FCM Type 1) 1;
• the Fuzzy C-Means Type 2 (FCM Type 2)2;
• the Self Organizing Maps (SOM) 3;
• the Neural Gas Algorithm (NG) 4;
• the Growing Neural Gas Algorithm (GNG) 5.
Algorithm 1 Fuzzy C-Means TYPE 1 Algorithm
Require: set parameters
c number of cluster
m fuzzy partition matrix exponent to control the degree of fuzzy overlap
(m > 1)
d distance
℘ fuzzy pseudo partition
l := 0 iteration number
Ensure: minimize the fuzzy c-means functional:
Jm(℘c) =
r∑
i=1
c∑
j=1
(Rj(ui))
m · d2(ui, sj) (6.1)
1: compute vectors of the centres sl1, . . . , s
l
c with
sj =
(∑r
i=1(Rj(ui))
m · uin∑r
i=1(Rj(ui))
m
)
(6.2)
2: ∀i = 1, . . . , r modify the fuzzy pseudopartion ℘ as follows:
1. if d(ui, sj) > 0 ∀j = 1, . . . , c, then put:
R
(l+1)
j (ui) =
c∑
k=1
(
d(ui, s
(l)
j )
d(ui, s
(l)
j )
)−( 2
m−1
)
(6.3)
2. Let J = j1, . . . , jp, p ≤ c, be a set of subscripts such that d(ui, sj) =
0 ∀j ∈ J . Then put Rl+1j (ui) equal to any number from interval
[0, 1] in such a way that the condition
jp∑
j=ji
Rl+1j (ui) = 1 (6.4)
is fulfilled. For the remaining j ∈ {1, . . . , c} \ J , put Rl+1j (ui) = 0.
3: Compare fuzzy pseudopartitions ℘l+1c and ℘
l
c using the distance
||l+1c ,lc || = maxj=1,...,c
i=1,...,r
|R(l+1)j (uj)−R(l)j (ui)|. (6.5)
4: if ||℘(l+1)c , ℘(l)c || ≤ ǫ holds then
5: terminate the process;
6: else
7: in the opposite case, set l := l + 1 and return to step 2.
8: end if
Algorithm 2 Fuzzy C-Means TYPE 2 Algorithm
Require: set parameters
Ensure: minimize the fuzzy c-means functional:
Jm(℘c) =
r∑
i=1
c∑
j=1
(Aj(ui))
m · d2(ui, sj) (6.6)
1: compute vectors of the centres sl1, . . . , s
l
c with
sj =
(∑r
i=1(Aj(ui))
m · uin∑r
i=1(Aj(ui))
m
)
(6.7)
2: ∀i = 1, . . . , r modify the fuzzy pseudopartion ℘ as follows:
1. if d(ui, sj) > 0 ∀j = 1, . . . , c, then put:
A
(l+1)
j (ui) =

 c∑
k=1
(
d(ui, s
(l)
j )
d(ui, s
(l)
j )
)−( 2
m−1
)

−

1−

 c∑
k=1
(
d(ui, s
(l)
j )
d(ui, s
(l)
j )
) 2
m−1


2


(6.8)
2. Let J = j1, . . . , jp, p ≤ c, be a set of subscripts such that d(ui, sj) =
0 ∀j ∈ J . Then put Al+1j (ui) equal to any number from interval
[0, 1] in such a way that the condition
jp∑
j=ji
Al+1j (ui) = 1 (6.9)
is fulfilled. For the remaining j ∈ {1, . . . , c} \ J , put Al+1j (ui) = 0.
3: Compare fuzzy pseudopartitions ℘l+1c and ℘
l
c using the distance
||l+1c ,lc || = maxj=1,...,c
i=1,...,r
|A(l+1)j (uj)− A(l)j (ui)|. (6.10)
4: if ||℘(l+1)c , ℘(l)c || ≤ ǫ holds then
5: terminate the process;
6: else
7: in the opposite case, set l := l + 1 and return to step 2.
8: end if
Algorithm 3 The Self Organizing Map Algorithm
Require: Set parameters . . .
Ensure: minimize the SOM functional:
1: Initialize the set A = {c1, c2, . . . , cN} with N = N1 · N2 units ci with
reference vectors wc ∈ ℜn chosen according to p(ξ)
2: Initialize the connection C to shape a rectangular grid N1 ×N2
3: Initialize the time parameter t = 0
4: Generate the input signal ξ according to p(ξ)
5: Determine the winner s(ξ) = s
s(ξ) = argmin
c∈A
||ξ −wc|| (6.11)
6: Adapt each unit r according to:
△wr = ǫ(t) · (ξ −wr) (6.12)
σ(t) = σi · (σf/σi)t/tmax (6.13)
ǫ(t) = ǫi · (ǫf/ǫi)t/tmax (6.14)
7: Increase the time parameter t = t+ 1
8: if t < tmax then
9: continue with step 2.
10: end if
Algorithm 4 The Neural Gas Algorithm
Require: Select values for time-dependent parameters:
λi neighbourhood range
ǫf adaptation step size of f
ǫi adaptation step size of i
Ensure: minimize the NG functional:
1: Choose the reference vectors wci ∈ ℜn according to the probability p(ξ)
2: Initialize the set A = {c1, c2, . . . , cN} with N units ci associated to wci
3: Initialize time parameter t = 0
4: Generate an input signal ξ according to p(ξ)
5: Order the element of A according to their distance to ξ {i.e., find the
sequence of indices (i0, i1, . . . , iN−1) such that wik , with k = 0, . . . , N−1,
is the reference vectors such that ∃ k vectorswj with ||ξ−wj|| < ||ξ−wk||
}
6: Adapt the reference vector according to△wi = ǫ(t) ·hλ(ki(ξ, A)) ·(ξ,wi).
Note that:
ki(ξ, A) is the number k associated with wi
ǫ(t) = ǫi(ǫi/ǫf )
t/tmax
λ(t) = λi(λf/λi)
t/tmax
hλ(k) = exp(−k/λ(t))
7: Increase the time parameter t = t+ 1
8: if t < tmax then
9: continue with step 2.
10: end if
Algorithm 5 The Growing Neural Gas Algorithm
Require: Select values for simulation parameters (see [152] to use evolution-
ary algorithms to compute parameters )
Ensure: minimize the GNG functional:
1: Initialize the set A = {c1, c2} with reference vectors wc chosen by p(ξ)
2: Initialize the connection set C ⊆ A× A = ∅
3: Generate the input signal ξ according the probability p(ξ)
4: Determine the first-nearest unit s1 (i.e. the winner) and the second-
nearest s2(s1, s2 ∈ A) by
s1 = argmin
c∈A
||ξ −wc|| (6.15)
s2 = arg min
c∈A\{s1}
||ξ −wc|| (6.16)
5: if ∄ the connection C then
6: create C = C ∪ {(s1,s2})} and set the age of connection age(s1,s2) = 0
7: end if
8: Add the squared distance between ξ and ws1 to a local error variable:
△ Es1 = ||ξ −ws1 || (6.17)
9: Adapt the reference vectors ws1 and its neighbors wi to ǫb and ǫn:
△ws1 = ǫb · (ξ −ws1) (6.18)
△w1 = ǫn · (ξ −wi) (∀i ∈ Ns1 = set of topological neighbors of s1)
(6.19)
10: Increment the age of all edges from s1:
age(s1,i) = ages1,i + 1 (∀i ∈ Ns1) (6.20)
11: Remove edge with age > αmax and remove units without edges
12: if the cardinality of ξ is an integer multiple of λ then
13: • determine the unite q = argmaxc∈AEc
• among the neighbors of q, determine the unite f =
argmaxc∈Nq Ec
• add unit r and interpolate its reference vector wr from q and f
• insert edges connecting the new unit r with units q and f and
remove the original edge between q and f
• decrease the error variables of q and f by a fraction of α
• interpolate the error variable of r from q and f
14: end if
15: Decrease the error variables of all units
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