We introduce the dispersion-minimized mass for isogeometric analysis to approximate the structural vibration which we model as a second-order differential eigenvalue problem. The dispersion-minimized mass reduces the eigenvalue error significantly, from the optimum order of 2p to the superconvergence order of 2p + 2 for the p-th order isogeometric elements with maximum continuity, which in return leads to more robust of the isogeomectric analysis. We first establish the dispersion error for arbitrary polynomial order isogeometric elements. We derive the dispersion-minimized mass in one dimension by solving a p-dimensional local matrix problem for the p-th order approximation and then extend it to multiple dimensions on tensor-product grids. We show that the dispersionminimized mass can also be obtained by approximating the mass matrix using optimally blended quadratures. We generalize the results of optimally blended quadratures from polynomial orders p = 1, · · · , 7 that were studied in [1] to arbitrary polynomial order isogeometric approximations. Various numerical examples validate the eigenvalue and eigenfunction error estimates we derive.
Introduction 1
The classical second-order differential eigenvalue problem that arises in structural mechanics is to find the vibration frequencies ω and vibration modes u such that −∆u = λu in Ω, 
Isogeometric discretization

72
To discretize (2.1) with isogeometric elements, we first assume that Ω is a cube and a uniform tensor product mesh of size h x > 0, h y > 0, h z > 0 is placed on Ω. We denote each element as K and its collection as T h such thatΩ = ∪ K∈T h K. Let h = max K∈T h diameter(K). The variational formulation of (2.1) at the continuous level is to find λ ∈ R + and u ∈ H where a(w, v) = (∇w, ∇v) and b(w, v) = (w, v). Here, we denote by H m (Ω) the SobolevHilbert spaces and H m 0 (Ω) the Sobolev-Hilbert spaces with functions vanishing at the boundary for m > 0, where m specifies the order of weak derivatives. From (2.3), the normalized eigenfunctions are also orthogonal in the energy inner product a(u j , u k ) = λ j b(u j , u k ) = λ j δ jk .
(2.5)
By specifying a finite dimensional approximation space V h ⊂ H 1 0 (Ω) where V h = span{φ a } is the span of the B-spline basis functions φ a , the isogeometric analysis of (2.1) seeks λ h ∈ R and u h ∈ V h such that
The definition of the B-spline basis functions in one dimension is as follows. Let X = {x 0 , x 1 , · · · , x m } be a knot vector with knots x j , that is, a nondecreasing sequence of real numbers which are called knots. The j-th B-spline basis function of degree p, denoted as θ (2.7)
In this paper, we utilize the B-splines on uniform meshes with non-repeating knots, that is, we use B-splines with maximum continuity on uniform meshes. We approximate the eigenfunctions as a linear combination of the B-spline basis functions and substitute all the B-spline basis functions for v h in (2.6) which leads to the matrix eigenvalue problem where̟ l are the weights,n l are the nodes, and N q is the number of quadrature points.
For each element K, we assume that there is an invertible map σ such that K = σ(K), which leads to the correspondence between the functions on K andK. Assuming J K is the corresponding Jacobian of the mapping, (2.9) induces a quadrature rule over the element K given by 
81
Applying quadrature rules to (2.6), we have the approximated form and
where {̟
l,K } and {̟
l,K } specify two (possibly different) quadrature rules. In one dimension for the p-th order isogeometric elements, G p+1 integrates these two bilinear forms exactly, that is, for where in [1] .
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Now, we study the dispersion analysis of the isogeometric elements for (2.1). The dispersion analysis studies the numerical approximation of the well-known Helmholtz equation
which we discretize in the same fashion as for the eigenvalue problems, that is
Suppose we utilize the p-th order B-spline basis functions in the bilinear forms (2.12) and (2.13) on a uniform mesh of size h > 0 in 1D and seek an approximation of the eigenfunction the form
where U j p are the unknown coefficients which corresponds to the the p-th order polynomial 91 approximation which are to be determined.
92
The classical dispersion analysis of wave propagation problems relies on the Bloch wave assumption [31] , which states that (2.1) admits nontrivial Bloch wave solutions in the form
where i 2 = −1 and µ is an approximated frequency. The C p−1 B-spline basis function θ j p has a support over p + 1 elements. Thus, we have
where
The symmetry of the B-spline basis functions (on uniform meshes and away from the boundaries) further implies that
Thus, using the symmetry of (3.8), the Bloch wave assumption (3.4) and Euler's formula, one can calculate
(3.10)
Before we derive the dispersion error, we first establish a few lemmas for any order B- 
Preliminary results on B-splines
Firstly, we list several known results on the stiffness and mass matrices. In this sub-section, we assume that both stiffness and mass matrix entries are integrated exactly and 98 the B-splines of degree p are C p−1 and defined on a uniform grid on the one dimensional 99 real number line.
100
Lemma 1. The B-splines are symmetric, that is, 
respectively. Lastly, 
103
Invoking the definition of B-splines (2.7), Lemma 1 implies the following recursive formula for the mass entries
Lemma 2. For any positive integer p, there holds
Proof. Applying (3.8), (3.9), and the first equality of (3.12), we obtain
Applying (3.13) with p − 1, we arrive to
which completes the proof.
104
Lemma 3. For any positive integer p, there holds
Proof. We prove this by induction on p. Firstly, for p = 1, we have
Now, suppose it is true for p = q − 1. Then for p = q, invoking (3.8), (3.9), and (3.14) gives
105
In order to proceed with the next Lemma, we define
and for q = 1, 2, · · · , p − 2,
Now, we postulate the following on these terms. 
Then using (3.9), (3.12), and (3.14) gives
Therefore, using the notation of (3.19) implies
9
Using Postulate 1 and applying (3.8), (3.9), (3.12), and (3.14) recursively, we obtain
110
Remark 1. For the particular case m = 2, invoking (3.13) and Lemma 3 yields
Lemma 5. Let C 2 = 1 and for m = 2, 3, · · · , define
For any positive integer p ≥ 2 and m = 2, 3, · · · , p, there holds
Proof. We prove this by induction on m for m = 2, 3, · · · , p. Firstly, for m = 2, using C 2 = 1 and Lemma 4, (3.22) reduces to
Now, assume that C 2m = 0, for m = 2, 3, · · · , s, where s < p. Then using C 2 = 1, (3.22) with m = s + 1 reduces to
By Lemma 4, C 2s+2 = 0 for s = 2, 3, · · · , p − 1. This completes the proof.
Lemma 6. Denote Λ = µh. For any positive integer p, there holds
Applying (3.10) gives
which we express as
Expanding cos(kΛ) around Λ = 0, we obtain
and thus,
(3.31)
Setting up equalities on the coefficients of the terms with the same powers of kΛ and using the expression of symmetry (3.8), one obtains
where m = 2, 3, · · · . Using (3.13) and Lemma 2 yields c 0 = 0 and c 2 = 1, respectively. By a factor of 2, Lemma 5 immediately implies that c 2m = 0 for m = 2, 3, · · · , p. Setting m = p + 1 in the last equation in (3.32), one obtains
which is substituted back to (3.27) to complete the proof.
Dispersion error equation
In this subsection, we assume that both the stiffness and the mass matrix entries 114 are integrated exactly and the B-splines of degree p are C p−1 and defined on a uniform 115 grid with 0 < h < 1. Now we present the main theorem.
116
Theorem 1. For each discrete mode ω h , there holds the discrete dispersion error
Proof. In view of the dispersion analysis, using (3.2) with v h = θ j p yields
which is known as the Rayleigh quotient. Applying Lemma 6 and substituting Λ = µh 117 completes the proof.
118
In the view of the duality principle, we have the following.
119
Corollary 1. For each eigenvalue, there holds 
Local row-wise problem
We first introduce the following linear system
where α = (α 1 , α 2 , · · · , α n ) is a vector containing the unknowns and β = (β 1 , β 2 , · · · , β n ) is a given vector. We write this system in a matrix-vector form
which is always invertible for any positive integer n. For simplicity, we also denote the following matrix‫א‬
which is always invertible for any positive integer n. For the p-th order isogeometric elements with stiffness entriesÂ
, that is a half of A p defined in (3.6), the local problem is to find
Due to the non-singularity of the matrix ℵ, B p,O is uniquely solvable. OnceB p,O is obtained, we extend its definition to all relevant entries using the symmetry of the entries to the mass, that is,
Due to the partition of unity of the B-spline basis functions, invoking mass conservation, we also define the middle entry
For p = 1, 2, 3, 4, these entries are listed in the right-most column of Table 1 . We call the mass entries
the dispersion-minimized mass entries as they render the minimal dispersion error, a 142 result we derive in the following subsection.
143
Remark 3. The dispersion-minimized mass entries corresponding to the boundary el-144 ements are obtained in a similar fashion. For simplicity, we limit our discussion here
145
to periodic boundary conditions. For non-uniform meshes and non-constant diffusion 146 coefficient cases, the dispersion-minimized mass entries can be also obtained in a similar 147 fashion. We leave this for future study as the analysis is more involved. The extension 148 to multiple dimensions is presented in the Section 6. 
Minimized dispersion error
150
In this section, we derive the minimized dispersion error for the mass entries B p,O 151 defined in (4.9). Firstly, we establish the following identity.
152
Lemma 7. For any positive integer p with B p,O defined in (4.6), there holds
Proof. Substituting (4.3) and (4.4) into the matrix system (4.6), we write it as a summation
Rewriting this equation completes the proof.
153
The identity in Lemma 7 is true for m = 2, · · · , p + 1, which is satisfied for one more 154 equation than that in (3.21). This extra identity for m = p+1 gives us superconvergence,
155
which is an order of 2p + 2. We establish the minimized dispersion error as follows.
156
Theorem 2. For each discrete mode ω h , the discrete dispersion error is
Proof. Using the previous lemma and following the same type of arguments in Section 3 157 completes the proof.
158
Remark 4. Theorem 2 further implies the superconvergence order of the eigenvalue error, that is |λ 
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We present the quadrature rules for p = 1, 2, 3 as follows.
(4.14)
Remark 6. The plus-minus ± specifies two different rules for p = 1, 2, 3. For p = 2, 184 these rules do not fully integrate C 0 polynomials of order up to 3. For p = 3, there is a 185 negative weight. The rules for the boundary elements are different. Developing quadrature 186 rules for higher order and boundary elements will be the subject of further investigation. 
Optimal blending in 1D
Section 3 establishes the eigenvalue error estimates when both the stiffness and the 189 mass matrix entries are integrated exactly in 1D, which can be done using, for example 190 G p+1 . Section 4 optimized the dispersion error by appropriately defining the mass entries.
191
In this section, we develop the dispersion-minimized mass entries by optimally blending if one disregards the number of quadrature points. For blending, we assume here that
Now, we denotẽ
where Q specifies a quadrature rule applied, which can be set to G p , R p , L p+1 , or generically to Q p . In one dimension, one immediately has
and thus, we use them interchangeably in the discussion. For p = 1, 2, 3, 4, the values of Table 1 .
206
To derive the dispersion error when we apply Q p , we first present the following 
Optimal blending
215
Assume that Q p = G p+1 . Q p does not integrate the mass entries exactly in 1D. The differences in the leading coefficients of (3.36) and (5.4) allow us to blend different quadratures to remove the leading order terms from the error estimates. From the insights on the lower order cases as done in [1] , we can consider the following blending quadrature rule
where τ is the blending parameter. Now we have the following results for optimal blending 216 coefficient.
217
Lemma 8. Let
Then for any positive integer p, there holds (5.8) This completes the proof.
Theorem 4. Let τ be defined as (5.6). Then for each eigenvalue, there holds
Proof. Invoking Lemma 8, applying (5.2), and following the arguments we describe in
220
Section 3 with B p substituted byB p,Qτ completes the proof.
221
One can optimally blend other quadrature rules similarly. We denote the following blending rule, are the same as those of the dispersion-minimized mass of Section 4.
231
Theorem 4 establishes an error estimation for the eigenvalues when we apply the blended quadrature rules |λ
which is the same as (4.12) in Section 4.
232
It is not possible to combine more quadrature rules to deliver higher order conver- 
(5.16) for m = 1, 2, 3. The blending of these three quadrature rules is expressed as
p , and Q 3 τ fully integrate the stiffness entries. Following the previous arguments, one obtains the error expansion below
(5.19) However, the system T The analysis of generalization to multidimension is studied in the literature for tensor-product basis functions when using finite elements in [23] and when using isogeometric elements [1] . From these references, the multidimensional problem admits a nontrivial solution provided that
or alternatively in the eigenvalue form is
where d is the dimension and λ h k = ω 2 k being the approximated wave frequencies squared. This implies that the optimal blending for the one-dimensional case extends to the arbitrary dimension and is independent of the number of spatial dimensions. We deduce the corresponding optimized dispersion error expression for multidimensional problems from (5.14) and (6.2), which is |λ
We now establish the error estimate for the eigenfunctions in the same fashion as in 246 [1] . The following theorem establishes the eigenfunction errors. The work [1] established 247 the theorem with a complete proof for isogeometric polynomial order up to p = 7. We 248 refer to [1] for a proof of the following theorem which is a simple extension.
249
Theorem 5. For a fixed discrete eigenmode, assume that the eigenfunction u andũ
, and the signs of eigenfunctions of u andũ h are chosen such that b(u,ũ h ) > 0. Then for sufficiently small h, we have the estimate
where · E is the energy norm and Q specifies a quadrature rule G p+1 , O p , or Q p .
Numerical examples
and two dimensions using the dispersion-minimized mass for C 1 quadratic and C 2 cubic 253 isogeometric elements on uniform meshes. Both our symbolic and numerical calculations 254
show that the dispersion-minimized mass, the quadrature rules (4.14), and the optimally-255 blended quadrature rules (see Table 2 ) yield the same stiffness and mass entries on 256 uniform meshes in both one and multiple dimensions. We utilize the quadrature rules 257 (4.14) for the following numerical experiments.
258
For numerical simulations using higher order isogeometric elements, we refer to
259
[1], where optimally blended G p+1 , G p , and L p+1 quadrature rules are studied for p = 260 1, 2, · · · 7. In this paper, the concept of the optimal blending is extended to Radau and 261 other general rules. In one dimension, R p integrates exactly polynomials up to order 262 2p − 2, which is less than 2p − 1 as for G p and L p+1 . For comparison, we also present 263 the numerical results while using R p .
264
We assume that once the eigenvalue problem is solved, the numerical approximations
265
to the eigenvalues are sorted in ascending order and paired with the true eigenvalues.
266
We focus on the numerical approximation properties of the eigenvalues. In the following, respectively. The errors are of optimal convergence order p.
282
Fixing the wave numbers, Table 3 shows their relative eigenvalue errors of the first, 
Numerical study in 2D
290
Let Ω = [0, 1] × [0, 1]. The two dimensional differential eigenvalue problem (2.1) has exact eigenvalues and eigenfunctions
respectively. We discretize the domain using a tensor-product structure. elements. We evaluate the isogeometric mass entries by full integration using Gauss 294 rules and underintegration using Radau rules, as well as the dispersion-minimized mass.
295
In general, the dispersion-minimized mass leads to the smallest relative eigenvalue errors 296 while the Gauss rules results in the largest errors. The p-point Radau rule fully integrates
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300 Table 4 shows the relative eigenvalue errors while fixing the wave numbers and vary-301 ing the mesh sizes. We present the errors for the first, second, and fourth eigenmodes.
302
We observe the same convergence behavior as in 1D. In the view of Section 6, the eigen- We generalize these results to mixed isogemetric elements for 2n-order differential 322 eigenvalue problems, which include the Cahn-Hilliard, Swift-Hohenberg, and Phase-field 323 crystal operators. We will report our results in the near future.
324
Other future work includes (1) providing proofs for the identities and postulates
325
we assert in this paper, (2) generalizations of the analysis for the dispersion-minimized 
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