ABSTRACT Performance of the powerful discriminative random field (DRF) model for image processing and analysis is easily affected by the inherent speckle noise and the time-consuming iteration. Therefore, in this paper, a superpixel-based hybrid DRF (sp-HDRF) model is proposed for fast polarimetric synthetic aperture radar (PolSAR) image classification. The sp-HDRF model realizes the classification by two steps. First, the simple linear iterative clustering algorithm, which is modified by introducing the ratio of exponentially weighted averages operator, is utilized to obtain a superpixel graph with more accurate edge locations. Second, the conditional posterior distribution and the inference formula of the sp-HDRF model are derived on the superpixel graph, which is a generalization of a DRF model on the pixel. Then, the sp-HDRF model is applied to implement classification. Finally, the sp-HDRF model has the fusion of the polarimetric scattering features, the statistics, and the spatial relationships of the image. The experimental results on the real PolSAR images demonstrate the effectiveness of the sp-HDRF model and illustrate that it can provide stronger noise immunity, obtain smoother homogeneous areas in classification, and enhance the computational efficiency simultaneously.
I. INTRODUCTION
Polarimetric synthetic aperture radar (PolSAR) [1] transmits and receives radar signals alternately in horizontal polarization and vertical polarization. The measured PolSAR data is not the backscattering coefficient of targets, but the complex scattering matrix or the complex covariance matrix (coherence matrix) [2] , [3] . Thus, PolSAR can obtain more comprehensive and abundant information, and then establishes the significant basis for further studying the scattering information of targets. Now, more and more spaceborne and airborne PolSAR systems [4] , [5] have been successfully developed and launched, and the considerable obtained PolSAR data can provide necessary supports for PolSAR images analysis
The associate editor coordinating the review of this manuscript and approving it for publication was Weiyao Lin. and interpretation. As an important and continually developing step in automatic image analysis and interpretation, classification of PolSAR image aims at assigning pixels in image into different classes according to the characteristics of the classifying elements. It can directly reveal the structure and the nature of images, and is the basis of automatic target recognition and detection for PolSAR system. Such a process is attracting a growing interest in civil and military applications.
In recent years, more and more attentions have been attracted on it and lots of PolSAR image classification methods have been proposed [6] - [18] . In literature, earlier algorithms are numerously pixel-based processing. For example, Masjedi et al. [6] proposed a contextual method for the classification of PolSAR data by combined the support vector machine (SVM) and the Wishart classifiers to benefit from both parametric and nonparametric methods. Kersten et al. [13] classified PolSAR images using the fuzzy clustering and the EM clustering. Song et al. [14] proposed a mixture WG -MRF model for PolSAR image classification by fusing the spatial relationships and the edge information of images into the finite mixture model. Additionally, Lardeux et al. [15] classified PolSAR image using the powerful support vector machine (SVM), Silva et al. [16] with the minimum stochastic distances between the Wishart distributions, Uhlmann and Kiranyaz [17] by integrating the color features of PolSAR image, and Zhang et al. [18] by the complex-valued convolutional neural network. Although the pixel-based algorithms have been widely applied and obtained promising classification results, they still have the following limitations: (1) Lots of pixels make them be timeconsuming; (2) They are easily affected by the inherent speckle noise; (3) They could not take full advantages of the spatial relationships of image. To comprehensively describe the ground objects, more and more researchers [19] - [21] have paid attentions to the superpixel-based classification.
Superpixels are small image regions with semblable size and homogenous appearance, which are usually generated by the over-segmentation technologies. The superpixel-based method can provide a more natural and logical representation of images than pixels on a regular grid, and is generally used as a pre-processing step for computer vision application. Compared with the pixel-based methods, the superpixelbased ones have the following advantages: Compared with the pixel-based methods, the superpixel-based ones have the following advantages: (1) They can well preserve the structure information and provide adaptive neighborhood information in image; (2) The computational efficiency can be improved by substituting thousands of pixels with a few hundreds of superpixels; (3) The effect of speckle noise can be weakened, which is particularly advantageous for PolSAR images with the inevitable speckles.
Thanks to the superiorities of the superpixel, it is generally capable to improve the performance of computer vision applications, and has been widely applied to PolSAR image classification. In 2008, Wu et al. [19] took regions as elements and proposed a Wishart Markov random field (WMRF) model by combining the Wishart distribution with the MRF. In 2015, Qin et al. [20] improved the cluster center initialization and the post-processing steps in the simple linear iterative clustering (SLIC) algorithm to well segment PolSAR images. The SLIC [22] is generally used as a pre-processing step in image analysis, and it could improve the performance of the segmentation algorithms. Recently, Geng et al. [21] restrained the superpixel by the deep neural network with multiple decisions (SRDNN-MDs) to classify PolSAR images. The SRDNN-MDs model can simultaneously extract effective superpixel spatial features, degrade the influence of speckle, and deal with the limited training samples.
As well-known, the discriminative random field (DRF) model is suitable to analyze the images with complex natural structures due to that it could capture arbitrary dependencies among the observed data by directly modeling the posterior distribution without resorting to any model approximation. Thanks to its considerable advantages, the DRF model has achieved promising results in man-made structure detection and image restoration [23] , in synthetic aperture radar (SAR) image change detection [24] , and in SAR image classification and segmentation [25] . However, as we know, it is easily affected by the inherent speckle noise and the timeconsuming iteration. On one hand, it generally captures the spatial-contextual information of image by fixed neighbor systems. Thus, spatial information captured by DRF is limited, and thus the DRF model is certainty affected by the speckle noise. And the couples will rapidly grow with the increase of the neighbor order, thus leading to a higher computational complexity. On the other hand, the DRF model iteratively samples the conditional posterior distribution by Gibbs, which also lowers its efficiency. Thus, to guarantee the real-time performance, it is urgent and meaningful to enhance the computational efficiency of the DRF model and realize fast classification.
Therefore, in this paper, we propose a superpixelbased hybrid discriminative random field model, abbreviated as sp-HDRF, for fast PolSAR image classification by generalizing the DRF model on pixel to that on superpixel. First, the ratio of exponentially weighted averages (ROEWA) operator [14] , [26] is introduced into the SLIC algorithm to obtain a superpixel graph with more accurate edge locations. Then, with the obtained superpixel graph, we construct the sp-HDRF model on it, and derive the conditional posterior distribution and the inference formula of it. In this way, the sp-HDRF model has the fusion of the various polarimetric scattering features, the statistics and the spatial relationships of image. Finally, we experimentally verify the greater effectiveness of the sp-HDRF model on real PolSAR images classification compared with different methods: the pixel-based HDRF method in [24] and the superpixel-based WMRF method in [19] . Experiments demonstrate the improvement of sp-HDRF in enhancing the computational efficiency and in suppressing the speckle noise.
This rest of this paper is organized as follows. Section II briefly recalls the DRF model and the HDRF model. Section III derives the sp-HDRF model for fast PolSAR image classification in detail, and section IV presents the experimental results and analysis. Finally, conclusions are drawn in section V.
II. DRF AND HDRF
In the context of man-made structures detection and binary images restoration, Kumar and Hebert [23] proposed the DRF model in a discriminative framework based on the CRF model. According to the Hammersley-Clifford theorem, the DRF model also satisfies the Gibbs field. Different from the Markov random field (MRF) model, the DRF model directly models the posterior distribution, and can separately analyze the features with different characteristics. Thus, it allows us to capture arbitrary dependencies among the observed data without any model approximation. Therefore, the DRF model has greater capabilities in fusing various features.
Assume that S is the set of pixels in an image, y = {y s } s∈S is the observed field, and x = {x s } s∈S is the labeled field with a set of discrete valued random variables representing the classes to which the pixels belong. And x s takes its value from = {1, 2, . . . , C}, where C is the number of classes in image. Then, according to the Hammersley-Clifford theorem and assuming only up to pairwise clique potentials to be nonzero, the posterior distribution p(x|y) of DRF model over the labels x given the observations y can be expressed as:
where ∂(s) is the set of neighbors of pixel s.Z DRF is the partition function, and is generally a normalizing constant given an image. In (1), A (x s , y s ) is known as the unary potential, and can be seen as a measure of how likely a pixel s will take label x s given image y, ignoring the effects of other pixels in the image. In [23] , it is modeled with a local discriminative model that outputs the association of pixel s, which is defined as:
where
T is the feature vector, and ω = {ω, ω 1 } is the set of model parameters. P (x s |f s (y)) is a domain-specific discriminative classifier.
W (x s , x t , y) is the local pairwise potential, and indicates the spatial interactions between neighboring sites in the label field. And it can be defined as [23] :
where v = {v 0 , v 1 ,. . . ,v K } is the set of model parameters, ϕ s (y) and ϕ t (y) are feature vectors, different from f s (y), of pixel s and pixel t · µ st (ϕ s (y) , ϕ t (y)) is to extract the contextual information. Based on the DRF model shown in (1), Li et al. [24] propose the hybrid discriminative random field (HDRF) model by simultaneously integrating various image features and the statistical characteristic under Bayesian framework. Assume that the observed data y = {y s } s∈S is denoted as {f (y), g(y)}, where f (y) = {f (y s )} s∈S denotes the feature vectors extracted from the observed data y, and g(y) = {g(y s )} s∈S denotes the statistical characteristic of y, the posterior distribution of the HDRF model can be defined as:
where Z HDRF is the partition function of the HDRF model. p(g(y i )|x i ) is the data term and is generally modeled by the statistics of observed data, such as the Gamma distribution, the Rayleigh distribution, the generalized Gamma distribution and so on. As shown in (1) and (4), the unary potential A(x i , y i ) and the local pairwise potential W (x i , x j ) can be designed using arbitrary local discriminative classifiers, and allows one to use domain-specific discriminative classifiers, such as support vector machine (SVM) and logistic classifier, rather than restricting to specific forms. Li et al. [24] propose to get the decision values of two clusters by training the SVM, and then utilize a parametric model to map the SVM outputs into probabilities. And as demonstrated in [23] and [24] , the DRF model and the HDRF model are of great advantages in capturing the complex structures of images by extracting various image features, and has achieved promising results in image restoration, classification, segmentation, and change detection, etc.
III. SP-HDRF MODEL FOR FAST POLSAR IMAGE CLASSIFICATION
According to the discussions above, the powerful DRF and HDRF models are easily affected by the inherent speckle noise and the time-consuming iteration. Therefore, in this paper, we are motivated to propose the sp-HDRF model for fast PolSAR image classification by introducing the superpixel algorithm into the HDRF model. First, we present the flowchart of PolSAR image classification using the sp-HDRF model, as shown in Fig. 1. From Fig. 1 , we can see that the sp-HDRF model realizes classification by two steps: (1) generation of the superpixel graph; (2) classification using the sp-HDRF model. In the following, we will detail these two crucial steps.
A. GENERATION OF THE SUPERPIXEL GRAPH USING THE MODIFIED SLIC ALGORITHM
The original SLIC algorithm is proposed by Achanta et al. [22] , and is a simple and effective algorithm to generate superpixels using k-means clustering. The only parameter of SLIC is the desired number of superpixels. Usually, it generates superpixels with the following three steps: (1) Initialize the cluster centers by sampling pixels on regular grids; (2) Assign pixels to the nearest superpixels by local k-means clustering; (3) Execute the post-processing to wipe out the isolated pixels.
As well-known, the initialization of cluster centers influences the result of k-means clustering algorithm. Thus, improving the initialization of center centers is helpful to improve the SLIC algorithm. As demonstrated in our previous work in [14] , the edge maps obtained by the ROEWA operator from span image are much clearer and thinner, especially weak edges are enhanced. Therefore, in this paper, we propose to obtain the edge map by ROEWA operator, and then move the cluster seeds to the lowest edge value position in a 3×3 neighborhood to avoid the effects of texture and noise pixels, thus improving the SLIC algorithm. Moreover, to better measure the distances between the pixels and the cluster centers of real PolSAR data, we apply the symmetric revised Wishart distance to replace the spectral information in the modified SLIC algorithm.
Then, given a PolSAR image, the generation of the superpixel graph using the modified SLIC algorithm can be summarized as Algorithm #1.
B. CLASSIFICATION USING THE SP-HDRF MODEL
According to the discussions above, the powerful HDRF model is easily affected by the inherent speckle noise and the time-consuming iteration. Thus, in this paper, to enhance the computational efficiency and further suppress the speckle noise, we first propose to generalize the HDRF model on pixel to that on superpixel graph, and then construct the sp-HDRF model for fast PolSAR image classification.
1) NEIGHBOR SYSTEM ON SUPERPIXEL GRAPH
The sp-HDRF model is proposed to model the resulting superpixel graph. Therefore, we will first introduce the following notations about the superpixel graph:
..,K denotes the set of superpixels, and sp i takes its value from sp = {1, 2, . . . , K }.
• ∂{sp i } = {sp j |sp j is adjacent to sp i } is defined as the set of neighboring superpixels.
• y sp i = n −1
y s is the value of superpixel sp i , and equals to the mean value of pixels belonging to sp i . In the following, we give an illustration of the superpixel graph and the corresponding neighbor systems, as shown in Fig. 2 . Assume that an image consists of 10 × 10 pixels, and that the image is divided into 8 superpixels, as shown in Fig. 2(a) . From Fig. 2(b) , we can see that, different from the traditional 4 or 8 neighbor system, the number of neighbors and the direction of couples on superpixel graph are not fixed, which may include more spatial relationships. Thus, the adaptive neighbor system on superpixel graph can help the sp-HDRF model to capture more spatial information, and then effectively suppress the speckle noise in classification.
Algorithm 1 Generation of the Superpixel Graph Using the Modified SLIC Algorithm
Step 1: Pre-processing -For each PolSAR image with N pixels, the enhanced Lee filter [27] with a 5 × 5 neighborhood widow is utilized to filter the speckle noise.
Step 2: Initialization of cluster centers -Set the regular grid step S, and then the desired number of superpixels are K = N /S 2 ; -Extract the span image of PolSAR data, and then utilize it to extract the edge map by ROEWA operator. -Sample the cluster seeds on the regular grid, and move the cluster seeds to the lowest edge value position in a 3 × 3 neighborhood.
Step 3: Local k-means clustering -In 2S × 2S region centered on each cluster center, calculate the combined distances D between pixels C s , where s = 1, 2, . . . , N and every mean covariance matrix C sp j of superpixel sp j using (1), (2) and (3). Step 4: Post-processing -Merge the superpixels whose sizes are less than S 2 /2 with the nearest neighboring superpixel.
2) PROPOSED SP-HDRF MODEL
Following the works by Kumar and Hebert [23] and Li et al. [24] , we are inspired to propose to generalize the 
where Z sp is the partition function of sp-HDRF model, and ∂(sp i ) is the set of neighbors of superpixel sp i .
• Unary Potential In the sp-HDRF model shown in (6), A(x sp i , y sp i ) is the probability of superpixel sp i taking the label x sp i given y sp i , and is named as the unary potential. As discussed above, it can be designed by arbitrary local discriminative classifiers. As we know, the kernel function K (f (y s ), f (y t )) reflects the similarities between pairwise samples, and the introduction of the kernel function makes kernel methods suitable for dealing with high-dimensional data. As a powerful kernel method for classifying nonlinearly scattered samples, the kernel k-means (KKM) is a valid and easy-implemented tool for classification. Therefore, in this paper, we apply the KKM to model the unary potential, which is defined as A(x sp i , y sp i ) = log p(x sp i |f (y sp i )), where p(x sp i |f (y sp i ) is constructed using an exponential kernel function, as shown 
in (7).
p(x sp i |f (y sp i ))
is computed using the radial basis function (RBF), and δ is the kernel width and is set by experience. In this paper, the features of PolSAR data utilized to construct the unary potential are listed in TABLE 1.
• Pairwise Potential W (x sp i , x sp j ) is the pairwise potential, and fuses the spatial information between neighboring superpixels. Here, it is constructed using the multilevel-logistic (MLL) model, which is written as:
where δ(x sp i , x sp j ) verifies δ(x sp i , x sp j ) = 1 for x sp i = x sp j , and δ(x sp i , x sp j ) = 0 otherwise. α is the interaction parameter, and is fixed as 1.
• Data Term p(g(y sp i )|x sp i ) is the data term and is modeled by the statistics of PolSAR data. According to the Wishart distribution of the covariance matrix in real image, the data term in the sp-HDRF model can be derived as:
C i is the mean covariance matrix of pixels belonging to superpixel sp i , and c = n −1 c i∈c C i is the mean covariance matrix of pixels belonging to class c = 1, 2, . . . , C. q = 3 is the dimension of vector C i , L is the equivalent number of looks. | · | is the determinant operator, and Tr(·) is the trace operator.
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Algorithm 2 Classification Using the sp-HDRF Model
Step 1: Set j = 0 is the iteration number. Select the training samples for each class, and then estimate the mean covariance matrix (j) c . Given the superpixel graph SP, estimate the mean covariance matrix C sp i . Extract and normalize the features in unary potential.
Step 2: At j-th iteration, estimate x s by (6), (10) and (11).
Step 3: If the labeled field x converges, implement the next step; if not, updata the parameters (j) c , and then returen to step 2.
Step 4: Output the final classification result.
As we get the classification map of the previous iteration, we aim to find a better and optimal label configuration at the next iteration. Since it is difficult to maximize the posterior distribution P(x sp |f (y sp ), g(y sp )) of the sp-HDRF model shown in (6), Besag [31] proposes to maximize the local posterior probabilities P(x sp i |f (y sp i ), g(y sp i )), which is shown as:
Then, according to the definition of superpixel graph, we put the same label on all pixels in superpixel sp i , and obtain the final classification:
3) PROCEDURE OF CLASSIFICATION USING THE SP-HDRF MODEL
The detailed procedure of classification using the proposed sp-HDRF model is interpreted as Algorithm #2:
IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. CLASSIFICATION OF FLEVOLAND DATA
The fully polarimetric L-band data used here, as shown in Fig. 3(a) , is acquired over Flevoland in The Netherlands by NASA/JPL AIRSAR. The size of it is 379 × 275 pixels, and there are eight classes including seven identified crops and one class of bare soil. To verify the effectiveness of the sp-HDRF model for fast PolSAR image classification, the following reference models are utilized for comparison: (1) HDRF, which is a pixel-based model proposed by Li et al. [24] ; (2) WMRF, which is a superpixel-based model proposed by Wu et al. [19] ; (3) Freeman-Wishart (FW) model in [8] , which considers the polarimetric scattering characteristics; (4) Deep convolutional neural networks (CNN) in [9] , which is a recent popular algorithm. The classification results with different models are respectively given in Fig. 3(c) -(g), and the ground truth map and the color code are shown in Fig. 3(h)-(i) . Fig. 3(b) shows the estimated superpixel graph with an initialized grid step S = 5. According to the discussions above, the noise immunity and the computational efficiency of the sp-HDRF model are in theory enhanced thanks to the introduction of the superpixel algorithm. Visually, compared with the result in Fig. 3 (c) by the HDRF model, the speckle noises in Fig. 3(e) by the sp-HDRF model are greatly reduced, which demonstrates that the sp-HDRF model can improve the robustness against noise. For example, the classifications of class 6 Rape seed and class 8 Wheat are much cleaner, as well as class 4 Pea (see the classifications with black rectangle boxes in Fig. 3(e) ). As another superpixel-based algorithm, the WMRF model does not consider the spatial relationships in Wishart-based ML classification, and thus necessarily makes the result suffer from the isolated speckle noise. And by comparing Fig. 3(e) and (g), it is clear that the FW model is also suffer from the terrible speckle noise due to that it does not consider the spatial information in classification. As we know, the deep CNN is a supervised classifier, and generally requires a mass of training samples in classification. However, due to the various targets, the inherent speckles and the limited prior knowledge, there are generally a small quantity of training samples can be obtained. Thus, with limited training samples, the deep CNN could not well classify real PolSAR images, as shown in Fig. 3(f) .
According to the discussions above, the classification result by the sp-HDRF model is with better connectivity and smoother homogeneous areas. And the comparison of computational efficiency related to different models will be discussed in the next section.
Then, according to the ground truth maps of Flevoland data, we quantitatively evaluate the classification results obtained by the sp-HDRF model and the reference models utilizing the confusion matrices, containing the user's accuracy, the producer's accuracy, the overall accuracy (OA) and the Kappa, as shown in TABLE 2, TABLE 3, TABLE 4,  TABLE 5 and TABLE 6 . UA relates to the misclassification, PA relates to the false negative, and OA refers to the percentage of pixels that are correctly classified. And Kappa coefficient is a comprehensive value evaluating the classification performance. The best classification model is the one exhibiting the highest OA and the highest Kappa. From  TABLE 2, TABLE 3, TABLE 4, TABLE 5 and TABLE 6 , it is clear that the OA of 96.69% and the Kappa of 0.9613 by the proposed sp-HDRF model are higher than the reference models. Meanwhile, the UAs and the PAs of six classes are even higher than others.
Thus, according to the visual comparison and quantitative evaluation of the classification results, we can safely conclude that the classification by the sp-HDRF model is better than the reference models, which can further demonstrate the better performance of the sp-HDRF model in PolSAR image classification.
B. CLASSIFICATION OF OBERPFAFFENHOFEN DATA AND SAN FRANCISCO DATA
The Oberpfaffenhofen data shown in Fig. 4(a) is acquired in Germany by ESAR airborne system, and the size of it is 450 × 460 pixels. According to prior knowledge and VOLUME 7, 2019 image understanding, we manually divide it into five classes, namely, road, open area, buildings, forest and others. Fig. 4 (b) shows the superpixel graph estimated by the modified SLIC algorithm, and the grid step S is also initialized as 5 by experience. The classification results with different models are given in Fig. 4(c)-(g) . By comparing Fig. 4(e) , the most obvious improvement in the classifications is the better homogeneity of regions (see the classifications of classes 2, 4 and 5 with black rectangle boxes in Fig. 4(g) ), which strongly demonstrates the better performance of the sp-HDRF model in classifying real PolSAR images, especially the greater noise immunity.
Then, we apply the proposed sp-HDRF model to San Francisco data with large and complex scenes, as shown in Fig. 5(a) , to further verify the effectiveness of sp-HDRF in PolSAR image classification. The data is acquired over San Francisco Bay in US by NASA/JPL AIRSAR airborne platform, and its size is 835×850 pixels. There are six classes, namely, water, vegetation, low-density urban, high-density urban and bare soil. Fig. 5(b) presents the superpixel graph obtained by the modified SLIC algorithm and Fig. 5(c)-(g) shows the classification results with different models. From  Fig. 5 , it is clear that Fig. 5(c) and (f) are seriously affected by the speckle noise, while Fig. 5 (g) being with better homogeneity of regions. Additionally, it is noted that the result by FW is not ideal, as shown in Fig. 5(e) . As shown in [8] , the FW model propose an automated color rendering scheme to make the classification result with dozens of classes be perfect and resemble its natural color. Thus, when there are only a small number of classes, the classification result by the FW model is noisy. For more information, please refer to the classifications of with black rectangle boxes in Fig. 5(g ). This improvement safely demonstrates the greater noise immunity of sp-HDRF in PolSAR image classification.
C. COMPARISON OF COMPUTATIONAL EFFICIENCY RELATED TO DIFFERENT MODELS
To verify the capability of the sp-HDRF model to enhance the computational efficiency in image classification, the comparison of the required computing time related to different models is provided, as shown in TABLE 7. All the classification algorithms are executed on the Intel(R) Core(TM) i5-4590, 3.3 GHZ in MATLAB. The times in the third and fourth columns of TABLE 7 include the superpixels and classification steps. Visually, owing to the advantages of the superpixels, the superpixel-based models, i. e. the WMRF model and the sp-HDRF model, are much faster than the pixel-based HDRF model. From TABLE 7, we can see that the deep CNN with a terrible training is the most timeconsuming. In addition, Fig. 6 shows the varied computing time of the sp-HDRF model in classification with the varied initialized grid step S. From Fig. 6 , we can see that the computing time evidently decreases with the increasing S. All of these demonstrate that the computing time of the sp-HDRF model in classification can be substantially suppressed by generalizing the HDRF model on pixel to that on superpixel graph. Thus, we can say that the sp-HDRF model is an effective fast realization of the HDRF model.
D. PARAMETER SENSITIVITY ANALYSIS
S × S is the size of the initialized grid step in the modified SLIC algorithm, and it determines the number of generated superpixels. In this section, the performance of the sp-HDRF model in classifying the Flevoland data with varied S is given in Fig. 7 . It can be seen from Fig. 7 that the OA and Kappa are relatively greater when S = 4 and S = 5. And as discussed in [19] , S = 5 is an appropriate choice according to the general size of ground detail in image. Thus, we set the initialized grid step as 5 × 5 in this paper.
V. CONCLUSION
In this paper, we have proposed a sp-HDRF model with greater noise immunity and higher computational efficiency for fast PolSAR image classification. In the proposed sp-HDRF model, we first utilize the SLIC algorithm, which is modified by introducing the ROEWA operator, to generate the superpixel graph with more accurate edge locations. Then, on the obtained superpixel graph, we construct the sp-HDRF model by generalizing the pixel-based HDRF model, and then derive the conditional posterior distribution and the inference formula. Moreover, the sp-HDRF model can simultaneously combine the scattering features, the statistics and the spatial relationships of image. Experiments on real PolSAR images demonstrate that the sp-HDRF model has greater superiorities compared with the WMRF and the HDRF models.
However, as shown in Figs. 3-5 , the sp-HDRF model is color/edge sensitive. Especially, the edge locations in the classification results are still not very accurate though we have modified the SLIC algorithm. Thus, in the future, we will focus on fusing the color/edge information in the posterior distribution of sp-HDRF. On the other hand, it is failed to effectively maintain the detail information of targets in classification, inspiring us to consider a more appropriate superpixel technique to pre-process PolSAR images. Moreover, we will focus on the selection of the scattering features to enhance the classification. 
