Abstract. We present in this paper a method for sentence reduction with summarization purposes. The task is modeled as a machine learning problem, relying on shallow and linguistic features, in order to automatically learn symbolic patterns/rules that produce good sentence reductions. We evaluate our results with Brazilian Portuguese texts and show that we achieve high accuracy and produce better results than the existing solution for this language.
Introduction
Text summarization is the task of producing a shorter version of a source text, its summary [12] . Summaries are useful in several circumstances, from decisions and actions that people make in their day by day lives (e.g., renting a movie, buying a book, or simply getting news updates) to machine applications (e.g., information retrieval and extraction).
Extractive summaries (or simply extracts) are traditionally defined as summaries composed of fragments from the source text, without rewriting [13] . Such approach is the most common one in text summarization research. In this line, two paradigms may be observed. The dominant one is the intersentential summarization, in which a summary is produced by selecting and juxtaposing important sentences from the original text. The other paradigm, referred by intrasentential summarization, or simply sentence reduction/compression, consists in shortening the sentences of a text by removing uninteresting and/or irrelevant parts of it. As an example of sentence reduction, we show below a source sentence (in Portuguese, the language for which we have worked) and its corresponding reduced version (by removal of words):
Sentence reduction is also useful for several other tasks, e.g., subtitle generation (where sentence size is limited by market standards and human ability to read what is being shown at some specific speed), mobile applications (where screen size is generally very small), and sentence simplification (for poor literacy readers and people with medical limitations -aphasia and dyslexia, for example).
Although sentence reduction with summarization purposes is a very interesting and important task, few works have dealt with it. Its challenge resides in the fact that such process must observe (i) the grammaticality of the resulting sentence, (ii) the text focus, guaranteeing that the important concepts of the text are not omitted, and (iii) the sentence context, in order to produce coherent and cohesive summaries. For Portuguese, the scenario is even worse, since there is only one known work in the area [19] .
Sentence reduction for summarization is the focus of this paper. We model the task as a machine learning problem and apply it for Brazilian Portuguese texts. We rely on shallow (positional and distributional) and linguistic (morphosyntactic, syntactic and semantic) features to capture the relevance of the words in a sentence. Our purpose is to automatically learn symbolic patterns/rules that produce good sentence reductions. We evaluate our results and show that we achieve high accuracy and produce better results than the existing solution for Brazilian Portuguese.
The rest of the paper is organized as follows. Section 2 presents some relevant related work. The method we propose for sentence reduction and its development are presented and discussed in Section 3. We report our evaluation and the obtained results in Section 4. Some final remarks are shown in Section 5.
Related Work
Jing [7] presents one of the pioneering and most important works on sentence reduction. She uses several knowledge sources to determine whether a part of the sentence (words, phrases, and clauses) must be removed. The decision relies on syntactic and semantic clues (determining which syntactic components and verb arguments are grammatically obligatory), contextual information (how important each part of the text is in relation to the topic of the text, which is computed based on the relations that exist among each part and the rest of the text -using Wordnet and morphological relations), and corpus evidence (which gives probabilities of removing some part of the text given its surrounding context). Lin and McKeown [10] continue the above work by incorporating sentence combination functionality to their system. Given two reduced sentences, they implement combination operators that work over the syntactic trees of the sentences, producing a single tree that must be linguistically realized.
Knight and Marcu [9] use corpora composed of original texts and their abstracts to train a statistical model and a decision-based model to perform sentence reduction. The statistical model follows the recent machine translation trend, i.e., it represents the task of sentence reduction as a noisy-channel framework, which codifies how an original sentence may generate a reduced sentence. The decision-based model use shift-reduce parsing paradigm to perform the same task. Syntactical information guides both models. Daumé III and Marcu [4] extend the above work by enabling the models to process complete documents instead of only sentences. They incorporate in the model discourse relations from RST (Rhetorical Structure Theory) [14] over text segments to help determining which segments are more important and, therefore, which ones (already reduced or not) may be deleted from the text. More recently, Turner and Charniak [21] try to improve Knight and Marcu noisy-channel model by revisiting some model decisions. Nguyen et al. [16] , on the other hand, use SVMs [23] to codify a set of features and the decision on which operations of the shiftreduce parsing to apply. Their feature set includes the syntactical information used by Knight and Marcu and semantic features: the named entities types of each word, whether each word is a head word or not, and whether each word has relationships with other words. Unno et al. [22] also extend Knight and Marcu work by considering maximum entropy models, using other features as depth of words in the syntactic tree and the own words.
In another line, Clarke and Lapata [2] model the problem of sentence reduction as an optimization problem. They encode decision variables and constraints in the model that try to guarantee the grammaticality of the reduced sentence and the removal of unimportant parts of it. The problem is solved by an integer programming approach. Still in a different line, Cordeiro et al. [3] model the problem through Inductive Logic Programming, where the alignment between paraphrases of the similar sentences is the basis for extracting relevant information and training the model. Most of the above works are based on Jing and McKeown previous work [8] on corpus annotation and study of the phenomenon of summary decomposition, i.e., how the summary parts come from the corresponding source text. They identify several rewriting operations, including those that account for sentence reduction. Similar studies were conducted at [5] and [15] . All these works try to automate the task of aligning parts of the summary with the original parts in the corresponding text by using Hidden Markov Models and statistical alignment models.
To the best of our knowledge, GistSumm (GIST SUMMarizer) is the only approach for the task of sentence reduction for Brazilian Portuguese language [19] . In this system, sentence reduction is carried out by simply removing all the stopwords from the sentences, which consists in an overly simplistic solution.
Differently from previous works, in this paper we aim at learning symbolic wordbased patterns/rules for sentence reduction. We present our approach in the next section.
Our Method
In the next subsection we report the annotation of a corpus of news texts in Brazilian Portuguese, which is the basis for this work. Then we present how we modeled the task of sentence reduction as a machine learning problem.
Corpus Annotation
Initially, in order to have available data for our proposal, we proceeded to a corpus annotation task.
We randomly selected 18 texts from TeMário corpus [18] , which is a corpus consisting of news texts and their corresponding summaries in Brazilian Portuguese. The selection of this number of texts is due to the amount of necessary effort to annotate them. As it will be shown later, such amount showed to be enough for learning interesting sentence reduction rules.
Nine computational linguists were asked to read 2 texts each, to judge each sentence, and to annotate possible sentence parts that could be removed. Each text was annotated by only one judger. The instruction for the annotation was simply to annotate parts of the sentences (words, phrases, or entire clauses) that could be removed, without loosing grammaticality. It was not necessary to identify sentence parts to be removed in every sentence, since some sentences are very important and should be kept intact. We also did not establish any compression rate, i.e., how much sentences should be compressed.
Some examples of annotated sentences (in Portuguese) are shown below, where the brackets indicate the parts that could be removed in a sentence reduction process: According to the instructions given to the annotators, grammaticality should be preserved. By asking the annotators to read the texts, we intended that their annotations kept the text focus and resulted in coherent and cohesive texts.
As a final step, we parsed the sentences with the PALAVRAS parser for Portuguese [1] , which is told to be the best one for such language. The parser produces the syntactic tree and a shallow semantic analysis for each sentence. The shallow semantic analysis simply assigns semantic tags to some words in the sentence, e.g., human, local, animal, and organization tags. Notice that the semantic tags are not only named entity tags, since other words besides proper nouns may also be given tags.
Sentence Reduction as a Machine Learning Problem
We modeled the task of sentence reduction as a machine learning problem as follows. The information unit on which reduction decisions will be applied is the word. Each word of each sentence of a text must be judged in terms of a feature set that encode its relevance in the corresponding sentence and text. As a result, the word must be classified as "must be removed" or "must not be removed" from the sentence it belongs to.
It is important to say that we took into consideration all the tokens in the sentences, i.e., we also considered punctuation marks as words. This is important because, in some cases, punctuation marks are essential for sentence reduction, e.g., commas are one of the main hints for identifying relative clauses and appositions, whose words are good candidates for removal.
Our features codify shallow (positional and distributional) and linguistic (morphosyntactic, syntactic and semantic) aspects of each word. We use 15 features, which are listed in what follows:
Part of speech tag of the word (e.g., noun, verb, adverb, etc.); Main extra morphosyntactic information available for the word: this indicate, for instance, whether a verb is the main verb, and whether an article is definite or not; if such information is not available, the value for the feature is set to "none"; Other extra morphosyntactic information available for the word: other possibly available information, as the previous feature; Syntactic information of the word: this feature specifies to which syntactic component the word belongs to, e.g., subject, direct object, adjuncts, etc.; Semantic tag of the word (e.g., human, organization, etc.): if not available, the value for this feature is set to "none"; Secondary semantic tag of the word: as previous feature (since some words may have more than one semantic tag); Tertiary semantic tag of the word: as previous feature 1 ; Part of speech of the preceding word (i.e., the word in the word-1 position): if there is not a preceding word (in the case the word is in the first position in the sentence), the value for this feature is set to "none"; Part of speech of the other preceding word (i.e., the word in the word-2 position): same behavior of the previous feature; Part of speech of the following word (i.e., the word in the word+1 position): if there is not a following word (in the case the word is in the last position in the sentence), the value for this feature is set to "none"; Part of speech of the other following word (i.e., the word in the word+2 position): same behavior of the previous feature; Frequency of the word: its value is the frequency of occurrence of the word in the text to which its sentence belongs; Presence in the most important sentence of the text: if the word occurs in the sentence of the text that is judged as the most important, the value of this feature is "gist_word", otherwise it is "not_gist_word"; all stopwords are defined as "not_gist_word", even if they occur in the most important sentence; the most important sentence is assumed to be the one that contains the most frequent words, and therefore, would convey the text main idea; Position of the word in the text: this feature stores where the word occurs in the text -in the beginning (if the word is one of the 20% first words), in the end (the 20% last words), or in the middle of the text (every other word); Position of the word in the sentence: this feature stores where the word occurs in the sentence it belongs to -in the beginning (if it is the first word of the sentence), in the end (if it is the last word -not counting punctuation in this case), or in the middle of the sentence (every other word).
Our features were built in a way to try to capture the important phenomena in sentence reduction process. Morphosyntactic (including part of speech) and syntactic features capture the functional importance of the words in the sentence and also the local context (given the features for the preceding and following words of each word). Semantic features capture relevant meaning aspects that may eventually interfere in the reduction process. Frequency and presence-in-the-most-important-sentence features try to encode the context and the contribution of the words to the text focus. For computing these two features, the whole text is lemmatized in order to avoid discrepancies. In particular, for computing the feature presence-in-the-mostimportant-sentence, we used an intersentential summarization system [17] . The position of the words in the sentence and in the text also try to encode word importance, as it is known that some text parts usually contain more important information (for instance, it is widely known that news texts usually present their main information in the first sentences).
We extracted features for each word of the sentences of the 18 texts that were manually annotated. The class assigned to each word and its feature values was the one indicated by the human annotation: if the word was marked as possible to remove, the class was "must be removed"; otherwise it received the class "must not be removed".
Having the problem modeled in this way, we expect to be able to learn symbolic patterns/rules for deciding which words of a sentence to remove. Our experiments are described in the next section.
Experiments
We used the tool WEKA [24] for running our experiments. We selected decision trees (the J48 algorithm) for our experiments. As it is known, it is a symbolic representation, which may also be directly mapped into rules, as we wish in this work.
We randomly selected one text for test from the 18 available texts, while the remaining 17 texts were left for training. In general, the 17 texts produced 17.102 learning instances (remember that each word -including punctuation -produces an instance) after balancing the data by duplicating the "must be removed" instances, since there were much more "must not be removed" instances. Data duplication for balancing classes is a usual practice in machine learning, as it is discussed by Prati and Monard [20] . The text for testing produced 462 instances (unbalanced). We tried to use as many texts as possible for training (leaving only 1 text for testing) in order to try to learn interesting rules.
We obtained an error rate of 18.4% in the test set, i.e., a general precision of 81.6%. It is shown below some examples of rules extracted from the decision tree that we obtained:
IF the word is in the beginning of the sentence AND the part of speech tag is pronoun AND there is no extra morphosyntactic information available AND there is no semantic information available THEN the word must be removed.

IF the word is in the middle of the sentence AND it is part of a syntactical component of the type adverbial adjunct THEN the word must be removed.
These rules look intuitive and encode our general knowledge that pronouns in the beginning of sentences are important elements and that adverbs are not. Other rules are not so obvious. See, for instance, the following 2 rules:
IF the word is in the middle of the sentence AND it is part of the syntactic component of the type subject AND its semantic tag is administration THEN the word must not be removed.
IF the word is in the middle of the sentence AND it is part of the syntactic component of the type subject AND its semantic tag is organization THEN the word must be removed.
The semantic tags are the only difference between them, but one may see that the tags are of related nature (in fact, such tags are usually confused in semantic annotation tasks). Other rules are incredible simple and have high coverage (i.e., they correctly account for several instances). See, for instance, the rule below:
IF the word is in the end of a sentence THEN the word must not be removed.
In Table 1 we show the confusion matrix for the decision tree we learned. One can see that the results are quite good. Although the test set has relatively few "must be removed" instances, the decision tree correctly classified most of them, misclassifying only 3 instances (7.8% of them). For the "must not be removed" instances, 82 instances were misclassified (19.3% of them). The next step we performed was the informativeness evaluation of the sentences that our method produced. Informativeness is one of the most important evaluation criteria in summarization [12] . For performing the evaluation, we initially built the reduced sentences of the test set by removing the words indicated by the decision tree. We then collected the reduced sentences built by the human annotators for the same test set, the reduced sentences automatically produced by GistSumm, and the reduced sentences produced by randomly removing words (this process was automatically done). GistSumm and the random method were considered baseline methods in our evaluation, i.e., methods that we must outperform in order to show that our approach is worth of being pursued. The human sentences are our reference sentences, i.e., the ones that we aim at reproducing. Having the reduced sentences given by the 4 methods above, we used ROUGE (Recall-Oriented Understudy for Gisting Evaluation) [11] for comparing the informativeness of the sentences. ROUGE is an automatic metric that is able to rank summaries (automatically produced or not) by their quality. This metric basically computes the number of n-grams that a summary under evaluation and at least one reference (human) summary have in common. The more n-grams in common they have, the best the summary under evaluation is. ROUGE authors have shown that such measure is as good as humans in ranking summaries, even if we consider only unigrams. For this reason, ROUGE has become a mandatory measure in any summarization evaluation and in international summarization contests (like TACText Analysis Conference 2 , which is the most important conference on summarization), frequently replacing human judgment, which is expensive and subjective and, therefore, subject to errors and inconsistencies. ROUGE scores fall within the 0 (the worst) to 1 (the best) range.
We used the human summaries as reference summaries. ROUGE average results (for all the sentences in the test set) considering only unigrams are showed in Table 2 . We show precision, coverage, and f-measure figures computed by ROUGE, which are measures traditionally used in the area. F-measure is a measure that combines precision and coverage, being a unique indicator of the quality of a system. One may see that our method outperforms both the random method and GistSumm in all the measures. Surprisingly, we not only achieved very high ROUGE scores (our precision is close to 1), but also performed much better than GistSumm, which we imagined would be a hard baseline to beat, since it only removes stopwords from the sentences and, therefore, does not run the risk of removing important content words.
As illustration, we show in Figure 1 examples of reduced sentences (in Portuguese) produced by the 3 automatic methods and by the human annotators, with good and bad reductions. It is important to notice that, each time the random method runs, it will produce different results. We believe that the last sentence produced by our method (item l) is not so good because the original sentence is very big and our model might still not be robust enough to deal with more complex structures like this, and/or we might not have enough training data on this particular structure type so that our method could not learn appropriate rules. We present some final remarks in the next section.
Final Remarks
The method we presented in this paper combine features of diverse nature in a symbolic machine learning technique in order to learn word-based patterns/rules for performing sentence reduction. We evaluated our method for Brazilian Portuguese language and showed that we achieved high accuracy and could outperform a random baseline and a system that we believed would be a hard baseline. An important drawback of our approach is that it is not possible to specify a compression rate for the reduction process in the way we performed it here, since we modeled the task without considering such parameter. If the observation of certain compression rate is necessary, one might iteratively apply the learned reduction rules until the point that the compression rate is achieved.
One source of error that we could detect in sentence reduction comes from processing big sentences. More training data and/or more informative features may solve this (for instance, features encoding information about sentence chunks instead of words only). Another source of error is presumably the parser we use, but we did not undergo a strict verification of this point.
As future work, more robust evaluation should be carried out, including more texts in the training and test data sets, as well as comparing our approach to other methods for English, for instance. Although we tested our method for Portuguese, it looks general enough to be also applied to other languages. We also believe that one interesting research line in this area that is worth of following is to consider user queries (as it happens in query-focused summarization) as an extra parameter to guide sentence reduction.
