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FREE POTENTIAL FUNCTIONS
MERIC L. AUGAT
Abstract. We show that the derivative of a noncommutative free analytic map must be
free-curl free – an analog of having zero curl. Moreover, under the assumption that the
free domain is connected, this necessary condition is sufficient. Specifically, if T is analytic
free demilinear (linear in half its variables) map defined on a connected free domain then
DT (X,H)[K, 0] = DT (X,K)[H, 0] if and only if there exists an analytic free map f such
that Df(X)[H ] = T (X,H).
1. Introduction
The free derivative is a pervasive tool in free analysis that provides deep insight into many
interesting problems; recent papers discussing the free derivative provide stronger results than
their classical counterparts [Aug19, Pas14]. In particular, the free inverse function theorem
has been studied in a variety of settings [Pas14, AKV15, AM16, Man20].
This paper answers the question when is a free map the derivative of a free analytic func-
tion?
1.1. Preliminaries. Throughout the paper we fix g, h ∈ Z+ and let M(C)g = (Mn(C)
g)∞n=1.
It serves as our universal free set. A subset Ω ⊆ M(C)g is sequence Ω = (Ω[n])∞n=1, where
Ω[n] ⊆M(C)gn. We say Ω is a free set if
(1) X ⊕ Y = (X1 ⊕ Y1, . . . , Xg ⊕ Yg) = (
(
X1 0
0 Y1
)
, . . . ,
(
Xg 0
0 Yg
)
) ∈ Ω[n +m];
(2) S−1XS = (S−1X1S, . . . , S
−1XgS) ∈ Ω[n];
for all m,n ∈ Z+ and X = (X1, . . . , Xg) ∈ Ω[n], Y = (Y1, . . . , Yg) ∈ Ω[m] and S ∈ GLn(C),
If Ω is a free set then Ω×M(C)g is defined to be the free set (Ω[n]×Mn(C)
g)∞n=1.
A free set Ω is said to be a free domain if each Ω[n] is open. We note that while our
definition requires Ω to be closed under simultaneous conjugation by similarities, in certain
settings it is desirable to assume the weaker condition of Ω being closed under simultaneous
conjugation by unitaries, see [JKM+19, HKMV19].
If f = (f [n])∞n=1 where f [n] : Ω[n] → Mn(C)
h, then we write f : Ω → M(C)h. If, in
addition,
(1) f(X ⊕ Y ) =
(
f(X) 0
0 f(Y )
)
(2) f(S−1XS) = S−1f(X)S
whenever X = (X1, . . . , Xg) ∈ Ω[n], Y = (Y1, . . . , Yg) ∈ Ω[m] and S ∈ GLn(C) then f is a
free map. A free map is continuous if each f [n] is continuous and analytic if each f [n]
is analytic. When f is analytic, then its nc directional derivative at X ∈ Ω[n] in the
direction of H ∈Mn(C)
g is
Df(X)[H ] = lim
z→0
f(X + zH)− f(X)
z
.
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A basic result of free analysis [HKM11, KVV14] says a continuous free map on a free
domain is analytic and
f
(
X H
0 X
)
=
(
f(X) Df(X)[H ]
0 f(X)
)
.
The nc directional derivative is a Fre´chet derivative, hence it is linear in the direction of
the derivative. By virtue of a few simple block matrix computations, the derivative map
Df : Ω×M(C)g →M(C)h is easily seen to be free analytic and is linear in its second set of
coordinates (such a map will be called free demilinear). On the other hand, if we are given
an analytic free demilinear map then we can ask whether it is the derivative of a free map.
This question is akin to asking when a given smooth vector field is the gradient of a smooth
function.
Our two main results provide necessary and sufficient conditions for an analytic free de-
milinear map to be the derivative of an analytic free map. The first is a free analog of the
Clairaut-Schwarz Theorem on the equality of mixed partial derivatives:
Theorem 2.4 (Free Clairaut-Schwarz Theorem). Suppose Ω is a free domain and f : Ω →
M(C)h is free analytic. If F : Ω ×M(C)g → M(C)h is defined by F (X,H) = Df(X)[H ],
then F is analytic, free demilinear and free-curl free: DF (X,H)[K,L] = DF (X,K)[H,L]
for all X ∈ Ω and H,K,L ∈M(C)g.
The second guarantees the existence of a potential function when the analytic free demi-
linear map is free-curl free:
Theorem 3.6. Suppose Ω is a connected free domain and T is an analytic free demilinear
map on Ω×M(C)g. Then T is free-curl free if and only if there exists a free analytic function
f on Ω such that T (X,H) = Df(X)[H ] for all X ∈ Ω and H ∈ M(C)g.
See [Ste18] for related results for difference-differential operators from a different perspec-
tive.
2. Necessity
The first classical result investigated is the Clairaut-Schwarz Theorem on the equality of
mixed partial derivatives: if φ is any scalar-valued C2 function, then curl(∇φ) = 0. Our proof,
below, of the free analog of this classical result relies only on our domain being closed under
direct sums and unitary conjugation, rather than direct sums and conjugation by similarities.
Definition 2.1. Suppose T : Ω ×M(C)g → M(C)h. The map T is said to be free demi-
linear if T is free as a function from Ω ×M(C)g to M(C)h and T is linear in its second
coordinates: T (X, cH +K) = cT (X,H)+T (X,K) for all X ∈ Ω, H,K ∈M(C)g and c ∈ C.
Suppose that in addition to being free demilinear, T is also analytic. Then the free-curl of
T is the difference DT (X,H)[K, 0]−DT (X,K)[H, 0]. If the free-curl is zero on the domain
of T , then T is said to be free-curl free.
Example 2.2. Let T : Ω ×M(C)g → M(C)h with T (X,H) = XH −HX and note that T
is free demilinear. In order for T to be the derivative of a free map, we need XH −HX = 0
for all X ∈ Ω and H ∈ M(C)g. Hence our domain must only contain points X such that
XH = HX for all H , that is X is always a scalar matrix. However, the set of scalar matrices
is not open and on this set, XH −HX is identically zero.
3Lemma 2.3. Suppose Ω is a free domain. If T is analytic and free deminlinear on Ω×M(C)g ,
then DT (X,H)[K, 0] = DT (X,K)[H, 0] if and only if DT (X,H)[K,L] = DT (X,K)[H,L]
for all L ∈M(C)g.
Proof. Suppose DT (X,H)[K, 0] = DT (X,K)[H, 0] and let L be given. Since T is free demi-
linear we immediately observe that DT (X,H)[0, L] = T (X,L). Thus,
DT (X,H)[K,L] = DT (X,H)[K, 0] +DT (X,H)[0, L] = DT (X,K)[H, 0] + T (X,L)
= DT (X,K)[H, 0] +DT (X,K)[0, L] = DT (X,K)[H,L].
The other direction is obtained immediately by choosing L = 0.
Theorem 2.4 (Free Clairaut-Schwarz Theorem). Suppose Ω is a free domain and f : Ω →
M(C)h is free analytic. If F : Ω ×M(C)g → M(C)h is defined by F (X,H) = Df(X)[H ],
then F is analytic, free demilinear and free-curl free: DF (X,H)[K,L] = DF (X,K)[H,L]
for all X ∈ Ω and H,K,L ∈M(C)g.
Proof. It is sufficient to show DF (X,H)[K, 0] = DF (X,K)[H, 0] by Lemma 2.3. Recall that
for any free analytic map we have
f
(
X H
0 X
)
=
(
f(X) F (X,H)
0 f(X)
)
.
Since F is free analytic,
F
(
(X,H) (K, 0)
(0, 0) (X,H)
)
=
(
F (X,H) DF (X,H)[K, 0]
0 F (X,H)
)
.
In particular,(
F (X,H) DF (X,H)[K, 0]
0 F (X,H)
)
= F
(
(X,H) (K, 0)
(0, 0) (X,H)
)
= F
((
X K
0 X
)
,
(
H 0
0 H
))
= Df
(
X K
0 X
)[
H 0
0 H
]
.
Thus,
f


X K H 0
0 X 0 H
0 0 X K
0 0 0 X

 =


f(X) F (X,K)
0 f(X)
0 0
0 0
Df
(
X K
0 X
)[
H 0
0 H
]
f(X) F (X,K)
0 f(X)


=


f(X) F (X,K) F (X,H) DF (X,H)[K, 0]
0 f(X) 0 F (X,H)
0 0 f(X) F (X,K)
0 0 0 f(X)

 .
Moreover, letting
U =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1


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we see that 

X K H 0
0 X 0 H
0 0 X K
0 0 0 X

 = U


X H K 0
0 X 0 K
0 0 X H
0 0 0 X

U−1
and the free structure of f implies
f


X K H 0
0 X 0 H
0 0 X K
0 0 0 X

 = Uf


X H K 0
0 X 0 K
0 0 X H
0 0 0 X

U−1.
Since
f


X K H 0
0 X 0 H
0 0 X K
0 0 0 X

 =


f(X) F (X,K) F (X,H) DF (X,H)[K, 0]
0 f(X) 0 F (X,H)
0 0 f(X) F (X,K)
0 0 0 f(X)


and
Uf


X H K 0
0 X 0 K
0 0 X H
0 0 0 X

U−1 = U


f(X) F (X,H) F (X,K) DF (X,K)[H, 0]
0 f(X) 0 F (X,K)
0 0 f(X) F (X,H)
0 0 0 f(X)

U−1
=


f(X) F (X,K) F (X,H) DF (X,K)[H, 0]
0 f(X) 0 F (X,H)
0 0 f(X) F (X,K)
0 0 0 f(X)


we conclude DF (X,H)[K, 0] = DF (X,K)[H, 0]. Therefore, for all X ∈ Ω and H,K,L ∈
M(C)g we have DF (X,H)[K,L] = DF (X,K)[H,L], as desired.
Corollary 2.5. Suppose T is free demilinear on Ω × M(C)g. If there exist X ∈ Ω and
H,K ∈M(C)g such that DT (X,H)[K, 0] 6= DT (X,K)[H, 0], then T is not the derivative of
an analytic free map on Ω.
Proof. This is the contrapositive of Theorem 2.4.
Theorem 2.4 gives us a clean necessary condition for an analytic free demilinear map to
be the derivative of a free analytic map.
Example 2.6. Once more, let us set T (X,H) = XH −HX . Since
DT (X,H)[K, 0] = KH −HK 6= HK −KH = DT (X,K)[H, 0]
on any open free set, we see that T is not the derivative of an analytic free map.
Example 2.7. Similarly, in the classical setting (−y, x) is a standard example of a non-
conservative vector field. In our case choosing the demilinear map T (X1, X2, H1, H2) =
X1H2 −H1X2, we see that
DT (X,H)[K, 0] = K1H2 −H1K2 6= H1K2 −K1H2 = DT (X,K)[H, 0]
unless K1H2 = H1K2 for all K,H ∈ M(C)
2 – a preposterous idea! Thus, T is not the
derivative of an analytic free map.
5Remark 2.8. As mentioned above, the fact that the proof of Theorem 2.4 relies only on
Ω being open and invariant under direct sums and unitary conjugation implies that it can
be extended to the operator NC setting. However, the sufficiency proofs rely on our domain
being closed under conjugation by similarities as well as evaluations on finite operators.
Remark 2.9. Many of the results found in this section ostensibly could be obtained by
restricting a free function to a fixed level n and identifying it as an n2h tuple of analytic
maps in n2g commuting variables. The classical theory then applies and gives us necessary
and sufficient condition for the existence of a scalar potential function. However, this misses
the free forest for the classical trees.
3. Sufficiency
In the classical setting, if curl(Φ) = 0 on a simply connected domain, then there exists a
scalar potential function for Φ. In outline, the proof of this fact proceeds by showing that curl
free implies path independent (on a simply connected domain) to guarantee that a potential
function constructed via line integrals from an anchor point in the domain is well defined
(independent of the choice of path).
In the free setting free-curl free implies path independent regardless of the geometry of
the domain Ω. Proving that the natural candidate for a potential function is a free function
requires some care.
Definition 3.1. Suppose Ω is a free domain and suppose T is analytic and free demilinear
on Ω×M(C)g . For any smooth path γ : [0, 1]→ Ω[n] the entries of T (γ(t), γ′(t)) are analytic
functions of t, and we define
I(T, γ) :=
∫ 1
0
T (γ(t), γ′(t)) dt
to be the result of applying the integral entry-wise.1
We say T is path independent if for all n ∈ Z+, whenever γ1, γ2 : [0, 1]→ Ω[n]×Mn(C)
g
are smooth, γ1(0) = γ2(0) and γ1(1) = γ2(1), then
I(T, γ1) =
∫ 1
0
T (γ1(t), γ
′
1(t)) dt =
∫ 1
0
T (γ2(t), γ
′
2(t)) dt = I(T, γ2).
Lemma 3.2. Suppose Ω is a free domain and T is analytic free demilinear. If γ : [0, 1]→ Ω[n]
and η : [0, 1]→ Ω[m] are smooth paths and S ∈ GLn(C) then
I(T, γ ⊕ η) = I(T, γ)⊕ I(T, η).
and
I(T, S−1γS) = S−1I(T, γ)S.
Proof. Note (S−1γS)′(t) = S−1γ′(t)S and (γ ⊕ η)′(t) = γ′(t) ⊕ η′(t). Hence, the linearity of
integration and the free nature of T yield
I(T, γ ⊕ η) =
∫ 1
0
T (γ ⊕ η, γ′ ⊕ η′) dt =
∫ 1
0
T (γ, γ′)⊕ T (η, η′) dt = I(T, γ)⊕ I(T, η)
1 Any smooth path will be bounded away from the boundary of Ω[n], hence the integrals defined above
will have no convergence issues.
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and
I(T, S−1γS) =
∫ 1
0
T (S−1γS, S−1γ′S) dt =
∫ 1
0
S−1T (γ, γ′)S dt = S−1I(T, γ)S.
Proposition 3.3. Suppose Ω is a free domain and T is analytic free demilinear. If T is
free-curl free on Ω (that is, DT (X,H)[K, 0] = DT (X,K)[H, 0]), then T is path independent.
Proof. Our first observation is that since the derivative of a free function is a Fre´chet deriv-
ative, it respects the chain rule and the Fundamental Theorem of Calculus:∫ 1
0
Dα(γ(t))[γ′(t)] dt =
∫ 1
0
(α ◦ γ)′(t) dt = α(γ(1))− α(γ(0)). (3.1)
Fix n ∈ Z+ such that Ω[n] 6= ∅ and suppose γ1 and γ2 are smooth paths in Ω[n] with the
same endpoints. Let
S =


1 0 0 −1
0 1 0 0
0 0 1 0
0 0 0 1

 and γˆ(t) =


γ1(t) 0 0 0
0 γ2(t) 0 0
0 0 γ1(t) 0
0 0 0 γ2(t)


and observe that
Sγˆ(t)S−1 =


γ1(t) 0 0 γ1(t)− γ2(t)
0 γ2(t) 0 0
0 0 γ1(t) 0
0 0 0 γ2(t)

 .
In particular, Sγˆ(t)S−1 when viewed as a 2× 2 block matrix is precisely in the form (X H0 X );
precisely the form needed for realizing the derivative via point evaluation. Hence with a
choice of γ1,1′ = (γ1, γ
′
1) and γ2,2′ = (γ2, γ
′
2) and an application of Lemma 3.2 we see
T (Sγˆ(t)S−1, Sγˆ′(t)S−1) =
S


T (γ1,1′) 0 0 0
0 T (γ2,2′) 0 0
0 0 T (γ1,1′) 0
0 0 0 T (γ2,2′)

S−1
=


T (γ1,1′) 0 0 T (γ1,1′)− T (γ2,2′)
0 T (γ2,2′) 0 0
0 0 T (γ1,1′) 0
0 0 0 T (γ2,2′)


=


T (γ1,1′) 0
0 T (γ2,2′)
0 0
0 0
DT
(
γ1,1′ 0
0 γ2,2′
)[
0 γ1,1′ − γ2,2′
0 0
]
T (γ1,1′) 0
0 T (γ2,2′)

 .
(3.2)
7Expanding out the derivative in the upper right hand corner and applying the fact that we
assumed T is free-curl free:
DT
(
γ1,1′ 0
0 γ2,2′
)[
0 γ1,1′ − γ2,2′
0 0
]
= DT
((
γ1 0
0 γ2
)
,
(
γ′1 0
0 γ′2
))[(
0 γ1 − γ2
0 0
)
,
(
0 γ′1 − γ
′
2
0 0
)]
= DT
((
γ1 0
0 γ2
)
,
(
0 γ1 − γ2
0 0
))[(
γ′1 0
0 γ′2
)
,
(
0 γ′1 − γ
′
2
0 0
)]
.
(3.3)
This is precisely the derivative of the composition of T with a smooth path. Choosing
γ˜(t) =
((
γ1 0
0 γ2
)
,
(
0 γ1 − γ2
0 0
))
and applying equations (3.1) and (3.3) we see
I(DT, γ˜) =
∫ 1
0
DT (γ˜(t))[γ˜′(t)] dt = T (γ˜(1))− T (γ˜(0)).
However,
γ˜(1) =
((
γ1(1) 0
0 γ2(1)
)
,
(
0 γ1(1)− γ2(1)
0 0
))
=
((
γ1(1) 0
0 γ2(1)
)
,
(
0 0
0 0
))
and similarly
γ˜(0) =
((
γ1(0) 0
0 γ2(0)
)
,
(
0 γ1(0)− γ2(0)
0 0
))
=
((
γ1(0) 0
0 γ2(0)
)
,
(
0 0
0 0
))
.
Thus, the demilinearity of T implies T (γ˜(1)) = 0 = T (γ˜(0)), hence I(DT, γ˜) = 0. In light of
equation (3.2) it follows that
I(T, SγˆS−1) =


I(T, γ1) 0 0 0
0 I(T, γ2) 0 0
0 0 I(T, γ1) 0
0 0 0 I(T, γ2)

 .
Finally, another application of Lemma 3.2 yields
I(T, SγˆS−1) = SI(T, γˆ)S−1 =


I(T, γ1) 0 0 I(T, γ1)− I(T, γ2)
0 I(T, γ2) 0 0
0 0 I(T, γ1) 0
0 0 0 I(T, γ2)

 .
Therefore
I(T, γ1) =
∫ 1
0
T (γ1(t), γ
′
1(t)) dt =
∫ 1
0
T (γ2(t), γ
′
2(t)) dt = I(T, γ2)
and we conclude T is path independent.
Remark 3.4. Peculiarly enough, there was no mention of the geometry of Ω as one expects in
the classical setting. This is a common phenomenon in Free Analysis and for some insight into
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this curiosity, we use an argument from [Pas20]. If γ and η are two distinct non-intersecting
paths in Ω with the same endpoints then setting
Γ =
{(
a −b
b a
) (
γ(t) 0
0 η(t)
) (
a b
−b a
)
: a, b ∈ R, a2 + b2 = 1, t ∈ [0, 1]
}
⊆ Ω
we see that Γ ∼= S2, which is simply connected.
We know from Theorem 2.4 that derivatives of free maps are free-curl free. If Ω is con-
nected, then Theorem 3.6 provides the converse. The proof of Theorem 3.6 is broken down
into four main steps.
(i) For each n, choose Zn ∈ Ω[n] and let αn(X) =
∫ X
Zn
T , integrated over any path from
Zn to X
(ii) Define βn(X) as Haar integral of U
∗αn(UXU
∗)U over the unitary group
(iii) Use the entry-wise analyticity of βn to show that βn respect similarities
(iv) Use level-wise direct sums to find constants bn such that Φn = βn + bn defines an
analytic free map.
Step (iii) is interesting in its own right and may have application outside of this paper.
Thus, we present Step (iii) as a self-contained Lemma.
Lemma 3.5. Suppose Γ ⊆ Mn(C)
g is nonempty, open and Γ is similarity invariant. If
β : Γ→ Mn(C)
h is analytic and respects conjugation by unitaries then β respects conjugation
by similarities.
Proof. Let Sn denote the set of n×n self-adjoint matrices. We claim that if η :Mn(C)→ C
k
is analytic and vanishes on Sn, then η vanishes on Mn(C).
Accordingly, suppose η is an analytic map vanishing on Sn. Let A,B ∈ Sn and define the
map ζ : C→ Ck by ζ(z) = η(A+ izB). Note that if w is pure imaginary then A+ iwB ∈ Sn
and we must have ζ(w) = 0. Hence, ζ is an analytic map that vanishes on the imaginary
axis, thus ζ is identically zero. In particular, 0 = ζ(1) = ζ(A+ iB). Every X ∈ Mn(C) can
be decomposed as A+ iB for some A,B ∈ Sn, therefore η vanishes on Mn(C) and our claim
is proved.
Let Un denote the group of n× n unitary matrices. Define ψ : GLn(C)→Mn(C)
h by
ψ(S) = Sβ(S−1XS)S−1 − β(X).
We see immediately that ψ is analytic and vanishes on Un. Next, let ε : Mn(C) → GLn(C)
be defined by ε(X) = eiX . Note that ε is surjective and ε maps Sn onto Un. Hence, the
composition ψ◦ε :Mn(C)→Mn(C)
h is analytic and vanishes on Sn. By our claim, ψ◦ε = 0,
hence the surjectivity of ε implies ψ vanishes on GLn(C). Therefore β respects conjugation
by similarities.
Theorem 3.6. Suppose Ω is a connected free domain and T is an analytic free demilinear
map on Ω×M(C)g. Then T is free-curl free if and only if there exists a free analytic function
f on Ω such that T (X,H) = Df(X)[H ] for all X ∈ Ω and H ∈ M(C)g.
Proof. The first direction is handled by Theorem 2.4.
On the other hand, suppose T is an analytic free demilinear map on Ω×M(C)g. We first
construct an analytic free map Φ on Ω× Ω by
Φ(X, Y ) =
∫ 1
0
T (γ(t), γ′(t)) dt
9where γ is any smooth path in Ω such that γ(0) = Y and γ(1) = X . This map is well-defined
since Proposition 3.3 tells us that T is path independent. Moreover, Φ(X, Y ) + Φ(Y, Z) =
Φ(X,Z) for all X, Y, Z ∈ Ω[n] and all n ∈ N .
Let γ and η be smooth paths from Y to X and Z to W , respectively. Hence S−1γS is a
path from S−1Y S to S−1XS while γ ⊕ η is a path from Y ⊕Z to X ⊕W . Thus, Lemma 3.2
shows us that Φ is free. Moreover, for any smooth path γ from Y to X and any smooth path
η from 0 to H ,
Φ
((
X H
0 X
)
,
(
Y 0
0 Y
))
=
∫ 1
0
T
((
γ(t) η(t)
0 γ(t)
)
,
(
γ′(t) η′(t)
0 γ′(t)
))
dt
=
∫ 1
0
(
T (γ(t), γ′(t)) DT (γ(t), γ′(t))[η(t), η′(t)]
0 T (γ(t), γ′(t))
)
dt
=
∫ 1
0
(
T (γ(t), γ′(t)) DT (γ(t), η(t))[γ′(t), η′(t)]
0 T (γ(t), γ′(t))
)
dt
=
(
Φ(X, Y ) T (γ(1), η(1))− T (γ(0), η(0))
0 Φ(X, Y )
)
=
(
Φ(X, Y ) T (X,H)− T (Y, 0)
0 Φ(X, Y )
)
=
(
Φ(X, Y ) T (X,H)
0 Φ(X, Y )
)
.
Thus,
DΦ(X, Y )[H, 0] = T (X,H) and DΦ(X, Y )[0, K] = −T (Y,K). (3.4)
Next, for each n ∈ N , choose Zn ∈ Ω[n] and define αn : Ω[n]→Mn(C)
h by
αn(X) = Φ(X,Zn).
Using the fact that Φ(X, Y ) = −Φ(Y,X) we see
αn(X)− αn(Y ) = Φ(X,Zn)− Φ(Y, Zn) = Φ(X, Y )
for all X, Y ∈ Ω[n].
For each n ∈ N let Un denote the group of n× n unitary matrices and define βn : Ω[n]→
M(C)h via Haar integration:
βn(X) =
∫
Un
U∗αn(UXU
∗)U dU.
Let V ∈ Un and note that
βn(V
∗XV ) =
∫
Un
U∗αn(UV
∗XV U∗)U dU
=
∫
Un
V ∗W ∗αn(W
∗XW ∗)WV d(WV )
= V ∗
[ ∫
Un
W ∗αn(W
∗XW ∗)W dW
]
V
= V ∗βn(X)V,
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where the invariance of the Haar measure is used. Moreover, for any X, Y ∈ Ω[n] we have
βn(X)− βn(Y ) =
∫
Un
U∗
(
αn(U
∗XU)− αn(U
∗Y U)
)
U dU
=
∫
Un
U∗
(
Φ(U∗XU,U∗Y U)
)
U dU
=
∫
Un
Φ(X, Y ) dU
= Φ(X, Y ).
Hence, Equation 3.4 implies Dβn(X)[H ] = DΦ(X, Y )[H, 0] = T (X,H). Since βn is analytic
and respects conjugation by unitaries, Lemma 3.5 implies βn also respects conjugation by
similarities.
Our last step is to construct f from β by adding appropriate scalars. Suppose X ∈ Ω[m],
Y ∈ Ω[n] and let
βm+n
(
X 0
0 Y
)
=
(
A B
C D
)
,
where A,B,C,D are tuples of size m ×m,m × n, n ×m and n × n, respectively. Take any
nonzero µ, ν ∈ C and note S = µIm ⊕ νIn is invertible and S
−1(X ⊕ Y )S = X ⊕ Y . Hence(
A B
C D
)
= βm+n
(
S−1(X ⊕ Y )S
)
= S−1βm+n(X ⊕ Y )S =
(
A ν
µ
B
µ
ν
C D
)
and we conclude that B and C are zero.
Next, for any X1, X2 ∈ Ω[m] and Y1, Y2 ∈ Ω[n] we see that
βm+n
(
X1 0
0 Y1
)
− βm+n
(
X2 0
0 Y2
)
= Φ
((
X1 0
0 Y1
)
,
(
X2 0
0 Y2
))
=
(
Φ(X1, X2) 0
0 Φ(Y1, Y2)
)
.
(3.5)
Hence, A is independent of our choice of Y and by a similar argument, D is independent of
our choice of X . Treating A and D as functions we see from Equation (3.5) that
A(X1)−A(X2) = Φ(X1, X2) = βm(X1)− βm(X2)
and
D(Y1)−D(Y2) = Φ(Y1, Y2) = βn(Y1)− βn(Y2).
Rearranging these equations shows
A(X1)− βm(X1) = A(X2)− βm(X2)
for all X1, X2 ∈ Ω[m]. Hence A − βm is constant as must be D − βn. We let A − βm = Cm
and D − βn = Cn.
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Now take Sm and Sn to be similarities of size m×m and n× n, respectively. Observe(
A(S−1m XSm) 0
0 D(S−1n Y Sn)
)
= βm+n
(
S−1m XSm 0
0 S−1n Y Sn
)
=
(
S−1m 0
0 S−1m
)
βm+n
(
X 0
0 Y
)(
Sm 0
0 Sn
)
=
(
S−1m A(X)Sm 0
0 S−1n D(Y )Sn
)
.
Hence, A and D respect similarities. Moreover,
Cm = A(S
−1
m XSm)− βm(S
−1
m XSm) = S
−1
m
(
A(X)− βm(X)
)
Sm = S
−1
m CmSm.
Thus, Cm = cmIm for some scalar tuple cm ∈ C
h. A similar argument shows that Cn = cnIn
for some cn ∈ C
h. Therefore, βm+n “nearly” respects direct sums.
For any m,n ∈ N we let cmm+n and c
n
m+n be the scalars in C
h such that
βm+n
(
X 0
0 Y
)
−
(
βm(X) 0
0 βn(Y )
)
=
(
cmm+nIm 0
0 cnm+nIn
)
for any X ∈ Ωm and Y ∈ Ωn. We note that these constants are well-defined since βm+n
respects similarities:
βm+n
(
Y 0
0 X
)
−
(
βn(Y ) 0
0 βm(X)
)
=
(
0 In
Im 0
)[
βm+n
(
X 0
0 Y
)
−
(
βm(X) 0
0 βn(Y )
)](
0 Im
In 0
)
=
(
0 In
Im 0
)(
cmm+nIm 0
0 cnm+nIn
)(
0 Im
In 0
)
=
(
cnm+nIn 0
0 cmm+nIm
)
.
Suppose now that k,m, n ∈ N and X ∈ Ω[k], Y ∈ Ω[m] and Z ∈ Ω[n]. It follows that
βk+m+n
(
X 0 0
0 Y 0
0 0 Z
)
−
(
βk(X) 0 0
0 βm(Y ) 0
0 0 βn(Z)
)
= βk+m+n
(
X 0 0
0 Y 0
0 0 Z
)
−
(
βk+m(X 00 Y ) 0
0 βn(Z)
)
+
(
βk+m(X 00 Y ) 0
0 βn(Z)
)
−
(
βk(X) 0 0
0 βm(Y ) 0
0 0 βn(Z)
)
=
(
ck+m
k+m+n
Ik+m 0
0 cn
k+m+n
In
)
+
(
ck
k+m
Ik 0 0
0 cm
k+m
Im 0
0 0 0
)
=
(
(ck+m
k+m+n
+ck
k+m
)Ik 0 0
0 (ck+m
k+m+n
+cm
k+m
)Im 0
0 0 cn
k+m+n
In
)
.
Interchanging the roles of X, Y and Z, we have the (redundant) equations
ckk+m+n = c
k+m
k+m+n + c
k
k+m = c
k+n
k+m+n + c
k
k+n
cmk+m+n = c
k+m
k+m+n + c
m
k+m = c
m+n
k+m+n + c
m
m+n
cnk+m+n = c
k+n
k+m+n + c
n
k+n = c
m+n
k+m+n + c
n
m+n.
(3.6)
Now, let n0 = min(N ) and for each k ∈ N , let bk = c
k
k+n0
− cn0k+n0 and define
fk(X) = βk(X) + bkIk
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for all X ∈ Ω[k]. Since fk differs from βk by a scalar matrix, fk respects conjugation by
similarities. Setting f = (fk)k∈N , we claim f : Ω → M(C)
h also respects direct sums.
Accordingly, suppose k,m ∈ N , X ∈ Ω[k] and Y ∈ Ω[m] and consider
fk+m
(
X 0
0 Y
)
−
(
fk(X) 0
0 fm(Y )
)
.
We show that this difference is zero. By their respective definitions,
fk+m
(
X 0
0 Y
)
−
(
fk(X) 0
0 fm(Y )
)
= βk+m
(
X 0
0 Y
)
−
(
βk(X) 0
0 βm(Y )
)
+ bk+mIk+m −
(
dkIk 0
0 bmIm
)
=
(
ckk+mIk 0
0 cmk+mIm
)
+ bk+mIk+m −
(
bkIk 0
0 bmIm
)
.
The first k × k block is (ckk+m + bk+m − bk)Ik. By our definition of bk+m and bk and a few
applications of Equation (3.6) we see
ckk+m + bk+m − bk = c
k
k+m + [c
k+m
k+m+n0
− cn0k+m+n0]− [c
k
k+n0
− cn0k+n0]
= ckk+m + [(c
k
k+m+n0
− ckk+m)− c
n0
k+m+n0
]− [ckk+n0 − c
n0
k+n0
]
= (ckk+m+n0 − c
k
k+n0)− (c
n0
k+m+n0
− cn0k+n0)
= ck+n0k+m+n0 − (c
k+n0
k+m+n0
)
= 0.
Hence, for all k,m ∈ N , fk+m(X⊕Y ) = fk(X)⊕fm(Y ) for allX ∈ Ω[k] and Y ∈ Ω[m]. Thus,
f respects direct sums and conjugation by similarities. Moreover, Df(X)[H ] = Dβ(X)[H ] =
T (X,H) since at each level, f and β differ by a scalar matrix. Therefore there exists an
analytic free function f such that Df(X)[H ] = T (X,H).
Corollary 3.7. Suppose Ω is a free domain that is connected. If (φn)
∞
n=1 is a sequence of
level-wise analytic functions on Ω such that (Dφn)
∞
n=1 is free demilinear, then there exists an
analytic free map f on Ω such that φ and f differ by a constant at each level if and only if
(Dφn)
∞
n=1 is free-curl free.
Proof. Suppose T = (Dφn)
∞
n=1. If T is free-curl free then Theorem 3.6 tells us there exists
a free analytic map f on Ω such that Df(X)[H ] = T (X,H). At level n, Df(X)[H ] =
T (X,H) = Dφn(X)[H ], hence f and φ must differ by a constant.
On the other hand, if f and φ differ by a constant at each level, then their derivatives are
the same, hence Df(X)[H ] = T (X,H) = Dφ(X)[H ]. Since f is free analytic, Theorem 2.4
implies T is free-curl free.
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