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The soul never thinks without a picture.
–Aristotle
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ABSTRACT
Multivariate informational data, which are abstract as well as complex, are becoming increasingly common in many areas such as scientific, medical, social, business, and so on.
Displaying and analyzing large amounts of multivariate data with more than three variables
of different types is quite challenging. Visualization of such multivariate data suffers from
a high degree of clutter when the numbers of dimensions/variables and data observations
become too large. We propose multiple approaches to effectively visualize large datasets
of ultrahigh number of dimensions by generalizing two standard multivariate visualization
methods, namely star plot and parallel coordinates plot. We refine three variants of the
star plot, which include overlapped star plot, shifted origin plot, and multilevel star plot
by embedding distribution plots, displaying dataset in groups, and supporting adjustable
positioning of the star axes. We introduce a bifocal parallel coordinates plot (BPCP) based
on the focus + context approach. BPCP splits vertically the overall rendering area into the
focus and context regions. The focus area maps a few selected dimensions of interest at
sufficiently wide spacing. The remaining dimensions are represented in the context area in a
compact way to retain useful information and provide the data continuity. The focus display
can be further enriched with various options, such as axes overlays, scatterplot, and nested
PCPs. In order to accommodate an arbitrarily large number of dimensions, the context
display supports the multi-level stacked view. Finally, we present two innovative ways of
enhancing parallel coordinates axes to better understand all variables and their interrelationships in high-dimensional datasets. Histogram and circle/ellipse plots based on uniform
and non-uniform frequency/density mappings are adopted to visualize distributions of numerical and categorical data values. Color-mapped axis stripes are designed in the parallel
coordinates layout so that correlations can be fully realized in the same display plot irrespective of axes locations. These colors are also propagated to histograms as stacked bars and
categorical values as pie charts to further facilitate data exploration. By using the datasets
consisting of 25 to 130 variables of different data types we have demonstrated effectiveness
of the proposed multivariate visualization enhancements.
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CHAPTER 1.
INTRODUCTION
The greatest value of a picture is when it forces us to notice what we never expected to see.
(John W. Tukey, 1977)
According to The Oxford English Dictionary, visualization in simple words means “the
representation of an object, situation, or set of information as a chart or other image” or
“the formation of a mental image of something.” For the scientific audience, the purpose of
visualization can be well summarized via the opening sentences of the executive summary of
the panel report on Visualization in Scientific Computing by the panel on Graphics, image
Processing and Workstations organized by the Division of Advanced Scientific Computing
of the National Science Foundation in 1986 (McCormick, B.H., T.A. DeFanti, M.D. Brown
(ed), 1987): “As a tool for applying computers to science, it offers a way to see the unseen.”
The report goes on to state that visualization “... can bring enormous leverage to bear on
scientific productivity and potential for major scientific breakthroughs, at a level of influence
comparable to that of supercomputers themselves [emphasis added].”
The primary goal of this thesis is to develop new tools and enhance the existing ones to
help uncover some of the unseen in the multi-variate informational data. Before we come
to the main motivation and objectives of this work, let us familiarize ourselves with some
aspects of visualization needed for our purpose.
1.1

Data visualization

Data visualization is a methodology of representing data in a graphical or pictorial form.
Its primary goal is to extract meaningful information from a large collection of data, and to
satisfy a user’s needs by developing and presenting hidden patterns, trends and correlations.
Within the given collection of data, visualization fills important gaps of extracting information easily which is generally not possible when the same data is presented in a text based
format.
The way and speed by which human brain processes visual information is quite different
from processing data in a text or a spreadsheet format. This is especially true when the size
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of the data is too large and complex. Let us consider an example to illustrate this point
by illustrating data from National Diabetes Surveillance System which provides county level
estimates of diabetes, physical inactivity and obesity using Center for Disease Control’s Behavioral Risk Factor Surveillance System and data from the U.S. Census Bureau’s Population
Estimates Program.
Table 1.1, represents this data in the text based format where the scores for each of the
three variables are tabulated for different parishes. The scores associated with each of the
Louisiana parishes are associated with their percentile in the United States. The range of
diabetes is 10–17%, the range of adult obesity is 29–42% and that of physical inactivity
defined as lack of any leisurely physical activity including walking, running, gardening etc.,
is 23–39%. While Table 1.1 accurately provides all the relevant data, without data analysis
it is certainly difficult to comprehend even the most significant features of the data. For
example, if we wish to ask which is the parish in Louisiana with the lowest obesity and
diabetes rates, and how does physical inactivity correlates with this statistic, then we will
have to carefully scan through the whole of the Table 1.1 line by line to find the parishes
with minimum percentile in each variable. For a question such as, how these rates compare
across different regions, or how does East Baton Rouge parish compare with its neighboring
parishes, the answer would require a far more careful analysis than simply finding rows of
data with maximas or minimas.
The data presented in the text format in Table 1.1 is presented visually using a map of
Louisiana parishes in Fig. 1.1. The size of the circles and length of the bars represent adult
obesity and physical inactivity respectively. The larger values corresponding to high obesity
or inactivity. The color shade of the parishes represents diabetes prevalence. Greater the
green shading, higher is the prevalence. From Fig. 1.1, one can immediately infer that St.
Tammany parish has the lowest diabetes, obesity and physical inactivity rates. Further, East
Baton Rouge parish is one of the parishes with a lower diabetes, adult obesity and physical
inactivity rate in comparison to most of its neighboring parishes. Moreover, a general trend
can be immediately seen across the parishes.
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Table. 1.1. 2018 Louisiana health data
Parish

Abbreviation

Diabetes

Adult Obesity

Physical inactivity

Acadia

ACAD

36.10

33.80

11.70

Allen

ALLE

30.40

35.30

12.30

Ascension

ACSE

31.80

30.60

11.50

Assumption

ASSU

34.50

42.00

14.80

Avoyelles

AVOY

35.20

39.10

13.40

Beauregard

BEAU

28.20

32.80

11.40

Bienville

BIEN

35.30

39.10

15.20

Bossier

BOSS

27.50

32.90

11.50

Caddo

CADD

29.80

36.70

12.40

Calcasieu

CALC

29.90

34.40

11.20

Caldwell

CALD

33.10

38.20

12.80

Cameron

CAME

30.70

33.50

12.10

Catahoula

CATA

35.70

32.90

12.60

Claiborne

CLAI

31.00

35.40

13.70

Concordia

CONC

35.40

36.80

13.50

De Soto

DESO

30.50

39.30

13.70

EBR

26.90

32.20

11.90

East Baton Rouge
East Carroll

ECAR

32.60

38.40

13.70

East Feliciana

EFEL

30.00

36.30

15.60

Evangeline

EVAN

34.00

39.60

13.00

Franklin

FRAN

39.20

37.70

13.60

Grant

GRAN

28.80

35.90

12.20

Iberia

IBER

32.00

34.80

13.50

Iberville

IBVL

28.00

40.00

13.50

Jackson

JACK

34.00

33.10

14.40

Jefferson

JEFF

29.10

35.70

12.30

Jefferson Davis

JFDV

29.80

40.10

13.00

La Salle

LASA

31.80

31.60

12.80

Lafayette

LAFA

27.40

32.00

10.70

Lafourche

LAFO

32.80

40.90

12.00

Lincoln

LINC

27.60

36.00

10.40

Livingston

LIVI

30.40

34.20

11.00

Madison

MADI

33.80

38.70

13.20

Morehouse

MORE

34.10

39.10

14.00

Natchitoches

NATC

29.80

33.50

13.30

Orleans

ORLE

24.90

32.00

11.70

Ouachita

OUAC

30.40

34.90

12.60

Plaquemines

PLAQ

28.30

33.40

11.30

(table cont’d.)
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Parish

Abbreviation

Diabetes

Adult Obesity

Physical inactivity

Pointe Coupee

PCP

32.10

34.50

11.90

Rapides

RAPI

30.70

36.00

13.20

Red River

REDR

30.80

37.10

14.00

Richland

RICH

33.60

37.70

14.60

Sabine

SABI

35.10

37.20

13.50

St. Bernard

SBND

31.60

36.30

13.70

St. Charles

SCHL

26.70

34.10

11.40

St. Helena

SHEL

33.40

38.90

15.30

St. James

SJAM

35.40

37.40

14.40

SJB

32.30

38.50

12.80

St. Landry

SLAN

33.30

38.80

14.00

St. Martin

SMT

32.60

38.30

11.60

St. John the Baptist

St. Mary

SMAR

33.20

36.00

13.20

St. Tammany

STAM

23.20

29.40

9.70

Tangipahoa

TANG

35.90

37.50

10.70

Tensas

TENS

35.60

33.80

17.20

Terrebonne

TERR

33.30

39.20

12.40

Union

UNIO

30.60

34.70

13.70

Vermilion

VERM

29.60

32.50

10.70

Vernon

VERN

27.90

32.80

12.80

Washington

WASH

38.80

35.00

17.00

Webster

WEBS

34.10

35.00

13.00

West Baton Rouge

WBR

31.30

38.60

12.40

West Carroll

WCAR

32.60

37.70

14.60

West Feliciana

WFEL

28.30

32.00

12.10

Winn

WINN

31.30

36.40

13.00

Parishes with larger diabetes prevalence in general have either higher obesity, or higher
physical inactivity. It is clearly evident that finding such a trend using Table 1.1 is more
difficult and time consuming than using Fig. 1.1. In case of using a map as in Fig. 1.1,
answers to preceding questions are found in a glance, which is not possible in the tabular
representation of the same data where a thorough sort and scan is required. Certainly, it is
quite difficult to find such geographical patterns in a glance in case of data in a text format.
Using interactive data visualization approach, we can dig deeper into the data to effectively explore and extract relevant information which is many times hidden in the clutter or
behind overlay graphics. Many interactive techniques such as brushing, pulling and zooming
4

Fig. 1.1. The figure shows the data in Table 1.1 in a visual format. Circles represent adult
obesity, bars represent physical inactivity and green shade represents diabetes prevalence.
are available to understand the behavior of a data, its point of view, and to extract information from the data. These techniques can accelerate the process of decision-making by
making results easily accessible and easier to understand. Due to its vast advantages, data
visualization in one form or another is used in almost every field of research, business, and
even in school projects. The main goal of data visualization is to improvise the results of statistical models or scientific methods by presenting a visual way of getting insights. Perhaps
the greatest advantage of visualization versus other methods is well summarized by John
Tukey, the father of exploratory data analysis and one of the first pioneers of visualization as
follows: “Numerical quantities focus on expected values, graphical summaries on unexpected
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values.”
Scientific visualization and information visualization are two main branches of visualization which are concerned with presenting data visually. These methods are heavily used in
various research and business environments. Both of these techniques are used for different
purposes and many times for different types of datasets. The key difference between the
two can simply be stated as follows. While the scientific visualization is used to clarify and
gain insights on known scientific phenomena, information visualization is used to discover
interesting phenomena and correlations in a given abstract data. In the following, we first
briefly discuss scientific visualization, and then information visualization on which this thesis
is based.
1.2

Multivariate data visualization techniques

Data gathered from any field of study consists of at least one or more variables. If the
dataset only consists of one variable we call it univariate data. In the case of a univariate
visualization, data is projected to one dimension as a standalone attribute. For instance,
suppose a car dataset consisting of one variable (weight) is given. Then it can be visualized
using for instance a box plot, or a violin plot to show the local density of the data and to
also help in estimation of its central value and its variability (Fig. 1.2). Box (Tukey, 1977)
and violin (Hintze and Nelson, 1998) plots are often used in informational analysis.
In case of bivariate data (dataset with two variables), we can project the data to a twodimensional plot such as a scatterplot. In a scatterplot, one variable is drawn against the
other variable. It turns out to be quite useful to reveal relationships and association between
two quantitative variables (Chambers, 1983). It also helps in finding the linear relationships,
non-linear relationships, and to detect outliers. In Fig. 1.3, we can see two examples of
scatterplots for 1974 Motor Trend car data. In the left plot, the weight of a car is shown
on horizontal axis and the displacement is shown on vertical axis. The weight of a car is
higher with the higher rate of displacement. This trend indicates a positive relation between
displacement and the weight of a car. However, in the right plot, we see an opposite trend.
The heavier the car, the lower is its mileage per gallon. This depicts the negative relationship
6

Fig. 1.2. Examples of box and violin plots. The left figure shows the box plot for the shape
of the distribution of weight variable with 32 observations. The values range from 1 to 5.
The right plot shows the same data in a violin plot.
where the variable on y-axis tends to decrease as the value of variable on x-axis increases.
Similarly, we can plot trivariate data by projecting three variables either to three dimensions x−axis, y−axis and z−axis, or using a two dimensional plot. Examples of such plots
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Fig. 1.3. Scatterplot of a bivariate data for a car dataset. The left plot shows the scatterplot
of displacement versus the weight of the car. The right plot shows the relationship between
miles per gallon and the weight of the car.
are shown in Fig. 1.4. In the left plot, three variables, the weight, the displacement and and
the mileage per gallon are represented on x, y and z axes respectively. The right plot in Fig.
1.4 provides an alternative way of representing three variables using just two dimensions.
The weight and displacement are projected on to x and y axes, where as the third variable
the mileage is represented as the size of the circles.
Using above examples we have seen how to visualize univariate, bivariate and trivariate
data. Such a visualization which is straightforward, quickly becomes non-trivial when we
have to visualize large number of variables at the same time. Examples of such datasets occur
in every field of science, technology, and statistics. Such data types require multi-dimensional
visualization techniques. Certainly this is a challenging process because we need to visualize
four or more variables on a single display. Two of the techniques to visualize such a data
are based on the geometric representation, and the iconic representation of data. In case of
the geometric representation, we require the data to be mapped to a geometric space like in
a scatterplot matrix, a histogram matrix or a parallel coordinates plot. On the other hand,
the iconic representation uses the concept of an icon or a glyph to represent data, such as in
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Fig. 1.4. Scatterplot of a trivariate data for a car dataset. The left figure shows the
trivariate data in a 3-dimensional scatterplot. The right figure shows the same data for the
three variables using a two-dimensional scatterplot.
star plots and or using Chernoff faces. In the following we give examples of using scatterplot
matrix and Chernoff faces.
1.2.1

Scatterplot matrix

Scatterplot matrix is useful for finding linear correlations between large numbers of variables. Given a dataset with multiple variables, we need to plot every possible pair of twodimensional scatterplot in a scatterplot matrix. Therefore, we plot all of the variables in
both horizontal and vertical axes in form of a grid. For k given variables, we obtain k × k
scatterplots. For 1974 Motor Trend car dataset in Appendix A, and shown in Fig. 1.5,
we plot a scatterplot matrix for 7 variables: miles per gallon (mpg), displacement in cubic
inches (disp), rear axle ratio (drat), weight in lb/1000 (wt), time taken to reach a quarter
mile (qsec), gross horsepower (hp) and the number of cylinders (cyl). Unlike in Figs. 1.3 and
1.4, where we were visualizing only two or three variables, we are now comparing 7 variables
at the same time. As a result, we can see a lot of positive and negative correlations. Thus,
the scatterplot matrix can be quite useful in uncovering trends between variables with no
obvious relationships. On the other hand, expected patterns between variables may some9

Fig. 1.5. The scatterplot matrix for car data with seven variables.
times turn out to be non-existent. In Fig. 1.5, we can see positive relationships between
disp and wt, hp and wt, disp and wt, and, mpg and drat. Similarly, we can see negative
relationships between mpg and disp, drat and disp, mpg and wt, and, mpg and hp. We
can also see that wt and qsec have no relationship because of the lack of any trend in the
corresponding scatterplot (the dots are scattered everywhere).
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1.2.2

Chernoff faces

Chernoff faces is a graphical representation of multivariate data to see the whole data all
together instead of splitting it up into several metrics. It was invented by Herman Chernoff
in 1973 (Chernoff, 1973). In this iconic graph, one displays all of the variables at one position
by using shape of a human face. The shape parameters include the height of face, the width
of face, the structure of face, whether the human face is smiling or not, and, so on. The total
number of faces represent the total observations of the data. That is, for n observations one
uses n number of faces. Since the features of a face represent underlying variables in the
dataset, the shape of the features depend on the values of the variables. In particular, the
magnitude of a variable directly determines a specific facial feature. If a variable has a large
value then the the corresponding facial feature also increases accordingly. Similarly, if the
variable has a smaller value, then the corresponding feature on the Chernoff faces shrinks.
In Fig. 1.6, we show 32 Chernoff faces which represent 32 observations of data. Features
like the height of the nose, mouth, and, width of the eyes represent weight of a car. Height
of hair and face, and the width of nose and mouth represent the number of cylinders in a
car. Width of the ear, hair, smile, and face represent the displacement of a car. Structure
of a face, style of the hair, and the height of ears and eyes represent the horsepower of a
car. We can see similar facial features in case of Cadillac Fleetwood, Lincoln Continental,
and Chrysler Imperial cars. All three of these cars are heavy in weight because the height of
nose and mouth is larger in comparison to the other cars. Further, the numbers of cylinders
for these three cars are more than any other cars which can be inferred from the observation
that the height of the face and hair for the corresponding Chernoff faces is bigger than those
of other cars. In a similar fashion, we can interpret Chernoff faces of other cars and make
comparisons between different variables of different cars.
These standard techniques of scatterplot matrix and Chernoff faces are useful in visualizing large multi-dimensional datasets because of their ability to display all of the variables
at the same time. Further, they correspond to simple interactive visualization methods.
But, they do not correspond to an efficient multi-dimensional visualization of a multivariate
11

Fig. 1.6. Chernoff faces comparing features for various cars. For instance, Cadillac Fleetwood, Lincoln Continental, and Chrysler Imperial are very similar in height, weight, horsepower, number of cylinders, and displacement. Similarly, Porsche 914-2, Lotus Europa, Merc
230, Merc 240D, Volvo 142E are quite similar in weight, horsepower, number of cylinders,
and displacement.
data. As the number of variables grows, scatterplot matrix becomes quite large. Similarly,
for a large number of variables, Chernoff faces clearly show a limitation because it is not
practical to represent all the variables in facial features without making larger faces with
more detailed features. For large number of variables, the key questions are: How to display
large multidimensional data on a single display? How to effectively present the relationships
among the variables? And finally, how to dig deeper to visualize hidden information?
To answer these questions, it is important to understand various data types and tech12

niques which can be used effectively for each data type. Using appropriate technique for each
data type we can perform an effective visualization of these data types and analyze patterns
and variables by using interactive features. Details of appropriate visualization techniques
for different data types will be discussed in the next chapter. Here, let us note that broadly
speaking multivariate data requires two types of visualization. First, when we need to visualize category proportions, and, second when we need to show the relationships between
variables. Techniques which allow us to show category proportions are for example, a pie
chat, a histogram, and, a bar chart. Techniques which show relationships among variables
are star plots, parallel coordinates plots, scatterplots, heat maps, mosaic displays, and so
on. Since star plots and parallel coordinates plots are a focus of this thesis, we now discuss
them in some detail.

Fig. 1.7. Anatomy of a star plot with one observation and 8 variables.
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1.2.3

Star plot

Star plot, also known as a radar chart or a spider chart, is a two-dimensional visualization
technique to display multivariate data (Chambers, 1983). In a star plot, various observations
are represented in form of a star. The overall layout of the star plot is circular where each
variable is represented via an axis (or radius of a circle). The axis starts from the center
and connects to some point on the circumference. All the axes (or radii) are arranged with
a uniform angular distance and the magnitude of each variable is mapped onto its axis. The
values a particular variable takes are aligned along the corresponding axis in an increasing
order. The part closest to the origin, represents the lowest value of the variables and the
peripheral part of the axes carries the highest value of the variable. These axes measure
both numerical as well as categorical data. As an example, for a car dataset the price or the
weight of the car (the numerical data), as well as number of cylinders and the body style of
the car (the categorical data) are represented on the same star plot via different axis.
The axes of a star plot represent independent scales for each variable. This allows a
reader easy visualization of different variables. A curve consisting of straight lines between
different axes is drawn in the plot. The resulting surface takes the shape of a star or a polygon
which connects values for adjacent variables. Fig. 1.7 shows a simple layout of a star plot
with eight variables represented as eight axes and one star shaped polygon representing one
observation of a dataset.
The methodology used in star plots is quite helpful in examining the relative values of
a single data point of a variable with respect to other variables. Multiple star plots can
be created from multiple observations as are shown in Fig. 1.8. This figure corresponds
to observations of 16 different cars and is one of the first examples of a star plot used in
literature. It has nine axes originating from the center which represent nine features of a
car. These features are price of a car, mileage per gallon, repair records of year 1977 and
1978, headroom of a car, rear seat room of a car, trunk space in a car, weight of a car, and
length of a car (Chambers, 1983).
In a star plot, we can easily compare similarities and dissimilarities in observations.
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Fig. 1.8. Star plots for 16 observations of a car dataset.
Source: https://www.itl.nist.gov/div898/handbook/eda/section3/starplot.htm

Further, we can also detect clusters in these observations. For example, we can clearly see in
Fig. 1.8 that the data values of cars like the Cadillac Deville, Eldorado and Seville models are
quite close to each other for many of their features. They are low on mileage, are inexpensive,
and have a large room space with heavy weight and high length. Similarly, cars such as Pacer,
Spirit and AMC Concord show some similarity in their values. Such similar properties of
observations reveal a cluster. A star plot is also useful to find which observation is dominant
or is lacking in a variable. And, we can also detect outliers amongst each variable. These
are points which usually lie away from the dominant group of observations in a given range
of values.
In summary, a star plot is a simple and useful tool to get insights in to data. We can easily
determine the positive and negative relations between the variables and also information related to clusters. However, star plots also have a few limitations. They are limited to display
15

only a few variables at a time. Display of large number of variables becomes overwhelming
and too dense to be effective. Whether one should follow clockwise or anti-clockwise pattern
to read the plot variables in a star plot is also not obvious.

Fig. 1.9. A simple layout of a parallel coordinates plot with three axes/variables.
1.2.4

Parallel coordinates plot

A parallel coordinates plot (or a PCP) is a two-dimensional visualization technique to display
multivariate data. It was pioneered in the 1985 by Alfred Inselberg in his paper The Plane
with Parallel Coordinates for multidimensional analysis problems (Inselberg, 1985). It has
been incorporated in many widely used visualization tools and softwares such as XmdvTool,
WinViz, SPSS, Tableau and XLSTAT.
In the parallel coordinates plot technique, each variable corresponds to an axis. All axes
are placed vertically or horizontally parallel to each other. And, the distance between each
pair of adjacent axes is kept uniform. Each observation or each row in a dataset manifests
as a polyline which traverses a series of connected points along the axes. The position
of these points on the axes is proportional to the value of the corresponding variable. In
16

Fig. 1.10. A simple parallel coordinates plot. It corresponds to four variables and two
observations of a car dataset.
a PCP, since each axis is devoted to a variable which is measured with different units of
measurement, each axis can have different scales. The minimum and maximum values of a
variables are measured by end points of the axis. Fig. 1.9 shows a basic layout of a parallel
coordinates plot with three axes (which indicate three variables), and one observation as a
polyline formed by crossing through the points of axes.
Parallel coordinates plots are ideal for comparing and finding the relationship between
many variables. Fig. 1.10 depicts a parallel coordinates plot of 1974 Motor Trend car dataset
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with a few features such as the weight of a car (wt), displacement of a car (disp), horse power
of a car (hp), and mileage per gallon (mpg). For each car in the dataset, it is possible to
plot a polyline and see the way data value of each car is distributed across all the axes.
We can easily compare the similarities and dissimilarities between two car observations by
comparing their polylines. Fig. 1.10, shows results for two of the cars. Data values of these
two cars are very similar for “mpg” and “wt.” On the other hand, they are far apart for
“disp” and “hp” variables.
In a parallel coordinates plot, the relationship between two adjacent variables is easy
to understand than the non-adjacent variables. As we can see in Fig. 1.11, the polylines
between the mileage per gallon and displacement variables indicates negative relationship
between them because the polylines are crossing with each other. In contrast, we can see
positive relation between displacement, horse power and weight variables of the car dataset.
It is positive because most of the polylines are non-intersecting and some are even normal
to the axis. This is a hallmark of positive relationship, unlike the behavior of crossings for
negative relationships.
A limitation of parallel coordinates plot is that it becomes cluttered and too dense for
a large dataset. Therefore, interactive techniques like brushing are a must to explore the
datasets in parallel coordinates plots. Another limitation is that the ordering of axes influences understanding of the data. Relationship between data on non-adjacent axes can be
a bit difficult to visualize especially in the case of large number of axes. To overcome this,
we can perform a reordering of axes position to understand the relationship between nonadjacent variables. Finally, in presence of large number of variables, the distance between
axes shrinks which makes the data difficult to understand.
1.3

Motivation and plan of the thesis

In recent years, there has been an exponential increase in the number as well as the size
of datasets, which now play a very important role in academics as well as businesses. A
primary goal in the scientific world and corporations is to extract as much information as
possible from these datasets in the most efficient way. In this, information visualization
18

Fig. 1.11. An example of a parallel coordinates plot for a car dataset. A parallel coordinates plot is shown with four variables and 32 observations. Various positive and negative
correlations can be clearly seen.
plays a key role as it is used to explore the relationships between different variables of data
and to explain and present the data in a straightforward way. Further, multivariate data
visual analysis is also becoming important to understand multivariate relationships. The
techniques we discussed so far for data visualization have certain limitations. They either
lose effectiveness when analyzing data with large number of dimensions, or are limited in
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spanning only a few dimensions. Using existing methods, if one wishes to analyze a large
number of different variables in a multivariate dataset, one is forced to remove some of the
variables either due to limited space or to reduce clutter. Due to this reason, one inevitably
loses vital information present in the excluded variables or axes. The fundamental issue is
how do we extract information without this compromise. Addressing this issue via different
strategies is the primary goal of this thesis.
In this thesis, we present novel methods of visualizing multivariate information data
which help us in getting insights on the data without losing any information about any variables and displaying all the dimensions on a single display. Our work uses a combination of
variety of techniques. Using star plots and parallel coordinates plots, we implement scatterplot, embedded parallel plot, and data table to enrich our analysis. We use color mapping
technique to find correlations between various dimensions regardless of their positions. In
this thesis, we also introduce a new method of axes ordering using statistical techniques.
Further, we use pie chart and histogram on individual axes to find data distribution, and we
employ interactive techniques such as zooming, brushing, pinching and reversing an axis for
an efficient visualization.
This thesis is planned as follows. Since visualization has become an essential part of
analysis these days, it is imperative that we should use correct techniques for analyzing a
given dataset. Here we should note that available data belonging to most of the datasets is
not of the same type. This means that we cannot use same type of visualization techniques
on all types of data. Sometimes one has to use multiple techniques in order to present results
of a single dataset. It is thus important to understand various data types and appropriate
techniques to visualize them. Therefore, we begin by discussing different types of data and
effective techniques to visualize them in Chapter 2. Here we discuss two main types of data:
categorical and numerical data. Numerical data is a measured data which can be binned into
intervals to check the frequency distribution of data. On the other hand, categorical data is
further divided into four types: nominal data, ordinal data, interval data and ratio data. In
this chapter, we discuss various techniques to visualize categorical and numerical data. As
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an example, a visual technique like a pie chart is best to describe proportional distribution.
Similarly, a histogram is good for frequency distribution of interval data, and a box plot is a
good technique to summarize any numerical data. We also discuss how multiple techniques
can be joined together to present high dimensional data.
Our first approach to solve the problem of efficient visualization of high dimensional data
on a single display is discussed in Chapter 3. Here we use star plot technique to display high
dimensional datasets. Let us recall that the star plot technique projects high dimensional
data into a two-dimensional display. All of the dimensions start from one central point
and spread across uniformly. Each dimension represents a variable, and the scale of each
dimension and its values measure the value of a corresponding variable. Each observation or
a row of a dataset is represented as a star shaped icon which is formed by connecting together
the values of each dimension. However, mapping of the entire range of star icons on a single
display becomes overwhelming, and too small in size for visualization with an increase in
the number of observations. Our technique overcomes this problem. To eliminate clutter,
we first present an overlapped star plot where all the star icons are drawn together on a
single large star plot. This makes star icons easily visible and comparable. However, in this
process, the fixed central point creates crowdedness due to a large number of dimensions
starting from the same point. Further, the lower value observations are also mapped in
the same area. To overcome these issues, we introduce a shifted origin star plot where
the origin of each dimension is shifted away from the central point. This is helpful for an
efficient data visualization but faces a limitation as the number of dimensions increase in
a dataset. In such a case, the shifted origin star plot is not good enough because of an
increase in visual clutter near the closely packed radial lines. This issue can be overcome
by introducing a multilevel star plot where dimensions are divided and plotted on separate
levels. Additionally, interactive techniques are used where we increase the angle between
the selected axes for a better visualization. Further improvements are made possible by
using a circle plot for categorical variables and a box plot for numerical variables to visualize
the data distribution on individual axes. We break down large datasets into subsets by
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grouping values of active axis. If an active axis belongs to categorical data then its each
value corresponds to the each value of categorical variable. In case of numerical data, the
data is divided into a number of intervals, and these intervals act as creating subsets of data.
Finally, we use techniques like brushing and reversing the axes in star plots to aid a better
understanding of the data by users.
In Chapter 4, we introduce a bifocal parallel coordinates plot (BPCP) which effectively
visualizes high dimensional data on a single display without losing access to any of the
variables. Our method is based on parallel coordinates plot to visualize high dimensional
dataset. It is based on mapping data points of high dimensions in a two dimensional space.
In a parallel coordinates plot, all of the dimensions are laid out on parallel vertical axes with
a uniform spacing between them. Each data observation, or a row of a dataset, is represented
as a polyline which is formed by connecting points on dimensions which correspond to the
value of a variable. But, accommodating large number of dimensions and data observations
in a finite display area degrades visual resolution. Efficient data visualization and data
interpretation becomes difficult with a growth in data observations and variables of the
dataset. In some cases, one may choose to visualize only selected variables to reduce clutter,
but in the process vital information contained in the removed axes is lost. To address these
issues, we introduce a bifocal parallel coordinates plot which is based on focus plus context
approach. In the focus region, we can add selected variables in an easy and interactive
way. This region has a wider area in comparison to the context region where the remaining
axes are displayed in a compact way. The idea of bifocal plot is simple and it produces an
effective visualization without losing any information. The focus region is further enhanced
by adding a circle plot to the categorical data, and a box plot to the numerical data to
visualize the data distribution along each axis. In addition to this, we also add a technique
to check the relationship of two non-adjacent dimensions. In our implementation, focus area
is further enriched with several visualization techniques which include scatterplot, embedded
parallel coordinates plot, and data tables. With wider space, and, only selected dimensions
in the focus area, context area becomes quite packed with too many dimensions. Therefore,
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to simplify the context region we divide the dimensions of the context region into multiple
levels. This reduces clutter in the context area without any loss of information.
In Chapter 5, we propose two novel ways of enhancing parallel coordinates plots. The
first technique results in a better understanding of all of the variables. The second technique allows discovering inter-relationships between all the variables of a high-dimensional
dataset. We use uniform and non-uniform frequency/density plots such as histograms and
circle/ellipse plots to visualize distribution of numerical and categorical data values. Though,
it is quite straightforward to find positive and negative correlations between two adjacent
axes, finding a correlation between two non-adjacent axes is a complicated procedure. In
such a case, one has to conventionally employ interactive methods to either place two axes
adjacent to each other for their comparison, or one needs to hide all those axes which are
in between the relevant axes to enable visualization. In our second proposed technique,
we design color-mapped axis stripes to visually connect numerical variables irrespective of
their locations, whether adjacent or nonadjacent axes, in the parallel coordinates layout so
that correlations can be fully realized in the same display plot. We also discuss strength of
relationship between the axes, whether it is strong or weak. To verify our results we use a
comparison with Pearson Correlation Coefficient.
All of the implementations related to star plot techniques and parallel coordinates plot
techniques in Chapters 3, 4 and 5 are performed using C/C++ programming language
with OpenGL Graphics Library supported by GLUT and GLUI - utilities for graphical
rendering. GLUT is a toolkit for writing OpenGL programs and it implements a simple
window application programming interface for OpenGL. GLUI is a user interface library
which provides controls for GLUT-based window application such as checkboxes, buttons,
radio buttons, panels, slider, spinner etc. OpenGL with GLUT and GLUI are written on
top of constructs of C/C++ programming language to render all the techniques, which
are implemented in this thesis, on a single display. Interactive methods such as brushing,
interval picking, pinching, reversing of axes, and zooming were also implemented for further
enhancement of techniques. These plots also include options for highlighting one or more
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data observations and selecting variables of interest to display in a focus area. Some of the
graphs and the charts in Chapters 1 and 2 were drawn using R Graphics packages such as
ggplot2, plot, boxplot, symbols etc.
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CHAPTER 2.
TYPES OF DATA VISUALIZATION
In recent times, data visualization is becoming an essential part of analysis and presentation
in various fields. A plenty of exploratory data visualizations techniques are available these
days. Techniques such as graphs, tables, charts, and plots are heavily used to analyze data
like never before. With a plethora of techniques available for data visualization, certain
important questions on their applicability arise. These include the following.
• For a given data, what is the best and the most efficient visualization technique to
apply?
• Has the correct visualization technique been used for a given type of data?
• How do we ensure that no false information is passed in a data visualization?
• Does a visualization of a given data correspond to an accurate representation of the
given data?
Answers to these questions are tied to our understanding of using certain visualization techniques for given dataset. As we will discuss in this chapter, not all type of techniques can
be used for different kinds of data. Of various given techniques, reliable and effective ones
depend on the type of the data we wish to visualize. Care must be exercised in choosing the
right visualization method as using the wrong techniques can yield misleading information
and misguide the analysis. Generally when misleading information is presented, the quality
of a given dataset often finds blame. However, more often than not, fault lies with wrong or
misrepresented visualization of the correct data.
Sometimes misleading visual analysis of a data can be done deliberately, and sometimes
it is due to lack of information about limitations of visualizing techniques. There are many
examples of misleading visualizations. For instance, Fig. 2.1 shows a bar graph which is
used to compare the sale of print versions of the Times and the Daily Telegraph. A glance
at the bar graph gives an impression that the sale of the Times is about double of that of
the Daily Telegraph. However, a careful reading of the scale and the numbers reflecting the
full price sales provides a very different picture. In reality, the Times has beaten the Daily
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Fig. 2.1. A misleading figure about sucecss of the Times.
Source: http://www.statisticshowto.com/misleading-graphs/

Telegraph in print sales by around 10% only. Whereas, a clever use of the scale gives an
impression that the Daily Telegraph has a serious lag in sales compared to the Times. The
figure also shows a graph for the online visitors to the Times website in the period ranging
from before 2004 to after 2006. Though the graph shows a consistent and rapid growth, no
comparison is made with the visitors to the Daily Telegraph. Further, no details are given
on the growth in global users who had access to the INTERNET in that period. Without
such a comparison and details, the growth chart gives little valuable information on the way
the Times leaves the rest behind (as is claimed in the Fig. 2.1). Fig. 2.1 is a nice example of
how data can be presented in a misleading way to generate false opinions about the success
of a product.
Above example is just one of the several where either the visualization technique is
implemented incorrectly or an unfamiliarity of the usage of the visual technique is visible.
However, visualization of data can also be done incorrectly if one is unfamiliar with the
fundamental nature of data types. Different types of data require different visual techniques
to represent them. In particular, a single technique is neither enough nor always efficient
to represent all types of data. Rather, many times one needs to combine different visual
analytic techniques to deliver information in a meaningful and a reliable way. Therefore, it
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Fig. 2.2. Box plots for numerical and categorical variables. (a) The left figure shows a box
plot representing mileage per gallon (a numerical variable). (b) The right figure corresponds
to a box plot representing Number of cylinder (a categorical variable).
is important to understand various types of data and how to utilize the visual techniques
effectively for each corresponding type. Let us illustrate this via an example. Suppose we
consider the 1974 Motor Trend car dataset with 32 observations and two variables: mpg
(mileage per gallon), and the number of cylinders. To gain insights on the dataset, let us
visualize both of the variables using some distribution graph like a box plot. Fig. 2.2 shows
the box plot (also known as a box and whisker diagram) for both of the variables. The left
plot in Fig. 2.2 provides useful and the detailed summary of the mpg variable by displaying
its minimum value, and, its first quartile, median, third quartile and maximum values. The
scale on y-axis corresponds to the total number of observations. In contrast, the right plot
providing a box plot of data on number of cylinders is essentially meaningless. Neither the
scale nor the box represent anything meaningful. The reason is that number of cylinders is
a discrete data composed of ordinal numbers. On the other hand, mpg data is a measured
data composed of cardinals which allows usage of statistical tools. For a variable like number
of cylinders a better representation of data is obtained by plotting a bar graph, as shown
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in Fig. 2.3. It is clear from this figure that out of 32 cars, 14 are 8 cylinder cars, 7 are 6
cylinder cars, and 11 have 4 cylinders.
This example shows that the data types are tied to the visualization techniques, and one
can not use the latter in an ad-hoc way to visualize any given data. Therefore, understanding
data types becomes important for efficient visualization.

Fig. 2.3. Bar graph of number of cylinders for data in Fig. 2.2. The scale on y-axis indicates
that the 8 cylinders cars are the dominating ones. Combining all the numbers for different
cars provides the total number of observations.
2.1

Data types and corresponding visualization techniques

Before we discuss types of data, let us see what constitutes a dataset. Any given dataset is a
collection of data items, where an item is a single observation of a particular variable which
captures certain features and characteristics of a dataset. Any given dataset is described by
at least one and generally many more features or variables. Thus, on many occasions datasets
we encounter are multivariate which have been discussed in Chapter 1. An example is of a
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car dataset which consists of variables such as the origin of a car, weight of a car, horsepower
of a car, price of a car etc. These variables represent some of the features and characteristics
of a car. The value of these features are data observations/items. Let us note that even in
a simple dataset such as this, all the variables types are not similar. The variable where
the car has originated consists of categorical data. On the other hand, weight, price and
horse power of a car are examples of numerical data. Now let us understand the difference
between these two types of data, and how to use charts, plots and graphs effectively for their
representation.
2.1.1

Numerical and categorical data types

Data variables are mainly classified into two types in informational visualization: numerical
and categorical. Numerical data is a continuous data that represents the measured value
within a finite or an infinite interval. Examples include weight, volume, income, rates,
and so on. Techniques used for this type of data usually reflect differences and similarities
between the data items. Categorical data is a discrete data type which is used to distinguish
information into different groups unlike numerical data. Examples include color, origin,
shape etc. Given fundamental differences in two types of data, visual techniques to portray
both of these data types are very different.
Categorical data can be classified into four levels of measurement. These are, nominal,
ordinal, interval, and ratio. This classification was first introduced by psychologist S. S.
Stevens (Stevens, 1946) to describe a hierarchy of scales of measurement and is quite useful
to describe the nature of information described by the variables. While it is widely used,
care must be taken in applying statistical analysis tools using this classification (Lord, 1953;
Guttman 1977; Velleman and Willkinson, 1993).
Types of categorical data
Using Stevens’ classification, data types can be divided into following categories.
1. Nominal data: The dictionary meaning of nominal is in name only. True to its meaning,
this type of data lacks the property of numbers. Such a data type has items treated as
symbols or labels. For a car dataset, origin of a car, style of a car, name of a car are all
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the examples of nominal data. Neither this data type has any ranking nor any order.
No arithmetic operation, such as addition, subtraction, multiplication or division can
be applied on this data type. A nominal data with only two categories, such as male
or female, is called dichotomous. Even though nominal lacks the property of number,
it can still be very useful if a meaningful question is asked. This is well illustrated in
an entertaining article On the Statistical Treatment of Football Numbers by Frederic
Lord (Lord, 1953).
Some examples of nominal data are: four bases found in DNA: adenine (A), cytosine
(C), guanine (G) and thymine (T); five types of bacteria: coccus, bacillus, vibrio,
spirillum, and spirochete; types of fuel: diesel, gas; and origin of a car: American,
European, Japanese etc.
2. Ordinal data: For this data type, the order of the values is important. Examples
include, street numbers, number of cylinders in an automobile, number of doors in a
car, customer satisfaction rating etc. Even though this data type describes the order
of values, it does not give information about the difference between the values. This
is because ordinal data type essentially correspond to non-numerical data. As an
example, in a customer rating if the options are “Poor”, “OK,” “Good”, and, “Very
Good,” then it is not clear whether the difference between “Poor” and “OK” is more,
less or same as the difference between ‘Good” and “Very Good.”
This type of data includes both dichotomous data and non-dichotomous data. We can
apply logical operations, such as greater or less, on this type of data. Examples of
dichotomous data include: (rich, poor), (hot, cold) etc. Examples of non-dichotomous
data are: (first, second, third, fourth,...) and (good, better, best).
3. Interval data: It represents binned form of values, which means degree of difference,
between data observations. Such a data is arranged in order from small to large or
vice versa. Data scales like year intervals and age groups, and Fahrenheit scale are
few examples of interval scaling. With this data type, differences between values are
meaningful and various mathematical operations can be performed. However, this data
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type has no true zero. For example, there is no true zero temperature because it is a
relative measurement.
4. Ratio data: The ratio scale is similar to an interval scale in which a true zero is well
defined. In this data type, differences between values are assigned with respect to the
true zero rather than to some mean value. With this data type, various statistical
operations become meaningful. Examples of ratio variables include height of an object
and its weight. Both of these variables have a true zero. A zero value of height means
unambiguously a vanishing magnitude in vertical direction. A zero value of weight
means that either the object is in a gravitational field free environment or is massless
(a photon).
2.1.2

Visualization techniques for different data types

The primary goal of visualization is for data exploration. If done correctly and efficiently,
analysis using graphs and plots can be very powerful and extremely useful. However, presenting data in a reliable way is often a challenge which is well summarized in the following
quote from Stephen Few (Few, 2012): “Our primary visual design objective will be to present
content to readers in a manner that highlights what’s important, arranges it for clarity, and
leads them through it in the sequence that tells the stories best.”
Following are some of the ways we can consider while selecting visualization techniques
for different data types. For categorical data, a bar chart and pie chart are quite useful. In
a bar chart, each bar is related to some value of a categorical variable, with the height of
the bar representing the count of each category. An example is shown in Fig. 2.3. On the
y-axis we can see the three values of number of cylinder variable (4 cyl, 6 cyl, and 8 cyl),
and the height of the bars mapping on x-axis represent the count of each category in the
car dataset. We can clearly see that the 8-cylinder cars are the most dominant cars among
the other cars. The bar chart can also be represented as Pareto chart, containing both bars
and line graph, using which we can easily compare the categories by ranking them from the
most popular to the least popular. The other version of a bar graph is a stacked bar graph
which is useful to show multiple categories on a single chart.
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Fig. 2.4. Pie chart for number of cylinders of the Motor Trend car dataset. As in the case
of a bar graph shown in Fig. 2.3, this chart shows that 8-cylinder cars are the dominating
ones.
Pie chart (also known as circle chart) is a circular shaped graph which is divided into pie
slices to represent the percentage share of different categories. The only difference between
the bar graph and pie chart is that a pie chart emphasizes each category as a part of one
whole. Fig. 2.4 is a pie chart representation with number of cylinders of the Motor Trend
car dataset shown in Fig. 2.3. The result from this pie chart is same as the corresponding
bar graph in Fig. 2.4. The difference is only in the way information is displayed relative to
different number of cylinders and as a whole. However, compared to bar charts, pie charts
come with some disadvantages. In case of large number of categorical values, it can sometimes be difficult to maintain a correlation between category slices and the corresponding
quantities. In contrast, even in such situations, bar charts are much easier to understand.
For quantitative data, we can use plots such as a histogram or a box plot. Let us first
discuss a histogram. A histogram is a summary plot which shows the probability distribution

32

Fig. 2.5. Types of distributions in a histogram.
Source: https://www.usaidassist.org/resources/

of numerical data. There are different types of distributions as we can see in Fig. 2.5. A
distribution tending to be symmetric corresponds to a normal (bell shaped) or a uniform
distribution. Distributions can be skewed, either to the left or the right. Distributions can
also have modes corresponding to different number of “peaks.” Thus there are unimodal,
bimodal and multimodal distributions. Histograms works very well with large datasets than
for small datasets. The reason is tied to a large variance in the pattern due to small changes
in a small dataset. Even though, a histogram is typically used for single variable, we can
still use it for multiple variables by plotting a histogram matrix.
A box plot for visualizing quantitative data provides valuable statistical information. In
Fig. 2.6 we show an example. In this figure, the lower whisker represents the minimum
value, and the upper whisker represents maximum value of a dataset. The horizontal line in
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the middle of the box is the median (or middle value), and the individual dots beyond the
whiskers represent outliers in the dataset. The box is drawn in between the first and third
quartile of the data. Though we can not get a distribution shape as in a histogram with a
box plot, a side by side display can help in showing differences in quantitative variables.

Fig. 2.6. A sample box plot with various statistical details.
Source: https://datavizcatalouge.com/methods/box plot.html

To understand relationship between two variables, we can use a scatterplot. A relationship obtained from a scatterplot can be either positive or negative. In a positive association,
high values of one variable tend to occur with high values of the other variable. In a negative
association, high values of one variable tend to occur with low values of the other variable.
The strength of a relationship between the two variables can be seen by the magnitude of
variation or scatter in the plot.
For multivariate datasets we can use a star plot (Chambers, 1983), or a parallel coordinates plot (Inselberg, 1985). We have already discussed the star plot and parallel coordinates
plot in some detail in Chapter 1, including their layout, and various advantages and disad34

vantages. We will discuss star plots in detail in Chapter 3, here let us note that instead of
displaying multiple star plots to present each observation we can add them together on a
single plot. This provides a collective view of all the observations. And, it makes easier to
explore the patterns and clusters inside the dataset. Similarly, in the parallel coordinates
plot (discussed in Chapters 4 and 5), we can add a circle plot for categorical values. Including circle plot to a parallel plot makes easy separation of categorical values from numerical
values. Data distribution of numerical variables can be described either using a box plot or
a histogram.

Fig. 2.7. An example of a Parabox showing salary ranges. Data corresponds to various age
groups in different oil companies.
Source: https://advizorsolutions.gitbooks.io/

Finally let us comment on an advanced technique which results from a hybrid of parallel
and box plots. Developed by ADVIZOR Solutions, the Parabox goes beyond the parallel
coordinates to also show information about the distribution of values by dimension. An
example of a Parabox, which stands for parallel box plot, is shown in Fig. 2.7. It can be
used to understand how different metrics relate with each other. It incorporates box plots in
the parallel coordinates. Continuous data is shown on box plots, categorical data is shown
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on bubble plots, and parallel axis is used to connect values for each case to multiple fields.
Further, the categorical and parallel axis are colored.
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CHAPTER 3.
STAR PLOT VISUALIZATION
This visual presentation is effective and mostly used for small–to moderate-sized datasets
perhaps containing no more than one hundred observations for no more than a couple of
dozens of variables (Chambers et al., 1983). As the dimensionality and size of data increase,
star plot visualization becomes increasingly overwhelming and the individual stars eventually
become too small to represent recognizable shapes.
In this chapter1 , we discuss weaknesses of the classic star plot visualization technique for
large multivariate datasets and deal with ultra-high dimensionality of the data. In the situations involving a large number of variables/attributes, the radial axes are very closely packed
and the star plot display becomes too cluttered. We will first present different approaches
previously proposed by Sangli in her Master’s thesis (Sangli, 2014) to resolve these issues.
We will then discuss how we enhance these techniques for their effectiveness in analyzing
and understanding large, complex multivariate datasets by working with multiple datasets.
The proposed extensions enable us to get a better visual display of data in their entirety by
effectively mapping an ultrahigh number of dimensions as radial axes and rendering all data
values for these dimensions on a given display plane (Sangli, Kaur and Karki, 2016).
3.1

Related work

The star plot is a multivariate data visualization method, which represents each data item as
a star icon consisting of a sequence of equi-angular spokes (called radii) with each spoke/ray
representing one of the variables (Chambers et al., 1983; Friendly, 1991). It is also called a
radar chart, a web chart, or circular parallel coordinates (Nancy, 2005). The star plot for
a single observation can provide information about relative dominance of a variable with
respect to other variables in the observation. A set of multiple star plots helps identify the
similarities in the observations and form clusters. The multi-plot also helps in the detection of
outliers and anomalies. With these capabilities, the star plot enables the user to comprehend
1

Some parts of this chapter are based on Sangli, S., Kaur, G., Karki, B. (2016) Star plot visualization
of ultrahigh dimensional multivariate data. Proceedings of the International Conference on Advances in Big
Data Analytics, pp. 91-97, CSREA Press. Copyright permission included in Appendix B.
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the data and extract useful information in a simple way, thus serving as one of the most
useful visualization techniques.
However, the star plot technique falls short when the number of variables or dimensions
becomes too large, needing its further improvement as we show in this chapter. The human
eye can perceive and understand the information conveyed by a visual display more easily
when the display is presented in a bigger size. Instead of plotting every data item as a rather
small star at a separate location, it is better to map all data items together and display
all stars at the same location. This approach has been previously considered (Karki and
Chennamsetty, 2004; Draper et al., 2009), but here we further emphasize its essence.
The star plot technique treats dimensions uniformly as in other radial methods of information visualization (Chambers et al., 1983; Nancy, 2005; Draper et al., 2009). As the
number of dimensions increases, it allows more compaction to accommodate all dimensions
in display plane of fixed size. When data values are plotted on a compact axial layout,
the result obviously is a cluttered visualization. To minimize the clutter, we consider two
approaches. First, if the numbers of data items and dimensions are excessive near the origin,
we can widen space between successive axes in their lower value ends. Second, to handle a
very high number of dimensions, we can divide the dimensions into multiple groups and map
them in different regions (levels), which are concentric circular areas. Finally, each approach
is expected to work more effectively when appropriate interaction options are supported, as
is the case with any multivariate data visualization (Few, 2006).
3.2

Test datasets and implementation

Four datasets used for illustrating and testing the proposed extensions of the star plot method
were taken from the UCI Machine Learning Repository (Bache and Lichman, 2013). The
first is the data of 25 attributes of a car. The second is the data about hand movements
for LIBRAS (the Brazilian sign language) with 91 variables representing the coordinates of
the movement. The third is the U.S. Census 1990 dataset with 68 variables, and the fourth
dataset is an automobile dataset with 8 variables. Further details about the scaling and
coding of the variable values in these datasets can be obtained from the repository (Bache
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and Lichman, 2013). The cars dataset consists of categorical variables (such as engine type,
make, number of doors, number of cylinders) and the numerical variables(such as price,
mileage per gallon, weight, horse power). Details about these datasets can be found in
Appendix A.
Sangli has proposed three improvements to the star plot visualization method which include an overlapped star plot, a shifted origin star plot and a multi-level star plot (Sangli,
2014). These methods were implemented using the same minimum value of zero for all the
axes which as discussed below have certain limitations. In our work we have refined these
methods using the minimum value of the variable assigned to the corresponding dimension.
This improves data visualization and extraction. Further, we have applied various enhancement techniques (such as the box plot and the circle plot) for exploring data distribution,
correlations, and higher interactivity. These proposed techniques were implemented using
C++ with OpenGL, and GLUT and GLUI libraries for graphics rendering. Our system supports options for highlighting one or more data items of interest, reversing the axes, pinching
the portion between the two axes to see selected observations, interval selection of some observation on the axis, and highlighting the categorical value with related observations on the
other axes.
3.3

Revised proposed star plot extensions

A major concern with star plot is its limited ability to convey information under situations
when the number of data items increases, when the values lie near the low end of the rays
of the star plot, and when the dimensionality is too high. Therefore, we seek to adopt and
further develop the star plot technique to visualize and explore large multivariate datasets
as described in Sangli’s Master’s thesis (Sangli, 2014). Sangli’s star plot techniques for
large multivariate datasets are revised and further enhanced to get better understanding of
inter-axial and intra-axial correlations, embedded distribution plots for individual axis, and
uniform and non-uniform star plot representation which are described in this section.
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3.3.1

Overlapped star plot

In a regular star plot the individual stars are drawn separately. With an increase in the
number of dimensions, these stars are shrunk to be accommodated on a single display. The
overlapped star plot method (Sangli, 2014) displays a given dataset of N items as an array
of N stars, one for each data item of k dimensions (or variables). In each plot, the values of
a data point of dimensions d1 , d2 , , dk are linearly scaled from the fixed origin O(Ox , Oy ) and
mapped to values v1 , v2 , , vk on the k radial axes. The intersection points on these axes are
then joined together to form a closed polyline of star shape, which graphically depicts the
corresponding data item. These individual stars need to be shrunk to accommodate all the
star together within the display space. It is then hard to view and comprehend such small
stars. Sangli proposed a method of displaying all the data items together using the same
radial axes instead of displaying all the data observations individually as a star icon (Sangli,
2014). The minimum range of all the dimensions is set to zero and maximum range is set
to maximum value of variable assigned to that dimension. All stars are drawn together in
the same large space for the cars dataset, hence they are visible and easy to compare (Fig.
3.1). Setting the minimum range to zero creates a lot of empty space on some axes due to
their minimum value is quite bigger than zero. For instance, the minimum range of all the
variable from axes 4 to 19 is quite high than zero, therefore all the polylines are mapped
near the outer ring of the star plot.
We refined this method by using minimum value per axes/dimension and by normalizing
the data. Normalization presents the contribution of all the variables by maintaining the
same information of scaling in all the dimensions. Here, the maximum value on any axis
is represented by unity, and the minimum value is represented by zero which coincides
with the origin of the axis. Let u1 , u2 , ...., uN be the data points of some dimension, and
to normalize this numerical data we need the minimum and the maximum value of that
particular dimension.
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Fig. 3.1. An overlapped star plot of 21-dimensional car data. The minimum value of all the
dimensions is set to zero, and the maximum value is set to the maximum value of a variable
corresponding to that axis.
Source: (Sangli, 2014)

Fig. 3.2. A refined version of overlapped star plot. Data corresponds to one used in Fig.
3.1. The minimum value and the maximum value are assigned according to the minimum
and maximum values of a variable assigned to that axis.
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We used a simple calculation to find the new scaled value wij :
wij =

ui − min(j)
.
max(j) − min(j)

(3.1)

Here i = 0, 1, 2, ..., n is the ith observation, j = 0, 1, 2, ..., k is the j th dimension of the star
plot, min(j) is the minimum value on the j th dimension and max(j) is the maximum value on
the j th dimension. This provides normalized values on each axis with a better and a clearer
view of the data distribution. In Fig. 3.2, all the data values of car dataset are normalized.
This representation of normalized data values show much better data distribution along the
axes than in the Fig. 3.1 where the data values are closely packed towards the outer ring
of a star plot. For instance, variable 19 (price) shows more lower price cars whereas in case
of variable 16 (rpm) more values are assigned to upper end than the lower end of the axis.
Variables 17 and 18 show positive relationship because there exist parallel data lines between
these two axes. Majority of values of variable 14 belong to low range, and data values of
variable 16 belong to upper range. We can also see that the majority of compression ratio and
price data is at lower values. Finally, it is evident that a majority of cars have 4 cylinders.
As the number of variables increase in a dataset, the number of dimensions also increases,
which eventually decreases the angle between the two axes. To overcome this issue we use a
non-uniform spread of angles between the axes in the star plot. For non-uniform star plot,
the area of star plot can be split in two halves horizontally, vertically, or in any orientation
in an interactive manner. In Fig. 3.3 we have horizontally split the star plot into two halves.
For a uniform radial layout of k dimensions, the angle between the neighboring axes is
360◦ /k, which becomes too small when the dimensionality is too high. It is desirable to have
a large interaxial angle, for instance, an angle of 30◦ that corresponds to one dozen variables
is generally preferred. To have such wide-diverging axes, we can use one half of the total
space (i.e., 180◦ angular region) to display a few selected dimensions, say 6 axes or fewer.
The remaining k − 6 axes are then packed in other half space. This non-uniform axial layout
shown in Fig. 3.3 for the cars dataset helps display data distributions and relationships for
selected dimensions more clearly (by giving a zoom-in like view) while still accommodating
the remaining dimensions. This type of display helps in focusing on the important variables
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Fig. 3.3. An overlapped star plot with non-uniform angles. The car data is 21 dimensional.
Here, six axes are widely spaced on the top half of the plot and the remaining 14 axes are
squeezed at the bottom half of the plot.
while keeping rest of the variables in the plot for continuity. For instance, we can clearly see
that axis 0, 1 and 2 consist of two values each, where as axis 3 consists of three values. This
implies that these axes belong to categorical data. On the other hand, axis 18, 19 and 20
are numerical axes. We also find that cars with blue color usually belong to low price and
high highway mileage.
3.3.2

Shifted origin star plot

In the normal star plot technique, data values are mapped onto the radii from the fixed
center point (Ox , Oy ). When many dimensions are represented by closely packed radial axes
emanating from the same origin (see Fig. 3.4), a high degree of crowdedness occurs towards
the lower ends of the plot thereby making the data lines hardly visible. In the shifted origin
star plot technique (Sangli, 2014), the data values (d1 , d2 , , dk ) are scaled from different origin
points (O1 , O2 , , Ok ), where each dimension di has its own origin Oi which is at some shifted
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Fig. 3.4. An overlapped star plot with a high degree of crowdedness at origin. Top: An
overlapped star plot of car dataset with 25 variables. Bottom: An overlapped star plot of
U.S. Census 1990 dataset with 68 variables.
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Fig. 3.5. Shifted origin star plot. The top plot shows a car dataset with 25 variables and
origin shifted amount of 0.17L. The bottom plot shows a U.S. Census 1990 dataset with 68
variables and origin shifted amount of 0.29L.
distance. This radial outward shift of all axes opens extra space between the successive axes
at their lower ends thereby improving visibility even when data points are crowded toward
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the origin. The shifted amount is calculated as
l = (α + βk)L

(3.2)

where α = 0.1 is the constant shift to the inner radius and β = 1/360. The shift amount
of origin Oi depends on the total number of dimensions (k) and the maximum scale of the
plotted area (L) . However, the amount of shift cannot be arbitrarily large otherwise the
inner void space eventually covers the entire display area. We constrain the inner shift
distance with the maximum shift of 0.5L. Fig. 3.5 (top) illustrates that there is shift of
0.17 used for the car dataset with 25 variables, and Fig. 3.5 (bottom) shows the case of 0.29
shift used for the U.S. Census 1990 dataset with 68 variables. By shifting the origin in car
dataset, we see the lower level values clearly and the clutter is also reduced. For example,
all the data lines between c mpg and h mpg are parallel to each other. This shows a strong
positive correlation between them. This was not evident in Fig. 3.4 (top). Also, we can see
a negative correlation between h mpg and bore. This correlation can not be easily identified
in Fig. 3.4 (top). Most of the stroke values which fall in mid range have low price. However,
Fig. 3.4 (top) shows that the range of stroke values is from mid to low. It should be noted
that the user can adjust the size of the circular perimeter containing all variable origins by
dragging it inward or outward in an interactive manner.
Non-uniform origin shift
With the shifted origin, we also propose shifted axes approach to support a non-uniform
shifting of origins. Shifting some of the axes from the origin helps in further reducing the
clutter at the lower end of the axis. The shift of axis from the shifted origin will increase
the distance between two lower ends of the axes, thereby eliminating clutter. It also clearly
represents the lower range values and their relationships which is hidden due to clutter at
the lower end.
The non-uniform origin shift is calculated as
lk = (αk + βk)L

(3.3)

where the inner shift for k th dimension can be changed by using different value of αk . Here
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αk take the value between 0 and 0.5. Therefore, the maximum shift of any axis is not more
than half the length of a regular axis. Fig. 3.6 shows a non-uniform shifted star plot for an
automobile dataset with 8 variables. Here the length of four axes (origin, acc, mpg, and cyl)
is half compared to the other four axes (disp, weight, year, and h power).

Fig. 3.6. Non-uniform origin shifted star plot for automobile dataset. Four axes representing
origin, acc, mpg, and cyl have shorter lengths compared to the regular lengths of axes
belonging to disp, weight, year, and h power.

Shifted origin with multiple sets
For a better understanding of the large dataset, we can break down the dataset into
multiple subsets. This helps in finding the inter-axial relation between two axes. Dataset is
divided into multiple groups on the basis of an active axis and by mapping them to different
color. The method of grouping is different between categorical and numerical data. In a
case of the categorical data, each group may correspond to each value of the categorical
variable. As an example, the origin variable of automobile dataset is divided into three
groups: USA, Europe, and Japan shown by blue, green, and red colors respectively (Fig.
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Fig. 3.7. Shifted origin star plot displaying dataset in groups. Top: 8-Dimensional automobile dataset with origin as an active axis representing three subsets of data: USA(red),
Japan(green), and Europe(blue) cars. Bottom: Automobile dataset with displacement as an
active axis with three subsets representing lower values(red), mid-range value(green), and
high-range values(blue).
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3.7 (top)). With this technique, we can see that some of the USA automobiles have very
small acceleration (acc). We also find that all of the automobiles which have 8 cylinders
originated in USA. For a continuous variable, data subsets can be represented as multiple
intervals on the corresponding axis. For instance, in the case of three subsets: low 1/3, mid
1/3, and high 1/3 representing low, mid, and high value data groups. We can see in Fig.
3.7 (bottom), that the displacement variable is divided into three subsets shown by three
different colors.
3.3.3

Multilevel star plot

As the number of dimensions increase, using available fixed display area effectively to accommodate all of the dimensions without obscuring cognitive information about the data
becomes even more challenging. In such a case, the shifted origin star plot method discussed
above may not be good enough because of high visual clutter arising from closely packed
radial axes and links between data values. A possible solution is to reduce mapping of radial
lines (axes) in a given area as much as possible. Note that this shifted origin star plot creates
a void circular space around the center (see Fig. 3.5 (bottom)). It is a good idea to not
waste this space. We can use the empty space for representing a subset of the dimensions and
displaying the corresponding data values. This results in a twolevel star plot. This idea can
be extended to support a multilevel star plot (Sangli, 2014). Let the number of dimensions
assigned to the ith level depends on the total number of dimensions (k), the total number of
plot levels (p), and the level of plotting (Ni ). The number of dimensions (Di ) can be thus
calculated as:
Di =

k
(Ni + Ni−1 ).
Np2

(3.4)

Fig. 3.8 shows the multilevel star plot with three shift levels (Np = 3) for the LIBRAS
dataset with approximately 1/9th dimensions in the inner circle (first level), 3/9th dimensions
in the middle ring (second level), and the remaining 5/9th dimensions in the outer ring (third
level). Splitting the dimensions in three groups considerably reduces the clutter and makes all
star-polylines visible (see Fig. 3.8). For instance, in first 50 axis purple data lines are mapped
at lower level, and after 70th axis the purple data lines are mapped on the higher end of the
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star plot. One can see open space between the rays, which arises because fewer dimensions
are drawn at each level and the outer regions have bigger origin shifts. It is remarkable that
the multilevel star plot visualization can give a better presentation of multivariate dataset
consisting of large number of dimensions by mapping each data star to a multiple sub-star
icon, for example, a three sub-star drawn in Fig 3.8.

Fig. 3.8. 91-dimensional LIBRAS dataset with multilevel star plot.The inner ring carries 10
axes, the middle ring carries 30 axes, and the outer ring carries 51 axes.
3.3.4

Visualization based analysis

We now present some analysis of the proposed star plot extensions on two high-dimensional
multivariate datasets, namely the U.S. Census data with 68 variables and the LIBRAS
movement data with 91 variables. When the number of radial axes is large, all data points
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mapped to the scale may not be visible. As shown in Fig. 3.4 (bottom) for the U.S. Census
dataset, the data values that lie in the upper end of the scale are visible. However, the
dense region around the origin does not give much information about any data values that
lie closer to the lower ends of the scale. This visual clutter can be attributed to two factors.
First, the dimensionality is too high which would result in mapping many radial axes from
the fixed origin. Second, many values lie in the lower ends of the scale further adding to the
clutter. This is the suppression of data with the loss of information. Consider the values
plotted on the radial axis numbered 65, representing the variable YEARSCH in Fig. 3.4
(left). A careful observation of the display reveals that the range of values in the dataset for
this variable are in the mid to upper range of education with considerable range of points
falling in the mid-range. One can make hypothesis that the most people have an educational
qualification of 9th grade – 10th grade or more. However, the information in the lower ends
of the scale is hidden due to the visual clutter.
As shown in Fig. 3.5 (bottom), the shifted origin star plot of the U.S. Census dataset
reduces the clutter in the low-value region and reveals information that might otherwise be
hidden. For the variable YEARSCH, notable information that becomes apparent after the
origin shift is that many data points do fall in the lower end scale of the axis. This means
that a considerable portion of the population has an educational qualification lesser than 9th
grade, an important information that remained obscure earlier because of high clutter in the
Fig. 3.4 (bottom).
If one has to analyze a dataset which is very large, then the display becomes too cluttered
due to over-plotting in a limited space and closely packed axes. In such cases, a normal
star plot visualization may not be of much help in analyzing large multivariate datasets
of high dimensionality. One needs specialized visualization technique and effective modes
of interaction to understand such a data (Few, 2006). Our proposed approach for star
plot visualization attempts to systematically increase inter-axial angular spacing. It is then
possible to trace all axes individually and encode extra information about the data along
them. For example, we can draw a box plot to display distribution of numerical data values
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Fig. 3.9. Star plot embedded with distribution plots. Circle plot for categorical variables
(f type, aspir, make, wheels, doors, body, e loc, e type, cyl, and f sys) and boxplot for numerical variables (symbol, w base, length, width, height, c we, e size, comp r, h pow, rpm,
c mpg, h mpg, bore, stroke, and price).
through their quartiles (Nancy, 2005). Similarly, we can draw circle plots (bubbles) to display
the relative sizes of each value belonging to a particular categorical variable, as shown in Fig.
3.9 for the automobile dataset for 11 categorical variables (see Appendix A for car dataset).
In Fig. 3.9, we can see the data distribution for individual axes as well as correlation between
two adjacent axes. As an example, city mileage (c mpg) and highway mileage (h mpg) show
a positive relationship, but the h mpg and bore variables show a negative correlation. Also,
outliers may be displayed as individual points.
Employing interaction rather than simple renderings can help manage large-scale data
(Few, 2006). Highlighting, reversing, and brushing may be applied to aid interpretation of
star plot visualization. A straightforward option is to highlight the lines representing selected
observations or outliers with different color and/or thickness. As shown in Fig. 3.10, the
shapes of two highlighted stars are clearly recognizable for their analysis and comparison.
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Fig. 3.10. Highlighting two data items with thick lines in the star plot. Circles encode the
counts of different data values on categorical dimensions numbered as 0, 1, 2, 3, 4, 10, and
20 (Table A2 in Appendix A.)

Fig. 3.11. Reversing an axis in star plot. Left: Shifted star plot with automobile dataset
of 8 variables and 200 data observations. Right: Displacement axis is reversed in the plot
which means all the lower end value of displacement axis are changed to upper end value.
A reversing of axis allows us to flip the lower end values with the upper end values of the
axis. This flip of the values on the axis is useful when the lower end gets too crowded. For
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example, the Japanese origin (green color) cars and European origin (red color) cars belong
to lower displacement values in Fig. 3.11 (left). When we reverse the displacement axis
(Fig. 3.11 (right)), we can see some of the Japanese cars provide the lowest displacement in
comparison to European cars. Brushing allows us to specify a region of interest along one
axis and to focus on the corresponding stars. Brushing can be combined with other selection
functionalities to make the star plot more interactive.
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CHAPTER 4.
BIFOCAL PARALLEL COORDINATES PLOT
Parallel coordinates plot (PCP) is a popular technique for multivariate data visualization
(Avidan and Avidan 1999; Few 2006; Inselberg, 2009; Heinrich and Weiskopf, 2013). PCP
visualization works effectively for moderate-size datasets consisting of less than one dozen
dimensions and a few hundreds of data items. It helps us quickly reveal patterns, trends,
relationships, anomalies in the multivariate data. Generally, static visualization is not much
of practical use because the data lines quickly fill up the display space often resulting in visual
clutter. To generate insights into the multivariate information contained in PCP requires
appropriate ways of interacting with the data samples as well as the data dimensions (Siirtola
and Raiha, 2006; Inselberg, 2009). Once regions of interest are identified, the interactivity
helps perform more focused quantitative and detailed analyses.
In this chapter1 , we generalize the PCP and overcome some of its limitations. Let us
note some of the issues which can affect the effectiveness of PCPs. A PCP is expected
to accommodate arbitrarily large numbers of dimensions and data lines in a finite display
area. More dimensions require adding more axes in a linear order. Such tightly packed
axes degrade visual resolution and make navigating the data space difficult. Each data line
simply consists of many segments which are short so it is difficult for the user to read the
data lines. PCP visualization thus becomes overwhelming and its interpretation becomes
harder when the dataset grows in terms of the number of data items and the number of
dimensions. As an example, Fig. 4.1 (top) illustrates the parallel coordinates plot for a car
dataset consisting of 25 dimensions and 200 data samples on a display area of the aspect
ratio 2 : 1. The uniform axes spacing is one twelfth of the vertical extent (display height)
and the parallel axes apparently are too closely placed to each other.
When the number of dimensions is large, from a practical viewpoint, the user is not able
to visually comprehend all dimensions at a time or the user may not be even interested
1
This chapter is based on Kaur, G., Karki, B. (2018). Bifocal parallel coordinates plot for multivariate
data visualization. Proceedings of the 13th International Joint Conference on Computer Vision, Imaging
and Computer Graphics Theory and Applications (VISGRAPP 2018) vol. 3, pp. 176-183. SCITEPRESS Science and Technology Publications Ltd. Copyright permission included in Appendix B.
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Fig. 4.1. Parallel coordinates plot of car dataset. Top: All 25 dimensions are mapped to
the parallel axes. Middle: Only first 5 dimensions (Origin, Weight, HP, CMPG, and Price)
are included. Bottom: Five selected axes are placed wide apart in the left half space (focus
display) and the other axes are squeezed in the right half space (context display).
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to analyze all dimensions on equal footing. It thus makes sense that only a subset of the
dimensions of the dataset under visualization be better examined at a time. For example,
only five variables for the auto dataset might be of the users current interest. If we render
the data with respect to the five selected dimensions, we will have widely placed parallel
axes with the gap one half of the vertical axis length (Fig. 4.1, middle). Visual clarity
improves considerably and the corresponding data segments become fairly long and are easy
to read. Further visualization enhancement may be incorporated using available extra space.
The problem is that the data information with respect to all other dimensions that are not
mapped into the current PCP is completely lost. One may toggle between all-axes plot
(which presents an overview) and the selected-axes plot (which supports a detailed view).
This approach still suffers from a time disconnect issue between the two PCP displays tending
to divide the users attention.
We propose a bifocal parallel coordinates plot (BPCP) based on the focus plus context
approach (Bjork et al., 1999; Spence and Apperley et al., 2013), which is commonly used
in data visualization. BPCP represents the parallel axes corresponding to a few priority
dimensions at sufficiently wide spacing and maps the remaining dimensions in a compact
way. It renders data line segments with respect to the selected dimensions at high visual
resolution (providing a focus view) while retaining on the same display the information with
respect to other dimensions for context. The idea though appears to be a simple attempt to
produce a good visualization by effectively using a finite display without losing any valuable
information, as illustrated in Fig. 4.1 (bottom) for the car data. However, such a bifocal
approach to parallel coordinates has not been previously explored for its potential usefulness
in multivariate data visualization, particularly, when the number of dimensions is large. Here
we present a novel design of the proposed BPCP method to effectively split the total parallel
coordinates plot area into the “focus” and “context” parts. We then explore various ways
of enhancing data exploration in the “focus” display and also the ways of simplifying data
rendering in the “context” display.
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4.1

Related work

Parallel coordinates plot has been a subject of extensive investigation over last three decades
due to its applications in visualization of multivariate problems (e.g., Inselberg, 2009; Heinrich and Weiskopf, 2013). PCP displays a k−dimensional dataset of n items as n polygonal
lines, each passing through all of k axes at certain points representing the coordinate values
for the corresponding dimensions. One of the primary goals is to discover the multivariate
relations by transforming the problem into 2-D pattern recognition problem involving 2n
subsets. It has relative merits for tasks like clustering and outliers detection (Inselberg,
1997; Zhou et al., 2008; Kanjanabose et al., 2015).
PCP usually suffers from visual cluttering issue due to over-plotting of data polylines and
closely spaced coordinate axes (Fua et al., 1999; Inselberg 2009). As such, the visualization
may be confusing and even intimidating at first. With interactivity, it can actually be very
approachable enabling meaningful multivariate patterns and comparisons. Research has
focused on several fronts including dimension management (Yang et al., 2003), data line
rendering (Graham and Kennedy, 2003; Heinrich et al., 2012 (a)), and interactivity (Siirtola
and Raiha, 2006; Turkey et al., 2011).
The axes arrangement is crucial for finding and understanding complex multivariate
relations. For k−dimensional system, PCP displays only k − 1 relationships at a time out of
k(k − 1)/2 pairs. To compare different variables/dimensions side-by-side requires the reorder
of axes and the trial of multiple arrangements, for instance, the parallel coordinates matrix
plot (Heinrich et al., 2012 (b)) tries to show all layouts simultaneously. A good axes order
can be found using the contribution and similarity based reordering methods (Lu et al.,
2016). Additional information about dimensions can be displayed on the respective axes
using overlays (Few, 2006).
Dimension spacing which is the gap between adjacent axes is important in PCP visualization. The default spacing is chosen to be uniform. The dimensions are not equivalent to each
other, and one way of conveying this information is to vary dimension spacing (Yang et al.,
2003). For instance, similar dimensions are mapped closer than the unrelated dimensions.
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Additional space between the adjacent axes allows the user to explore the pattern in detail.
Horizontal zooming in/out and panning or distortion can be used to adjust the distances
between the concerned adjacent axes. Specifying such local changes is difficult because the
axial spacing is very small when k is large.
One or more polylines to emphasize the selected data samples can be highlighted with
the rest still in the background. Data lines can be pinched from the above and below so that
they are picked up (Inselberg, 2009). Alternatively, a subset of data items is selected by
means of brush. Axis aligned brush picks a range on an axis corresponding to an interval on
the respective dimension in the data domain (Turkey et al., 2011). This idea can be extended
to multiple axes using logical operators to construct high-dimensional brushes (Martin and
Ward, 1995). Visual clutter can be reduced by data filtering or clustering so as to reveal
patterns and anomalies (Fua et al., 1999; Peng et al., 2004; Zhou et al., 2008). A filter reduces
the number of lines to be rendered. On the other hand, a cluster picks many data lines based
on some criterion and represent them as a single entity such as a centroid. Clusters are then
displayed by color, bundling or envelope.
With increasing k, various tasks related to dimension management and interacting with
data samples become impractical at some point both effectiveness and performance wise. For
instance, changing the order of axes does not make much sense for large k. Inselberg (2009)
has questioned the number of dimensions PCP can handle. The answer is not “many”
on a single display. It is not possible to map a large number of dimensions at the same
time without cluttering the display. Reduction techniques like principal component analysis
and multidimensional scaling condense many dimensions to a few dimensions (Jolliffe, 1986;
Mead, 1992). Similar dimensions may be grouped together and mapped as closely spaced
axes or even as a single representative axis (Ankerst et al., 1998). A more direct solution
is dimension filtering, which is to eliminate the repetitive variables or remove unimportant
axes (Yang et al., 2003).
Our proposed bifocal PCP technique exploits several of the above mentioned ideas for
its design and effectiveness for multivariate data visualization. It uses “focus + context”

59

approach to deal with high dimensional datasets on the same display. The “focus” region
encompasses a few selected dimensions (important variables) using wide axial spacing. It further enhances data visualization by incorporating features including scatterplot (Cleveland
and McGill, 1984) and nested PCP (Wang et al., 2016). The “context” region is densely
populated with the remaining axes for maintaining the data continuity and retaining the
relevant background information. Both focus and context displays can support various ways
of interacting with the axes and data samples. Because of many functionalities incorporated,
BPCP should serve as a high performance system.
4.2

Design of bifocal PCP

In parallel coordinates plot, all dimensions (variables) are laid out as vertical parallel axes at
uniform spacing. If k dimensions are mapped on the display surface of width X and height
Y , the axial spacing is given by ∆X = X/(k − 1). If k increases, the axes are packed more
compactly so as to fit all of them within a given finite area. In the proposed bifocal parallel
coordinates plot (BPCP), the display area is vertically split into two regions corresponding
to “focus” and “context”, which use different axial spacing (Fig. 4.2). The focus region
maps a few axes of interest at wider interval than the average ∆X. The goal is to optimize
the use of space enabling a detailed view of the data with respect to the corresponding
dimensions. On the other hand, the context region accommodates all remaining axes by
packing them tightly to retain full information about the data as much as possible. Fig. 4.1
(bottom) shows BPCP consisting of the focus (on left) and context (on right) displays in a
single visualization view for the car data whose normal plot is also shown (Fig. 4.1, top).
To explain the design of the proposed BPCP, we consider three parameters in the following.
4.2.1

Focus area

The total display area spanned by parallel coordinates and data lines is usually extended
horizontally more than vertically, i.e., X > Y . For the large number of dimensions, it makes
sense to consider the total parallel coordinates plot width of X = 2Y (Fig. 4.2). The 2 : 1
display area can use the horizontal spread of the computer screen fully while leaving extra
space in the vertical direction for displaying axes labels, user controls, and other features.
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Fig. 4.2. Axes layout of BPCP in a display area of width X and height Y . Top: All k
axes are placed at equal spacing. Middle: The plot consists of two equal parts: focus region
showing three axes and context region showing remaining k−3 axes. Bottom: The focus area
maps seven axes. Three orientation cases (low, mid and high tilt angles with the horizontal
direction) of data line segment between the adjacent axes are shown.
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When the display region is divided into the focus and context parts, the questions arise
about their sizes and locations. The default option is to have each part as a square (Fig. 4.2,
middle) such that XF = Y × (focuswidth) and XC = Y × (contextwidth). To accommodate
more dimensions in the focus area, we need to increase its width. There is a limitation
because the remaining axes must be mapped as well. We limit the horizontal spread of
the focus area to the three-fourth of total display width (XF = 1.5Y ) so the minimum
context area width is 0.5Y . The left position of the focus area with the context area on
the right as shown in Figs. 4.1 and 4.2 perhaps works well. Another option is to focus
symmetrically about the center so that its left and right sides together provide the context
display. Moreover, the focus region can be allowed to glide along the horizontal direction
to any position in an interactive manner, and the affected axes and data lines need to be
redrawn accordingly.
4.2.2

Priority axes

The dimensions which are represented in the focus display with wider spacing than the
average spacing are referred to as priority (or focus) axes. We need, at least, two priority
axes to focus on so that the lines joining the data values on the corresponding variables
can be drawn with better visual resolution and the relationships can be explored in detail.
Practically it makes more sense to have a minimum of three priority axes as shown in Fig.
4.2 (middle). We can explore the relationships of a central axis with two other axes, one on
the left and one on the right and then provide a flexible option of making one of three axes
the central axis. The maximum number of the priority axes, however, varies a lot depending
on the focus display and the total number of dimensions, but it must be kept small.
The priority axes can be selected by the user as important dimensions or variables.
They can be automatically found based on some measures, for instance, as highly correlated
dimensions using Pearson correlation. The priority axes can be manipulated interactively
by adding to and deleting the axis from the focus display.
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4.2.3

Axes spacing

It is important that the parallel axes be laid out in the focus region sufficiently wide from
each other. The data polygonal lines consist of segments between successive adjacent axes.
The visual impression of these data lines depends on various angles the component segments
make while moving from left to right. Generally, a unity slope (that is, angle 45◦ with
the horizontal direction) of a line is considered to give its best visual representation (von
Huhn, 1931). Obviously, the unity slope is unachievable for all data line segments. The
lines connecting the opposite ends of the adjacent axes make tilt angles of ±45◦ and cross
each other at 90◦ if the horizontal gap between the axes is equal to the axis length (i.e., the
vertical plot extent). We have ∆XF = Y , which should be taken as the widest gap as it
is the case with focus width of Y for two priority axes. However, it makes more sense to
consider 45◦ tilt angle for average situations where the difference between the data marks
on two adjacent axes is equal to the half of the axis length (Fig. 4.2, middle). We have
∆XF = 0.5Y , which is the case with focus width of Y for three priority axes. The data lines
between two successive axes make tilt angles in the range 0◦ (when the lines connect the
data marks at the same height) to ±63.4◦ (when the lines connect the opposite ends of the
axes).
4.3

Enhancing focus display

The focus region can be further enhanced with additional rendering and analysis methods
in order to enable an in-depth, interactive visualization of multivariate data with respect to
the priority dimensions as presented in Fig. 4.3.
4.3.1

Axes management

Understanding data dimensions in PCP involves the manipulation of the parallel axes representing these dimensions. The axes enable us to read off the values and ranges of data
samples. To facilitate the visual understanding of data distributions on the respective dimensions, the axes can encode additional information using color or overlays. This can be
actually helpful in deciding the priority axes used by the bifocal PCP. Circle plot for categorical dimension uses the circle size to represent the number of samples at different coordinate
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Fig. 4.3. Focus region of BPCP embedded with distribution plots. Circle plot for categorical
variables (Origin and Cyl) and boxplot for numerical variables (HP, Weight, CMPG, and
Price). The context region displays PCP with tightly packed axes.
values (see Fig. 4.3). Box plot allows to visualize the distribution of data samples on a
numerical dimension, as shown in Fig. 4.3. It divides the data values into two equal halves
through the median at 50th percentile, upper hinge at 75th percentile and lower hinge at 25th
percentile.
Axes reordering option enables the user to detect patterns within the data and pay more
attention to important dimensions (Johansson et al., 2008; Lu et al., 2016). It can also
help reduce clutter (Peng et al., 2004) because it affects the slopes, density and crossings
of the data lines thereby exposing correlations which are hidden otherwise. The pair-wise
relationships among the dimensions are easier to interpret when the corresponding axes are
adjacent to each other. The focus display supports interactive manipulation of the priority
axes. To explore the relationships of a priority axis with all other priority axes, the concerned
axis is first brought to the central part with the data lines redrawn. Two adjacent axes are on
the left and right of central axis, which represents CMPG variable in Fig. 4.3. The CMPG
variable is negatively correlated with Weight but it is positively correlated with HMPG. To
relate the central axis to non-adjacent axes (on its left and right), the data lines are drawn
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Fig. 4.4. Relationships of priority axis with non-adjacent axes. The data lines are drawn
directly (in red color) from the central axis to the non-adjacent axes on both sides: nextnearest neighbors (top) and next-next-nearest neighbors (bottom), with context PCP shown.
directly connecting to the respective coordinates while suppressing or even removing the
intermediate axes and line segments (Fig. 4.4). This helps examine the relationships of
CMPG with four more variables including Origin, HP, Price, and Cyl. Only the focus axes
and the corresponding data segments are affected so all these operations are fast.
4.3.2

Data presentation

A large dataset can be better understood by breaking it into subsets/groups and then performing inter- and intra-group analyses. The user can choose a priority axis to map the
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dataset into multiple subsets, whose data lines can be shown with distinct colors (Fig. 4.5).
This axis is referred to as active axis and drawn as the first axis in the focus region. It
can also be used to define color map for the entire data lines. If the active axis represents
categorical variable, the data samples corresponding to each coordinate value form a subset.
For instance, the car dataset has three values for the Origin variable which result in three
subsets: American, Japanese, and European cars (Fig. 4.5). For a numerical variable, data
groups correspond to different, non-overlapping ranges of data values. For instance, three
groups can represent low 1/4, mid 1/2 and high 1/4 intervals on the axis representing, say,
mpg variable. Different hierarchical clustering techniques (Ankerst et al., 1998; Fua et al.,
1999; Zhou et al., 2008) can be used to identify groups/clusters for a multiple-set mapping
of the dataset under consideration.

Fig. 4.5. Scatterplots for the adjacent priority axes pairs in focus region. The data lines
for three subsets representing American (red), European (green), and Japanese (blue) cars
shown in the focus and context regions.
Scatterplot is effective for correlation perception and similarity detection (Cleveland and
McGill, 1984; Kanjanabose et al., 2015). We add scatterplot for each priority axes pair
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directly below their respective PCP (Fig. 4.5). The width and height of the scattered plot is
adjusted based on the focus axial gap ∆XF . In each scatterplot, the vertical axis is the same
as the priority axis just above it and the horizontal axis is the right adjacent priority axis.
The data lines in the PCP and data points in the scatterplot can be brushed in a consistent
way so that two plots can complement each other. The focus display can be appended with
a data table to provide the details of information by showing the actual data values with
respect to the priority axes.
4.3.3

Nested PCP

The nested parallel coordinates plot method has recently been proposed to perform comparative visualization of two or more datasets (Wang, 2016). It helps in exploring both intra-set
and inter-set correlations among different variables/parameters from a single visualization
when multiple datasets need to be analyzed together. We adopt this method to visualize
multiple subsets (groups/clusters) of the data with respect to the priority axes (Fig. 4.6).
We treat these subsets as if they were different datasets and visualize them as different
PCPs by embedding juxtaposed plots within in the normal plot. The original priority axes
are globally scaled and the data lines for different groups are superimposed (overlapped) in
the regions near the axes thereby enabling direct intergroup comparison. The nested axes
are locally scaled and laid out in the central region between the adjacent original axes pairs
thereby enabling visualization of different data subsets in distinct PCPs. The left and right
axes in each nested plot are the same as the original priority axes on its left and right.
The default width of a nested PCP is set at one-third of the focus axial spacing (∆XF )
symmetrically about the middle line between the original adjacent axes pair. The horizontal
spread can be adjusted by calculating the positions of two axes in the ith nested pair as
(i − 0.5)∆XF ± ∆x, where i = 1, 2, , kF − 1 (counting from the left to the right), and ∆x can
vary between 0.1∆XF and 0.3∆XF . The vertical extents and positions of these embedded
plots are determined by uniformly dividing the original display height Y . If ns is the number
of data subsets/groups, the end positions of the j th nested axes (j = 1, 2, , ns counting from
the bottom) are given by (j − 0.5)Y /ns ± ∆y, where ∆y can vary between 0.2Y /ns and
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Fig. 4.6. Focus region showing three nested PCPs. Each nested PCP is subset of the
car data: American (red), European (green), and Japanese (blue). The nested plots are
symmetrically placed in between adjacent priority axes. The context region shows a normal
PCP.
0.5Y /ns . Our design assures that the nested axes never overlap with each other horizontally
or vertically. The superimposed and nested juxtaposed PCPs for ns = 3 are shown in Fig.
4.6. The number of the nested plots should be kept small (not more than five). Explicit
encodings, such as bundling and distorting can improve the visual perception of the data
lines (Heinrich et al., 2012 (a); Wang et al., 2016).
4.4

Simplifying context display

The proposed bifocal PCP packs all non-priority axes (that is, context axes) much more
closely than in the normal plot. As long as they do not overlap with each other, individual
dimensions should be readable. However, the data lines depending on their count can clutter
the display to varying degree. The goal is to retain the relevant information in the context
display and maintain the data continuity. For instance, when brushing is applied, the user
should see the effects on the selected data samples not only in focus but also in context (Fig.
4.7). We can add appropriate axes overlays for showing aggregates or distributions of the
data samples along the respective dimensions while removing the data lines (if needed) to
minimize visual clutter. It supports interactive ways of translating and reversing the axes.
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Fig. 4.7. Two-level stacking in context region. Focus PCP (2Y /3 wide) of 5 priority axes and
context PCP (Y /3 wide) of 20 context axes for the car data. The last priority axis (Price)
is repeated in the first level. The last context axis (width) in the first level is repeated at
the beginning of the second level. Two data items are highlighted in red (light car) and blue
(heavy car).
To visually discern the dimensions requires that a minimum gap be maintained between
the adjacent axes in the context display. This gap depends on the screen resolution and
zooming level. The user can set a minimum gap in the number of the pixels such that it
can be, say, three times wider than the pixel width of the axes. For total PCP display of
the aspect ratio 2 : 1, such minimum axial spacing is achievable even for the worst situation
where 28 axes (out of total maximum 31 axes allowed) are packed in the context display
of width 0.5Y (with the widest focus area containing only three priority axes). The 3 : 1
display does not impose an upper bound on the total number of dimensions so the axial
spacing in the context area can be arbitrarily small.
To avoid the spacing problem with an arbitrarily large number of dimensions, we propose
a multi-level parallel coordinates plot. A similar approach has been previously proposed in
the case of the star plot technique (Sangli, Kaur and Karki 2016), which was also discussed
in Chapter 3. The context axes are divided into multiple groups and the context plot area
is horizontally partitioned into the equal number of parts or levels. Each axes group is then
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Fig. 4.8. Context region with a three level stacking. The focus region (2Y wide) showing
9 priority axes and the context region (Y wide) showing 121 remaining axes of a medical
dataset consisting of 130 variables. The overall PCP display aspect ratio is 3:1. Each level
accommodates 41 context axes. The last priority axis also appears as the first context axis.
The first axis in each level is the last axis of the level above it. The data items using a
low-weight brush are highlighted in the PCPs and data table.
mapped to a different level sub-area which is vertically compressed. It thus represents a
vertical stacking of context axes. The width of each sub-area is the same as before the split
so the axial spacing increases but the axes get shorter. The number of levels (m) in the
stacked view can be adjusted interactively but should be kept small. The multi-level axial
spacing (when m > 1) is constrained to be smaller than 0.25Y /m2 (that is, the minimum
spacing allowed in the focus display divided by m2 ), where Y is the focus display height.
Only two-level plot is allowed for the 2 : 1 display (Fig. 4.6) but more levels are allowed
for the 3 : 1 display. For example, if the context width XC = Y for the data containing
total 130 dimensions (see Fig. 4.8), m = 3 is allowed. Nine are the priority axes and
the remaining 121 axes are distributed among three PCP levels. The context axial spacing
XC = XC /41 = 0.025Y , being smaller than 0.25Y /9. Assuming that the context display
width is 500 pixels, we have XC = 12 pixels (that also includes axial width) for a three-level
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plot. For 400 axes, m = 4 is allowed. For this four-level stacked plot, the axial spacing is 5
pixels wide if XC = 500 pixels. In Fig. 4.8, the data lines taking low weight values tell that
the heart rate varies considerably among small children (7 to 11 years old). In the context
area, these lines mostly remain close, but they are quite scattered on some axes.

71

CHAPTER 5.
EXPLORING VARIABLES AND RELATIONSHIPS
One important task in data-intensive analysis perhaps is to summarize main characteristics
of a dataset and to uncover hidden patterns (Hauser et al., 2002; Janetzko et al., 2016). Data
analysts often use visual exploration techniques to learn about data distributions, outliers,
missing values for multiple variables (dimensions). Also important is to examine variable
correlations, which measure the nature and extent to which the variables are related to each
other. There exist numerous techniques including histogram, pie chart, scatterplot, star
plot, and parallel coordinates plot to understand the variables themselves and relationships
among them. However, they become less effective for multivariate datasets, especially when
the number of data items and the number of dimensions become large.
Parallel coordinates technique is widely used to visualize high-dimensional datasets (Inselberg and Dimsdale, 1990; Wegman, 1990). Its main strength is that it treats all variables on
equal footing as vertical parallel axes and then graphically maps all data items/observations
with respect to these axes (Inselberg, 2009). Full information is thus rendered thereby enabling us to view all variables and compare them with each other. However, for ultra-high
dimensional dataset containing large number of data values, parallel coordinates plot becomes cluttered. The axes are tightly packed and data polylines cross and overlap with each
other a lot. This leads to serious readability limitations along and between the axes. Interactive techniques like brushing (Fua, 2000; Siirtola and Raiha, 2006), interval pick (Inselberg,
2009), bundling, and zooming can improve the situation. The axes overlays (Hauser et al.,
2002) such as box plot or circle plot can be added to understand data distributions on per
variable basis. This facilitates the visual understanding of data distribution. Circle plot for
categorical values uses the size of radius to represent the weight of value and to compare to
other categorical values. For instance, we can clearly see in Fig. 5.1 that data consists of
more European cars than cars made in USA or Japan. Most cars are 4-cylinder cars and the
body style of most of the cars are either sedan or hatchback. Further, most of the cars use
gas (instead of diesel) and have engine location in the front of the car.
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Fig. 5.1. Parallel coordinates plots embedded with distribution plots. The circles and box
plots are shown for categorical and numerical axes, respectively.
In the same figure, box plots are drawn to show overall patterns of numerical axes. The
position of the box and the line inside the box representing the data is either symmetric or
skewed. For example, in case of Price axis, the position of the box is quite low. The 50
percentile line placed low in the box shows that the data is skewed to the right. In contrast,
the Stroke axis has a box plot drawn at a higher level and the corresponding (red) line is
placed towards the higher end of the box. This indicates left skewness of the Stroke data.
However, box plots for variables Wid, Len, RPM, CMPG, HMPG and Wt show symmetric
data because their corresponding boxes are almost in the center, and so do the 50 percentile
(red) line. The order of axes in parallel coordinates plot, which is usually static, allows
to directly observe the relationships between variables represented by the adjacent axes.
To perceive the relationships among distant axes is difficult as one has to follow the data
lines often hidden due to visual clutter. With interactive axis reordering option or parallel
coordinates matrix plot (Heinrich and Weiskopf, 2012; Lu et al., 2016) one may eventually
identify all of the correlations.
To facilitate visual exploration of variables and their inter-relationships in high-dimensional
datasets, we present effective ways of enhancing the axes in a parallel coordinates plot setting.
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While parallel coordinates plot is mainly intended for continuous numerical variables, our
proposed scheme also deals with categorical variables. Our first goal is to understand each
variable (attribute or dimension) to glean insights into dense datasets. Unfortunately, the
standard parallel coordinates plot struggles to convey the data distributions along the axes.
This is because of many overlapping polylines caused by either high volume of data values
or similarly valued data points. To understand how dense or scattered data points are on
each axis, one can add a box plot, a histogram plot on axis which represents numerical data
(Hauser et.al, 2002), and a circle (bubble) plot for categorical values (Few, 2006). Adding
these visual encoding of frequency/density distributions on parallel coordinates helps in exploring all variables at a glance. However, these distribution plots can be further improved
as we show in this chapter. The second goal is to reveal correlations among all variables,
including nonadjacent axes pairs, which is not easily observed in the standard parallel coordinates plot. We present an innovative colorful axes enhancement scheme to explore the
relationships among variables in the same display as it carries full information at glance. In
particular, we create a specific color pattern on one numerical axis and then examine how
this pattern is carried over to the rest of the numerical axes. The color patterns of any
two axes can be visually compared for assessing the correlation between the corresponding
dimensions.
5.1

Related work

Parallel coordinates plot is a two dimensional mapping technique of multivariate data and
high-dimensional geometry (Inselberg, 2009). Over several years, many improvements have
been made related with its layout, data/information representation, and interaction (Johansson and Forsell, 2016). Attaching histograms to parallel coordinates axes is used to
visualize the distributions of data samples for each variable (Hauser et al., 2002; Geng et
al., 2011; Walker et al., 2012). These frequency-based representations can solve the issue of
overlapping due to similar or identical values (Dang et al., 2010). Similarly, to explore the
categorical variables, one can add a circle plot to categorical values to summarize each variable (Few, 2006). This representation is further extended as parallel bubbles for categorical
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data visualization (Tuor et al., 2018).
Axes reordering is an essential part of parallel coordinates plot to explore the correlations.
We often need to try different permutations of the axes to perform all pairwise comparisons
(Ferdosi and Roerdink, 2011; Lu et al., 2016). Parallel coordinates matrix using graphictheoretic approach uses multiple axes layouts to cover all adjacent pairs (Heinrich et al.,
2012). Axes order can be selected on the basis of network-based interface (Zhang et al.,
2012), or with Hamiltonian cycles to visualize pairwise relations (Hurley and Oldford, 2010).
Due to its two-dimensional layout, the parallel coordinates plot can be used for other
purposes besides exploring the correlations and clustering. It was used as a user interface to
explore different parameters of volume data (Tory et al., 2005). Similarly, it was used as a
product explorer based on parallel coordinates to narrow down the product search to a small
subset by visualizing all attributes at a glance (Riehmann, 2012). In scientific visualization,
parallel coordinates plot helps in setting parameters to generate different 3D views of the
selected surface (Gillmann et al., 2018).
In this chapter, we enhance parallel coordinates axes based on some of the above mentioned ideas to facilitate visual exploration of all types of variables (ordinal, nominal, and
continuous numerical) and their interrelationships (Kaur and Karki, 2018 (b)). The car
dataset from UCI Machine Learning Repository (Bache and Lichman, 2013) is used to
describe the essence and effectiveness of the proposed schemes. The dataset consists of
25 variables (dimensions or attributes) representing different characteristics of cars. The
11 categorical values are: origin, make, fuel-type, aspiration, number-of-doors, body-style,
drive-wheels, engine-location, engine-type, number-of-cylinders, and fuel-system. The other
14 numerical (continuous) variables are: wheel-base, length, width, height, curb weight,
engine-size, bore, stroke, compression-ratio, horsepower, peak-rpm, city-mpg, highway-mpg,
and price.
5.2

Enhanced distribution plots

All k dimensions (variables irrespective of their types) are laid out vertically parallel axes
to each other. The n data observations/items in a dataset manifests as n polylines, which
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traverse a series of connected points along the k axes. Due to the limited display space
and/or excessive data samples, occlusion is inevitable in the parallel coordinates plot. Two
or more observations with the same value or very similar values for a variable are mapped to
the same location on the corresponding axis. Moreover, their polylines may hide beneath the
crowdedness created by other polylines. For instance, in the case of categorical axis we have
very few values which cause the overlapping of similar data (see Fig. 4.1 (top)). Because of
this overlapping, we cannot read all data values and ranges/sub-ranges on the axes and their
polylines in the inter-axial regions. Distributions of data samples on per-dimension basis
are important because they influence visualization and quantitative analysis of the entire
dataset. In this section, we describe the design of the frequency (density) distribution plots
based on uniform (linear) and non-uniform mappings. These plots are overlaid on parallel
axes to explore variables individually and collectively.
5.2.1

Histogram for numerical variables

We adopt histogram technique for numerical data to see their distribution shape for features
like normal distribution, skewness, modal, outliers, etc. Let XD and YD be the horizontal
and vertical extents of parallel coordinates plot/display area for mapping k dimensions and
rendering n data polylines. The uniform axial spacing is: ∆XD = XD /(k − 1). To draw histogram for a numerical dimension, we split the continuous data into equal intervals (referred
to as bins) and count the data points falling in respective bins. Histogram bars are then
drawn perpendicular to the corresponding axis so they extend horizontally in the inter-axial
space (Fig. 5.2). Having too many bins can cause a lot of noise whereas having too few bins
can hide important details about the distribution. Appropriate number of bins should lie in
the range 10–100. For more than 100 bins, the bars become too thin as the vertical extent
of display area is also limited. Moreover, the histogram bars are accommodated in the space
between axes.
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Fig. 5.2. Different frequency mapping schemes for histogram. The bars are drawn for two
low values (5 and 10) and two high values (85 and 90) of binned frequency f , taking the
highest frequency of 100. In the bi-scale mapping, the bars for high f values are split into
left (L) and right (R) parts, each using half range (0.5∆XD ).
Data points which fall into a bin determine the length of the corresponding horizontal
bar, which is usually drawn on the right side of the concerned axis. It can be also drawn
symmetrically about the axis extending both sides of the axis (Fig. 5.3). However, the
histogram bars for one axis can overlap with those for the neighboring axes. The default
option is to vary the bar length linearly with the bin count frequency (or density) in the
range 0 to ∆XD :
lij =

fij
fmax,j

∆XD ,

(5.1)

where lij is the length of bin i for the dimension j, fij is the number of data values belonging
to the ith bin, and fmax,j is the highest frequency for the dimension j.
Plotting the bars provide us further details about the data. For instance, Price axis
histogram shows a skewed distribution of data along the axis. On the other hand, axes
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Fig. 5.3. Symmetrically drawn histogram bars. Histogram bars are laid to present the
distribution shape of data along each axis such as normal, skewed, bimodal or multimodal.
such as Len, Ht, Wt and HMPG represent normal distribution of data along these axes. We
can also see the Ratio axis which shows bimodal distribution of data. We can apply global
scaling for the histogram bars taking fmax,j as the highest overall frequency which means the
maximum bin count considering all numerical axes. In case of local scaling, the maximum
value of bin for each axis is mapped to a ∆x, and the minimum value of the bin is mapped
to zero. This helps to analyze each axis in detail. For instance, in Fig. 5.4 (top), we can
see that most of the cars in this dataset are in low price range, where as weights of those
cars are spread all over from low to high range. In case of global scaling, the maximum and
minimum lengths are absolute maximum and minimum values respectively of the entire bins
of numerical axes. Global scaling helps in exploring relations amongst all the axes. Further,
global scale does not include those bins which have extremely small values, since they are
negligible. For instance, in Fig. 5.4 (bottom), some of the bins are not visible compared to
Fig. 5.4 (top).
Parallel axes representing continuous numerical variables are thus displayed with the
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Fig. 5.4. Histogram bars are drawn on right side using linear mapping. The top figure
represents the local scaling where the length of the bars is related to the maximum bin count
considering all the bins along the same axis. The bottom figure represents the global scaling
of the bars where the maximum bin count considering all numerical axes such as one of the
ratio axis bar is considered as the maximum length of the bar.
histogram bars attached to them. These bars visually encode data value distributions on
multiple dimensions on the same display. If the number of data observations becomes large,
fmax,j can become very large. Bins containing relatively few data points may not result in
visible bars and also, it is difficult to discern small differences among the bars (Figs. 5.2-5.4).
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To overcome these issues related to a linear mapping, we adopt three non-uniform mapping
schemes. The first approach is to vary the bar length as a square root of binned frequency:
s
fij
∆XD .
(5.2)
lij =
fmax,j
For extreme situations, a logarithmic mapping can be used as follows:
lij =

log(fij + 1)
∆XD .
log fmax,j

(5.3)

These both non-linear mappings magnify the differences between the low frequency bins
but they suppress the differences between the long bars (Fig. 5.2). Non-linear mapping also
helps in reducing skewness and allows equal spreads. Using a square root, instead of a linear
mapping, produces a moderate effect on the shape of distribution. It emphasizes the low
value bins and reduces the right skewness. In case of a logarithmic mapping, the effect of
reducing skewness and emphasizing low value bins is stronger than square root mapping.
For example, we can see in Fig. 5.5 that the Price axis is much more uniform than in the
linear transformation. Many low value bins can be clearly seen comparative to Fig. 5.5. If
we compare non-linear scaling figures with linear local scaling (Fig. 5.4 (top)), the low level
values are clearly highlighted which are not easily recognized in the case of linear scaling.
Another approach is a bi-scale mapping, which divides the horizontal range into two
linear regimes, the first encoding low-count bin and the second encoding the rest of highcount bin. If the binned frequency is below the threshold (defined as tfmax,j , where t lies in
the 0–1 range and can be adjusted interactively), we evaluate the bar length using:
Low
=
lij

fij ∆XD
.
fmax,j 2

(5.4)

The histogram bar is drawn attached to the right side of the axis, as shown for in Fig. 5.2
for f = 5 and 10. When t = 0.1, the two bars show clearly differing lengths. If the bin count
is larger than the threshold, the bar is split into two parts (left L and right R) about the
L
axis. For the left portion, lij
= ∆XD /2 for all cases.

The remaining value of the binned frequency is mapped in the right portion of the bar:
R
lij
=

fij − tfmax,j ∆XD
.
(1 − t)fmax,j 2
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(5.5)

Fig. 5.5. Histogram bars are drawn over axes using non-linear mapping. The top figure represents the square root of binned frequency and the bottom figure represents the logarithmic
mapping of binned values.
Thus the left and right extents of the bar together encode the frequency of the ith bin of
dimension j when fij > tfmax,j . In Fig. 5.2, for f = 85 and 90, the left-side bars have the
same length but the right-side bars show clear difference for t = 0.8, which is not the case
with other mappings. Given that the left bars are equal for all high f values, we can suppress
them and instead extend the right bars for all f values with respect to full ∆XD range. By

81

Fig. 5.6. Histograms for density distribution using bi-scale frequency mapping. The bar
attached to the right side of axes display binned frequencies smaller than the threshold t .
The bars extended to both sides for higher frequencies; the left bars representing the equal
parts of all frequencies and the right bars representing the remainders. In case of top figure
t = 0.25 and the bottom figure t = 0.50.
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shifting the origin for the highest value histogram bars, we are able to better visualize the
smaller ones. The latter are no longer as suppressed as in the case of linear scaling. This
procedure also helps in reducing clutter. We display bi-scale histogram bars for 14 numerical
variables of the car dataset (Fig. 5.6). As can be seen in Fig. 5.6 (bottom), the HP axis
shows a much smoother distribution in comparison to Fig. 5.4 (top). There is only one bin
which contains more than 50% of values. Now, we can clearly visualize it by shifting the
origin to far left. Thus, no information is lost in this process.
5.2.2

Circles and ellipses for categorical variables

Circles (bubbles) with their centers at specific locations on the respective axes are used
to display the relative sizes of different categorical values (Fig. 5.7). The diameter d is
proportional to the number of data items (i.e., the frequency f ) belonging to a particular
categorical value. A linear mapping can be expressed as
dij =

fij
fmax,j

∆XD .

(5.6)

Here, dij is the diameter of circle which encodes the frequency (fij ) of categorical value i
on dimension j. We can take fmax,j as the largest frequency among all categorical values
belonging to the same dimension j. This is considered as local scaling. An alternative option
is to define it with respect to all categorical variables is global scaling. Difference between
two linear scalings of car data can be seen in Fig. 5.8. Circle plots drawn by using local
scaling are suitable for comparing values along the same axis, where as global scaling helps in
comparing the information over the entire categorical values. As an example, if we compare
information of Fuel axis with Make axis in Fig. 5.8 (top), no correlation is found because
the combined weight of gas and diesel circles are quite small than the combined weight of
Make axis’ circles. In case of global scaling, the above relative information is much better
represented (Fig. 5.8 (bottom)). Relatively few data points may not result in visible circle
and also, it is difficult to discern small differences among the circles.
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Fig. 5.7. Different frequency mapping schemes for categorical variables. Circles and ellipses
for low values (5 and 10) are much smaller than those for high values (85 and 90) of frequency
f , considered taking the highest frequency of 100. In the bi-scale mapping, the low f values
encoded by horizontal extent become visually contrasting for small threshold. High f values
are split into horizontal extent (full ∆XD ) and vertical extent with respect to ∆YD (showing
different vertical extents for t = 0.8).
To overcome this issue related to a linear mapping, we adopt non-uniform mapping
schemes similar to histogram mapping. The first approach is to map the diameter with a
square root circle frequency:
s
dij =

fij
fmax,j

∆XD .

(5.7)

For extreme situations, a logarithmic mapping can be used as follows:
dij =

log(fij + 1)
∆XD .
log fmax,j
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(5.8)

Fig. 5.8. Circle plots linearly mapped on the categorical axes of car data. The top figure
represents the local scaling where the diameter of a circle is related to the maximum value all
the values along the same categorical axis. The bottom figure represents the global scaling
of the circles where the maximum diameter value is calculated by considering all the values
of all the categorical axes.
By using square root mapping and logarithmic mapping, the size of the low value circles
emphasizes. In some cases like hardtop body style, rear engine location, and diesel fuel
system, square root mapping is good enough (Fig. 5.9 (top)). However, in cases like Mercury
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Fig. 5.9. Circles plots are drawn over the axes using non-linear mapping. The top figure represents the square root mapping and the bottom figure represents the logarithmic mapping.

cars, three cylinders, or eight cylinders, logarithmic mapping is a much better transformation
of categorical values (Fig. 5.9 (bottom)).
Generally, categorical variables take few values, which are sparsely mapped on the respective axes. If there are cj categorical values for dimension j, the average spacing between
the data locations on the axis is given by ∆YD,j = YD /(cj − 1), where YD is the length of the
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axis taken to be the same as the vertical extent of the display area. For the high-dimensional
dataset, we expect ∆YD,j > ∆XD . To take the advantage of the extra space available in the
vertical direction, we use another method in which we transform circles to ellipses (ovals) by
determining the horizontal and vertical extents as follows:
dX
ij = dij

(5.9)

and
dYij =

fij
fmax,j

∆YD,j .

(5.10)

Like the horizontal extent is constrained within the same range ∆XD , it perhaps makes more
sense to use the same vertical range ∆YD for all categorical dimensions (Fig. 5.10 (top)).
We take ∆YD as an average of all ∆YD,j .
The linear mapping based on circles or ellipses help visually discern the relative frequencies of different categorical values on the same axis or among different axes (Fig. 5.7). It
supports the notion that the bigger the circle or ellipse, the larger the frequency (size) of
the corresponding categorical value. By design, neither circles nor ellipses intersect between
adjacent axes as their horizontal extent cannot exceed ∆XD symmetrically about the axis.
These overlays, however, may overlap in the vertical direction (that is, on the same axis)
depending on the number of categorical values and their locations. This occlusion problem
can be addressed by making the circles/ellipses translucent.
For a large dataset, categorical values likely show wide frequency ranges. The uniform
mappings described above may not be effective in assessing the relative sizes of categorical
values; specially when some frequencies are very small (see the cases of f = 5 and 10 in
Fig. 5.7). In order to enhance contrasts, we propose a non-uniform mapping consisting of
two linear regimes, one for low values and the other for large values. The frequency values
up to some threshold (defined as tfmax,j , where t lies in the 0–1 range) are mapped in the
horizontal extent:
dX
ij =

fij
∆XD .
tfmax,j

(5.11)

If the frequency is larger than the threshold, we take dX
ij = ∆XD . The remaining value of
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the frequency is mapped in the vertical extent:
dYij =

fij − tfmax,j
∆YD .
(1 − t)fmax,j

(5.12)

Thus the horizontal and vertical extents of the overlay together encode the size of the concerned categorical value. If the threshold is chosen to be small, say t = 0.1, low frequency
values are scaled up and can be compared with respect to horizontal extents of thin ellipses
(Fig. 5.7, for f = 5 and 10). If the threshold is large, say t = 0.8, high frequency categorical
values can be compared by viewing vertical extents of ellipses (all of which are horizontally
∆XD wide) as illustrated in Fig. 5.7 for f = 85 and 90. We display bi-scale ellipses for 11
categorical variables of the car dataset (Fig. 5.10 (bottom)).
A categorical dimension may contain too many values or some values with very low
frequency. In such situations, two or more values can be merged to create a new categorical
value. This reduces the number of circles or ellipses to be displayed on the concerned axis
and also make them bigger. For example, the Make dimension consists of many categorical
values and correspondingly many circles or ellipses on the axis. We can merge the make
values into three values (USA, Japan, and Europe) by their originality regions and then call
it a new Origin dimension. This can be represented in parallel coordinates plot as a derived
axis from the original Make axis. Another example is the Cyl dimension which contains
too small values. We can merge 8 and 12 cylinder cars together and 3 and 5 cylinder cars
together.
5.2.3

Axis layout

For datasets containing many variables of different types, the layout of the corresponding
axes in parallel coordinates plot can influence the effectiveness of visualization. We consider
two types of categorical data; nominal and ordinal (Tan et al., 2015). The nominal data
usually shows no numerical properties so the categorical values are mapped to metrics scale
for displaying them on their respective axes. We constrain the axes mapping nominal variables together in one part of the plot (the left side). Similarly, we map all ordinal variables
to the axes group, which is placed next to the nominal axes group. The continuous numer88

Fig. 5.10. Distributions of categorical values using ellipse plots. Top figure is representation
of a linear method where circles are simply transformed to ellipses. The bottom figure
represents bi-scale distributions of data samples for categorical values. The low frequency
categorical values are encoded in horizontally stretched thin ellipses. The frequencies larger
than the threshold (t = 0.25) are shown by ellipses whose horizontal extents represent the
equal parts of all frequencies and vertical extents represent the remainders.
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ical variables are the ones which are usually visualized in detail to understand multivariate
relations. We place these axes together on the right part. Thus, we plot nominal, ordinal
and continuous variables from the left to right in the parallel coordinates layout (Fig. 5.1).
Looking for correlations among nominal variables may not make any sense. The nominal
axes plot can rather serve as a visual query interface (Riehmann et al., 2012; Tory et al.,
2005). The information perceivable from such layout is visually clear. The ordinal variables
can be considered as pseudo-continuous (Riehmann et al., 2012) so these axes are placed
closer to continuous numerical axes. The group-wise separation of axes seems to be helpful in
enhancing parallel coordinates-based visualization. First, the distributions of data values on
categorical axes differ from those on continuous numerical axes as discussed earlier. Second,
the polylines connecting data values on successive axes show different order, orientation, and
spread in between the categorical axes than those in between numerical axes. For instance,
the axes overlays and axes enhancement can be designed to explore data distributions and
correlations associated with many dimensions depend on the variable types.
5.3

Color mapped axis stripes

In parallel coordinates plot, the relationships between neighboring dimensions are easy to
perceive by observing data lines which directly connect the adjacent axes (Inselberg, 2009).
However, judging correlations among non-adjacent axes is difficult. Multiple axes layout or
interactive axes reordering or direct data lines drawing between the non-adjacent axes can
be helpful (Heinrich et al. 2012; Lu et al., 2016; Kaur and Karki, 2018 (a)). However, these
approaches involve repetitive tasks, specially when there are many dimensions/variables of
interest. Here we present an approach based on axes enhancement to find multivariate
correlations without requiring extra actions. In essence, our approach builds a recognizable
color order on one numerical dimension and then propagates this color pattern to all other
dimensions. The result is a parallel coordinates display containing colorful axes, which one
glances to quickly identify similar or dissimilar axes irrespective of their locations.
The first step is to select a reference axis (or active axis) from among several numerical
variables under consideration. A numerical variable with more uniform distribution of data
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Fig. 5.11. Color-mapped axes stripes designed for non-adjacent axes correlation. The
reference weight (Wt) axis is split into multiple subsets from the low to high-value end. The
top figure represents two subsets of reference axis blue-green. The bottom figure represents
five subsets of reference axis blue-green-red-yellow- purple. The data polylines are shown in
gray for the context.
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values is a good choice. The dataset is then partitioned into groups corresponding to multiple
equal segments (sub-ranges) of the reference axis. These subsets follow the specific order
(increasing or decreasing value) of the reference dimension and they are assigned distinct
colors. The reference axis should be divided into, at least, two parts (lower half and upper
half) for our approach to work (Fig. 5.11 (top)). For higher number of data points, we can
even divide it into five to six sets (Fig. 5.11 (bottom)). Using too many segments and hence
too many distinct colors makes deciphering pattern difficult. Suppose we divide the weight
axis into three equal segments representing low, mid, and high values displaying them with
blue, green and red, respectively (Fig. 5.12 (top)).
We can group the data into multiple segments by dividing the total observation. To
divide the Wt axis into three groups, we first sort the data values in ascending or descending
order and create a ordered list of all the sorted values. With the help of this ordered list,
we create the first group by combining all the values which are less than or equal to the
value which is at 1/3rd position of the ordered list. Similarly, we formed second group by
combining all the values which are greater than first group values and less than the value
which is at 2/3rd position of the ordered list. This implies that the third group now consists
of all the values which are above the 2/3rd position value of ordered list (Fig. 5.12 (bottom)).
Mid and low range data values of weight axis look fewer than the high range values because
of overlapping which is caused due to high capacity of data values residing in the middle
range of the axis. In case of Fig. 5.12 (top), the data is divided on the basis of range 0–33%
(low), 34–66% (mid), and 67–100% (high), whereas in case of Fig. 5.12 (bottom) the sorted
data is divided on the basis of total number of observations where each group consists of
64 values out of 192 observations. The Price axis shows 1/3rd of the values (heavy weight
cars) spread in low to high range, whereas 2/3rd of the data values (combined low to mid
weight range cars) only reside in low bottom range of the axis (Fig. 5.12 (bottom)). In case
of Fig. 5.12 (top) 66% of the data (low to mid weight range cars) can be found in low to
upper mid-range of Price axis. Even though more red data points appear on most stripes in
Fig. 5.12 (bottom) in comparison to Fig. 5.12 (top), but the color order remains unaffected.
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Fig. 5.12. Color-mapped axes with different grouping technique. The reference axis (Wt) is
split into blue-green-red subsets by dividing axis into three equal segments (top). Whereas,
the bottom figure corresponds to groups created by dividing the number of total observations
into three equal parts.
This implies that the correlation remains unchanged in both cases of grouping.
The axes enhancement approach mainly focuses on coloring the axes instead of data
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polylines. To improve visibility, we convert vertical lines representing variables into vertical
stripes (that is, wide lines). Each data value is drawn on the reference axis stripe with
the color of its belonging segment. For reference weight variable, the stripe contains blue
shades in the low section, green shades in the mid section, and red shades in the top section.
The result is thus a colorful axis stripe in a blue-green-red sequence (Fig. 5.12 (top)). The
data items are assigned the colors of their belonging segments on the reference axis and are
displayed in the same colors on any other axis stripe. For instance, the data item with high
weight value appears in red on all other stripes. One can easily locate axes stripes, if they
exist, with the same blue-green-red order (low-mid-high range values). The corresponding
variables are positively correlated with the reference variable and with each other as well. An
opposite color sequence implies negative correlation with respect to the reference variable.
If the color patterns are not comparable between two stripes, those variables are not related.
Pair-wise variable relationships in standard parallel coordinates plot are evident only
when the corresponding axes are adjacent to each other. However, this is not the situation
with our axes enhancement method. We do not need to shuffle the axes around. A single parallel coordinates layout encodes relevant information for all correlations on the axes
stripes themselves. We inspect the color patterns on different axes stripes irrespective of
their locations as they provide visual connection between variables. The data polylines in
the interaxial space are either suppressed or shown in gray so as to minimize the user distraction away from the colorful stripes. We follow these color patterns on the axes stripes
to examine all relationships. If two axes stripes have similar color patterns, the corresponding dimensions must be positively correlated. If the patterns compare in an opposite sense,
the two dimensions are negatively correlated. Two unrelated axes stripes do not show any
discernible visual similarity.
We now discuss the visual exploration of correlations in the car data using weight as
the reference axis (Fig. 5.12 (top)). After we color all axes stripes, we try to match their
color patterns with the reference color. For instance in Fig. 5.12 (top), any axis which has
blue-green-red sequence from the low end to the high end has a positive correlation with
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the weight axis. A glance at the display reveals that multiple variables including Base, Len,
Wid, Esize, HP, and Price show positive correlations with Wt. The heavy cars tend to be
costly and large. Any axis which carries an opposite color pattern, that is, red-green-blue
sequence from the bottom to top is negatively correlated with the Wt axis. The variables
CMPG and HMPG are related to Wt negatively. As expected, heavy cars give low mileage
per gallon. The colorful axes stripes for Bore, Stroke, Ratio, and RPM are not comparable
with the reference or any other axis stripe. So, they all appear to be random variables in
the cars dataset.
Table. 5.1. Pearson correlation coefficients result for all combinations
Base

Len

Wid

Ht

Wt

Esiz

Bore

Stroke

Ratio

HP

RPM

CMPG

HMPG

Price

Base

1

0.88

0.82

0.59

0.78

0.57

0.5

0.17

0.25

0.38

-0.35

-0.5

-0.57

0.58

Len

0.88

1

0.86

0.49

0.88

0.69

0.61

0.12

0.16

0.59

-0.28

-0.7

-0.73

0.7

Wid

0.82

0.86

1

0.31

0.87

0.74

0.54

0.19

0.19

0.62

-0.25

-0.66

-0.7

0.75

Ht

0.59

0.49

0.31

1

0.31

0.03

0.18

-0.05

0.25

-0.08

-0.26

-0.11

-0.16

0.14

Wt

0.78

0.88

0.87

0.31

1

0.86

0.65

0.18

0.16

0.76

-0.28

-0.78

-0.82

0.84

Esiz

0.57

0.69

0.74

0.03

0.86

1

0.58

0.21

0.03

0.85

-0.22

-0.72

-0.74

0.89

Bore

0.5

0.61

0.54

0.18

0.65

0.58

1

-0.07

0

0.57

-0.27

-0.6

-0.61

0.55

Stroke

0.17

0.12

0.19

-0.05

0.18

0.21

-0.07

1

0.2

0.1

-0.07

-0.03

-0.04

0.1

Ratio

0.25

0.16

0.19

0.25

0.16

0.03

0

0.2

1

-0.2

-0.44

0.31

0.25

0.07
0.81

HP

0.38

0.59

0.62

-0.08

0.76

0.85

0.57

0.1

-0.2

1

0.1

-0.83

-0.81

RPM

-0.35

-0.28

-0.25

-0.26

-0.28

-0.22

-0.27

-0.07

-0.44

0.1

1

-0.06

-0.01

-0.1

CMPG

-0.5

-0.7

-0.66

-0.11

-0.78

-0.72

-0.6

-0.03

0.31

-0.83

-0.06

1

0.97

-0.71

HMPG

-0.57

-0.73

-0.7

-0.16

-0.82

-0.74

-0.61

-0.04

0.25

-0.81

-0.01

0.97

1

-0.72

Price

0.58

0.7

0.75

0.14

0.84

0.89

0.55

0.1

0.07

0.81

-0.1

-0.71

-0.72

1

We can also compare an axis with any other non-reference axis (Fig. 5.12 (top)). For
instance, the axes stripes for CMPG and HMPG show very similar color pattern, confirming
their strong positive relationship. Both mileage variables are negatively correlated with
Price and HP. So, we are not limited to compare only two specific axes at a time. We can
compare two or more axes at a glance to the parallel coordinates display. Our approach
also helps assess the strength of the correlation. If the color sequence of the reference axis
is carried over to another axis without any overlap and scatter (except reversal or stretch or
contraction), the corresponding variables likely show strong relationship. In order to verify
our visual detection of correlations, we calculate Pearson correlation coefficient for all axes
pairs (Table 5.1). If the value is closer to 1 or -1 then two variables depict strong relation
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whereas if the r value is close to 0 then there is a lack of relation. The coefficients calculated
with respect to weight are 0.78, 0.88, 0.87, 0.86, 0.76 and 0.84 for Base, Len, Wid, Esize,
HP and Price, respectively, confirming our finding of positive correlations. The variables
CMPG and HMPG take the coefficients of -0.78 and -0.82, respectively, with respect to Wt
(confirming observed negative correlation) but nearly unity (0.97) with respect to each other
being consistent with a strong positive correlation.

Fig. 5.13. Color-mapped axes with blending technique. To find the overlapped points on
the axes, we blended the colors. The cyan color shows the blending of blue-green, yellow
color for green-yellow, pink for red-blue and white for red-green-blue.
However, a substantial color mix or overlap on the non-reference axes means that correlations are either weak or random. It is difficult to detect such color mix-up because the
data point drawn last determines the final color at a particular location. For instance, the
Price axis shows the blue segment at the lower end, which is squeezed a lot and appears to
have some mix-up with green segment when compared to the reference Wt axis. This means
that most price values are low (blue data points) and some of them are overwritten by the
green data points. In order to overcome this overlapping issue, we consider the blending
of the colors of two or three data values mapping to the same location on the axis stripe
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(Fig. 5.13). In the three-color reference sequence considered here, we now see more colors
on the non-reference axes. The lower end of Price axis appears in blue (corresponding to low
weight data points) and then changes to cyan, representing overlap between low (blue) and
mid (color) Wt data points. The Price axis stripe shows a nearly blue-cyan-green-yellow-red
sequence (expect some scattered colors out of the sequence). The reference color pattern is
mostly followed by the Price axis except some overlap occurring between successive color
sections. The inference of correlations thus appears to remain mostly valid. We can still
observe similar comparisons among other variables of the car dataset.
5.4

Combining axis stripes and distribution plots

In the color-mapped axes enhancement scheme presented in the Sec. 5.2, we focused on how
the data items from multiple subsets defined with respect to the reference variable appear on
all numerical axes. Each data item is tagged with its subset color. Since many data points
may fall into the same location, displaying the color of the last data item or blending the
colors of all belonging data item does not show information on data frequency or density
for that location. It is important to explore how these data subsets are scattered along each
axis and how this distribution influences the assessment of inter-dimensional relationships.
For this, we combine the histogram and the colorful axes layout.
We first make the axes stripes wider with the maximum width of ∆XD in order to
accommodate histogram bars. Each bar is divided into the same number of sections (with
the same color sequence assigned) as done for the reference axis. Thus, we have stacked bars
embedded within the axis stripe (Fig. 5.14). For the car dataset example, each bar contains
up to three colors in the blue-green-red sequence from the left to right. The total bar length
is determined by the frequency (total bin count) according to the linear mapping method
presented in Sec. 5.2.1. To calculate each section of bars length, we divide the total count
of each section with the total count of each bin and then sum all the sections together
p
X
sr
.
lij =
f
ij
r=1

Where sr is the total count of rth section, and p is total number of sections.
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(5.13)

Fig. 5.14. PCP using pie chart and stacked bars. Pie charts for 11 categorical variables, and
stacked bars for 14 numerical variables of the car dataset are shown. The reference bluegreen-red color is defined with respect to the weight (Wt) axis. A pie chart or histogram
bar may show up to three color sections, the size of each section encoding the share of its
belonging subset (low- or mid- or high-weight group). Also, the data polylines are shown in
gray for the context. Top figure shows grouping of reference axis into three equal segments.
Bottom figure shows grouping by dividing the number of observations into three equal parts.

The extents of blue, green and red portions depend on the bin counts for their respective
subsets. If the bin count for a section is zero, the corresponding color will not appear in
the bar. If all three bin counts are non-zero, we will have a stacked bar consisting of blue,
green and red regions. The stacked view thus allows comparison of data points in the bin

98

across different subsets. Let us examine stacked histogram in the lowermost part of the Price
axis in Fig. 5.14 (top). Here the data is grouped by dividing the reference axis into equal
segments. Most of the blue data points (low weight values) are confined to the lowest Price
range suggesting that light cars are very cheap. Most of the blue data points (low weight
values) are confined to the lowest price range suggesting that light cars are very cheap. Also,
if we compare them with CMPG and HMPG axes, we find that these low weight cars are
good in city mileage per gallon, and highway mileage per gallon. All of the low weight cars
are also small in length (Len), Width (Wid), and engine size (Esize). Horse power (HP) is
low for these cars compared to heavy weight cars (red data points). The red data points
(high weight values) are quite spread over the Price axis. These cars are also bigger in
length (Len), Width (Wid), and engine size (Esize). Nevertheless, the heavy cars are more
expensive than almost all of the light cars, and also more expensive than the majority of
medium weight cars. Let us examine Fig. 5.14 (bottom), where data is grouped into equal
parts by dividing the total number of observations. Here the order of color in axis stripes
is still the same. However, we can see that 1/3rd of the cars (red data points) are 2 Door
cars, can be found in all five types of body styles (Sty) cars, with fuel system (Sys) mpfi,
and with Len and Esize high too, but Price varies from low to high range. With stacked
bars embedded in axes stripes, correlation trends can be visually realized while additional
details are available for further assessment and relevance.
Table. 5.2. Pie chart calculations
Three sets of two door car’s weight
Low weight cars
42

Medium weight cars

Heavy weight cars

34

22

Total/192 data points
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Percentage of each set
42/98 = 0.43%

34/98 = 0.35%

22/98 = 0.22%

.35 × 360◦ = 126◦

.22 × 360◦ = 79.2◦

≈ 100%

Degree of each set
.43 × 360◦ = 154.8◦

360◦

It is also interesting to explore how the data subsets with respect to the reference axis are
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Fig. 5.15. Detailed pie chart for two door cars value for Door axis.
shared/distributed among different categorical values for each categorical axis. For instance,
one might want to know the origin of light cars (low weight values) or cheap cars (low price
values). For this, we visualize data distributions on categorical variables using a pie chart
(Fig. 5.14). For instance, Japanese and USA cars are low weight cars and are cheaper
compared to the European cars. Most of these low weight cars have gas fuel system (Fuel),
FWD wheel base (Wheel), and have 4 cylinders (Cyl). These cheaper cars come in both two
and four doors style. The heavy weight cars include BMW, Jaguar, and Peugeot which are
European cars. Most of these heavy weight cars come in two doors (Door) and have 4WD
wheel base (Wheel). We slice each circle or ellipse (encoding the frequency of a particular
categorical value) into multiple parts whose number and colors are the same as for the
sections created on the reference axis. To calculate the proportional distribution of data for
each value of categorical value, we basically slice the circle into multiple groups according
to the count of values of each subset. To do this we divide the total count of a subset with
the total values falling in to that particular circle. Then we further multiplied it with 360◦
to calculate the degree for each subset of pie chart.
Table 5.2 and Fig. 5.15 give the breakdown of one of the categorical (two door cars) value
of Door axis of car dataset with p = 3. Here p is the total number of subsets.Therefore,
now we have slice of all the subsets which contribute to form a circle plot for categorical
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value. For the car dataset example, each circle/ellipse contains up to three sections in the
blue-green-red clockwise order. The size of a color section is proportional to the count of
data items belonging to its subset for the categorical value the circle or ellipse represents.

Fig. 5.16. PCP layout with CMPG axis as a reference axis. As in Fig. 5.14, the plot uses
pie chart and stacked bars to represent data distribution along with correlations between
adjacent and non-adjacent axes.
We can do a similar analysis as in Fig. 5.14 by selecting some other reference axis. For
instance, if we take a CMPG axis as a reference axis and divide it into three equal segments,
low, mid and high range (Fig. 5.16), we get a similar result in comparison to (Fig. 5.14)
where reference axis is Wt. The high range city mileage cars gives high highway mileage per
gallon. These cars are lighter in weight, smaller in length and width, and cheaper in price.
All these high range city mileage cars are either USA origin cars or Japanese cars. Finally,
let us note that the only difference with respect to Fig. 5.14 is the lack of high range values
in CMPG axis. Therefore, Fig. 5.16 is visually dominated by low and mid range city mileage
cars.
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CHAPTER 6.
CONCLUSIONS
Ultra-high dimensional large datasets are difficult to interpret and visualize with traditional
techniques. The goal of this thesis was to propose viable and effective techniques to overcome
various problems in visualization of such datasets. We presented three methodologies to
resolve these issues. In these techniques we enhanced standard techniques to effectively
depict all the dimensions on a single display without losing any information and explored
dimensions using embedded plots and interactive tools. The first two methods are more
focused on displaying the ultra-high dimensions on a single display, while the third one
is directed toward understanding of dimensions and finding their correlations along with
visualizing all of them on a single display.
Our first proposed technique was enhancement of star plot visualization method (Sangli,
Kaur & Karki, 2016). The star plot visualization has been used in a wide variety of data
domains. However, it becomes less effective under situations when the number of data
items increases in the dataset and when the dimensionality of the data becomes too high.
Many rays/dimensions have to be closely packed within a small circular area for each data
item and individual star icons become too small. To overcome these problems, we have
developed different ways of effectively using the star plot visualization method. First, instead
of displaying multiple star-shaped icons spatially separately (one for each data item), we plot
all data items together in the same star plot setting with uniform and non-uniform spacing
between the axes. We also embedded frequency plot on each to explore the distribution of
each axis. Second, uniformly or non-uniformly shifting of the origin away from the fixed
center for each ray (radial axis) widens the space between the axes. This shifted origin star
plot reduces the ray crowdedness in the middle region. Third is multilevel star lot which
divides the star plot into multiple levels and map the dimensions into different concentric
circular regions. This approach can handle very large number of dimensions such as those
expected in big data problems.
The second technique was introduction of a bifocal parallel coordinates plot (BPCP) to
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provide “focus” and “context” views on a single visualization display by partitioning the
overall rendering into two regions with flexible widths (Kaur & Karki 2018 (a)). The focus
PCP renders the data with respect to priority dimensions (whose number is kept small,
below 10) so that the corresponding axes are widely spaced. The display can be enriched by
adding ancillary visualizations including axes overlays, embedded parallel coordinates, and
scatterplots. The context PCP renders the same data with respect to all remaining axes,
which are tightly packed in a single plot or a multi-level stacked layout.
The third proposed technique was presenting an enhanced parallel coordinates axes plot
technique for a better understanding of all the variables and their interrelationships in high
dimensional datasets (Kaur & Karki 2018 (b)). All the axes are embedded with frequency
distribution plots. This provides a solution for overlapping polylines caused due to similar
values or a high volume of data. The linear and non-linear implementation of histogram and
circle plot helps in viewing the data in various ways. Color mapped axes stripes implementation provides an effective solution for revealing the correlation between any two non-adjacent
axes regardless of their positions. This is quite difficult with parallel coordinates plot. Further, merging both data exploration techniques and colored mapped axes stripes provides
us complete information of variables which turns out to be quite useful for analysis. By
presenting both types of data and using different techniques to reveal their distribution, we
demonstrate that this technique can be easily used for all types of high dimensional datasets.
All of our methods and techniques were verified extensively by experimenting on ultrahigh dimensional large datasets which demonstrated their potential effectiveness and reliability of all in visually exploring high/ultra-high dimensional multivariate data. It is hoped
that the three methods presented in this thesis will prove valuable for visualizing data in
today’s big data world.
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APPENDIX A: VARIOUS DATASETS
Table. A1. 1974 Motor Trend car dataset with thirtytwo observations.
Source: (Henderson, H., Velleman. V, 1981).
Name
Miles/(US) gallon
Number of cylinders
Displacement (cu.in.)
Gross horsepower
Rear axle ratio
Weight (lb/1000)
1/4 mile time
V/S
Transmission (0 = automatic, 1 = manual)
Number of forward gears
Number of carburetors

Abbr
mpg
cyl
disp
hp
drat
wt
qsec
vs
am
gear
carb
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Minimum range
10.4
4
71.1
52
2.76
1.513
14.5
0
0
3
1

Maximum range
33.9
8
472
335
4.93
5.424
22.9
1
1
5
8

Table. A2. Car dataset
Variable
number
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

Values of the variable with their numerical scaled equivalent used.
The appropriate values of min and max were used for scale.
Fuel-type: diesel=1, gas=2 ;(min=0, max= 2)
Aspiration: std = 1, turbo = 2
Number-of-doors: two = 2, four = 4
Body-style: convertible = 1, hatchback = 2, sedan = 3, wagon = 4, hardtop = 5
Engine-location: front = 1, rear = 2
Wheel-base: 86.6 to 108.0
Length: 141.1 to 192.7
Width: 60.3 to 71.4
Height: 47.8 to 59.8
Curb-weight: 1488 to 3296
Number-of-cylinders: two = 2, three = 3, four = 4, five = 5, six = 6
Engine-size: 61 to 181
Bore: 2.91 to 3.94
Stroke: 2.19 to 3.90
Compression-ratio: 7 to 21.9
Horsepower: 48 to 200
Peak-rpm: 4150 to 6000
City-mpg: 17 to 49
Highway-mpg: 20 to 54
Price: 5151 to 23875
Make: Alfa-Romero = 1, Audi = 2, BMW = 3, Chevrolet = 4, Dodge = 5,
Honda = 6, Porsche = 7, Benz = 8, Mitsubishi = 9, Nissan = 10, Peugeot = 11
normalized-losses: 65 to 256
drive-wheels: 4wd = 4, fwd = 2, rwd = 1
engine-type: dohc =1, dohcv=2, l=3, ohc=4, ohcf=5, ohcv=6, rotor=7
fuel-system: 1bbl=1, 2bbl=2, 4bbl=3, idi=4, mfi=5, mpfi=6, spdi=7, spfi=8
symboling: -3, -2, -1, 0, 1, 2, 3
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Abbrevation
f type
aspir
doors
body
e loc
w base
length
width
height
c we
cyl
e size
bore
stroke
comp r
h pow
rpm
c mpg
h mpg
price
make
losses
wheels
e type
f sys

Table. A3. Automobile dataset
Variable number
1
2
3
4
5
6
7
8

Variable names
mpg- continuous : 9 to 46.6
cylinders- 3, 4, 5, 6, 8
displacement- continuous : 68 to 455
horsepower- continuous : 46 to 230
weight- continuous : 1613 to 5140
acceleration- continuous : 8 to 24.8
model year- one year interval: 1970 to 1982
origin- USA = 2, Japan = 1, Europe = 0
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Assigned names
mpg
cyl
disp
h power
weight
acc
year
origin

Table. A4. U.S. Census 1990 dataset
Number
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34

U.S. Census 1990 dataset
(variable name)
Age
Ancstry1
Ancstry2
Avail
Citizen
Class
Depart
Disabl1
Disabl2
English
20121
Fertil
Hispanic
Hour89
Hours
Immigr
Income1
Income2
Income3
Income4
Income5
Income6
Income7
Income8
Industry
Korean
Lang1
Looking
Marital
May75880
Means
Military
Mobility
Mobillim

Number
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
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U.S. Census 1990 dataset
(variable name)
Occup
Othrserv
Perscare
POB
Poverty
Pwgt1
Ragechld
Rearning
Relat1
Relat2
Remplpar
Riders
Rlabor
Rownchld
Rpincome
RPOB
Rrelchld
Rspouse
Rvetserv
School
29465
Sex
Subfam1
Subfam2
Tmpabsnt
Travtime
Vietnam
Week89
Work89
Worklwk
WWII
Yearsch
Yearwrk
Yrsserv

Table. A5. LIBRAS dataset
Variable number
1
2
3
4
89
90
91

LIBRAS dataset variable name
coordinate abcissa
coordinate ordinate
coordinate abcissa
coordinate ordinate
.
coordinate abcissa
coordinate ordinate
Class:
1. curved swing
2. horizontal swing
3. vertical swing
4. anti-clockwise arc
5. clockwise arc
6. circle
7. horizontal straight-line
8. vertical straight-line
9. horizontal zigzag
10. vertical zigzag
11. horizontal wavy
12. vertical wavy
13. face-up curve
14. face-down curve
15. tremble
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