We study semidefinite programs with diagonal constraints. This problem class appears in combinatorial optimization and has a wide range of engineering applications such as in circuit design, channel assignment in wireless networks, phase recovery, covariance matrix estimation, and low-order controller design.
Introduction
Semidefinite programs (SDPs) are an important class of convex optimization problems with the following standard form. minimize C • X, subject to A i • X = b i , for all i = 1, 2, . . . , p, X 0.
Here the problem variable is X, and C, A 1 , A 2 , . . . , A p are symmetric n × n matrices. SDPs are ubiquitous in theoretical computer science [GM13], machine learning [EDM17, aGJL05, LCB + 04], signal processing [Dum07], communication systems [TR01] , control systems [BEFB94] , and power systems [BWFW08] . In this paper, we consider the class of SDPs with bounded-diagonal constraints:
maximize C • X, subject to X ii ≤ 1, for all i = 1, 2, . . . , n, X 0.
(1.1)
Our goal is to solve this SDP up to a given accuracy. When the matrix C is the Laplacian of an undirected, weighted graph, ( 
Previous Work
There exist three classes of algorithms for solving a general SDP to within an accuracy of ε > 0: interior-point, cutting-plane, and first-order methods. Their run times for solving (1.1) are described in Table 1 .
Interior point methods. These use a barrier function to formulate the original optimization problem as a sequence of linear equality constrained problems that are approximately solved by Newton's method. The dependence on ε is log (1/ε), but each Newton iteration is expensive in both space and time, therefore giving an overall cost polynomial in problem size n.
Cutting plane methods. These use a separation oracle to check the feasibility of a point in the constraint set and, if infeasible, obtain a hyperplane separating the set from the point. They solve convex programs in the oracle setting with complexity log (1/ε) and polynomial in n. For SDPs, they require more iterations than interior-point methods, but the cost per iteration is lower.
First-order methods. These use only the function value and gradient at a point. Typically, the cost per iteration is comparatively low in terms of problem size but polynomial in (1/ε). Some first-order algorithms have cost per iteration super-linear in problem size because they use superlinear space to represent the solution [BM01, WK16] .
We refer the reader to [Bub15] for a succinct exposition of these algorithms, and the Ph.D. thesis [Siv02] for explicit computations of the run time of the first two classes of algorithms for SDPs. O(m/ε 3.5 ) Table 1 : Run times for (1.1) (the entries labelled "general" refer to any general SDP). Here m is the number of non-zero entries of the cost matrix, n is the dimension of the problem variable, ω is the matrix multiplication constant.
Our Contribution
Our goal in this paper is to use first-order methods to design an algorithm for (1.1) with a better dependence on the accuracy parameter than the previous best algorithm of Arora and Kale [AK07] (which we shall refer to as Arora-Kale algorithm from hereon). Our main result follows.
Theorem 1.1 (Main Result
. Given a cost matrix C ∈ R n×n with m ≥ n non-zero entries and an accuracy parameter 0 < ε ≤ 1 2 , we can find with high probability, in timeÕ(m/ε 3.5 ), a symmetric matrix Y ∈ R n×n with O (m) non-zero entries and a diagonal matrix S ∈ R n×n so that X * = S · exp Y · S satisfies (1) X * 0 (2) X * ii ≤ 1 for all 1 ≤ i ≤ n (3) C • X * ≥ C • X * − ε · i,j |C ij |.
Since X * can be dense with high rank, we do not compute it explicitly; instead, we return the matrices Y and S which provide an implicit representation of it. For any vector v, we compute X * v sequentially as S · v, exp Y · (S · v), and S · (exp Y · (S · v)), where we approximate the matrix exponential using Chebyshev polynomials. Corollary 1.2.1. For the Max-Cut problem on a graph with n nodes and m edges, our algorithm gives a cut which is (1 − ε)α GW optimal, in time O(m/ε 3.5 ), where α GW ≈ 0.878567.
We build atop the Arora-Kale framework of mirror descent for SDPs. Our key technical contribution is to come up with an estimator for maintaining the primal iterate. For our choice of mirror map, the relationship between the primal variable X and dual variable Y is X = exp Y . Per Remark 2.1, only the diagonal entries of the primal iterate are required to drive the algorithm; this allows us to reduce computational cost by maintaining only diag(exp Y ) instead of recomputing the entire matrix every iteration.
Notation
We use the following notation throughout the paper.
n × n real symmetric, PSD, PD matrices 1 i , 1 {E} one at i, zero otherwise, one when event E is true, zero otherwise I n n × n identity matrix diag(u), given vector u diagonal matrix with u on the main diagonal 2 . We extend the definition to a matrix A ∈ S n , using each row of A as the vector u and see that the diagonal matrix B = RandProj(A, N ) satisfies E B = diag A 2 .
Our Framework: Mirror Descent
In this section, we review the basics of mirror descent and demonstrate how the Arora-Kale algorithm falls in this framework 1 . We will then explicitly show how we modify the Arora-Kale algorithm to get the claimed speed-up.
Our first step is to simplify the problem formulation by rescaling the cost matrix to
, where ρ i = n j=1 |C ij | for all i = 1, 2, . . . , n. Without loss of generality, we can assume that n i=1 ρ i = n. Then (1.1) is equivalent to:
(2.1)
We can obtain the solution X to (1.1) from the solution X of (2.1) as described below.
Lemma 2.0.1. Given matrices C ∈ R n×n and X ∈ S n ≥0 , define the vector ρ ∈ R n with entries ρ i = n j=1 |C ij |, diagonal matrix S ∈ R n×n with S ii = min ( 1 / √ ρi, 1 / √ Xii) for 1 ≤ i ≤ n, matrix X = S · X · S, and matrix C = diag ( 1 / √ ρ) · C · diag ( 1 / √ ρ). Then the following statements hold.
(1) X 0 (2) X ii ≤ 1 for all 1 ≤ i ≤ n (3)
The Arora-Kale paper terms it matrix multiplicative weights update which is the more common terminology in Theoretical Computer Science; mirror descent is the equivalent (more general) notion in the field of optimization
Approximate Lazy Mirror Descent
Our underlying algorithm is a slight variation of lazy mirror descent (also called Nesterov's Dual Averaging [Nes09], see [Bub15] for a simple exposition) that we term approximate lazy mirror descent. First, we review the lazy mirror descent algorithm: to solve min x∈X f (x), select a mirror map Φ : D → R and a norm · , and define the associated Bregman Divergence, D Φ (x, y) def = Φ (x) − Φ (y) − ∇Φ (y), x − y ; choose initial points x (1) ∈ argmin X ∩D Φ (x) and z (1) ∈ ∇ −1 Φ (0); denote by D the diameter of X ∩ D measured under Φ; and for all t ≥ 1:
The average of the entire sequence of primal iterates converges to an ε-optimal solution.
Approximate lazy mirror descent differs from Equation (2.2) by requiring that the iterate x (t+1) ∈ X ∩ D only be "close enough" in expectation to the true projection x (t+1) as measured by the chosen norm; the gradient is computed at this approximate projection. 2 We state the convergence guarantee of Algorithm 1 in Theorem 2.1. The proof of this theorem follows from a trivial modification of that of Theorem 4.3 in [Bub15] and, for the sake of completeness, is provided in Section A.2.
Algorithm 1 Approximate lazy mirror descent
Input: Objective function f : X → R, accuracy parameter ε. Parameters: Mirror map Φ : D → R, norm · , step size η, iteration T , error bound δ.
⊲ Lazy gradient update 4:
⊲ Approximate projection 6: end for 7: For t * unif.
∼ {1, 2, . . . , T }, return x (t * ) .
Theorem 2.1 (Approximate lazy mirror descent). Fix a norm · . Given an α-strongly convex mirror map Φ : D → R and a convex, G-Lipschitz objective f : X → R, run Algorithm 1 with step size η and parameter δ where
Reinterpreting the Arora-Kale Algorithm
The Arora-Kale algorithm is a special case of Algorithm 1 with mirror map Φ (X) = X•log X defined over D = {X : X 0, Tr X = n} and uses the nuclear norm. Equation (2.2) has the following form, Algorithm 2 Reinterpreting the Arora-Kale algorithm [AK07] Input: Cost matrix C ∈ R n×n , accuracy parameter ε. Parameters: ρ ∈ R n with ρ i = n j=1 |C ij |, T = 256 log n/ε 2 , T ′ = 10240 log n/ε 2 , T ′′ = (1/ε) · 64 log n, and η = ε/64.
⊲ Approximate matrix exponential 5:
Tr expY (t)
⊲ Scaling due to the trace constraint 7:
⊲ Gradient update 8: end for 9: For t * unif.
∼ {1, 2, . . . , T }, return Y (t * ) and S, where S is from Lemma 2.0.1.
is the dual variable at iteration t).
where the gradient is calculated as ∇f (
The most expensive operation in these steps is matrix exponentiation, costing O (n ω ).
Remark 2.1 ([AK07]
). Arora and Kale observe that since the gradient step in (2.4) relies only on the diagonal entries of X (t) , the projection step need not compute the entire matrix exponential.
The projection step involves first approximating exp Y (t) /2 by a truncated Taylor series:
The diagonal entries of the square of this matrix are approximated by randomized projections, with an accuracy guarantee as provided by the Johnson-Lindenstrauss lemma. We use exp instead of exp to denote the output of RandProj because it does not exactly match expY (t) on the diagonal.
Sketch of Analysis of the Arora-Kale Algorithm
Theorem 2.2 (Run Time [AK07] ). Given a matrix C ∈ R n×n with m non-zero entries (m ≥ n) and an accuracy parameter 0 < ε ≤ 1 2 , we can find, in timeÕ m/ε 5 , a matrix Y ∈ S n with O (m) non-zero entries and a diagonal matrix S ∈ R n×n such that
Proof Outline: The high-accuracy computations ensure the distance invariant between X and X, which in turn allows us to apply the error bound of Theorem 2.1. Plugging in the choice of parameters from Algorithm 2 into the bound shows that we get a solution that is within an O(ε)-factor of the optimum. This verifies correctness of the algorithm. To compute the cost, note that the subroutine TaylorExp uses T ′′ = O(1/ε) terms to get an ε-accurate approximation to the matrix exponential; by the Johnson-Lindenstrauss lemma, we need to use T ′ = O(1/ε 2 ) randomized projections in the subroutine RandProj; finally, Theorem 2.1 requires us to run the algorithm for O(1/ε 2 ) iterations. Multiplying these with the cost of computing a matrix-vector product gives a total cost of O(m/ε 5 ). The complete analysis is provided in Section B.
Remark 2.2. While Arora and Kale give the run time of O(m/ε 5 ), Allen-Zhu and Li note [AZL17] that this can be sped up to O(m/ε 4.5 ) by approximating matrix exponentials in the Chebyshev basis. We show this construction explicitly in Section C.2 for the sake of completeness.
Proposed Approach
Our proposed algorithm builds upon Algorithm 2 and is inspired by recent advances in variancereduction methods [SSZ13, JZ13, DBLJ14, HL16, SLRB17]. These methods use an estimated gradient in most iterations and an exact gradient at regular intervals to "reset" the error incurred through estimation. For these methods to succeed, we need the estimator to have a small bias and variance.
Outline of the Algorithm
We run Algorithm 1 for O(1/ε) iterations with the following mirror map:
We also use the nuclear norm as the norm of choice. Our modification to the Arora-Kale algorithm is this: in each iteration t, the algorithm updates the primal iterate once with a high accuracy and O(1/ε 2 ) times with a constant accuracy. The bias and variance of the estimators used in the constant accuracy steps ensure that we maintain E X (t) − X (t) nuc ≤ δ for δ = O(ε). This satisfies the conditions of Theorem 2.1, giving the error bound
We boost this to the high probability result of Theorem 1.1 by repeating the algorithm. We display our algorithm and its parameters below and give a few highlights of our approach.
Parameter Value Proof
Step size η ε 2 /(8 × 10 4 (log(n/ε)) 11 ) Lemma C.5.1 Number of inner iterations T inner 1/ε 2 Section C.4 Number of outer iterations T outer
(1/ε) · 24 × 10 5 (log(n/ε)) 11 log n Lemma C.6.3
Number of JL projections T ′ (2 × 10 5 /ε 2 ) · (log n)
21
Lemma C.5.1 Number of terms in Chebyshev polynomial T ′′ (150/ √ ε) log(n/ε) Lemma C.2.4 Accuracy of Chebyshev approximation δ ′′ (ε/n)
401
Lemma C.2.4 
Algorithm 3 Proposed Algorithm
Input: Cost matrix C ∈ R n×n , accuracy ε Parameters: Displayed in Table 2 1:
⊲ Defined in Corollary C.2.2 6:
ii ← ( expY (t) ) ii for i = 1, 2, . . . , n ⊲ High-accuracy projection 8:
for t i = 1 → T inner do 10: 
− 1 for j = 1, 2, . . . , n ⊲ Constant-accuracy projection 13: Implicit Domain Expansion. In our problem as formulated in (2.1), the only domain constraint is X 0. Since the optimum satisfies Tr X * = n, we add the relaxed constraint
We prove in Lemma C.6.3 that this constraint is always satisfied and is, in fact, never active. This implies that the projection step in the mirror descent framework requires no normalization:
Exact Projection
Step:
This simple expression of the projection step makes it relatively easier to construct an estimator in our "low-accuracy" inner loop. Note that the gradient step remains the same.
Approximating the Matrix Exponential. The projection step (3.3) computes a matrix exponential, which is prohibitively expensive. The Arora-Kale algorithm approximates it to an ε-accuracy using the truncated Taylor series. It can be shown that the spectrum of
. This is why the truncated Taylor series in the Arora-Kale algorithm requires O(1/ε) terms. Instead of the Taylor series, we use the Chebyshev polynomial which, because of the range of the spectrum, requires only O(1/ √ ε) terms.
Computing the Next Primal Iterate. Since the gradient step is the same as that in the Arora-Kale algorithm, Remark 2.1 applies: instead of recomputing the entire matrix X (t) , we only compute its diagonal entries X (t) ii = ( expY (t) ) ii . As described in Section 2.1, we approximate these entries to different degrees of accuracy. In the high-accuracy steps, we express the diagonal entries of the projection as (exp
and compute them using O(1/ε 2 ) randomized projections. In the low-accuracy steps, we estimate the change in iterate using O(log(1/ε)) randomized projections. Total Number of Iterations Table 3 : Cost breakdown of the two algorithms. The last two columns represent, respectively, the lowaccuracy and high-accuracy steps of our algorithm.
Outline of the Estimation Process
We now describe the estimator in more detail. Consider the t i -th iteration in the inner loop, and let this be the t-th overall iteration. We compute a vector θ (t i ) = UpdateEstimator(
each coordinate estimating θ
we then use it to compute the next primal iterate:
We provide a little more detail about the estimator and then remark why this estimator makes sense. Let ∆ def = −η∇f (X (t) ); then from Algorithm 3, Y (t+1) = Y (t) + ∆; for simplicity of notation, let U (t) = Y (t) + s∆; g(s) = (exp U (t) ) jj + 1; andτ = 1 − τ ; then by the Fundamental Theorem of Calculus, g(1) = g(0) + 1 s=0 g ′ (s)ds, which can be equivalently expressed as
; estimated using θ
We estimate the square root because the variance of the square root is controlled by the trace of the exponential, a term that we can bound. The added "one" is to ensure that the term θ
1 in the estimator does not blow up.
The Estimator: First sample τ and s independently and uniformly from [0, 1], then construct θ
which, respectively, estimate, for all coordinates j = 1, 2, . . . , n:
Return the vector θ (t) with each coordinate θ
Algorithm 4 UpdateEstimator (Primal X, dual Y, accuracy ε, step size η) 
⊲ Coordinate-wise product To estimate θ
, the subroutine Estimator1 first estimates the diagonal entries of expU (t) using O(1) randomized projections, then passes the distribution through a Taylor approximation for g (u) = u −1/2 defined as follows.
Here g (k) (x) is the k-th derivative of g at x. To estimate θ
the subroutine Estimator2 estimates the quantity inside the integral by splitting it into smaller powers and uses random projections; it multiplies this with τ unif.
The smaller powers we split the product into are chosen so as to enable certain cancellations later in the analysis (see Lemma C.3.5 and Corollary C.3.6).
Algorithm 5 Estimator1 (Matrix U, accuracy ε) Parameters: T ′′ = 2 22 10 4 (log(n/ε)) 2 and T ′ = 1600 log(n/ε) (set in Lemma C.3.3). 1: Let U be the random variable defined by RandProj ( exp(U/2), T ′′ ) 2: Return θ 1 , where
Why Our Algorithm is Faster: Intuition
Here we provide intuition for why, despite low-accuracy projection from dual to primal space, we expect our algorithm to work correctly and faster.
Computational Cost of an Estimation Step: As described in Section 3.1.1, we split the update term for the primal iterate into two parts and estimate each part separately. The computation of θ 1 dominates the cost of estimation, as can be seen by comparing Algorithm 5 and Algorithm 6. We remind the reader that each estimation step involves first approximating a matrix exponential which requires O(1/ √ ε) terms, then doing random projections, which are simply matrix-vector multiplications, each costing O(m). For an ε-unbiased and low-variance estimator, we show that we need T ′ and T ′′ in Algorithm 5 to be only O(1). Therefore, the total cost per low-accuracy iteration is O(m/ √ ε).
Number of Low-Accuracy Iterations: Each high-accuracy step (done before entering the inner loop) has O(1/ε 2 ) random projections to compute and therefore costs O(m/ε 2.5 ). Recall that we denote the total number of low-accuracy and high-accuracy iterations by T inner and T outer , respectively. Therefore,
The optimal choice of T inner (up to polylogarithmic factors) is the one that balances these costs:
Distance Bound from True Iterate: The quality of our estimator -in particular, its small bias and variance -ensures that when the algorithm is done with the inner iterations, the estimate is still roughly within εK distance of the true iterate, with distance measured in nuclear norm. Since this means that the condition for convergence in Theorem 2.1 is satisfied, the error bound at the end of our algorithm is given by that in Theorem 2.1. Plugging in parameters from Table 2 and bounding by εK gives that η and T outer satisfy the following inequality:
Step Size: As we did in Section 3.
ii via a firstorder approximation incurs an error of Tr ∆ exp Y (t) . Applying Hölder's inequality, the Lipschitz bound of the objective, and the domain constraint expressed in Equation (3.2) gives that the error bound satisfies Tr ∆ exp Y (t) ≤ ηK. Therefore, after T inner iterations, the variance of the error is T inner η 2 K 2 . This in turn is equivalent to saying that the overall error after T inner iterations is √ T inner ηK. Bounding this by εK gives η ≤ ε/ √ T inner . Plug in T inner from Equation (3.7) to get the optimal step size,
Number of Outer Iterations: Plug in η from Inequality 3.9 into Inequality 3.8 to get optimum T outer ≈ 1/ε.
Analysis of the Algorithm
We now state some of the above intuition in the form of informal lemmas (proved formally in Section C) and derive Theorem 1.1.
Lemma 3.2.1. After t ≤ T inner iterations of Algorithm 3, the estimated primal iterates satisfy
This result is essential for the convergence guarantee and is made possible because the estimator θ (t) is almost unbiased, with its second moment satisfying the following property.
Lemma 3.2.2. The second moment of the estimator θ (t) satisfies the bound E θ (t) 2 2 ≤ O nε 4 .
Finally, the following result is what enables the projection step to have no normalization.
Lemma 3.2.3. In Algorithm 3, the iterate X (t) at any iteration t satisfies Tr X (t) < K.
Proof of Computational Complexity
Proof of Theorem 1.1. Because of Lemma 3.2.3 and Remark 2.1, we only approximate the diagonal entries of X (t) = exp Y (t) to drive the algorithm. Because of the distance invariant as shown in Lemma 3.2.1, we can use the error bound from Theorem 2.1:
Substitute values of parameters from Table 2 into the terms on the right-hand side gives:
Using these along with T outer = O(1/ε) in the error bound ensures that the matrix X * we have at the end satisfies
We get the overall cost of the algorithm by plugging the value of T outer into Equation (3.6):
We boost the algorithm to the high probability result of Theorem 1.1 by running the algorithm multiple times, each time estimating the objective C • X * to a high accuracy, and (implicitly) return the best X * . Since we do not store the explicit form of X * and also want to avoid matrix-matrix products, we estimate the value of C • X * using dimension reduction techniques. This proves (3).
At the end of Algorithm 3, by Lemma 2.0.1, Y (t * ) and diagonal matrix S yield X * satisfying (1) and (2).
[DBLJ14] Aaron Defazio, Francis Bach, and Simon Lacoste-Julien. Saga: A fast incremental gradient method with support for non-strongly convex composite objectives. In Z. 
Appendices
We organize the appendix into four parts: the first part provides the analysis that is common to both the Arora-Kale algorithm and ours. The second and third parts provide the analysis of the Arora-Kale and our algorithm, respectively. The fourth part is short and has a few general results.
A Analysis Common to Both Algorithms
In this section we provide proofs for two results: the first is that a solution to the reformulated problem (2.1) is indeed ε close to that of the original; the second is the convergence guarantee of approximate lazy mirror descent, the framework for both the Arora-Kale algorithm as well as ours.
A.1 From the Reformulated to the Original SDP
Our claim of reformulating (1.1) as (2.1) works because once we have a solution X for the latter, we can apply the following result to obtain a matrix X which satisfies all the required constraints of (1.1), and at which the objective value in (1.1) is better than that at X in (2.1).
Lemma 2.0.1. Given matrices C ∈ R n×n and X ∈ S n ≥0 , define the vector ρ ∈ R n with entries
Then the following statements hold.
(
Proof. We first prove (1). Observe that since X and X are similar matrices, X 0 implies X 0 as well. Next, we define a matrix Y as
. Without loss of generality, assume
is precisely claim (2). We now prove (3). By definition of D, X and Y , we have
Therefore we get
The definition of D and the ordering assumption on
By symmetry of Y and the assumed ordering of {Y ii } n 1 , this can be simplified to Y ii ≥ |Y ij | for i < j, which gives us 2 . Finally, since D ii ≤ 1, we have D 2
ii − 1 ≤ 0. Rearranging the terms in the last inequality, we get
Rearranging the terms in the last inequality gives
where the last step is by definition of matrix Y . This proves claim (3).
A.2 Analysis of Approximate Lazy Mirror Descent
We now derive the convergence bound of approximate lazy mirror descent. The proof closely follows that of Theorem 4.3 in Bubeck's monograph [Bub15] .
Proof. By convexity of f ,
The term A can be bounded by Cauchy-Schwarz inequality and the invariant E x (t) − x (t) ≤ δ:
Next, recall that Algorithm 1 initializes x (1) ∈ argmin X ∩D Φ(x) and z (1) satisfying ∇Φ(z (1) ) = 0, and repeats the following two steps:
Applying the recursive definition of the gradient step, we can express
so is the potential function Ψ t . We can express these two statements as follows:
We can also write a lower bound for the left hand side of Inequality A.3 by evaluating the potential function Ψ t at points x (t+1) and x (t) :
Reverse and chain Inequality A.3 and Inequality A.4, and apply Cauchy-Schwarz inequality to get
This shows that
and applying this to the second part of Inequality A.5 gives
We now claim
Note that this claim immediately gives the desired error bound; this can be seen as follows: the left-hand side is exactly the term 2 in Inequality A.1; the first term of the right-hand side is bounded in Inequality A.7, and the second one is bounded by the definition of set size D. Therefore Inequality A.8 simplifies to
Combine Inequality A.9 and Inequality A.2 with Inequality A.1, apply Jensen's inequality, and the fact that t * is picked uniformly at random from {1, 2, . . . , T }, to get the desired error bound. Now all we need to do is prove Inequality A.8. First, we rewrite it as
The claim is true for T = 0 for all x ∈ X , by the choice of x (1) . Assume it holds for all x ∈ X at time T = t ′ − 1. Therefore in particular, it holds at the point x = x (t ′ +1) . This implies
where the last inequality is by optimality of x (t ′ +1) in minimizing Ψ t ′ . This completes the induction, and therefore proves Inequality A.8, thus completing the proof of the error bound.
B Analysis of the Arora-Kale Algorithm
In this section, we provide the analysis of Algorithm 2 in the approximate mirror descent framework. In Section B.1, we derive the values of all parameters; in Section B.2, we derive the computational costs of the main steps. We then conclude with the correctness and cost of their algorithm.
B.1 Parameters
As can be seen in Algorithm 1, approximate lazy mirror descent requires five parameters: the set diameter, Lipschitz constant of the objective, strong convexity of the mirror map, step size, and number of iterations. The first three depend on our choice of mirror map Φ and objective f . The last two can be chosen based on these parameters and Inequality 2.3.
Lemma B.1.1 (Set Diameter). Given Φ (X) = X • log X and the domain {X : X 0, Tr X = n}, the set diameter measured by Φ is given by D = n log n.
is 2-Lipschitz in the nuclear norm. Recall that nuclear norm of a matrix is the sum of its singular values.
Proof. The gradient of the objective at point X is ∇ f (X) = diag(1 {X≥ρ} ) − C. By the Gershgorin Disk Theorem, we have
where in the last equality we use the choice of ρ i = n j=1 |C ij |. Since the matrices diag( 1 /ρ) · C and
are similar, they have the same set of eigenvalues (and therefore, the same operator norm). Therefore
When we have ∇ f ≤ G for some G, it implies f is G-Lipschitz in · * (the dual norm). Therefore, in our case, we have that f is 2-Lipschitz in the nuclear norm (dual of the operator norm).
Lemma B.1.3 (Strong Convexity). ([KST09])
The mirror map Φ (X) = X • log X is 1/(2n)-strongly convex with respect to the nuclear norm on the domain {X ∈ S n : X 0, Tr (X) = n}.
Lemma B.1.4. Choosing η = ε/64 and T = 256 log n/ε 2 in Algorithm 2 gives an accuracy of εn.
Proof. We show in Section B.2.3 that Algorithm 2 maintains the invariant E X (t) − X (t) ≤ δ = εn/4. Therefore we are in the framework of approximate lazy mirror descent and can use its error bound from Inequality 2.3 and bound it by εK. We plug in the parameters from Lemma B.1.1, Lemma B.1.2, and Lemma B.1.3 in the bound and get
We optimize for η by setting the first two terms equal, and get
With this expression for η, setting the bound for the right-hand side above to be εn gives T ≥ 256 log n/ε 2 ; plug this back in Equation (B.2) to get η = ε/64.
B.2 Computational Cost
From Algorithm 2, we see that there are three main parts to be computed to get the overall cost of the Arora-Kale algorithm: the number of iterations, the number of JL projections per iteration, and the cost of approximating a matrix exponential and multiplying it with a vector. We derive these values in this section.
B.2.1 Taylor Approximation for Matrix Exponential
In Algorithm 2, before we do the randomized projection to get the diagonal entries, we approximate the matrix exponential exp Y (t) /2 = TaylorExp Y (t) /2, T ′′ . Here we show a bound on
We do so by first proving a bound on
Proof. We have the following chain of inequalities.
where 1 is by the worst case values for B ii from the operator norm bound, and 2 is by the bound on ε.
Proof. We have the following chain:
3) where 1 is by the Taylor series expansion of the matrix exponential, 2 is by triangle inequality of norms, and 3 is by Stirling's approximation, j! ≥ (j/e) j . Since the right hand side of the above inequality is indexed over j ≥ T ≥ e 2 Y op , we can bound it further to get
Lemma B.2.3. In Algorithm 2, for n ≥ 2 and ε ≤ 
Observe that in each iteration of Algorithm 2, we add −η∇f ( X (t) ) to the current Y (t) in the gradient step; therefore at the end of all the T iterations,
From the values of η and T as set in Algorithm 2 (and explained in Section B), the worst-case value is
Next, from Lemma B.2.2, we require the first max e 2 Y (t) /2 op , log (1/ε 1 ) terms of the Taylor series of exp Y (t) /2 to get an ε 1 accuracy in approximation. Since T poly = 64 log n/ε ≥ e 2 Y (t) /2 op (from Inequality B.5), this choice of number of Taylor series terms corresponds to an accuracy of ε 1 = n −64/ε . From Inequality B.5, we get that
Then we have
where the last inequality is by Inequality C.20. Chaining Inequality C.18 and Inequality B.7, the condition in Lemma B.2.1 is satisfied. Applying the result of Lemma B.2.1,
B.2.2 Randomized Projections
Suppose we approximate each entry of a vector using randomized projections. Then we can state the following result about the accuracy of the function g(x) = x i / x 1 .
Lemma B.2.4. For 0 = X ∈ S n , let X = RandProj(X, 10240 log n/ε 2 ). Then
To prove this result, we need the Johnson-Lindenstrauss lemma.
Lemma B.2.5 ([JL82]
). For any 0 < ε < 1, and any integer n, let k be a positive integer such that k ≥ 20 log n/ε 2 . Then for any set V of n points in R d and random matrix A ∈ R k×d , with high probability, for all x ∈ V ,
Proof of Lemma B.2.4. Applying Lemma B.2.5 to X = RandProj X, 10240 log n ε 2
, we have that with high probability,
Tr X 2 (1−ε/32) which can be simplified to
Tr X 2 (1 + ε/8), where the last simplification is by the inequalities 1−x 1+x ≥ 1 − 2x and 1+x 1−x ≤ 1 + 4x for x ∈ 0, 1 2 . Therefore we have that
B.2.3 Number of Iterations
From Lemma B.2.3 and Lemma B.2.4 proved above, we can infer that the choice of T ′′ and T ′ in Algorithm 2 gives us the following overall error in approximating the true primal iterate.
Lemma B.2.6. In Algorithm 2, we have that
Proof. The quantity we want to bound is n exp(
Tr X (t) . Each term is bounded as:
Apply the results of Lemma B.2.3 and Lemma B.2.4 to the right hand side terms.
Corollary B.2.7. The number of iterations for convergence of the Arora-Kale algorithm is O(1/ε 2 ).
Proof. Since the Arora-Kale algorithm only depends on the diagonal entries of X, we can assume that X and X match on the off-diagonal entries. Then, X (t) − X (t) ≤ εn 4 is exactly equivalent to X (t) − X (t) nuc ≤ Therefore by Theorem 2.1, the number of outer iterations required for convergence is O(1/ε 2 ).
B.2.4 Combining All the Costs
Recall from Algorithm 2 that T ′ = O(1/ε 2 ), T ′′ = O(1/ε), and the number of iterations is O(1/ε 2 ). The cost of a matrix-vector product is O(m). Therefore, multiplying these costs gives O(m/ε 5 ), the claimed cost of Arora-Kale algorithm. This completes the analysis.
C Analysis of our Proposed Algorithm
We now analyze Algorithm 3, organizing this section as follows. In Section C.1 we derive the values of parameters that appear in the error bounds. Next, in Section C.2, we show how we construct a polynomial to approximate the matrix exponential. In Section C.3, we prove properties of the constructed estimators. We derive the number of inner iterations we have in Section C.4. In Section C.5, we establish the crucial distance invariance between true and estimated iterates, which ensures that our error is always under control. We next show in Section C.6 why we do not need to normalize our projection step, which enables us to have a simple projection. Finally, we derive the error bound in Section C.7.
C.1 Parameters of Mirror Map
As before, there are two parameters of the mirror map that we need to use in Theorem 2.1: the diameter of the constraint set as measured by it, and its strong convexity parameter.
Lemma C.1.1 (Set Diameter). Given Φ(X) = X • log X − Tr X and the domain D = {X : X 0, Tr X ≤ K}, where K ≥ n, the set diameter measured by Φ is given by D = K log K.
Lemma C.1.2 (Strong Convexity). The function Φ(X) = X • log X − Tr X is 1 4K -strongly-convex with respect to the nuclear norm over the domain D = {X : X 0, Tr X ≤ K}.
To prove the claimed strong convexity, we need the following tools.
Definition 1 (L-smoothness). A function f : R n → R is L-smooth in norm · if it is continuously differentiable and satisfies ∇f (x) − ∇f (y) * ≤ L x − y for all x and y in dom f .
For functions defined on symmetric matrices, we have the following equivalent definition of smoothness which we use.
Definition 2 (L-smoothness). A function f : S n → R is L-smooth in · if and only if for
h : R → R defined as h (t) = f (X + tH) for H ∈ S n such that X + tH ∈ dom(f ), we have h ′′ (0) ≤ L H 2 .
Theorem C.1 ([KST09]).
Assume that f is a closed and convex function. Then f is β-strongly convex with respect to a norm · if and only if f * is 1 β -smooth with respect to the dual norm · * .
Theorem C.2 ([JN08]). Let
∆ be an open interval on the real axis, and f be a twice differentiable function on ∆ such that for a certain θ ∈ R, for all a < b, where a, b ∈ ∆, we have
Let X n (∆) be the set of all n × n symmetric matrices with eigenvalues belonging to ∆. Then for X ∈ X n (∆), the function
is twice differentiable, and for every H ∈ S n , we have
. Suppose that the function f : R n → R is symmetric (that is, f (σx) = f (x) for all x ∈ dom f and all permutations σ). Then if f is convex and lower semicontinuous, the corresponding unitarily invariant function f • λ is convex and lower semicontinuous on R n×n
For our proof, we need the following functions; we then state our proof outline.
Outline of Proof. Our first goal is to show that Ψ, the matrix version of ψ defined in Equation (C.3), satisfies the property
where Φ is the mirror map, as defined in the statement of the lemma. We then prove that Ψ is β-smooth with respect to the operator norm for a certain β > 0. Applying Theorem C.1 gives the result that Ψ * is 1/β-strongly convex with respect to the nuclear norm. Therefore, by Equation C.5, this result implies that Φ is 1/β-strongly convex with respect to the nuclear norm on the domain {Y : Y 0, Tr Y ≤ K}, which proves our lemma.
We accomplish our first goal (Equation C.5) in the following sequence of steps:
(1) In Claim 1, we first prove that the function ψ and its matrix version, Ψ, are both continuously differentiable at the boundary of definition of the two pieces. (2) We then show that ψ 1 and ψ 2 are convex; combining this with the result in Claim 1, we get that ψ is convex. Applying Theorem C.3 extends the property of convexity to Ψ. (3) In Claim 3, we show that the vector functions ψ and φ satisfy ψ * 1 (x) = φ(x) for x ∈ R n + . (4) We then show in Claim 4 that given an input point x ∈ {x : x i ≥ 0, n i=1 x i ≤ K}, the point y which attains the optimum in computing ψ * 1 (x) lies in the interior of the set {y : ψ 1 (y) ≤ 2K}.
(5) Finally, to compute ψ * (x) for an input point x ∈ {x : x i ≥ 0, n i=1 x i ≤ K}, we observe the following: as proved in Claim 2, ψ is convex; the point at which the value of ψ * 1 is attained lies in the interior of the set of definition (proved in Claim 4); therefore, the point at which the value of ψ * (x) is attained must be the same as that for ψ * 1 (x), which gives us ψ * (x) = ψ * 1 (x) for x ∈ {x :
We combine these results as follows: since on the set {x : x i ≥ 0, n i=1 x i ≤ K}, we have ψ * = φ, this implies Ψ * = Φ on the corresponding set, {X : X 0, Tr X ≤ K}. We then show that Ψ is 4K-smooth in the operator norm which in turn implies that Ψ * is 1/(4K)-strongly convex in the nuclear norm. This shows the lemma.
To show smoothness of Ψ, we use Theorem C.2 to compute the smoothness constants of each part of Ψ (in Claim 6 and Claim 7), and then combine with continuous differentiability at the boundary (from Claim 1) to get the overall smoothness constant of Ψ.
Claim 1. The functions Ψ and ψ are both continuously differentiable at the boundary.
Proof of Claim. First, by plugging in the value of ψ 1 , we can check that ψ 1 (y) = ψ 2 (y) at the boundary. This implies continuity of the function ψ. Next, we check that the derivatives of the two functions are also the same at the boundary. Recall the definition from Equation (C.3):
Therefore the i-th component of the gradient is given by
At the boundary of the two parts of the function, we have ψ 1 (y) = 2K. Substituting this into the above gradient gives ∇ψ 2 (y) = ∇ψ 1 (y).
This shows that ψ is continuously differentiable at the boundary. We only used chain rule of derivatives here, which applies to matrices as well, so by the exactly same reasoning, we also get that Ψ is also continuously differentiable at the boundary.
Claim 2. The functions ψ and Ψ are convex.
Proof. First we show convexity of the corresponding vector function ψ. Recall from Equation (C.3) that
Clearly, both ψ 1 and ψ 2 are convex (these are standard functions; for ψ 2 , see Section 3.1.1 in [BV04] ). Combining this with the continuous differentiability from Claim 1 gives convexity of ψ.
Finally, we use Theorem C.3 to prove the convexity of the corresponding matrix function, Ψ.
Claim 3. For any input x ∈ R n + , we have ψ * 1 (x) = φ(x).
Proof of Claim. By definition, we have
Observe that the domain of ψ * 1 is R n + (because if there exists an input with a negative coordinate, then the corresponding coordinate of the maximizer y * can be made to go to −∞). Therefore, given an input x ∈ R n + , the supremum is attained at y * satisfying x i = exp(y * i ). This means the maximizer y * satisfies
Therefore the conjugate is ψ *
Claim 4. For any x in the set {x :
x i ≤ K}, the point y * = argmax x T y − ψ 1 (y) lies in int {y : ψ 1 (y) ≤ 2K}, where int denotes the interior of the set.
Proof of Claim. From the proof of Claim 3, for any x ∈ R n + , we have that y * = argmax x T y − ψ 1 (y) satisfies y * i = log x i , 1 ≤ i ≤ n. In addition to this, the statement of the lemma also requires the input x to satisfy
Plug in the values of x in terms of y in the above inequality to get
which is the same as saying ψ 1 (y * ) ≤ K < 2K. This shows that the optimum, y * , lies in int {y : ψ 1 (y) ≤ 2K}.
Claim 5. We have ψ * (x) = ψ * 1 (x) on all x ∈ {x :
Proof of Claim. By definition of conjugate and ψ,
From Claim 2, ψ is convex. Therefore the function to be maximized in Equation (C.6) is concave. From Claim 4, for input x in the set {x :
we have that the maximizer argmax y x T y − ψ 1 (y) lies in the interior of {y : ψ 1 (y) ≤ 2K}. Therefore for input x ∈ {x : x i ≥ 0, n i=1 x i ≤ K}, the maximizer of Equation (C.6) is also the same as that of ψ * 1 (x). This gives ψ * (x) = ψ * 1 (x).
Claim 6. The function Ψ 1 (Y ) defined over {Y : Tr exp Y ≤ 2K} is 4K-smooth.
Proof of Claim. Let g (u)
def = exp(u). The stated claim is equivalent to saying that on the domain
First, g is convex and differentiable (any number of times). In particular, we have that g ′′ is convex. For any a, b, applying the Mean Value theorem to some point ζ ∈ (a, b), convexity of g ′′ , and g ′′ ≥ 0 (due to convexity of g), we have
This satisfies the right-hand side condition for Theorem C.2 with θ = 2; so we can conclude from Theorem C.2 that
where we used the domain constraint for Ψ 1 in the last inequality, and the fact that matrix exponential is positive semidefinite in the first (Hölder's) inequality. By the definition of smoothness constant from Inequality C.7, this implies the lemma. 
, and ℓ
Therefore we can write:
We already showed in Inequality C.8 that
We also have that h(0) = Tr exp(Y ) ≥ 2K (by assumption of the lemma). Plugging these along with the value of a into Equation (C.9) gives us
This implies the claimed smoothness constant.
Proof of Lemma C.1.2. For the functions defined in Equation (C.1), Equation (C.2), Equation (C.3), and Equation (C.4), we can combine Claim 3 and Claim 5 to get that
This implies Ψ * (X) = Φ(X), for X ∈ {X : X 0, Tr X ≤ K}.
Next, applying Claim 1, Claim 6, and Claim 7, we get that the function Ψ is continuously differentiable with smoothness constant 4K. Invoking Theorem C.1, we immediately obtain that Ψ * is strongly convex with parameter 1 4K . This implies that Φ is strongly convex with the same parameter over the set {X : X 0, Tr X ≤ K}.
C.2 Chebyshev Approximation of the Matrix Exponential
In this section, we show how to construct a polynomial approximation of our matrix exponential. The standard technique to do so involves truncating the Taylor series approximating this matrix; however, a quadratically improved bound on the number of terms required for the computation is provided by Sachdeva and Vishnoi [SV14] using Chebyshev polynomials. We follow their notation and summarize their main results below for the sake of completeness.
C.2.1 A Brief Summary of Chebyshev Approximation
For a non-negative integer d, we denote by T d (x) the Chebyshev polynomials of degree d, defined recursively as follows:
Let Y i be i.i.d. variables taking values 1 and −1 each with probability 1/2.
We can use these to construct a polynomial with degree roughly √ s that can well approximate x s .
The formal statement follows. 
Building upon this result, they obtain some powerful approximations. We now summarize these. Define the polynomial:
Then we can use q to approximate an exponential with the following error guarantee.
Lemma C.2.1 (Lemma 4.2 of [SV14] ). For every λ > 0 and δ ∈ (0, 1/2], we can choose t = max(λ, log(1/δ)) and d = t log(1/δ) such that
This is a quadratic improvement over the standard cost (degree) of approximating an exponential using truncated Taylor series. Finally, they use this lemma to generalize the approximation from the [−1, 1] interval to the interval [0, b], as stated below.
Theorem C.5 (Theorem 4.1 of [SV14] ). For every b > 0, and 0 < δ ≤ 1, there exists a polynomial r b,δ that satisfies sup
and has degree O( max(b, log(1/δ)) · log(1/δ)).
The proof of this theorem uses λ def = b/2, and t and d as defined in Lemma C.2.1, and defines the polynomial
where d = max 
By choosing λ = 
Using Equation (C.13) above gives
. Substitute these into the last inequality to get the statement of the lemma.
C.2.2 Chebyshev Approximation in Our Algorithm
We can use the above results to approximate a matrix exponential as follows. Observe that
where λ i are the eigenvalues of Y and ChebyExp is the subroutine described in Corollary C.2.2. We only need the spectrum of Y in order to complete the approximation, and that is what we proceed to derive below. Once we have the spectrum, we simply combine it with the above results. Proof. Recall that Y = −η∇f (X). Since we start Algorithm 3 with Y (1) = 0, at the t-th iteration, we have Y (t) = − t i=1 η∇f X (t) . Plugging in the parameters displayed in Table 2 , we get that the total number of iterations of the algorithm is T inner × T outer = 1 ε 3 24 × 10 5 (log(n/ε)) 11 log n, the Lipschitz constant of the objective function is ∇f op ≤ 2, and the step size is η = ε 2 8×10 4 (log(n/ε)) 11 . Multiplying these gives
11 · 24 × 10 5 × (log(n/ε)) 11 log n ε 3 = 1 ε 60 log n.
Therefore, the eigenvalues are the in range
We now show a better upper bound on the spectrum. Since our algorithm maintains Tr X (t) ≤ K (see Equation (3.2)), and X (t) = exp Y (t) (see (3.3)), it implies we have
Since the matrix exponential is positive semidefinite, this implies exp Y (t) op ≤ K, and therefore,
Combining Equation (C.15) and Equation (C.16) gives the claimed bound on the operator norm.
We finally get our result.
Lemma C.2.4. In Algorithm 2, for n ≥ 2 and ε ≤ 1 2 , set T Cheby = 150 √ ε log(n/ε), δ = (ε/n) 401 , and
Proof. We plug into Equation (C.14) the following bounds obtained from Lemma C.2.3:
Applying Equation (C.14), we then get
We have K = 40n (log n) 10 ; therefore, if we want the error bound to be roughly ε n , then we need to pick δ = polylog(ε, n). Because of technical details in Lemma C.5.1, we choose
This gives us the following result.
From Lemma C.2.1, we get that the degree of polynomial required to achieve this guarantee is Required Degree = 2 × 10 4 ε log n log(n/ε) ≤ 150 √ ε log(n/ε).
This is the value of T Cheby that we choose. We now bound the quantity we actually care about. We can write exp
n 396 , the error guarantee obtained above. Then
Therefore, we get that exp
n 390 . Since we are assuming n ≥ 4, we can substitute that above and get
In conclusion, we showed that we can approximate our matrix exponential to ε-accuracy using O(1/ √ ε) terms in the polynomial approximation.
C.3 Properties of Estimators
Since we have an inner loop in Algorithm 3 with estimated quantities, it is crucial for the convergence that these estimators have a small bias and variance. In this section we show that this is indeed the case. We first prove two technical results which we apply in proving properties of θ 1 and θ 2 , and subsequently those of the overall estimator θ.
C.3.1 Two Technical Results about Estimators
Lemma C.3.1. Consider a positive random variable x sampled from the distribution X with mean µ and variance σ 2 . For some integer k > 0, we construct the distribution G(X) = PolyInvSqrt (X, k) as defined in Equation (3.5). Consider a random variable g sampled from G(X). Then we have that
(1) The bound on the first moment of g is given by
(2) The bound on the second moment of g is given by E |g| 2 ≤ k
Proof. Recall that given a distribution X with a positive support, and integer N > 0, we define PolyInvSqrt as the approximation for g (u) = u − 1 /2 at x 0 sampled from X:
where
(2ℓ − 1) denotes the k-th derivative of g evaluated at u. Then the expected value of g with respect to the distribution G(X) is
To see how the term on the right hand side of Equation (C.21) differs from the true quantity to be estimated, we apply Taylor's remainder theorem: for some point ζ lying between µ and x, we have
, where the second inequality follows from
and the fact that ζ lies between x and µ. Combining this with Jensen's inequality gives us the final bound on the first moment,
To prove the bound on the second moment, we again start with the definition of PolyInvSqrt,
Here 1 is by Cauchy-Schwarz inequality; 2 is because each x j,ℓ is sampled independently; for 3 , we add and subtract µ from the term inside the square and use E ( x − µ) 2 = σ 2 and that x and x are independent and identically distributed; 4 uses Inequality C.22.
Lemma C.3.2. Given u ∈ R n such that µ def = u 2 2 = 0, and positive integers k > 1 and N ≥ 4k + 6, construct the distribution X = RandProj (u, N ). Let x be sampled from X. Then the following properties are true.
Before diving into this proof, we state below a tool we need about logconcave distributions.
Theorem C.6 (Theorem 5.22 in [LV07]). If X ∈ R n is a random point sampled from a logconcave distribution, then
Proof of Lemma C.3.2. By linearity of the Gaussian distribution, given a ζ ∼ N (0, I n ) and for some u ∈ R n , we have ζ T u ∼ N (0, u 2 2 ). Therefore RandProj(u, N ) gives us a scaled chi-squared distribution, X = µ N χ 2 N . Using parameters of a standard chi-squared distribution gives us
which proves (1) and (2). To prove (3), we first scale the random variable x by N/µ to make it of a standard chi-squared distribution; this makes our computations easier, since we later need to use the closed-form expression of the probability density function of x. After the scaling, we have
Therefore,
Here 1 follows from Jensen's inequality applied to the function g(x) = x k for k > 1 and x > 0; the equation 2 follows from Equation (C.25). We now bound A by considering the random variable in two disjoint intervals as follows.
To bound B , we divide the region {x < N/4} into intervals of geometrically-varying lengths as follows.
where the inequality follows from the worst case upper bounds for the numerator and 1+2 k ≤ 5 k for k ≥ 1 and the worst case lower bounds for the denominator over each interval {N/2 j+1 ≤ x < N/2 j }. For a > 0 and a random variable x ∼ χ 2 N , we have the following cumulative distribution function:
where we used the Sterling approximation of Gamma function in the second inequality. Substituting a = 2 −j N and simplifying gives
where we used the condition that N ≥ 4k + 6 in the first two inequalities. Next, we bound C .
where 1 is by invoking Theorem C.6, which is valid by logconcavity of chi-squared distribution, and 2 is by Jensen's inequality. Plugging Inequality C.31 and Inequality C.32 into Equation (C.27) gives:
which is what is to be proved.
C.3.2 Properties of θ 1
We prove the bounds on first and second moments of θ 1 . Note that this is where we make our choice of T ′ and T ′′ for the modules RandProj and PolyInvSqrt used in estimating θ 1 in the subroutine Estimator1. (In this section these two parameters are called T 1 and T 2 , respectively.) Lemma C.3.3 (Properties of θ 1 ). Given Z ∈ S n and ε ∈ (0, 1 /2), let Z 2 = RandProj(Z, T 2 ), and
Let T 1 = 1600 log(n/ε) and T 2 = 2 14 T 2 1 . Then for all 1 ≤ i ≤ n,
.
(2) The second moment satisfies E θ 1 i 2 ≤ 6400 log(n/ε) (Z 2 ) ii .
Proof. Consider a random variable sampled from the distribution ( Z 2 ) ii and add one to it. Call this random variable x. Because of Lemma C.3.2, we have E x = 1 + (Z 2 ) ii . This satisfies the required bias condition of Lemma C.3.1 for constructing a polynomial approximation for 1/ 1 + (Z 2 ) ii . Then θ 1 i satisfies
where 1 is by Lemma C.3.1, 2 is by Jensen's inequality, and 3 is by (3) in Lemma C.3.2. Finally, set T 1 = 1600 log n ε and T 2 = 2 14 T 2 1 to get the claimed bias. Next, we can bound the variance as follows.
where 1 is by (2) in Lemma C.3.1, 2 is by (3) in Lemma C.3.2, and 3 is by writing T 2 in terms of T 1 . This proves the bound on the second moment.
In Algorithm 3, we construct the matrix Z as an approximation to exp 1 2 Y (t) + s∆ by the subroutine ChebyExp 1 2 Y (t) + s∆ , T Cheby , (ε/n) 401 , with details as provided in Lemma C.2.4. With this value of Z and the same rest of the notation as in the above lemma, we therefore wish to compare E θ 1 i with
. Note that the above lemma only tells us that we are close to
, but Z, as defined above in Lemma C.2.4, is only an approximation to exp 1 2 Y (t−1) + s∆ . We therefore obtain the following corollary which gives us a precise bound on the bias we care about.
Corollary C.3.4 (Bias of θ 1 i ). The estimator θ 1 i described in Algorithm 5 satisfies
where ε θ 1 = √ 2 ε n 400 and δ = 4800
For ease of notation, let δ
n 390 . Given a−δ ≤ b ≤ a+δ, we use the Taylor series approximation to compute the error
. We have:
where we used the Taylor approximation of
for small x. Thus, we have:
, which proves the claim.
C.3.3 Properties of θ 2
Lemma C.3.5 (Properties of θ 2 ). Given matrices Z 1 , Z 2 , Z, and ∆ ∈ S n . Sample ζ ∼ N (0, I n ), and define θ 2 ∈ R n as θ
(1) The first moment satisfies
Proof. The bias is defined as
where the second step is from the fact that ζ ∼ N (0, I n ) and linearity of expectation, and the last is by definition of θ 2 . Next, from Lemma D.0.1, given a, b ∈ R n and ζ ∼ N (0, I n ), we conclude that
This proves the bound on the second moment.
As before, we can obtain, as a corollary of this result, a comparison of the mean of our estimator with the quantity we actually are trying to compute.
Corollary C.3.6 (Bias of θ 2 i ). The estimator θ 2 i described in Algorithm 6 satisfies
n 390 . Proof. This proof simply involves writing out some matrix products and bounds on the diagonal entries of the products (using the operator norm of the individual matrices). We show this below. Let Z 1 = exp τ Y (t−1) + s∆ + U 1 , Z 2 = exp (τ − 1/2) Y (t−1) + s∆ + U 2 , and Z = exp 1 2 Y (t−1) + s∆ + U . From Lemma C.3.5, we have that E θ 2 i = θ 2 i . We now express θ 2 i in terms of the matrix exponentials we care about. For ease of notation, we use Y s = Y (t−1) + s∆.
We can bound this by bounding the operator norm of each of the terms. Matrix norm is submultiplicative, so this in turn is bounded by the operator norm of the individual terms in the matrices. From Equation (C.16), we know that exp (αY s ) op ≤ K α , ∆ op ≤ ηG, U 1 op ≤ δ, U 2 op ≤ δ, and U op ≤ δ, where δ = 4800ε 401 n 390 . Substituting these values here and bounding each term by the largest of all terms gives us:
which is to be proved.
C.3.4 Properties of the Overall Estimator, θ
Lemma C.3.7 (Main Property of Estimator θ (t) ). The estimator θ (t) satisfies the following bound on its second moment:
Proof. We can get the bound on the bias by combining Corollary C.3.4 and Corollary C.3.6:
Since the expressions in this proof are quite long to write out, we'll introduce some shorthand notation for this proof. Denote:
Therefore, we get the following error bound.
. Therefore, the right hand side above is bounded by:
We now compute a quantity which will be useful later:
We now compute these terms separately.
Here, A was because
ii , which can be checked by a simple computation. Similarly, the sum in the cross-term can be computed as follows.
(C.36)
Substituting Equation (C.35) and Equation (C.36) into Equation (C.34), and using
gives us:
We now prove the final variance bound.
Combining Lemma C.3.3 and Lemma C.3.5, we get:
where A shows the significance of carefully choosing the split in the estimator θ 2 , which enabled the cancellation of 1 (Z 2 ) ii and (Z 2 ) ii . We now bound Tr Z 2 2 ∆Z 2 1 ∆ . Let Z 1 = exp τ Y (t−1) + s∆ +U 1 and Z 2 = exp τ Y (t−1) + s∆ + U 2 . In Lemma C.2.4 we showed how to construct Z 1 and Z 2 as δ = 4800ε 401 /n 390 approximations to the respective matrix exponentials. Thus, writing U 1 op = U 2 op = δ and expanding out the product Z 2 2 ∆Z 2 1 ∆ in terms of the true matrix exponentials and the error matrices, we get the following:
We now invoke Lemma D.0.2 which states that given A 0 and B ∈ S n , and α ∈ (0, 1), we have that Tr A α BA 1−α B ≤ Tr AB 2 . In this case, observe that 2τ + 2τ − 1 = 1. Choose A = exp Y (t−1) + s∆ and B = ∆. Any matrix exponential is positive semidefinite, and ∆ is a symmetric matrix since the gradient of the objective is symmetric. Thus, the conditions of Lemma D.0.2 are met. Therefore we have:
where the last inequality follows from applying Holder's inequality with the nuclear norm and operator norm. Plugging this back into Equation (C.38) and completing the integration gives
C.4 Number of Inner Iterations
We can use the general expression for overall running time to choose a value for number of 'lowaccuracy' iterations. The total computational cost of the algorithm is T outer × 10 5 (log n) 21 ε 2 T exp + T outer × T inner × 2 30 log 1 ε
Proof. By definition of ||| · |||, we have
ii + 1 X (t)
ii + 1 − X (t)
where we used Cauchy-Schwarz inequality for the first inequality and Equation (3.2) for the second one. We first bound B . We can write a recursive formulation for as follows.
X (t)
ii + 1 = X
ii + 1 − X
ii + 1
We invoke Johnson-Lindenstrauss lemma (restated in Lemma B.2.5 for completeness) and choose the accuracy parameter for it to be such that X
ii − X Kε 2 6 × 10 5 (log(n/ε)) 21 + Kε 2 nδ 2500 (log(n/ε)) 12 + Kε 2 n 2 (ε θ 1 + 2δ) 4 × 10 5 × (log(n/ε)) 12 .
Plugging this back into Inequality C.42 with the values of ε θ 1 and δ gives:
G ≤ Kε 2 10 4 (log n) 20 + Kε 2 6 × 10 5 (log n) 21 + 2Kε 403 (log(n/ε)) 12 n 389 + 3Kε 402 41 (log(n/ε)) 12 n 388 ≤ Kε 2 1 10 4 (log n) 20 + 1 6 × 10 5 (log(n/ε)) 21 + 2ε 401 (log(n/ε)) 12 n 389 + 3ε 402 41n 388 (log(n/ε)) Plugging this back into Inequality C.42 and using K = 40n (log n) 10 gives E X (t) − X (t) ≤ 1.132nε.
Since Algorithm 3 only uses the diagonal entries of X (t) at any iteration t, we can assume the off-diagonal entries exactly equal those in X (t) . Therefore X (t) − X (t) is a diagonal matrix. For a diagonal matrix A, we can see that |||A||| = A nuc . Therefore, we have
nuc ≤ 1.132nε.
C.6 The Expanded Domain Trick for Projection
In Algorithm 3, we use a trick to ensure that we don't have a complicated quantity to estimate inside the constant-accuracy iterations. The trick is to expand the domain of definition of the mirror map by a polylogarithmic factor; we claim: this ensures that when the gradient step of mirror descent is performed, the new point is already inside the expanded domain, thereby eliminating the need for the extra projection step. Since there is no projection involved now, we do not have to normalize the matrix exponential with the trace.
The goal of this section is two-fold: first, we show that if the trace constraint is inactive, the projection step is indeed simple; second, to prove the claim that the point obtained by the gradient step is indeed inside the expanded domain. We remark that this is also the lemma where we choose the optimal number of iterations in the outer loop of Algorithm 3.
Lemma C.6.1 (Projection Under Inactive Constraint). Consider the mirror map defined in Equation (3.1):
Φ(X) = X • log X − Tr X, over {X : X 0, Tr X ≤ K}.
Assuming that the trace inequality is never active, we have that
Since Φ is α-strongly convex in the nuclear norm, we have D Φ (X * , X) ≥ α 2 X * − X 2 nuc . Since this is at least α 2 X * − X 2 . Chaining this with Inequality C.45 gives
We now bound each of the terms on the right-hand side. We remark that this is actually where we choose the appropriate value of T outer . B = η 2 G 2 T inner T outer α 2 = ε 4 64 × 10 8 (log(n/ε)) 22 · 4 · 1 ε 2 · 1 ε 24 × 10 5 (log(n/ε)) 11 log n · 16 40n (log n) 10 2 ≤ 40εn 2 (log n)
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The second term in the bound is:
To compute D Φ ( X (1) , X * ), we recall the definition of Bregman Divergence:
Also recall that X (1) = I, by our algorithm. Therefore, Φ( X (1) ) = −n and ∇Φ( X (1) ) = 0. Applying Hölder's inequality, we can bound Φ(X * ) as follows:
Φ (X * ) = X * • log X * ≤ Tr X * log X * op ≤ n log n.
Therefore D Φ X * , X (1) ≤ n log n. Now we go back to the quantity we were trying to bound:
C ≤ 2 · n log n · 4(40n(log n) 10 ) ≤ 320n 2 (log n) 11 .
Finally, the last term is: D = 2 α ηT inner T outer δ ′ G ≤ 2 · 4K · 30 log n ε · 1.132nε · 2 = 21735n 2 (log n)
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Summing these terms and plugging back into Equation (C.46) gives
≤ n 2 (40ε(log n) 10 + 320(log n) 11 + 21735(log n) 11 ).
< n 2 (0.77(log n) 20 + 17(log n) 20 + 1150(log n) 20 )
≤ 1168n 2 (log n) 20 ≤ 35n (log n) 10 , which completes the induction.
Therefore we have X (t) − X * ≤ 38n (log n) 10 for all t. Since Tr X * = n, this gives Tr X (t) < 40n (log n) 10 = K, which proves our original claim.
C.7 Error bound
Finally, we put together all the parameters derived above to obtain our claimed error bound.
Lemma C.7.1. Running Algorithm 3 gives an output for (2.1) that has an error bound of Kε.
Our algorithm is in the framework of approximate lazy mirror descent, with error bound given by Theorem 2.1, restated below.
Theorem 2.1 (Approximate lazy mirror descent). Fix a norm · . Given an α-strongly convex mirror map Φ : D → R and a convex, G-Lipschitz objective f : X → R, run Algorithm 1 with step size η and parameter δ where E x (t) − x (t) ≤ δ. Let the diameter of X ∩ D be D def = sup x∈X ∩D Φ (x) − inf x∈X ∩D Φ (x). Then after T iterations, Algorithm 1 returns x (t * ) satisfying
Proof. Our proof involves plugging in the values of the parameters (from Table 2 ) in the above bound. Since we assume n ≥ 4, we use log n ≤ √ n in one of the calculations below.
D T η = Kε log K 30 log n ≤ Kε log 40 + 6 log n 30 log n ≤ 0.29Kε. 2ηG 2 α = 32ε 2 K 8 × 10 4 (log n) 11 = Kε 2500 (log n) 11 ≤ 2 × 10 −5 Kε δG = 1.132nε ≤ Kε 35 (log n) 10 ≤ 11 × 10 −4 Kε Summing these quantities gives the upper bound on the error to be εK, as claimed.
D General Technical Results
Lemma D.0.1. Given a, b ∈ R n , we have that E ζ∼N (0,I) (ζ T a) 2 (ζ T b) 2 ≤ 3 a 2 2 b 2 2 . Proof. By Cauchy-Schwarz inequality, the functions f 1 and f 2 satisfy E ζ∼N (0,I) (f 1 (ζ) f 2 (ζ)) ≤ E ζ (f 1 (ζ)) 2 E ζ (f 2 (ζ)) 2 . Choose f 1 (ζ) = (ζ T a) 2 and f 2 (ζ) = (ζ T b) 2 . Since ζ ∼ N (0, I) and all the coordinates of ζ are independent, Var(ζ T a) = 
