We consider in detail a new mathematical neural-counting model that is remarkably successful in predicting the correct detection law for pure-tone intensity discrimination, while leaving Weber's law intact for other commonly encountered stimuli. It incorporates, in rather simple form, two well-known effects that become more marked in the peripheral auditory system as stimulus intensity is increased: (1) the spread of excitation along the basilar membrane arising from the tuned-filter characteristics of individual primary afferent fibers and (2) the saturation of neural counts due to refractoriness. For sufficiently high values of intensity, the slope of the intensity-discrimination curve is calculated from a simplified (crude saturation) model to be I --I/4N, where N is the number of poles associated with the tuned-filter characteristic of the individual neural channels. Since 1 <_ N < oo, the slope of this curve is bounded by 3/4 and I and provides a theoretical basis for the "near miss" to Weber's law. 
INTRODUCTION
Though the first experiments on pure-tone intensity discrimination in audition were performed by Riesz in 1928, this same topic continues to draw lively interest some 50 years later. Why does this fundamental discrimination problem continue to perplex us, when the seemingly more difficult companion discrimination problems of tone-in-noise, and noise-in-noise, appear to have long ago yielded to solution? The answer, we believe, lies in the substantially greater role that saturation effects play in the pure-tone case.
Indeed, saturation has been increasingly drawn into the picture as a central element in a number of attempts to understand the outcomes of psychophysical discrimination experiments in the past decade. Yet, mathematical models incorporating the effect have, for the most part, been phenomenological in nature. In this work, we specifically link the saturation of counts in individual neural channels with a nonparalyzable deadtime t process, and, in accord with neurophysiological evidence for individual fibers, ascribe to each channel perimentally over virtually the entire range of SL's (Hawkins and Stevens, 1950; Miller, 1947) .
if we form the hypothesis that a brief auditory stimulus creates a simple Potsson neural-counting process with a count rate n directly proportional to the stimulus energy g, we arrive at the deVries-Rose "square-rootdetection l•w (deVries, 1943; Rose, 1942; McGill, 1967 McGill, , 1971 ). This law is represented by a straight-line intensity-discrimination curve with a slope of «. Recognizing this, Goldberg (1968a, 1968b) 
In spite o• the fact that both the McGill-Goldberg and
Penner models are enticing in their simplicity, neither is altogether satisfactory. In the first place, neither McGill and Goldberg nor Penner account for the observed frequency response characteristics of the individual channels, and in the second place, the assumed powerlaw relationship of count rate to ener•j/has been formed on an ad hoc basis. We remedy both of these deficiencies in our model.
Another class of models, on which less analytical work has been carried out, comprises the spread-ofexcitation models (Zwicker, 1956 (Zwicker, , 1970 Schuknecht, 1960; Bos and aleBoer, 1966; Whitfield, 1967) . The assumption here--and it is based on firm neurophysiological evidence--is that the excitation pattern stimulated by a pure tone will spread out along the basilar membrane as the intensity of the tone is increased. The effect is not small, and we account for it in our model by assuming frequency roll-off characteristics for individual neural channels. We The nature of the decision center will depend o• the physical parameter being observed. For the intensity-discrimination phenomena investigated in this paper the subject is usually asked to select which of two observed bursts is the more intense. 1968a, 1968b) work, the stronger level was fixed and the weaker level was adjusted until 75% correct decisions were obtained.
They found experimentally that for sufficiently large
Es, a plot of log(E s-E•) versus log(E s) yielded a slope of about 1•. We shall investigate the slope of the corresponding intensity-discrimination curve predicted by our linear-filter refractoriness model (LFRM).
For large levels of E s and E,. and the case of pure tones (which are nonrandom), many independent channels are being added, so that it is reasonable to assume that the total number of counts X is a discrete random variabte which is approximately normal (Gaussian).
(see Parzen, 1962 ). Let r =•Xs-X•,
where X s is the total number of counts when E s is the signal energy and X• is the total number of counts when E w is the signal energy. ¾ is'clearly a normal random variable ( This "rough and ready" model will be applied to •ituations where the input energy is much larger than E•, and it will yield results that generally agree with those obtained from the more accurate accounting of the refractoriness effects described in the previous section.
In particular, we shall find a simple analytic expression for the slope of the intensity-discrimination curve. We note that the conditions required for the crude saturation calculation are not specific to the detailed nature of the saturation (refractoriness is only one example), and the results are expected to be meaningful only for large values of the baseline intensity.
Those channels whose characteristic frequencies are near the frequency of the input signal will be completely saturated, whereas those channels Whose characteristic frequencies differ considerably from that of the input tone will (in this crude model) experience no saturation effects whatever. This can be put in more quantitative form by solving the equation is obtained from the reported experimental data for a value of I in the vicinity of 40 dB SPL. (/ and AI refer to intensity levels.) This is matched to log(AE) in our computed data and the corresponding value of 10 log E s is then compared withi dB SPL. The 10 log E s scale is shifted by the difference between these two values. We have compared our results with the data reported by Luce and Green (1974) Table I 
log (E s -E•) = log(AE

