Introduction
In 1970, the rst author was the co-inventor (Williams & Wittrick 1970; Wittrick & Williams 1971 ) of the Wittrick{Williams (WW) algorithm, which remains the only way of solving the transcendental eigenproblems of structural analysis with the certainty that all required eigenvalues will be found to the desired accuracy. Here, the eigenvalues are usually the natural frequencies of undamped free vibration problems or the critical loads of buckling problems. (The exception is the application to wave propagation mentioned at (vi) below.) The eigenvectors are then, respectively, the vibration and buckling modes associated with the eigenvalues. The transcendental eigenproblem di¬ers from the much better known linear eigenvalue problem as follows.
When the vibration problem is discretized, typically by using the nite-element method (FEM), the mass matrix M and static sti¬ness matrix K of the structure are both symmetric and of the same nite order, with K positive-de nite or semide nite. Hence the eigenvalues and eigenvectors are found by solving the associated generalized linear eigenproblem
( 1.1) where D is the modal vector and contains amplitudes of quantities that vary sinusoidally with time t, i.e. they must be multiplied by sin !t, where ! is the circular frequency, so that f = ! 2 . Alternatively, in buckling problems, f is the load factor and M is the symmetric geometric sti¬ness matrix.
In contrast, and again using free vibration of structures as the primary example, methods are often available that are exact, in the sense that the di¬erential equations of the associated continuous problem are solved. Therefore, the in nite number of degrees of freedom of the problem are retained in the solution, so that a dynamic sti¬ness matrix is obtained that includes both the sti¬ness and mass contributions and is a transcendental function of the eigenparameter, i.e. of f = ! 2 . Hence the eigenproblem can be expressed as
( 1.2) where K(f ) is the dynamic sti¬ness matrix. The eigenvalues of this transcendental eigenproblem can be extracted to any required accuracy by using the WW algorithm. Similarly, in buckling problems (Wittrick & Williams 1973a) , the transcendental sti¬ness matrix of (1.2) involves both the static sti¬ness and geometric sti¬ness e¬ects and is a transcendental function of the load factor. Once again, the WW algorithm can be used to extract all the required eigenvalues with certainty. The authors and colleagues have extended and applied the algorithm in many ways, including the following.
(i) Application to frames (Williams & Wittrick 1970; Howson & Williams 1973; Howson 1979; Howson et al. 1983 Howson et al. , 1995 Gupta & Howson 1994; Howson & Jemah 1999a; .
(ii) Theory and software for prismatic plate assemblies, e.g. sti¬ened panels and complete wing boxes (VICONOPT), which has been extensively used (and funded since 1981) by British Aerospace and NASA for civil and military aircraft and spacecraft (Wittrick & Williams 1974; Anderson et al. 1983; Kennedy et al . 1994 ).
(iii) Improved mode-nding methods (Hopper & Williams 1977; Ronagh et al . 1995) .
(iv) Design applications (Butler & Williams 1992) , including cost optimization by a novel generic approach (Edwards et al . 1998 ).
(v) Extensions to spinning structures (Wittrick & Williams 1982) , rotationally periodic structures (Williams 1986) , mixed variable systems including transfer matrix methods (Zhong et al. 1997) and advanced substructuring methods (Powell et al. 1997) .
(vi) Wave propagation along prismatic plate assemblies with longitudinally periodic supports .
(vii) Filtering, as a step towards control problems (Zhong & Williams 1999) .
Before proceeding, it should be recorded that there has also been noteworthy work on structural applications of the WW algorithm by other researchers (for example, see particularly Williams & Wittrick (1983) for a survey of the rst 12 years of such work). Of particular noteworthiness are the several papers and sophisticated associated framework software ofAkesson and his colleagues at Chalmers University (see, for example, Akesson 1976 ). More recent work by Melosh and Smith (see, for example, Smith et al . 1993 ) includes some mode nding and Balakrishnan (1993 Balakrishnan ( , 1995 has covered ®exible structures. The WW algorithm has also been applied outside the area of structural engineering, e.g. it has been applied to ®uid vibrating in pipes (Frid 1989 (Frid , 1990 , heat and mass di¬usion Mikhailov & Ozisik 1984) and Sturm{Liouville problems . However, all this previous research on the WW algorithm has dealt to only a small and/or unsatisfactory extent with the analogies between the associated transcendental eigenproblem and the numerous linear eigensolution methods, which are available and widely applied in many disciplines. The present paper lays the basis for such analogies, drawing important conclusions that are also relevant to the areas outside structural engineering identi ed above. In particular, a new property, known as the member sti¬ness determinant, is introduced and is used to construct the determinant of the sti¬ness matrix of a hypothetical in nite order eigenvalue problem. This approach leads to more secure location of eigenvalues because the poles in the plot of jK(f )j against f are eliminated.
Derivations of the WW algorithm
Early papers derived the WW algorithm in four di¬erent ways. Two started from Rayleigh's theorem (Williams & Wittrick 1970; Wittrick & Williams 1971) , one started from energy arguments (Wittrick & Williams 1973a ) and the nal one (Wittrick & Williams 1973b ) started from the Sturm sequence property of an exactly equivalent nite-element model of (hypothetically) in nite order. This nal derivation lies at the heart of all that follows in this paper and the larger project it leads into and so is restated below.
The Sturm sequence property applies to (1.1) when K and M are symmetric and K is positive-de nite and can be stated as follows, although it is usually stated in more mathematical terms. J , the number of eigenvalues lying between zero and any trial value f t of the eigenparameter, can be calculated as the number of negative elements on the leading diagonal of (K ¡ f t M ) ¢ , which is the upper-triangular matrix obtained from (K ¡ f t M ) by performing Gauss elimination in its usual simple form, in which appropriate multiples of the pivotal row are subtracted from all (unscaled) succeeding rows and rows become pivotal in sequence.
The rst step of the proof of the WW algorithm is to start from the hypothetical in¯nite-order Sturm sequence problem obtained by allowing the order N of the matrices K and M to approach in nity in (1.1), while assuming that the discretization used to obtain K and M is such that the accurate solution of this hypothetical problem would give the correct solution for the real, continuous, problem.
The second step is to perform Gauss elimination, in exactly the form just described, on this matrix, but to arrest it after N i = N ¡ N c rows have been pivotal. In the case of a framework, N c can be thought of as the number of degrees of freedom at the joints (i.e. connection nodes) at which the members are connected together, so that N i is the in nite number of degrees of freedom between their ends possessed by real members. This is equivalent to starting from
where superscript`T' denotes the transpose of a matrix, and hence obtaining
Here, C is of no further interest and the problem reduces to
Of course, with the exception that N is then nite, the process of obtaining (2.3) from (2.1) is identical to that used to reduce the order of a nite-element problem by exact means, e.g. by exact substructuring, although the matrix K(f ) is then often expressed as
The third key step to deriving the WW algorithm is to recognize that exactly the same K(f ) as that of (2.3) can be derived directly, by solving the di¬erential equations of the members of the structure, e.g. for vibration of structures to allow exactly for distributed mass instead of accepting the discretization errors of the traditional FEM. Because this obviates the necessity to use (2.1){(2.4), it also avoids the impossible task of assembling the in nite-order eigenvalue problem of (1.1) with N ! 1, which is why it was called hypothetical earlier.
The fourth key step is to realize that if sf¢g denotes the Sturm sequence property then, by inspection of (1.1), (2.1) and (2.2) and completing the Gauss elimination, which was arrested to obtain (2.2),
The fth and nal key step is to realize that sfK(f t )g can be calculated as the number of negative leading diagonal elements of K(f t ) ¢ , where ¢ denotes the uppertriangular matrix obtained numerically from K(f t ) by the Gauss elimination procedure described earlier (or its equivalent), while sfK ii ¡ f t M ii g can be found via its physical interpretation as the sum over all members of the structure of the contributions that they would make to J if constraints were applied to enforce D c = 0. This summed quantity is denoted by J 0 , so that and hence (2.5) becomes the WW algorithm
Two speci c illustrations of how J 0 is calculated by physical interpretation are those for vibration or buckling of structures for which D c comprises the degrees of freedom at the joints,
where the summation is over all members m and J m is the number of (squared) natural frequencies, or the number of critical load factors, of member m that would lie between zero and f t if its ends were to be clamped. (Note that careful wording is used here, because f can be either positive or negative for buckling problems, i.e. the loading can often act in either direction.) Equation (2.7) enables many logical procedures for choosing successive values of f t , of which bisection is the simplest but one of the slowest, to be derived to converge on any required eigenvalue(s) of the transcendental eigenvalue problem of (1.2) with certainty, because there can be no excuse for missing any, since J is known for every f t used. For faster convergence methods, see Williams & Kennedy (1988) , Kennedy & Williams (1991) and Ye & Williams (1995) .
In conclusion, the transcendental eigenproblem to which the WW algorithm, i.e. equation (2.7), is applied is obtained by assembling K(f t ) by solving the differential equations governing the members of the structure and by obtaining J m for each member from the same di¬erential equations, enabling J 0 to be calculated as P J m .
Application to rigidly jointed plane frames
The theory presented in the present paper applies to any structure for which transcendental member equations can be obtained, but for illustrative purposes it is necessary to show relevant member equations, and so one of the simplest and commonest examples is chosen. This is a vibrating beam with uncoupled axial and ®exural behaviour, with Bernoulli{Euler theory used for the latter. Figure 1 shows the amplitudes of the displacements d, rotations , forces p and moments m at the ends of the beam, which should all be multiplied by sin !t. The subscripts denote the ends 1 and 2 of the beam and displacements and forces in the longitudinal (x) and transverse (y) directions. The member is of length L and has extensional rigidity EA, ®exural rigidity EI and mass per unit length · .
It is well known (Lightfoot 1980 ) that the transcendental member equations have the form 2 6 6 6 6 6 6 4 where the axial components are given by
and the ®exural components are given by
where
However, a new property not previously known is that this member has a normalized sti® ness determinant · ¢ m , which relates to vibration of the member with its ends clamped. It will be shown that
It will also be shown that this new property was discovered as a direct consequence of the employment of the analogy between the linear and transcendental eigenvalue problems demonstrated in (2.1){(2.7).
Multi-level substructuring
The derivation of (3.5) requires multi-level substructuring, and hence it is necessary to know how the WW algorithm is applied in this context. The original proofs of the WW algorithm included its application to such multi-level substructuring (Williams 1971) , and so (4.1) below and the associated explanation of its use in the paragraph containing it are not formally proved here. However, the rest of this section necessarily gives an indication of its proof in order to introduce a result for the determinant that is original in this context and is needed by the main body of original work, which consists of xx 5 and 6. Brie®y, the WW algorithm is applied to the innermost substructure rst, with its points of attachment to its parent substructure treated as clamped. Hence (2.7) and (2.8) give its J as
where the summation extends over the members contained by the substructure, i.e. those used when assembling the substructure sti¬ness matrix K s . Then (4.1) is executed for the next level of substructure, for which P J m is supplemented by J s for the innermost substructure and the summation is over all members contributing to K s and so excludes members that were included in P J m when (4.1) was applied to the innermost substructure. Recursive application of (4.1) in this manner permits multi-level substructuring to be applied at any required level, i.e. if level r is the innermost level, then there is no restriction on r. Figure 2a shows what is probably the simplest possible form of such multi-level substructuring and is also the only form required in the present paper, although the examples in x 7 use only one level of substructuring. The gure shows a doubling procedure with r (equal to 4 in the gure) levels, whereby a uniform member of length L is formed from 2 r uniform members of length L=2 r connected end to end, with each level comprising the connection of two members from the previous level. The computation for each doubling step eliminates the central internal node of the substructure by arrested Gauss elimination in exactly the form used to obtain (2.2) from (2.1). However, K s now replaces (K ii ¡ f M ii ) and so is the source of the sfK s g of (4.1).
It is known that the computations of multi-level substructuring are, in essential respects, identical to a sparse-matrix solution without substructuring, but with the nodes numbered in an appropriate order (see, for example, Williams 1973) . For example, gure 2b shows a possible node numbering that gives essentially identical calculations to those required by the substructuring of gure 2a. However, computation is quicker for the substructuring case because calculations need only be performed for one of each set of identical substructures, whereas the sparse-matrix method in e¬ect repeats these calculations. For example, gure 2b implies elimination of the 15 inter-nal nodes by arrested Gauss elimination. The rst eight steps eliminate nodes 1{8 by essentially repeating eight times the calculations needed to eliminate the central node for i = 4 in gure 2a, while the next four steps repeat four times the calculations needed for i = 3, etc.
K s for gure 2b corresponds to the displacement vector for the (2 r ¡ 1) internal nodes, i.e. nodes 1{15 for the speci c case r = 4 illustrated, so it is seen easily from the arguments of the previous paragraph that
where K s i is the K s of the substructure formed at level i in gure 2a. This is the rst of four important conclusions. The second is that jK s j is not altered by altering the node numbering of gure 2b, because doing so is equivalent to interchanging rows of K s while also interchanging the corresponding columns, and such combinations of operations do not alter the value of a determinant. The third conclusion is that (4.2) applies in the limit as r ! 1 and hence, when applied to every member of a structure, produces the exact value of the determinant of the matrix (K ¡ f M ) of (1.1) as N ! 1. The fourth and crucial conclusion is that the member has a unique sti¬ness determinant ¢ m as a hitherto unrecognized property, given by
Because, in general, equation (4.3) does not yield a nite value for ¢ m , it is appropriate to normalize ¢ m by dividing it by its value for the static case f = 0, giving
Now the normalized determinant for the member at level i is
The next section will demonstrate, by setting up and solving the recurrence relation (4.6), that (3.5) is the correct expression for · ¢ m for axial and ®exural vibration of the Bernoulli{Euler beam.
Derivation of normalized member sti®ness determinant
Axial and ®exural behaviour can be considered separately because they are uncoupled in (3.1), i.e. the rst and fourth rows and columns cover axial behaviour and the remaining rows and columns cover ®exure. Thus the normalized member sti¬ness determinant · ¢ m may be written as
where the components · ¢ m a and · ¢ m f , which, respectively, represent the contributions due to axial and ®exural behaviour, can be obtained separately.
In each case, the relevant parts of (3.1) may be written as
where, for j = 1; 2,
for axial behaviour and
for ®exural behaviour. Consider the sequence of doublings shown in gure 2a. If the subscript i denotes one of the two members of length L=2 i that are connected together at level i, then the sti¬ness equation for the two-member substructure formed at level i is 2
where D j are the displacement amplitudes at node j (j = 1; 2; 3) and P j are the corresponding force amplitudes, with P 1 = 0 because the vibrations are free, whereas P 2 and P 3 are the reaction forces exerted on the substructure by its parent. Hence, eliminating D 1 by performing Gauss elimination on (5.5), but stopping after the row(s) corresponding to D 1 have been pivotal, gives 2
Clearly, D 2 , D 3 , P 2 and P 3 are the d 1(i¡1) , d 2(i¡1) , p 1(i¡1) and p 2(i¡1) of the member of length L=2 i¡1 at level (i¡ 1) and its sti¬ness matrix is the untriangulated portion · k 11(i¡1) k 12(i¡1) k T 12(i¡1) k 22(i¡1)o f the matrix of (5.6). Also, from (5.5), the substructure sti¬ness matrix at level i is given by
and can be constructed by substitution of (3.2) into (5.3), or of (3.3) and (3.4) into (5.4), with the member length L replaced by`i = L=2 i , so that h,¸, k and ¶ are replaced by
For the axial case, using (5.8) and substituting (3.2) and (5.3) into (5.7) gives
Thus (4.6) and (5.8) give
This recurrence relation has the general solution
where ² is a function independent of`i, so that the axial contribution to · ¢ m for the full-length member is · ¢ m a = · ¢ m 0 = sin¸e ²¸: (5.14)
It will now be shown, by analogy with the hypothetical in nite-order nite-element problem, that ² = 0. Again, consider the sequence of doublings shown in gure 2a. The sti¬ness equation for the two-member substructure formed at level r is given by (5.5) with i = r. For the exact formulation, the sti¬ness determinant for this substructure is given by (5. Now consider an FEM formulation for which level r is the innermost level. Equation (5.5) still holds, but with k 11r , k 22r and k 12r de ned by appropriate niteelement approximations instead of by (5.3). For example, the consistent mass formulation (Clough & Penzien 1993) gives
A comparison of (5.15) and (5.17) shows that, in the limit as r ! 1 (so that¸r ! 0), equation (5.15) will clearly be incorrect unless the rst-order term is removed by setting ² = 0. The discrepancy in the coe¯cients of the second-order terms illustrates the poor accuracy of the FEM when only two elements are connected together.
(b) Flexural behaviour
Now consider the ®exural behaviour. Using (5.8) and substituting (3.3), (3.4) and (5.4) into (5.7) gives
This recurrence relation has the general solution (5.23) so that the ®exural contribution to · ¢ m for the full-length member is The consistent mass FEM formulation gives, for j = 1; 2,
As in the axial case, comparison of (5.25) and (5.27) again requires that ² = 0.
In¯nite-order sti®ness determinant for a structure
It has been shown in x 5 that the normalized member sti¬ness determinant for axial and ®exural vibration of a Bernoulli{Euler beam is given by (5.1), i.e. by
with · ¢ m a and · ¢ m f given by (5.14) and (5.24), respectively. Demonstration of the need to put ² = 0 in these equations, so that
has proved the required equation (3.5).
The analysis of x 5 may be applied to all the members m of a structure, to give the combined normalized member sti¬ness determinant
If the determinant of K(f ), the sti¬ness matrix relating the N c degrees of freedom at the joints of the structure, is normalized to give is the normalized determinant of the in nite-order sti¬ness matrix for the hypothetical in nite-order eigenvalue problem of (1.1).
Williams & Kennedy (1988) showed that it is possible to accelerate the convergence of the WW algorithm by using parabolic interpolation to locate the zeros of jK(f )j, provided that the plot of jK(f )j against f is su¯ciently well behaved. One cause of poor behaviour is that the eigenvalues of clamped members give rise to poles, i.e. vertical asymptotes, in the plot of jK(f )j, which render it unsuitable for interpolation in their vicinity. The zeros occur at eigenvalues of the structure, but eigenvalues may also occur elsewhere, e.g. if they coincide with the eigenvalues of individual members with their ends fully clamped and hence with poles.
It will be shown in the next section that the plot of j · K 1 (f )j against f provides an attractive alternative to that of jK(f )j. Because j · K 1 (f )j is the determinant of the entire in nite-order eigenvalue problem, the`members' connecting its degrees of freedom are of in nitesimal length and so their fully clamped eigenvalues are in nite. Therefore, the plot of j · K 1 (f )j has no poles and its zeros give all the eigenvalues of the structure.
Results
Typical members were modelled using the multi-level substructuring procedure of gure 2a with increasing values of r, at a selection of trial frequencies !. As r ! 1, the axial and ®exural components of the determinant of (4.2), normalized by division by their values for the static case ! = 0, were shown to converge to the components · ¢ m a and · ¢ m f of the normalized member sti¬ness determinant given in (6.2), thus con rming the derivations of x 5.
Example 7.1. The symmetric two-dimensional frame shown in gure 3a was rst discussed by Simpson & Tabarrok (1968) and has been chosen because it was the rst example used to illustrate the behaviour of jKj as f varies when using the WW algorithm (Wittrick & Williams 1971) . It consists of 28 identical uniform members, each of length L, rigidly connected at the 16 joints and built in at the base. The members are treated as inextensional, having ®exural rigidity EI and mass per unit length · . The symmetric and antisymmetric modes of vibration were considered separately, and the half-frame used for antisymmetric vibration analysis, to which attention is con ned, is shown in gure 3b. The simple supports on rollers at the right-hand ends of the half-length members were eliminated during analysis by treating each such member as a simple substructure.
There are 12 degrees of freedom associated with the half-frame, namely eight joint rotations and four sidesways. The variation of the normalized determinant j · Kj of the 12 £ 12 dynamic sti¬ness matrix K(f ) associated with these 12 degrees of freedom is shown in gure 4a, where f = ! 2 and · ! = ! p · L 4 =EI. This gure is identical to that given in Wittrick & Williams (1971) , except for two important di¬erences. Firstly, the determinant jKj has been normalized by dividing by its value at f = 0. Secondly, scale factors have been introduced to enable it to be plotted accurately, whereas the 1971 paper used a sketch and stated the following.`The locations of the roots, which correspond to natural frequencies, and the pole are correctly shown, but the vertical scale is grossly distorted. This is due to the extremely wide variation in amplitude of the determinant, which makes it impossible to draw to scale.' Note that the results of gure 4a were obtained by the program used by Wittrick & Williams (1971) , which had been preserved. This program was also used to obtain gure 4b, which duplicates results previously given (to scale) in the 1971 paper. They were obtained by using substructuring to remove nine of the 12 degrees of freedom of the frame of gure 3b described above, the exceptions being the two joint rotations and one sidesway at the second-storey level, as indicated by the arrows on the gure.
The reasons for the poles in parts (a) and (b) of gure 4, and for their multiplicity where appropriate, are given in Wittrick & Williams (1971) and so are not repeated here. For the present paper, it is su¯cient to observe that both curves obviously pose considerable problems for any computer code that attempts to predict the natural frequencies from the points yielded by a reasonably small number of trial values of f t .
The results of parts (a) and (b) of gure 4 were also obtained by using a more recent computer program for extensible members, but with the member inextensibility fully allowed for by suppressing all vertical displacement amplitudes within D, forcing the horizontal displacements at each storey level to be identical, and additionally setting the extensional rigidity EA arti cially high. This program was then used to nd all of the results given below, which lie outside the scope of the 1971 program.
In contrast to parts (a) and (b) of gure 4, part (c) gives the results obtained by using · ¢ to obtain j · K 1 j by the method described in xx 5 and 6. This curve is manifestly easier to use when computer programs are used to predict the natural frequencies of structures. This is partly because, as was proved earlier, j · K 1 j cannot have poles for any structure. But an additional reason, which was not predicted, is that, for this example, the vertical scale needs much less manipulation when · ¢ is used, regardless of whether or not substructuring is employed.
Example 7.2. Identical members were used in example 7.1 to enable the results to be compared with Wittrick & Williams (1971) . A more realistic frame would have beam lengths greater than column heights, lighter columns at higher storeys, some variation of beam properties with storey level, at the very least in the case of the roof beams, and possibly di¬erent properties for external and internal columns. Therefore, example 7.2 was obtained by modifying the frame of gure 3a as follows. (iv) Reading upwards, the beams in all three bays have the properties (4EI; 2· ), (3EI ; 1:7· ), (3EI; 1:7· ) and (EI; · ).
Parts (a) and (b) of gure 5 show the variation of j · Kj and j · K 1 j with · ! and so correspond, respectively, to parts (a) and (c) of gure 4. When using a computer program to predict natural frequencies by curve following, the advantages of gure 5b over gure 5a are clearly even greater than was observed above when comparing parts (c) and (a) of gure 4. 
Conclusions
Transcendental sti¬ness matrices have long been available for a range of members used in structural analysis. Such sti¬ness matrices are exact in the sense that they are obtained by analytical solution of the governing di¬erential equations of the member, instead of by using approximate methods such as FEM to discretize the problem and so obtain the more usual linear (algebraic) eigenproblem. The present paper has shown that, when such an exact solution exists, the member has a property that can also be expressed analytically and is called its sti¬ness determinant. The sti¬ness determinant is a property of the member when its ends are clamped and is so called because it is the limit, as the number of elements becomes in nite, of the determinant of the member's sti¬ness matrix when it is modelled by FEM. The sti¬ness determinant exists only in the normalized form obtained by dividing by its value when the eigenparameter is zero, as otherwise its value would be in nite. It has been derived in this paper for a beam with uncoupled axial and Bernoulli{Euler ®exural behaviour, but the principles used can be applied to other members for which transcendental sti¬nesses have been derived in the literature.
A major advantage of the member sti¬ness determinant is that, when its values for all the members of a structure are multiplied together and are also multiplied by the determinant of the transcendental overall sti¬ness matrix of the structure (which, optionally, may also have been normalized by dividing by its value when the eigenparameter is zero), the result is a determinant that has no poles when plotted against the eigenparameter. This contrasts with previously used plots of the determinant of the transcendental overall sti¬ness matrix itself, which have numerous poles, there being one at every eigenvalue of each component member with its ends clamped. The numerical results presented indicate that the new plots are much better adapted for curve following to nd eigenvalues than are the previously used ones.
The (normalized) sti¬ness determinant presented can be used to obtain an exact (also normalized) sti¬ness determinant for a free{free member and also for members with standard end conditions such as clamped{free, clamped{pinned and pinned{ pinned. In the rst case, this is done by multiplying the member sti¬ness determinant by the normalized determinant of the transcendental member sti¬ness matrix, e.g. by the determinant of the matrix of (3.1), whereas the other cases instead use the member sti¬ness matrix with appropriate rows and columns removed.
The member sti¬ness determinant can also be used to give insights into the convergence properties of FEM results. The most obvious example is that it can be used to give the limit at in nity of the (normalized) determinant of the overall sti¬ness matrix of a structure as the number of elements used to represent it is increased. The overall sti¬ness matrix intended here is that which includes the eigenparameter, e.g. (K ¡ ! 2 M ) for vibration problems. A less obvious advantage is that it is now possible to nd separately the limits of the numerator and denominator of FEM approximations to the individual member sti¬nesses as the number of elements is increased, where the sti¬nesses again include the eigenparameter, so that the sti¬-ness approached could be, for example, of (3.3). Previously, it was possible to check the limit of the sti¬ness by comparing with , but not to consider separately its numerator and denominator. However, the FEM used with Cramer's rule gives the latter as identically the member sti¬ness determinant rather than the previously available denominator of the exact sti¬ness elements, so that, for example, the · ¢ m f of (5.24) should be regarded as the denominator for ®exure instead of the ¼ of (3.3) and (3.4).
The WW algorithm has been applied with exact theory, as opposed to approximate FEM theory, to a number of disciplines other than vibration and buckling of structures. These include wave propagation, ltering in control problems, ®uid vibrating in pipes, heat and mass di¬usion and Sturm{Liouville problems. These applications involve equations analogous to the member equations of structural analysis and so the advantages of the member sti¬ness determinant listed above also apply to them.
