ABSTRACT Fog computing has recently become a promising method to meet the increasing computation demands from mobile applications in the Internet of Things (IoT). In fog computing, the computation tasks of an IoT device can be offloaded to fog nodes. Due to the limited computation capacity of a fog node, the IoT device may try to offload its tasks to multiple fog nodes. In this paper, to improve the offloading efficiency, downlink non-orthogonal multiple access is applied in fog computing systems such that the IoT device can perform simultaneous offloading to multiple fog nodes. Then, to maximize the long-term average system utility, a task and power allocation problem for computation offloading is formulated subject to task delay and energy cost constraints. By the Lyapunov optimization method, the original problem is transformed to an online optimization problem in each time slot, which is non-convex. Accordingly, we propose an algorithm to solve the non-convex online optimization problem with polynomial complexity.
I. INTRODUCTION
In the past decade, the Internet of Things (IoT) and many new mobile applications have experienced fast growth. However, the limited capability of mobile devices cannot meet the computation demands of the applications [1] . Although traditional cloud computing may provide sufficient computation resources, the servers are normally geographically centralized. Hence, when dealing with massive computing demands, the network may be congested and the latency may be high. Users with some IoT applications, especially latency-sensitive applications, may suffer from poor quality of experience (QoE). A feasible solution to this problem is fog computing [2] . Serving as an intermediate layer between IoT devices and cloud servers, fog computing utilizes computing capabilities at the network edge, and thus, offers a new solution to meet the computing demands of lots of IoT applications [3] , [4] . Computing devices of fog computing, referred to as fog nodes, can be traditional networking components (e.g., routers, base stations, switches, and so on) that are close to the IoT devices. Accordingly, the offloading latency can be largely reduced due to the low transmission latency. Fog computing can enhance cloud computing in many applications, e.g., latency-sensitive applications [5] .
Fog computing has attracted a lot of efforts from both industry and academia. In [6] , a platform that uses fog computing to improve the efficiency in industrial processes is introduced. In [7] , a new type of vehicular networks, named vehicular fog computing (VFC), is proposed. The architecture and challenges of VFC are discussed. As another example, the face identification task in many applications usually needs a large amount of computation and communication capability. A new fog computing-aided face identification model is proposed in [8] . Fog nodes process the raw data of facial images, and send their processing results (feature values of the original facial images) to the cloud for further processing, thus largely reducing the traffic load to and the computation load of the cloud. The work in [9] introduces a four-layer distributed fog computing architecture in smart cities, including the top layer, the intermediate computing layer, the edge computing layer, as well as the sensing layer. The work in [10] reviews research efforts on security and resilience of fog computing.
Different from traditional cloud servers, resources in fog nodes may be very limited. Hence, allocation of computing data, i.e., computation offloading, needs to balance the cost of each fog node [11] . In [12] , an effective computation offloading strategy is proposed with one IoT device and one fog node. The proportion of tasks distributed to the local computing and fog computing is derived. Moreover, the case with an energy-limited IoT device is also considered. The work in [13] considers a computation offloading scheme from a single IoT device to multiple fog nodes. The number of tasks distributed to each fog node is determined to minimize the energy cost. In [14] , a computation offloading scheme is designed for multiple IoT devices and one fog node, which can achieve fairness among the IoT devices.
In fog computing, each fog node often needs to provide computing services to multiple IoT devices. Hence, the computation resources allocated for each IoT device are limited. Similarly, each IoT may have multiple fog nodes in its vicinity. To accelerate the computation of its tasks, the IoT device may try to offload its tasks to several fog nodes. For example, the feature extraction task in face identification, which is moved to fog nodes [8] , still needs lots of computation resources. This task can be divided to several small tasks and executed in parallel. Thus, the IoT device tries to offload these small tasks to multiple fog nodes to accelerate the execution. As the computation offloading is usually performed by wireless channels, the orthogonal multiple access (OMA) technologies over wireless channels, e.g., time-division multiple access (TDMA), frequency-division multiple access (FDMA), and orthogonal frequency-division multiple access (OFDMA) [15] , are commonly adopted to offload the tasks [12] - [14] . In other words, at a given moment, each fog node is assigned a unique wireless resource block (e.g., a time slot in TDMA or some subcarriers in OFDMA) for computation offloading. However, the spectrum efficiency of OMA techniques may be low due to the fluctuation in channel conditions for different nodes, e.g., some resource blocks may be allocated to nodes with poor channel conditions. Therefore, the computing efficiency may be degraded as the tasks may not be delivered to fog nodes in a timely manner. In the wireless communication literature, to improve the spectrum efficiency, non-orthogonal multiple access (NOMA) is introduced [16] . In NOMA, multiple transmissions can share a single resource block simultaneously [17] , and thus, the spectrum efficiency is largely improved compared to OMA [18] . NOMA has been considered as a promising radio access technology for the fifth-generation (5G) wireless communication systems [19] . The integration of NOMA with fog computing can further enhance the computation offloading performance as follows. By NOMA, an IoT device can use one single wireless resource block to offload data to multiple fog nodes. Thus, the computation offloading latency can be largely reduced, and the computing capacity of multiple fog nodes can be well exploited [20] . This feature can largely benefit latency-sensitive applications.
Although fog computing with NOMA brings profits, some design challenges are also introduced, e.g., computation offloading schemes with OMA [12] - [14] cannot be adopted to the NOMA case directly. In [21] , uplink NOMA is applied to computation offloading, in which multiple mobile users offload tasks to a fog node simultaneously by uplink NOMA. To minimize the energy cost, a convex optimization problem is formulated and solved. However, this scheme cannot be adopted to the case when an IoT device offloads its tasks to multiple fog nodes. In addition, there are two issues for the work in [21] . 1) It is assumed that computation capacity of a fog node is unlimited, which may not be practical.
2) The proposed scheme in [21] cares only the profit of executing a single task, i.e., the short-term profit. However, for some applications, e.g., multi-media streaming, it is more appropriate to consider system performance over a long term [12] .
To address the above issues, we propose a novel computation offloading scheme with downlink NOMA in this paper. The major contributions of this paper are summarized as follows.
1) A computation offloading scheme with downlink NOMA is proposed in a fog computing system with one IoT device 1 and several fog nodes. The computation capability of each fog node which is allocated to the IoT device is limited. 2) In the proposed scheme, an optimization problem to maximize the long-term average system utility is formulated, subject to the task delay constraint and energy cost constraint. The Lyapunov optimization method is adopted to transform the formulated problem to an online optimization problem, which only involves instantaneous variables in each time slot.
3) The online optimization problem is still a non-convex optimization problem. Thus, we propose an algorithm with polynomial computation complexity to solve it. 4) Performance analysis is carried out for the proposed scheme by simulation, which shows that our proposed scheme obtains much more profits compared with traditional computation offloading schemes. The rest of this paper is organized as follows. Section II gives the system model and formulates the optimization problem. Section III transforms the formulated problem to an online optimization problem, and proposes a low-complexity algorithm to solve the online optimization problem. Section IV shows simulation results. Finally, Section V concludes this paper.
II. SYSTEM MODEL AND PROBLEM FORMULATION
As shown in Fig. 1 , we consider a fog computing system, where an IoT device running a computation-intensive application is assisted by N fog nodes. Computation offloading from the IoT device to the fog nodes is performed over the wireless channels. A slotted time structure is implemented in the system. The duration of each time slot is T .
At time slot t ∈ {0, 1, 2, · · ·}, the IoT device generates an amount, denoted D max (t), of data that need to be computed, and it allocates a portion of the data, denoted D (t), to be offloaded to fog nodes. The remaining data with amount (D max (t) − D (t)) can be computed at the local CPU of the IoT device or by a traditional cloud server. Let R i (t) denote the amount of data that are delivered to fog node i ∈ {1, 2, · · · , N } at the tth time slot. Then, the transmission rate between the IoT device and fog node i at the tth time slot is r i (t) =
T . The IoT device has a task buffer to store the data to be offloaded to fog nodes. Let Q (t) denote the total data amount in the IoT device's task buffer at the beginning of the tth time slot. Thus, we have
where [x] + means max {x, 0}. Each fog node has limited computing capacity. At fog node i, it maintains a task buffer to store the data from the IoT device. Let C i (t) denote the occupancy of fog node i's task buffer at the beginning of the tth time slot. Fog node i provides a service rate (CPU frequency) denoted as f i (t) to the IoT device at the tth time slot. Thus, the amount of data from the IoT device that can be computed by fog node i at the tth time slot is L i (t) = f i (t)T ϕ , where ϕ is the number of CPU cycles that are needed to compute a unit size of the data. Thus, we have
In this study, NOMA is adopted to transmit data from the IoT device to fog nodes. The wireless channels are assumed as independent and identically distributed (i.i.d.) block Rayleigh fading. In other words, the channel gain between the IoT device and fog node i, denoted as g i (t), keeps unchanged within one time slot, but varies independently from a time slot to the next one. g i (t) can be expressed
α , where g 0 follows an exponential distribution with unit mean, d i is the distance between the IoT device and fog node i, and α is the path-loss exponent. Without loss of generality, for the target slot (the tth time slot), we assume [18] . For the IoT device's NOMA transmissions to the fog nodes at the tth time slot, let p i (t) denote the power allocated to the data offloading to fog node i. The transmission power consumption of the IoT device in each time slot should be no more than a threshold value denoted as p max . Thus, we have the con-
Moreover, the long-term average transmission power consumption of the IoT device should not be more than a threshold value denoted asp. Thus, we also have the constraint lim
means expectation. 2 Based on the principle of NOMA [18] , the transmission rate between the IoT device and fog node i at the tth time slot is given as
where W is the channel bandwidth and υ is the background noise power. In fog computing system, the IoT device would try to offload as much data as possible to fog nodes under power constraints of the IoT device and computation capacity constraints of the fog nodes. Accordingly, we define the system utility as the amount of data that are computed by fog nodes. At the tth time slot, the actual amount of data that are computed by fog node i is min {L i (t), C i (t)}. To guarantee the QoE of the IoT device, the input data to the IoT device's task buffer should be executed under finite execution delay, and thus, the amount of computed data by fog nodes is equivalent to the amount of input data to the IoT device's task buffer in a long term. Thus, the long-term system utility can be expressed as U log(1 + lim
). 3 In this study, we maximize the long-term system utility by optimizing the input data size D(t) to the IoT device's task buffer and the power allocation vector for data transmissions p (t)
Thus, the optimization problem (named P1) is stated as follows:
where (4b), (4c), and (4d) are power allocation constraints, (4e) and (4f), which let the task buffers remain mean rate stable [22] , are to guarantee that the data can be computed with finite execution delay, and (4g) is the input data size constraint to the IoT device's task buffer.
III. PROBLEM TRANSFORMATION AND PROPOSED ALGORITHM
In this section, we will solve Problem P1.
In Problem P1, constraint (4d) is hard to handle, and thus, it is challenging to solve Problem P1. To address this challenging issue, we use the method of virtual queue [22] to transform constraint (4d) to an equivalent one, as follows.
Lemma 1: Constraint (4d) in Problem P1 can be replaced by the following constraint
where B (t) is a virtual queue [22] defined as
with B(0) = 0.
Proof: According to the definition of B(t), we have
. . .
Then, taking summation of the equations in (7), we have
, and by taking expectation on both sides of the inequality and taking τ → ∞, we have
Thus, if lim
It means that constraint (4d) in Problem P1 can be replaced by constraint (5) . This completes the proof. According to Lemma 1, the long-term power consumption of the IoT device can be estimated by B (t).
As Problem P1 considers the long-term utility, it can be modeled as a Markov Decision Process (MDP) problem. Then, some general algorithms for MDP problems, e.g., value iteration algorithm, can be adopted. However, to find the optimal policy, it needs to simulate for a long time. Moreover, if we model Problem P1 as an MDP problem, the number of states is huge (for example, the occupancy of the IoT device's task buffer is continuous, which may have to be quantized to a large number of stages in MDP). Thus, we do not model Problem P1 using MDP.
In order to find a low-complexity algorithm to solve Problem P1, we use Lyapunov method [22] , [23] to transform Problem P1 to an online optimization problem that only involves instantaneous variables of each time slot. Firstly, the Lyapunov function is defined as
Then, the conditional Lyapunov drift is given as
where
Thus, the Lyapunov drift-plus-penalty function is expressed as
where V ≥ 0 is a parameter that can be used to achieve a balance between queue stability and system utility. An upper bound of V (t) is given by the following lemma. Lemma 2: For any D (t) and p (t), V (t) is upper bounded by
where M is a constant. Proof: We use the method in [22] to prove this lemma. For any x ≥ 0, y ≥ 0, and z ≥ 0, we have 
We also have
Based on these, we have equation (16) , as shown at the bottom of this page, where M is the maximal possible value of Then, in order to maintain the amount of data in the task buffers (of the IoT device and fog nodes) at a low level and maximize the system utility, we use the Lyapunov optimization method to transform Problem P1 to Problem P2 given as (17) , as shown at the bottom of this page, which minimizes the upper bound of the drift-plus-penalty function.
For Problem P2, it can be divided to the following two subproblems, P2.1 and P2.2, which do not have coupled constraints. Note that the terms B(t)p and C i (t)L i (t) are irrelevant to the variables D(t) and p(t) at the tth time slot, and thus, these two terms are ignored in the sub-problems.
(18b)
P2 : min 
In the following, we focus on solving the two sub-problems.
A. OPTIMAL SOLUTION OF PROBLEM P2.1
For the optimal solution of Problem P2.1, the following lemma is given.
Lemma 3: The optimal solution of Problem P2.1 is given as
t) . (20)
Proof: This proof is mainly based on the theory of convex optimization. Taking the first-order derivative of the objective function of Problem P2.1 with respect to D (t), we have
1+D(t) . Accordingly, we have dG(D(t)) dD(t)
= 0 when D(t) = V Q(t) − 1. Moreover, the objective function of Problem P2.1 is convex because (20) . This completes the proof.
B. OPTIMAL SOLUTION OF PROBLEM P2.2
According to R i (t) = r i (t) · T and (3), the objective function of Problem P2.2 can be expressed as
It is easy to find that Problem P2.2 is a non-convex optimization problem. Thus, it is hard to solve this problem by some standard methods. Then, we introduce the following lemma for Problem P2.2.
Lemma 4:
(∀i ∈ {1, 2, · · · , N }) should take one of the following values
. Proof: In Problem P2.2, the two constraints are linear constraints, and the constraints' gradients are linearly independent. According to [24, Prop. 3.3 .1], the KarushKuhn-Tucker (KKT) condition is a necessary condition for optimal solution of Problem P2.2. Thus, p * (t) satisfies the KKT condition.
The Lagrangian of Problem P2.2 is
where λ, µ 1 , µ 2 , . . . , µ N are the Lagrange multipliers. Then, the KKT condition can be listed as follows. dL ({p i (t)} , {µ i } , λ) dp i (t)
Then, we have the following two cases. 
. Then we only need to prove that F(i) (i = l 1 , l 2 , . . . , l K ) takes one value in (22) .
From (24) we have µ l 1 = µ l 2 = · · · = µ l K = 0, and from (23) we have Z l 1 
which is one value in (22) . Next we show F(l K ) also takes one value in (22) .
, which is a value in (22) .
This completes the proof.
1) ALGORITHM 1 TO SOLVE PROBLEM P2.2
Based on Lemma 4, an algorithm, named Algorithm 1, can be developed to solve Problem P2.2, as follows. The value of p i (t) for ∀i ∈ {1, 2, · · · , N } has two cases: p i (t) = 0 or p i (t) > 0. Therefore, there are 2 N cases for p (t). For each case, the values of p i (t)'s can be derived by Lemma 4, as follows.
In the case, assume that the set with p i (t) > 0 is
Then from the proof of Lemma 4, we have
and
for k = 2, 3, . . . , K − 1. We have two possible values for p l K (t):
Thus, for each case (among the 2 N cases) for p (t), we can get two possible objective function values (21) 
as the optimal solution of the following problem
is the optimal solution for the following problem:
optimal solution (20) for Problem P2.1 and by using Algorithm 2 (or Algorithm 1) to solve Problem P2.2.
C. RELATIONSHIP BETWEEN PROBLEM P1 AND PROBLEM P2
Recall that our original optimization problem is Problem P1. Next we will discuss the relationship between Problem P1 and Problem P2. Let 1 and 2 denote the optimal policy for Problems P1 and P2, respectively. Then, the value of the objective function U in Problem P1 based on 1 and 2 are denoted as U 1 and U 2 , respectively. The gap between U 1 and U 2 is given in the following lemma.
Lemma 6: The gap between U 1 and U 2 is
Proof: We use the method in [22] to prove this lemma. For any σ > 0, there is a policy which meets all constraints of Problem P2 (i.e., is a feasible solution of Problem P2) and satisfies the following inequalities [22] :
where E [·] means expectation when policy is applied.
When policy is applied, from (12), we have the following for the Lyapunov drift-plus-penalty function V (t) under the policy , denoted as V (t):
in which A is the maximal possible value of B(t)
Since the policy 2 is the optimal solution of Problem P2 (i.e., it minimizes the upper bound of V (t)), we have
in which 2 V (t) is the Lyapunov drift-plus-penalty function V (t) under the policy 2 . Let σ → 0. Then from (38) and (39) we have
Thus, from (10) and (11) we have
Then, taking summation of the inequalities in (41) for t = 0, 1, · · · , τ − 1, we get
All buffers are set as empty at t = 0. Thus,
Note that based on the Jensen's inequality, the left-hand side of (43) is actually not more than the objective function of Problem P1 when policy 2 is applied. Accordingly, we have
This completes the proof. Similarly, we have the following inequality for summation of the average queue length of the task buffers of the IoT device and fog nodes:
where H is a constant. The proof is similar to that in [23] , and thus, is omitted here. From (33) and (44), we have the following observation for the tradeoff between the system utility and the average length of task buffers. Note that the average execution delay of the data is determined by the average amount of data buffered in the fog computing system. If a larger amount of data are buffered in the fog computing system, the data have to wait more time to be computed, and thus, a larger execution delay is obtained. Thus, if V takes a large value, it benefits the system utility, at the cost of possible large average delay. If V takes a small value, it tends to reduce the average delay, at the cost of possible small system utility.
IV. PERFORMANCE EVALUATION
In this section, simulation results, which are obtained by using Matlab software, are provided to evaluate the performance of our proposed scheme. The parameters used in the simulation are given in Table 1 . Similar settings have been widely considered in existing works, such as [13] , [14] and [25] . Firstly, we verify the correctness of Algorithm 1 and Algorithm 2. Accordingly, an exhaustive search (ES) scheme is introduced. In ES scheme, to solve Problem P2, we search all feasible values of D(t) and p(t) to minimize the objective function. Thus, the ES scheme can obtain the optimal D(t) and p(t) for Problem P2 at each time slot. Since the amount of data in task buffers and the channel gains vary with time, the ES scheme needs to be performed at each time slot. Thus,
, where τ is the number of time slots, D(t) is the number of feasible values for D(t) after quantization, and p i (t) is the number of feasible values for p i (t) after quantization. The simulation statistics are collected over 10,000 time slots. The simulation result is given in Fig. 2 . In our simulation results, ''system utility'' means the amount of data which are computed at fog nodes. It can be seen that Algorithm 1 and Algorithm 2 achieve the same system utility as that achieved by the ES scheme, thus verifying that Algorithm 1 and Algorithm 2 provide optimal solution to Problem P2.2 with much less complexity than that of the ES scheme. Then, we investigate how V affects the system utility and the average length of task buffers (q) in our proposed scheme, where the average length of task buffers q is defined as q =
with τ being the number of time slots. The simulation result is given in Fig. 3 . The system utility of our proposed scheme grows with the increase of V . Similarly, increasing V raises the average length of task buffers of our proposed scheme. Fig. 3 also shows the average execution delay of the tasks. It can be seen that the average execution delay has the same trend as the average length of task buffers. Accordingly, there is a tradeoff between the system utility and the average execution delay. The system utility tends to keep stable when V keeps increasing beyond a large value. The reason is that the computing capacity of fog nodes is limited (in other words, the system utility is bounded by the computation capacity of the fog nodes). We also investigate how the computation capacity of the fog nodes affects the system utility. The computation capacity of each fog node is identical to those of other fog nodes. The average computation capacity of each fog node, denotedf , varies in the simulation. The simulation result is given in Fig. 4 . The system utility grows with the increase off . It confirms our intuitive understanding that, with higher computation capacity of fog nodes, more data can be computed at fog nodes, which means that more system utility can be achieved. However, the system utility keeps stable when f keeps increasing beyond a large value. It is because the amount of data that can be transmitted to fog nodes is limited due to the constraints of the transmission power (in other words, the system utility is also bounded by the transmission power of the IoT device).
In order to evaluate the performance of our proposed scheme, we compare with the following benchmark schemes. 1) NOMA equal power (NOMA-EP) scheme: In this scheme, the IoT device also uses NOMA for computation offloading. The power that is allocated for the transmission to each fog node is the same. Thus, p i (t) =p N . 2) Adaptive scheme: In this scheme, in current tth time slot, the IoT device only offloads to one fog node, which is the fog node that has the smallest C i (t). The transmission power is set asp. 3) OMA scheme [13] : During existing works, only OMA is adopted in the fog computing system for offloading to multiple fog nodes. In [13] , a computation offloading scheme with OMA is proposed to minimize the latency and the energy consumption, which is used here for comparison. We fix the value of V as 7 × 10 11 . 5 Fig. 5 and Fig. 6 show the simulation results of the system utility and the average length of task buffers, respectively, with different schemes. The simulation results demonstrate that the performance of our proposed scheme is better than other schemes. To be specific, our proposed scheme has the largest system utility and smallest backlog in the task buffers. In adaptive scheme, it transmits data to the fog node that has the lowest C i (t). Thus, for the fog node which has the longest distance to the IoT device, i.e., fog node 5, it has the worst channel, and thus, the amount of data that can be sent to fog node 5 over wireless channel is small. So fog node 5 has a high chance to have the lowest C i (t), and accordingly, has a high chance to be selected by the IoT device in each time slot. Therefore, the system utility of the adaptive scheme is the worst, as shown in Fig. 5 . Fig. 7 shows the length of virtual buffer B with different V . It can be seen that B increases with the growth of V . When V keeps increasing beyond a large value, the virtual buffer length keeps stable due to constraint (4c) and the limited computing capacity. 5 We just take this value as an example. Similar results can be obtained for different values of V . 8 shows the average length of each fog node's task buffer C i (t) with different schemes. Thus, the load balance performance across multiple fog nodes can be shown by the simulation results. It is observed that our proposed scheme well utilizes the computation capacity of all fog nodes. Thus, our scheme achieves a good load balance across multiple fog nodes, which can guarantee the fairness of each fog node. The adaptive scheme and the OMA scheme can also balance the computation tasks of all fog nodes. However, according to Fig. 5 and Fog. 6, these two schemes achieve a smaller system utility and a larger backlog compared with our propose scheme. In NOMA-EP scheme, the backlog of fog node 1's task buffer is much larger than backlog of other fog nodes' task buffers. The reason is as follows. Fog node 1 has higher average channel gain than those of other fog nodes. When equal power allocation is adopted in NOMA-EP, higher transmission rate can be achieved for fog node 1 than that for any other fog node, and thus, more data are sent to fog node 1 than those sent to any other fog node. VOLUME 6, 2018
V. CONCLUSION
In this paper, we propose an optimal computation offloading scheme with downlink NOMA for a fog computing system. To achieve the maximal system utility, the input data size to the IoT device's task buffer and the transmit power to the fog nodes are optimized. By Lyapunov method, the problem is transformed to an online optimization problem that only involves instantaneous variables of the current time slot. To solve the non-convex online optimization problem, an algorithm with polynomial computation complexity is proposed. Future works may consider the IoT device's and cloud server's computation capacity, and optimally distribute the IoT device's tasks to its local CPU, the cloud server, and the fog nodes.
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