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Abstract
Deep Neural Networks (DNNs) have shown to outper-
form traditional methods in various visual recognition tasks
including Facial Expression Recognition (FER). In spite of
efforts made to improve the accuracy of FER systems using
DNN, existing methods still are not generalizable enough
in practical applications. This paper proposes a 3D Con-
volutional Neural Network method for FER in videos. This
new network architecture consists of 3D Inception-ResNet
layers followed by an LSTM unit that together extracts the
spatial relations within facial images as well as the tem-
poral relations between different frames in the video. Fa-
cial landmark points are also used as inputs to our network
which emphasize on the importance of facial components
rather than the facial regions that may not contribute sig-
nificantly to generating facial expressions. Our proposed
method is evaluated using four publicly available databases
in subject-independent and cross-database tasks and out-
performs state-of-the-art methods.
1. Introduction
Facial expressions are one of the most important non-
verbal channels for expressing internal emotions and in-
tentions. Ekman et al. [13] defined six expressions (viz.
anger, disgust, fear, happiness, sadness, and surprise) as ba-
sic emotional expressions which are universal among hu-
man beings. Automated Facial Expression Recognition
(FER) has been a topic of study for decades. Although
there have been many breakthroughs in developing auto-
matic FER systems, majority of the existing methods either
show undesirable performance in practical applications or
lack generalization due to the controlled condition in which
they are developed [47].
The FER problem becomes even more difficult when we
recognize expressions in videos. Facial expressions have a
dynamic pattern that can be divided into three phases: on-
Figure 1. Proposed method
set, peak and offset, where the onset describes the beginning
of the expression, the peak (aka apex) describes the maxi-
mum intensity of the expression and the offset describes the
moment when the expression vanishes. Most of the times,
the entire event of facial expression from the onset to the
offset is very quick, which makes the process of expression
recognition very challenging [55].
Many methods have been proposed for automated facial
expression recognition. Most of the traditional approaches
mainly consider still images independently while ignore the
temporal relations of the consecutive frames in a sequence
which are essential for recognizing subtle changes in the
appearance of facial images especially in transiting frames
between emotions. Recently, with the help of Deep Neu-
ral Networks (DNNs), more promising results are reported
in the field [38, 39]. While in traditional approaches engi-
neered features are used to train classifiers, DNNs have the
ability to extract more discriminative features which yield
in a better interpretation of the texture of human face in vi-
sual data.
One of the problems in FER is that training neural net-
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works is significantly more difficult as most of the exist-
ing databases have a small number of images or video se-
quences for certain emotions [39]. Also, most of these
databases contain still images that are unrelated to each
other (instead of having consecutive frames of exhibiting
the expression from onset to offset) which makes the task
of sequential image labeling more difficult.
In this paper, we propose a method which extracts tem-
poral relations of consecutive frames in a video sequence
using 3D convolutional networks and Long Short-Term
Memory (LSTM). Furthermore, we extract and incorporate
facial landmarks in our proposed method that emphasize
on more expressive facial components which improve the
recognition of subtle changes in the facial expressions in
a sequence (Figure 1). We evaluate our proposed method
using four well-known facial expression databases (CK+,
MMI, FERA, and DISFA) in order to classify the expres-
sions. Furthermore, we examine the ability of our method
in recognition of facial expressions in cross-database clas-
sification tasks.
The remainder of the paper is organized as follows: Sec-
tion 2 provides an overview of the related work in this field.
Section 3 explains the network proposed in this research.
Experimental results and their analysis are presented in Sec-
tion 4 and finally the paper is concluded in Section 5.
2. Related work
Traditionally, algorithms for automated facial expression
recognition consist of three main modules, viz. registration,
feature extraction, and classification. Detailed survey of dif-
ferent approaches in each of these steps can be found in
[44]. Conventional algorithms for affective computing from
faces use engineered features such as Local Binary Patterns
(LBP) [47], Histogram of Oriented Gradients (HOG) [8],
Local Phase Quantization (LPQ) [59], Histogram of Optical
Flow [9], facial landmarks [6, 7], and PCA-based methods
[36]. Since the majority of these features are hand-crafted
for their specific application of recognition, they often lack
required generalizability in cases where there is high varia-
tion in lighting, views, resolution, subjects’ ethnicity, etc.
One of the effective approaches for achieving better
recognition rates for sequence labeling task is to extract
the temporal relations of frames in a sequence. Extract-
ing these temporal relations has been studied using tradi-
tional methods in the past. Examples of these attempts are
Hidden Markov Models [5, 60, 64] (which combine tempo-
ral information and apply segmentation on videos), Spatio-
Temporal Hidden Markov Models (ST-HMM) by coupling
S-HMM and T-HMM [50], Dynamic Bayesian Networks
(DBN) [45, 63] associated with a multi-sensory informa-
tion fusion strategy, Bayesian temporal models [46] to cap-
ture the dynamic facial expression transition, and Condi-
tional Random Fields (CRFs) [19, 20, 25, 48] and their
extensions such as Latent-Dynamic Conditional Random
Fields (LD-CRFs) and Hidden Conditional Random Fields
(HCRFs) [58].
In recent years, “Convolutional Neural Networks”
(CNNs) have become the most popular approach among
researchers in the field. AlexNet [27] is based on the tra-
ditional CNN layered architecture which consists of sev-
eral convolution layers followed by max-pooling layers and
Rectified Linear Units (ReLUs). Szegedy et al. [52] intro-
duced GoogLeNet which is composed of multiple “Incep-
tion” layers. Inception applies several convolutions on the
feature map in different scales. Mollahosseini et al. [38, 39]
have used the Inception layer for the task of facial expres-
sion recognition and achieved state-of-the-art results. Fol-
lowing the success of Inception layers, several variations
of them have been proposed [24, 53]. Moreover, Inception
layer is combined with residual unit introduced by He et al.
[21] and it shows that the resulting architecture accelerates
the training of Inception networks significantly [51].
One of the major restrictions of ordinary Convolutional
Neural Networks is that they only extract spatial relations of
the input data while ignore the temporal relations of them if
they are part of a sequenced data. To overcome this prob-
lem, 3D Convolutional Neural Networks (3D-CNNs) have
been proposed. 3D-CNNs slide over the temporal dimen-
sion of the input data as well as the spatial dimension en-
abling the network to extract feature maps containing tem-
poral information which is essential for sequence labeling
tasks. Song et al. [49] have used 3D-CNNs for 3D object
detection task. Molchanov et al. [37] have proposed a re-
current 3D-CNN for dynamic hand gesture recognition and
Fan et al. [15] won the EmotiW 2016 challenge by cascad-
ing 3D-CNNs with LSTMs.
Traditional Recurrent Neural Networks (RNNs) can
learn temporal dynamics by mapping input sequences to
a sequence of hidden states, and also mapping the hidden
states to outputs [12]. Although RNNs have shown promis-
ing performance on various tasks, it is not easy for them
to learn long-term sequences. This is mainly due to the
vanishing/exploding gradients problem [23] which can be
solved by having a memory for remembering and forget-
ting the previous states. LSTMs [23] provide such memory
and can memorize the context information for long peri-
ods of time. LSTM modules have three gates: 1) the input
gate (i) 2) the forget gate (f) and 3) the output gate (o)
which overwrite, keep, or retrieve the memory cell c respec-
tively at the timestep t. Letting σ(x) = (1 + exp(−x))−1
be the sigmoid function and φ(x) = exp(x)−exp(−x)exp(x)+exp(−x) =
2σ(2x) − 1 be the hyperbolic tangent function. Letting
x, h, c, W , and b be the input, output, cell state, parameter
matrix, and parameter vector respectively. The LSTM up-
dates for the timestep t given inputs xt, ht−1, and ct−1 are
as follows:
ft = σ(Wf · [ht−1, xt] + bf )
it = σ(Wi · [ht−1, xt] + bi)
ot = σ(Wo · [ht−1, xt] + bo)
gt = φ(WC · [ht−1, xt] + bC)
Ct = ft ∗ Ct−1 + it ∗ gt
ht = ot ∗ φ(Ct)
(1)
Several works have used LSTMs for the task of sequence
labeling. Byeon et al. [3] proposed an LSTM-based net-
work applying LSTMs in four direction sliding windows
and achieved impressive results. Fan et al. [15] cascaded
2D-CNN with LSTMs and combined the feature map with
3D-CNNs for facial expression recognition. Donahue et
al. [12] proposed Long-term Recurrent Convolutional Net-
work (LRCN) by combining CNNs and LSTMs which is
both spatially and temporally deep and has the flexibility
to be applied to different vision tasks involving sequential
inputs and outputs.
3. Proposed method
While Inception and ResNet have shown remarkable re-
sults in FER [20, 52], these methods do not extract the tem-
poral relations of the input data. Therefore, we propose
a 3D Inception-ResNet architecture to address this issue.
Our proposed method, extracts both spatial and temporal
features of the sequences in an end-to-end neural network.
Another component of our method is incorporating facial
landmarks in an automated manner during training in the
proposed neural network. These facial landmarks help the
network to pay more attention to the important facial com-
ponents in the feature maps which results in a more accurate
recognition. The final part of our proposed method is an
LSTM unit which takes the enhanced feature map resulted
from the 3D Inception-ResNet (3DIR) layer as an input and
extracts the temporal information from it. The LSTM unit is
followed by a fully-connected layer associated with a soft-
max activation function. In the following, we explain each
of the aforementioned units in detail.
3.1. 3D Inception-ResNet (3DIR)
We propose 3D version of Inception-ResNet network
which is slightly shallower than the original Inception-
ResNet network proposed in [51]. This network is the re-
sult of investigating several variations of Inception-ResNet
module and achieves better recognition rates comparing to
our other attempts in several databases.
Figure 2 shows the structure of our 3D Inception-ResNet
network. The input videos with the size 10×299×299×3
(10 frames, 299× 299 frame size and 3 color channels) are
followed by the “stem” layer. Afterwards, stem is followed
Figure 2. Network architecture. The “V” and “S” marked layers
represent “Valid” and “Same” paddings respectively. The size of
the output tensor is provided next to each layer.
by 3DIR-A, Reduction-A (which reduces the grid size from
38× 38 to 18× 18), 3DIR-B, Reduction-B (which reduces
the grid size from 18×18 to 8×8), 3DIR-C, Average Pool-
ing, Dropout, and a fully-connected layer respectively. In
Figure 2, detailed specification of each layer is provided.
Various filter sizes, paddings, strides, and activations have
been investigated and the one that had the best performance
is presented in this paper.
We should mention that all convolution layers (except
the ones that are indicated as “Linear” in Figure 2) are fol-
lowed by an ReLU [27] activation function to avoid the van-
ishing gradient problem.
3.2. Facial landmarks
As mentioned before, the main reason we use facial land-
marks in our network is to differentiate between the impor-
tance of main facial components (such as eyebrows, lip cor-
ners, eyes, etc.) and other parts of the face which are less
expressive of facial expressions. As oppose to general ob-
ject recognition task, in FER, we have the advantage of ex-
tracting facial landmarks and using this information to im-
prove the recognition rate. In a similar approach, Jaiswal
et al. [26] proposed incorporation of binary masks around
different parts of the face in order to encode the shape of
different face components. However, in this work authors
perform AU recognition by using CNN as a feature extrac-
tor for training Bi-directional Long Short-Term Memory
while in our approach, we preserve the temporal order of the
frames throughout the network and train CNN and LSTMs
simultaneously in an end-to-end network. We incorporate
the facial landmarks by replacing the shortcut in residual
unit on original ResNet with element-wise multiplication of
facial landmarks and the input tensor of the residual unit
(Figures 1 and 2).
In order to extract the facial landmarks, OpenCV face
recognition is used to obtain bounding boxes of the faces.
A face alignment algorithm via regression local binary
features [41, 61] was used to extract 66 facial landmark
points. The facial landmark localization technique was
trained using the annotations provided from the 300W com-
petition [42, 43].
After detecting and saving the facial landmarks for all of
the databases, the facial landmark filters are generated for
each sequence automatically during training phase. Given
the facial landmarks for each frame of a sequence, we ini-
tially resize all of the images in the sequence to their cor-
responding filter size in the network. Afterwards, we as-
sign weights to all of the pixels in a frame of a sequence
based on their distances to the detected landmarks. The
closer a pixel is to a facial landmark, the greater weight is
assigned to that pixel. After investigating several distance
measures, we concluded that Manhattan distance with a
linear weight function results in a better recognition rate
in various databases. The Manhattan distance between two
items is the sum of the differences of their corresponding
components (in this case two components).
The weight function that we defined to assign the weight
values to their corresponding feature is a simple linear func-
tion of the Manhattan distance defined as follows:
ω(L,P ) = 1− 0.1 · dM(L,P ) (2)
where dM(L,P ) is the Manhattan distance between the facial
landmark L and pixel P . Therefore, places in which facial
(a) Landmarks (b) Generated filter
Figure 3. Sample image from MMI database (left) and its corre-
sponding filter in the network (right). Best in color.
landmarks are located will have the highest value and their
surrounding pixels will have lower weights proportional
to their distance from the corresponding facial landmark.
In order to avoid overlapping between two adjacent facial
landmarks, we define a 7 × 7 window around each facial
landmark and apply the weight function for these 49 pixels
for each landmark separately. Figure 3 shows an example
of facial image from MMI database and its corresponding
facial landmark filter in the network. We do not incorporate
the facial landmarks with the third 3D Inception-ResNet
module since the resulting feature map size at this stage be-
comes very small for calculating facial landmark filter.
Incorporating facial landmarks in our network replaces
the shortcut in original ResNets [22] with the element-wise
multiplication of the weight function ω and input layer xl
as follows:
yl = ω(L,P ) ◦ xl + F (xl,Wl)
xl+1 = f(yl)
(3)
where xl and xl+1 are input and output of the l-th layer, ◦ is
Hadamard product symbol, F is a residual function (in our
case Inception layer convolutions), and f is an activation
function.
3.3. Long Short-Term Memory unit
As explained earlier, to capture the temporal relations
of the resulted feature map from 3DIR and take these rela-
tions into account by the time of classifying the sequences
in the softmax layer, we used an LSTM unit as it is shown in
Figure 2. Using the LSTM unit makes perfect sense since
the resulted feature map from the 3DIR unit contains the
time notion of the sequences within the feature map. There-
fore, vectorizing the resulting feature map of 3DIR on its se-
quence dimension, will provide the required sequenced in-
put for the LSTM unit. While other still image LSTM-based
methods, a vectorized non-sequenced feature map (which
obviously does not contain any time notion) is fed to the
LSTM unit, our method saves the time order of the input
sequences and passes this feature map to the LSTM unit.
We investigated that 200 hidden units for the LSTM unit is
a reasonable amount for the task of FER (Figure 2).
The proposed network was implemented using a com-
bination of TensorFlow [1] and TFlearn [10] toolboxes on
NVIDIA Tesla K40 GPUs. In the training phase we used
asynchronous stochastic gradient descent with momentum
of 0.9, weight decay of 0.0001, and learning rate of 0.01.
We used categorical cross entropy as our loss function and
accuracy as our evaluation metric.
4. Experiments and results
In this section, we briefly review the databases we used
for evaluating our method. We then report the results of our
experiments using these databases and compare the results
with the state of the arts.
4.1. Face databases
Since our method is designed mainly for classifying se-
quences of inputs, databases that contain only independent
unrelated still images of facial expressions such as Mul-
tiPie [18] , SFEW [11] , FER2013 [17] cannot be exam-
ined by our method. We evaluate our proposed method on
MMI [40], extended CK+ [32], GEMEP-FERA [2], and
DISFA [33] which contain videos of annotated facial ex-
pressions. In the following, we briefly review the contents
of these databases.
MMI: The MMI [40] database contains more than 20
subjects, ranging in age from 19 to 62, with different eth-
nicities (European, Asian, or South American). In MMI,
the subjects’ facial expressions start from the neutral state to
the apex of one of the six basic facial expressions and then
returns to the neutral state again. Subjects were instructed
to display 79 series of facial expressions, six of which are
prototypic emotions (angry, disgust, fear, happy, sad, and
surprise). We extracted static frames from each sequence,
which resulted in 11,500 images. Afterwards, we divided
videos into sequences of ten frames to shape the input ten-
sor for our network.
CK+: The extended Cohn-Kanade database (CK+) [32]
contains 593 videos from 123 subjects. However, only 327
sequences from 118 subjects contain facial expression la-
bels. Sequences in this database start from the neutral state
and end at the apex of one of the six basic expressions (an-
gry, contempt, disgust, fear, happy, sad, and surprise). CK+
primarily contains frontal face poses only. In order to make
the database compatible with our network, we consider the
last ten frames of each sequence as an input sequence in our
network.
FERA: The GEMEP-FERA database [2] is a subset of
the GEMEP corpus used as database for the FERA 2011
challenge [56] developed by the Geneva Emotion Research
Group at the University of Geneva. This database contains
87 image sequences of 7 subjects. Each subject shows fa-
cial expressions of the emotion categories: Anger, Fear, Joy,
Relief, and Sadness. Head pose is primarily frontal with rel-
atively fast movements. Each video is annotated with AUs
and holistic expressions. By extracting static frames from
the sequences, we obtained around 7,000 images. We di-
vided the these emotion videos into sequences of ten frames
to shape the input tensor for our network.
DISFA: Denver Intensity of Spontaneous Facial Actions
(DISFA) database [33] is one of a few naturalistic databases
that have been FACS coded by AU intensity values. This
database consists of 27 subjects. The subjects are asked to
watch YouTube videos while their spontaneous facial ex-
pressions are recorded. Twelve AUs are coded for each
frame and AU intensities are on a six-point scale between 0-
5, where 0 denotes the absence of the AU, and 5 represents
maximum intensity. As DISFA is not emotion-specified
coded, we used EMFACS system [16] to convert AU FACS
codes to seven expressions (angry, disgust, fear, happy, neu-
tral, sad, and surprise) which resulted in around 89,000 im-
ages in which the majority have neutral expressions. Same
as other databases, we divided the videos of emotions into
sequences of ten frames to shape the input tensor for our
network.
4.2. Results
As mentioned earlier, after detecting faces we extract 66
facial landmark points by a face alignment algorithm via
regression local binary features. Afterwards, we resize the
faces to 299×299 pixels. One of the reasons why we choose
large image size as input is the fact that larger images and
sequences will enable us to have deeper networks and ex-
tract more abstract features from sequences. All of the net-
works have the same settings (shown in Figure 2 in detail)
and are trained from scratch for each database separately.
We evaluate the accuracy of our proposed method with
two different sets of experiments: “subject-independent”
and “cross-database” evaluations.
4.2.1 Subject-independent task
In the subject-independent task, each database is split into
training and validation sets in a strict subject independent
manner. In all databases, we report the results using the
5-fold cross-validation technique and then averaging the
recognition rates over five folds. For each database and
each fold, we trained our proposed network entirely from
scratch with the aforementioned settings. Table 1 shows the
recognition rates achieved on each database in the subject-
independent case and compares the results with the state-of-
the-art methods. In order to compare the impact of incorpo-
rating facial landmarks, we also provide the results of our
network while the landmark multiplication unit is removed
and replaced with a simple shortcut between the input and
output of the residual unit. In this case, we randomly se-
lect 20 percent of the subjects as the test set and report the
results on those subjects. Table 1 also provides the recogni-
tion rates of the traditional 2D Inception-ResNet from [20]
which does not contain facial landmarks and the LSTM unit
(DISFA is not experimented in this study).
Comparing the recognition rates of the 3D and 2D
Inception-ResNets in Table 1, shows that the sequential
processing of facial expressions considerably enhances the
recognition rate. This improvement is more apparent in
MMI and FERA databases. Incorporating landmarks in the
network is proposed to emphasize on more important fa-
cial changes over time. Since changes in the lips or eyes
are much more expressive than the changes in other com-
ponents such as the cheeks, we utilize facial landmarks to
enhance these temporal changes in the network flow.
The “3D Inception-ResNet with landmarks” column in
Table 1 shows the impact of this enhancement in different
databases. It can be seen that compared with other net-
works, there is a considerable improvement in recognition
rates especially in FERA and MMI databases. The results
on DISFA, however, show higher fluctuations over different
folds which can be in part due to the abundance of inactive
frames in this database which causes confusion in recogniz-
ing different expressions. Therefore, the folds that contain
more neutral faces, would show lower recognition rates.
Comparing to other state-of-the-art works, our method
outperforms others in FERA and DISFA databases while
achieves comparable results in CK+ and MMI databases
(Table 1). Most of these works use traditional approaches
including hand-crafted features tuned for that specific
database, while our network’s settings are the same for all
databases. Also, due to the limited number of samples in
these databases, it is difficult to properly train a deep neural
network and avoid the overfitting problem. For these rea-
sons and in order to have a better understanding about our
proposed method, we also experimented the cross-database
task.
Figure 4 shows the resulting confusion matrices of our
3D Inception-ResNet with incorporating landmarks on dif-
ferent databases over the 5 folds. On CK+ (Figure 4a), it can
be seen that very high recognition rates have been achieved.
The recognition rates of happiness, sadness, and surprise are
higher than those of other expressions. The highest confu-
sion occurred between the happiness and contempt expres-
sions which can be caused from the low number of contempt
sequences in this database (only 18 sequences). On MMI
(Figure 4b), a perfect recognition is achieved for the happy
expression. It can be seen that there is a high confusion
between the sad and fear expressions as well as the angry
and sad expressions. Considering the fact that MMI is a
highly imbalanced dataset, these confusions are reasonable.
On FERA (Figure 4c), the highest and the lowest recogni-
tion rates belong to joy and relief respectively. The relief
category in this database has some similarities with other
categories especially with joy. These similarities make the
classification so difficult even for humans. Despite these
challenges, our method has performed well on all of the cat-
egories and outperforms state of the arts. On DISFA (Fig-
ure 4d), we can see the highest confusion rate compared
with other databases. As mentioned earlier, this database
contains long inactive frames, which means that the number
of neutral sequences is considerably higher than other cate-
gories. This imbalanced training data has made the network
to be biased toward the neutral category and therefore we
can observe a high confusion rate between the neutral ex-
pression and other categories in this database. Despite the
low number of angry and sad sequences in this database, our
method has been able achieve satisfying recognition rates in
these categories.
4.2.2 Cross-database task
In the cross-database task, for testing each database, that
database is entirely used for testing the network and the rest
of the databases are used to train the network. The same
network architecture as subject-independent task (Figure 2)
was used for this task. Table 2 shows the recognition rate
achieved on each database in the cross-database case and it
also compares the results with other state-of-the-art meth-
ods. It can be seen that our method outperforms the state-
of-the-art results in CK+, FERA, and DISFA databases. On
MMI, our method does not show improvements comparing
to others (e.g. [62]). However, authors in [62] trained their
classifier only with CK+ database while our method uses in-
stances from two additional databases (DISFA and FERA)
with completely different settings and subjects which add
significant amount of ambiguity in the training phase.
In order to have a fair comparison with other methods,
we provide the different settings used by the works men-
tioned in Table 2. The results provided in [34] are achieved
by training the models on one of the CK+, MMI, and FEED-
TUM databases and tested on the rest. The reported result
in [47] is the best achieved results using different SVM ker-
nels trained on CK+ and tested on MMI database. In [35]
several experiments were performed using four classifiers
(SVM, Nearest Mean Classifier, Weighted Template Match-
ing, and K-nearest neighbors). The reported results in this
work for CK+ is trained on MMI and Jaffe databases while
the reported results for MMI is trained on the CK+ database
only. As mentioned earlier, in [62] a Multiple Kernel Learn-
ing algorithm is used and the cross-database experiments
are trained on CK+, evaluated on MMI and vice versa. In
[38] a DNN network is proposed using traditional Incep-
tion layer. The networks for the cross-database case in this
work are tested on either CK+, MultiPIE, MMI, DISFA,
FERA, SFEW, or FER2013 while trained on the rest. Some
state-of-the-art methods
2D
Inception-ResNet
3D
Inception-ResNet
3D
Inception-ResNet
+
landmarks
CK+
84.1 [34], 84.4 [28], 88.5 [54], 92.0 [29],
93.2 [38], 92.4 [30], 93.6 [62] 85.77 89.50 93.21±2.32
MMI
63.4 [30], 75.12 [31], 74.7 [29], 79.8 [54],
86.7 [47], 78.51 [36] 55.83 67.50 77.50±1.76
FERA 56.1 [30], 55.6 [57], 76.7 [38] 49.64 67.74 77.42±3.67
DISFA 55.0 [38] - 51.35 58.00±5.77
Table 1. Recognition rates (%) in subject-independent task
(a) CK+ (b) MMI
(c) FERA (d) DISFA
Figure 4. Confusion matrices of 3D Inception-ResNet with landmarks for subject-independent task
of the expressions of these databases are excluded in this
study (such as neutral, relief, and contempt). There are
other works that perform their experiments on action unit
recognition task [4, 14, 26] but since fair comparison of ac-
tion unit recognition and facial expression recognition is not
easily obtainable, we did not mention these works in Ta-
bles 1 and 2.
Figure 5 shows the resulting confusion matrices of our
experiments on 3D Inception-ResNet with landmarks in
cross-database task. For CK+ (Figure 5a), we exclude the
contempt sequences in the test phase since other databases
that are used for training the network, do not contain con-
tempt category. Except for the fear expression (which has
very few number of samples in other databases), the net-
work has been able to correctly recognize other expressions.
For MMI (Figure 5b), highest recognition rate belongs to
surprise while the lowest one belongs to fear. Also, we can
see high confusion rate in recognizing sadness. On FERA
(Figure 5c), we exclude relief category as other databases do
not contain this emotion. Considering the fact that only half
of the train categories exist in the test set, the network shows
acceptable performance in correctly recognizing emotions.
However, surprise category has made significant confusion
in all of the categories. On DISFA (Figure 5d), we exclude
the neutral category as other databases do not contain this
category. Highest recognition rates belong to happy and sur-
(a) CK+ (b) MMI
(c) FERA (d) DISFA
Figure 5. Confusion matrices of 3D Inception-ResNet with landmarks for cross-database task
prise emotions while lowest one belongs to fear. Comparing
to other databases, we can see a significant increase in con-
fusion rate in all of the categories. This can be in part due
to the fact that emotions in DISFA are “spontaneous” while
emotions in the training databases are “posed”. Based on
the aforementioned results, our method provides a compre-
hensive solution that can generalize well to practical appli-
cations.
5. Conclusion
In this paper, we presented a 3D Deep Neural Network
for the task of facial expression recognition in videos. We
state-of-the-art methods
3D
Inception-ResNet
+
landmarks
CK+
47.1 [34], 56.0 [35],
61.2 [62], 64.2 [38] 67.52
MMI
51.4 [34], 50.8 [47],
36.8 [35], 55.6 [38],
66.9 [62]
54.76
FERA 39.4[38] 41.93
DISFA 37.7 [38] 40.51
Table 2. Recognition rates (%) in cross-database task
proposed the 3D Inception-ResNet (3DIR) network which
extends the well-known 2D Inception-ResNet module for
processing image sequences. This additional dimension
will result in a volume of feature maps and will extract
the spatial relations between frames in a sequence. This
module is followed by an LSTM which takes these tempo-
ral relations into account and uses this information to clas-
sify the sequences. In order to differentiate between facial
components and other parts of the face, we incorporated fa-
cial landmarks in our proposed method. These landmarks
are multiplied with the input tensor in the residual module
which is replaced with the shortcuts in the traditional resid-
ual layer.
We evaluated our proposed method in subject-
independent and cross-database tasks. Four well-known
databases were used to evaluate the method: CK+, MMI,
FERA, and DISFA. Our experiments show that the pro-
posed method outperforms many of the state-of-the-art
methods in both tasks and provides a general solution for
the task of FER.
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