In this paper, we propose and study a so-called modified Bartlett (MB) test for the general linear hypothesis testing (GLHT) problem in heteroscedastic one-way ANOVA. The MB test is easy to compute and implement via using the usual chi-squared distribution. The MB test is shown to be invariant under affine transformations, different choices of the contrast matrix used to define the same hypothesis and different labeling schemes of the population means. Simulation studies demonstrate that the MB test performs well and it outperforms or is comparable to some existing tests for the k-sample Behrens-Fisher problem, a special case of the GLHT problem. The MB test is illustrated using a real data example.
INTRODUCTION
For several decades, much attention has been paid for comparing k normal means under heteroscedasticity (Welch 1947 (Welch , 1951 James 1951 James , 1954 Krutchkoff 1988; Wilcox 1988 Wilcox , 1989 Krishnamoorthy, Lu, and Mathew 2007 etc.) . When only two normal means are involved, this problem is referred to as the Behrens-Fisher (BF) problem (Behrens 1929 , Fisher 1935 , and it has been well addressed in the literature. Among the tests proposed for the two-sample BF problem, Welch's (1947) approximate degrees of freedom (ADF) test is the most popular one. It has been well accepted and widely used in real data applications because of its simplicity and accuracy as argued by Krishnamoorthy, Lu, and Mathew (2007) .
The problem for comparing k normal means under variance heteroscedasticity is usually referred to as the k-sample BF problem. A number of testing procedures have been proposed and studied on this problem, including Welch's (1951) ADF test, James' (1954) second-order test, Weerahandi's (1995) generalized F-test, and Krishnamoorthy, * The work was supported by the NUS Academic Research Grant R-155-000-108-112. The authors thank the co-editor and two referees for their invaluable comments and suggestions which helped improve the paper substantially. † Corresponding author.
Lu, and Mathew's (2007) parametric bootstrap (PB) test, etc. Although Welch's (1951) ADF test performs well when k = 2, its performance is unsatisfactory in terms of size controlling when k is large. In fact, Krishnamoorthy, Lu, and Mathew (2007) compared the Welch, generalized F , James' second order and their PB tests via intensive simulations and demonstrated that in terms of size controlling and power, their PB test generally performs the best, followed by James ' (1954) second order test while the Welch and generalized F tests are sometimes very liberal when k is large. Since the PB test is time-consuming and James ' (1954) second-order test has a very complicated form which prevents it from being widely used in real data analysis, it is still worthwhile to develop some simple test for the k-sample BF problem which is comparable to the PB test in terms of size controlling and power.
In this paper, we aim to propose and study such a simple and accurate test, namely, a modified Bartlett (MB) test, for the general linear hypothesis testing (GLHT) problem in heteroscedastic one-way ANOVA, which includes the ksample BF problem as a special case. The MB test is obtained via an application of the modified Bartlett correction of Fujikoshi (2000) to a Wald-type statistic constructed for the GLHT problem. The MB test can be easily computed and implemented via the usual χ 2 -distribution. We show that the MB test is invariant under affine transformations, different choices of the contrast matrix used to define the same hypothesis and different labeling schemes of the population means. Simulation studies and real data applications show that the MB test outperforms the Welch test and is comparable to the PB test in terms of size controlling and power.
The rest of the paper is organized as follows. In Section 2, the MB test is developed and some of its important properties are discussed. Simulation studies are presented in Section 3. An application of the MB test to a real data set is given in Section 4. Some concluding remarks are given in Section 5. Technical proofs of the main results are outlined in the Appendix. l = 1, 2, . . . , k, the heteroscedastic one-way ANOVA is referred to the following testing problem:
(1)
without assuming the equality of variances σ 2 l , l = 1, 2, . . . , k. This problem is also known as the k-sample BF problem. For this k-sample BF problem, several solutions are available in the literature, including Welch's (1951) ADF test and James ' (1954) first and second order approximation solutions, Krutchkoff's (1988) modified F -test, and the PB test of Krishnamoorthy, Lu, and Mathew (2007) among others. The k-sample BF problem (1) can be written as a special case of the following GLHT problem:
where μ = (μ 1 , μ 2 , . . . , μ k ) T , C : q × k is a known coefficient matrix with rank(C) = q, and c : q × 1 is a known constant vector, often set to zero. In fact, the GLHT problem (2) reduces to the heteroscedastic one-way ANOVA (1) if we set c = 0 and C = [I k−1 , −1 k−1 ] where I r and 1 r denote the identity matrix of size r and the r-dimensional vector of ones respectively. Notice that C is a contrast matrix and its choice is not unique for (1) and later we shall show that the MB test is invariant to different choices of C. To propose and study the so-called MB test for the GLHT problem (2),
which are the sample mean and sample variance of the lth sample respectively. Setμ = (μ 1 ,μ 2 , . . . ,μ k ) T , as an unbiased estimator of μ. Then we haveμ ∼ N k (μ, Σ) where Σ = diag(
T ). Thus, we can then construct the following Wald-type statistic:
, an unbiased estimator of Σ. We now re-express T as
It is easy to see that z ∼ N q (μ z , I q ), where
For further investigation, let n min = min k l=1 n l and n max = max k l=1 n l denote the smallest and largest sample sizes. We impose the following condition:
This condition requires that the sample sizes n 1 , n 2 , . . . , n k proportionally tend to ∞, preventing the case when n min is too small compared with the other sample sizes. This guarantees that n min (CΣC T ) tends to a non-singular matrix as n min → ∞ so that we can write (
and 
where
. In addition, we have
Notice that under the conditions of Theorem 2, the quantities α 1 and α 2 will tend to their finite limits respectively as n min → ∞. Theorem 2 implies that E(
The modified Bartlett correction of Fujikoshi (2000) aims to improve this convergence rate to a higher order, say, of order n −2 min using the logtransformation T MB = (n min β 1 + β 2 ) log(1 + T nminβ1 ), where
min ); see some details in Yanagihara and Yuan (2005) and Fujikoshi (2000) . It is then expected that T MB converges to χ 2 q with a faster rate than T does.
In real data application, β 1 and β 2 have to be replaced by their estimators. Proper estimators are obtained via replacing Δ by its estimator:
The estimatorŝ α 1 ,α 2 ,β 1 ,β 2 are then obtained accordingly so that
Some simple algebra gives that
From the proof of Theorem 2, one can easily see that the range of Δ given in (9) is also the range ofΔ. Thus, provided n min ≥ 2, we always have n minβ1 > 0 and n minβ1 +β 2 > 0. This guarantees thatT MB is a nonnegative and monotonically increasing function of T . The critical value of the MB test can be specified as χ 2 q (1 − α) for any given significance level α. We reject the null hypothesis in (2) when this critical value is exceeded bŷ T MB . The MB test can also be conducted via computing the P-value based on the χ 2 q -distribution easily.
Properties of the MB test
As mentioned previously, the contrast matrix C is not unique. It is known from Kshirsagar (1972, Ch. 5, Sec. 4) that for any two contrast matricesC and C specifying the same hypothesis, there is a nonsingular matrix P such that C = P C. Theorem 3 below shows that the MB test is invariant to different choices of C for the same hypothesis.
Theorem 3. The MB test is invariant when C and c in (2) are replaced by
(12)C = P C andc = P c, respectively where P is any nonsingular matrix.
In practice, the observed data often have to be re-scaled or re-centered before conducting a statistical inference. Data recentering and rescaling are two special cases of the following affine transformation:
where a = 0 and b are two given constants.
Theorem 4. The MB test is invariant under the affine transformation (13).
It is generally required that a good test is invariant under different labeling schemes of the k population means. The MB test has such a property as stated below.
Theorem 5. The MB test is invariant under different labeling schemes of the population means μ
l , l = 1, 2, . . . , k.
MB test for one-way random-effect models
One-way random-effect models are very important in the analysis of inter-laboratory data. In this subsection, we would also like to mention that like the Welch test and the PB test (Krishnamoorthy, Lu, and Mathew 2007) , the MB test is also appropriate for one-way random-effect models. Let x lj denote the j-th observation at the l-th lab, where j = 1, 2, . . . , n l ; l = 1, 2, . . . , k. A one-way random-effect model can be written as
where μ 0 is a fixed-effect (i.e. grand mean), τ l , l = 1, . . . , k are random-effects, and lj are measurement errors. We
. . , k and they all are independent. To check whether the inter-laboratory effect is significant is equivalent to test if the variance component σ 2 τ equals 0. That is, we want to test the following problem:
Firstly, we show that the test statistic (4) with some C and c can be used to test (15). For this purpose, notice that the best linear unbiased predictors for 
T . Under the null hypothesis in (15), we have
. Therefore, it is natural to use the following Wald-type test statistic
for testing (15). This shows that T is in the form of (4) with C = [I k−1 , −1 k−1 ] and c = 0. It is seen that given Σ, T is a positive definite quadratic form inμ, showing that T has a distribution which is stochastically increasing in σ 2 τ (Dajani and Mathew 2003) . That is, conditional on Σ, the values of T are also stochastically increasing in σ 2 τ and this stochastic monotonicity also holds for T unconditionally. Secondly, we show that the null distribution of T can be approximated using the MB correction. In fact, under the null hypothesis in (15), Theorems 1 and 2 are still valid and Theorems 3, 4 and 5 can also be verified. Thus, the MB correction can still be used to approximate the null distribution of T . Therefore, we have showed that the MB test can be used for the one-way random-effect testing problem (15).
SIMULATION STUDIES
In this section, we assess the performance of the MB test via five simulation studies. In the first three simulation studies, we compare the MB test against Welch's (1951) Krishnamoorthy, Lu, and Mathew (2007) showed via intensive simulation studies that the PB test is so far the most accurate testing procedure for the k-sample BF problem (1) in terms of size controlling. The last two simulation studies aim to study the performance of the MB test for two contrast tests.
First of all, we briefly describe the Welch and PB tests as follows. For the k-sample BF problem (1), the Welch
The null hypothesis of (1) is rejected when T exceeds the upper (100α)-th percentile of
The null hypothesis of (1) is rejected by the PB
The left-hand side probability has to be evaluated using Monte Carlo via simulating (z l , u 2 l ), l = 1, 2, . . . , k a large number of times. For a given sample size vector n = (n 1 , n 2 , . . . , n k ), a mean vector μ = (μ 1 , μ 2 
For simplicity, the entries of μ are defined as μ l = 2.1 + δΔ l , l = 1, 2, . . . , k where Δ 1 = .5, Δ 2 = −.3, Δ k = 1.1, Δ l = 0, l = 3, . . . , k − 1 and δ is a tuning parameter controlling the validity of the null hypothesis in the k-sample BF problem (1). The three tests are then applied toμ l =x l , l = 1, . . . , k andσ 2 l , l = 1, . . . , k respectively and their P-values are recorded. The P-values of the PB test are obtained via 10, 000 inner runs. This process is repeated 10, 000 times. The empirical sizes (when δ = 0) and powers (when δ > 0) of the tests are the proportions of rejecting the null hypothesis, i.e., when the P-values of the tests are less than the nominal significance level α. In all the simulations conducted, we used α = 5% for simplicity.
In Tables 1-3 , the first 2 columns list the tuning parameters for the sample sizes and population variances under consideration. For simplicity, we sometimes use a r to denote "a repeats r times", e.g., (4 3 , 2 2 ) = (4, 4, 4, 2, 2) and (1, 2, 3) 2 = (1, 2, 3, 1, 2, 3) . The columns labeled with "Welch", "PB" and "MB" display the empirical sizes or powers of the Welch, PB and MB tests respectively. The smaller ARE value indicates the better overall performance of the associated test. Usually, when ARE < 10, the test performs very well and when 10 < ARE < 20, the test is acceptable. When ARE > 20, the test may be quite liberal or quite conservative. Table 1 displays the simulation results for 3-sample BF problem (1). Four cases of n are considered with the total sample size N = 27 being the same with n min increasing from 2 to 9. Seven cases of σ 2 are considered with the first case having homogeneous variances. It is seen that when n min is too small, e.g., for those cases with n min = 2, none of the Welch, PB and MB tests performed well in terms of size controlling: the ARE values of the three tests are more than 90; their empirical sizes are around 10%, much larger than the nominal size 5%; and the bootstrapped critical values of the MB test are much larger than the associated theoretical critical value χ 2 2 (.05) = 5.99. However, with increasing n min , the performances of the three tests are getting better and better: the ARE values of the three tests are now less than 20; their empirical sizes are now around 5%; and the bootstrapped critical values of the MB test are getting closer and closer to the associated theoretical critical value. In particular, the three tests performed very well for those cases with n = (9, 9, 9). Notice also that the powers of the three tests are comparable and they are getting larger and larger with increasing n min from 2 to 9 although the powers of the MB test are slightly smaller than those of the other two tests when n min = 2 and 4. Overall speaking, in this simulation study, the three tests are roughly comparable in terms of size controlling and power. Table 2 displays the simulation results for a 10-sample BF problem (1). Four cases of n and five cases of σ 2 are considered. In this simulation study, we would like to emphasize that we compared k = 10 normal means. It is seen that the Welch test became very liberal, with its empirical sizes around 8% except when n = (15 10 ) but the PB and MB tests still performed well and were comparable with each other in terms of size controlling and power. For all the cases under consideration, the bootstrapped critical values of the MB test are close to their theoretical critical value χ 2 9 (.05) = 16.90. Table 3 displays the simulation results for a 20-sample BF problem (1). Three cases of n and five cases of σ 2 are considered. It is seen that the Welch test became more liberal when n = (5 20 ), with its empirical sizes around 12%. In terms of size controlling, the PB test slightly outperformed the MB test while in terms of power, the MB test slightly outperformed the PB test. Therefore, in this simulation study, the PB and MB tests were still comparable with each other and both of them performed better than the Welch test. For all the cases under consideration, the bootstrapped critical values of the MB test are close to their theoretical critical value χ 2 19 (.05) = 30.1.
As mentioned in the previous section, the GLHT problem (2) includes not only the k-sample BF problem (1) but also contrast tests as special cases. To see if the MB test also works well for contrast tests, we conducted two simulation studies with contrast tests. The Welch and PB tests were not included since they were developed only for the k-sample BF problem unless some further work is done. Tables 4 and 5 show the results of the two simulation studies for the GLHT problem (2) with C = (−2, −1, 0, 1, 2), μ T = (1, 2, 0, 2, 1) and with C = (1, 1, −2), μ T = (1, 3, 2), respectively. It is seen that the MB test indeed performed well in these two simulation studies with all the ARE values below 10 and all the bootstrapped critical values close to the theoretical critical value, χ 2 1 (.05) = 3.84, of the MB test. From the first three simulation studies, it is seen that overall speaking, the Welch test is very liberal when k is large and n is small. This observation is in agreement with the one observed by Krishnamoorthy, Lu, and Mathew (2007) . In addition, we see that the MB test is generally comparable to the PB test in terms of size controlling and power for the k-sample BF problem (1) for various sample sizes and parameter configurations. From the last two simulation studies, we see that the MB test also works well for contrast tests. In view of the above and the computational effort required by the PB test, we generally recommend the MB test in real data analysis.
APPLICATIONS TO THE PTSD DATA
The study by Foa, Rothbaum, Riggs, and Murdock (1991) involved 45 subjects (rape victims) who were randomly assigned to one of four groups treated by four different treatments: (1) Stress Inoculation Therapy (SIT) in which subjects were taught a variety of coping skills; (2) Prolonged Exposure (PE) in which subjects went over the rape in their mind repeatedly for seven sessions; (3) Supportive Counseling (SC) which was a standard therapy control group; and (4) a Waiting List (WL) control. In the actual study, pre-and post-treatment measures were taken on a number of variables. Here, however, we only look at the post traumatic stress disorder (PTSD) data (the total number of symptoms endorsed by the subject). The data are available at http://www.uvm.edu/~dhowell/StatPages/FoaFolder /Foa_Anova.html where David C. Howell presented a standard ANOVA analysis, assuming homogeneity of the variances. However, the sample variances of the PTSD data are quite different, ranging from 15.6 to 124, as seen from Table 6 .
In this section, we make use of this PTSD data to illustrate the MB test and to study the impacts of the variance heteroscedasticity on the results of the standard ANOVA, Welch (1951) , PB (Krishnamorthy, Lu, and Mathew 2007) and MB tests. For this purpose, we consider all the four, three and two-group mean comparisons as listed in Column 1 of Table 7 . It is seen that the homogeneity assumption is violated in various degrees in these comparisons with Case (2) most seriously and Case (11) most lightly. Overall speaking, the degrees of heteroscedasticity for Cases (1)-(3) are much higher than those for Cases (4)-(11).
We, first of all, look at the P-values of the Welch, PB and MB tests as listed in Columns 2-5 of Table 7 respectively. The P-values of the PB test were obtained based on 100, 000 bootstrap replicates. Since the sample sizes are relatively large, all the three tests performed well and they gave about the same P-values for all 11 cases although the computational cost of the MB test and the Welch test is much less than that of the PB test. We now check the impact of the heteroscedasticity on the results via looking at the P-value discrepancies between the standard ANOVA and the MB test for all the 11 cases. For Cases (4)- (11) where the degrees of heteroscedasticity are low, the P-value discrepancies between the standard ANONA and the MB test are not large enough to yield inconsistent conclusions. For Cases (1)- (3) where the degrees of heteroscedasticity is high, however, the P-values of the standard ANOVA are about 2 to 5 times larger than those of the MB test. Depending on the specified nominal significance level α, the conclusions made by the standard ANOVA may be opposite to those made by the MB test. For example, when α = 1%, the standard ANOVA accepts (while the MB test rejects) the null hypotheses of Cases (1)-(3); when α = 5%, the standard ANOVA accepts (while the MB test rejects) the null hypothesis of Case (2). Since the MB test assumes much weaker conditions than the standard ANOVA does, the conclusions made by it are generally more reliable than those made by the standard ANOVA. Thus, when the degree of heteroscedasticity is high, application of the standard ANOVA may yield misleading conclusions.
CONCLUDING REMARKS
In this paper, we proposed and studied the so-called MB test for the GLHT problem in heteroscedastic one-way ANOVA, making use of the modified Bartlett correction of Fujikoshi (2000) to improve the convergence rate of the Wald-type statistic T which approaches to a χ 2 -distribution slowly. It allows a unified treatment of the overall, post hoc and contrast tests in heteroscedastic one-way ANOVA about the population means and hence has wide applications. Simulation studies and real data applications show that the MB test generally outperforms the Welch (1951) test and is comparable to the PB test of Krishnamoorthy, Lu, and Mathew (2007) for the k-sample BF problem. The modified Bartlett correction has wide applications. We here provide another useful example following Yanagihara and Yuan (2005) .
Notice that the condition (7) we imposed for Theorems 1 and 2 is based on n min . For large samples, this condition is equivalent to the ordinary condition " n l N = O(1), l = 1, 2, . . . , k" imposed by some other authors, e.g., Yanagihara and Yuan (2005) , where N = k l=1 n l denotes the total sample size. We used n min rather than N based on the following reasons. First of all, n min plays a central role in stating Theorems 1 and 2 and their proofs. For example, from the proofs of Theorems 1 and 2, one can see that it is natural and accurate to use n min rather than N to define the convergence rates of the random matrices H, W , Σ, R among others. Secondly, it is well known that for homogeneous one-way ANOVA, the convergence rate of T tending to a χ 2 -distribution is of order N −1/2 . By the proof of Theorem 1, it is seen that the convergence rate of T for heteroscedastic one-way ANOVA is of order n −1/2 min . Therefore, the convergence rate of T for homogeneous one-way ANOVA is much faster than that for heteroscedastic oneway ANOVA. This is intuitively understood since for homogeneous one-way ANOVA, the N observations are pooled to estimate the common variance while for heteroscedastic one-way ANOVA, each of the population variances has to be estimated separately using only the observations in the sample. Finally, from the simulation results in Table 1 , it is seen that n min has a strong impact on the performances of the Welch, PB and MB tests: when n min is too small, none of the three tests performed well even when N is sufficiently large.
In this paper, the normality assumption was made when we developed the MB test. In particular, Theorem 2 was derived under the normality assumption. Therefore, the performance of the MB test proposed in this paper is not guaranteed for non-normal data. To overcome this difficulty, a normality test may be needed to check if the data are nearly normally distributed. If the normality test is rejected, the well-known Box-Cox power transformation may be properly applied so that the MB test can be applied to the resulting data which are nearly normally distributed. It is easy to see from (A.2) that E(R) = 0 and Etr(R) = 0. 
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