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Abstract—This paper is concerned with the study of scalability
in network systems affected by communication delays and distur-
bances. The case considered is when the agents are heterogeneous,
have a possibly nonlinear dynamics and communicate via a
possibly nonlinear coupling. After formalizing the notion of
scalability for these networks, we give two sufficient conditions
to assess this property. These results can be used to study both
leader and leaderless networks and also allow to consider the
case when the desired configuration of the system changes over
time. We show how our conditions can be turned into design
guidelines to guarantee network scalability and illustrate their
effectiveness via numerical examples.
I. INTRODUCTION
Over the years, driven by the introduction of low-cost and
high performance connected devices, network systems have
considerably evolved, increasing not only their scale but also
the complexity of their topology [1], [2]. Examples of these
large-scale network systems include autonomous vehicles [3],
robotic formations [4], neural networks [5]. There is then no
surprise that a large body of literature devoted to the study of
collective network behaviours has emerged: problems such as
consensus, synchronization, coordination, have attracted much
research attention and results have been obtained under a wide
range technical conditions, see e.g. [6]–[8].
In this context, a key challenge is the design of proto-
cols that do not just guarantee the fulfilment of the desired
behaviour but also that the network is scalable. Intuitively,
network scalability means that the disturbances affecting an
agent are not amplified when passed to its neighbours, thus
supporting the possibility of expanding the network. Scala-
bility is then a fundamental requirement for network systems
spanning from platoons of vehicles, where poor handling of
disturbances might cause crashes within the vehicles, to neural
networks, where the output produced by a network trained on
a finite number of examples must be coherent with the output
that would be produced in the presence of disturbances never
seen before. Motivated by this, we: (i) introduce a notion of
scalability for networks affected by delays; (ii) give sufficient
conditions to assess this property for networks of possibly
nonlinear heterogeneous agents coupled via possibly nonlinear
protocols; (iii) show how our approach can be turned into
design guidelines to ensure network scalability.
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Related work: the study of how disturbances propagate
within a network is a central topic for autonomous vehicle-
following systems. In the context of platoons much research
effort has been devoted to the study of string stability [9].
The key idea behind the several definitions of string stability
proposed in the literature [10] is that of giving upper bounds on
certain deviations of the individual agents from a reference that
are independent on the number of vehicles. See e.g. [9], [11]–
[13] for a number of recent results and a survey of the related
literature. In the above works, results are obtained under the
assumption that the network system is delay-free and some
extensions to strings affected by communication delays are
given in e.g. [14], [15] for homogeneous, disturbance-free,
linear systems. Works on scalability for networks with arbi-
trary topologies are sparse when compared to works on string
stability. For networks with linear agents, results include [2],
[16] where network coherence is characterized as a function of
the number of its agents, [17] where performance deterioration
in networks subject to external stochastic disturbances are
considered, [18] where certain network performance metrics
are studied as a function of the number of edges. Other
related works include these on leader-to-formation stability,
see e.g. [19], that was introduced to characterize the be-
haviour of (disturbance-free) formations with respect to the
inputs provided by leaders and these on mesh stability, see
e.g. [20], that offer a generalization of string stability to
(linear and distubance-free) networks with regular topologies.
Finally, other results include [21], where sufficient conditions
for the scalability of delay-free leaderless networks with
homogeneous agents interacting over regular topologies are
introduced, and the more recent [22] where, by considering
linear systems, the assumption of homogeneous agents was
removed.
Statement of the contributions: we study scalability of
network systems consisting of heterogeneous nonlinear agents
that communicate via possibly nonlinear protocols. The agents
are affected by external disturbances and communication de-
lays. In the context of the above literature, our main contribu-
tions can be summarized as follows:
• first, for these delayed networks, we formalize the notions
of L∞-scalable-Input-to-State Stable and L∞-scalable-
Input-Output Stable (L∞-sISS and L∞-sIOS) networks;
• we then give two sufficient conditions to assess these
properties. To the best of our knowledge, these are
the first results that tackle the problem of guaranteeing
scalability of nonlinear networks of heterogeneous agents
affected by both disturbances and delays. Moreover, our
results can be used to study both leader and leaderless
networks and also allow to consider the case where the
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desired configuration of the system changes over time;
• we show how our conditions can be turned into design
guidelines to guarantee scalability. We do so by first
showing how our approach can be used to design dis-
tributed control protocols that, while guaranteeing the
tracking of a time-varying speed profile provided by a
leader, also ensure scalability for a network of mobile
agents. We then also show how the approach can be
used to devise conditions on the activation functions (and
their weights) to guarantee scalability of certain recurrent
neural networks. To the best of our knowledge, these are
also the first results that explicitly address scalability in
neural networks;
• finally, the effectiveness of our results is illustrated via
numerical examples.
II. MATHEMATICAL PRELIMINARIES
Let A be a m × m real matrix. We denote by ‖A‖p
the matrix norm induced by the p-vector norm |·|p. We
recall that (see e.g. [23]) the matrix measure induced by
|·|p is defined as µp(A) := lim
h→0+
1
h (‖I + hA‖p − 1). In
this work, we make use of µ2(A) := λmax(AT + A)/2
and µ∞(A) := maxi[aii +
∑
j 6=i |aij |]. We also denote by
σmin(A) (σmax(A)) the smallest (largest) singular value of A.
Given the piece-wise continuous signal di(t): [0,+∞)→ Rm,
we let ‖di(·)‖L∞ := supt |di(t)|2. Let f(x1, . . . , xN ) be a
smooth function in all its arguments, with xi ∈ Rn. Then,
we use the shorthand notation ∂if(x1, . . . , xN ) to denote the
partial derivative ∂f(x1,...,xN )∂xi . Throughout the paper, the m-
dimensional identity matrix is denoted by Im while the m×n
zero matrix is 0m×n. We recall that a continuous function
α : R+ → R+ is said to be a class-K function if it is
strictly increasing and α(0) = 0. It is said to belong to class-
K∞ if α(r) → +∞ as r → +∞. A continuous function
β : R+ × R+ → R+ is said to be a class-KL function if, for
any fixed s, β(·, s) is of class-K and, for each fixed r, β(r, ·)
is decreasing and β(r, s)→ 0 as s→∞.
Useful results
We first recall a result following directly from [24]. This
result gives two upper bounds for the matrix measure and
matrix norm. In what follows, we let |·|S and µS(·) be,
respectively, any p-vector norm and its induced matrix measure
on RN . In particular, the norm |·|S is monotone, i.e. for any
vector x, y ∈ RN+ , x ≤ y implies that |x|S ≤ |y|S where the
inequality x ≤ y is component-wise.
Lemma 1. Consider the vector η := [ηT1 , . . . , ηTN ]T , ηi ∈
Rn. We let |η|G :=
∣∣[|η1|G1 , . . . , |ηN |GN ]∣∣S , with |·|Gi being
norms on Rn, and denote by ‖·‖G , µG(·) (‖·‖Gi , µGi(·)) the
matrix norm and measure induced by |·|G (|·|Gi ). Finally, let:
1) A := (Aij)Ni,j=1 ∈ RnN×nN , Aij ∈ Rn×n;
2) Aˆ := (Aˆij)Ni,j=1 ∈ RN×N , with Aˆii := µGi(Aii) and
Aˆij := ‖Aij‖Gi,j , ‖Aij‖Gi,j := sup|x|Gi=1 |Aijx|Gj ;
3) A¯ := (A¯ij)Ni,j=1 ∈ RN×N , with A¯ij := ‖Aij‖Gi,j .
Then: (i) µG(A) ≤ µS(Aˆ); (ii) ‖A‖G ≤
∥∥A¯∥∥
S
.
Proof. Item (i) is proved in [24] and (ii) follows from [24].
The next proposition gives a result similar in spirit to
Theorem 2.4 in [25].
Lemma 2. Let u : [−τ0,+∞)→ R+ , τ0 < +∞ and assume
that
D+u(t) ≤ au(t) + b sup
t−τ(t)≤s≤t
u(s) + c, t ≥ 0
with: (i) τ(t) being bounded and non-negative, i.e. 0 < τ(t) ≤
τ0, ∀t; (ii) u(t) = |ϕ(t)|, ∀t ∈ [−τ0, 0] where ϕ(t) is bounded
in [−τ0, 0]; (iii) a < 0, b ≥ 0 and c ≥ 0. Assume that there
exists some σ > 0 such that a+ b ≤ −σ < 0,∀t ≥ 0. Then:
u(t) ≤ sup
−τ0≤s≤0
u(s)e−λˆt +
c
σ
where λˆ := inft≥0{λ|λ(t) + a+ beλ(t)τ(t) = 0} is positive.
Proof. The proof follows similar steps to these of [25] and is
therefore omitted here for brevity.
III. STATEMENT OF THE CONTROL PROBLEM
We consider a network of N heterogeneous agents, possibly
receiving inputs from a set of L leaders. The dynamics of the
i-th agent is modelled via
x˙i = fi(xi, t) + ui(t) + bi(xi, t)di(t), t ≥ 0 (1)
yi = gi(xi) (2)
with i = 1, ..., N , xi ∈ Rn, ui(t) ∈ Rn being the control
protocol, di(t) being an n-dimensional signal modelling a
(deterministic) external disturbance on the agent. Also, in the
above dynamics, bi : Rn × R+ → Rn×n can be thought of
as a time- and state-dependent disturbance intensity/diffusion
function. The function fi : Rn×R+ → Rn models the intrinsic
dynamics of the i-th agent, gi : Rn → Rm is the output
function. In (1) the noise intensity/diffusion is bounded, i.e.
maxxi,t ‖bi(xi, t)‖2 ≤ b¯, ∀i and the functions fi(·, ·), bi(·, ·)
and gi(·) are smooth in all their arguments. We consider
protocols of the form
ui(t) =
∑
j∈Ni
w
(τ)
ij h
(τ)
ij
(
xi(t− τ(t)), xj(t− τ(t)), t
)
+
∑
j∈Ni
wijhij
(
xi(t), xj(t), t
)
+
∑
l∈Li
w
(τ)
il h
(τ)
il
(
xi(t− τ(t)), xl(t− τ(t)), t
)
+
∑
l∈Li
wilhil
(
xi(t), xl(t), t
)
(3)
with τ(t) being the time-varying and bounded delay, i.e.
τ(t) ≤ τ0 ∀t, xi(s) = ϕi(s), ϕi(s) : R → Rn being
continuous and bounded ∀s ∈ [−τ0, 0], ∀i = 1, . . . , N ,
wij , wil, w
(τ)
ij , w
(τ)
il ∈ [0, 1] being the coupling weights. Also,
in (3): (i) Ni denotes the set of neighbours of agent i and
Li is the set of leaders to which the i-th agent is possibly
connected; (ii) the functions hij : Rn × Rn × R+ → Rn
and hil : Rn × Rn × R+ → Rn are the delay free inter-agent
and agent-leader coupling functions respectively. Analogously,
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h
(τ)
ij : Rn×Rn×R+ → Rn and h(τ)il : Rn×Rn×R+ → Rn
are coupling functions for the delayed information.
In the control protocol (3) we have separate couplings (and
different weights) for the delay-free and delayed communica-
tion. In (3) if we set all the w(τ)ij ’s and w
(τ)
il ’s to 0 we obtain
a delay-free network. Scalability of these nonlinear networks
in the context of string stability has been investigated in e.g.
[13]. Instead, if we set all the wij’s and wil’s to 0 we get
a network with delayed coupling. Stability of these networks
have been widely investigated in the literature on e.g. pinning
synchronization and consensus.
Remark 1. Situations where there is an overlap between a
delay-free and delayed communication between agents nat-
urally arise in a number of applications. For example, in
platooning [26], certain states (e.g. positions) from the neigh-
bours might be available at the i-th agent with a negligible/no
delay. Other information, such as acceleration, might instead
be subject to measurement/processing delays. Protocols of the
form of (3) can also be used to study the popular neural
network model of e.g [27]. In this case, the agents are
neurons and a delay-free communication coupling for agent
i models an activation function from the closest neurons. The
delayed communication can be instead used to model deeper
activations from other neurons farther away in the network.
A. Control goal
As in [13] we state our control goal in terms of a desired
solution of the unperturbed dynamics of (1) - (3). That is, we
let xd(t) = [xd1(t)
T , . . . , xdN (t)
T ]T , with x˙di (t) = fi(x
d
i , t),
be the desired state/solution of the network when there are
no disturbances/delays and yd(t) = [yd1(t)
T , . . . , ydN (t)
T ]T ,
with ydi (t) = gi(x
d
i (t)), be the desired output. Our goal is
to design the control protocol (3) so that (1) - (2) is either
L∞-scalable-Input-to-State Stable (L∞-sISS) or L∞-scalable-
Input-Output Stable (L∞-sIOS). These notions are formalized
with the following
Definition 1. The closed loop network system (1) - (3) is:
• L∞-scalable-Input-to-State Stable (L∞-sISS) if there
exists some class-KL function, β, and class-K func-
tion, γ, such that, for all t ≥ 0, maxi|xi(t) −
xdi (t)|2 ≤ β(maxi sup−τ0≤s≤0 |xi(s) − xdi (s)|2, t) +
γ(maxi‖di(·)‖L∞), ∀N ;
• L∞-scalable-Input-Output Stable (L∞-sIOS) if there ex-
ists some class-KL function, α, and class-K func-
tion, γ, such that, for all t ≥ 0, maxi|yi(t) −
ydi (t)|2 ≤ α(maxi sup−τ0≤s≤0 |xi(s) − xdi (s)|2, t) +
γ(maxi‖di(·)‖L∞), ∀N .
where xi(t) is a solution of the system corresponding to an
initial value xi(s) = ϕi(s), s ∈ [−τ0, 0], i = 1, . . . , N and
xdi (s) = x
d
i (0), s ∈ [−τ0, 0].
Remark 2. We say that the network system is L∞-sISS (L∞-
sIOS) if the above definition is fulfilled. The upper bounds
in the definition give an estimate on the maximum deviation
of state (output) from the desired configuration/solution. The
functions α, β and γ are not dependent on the number of
agents in the network and this guarantees that disturbances
will not grow without bound as new agents are added.
IV. TECHNICAL RESULTS
Our first result is a sufficient condition guaranteeing L∞-
sISS of (1) - (3). Whenever it is clear from the context, we
omit the dependency of the state variables on the time.
Proposition 1. Consider the closed loop network systems (1)
- (3) with yi(t) = xi(t). Assume that ∀i = 1, . . . , N and
∀t ≥ 0, the following set of conditions is satisfied for some
σ¯ > σ > 0:
(i)
hij(x
d
i (t), x
d
j (t), t) = h
(τ)
ij (x
d
i (t− τ(t)), xdj (t− τ(t)), t)
= hil(x
d
i (t), xl(t), t) = h
(τ)
il (x
d
i (t− τ(t)), xl(t− τ(t)), t) = 0
(ii)
µ2
(
∂1fi(xi, t) +
∑
l∈Li
wil∂1hil(xi, xl, t) +
∑
j∈Ni
wij∂1hij(xi, xj , t)
)
+
∑
j∈Ni
‖wij∂2hij(xi, xj , t)‖2 ≤ −σ¯, ∀xi, xj , xl ∈ Rn
(iii)∥∥∥∥∥∥
∑
l∈Li
w
(τ)
il ∂1h
(τ)
il (xi, xl, t) +
∑
j∈Ni
w
(τ)
ij ∂1h
(τ)
ij (xi, xj , t)
∥∥∥∥∥∥
2
+
∑
j∈Ni
∥∥∥w(τ)ij ∂2h(τ)ij (xi, xj , t)∥∥∥
2
≤ σ, ∀xi, xj , xl ∈ Rn
Then, the system is L∞-sISS. In particular, we have ∀t ≥ 0:
max
i
∣∣xi(t)− xdi (t)∣∣2 ≤ maxi sup−τ0≤s≤0 ∣∣xi(s)− xdi (s)∣∣2 e−λˆt
+
b¯
σ¯ − σ maxi ‖di(·)‖L∞ ,∀N
(4)
where 0 <λˆ = inft≥0{λ|λ(t) − σ¯ + σeλ(t)τ(t) = 0}, xi(t)
is a solution of the system with initial value xi(s) = ϕi(s),
s ∈ [−τ0, 0], i = 1, . . . , N and xdi (s) = xdi (0), s ∈ [−τ0, 0].
In what follows, when we state the other scalability results,
we omit that xi(s) = ϕi(s), ∀s ∈ [−τ0, 0] and that xdi (s) =
xdi (0), ∀s ∈ [−τ0, 0] as this is clear from the context. Before
presenting the proof of the above result we note the following.
Remark 3. Condition (i) guarantees that the desired solution
is a solution of the unpertubed dynamics. As we shall see
in the proof, conditions (ii) and (iii) give upper bounds on
the matrix measure and matrix norm of the Jacobian of the
controlled network system. Essentially, these conditions imply
that the Jacobian of the intrinsic dynamics and of the delay-
free part of the protocol must have a matrix measure that
is sufficiently negative to balance the presence of the delays
(note in fact that σ¯ > σ > 0).
Remark 4. Interestingly, if the conditions of the proposition
are satisfied, the scalability of the formation is guaranteed for
any bounded delay. While scalability is guaraneed indepen-
dently on the delay, the convergence rate λˆ depends on τ(t).
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Also, we do not require any assumption on the differentiability
of the delays. In this sense, our results relax an assumption
made to study stability in e.g. [28] and related references.
We are now ready to give the proof for Proposition 1.
Proof. We start with noting that, following condition (i), xdi (t)
satisfies x˙di (t) = fi(x
d
i (t), t). Hence:
x˙i(t)− x˙di (t)
=fi(xi(t), t)− fi(xdi (t), t)
+
∑
l∈Li
wilhil
(
xi(t), xl(t), t
)−∑
l∈Li
wilhil
(
xdi (t), xl(t), t
)
+
∑
l∈Li
w
(τ)
il h
(τ)
il
(
xi(t− τ(t)), xl(t− τ(t)), t
)
−
∑
l∈Li
w
(τ)
il h
(τ)
il
(
xdi (t− τ(t)), xl(t− τ(t)), t
)
+
∑
j∈Ni
wijhij
(
xi(t), xj(t), t
)− ∑
j∈Ni
wijhij
(
xdi (t), x
d
j (t), t
)
+
∑
j∈Ni
w
(τ)
ij h
(τ)
ij
(
xi(t− τ(t)), xj(t− τ(t)), t
)
−
∑
j∈Ni
w
(τ)
ij h
(τ)
ij
(
xdi (t− τ(t)), xdj (t− τ(t)), t
)
+ bi(xi, t)di(t)
Now, let z(t) = [zT1 (t), . . . , z
T
N (t)]
T , with zi(t) = xi(t) −
xdi (t). Then, the dynamics of z(t) can be written as (see also
Theorem A in [29]),
z˙(t) = A(t)z(t) +H(t)z(t− τ(t)) +B(x, t)d(t) (5)
where A(t) is a nN × nN matrix consisting of the n × n
blocks defined, ∀i, j = 1, . . . , N , as follows: (i) Aii(t) :=∫ 1
0
∂1fi(ei(η), t)dη +
∑
l∈Li wil
∫ 1
0
∂1hil(ei(η), xl, t)dη +∑
j∈Ni wij
∫ 1
0
∂1hij(ei(η), ej(η), t)dη; (ii) Aij(t) :=
wij
∫ 1
0
∂2hij(ei(η), ej(η), t)dη, where ei(η) :=
ηxi + (1 − η)xdi and where the dependency of the state
variables on time has been omitted. Also, in (5), B(x, t)
is the nN × nN block-diagonal matrix having bi(xi, t)
on the main diagonal, d(t) = [dT1 (t), . . . , d
T
N (t)]
T and
H(t) = (Hij)
N
i,j=1 is the block matrix consisting of the n×n
blocks: (i) Hii(t) :=
∑
l∈Li w
(τ)
il
∫ 1
0
∂1h
(τ)
il (ei(η), xl, t)dη +∑
j∈Ni w
(τ)
ij
∫ 1
0
∂1h
(τ)
ij (ei(η), ej(η), t)dη; (ii) Hij(t) :=
w
(τ)
ij
∫ 1
0
∂2h
(τ)
ij (ei(η), ej(η), t)dη, where again we omitted
the explicit dependency of the state variables on time and
ei(η) := ηxi + (1− η)xdi .
We now study the error dynamics in (5). To this
aim we make use of Lemma 2 and define |z(t)|G :=
|[|z1(t)|2 , . . . , |zN (t)|2]|∞, which can be easily seen to be a
vector norm. By taking the Dini derivative of |z(t)|G, from
(5) we get:
D+ |z(t)|G := lim sup
h→0+
1
h
(|z(t+ h)|G − |z(t)|G)
= lim sup
h→0+
1
h
(
|z(t) + hA(t)z(t) + hH(t)z(t− τ(t))
+ hB(x, t)d(t)|G − |z(t)|G
)
≤ lim sup
h→0+
1
h
(
‖I + hA(t)‖G − 1
)
|z(t)|G
+ ‖H(t)‖G sup
t−τ(t)≤s≤t
|z(s)|G + b¯maxi ‖di(·)‖L∞
=µG
(
A(t)
) |z(t)|G + ‖H(t)‖G sup
t−τ(t)≤s≤t
|z(s)|G
+ b¯max
i
‖di(·)‖L∞
which was obtained by means of the triangle inequality and by
using the fact that, from the definition of |·|G and the bounded-
ness of bi(xi, t), ‖B(t, x)‖G ≤ maxi supxi,t ‖bi(xi, t)‖2 ≤ b¯.
In order to apply Lemma 2, we need to find the upper bound
of µG(A(t)) and ‖H(t)‖G. This can be computed via Lemma
1. Indeed, from such a result it follows that µG(A(t)) ≤
maxi
{
µ2(Aii(t)) +
∑
j∈Ni ‖Aij(t)‖2
}
and ‖H(t)‖G ≤
maxi
{∑N
j=1 ‖Hij(t)‖2
}
. Moreover, conditions (ii) and (iii)
imply that maxi
{
µ2(Aii(t)) +
∑
j∈Ni ‖Aij(t)‖2
} ≤ −σ¯ and
maxi
{∑N
j=1 ‖Hij(t)‖2
} ≤ σ, for some σ¯ > σ > 0. Hence,
we get
D+ |z(t)|G ≤
− σ¯ |z(t)|G + σ sup
t−τ(t)≤s≤t
|z(s)|G + b¯maxi ‖di(·)‖L∞
which, by means of Lemma 2, yields
|z(t)|G ≤ sup−τ0≤s≤0
|z(s)|G e−λˆt +
b¯
σ¯ − σ maxi ‖di(·)‖L∞
with 0 < λˆ = inft≥0{λ|λ(t) − σ¯ + σeλ(t)τ(t) = 0}. Since
z(t) = xi(t)− xdi (t), this completes the proof.
With the next result, instead, we give a sufficient condition
for L∞-sIOS of (1) - (3).
Proposition 2. Consider the closed loop network system (1) -
(3) and assume that the conditions (i)− (iii) of Proposition 1
are satisfied and that, additionally, the output functions gi(·)
are Lipschitz with Lipschitz constant ki. Then, the system (1)-
(3) is also L∞-sIOS.
Proof. Indeed, the fulfilment of (i) − (iii) of Proposi-
tion 1 implies the upper bound in (4). Since the output
functions are Lipschitz, we also have that
∣∣yi − ydi ∣∣2 :=∣∣gi(xi)− gi(xdi )∣∣2 ≤ ki ∣∣xi − xdi ∣∣2 ≤ k supi ∣∣xi − xdi ∣∣2,
where k := maxi ki. This, together with (4) immediately
implies the result.
V. USING THE RESULTS TO DESIGN SCALABLE NETWORK
SYSTEMS
We now illustrate how our approach can be effectively used
to design scalable network systems. We do this by consider-
ing two applications. The first application is concerned with
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the design of distributed control protocols for a network of
non-holonomic unicycle robots. With the second application,
instead, we focus on ensuring that certain recurrent neural
networks are scalable.
A. Formation scalability
We now consider the problem of designing a control pro-
tocol guaranteeing scalability of the formation for a network
of N mobile robots, while tracking a time-varying reference
provided by a virtual leader. Each robot is modeled via a non-
holonomic unicycle and, in particular, we adapt the popular
model from [30] by embedding external disturbances:
p˙xi = vi cos θi
p˙yi = vi sin θi
v˙i =
Fi + d
f
i
mi
θ˙i = ωi
ω˙i =
Qi + d
q
i
Ii
(6)
In the above model pi(t) := [pxi (t), p
y
i (t)]
T is the inertial
position, vi(t) the linear speed, θi(t) the heading angle,
ωi(t) the angular velocity, mi the mass, Fi(t) the applied
force input, Qi(t) the applied torque input, Ii(t) the moment
of inertia, dfi (t) the external force disturbance and d
q
i (t)
the external torque disturbance. In (6) the disturbance dfi (t)
models uncertainties due to e.g. unmodeled friction forces,
while dqi (t) models external disturbances due to e.g. wind.
We aim at controlling the hand position of the robots and
denote by ηi(t) the hand position of the i-th robot. As shown
in the Appendix, the dynamics (6) can be feedback linearised,
yielding
χ˙i = Aiχi + νi(t) + bi(t)di(t) (7)
ηi = Ciχi (8)
with control νi(t) :=
[
02×1
ν¯i(t)
]
, χi(t) :=
[χi,1, χi,2, χi,3, χi,4]
T = [pxi +li cos θi, p
y
i +li sin θi, vi cos θi−
liwi sin θi, vi sin θi + liwi cos θi]
T , Ai :=
[
02×2 I2
02×2 02×2
]
,
bi(t) :=
[
02×2 02×2
02×2 b¯i(t)
]
, di(t) := [01×2, d¯i(t)T ]T ,
Ci =
[
I2 02×2
]
(see the Appendix for the definitions).
In what follows we design the control νi(t) so that the
above network system is L∞-sIOS and hence it has a scalable
formation. We consider the popular class of protocols consid-
ered in e.g. [31] where: (i) communications between robots
are affected by delay; (ii) robots have access to a reference
trajectory (i.e. hand position and speed) provided by a virtual
leader, χl(t). In particular, ηl(t) := [χl,1, χl,2]T denotes the
hand position of the leader at time t and vl(t) := [χl,3, χl,4]T
is the corresponding smooth speed signal. Within the forma-
tion, the hand position of the i-th robot needs to keep some
desired offset from the neighbours and from ηl(t) while, at the
same time, tracking the acceleration and speed provided by the
virtual leader. That is, the desired solution for the i-th robot
within the formation when there are no perturbations/delays,
i.e. χdi (t) := [χ
d
i,1, χ
d
i,2, χ
d
i,3, χ
d
i,4]
T is such that: (i) the
desired hand position of the robot ηdi (t) := [χ
d
i,1, χ
d
i,2]
T
keeps the desired offsets; (ii) the corresponding speed is
vdi (t) = [χl,3, χl,4]
T ; (iii) satisfies
χ˙di =
[
02×2 I2
02×2 02×2
]
χdi +
[
02×1
v˙l(t)
]
(9)
Protocol design: Given this set-up, we consider control
protocols of the form
ν¯i(t) = v˙l(t) +
∑
j∈Ni
w
(τ)
ij h¯
(τ)
ij (χi(t− τ(t)), χj(t− τ(t)), t
)
+ h¯il
(
χi(t), χl(t), t
)
(10)
where the coupling functions h¯(τ)ij : R4×R4×R+ → R2 and
h¯il : R4×R4×R+ → R2 can be nonlinear and are smooth and
where all the agents are affected by the same delay as in [28].
In what follows, we let: h(τ)ij (χi(t− τ(t)), χj(t− τ(t)), t) :=[
01×2, h¯
(τ)
ij (χi(t− τ(t)), χj(t− τ(t)), t)T
]T
, and
hil (χi(t), χl(t), t) :=
[
01×2, h¯il (χi(t), χl(t), t)
T
]T
. Then,
with the following results we establish a sufficient condition
for L∞-sIOS of the closed-loop dynamics (7) - (10). The
result are stated in terms of the following matrix
Ti =
[
I2 αiI2
02×2 I2
]
, αi > 0 (11)
Proposition 3. Consider the network of mobile agents (7) - (8)
controlled by (10). Assume that the coupling functions h(τ)ij ,
hil and weights w
(τ)
ij satisfy, ∀i = 1, . . . , N and t ≥ 0, the
following conditions for some σ¯ > σ > 0 and some vector
[α1, . . . , αN ] of non-negative constants
C1 h(τ)ij (χdi (t−τ(t)), χdj (t−τ(t)), t) = hil(χdi (t), χl(t), t) =
0;
C2 µ2
(
TiAiT
−1
i + Ti∂1hil(χi, χl, t)T
−1
i
) ≤ −σ¯,∀χi, χl ∈
R4;
C3
∥∥∥∑j∈Ni w(τ)ij Ti∂1h(τ)ij (χi, χj , t)T−1i ∥∥∥2 +∑
j∈Ni
∥∥∥w(τ)ij Ti∂2h(τ)ij (χi, χj , t)T−1j ∥∥∥
2
≤ σ,∀χi, χj ∈
R4.
Then, the network is L∞-sIOS and in particular, ∀t ≥ 0:
max
i
∣∣ηi(t)− ηdi (t)∣∣2 ≤ Kmaxi sup−τ0≤s≤0 ∣∣χi(s)− χdi (s)∣∣2 e−λˆt
+K
bmax
σ¯ − σmaxi ‖di(·)‖L∞ ,∀N
where K := maxi{σmax(Ti)}maxi{σmax(Ci)}mini{σmin(Ti)} , bmax :=
supi,t ‖bi(t)‖2 and 0 < λˆ = inft≥0{λ|λ(t)− σ¯+σeλ(t)τ(t) =
0}.
Proof. We prove the result via Proposition 2 and again we
omit the explicit dependence of the state variables on time as
this is clear from the context. Clearly, the output function is
Lipschitz and therefore in order to apply the result we only
need to show that the conditions of Proposition 1 are satisfied.
First, we let χd(t) := [χd1
T
, . . . , χdN
T
]T be the desired solution
of the network, corresponding to the desired formation. We
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then note that, by means of C1, χdi (t) is a solution of (9).
Also, the fulfilment of C1 implies the fulfilment of condition
(i) in Proposition 1. In order to continue with the proof, for the
dynamics (7) - (8) we consider, ∀i = 1, . . . , N , the coordinate
transformation χ˜i(t) := Tiχi(t) with Ti defined in (11). In
particular, by writing (7) - (8) in these new coordinates, one
can note that C2 and C3 are equivalent to (ii) and (iii) of
Proposition 1. Therefore we have:
max
i
∣∣χ˜i(t)− χ˜di (t)∣∣2 ≤ maxi sup−τ0≤s≤0 ∣∣χ˜i(s)− χ˜di (s)∣∣2 e−λˆt
+ max
i
{σmax(Ti)} bmax
σ¯ − σmaxi ‖di(·)‖L∞
∀N . In the above expression, χ˜di (t) denotes the desired solu-
tion of robot i in the new coordinates. To obtain the above
upper bound we also used the fact that: (i) ‖TB(t)‖G ≤
‖T‖G ‖B(t)‖G ≤ maxi{σmax(Ti)}bmax (with T and B(t)
being the Nn×Nn block diagonal matrices having on their
main diagonal the blocks Ti’s and bi(t)’s, respectively); (ii)
maxi|χ˜i(t) − χ˜di (t)|2 ≥ λmaxi|χi(t) − χdi (t)|2, with λ :=
mini{σmin(Ti)}; (iii) maxi sup−τ0≤s≤0
∣∣χ˜i(s)− χ˜di (s)∣∣2 ≤
λ¯maxi sup−τ0≤s≤0
∣∣χi(s)− χdi (s)∣∣2, λ¯ := maxi{σmax(Ti)}.
Therefore, we get
max
i
∣∣χi(t)− χdi (t)∣∣2 ≤ λ¯λmaxi sup−τ0≤s≤0 ∣∣χi(s)− χdi (s)∣∣2 e−λˆt
+
λ¯
λ
bmax
σ¯ − σmaxi ‖di(·)‖L∞ ,∀N
which proves the result since
∣∣ηi(t)− ηdi (t)∣∣2 ≤
σmax(Ci)
∣∣χi(t)− χdi (t)∣∣2.
B. Scalability in Cohen-Grossberg recurrent neural networks
We now consider the problem of designing scalable neural
networks. In particular, we focus on Cohen-Grossberg neural
network, which are widely used for e.g. pattern recognition,
associative memories [27] and have Hopfield neural networks
[32] as a special case. The model we consider is
x˙i = pi(xi(t))(−ci(xi(t)) +
N∑
j=1
aijgj(xj(t))
+
N∑
j=1
bijg
(τ)
j (xj(t− τ(t))) + ui + di(t)) (12)
i = 1, . . . , N , where xi(t) ∈ R is the state of the i-th
neuron, τ(t) ≤ τ0 is the time varying transmission delay as-
sociated to information transmission, pi(·) is the amplification
function which is assumed to be positive and bounded with
p ≤ pi(xi) ≤ p¯,∀i, xi, gi(·) (g(τ)i (·)) is the activation function
of the i-th neuron for delay free (delayed) connection, aij , bij
are the neuron connection weights, ui is the (possible) constant
input to the neuron and di(t) is the exogenous disturbance.
The disturbance can model environmental perturbations, ad-
versarial attacks and biases in the data. In what follows, we
let x∗ := [x∗1, . . . , x
∗
N ]
T be the desired network equilibrium
point for a given input u = [u1, . . . , uN ]T .
Proposition 4. Consider the recurrent neural network (12).
Assume that there exist some σ¯, σ > 0 such that, ∀i =
1, . . . , N and ∀t ≥ 0:
C1 −ci(x∗i ) +
∑N
j=1 aijgj(x
∗
j ) +
∑N
j=1 bijg
(τ)
j (x
∗
j ) + ui = 0;
C2 −∂1ci(xi) + aii∂1gi(xi) +
∑
j 6=i |aij∂1gj(xj)| ≤ −σ¯,
∀xi, xj ∈ R;
C3
∑N
j=1
∣∣∣bij∂1g(τ)j (xj)∣∣∣ ≤ σ, ∀xj ∈ R;
C4 p¯σ < pσ¯.
Then, the network is is L∞-sISS. In particular, ∀t ≥ 0:
max
i
|xi(t)− x∗i | ≤ max
i
sup
−τ0≤s≤0
|xi(s)− x∗i | e−λˆt
+
p¯
pσ¯ − p¯σmaxi ‖di(·)‖L∞ ,∀N
where 0 < λˆ = inft≥0{λ|λ(t)− pσ¯ + p¯σeλ(t)τ(t) = 0}.
Proof. We start with noticing that condition C1, together
with the fact that the pi(·)’s are bounded, implies that
x˙∗i (t) = 0 = pi(x
∗
i (t))(−ci(x∗i (t)) +
∑N
j=1 aijgj(x
∗
j (t)) +∑N
j=1 bijg
(τ)
j (x
∗
j (t − τ(t))) + ui) = pi(xi(t))(−ci(x∗i ) +∑N
j=1 aijgj(x
∗
j ) +
∑N
j=1 bijg
(τ)
j (x
∗
j ) + ui), with xi(t) being
a solution of (12). Hence:
x˙i(t)− x˙∗i (t) = pi(xi(t))
(
− ci(xi(t)) + ci(x∗i )
+
N∑
j=1
aijgj(xj(t))−
N∑
j=1
aijgj(x
∗
j )
+
N∑
j=1
bijg
(τ)
j (xj(t− τ(t)))−
N∑
j=1
bijg
(τ)
j (x
∗
j ) + di(t)
)
Again, we let z(t) = [zTi (t), . . . , z
T
N (t)]
T , zi(t) = xi(t)− x∗i .
Then, the dynamics for z(t) can be written as
z˙(t) = P (x)
(
A(t)z(t) +H(t)z(t− τ) + d(t))
where P (x) is the diagonal matrix having pi(xi(t)), i =
1, . . . , N on its main diagonal and where A(t) is a N × N
matrix having entries defined, ∀i, j = 1, . . . , N , as:
• Aii(t) :=
∫ 1
0
−∂1ci(ηxi+ (1−η)x∗i )dη+aii
∫ 1
0
∂1gi(ηxi+
(1− η)x∗i )dη;
• Aij(t) := aij
∫ 1
0
∂1gj(ηxj + (1− η)x∗j )dη.
Also, d(t) = [dT1 (t), . . . , d
T
N (t)]
T and H(t) = (Hij)Ni,j=1 is
the N ×N matrix with the elements:
• Hii(t) := bii
∫ 1
0
∂1g
(τ)
i (ηxi + (1− η)x∗i )dη;
• Hij(t) := bij
∫ 1
0
∂1g
(τ)
j (ηxj + (1− η)x∗j )dη.
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We then consider the Dini derivative |z(t)|∞ and, in this case,
this yields
D+ |z(t)|∞ := lim sup
h→0+
1
h
(|z(t+ h)|∞ − |z(t)|∞)
= lim sup
h→0+
1
h
(|z(t) + hP (x)A(t)z(t) + hP (x)H(t)z(t− τ(t))
+ hP (x)d(t)|∞ − |z(t)|∞
)
≤ lim sup
h→0+
1
h
( ‖I + hP (x)A(t)‖∞ − 1) |z(t)|∞
+ p¯ ‖H(t)‖∞ sup
t−τ(t)≤s≤t
|z(s)|∞ + p¯sup
t
|d(t)|∞
=µ∞
(
P (x)A(t)
) |z(t)|∞ + p¯ ‖H(t)‖∞ sup
t−τ(t)≤s≤t
|z(s)|∞
+ p¯sup
t
|d(t)|∞
(13)
where we used the fact that ‖P (x)‖∞ = maxi |pi(xi)| ≤ p¯.
Moreover, by definition of µ∞(·), we get:
µ∞
(
P (x)A(t)
)
:= max
i
{
pi(xi)
∑
j 6=i
|Aij(t)|+ pi(xi)Aii(t)
}
≤ max
i
{∫ 1
0
pi(xi)
(∑
j 6=i
∣∣aij∂1gj(ηxj + (1− η)x∗j )∣∣
− ∂1ci(ηxi + (1− η)x∗i ) + aii∂1gi(ηxi + (1− η)x∗i )
)
dη
}
Then, from the above expression, C2 implies that
µ∞(P (x)A(t)) ≤ maxi{−pi(xi)σ¯} ≤ −pσ¯. Instead,
from C3 we have that ‖H(t)‖∞ ≤ σ. Hence (13) becomes:
D+ |z(t)|∞ ≤
− pσ¯ |z(t)|∞ + p¯σ sup
t−τ(t)≤s≤t
|z(s)|∞ + p¯sup
t
|d(t)|∞
Finally, C4 makes it possible to apply Lemma 2 and this
implies the desired upper bound.
Hopfield neural networks: Hopfield neural networks [32]
are a special case of (12) when pi(xi) = 1 and ci(xi(t)) =
cixi(t), ∀i. The resulting model is then:
x˙i = −cixi(t) +
∑
j=1
aijgj(xj(t))
+
N∑
j=1
bijg
(τ)
j (xj(t− τ(t))) + ui + di(t) (14)
i = 1, . . . , N . We let again x∗ := [x∗1, . . . , x
∗
N ]
T be the desired
equilibrium and give the following
Corollary 1. Consider the Hopfield recurrent neural network
(14). Assume that there exist some σ¯, σ > 0 such that, ∀i =
1, . . . , N and ∀t ≥ 0:
C1 −cix∗i +
∑N
j=1 aijgj(x
∗
j ) +
∑N
j=1 bijg
(τ)
j (x
∗
j ) + ui = 0;
C2 −ci + aii∂1gi(xi) +
∑
j 6=i |aij∂1gj(xj)| ≤ −σ¯,∀xi, xj ∈
R;
C3
∑N
j=1
∣∣∣bij∂1g(τ)j (xj)∣∣∣ ≤ σ, ∀xj ∈ R;
C4 σ¯ > σ.
Then, the network is is L∞-sISS. In particular, ∀t ≥ 0:
max
i
|xi(t)− x∗i | ≤ max
i
sup
−τ0≤s≤0
|xi(s)− x∗i | e−λˆt
+
1
σ¯ − σmaxi ‖di(·)‖L∞ ,∀N
where 0 < λˆ = inft≥0{λ|λ(t)− σ¯ + σeλ(t)τ(t) = 0}.
Proof. Follows directly from Proposition 4.
Remark 5. Essentially, Corollary 1 states that, if there are
disturbances on the network, and the matrix measure induced
by |·|∞ is considered to study stability, then not only the system
is stable, as shown in [33], but it is also scalable. Also, we
note that (14) includes, as a special case, the models studied
in [22] where linear, delay-free, couplings are considered.
VI. NUMERICAL EXAMPLES
The code, data and parameters to replicate the results are
at: https://github.com/GIOVRUSSO/Control-Group-Code.
A. Designing protocols for network (7) - (8)
We start with illustrating the use of Proposition 3 to
design protocols guaranteeing L∞-sIOS of network (7) -
(8). As in [30], the parameters of the robots in (16) are
mi = 10.1kg, Ii = 0.13kgm
2, li = 0.12m, ∀i. We recall
that, following (8), the output of each robot is ηi = Ciχi and
hence we consider the case where robots have access to the
hand position of their neighbours and to the reference provided
by the virtual leader. The coupling functions for the protocol
(10) considered here are of the form
h¯
(τ)
ij (χi(t− τ(t)), χj(t− τ(t)), t
)
= Kp
([
χj,1 − χi,1
χj,2 − χi,2
]
− δdji
)
h¯il
(
χi(t), χl(t), t
)
=
Kpl
([
χl,1 − χi,1
χl,2 − χi,2
]
− δdli
)
+Kvl
[
χl,3 − χi,3
χl,4 − χi,4
]
(15)
where δdji denotes the desired offset of agent i from agent
j, δdli is the desired offset of agent i from virtual leader
and Kp,Kpl,Kvl are 2 × 2 diagonal matrices. The offsets
are set to achieve the desired formation pattern where the
(hand position of the) robots move, at a constant linear speed,
in concentric circles following the trajectory provided by
the virtual leader (see Figure 1). In the same figure, the
desired formation is illustrated when the robots are arranged
in a formation consisting of 3 concentric circles. In our
simulations, we consider the same formation as Figure 1
but with 6 concentric circles, with the k-th circle consisting
of 4k robots (i.e. a total of 84 robots). Given this set-
up, we note that C1 of Proposition 3 is guaranteed by the
definition of the coupling functions (15). Therefore, the only
conditions that need to be verified are C2 and C3. These can be
satisfied by properly choosing Kp,Kpl,Kvl and w
(τ)
ij in (10).
In particular, we found numerically that the conditions were
satisfied by picking Kp = 0.7I2,Kpl = 0.7I2,Kvl = 1I2 and
w
(τ)
ij = 0.1,∀i, j. With these parameters, we then simulated
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Fig. 1: Trajectory of the hand position by virtual leader and
an example of formation consisting of 3 concentric circles.
the network of robots. In the first set of simulations: (i) one of
the robots in the inner circle was affected by the disturbances
[dfi , d
q
i ]
T = [ζi2 sin(t)e
−0.2t, ξi2 sin(t)e−0.2t]T , where ζi, ξi
were randomly chosen in the interval (0, 1); (ii) the delay
was set to τ(t) = τ = 0.1s. In Figure 2 (top panels) the
results are illustrated for these simulations. In such a figure,
the time behaviour is shown for the hand position deviations
of the robots induced by the disturbance. The figure clearly
shows that, in accordance with our theoretical results, the
network has a scalable formation. As an additional numerical
validation, for the same formation, we also considered the
case where the disturbances affected 79 (out of 84) randomly
selected robots. The results are shown in Figure 2 (bottom
panels). Such a figure again clearly shows a scalable network
formation. Finally, we also investigated how, for the formation,
the maximum deviation of the hand position changes as a
function of the delay τ . The results are illustrated Figure 3,
which shows that deviations stay bounded when the delays
increases, consistently with the results (see also Remark 4).
B. Designing the weights of Hopfield neural networks
We now turn our attention to the problem of designing
the weights of the Hopfield neural network model (14) so
that it is L∞-sISS. We consider a Hopfield network of 60
neurons with: (i) each neuron connected to all the others; (ii)
ci = 10, ∀i; (iii) non-negative weights. In the network, all the
activation functions are affected by the delay τ(t) = τ = 1s
(i.e. aij = 0, ∀i, j, in the model). Also, all the neurons have
g(τ)(x) = tanh(x) as the activation function. In order to
numerically validate the conditions of Corollary 1, we first
computed a set of weights verifying conditions C2 - C4 of
Corollary 11. In particular, when verifying these conditions
we made use of the upper bound for the activation function
∂1 tanh(x) ≤ 1. Then, we simulated the network without
any disturbance and with non-negative inputs ui (the specific
inputs are at the github repository). This was done to find
the unique stable equilibrium towards which the network
1weights available at https://github.com/GIOVRUSSO/Control-Group-Code
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Fig. 2: Top panels: deviations of the hand positions for the
formation of Figure 1 with 84 robots arranged in 6 circles (one
robot on the inner circle is affected by the disturbance). Bottom
panels: the deviations when 79 randomly selected robots are
affected by disturbance. In all the panels, the deviations for
the robot directly affected by the disturbance are in black.
The deviations for the remaining robots not directly affected
by disturbances are in red. Colors online.
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Fig. 3: Maximum deviation of the hand position across all
the robots as a function of τ . The figure was obtained by
simulating, for different values of τ , the formation of Figure 1
with robots arranged in 6 circles. In each of the simulations 79
robots were perturbed (the same robots were perturbed across
the simulations) and the corresponding maximum deviation
was recorded.
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Fig. 4: Left panel: the network achieves its desired equilibrium
when there are no disturbances. Right panel: deviations from
the equilibrium. In black the deviations for the neurons directly
affected by the disturbances and in red the deviations of the
disturbance-free neurons. Colours online.
converges (this is indeed the desired equilibrium, note how
C1 is intrinsically satisfied by such equilibrium point). The
behaviour of the network when there are no disturbances is
illustrated in Figure 4 (left panel). The figure clearly shows
that the states of the neurons converge to an equilibrium point
(i.e. the desired equilibrium). The network behaviour when
the network is affected by disturbances is instead illustrated
in Figure 4 (right panel). In the figure, the deviations of the
xi(t)’s with respect to the equilibrium of the unperturbed
network are shown. In the figure, 55 out of the 60 neurons
were perturbed, at time 5s and 15s, with constant disturbances
having a random amplitude between 0 and 10 and duration of
1s. Again, the figure illustrates that disturbances are attenuated
within the network, in accordance with the theoretical findings.
VII. CONCLUSIONS
We considered networks of possibly nonlinear heteroge-
neous agents coupled via possibly nonlinear protocols affected
by delays and disturbances. For these networks, after introduc-
ing the notions of L∞-sISS and L∞-sIOS, we presented two
sufficient conditions to assess these properties. The conditions
can be turned into design guidelines for the network protocol
and indeed we used our results to: (i) design distributed control
protocols able to guarantee both tracking of a time-varying
reference and L∞-sIOS; (ii) the design of the activation func-
tions (and their weights) of certain recurrent neural networks
so that this is L∞-sISS. The effectiveness of the results was
illustrated via numerical simulations.
APPENDIX
Derivations for Section V-A: the derivations are inspired
from [30], where the same model was considered but with-
out any disturbance acting on the robots. We let xi =
[pxi , p
y
i , vi, θi, ωi]
T , u¯i = [Fi, Qi]T , d¯i = [d
f
i , d
q
i ]
T and aim
at controlling the hand position of the robots. This is defined
as ηi = pi + li [cos θi, sin θi]
T , where li is the distance of the
hand position from the inertial position. In order to feedback
linearize the dynamics we differentiate ηi twice to get
η¨i =
[−viωi sin θi − liω2i cos θi
viωi cos θi − liω2i sin θi
]
+
[
1
mi
cos θi − liIi sin θi
1
mi
sin θi
li
Ii
cos θi
] [
Fi
Qi
]
+
[
1
mi
cos θi − liIi sin θi
1
mi
sin θi
li
Ii
cos θi
] [
dfi
dqi
]
Then, by considering the diffeomorphism Ti(·), i =
1, . . . , N , defined as χi = Ti(xi) = [pxi + li cos θi, p
y
i +
li sin θi, vi cos θi − liωi sin θi, vi sin θi + lωi cos θi, θi]T =
[χi,1, χi,2, χi,3, χi,4, χi,5]
T , we obtain, for the i-th robot,
χ˙i,1 =χi,3
χ˙i,2 =χi,4[
χ˙i,3
χ˙i,4
]
=
[−viωi sinχi,5 − liω2i cosχi,5
viωi cosχi,5 − liω2i sinχi,5
]
+
[
1
mi
cosχi,5 − liIi sinχi,5
1
mi
sinχi,5
li
Ii
cosχi,5
]
u¯i
+
[
1
mi
cosχi,5 − liIi sinχi,5
1
mi
sinχi,5
li
Ii
cosχi,5
]
d¯i
χ˙i,5 =− 1
2li
χi,3 sinχi,5 +
1
2li
χi,4 cosχi,5
(16)
with ηi = [χi,1, χi,2]T . Moreover, the system is feedback
linearizable and the feedback linearizing control is
u¯i =
[ 1
mi
cosχi,5 − lIi sinχi,5
1
mi
sinχi,5
l
Ii
cosχi,5
]−1
·
·
(
ν¯i(t)−
[−viωi sinχi,5 − lω2i cosχi,5
viωi cosχi,5 − lω2i sinχi,5
]) (17)
with ν¯i := [ν¯i,1(t) ν¯i,2(t)]
T . By combining (16) and (17)
and by noticing that the zero dynamics (i.e. the dynamics for
χi,5 := θi) is stable, yield the following reduced dynamics
χ˙i,1 = χi,3
χ˙i,2 = χi,4[
χ˙i,3
χ˙i,4
]
= ν¯i(t) + b¯i(t)d¯i(t)
with ηi = [χi,1, χi,2]T and where
b¯i(t) :=
[
1
mi
cos θi(t) − liIi sin θi(t)
1
mi
sin θi(t)
li
Ii
cos θi(t)
]
This is the dynamics considered in Section V-A where χi :=
[χi,1, χi,2, χi,3, χi,4]
T .
REFERENCES
[1] T. Jia and A.-L. Barabasi, “Control capacity and a random sampling
method in exploring controllability of complex networks,” Scientific
Reports, vol. 3, 2013.
[2] E. Tegling, P. Mitra, H. Sandberg, and B. Bamieh, “On fundamental
limitations of dynamic feedback control in regular large-scale networks,”
IEEE Transactions on Automatic Control, vol. 64, no. 12, pp. 4936–
4951, 2019.
[3] S. Stu¨dli, M. Seron, and R. Middleton, “From vehicular platoons
to general networked systems: String stability and related concepts,”
Annual Reviews in Control, vol. 44, pp. 157 – 172, 2017.
9
[4] H. G. Tanner, A. Jadbabaie, and G. J. Pappas, “Flocking in fixed and
switching networks,” IEEE Transactions on Automatic Control, vol. 52,
no. 5, pp. 863–868, May 2007.
[5] T. Shen and I. R. Petersen, “Linear threshold discrete-time recurrent neu-
ral networks: Stability and globally attractive sets,” IEEE Transactions
on Automatic Control, vol. 61, no. 9, pp. 2650–2656, 2016.
[6] R. Olfati-Saber and R. M. Murray, “Consensus problems in networks
of agents with switching topology and time-delays,” IEEE Transactions
on Automatic Control, vol. 49, no. 9, pp. 1520–1533, 2004.
[7] S. Knorn, Z. Chen, and R. H. Middleton, “Overview: Collective control
of multiagent systems,” IEEE Transactions on Control of Network
Systems, vol. 3, no. 4, pp. 334–347, 2016.
[8] D. A. Burbano-L., G. Russo, and M. d. Bernardo, “Pinning controlla-
bility of complex network systems with noise,” IEEE Transactions on
Control of Network Systems, vol. 6, no. 2, pp. 874–883, 2019.
[9] D. Swaroop and J. K. Hedrick, “String stability of interconnected
systems,” IEEE Transactions on Automatic Control, vol. 41, no. 3, pp.
349–357, 1996.
[10] S. Feng, Y. Zhang, S. E. Li, Z. Cao, H. X. Liu, and L. Li, “String stability
for vehicular platoon control: Definitions and analysis methods,” Annual
Reviews in Control, vol. 47, pp. 81 – 97, 2019.
[11] S. Knorn, A. Donaire, J. C. Agu¨ero, and R. H. Middleton, “Passivity-
based control for multi-vehicle systems subject to string constraints,”
Automatica, vol. 50, no. 12, pp. 3224–3230, 2014.
[12] J. Ploeg, N. Van de Wouw, and H. Nijmeijer, “Lp string stability of cas-
caded systems: Application to vehicle platooning,” IEEE Transactions
on Control Systems Technology, vol. 22, no. 2, pp. 786–793, 2014.
[13] J. Monteil, G. Russo, and R. Shorten, “On L∞ string stability of
nonlinear bidirectional asymmetric heterogeneous platoon systems,”
Automatica, vol. 105, pp. 198 – 205, 2019.
[14] M. di Bernardo, A. Salvi, and S. Santini, “Distributed consensus strategy
for platooning of vehicles in the presence of time-varying heterogeneous
communication delays,” IEEE Transactions on Intelligent Transportation
Systems, vol. 16, no. 1, pp. 102–112, 2015.
[15] H. Xing, J. Ploeg, and H. Nijmeijer, “Pade´ approximation of delays in
cooperative acc based on string stability requirements,” IEEE Transac-
tions on Intelligent Vehicles, vol. 1, no. 3, pp. 277–286, 2016.
[16] B. Bamieh, M. R. Jovanovic, P. Mitra, and S. Patterson, “Coherence
in large-scale networks: Dimension-dependent limitations of local feed-
back,” IEEE Transactions on Automatic Control, vol. 57, no. 9, pp.
2235–2249, 2012.
[17] M. Siami and N. Motee, “Fundamental limits and tradeoffs on distur-
bance propagation in linear dynamical networks,” IEEE Transactions on
Automatic Control, vol. 61, no. 12, pp. 4055–4062, 2016.
[18] M. Siami and N. Motee, “Growing linear dynamical networks endowed
by spectral systemic performance measures,” IEEE Transactions on
Automatic Control, vol. 63, no. 7, pp. 2091–2106, 2018.
[19] H. G. Tanner, G. J. Pappas, and V. Kumar, “Leader-to-formation stabil-
ity,” IEEE Transactions on Robotics and Automation, vol. 20, no. 3, pp.
443–455, 2004.
[20] A. Pant, P. Seiler, T. J. Koo, and K. Hedrick, “Mesh stability of
unmanned aerial vehicle clusters,” in Proceedings of the 2001 American
Control Conference. (Cat. No.01CH37148), vol. 1, June 2001, pp. 62–68
vol.1.
[21] B. Besselink and S. Knorn, “Scalable input-to-state stability for perfor-
mance analysis of large-scale networks,” IEEE Control Systems Letters,
vol. PP, pp. 1–1, 06 2018.
[22] S. Knorn and B. Besselink, “Scalable robustness of interconnected
systems subject to structural changes,” ArXiv, vol. abs/2005.06009, 2020.
[23] M. Vidyasagar, Nonlinear systems analysis (2nd Ed.). Pretice-Hall
(Englewood Cliffs, NJ, USA), 1993.
[24] G. Russo, M. di Bernardo, and E. D. Sontag, “Stability of networked
systems: A multi-scale approach using contraction,” in 49th IEEE
Conference on Decision and Control (CDC), Dec 2010, pp. 6559–6564.
[25] L. Wen, Y. Yu, and W. Wang, “Generalized halanay inequalities for
dissipativity of volterra functional differential equations,” Journal of
Mathematical Analysis and Applications, vol. 347, no. 1, pp. 169 –
178, 2008.
[26] A. A. Peters, R. H. Middleton, and O. Mason, “Leader tracking in
homogeneous vehicle platoons with broadcast delays,” Automatica,
vol. 50, no. 1, pp. 64 – 74, 2014.
[27] H. Zhang, Z. Wang, and D. Liu, “Robust stability analysis for interval
Cohen–Grossberg neural networks with unknown time-varying delays,”
IEEE Transactions on Neural Networks, vol. 19, no. 11, pp. 1942–1955,
2008.
[28] Z. Zhang, Y. Shi, Z. Zhang, H. Zhang, and S. Bi, “Modified order-
reduction method for distributed control of multi-spacecraft networks
with time-varying delays,” IEEE Transactions on Control of Network
Systems, vol. 5, no. 1, pp. 79–92, 2018.
[29] C. Desoer and H. Haneda, “The measure of a matrix as a tool to analyze
computer algorithms for circuit analysis,” IEEE Transactions on Circuit
Theory, vol. 19, no. 5, pp. 480–486, Sep. 1972.
[30] J. R. T. Lawton, R. W. Beard, and B. J. Young, “A decentralized
approach to formation maneuvers,” IEEE Transactions on Robotics and
Automation, vol. 19, no. 6, pp. 933–941, Dec 2003.
[31] l. Weixun, Z. Chen, and Z. Liu, “Leader-following formation control for
second-order multiagent systems with time-varying delay and nonlinear
dynamics,” Nonlinear Dynamics, vol. 72, 06 2013.
[32] J. Hopfield, “Neural networks and physical systems with emergent
collective computational abilities,” Proceedings of the National Academy
of Sciences of the United States of America, vol. 79, pp. 2554–8, 05
1982.
[33] J. Cao and Y. Wan, “Matrix measure strategies for stability and syn-
chronization of inertial BAM neural network with time delays,” Neural
Networks, vol. 53, pp. 165 – 172, 2014.
10
