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Unionization and certified sickness absence: Norwegian evidence
There is a large body of literature on the effects of unions on various employee attitudes and behaviors. Two well-established findings are that union members have lower quit rates, but also lower job satisfaction. In contrast, the relationship between unionization and absence from work (or absenteeism) has not been studied extensively. This is surprising, because the few existing studies indicate large differences in absence rates between members and nonmembers. In early studies of US data sets, Allen (1984) obtained differentials in the 29 to 100 percent range, and similar results were reported by Leigh (1984) . Two recent studies of British and Canadian data report differentials between 32 and 40 percent (Tompa, ScottMarshall, and Fang 2011; Veliziotis 2010 ).
More absence from work among unionized employees is somewhat counterintuitive, as unions might be expected to improve workplace safety and working conditions (Fenn and Ashby 2004; Pencavel 2005 ). An expectation of lower absence rates among unionized employees can also be grounded in Freeman and Medoff's (1984) development of Hirschman's (1970) exit-voice theory (Garcia-Serrano and Malo 2009).
Although unionization might be expected to reduce employee absence, theory and previous research nevertheless suggest several reasons why this may not be the case. A possible explanation for the unionization-dissatisfaction relationship is that unions make workers more critical and willing to complain (Borjas 1979; Freeman and Medoff 1984) .
Such a "politicization effect" could also be relevant to absence from work. Another factor that could lead to higher absence among unionized employees is stronger employee protection that may make employees less afraid of management sanctions and more inclined to be absent.
More absence from work (or dissatisfaction) among unionized employees could also be because of selection effects, with absence-prone (or dissatisfied) individuals being more likely to join (or less likely to leave) a union.
Researchers investigating the unionization-dissatisfaction relationship have made considerable progress in illuminating the underlying causal mechanisms; for instance, by use of panel data (e.g., Heywood, Siebert, and Wei 2002) or linked employer-employee data making it possible to distinguish between individual-level (within firm) differences on the one hand and differences between more or less unionized firms on the other (e.g., Bryson, Cappellari, and Lucifora 2004) . This contrasts sharply with the research on unionization and absenteeism, which has relied on cross-sectional models and data on employees only. Thus, the present study, employing linked employer-employee panel data on all individuals employed in Norwegian private sector establishments in the years 2003 to 2007, makes several contributions. First, detailed occupational codes and identification of employees working in the same establishments make it possible to compare union members and nonmembers in identical or at least very similar jobs, thus more or less eliminating the possibility that differences in absence from work are because of differences in working conditions. Second, I can examine whether the unionization-absence relationship arises as a result of differences between individual members and nonmembers, or rather at the establishment level with more unionized establishments having more absence from work than less unionized ones. Possible cross-level interaction effects, i.e., whether the individual-level differential depends on union density (the proportion of the workforce that is unionized), can also be assessed (cf. Bryson, Cappellari, and Lucifora 2004) . Third, up to five annual observations for each employee make it possible to control for selection on stable individual characteristics by examining whether change in union membership status is associated with change in absence from work. Finally, as the previous research is limited to Anglo-Saxon countries, a Scandinavian "welfare state" such as Norway should provide an interesting comparative case.
Previous research has either focused on sickness absence (Tompa, Scott-Marshall, and Fang 2011; Veliziotis 2010) or has also included other types of unscheduled absence (Allen 1984; Leigh 1984) . The data analyzed here are confined to sickness absence. As in many previous absenteeism studies (e.g., Markussen, Røed, Røgeberg, and Gaure 2011; Tompa, Scott-Marshall, and Fang 2011; Veliziotis 2010) , very short absences-of less than four days' duration in the present case-are also excluded. Thus, the results below cannot be generalized to these short spells. This is unfortunate because these absences are of interest in their own right. However, they make up only about 13 percent of the total volume of sickness absence in Norway (in terms of days lost).
1
Theoretical framework and previous research
Ability and motivation
In a much-cited article, Steers and Rhodes (1978) argued that absence from work (or its obverse, work attendance) should be seen as a function of both the ability to attend and the motivation to do so. Under the "ability to attend" heading, Steers and Rhodes mention illness and accidents, family responsibilities and transportation problems. There is little doubt that the first of these is the most important, also because illness and accidents are regarded as legitimate reasons for absence, whereas this is not generally the case for family responsibilities and transportation problems.
Some authors (e.g., Garcia-Serrano and Malo 2009) have taken the ability-motivation distinction further and make a distinction between unavoidable absence (determined by ability to attend) and avoidable absence (determined by motivation) as two distinct absence types.
Such a categorization is, however, problematic. An individual may of course be so sick that it 1 According to Statistics Norway, see http://www.ssb.no/english/subjects/06/02/sykefratot_en/.
is completely impossible to attend work, and an employee may stay at home even when perfectly fit. It is likely, however, that these cases are only extremes on a continuum from complete avoidability to complete unavoidability. Very often, absence is probably both health related and avoidable, as when employees decide to stay at home because of headaches, colds or mild psychiatric symptoms. It may be useful to think of an employee as having a sickness threshold; when below this level of sickness he/she goes to work, and when above he/she stays at home (cf. Barmby, Sessions, and Treble 1994) . The threshold will depend on motivation, but also on other factors, such as the nature of the work (e.g., how physically demanding it is).
Even physician-certified absence should not by definition be regarded as unavoidable.
In the first place, doctors typically have incomplete information and must rely on the patient's own account of his/her symptoms. Second, even with perfect information doctors have incentives to satisfy the patients' wishes, e.g., avoiding unpleasant confrontations or losing patients to other doctors.
Unionization, wages and working conditions
According to efficiency wage theory, the level of sickness absence can be expected to depend on the wage level: the more the wage exceeds the market wage, the more the employee loses if he/she is dismissed (Barmby et al. 1994) . Working conditions may also impact on employee absence. In the first place, problematic working conditions may increase the risk of injury or disease. Second, poor working conditions may make it more difficult for unhealthy employees to attend work and carry out their tasks. Third, poor working conditions are likely to reduce attendance motivation.
The existence of a positive union wage effect is well documented, even in Norway (Barth, Raaum, and Naylor 2000) . To the extent that workers care about factors other than wages, there are also good reasons to expect unions to contribute to improved workplace safety, reasonable effort demands and pleasant working conditions (cf. Pencavel 2005 ). An additional reason for expecting better working conditions in unionized workplaces is that good working conditions are to a major extent a collective good that individual workers have little incentive or even opportunity to prioritize (Fenn and Ashby 2004) .
However, there is little empirical evidence that unionization is actually associated with better working conditions (Morantz 2009 ). Studies relating unionization to injury or workrelated illness rates report positive associations as frequently as negative ones (Fenn and Ashby 2004; Robinson and Smallman 2006) . The lack of evidence for a favorable union effect on working conditions could be because of methodological problems, such as underreporting of incidents in nonunionized settings (or overreporting in unionized ones).
Another possibility is that unions more or less tacitly give priority to wages over working conditions and allow employers to compensate for higher wage costs by intensifying work demands or by spending less on improving working conditions (Bender and Sloane 1998) .
This might be the case particularly if government regulations impose relatively high standards with regard to health and safety.
Protection effects
Worker absence has obvious negative consequences for firms, making it more difficult to get the work done, and, if stand-ins are recruited, also leading to higher costs. Thus, employers have an incentive to discourage absence behavior and to lay off workers with high levels of absence. Unions can be expected to protect workers and limit the employer's opportunities to apply negative sanctions against absence behavior, at least as long as the absences are regarded as health related or in other ways legitimate (Balchin and Wooden 1995) .
The exit-voice theory
According to Freeman and Medoff's (1984) exit-voice theory, dissatisfied employees have two courses of action: either to quit (exit) or to try to obtain improved employment and working conditions (voice). Unions are assumed to strengthen workers' voice, and thus to reduce the probability of exit (i.e., quitting). Several authors have discussed to what extent employee absence can be considered as either exit or voice, and thus the relevance of exitvoice theory for the explanation of union-nonunion differentials in absences (Allen 1984; Garcia-Serrano and Malo 2009; Luchak and Gellatly 1996) . A categorization of absence as exit is problematic, because absence represents at best only a temporary exit from a situation regarded as unsatisfactory, and not a real solution to the worker's problem. Absence from work is also problematic as voice, because it would most often produce a very noisy signal, with employers not knowing precisely why the employee is absent (Allen 1984) . Whether absence from work serves as exit or voice may, however, not be the crucial issue, because the outcome with regard to the impact of unionization would arguably be the same in both cases.
Because unionization provides a voice option, it should reduce absence from work as exit behavior. However, unionization should also provide a voice option superior to that obtained by staying away from work; thus, the union voice should replace the absence-from-work voice (Allen 1984; Garcia-Serrano and Malo 2009; Luchak and Gellatly 1996) .
Politicization and attitudes
The main explanation of the unionization-dissatisfaction relationship suggested by Freeman and Medoff (1984: 138ff.) and Borjas (1979) is that unions have a politicizing effect, making workers more critical and inclined to complain. The politicization effect operates at quite a superficial level: "Note, however, that this dissatisfaction is not genuine in the sense that it leads to quits, but is instead a device through which the union can tell the firm that its workers are unhappy and are demanding more" (Borjas 1979: 25) . Borjas thus also suggests that unions consciously increase dissatisfaction to achieve their goals.
Consistent with this line of thinking, it has been proposed that unions might use absence from work as a means to demonstrate the seriousness of their dissatisfaction with management. An effect of politicization on absence from work does not, however, presuppose that absence is used as part of a union strategy. If individual workers become more critical of their working conditions, they may become less motivated to go to work, e.g., in the presence of minor diseases or ailments. Unionization might also be associated with the development of more permissive absence norms, or a more permissive local "absence culture" (Drago and Wooden 1992) . A negative although not very strong relationship between job satisfaction and absence from work is also well established (see the overview of relevant meta-studies in
Johns 2008).
Selection to union membership
Higher levels of absence among unionized employees could to a greater or lesser extent be because of differential self-selection to union membership. I have already mentioned the possibility of selection related to workplace characteristics, e.g., that poor working conditions may be a motivation for individuals to join a union. However, there could also be selection on individual characteristics. Employees with a high level of absence from work (whether because of health problems or low job motivation) may, e.g., have a greater need for the protection offered by the union and therefore be more likely to be members. Likewise, employees with negative attitudes to management may be more likely to join a union (Bender and Sloane 1998; Clark 1996) .
Institutional context
Norway has a very generous national system of sick pay, with full wage compensation up to a ceiling well above the mean wage level of full-time employees. Sick pay is paid by the employer for the first 16 days of an absence episode; from day 17 it is tax financed.
Certification from a physician is required for episodes of more than three days' duration, and for shorter absences it is sufficient for the employee himself or herself to declare to the employer that the absence is because of sickness (self-certification). The replacement rate for unemployment benefits is 62 percent of previous income. Disability pension is available for those with permanent illness or disability.
The degree of unionization is quite high, and is about 40 percent in the private sector (Løken and Stokke 2009) . In general, labor relations are relatively cooperative, both between unions and management and at the national level between unions and employer organizations (Løken and Stokke 2009) . Compared with countries such as the US and the UK, employment security is high, with quite strict regulation through law and collective agreements. Sickness (absence) cannot, for example, be used as justification for terminating an employment relationship, although it may still influence termination decisions that can be justified in other ways. High-absence employees may also be punished in various other informal ways, e.g., by not being promoted or by being assigned to less attractive work tasks.
With extensive "worker friendly" institutional arrangements, one might expect Norwegian workers to see little need for joining a union. A recent survey nevertheless found that the opportunity for assistance in the case of "problems in the workplace" was the most frequently cited reason for membership (Nergaard and Svalund 2009) . Correspondingly, nonmembers often mentioned a lack of a need for such assistance as a reason for not joining, although, even more frequently, they said that union dues were too high. In general, however, very little research has been carried out on the unionization process in Norway.
Analytical strategy
It is the objective of this paper to contribute to our understanding of the causal relationships between unionization and absence from work. The analytical strategy has two main elements.
The first is to determine whether the union-nonunion differential in absence from work arises at the individual or the establishment level. The second element is to examine whether absence from work is responsive to changes in membership status or rather a stable individual characteristic. To the extent that the latter is the case, it indicates that the union-nonunion differential is because of selection. I consider these in turn.
An important distinction in the literature regarding union effects is between individual-level and firm-or establishment-level effects, or, in other words, whether union effects primarily produce differences between unionized and nonunionized firms or between union members and nonmembers within the same firm. Working conditions and workplace safety are to a large extent public goods, and union-initiated improvements are enjoyed by both members and nonmembers. Norwegian law also requires that agreements between union and management are applied to nonmembers in the firm (a common feature of industrial relations systems in many European countries as well as the US and Canada) (Løken and Stokke 2009 ). This also applies to wages; unionized firms pay higher wages, but there is no within-firm union membership effect (Barth et al. 2000) .
The situation is likely to be different when it comes to the union's role in assisting individual workers in their relations with management (e.g., providing legal advice when management wants to dismiss a high-absence worker), because unions are unlikely to extend such services to nonmembers. One of the referees noted that, in the US, union stewards must represent all employees creating differences between union members and nonmembers (and one would also expect politicization to influence whether an employee decides to join a union or not). Self-selection to union membership is of course by definition assumed to operate at the individual level.
Union effects on absence from work may also come about as a result of a combination of individual-level and establishment-level processes. The ability of a union to provide effective protection to individual employees is, e.g., likely to be stronger the higher the union density, thus creating larger differentials between members and nonmembers under high union density. Stronger unions should also be better able to improve working conditions, but as argued above, this is likely to benefit both members and nonmembers (Borjas 1979; Bryson, Cappellari, and Lucifora 2004) . Politicization effects could be different in weakly and strongly unionized firms, but it is not obvious how. On the one hand, strong unions may be expected to have the strongest impact on their members. However, the politicization effect could also be strongest when unions are weak and not able to obtain satisfactory results for their members. In line with this idea, Bryson, Cappellari, and Lucifora (2010) find that union membership leads to lower job satisfaction only in occupations not covered by collective bargaining agreements.
The second element in the analytical strategy is to utilize the longitudinal data to differentiate between variation within and between individuals. If a higher level of absence among union members is a result of selection to membership based on relatively stable individual characteristics (such as, e.g., health and motivation), it should be visible even before the employee joins a union and after he/she terminates his/her union membership. A causal effect of membership, on the other hand, implies that the level of absence changes when membership status changes. A problem here is that a potential effect may not be whether they are union members or not. This is not the case in Norway.
immediate, but may involve time lags. I therefore also estimate models showing the level of sickness for the up to four years preceding and up to the four years succeeding the change in membership status.
The early research by Allen (1981) and Leigh (1984) suggested that union effects on absence may be stronger for blue collar than for white collar workers. I thus perform separate analyses for employees in jobs typically requiring at least some higher education on the one hand and in occupations requiring at most secondary education on the other.
Methods
Data
The analyses are based on Norwegian public register data that cover the entire employed population (apart from the self-employed). All employment relationships active on May 15 in a particular year are included. I exclude persons below 18 or above 60 years of age. The analyses are limited to the years 2003 to 2007 and to the private sector, primarily because information on occupation is not available for earlier years or for the public sector.
Information on occupation is also missing for seven percent of the private sector observations, and these are also excluded.
The data are limited to sickness absence episodes certified by a physician (i.e., of more than three days' duration). All such absences are reported to the Norwegian Labour and Welfare Administration. This agency also administers a mandatory public pension scheme and therefore keeps records of all employment relationships. This register also contains an identification number for each establishment, making it possible to link employers and employees. Supplementary information on education is taken from population registers available at Statistics Norway. Information from the various registers was merged by Statistics Norway using unique personal identification numbers, which were removed from the data before they were made available for research.
I mainly use a binary indicator of annual absence from work, distinguishing between at least one new episode during a year and no episode. 3 Supplementary analyses are carried out for the total number of absence days during the year and for absence frequency (the number of absence episodes initiated during the year). Absence days will primarily be sensitive to long absence episodes, whereas absence frequency will be more sensitive to short spells (Darr and Johns 2008) . For further sensitivity checks, I also employ dichotomized versions of these variables: more than 28 absence days versus 28 days or less, and two or more absence episodes versus less than two episodes, respectively.
Information on union membership is taken from income tax returns. Union membership is visible on these because membership fees are deductible. 4 In some analyses, the timing of changes in membership status is taken into account by including a dummy variable for each single year preceding the change and for each year succeeding it, with the year immediately preceding the change as the omitted category.
Union density is the proportion of all employees in the establishment that are union members. In the regressions, union density is entered as five splines (for 0 to .2, .2 to .4, etc.) to capture possible nonlinearities.
Occupation is coded using detailed seven-digit codes. The coding scheme consists of the most detailed ISCO codes (four digits) plus three more digits that add even more detail. The restriction to new absence episodes means that an episode is not counted more than once if it lasts from one calendar year to the next. 4 There is no direct evidence on the validity or reliability of this measure. Aggregated over the entire economy it does, however, provide very similar estimates to those of nationwide survey data, viz. 51 versus 53 percent union members in 2008 (Nergaard and Stokke 2010) .
Industry is coded in terms of four-digit NACE codes. Following Allen (1981) and Leigh (1984) , I perform separate analyses for employees in occupations typically requiring higher education on the one hand and other occupations on the other. The former ("higher grade") category is defined by first-digit ISCO codes 1 to 3 and the latter ("lower grade") by codes 4 to 9.
Age (in years) and number of days employed during the year are treated as continuous variables, with second-and third-order terms included when necessary to take nonlinearities into account. Working hours per week is a categorical variable distinguishing between less than 20 hours, 20 to 30 hours, and more than 30 hours, with the latter as reference. Level of education has seven categories ranging from lower secondary or below (lower secondary is compulsory) to the PhD level. Tenure with the employer is given in three categories: less than a year, between one and five years, and more than five years. See Table 1 for details.
Statistical methods
Fixed effects (FE) models are the central statistical tool in the analyses. With FE estimation only variations within given groups (which may be defined in various ways) are used to estimate the parameters. The linear FE model is as follows: ,
where the subscript i refers to the group level and t to the individual observation within the group, X is a vector of control variables, i are the fixed effects,  and  and are regression parameters,  is a vector of parameters, and ij are the error terms associated with each observation. With FE estimation, the i are eliminated by deviating all variables from their group means.
The first part of the analyses examines to what extent the union-nonunion differential arises at the establishment or the individual level. I estimate an FE model with groups defined by the combination of establishment and occupation codes. This means that the estimated union membership effects will be based on within-establishment (and within-occupation) variation only, and be unaffected by heterogeneity between establishments (e.g., better or worse working conditions in unionized than in nonunionized workplaces). The withinestablishment estimates are compared with a baseline FE model, with the groups defined by the combination of industry and occupation codes, thus eliminating variation between industries and occupations (but not establishments).
The second objective is to assess union density effects. The model with groups defined by industry plus occupation is augmented by a set of spline variables for the proportion of the workers in the establishment who are unionized and the interaction of these splines with union
where D is the vector union density splines,  and are vectors of regression parameters and the other terms are as defined above. This model implies that workers are compared across establishments but still within industries and occupations.
The third part of the analyses assesses the importance of self-selection to union membership. This analysis exploits the panel properties of the data with up to five annual observations per individual. Using eq.
(1) and grouping even by individuals, union membership effects can be estimated on variation within individuals only, thus eliminating between-individual heterogeneity, e.g., stable individual differences in health. Note that in these analyses, the grouping (defined by is by both industry, occupation, and individual; thus, possible confounding of the effects of membership changes with the effects of changes in industrial and occupational characteristics is eliminated.
To the extent that the union-nonunion differential is not entirely caused by selection (1) with the fixed effects defined by both industry, occupation, and individual), except for replacing the union membership dummy with a dummy variable for each year before and after the change, using the last year before the change of membership as the reference category:
where the are dummy variables for the years preceding (j = -4 to -1) entry into union membership, the year of entry (j = 0), and the years succeeding (j = 1 to 3) entry, and are the corresponding coefficients. The year before entry is used as the omitted category; i.e., is set to zero. Likewise, the are dummy variables for the years preceding and succeeding termination of union membership, with corresponding coefficients , and with set to zero.
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As in the previous analysis, the grouping (defined by is by both industry, occupation, and individual.
The reliance on FE methods has some implications for other methodological choices.
FE works well within an OLS context. FE methods for a number of other regression models have been developed (Wooldridge 2002: Ch. 15.8 and 19.6.4) . A major limitation of these non-OLS FE models, however, is that only groups with variation in the dependent variable can be included. When using fixed individual effects, e.g., this means that employees with no absence episodes during the period of observation will be excluded.
For similar approaches to the modeling of "anticipation" and "adaptation" effects, see Frijters, Johnston, and Shields (2011) or Powdthavee (2011) .
Because of this problem, I rely mainly on OLS models and a binary absence variable. This linear probability model generally works well, at least for estimating average marginal effects, which is the central concern in this study (Wooldridge 2002: 455) . Robust standard errors are used.
Although I mainly rely on OLS, some additional analyses using Poisson regression on the number of absence days and on the number of absence episodes are included to assess the robustness of the results. The distributions of these variables deviate considerably from the Poisson distribution, but with regard to the estimation of the expected count and the impact of explanatory variables on this count, Poisson regression parameter estimates are known to be consistent (Wooldridge 2002: 648ff.) . Robust standard errors taking into account clustering of individuals within establishments are employed.
To compare results across models, average marginal means for union members and nonmembers are often computed. With a binary dependent variable, the mean can be interpreted as a probability, and the ratio of the average marginal absence probability for members to that of nonmembers is the relative risk (RR) of absence. In Poisson regression, the ratio of the average marginal means can likewise be interpreted as an incidence rate ratio (IRR).
[ Tables 1 and 2 about here] Stable members are also the category with the highest mean number of employees in the establishment, and the highest proportions with full-time work and with long tenure with the employer. The stable member category also tends to have the highest average age and the highest proportion of men; the age and gender differences are small, however. The bottom line in Table 1 shows that the average number of years each employee is present in the data varies from 3.1 to 3.8 (the maximum is five for those present Since the numbers in Table 1 are averaged over all years, Table 2 provides summary information on variations over the observation period. The proportion with at least some sickness absence in all five years of observation is quite small, whereas up to 40 percent are not absent at all during this period.
Results
Descriptive statistics
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Clear differences between stable non-members on the one hand and stable members and individuals with varying membership status on the other are found both in the bottom (i.e., with regard to having no absence at all) and in the top (i.e.,
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The union-nonunion differential is quite similar in the public and private sectors in Norway.
For current members, the proportion with at least one absence episode during the year is . The differences in sickness absence between the three groups are similar irrespective of whether all employees or only employees observed in all five years (i.e., a so-called balanced panel) are used. Details are available upon request.
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The results are largely the same if only individuals observed in all five years are included.
with regard to having at least one absence spell each year) of the distribution. Table 3 presents two FE models separately for higher-and lower-grade employees. In Model 1, the fixed effects are defined in terms of a cross-classification of industry and occupation; it thus removes heterogeneity between industries and occupations, but still employs variation both within and between establishments. Model 2 includes fixed effects for establishmentoccupation combinations, and only variation among employees sharing both occupational category and employer is used in the estimation.
The union-nonunion differential
As a linear probability model is used, the coefficients can be interpreted directly in probability terms. For higher-grade employees, the probability of sickness absence is .024
higher for members than for nonmembers. The average marginal probabilities for the two categories on the membership variable are .236 and .212, respectively (not shown in the table).
The coefficient for union membership thus corresponds to an 11 percent higher probability for union members (given identical values on the control variables and identical industry and occupation codes). Limiting the estimation to variation within establishment-occupation combinations (Model 2) leads to a decrease in the estimated union effect to .017, or eight percent. Thus, overrepresentation of union members in high-absence establishments within given industries is of some importance, but about 70 percent of the union-nonunion differential arises within establishments.
Turning now to lower-grade occupations, the union-nonunion differential tends to be two to three times larger than for higher-grade employees. Under Model 1, the average marginal probability is .363 for members and .292 for nonmembers, a difference of 24 percent.
The impact of introducing fixed establishment effects, however, is similar to what was found for higher-grade employees: a small reduction in the estimated differential from .071 to .057 (or from 24 to 19 in percentage terms).
For the sake of brevity, I will not comment in detail on the other results in Table 2 . It may be noted, however, that even within occupational categories, sickness absence declines strongly with the level of education. Even more striking are the large gender differences.
Sickness absence increases with age until employees are in their early 30s, then declines, but increases somewhat again among the oldest employees in our sample (approaching 60 years of age).
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Sickness absence is also somewhat lower among part-time employees and, except for very recently employed individuals, who have quite low absence, it declines with tenure.
Sickness absence increases with establishment size until a level of about 800 employees for lower-grade employees and 1400 for higher-grade employees, and declines thereafter. The relationship is quite weak, however.
[ Table 3 about here]
Two R 2 values are given for each model in Table 3 . The first one provides the proportion of variance accounted for by the explanatory variables after having removed the fixed effects (i.e., explained within groups variation), and the second one includes the fixed effects (i.e., treats these as ordinary explanatory variables). The within values in particular are generally low. This may seem surprising given the strong effects of some of the explanatory variables, in particular gender and education. In part this reflects that R 2 is a problematic measure with dichotomized variables, as dichotomization leads to considerable attenuation of correlations, and the more so the more skewed the dichotomized variable is (see, e.g., Cohen 1983). In addition, removal of systematic variation due to the fixed effects necessarily leads to an increase in the proportion of random variation. However, even when including the fixed 9
Age differences in sickness absence in Norway are discussed in Markussen, Røed, Røgeberg, and Gaure (2011).
effects (and taking into account the large number of these), the R 2 values are not impressive, indicating that sickness absence are only to a quite limited extent due to job and workplace characteristics.
A number of analyses were carried out to assess how sensitive the findings are with regard to the exclusion of observations with missing data on occupation, the choice of statistical model, and the measurement of sickness absence. Excluding the seven percent of the observations with missing data on occupation appears to have minimal impact. A modified version of Model 1 in Table 2 with fixed effects for industry only and estimated for all observations yielded a coefficient for union membership of .077; when excluding observations with missing data, the coefficient was .076.
[ Table 4 about here] Table 3 , although there is some tendency for the estimates to be highest for the number of episodes and lowest for days lost, with the OLS estimates in between. This pattern is more pronounced for lower-grade occupations. Thus, union membership tends to be somewhat more strongly related to the number of episodes (which is relatively more sensitive to short-term absences) than to the number of days lost (which is more sensitive to long-term absences).
This impression is substantiated in the additional OLS regressions in Table 4 , employing different operationalizations of sickness absences. Thus, the highest risk ratios are found when the dependent variable distinguishes between those with relatively frequent absence episodes (two or more) and the rest. Distinguishing instead between those with relatively many days lost (more than 28 days) and the rest, on the other hand, has little impact on the results.
Apart from the somewhat stronger union membership estimates for absence frequency than for absence days or the incidence of any sickness absence, the main findings are consistent across models and operationalizations. Thus, the relationship between union membership and sickness absence is considerably stronger in lower-grade than in highergrade occupations, and this is primarily because of differences between members and nonmembers within establishments, and not because of between-establishment variation.
Union density
So far, the analyses have established that the overall difference in absence among unionized and nonunionized employees largely reflects individual-level, within-establishment processes.
I now turn to possible variations in this within-establishment differential, more specifically, to whether it is related to union density. This is addressed by augmenting Model 1 in Table 3 with the union density splines and interactions of these splines with the union membership dummy. Average marginal probabilities are given in Figure 1 . A table with coefficients, etc., is available upon request.
[ Figure 1 about here] F-tests of the five union density splines and of the five interactions of these with the membership dummy lead to rejection at the .001 level of the null hypotheses that all 10 coefficients are zero (for higher-grade employees F is 14.50, and for lower-grade employees 72.03). Given the large sample size, these tests are not very informative, however, because even relationships of quite trivial magnitude will be significant. Figure 1 shows that the relationship between union density and sickness absence is very weak, and this applies to both members and nonmembers, and to both higher-grade and lower-grade employees.
Selection effects and changes over time
The union-nonunion differential could reflect not only a causal effect of union membership, but also a selection of high-absence employees into union membership. An effective control for selection on stable individual characteristics is to estimate membership effects using within-employee variation only, i.e., with fixed individual effects. In Table 5 , the main results from these analyses are given as Model 2. For comparison, I also present Model 1 without individual fixed effects. To save space, only relative risks are presented; detailed results are available upon request.
[ Table 5 about here]
Considering Model 1 first, the relative risks are very similar to those previously reported for Model 1 in Table 3 . This is as expected because this is essentially the same model;
it is nevertheless included here for comparison and because the sample I now analyze excludes individuals with only a single annual observation.
With absence versus no absence as the dependent variable, the estimated membershipnonmembership differential is reduced by about half in Model 2 in the lower-grade occupations (because an RR of 1.249 implies that sickness absence is 24.9 percent more common among members than among nonmembers, and 1.123 likewise translates into 12.3 percent). Thus, up to half of the total differential between otherwise similar employees seems to be because of selection of absence-prone individuals to union membership. For highergrade employees, the decline in the estimated union effect from Model 1 to Model 2 is smaller, but still substantial in relative terms (with RR declining from 1.120 to 1.076), so selection appears to be of some importance even here.
The results from the analyses of having two or more versus less than two episodes also provide evidence that selection to union membership may account for about half of the unionnonunion differential among lower-grade employees and somewhat less among higher-grade employees. As far as long-term absence (more than 28 days lost during the year) is concerned, however, the estimated union differential changes little or nothing from Model 1 to Model 2, so here selection can explain very little.
[ Figures 2 and 3 about here]
Although selection to union membership is important, particularly for lower-grade employees, a true membership effect seems to remain. Using Equation (3), I therefore examine in more detail how sickness absence develops in the years immediately preceding and succeeding change of membership status. For the sake of brevity, full results are not presented (but they are available upon request).
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Figures 2 and 3 present the estimated coefficients for the years before and after the change (the and coefficients). Estimates are given based on separate analyses for lower and higher grade employees and on a pooled analysis of both groups. The pooled analysis was added since the results for the two groups are very similar, and to reduce the otherwise rather high standard errors. For the estimates from the pooled analysis, 95 percent confidence intervals are also given. Figure 2 shows that termination of union membership is associated with a clear and significant drop in sickness absence for both lower and higher grade employees. However, the drop seems to be only temporary. Figure 3 shows that employees entering a union exhibit a considerable increase in sickness absence. This increase is not concentrated to the year of entry, however, but occurs over several years both before and after entry. The increase seems to level off two to three years after entry, but only among lower grade employees.
Discussion
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Additional descriptive statistics on the proportion with absence before and after a change in membership status are also available upon request.
This study has shown that unionized employees in Norway are considerably more absent from work than are their nonunionized counterparts. This is the case even when comparing people with the same detailed occupation and industry codes, who should therefore be in very similar if not identical jobs. Depending upon the choice of absence measure, the differential varies between nine and 20 percent for higher-grade employees and between 20 and 47 percent for lower-grade employees. Overall, these estimates are lower than the results reported in previous studies from the US, Canada and the UK, but not by a very large margin, at least not with regard to comparisons with the two latter countries (Allen 1984; Leigh 1984; Tompa, Scott-Marshall, and Fang 2011; Veliziotis 2010) . Furthermore, the fixed occupation-industry effects employed here probably remove considerably more heterogeneity than the control variables used in the previous studies. Indeed, if the OLS Model 1 for at least one episode in Table 3 is estimated without FE but instead with control for first-digit ISCO code only, then the estimated union-nonunion differential increases from 11 to 17 percent for higher-grade and from 24 to 31 for lower-grade employees (results available on request). Thus, the unionnonunion differentials do not seem to be very different in Norway compared with these other countries-despite large differences in institutional context.
With regard to the incidence of any sickness absence during the year, the findings suggest that up to half of the total union-nonunion differential is because of selection of absence-prone employees to union membership. As far as long-term absence (more than 28 days per year) is concerned, however, such selection effects do not seem to be important. I do not know of any previous research that has examined selection specifically with regard to union-nonunion differentials in absence from work. The selection issue has, however, been addressed in the unionization and job satisfaction literature, and several studies have been carried out using either panel data or instrumental variable techniques. No clear pattern has emerged, however. Bender and Sloane (1998) and Bryson, Cappelli, and Lucifora (2004) both report evidence that the lower job satisfaction among union members is largely because of a negative selection to union membership. Heywood, Siebert, and Wei (2002) , however, conclude that the job satisfaction differential cannot be accounted for by selection effects, and Bryson, Cappelli, and Lucifora (2010) found that there was a negative selection to membership for employees covered by collective contracts, but a positive selection for employees who were not covered.
Although this study provides strong evidence of the overall importance of selection effects, it does not provide any direct information about the specific processes by which the selection to membership status occurs. The selection could be on health or health-related characteristics, as poor health may lead to a greater need for union protection and for other services a union can offer. The finding that selection to membership status cannot explain union-nonunion differences in long-term absence goes against this interpretation, however, because one would expect these absences to be the ones most strongly related to health.
Another possibility is that the selection is of a more motivational and attitudinal kind, as one would expect if similar selection processes accounted for the union-nonunion differentials in both absence from work and job satisfaction. Very ambitious and career-oriented individuals may, for instance, both be less interested in joining a union and more inclined to go to work in the presence of minor health problems. Personality factors could also influence both union membership and absence behavior.
The union effect on absence from work is a union membership effect and not an effect of working in a unionized establishment. This finding is inconsistent with the assumption that the relationship between unionization and work absence is because of differences in working conditions, as there is little reason to believe that members have less satisfactory working conditions than nonmembers in the same detailed job category. Such unfavorable treatment of union members would be particularly unlikely when union density (and presumably union power) is high; as we have seen, however, there is no indication that the union-nonunion absence differential is smaller in high-density establishments.
Given that establishment-level factors do not seem to contribute to the unionnonunion differential in absence from work, the question becomes: What individual-level factors are likely to be operating? Above, I discussed three candidates: the exit-voice theory, protection effects and politicization or attitudes.
The most reasonable derivation from exit-voice theory is lower absence among unionized employees. The present study is consistent with previous studies of unionization and work absence in not finding any support for this. Does the cumulative evidence mean that we can conclude that exit-voice theory is irrelevant to the explanation of absence from work?
Not necessarily. Garcia-Serrano and Malo (2009) involuntary (because of a lack of ability to go to work) is likely to be futile, as most cases of absence will be a joint function of both. Nevertheless, one might suggest that union-nonunion differences in absence from work are a result of two opposing processes: a voice effect and a protection effect. Higher levels of absence among union members than among nonmembers would then reflect that the protection effect is stronger than the union voice effect, and the results obtained in this study might be because of the omission of absences not certified by a physician. This interpretation is not particularly likely, however, as the present findings are well in line with previous research using broader absence definitions.
With the data at hand, it is not possible to distinguish between union protection effects and union effects on employee attitudes (politicization). It may be relevant to note, however, that the difference in absence between union members and nonmembers is only weakly related to union density and that members are not more often absent when union density is high. It would seem reasonable to expect numerically strong unions to have more impact on attitudes than weaker unions have. This is particularly so to the extent that absence attitudes are developed through local interaction in the workplace, as is assumed in theories of socalled absence cultures (Nicholson and Johns 1985) .
The analyses of changes in union membership showed that termination of membership is associated with an instantaneous drop in sickness absence. This is as expected if membership has a causal effect. Such an effect seems to be short-lived, however. Thus, it cannot explain much of the overall union-non-union differential in sickness absence.
The pattern of change over time is very different for employees who join a union. In this case there is a gradual increase in sickness absence both before and after joining, and no abrupt change. Such a pattern of gradual increase is consistent with a hypothesis of selection on temporary factors. In the analyses above, selection to union membership based on stable individual characteristics was controlled for by the inclusion of individual fixed effects, but it is still possible that changes in health or in motivation lead to changes both in union membership status and in absence behavior. A gradual deterioration in health, for instance, may increase the level of absence, and thus also the value of union membership as a protective device.
Although union members are more absent than nonmembers even among higher-grade employees, the difference is much larger among lower-grade employees. This is in line with early US studies by Allen (1981) and Leigh (1984) . There are several reasons to expect such a difference. For one thing, higher-grade employees are probably in a stronger position vis à vis management and have less need for union protection than do lower-grade employees.
Moreover, although organizations for higher-grade employees are unions in the sense that they may bargain with management and represent individual members vis à vis management, they typically also take care of members' professional interests (as engineers, accountants, psychologists, etc.). This does not necessarily imply that unions representing such employees behave differently in relations with management, but employees are likely to be attracted to these unions even for reasons other than those traditionally associated with unionization. Thus, the selection to union membership may be different among lower-and higher-grade employees.
The data analyzed in this article have been limited to absence episodes certified by a physician. Short absence episodes (of three days' duration or less) declared by the employee to be because of sickness are not included. Thus, the findings here cannot be generalized to these absences. I have also excluded public sector employees.
Conclusion
This study has established some important facts about the relationship between unionization and absence from work. In the first place, the union-nonunion differential is largely produced at the level of the individual employee. Heterogeneity between establishments (or, by implication, firms) and even between job categories or detailed occupations is of little importance in explaining the union-nonunion differential. I have also shown that individuallevel selection of absence-prone individuals to union membership is important and accounts for up to 50 percent of the total difference in absence between union members and nonmembers.
I cannot draw definitive conclusions with regard to the causal processes underlying the remaining union-nonunion differential in absence, not even with regard to the direction of causality. An abrupt drop in sickness absence in the year of departure from the union is exactly what one would expect if union membership has a true causal effect, but then any such effect seems to be only transitory. The gradual increase in sickness absence in the years before and after entering a union, on the other hand, suggest that we are here seeing a more long term change in health or in work motivation, and that the act of joining a union is part of this process, i.e., a result of selection on temporary characteristics.
Major strengths of this study were data allowing for the separation of within-and between-establishment effects, and also longitudinal information making it possible to determine to what extent the union-nonunion differential is because of selection to membership status on stable individual characteristics. This type of register data nevertheless has obvious limitations, such as a lack of information on workers' motivations-for work attendance as well as for joining or leaving a union. Further research using other data is also necessary to determine to what extent the findings can be generalized to very short absence spells.
Labor market institutions and other contextual factors vary considerably among countries. Accumulation of findings from different countries is therefore important to assess the limits of generalization and to examine to what extent different patterns arise in different institutional contexts. Against the background of previous research on the US, the UK, and
Canada, Norway provides an interesting comparative case with, e.g., much more extensive social welfare provisions, a much higher degree of unionization, and lower earnings inequality. Despite these large differences, the overall size of the union-nonunion differential in sickness absence does not seem to be dramatically different in Norway than in these countries. Only future research can show to what extent even the more specific findings reported in this paper, e.g. the great importance of selection effects, can be replicated for other countries. Note: RR's are computed for OLS models as the average marginal probability of sickness absence for union members divided by the same statistic for non-members. IRR's are exponentiated coefficients from Poisson regressions, which can be interpreted as the relative rate of sickness absence among union members compared to that of non-members. All RR's and IRR's are significantly different from one at the .01 level 
