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1. Introduction
This section serves to explain the main results of this paper (see the last two
paragraphs of this section), and to review some basic facts and notations of the
theory of hypergeometric functions associated with root systems.
Let a be a Euclidean space of dimension n and R ⊂ a∗ (the dual of a) be an
integral, irreducible, reduced root system which spans a∗. Its Weyl group is denoted
by W . Let K denote the linear space of multiplicity functions, i.e. the space of
W -invariant real functions on R. We fix a set of positive roots R+. If k ∈ K we
consider the following differential operator on a:
(1.1) L(k) =
n∑
i=1
∂(Xi)
2 −
∑
α∈R+
kα(1 + e
α)(1− eα)−1∂(Xα).
Here we use the convention to write ∂(p) (with p an element of the symmetric
algebra Sym(a) of a) for the constant coefficient differential operator on a that
corresponds with p. Moreover, we have chosen an orthonormal basis {Xi} of a,
and Xα ∈ a is the element such that λ(Xα) = (λ, α)∀λ ∈ a
∗. This remarkable
operator has been studied intensely over the years ([6], [11], [12], [8], [16], [7], [17],
[4], [10]), for some very good reasons. It arises ”in nature” as the (radial part of
the) Laplace-Beltrami operator of noncompact Riemannian symmetric spaces for
special choices of the parameter k. It was realized that this operator plays a key
role in the understanding of the Macdonald constant term conjectures. Finally this
operator attracted some attention of mathematical physicists ([14], [15]) because
of the relation of L(k) with the quantum Calogero-Moser system. More precisely,
define
(1.2) ρ(k) = ρ(R+, k) =
1
2
∑
α∈R+
kαα
and
(1.3) δ(k;x) =
∏
α∈R+
|2 sinh(
1
2
α(x))|2kα ,
then the operator S(k) =
√
δ(k;x)(L(k) + (ρ(k), ρ(k)))
√
δ(k;x)
−1
takes the form
(1.4) S(k) =
n∑
i=1
∂(Xi)
2 −
1
4
∑
α∈R+
(α, α)kα(kα − 1)
sinh2(12α(x))
This is the Schro¨dinger operator of the Calogero-Moser system. From this last
formula it is clear that L(k) is a formally symmetric operator on the space C∞c (a)
W ,
if we equip this space with the Hermitian inner product
(1.5) (φ, ψ) =
∫
a
φ(x)ψ(x)δ(k;x)dx
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where dx denotes the Lebesgue measure on a. Morever, we fix the length of the
roots in such a way that a fundamental domain of the lattice Q∨ (here Q∨ is
the coroot lattice in a, spanned over Z by the coroots α∨ = 2Xα(α,α) (α ∈ R)) has
volume equal to 1 (this turns out to be the most natural normalization as we
shall see later). In this paper we shall discuss the spectral problem for L(k), in
other words we try to decompose the L2 space of W -invariant functions associated
with the measure in (1.5) as a direct integral of eigenspaces for L(k). Formula
(1.5) makes sense only as long as δ(k;x) is a locally integrable function on a, and
this imposes a condition on k ∈ K. We shall restrict ourselves exclusively to this
situation where δ(k;x) is indeed locally integrable. Obviously this condition is
satisfied if kα > 0 ∀α ∈ R, and in this situation the spectral problem for L(k) was
solved completely in [17]. In this situation the spectrum turns out to be completely
continuous, and the spectral decomposition is very similar to the decomposition
of the space L2(X) in irreducible (spherical) representations for G if X = G/K
is a noncompact Riemannian symmetric space (cf. [6], [11]). The case that we
are about to study here in this paper is the one in which kα < 0 ∀α ∈ R, but
satisfying condition (1.6) of Proposition 1.1 below so as to assure that δ(k;x) is
locally integrable. It is elementary that if kα < 0 ∀α ∈ R and δ(k;x) is locally
integrable then δ(k;x) is even integrable.
Proposition 1.1. Let β ∈ R be the highest short root of R. If
(1.6) kα < 0 ∀α ∈ R, and ρ(k)(β
∨) + kβ + 1 > 0
then δ(k;x) is integrable.
Proof. In ([2], Corollary 2.2) the following sufficient condition was given: δ(k;x) is
integrable if
(1.7) kα < 0 ∀α ∈ R, and
m∑
i=1
kihi + 1 > 0
Here hi = #(Ri)/n if the Ri (i = 1, . . . ,m) denote the W -orbits in R (so m = 1
or 2). If m = 1 then this is equivalent to (1.6) because the height of the highest
coroot equals h1 − 1, as is well known. By the same formula it is enough to check
in the case m = 2 that if σ denotes half of the sum of the short positive roots, one
has σ(β∨) = h1 − 1 if R1 is the set of short roots. If R1 is irreducible, this follows
again from the above formula applied to R1. If R1 is reducible, then R = Bn and
here one verifies directly that σ(β∨) = h1 − 1 = 1.
In the situation of Proposition 1.1 we shall give the spectral decomposition of the
operator (1.1) almost completely explicitly, and as we shall see this involves lower
dimensional spectral families. We can handle the situation by a combination of the
4 ERIC M. OPDAM
techniques of [9], where we dealt with the so called ”Yang system” in the attractive
case, and of [17]. In fact it turns out that one has to slightly adapt the arguments
of these papers at two critical points, and after that most of the arguments of these
papers will go through. It is not our intention to repeat all the arguments of these
papers here so as to make this paper self-contained, because that would certainly
result in a very lengthy story. Instead, we shall just indicate the two critical steps
mentioned above, and after that freely use the statements of [9] and [17]. In any
case, the results are quite nice. We obtain a complete classification of the square
integrable eigenfunctions of L(k) and we can, up to some rational constant, evaluate
their square norms explicitly as a function of the multiplicities kα. Moreover, it
seems likely that similar methods can be applied in even greater generality. For
example, we have excluded the case R = BCn here because that really seems
to call for more delicate arguments of a combinatorial nature. But that case is
very interesting in its own right and it should be investigated seperately. Also it
seems likely that some form of the methods presented here should be applicable
to the harmonic analysis of the so called double affine Hecke algebra introduced
by Cherednik. In this setting one should obtain the Aomoto conjecture, recently
proved by Macdonald [13], as the square norm computation of the simplest discrete
eigenfunction.
In section 2 we shall gather together some necessary notation and ”basic” results
about L(k) and its eigenfunctions. In section 3 we shall discuss the process of taking
residues as it was formulated in [9] and explain how this applies to the situation in
this paper. In section 4 we prove the Paley-Wiener theorem and finally in section
5 we shall put things together and prove the main formula, the Plancherel formula.
CUSPIDAL HYPERGEOMETRIC FUNCTIONS 5
2. On the eigenfunctions of L(k)
To describe the eigenfunctions of L(k) we start by recalling one of the most impor-
tant features of L(k), namely that L(k) is an element of a commutative algebra of
W -invariant differential operators which is naturally isomorphic to Sym(h)W (here
h denotes the complexification of a). This fact can be understood in an elementary
way using following beautiful observation about L(k) due to Cherednik ([4], also
see [5], [7]). Define the so-called Cherednik operator
(2.1) Dξ(k) = ∂ξ +
∑
α∈R+
kαα(ξ)
1
1 − e−α
(1− rα)− ρ(k)(ξ)
(Here rα denotes the reflection in the root α, and ξ denotes an arbitrary element of
h.) The following facts about the operatorsDξ were discussed systematically in [17].
First of all, these operators map C∞c (a) to itself (despite the apparent singularity
in (2.1)). Next, the operators mutually commute, and generate an operator algebra
isomorphic to Sym(h) where the isomorphism Sym(h) ∋ p→ p(D)(k) is determined
by the assignment h ∋ ξ → Dξ(k). Moreover, the W -invariant operators of the
form p(D)(k) are exactly those with p ∈ Sym(h)W . Now we can restrict such
W -invariant operators p(D)(k) to C∞c (a)
W and the resulting operator will be a
differential operator mapping C∞c (a)
W to itself. This differential operator will be
denoted by Dp(k). Finally L(k) turns out to be an operator of this form:
(2.2) D∑ Xi2(k) = L(k) + (ρ(k), ρ(k)).
Let us now turn to the eigenfunction problem for the operators Dp(k). For
these facts we refer to [17] and the references therein. The simplest eigenfunctions
are the asymptotically free eigenfunctions Φ(λ, k;x) on a−. Indeed, if we assume
that Φ(λ, k;x) has an asymptotic expansion on a− of the form (Q denotes the root
lattice, i.e. the lattice spanned by the roots (over Z)).
(2.3) Φ(λ, k;x) = e(λ+ρ(k))(x)
∑
κ∈Q+
∆κ(λ, k)e
κ(x)
with
(2.4) ∆0(λ, k) = 1
then all the coefficients are determined by recurrence by the single equation
(2.5) L(k)Φ(λ, k;x) = (λ+ ρ(k), λ− ρ(k))Φ(λ, k;x).
It is easy to see that Φ(λ, k;x) automatically is a simultaneous eigenfunction for all
the Dp(k):
(2.6) Dp(k)Φ(λ, k;x) = p(λ)Φ(λ, k;x).
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Lemma 2.1. Let κ ∈ Q but κ 6= 0. Then κ∨ ∈ CH(R∨), the convex hull of the
coroots.
Proof. We may assume that κ ∈ Q+ and argue by induction on the height of κ.
If the height of κ equals 1 the statement is obviously true. Next note that if the
statement holds for two nonzero elements κ1 and κ2 in Q
+ and (κ1, κ2) ≥ 0 then
the statement also holds for κ1 + κ2. If κ ∈ Q
+ and κ 6= 0 then there exists a
simple root α such that (κ, α) > 0. If (κ − α, α) ≥ 0 then we are done by the
previous observation applied to the decomposition κ = α + (κ − α). However, if
(κ − α, α) < 0 then κ = rα(κ − α) and we are done by the W -invariance of the
problem.
We shall need the following facts about the asymptotically free eigenfunctions:
Proposition 2.2.
(1) ∆κ(λ, k) is a rational function, with poles at hyperplanes of the form λ(κ
∨)+
1 = 0 (κ ∈ Q+\{0}) only.
(2) Let x0 ∈ a+, and ǫ > 0. Then ∃Kx0,ǫ ∈ R+ such that ∀λ with Re(λ(α
∨)) >
ǫ− 1 ∀α ∈ R+ the following holds: ∀κ ∈ Q+:
|∆κ(λ, k)| ≤ Kx0,ǫe
κ(x0)
In particular, Φ(λ, k;x) is analytic in λ if Re(λ(α∨)) > −1 and x ∈ a−.
Proof. See [17], Theorem 6.3. We have slightly relaxed the usual condition on λ in
(2), and if one checks the proof of Gangolli in the classical context (cf. [11], Ch.
IV, Lemma 5.6) it is clear that this is justified by Lemma 2.1.
The next step is the introduction of the hypergeometric function for R, which
is the unique (up to normalization) simultaneous eigenfunction of the Dp(k) that
extends holomorphically to a tubular neighbourhood of a in h. We need to define
Harish-Chandra’s c-function first:
Definition 2.3. For λ ∈ h∗ and k ∈ K we write
(2.7) c˜(λ, k) =
∏
α∈R+
Γ(λ(α∨))
Γ(λ(α∨) + kα)
and
(2.8) c(λ, k) =
c˜(λ, k)
c˜(ρ(k), k)
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Theorem 2.4. ([8]; the different sign in the argument of the c-function is due to
a change of sign in the definition of c˜.) Assume that k ∈ K satisfies (with β ∈ R
the highest short root)
(2.9) ρ(k)(β∨) + kβ + 1 > 0
(cf. (1.6)), that λ is regular and that λ(κ∨) + 1 6= 0 (∀κ ∈ Q\{0}). If x ∈ a− we
define
F (λ, k;x) =
∑
w∈W
c(−wλ, k)Φ(wλ, k;x).
This function extends to a holomorphic function in (λ, k, z) in the domain where
λ ∈ h∗, k ∈ Kc such that Re(k) satisfies (2.9), and z = x + iy with x, y ∈ a such
that |α(y)| < 2π ∀α ∈ R. Moreover, F (λ, k; z) is W -invariant as a function of both
λ and z, and satisfies F (λ, k; 0) = 1.
Proof. Well known, cf. [8] or [17], Theorem 6.3. Notice that one avoids the zeros
of the c˜(ρ(k), k) because of (2.9).
Apart from the important asymptotic behaviour with respect to z of F (λ, k; z)
given in Theorem 2.4 we want to have a good control over the growth behaviour in
λ ∈ h∗ of F (λ, k;x) when x is confined to a compact subset of a. This is of crucial
importance for the Paley-Wiener theorem. In [17] we proved a uniform estimate in
both x and in λ but in this strong form the result will no longer be true if kα < 0.
Fortunately we can use the calculus of shift operators to prove a weaker statement
that is just sufficient to prove the Paley-Wiener theorem.
Theorem 2.5. Assume that k ∈ K is such that c˜(ρ(k), k) 6= 0. Let D ⊂ a be
compact and let p ∈ Sym(h). There exist constants C ∈ R+ and M ∈ N such that
∀λ ∈ h∗, ∀x ∈ D:
(2.10) |∂(p)F (λ, k;x)| ≤ C(1 + |λ|)MemaxwRe(wλ(x))
Proof. By a slight variation of [17], Corollary 6.2, we see that this result is true
when kα ≥ 0 ∀α ∈ R. We now argue inductively, using the following formula from
the calculus of hypergeometric shift operators (the formula is similar in nature to
formula (5.1) of [17], but we omit details):
(2.11) b(k)F (λ, k;x) = ǫ+{
∏
α∈R+
Dα∨(k)(∆(x)F (λ, k + 1;x))}
where ǫ+ denotes symmetrization overW with respect to x, k+1 is the multiplicity
function such that (k + 1)α = kα + 1, ∆ denotes the Weyl denominator
∆(x) =
∏
α∈R
(e
α(x)
2 − e
−α(x)
2 )
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and b(k) = c˜(ρ(k),k)
c˜(ρ(k+1),k+1) , which is a polynomial in k, nonvanishing under the as-
sumption that c˜(ρ(k), k) 6= 0. We may assume that D is W -invariant and convex.
Now observe that
Dξ(k)f(x) = ∂(ξ)f(x)−ρ(k)(ξ)f(x)−
∑
α∈R+
kα
α(x)α(ξ)
1− e−α(x)
∫ 1
t=0
∂(α∨)f(x− tα(x)α∨)dt
From this expression we easily see that (2.10) holds for F (λ, k, x), assuming that
(2.10) holds for F (λ, k + 1;x).
3. Wave packets, and the tempered spectrum
In the rest of the paper we assume that the condition (1.6) holds, unless stated
otherwise. Recall the definition of Paley-Wiener functions.
Definition 3.1. Given x ∈ a, let Cx denote the convex hull of Wx. Define the
support function Hx on a
∗ as follows: Hx(λ) = supy∈Cxλ(y). An entire function φ
on h∗ is said to have Paley-Wiener type x if ∀N ∈ Z+∃C ∈ R+ such that
|φ(λ)| ≤ C(1 + |λ|)−N eHx(−Reλ)
The space of functions of Paley-Wiener type x is denoted by PW (x). We also use
the notation PW = ∪x∈aPW (x).
We are going to study the following wave packet operator. If φ ∈ PW we take
a point p ∈ a∗+ such that
(3.1) p(α∨) + kα > 0 ∀α ∈ R
and we define for x ∈ a−:
(3.2) J (φ)(x) = (2πi)−n|W |−1
∫
p+ia∗
φ(λ)Φ(λ, k;x)
dλ
c(λ, k)
We observe right away that this definition is independent of the choice of the point
p as long as p satisfies the condition (3.1). First of all, the integrand is holomorphic
in the domain Reλ(α∨) + kα > 0 ∀α ∈ R. Because of Proposition 2.2 (2) we have
a uniform bound on Φ(λ, k;x), so it is allowed to apply Cauchy’s theorem by the
Paley-Wiener estimates on φ and the following simple fact for the reciprocal of the
c-function: if kα < 0 ∀α ∈ R then c(λ, k)
−1 is bounded on regions of the form
Reλ(α∨) + kα ≥ ǫ > 0.
Next, let us consider what happens when we move p towards the origin and thus
cross the poles of c(λ, k)−1. This process was studied in a somewhat simpler context
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in [9]. Fortunately it is easy to reduce the situation to that of [9], so that we can
use the results of that paper without difficulty. Let us first recall some important
notions of [9], indispensable for the formulations of our results.
For L ⊂ a∗ an affine subspace we put RL = {α ∈ R | L(α
∨) = constant}. If
a∗L = span(RL) then it is clear that RL = R ∩ a
∗
L is a parabolic root subsystem of
R. An affine subspace L ⊂ a∗ is defined to be residual (or more precisely (a∗, R, k)-
residual) by induction on the codimension of L. The space a∗ itself is by definition
a residual subspace. The affine subspace L ⊂ a∗ with positive codimension is
called residual if there is a residual subspace M ⊂ a∗ with M ⊃ L and dim(M) =
dim(L) + 1 such that
(3.3) #{α ∈ RL\RM | L(α
∨) = kα} ≥ #{α ∈ RL\RM | L(α
∨) = 0}+ 1
A residual point is also called a distinguished (or more precisely (a∗, R, k) distin-
guished) point. If L ⊂ a∗ is an affine subspace with codim(L) = rank(RL) then
L = cL + V
L with cL the center of L determined by {cL} = L ∩ VL and V
L the
orthogonal complement of VL in V . When L is a residual subspace we define the
tempered form Ltemp = cL + iV
L ⊂ h∗. There is a complete classification of the
residual subspaces for each root system, cf. [9] section 4.
Lemma 3.2. For every residual subspace L, the center cL lies in the convex hull
of the W -orbit of ρ(k). In particular, cL satisfies |cL(α
∨)| < 1 ∀α ∈ R.
Proof. We may assume that cL is dominant. Clearly it is sufficient to prove the
lemma for the situation L = cL, i.e. the case when L is a distinguished point. Let
β1, . . . , βN be the positive roots such that L(β
∨
i ) = kβi . Using the classification of
distinguished points of [9] we see that for every simple root α there exists an index
i such that βi ≥ α and |βi| = |α| (if R is simply laced this is obvious; unfortunately
I do not see a uniform proof in the other cases). Hence L(α∨) ≤ −kα = −ρ(k)(α
∨)
for every simple α ∈ R, which is even a stronger statement than what we wanted
to prove. The last statement of the lemma follows from Proposition 1.1
The c-function has a nice decomposition in terms of the c-function of the Yang
system which was introduced in [9]. Indeed, define
(3.4) cY (λ, k) =
∏
α∈R+
α∨(λ) + kα
α∨(λ)
and define cY (λ, k) by the decomposition
(3.5) c(λ, k) = cY (λ, k)c
Y (λ, k).
We have
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Lemma 3.3. Let U be a W -invariant open convex set that contains the convex hull
of the W -orbit of ρ(k) and which is itself contained in {λ ∈ a∗ | ∀α ∈ R : |λ(α∨)| <
1 + kα}. Both c
Y (λ, k) and cY (λ, k)−1 are holomorphic in the tube U + ia∗, and
cY (λ, k)−1 is bounded on this domain. Moreover, the product cY (λ, k)cY (−λ, k) is
W -invariant, and positive on every tempered subspace Ltemp.
Proof. We can choose U as indicated because of Proposition 1.1, and because of
Lemma 3.2 we know that Ltemp ⊂ U + ia∗ for every residual subspace L. The rest
of the statements follow directly from the explicit formula
(3.6) cY (λ, k) = c˜(ρ(k), k)−1
∏
α∈R+
Γ(λ(α∨) + 1)
Γ(λ(α∨) + kα + 1)
The positivity is proved as in [9], Theorem 3.13. This is based on the fact that
−cL ∈ W (RL)cL, cf. [9], Theorem 3.10.
With these preliminaries in mind it is now clear that we can apply the residue
calculus as formulated in [9], section 3, to the wave packet (3.2). Indeed, we can
take p in U (see Lemma 3.3), still satisfying (3.1). By Lemma 3.2 and the fact
that U is convex and W -invariant it is clear that the contour shifts needed in the
calculation of residues all take place inside the tube U+ ia∗. Therefore all the poles
of the integrand one has to reckon with are those lying in the tube U + ia∗, and
by Proposition 2.2 and Lemma 3.3 these come only from cY (λ, k)
−1, the reciprocal
of the c-function of the Yang system. To describe the result, we introduce the
following function supported on Ltemp. If λ ∈ Ltemp write
(3.7) fL(λ, k) = c˜(ρ(k), k)
2
∏′ |Γ(λ(α∨) + kα)|∏′ |Γ(λ(a∨))|
where the
∏′ denotes the product over all roots such that the argument of the
corresponding gamma factor is not identically equal to 0 on Ltemp.
With these definitions we have
Theorem 3.4. Let ωL denote the measure on L
temp which is invariant under
translations by elements of iV L, normalized such that if F is a fundamental domain
of V L∩2πP (P is the weight lattice of R) then the volume of cL+iF is 1. If φ ∈ PW
and is W -invariant, and x ∈ a−, then J (φ)(x) can also be written in the form
(3.8) J (φ)(x) =
∫
φ(λ)F (λ, k;x)dν(λ, k)
where ν =
∑
L νL (the sum taken over all the residual subspaces), and νL is a
measure supported on Ltemp of the form
(3.9) νL(λ, k) = γL(k)fL(λ, k)ωL(λ)
CUSPIDAL HYPERGEOMETRIC FUNCTIONS 11
Here γL(k) is a nonnegative rational constant, depending on the configuration of
hyperplanes of poles of c−1Y . It is W -invariant (γL(k) = γw(L)(k)) and invariant for
scaling (γL(k) = γL(tk) if t ∈ (0, 1]). This constant is hard to compute in general,
but the following cases are easy: γa∗ = |W |
−2, and if c is a regular distinguished
point defined by β∨i (c) + kβi = 0, i = 1, . . . , n, (βi ∈ R) then there are two possibil-
ities: if c is a strictly positive combination of the roots βi then γc = |W |
−2ind−1,
where ind is the index of the lattice spanned by the coroots β∨i in Q
∨. Otherwise
γc = 0. The function fL is smooth, nonnegative and bounded on L
temp.
Proof. Everything follows by applying the steps in the proof of [9], Theorem 3.18
to
(3.10)
J (φ)(x) = (2πi)−n|W |−1
∫
p+ia∗
φ(λ)
cY (λ, k)cY (−λ, k)
cY (−λ, k)Φ(λ, k;x)
dλ
cY (λ, k)
and the fact that (Theorem 2.4)
(3.11) F (λ, k;x) =
∑
w∈W
cY (−wλ, k)c
Y (−wλ, k)Φ(wλ, k;x)
We omit the details concerning the normalizations of measures. This is simply
a matter of carefully comparing with the residue formulas in [9]. The statements
about fL follow from Lemma 3.3 and formula (3.8), in combination with [9], formula
(3.2) (and the remarks following formula (3.2)).
Already at this point we can deduce very powerful conclusions about the leading
terms of hypergeometric functions, by application of [9], Corollary 3.7 and Corollary
3.8 to formula (3.11). We obtain:
Corollary 3.5. If λ ∈ supp(ν) then F (λ, k) has a convergent asymptotic expansion
on a− of the form
(3.12) F (λ, k;x) =
∑
µ∈Wλ
∑
κ∈Q+
pµ,κ(λ, k;x)e
{ρ(k)+µ+κ}(x)
where the first sum is taken over µ ∈ Wλ such that Re(µ) ≥ 0 (in the usual domi-
nance ordering). Here the pµ,κ are polynomials in x. If {λ} = L is a distinguished
point and νL(L) 6= 0 then this can be sharpened: the µ that are used in (3.12) have
strictly positive real parts now.
Definition 3.6. The support of ν(λ, k) is called the tempered spectrum. If λ = L
is a distinguished point in the tempered spectrum then we call λ a cuspidal point.
We can apply the techniques of Casselman and Milicˇic´ [3] in order to obtain
estimates for F (λ, k) on a if λ is in the tempered spectrum.
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Corollary 3.7. Let λ be in the tempered spectrum, and choose τ in the closure of
R+R+ such that τ ≤ Re(µ) for all µ that occur in (3.12). Then ∀x ∈ a− we have
(3.13) |F (λ, k;x)| ≤M(1 + |x|)me{τ+ρ(k)}(x)
for suitable constantsM andm. In particular, if λ is a cuspidal point then F (λ, k) ∈
Lp(a, δ(k, x)dx) for all 1 ≤ p < 2 + ǫ for some ǫ > 0.
4. The Paley-Wiener Theorems
We are now in the position to prove the Paley-Wiener theorem. Given f ∈ C∞c (a)
W
we define its Fourier transform F(f) by
(4.1) F(f)(λ) =
∫
a
f(x)F (−λ, k;x)δ(k;x)dx
(Recall the normalization of the roots in formula (1.5).)
Theorem 4.1. If the support of f ∈ C∞c (a)
W is contained in Cx (the convex hull
of Wx) for some x ∈ a, then F(f) ∈ PW (x) (cf. Definition 3.1), and F(f) is
W -invariant.
Proof. We use the fact that if p is a real W -invariant polynomial on a∗ and p∨
denotes the polynomial p∨(λ) = p(−λ) then
(Dpf, g) = (f,Dp∨g)
where (·, ·) is the inner product (1.5), and f and g are in C∞(a)W , at least one of
them having compact support (cf. Lemma 7.8 of [17]). Hence, by Theorem 2.5, for
all real W -invariant polynomials p on a∗ there exist constants C and M such that
|p(λ)||F(f)(λ)| ≤ C(1 + |λ|)M eHx(−Reλ)
with M independent of p. This proves the result.
We now proceed with the converse statement for the wave packet operator J
discussed in the previous section.
Theorem 4.2. If φ ∈ PW (x) for some x ∈ a, and φ is W -invariant, then J (φ) ∈
C∞c (Cx)
W .
Proof. First write J (φ) in the form (3.8). Using the boundedness of the functions
fL on L
temp and the estimates of Theorem 2.5 it is clear that J (φ) ∈ C∞(a)W .
Next write, for x ∈ a−, J (φ)(x) in the form (3.2). Now it is obvious that we
may send p to infinity in a∗+ and apply the usual arguments of Helgason (cf. [11],
Theorem 7.3) to see that the support of J (φ) is indeed contained in Cx.
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5. The inversion formula and the Plancherel formula
We want to prove that J is the inverse of F . The proof is very similar to proof of
this in the case when kα > 0, as in [17], section 9. The heart of the matter is to use
Peetre’s characterization of differential operators [18]. The idea to use the result of
Peetre goes back to Van den Ban and Schlichtkrull [1].
Lemma 5.1. The composition K = J ◦F is formally symmetric on C∞c (a)
W with
respect to (·, ·) (as defined in (1.5)). Moreover, K commutes with the operators Dp,
p ∈ Sym(h)W .
Proof. By the previous section K maps C∞c (a)
W onto itself. Using Theorem 3.4,
Theorem 4.1 and Fubini’s theorem we have for f, g ∈ C∞c (a)
W :
(5.1) (Kf, g) =
∫
F(f)(λ)F(g)(λ)dν(λ)
(we used that −cL ∈ W (RL)cL, cf [9], Theorem 3.10.) and this is visibly a sym-
metric expression. The rest is trivial.
Proposition 5.2. The operator K is support preserving on C∞c (a)
W .
Proof. By Lemma 5.1 and the previous section, K satisfies exactly the properties
which are used in the argument of [17], Lemma 9.3.
Lemma 5.3. There exists a W -invariant polynomial p on a∗ such that K = Dp.
Proof. By Peetre’s theorem [18] it is clear that K is a differential operator on
C∞c (a
reg)W , locally of finite order and with coefficients in C∞(areg). If one explicitly
writes down the highest degree terms of the commutators [Dpi ,K], ({pi} a set of
generators of the ring of W -invariant polynomials) on a suitably small open set in
areg one sees that the highest degree term of K has to have constant coefficients.
Because K extends to a map from C∞c (a)
W to itself one concludes that the highest
order term of K is of the form ∂(q) with q a W -invariant polynomial. Now we can
replace K by K −Dq, which still commutes with all operators of the form Dp but
has lower order than K. By induction on the order the result is proved.
Theorem 5.4. The maps F : C∞c (a)
W → PWW and J : PWW → C∞c (a)
W are
inverse to each other.
Proof. To prove that K is the identity, we resort to the asymptotic formulas of
Van den Ban and Schlichtkrull [1], Lemma 12.15 and Corollary 13.3 (as in [17],
Lemma 9.8 and Lemma 9.9). The details are a little bit more complicated than in
[17], because we have to reduce to the most continuous part of the spectrum first.
Therefore, let q be a nonzero W -invariant polynomial on h∗ that vanishes on the
lower dimensional residual subspaces, and p as in Lemma 5.3, then the argument
of [17], Theorem 9.10 applied to K ◦Dq shows that pq = q, hence p = 1. The proof
that K′ = F ◦ J is the identity is completely similar to [17], Lemma 9.11.
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Theorem 5.5 (Plancherel Theorem). The map F extends naturally to an iso-
morphism
(5.2) F : L2(a, δ(k, x)dx)
W →


⊕
L tempered
L2(L
temp, νL(k))


W
.
Proof. By (5.1) and Theorem 5.4 it is clear that F extends to an isometry defined
on L2(a, δ(k, x)dx)
W . In the remaining part of the proof we will use F to denote
this extended map. It remains to prove the surjectivity of F . Note that, because F
is an isometry defined on a Hilbert space, the image of F is closed. This being said,
we embark on the proof of the surjectivity. First we claim that if p is a nonvanishing
polynomial on ia∗, then p.PW resticted to ia∗ is dense in L2(ia
∗, νia∗). In order
to see this, recall that PW is dense in S, the ordinary Schwartz space on ia∗. If
φ ∈ C∞c (ia
∗) and fn → φ in the Schwartz space topology, with fn ∈ PW , then
p.fn → p.φ in L2(ia
∗, νia∗) (because the function c(λ, k)
−1 is bounded on ia∗). On
the other hand, by the nonvanishing of p, p.φ is an arbitrary element in C∞c (ia
∗).
Whence the density statement is proven, as claimed.
There exists aW -invariant polynomial p which is nonvanishing on ia∗ but which
vanishes on all the residual subspaces other than ia∗ (see [9], proof of Lemma
3.1, uniqueness part). It is clear using Theorem 5.4 that the image of F contains
p.PWW (where p is the invariant polynomial just mentioned), and the closure of
this in the right hand side of (5.2) equals L2(ia
∗, νia∗)
W , by the above argument.
Hence, the summand L2(ia
∗, νia∗)
W of the RHS of (5.2) is in the image of F . Now
we argue by induction on the length |cL| of a center cL of a residual subspace L.
Assume that all the summands of the RHS of (5.2) that correspond to residual
subspaces with center c such that |c| < |cL| are in the image of F . Let p be a
W -invariant polynomial which vanishes on all residual subspaces with center c such
that |c| ≥ |cL| but c 6∈ WcL, and nonvanishing on W (cL + ia
∗) (again, such a
polynomial exists by [9], proof of Lemma 3.1, uniqueness part). It follows that the
restriction of p.PWW to the union of the tempered forms Ltemp1 , ..., L
temp
l of the
residual subspaces contained inW (cL+ia
∗), is in the image of F . Call this space of
functions ΣL. Let φ be aW -invariant C
∞
c function on theW orbitW (cL+ia
∗), and
φ′ its restriction to the union of Ltemp1 , ..., L
temp
l . As before, φ can be approximated,
with respect to the topology of the direct sum of the Schwartz spaces of functions on
the W -translates of cL+ ia
∗, by elements from p.PWW (restricted toW (cL+ ia
∗)).
This implies the approximation of φ′ by elements of ΣL, because (3.7) and Theorem
3.4 show that the Plancherel measure νLi(k) is given by a polynomially bounded
measure which is smooth on Ltempi . Finally, it is clear that the functions φ
′ form
a dense subspace of {⊕L2(L
temp
i , νLi(k))}
W because of the smoothness of νLi(k) on
Ltempi . This completes the induction step.
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Remark 5.6. This argument also works in the context of the Lieb-McGuire system
of particles studied in [9], cf. Remark 3.21 of that paper.
Theorem 5.7. The W -invariant, square integrable (or cuspidal) eigenfunctions of
L(k) are precisely those of the form F (λ, k) with λ a cuspidal point. (The cuspidal
points are classified in [9], section 4. There are a finite number of such points
for each root system and each multiplicity function k satisfying the conditions of
Proposition 1.1.)
Proof. First of all, by the classification of the dominant cuspidal points in [9], it is
easy to check that these are ordered by the dominance ordering. In particular, the
L(k) eigenvalues are separated. We already know that the corresponding hyperge-
ometric functions are square integrable by Corollary 3.7. It remains to show that
these are the only L2 eigenfunctions, but this is obvious from Theorem 5.5, since
the measures νL are absolutely continuous with respect to the Lebesgue measure
on Ltemp.
Corollary 5.8. Let λ = L be a cuspidal point, for some multiplicity function
k0 ∈ K. There exists at least one linear parameter family of (a
∗, R, k) distinguished
points λ(k) such that λ(k0) = λ and such that λ(k) is cuspidal in an open simplex
Σ containing k0. In the simply laced case this simplex is always equal to (−
1
dn
, 0)
(with dn the Coxeter number of W ) and in the other cases Σ is bounded by two
lines through 0 ∈ K and the line ρ(k)(β∨) + kβ + 1 = 0 (as in (1.6)). The function
F (λ(k), k; ·) is square integrable for all k in Σ+ iK. Let Rz = {α ∈ R | λ(k)(α
∨) =
0 ∀k ∈ K} and let Rp = {α ∈ R | λ(k)(α
∨) + kα = 0 ∀k ∈ K}. Then
(5.3)∫
a
F (λ(k), k)2δ(k, x)dx = c
∏
α∈R+
Γ(ρ(k)(α∨) + kα)
2
∏
α∈R\Rz
Γ(λ(k)(α∨))∏
α∈R+
Γ(ρ(k)(α∨))2
∏
α∈R\Rp
Γ(λ(k)(α∨) + kα)
Here the constant c is rational, and of the form
c = ±γ−1L (k)|Wλ(k)|
−1
(cf. Theorem 3.4 for the definition of the rational number γL(k)) where k ∈ Σ is a
generic point.
Proof. The process of taking residues of
(5.4)
∫
p+ia∗
φ(λ)
dλ
cY (λ, k)cY (−λ, k)
as described in [9] is continuous with respect to k in the sense that the local contri-
bution at λ equals the sum of the limits of the local contributions at the cuspidal
points λ′(k) which have the property that λ′(k) → λ as k → k0 along a generic
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line. To see this, first note that (5.4) is continuous in k. Then one checks that the
individual limits of the local contributions at the λ′(k) exist, by inequality (3.17)
of [9]. Thus one may now use the uniqueness property of local contributions (cf.
[9], Lemma (3.1)) to conclude the asserted continuity. Hence there exists at least
one linear family λ(k) of cuspidal points as stated in the theorem. The polynomials
pµ,κ(x; k) in the asymptotic expansion (3.12) of F (λ(k), k, ·) are meromorphic in k,
and their joint sets of singularities form an analytic subset of Kc. Therefore, the
set of leading terms of F (λ(k), k, ·) at any specialization of k ∈ Kc is contained in
the specialization of the generic set of exponents, and this generic set is of the form
{wλ(k) | w ∈ D} for some D ⊂ W . Moreover, on an arbitrary, sufficiently small
compact torus T in Kc, with center k1 say, which avoids the singularities of the
pµ,κ(x; k), the estimate (3.13) holds uniformly: ∀k ∈ T ∀x ∈ a−:
|F (λ(k), k;x)| ≤M(1 + |x|)meτ(x)
for some τ > ρ(k1). Hence by Cauchy’s theorem the same type of estimate holds for
derivatives of F (λ(k), k;x) with respect to k, and we conclude that the left hand side
of (5.3) is a holomorphic function in in the tube {k ∈ Kc | ∀w ∈ D : Re(wλ(k)) >
0}∩{k ∈ Kc | Re(k) satisfies (1.6)}. This set is of the form Σ+iK with Σ a simplex
as described in the theorem. We now compute the integral explicitly when k ∈ Σ
and generic, by applying F to F (λ(k), k), and using Theorem 5.5. The rest of the
statement follows by analytic continuation.
The following special case was previously obtained in [2], using different methods.
Example 5.9. Take λ(k) = ρ(k) in the previous theorem. In this situation we
know that F (ρ(k), k;x) = 1, and thus Σ = {k ∈ K | k satisfies (1.6)}. The constant
c equals |W |, and if one takes kα = k ∀α ∈ R one obtains
∫
a
δ(k, x)dx =
n∏
i=1
(
dik
k
)
π
sin (−miπk)
where the di denote the primitive degrees of W , and the mi are the exponents of
W .
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