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with Boundary
Szu-yu Sophie Chen ∗
Abstract
We consider natural conformal invariants arising from the Gauss-Bonnet formu-
las on manifolds with boundary, and study conformal deformation problems associ-
ated to them.
The purpose of this paper is to study conformal deformation problems associated to
conformal invariants on manifolds with boundary. From analysis point of view, the prob-
lem becomes a non-Dirichlet boundary value problems for fully nonlinear equations. This
may be compared to a work by Lieberman-Trudinger [22] on the oblique-type boundary
value problems.
Let (M, g) be a compact, connected Riemannian manifold of dimension n ≥ 3 with
boundary ∂M . We denote the Riemannian curvature, Ricci curvature, scalar curvature,
mean curvature, and the second fundamental form by Riem,Ric, R, h, and Lαβ , respec-
tively.
The Yamabe constant for compact manifolds with boundary is a conformal invariant,
defined as
Y (M, ∂M, [g]) = inf
gˆ∈[g],Vgˆ=1
(
∫
M
Rgˆ +
∮
∂M
hgˆ),
where [g] is the conformal class of g. It was proved by Escobar [9] that for most compact
manifolds with boundary, the Yamabe problem is solvable; i.e., there exists a conformal
metric such that the scalar curvature is constant and the mean curvature is zero.
To study a nonlinear version of the Yamabe problem, we consider the Schouten tensor
defined as
Ag =
1
n− 2(Ric−
R
2(n− 1)g).
The problem consists in finding a metric gˆ = e−2ug such that the σk(Agˆ) curvature is
constant, where σk is the kth elementary symmetric function of the eigenvalues of Agˆ.
When k = 1, the problem reduces to the original Yamabe problem.
In dimension four, the σ2(Ag) curvature is related to the Gauss-Bonnet formula and∫
M
σ2(Ag) is a conformal invariant on closed manifolds. Chang-Gursky-Yang [3], [4] proved
∗The author was supported in part by the Miller Institute for Basic Research in Science.
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that if the Yamabe constant Y (M, [g]) and
∫
M
σ2(Ag) are both positive, then we can find
a conformal metric gˆ such that σ2(Agˆ) is a positive constant; see also [18]. For locally
conformally flat closed manifolds, Li-Li [21] and Guan-Wang [16] proved that if σi(Ag) > 0,
for 1 ≤ i ≤ k, then we can find a conformal metric gˆ such that σk(Agˆ) is constant. When
2k > n, the result was generalized by Gursky-Viaclovsky [17] to non locally conformally
flat closed manifolds; see also Trudinger-Wang [27]. Other related works include Guan-
Lin-Wang [15], Ge-Wang [12] and Sheng-Trudinger-Wang [26].
Let M be a four-manifold with boundary. The Gauss-Bonnet formula is
32π2χ(M, ∂M) =
∫
M
|W|2 + 16(
∫
M
σ2(Ag) +
1
2
∮
∂M
Bg), (1)
where Bg = 12Rh − Rnnh − RγαγβLαβ + 13h3 − h|L|2 + 23trL3, and
∫
M
σ2 +
1
2
∮
∂M
Bg is a
conformal invariant. We have the following existence result. Recall that the boundary
∂M is called umbilic if Lαβ = µ(x)gαβ , which is a conformal invariant condition.
Theorem 1. Let (M, g) be a compact connected four-manifold with umbilic boundary.
If Y (M, ∂M, [g]) and
∫
M
σ2(Ag) +
1
2
∮
∂M
Bg are both positive, then there exists a metric
gˆ ∈ [g] such that σ2(Agˆ) is a positive constant and Bgˆ is zero.
We will prove a more general result than Theorem 1.
Theorem 2. Let (M, g) be a compact connected four-manifold with umbilic boundary.
Suppose that (M, g) is not conformally equivalent to (S+4 , gc), where gc is the standard
metric on the hemisphere. If Y (M, ∂M, [g]) and
∫
M
σ2 +
1
2
∮
∂M
Bg are both positive, then
given a positive function f , there exists a metric gˆ ∈ [g] such that σ2(Agˆ) = f and Bgˆ is
zero.
An application of above theorem to Einstein manifolds is given in Section 2.3.
For general k, we define suitable boundary curvatures and show variational properties
of σk. Let A
T = [Aαβ ] be the tangential part of the Schouten tensor. Define
B2 =
{ 2
n−2σ2,1(A
T , L) + 2
(n−2)(n−3)σ3,0(A
T , L) n ≥ 4
2σ2,1(A
T , L) + 1
3
h3 − 1
2
h|L|2 n = 3, (2)
where σi,j’s are the mixed symmetric functions; see Section 1. For k ≥ 3, we define
Bk =∑k−1i=0 C1(n, k, i)σ2k−i−1,i(AT , L) n ≥ 2k, (3)
where C1(n, k, i) =
(2k−i−1)!(n−2k+i)!
(n−k)!(2k−2i−1)!! i! and !! stands for the double factorial. When the
boundary is umbilic, we define
Bk =
k−1∑
i=0
C2(n, k, i)σi(A
T )µ2k−2i−1 (4)
for all n, where C2(n, k, i) =
(n−i−1)!
(n−k)!(2k−2i−1)!! . In Section 1, we will show that the above
two definitions of Bk coincide when the boundary is umbilic.
Let Fk(g) =
∫
M
σk(A) +
∮
∂M
Bk and M = {g : g ∈ [g0], Vg = 1}.
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Theorem 3. Let (M, g0) be a compact manifold of dimension n ≥ 3 with boundary.
(a) Suppose n 6= 4. Then g is a critical point of F2 |M if and only if g satisfies
σ2(Ag) = constant in M with B2g = 0 on ∂M.
(b) Suppose n > 2k and M is a locally conformally flat compact manifold. Then g is a
critical point of Fk |M if and only if g satisfies σk(Ag) = constant in M with Bkg = 0
on ∂M.
(c) The statement of (b) is true for all n 6= 2k if we assume in addition that the boundary
is umbilic.
If we add local conformal invariants to Bk, similarly we have:
Corollary 1. Suppose L is a curvature tensor on ∂M satisfying L(gˆ) = e(2k−1)uL(g).
Then under the same conditions as in Theorem 3, g is a critical point of (Fk +
∮ L) |M
if and only if g satisfies σk(Ag) = constant in M with Bkg + L = 0 on ∂M.
For closed manifolds, Theorem 3 was proved by Viaclovsky [28]. He also showed that
Fn
2
is a conformal invariant associated to the Gauss-Bonnet formula. We will show a
generalization of this fact for manifolds with boundary in Section 4 (Proposition 3).
We study the problem of finding a conformal metric gˆ such that σk(Agˆ) is constant
and Bkgˆ = 0. For k = 2 and n = 4, Theorem 1 shows that the problem is solvable under
some conformal invariant conditions because when the boundary is umbilic, B = 2B2. We
remark that the boundary condition we find here in general involves second derivatives,
which is highly nonlinear. Such boundary condition is rare in the literature.
We introduce some definitions and then state the result for general k. Let W be a
matrix with eigenvalues λ1, · · · , λn. For k ≤ n, σk(W ) =
∑
i1<···<ik λi1λi2 · · ·λik is called
the kth elementary symmetric function of the eigenvalues of W . The set Γ+k = {λ :
σi(λ) > 0, 1 ≤ i ≤ k} is called the positive k-cone, which is is an open convex cone with
vertex at the origin [11]. Now we can define higher order Yamabe constants for manifolds
with boundary. When {gˆ : gˆ ∈ [g], Agˆ ∈ Γ+k−1} is nonempty, let Yk = inf Fk(gˆ) where inf is
taken over metrics g ∈ [g] with Agˆ ∈ Γ+k−1 and Vgˆ = 1. When {gˆ : gˆ ∈ [g], Agˆ ∈ Γ+k−1} = ∅,
let Yk = −∞. We denote Y1 = Y (M, ∂M, [g]). For closed manifolds, Yk was defined by
Guan-Lin-Wang [15]. For locally conformally flat closed manifolds, Guan-Lin-Wang [15]
proved that if Yk > 0 and 2k ≤ n, there exists gˆ ∈ [g] such that σk(Agˆ) = 1. For manifolds
with boundary, we have:
Theorem 4. Let (M, g) be a locally conformally flat compact manifold of dimension
n ≥ 3 with umbilic boundary. Suppose that 2k ≤ n and Y1, · · · ,Yk > 0. Then there exists
a metric gˆ ∈ [g] such that σk(Agˆ) = 1 and Bkgˆ = 0.
Proofs of Theorem 1, 2 and 4 turn out by solving some boundary value problems
for fully nonlinear equations. Under the conformal change of the metric gˆ = e−2ug, the
Schouten tensor Aˆ satisfies
Aˆ = ∇2u+ du⊗ du− 1
2
|∇u|2g + Ag. (5)
3
The second fundamental form satisfies Lˆeu = ∂u
∂n
g+Lg, where n is the unit inner normal.
When the boundary is umbilic, the formula becomes µˆe−u = ∂u
∂n
+ µg. We will show in
Section 1 that when Ag ∈ Γ+k and when the boundary is umbilic, then Bkg = 0 if and only
if hg = 0. Thus, the problem becomes solving{
σ
1
k
k (∇2u+ du⊗ du− 12 |∇u|2g + Ag) = e−2u inM
∂u
∂n
+ µg = 0 on ∂M.
(6)
We will prove boundary estimates for equations more general than (6). We use Fermi
coordinates in a boundary neighborhood. Define the half ball by B
+
r = {xn ≥ 0,
∑
i x
2
i ≤
r2} and the segment on the boundary by Σr = {xn = 0,
∑
i x
2
i ≤ r2}. Let f(x, z) :
Mn × R→ R+. Consider the equation{
F (∇2u+ du⊗ du− 1
2
|∇u|2g + S(x)) = f(x, u) inB+r
∂u
∂n
+ µg = µˆ e
−u onΣr,
(7)
where F satisfies some structure conditions as we describe now. Let Γ be an open convex
cone in Rn with vertex at the origin satisfying Γ+n ⊂ Γ ⊂ Γ+1 . Suppose that F (λ) =
F (σ1(λ), · · · , σn(λ)) ∈ C∞(Γ) ∩ C0(Γ) is a homogeneous symmetric function of degree
one normalized with F (e) = F (1, · · · , 1) = 1. Assume that F = 0 on ∂Γ and F satisfies
the following in Γ :
(S0) F is positive;
(S1) F is concave (i.e., ∂
2F
∂λi∂λj
is negative semi-definite);
(S2) F is monotone (i.e., ∂F
∂λi
is positive);
(S3) ∂F
∂λi
≥ ǫ F
σ1
, for some constant ǫ > 0, for all i.
In some case, we need an additional condition:
(A)
∑
j 6=i
∂F
∂λj
≤ ρ ∂F
∂λi
, for some ρ > 0, for all λ ∈ Γ with λi ≤ 0.
It was shown in [7] that
(
n
k
)− 1
k σ
1
k
k satisfies the structure conditions (S0)-(S3) and (A) in
Γ+k with ǫ =
1
k
and ρ = (n− k).
We assume that S(x) satisfies the following conditions on the boundary:
(T0) Sαn = µα;
(T1) Sαβ + Snngαβ ≤ Rαnβn;
(T2) Sαβ,n − 2µSαβ ≤ µα˜β˜ −Rαnβnµ,
where µα˜β˜ means covariant derivatives of µ with respect to the induced metric gαβ on the
boundary.
Denote
cinf (r) = infx∈B+r f(x, u);
csup(r) = supx∈B+r (f+ |∇xf(x, u)|+ |fz(x, u)|+ |∇
2
xf(x, u)|+ |∇xfz(x, u)|+ |fzz(x, u)|).
Theorem 5. Let F satisfy (S0)-(S3) in a corresponding cone Γ and S(x) satisfy (T0)-
(T2) on Σr. Suppose that |∇xf | ≤ Λf and |fz| ≤ Λf for some number Λ, and Σr is
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umbilic with principal curvatures µ. Suppose u ∈ C4 is a solution to the equation (7).
Case(a). If µˆ = 0, then
sup
x∈B+r
2
(|∇u|2 + |∇2u|) ≤ C,
where C = C(r, n, ǫ, µ,Λ, ‖S‖
C2(B
+
r )
, ‖g‖C3, csup(r))
Case(b). Suppose that F satisfies the additional condition (A) and Γ+2 ⊂ Γ. If µˆ is a
positive constant, then
sup
x∈B+r
2
(|∇u|2 + |∇2u|) ≤ C,
where C = C(r, n, ǫ, ρ, µ, µˆ,Λ, ‖S‖
C2(B
+
r )
, ‖g‖C3, infB+r u, csup(r)).
When the manifolds are locally conformally flat on the boundary, we will show in
Section 1 that Ag satisfies the conditions (T0)-(T2). Denote the Weyl tensor by Wijkl
and the Cotten tensor by Cijk = Aij,k − Aik,j. Then we have the following Corollary.
Corollary 2. Let F satisfy (S0)-(S3) in a corresponding cone Γ. Suppose that Σr is
umbilic with principal curvatures µ and n is the unit inner normal with respect to g.
Suppose Wijkl = 0 and Cijk = 0 on Σr. Let u ∈ C4 be a solution to the equation{
F (∇2u+ du⊗ du− 1
2
|∇u|2g + Ag) = f(x)e−2u inB+r
∂u
∂n
+ µ = µˆ e−u onΣr.
(8)
Case(a). If µˆ = 0, then
sup
x∈B+r
2
(|∇u|2 + |∇2u|) ≤ C,
where C depends on r, n, ǫ, µ, inf
B
+
r
u, ‖g‖C4, ‖f‖C2(B+r ) and infB+r f.
Case(b). Suppose that F satisfies the additional condition (A) and Γ+2 ⊂ Γ. If µˆ is a
positive constant, then
sup
x∈B+r
2
(|∇u|2 + |∇2u|) ≤ C,
where C depends on r, n, ǫ, ρ, µ, µˆ, inf
B
+
r
u, ‖g‖C4, ‖f‖C2(B+r ) and infB+r f.
The next estimates concern the σ2 equation. Let A
t = A+ 1−t
2
(trA)g; see [18]. Under
the conformal change, the tensor Aˆt satisfies
Aˆt = ∇2u+ du⊗ du− 1
2
|∇u|2g + 1− t
2
(∆u− n− 2
2
|∇u|2)g + At.
Consider the equation{
σ
1
2
2 (∇2u+ du⊗ du− 12 |∇u|2g + 1−t2 (∆u− n−22 |∇u|2)g + At + S) = f(x, u) inB
+
r
∂u
∂n
+ µg = 0 onΣr,
(9)
where S(x) is a (0, 2)-tensor and f(x, u) is positive.
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Theorem 6. Let n ≥ 4. Suppose that Σr is umbilic with principal curvatures µ. Let
ut ∈ C4 be a solution to the equation (9).
(a) When t = 1, we have
sup
x∈B+r
2
|∇u|2 ≤ C3,
where C3 = C3(n, r, ‖g‖C4, ‖S‖C2(B+r ), csup(r)) but is independent of cinf(r).
(b) Let −Θ ≤ t ≤ 1. Suppose in addition that S satisfies Sαn = 0 and gαβ(Sαβ,n −
2µSαβ) ≤ 0 on Σr. Then
sup
x∈B+r
2
(|∇u|2 + |∇2u|) ≤ C4,
where C4 = C4(n, r,Θ, ‖g‖C4, ‖S‖C2(B+r ), csup(r), cinf(r)).
The main technique we use in proving Theorem 5 and 6 is to derive boundary C2
estimates directly from boundary C0 estimates. Such idea has appeared before in the
work by Chen [6] for local C2 estimates for a large class of equations. (See [16] for a
related work.) The same idea has also been applied to boundary estimates in [7]. To
control boundary behaviors, we do not construct a barrier function. Instead, we estimate
the third derivatives uniformly on the boundary. Then the maximum of second derivatives
must happen in the interior.
Finally, we remark that the conformal invariants condition in Theorem 1, 2 and 4 is
necessary. A counterexample can be constructed on a cylinder if the condition does not
hold. We also remark that the Dirichlet problem for the Schouten tensor equations was
studied by Guan [14]. The Neumann problems and non-Dirichlet problems are, on the
other hand, not yet well studied.
This paper is organized as follows. We start with some background in Section 1. In
Sections 2, we prove Theorems 1, 2 and their application. We give proofs of Theorems 3
and Corollary 1 in Section 3. In Section 4, we prove Theorem 4 and Proposition 3. At
the end, we prove boundary estimates. The proofs of Theorem 5 and Corollary 2, and
Theorem 6 are in Sections 5 and 6, respectively.
Acknowledgments: Part of the work in this paper is in the author’s thesis at Prince-
ton University. The author is grateful to her advisor, Alice Chang, for her support, help
and patience.
1 Background
We give some basic facts about homogeneous symmetric functions.
Lemma 1. (see [6]). Let Γ be an open convex cone with vertex at the origin satisfying
Γ+n ⊂ Γ ,and let e = (1, · · · , 1) be the identity. Suppose that F is a homogeneous symmetric
function of degree one normalized with F (e) = 1, and that F is concave in Γ. Then
(a)
∑
i λi
∂F (λ)
∂λi
= F (λ), for λ ∈ Γ;
(b)
∑
i
∂F (λ)
∂λi
≥ F (e) = 1, for λ ∈ Γ.
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Now we list further properties of elementary symmetric functions.
Lemma 2. (see [6]). Let G = σ
1
k
k , k ≤ n. Then
(a) G is positive and concave in Γ+k .
(b) G is monotone in Γ+k , i.e., the matrix G
ij = ∂G
∂Wij
is positive definite.
(c) Suppose λ ∈ Γ+k . For 0 ≤ l < k ≤ n, the following is the Newton-MacLaurin
inequality
k(n− l + 1)σl−1σk ≤ l(n− k + 1)σlσk−1.
Let W be an m×m matrix. Tk(W ) = σk I−σk−1W + · · ·+(−1)kW k is called the kth
Newton tensor ofW ; [25]. We have the recursive formula Tk(W ) = σk(W ) I−Tk−1(W )W.
Furthermore, ∂σk(W )
∂Wij
= T ijk−1(W ) and tr Tk(W ) = (m− k)σk(W ).
We introduce some more notations. Given an n × n matrix A, denote the upper left
(n− 1)× (n− 1) sub-matrix by AT = [Aαβ ]. The Greek letters 1 ≤ α, β, γ ≤ n− 1 stand
for the tangential indices and the letters 1 ≤ i, j, k ≤ n stand for the full indices unless
otherwise noted. The Kronecker symbol
(
i1 · · · iq
j1 · · · jq
)
is defined as in [25].
Lemma 3. Let A be an n× n matrix.
(a) σq(A) =
1
q!
∑( i1 · · · iq
j1 · · · jq
)
A
j1
i1
· · ·Ajqiq ;
(b) Tq(A)
i
j =
1
q!
∑( i1 · · · iq i
j1 · · · jq j
)
A
j1
i1
· · ·Ajqiq ;
(c) Tq(A)
n
n = σq(A
T );
(d) Tq(A)
α
n = −Tq−1(AT )αβAβn.
Proof. For (a) and (b), see [25]. (c) is directly from (a) and (b). (d) follows by an
observation that Tq(A)
α
n =
1
(q−1)!
∑( i1 · · · iq−1 n α
j1 · · · jq−1 jq n
)
A
j1
i1
· · ·Ajq−1iq−1A
jq
n .
We define the mixed symmetric functions and Newton tensors:
Definition 1. Let A and B be m×m matrices. Then
σq,r(A,B) =
1
q!
∑( i1 · · · iq
j1 · · · jq
)
A
j1
i1
· · ·AjrirBjr+1ir+1 · · ·B
jq
iq
;
Tq,r(A,B)
i
j =
1
q!
∑( i1 · · · iq i
j1 · · · jq j
)
A
j1
i1
· · ·AjrirBjr+1ir+1 · · ·Bjqiq .
Denote a variation of a tensor A by A′. The next lemma is used in proving Theorem 3.
Lemma 4. Let A and B be m × m matrices. Suppose that A′ji = kAjiφ + M ji and
B′ji = lB
j
i φ+N
j
i . Then
(a) Tq,r(A,B)
i
jA
j
i = (q + 1)σq+1,r+1(A,B)
(b)σ′q+1,r+1(A,B) = (k(r + 1) + l(q − r))σq+1,r+1(A,B)φ
+ r+1
q+1
Tq,r(A,B)
i
jM
j
i +
q−r
q+1
Tq,r+1(A,B)
i
jN
j
i
(c) σ′q+1(A) = k(q + 1)σq+1(A)φ+ Tq(A)
i
jM
j
i .
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Proof. (a) follows by definitions; see [25], and (c) follows by (b) by letting r = q. For (b),
T ′q,r(A,B)
j
i = (kr + l(q − r))Tq,r(A,B)ijφ+ 1q!
∑( i1 · · · iq i
j1 · · · jq j
)
×[∑r
k=1A
j1
i1
· · ·M jkik · · ·AjrirB
jr+1
ir+1
· · ·Bjqiq +
∑q
k=r+1A
j1
i1
· · ·AjrirBjr+1ir+1 · · ·N jkik · · ·B
jq
iq
]
.
Using (a) and the formula above, we then have
(q + 1)σ′q+1,r+1(A,B) = (kr + l(q − r))Tq,r(A,B)ijAjiφ+ rTq,r(A,B)ijM ji
+ (q − r)Tq,r+1(A,B)ijN ji + Tq,r(A,B)ij(kAjiφ+M ji ).
Using (a) again gives the result.
Now we check that two definitions of Bk’s, (3) and (4), coincide when the boundary
is umbilic. By definition,
σq,r(A
T , µg) =
(n− 1− r)!
q!(n− 1− q)!
∑
i1,··· ,j1···<n
(
i1 · · · ir
j1 · · · jr
)
A
j1
i1
· · ·Ajrirµq−r.
Therefore, σq,r(A
T , µg) = r!(n−1−r)!
q!(n−1−q)!σr(A
T )µq−r and
∑k−1
i=0 C1(n, k, i)σ2k−i−1,i(A
T , µg) =∑k−1
i=0
(n−1−i)!
(n−k)!(2k−2i−1)!!σi(A
T )µq−r =
∑k−1
i=0 C2(n, k, i)σi(A
T )µq−r.
Next, we show some properties of curvatures on the boundary. We review two of the
fundamental equations: Rijkl,m + Rijmk,l + Rijlm,k = 0 (Bianchi identity) and Rαβγn =
Lαγ,β − Lβγ,α (Codazzi equation), where n is the unit inner normal with respect to g. In
Fermi (geodesic) coordinates, the metric is expressed as g = dxndxn + gαβdx
αdxβ . The
Christoffel symbols satisfy
Γnαβ = Lαβ , Γ
β
αn = −Lαγgγβ, Γnαn = 0 (10)
on the boundary. When the boundary is umbilic, they become
Γnαβ = µgαβ, Γ
β
αn = −µδαβ , Γnαn = 0. (11)
We denote the tensors and covariant differentiations with respect to the induced metric
gαβ on the boundary by a tilde (e.g. R˜αβ , µα˜β˜). Then the Christoffel symbols satisfy
Γ˜γαβ =
1
2
gγδ(
∂gαδ
∂xβ
+
∂gβδ
∂xα
− ∂gαβ
∂xδ
) = Γγαβ. (12)
We also denote the Laplacian in the induced metric by ∆˜.
The next lemma gives us the relation between Bkg and hg.
Lemma 5. Let (M, g) be a compact manifold with umbilic boundary. If hg = 0 on the
boundary, then we have Bkg = 0. Conversely, if Bkg = 0 on the boundary and if in addition
Ag ∈ Γ+k , then hg = 0.
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Proof. Let Lαβ = µgαβ. By Definition 1, σ2,1(A
T , L) = σ2,1(A
T , µg) = 1
2
trT1(A
T )µ =
n−2
2
σ1(A
T )µ. Therefore, when n ≥ 4, we obtain B2 = σ1(AT )µ + 2(n−2)(n−3)σ3(µg) =
(σ1(A
T )+ n−1
3
µ2)µ.When n = 3, B2 = σ1(AT )µ+ 13(2µ)3− 12(2µ)(2µ2) = (σ1(AT )+ 23µ2)µ.
For k ≥ 3, we have Bk = (∑k−1i=0 C2(n, k, i)σi(AT )µ2k−2i−2)µ, where C2(n, k, i) is positive.
Since (n − 1)µ = h, if h = 0, then clearly Bkg = 0. When Ag ∈ Γ+k , by Lemmas 2 and
3 we have Ti(A)
n
n = σi(A
T ) is positive for i < k. As a result, Bkg = 0 implies h = 0.
We verify that the Schouten tensor satisfies conditions (T0)-(T2) when W = 0 and
C = 0 on the boundary.
Lemma 6. Suppose that the boundary is umbilic. Let n be the unit inner normal with
respect to g. Then
(a) Aαn = µα on ∂M ;
(b) µα˜β˜ = Aαn,β + Annµgαβ − Aαβµ on ∂M ;
(c) If W = 0 on ∂M, then we have Rnαnβ = Aαβ + Anngαβ on the boundary. If in
addition C = 0 on ∂M, then Aαβ,n − 2µAαβ = µα˜β˜ − Rαnβnµ.
Proof. By the Codazzi equation, we get Rαn = (n− 2)µα and Aαn = µα.
For (b), we use (a), (11) and (12) to get
µα˜β˜ = ∂βAαn − Γγαβµγ = (Aαn,β + ΓlαβAln + ΓlβnAαl)− Γγαβµγ = Aαn,β +Annµgαβ −Aαβµ.
For (c), using the curvature decomposition formula Rijkl = Wijkl + Aikgjl + Ajlgik −
Ailgjk − Ajkgil, we first get Rnαnβ = Anngαβ + Aαβ when W = 0. If in addition C = 0,
then Aαβ,n − 2µAαβ = Aαn,β − 2µAαβ = Aαn,β + µAnngαβ −Aαβµ−Rαnβnµ.
The next lemma will be used in proving Theorem 5 and 6.
Lemma 7. Suppose ∂M is umbilic. Let u satisfy un = −µ + µˆe−u, where µˆ is constant.
Then we have
unα = −µα + µuα − µˆuαe−u; (13)
uαβn = (2µ− µˆe−u)uαβ − µunngαβ + µˆuαuβe−u − µα˜β˜ + µαuβ + µβuα
−µγuγgαβ +Rnβαn(−µ+ µˆe−u)− µ(−µ+ µˆe−u)2gαβ. (14)
Proof. By (11), unα = ∂αun − Γjαnuj = ∂αun + µuα = −µα − µˆuαe−u + µuα. For (14), by
(11) and (12) unαβ = ∂βunα− Γjβnujα−Γjαβunj = ∂βunα+ µuβα− Γ˜γαβunγ −µunngαβ. Now
by (13), (11) and un = −µ+ µˆe−u,
unαβ = unα˜β˜ + µuβα − µunngαβ
= −µα˜β˜ − µˆuαβe−u + µˆuαuβe−u + µβuα + 2µuαβ − µunngαβ − µ(−µ+ µˆe−u)2gαβ .
On the other hand, using the Codazzi equation gives uαβn = unαβ + Rnβαjuj = unαβ +
µαuβ − µγuγgαβ +Rnβαn(−µ + µˆe−u). Combing above formulas yields (14).
The last lemma of this section is a boundary version of the Bianchi identity.
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Lemma 8. Suppose that the boundary ∂M is umbilic and under a conformal change
gˆ = e−2ug, Lˆαβ = 0 near a boundary point x0. Then gαβAˆαβ,n = 2µgαβAˆαβ at x0.
Proof. We denote the covariant differentiation with respect to the new metric gˆ by ∇ˆ.
Since Lˆαβ = 0, by the Codazzi equation Rˆαβγn = 0. Therefore, we have Rˆαn = 0 and
Aˆαn = 0 at x0. Hence, ∇ˆβRˆαn = ∂βRˆαn − ΓˆkβαRˆkn − ΓˆkβnRˆαk = −ΓˆnβαRˆnn − ΓˆγβnRˆαγ . By
(11), both Γˆnβα and Γˆ
γ
βn are zero. Thus, we have ∇ˆβRˆαn = 0.
On the other hand, by the Bianchi identity, 0 = ∇ˆnRˆiαkβ + ∇ˆkRˆiαβn + ∇ˆβRˆiαnk.
Contracting indices i and k gives 0 = ∇ˆnRˆαβ+gˆik∇ˆkRˆiαβn−∇ˆβRˆαn. Noting that ∇ˆβRˆαn =
0 and gˆαn = 0, contract indices α and β to get 0 = gˆαβ∇ˆnRˆαβ − gˆik∇ˆkRˆin = gˆαβ∇ˆnRˆαβ −
gˆnn∇ˆnRˆnn. Therefore,
gˆαβ∇ˆnAˆαβ = 1
(n− 2)(gˆ
αβ∇ˆnRˆαβ − 1
2
Rˆn) =
1
2(n− 2)(gˆ
αβ∇ˆnRˆαβ − gˆnn∇ˆnRˆnn) = 0. (15)
Using Aˆαn = 0, Γˆ
n
αβ = Γˆ
α
βn = 0 and (11), we finally arrive at
0 = gˆαβ∇ˆnAˆαβ = gˆαβ∂nAˆαβ = gˆαβ(Aˆαβ,n + ΓknαAˆkβ + ΓknβAˆkα) = gˆαβ(Aˆαβ,n − 2µAˆαβ).
2 Four-manifolds
In this section, we only consider n = 4. We prove Theorem 2 and Corollary 3. The proof
of Theorem 2 consists of two propositions:
Proposition 1. Let (M, g) be a compact connected four-manifold with umbilic boundary.
If Y (M, ∂M, [g]) and
∫
M
σ2+
1
2
∮
∂M
Bg are both positive, then there exists a metric gˆ ∈ [g]
such that Rgˆ > 0, σ2(Agˆ) > 0, and the boundary is totally geodesic.
Proposition 2. Suppose (M, g) is a compact connected four-manifold with totally geodesic
boundary. If Rg > 0, σ2(Ag) > 0, and (M, g) is not conformally equivalent to (S
+
4 , gc),
then given a positive function f there exists a metric gˆ ∈ [g] such that σ2(Agˆ) = f and Bgˆ
is zero.
We will prove Propositions 1 and 2 in Subsections 2.1 and 2.2, respectively.
2.1 Conformal Metric Satisfying σ2 > 0
We will deform a Yamabe metric to the one satisfying the properties in Proposition 1. The
deformation comes from a nice idea by Gursky-Viaclovsky [18] for closed four-manifolds.
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Proof of Proposition 1. Let the background metric g be a Yamabe metric. Thus, we have
Rg is a positive constant and the boundary is totally geodesic.
Let At = A + 1−t
2
(trgA)g. Let gˆ = e
−2ug. For n = 4, the tensor Aˆt satisfies Aˆt =
∇2u+ du⊗ du− 1
2
|∇u|2g+ 1−t
2
(∆u−|∇u|2)g+At. We can choose a large number Θ such
that A−Θ = 1
2
(Ricg +
Θ
6
Rgg) is positive definite. Let f(x) = σ
1
2
2 (A
−Θ
g ). Thus, A
−Θ
g ∈ Γ+2
and f is positive. Consider the following path of equations for −Θ ≤ t ≤ 1 :{
σ
1
2
2 (∇2u+ du⊗ du− 12 |∇u|2g + 1−t2 (∆u− |∇u|2)g + Atg) = f(x)e2u inM
∂u
∂n
= 0 on ∂M.
(16)
Let S = {t ∈ [−Θ, 1] : ∃ a solution u ∈ C2,α(M) to (16) with Aˆt ∈ Γ+2 }. At t = −Θ, we
have u ≡ 0 is a solution and A−Θg ∈ Γ+2 . Therefore, S is nonempty. Consider the linearized
operator P t : C2,α(M)∩{ ∂u
∂n
= 0 on ∂M} → Cα(M). It was proved in [18] (Proposition 2.2)
that the linearized operator is elliptic with the strictly negative coefficient in the zeroth
order term. By elliptic theory for Neumann condition [13], the linearized operator is
invertible. Hence, S is open. If S is also closed, then we have a solution u to (16) at t = 1
with Aˆ1 = Aˆ ∈ Γ+2 . This gives gˆ = e−2ug satisfying σ2(Aˆ) > 0, Rˆ > 0 and µˆ = 0. Thus, it
remains to establish a priori estimates for solutions to (16) independent of t.
(1) C0 estimates.
At the maximal point x0 of u, if x0 is in the interior, we have |∇u| = 0. If x0 is at
the boundary, since ∂u
∂n
= 0, we also have |∇u| = 0. Therefore, we get that ∇2u(x0) is
negative semi-definite and ∆u(x0) ≤ 0. By Lemma 2 (c),
f(x0)e
2u(x0) = σ
1
2
2 (g
−1Aˆt) ≤
√
6
4
σ1(g
−1Aˆt) =
√
6
4
(3− 2t)∆u+
√
6
4
trg A
t
g ≤
√
6
4
trg A
t
g ≤ C,
where in the second inequality we use t ≤ 1 and ∆u ≤ 0. Hence, u is upper bounded.
Now we prove the Harnack inequality. Let H = |∇u|2. If the maximum of H is in the
interior, then ∇H = 0, and ∇2H is negative semi-definite. If the maximum of H is at
the boundary, since ∂u
∂n
= 0 and µg = 0, we have uαn = 0 and Hn = 2uαuαn+2ununn = 0.
Thus, we also have that ∇H = 0, and ∇2H is negative semi-definite. Interior gradient
estimates for (16) were proved in [18] (Proposition 4.1). We remark that the same proof
works for boundary gradient estimates. The reason is that at the maximal point once we
have ∇H = 0, and ∇2H is negative semi-definite, then the rest of computations in [18] is
the same regardless of the point being in the interior or on the boundary. Therefore, we
get |∇u| < C. Thus, supM u ≤ infM u+ C.
To prove that supM u is lower bounded, integrating the equation gives
Ce4 supM u ≥
∫
M
f 2e4udVg =
∫
M
σ2(g
−1Aˆt)dVg =
∫
M
σ2(gˆ
−1Aˆt)dVgˆ,
where in the second equality we use dVgˆ = e
−4udVg. Note that σ2(gˆ−1Aˆt) = σ2(Aˆ)+ 32(1−
t)(2− t)σ21(Aˆ). Thus, the above formula becomes
Ce4 supM u ≥
∫
M
(σ2(Aˆ) +
3
2
(1− t)(2− t)σ21(Aˆ))dVgˆ ≥
∫
M
σ2(Aˆ)dVgˆ.
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Recall that the conformal invariant
∫
M
σ2+
1
2
∮
∂M
Bg is positive. Since µˆ = 0, by Lemma 5
we get Bˆ = 0. Finally, we have
Ce4 supM u ≥
∫
M
σ2(Aˆ)dVgˆ +
1
2
∮
∂M
Bˆ dSgˆ =
∫
M
σ2(Ag)dVg +
1
2
∮
∂M
Bg dSg > 0.
(2) C2 estimates.
Interior C2 estimates are proved in [6]. To get boundary C2 estimates, we use Fermi
coordinates in a tubular neighborhood ∂M × [0, ι] of the boundary. Note that ∂M is
compact so ι is a positive number. Thus, by Theorem 6 (b) (with S = 0) we obtain
boundary C2 estimates in each half ball B
+
r . Since ∂M is compact, there are finitely
many local charts of the tubular neighborhood. We then get the required estimates.
(3) C∞ estimates.
Once we have C2 bounds, the equation is uniformly elliptic and concave. Higher order
regularity follows by standard elliptic theories; see [10],[20] and [23].
2.2 Conformal Metric Satisfying σ2 = f
In this subsection, we proof Proposition 2. We first prove a lemma.
Lemma 9. Let (M, g) be a compact four-manifold with umbilic boundary. Suppose
Y (M, ∂M, [g]) > 0. Then ∫
M
σ2(Ag) +
1
2
∮
∂M
Bg ≤ 2π2.
Moreover, the equality holds if and only if (M, g) is conformally equivalent to (S4+, gc),
where gc is the standard metric on the hemisphere.
Proof. Denote the volume of (M, g) by Vg. Let g˜ be a Yamabe metric such that Rg˜ is
constant and the boundary is totally geodesic. It was proved by Escobar [9] that
Y (M, ∂M, g) =
∫
M
Rg˜ +
∮
∂M
3µg˜
V
1
2
g˜
= Rg˜V
1
2
g˜ ≤ Y (S4+, S3, gc) = 8
√
3π. (17)
The equality holds if and only if (M, g) is conformally equivalent to (S4+, gc). Since µg˜ = 0,
by Lemma 5 we have Bg˜ = 0. Therefore,
∫
M
σ2(Ag) +
1
2
∮
∂M
Bg =
∫
M
σ2(Ag˜) +
1
2
∮
∂M
Bg˜ =∫
M
σ2(Ag˜). Note that σ2(A) =
1
8
( 1
12
R2 − |E|2), where E = Ric − 1
4
Rg. By (17) we get∫
M
σ2(Ag) +
1
2
∮
∂M
Bg = 18
∫
M
( 1
12
R2g˜ − |Eg˜|2) ≤ 196R2g˜Vg˜ ≤ 2π2. The equality holds if and
only if (M, g) is conformally equivalent to (S4+, gc).
Proof of Proposition 2. Let Aˆ = ∇2u+du⊗du− 1
2
|∇u|2g+Ag. Since µg = 0, the problem
is equivalent to solve{
σ
1
2
2 (∇2u+ du⊗ du− 12 |∇u|2g + Ag) = f(x) e−2u inM
∂u
∂n
= 0 on ∂M
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with Aˆ ∈ Γ+2 .
Denote the volume of (M, g) by Vg. We will use a deformation motivated by [19], [17]
for closed manifolds. Let Sg = (1 − ζ(t))( 1√6V
2
5 g − Ag). Consider the following path of
equations for 0 ≤ t ≤ 1 with Aˆ+ Sg ∈ Γ+2 :{
σ
1
2
2 (∇2u+ du⊗ du− 12 |∇u|2g + Ag + Sg) = (1− t)(
∫
M
e−5u)
2
5 + ζ(t)f e−2u inM
∂u
∂n
= 0 on ∂M,
(18)
where ζ(t) ∈ C1[0, 1] satisfies 0 ≤ ζ ≤ 1, ζ(0) = 0, and ζ = 1 for t ≥ 1
2
. The Leray-
Schauder degree is defined by considering the space {u ∈ C4,α(M) : ∂u
∂n
= 0 on ∂M}; see
[7]. We check that at t = 0 the degree is nonzero. For closed manifolds, it was proved in
[19] that the degree is nonzero at t = 0. For manifolds with boundary, we remark that
the same proof works. More specifically, at t = 0, (18) becomes{
σ
1
2
2 (∇2u+ du⊗ du− 12 |∇u|2g + 1√6V
2
5g) = (
∫
M
e−5u)
2
5 inM
∂u
∂n
= 0 on ∂M.
By the boundary condition ∂u
∂n
= 0 if the maximum (resp. minimum) of u happens at
the boundary, we still have ∇u = 0, and ∇2u is negative (resp. positive) semi-definite.
Hence, as in [19] by the maximum principle, u = 0 is the unique solution.
Now the linearized operator P : C2,α(M) ∩ {∂φ
∂n
= 0 on ∂M} → Cα(M) at u = 0 is
P(φ) =
√
6
4
∆φ + 2V
− 2
5
g
∫
M
φ. Then the rest of the proof of showing the degree is nonzero
at t = 0 follows from [19]. Consequently, the problem reduces to establishing a priori
estimates for (18).
Suppose we have uniform C0 bounds for (18). By [6], we get interior C2 estimates. For
boundary C2 estimates, we check that S satisfies the condition in Theorem 6 (b). Since
µ = 0, by Lemma 6 (a) we have Sαn = 0 and by (15) g
αβSαβ,n = −(1− ζ(t))gαβAαβ,n = 0.
Hence, we have boundary C2 estimates in each half ball B
+
r in Fermi coordinates. Thus,
higher order regularities. It remains to derive a priori C0 estimates. We begin by proving
the boundedness of the integral term in (18).
Lemma 10. Let u be a solution to (18) with t ∈ [0, 1]. Then (1− t)(∫
M
e−5u)
2
5 < C.
Proof. Since ∂u
∂n
= 0 on the boundary, at the maximum point x0, we have ∇u = 0 and ∇2u
is negative semi-definite, no matter x0 being in the interior or at the boundary. Thus,
(1− t)(
∫
M
e−5u)
2
5 ≤ σ
1
2
2 (∇2u(x0) + Ag(x0) + Sg(x0)) ≤ σ
1
2
2 (Ag(x0) + Sg(x0)) < C.
Now we prove that infM u > −C.
(1) infM u > −C for t ∈ [0, 1− ε].
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The analysis depends on whether the infimum point is close to the boundary or not.
Suppose there is a sequence of solutions {ui} to (18) with t = ti ≤ 1 − ε such that
ui(pi) = inf u
i → −∞ and pi → p0. Let ǫi = einf ui → +0 and di be the distance from pi
to ∂M. We will show that there is a contradiction.
Case a. Non-tangential approach. Assume di
ǫi
→ +∞.
Using the normal coordinates at pi, we define the mapping
Ti : B(0, diǫi ) ⊂ R4 → M
x→ exppi(ǫix) = y.
On R4, define the metric gi = ǫ
−2
i T ∗i g and the function u˜i = ui(Ti(x)) − ln ǫi. Then
u˜i(0) = ui(pi)− ln ǫi = 0 and u˜i(x) ≥ 0. Moreover,
σ
1
2
2 (∇2giu˜i+du˜i⊗gi du˜i−
1
2
|∇giu˜i|2gi+Agi+Sgi) = ǫ2i (1−ti)(
∫
M
e−5u
i
)
2
5 +ζ(ti)f(Ti(x)) e−2u˜i
on B(0, di
ǫi
) in R4. Note that gi tends to the Euclidean metric ds
2 as i goes to infinity. By
Lemma 10, the integral term is bounded. Hence, by local estimates [6] and the fact that
u˜i ≥ 0, we get supB(0,r) |∇giu˜i| < C(r). Integrating from zero, we have supB(0,1) u˜i < C.
On the other hand, since t ≤ 1− ε for a fixed number ε, by Lemma 10∫
B(0,1)
e−5u˜
i
dVgi = ǫi
∫
B(pi,ǫi)
e−5u
i
dVg < ǫiC → 0
as i→∞. This contradicts to supB(0,1) u˜i < C.
Case b. Tangential approach. Assume di
ǫi
≤ C0 for some fixed number C0.
Let p′i be a point on the boundary such that the distance between pi and p
′
i is di. We may
assume the Fermi coordinates are defined in a tubular neighbor of length κ. Around the
point p′i, we define the mapping
Ui : B+(0,
κ
ǫi
) ⊂ R4+ → M
x→ Gp′
i
(ǫix) = y,
where G is the normal exponential map; see [8]. We may assume that di
ǫi
< κ
ǫi
. On R
4
+,
define the metric gi = ǫ
−2
i U
∗
i g and the function u˜
i = ui(Ui(x)) − ln ǫi. Let qi ∈ B+(0, κǫi )
be the point satisfying Ui(qi) = pi. Therefore, qi ∈ B+(0, diǫi ) ⊂ B+(0, C0) belongs to a
compact subset in R
4
+. We have u˜
i(qi) = u
i(pi)− ln ǫi = 0 and u˜i(x) ≥ 0. Moreover,
σ
1
2
2 (∇2giu˜i+du˜i⊗gidu˜i−
1
2
|∇giu˜i|2gi+Agi+Sgi) = ǫ2i (1−ti)(
∫
M
e−5u
i
)
2
5 +ζ(ti)f(Ui(x)) e
−2u˜i
on B+(0,
κ
ǫi
) in R
4
+ with
∂u˜i
∂n
= 0 on B+(0,
κ
ǫi
) ∩ {x4 = 0}.
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Using Theorem 6 (a), Lemma 10 and the fact that u˜i ≥ 0, we get supB+(0,r) |∇giu˜i| <
C(r). Integrating from qi, we have supB+(0,C0) u˜
i < C. On the other hand, since t ≤ 1− ε,
by Lemma 10 ∫
B+(0,C0)
e−5u˜
i
dVgi = ǫi
∫
Ui(B+(0,C0))
e−5u
i
dVg < ǫiC → 0
as i→∞. This contradicts to supB+(0,C0) u˜i < C.
(2) infM u > −C when t→ 1.
Suppose on the contrary there is a sequence of solutions {ui} with ti → 1 such that
ui(pi) = inf u
i → −∞ and pi → p0. Let ǫi = einf ui → +0 and di be the distance from pi
to ∂M. For simplicity, we denote e−2u
i
g by gˆi and Agˆi by Aˆi.
Case a. Non-tangential approach. Assume di
ǫi
→ +∞.
Let Ti, gi, and u˜i be as in (1) Case a. Denote the metric e−2u˜igi by g˜i. Then u˜i(0) =
ui(pi)− ln ǫi = 0 and u˜i(x) ≥ 0. Moreover, since ti → 1, we have ζ(ti) = 1. Therefore,
σ
1
2
2 (∇2giu˜i + du˜i ⊗gi du˜i −
1
2
|∇giu˜i|2gi + Agi) = ǫ2i (1− ti)(
∫
M
e−5u
i
)
2
5 + f(Ti(x)) e−2u˜i
on B(0, di
ǫi
) in R4. Similar to (1) Case a, we get supB(0,r) |u˜i|+ |∇giu˜i|2 + |∇2giu˜i| < C(r).
Now since f(Ti(x)) → f(p0), the equation is uniform elliptic and concave. Notice
that B(0, di
ǫi
) → R4. Therefore, {u˜i} converges uniformly on compact sets to a solution
u ∈ C∞(R4) of σ
1
2
2 (∇2u + du ⊗ u − 12 |∇u|2ds2) = f(p0) e−2u. By the uniqueness theorem
[4], e−2uds2 comes from the pulling-back of the standard metric gc on the sphere. Hence,
4π2 ←
∫
B(0,
di
ǫi
)
σ2(Ag˜i)dVg˜i =
∫
B(pi,di)
σ2(Aˆi)dVgˆi ≤
∫
M
σ2(Aˆi)dVgˆi.
On the other hand, since µgˆi = 0, by Lemma 5 we have Bgˆi = 0. Thus, by Lemma 9∫
M
σ2(Aˆi)dVgˆi =
∫
M
σ2(Aˆi)dVgˆi +
1
2
∮
∂M
Bgˆi dΣgˆi ≤ 2π2. This gives a contradiction.
Case b. Tangential approach. Assume di
ǫi
≤ C0 for some fixed number C0.
Let p′i and κ be as in (1) Case b. We may assume that
di
ǫi
< κ
ǫi
. Let Ui, gi, qi and u˜
i be
also as in (1) Case b. Denote the metric e−2u˜
i
gi by g˜i. qi ∈ B+(0, diǫi ) ⊂ B+(0, C0) belongs
to a compact subset in R
4
+. We have u˜
i(qi) = u
i(pi)− ln ǫi = 0 and u˜i(x) ≥ 0. Moreover,
σ
1
2
2 (∇2giu˜i + du˜i ⊗gi du˜i −
1
2
|∇giu˜i|2gi + Agi) = ǫ2i (1− ti)(
∫
M
e−5u
i
)
2
5 + f(Ui(x)) e
−2u˜i
on B+(0,
κ
ǫi
) in R
4
+ with
∂u˜i
∂n
= 0 on B+(0,
κ
ǫi
) ∩ {x4 = 0}. Similar to (1) Case b, by
Theorem 6 (a), we get supB+(0,r) |u˜i|+ |∇giu˜i| < C(r). Then by Theorem 6 (b), we arrive
at supB+(0,r) |u˜i|+ |∇giu˜i|+ |∇2giu˜i| < C(r).
Now {u˜i} converges uniformly on compact sets to a solution u ∈ C∞(R4+) of σ
1
2
2 (∇2u+
du⊗ u− 1
2
|∇u|2ds2) = f(p0) e−2u with ∂u∂n = 0 on {x4 = 0}. By reflection, u extends to a
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C2,α solution of the above equation in R4. Further regularities give u ∈ C∞(R4). By the
uniqueness theorem, e−2uds2 comes from the pulling-back of gc. Hence,
2π2 ←
∫
B+(0,
κ
ǫi
)
σ2(Ag˜i)dVg˜i =
∫
Ui(B+(0,
κ
ǫi
))
σ2(Aˆi)dVgˆi ≤
∫
M
σ2(Aˆi)dVgˆi.
On the other hand, since µgˆi = 0, by Lemma 5 we have Bgˆi = 0. Thus, by Lemma 9 and the
assumption that (M, g) is not conformally equivalent to the hemisphere, we finally arrive
at
∫
M
σ2(Aˆi)dVgˆi =
∫
M
σ2(Aˆi)dVgˆi +
1
2
∮
∂M
Bgˆi dΣgˆi < 2π2. This gives a contradiction.
(3) C0 estimates.
Once u has a lower bound, by [6] and Theorem 6 (a) we have |∇u| < C. Thus, we
obtain supM u ≤ infM u + C. It remains to prove that infM u is upper bounded. Since
∂u
∂n
= 0 on the boundary, at the minimun point x0, we have ∇u = 0 and ∇2u is positive
semi-definite, no matter x0 being in the interior or at the boundary. Therefore,
Ce−2 inf u ≥ (1− t)(
∫
M
e−5u)
2
5 + ζ(t)f(x0)e
−2u = σ
1
2
2 (∇2u(x0)+Ag(x0)) ≥ σ
1
2
2 (Ag(x0)) > 0.
2.3 Application to Einstein manifolds
In this subsection, we give an application of Theorem 1 to conformally compact Einstein
manifolds.
Definition 2. Let X4 be a compact manifold with boundary ∂X = N3 and g be a complete
Einstein metric defined in the interior of X. (X, g) is called a conformally compact
Einstein manifold if there exists a smooth defining function s for N such that (X, s2g) is
a compact Riemannian manifold with boundary.
Each defining function induces a metric s2g|N = g0 on N . Thus (X, g) determines a
conformal structure (N3, [g0]) called the conformal infinity. The renormalized volume V
is a invariant of (X, g) coming from the volume expansion V ol({s > ǫ}) = c0ǫ−3+ c2ǫ−1+
V + o(1).
Corollary 3. Let (X4, g) be a conformally compact Einstein manifold with conformal in-
finity (N3, [g0]). Suppose that Y (N
3, [g0]) and the renormalized volume V are both positive.
Then there exists a conformal compactification (X, ρ2g) such that σ2(Aρ2g) is a positive
constant and the boundary is totally geodesic. Moreover, ρ is a defining function for N.
Proof. First, Qing [24], [5] proved that if Y (N3, [g0]) > 0, then there exists a confor-
mal compactification (X, e−2ug) such that Re−2ug is positive and the boundary is totally
geodesic. Denote this metric by g1 = e
−2ug. Hence, we have
Y (X,N, [g1]) > 0. (19)
16
Secondly, for conformally compact Einstein four-manifolds, Andersen [1] proved that
32π2χ(X) =
∫
X
|W|2dVg + 4V. Now recall the Gauss-Bonnet formula for compact four-
manifolds with boundary: 32π2χ(X, ∂X) =
∫
X
|W|2 + 16(∫
X
σ2(Ag1) +
1
2
∮
∂X
Bg1). Since
the boundary is totally geodesic hg1 = 0, by Lemma 5 we have Bg1 = 0. This gives
4
∫
X
σ2(Ag1) = V > 0. (20)
(19) and (20) then verify the conditions of Theorem 1. Therefore, by Theorem 1
there is a conformal metric g2 = e
−2vg1 such that σ2(Ag2) is a positive constant and
the boundary is totally geodesic. Thus, (X, g2 = ρ
2g) with ρ = e−(u+v) is a conformal
compactification satisfying the properties required in the corollary. Moreover, since e−u
is a defining function (see [24]), it follows that e−(u+v) is also a defining function.
3 Functionals Fk
In this section, we prove Theorem 3 and Corollary 1. We first prove a lemma.
Lemma 11. Let Ag and L be the Schouten tensor and the second fundamental form,
respectively. When the Cotten tensor is zero (i.e., Aij,k = Aik,j) or when q = 1, we have
(a) Tq(A)
i
j,i = 0. (i.e., Tq is divergence free.)
Moreover, if (M, g) is locally conformally flat, we also have
(b) Tq,r(A
T , L)αβ,α˜ =
(n−1−q)(q−r)
q
Tq−1,r(AT , L)αβA
n
α − rTq,r−1(AT , L)αβAnα;
(c) Tq(A
T )αβ,α˜ = −qTq,q−1(AT , L)αβAnα.
Proof. When (M, g) is locally conformally flat, (a) was proved in [28]; see also [3] for
q = 1 case. Suppose (a) is true for q < m. By the recursive formula and Aij,k = Aik,j,
Tm(A)
i
j,i = σm(A),ig
i
j − Tm−1(A)ik,iAkj − Tm−1(A)ikAkj,i = σm(A),j − Tm−1(A)ikAkj,i = 0.
For (b), we first compute
Tq,r(A
T , L)αβ,α =
1
q!
∑
i1,··· ,j1···<n
(
i1 · · · ir · · · iq α
j1 · · · jr · · · jq β
)
×[
rA
j1
i1
· · ·Ajrir ,αLjr+1ir+1 · · ·Ljqiq + (q − r)Aj1i1 · · ·AjrirLjr+1ir+1 · · ·Ljqiq,α
]
=
1
q!
∑
i1,··· ,j1···<n
(q − r)
(
i1 · · · ir · · · iq α
j1 · · · jr · · · jq β
)
A
j1
i1
· · ·AjrirLjr+1ir+1 · · ·L
jq
iq ,α
,
where in the first equality, the first term is zero because Ajrir,α is symmetric in (irα). By
the Codazzi equation and the curvature decomposition, we have Lαγ,β −Lβγ,α = Rαβγn =
Aβngαγ −Aαngβγ. Therefore,
Tq,r(A
T , L)αβ,α =
q−r
q!
∑
i1,··· ,j1···<n
(
i1 · · · iq α
j1 · · · jq β
)
A
j1
i1
· · ·AjrirLjr+1ir+1 · · ·L
jq−1
iq−1
g
jq
iq
Aαn.
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Hence,
Tq,r(A
T , L)αβ,α =
q − r
q!
(n− q − 1) Tq−1,r(AT , L)αβAαn. (21)
By definition, ∇γAβα = ∇γ˜Aβα − LαγAβn − LβγAnα. Thus, we obtain
Tq,r(A
T , L)αβ,α˜ = Tq,r(A
T , L)αβ,α
+
1
q!
∑
i1,··· ,j1···<n
(
i1 · · · ir · · · iq α
j1 · · · jr · · · jq β
)
rA
j1
i1
· · ·Ajr−1ir−1 (LirαAjrn + Ljrα Anir)Ljr+1ir+1 · · ·L
jq
iq
= Tq,r(A
T , L)αβ,α +
r
q!
∑
i1,··· ,j1···<n
(
i1 · · · iq α
j1 · · · jq β
)
A
j1
i1
· · ·Ajr−1ir−1Ljrα AnirLjr+1ir+1 · · ·L
jq
iq
,
where in the first equality, the first term is zero because L is symmetric. Exchanging ir
and α, we arrive at
Tq,r(A
T , L)αβ,α˜ = Tq,r(A
T , L)αβ,α − rTq,r−1(AT , L)irβ Anir . (22)
Combining (21) and (22) gives (b).
(c) follows from (b) by letting r = q.
In the following proof, for simplicity
∫
stands for
∫
M
and
∮
stands for
∮
∂M
.
Proof of Theorem 3. Let gt = e
−2utg be a conformal variation of g such that u0 = 0.
Suppose u′t = φ at t = 0. Then g
′ = −2φg and (g−1)′ = 2φg−1. Consequently, dV ′ =
−nφdV and dΣ′ = −(n− 1)φdΣ.
By conformal change formulas of Ag and L, we get directly that A
′
ij = φij and L
′
αβ =
−Lαβφ+ φngαβ. Therefore, by raising indices we obtain
A′ji = A
′
img
mj + Aimg
′mj = φji + 2φA
j
i (23)
and
L′βα = L
′
αγg
γβ + Lαγg
′γβ = Lβαφ+ φng
β
α. (24)
Then by Lemma 4, we have
σ′q+1,r+1(A
T , L) = (r + q + 2)σq+1,r+1(A
T , L)φ+
r + 1
q + 1
Tq,r(A
T , L)αβφ
β
α
+
(q − r)
q + 1
(n− 1− q)σq,r+1(AT , L)φn, (25)
σ′q+1(A) = 2(q + 1)σq+1(A)φ+ Tq(A)
i
jφ
j
i , (26)
σ′q+1(L) = (q + 1)σq+1(L)φ+ (n− 1− q)σq(L)φn. (27)
By Lemma 11 (a), Tq(A) is divergence free. Applying the integration by parts gives(∫
σk(A)
)′
=
∫
σ′k(A)dV + σk(A)dV
′ = (2k − n)
∫
σk(A)φ−
∮
Tk−1(A)nj φ
j, (28)
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where n is the unit inner normal.
(a) By (25) and Lemma 3 (c),(∮
σ2,1(A
T , L)
)′
=
∮
{(4− n)φσ2,1(AT , L) + 1
2
T1(L)
α
βφ
β
α +
n− 2
2
σ1(A
T )φn}
=
∮
{(4− n)φσ2,1(AT , L) + 1
2
T1(L)
α
βφ
β
α +
n− 2
2
T1(A)
n
nφn}. (29)
For the second term in the last integral, applying integration by parts we get∮
T1(L)
α
βφ
β
α =
∮
T1(L)
α
β(φ
β˜
α˜ − Lβαφn) =
∮
{−T1(L)αβ,αφβ − 2σ2(L)φn}, (30)
where in the last equality we use Lemma 4(a), and the fact that Lαβ,γ = Lαβ,γ˜ since the
boundary is of codimension one. On the other hand, by the Codazzi equation, we have
Rβn = −Lγβ,γ + h,β. Therefore, we get T1(A)nβ = −Anβ = − 1n−2Rnβ = 1n−2(Lγβ,γ − h,β). As
a result, we have the relation T1(L)
α
β,α = h,αg
α
β − Lαβ,α = h,β − Lαβ,α = −(n − 2)T1(A)nβ.
Combining this relation, (29) and (30) gives(∮
σ2,1(A
T , L)
)′
=
∮
{(4− n)φσ2,1(AT , L) + n− 2
2
T1(A)
n
j φ
j − σ2(L)φn}. (31)
For n > 4, using (27) we have
(∮
σ3(L)
)′
=
∮ {(4−n)σ3(L)φ+(n−3)σ2(L)φn}. Recall
that B2 = 2
n−2σ2,1(A
T , L) + 2
(n−2)(n−3)σ3(L). Hence, we obtain
(∮ B2)′ = (4 − n) ∮ B2φ +∮
T1(A)
n
j φ
j. Going back to (28), we finally arrive at(∫
σ2(A)dV +
∮
B2dΣ− Λ
∫
dV
)′
= (4− n)
(∫
σkφ+
∮
B2φ
)
− Λ
∫
nφ
for constant Λ. Since n−4 6= 0, critical points of F2 restricted onM satisfy σ2 = constant
in M and B2 = 0 in ∂M.
For n = 3, note that 1
3
h3 − 1
2
h|L|2 = −1
6
σ1(L)
3 + σ1(L)σ2(L). Then by (27), we have(∮
−1
6
σ1(L)
3 + σ1(L)σ2(L)
)′
=
∮
{(−1
6
σ1(L)
3 + σ1(L)σ2(L))φ+ 2σ2(L)φn}.
Recall that B2 = 2σ2,1(AT , L) + 13h3 − 12h|L|2. Hence, we obtain
(∮ B2)′ = ∮ B2φ +∮
T1(A)
n
j φ
j. Now the rest of proof is the same as n > 4 case.
(b) By (25),(∮
σ2k−i−1,i(AT , L)
)′
=
∮
{(2k − n)φσ2k−i−1,i(AT , L)
+
i
2k − i− 1T2k−i−2,i−1(A
T , L)αβφ
β
α +
2k − 2i− 1
2k − i− 1 (n− 2k + i+ 1)σ2k−i−2,i(A
T , L)φn}.
(32)
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For the second term in the last integral, applying integration by parts we have∮
T2k−i−2,i−1(AT , L)αβφ
β
α =
∮
{−T2k−i−2,i−1(AT , L)αβ,α˜φβ − T2k−i−2,i−1(AT , L)αβLβαφn}
=
∮
{−(n− 2k + i+ 1)(2k − 2i− 1)
2k − i− 2 T2k−i−3,i−1(A
T , L)αβA
n
αφ
β
+ (i− 1)T2k−i−2,i−2(AT , L)αβAnαφβ − (2k − i− 1)σ2k−i−1,i−1(AT , L)φn}, (33)
where in the last equality we use Lemma 11(b) and Lemma 4(a).
Now recall that Bk =∑k−1i=0 C1(n, k, i)σ2k−i−1,i. Combining (32) and (33) gives(∮
Bk
)′
= (2k − n)
∮
Bkφ+
∮
I ∗ Anαφβ +
∮
II ∗ φn,
where
I =
∑k−1
i=0 C1(n, k, i)[− (n−2k+i+1)(2k−2i−1)i(2k−i−1)(2k−i−2) T2k−i−3,i−1(AT , L)αβ + i(i−1)2k−i−1T2k−i−2,i−2(AT , L)αβ ]
and II =
∑k−1
i=0 C1(n, k, i)[−iσ2k−i−1,i−1(AT , L) + (2k−2i−1)(n−2k+i+1)2k−i−1 σ2k−i−2,i(AT , L)]. By
definition, we have C1 =
(2k−i−1)!(n−2k+i)!
(n−k)!(2k−2i−1)!! i! . Straightforward computations yield
I =
k−1∑
i=1
− (2k − i− 3)!(n− 2k + i+ 1)!
(n− k)!(2k − 2i− 3)!!(i− 1)!T2k−i−3,i−1(A
T , L)αβ
+
k−1∑
i=2
(2k − i− 2)!(n− 2k + i)!
(n− k)!(2k − 2i− 1)!!(i− 2)!T2k−i−2,i−2(A
T , L)αβ = −Tk−2(AT )αβ ,
where the terms cancel out except the i = k − 1 term in the first summation. For II,
II =
k−1∑
i=1
− (2k − i− 1)!(n− 2k + i)!
(n− k)!(2k − 2i− 1)!!(i− 1)!σ2k−i−1,i−1(A
T , L)
+
k−1∑
i=0
(2k − i− 2)!(n− 2k + i+ 1)!
(n− k)!(2k − 2i− 3)!! i! σ2k−i−2,i(A
T , L) = σk−1(AT ),
where all terms are cancelled except the i = k − 1 term in the second summation.
Finally, using Lemma 3 (c) and (d) we obtain(∮
Bk
)′
= (2k − n)
∮
Bkφ+
∮
−Tk−2(AT )αβAnαφβ +
∮
σk−1(AT )φn
= (2k − n)
∮
Bkφ+
∮
Tk−1(A)nj φ
j.
Hence, by (28) we arrive at(∫
σk(A)dV +
∮
BkdΣ− Λ
∫
dV
)′
= (2k − n)
(∫
σkφ+
∮
Bkφ
)
− Λ
∫
nφ
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for constant Λ. Since n− 2k 6= 0, this gives the result.
(c) First note that when the boundary is umbilic, by (24) we have µ′ = µφ + φn.
Therefore, by (25) we have(∮
σi(A
T )µ2k−2i−1
)′
=
∮
{(2k − n)σi(AT )µ2k−2i−1φ+ Ti−1(AT )αβφβαµ2k−2i−1
+ (2k − 2i− 1)σi(AT )µ2k−2i−2φn}. (34)
For the second term in the last integral, applying integration by parts we have∮
Ti−1(AT )αβφ
β
αµ
2k−2i−1 =
∮
Ti−1(AT )αβ(φ
β˜
α˜ − µgβαφn)µ2k−2i−1
=
∮
{(n− i)Ti−2(AT )αβφβµ2k−2iµα − (2k − 2i− 1)Ti−1(AT )αβµαφβ
− (n− i)σi−1(AT )µ2k−2iφn}, (35)
where in the last equality we use Lemma 11(c) and Lemma 6(a).
Recall that Bk =∑k−1i=0 C2(n, k, i)σiµ2k−2i−1. Combining (34) and (35) gives(∮
Bk
)′
= (2k − n)
∮
Bkφ+
∮
I ∗ µαφβ +
∮
II ∗ φn,
where
I =
∑k−1
i=0 C2(n, k, i)[−(2k− 2i− 1)Ti−1(AT )αβµ2k−2i−2+(n− i)Ti−2(AT )αβµ2k−2i] and II =∑k−1
i=0 C2(n, k, i)[−(n− i)σi−1(AT )µ2k−2i+ (2k− 2i− 1)σi(AT )µ2k−2i−2]. By definition, we
have C2 =
(n−i−1)!
(n−k)!(2k−2i−1)!! . Straightforward computations yield
I =
k−1∑
i=1
− (n− i− 1)!
(n− k)!(2k − 2i− 3)!!Ti−1(A
T )αβµ
2k−2i−2
+
k−1∑
i=2
(n− i)!
(n− k)!(2k − 2i− 1)!!Ti−2(A
T )αβµ
2k−2i = −Tk−2(AT )αβ ,
where all terms are cancelled except the i = k − 1 term in the first summation. For II ,
II =
k−1∑
i=1
− (n− i)!
(n− k)!(2k − 2i− 1)!!σi−1(A
T )µ2k−2i
+
k−1∑
i=0
(n− i− 1)!
(n− k)!(2k − 2i− 3)!!σi(A
T )µ2k−2i−2 = σk−1(AT ),
where all terms are cancelled except the i = k − 1 term in the second summation.
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Noting that by Lemma 6, we have Anα = µα. As a result, we obtain
(∮ Bk)′ =
(2k−n) ∮ Bkφ+ ∮ −Tk−2(AT )αβµαφβ + ∮ σk−1(AT )φn. By Lemma 3 (c) and (d), this gives
(
∮ Bk)′ = (2k − n) ∮ Bkφ+ ∮ Tk−1(A)nj φj. Hence, by (28) we finally arrive at(∫
σk(A)dV +
∮
BkdΣ− Λ
∫
dV
)′
= (2k − n)
(∫
σkφ+
∮
Bkφ
)
− Λ
∫
nφ
for constant Λ.
Proof of Corollary 1. Let gt = e
−2utg be a conformal variation of g such that u0 =
0 and u′t|0 = φ. Since L(gt) = e(2k−1)utL(g), we have L′ = (2k − 1)φL. Therefore,(∮ LdΣ)′ = (2k− n) ∮ LdΣ. Combining the above formula with the results of Theorem 3
gives
(∫
σk(A)dV +
∮
(Bk + L)dΣ− Λ ∫ dV )′ = (2k−n)(∫ σkφ+∮ (Bk+L)φ)−Λ ∫ nφ.
4 Conformal Invariants Yk
In this section, we first show that Fn
2
is a conformal invariant and then we prove Theo-
rem 4. Let L4(g) = −2σ1(AT )h − 2(n − 3)AαβLαβ + 2RγαγβLαβ , which satisfies L4(gˆ) =
e3uL4(g); see [2].
Proposition 3. Let (M, g) be a compact manifold of dimension n ≥ 3 with boundary.
(a) When n = 4, then B2 = 1
2
B+ 1
4
L4. Therefore, F2 = 2π2χ(M, ∂M)− 116
∫ |W|2+ 1
4
∮ L4
is a conformal invariant.
(b) Suppose M is locally conformally flat. When n = 2k, then Fn
2
= (2π)
n
2
(n
2
)!
χ(M, ∂M).
Proof of Proposition 3. (a) By Lemma 4 (a), we have B2 = σ2,1(AT , L) + σ3,0(AT , L) =
1
2
σ1(A
T )h− 1
2
LαβA
β
α+
1
3
trL3 + 1
6
h3− 1
2
h|L|2, which is equal to 1
2
B+ 1
4
L4 by direct compu-
tations. Since W and L4 are local conformal invariants, F2 is then a conformal invariant.
(b) Recall the Gauss-Bonnet formulas (4π)
n
2 χ(M, ∂M) =
∫
EndV +
∮ ∑
iQi,ndΣ,
where En = (2
n
2 (n
2
)!)−1
∑( i1 · · · in
j1 · · · jn
)
R
j1j2
i1i2
· · ·R jn−1jnin−1in and
Qi,n =
2
n
2
−2i
i!(n−1−2i)!!
∑( α1 · · ·αn−1
β1 · · ·βn−1
)
R β1β2α1α2 · · ·R β2i−1β2iα2i−1α2i Lβ2i+1α2i+1 · · ·Lβn−1αn−1 .When the
manifold is locally conformally flat, by the curvature decomposition Rijkl = Aikgjl +
Ajlgik −Ailgjk −Ajkgil. It has been shown in [28] that En = 2n2 (n2 )!σn2 (A). We only need
to compute Qi,n.
Qi,n =
2
n
2
−2i
i!(n− 1− 2i)!!
∑( α1 · · ·αn−1
β1 · · ·βn−1
)
2i(Aβ1α1g
β1
α1
+ Aβ2α2g
β1
α1
) · · ·
(Aβ2i−1α2i−1g
β2i
α2i
+ Aβ2iα2ig
β2i−1
α2i−1
)Lβ2i+1α2i+1 · · ·Lβn−1αn−1
=
2
n
2
−2i
i!(n− 1− 2i)!!
∑( α1 · · ·αi α2i+1 · · ·αn−1
β1 · · ·βi β2i+1 · · ·βn−1
)
i!22iAβ1α1 · · ·AβiαiLβ2i+1α2i+1 · · ·Lβn−1αn−1
=
2
n
2 (n− 1− i)!
(n− 1− 2i)!! σn−1−i,i(A
T , L) = 2
n
2 (
n
2
)!C1(n,
n
2
, i).
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Proof of Theorem 4. We will show that there exists a conformal metric gˆ such that Agˆ ∈
Γ+k and the boundary is totally geodesic. Then by the result in [7], we can find a conformal
metric g˜ such that σk(Ag˜) = 1 and the boundary is totally geodesic.
Let the background metric g be a Yamabe metric such that R = constant > 0 and the
boundary is totally geodesic. We prove inductively that we can find gˆ such that Agˆ ∈ Γ+m
for m ≤ k. Suppose g satisfies Ag ∈ Γ+m−1 and the boundary is totally geodesic. Define
Atm−1 = A +
1−t
2
σ
1
m−1
m−1(A)g. Under the conformal change gˆ = e
−2ug, the tensor Aˆtm−1
satisfies Aˆtm−1 = Aˆ +
1−t
2
σ
1
m−1
m−1(g
−1Aˆ)g, where Aˆ = ∇2u + du ⊗ du − 1
2
|∇u|2g + A. Since
σm−1(A) is positive, we choose a large number Θ such that A−Θm−1 is positive definite. Let
f(x) = σ
1
m
m (A
−Θ
m−1) > 0. Consider the following path of equations for −Θ ≤ t ≤ 1 :{
σ
1
m
m (g−1Aˆtm−1) = f(x)e
2u inM
∂u
∂n
= 0 on ∂M,
(36)
where Aˆ ∈ Γtm = {λ : λ ∈ Γ+m−1, λ+ 1−t2 σ
1
m−1
m−1(λ)e ∈ Γ+m}. Note that if λ+ 1−t2 σ
1
m−1
m−1(λ)e ∈
Γ+m, then we must have λ ∈ Γ+m−1 along the path because σm−1(λ+ 1−t2 σ
1
m−1
m−1(λ)e) can not
be zero.
Let S = {t ∈ [−Θ, 1] : ∃ a solution u ∈ C2,α(M) to (36) with Aˆ ∈ Γtm}. At t = −Θ,
we have u ≡ 0 is a solution and A−Θm−1 ∈ Γ+m. Consider the linearized operator P t :
Lemma 12. The linearized operator P t : C2,α(M)∩{ ∂u
∂n
|∂M = 0} → Cα(M) is invertible.
Proof. Let F t = σm(g
−1Aˆtm−1) − fme2mu and us be a variation of u such that u′ = φ at
s = 0. Then
P t = (F t)′|s=0 = Tm−1(g−1Aˆtm−1)ij(g−1Aˆtm−1)′ij − 2mfme2muφ
= [Tm−1(g−1Aˆtm−1)
ij +
1− t
2
σ
−m−2
m−1
m−1 (g
−1Aˆ)trgTm−1(g−1Aˆtm−1)Tm−2(g
−1Aˆ)ij ]φij
+ 1st derivatives inφ− 2mfme2muφ.
Since the terms in the parenthesis are positive, the linearized operator is invertible.
The above lemma and the implicit function theorem imply that S is open. To complete
the proof, it remains to establish a priori estimates for solutions to (36).
(1) C0 estimates.
Since ∂u
∂n
= 0, at the maximal point x0 of u, we have |∇u| = 0 and ∇2u(x0) is
negative semi-definite, no matter x0 being in the interior or at the boundary. Hence,
f(x0)e
2u(x0) = σ
1
m
m (g−1Aˆtm−1) ≤ σ
1
m
m (1−t2 σ
1
m−1
m−1(A)g + A) ≤ C, where in the inequality we
use t ≤ 1. Therefore, u is upper bounded.
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Now by [6] and Theorem 5 (a), we have |∇u| < C. Thus, supM u ≤ infM u + C.
Integrating the equation,∫
fme4mudVgˆ =
∫
e2muσm(g
−1Aˆtm−1)dVgˆ =
∫
σm(gˆ
−1Aˆtm−1)dVgˆ
=
∫ ∑m
i=0
(
n−i
m−i
)
(1−t
2
)m−iσi(gˆ−1Aˆ)σ
m−i
m−1
m−1(gˆ
−1Aˆ)dVgˆ ≥
∫
σm(gˆ
−1Aˆ)dVgˆ,
where we drop the terms for i = 0, · · · , m−1, which are nonnegative. Since the boundary
is totally geodesic, we have Bk = 0. Therefore,
0 < Ym ≤
∫
fme4mudVgˆ
(
∫
dVgˆ)
n−2m
n
≤ C(sup e4mu)(
∫
dVgˆ)
2m
n ≤ Ce4m supue−2m inf u.
Since supM u ≤ infM u+ C, we then have 0 < Ym ≤ Ce2m supu+C .
(2) C∞ estimates
By [6] and Theorem 5 (a), we get interior and boundary C2 estimates, respectively.
Higher order regularity follows the same way as in (3) in the proof of Proposition 1.
5 Proofs of Theorem 5 and Corollary 2
Proof of Theorem 5. Let W = ∇2u + du ⊗ du − 1
2
|∇u|2g + S(x). The condition Γ+1 ⊂ Γ
gives 0 < trg Aˆ = ∆u− (n−2)2 |∇u|2 + trgS(x). Thus, ∆u has a lower bound and
|∇u|2 < C(∆u+ 1). (37)
We first prove a lemma which will be used later to control the boundary behavior of u.
Lemma 13. Let W be defined as above. Under the same conditions as in Theorem 5, we
have
(a) Wnα = 0 on ∂M and hence Fαn = 0 on ∂M ;
(b) Wαβ,n − 2µWαβ ≤ −µˆe−u(Wαβ +Wnngαβ).
Proof. (a) By (13) and (T0),
Wαn = uαn + unuα + Sαn = −µα + µuα − µˆuαe−u + (−µ+ µˆe−u)uα + Sαn = 0.
To prove Fαn = 0, since F is a function of σi, we only need to show that
∂σi(W )
∂Wαn
=
(Ti−1)αn = 0 for all i. For i = 1, by definition (T1)αn = σ1(W )gαn −Wαn = 0. For general
i, notice the recursive relation (Ti)αn = σi(W )gαn − (Ti−1)αjWjn. Applying the induction
hypothesis gives (Ti)αn = −(Ti−1)αβWβn = 0.
(b) By (13) and (14),
Wαβ,n = uαβn + uαuβn + uαnuβ − ululngαβ + Sαβ
= (2µ− µˆe−u)(uαβ + uαuβ)− µα˜β˜ +Rnβαn(−µ+ µˆe−u)− µu2ngαβ
−(µ− µˆe−u)u2γgαβ − µˆe−uunngαβ + Sαβ,n.
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Therefore,
Wαβ,n = (2µ− µˆe−u)Wαβ − µˆe−uWnn − (2µ− µˆe−u)Sαβ − µα˜β˜ +Rnβαn(−µ+ µˆe−u)
+µˆe−uSnngαβ + Sαβ,n.
Now by (T1) and (T2), we arrive at
Wαβ,n ≤ (2µ− µˆe−u)Wαβ − µˆe−uWnn + µˆe−uSαβ − Rβnαnµˆe−u + µˆe−uSnngαβ
≤ (2µ− µˆe−u)Wαβ − µˆe−uWnn,
where the last inequality is by nonnegativity of µˆ.
We continue the proof of Theorem 5.
(1) We show that on the boundary unnn can be controlled from below by ∆u. More
specifically, we have unnn ≥ −L∆u+3µunn−C for some number L independent of points
on the boundary.
At a boundary point, differentiating the equation on both sides in the normal direction,
we get
(f(x, u))n = F
αβWαβ,n + F
nnWnn,n,
where we have used F αn = 0 by Lemma 13.
For case (a), by Lemma 13 again, Wαβ,n − 2µWαβ ≤ 0. Thus,
(f(x, u))n ≤ 2µF αβWαβ + F nnWnn,n
= 2µF + F nn(Wnn,n − 2µWnn) = 2µf(x, u) + F nn(Wnn,n − 2µWnn), (38)
where the first equality holds by Lemma 1 (a). By (13) and the boundary condition,
Wnn,n − 2µWnn = unnn + 2ununn − ululn + Snn,n − 2µ(unn + u2n −
1
2
|∇u|2 + Snn)
= unnn − 3µunn + uαµα + Snn,n − µ3 − 2µSnn.
Returning to (38), we use the conditions |∇xf | ≤ Λf and |fz| ≤ Λf to get
−Cf ≤ fxn + fzun − 2µf ≤ F nn(Wnn,n − 2µWnn) ≤ F nn(unnn − 3µunn + uαµα + C).
On the other hand, by condition (S3) we have F nn ≥ ǫ F
σ1
≥ ǫ f(x,u)
∆u+C
. Hence, there is a
positive number L such that
unnn ≥ −L∆u+ 3µunn − uαµα − C (39)
is true for every point on the boundary, where L and C depend on n, ǫ, µ, csup and Λ.
For case (b), by Lemma 13 (b) we get
(f(x, u))n ≤
∑
α,β
F αβ(2µWαβ − µˆe−u(Wαβ +Wnngαβ)) + F nnWnn,n
= (2µ− µˆe−u)f(x, u)− µˆe−u
∑
α
F ααWnn + F
nn(Wnn,n − (2µ− µˆe−u)Wnn),
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where the equality holds by Lemma 1 (a). Using the conditions |∇xf | ≤ Λf and |fz| ≤ Λf,
the above formula becomes
−Cf ≤ fxn +fzun− (2µ− µˆe−u)f ≤ −µˆe−u
∑
α
F ααWnn+F
nn(Wnn,n− (2µ− µˆe−u)Wnn),
where C depends on inf u. Since µˆ is positive, if Wnn ≥ 0, then −Cf ≤ F nn(Wnn,n −
(2µ − µˆe−u)Wnn). On the other hand, if Wnn < 0, by condition (A) we have −Cf ≤
F nn(Wnn,n−(2µ+ρ µˆe−u)Wnn), where we drop the term F nnµˆe−uWnn since it is negative.
Hence, in both cases we obtain
− Cf ≤ F nn(Wnn,n − 2µWnn + C|Wnn|). (40)
Now by (13) and (14) and combined with a basic fact that if Γ+2 ⊂ Γ, then |uij| ≤ C∆u,
we get
Wnn,n − 2µWnn + C|Wnn| ≤ unnn + (−3µ+ µˆe−u)unn + C∆u+ C.
Returning to (40), note that by condition (S3) we have F nn ≥ ǫ F
σ1
≥ ǫ f(x,u)
∆u+C
. Hence, there
is a positive number L such that
unnn ≥ −L∆u + (3µ− µˆe−u)unn − C (41)
is true for every point on the boundary, where L and C depends on n, ǫ, ρ, µ, µˆ, inf u, csup
and Λ.
(2) We will show that ∆u is bounded. The follow proof is for both cases (a) and (b),
while the number C is understood as a constant depending on n, r, ǫ, µ, csup and Λ for
case (a), and n, r, ǫ, ρ, µ, µˆ, inf u, csup and Λ for case (b), respectively.
Define µ on the half ball in Fermi coordinates by µ(x′, xn) = µ(x′), where x′ =
(x1, · · · , xn−1). Let H = η(∆u + |∇u|2 + nµ un)ea xn = ηKeaxn where a is some num-
ber chosen later. Denote r2 :≡∑i x2i . Let η(r) be a cutoff function such that 0 ≤ η ≤ 1,
η = 1 in B
+
r
2
and η = 0 outside B
+
r , and also |∇η| < C η
1
2
r
and |∇2η| < C
r2
. By (37), ∆u is
lower bounded. Without loss of generality, we may assume r = 1 and
K = ∆u+ |∇u|2 + nµ un ≫ 1.
At a boundary point, since η = η(r), we have ηn = 0. Differentiating H in the normal
direction produces
Hn = η(Kn + aK)e
axn = η(unnn + uααn + (2un + nµ)unn + 2uαuαn + aK)e
axn .
Using (13) and (14) gives
Hn ≥ η(unnn − ∆˜µ+ (2µ− µˆe−u)uαα + (−µ+ 2µˆe−u)unn + (2µ− µˆe−u)uαuα
−(n− 1)µαuα − µ(n− 1)(−µ+ µˆe−u)2 −Rnn(−µ+ µˆe−u) + aK − C)eaxn
≥ η(unnn − (n− 1)µαuα + (2µ− µe−u)K + (−3µ+ µe−u)unn + aK − C)eaxn .
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By (37) and the inequalities (39) and (41) for cases (a) and (b), respectively, we obtain
Hn ≥ η(−L∆u + (2µ− µˆe−u)K − (n− 1)µαuα − C + aK)eaxn > 0
for a > L− 2µ+ µˆ sup e−u + 1. Thus, H increases toward the interior and the maximum
of H must happen at some point x0 in the interior.
Now we know the maximal point x0 is in the interior. Thus, at x0 we have
Hi = ηi(Ke
axn) + ηeaxn(Ki + aKδin) = 0, (42)
and
Hij = ηij(Ke
axn) + ηi(Ke
axn)j + ηj(Ke
axn)i + η(Ke
axn)ij,
is negative semi-definite. Using (42), the above formula becomes
Hij = (ηij − 2η−1ηiηj)Keaxn + ηeaxn(Kij + aKiδjn + aKjδin + a2Kδinδjn).
Using the positivity of F ij, and (42) to replace Ki and Kj , we get
0 ≥ F ijHije−axn = F ij((ηij − 2η−1ηiηj)K + η(Kij − aηi
η
Kδjn − aηj
η
Kδin − a2Kδinδjn)).
Therefore,
0 ≥ ηF ijKij − C
∑
i
F iiK, (43)
where we use conditions on η.
By direct computations, we have
F ijKij = F
ij(ullij + 2uliulj + 2ululij + nµijun + nµiunj + nµjuni + nµunij).
Changing the order of the covariant differentiations and using (37) give
F ijKij ≥ F ijuijll + F ij(2uliulj + 2uluijl + nµuijn)− C
∑
i
F ii(1 + |∇2u|)
= I + II − C
∑
i
F ii(1 + |∇2u|).
For I, notice that
Wij,ll = uijll + 2uilujl + uiujll + ujuill − (ukukll + u2kl)gij + Sij,ll.
Then
I = F ij(Wij,ll − 2uliulj − 2uilluj + (u2lk + ukukll)gij − Sij,ll),
where F ij(uiujll) = F
ij(ujuill) because F
ij is symmetric. Changing the order of differen-
tiations again yields
I ≥ F ijWij,ll + F ij(−2uliulj − 2ulliuj + (u2lk + ukullk)gij)− C
∑
i
F ii(1 + |∇2u|).
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Now replace ulli and ullk by (42) to get
I ≥ F ijWij,ll + F ij(−2uliulj − 2uj(−2ululi − nµuni − nµiun − ηi
η
K − aKδin)
+(|∇2u|2 + uk(−2ululk − nµunk − nµkun − ηk
η
K − aKδkn))gij)
−C
∑
i
F ii(1 + |∇2u|).
By (37) and the conditions on η, we have
I ≥ F ijWij,ll + F ij(−2uliulj + 4ujululi + (|∇2u|2 − 2ukululk)gij)
−C
∑
i
F iiη−
1
2 (1 + |∇2u| 32 ).
For II, we use the formula
Wij,l = uijl + uiujl + ujuil − ukuklgij + Sij,l
to obtain
II = F ij(2uliulj + 2ul(Wij,l − 2uiujl + ukuklgij − Sij,l)
+nµ(Wij,n − 2uiujn + ukukngij − Sij,n))
≥ F ij(2uliulj + 2ulWij,l − 4uiujluj + 2ukuklulgij + nµWij,n)
−C
∑
i
F ii(1 + |∇2u| 32 ).
Combining I and II together, we find that
F ijKij ≥ F ijWij,ll + F ij(−2uliulj + 4ujululi + (|∇2u|2 − 2ukululk)gij)
+F ij(2uliulj + 2ulWij,l − 4uiujluj + 2ukuklulgij + nµWij,n)
−C
∑
i
F iiη−
1
2 (1 + |∇2u| 32 ).
Here is the key step of the proof. Three terms from I cancel out three terms from II.
Thus, after the cancellations we arrive at
F ijKij ≥ F ijWij,ll + F ij|∇2u|2gij + F ij(2ulWij,l + nµWij,n)
−C
∑
i
F iiη−
1
2 (1 + |∇2u| 32 ).
Now returning to (43), applying η on both sides produces
0 ≥ η2F ijWij,ll + η2F ij|∇2u|2gij + η2F ij(2ulWij,l + nµWij,n)
−C
∑
i
F ii(1 + η
3
2 |∇2u| 32 ).
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By the concavity of F, we have F ijWij,ll ≥ (f(x, u))ll. Hence,
0 ≥ η2
∑
i
F ii|∇2u|2 + η2(f(x, u))ll + 2η2ul(f(x, u))l + nµη2(f(x, u))n
−C
∑
i
F ii(1 + η
3
2 |∇2u| 32 )
≥
∑
i
F ii(η2|∇2u|2 − C − Cη|∇2u| − Cη 32 |∇2u| 32 ).
This gives (η|∇2u|)(x0) ≤ C. Hence, for x ∈ B+r
2
, we have that H = (∆u + |∇u|2 +
nµ un)e
axn is bounded. Thus, ∆u is bounded. By (37), |∇u| is also bounded.
(3) To get the Hessian bounds, for case (b) it follows immediately by the fact that if
Γ+2 ⊂ Γ, then |uij| ≤ C∆u. As for case (a), note that from (2) above, we have η∆u < C
and η|∇u|2 < C. Consider the maximum of η(∇2u + du ⊗ du + µung)eaxn over the set
(x, ξ) ∈ (B+1 , Sn). We will show that at the maximum, x can not belong to the boundary.
If ξ is in the tangential direction, without loss of generality, we can assume ξ is in e1
direction. By formulas (13) and (14), we obtain
(η(u11 + u
2
1 + µun)e
axn)n
= ηeaxn((2µ+ a)(u11 + u
2
1 + µun) + µ
3 − µ1˜1˜ − µαuα − Rn11nµ)
≥ ηeaxn((2µ+ a)(u11 + u21 + µun)− µαuα − C) > 0
for a > −2µ + 1. If ξ is in the normal direction, we first have that ∆u ≤ n(unn + µ2) ≤
nunn + C. By (39) and (37), we obtain
(η(unn + u
2
n + µun)e
axn)n = η(unnn − µunn + aunn)eaxn
≥ ηeaxn(−L∆u + 2µunn + aunn − C0∆u− C)
≥ ηeaxn(−n(L+ C0)unn + 2µunn + aunn − C) > 0
for a > n(L + C0) − 2µ + 1. Thus, we conclude that at the maximum, x must be in the
interior. We then perform similar computations as before using the inequality η|∇u|2 < C
to get the Hessian bounds. We omit the details here.
Proof of Corollary 2. It has been proved in Section 1 that Ag satisfies (T0)-(T2). We
only need to verify the dependence of Λ and Csup in Theorem 5.
Let f˜(x, z) = f(x)e−2z and Λ = ‖f‖C1
inf f
+ 2. Then
|∇xf˜ | ≤ |∇f |e−2z ≤ Λ(fe−2z) = Λf˜ and |f˜z| = 2fe−2z ≤ Λf˜ .
For csup, it is easy to see that csup ≤ C‖f‖C2 sup e−2u = C(‖f‖C2, inf u).
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6 Proof of Theorem 6
In this section, we prove Theorem 6.
Proof. (a) Let Aˆ = ∇2u+ du⊗ du− 1
2
|∇u|2g+Ag and W = Aˆ+ S. Recall that T1(W ) =
(trgW )g −W is the first Newton tensor and F ij = 12F (T1)ij, where F = σ
1
2
2 . Since F
ij is
positive, we have
T1(W )nn = uαα − n− 3
2
|∇u|2 − u2n + T1(A)nn + trS − Snn > 0.
Thus,
|∇u|2 < C(1 + uαα). (44)
We will show that uαα and hence |∇u|2 are bounded. Define µ on the half ball in Fermi
coordinates by µ(x′, xn) = µ(x′), where x′ = (x1, · · · , xn−1). Let G = η(uαα+uαuα+(n−
1)µun)e
axn = ηEeaxn , where a is some number chosen later. Denote r2 :≡∑i x2i . Let η(r)
be a cutoff function as in the proof of Theorem 5 (2). Without loss of generality, we may
assume r = 1 and
E = uαα + uαuα + (n− 1)µun ≫ 1.
Therefore, by (44) we get uαα ≫ 1. Hence, we also have uαuα < E on the boundary.
At a boundary point, since η = η(r), we have ηn = 0. Differentiating G in the normal
direction produces
Gn = η(En + aE)e
axn = η(uααn + 2uαuαn + (n− 1)µunn + aE)eaxn .
Using (13) and (14) gives
Gn = η(2µuαα + 2µuαuα − (n− 1)µ3 − ∆˜µ− (n− 1)µαuα + µRnn + aE)eaxn
≥ η(2µE − (n− 1)µαuα + aE − C)eaxn .
By (44), we obtain
Gn ≥ η((2µ+ a)E − (n− 1)µαuα − C)eaxn > 0
for a > −2µ + 1. Hence, the maximum of G must happen in the interior.
Now we know the maximal point x0 is in the interior. Thus, at x0 we have
Gi = ηi(Ee
axn) + ηeaxn(Ei + aEδin) = 0, (45)
and
Gij = ηij(Ee
axn) + ηi(Ee
axn)j + ηj(Ee
axn)i + η(Ee
axn)ij
is negative semi-definite. Using (45), the above formula becomes
Gij = (ηij − 2η−1ηiηj)Eeaxn + ηeaxn(Eij + aEiδjn + aEjδin + a2Eδinδjn).
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Moreover, direct computations show
Eij = uααij + 2uαiuαj + 2uαuαij + (n− 1)µijun + (n− 1)µiunj
+(n− 1)µjuni + (n− 1)µunij.
Using the positivity of F ij , and (45) to replace Ei and Ej , we get
0 ≥ F ijGije−axn = F ij((ηij − 2η−1ηiηj)E + η(Eij − aη−1ηiEδjn − aη−1ηjEδin
− a2Eδinδjn)) ≥ ηF ijEij − C
∑
i
F iiE, (46)
where we use conditions on η in the inequality.
To compute F ijEij , using the formulas for exchanging the order of differentiations the
first term in Eij becomes
F ijuααij = F
ij(uijαα − Rmαiαumj − Rmijαumα −Rmαjαumi +Rmiαjumα
−Rmαiα,jum +Rmiαj,αum)
≥ F ijuijαα − C
∑
i
|F niunn| − C
∑
i
F ii(1 + |∇u|+
∑
α,β
|uαβ|+
∑
α
|unα|).
Therefore,
F ijEij ≥ F ij(uijαα + 2uαiuαj + 2uαuijα + (n− 1)µuijn)
−C
∑
i
|F inunn| − C
∑
i
F ii(1 +
∑
α,β
|uαβ|+
∑
α
|unα|),
where we use (44). Denote I = F ijuijαα and II = F
ij(2uαiuαj + 2uαuijα + (n− 1)µuijn).
For I, notice that
Wij,αα = uijαα + 2uiαujα + uiujαα + ujuiαα − (ukukαα + u2kα)gij + Aij,αα + Sij,αα.
Then
I ≥ F ij(Wij,αα − 2uαiuαj − 2uiααuj + (u2kα + ukukαα)gij)− C
∑
i
F ii.
Exchanging the order of differentiations, the above formula becomes
I ≥ F ij(Wij,αα − 2uαiuαj − 2uααiuj + (u2kα + ukuααk)gij)− C
∑
i
F ii(1 + |∇u|2),
where we use (44). Now using (45) to replace uααi and uααk yields
I ≥ F ijWij,αα + F ij(−2uαiuαj − 2uj(−2uαuαi − (n− 1)µiun − (n− 1)µuni
−η−1ηiE − aEδin) + (uk(−2uαuαk − (n− 1)µkun − (n− 1)µunk − η−1ηkE
−aEδkn) + u2kα)gij)− C
∑
i
F ii(1 + |∇u|2).
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Noting that E < C(
∑
α uαα + 1). By (44) and the conditions on η, we arrive at
I ≥ F ijWij,αα + F ij(−2uαiuαj + 4ujuαuαi + 2(n− 1)µujuni + (−2ukuαuαk
−(n− 1)µukunk + u2kα)gij)− C
∑
i
F ii(1 + |∇u|2 + η− 12 (
∑
α
uαα)
3
2 ).
For II, we use the formula
Wij,l = uijl + uiujl + ujuil − ukuklgij + Aij,l + Sij,l
to obtain
II = F ij(2uαiuαj + 2uα(Wij,α − 2uiujα + ukukαgij − Aij,α − Sij,α)
+(n− 1)µ(Wij,n − 2ujuni + ukukngij −Aij,n − Sij,n))
≥ F ij(2uαiuαj + 2uαWij,α − 4uiujαuα + 2ukukαuαgij + (n− 1)µWij,n
−2(n− 1)µuniuj + (n− 1)µukukngij)− C
∑
i
F ii(1 + |∇u|).
Combining I and II together, we find that
I + II ≥ F ijWij,αα + F ij(−2uαiuαj + 4ujuαuαi + 2(n− 1)µuiunj + (−2ukuαuαk
−(n− 1)µukunk + u2kα)gij) + F ij(2uαiuαj + 2uαWij,α − 4uiujαuα
+2ukukαuαgij + (n− 1)µWij,n − 2(n− 1)µujnui + (n− 1)µukukngij)
−C
∑
i
F ii(1 + |∇u|2 + η− 12 (
∑
α
uαα)
3
2 ).
Five terms from I cancel out five terms from II. Thus, after the cancellations
I + II ≥ F ijWij,αα + F ij(u2kαgij + 2uαWij,α + (n− 1)µWij,n)
− C
∑
i
F ii(1 + |∇u|2 + η− 12 (
∑
α
uαα)
3
2 ). (47)
Now returning to (46), applying η on both sides produces
0 ≥ η2(I + II)− Cη2
∑
i
|F inunn| − Cη2
∑
i
F ii(1 +
∑
α,β
|uαβ|+
∑
α
|unα|)− Cη
∑
i
F iiE.
By (47), the above formula becomes
0 ≥ η2F ijWij,αα + η2F iju2kαgij + η2F ij(2uαWij,α + (n− 1)µWij,n)
−Cη2
∑
i
|F inunn| − C
∑
i
F ii(1 + η
∑
α,β
|uαβ|+ η
∑
α
|unα|+ η 32 (
∑
α
uαα)
3
2 ),
32
where we have used the fact that E ≤ C(∑α uαα + 1) and (44). By the concavity of F ,
we have F ijWij,αα ≥ (f(x, u))αα. Hence,
0 ≥ η2F iju2kαgij + η2(f(x, u))αα + 2η2uα(f(x, u))α + (n− 1)µη2(f(x, u))n
−Cη2
∑
i
|F inunn| − C
∑
i
F ii(1 + η
∑
α,β
|uαβ|+ η
∑
α
|unα|+ η 32 (
∑
α
uαα)
3
2 ).
Therefore,
0 ≥ η2
∑
i
F iiu2kα − C
∑
i
F ii(1 + η
∑
α,β
|uαβ|+ η
∑
α
|unα|+ η 32 (
∑
α
uαα)
3
2 )
− Cη2
∑
i
|F inunn|, (48)
where we use Lemma 1 (b).
The term |F inunn| can be estimated as follows. Note that
|F inunn| ≤ |F inWnn|+ C
∑
i
F ii(1 + |∇u|2).
Since W ∈ Γ+2 , a basic algebraic fact says that −n−2n σ1 ≤ λi ≤ σ1, where λi’s are the
eigenvalues of W. Therefore, |Wnn| ≤ C
∑
iWii. Recall F
ij = 1
2F
Tij . Hence, we have
|F inWnn| ≤ C|F in
∑
j
Wjj| ≤ C|T1(W )ni|
∑
j
F jj.
Consequently,
|F αnunn| ≤ C|T1(W )nα|
∑
j
F jj +C
∑
i
F ii(1 + |∇u|2) ≤ C
∑
F ii(1+ |∇u|2+
∑
β
|unβ|),
and
|F nnunn| ≤ C|T1(W )nn|
∑
j
F jj + C
∑
i
F ii(1 + |∇u|2) ≤ C
∑
F ii(1 +
∑
β
|uαβ|).
Returning to (48), we obtain
0 ≥
∑
i
F ii(η2
∑
α,β
u2αβ − C(1 + η
∑
α,β
|uαβ|+ η 32 (
∑
α
uαα)
3
2 ))
This gives (η|uαβ|)(x0) ≤ C. Thus, for x ∈ B+r
2
, we have that G = (uαα + uαuα + (n −
1)µ un)e
axn is bounded. As a result,
∑
α uαα − u2n is upper bounded. On the other
hand, since T1(W )nn is positive,
∑
α uαα − u2n > n−32 |∇u|2 − C. Hence, |∇u| is bounded.
Consequently,
∑
α uαα is also bounded.
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(b) Let Aˆt = Aˆ+ 1−t
2
(trgAˆ)g = ∇2u+ du⊗ du− 12 |∇u|2g+ 1−t2 (∆u− n−22 |∇u|2)g+At,
where −Θ ≤ t ≤ 1. Let W = Aˆt + S. The condition W ∈ Γ+1 gives
0 < trgW = (3− 2t)trgAˆ+ trgS = (3− 2t)(∆u− n− 2
2
|∇u|2 + Ag) + trS.
Therefore, we have
|∇u|2 < C(∆u+ 1). (49)
In the following proof, we adopt the notation F ij = ∂F (W )
∂Wij
, where F = σ
1
2
2 .
(1) We show that on the boundary unnn can be controlled from below by ∆u. More
specifically, we have unnn ≥ −L∆u−C for some number L independent of points on the
boundary.
At a boundary point, note that T1(W )αn = −Wαn = −Aˆαn−Sαn = 0 by (13), Lemma 6
(a) and the assumption on S. Therefore, F αn = T1(W )αn
2F
= 0. Differentiating the equation
on both sides in the normal direction at a boundary point, we get
(f(x, u))n = F
αβWαβ,n + F
nnWnn,n
= F αβ(Wαβ,n − 2µWαβ) + 2µf(x, u) + F nn(Wnn,n − 2µWnn)
= F αβ(Aˆαβ,n − 2µAˆαβ + Sαβ,n − 2µSαβ) + 1− t
2
∑
i
F ii(gjkAˆjk,n − 2µgjkAˆik)
+F nn(Aˆnn,n − 2µAˆnn + Snn,n − 2µSnn) + 2µf(x, u),
where in the second equality we use Lemma 1 (a). Using Lemma 8 and the assumption
on S, we have gαβ(Aˆαβ,n − 2µAˆαβ) = 0 and gαβ(Sαβ,n − 2µSαβ) ≤ 0. Therefore,
−C ≤ (f(x, u))n − 2µf(x, u) = −Wαβ
2F
(Aˆαβ,n − 2µAˆαβ + Sαβ,n − 2µSαβ)
+
1− t
2
∑
i
F ii(Aˆnn,n − 2µAˆnn) + F nn(Aˆnn,n − 2µAˆnn + Snn,n − 2µSnn).
By (13) and (14), we can compute directly that Aˆαβ,n−2µAˆαβ = −2µAαβ+µα˜β˜−µRnβαn+
Aαβ,n. Hence, Aˆαβ,n − 2µAˆαβ + Sαβ,n − 2µSαβ is bounded. Thus,
− C ≤
∑
α,β
C
F
|Wαβ|+ F nn(Aˆnn,n − 2µAˆnn + C) + 1− t
2
∑
i
F ii(Aˆnn,n − 2µAˆnn). (50)
On the other hand,
0 < f(x, u)2 = T1(W )
αβWαβ + T1(W )
nnWnn = −
∑
α,β
(Wαβ)
2 + T1(W )nn(trgW +Wnn).
Using the above formula, (50) becomes
−C ≤ F nn(trgW +Wnn + Aˆnn,n − 2µAˆnn + C) + 1− t
2
∑
i
F ii(Aˆnn,n − 2µAˆnn).
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Hence,
−C ≤ F nn(Aˆnn,n+(1− 2µ)Aˆnn+ 7− 5t
2
trgAˆ+C)+
1− t
2
∑
i
F ii(Aˆnn,n− 2µAˆnn). (51)
SinceW ∈ Γ+2 , we have |Wij| < CtrgW. This gives |Aˆij | < CtrgAˆ+C, and |uij| < C∆u+C
by (49). We also get that at a boundary point,
Aˆnn,n = unnn − µunn + µαuα − µuαuα + Ann,n
by (13). Hence, returning to (51) we obtain
−C ≤ (F nn+ 1− t
2
∑
i
F ii)(Aˆnn,n+CtrgAˆ+C) ≤ (F nn+ 1− t
2
∑
i
F ii)(unnn+C∆u+C).
Finally, since F = σ
1
2
2 satisfies (S3), we have that F
ij ≥ C F
trgW
gij = C F
(3−2t)trgAˆ+trgSg
ij ≥
C
∆u+C
gij. Thus, there is a positive number L such that
unnn ≥ −L∆u− C (52)
for every point on the boundary, where L and C depend on n, ‖µ‖C2, csup and cinf .
(2) We will show that ∆u is bounded. Let H = η(∆u + |∇u|2)eaxn = ηKeaxn , where
a is some number chosen later. Let η(r) be a cutoff function as in (a). Without lost of
generality, we may assume r = 1 and K = ∆u + |∇u|2 ≫ 1. As a consequence, by (49)
we get ∆u≫ 1.
At a boundary point, differentiating H in the normal direction produces
Hn = η(Kn + aK)e
axn = η(unnn + uααn + 2ununn + 2uαuαn + aK)e
axn .
Using (13) and (14) gives
Hn = η(unnn + 2µuαα − (n+ 1)µunn − (n− 1)µ3 + 2µuαuα − ∆˜µ+ (n− 3)uαµα
+µRnn + aK)e
axn
≥ η(unnn + 2µK + aK − (n+ 3)µunn + (n− 3)uαµα − C)eaxn .
Note that |uij| < C(∆u+ 1). Then by (49) and (52), we obtain
Hn ≥ η(−(L+ C0)∆u+ (2µ+ a)K − C)eaxn > 0
for a > L− 2µ+ C0 + 1. Thus, the maximum of H must happen in the interior.
The rest of proof is similar to that of Theorem 5; to be precise, formula (42) and
below. Since the proof is almost the same, we just sketch here.
At the maximal point x0, we have
Hi = ηi(Ke
axn) + ηeaxn(Ki + aKδin) = 0, (53)
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and
Hij = (ηij − 2η−1ηiηj)Keaxn + ηeaxn(Kij + aKiδjn + aKjδin + a2Kδinδjn)
is negative semi-definite.
Using the positivity of F ij, and (53) to replace Ki and Kj , we get
0 ≥ F ijHije−axn ≥ ηF ijKij − C
∑
i
F iiK. (54)
By direct computations, we have
F ijKij = F
ij(ullij+2uliulj+2ululij) ≥ F ijuijll+F ij(2uliulj+2uluijl)−C
∑
i
F ii(1+|∇2u|).
Denote I = F ijuijll and II = F
ij(2uliulj + 2uluijl). For I, using the formula of Wij,ll,
I ≥ F ijWij,ll + F ij(−2uliulj − 2ulliuj + (u2lk + ukullk)gij)− C
∑
i
F ii(1 + |∇2u|).
Now replacing ulli and ullk by (53) produces
I ≥ F ijWij,ll + F ij(−2uliulj − 2uj(−2ululi − ηi
η
K − aKδin)
+(|∇2u|2 + uk(−2ululk − ηk
η
K − aKδkn))gij)− C
∑
i
F ii(1 + |∇2u|).
By (49) and the conditions on η, we have
I ≥ F ijWij,ll+F ij(−2uliulj+4ujululi+(|∇2u|2−2ukululk)gij)−C
∑
i
F iiη−
1
2 (1+ |∇2u| 32 ).
For II, we use the formula of Wij,l to obtain
II ≥ F ij(2uliulj + 2ulWij,l − 4uiujlul + 2ukuklulgij)− C
∑
i
F ii(1 + |∇2u| 12 ).
Combining I and II together and after canceling out six terms,
F ijKij ≥ F ijWij,ll + F ij |∇2u|2gij + 2F ijulWij,l − C
∑
i
F iiη−
1
2 (1 + |∇2u| 32 ).
Now returning to (54), applying η on both sides and by the concavity of F,
0 ≥ η2
∑
i
F ii|∇2u|2 + η2(f(x, u))ll + 2η2ul(f(x, u))l − C
∑
i
F ii(1 + η
3
2 |∇2u| 32 )
≥
∑
i
F ii(η2|∇2u|2 − C − Cη|∇2u| − Cη 32 |∇2u| 32 ).
This gives (η|∇2u|)(x0) ≤ C. Hence, for x ∈ B+r
2
we have ∆u and |∇u| are bounded.
(3) For the Hessian bounds, it follows that if Γ+2 ⊂ Γ, then |uij| ≤ C∆u.
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