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iRésumé
Les risques naturels en montagne font l’objet de mesures de prévention, souvent
liées à des démarches de prévision. Dans certaines situations, la prévision de la sur-
venue d’évènements liés à ces risques, voire la simple connaissance des processus
physiques qui leur est associé, constitue un enjeu scientifique important compte-
tenu de la grande complexité et de la forte hétérogénéité de ce milieu.
La connaissance des mécanismes de formation des crues rapides sur les petits bas-
sins versants englacés, ainsi que la perspective de leur prévision, est un exemple de
ces risques difficilement maitrisables. La diversité des facteurs influençant les dé-
bits des rivières, leur complexité individuelle ainsi que celle de la manière dont ils
interagissent, la forte variabilité spatio-temporelle des conditions météorologiques
de la montagne ainsi que les modifications ayant lieu sur le long terme en raison
du changement climatique font que ce phénomène nécessite une étude approfondie
mobilisant des compétences pluri-disciplinaires, allant de la mesure de terrain au
développement de modèles numériques prenant en compte les divers phénomènes
liés à ce risque.
Cette thèse s’inscrit dans le cadre d’un projet mis en oeuvre en partenariat avec les
collectivités locales oevrant dans la vallée de Chamonix, voué à apporter un appui
scientifique à la maitrise de ce risque. Au sein de ce projet, cette thèse porte sur le
développement et le déploiement d’un modèle hydrologique prenant en compte la
neige et les glaciers. Ce modèle se veut avoir deux objectifs : 1) servir d’outil de re-
cherche permettant par exemple d’exploiter les mesures de terrain réalisées, en les
confrontant aux résultats produits par ce modèle, et plus généralement de servir
d’outil d’étude et de compréhension du fonctionnement de ce bassin, et 2) servir
d’outil d’aide à la prévision des crues, en étant en mesure de fournir une prévision
des débits de l’Arve à Chamonix à partir des données de prévision météorologique.
L’exploitation des possibilités toujours grandissantes de la modélisation à bases phy-
siques fait également partie des objectifs de cette thèse. En particulier, l’utilisation
d’un modèle de neige à bilan d’énergie permettant notamment une représentation
détaillée de l’interaction neige-glace a été mise en oeuvre, associée à l’exploitation
des nombreuses mesures de terrain pour une évaluation en profondeur des résultats
du modèle. Enfin, un déploiement expérimental de ce modèle en prévision a eu lieu
à la fin de cette thèse.
ii
Abstract
Natural hazards in mountain are subject to prevention measures, which often
partly rely on a forecasting component. In some situations, forecasting these hazards
and understanding their underlying physical processes is a major scientifical issue,
considering the great complexity and the strong heterogeneity of these backgrounds.
Knowing underlying mechanisms of flash-floods on little catchments with glacier
cover, and the perspective to forecast be able to forecast it, is an example of these
risks difficult to master. The diversity of contributions to river discharge, their indi-
vidual complexity and the one of the way they interact, the strong spatio-temporal
variability of meteorological conditions of mountain and long-terms modifications
occuring due to climate change make that this phenomenon needs to be deeply stu-
died within a plury-disciplinary work, going from terrain measurement to develop-
ment of computationnal models taking into account the diversity of physical pheno-
menons relating to this risk.
This thesis belongs to a research project conducted in collaboration with local autho-
rities operating in the Chamonix Valley. The goal is to provide a scientific support
to help managing this hazard. The role of this thesis in this research project is to de-
velop, test and deploy an hydrologic model taking snow and ice into account. This
model is intended to be used as a research tool among other research tools of this
projects (terrain measurements for example) and also to be able to help forecasting
floods, when being driven by forecast meteorological data.
This thesis benefitted from the continuous development of new possibilities from
physically-based simulation. We have used an energy-balance multi layer snowpack
model that permits a detailled representation of glacier accumulation and melt, and
snow-ice interaction. It was possible to perform a multi-criteria evaluation of the
model, thanks to the numerous in-situ field measurements in the Arve valley, espe-
cially glaciers mass balance measurements. Finally, this model has been deployed
and tested as a pre-operationnal forecast tool.
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Qu’ils soient liés ou non à la montagne, l’utilisation de la modélisation pour la
gestion des risques naturels est très courante, tout en pouvant prendre des formes
très diverses, allant de l’étude théorique d’un système afin d’évaluer sa dangerosité
potentielle à la simulation voire la prévision en temps-réel pour l’évaluation opé-
rationnelle du danger et de ses impacts socio-économiques potentiels. Dans tous
les cas, il est nécessaire que l’aspect scientifique et l’aspect pratique de l’étude se re-
joignent, et notamment que l’aspect scientifique permette une meilleure exploitation
pratique du modèle dans le contexte opérationnel.
Le cas de l’Arve à Chamonix et du risque de crue associé est un exemple de situation
où il y a lieu de faire appel à la modélisation numérique pour améliorer la maitrise
d’un risque naturel, tant pour une meilleure compréhension des mécanismes asso-
ciés à ce risque que pour fournir un appui à la prévision opérationnelle effectuée
en temps-réel. Le caractère irrégulier et hétérogène du bassin versant associé, qui se
caractérise par la présence simultanée de zones urbanisées, de surfaces englacées et
de forêts, rend complexe l’identification des différentes contributions aux débits des
rivières, ainsi que la manière dont ces contributions interagissent. À cela s’ajoute la
difficulté d’obtenir des données de terrain, en raison notamment de la forte activité
hydro-électrique se trouvant sur ce bassin versant. Enfin, la perspective d’utilisation
opérationnelle du modèle développé entraine la nécessité d’une connaissance pré-
cise de ses points forts et faibles, qui pourra être communiquée aux prévisionnistes
afin qu’ils en fassent le meilleur usage. Cela fait notamment appel à l’essai de ce mo-
dèle pour la réalisation de prévisions hydrologiques en temps différé.
Ce mémoire présente la façon dont ce travail de thèse a essayé de répondre à ce
problème, par le développement d’un modèle hydologique nivo-glaciaire basé sur la
connaissance de la configuration du bassin versant de l’Arve à Chamonix. Nous pré-
sentons dans le premier chapitre quelques généralités de l’hydrologie de montagne,
notamment celles qui sont liées à la présence de neige et éventuellement de glaciers.
Le deuxième chapitre donne une description du bassin versant de l’Arve : sa confi-
guration physique (topographie, forêtes, glaciers...) ainsi que les mesures de terrain
qui y sont réalisées et sur lesquelles nous avons pu nous appuyer. Le troisième cha-
pitre donne une vision générale de la modélisation hydrologique, des problèmes qui
se posent ainsi que des principales références bibliographiques associées. La fin de
ce même chapitre se concentre sur la prise en compte du couvert nival et glaciaire
dans les modèles hydrologiques, puis sur l’utilisation des modèles hydrologiques
de montagne pour la prévision des crues. Le quatrième chapitre donne une descrip-
tion détaillée de la construction, de la configuration et du lancement de la chaine de
simulation développée lors de ce travail de thèse. La présentation et la discussion
des résultats est réalisée au cinquième chapitre pour les résultats de ré-analyse, au
sixième chapitre pour les prévisions en temps différé. Une conclusion générale est
donnée au septième chapitre.
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1Chapitre 1
Contexte général
1.1 L’hydrologie de montagne
Les montagnes jouent un rôle majeur dans la dynamique des rivières qu’elles
alimentent. Leurs spécificités altitudinales, géomorphologiques et climatologiques
ont une influence notable sur le régime hydrologique des rivières qui coulent dans
les vallées. La dynamique de ces rivières est directement influencée par les condi-
tions météorologiques passées et présentes de leurs bassins versants, qui doivent
donc être bien connues. Le couvert nival et éventuellement glaciaire qu’on rencontre
en montagne joue un rôle majeur dans l’hydrologie. La structure du sol superficiel
et profond est déterminante pour la manière dont l’eau va cheminer depuis la sur-
face du sol jusqu’à la rivière (VIVIROLI et WEINGARTNER, 2004 ; BARNETT, ADAM et
LETTENMAIER, 2005 ; BALES et al., 2006 ; WEBER et al., 2010 ; VIVIROLI et al., 2011 ;
HANZER et al., 2016).
1.1.1 Parcours de l’eau : ruissellement, stockage souterrain et exfiltration
En montagne comme ailleurs, l’eau liquide (issue des précipitations liquides ou
de la fonte des précipitations solides) peut prendre divers types de chemins lors-
qu’elle atteint le sol. La direction prise par l’eau qui arrive au sol dépend de la na-
ture du sol sur lequel elle arrive, ainsi que de l’état (notamment hydrique) dudit sol
(ZEHE et BLÖSCHL, 2004). Son cheminement à l’intérieur du sol dépendra de la topo-
graphie ainsi que de la structure interne du sol. La complexité du sol de montagne,
pouvant montrer une grande irrégularité topographique et géologique, rend les pro-
cessus hydrologiques également complexes et par conséquent difficiles à identifier, à
toutes les échelles (WOODS, 2004 ; BALES et al., 2006 ; VIVONI et al., 2007 ; MCGUIRE
et MCDONNELL, 2010).
L’eau arrivant sur un sol rocheux imperméable se mettra à ruisseler, entrainant la
formation de torrents. L’eau arrivant sur un sol pédologique peut également ruis-
seler, ou alors s’infiltrer (LI et al., 2011). Lorsque l’eau s’infiltre, elle contribue alors
à l’humidité de la colonne superficielle du sol. Au sein même de cette colonne su-
perficielle, l’eau peut descendre verticalement. La diminution de la porosité, et par
conséquent de la conductivité hydraulique du sol au fur et à mesure qu’on se rap-
proche du lit rocheux entrainera une descente de l’eau de moins en moins rapide,
entrainant une saturation hydraulique appelée nappe perchée (TAHA, GRESILLON
et CLOTHIER, 1997 ; VIVONI et al., 2007). Cette nappe perchée descendra lentement
vers la base du sol pédologique. Quand elle atteint la base du sol, elle peut s’infiltrer
dans le lit rocheux si celui-ci dispose de fractures. Dans ce cas, des réserves pro-
fondes appelées nappes aquifères se forment (WOODS, 2004).
2 Chapitre 1. Contexte général
Lors de l’apparition d’une nappe perchée dans un sol en pente, cette nappe aura
aussi tendance à s’écouler dans le sens de la pente. Cet effet est appelé transfert
latéral. Le transfert latéral aura tendance à redistribuer spatialement le contenu hy-
drique du sol. Les zones situées en bas des pentes auront par conséquent tendance à
être facilement saturées (WEYMAN, 1970 ; KOSTER et al., 2000).
Deux raisons peuvent conduire l’eau arrivant sur le sol pédologique à n’être pas
infiltrée : le fait que la couche superficielle du sol soit déjà saturée et ne soit donc
plus en mesure d’infiltrer d’eau (ruissellement de Dunne, DUNNE et BLACK, (1970)),
ou alors l’impossibilité de cette même couche de sol d’infiltrer l’eau à la vitesse à
laquelle elle arrive sur le sol alors même que le sol superficiel n’est pas saturé (ruis-
sellement de Horton, HORTON, (1933)). Dans les deux cas, le phénomène de ruissel-
lement sera favorisé par l’intensité des précipitations ou de la fonte nivale, et entrai-
nera un transfert accéléré de l’eau vers la rivière.
Un autre facteur de ruissellement est l’exfiltration. Cela est principalement dû au
transfert latéral : l’écoulement d’une nappe perchée peut conduire à la saturation
d’une zone située en bas d’une pente, puis à l’exfiltration de l’eau continuant à ar-
river (VIVONI et al., 2007). Ce phénomène peut être favorisé par la présence d’un
affleurement rocheux freinant l’écoulement latéral de la nappe dans le sol.
Qu’elle provienne d’une exfiltration ou d’un refus d’infiltration lors de son arrivée
sur le sol, l’eau qui ruisselle peut être réinfiltrée. Cela se produit par exemple lors-
qu’elle rencontre un sol moins humide. Un exemple est montré sur la photographie
visible sur la figure 1.1, où l’on voit un ruisseau qui s’assèche progressivement.
La végétation a un effet majeur sur l’hydrologie. Tout d’abord, la présence de racines
aura une influence sur la conductivité hydraulique du sol et donc sur l’écoulement
vertical et latéral de l’eau qui y a été infiltrée (BEVEN et GERMANN, 1982 ; BUNDT et
al., 2001 ; BACHMAIR, WEILER et NÜTZMANN, 2009 ; REN et al., 2016). Ensuite, la vé-
gétation présente sur le sol aura une tendance à retenir l’eau issue des précipitations
liquides, qui arrivera donc plus lentement sur le sol à moins d’être ré-évaporée. En-
fin, le fonctionnement biologique de la végétation entraine le puisement d’eau dans
le sol, qui sera alors restituée à l’atmosphère par évapotranspiration (KÖPLIN et al.,
2013).
Enfin, la végétation peut être un marqueur de l’activité hydrologique du sol. En ef-
fet, les zones ayant plus facilement tendance à être humides seront plus propices au
développement de la végétation que les zones plus souvent sèches (SCHIMEL et al.,
2002). Un exemple particulièrement flagrant est montré sur la photographie visible
sur la figure 1.2, prise en période estivale. Nous y voyons des zones où la végétation
estivale présente une verdure particulièrement prononcée. Il y a lieu de supposer
que cela est lié à la propension de ces zones à être plus humides que les autres. La
présentation en 1.1.2 d’une photographie hivernale du même lieu permet d’appuyer
la pertinence de cette hypothèse.
1.1.2 Couvert nival et glaciaire
L’accumulation sur le sol des précipitations solides ayant lieu pendant la période
hivernale forme un couvert nival. La durée de vie de ce couvert nival est très va-
riable, et dépend principalement de son épaisseur, ainsi que de la période à laquelle
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FIGURE 1.1 – Ruisseau de montagne en période estivale, s’asséchant
progressivement.
les températures remontent. De manière générale, le couvert nival aura une durée
de vie plus élevée sur les plus hautes altitudes, les températures y étant plus froides
et les précipitations solides plus nombreuses. Il a également une durée de vie plus
élevée sur les versants orientés vers le nord, en raison de la réduction de l’exposition
au rayonnement solaire direct (TONG, DÉRY et JACKSON, 2009).
À partir de sa formation et jusqu’à sa fonte, le couvert nival subit diverses sortes de
transformations physiques internes et externes qui sont déterminées par les condi-
tions météorologiques auxquelles il est soumis. C’est pourquoi le couvert nival est
considéré comme ayant une mémoire météorologique importante (BALIN, LOVIS et
LANE, 2013 ; SOSPEDRA-ALFONSO, MELTON et MERRYFIELD, 2015). Lors de l’éléva-
tion des températures à la fin de l’hiver, la façon dont va fondre le couvert nival dé-
pend de son état physique et donc des conditions météorologiques qu’il aura subies
depuis le début de sa formation (TAYLOR et al., 2001 ; SCHNEEBELI et SOKRATOV,
2004). Les transformations physiques internes que le couvert nival subit auront no-
tamment comme effet de modifier sa conductivité thermique et hydraulique, ainsi
que sa résistance physique (JORDAN, 1983 ; BRUN et al., 1992 ; RICHE et SCHNEEBELI,
2013). Parmi les transformations externes qu’il subit, deux sont particulièrement vi-
sibles : le transport de neige par le vent ainsi que les avalanches.
L’évolution du couvert nival est aussi influencée par les processus physiques ayant
lieu dans le sol de montagne, notamment les processus hydrologiques. En effet,
le relief montagnard entraine une circulation d’eau dans le sol pouvant aboutir à
une exfiltration d’eau à la base du couvert nival (voir en 1.1.1 pour une explication
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FIGURE 1.2 – Vue d’une colline en période estivale (Les Estables,
Haute-Loire). Photographie fournie par Charles Obled.
du concept d’exfiltration). L’eau exfiltrée ayant été réchauffée dans le sol en raison
des effets géothermiques, son exfiltration à la base du couvert nival a une certaine
influence sur celui-ci, provoquant sa fonte accélérée (WOO, MARSH et POMEROY,
2000). C’est une raison pour laquelle des motifs de déneigement prématuré peuvent
apparaitre de façon récurrente dans une même zone de montagne. Un exemple est
montré sur la photographie visible sur la figure 1.3. Il s’agit du même lieu que ce-
lui qui est visible sur la figure 1.2, mais cette fois en période hivernale. Il apparait
que les zones qui sont particulièrement vertes en été sont déneigées beaucoup plus
rapidement que les autre zones à la fin de l’hiver. Cela vient conforter l’idée selon
laquelle ces zones ont une propension importante à l’humidité et à l’engorgement,
et par conséquent à l’exfiltration lorsque le sol est saturé.
Les processus hydrologiques ayant lieu à l’intérieur du sol ont également un effet
sur la répartition de la température du sol, qui aura elle-même un effet sur le couvert
nival. Par ailleurs, l’apparition de zones déneigées lors de la fin de la fonte nivale en-
traine une accélération de la fonte de la neige restante. Cela est dû au fait que le sol
déneigé sera réceptif au rayonnement solaire, ce qui provoquera son réchauffement.
La conductivité thermique du sol entrainera la transmission de la chaleur au couvert
nival restant (SEGAL, PAN et JR., 2000). Inversement, les chutes de neige tardives en-
traineront un retardement significatif de la disparition du couvert nival, non d’abord
à cause de la quantité de neige ainsi ajoutée mais surtout à cause du fait que cette
neige fraiche aura un albédo élevé ainsi qu’une faible conductivité thermique, ce qui
aura pour effet de protéger la neige plus ancienne de la fonte (GARDNER et SHARP,
2010).
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FIGURE 1.3 – Vue de la même colline (voir figure 1.2) en période
hivernale. Photographie fournie par Charles Obled.
La présence d’un couvert végétal a une influence majeure sur le développement
et l’évolution du couvert nival. Cela est d’autant plus vrai que ce couvert végétal a
des dimensions importantes, par exemple lorsqu’il s’agit d’une forêt (TURNIPSEED
et al., 2002 ; JOST et al., 2007). Les effets d’un couvert végétal imposant sont d’abord
la rétention d’une partie des précipitations solides, qui s’accumuleront sur la végé-
tation avant de tomber sur le sol (après diverses transformations physiques pouvant
aller jusqu’à la fonte), ou qui retourneront dans l’atmosphère par sublimation. Cela
modifie le développement du couvert nival qui apparait au sol sous cette végéta-
tion. Ensuite, la végétation a un effet sur le bilan thermique du sol sur lequel elle
se trouve (ainsi que de l’éventuel couvert nival qui le recouvre), en raison des ef-
fets d’ombrage qui sont créés. Enfin, les effets de la végétation sur le plan hydrolo-
gique seront répercutés sur le couvert nival qui se développe au sol, comme indiqué
dans le paragraphe précédent. La photographie visible sur la figure 1.4 montre un
exemple de forêt enneigée.
Enfin, la variabilité locale de l’état du couvert nival est rendue d’autant plus impor-
tante que la géomorphologie du terrain est complexe (LÓPEZ-MORENO et al., 2013 ;
KERR et al., 2013). Une des raisons est le fait que la complexité de la géomorphologie
entraine une grande irrégularité des conditions météorologiques, notamment en ce
qui concerne le rayonnement (RIBOUST et al., 2017). Cela a un effet important sur la
répartition de l’humidité dans le sol (WILLIAMS, MCNAMARA et CHANDLER, 2009).
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FIGURE 1.4 – Le Bois du Bouchet (Chamonix) en période de cou-
vert nival. Photographie extraite du site internet http ://randos-
montblanc.com
Dans certaines situations liées à des altitudes particulièrement élevées et favorisées
par une orientation vers le nord, le couvert nival formé pendant l’hiver ne fond pas
entièrement durant l’été, et persiste donc jusqu’à l’hiver suivant. La répétition de
ce phénomène durant plusieurs années de suite donne lieu à l’accumulation inter-
annuelle de neige, qui se compacte sous l’effet de son propre poids. La compaction
de la neige entraine sa transformation progressive en nevé, puis en glace, ce qui est
à l’origine de la formation d’un couvert glaciaire qui va alors s’établir de façon du-
rable sur le sol (MARSHALL, 2014). L’étude de la physique des glaciers et de leur
interaction avec le reste de l’environnement fait l’objet d’une attention particulière
de la part de la communauté scientifique (HOCK, 2005).
Lors de la formation d’un couvert glaciaire, celui-ci va s’écouler le long des pentes,
en raison de la gravitation. Il va donc s’étendre sur des zones d’altitude moins éle-
vée où il ne se serait pas spontanément formé. Un glacier se décompose donc en
deux parties : la zone d’accumulation et la zone d’ablation. La zone d’accumulation
correspond à la zone sur laquelle le glacier se forme initialement en raison de l’accu-
mulation inter-annuelle de neige. La zone d’ablation correspond à la zone plus basse
sur laquelle le glacier s’étend par gravitation sous l’effet de la dynamique glaciaire,
et où la glace pourra fondre en raison des températures plus élevées. La limite entre
ces deux zones est appelée ligne d’équilibre. L’altitude de cette ligne varie au cours
du temps en étant directement influencée par les précipitations solides et les tempé-
ratures à l’échelle annuelle (CONDOM et al., 2007). Elle varie également d’une rive
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à l’autre du glacier, en fonction notamment des conditions d’ensoleillement ou des
couloirs d’avalanche. Ces deux zones et la limite qui les sépare sont illustrées sur la
figure 1.5.
FIGURE 1.5 – Représentation schématique de la
zone d’accumulation et de la zone d’ablation d’un
glacier. Source de l’image : Université de Fribourg
(http ://www.unifr.ch/geoscience/geographie/ssgmfiches/glacier)
Une grande quantité de précipitations solides ainsi que des températures froides
favoriseront la persistance du couvert nival sur une zone plus étendue, ce qui aura
pour effet de diminuer l’altitude de la ligne d’équilibre. Inversement, la ligne d’équi-
libre sera plus élevée dans le cas d’une faible persistance du couvert nival, qui sera
entrainé par des températures élevées et un faible cumul de précipitations solides
(RABATEL, DEDIEU et VINCENT, 2005). L’écoulement du glacier est un processus qui
s’étend sur des échelles temporelles très diverses (allant de l’échelle journalière à
l’échelle de la décennie voire du siècle). Les glaciers peuvent être considérés comme
des réservoirs d’eau à l’état solide (JÓHANNESSON, RAYMOND et WADDINGTON,
1989). La partie terminale (la plus basse) d’un glacier est appelée front glaciaire, et
est le point de départ de torrents qui évacuent l’eau liquide sortant du glacier. Cette
eau liquide peut provenir de la fonte glaciaire proprement dite, ou de la fonte de
la neige déposée sur le glacier, ou encore des précipitations liquides tombées sur le
glacier. La photographie visible sur la figure 1.6 donne un exemple de front glaciaire.
Lors d’évènements de précipitations solides, les glaciers se recouvrent de neige fraiche.
La présence de neige sur un glacier, ainsi que l’état physique de cette neige, a un im-
pact majeur sur l’interaction entre le glacier et l’atmosphère. La neige, et plus parti-
culièrement la neige fraiche, a en effet des propriétés physiques différentes de celles
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FIGURE 1.6 – Le front du glacier des Bossons (Chamonix). Photogra-
phie fournie par Yves Duchez.
de la glace. Cela concerne principalement l’albédo et la conductivité thermique. La
présence de neige sur un glacier aura donc comme effet de l’isoler de la chaleur at-
mosphérique et du rayonnement solaire, et donc de diminuer sa fonte (GARDNER et
SHARP, 2010).
L’écoulement du glacier entraine un effet de rabotage du sol sur lequel il s’étend.
Cet effet de rabotage a pour première conséquence de faire disparaitre le couvert pé-
dologique et végétal, ce qui rend le lit rocheux apparent. La descente du glacier sur
le lit rocheux favorise l’érosion, et donc le transport de débris rocheux. Les effets mé-
caniques liés à l’écoulement du glacier peuvent amener ces débris à se retrouver à la
surface du glacier, ce qui entraine le glacier à être partiellement couvert. Cela a pour
conséquences principale de modifier fortement son interaction avec l’atmosphère et
le rayonnement solaire (FUJITA et SAKAI, 2014). En effet, une fine épaisseur de dé-
bris aura pour effet de diminuer l’albédo du glacier. Une forte épaisseur de débris
sur le couvert glaciaire aura en revanche pour effet de le protéger de la chaleur atmo-
sphérique, et donc de diminuer sa fonte (REID et BROCK, 2010). Enfin, la présence de
débris sur un glacier rendra plus difficile sa délimitation en vue de l’établissement
de cartes de couvert glaciaire.
Le couvert nival et le couvert glaciaire ayant pour effet de stocker les précipitations
arrivant au sol (WEBER et al., 2010 ; DUTRA et al., 2010 ; NAZ et al., 2014 ; MAR-
SHALL, 2014), ils ont un effet majeur sur l’hydrologie, ce qui conduit à la définition
de régimes hydrologiques associés à leur présence.
1.1. L’hydrologie de montagne 9
1.1.3 Le régime hydrologique nivo-pluvial et glaciaire
Dans les zones de haute altitude où les précipitations hivernales sont majoritaire-
ment sous forme solide, l’accumulation au sol de ces précipitations entraine un faible
apport d’eau liquide durant une longe période. Les rivières et torrents de montagne
sont alors principalement alimentés par la vidange des réservoirs : nappes et aqui-
fères. Cela conduit à des débits qui se tarissent progressivement au cours de l’hiver,
devenant rapidement très faibles voire parfois nuls. Ce phénomène est appelé étiage.
À la fin de l’hiver, la remontée des températures entraine la fonte du couvert nival,
donnant lieu à un important apport d’eau liquide au sol. Les débits des rivières et
torrents augmentent alors de nouveau, et les réservoirs se rechargent (STAUDINGER
et al., 2011). Le régime nivo-pluvial est donc caractérisé par des débits hivernaux
faibles, qui augmentent lors de la fonte ayant lieu à la période printanière, puis qui
sont directement influencés par les épisodes de précipitations liquides lors de la pé-
riode estivale quand le sol est déneigé.
Les évènements de précipitation liquide survenant lorsqu’un couvert nival est pré-
sent peuvent avoir des conséquences très différentes en fonction de l’état physique
de ce couvert nival et de la température de ces précipitations. Il peut en effet absorber
ces précipitations et les stocker temporairement, ce qui amortira l’effet hydrologique
de ces précipitations liquides. Mais ces précipitations liquides peuvent également
entrainer la fonte de ce couvert nival. Le cumul des précipitations liquides et de la
fonte du couvert nival peut alors donner lieu à une réaction hydrologique impor-
tante (SINGH et al., 1997 ; MERZ et BLÖSCHL, 2003 ; RÖSSLER et al., 2014 ; WEVER
et al., 2014).
La présence de glaciers modifie ce régime hydrologique en ceci qu’il ajoute, par rap-
port au régime nival, la prolongation d’un débit élevé jusqu’à la fin de l’été. En raison
de la présence continue des glaciers, la fonte continue d’avoir lieu tant que les tem-
pératures sont élevées (WEBER et al., 2010 ; GASCOIN et al., 2011 ; SCHANER et al.,
2012 ; ENGELHARDT, SCHULER et ANDREASSEN, 2014 ; LI et al., 2015a) avec un cycle
diurne des débits correspondant à celui des températures (VERBUNT et al., 2003 ;
MUTZNER et al., 2015). Le tarissement des débits observés à la fin de la fonte dans
le cas du régime nivo-pluvial n’a alors pas lieu. Les conséquences de la présence de
glaciers sur un bassin versant sont visibles dans la rivière même si les glaciers consti-
tuent une très petite part de ce bassin versant (HUSS, 2011). Par ailleurs, la structure
complexe et évolutive des glaciers rend leurs propriétés hydrologiques tout aussi
complexes, entrainant l’apparition de phénomènes très instables comme des poches
d’eau qui peuvent alors se rompre, ou de façon plus courante la modification du
réseau hydrographique interne du glacier au cours de la période de fonte (KLOK
et al., 2001 ; VERBUNT et al., 2003 ; SWIFT et al., 2005 ; JOBARD et DZIKOWSKI, 2006).
Sur les bassins versants contenant des glaciers, le débit de fonte glaciaire peut s’ajou-
ter au débit provoqué par les évènements de précipitations liquides. Cela est particu-
lièrement remarquable en été, lors d’évènements intenses de précipitations liquides
qui sont précédés d’une longue période de fortes chaleurs, ce qui arrive typiquement
lors d’épisodes orageux. Cette situation peut conduire à un débit très élevé pouvant
entrainer un débordement (MERZ et BLÖSCHL, 2003 ; SINGH et al., 2015).
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1.2 La gestion du risque de crue
L’existence de zones urbanisées le long d’une rivière entraine la nécessité de gé-
rer le risque de crue. Toute rivière est en effet sujette aux aléas de la météorologie,
avec une possibilité de prévision limitée et assortie d’une forte incertitude (DIE-
TRICH et al., 2009 ; MERZ et al., 2010 ; MAZZORANA et al., 2012). Une discussion
relative au risque de crue et à son évolution en contexte éventuellement nival est
donnée par BLÖSCHL et al., (2015).
La prise en compte du risque de crue se divise en trois aspects : la prévention, la
prévision et la gestion de crise. La prévention peut se mettre en oeuvre à travers
la construction et l’urbanisation (GEMS et al., 2016) et la gestion socio-économique
(MENONI et al., 2016 ; DOTTORI et al., 2016 ; ALFIERI et al., 2016). La prévision se
met généralement en oeuvre à travers la modélisation hydrologique (BARTHOLMES
et TODINI, 2005 ; RABUFFETTI et al., 2008). La manière concrète par laquelle le risque
de crue apparait et doit être géré dépend fortement des caractéristiques du bas-
sin versant de la rivière : taille, gamme d’altitudes, topographie, couverture du sol
(GANˇOVÁ et al., 2017), et climatologie en conditions normales et extrêmes (BUR-
GUETE, GARCÍA-NAVARRO et ALIOD, 2002 ; ZAPPA et KAN, 2007).
La modélisation hydrologique appliquée à la prévision du risque de crue fait l’ob-
jet de programmes locaux, nationaux et internationaux d’études et de recherche.
L’un des programmes internationaux de recherche les plus connus à ce sujet est HE-
PEX (Hydrologic Ensemble Prediction EXperiment, voir SCHAAKE et al., (2007)). À
l’échelle européenne, le risque de crue est géré par EFAS (European Flood Alert Sys-
tem, décrit dans THIELEN et al., (2009) et BARTHOLMES et al., (2009)). Dans le cadre
de l’amélioration continue de ce programme, une revue des modèles hydrologiques
à large échelle utilisables pour la prévision de crue a été réalisée par KAUFFELDT
et al., (2016). À l’échelle de la France, le modèle SIM (SAFRAN-ISBA-MODCOU,
voir HABETS et al., (2008) et QUINTANA SEGUÍ et al., (2009)) permet la simulation en
temps réel du débit des grandes rivières.
Les modèles hydrologiques construits pour l’échelle large ne fonctionnent pas forcé-
ment à plus petite échelle. Cela se remarque particulièrement dans le cadre de l’hy-
drologie de montagne, par exemple en raison de l’existence d’effets topographiques
locaux, de la forte réactivité des bassins versants et de l’importance particulière de
la fonte nivale et éventuellement glaciaire (PLATE, 2009 ; LAFAYSSE et al., 2011). Cela
conduit au développement et à l’évaluation de modèles spécifiquement développés
pour un bassin versant particulier (par exemple ADDOR et al., (2011) et ESSE et al.,
(2013)).
Il existe en France un réseau national de suivi des cours d’eau et de prévision des
crues agissant sur l’ensemble du territoire métropolitain. Ce réseau est appelé VIGI-
CRUES (https ://www.vigicrues.gouv.fr) et est décrit sur https ://www.ecologique-
solidaire.gouv.fr/prevision-des-inondations. Il est composé de vingt-trois Services
de Prévision de Crues (SPC) dont le travail est coordonné par le Service central d’hy-
drométéorologie et d’appui à la prévision des inondations (Schapi). Ce réseau uti-
lisant des modèles hydrologiques à grande échelle (comme par exemple le modèle
SIM mentionné plus haut), il ne suit que les cours d’eau associés à un bassin ver-
sant de grande taille. La prévision des crues des rivières non suivies par ce réseau
(principalement en raison des petites tailles de leurs bassins versants) est laissée à
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l’initiative des politiques locales qui peuvent alors mettre en oeuvre des programmes
locaux d’étude et de recherche.
1.3 Contexte opérationnel du projet
Cette thèse s’inscrit dans un projet plus général d’études hydro-météorologiques
du bassin versant de l’Arve à Chamonix, avec une attention particulière au sujet du
risque de crue et de sa prévisibilité.
1.3.1 l’Arve à Chamonix
La ville de Chamonix est située à une altitude située autour de 1000 m. La photo-
graphie visible sur la figure 1.7 montre l’Arve traversant cette ville, passant au pied
de divers bâtiments résidentiels, administratifs ou touristiques.
FIGURE 1.7 – L’Arve traversant Chamonix. Photographie fournie par
Éric Héduin.
Cette rivière montre un régime hydrologique nivo-glaciaire, ce qui conduit à des
débits souvent élevés lors de la période estivale. Elle a été plusieurs fois sujette à des
crues de grande ampleur mettant en cause la sécurité des biens et des personnes. En
particulier, la crue de juillet 1996 a provoqué une inondation dont les dégâts ont été
estimés à plus d’un million d’euros. Cette crue est illustrée par les photographies vi-
sible sur les figures 1.8 et 1.9. La crue survenue le 27 août 2014 montre que ce risque
est toujours présent. Le caractère résidentiel et touristique de cette ville rend néces-
saire qu’il soit pris en compte par les collectivités locales. Or, l’Arve (à Chamonix ou
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en aval) ne fait pas partie des cours d’eau suivis par le réseau VIGICRUES à la date
d’écriture de ce présent document.
FIGURE 1.8 – Partie de Chamonix inondée par la crue de l’Arve en
juillet 1996. Photographie fournie par Patricia Burel.
La petite taille et les fortes pentes du bassin versant de cette rivière la rend très
réactives aux conditions météorologiques, ce qui rend difficile la prévision de sa dy-
namique. Un projet de recherche a été mis en place afin d’étudier ce problème. Ce
projet contient une partie relative à la modélisation hydrologique de ce bassin ver-
sant, qui fait l’objet de cette thèse. L’objectif du développement d’un modèle hydro-
logique est non seulement l’obtention d’un outil de simulation pouvant être utilisé
pour l’étude de ce bassin versant, mais également la perspective d’une utilisation de
ce modèle à partir de données de prévision météorologique, afin d’être en mesure
d’étudier ce risque de manière opérationnelle avec un délai d’anticipation plus long
que ce qui est permis par le temps de réactivité de ce bassin versant.
1.3.2 Le SM3A et le projet Arve
Le Syndicat Mixte d’Aménagement de l’Arve et de ses Affluents (SM3A) est une
structure créée en 1994, et qui regroupe actuellement 106 communes se situant aux
abords de l’Arve. Cette structure existe actuellement sous le statut d’Etablissement
Public Territorial de Bassin (EPTB). Le SM3A soutient et coordonne divers projets
tournant autour de trois thèmes : 1) la prévention et la défense contre les inonda-
tions, 2) la gestion des cours d’eau et des milieux aquatiques avec une attention
particulière à la question de la biodiversité, et 3) la gestion équilibrée et durable
de la ressource en eau. Il exerce actuellement la compétence GEMAPI (Gestion des
Milieux Aquatiques et Prévention des Inondations) à l’échelle du bassin versant de
l’Arve.
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FIGURE 1.9 – Juillet 1996 : l’Arve en crue. Photographie fournie par
Patricia Burel.
Dans le cadre de sa mission de prévention et de défense contre les inondations, le
SM3A a signé en mars 2014 une convention impliquant plusieurs laboratoires gre-
noblois (l’Institut des Géosciences de l’Environnement ainsi que le Centre d’Études
de la Neige). Cette convention définit les objectifs d’un projet s’étalant sur quatre
ans, et consistant à la recherche d’une meilleure connaissance des tenants et abou-
tissants scientifiques relatifs à la problématique des crues de l’Arve à Chamonix.
Pour cela, six questions majeures ont été définies, sur la base desquelles est défini le
programme de recherche du projet :
— Quelles sont les situations météorologiques (précipitations, températures, li-
mites pluie/neige...) et glaciologiques (fonte de la glace, état du glacier..) qui
peuvent générer des crues ?
— Quels débits extrêmes peut-on attendre à Chamonix dans les situations les
plus défavorables ?
— Est-il possible de prévoir les crues en fonction des prévisions météorologiques
et avec quelles incertitudes ?
— Quel est le délai entre le phénomène météorologique à l’origine de la crue et
le pic de crue observé à Chamonix ?
— Quel est le rôle des glaciers (contribution de la fonte glaciaire) ?
— Quelle est le transport sédimentaire associé aux épisodes de crue ?
Afin de traiter ces questions, quatre volets ont été définis pour le travail de recherche
réalisé dans le cadre de ce projet. Il s’agit des volets suivants :
— La compréhension des processus générateurs des crues de l’Arve, pour ser-
vir d’appui à la modélisation et constituer une base de réflexion pour une
éventuelle amélioration des réseaux opérationnels existants.
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— La modélisation numérique en mode réanalyse (c’est-à-dire reconstitution
des débits passés) avec évaluation de différents outils disponibles, plus ou
moins complexes.
— Essai des modèles développés au deuxième volet à partir de données de pré-
vision météorologique pour générer des prévisions hydrologiques.
— L’instrumentation de l’Arve afin de caractériser les flux de matières en fonc-
tion de différentes situations hydro-météorologiques, avec une perspective
éventuelle de développement d’une modélisation hydro-sédimentaire pou-
vant être couplée, à terme, avec les modélisations analysées au deuxième vo-
let.
Ce travail de thèse s’inscrit dans le cadre du deuxième volet de ce projet et se si-
tue donc dans le domaine de la prévision. La complexité du fonctionnement hy-
drologique de ce bassin versant et l’existence de contributions de diverses nature
entrainent la nécessité de bien connaitre ces processus, de caractériser leur fonction-
nement et d’utiliser des outils adéquats pour les prendre en compte dans le modèle
hydrologique qui a été développé au cours de cette thèse.
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Chapitre 2
Le bassin versant de l’Arve à
Chamonix
2.1 Géographie et relief
2.1.1 Situation géographique
Le bassin versant de l’Arve à Chamonix (Haute-Savoie, France) chevauche deux
massifs alpins : le massif des Aiguilles-Rouges (versant nord-ouest et le massif du
Mont-Blanc (versant sud-est, représentant la plus grande partie de la surface totale
du bassin versant). Il s’étend sur 192,6 km2 avec une altitude allant de 1022 m (pont
des Favrands, Chamonix) à 4225 m (l’Aiguille Verte). La moitié de sa surface est
située au dessus de 2500 m. Un aperçu général de ce bassin versant est donné sur
les figures 2.1 et 2.2. La courbe hypsométrique de ce bassin versant est visible sur la
figure 2.3.
2.1.2 Géologie
Les massifs du Mont-Blanc et des Aiguilles-Rouges sont des massifs cristallins
externes, séparés par la faille de Chamonix. Ils sont tous les deux composés princi-
palement de granite, à plus forte mesure pour le massif du Mont-Blanc. Quant au
fond de la haute-vallée de l’Arve, il est constitué d’un couvert sédimentaire autoch-
tone lié au passé glaciaire décrit en 2.3.2. La figure 2.4 montre une carte géologique
de la haute vallée de l’Arve.
La géologie de la vallée de Chamonix et des deux massifs qui l’entourent est dé-
crite dans MASSON, GAL et LELOUP, (2002), RAUMER et BUSSY, (2004) et LELOUP et
al., (2005), et des explications compréhensibles par une personne non initiée à ce do-
maine sont données sur les sites internet geol-alp.com et geologie-montblanc.fr 1. Il y
est notamment indiqué que le granite qui compose ces deux massifs est intrusif dans
des gneiss hercyniens. Ces gneiss affleurent sur le massif des Aiguilles-Rouges ainsi
que sur la partie du massif du Mont-Blanc située à proximité de la vallée, comme le
montre la figure 2.4.
La totalité de la partie du massif des Aiguilles-Rouges faisant partie du bassin ver-
sant de l’Arve est couverte de gneiss, à l’exception d’une partie connexe à la vallée
qui est couverte par des dépôts carbonifères. Quant au massif du Mont-Blanc, seule
une bande longeant la vallée est couverte de gneiss. Cette bande est délimitée au
Nord-Est par la faille de l’Angle (indiquée f.a. sur la figure 2.4), à partir de laquelle
1. Les auteurs respectifs de ces sites sont Maurice Gidon, ancien professeur de géologie à l’univer-
sité de Grenoble, et Matthieu Petetin, géologue.
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FIGURE 2.1 – Bassin versant de l’Arve à Chamonix : altitude, couver-
ture glaciaire, réseau hydrographique et réseau météorologique.
un large affleurement de granite est visible. Le contact entre le granite et le gneiss
au niveau de la faille de l’Angle est de nature tectonique, avec toutefois quelques
intrusions au sud de l’Aiguille du Midi.
2.1.3 Géomorphologie
La photographie visible sur la figure 2.5 donne un aperçu général de la haute
vallée de l’Arve, ce qui permet de remarquer particulièrement son aspect encaissé.
Cela est lié à un passé glaciaire très ancien que nous évoquons plus loin.
À une échelle plus petite, le relief de ce bassin versant est particulièrement irrégulier
et hétérogène, comme le montre la photographie visible sur la figure 2.6. Cela est
lié à son activité glaciaire plus récente, ayant entrainé la formation de nombreuses
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FIGURE 2.2 – Bassin versant de l’Arve à Chamonix : couverture fo-
restière et évolution des contours glaciaires entre 2003 et 2012.
crêtes morainiques ainsi qu’une production de débris qui a donné lieu à la formation
de cônes de déjection. Ces éléments morphologiques sont recensés sur la figure 2.7
extraite de la thèse de Claire Dorthe-Monachon (DORTHE-MONACHON, 1986). Il y a
en particulier lieu de citer les moraines laissées par les glaciers d’Argentière et de la
Mer de Glace, à la suite de l’extension glaciaire de 1820 (petit âge glaciaire).
2.2 Structure et composition du sol
De manière générale, le sol de montagne est d’abord constitué d’un sol géolo-
gique, également appelé lit rocheux. Il peut, en raison de son aspect macroscopique,
être imperméable ou au contraire être favorable à l’infiltration d’eau : pierriers ou
roches fracturées notamment. Cette caractéristique du sol a un impact important
sur le routage hydrologique, au point de modifier dans certains cas le bassin ver-
sant réel d’une rivière par rapport à celui qui peut être calculé à partir des données
géomorphologiques de surface (PFISTER et al., 2017). Par ailleurs, le sol géologique
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FIGURE 2.3 – Courbes hypsométriques du bassin versant de l’Arve à
Chamonix et de ses sous-bassins versants.
détermine la quasi-totalité de la géomorphologie de la montagne. Il peut présenter
des escarpements parfois abrupts, dont nous pouvons voir un exemple sur la pho-
tographie visible sur la figure 2.8.
Le lit rocheux est souvent recouvert d’une manière plus ou moins régulière par un
sol pédologique, lui-même contenant éventuellement un couvert végétal. Les liens
entre ce sol pédologique et le climat, la végétation qui peut le recouvrir, la géomor-
phologie et de la topographie ont été étudiés et décrits par LEGROS et CABIDOCHE,
(1977), en s’appuyant principalement sur le cas de la vallée de l’Arve. Nous indi-
quons ici les principaux éléments de cet exposé qui présentent directement un inté-
rêt particulier dans le cadre de l’hydrologie.
Il y a tout d’abord lieu d’indiquer que de manière générale, l’étude des sols et de la
végétation sur les massifs montagneux se fait en distinguant cinq classes d’altitude :
l’étage collinéen (inutile dans le cadre de cette thèse), l’étage montagnard, l’étage
subalpin, l’étage alpin et l’étage nival. L’étude de LEGROS et CABIDOCHE, (1977) se
réfère à cette classification.
L’étude réalisée par LEGROS et CABIDOCHE, (1977) fait ressortir trois facteurs expli-
quant la structure et la composition du sol : le climat (et par conséquent l’altitude), la
géomorphologie à l’échelle d’une vallée entière comme à une échelle beaucoup plus
petite, et à moindre mesure l’exposition. Cette étude met également en évidence des
liens relativement systématiques entre la composition du sol et la végétation qui s’y
trouve.
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FIGURE 2.4 – Carte géologique de la haute vallée de l’Arve, extraite
de GEOL-ALP (geol-alp.com). Auteur : Maurice Gidon.
Le schéma visible sur la figure 2.9, extrait de cette étude, montre un exemple ty-
pique de l’influence de l’altitude sur le sol et la végétation. Cet exemple de séquence
altitudinale se situe à proximité immédiate de la zone géographique étudiée dans
cette thèse, et est présenté par les auteurs de cette étude comme étant représentatif
de ce qui se trouve dans toute la vallée de Chamonix. Il apparait que l’altitude a une
influence majeure sur la végétation. Quant au sol, sa teneur en matières organiques
augmente avec l’altitude, jusqu’à devenir un sol de type ranker alpin (c’est-à-dire
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FIGURE 2.5 – Vue générale de la haute vallée de l’Arve. Photographie
fournie par Yves Duchez.
très peu profond et très riche en matières organiques) au dessus de 2200 m d’alti-
tude.
Cette étude montre également de quelle manière le relief, même à l’échelle locale
et donc sans conséquence importante sur l’altitude, joue un rôle sur la répartition
des types de sols et de la végétation associée, induisant un agencement en mo-
saïque. La figure 2.10 montre l’exemple particulier du col des Montets, présentant
une très grande diversité pédologique et végétale malgré la fourchette altitudinale
assez faible.
Enfin, si l’influence de l’exposition est assez remarquable sur la végétation, elle l’est
beaucoup moins sur la formation du sol. Cette étude montre que pour le cas par-
ticulier de la vallée de Chamonix, l’évolution altitudinale du sol est relativement
identique pour les deux versants.
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FIGURE 2.6 – Le Bois du Bouchet et l’Arveyron de la Mer de Glace
vus depuis le versant opposé. Photographie fournie par Yves Duchez.
2.3 Couverture du sol
2.3.1 Forêts, végétation et urbanisme
Le fond de la vallée contient de nombreuses zones urbanisées qui entourent
l’Arve, avec principalement la ville de Chamonix. 22% de la surface de ce bassin
versant est couverte de forêts (notamment le bois du Bouchet, également visible sur
la photographie de la figure 2.6). Ces forêts sont visibles sur la figure 2.2 d’après
la base de données Corine Land Cover (http ://www.statistiques.developpement-
durable.gouv.fr).
La partie du bassin versant située sur le massif du Mont-Blanc contient dans sa partie
la plus basse (jusqu’à 1500 m d’altitude) essentiellement des bois de sapins parsemés
d’épicéas. À partir de 1500 m d’altitude, la végétation se diversifie, évoluant vers des
pessières puis des mélézins, et enfin vers des pins cembro jusqu’à environ 2500 m
d’altitude (Plan local d’urbanisme de Chamonix Mont-Blanc 2005).
Sur la partie du bassin versant située sur le massif des Aiguilles-Rouges, les forêts si-
tuées entre 1200 et 1500 m sont essentiellement composées d’épicéas. La végétation
se raréfie progressivement à partir de 1500 m, pour donner des paysages d’appa-
rence désertique à partir de 1900 m. Enfin, de l’aulnaie verte se développe au niveau
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FIGURE 2.7 – Carte géomorphologique de la haute vallée de l’Arve,
extraite de DORTHE-MONACHON, (1986)
des couloirs d’avalanche dans les deux versants (Plan local d’urbanisme de Chamonix
Mont-Blanc 2005).
2.3.2 Couverture glaciaire passée et présente
Ce bassin versant contient actuellement trois glaciers principaux situés sur le
massif du Mont-Blanc : le glacier du Tour, le glacier d’Argentière ainsi que le glacier
de la Mer de Glace. Ces glaciers couvrent environ 30% de la surface totale du bassin
versant. Ils sont représentés sur la figure 2.1. La photographie visible sur la figure
2.11 montre un détail du glacier d’Argentière. Par ailleurs, la figure 2.2 montre l’évo-
lution des contours glaciaires entre 2003 et 2012.
Les dimensions de ces glaciers étaient plus importantes lors du Petit Âge Glaciaire.
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FIGURE 2.8 – Vallée de l’Arve vue depuis le rocher de Leschaux.
Photographie extraite du site internet http ://randos-montblanc.com
Leurs langues atteignaient alors le fond de la vallée de l’Arve. L’englacement de
la vallée de l’Arve a connu des proportions autrement plus grandes lors d’un passé
plus lointain. Il s’agit notamment de la glaciation de Würm. Cette période s’est ache-
vée par le Dryas récent, au cours de laquelle les trois glaciers encore présents ce jour
rejoignaient un glacier s’écoulant dans la vallée, ce qui lui a donné sa forme actuelle
(COUTTERAND, 2010 ; GARDENT, 2014).
2.4 Hydrographie et activité hydro-électrique
La figure 2.1 donne un aperçu du réseau hydrographique du bassin versant de
l’Arve à Chamonix. L’Arve prend sa source au col de Balme situé à 2000 m d’altitude,
et est rejointe au cours de la vallée par plusieurs affluents. Les trois affluents majeurs
de l’Arve proviennent du massif du Mont-Blanc. Il s’agit du Bisme du Tour, de l’Ar-
veyron d’Argentière et de l’Arveyron de la Mer de Glace. Ces affluents drainent
respectivement le glacier du Tour, le glacier d’Argentière ainsi que la Mer de Glace.
Leurs caractéristiques sont résumées dans le tableau 2.1.
Les débits des cours d’eau de ce bassin versant sont influencés par une activité
hydro-électrique. Deux collecteurs se trouvent en dessous respectivement du gla-
cier du Tour et du glacier d’Argentière afin d’alimenter le lac d’Émosson, équipé
d’un barrage exploité par la société EMOSSON SA. Le débit prélevé par ces deux
collecteurs réunis peut atteindre 12 m3/s. La figure 2.12 montre la disposition de ce
collecteur. Un collecteur se trouve également sous le glacier de la Mer de Glace, ali-
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FIGURE 2.9 – Etagement altitudinal des sols entre Chamonix et l’Ai-
guille du Midi (versant exposé au Sud-Est). Image extraite de LEGROS
et CABIDOCHE, (1977)
Affluent Glacier drainé Altitude max
Bisme du Tour Glacier du Tour 3795 m
Arveyron d’Argentière Glacier d’Argentière 4090 m
Arveyron de la Mer de Glace Glacier de la Mer de Glace 4226 m
TABLE 2.1 – Les affluents principaux de l’Arve à Chamonix
mentant une centrale électrique exploitée par la société EDF/DTG et dont le canal
de fuite rejoint l’Arveyron de la Mer de Glace. Cette centrale fonctionne par inter-
mittence, avec un débit de production pouvant atteindre 15 m3/s (EDF, 2012).
2.5 Instrumentation et mesures de terrain
Les donnée de terrain dont nous disposons pour cette thèse sont de natures et
d’origines très diverses. Un important travail d’inventaire a été nécessaire pour être
en mesure de les exploiter. Par ailleurs, certaines données hydrologiques ont dû faire
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FIGURE 2.10 – Différenciation des sols au sein d’un éboulis au Col
des Montets (versant exposé à l’Est). Image extraite de LEGROS et CA-
BIDOCHE, (1977)
l’objet d’un traitement spécifique pour pouvoir correspondre avec les données de
modélisation décrites à partir du chapitre 4.
2.5.1 Données météorologiques
Les données météorologiques utilisées pour le travail de cette thèse sont consti-
tuées à partir des stations montrées sur la figure 2.1. Deux de ces stations font partie
du réseau d’observation en temps réel de Météo-France. Les dix autres font partie
d’un réseau supplémentaire qui est installé temporairement dans la vallée de l’Arve.
2.5.1.1 Réseau Météo-France et données SAFRAN
La vallée de l’Arve contient deux stations qui font partie du réseau automatique
de Météo-France. Ces stations sont situées sur le massif du Mont-Blanc. Leurs coor-
données sont indiquées sur le taleau 2.2. Elles mesurent la température, les précipi-
tations, l’humidité et le vent.
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FIGURE 2.11 – Détail du glacier d’Argentière. Photographie fournie
par Yves Duchez
Une réanalyse météorologique au pas horaire nommée SAFRAN (Système d’Ana-
lyse Fournissant des Renseignements Adaptés à la Nivologie, DURAND et al., (1999),
DURAND et al., (2009b) et DURAND et al., (2009a)) est disponible sur le massif du
Mont-Blanc. Le principe de fonctionnement du système SAFRAN consiste en l’ob-
tention d’une première estimation des données météorologiques à l’aide d’un mo-
dèle numérique de prévision du temps, puis en l’ajustement de cette estimation à
l’aide d’un schéma d’assimilation basé sur une stratégie d’interpolation optimale
des observations issues des stations météorologiques indiquées ci-dessus. Dans le
cadre du travail présenté ici, le modèle SAFRAN utilise le modèle de circulation gé-
nérale ARPEGE (COURTIER et al., 1991) à partir de 2002, et le modèle ERA-40 de
l’ECMWF pour les périodes antérieures. Cette réanalyse est effectuée sur la base du
découpage du massif en un ensemble de bandes d’altitudes de 300 m.
La réanalyse est constituée de façon spatialement homogène pour chaque bande
d’altitude. Un post-traitement est toutefois appliqué aux données de rayonnement,
individuellement pour chaque altitude, afin qu’elles tiennent compte de l’orienta-
tion et de la pente de chaque point.
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FIGURE 2.12 – Disposition des collecteurs déviant une partie de l’eau
de fonte des glaciers du Tour et d’Argentière vers le lac d’Émosson
2.5.1.2 Réseau supplémentaire
Dans le cadre du projet Arve - SM3A décrit en 1.3.2, un réseau temporaire consti-
tué d’un nombre croissant (égal à 9 lors de la saison estivale 2016) de stations mé-
téorologiques est installé dans le bassin versant de l’Arve à chaque période estivale
ayant lieu pendant le projet. Il y a par ailleurs une station météorologique pérenne
installée et maintenue par le réseau d’observation GLACIOCLIM, et se situant en
bordure du glacier d’Argentière. Chaque station météorologique est constituée d’un
pluviomètre à auget basculant ainsi que d’un thermomètre, mesurant ainsi la tem-
pérature et l’intensité instantanée des précipitations avec un pas de temps de 15
minutes. Les données sont enregistrées localement dans chaque station, et sont ré-
gulièrement récupérées.
L’objectif de ce réseau additionnel est de s’ajouter au réseau de Météo-France, dans
une perspective d’étude de la variabilité météorologique à petite échelle à l’intérieur
du bassin versant. La présence d’un réseau densifié permet également d’établir des
champs réalistes de précipitation avec l’aide de méthodes d’interpolation. Ce réseau
permet également d’étudier la manière dont la survenue de phénomènes précipi-
tants de grande ampleur évolue dans le temps, au fil des années. Il permet enfin une
meilleure connaissance des différences qui existent entre les deux versants du bassin
de l’Arve : le massif du Mont-Blanc et le massif des Aiguilles-Rouges.
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Le tableau 2.2 indique les coordonnées des stations de ce réseau. La figure 2.13 in-
dique les périodes respectives de disponibilité des données pour chaque station de
ce réseau lors de la période estivale pour les années 2014 et 2015. Nous indiquons
dans cette figure la localisation temporelle de plusieurs évènements hydrologiques
significatifs, que nous étudions en détail dans la suite de ce document.
Station Altitude (m) Coordonnées
Géographiques
(lat-lon)
Massif
Chamonix (MF) 1042 45.929500-6.877500 Mont-Blanc
Le Tour (MF) 1500 46.003833-6.948500 Mont-Banc
Albert 1er (S) 2709 45.99739-6.987530 Mont-Blanc
Col des Montets (S) 1438 46.00638-6.923802 Aiguilles-Rouges
Couvercle (S) 2691 45.91058-6.966910 Mont-Blanc
Flegere (S) 1863 45.96268-6.888430 Aiguilles-Rouges
Fond d’Argentière (S) 2830 45.94088-7.017710 Mont-Blanc
Index (S) 2368 45.96935-6.873600 Aiguilles-Rouges
Plan Aiguille (S) 2250 45.90327-6.885916 Mont-Blanc
Plan Praz (S) 2055 45.93717-6.851990 Aiguilles-Rouges
Requin (S) 2584 45.88407-6.927740 Mont-Blanc
Station Argentière (G) 2434 45.96779-6.976112 Mont-Blanc
TABLE 2.2 – Stations météorologiques installées dans le bassin ver-
sant de l’Arve à Chamonix. S : station du réseau additionnel. MF :
stations automatiques du réseau Météo-France. G : station du réseau
d’observation GLACIOCLIM.
2.5.2 Données hydrométriques
2.5.2.1 Stations de mesure
Le bassin versant de l’Arve à Chamonix est équipé de quatre stations hydromé-
triques mesurant les débits au pas horaire. L’une d’entre elles est située sur l’Arve,
au niveau du pont des Favrands (Chamonix). Les trois autres sont situées respecti-
vement sur le Bisme du Tour, l’Arveyron d’Argentière et l’Arveyron de la Mer de
Glace. La station hydrométrique de l’Arveyron de la Mer de Glace est située en aval
du canal de fuite de la centrale hydro-électrique évoquée en 2.4. La figure 2.1 montre
la localisation de ces stations hydrométriques sur le réseau hydrographique ainsi
que le bassin versant qui leur est associé. Le tableau 2.3 résume les caractéristiques
de chacune de ces stations.
Les débits de prélèvements aux collecteurs situés sous le glacier du Tour et sous le
glacier d’Argentière sont également mesurés. Cette mesure est réalisée par la société
EMOSSON SA.
2.5.2.2 Reconstitution et disponibilité des données
Les stations hydrométriques du Bisme du Tour et de l’Arveyron d’Argentière,
ainsi que les mesures de débits de prélèvements, sont gérées par les sociétés EDF/DTG
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FIGURE 2.13 – Périodes de disponibilité des mesures réalisées par les
stations météorologiques du réseau additionnel listées dans le tableau
2.2
Cours d’eau Altitude Surface totale
bassin versant
Surface englacée
bassin versant
Bisme du Tour 1487 m 12.52 km2 7.84 km2 (62.62%)
Arveyron d’Argentière 1255 m 32.59 km2 15.85 km2 (48.65%)
Arveyron de la Mer de Glace 1062 m 78.52 km2 41.85 km2 (53.29%)
Arve - Chamonix 1022 m 193.01 km2 67.36 km2 (34.90%)
TABLE 2.3 – Liste des stations hydrométriques disponibles sur les
cours d’eau du bassin versant de l’Arve à Chamonix, décrites en 2.5.2
et EMOSSON SA. Les valeurs mesurées de débit nous ont été fournies dans le cadre
d’une convention, avec certaines restrictions en particulier au niveau des périodes
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de disponibilité.
Les mesures de débit associés à ces stations hydrométriques nous sont fournies di-
rectement sous la forme de débits naturels reconstitués, c’est à dire pour chaque
station, la somme du débit qui y est mesuré et du débit mesuré aux collecteurs si-
tués dans son bassin versant. Cette reconstitution de débit naturel est réalisée au pas
journalier. Par ailleurs, la somme de la totalité des prélèvements réalisés sur le bas-
sin versant nous est fournie au pas journalier par la société EMOSSON SA.
La station hydrométrique de l’Arve au pont des Favrands est gérée par la DREAL.
Les débits mesurés nous sont accessibles au pas horaire, de manière quasi-continue.
La connaissance des débits prélevés sur l’ensemble du bassin versant de l’Arve nous
permet de les reconstituer. Néanmoins, la reconstitution ne peut qu’avoir lieu au pas
journalier compte-tenu du temps de transfert entre les collecteurs et le pont des Fa-
vrands à Chamonix, difficile à estimer.
Pour des raisons relatives à la représentation de la couverture glaciaire indiquées
au chapitre 4, nous ne nous intéressons qu’aux données de débit relativement ré-
centes. La figure 2.14 donne un aperçu du jeu de données disponibles entre 1990 et
2015 en termes de débits naturels reconstitués au pas journalier sur les différentes
stations hydrométriques. De la même façon que pour la figure 2.13, nous situons sur
cette figure plusieurs évènements que nous étudions en détail dans la suite de ce
document. Le tableau 2.4 indique la quantité de mesures disponibles pour chacune
de ces mêmes années.
FIGURE 2.14 – Périodes de disponibilité des débits mesurés aux sta-
tions hydrométriques décrites en 2.5.2
2.5.2.3 Incertitudes sur les valeurs mesurées
Il y a lieu de savoir que le segment de l’Arve sur lequel se trouve la station de
mesure du pont des Favrands n’a pas une section constante en raison du dépôt de sé-
diment et des curages réguliers. Cela entraine une instabilité de la relation hauteur-
débit et par conséquent une incertitude sur les valeurs de débit issues des mesures
de hauteur d’eau.
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Arveyron
MDG
Bisme Arveyron
Argentière
Arve
Cham.
1995 365 132 100 365
1996 366 130 130 366
1997 266 182 113 143
1998 207 173 134 120
1999 365 127 145 365
2000 366 166 164 366
2001 362 168 109 365
2002 365 192 154 365
2003 351 140 133 365
2004 366 109 123 366
2005 365 0 0 365
2006 365 0 0 365
2007 365 0 0 365
2008 331 0 0 366
2009 365 0 0 365
2010 365 0 0 311
2011 365 0 0 361
2012 366 0 0 348
2013 365 0 0 363
2014 365 0 0 359
2015 365 0 0 363
Total 7361 1519 1305 7117
TABLE 2.4 – Nombre de jours de mesures de débit disponibles pour
chaque exutoire, sur toute la période de simulation et individuelle-
ment pour chaque année.
Par ailleurs, la courbe de tarage est majoritairement constituée de points issus de
jaugeages en période de basses et moyennes eaux. Cela constitue un facteur sup-
plémentaire d’incertitude lors de l’exploitation de cette courbe pour les mesures de
débit en période de hautes eaux, la relation hauteur-débit étant alors principalement
basée sur une extrapolation. De plus, lors d’évènements hydrologiques extrêmes, la
hauteur d’eau dans les rivières sort de la fourchette que le capteur peut mesurer, ce
qui conduit à des valeurs fausses. La question particulière de la mesure des débits et
de son incertitude lors d’évènements extrêmes est discutée par CHEN, (2013).
Un autre facteur général d’incertitude sur les débits estimés à partir d’une mesure
de hauteur d’eau grâce à une courbe de tarage réside dans le fait que cette courbe
est établie à partir de mesures réalisées dans un contexte de régime permanent. La
relation débit/hauteur en régime transitoire peut être différente de celle qui est ob-
servée en régime permanent (DI BALDASSARRE et MONTANARI, 2009 ; DOTTORI,
MARTINA et TODINI, 2009).
La question générale de l’incertitude des mesures de débit a été étudiée dans la
thèse d’Aurélien Despax (DESPAX, 2016) ainsi que par DOTTORI, MARTINA et TO-
DINI, (2009). Le problème spécifique de l’incertitude de la courbe de tarage est étudié
par SIKORSKA et RENARD, (2017).
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Enfin, la présence d’une activité hydro-électrique intense sur ce bassin versant consti-
tue une source d’incertitude supplémentaire. Cette incertitude est est tout d’abord
liée à la nécessité de reconstituer les débits naturels en raison de l’influence des prélè-
vements. En effet, il n’est pas possible actuellement d’estimer correctement le temps
de transfert entre le collecteur et la station hydrométrique. La reconstitution est donc
faite au pas journalier, en faisant l’hypothèse que l’eau qui a été entonnée dans le
collecteur lors d’une journée se serait écoulée à la station lors de la même journée
si le collecteur n’avait pas été là. Il s’agit d’une hypothèse forte, le transfert de l’eau
entre le point de collecte et la station hydrométrique pouvant avoir lieu d’une jour-
née sur l’autre. Cette incertitude est ensuite liée au fonctionnement intermittent de
la centrale hydro-électrique du Bois du Bouchet ayant une influence sur les hydro-
grammes des stations hydrométriques de l’Arveyron de la Mer de Glace et de l’Arve
à Chamonix, qui sont les seules stations pour lesquelles nous disposons de mesures
au pas horaire.
Les données de débit dont nous disposons, surtout lorsqu’elles sont naturelles re-
constituées, sont donc malheureusement entachées d’une forte incertitude dont il
est absolument nécessaire de tenir compte lors de leur exploitation pour la calibra-
tion et l’évaluation des modèles.
2.5.3 Données glaciologiques
2.5.3.1 Cartes d’extension glaciaire
Les cartes d’extension glaciaire utilisées pour cette étude sont réalisées par An-
toine Rabatel, dans le cadre du Service National d’Observation GLACIOCLIM (https ://gla-
cioclim.osug.fr/) et du projet international GLIMS (Global Land Ice Measurements
from Space, http ://www.glims.org/).
La constitution par Antoine Rabatel de ces cartes est faite d’après des observations
du satellite ASTER (résolution spatiale de 15 m) datant du 20 août 2012. D’après la
méthode proposée par GARDENT et al., (2014), les glaciers ont été délimités manuel-
lement car les méthodes automatiques de délimitation ne conviennent pas lorsqu’il
y a des zones ombragées, lorsque des débris couvrant le glacier ou lorsque le glacier
est couvert de neige.
2.5.3.2 Bilans de masse
Le glacier d’Argentière ainsi que le glacier de la Mer de Glace sont parmi les
glaciers qui sont suivis par le service d’observation GLACIOCLIM. A ce titre, un en-
semble de mesures ponctuelles y sont effectuées de deux à six fois par an, consistant
à mesurer ce que le glacier a perdu ou gagné en termes de lame d’eau équivalente
depuis la mesure précédente. Ces mesures ponctuelles sont réalisées par des balises
qui sont dispersées sur l’ensemble du glacier, couvrant ainsi la zone d’accumulation
et la zone d’ablation. Le nombre de balises est presque constant depuis 1995 sur les
deux glaciers évoqués, et est résumé dans le tableau 2.5. L’altitude minimale et maxi-
male est également indiquée. La disposition de ces balises sur les glaciers concernés
est montrée sur la figure 2.15. Ces mesures, associées à un processus de photo-
grammétrie numérique, permettent d’estimer le bilan global de masse d’un glacier à
l’échelle annuelle. Ce calcul de bilan de masse global annuel est réalisé pour chaque
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Accumul. zone Ablation zone Total Min. alt. Max. alt.
Argentière 9 31 40 2400 m 3440 m
Mer de Glace 7 21 28 1700 m 3570 m
TABLE 2.5 – Nombre de balises de mesure de bilan de masse pour les
glaciers d’Argentière et de la Mer de Glace
FIGURE 2.15 – Disposition des balises de mesure de bilan de masse
sur les glaciers d’Argentière et de la Mer de Glace
année entre le 1er octobre de l’année précédente et le 30 septembre de l’année cou-
rante. Son incertitude estimée est de +/- 200 mm équivalent en eau (RÉVEILLET
et al., 2017). Ces estimations annuelles sont disponibles depuis l’année 1981 pour les
deux glaciers évoqués.
2.5.4 Cartes d’enneigement
Les images obtenues quotidiennement par le capteur MODIS du satellite TERRA
depuis 2000 permettent la construction de cartes d’enneigement, sur la base du si-
gnal issu des bandes 1 et 2, ainsi que des bandes 3 à 7. De telles cartes sont souvent
utilisées par la communauté scientifique, notamment pour l’enneigement des mon-
tagnes. L’exploitation de ces images pour la réalisation de cartes journalières d’en-
neigement du bassin versant de l’Arve à une résolution spatiale de 250 m a été réa-
lisée par REVUELTO et al., (2018) (dans le cadre d’un travail connexe à celui de cette
présente thèse, c’est pourquoi cet article est visible en annexe A de ce document), à
l’aide du logiciel MODImLab (DUMONT et al., 2012a). Le découpage géographique
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des cartes d’enneigement ainsi réalisées est le même que celui du modèle numérique
de terrain à 250 m de résolution fourni par l’IGN (www.ign.fr).
Comme indiqué par REVUELTO et al., (2018), la présence de nuages est un facteur
très limitant pour la possibilité de réaliser des cartes d’enneigement à partir des
images satellites. Cela nécessite la mise en place de critères de sélection, faisant ap-
pel à la fixation de valeurs de seuils. Dans les cartes produites par REVUELTO et al.,
(2018), seules sont exploitées les images satellites pour lesquelles la couverture nua-
geuse de la totalité du bassin versant est inférieure à 20%. La connaissance de la
couverture nuageuse est également possible grâce au logiciel MODImLab.
2.6 Climatologie
La vallée de l’Arve connait un climat montagnard, qui est influencé par son en-
caissement. les figures 2.16 et 2.17 montrent respectivement les moyennes et écarts-
types climatologiques à l’échelle annuelle ainsi que pour les périodes allant du 1er
octobre au 31 mars (période hivernale) et inversement (période estivale). Ces figures
sont obtenues à partir des données SAFRAN présentées en 2.5.1. Les graphiques
visibles sur la partie droite de la figure 2.17 sont les écarts-types interannuels des
moyennes mensuelles des températures et précipitations.
Nous remarquons d’après ces données qu’à partir d’environ 2000 m d’altitude, les
précipitations solides sont plus nombreuses que les précipitations liquides sur toute
l’année. Lors de la période estivale, c’est à partir d’environ 2700 m que les préci-
pitations solides sont plus nombreuses. Lors de la période hivernale, c’est sur la
quasi-totalité des altitudes que les précipitations solides sont plus nombreuses. Ces
mêmes figures nous montrent par ailleurs que quelle que soit la période de l’année,
la quantité totale de précipitations augmente avec l’altitude.
La quantité totale de précipitations à l’échelle mensuelle connait une certaine sta-
bilité autour de l’année, en étant toutefois plus élevée en hiver et en été qu’au prin-
temps et en automne. L’augmentation avec l’altitude de la quantité totale des préci-
pitations, déjà remarquée à l’échelle saisonnière et annuelle, est également visible à
l’échelle mensuelle. C’est en hiver que l’écart-type interannuel des moyennes men-
suelles de précipitations pour chaque bande d’altitude est le plus élevé, avec un
profil altitudinal stable et parfaitement perceptible à l’échelle mensuelle. Le même
écart-type calculé séparément pour les précipitations liquides et solides suit la même
tendance que l’évolution des moyennes de ces mêmes précipitations le long de l’an-
née, mis à part pour l’écart-type interannuel des moyennes mensuelles des précipi-
tations liquides aux basses altitudes, qui reste élevé toute l’année.
Le profil altitudinal de l’écart-type des précipitations suit la même allure que celui
de la moyenne, avec toutefois une tendance à l’augmentation de l’écart-type dans les
altitudes moyennes, comme nous pouvons le voir sur la partie gauche de la figure
2.17.
Quant aux températures, il apparait que l’évolution au cours de l’année de leur
moyenne mensuelle pour chaque bande d’altitude est assez régulière avec sans sur-
prise des valeurs hautes en été et basses en hiver. Le gradient altitudinal des moyennes
annuelles de température apparait stable au fil des mois. L’écart-type interannuel
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des moyennes annuelles de températures apparait très proche pour toutes les bandes
d’altitudes, ainsi que pour les mois à l’exception du mois de février où il est plus
élevé. A l’échelle journalière, les températures sont sujettes à un cycle diurne dont
l’amplitude est variable dans le temps et dans l’altitude. Un exemple est montré sur
la figure 2.18.
FIGURE 2.16 – Moyennes des données climatologiques à l’échelle
annuelle sur la vallée de l’Arve à Chamonix pour les années allant de
1995 à 2015
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FIGURE 2.17 – Écarts-types des données climatologiques à l’échelle
annuelle sur la vallée de l’Arve à Chamonix pour les années allant de
1995 à 2015
2.7 Régime hydrologique
2.7.1 Régime moyen
L’Arve à Chamonix et ses affluents glaciaires sont des cas typiques de régime
hydrologique nivo-glaciaire, qui se caractérise à l’échelle annuelle par un débit très
faible en période hivernale, qui augmente lors du printemps et se maintient à un
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FIGURE 2.18 – Représentation des températures à l’échelle journa-
lière mettant en évidence le cycle diurne
niveau élevé jusqu’à la fin de l’été (ce type de régime a été décrit au chapitre 1). Cela
est mis en évidence sur la figure 2.19, qui montre la moyenne mensuelle des débits
de l’Arve à Chamonix ainsi que de l’Arveyron de la Mer de Glace pour les années
allant de 1995 à 2015. Il y a particulièrement lieu de remarquer la forte décroissance
des débits mensuels moyens entre août et septembre pour la plupart des années re-
présentées. Cette décroissance peut être reliée à la décroissance des températures
moyennes mensuelles entre ces deux mois, visible sur la figure 2.16. Par ailleurs,
cette décroissance de débit mensuel moyen est nettement plus marquée pour l’Ar-
veyron de la Mer de Glace que pour l’Arve à Chamonix. Cela peut se relier à la
différence des taux respectifs d’englacement de ces deux bassins versants, indiqués
sur le tableau 2.3. Enfin, cette même figure 2.19 nous montre que le profil du régime
hydrologique à l’échelle mensuelle est relativement stable d’année en année pour
l’Arve à Chamonix. Cette stabilité diminue un peu pour l’Arveyron de la Mer de
Glace, notamment pour la période estivale.
La fonte glaciaire estivale est sujette à un cycle diurne qui peut se remarquer sur
les figures 2.21 et 2.20. Il peut être relié au cycle diurne des températures évoqué
en 2.6. L’étude plus générale des hydrogrammes de l’Arve à Chamonix permet de
remarquer qu’en l’absence de précipitations, le débit de pointe à l’échelle journalière
a lieu en général vers 16 h que et le débit creux s’étale entre 4 h et 8 h.
2.7.2 Evènements particuliers
La figure 2.19, montre, pour chaque mois, le débit maximal qui a été atteint par
l’Arve à Chamonix et par l’Arveyron de la Mer de Glace pour les années comprises
entre 1995 et 2015. Les figures 2.20, 2.21, 2.22, 2.23 et 2.24 montrent des exemples
d’évolution du débit de l’Arve à Chamonix lors d’évènements de précipitations de
diverses intensités. Les températures qui règnent lors de la survenue de ces évène-
ments de précipitations sont tout aussi diverses.
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FIGURE 2.19 – Moyennes, maximums et minimums à l’échelle men-
suelle des débits observés de l’Arve à Chamonix et de l’Arveyron de
la Mer de Glace pour les années allant de 1995 à 2015
Ces figures mettent en évidence la forte réactivité de ce bassin versant, ce qui lui
donne une certaine sensibilité aux événements météorologiques extrêmes et par
conséquent une certaine propension aux crues rapides. L’exemple le plus flagrant
est celui qui est visible sur la figure 2.20 et illustré par la photographie 1.9. Il s’agit
de la crue historique évoquée en 1.3.1. Il est visible sur la figure 2.19 que les évène-
ments hydrologiques importants ont généralement lieu pendant l’été, mais peuvent
également avoir lieu en automne.
Ces figures, et particulièrement la figure 2.21 illustrant la réaction de l’Arve à la
canicule de juillet 2003 (VAUTARD et al., 2007 ; STEGEHUIS et al., 2015), mettent aussi
en évidence le rôle de la température dans le débit de l’Arve, avec une réactivité
également forte. Il est visible sur la figure 2.20 que l’évènement de précipitations as-
socié à la crue a été précédé d’une longue période de fortes chaleurs associée à une
augmentation des débits de l’Arve à Chamonix ainsi que de l’Arveyron de la Mer
de Glace, en l’absence de précipitations. Il apparait sur cette même figure que les
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FIGURE 2.20 – Représentation hydro-météorologique de la crue de
juillet 1996
FIGURE 2.21 – Représentation hydro-météorologique de la canicule
d’août 2003
évènements de précipitation survenus au début du mois de juillet 1996, d’une plus
grande ampleur mais dans un contexte de températures plus froides, ont donné lieu
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FIGURE 2.22 – Représentation hydro-météorologique d’un évène-
ment majeur de précipitations survenu lors du printemps 2015 ayant
été lourd de conséquences aux abords de l’Arve en aval de Chamonix
FIGURE 2.23 – Représentation hydro-météorologique d’un évène-
ment de précipitations à l’été 2015
à une réaction hydrologique beaucoup plus faible voire presque nulle.
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FIGURE 2.24 – Représentation hydro-météorologique d’un évène-
ment de précipitations à l’automne 2015
La disparité de la réaction hydrologique du bassin versant de l’Arve aux évène-
ments de précipitation est aussi mise en évidence par la comparaison des figures
2.22 et 2.24. Nous pouvons voir que deux évènements de précipitations survenus
respectivement au début du mois de mai et au milieu du mois de septembre 2015
donnent lieu à une réaction hydrologique similaire, alors que ces évènements de
précipitation étaient d’une ampleur et d’une durée très différentes. La figure 2.24
nous montre également qu’un évènement de précipitation ayant eu lieu à la fin du
mois de septembre 2015 est suivi d’une réaction hydrologique beaucoup plus faible
que celles qui ont pu suivre d’autres évènements de précipitation d’ampleur simi-
laire, comme ceux qui sont visibles sur la figure 2.23. Si la différence de température
est un élément qui explique potentiellement ces différences, il y a également lieu de
savoir comme indiqué au chapitre 1 que l’état de la surface d’un bassin versant, et
notamment son enneigement, a une influence déterminante sur sa réaction hydrolo-
gique. Cela nous entraine à penser que la caractérisation hydrologique de ce bassin,
et la possibilité de connaitre sa réaction aux évènements météorologiques, nécessite
de prendre en compte les phénomènes mis en jeu ainsi que leurs interactions. C’est
dans cet objectif que nous avons mis en place une chaine de modélisation hydro-
nivo-glaciaire du bassin versant de l’Arve à Chamonix.
2.8 Synthèse
Le bassin versant de l’Arve à Chamonix se distingue par sa petite taille, sa haute
altitude et son dénivelé important, la présence d’un couvert nival pendant une grande
partie de l’année ainsi que la présence d’un couvert glaciaire sur environ un tiers de
sa surface. Un régime hydrologique de type nivo-glaciaire est observé, caractérisé
par des débits qui sont faibles en hiver, puis qui augmentent lors du printemps et
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restent élevés jusqu’à la fin de l’été. L’observation conjointe des débits et des obser-
vations météorologiques à l’échelle infra-journalière met en évidence une réponse
hydrologique complexe, dépendant non seulement des précipitations mais égale-
ment de la température et de l’état des surfaces du bassin versant. La survenue de
précipitations dans un contexte de fortes températures et donc de fonte glaciaire im-
portante peut entrainer des débits très élevés.
Une activité hydro-électrique importante a lieu sur ce bassin versant, incluant une
déviation d’eau vers le lac d’Émosson ainsi que le fonctionnement intermittent d’une
centrale. Un travail de reconstitution des débits naturels, sur la base des débits ob-
servés aux exutoires ainsi que des mesures connues de prélèvements, est donc né-
cessaire pour pouvoir envisager de développer et évaluer un modèle hydrologique
représentant ce bassin versant.
Des données de réanalyse météorologique sur ce bassin versant nous sont four-
nies par l’outil SAFRAN, et peuvent être utilisées pour alimenter un modèle hydro-
logique. Des données d’observation (précipitations et température) nous sont par
ailleurs fournies par un réseau additionnel de dix stations, installé en période esti-
vale depuis la saison 2013.
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Chapitre 3
Modélisation hydrologique :
généralités et application au
contexte nivo-glaciaire
3.1 Généralités et enjeux courants
3.1.1 Principes de base
La modélisation hydrologique consiste à chercher à relier le débit des rivières aux
conditions météorologiques observées sur le bassin versant associé. Selon la métho-
dologie employée, elle peut nécessiter la prise en compte des caractéristiques du
bassin versant, ainsi que la connaissance et modélisation de phénomènes intermé-
diaires, incluant notamment l’évolution de l’état des surfaces (GUPTA et al., 2012).
De manière générale, un modèle hydrologique se divise en deux parties principales :
la partie "production" et la partie "routage". La partie "production" consiste à repré-
senter la production d’eau de manière locale en chaque point du bassin versant.
La partie "routage" consiste à représenter la transition de cette eau vers l’exutoire
du bassin versant, par vidange des réservoirs profonds ou ruissellement superficiel,
puis par écoulement dans les torrents et rivières (MICHAELIDES et WAINWRIGHT,
2002).
La quantité de phénomènes de diverses natures mis en jeu lors du parcours de l’eau
depuis la surface vers la rivière puis le long de la rivière vers l’exutoire, ainsi que
leur complexité et les incertitudes associées, rend difficile leur prise en compte in-
tégrale. Des simplifications et des réductions doivent donc être considérées, sur la
base d’hypothèses parfois fortes (WAGENER, 2003 ; BIONDI et al., 2012). La qualité,
la quantité et la diversité des données d’observation météorologiques et de terrain
dont nous disposons sur le bassin versant étudié, ainsi que les objectifs attendus du
modèle constituent un facteur déterminant pour les choix qui doivent être réalisés
lors du développement de modèles hydrologiques (WAGENER et al., 2001 ; HOLZ-
MANN et MASSMANN, 2013 ; TOBIN et al., 2013).
La mise en place d’un modèle hydrologique est traditionnellement constituée de
trois étapes majeures : 1) le développement de la structure du modèle, 2) la confi-
guration et 3) l’évaluation de ses performances finales (WAGENER, WHEATER et
GUPTA, 2003). Il est fréquent que ces étapes soient effectuées de manière itérative :
l’évaluation détaillée des résultats d’un modèle et les difficultés rencontrées lors
de sa configuration sont généralement sources d’informations et de connaissances
scientifiques permettant d’améliorer sa structure (JAKEMAN et HORNBERGER, 1993 ;
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GUPTA, SOROOSHIAN et YAPO, 1998 ; ATKINSON, WOODS et SIVAPALAN, 2002 ; WA-
GENER et al., 2003 ; FENICIA et al., 2008 ; YILMAZ, GUPTA et WAGENER, 2008 ; SCHAE-
FLI et ZEHE, 2009 ; GUPTA et NEARING, 2014). Il est généralement considéré dans la
littérature (par exemple par CARRERA et NEUMAN, (1986), WAGENER et GUPTA,
(2005), FENICIA et al., (2008), ARNOLD et al., (2009), POULIN et al., (2011) et SHIN
et al., (2015)) que la qualité d’un modèle hydrologique est déterminée avant tout
par sa structure, plus que par la manière dont il est configuré. Une discussion sur la
question de l’adéquation de la structure d’un modèle et de son niveau de complexité
est donnée par MARTINEZ et GUPTA, (2011).
3.1.2 Niveau de représentation des processus
Il existe trois types de modèles : empiriques, conceptuels et à bases physiques.
Si ces trois classes sont parfaitement définissables, certains modèles peuvent en re-
vanche être difficiles à classer. En particulier, les modèles à base physique ont sou-
vent recours à des éléments conceptuels, la modélisation intégralement physique
étant presque inatteignable. Par ailleurs, les modèles hydrologiques étant souvent
constitués de plusieurs composants, ils peuvent être hétérogènes au regard de ces
types de modèles. Par exemple, une utilisation combinée de modèles conceptuels et
empiriques est réalisée par CORZO et al., (2009).
3.1.2.1 Modélisation empirique
De manière générale, la modélisation empirique consiste à relier les sorties aux
entrées d’un phénomène à partir d’une étude approfondie et systématisée des don-
nées d’observations. Dans le cadre de l’hydrologie, il s’agit de relier la sortie (le
débit à l’exutoire) à l’entrée (les données météorologiques) du fonctionnement hy-
drologique d’un bassin versant. Il peut s’agir de rechercher une simulation d’hy-
drogramme éventuellement assortie d’un intervalle de confiance (BADRZADEH, SA-
RUKKALIGE et JAYAWARDENA, 2015 ; KASIVISWANATHAN et al., 2016), ou d’estimer
le risque de la survenue d’évènements extrêmes sur la base de seuils préalablement
fixés (TURKINGTON et al., 2014). Une présentation de plusieurs méthodes empi-
riques utilisables en modélisation hydrologique se trouve dans CHANDWANI et al.,
(2015).
Ce type de modélisation fait entièrement abstraction des processus intermédiaires
qui ont lieu, lesquels ne sont donc pas représentés. Seules les entrées et les sorties
sont considérées, et le lien entre les deux est réalisé par un concept mathématique gé-
nérique fonctionnant sur le principe de l’apprentissage à partir de longues séries de
données observées (TOTH, 2009). La particularité de ce type de modélisation est l’ab-
sence totale de paramètres, à l’exception de ceux (parfois appelés hyperparamètres)
qui sont liés au système d’apprentissage utilisé.
3.1.2.2 Modélisation conceptuelle
La modélisation conceptuelle consiste à prendre en considération les proces-
sus intermédiaires ayant lieu entre les entrées et les sorties en s’appuyant sur des
concepts physiques simples et génériques qu’on applique à une échelle largement
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plus grande que celle des processus mis en jeu entre les entrées et la sortie (WAGE-
NER et GUPTA, 2005). Par rapport à la modélisation empirique, cette stratégie en-
traine l’apparition de paramètres liés aux processus qu’on veut simuler. Dans la me-
sure où les concepts physiques utilisés pour la modélisation sont à une échelle plus
grande que celle des processus réels, ces paramètres peuvent ne pas être directement
reliables à des données mesurables sur le terrain, ce qui rend nécessaire l’utilisation
de méthodes de calibration éventuellement couplées à des méthodes d’estimation
des valeurs de paramètres à partir de dérivation de données de terrain (KOREN et
al., 2000 ; WAGENER et al., 2003 ; WAGENER et GUPTA, 2005 ; MERZ, PARAJKA et BLÖ-
SCHL, 2011). C’est particulièrement dans le contexte de la modélisation conceptuelle
que peut apparaitre le problème d’équifinalité abordé dans la suite de ce chapitre, ce
qui entraine la nécessité d’une modélisation parcimonieuse (WHEATER, JAKEMAN
et BEVEN, 1993 ; YOUNG, JAKEMAN et POST, 1997).
3.1.2.3 Modélisation à bases physiques
Par rapport à la modélisation conceptuelle, la modélisation à bases physiques
tend à prendre en considération les processus intermédiaires à une échelle plus
petite et avec une représentation plus détaillée de ces processus dans le modèle.
Une modélisation intégralement physique de tous les processus ayant lieu dans
un bassin versant étant impossible à réaliser en pratique, la modélisation à bases
physiques peut être considérée comme une amélioration de la modélisation concep-
tuelle, consistant à s’approcher de la réalité physique, ce qui entraine la suppression
d’abstractions réalisées à grande échelle sur la base de concepts physiques géné-
riques et la nécessité d’une très bonne connaissance théorique des processus mis en
jeu (JIA et al., 2009 ; ODONI et LANE, 2010 ; PANICONI et PUTTI, 2015 ; CLARK et al.,
2017). Elle peut par exemple s’appliquer au domaine de l’énergie, par la recherche
de la modélisation du bilan d’énergie du sol sur la base de la loi de conservation
de l’énergie. Un autre exemple d’application de modèles à bases physiques dans le
cadre de l’hydrologie est le transfert de l’eau dans le sol ou en surface, qui peut alors
être modélisé sur la base d’équations de la mécanique des fluides.
3.1.2.4 Enjeux du choix de niveau de représentation des processus
Les choix relatifs au niveau de représentation des processus ayant lieu sur un
bassin versant sont guidés d’une part par le niveau de détail qui est rendu néces-
saire par les objectifs du modèle, et d’autre part par beaucoup de circonstances
factuelles qui imposent certaines restrictions (BUTTS et al., 2004). Un modèle em-
pirique pourra être convenable dans le cas où la réponse hydrologique d’un bassin
versant dépend directement des entrées météorologiques ayant lieu dans une proxi-
mité temporelle, mais ne pourra pas fonctionner correctement si cette réponse est
influencée par l’état du bassin versant, lui-même étant influencé par les conditions
météorologiques ayant eu lieu pendant longtemps (HSU, GUPTA et SOROOSHIAN,
1995 ; GUPTA et al., 2012). Par ailleurs, l’inadéquation d’un modèle empirique aux
bassins versants connaissant des changements physiques (par exemple au niveau
de l’occupation des sols, des aménagements hydrauliques ou de la couverture gla-
ciaire) est soulignée par JAIN et al., (2018), en vertu du fait que ces changements et
leur influence sur les relations entre les entrées et les sorties du modèle ne pourront
pas être explicitement pris en compte dans le modèle, car celui-ci est basé unique-
ment sur les données d’entrée et de sortie. Un modèle conceptuel pourra convenir
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dans les cas où les processus qui relient les entrées aux sorties peuvent être ap-
prochés à grande échelle par des concepts physiques relativement simples. Quant
à l’utilisation des modèles à bases physiques, elle soulève plusieurs questions. Ces
modèles sont supposés être en mesure de donner de meilleurs résultats que les mo-
dèles conceptuels (DUTRA et al., 2010 ; VERBUNT et al., 2003), par exemple pour la
reproduction du cycle diurne dans le cadre de l’hydrologie glaciaire (HOCK, 2005 ;
WARSCHER et al., 2013). Mais elle entraine plusieurs inconvénients, notamment : 1)
la nécessité d’avoir des données météorologiques précises à une petite échelle tem-
porelle et spatiale, 2) la nécessité de connaitre précisément la structure physique du
bassin versant, avec un plus grand nombre de valeurs de paramètres à fixer dont
certaines sont difficiles à connaitre, et 3) une plus grande vulnérabilité aux erreurs
dans les données météorologiques, qui peuvent être importantes notamment au ni-
veau des précipitations solides dans les hautes altitudes (WOO et THORNE, 2006 ;
VERBUNT et al., 2003 ; HOCK, 2005 ; BALES et al., 2006 ; FRANZ, HOGUE et SOROO-
SHIAN, 2008 ; SCHAEFLI, 2016). Lorsqu’ils sont associés à l’utilisation de données de
terrain en quantité et qualité suffisante, les modèles à bases physiques peuvent être
utilisés comme outils de recherche pour une meilleure compréhension des processus
naturels (COUNCIL, 1998).
L’utilisation de modèles à bases physiques pour la simulation hydrologique néces-
site un effort accru d’évaluation du modèle, non seulement sur la sortie principale
mais également sur le plus grand nombre de sorties intermédiaires (ZEINIVAND et
DE SMEDT, 2009) afin d’éviter le problème de sur-paramétrisation pouvant se pré-
senter lors de la calibration d’un modèle complexe uniquement sur la base de la
simulation de débit (BEVEN, 1989), ce qui nécessite de disposer de mesures de ter-
rain adéquates et sur une longue durée. De manière générale, l’ajout de complexité
inutile ou dont on ne peut pas évaluer la pertinence sera un facteur d’incertitude
supplémentaire qui affaiblira la qualité du modèle (PERRIN, MICHEL et ANDRÉAS-
SIAN, 2001 ; BEVEN, 2002 ; ATKINSON, WOODS et SIVAPALAN, 2002 ; PERRIN, MI-
CHEL et ANDRÉASSIAN, 2003 ; KIRCHNER, 2006 ; LUDWIG et al., 2009 ; LEON, NANIA
et SRIDHAR, 2010 ; ORTH et al., 2015).
3.1.3 Structure du modèle : représentation de l’environnement
La structure du modèle est la manière dont le fonctionnement d’un bassin ver-
sant est représenté dans le modèle : identification des phénomènes physiques im-
portants, manière de les représenter et de représenter leurs interactions, et manière
de découper spatialement le bassin versant. Il y a par ailleurs lieu de distinguer les
éléments principaux d’un modèle hydrologique, en lien avec les étapes principales
du cheminement de l’eau sur un bassin versant.
3.1.3.1 Identification de la structure
La question de l’identification de la structure d’un modèle et des difficultés qu’elle
présente est résumée dans SCHAEFLI et al., (2011), où il est fait mention des deux
approches les plus courantes : 1) "de haut en bas" (top-down), consistant à exploi-
ter les données issues des mesures de terrain (notamment les observations de débit
et de conditions météorologiques, mais SEIBERT et MCDONNELL, (2002) encourage
d’ajouter l’utilisation d’autres données) afin de caractériser la façon dont elles sont
liées, dans le but de représenter cette caractérisation dans le modèle, et 2) "de bas
en haut" (bottom-up), consistant à développer la structure du modèle à partir des
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connaissances qu’on a du bassin versant étudié. Le problème épistémologique, c’est-
à-dire relatif à la difficulté de connaitre la structure physique d’un bassin versant, y
est évoqué.
Une description détaillée des enjeux de cette étape du développement d’un modèle,
associée à une revue des méthodes qui les ont traités, est présentée par GUPTA et
al., (2012). On y trouve une description détaillée du problème épistémologique dé-
crit ci-dessus. Ce problème y est divisé en trois aspects : 1) la connaissance de la
structure physique du milieu étudié (par exemple : géologie, topographie, pédo-
logie), 2) la connaissance de la nature des processus physiques qui y ont lieu, et
3) la connaissance de la manière de représenter mathématiquement et numérique-
ment ces processus. L’aspect de la représentation numérique inclut non seulement
la connaissance des équations et de méthodes numériques capables de les résoudre
avec précision, mais aussi la question de la variabilité spatiale de ces processus.
Celle-ci déterminera en effet la résolution spatiale à laquelle ces équations devront
être résolues. Le lien entre la résolution spatiale et la manière de décrire les proces-
sus physiques est par ailleurs fait par VANSTEENKISTE et al., (2014).
Parmi les références citées par GUPTA et al., (2012) proposant des méthodes pour
affronter ces trois aspects du problème épistémologique, celles qui sont relatives au
deuxième aspect s’appuient principalement sur une augmentation progressive de
la complexité du modèle en termes du nombre de processus pris en compte (par
exemple BAI, WAGENER et REED, (2009)) éventuellement en s’appuyant sur des don-
nées issues de mesures diverses (traceurs chimiques par exemple, voir FENICIA et
al., (2008)), ou sur une approche multi-modèle. Celles qui sont relatives au troisième
aspect s’appuient sur une inférence des équations à partir des données de mesure
(notamment KIRCHNER, (2009) et CLARK et al., (2009)) et sur l’adaptation à large
échelle des équations connues à une plus petite échelle, par exemple à partir d’expé-
riences de laboratoire (notons que ce problème est par ailleurs discuté par PAGANO
et al., (2014) et par CLARK et al., (2017), et qu’une manière d’y répondre est la prise
en compte de phénomènes sous-maille : voir par exemple DECHARME et DOUVILLE,
(2007)). Quant au premier aspect, il est fait mention du fait que peu d’éléments (mis
à part l’observation directe, lorsqu’elle est possible) permettent de l’affronter, alors
que c’est précisément sur la base de cet aspect de l’épistémologie que se développent
les autres aspects.
3.1.3.2 Éléments principaux d’un modèle
Données météorologiques
Les données météorologiques constituant les données d’entrée du modèle hydrolo-
gique, l’élément qui les fournit n’en fait pas partie stricto sensu. Néanmoins, les ca-
ractéristiques de ces données (résolution spatio-temporelle, nature, qualité, et quan-
tité) ont une influence déterminante sur le fonctionnement du modèle hydrologique,
ce qui fait que ce dernier devra être construit de manière cohérente vis-à-vis des don-
nées météorologiques utilisées, particulièrement au niveau du découpage spatial et
du niveau de représentation des processus (SCHAEFLI et al., 2005 ; SHRESTHA, TA-
CHIKAWA et TAKARA, 2006 ; KUMAR, SAMANIEGO et ATTINGER, 2010 ; TOBIN et al.,
2013 ; CHEN et al., 2017b).
Le dispositif fournissant des données météorologiques peut consister en plusieurs
choses. Il peut s’agir d’une base de données d’observations, éventuellement associée
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à un outil d’interpolation ou de descente d’échelle. Il peut également s’agir d’un mo-
dèle physique de l’atmosphère. Deux possibilités existent alors : ce modèle peut être
utilisé pour assimiler des données météorologiques observées et fournir une réana-
lyse de conditions passées, ou être utilisé comme modèle de prévision numérique
du temps, ce qui permet d’alimenter le modèle hydrologique par des données de
prévision météorologique (BARTHOLMES et TODINI, 2005). Dans ce dernier cas, il
est d’usage d’alimenter préalablement le modèle avec des données d’observation ou
de réanalyse météorologique afin que son fonctionnement sur la base de données de
prévision se fasse à partir d’un état initial réaliste (PAGANO et al., 2014).
Modélisation du sol superficiel
Plusieurs approches existent pour modéliser le sol superficiel. La plus répandue
d’entre elles consiste à modéliser de manière explicite les interactions entre le sol
et l’atmosphère, ainsi que l’évolution de l’état du sol (notamment la température et
l’humidité). Ces modèles sont appelés modèles de surface terrestre. Leur première
utilité était de fournir des conditions de bord réalistes aux modèles de prévision
numérique du temps (BHUMRALKAR, 1975). Néanmoins, ces modèles sont ensuite
devenus intéressants également pour d’autres domaines des sciences de la Terre
(MASSON et al., 2013). Ils peuvent être couplés à des modèles de prévision numé-
rique du temps, mais aussi être utilisés en mode découplé. Dans ce dernier cas, les
données météorologiques sont utilisées uniquement comme entrée, sans rétroaction :
on parle alors de forçage météorologique. Les modèles de surface continentale ont
été continuellement développés et améliorés depuis les premiers modèles concep-
tuels "force-restore" (DEARDORFF, 1977). Outre l’amélioration de cette méthode en
elle-même en y ajoutant la prise en compte de phénomènes importants comme le
drainage gravitationnel et l’influence de la végétation dans le bilan d’énergie et la
diffusion de l’humidité (voir par exemple NOILHAN et PLANTON, (1989) et NOIL-
HAN et MAHFOUF, (1996) pour un tel ajout dans le modèle ISBA), des modèles de
surface terrestre à bases physiques sont apparus, incluant l’utilisation d’équations
physiques pour le calcul de la diffusion de la chaleur et de l’humidité (comme KAS-
TELEC, (1995), et DECHARME et al., (2011) et DECHARME, MARTIN et FAROUX, (2013)
pour le modèle ISBA). De manière générale, le fait que les modèles de surface ter-
restre simulent l’évolution de la chaleur et l’humidité du sol les rend pertinents dans
le cadre de la construction de modèles hydrologiques.
Parmi les autres approches qui existent pour la modélisation du sol superficiel se
trouvent certains concepts spécifiquement orientés vers l’hydrologie. C’est le cas par
exemple de TOPMODEL, qui est spécifiquement construit pour modéliser le routage
de l’eau dans le sol superficiel ainsi que sa propension à s’engorger, sur la base de la
topographie (BEVEN et FREER, 2001 ; VINCENDON et al., 2010).
Modélisation du couvert nival et glaciaire
Dans la mesure où le couvert nival joue un rôle critique pour le bilan d’énergie du
sol et ses interactions avec l’atmosphère (DUTRA et al., 2012), les modèles de surface
terrestre incluent généralement un modèle de couvert nival (POMEROY et al., 1998).
Ce modèle est voué à représenter la formation, éventuellement l’évolution physique
interne au cours du temps, puis la fonte de ce couvert nival. Les modèles de couvert
nival sont également continuellement améliorés et existent avec des degrés de com-
plexité très variés (BOONE et ETCHEVERS, 2001), allant du simple concept "degré-
jour" à la représentation détaillée du bilan d’énergie et de la microstructure interne
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à l’aide de modèles multi-couches à bilan d’énergie (BRAUN et al., 1994 ; WARSCHER
et al., 2013). Ces derniers modèles ont l’avantage de simuler de manière continue
l’évolution interne du couvert nival, et de prendre en compte cet état interne afin
d’être capables de le prendre en compte pour simuler la réaction de ce couvert nival
aux évènements météorologiques.
Au delà de leur utilité pour simuler correctement les interactions sol-atmosphère
dans le cas de la présence de neige, ces modèles sont utiles dans le cadre de l’utili-
sation des modèles de surface terrestre pour des études scientifiques ou opération-
nelles dans un large spectre d’applications : étude du risque d’avalanches (DURAND
et al., 1999 ; BELLAIRE, JAMIESON et FIERZ, 2011) et hydrologie nivale.
La présence de glaciers dans un bassin versant, même dans une proportion très
réduite, rend nécessaire leur considération explicite dans un modèle hydrologique
(VERBUNT et al., 2003 ; ZHANG et al., 2016b). De la même façon que pour les modèles
de couvert nival, les modèles de couvert glaciaire existent avec une très grande va-
riété de complexité. Il a été montré qu’il y a lieu de faire la différence entre les glaciers
couverts de neige et les glaciers à découvert, en raison des différencs physiques im-
portantes entre la glace et la neige, particulièrement au niveau de l’albédo (DUMONT
et al., 2012b ; RÉVEILLET et al., 2017).
Modélisation du routage en profondeur
Dans un modèle hydrologique, le routage de l’eau s’écoulant à la base du sol super-
ficiel (drainage) peut être pris en charge par la modélisation de réservoirs profonds
(aquifères) qui réceptionnent alors cette eau et simulent son écoulement lent dans la
rivière. La très grande complexité de ces milieux, ainsi que la difficulté de connaitre
précisément leur structure, rend difficile leur représentation précise dans les mo-
dèles. Des modèles conceptuels basés sur une vidange linéaire ou hyperbolique sont
donc souvent utilisés. Une comparaison de tels modèles de différentes complexités
est réalisée par ATKINSON, WOODS et SIVAPALAN, (2002) à la suite de la théorie pré-
sentée par WITTENBERG, (1999). Des modèles à bases physiques existent néanmoins,
avec comme objectif de reproduire de manière détaillée le routage de l’eau dans le
milieu géologique (LEDOUX, E., GIRARD, G. et VILLENEUVE, J. P., 1984).
Modélisation du routage en surface
Un accent particulier doit être mis sur la modélisation du routage de l’eau en sur-
face lors de la recherche d’une simulation du débit à l’exutoire à un pas de temps
réduit. Cette importance est illustrée par LI, XU et BELDRING, (2015). Là encore,
diverses stratégies existent, pouvant être basées sur la considération individuelle
pour chaque point du bassin versant d’un temps constant (isochrone) de transfert
vers l’exutoire du ruissellement qui y est produit (SAGHAFIAN, JULIEN et RAJAIE,
2002), ou alors sur la considération d’une fonction de densité temporelle d’écoule-
ment du ruissellement à l’exutoire qui pourra s’appliquer sur l’ensemble du bassin
versant, afin de répartir dans le temps l’arrivée à l’exutoire du ruissellement produit.
La construction de cette fonction de densité peut elle-même s’appuyer sur des mé-
thodes empiriques (optimisation de l’adéquation du débit simulé avec le débit ob-
servé), conceptuelles (utilisation d’une loi gamma, comme NADEN, (1992)) ou phy-
siques (basées sur la topographie avec calcul de la vitesse de ruissellement, comme
ZIN, (2002)). Plusieurs méthodes de prise en compte du routage en surface sur les
petits bassins versants sont présentées en détail par SCHAEFLI et al., (2014). Une
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autre méthode est présentée par ZOCCATELLI et al., (2015) et également appliquée
sur des bassins versants de petite taille. L’adéquation de l’utilisation d’une ou plu-
sieurs fonctions de densité temporelle d’écoulement du ruissellement à l’exutoire
convoluées à la situation d’un bassin versant de montagne hétérogène en termes
de topographie et de végétation est discutée par MUELLER, WEINGARTNER et ALE-
WELL, (2013).
3.1.3.3 Découpage spatial et temporel : stratégie et résolution
Le découpage spatial d’un bassin versant consiste à considérer un ensemble de
sous-parties de ce bassin, appelées mailles. Une simulation indépendante de l’état
du sol est donc réalisée pour chacune de ces mailles lors de la mise en oeuvre de
la fonction de production du modèle hydrologique. Les résultats de chacune de ces
mailles en termes de production d’eau sont fournis à la fonction de routage. Notons
que le découpage le plus simple qui soit consiste à ne considérer qu’une seule maille
contenant tout le bassin versant : on parle alors de modèle groupé (dit "lumped"
en anglais, GARAVAGLIA et al., (2017)). Enfin, remarquons que le découpage spatial
d’un bassin versant n’a lieu que dans le cadre d’une représentation des processus
qui y ont lieu, c’est-à-dire lorsque la modélisation est de type conceptuel ou à bases
physiques.
La manière de découper spatialement le bassin versant constitue une caractéris-
tiques très importante du modèle hydrologique développé. Il s’agit non seulement
de la résolution (LIANG, GUO et LEUNG, 2004 ; PAVELSKY, KAPNICK et HALL, 2011),
mais aussi de la stratégie de découpage. Celle-ci peut en effet s’appuyer sur diffé-
rents principes. Une discussion générale à propos des tenants et aboutissants du dé-
coupage spatial d’un bassin versant dans le cadre de la modélisation hydrologique
se trouve dans DEHOTIN et BRAUD, (2008) ainsi que dans KUMAR, SAMANIEGO et
ATTINGER, (2010) avec un accent mis sur le lien avec la question de la configuration
du modèle.
Les choix relatifs au découpage spatial (stratégie et résolution) auront une influence
sur la prise en compte par le modèle de l’hétérogénéité du bassin versant (FENICIA
et al., 2008 ; GUPTA et al., 2012 ; LAVENNE et al., 2016). De manière générale, le dé-
coupage spatial consistant en la considération de mailles dans chacune desquelles
une simulation indépendante de l’évolution de l’état du sol est réalisée, l’hypothèse
d’homogénéité topographique, végétale, météorologique et de composition du sol
à l’intérieur de chaque maille étant faite. Cette hypothèse est discutée par LI et al.,
(2012).
Le découpage spatial peut d’abord être basé sur la géographie, comme dans VER-
BUNT et al., (2003), KLOK et al., (2001), WARSCHER et al., (2013) et HABETS et al.,
(2008). Les points qui sont proches géographiquement sont regroupés dans des mailles,
souvent carrées. Cette stratégie de découpage a l’avantage d’être commodément as-
sociable avec le champ de données météorologiques, qui peut alors être hétérogène
à travers le bassin versant. Dans le cas de ce type de découpage, la résolution est la
dimension métrique des mailles.
Le découpage spatial peut être basé sur d’autres critères que la géographie du bassin
versant. Il s’agit alors le plus souvent de critères topographiques (pente, exposition,
altitude, voir DORNES et al., (2008), BRAUN et al., (1994), LAFAYSSE et al., (2011) et
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FIDDES et GRUBER, (2012)) ainsi que des critères physiques du sol : végétation, com-
position du sol, englacement (FANG et al., 2010). Il est dans ce cas appelé découpage
semi-distribué, et est représenté sur la figure 4.3 du chapitre 4. Dans le cadre de la
simulation hydrologique, les mailles obtenues par ce type de découpage sont appe-
lées unités homogènes de réponse hydrologique (UHRH). Chaque UHRH regroupe
des points du bassin versant ayant des caractéristiques similaires suivant les critères
fixés. Dans le cas de ce type de découpage, la résolution est l’étendue des valeurs
topographiques ou physiques des points de bassin versant qui sont regroupés dans
une même UHRH. Signalons que le terme "semi-distribué" peut être compris d’une
façon différente, comme l’indique l’exemple de BOYLE et al., (2001) qui l’utilise pour
parler d’un découpage par sous-bassins versants. Cette différence d’acception est
explicitée par SEIBERT et VIS, (2012).
Le découpage spatial basé sur la géographie est sans doute le plus naturel, et son
premier avantage est de pouvoir prendre en compte l’hétérogénéité météorologique
qui peut se présenter sur des grands bassins versants (FENICIA et al., 2008 ; WI et al.,
2015). Un ajustement de la résolution spatiale pourra rendre pertinente l’hypothèse
d’homogénéité du sol et de la topographie à l’intérieur de chaque maille, au prix
d’une complexité calculatoire éventuellement élevée et d’une nécessité d’un plus
grand nombre de données de terrain.
Lorsqu’il est basé sur d’autres critères que la géographie, le découpage spatial per-
met donc de regrouper dans une même UHRH des portions de bassin versant éven-
tuellement éloignées géographiquement mais qui présentent des caractéristiques si-
milaires et dont la modélisation hydrologique peut donc être faite de la même ma-
nière. L’avantage de cette méthode est qu’elle permet une bonne prise en compte
de l’hétérogénéité du bassin versant tout en conservant une complexité calculatoire
réduite. Ses trois inconvénients majeurs sont premièrement la difficulté de faire cor-
respondre le maillage ainsi obtenu avec des données météorologiques distribuées
géographiquement, deuxièmement le fait qu’on ne contrôle pas directement la struc-
ture du maillage, ce qui pourra rendre plus difficile l’évaluation du modèle en par-
ticulier lors de la comparaison de résultats intermédiaires (comme l’humidité du
sol, ou l’évolution du couvert nival) avec des mesures de terrain, et troisièmement
l’impossibilité de prendre directement en compte les effets d’ombrage (qui peuvent
avoir une influence considérable sur le bilan d’énergie du sol et du couvert nival
ou glaciaire qui s’y trouve éventuellement), en raison du fait que la même UHRH
peut regrouper des points géographiquement très éloignés. Il y a par ailleurs lieu de
savoir qu’il faudra appliquer les mêmes valeurs des paramètres du modèle à tous
les points regroupés dans une même UHRH. Ce problème est étudié en détail par LI
et al., (2012).
Signalons enfin que la résolution temporelle visée pour la simulation du débit à
l’exutoire est un élément très influent sur les choix relatifs à la structure et la com-
plexité du modèle, la recherche d’un pas de temps petit obligeant à représenter
le fonctionnement du bassin versant de manière plus précise dans le modèle et à
prendre en compte certains phénomènes qui ne sont pas visibles à une échelle de
temps plus grande (ATKINSON, WOODS et SIVAPALAN, 2002 ; FENICIA et al., 2008 ;
CLARK et al., 2011 ; TOBIN et al., 2013 ; SCHAEFLI et al., 2014).
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3.1.4 Configuration et évaluation du modèle
La configuration consiste à définir les valeurs qui sont assignées aux paramètres
du modèle. La liste des paramètres d’un modèle dépend directement de sa structure
(SOROOSHIAN et GUPTA, 1985 ; SHIN et al., 2015), et le nombre de paramètres est
généralement en rapport avec sa complexité (JAKEMAN et HORNBERGER, 1993 ; LA-
VENNE et al., 2016). L’évaluation d’un modèle consiste à qualifier et à quantifier la
qualité des simulations qu’il produit.
La recherche d’une ou de plusieurs configurations pertinentes pour un modèle hy-
drologique est couramment appelée la calibration (DUAN, SOROOSHIAN et GUPTA,
1992). Cette étape présente beaucoup de similitudes avec l’évaluation du modèle,
en effet elle s’appuie généralement sur l’évaluation comparée des résultats obtenus
par le modèle avec différentes configurations. C’est pourquoi ces deux étapes sont
présentées dans la même section de ce document. Il y a lieu toutefois de noter que
ces étapes sont réellement distinctes : l’évaluation finale d’un modèle se fait une fois
le processus de calibration achevé, et généralement sur la base des résultats obtenus
sur autre période temporelle que celle sur la base de laquelle elle a été réalisée. Les
critères d’évaluation des résultats qui sont utilisés respectivement pour la calibra-
tion et pour l’évaluation finale peuvent aussi ne pas être les mêmes. Les liens entre
la calibration d’un modèle et son évaluation sont particulièrement mentionnés dans
REUSSER et al., (2009).
3.1.4.1 Calibration du modèle : enjeux et méthodes
L’objectif recherché lors de la calibration d’un modèle est la détermination d’une
configuration permettant non seulement d’obtenir des bons résultats de simulation,
mais également de parvenir à une robustesse du modèle permettant d’avoir une
qualité de simulation stable à travers le temps et dans les diverses situations hydro-
météorologiques possibles, tout en ayant des valeurs plausibles de paramètres (BÁR-
DOSSY et SINGH, 2008). Elle se réalise généralement sur la base d’une période tempo-
relle pré-définie, appelée période de calibration. Plusieurs difficultés sont couram-
ment rencontrées lors de cette étape :
— Le coût calculatoire des simulations, pouvant rendre difficile l’évaluation d’un
grand nombre de configurations (RAZAVI et al., 2010).
— L’équifinalité : plusieurs configurations très éloignées peuvent donner des
performances similaires (BEVEN, 1989).
— L’existence d’optimums locaux, qui peuvent perturber la convergence vers
un optimum plus global (GUPTA et SOROOSHIAN, 1985 ; HENDRICKSON, SO-
ROOSHIAN et BRAZIL, 1988 ; DUAN, SOROOSHIAN et GUPTA, 1992 ; VERHOEST,
TROCH et TROCH, 1997 ; SCHAEFLI et al., 2005 ; WAGENER et GUPTA, 2005 ;
BLASONE, MADSEN et ROSBJERG, 2007). Ce problème est tout à fait classique
dans le domaine général de l’optimisation (FLOUDAS et JONGEN, 2005).
— L’incertitude des données (hydrologiques ou autres) utilisées pour évaluer
les résultats du modèle, ainsi que des données météorologiques utilisées pour
l’alimenter (ANDRÉASSIAN et al., 2001 ; KAVETSKI, FRANKS et KUCZERA, 2013 ;
OUDIN et al., 2006).
— Le manque de données d’observation hydrologique (PERRIN et al., 2007).
— L’impact du choix de la période de calibration sur la configuration obtenue
(ZHANG et al., 2011 ; RUSLI, YUDIANTO et LIU, 2015 ; BRODERICK et al., 2016).
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— La variabilité au cours du temps de l’influence individuelle de chaque para-
mètre (GUSE et al., 2016).
De nombreuses méthodes ont été développées et décrites dans la littérature pour
traiter ces difficultés. Nous présentons certaines d’entre elles.
Réduction de l’équifinalité
La méthode la plus répandue pour lutter contre l’équifinalité est la calibration basée
sur différents critères. Dans certains cas, il peut s’agir de critères dérivés unique-
ment de la simulation des hydrogrammes (BOYLE, GUPTA et SOROOSHIAN, 2000 ;
BOYLE et al., 2001 ; MODARRES, 2009 ; MOUSSA et CHAHINIAN, 2009 ; YANG, CAS-
TELLI et CHEN, 2014) : plusieurs configurations équifinales au regard d’un critère ne
le seront pas forcément au regard d’un autre (SEIBERT et MCDONNELL, 2002). Des
exemples de critères d’évaluation des hydrogrammes couramment utilisés pour la
calibration sont indiqués dans la suite du document. Dans d’autres cas, il est fait ap-
pel à l’exploitation de jeux de données de diverses natures afin de baser la calibration
également sur certaines sorties intermédiaires du modèle (GUPTA, SOROOSHIAN et
YAPO, 1998 ; SEIBERT, 2000 ; SCHAEFLI et al., 2005 ; RAKOVEC et al., 2016). Ce type
de calibration pour le modèle TOPMODEL déjà évoqué est réalisé par FRANKS et
al., (1998). Il peut enfin s’agir de données uniquement hydrologiques, mais prove-
nant de plusieurs stations situées à l’intérieur du bassin versant en plus de celle
qui se situe à l’exutoire (SEIBERT et al., 2000 ; WI et al., 2015). Les différents critères
pouvant donner des directions différentes, la stratégie la plus courante pour leur
utilisation conjointe dans un processus de calibration automatique est la génération
d’un ensemble de Pareto (CONFESOR et WHITTAKER, 2007 ; FONSECA, REYNOLDS et
JANSEN, 2016) ou de l’utilisation d’une fonction permettant d’agréger les différents
objectifs utilisés en un seul (le plus simple étant une fonction de pondération, comme
pour BOOIJ et KROL, (2010)). Toutefois, des stratégies de prise en compte conjointe
des différents critères peuvent être développées de façon spécifique en fonction des
circonstances, comme par exemple en réalisant la calibration en plusieurs étapes,
chacune d’entre elles étant basée une partie des critères de calibration. C’est ce qui
est fait par SCHAEFLI et al., (2005) et CHEN et al., (2017a). La robustesse apportée par
la calibration multi-critères peut permettre de favoriser la stabilité des performances
du modèle à travers les différents régimes hydro-météorologiques (WÖHLING, SA-
MANIEGO et KUMAR, 2013) et à travers les différents objectifs du modèle (KIESEL
et al., 2017).
Une autre méthode existante est la régularisation. Cette méthode consiste à établir à
priori des lois fondées sur les dépendances que les valeurs des différents paramètres
peuvent avoir entre elles, afin de réduire l’espace des configurations possibles en
supprimant dès le début toute configuration qui ne serait pas cohérente sur le plan
physique. Ce type de méthode est présenté par BEVEN et BINLEY, (1992) et POKH-
REL, GUPTA et WAGENER, (2008). Enfin, la possibilité d’utiliser diverses sources de
mesures éventuellement incertaines ou à grande échelle afin de réduire l’espace des
configurations possibles est étudiée par SEIBERT et MCDONNELL, (2002).
Recherche robuste d’un optimum global
La calibration multi-critères basée sur diverses sorties du modèle est également pro-
fitable pour l’obtention d’un optimum global (SCHAEFLI et al., 2005). Cette dernière
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étude montre par ailleurs une stratégie d’optimisation basée sur la recherche simul-
tanée d’un grand nombre d’optimas locaux à partir de configurations générées aléa-
toirement. Une revue comparée de plusieurs méthodes d’optimisation utilisables
dans le cadre de l’hydrologie et cherchant à éviter la convergence vers un optimum
local au détriment de l’optimum global est visible dans BLASONE, MADSEN et ROSB-
JERG, (2007) et VANHAUTE et al., (2012). L’intérêt qu’on a à baser l’optimisation sur
plusieurs fonctions objectif est également mentionné dans ces études. Un exemple
d’utilisation comparée de plusieurs méthodes d’optimisation globale est également
donné par WALLNER, HABERLANDT et DIETRICH, (2012), où les essais sont réalisés
avec plusieurs niveaux d’agrégation spatiale des valeurs de paramètres.
Réduction du coût calculatoire
Remarquons tout d’abord que les méthodes d’estimation à priori des valeurs de pa-
ramètres ou de réduction de l’espace de recherche qui sont présentées dans le pa-
ragraphe concernant le problème d’équifinalité sont également profitables à la di-
minution du coût calculatoire de la calibration. Une autre méthode de réduction
de l’espace de recherche est présentée par ANDRÉASSIAN et al., (2014) et consiste
à identifier, pour un modèle hydrologique particulier, un nombre modeste (égal à
vingt-sept dans l’exemple présenté) de configurations donnant des résultats accep-
tables sur un grand nombre de bassins versants. Ces configurations pouvant être
considérées comme génériques permettent ensuite de faciliter la calibration du mo-
dèle sur d’autres bassins versants. Une étude comparée de l’efficacité calculatoire de
plusieurs algorithmes d’optimisation globale est présentée par ZHANG et al., (2009).
Le concept de préemption est décrit par RAZAVI et al., (2010), consistant à chercher à
savoir le plus rapidement possible au cours de l’essai d’une configuration s’il est en-
visageable qu’elle produise une meilleure performance que les configurations déjà
essayées, afin de l’interrompre au plus vite si ce n’est pas le cas. Enfin, ZHANG et
al., (2016a) montre un exemple d’exploitation des possibilités offertes par le calcul
parallèle.
Prise en compte de l’incertitude des données et quantification de son impact
Des essais de bruitage des débits observés avaient été réalisés par Rachel Datin lors
de sa thèse (DATIN, 1998) pour quantifier l’impact de cette incertitude sur la calibra-
tion du modèle hydrologique. Une démarche du même type a été faite par OUDIN et
al., (2006), cette fois sur les données météorologiques fournies en entrée du modèle
et dont l’incertitude doit aussi être prise en compte (PATUREL, SERVAT et VASSILIA-
DIS, 1995). Une méthode probabiliste de quantification de l’influence de l’incertitude
liée à la conversion hauteur-débit sur la configuration d’un modèle lorsqu’il est cali-
bré sur la base de ces mesures est présentée par SIKORSKA et RENARD, (2017). Enfin,
une nouvelle fonction objectif de calibration permettant de prendre en compte l’in-
certitude des débits observés est présentée par DOUINOT, ROUX et DARTUS, (2017).
Quantification de l’influence des paramètres, variable au cours du temps
L’étude réalisée par GUSE et al., (2016) montre, à la suite d’autres études qu’elle
cite, la variation au cours du temps de l’influence individuelle des paramètres d’un
modèle, et les conséquences que cette variation a sur le processus de calibration, par-
ticulièrement dans le cas d’un modèle à bases physiques.
La difficulté liée à l’influence variable au cours du temps des paramètres peut tou-
tefois être détournée en atout, dans certaines situations où les périodes respectives
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d’activation des divers paramètres sont facilement identifiables (SHAMIR et al., 2005 ;
SCHAEFLI et al., 2005).
Choix pertinent d’une période de calibration
Cette problématique s’inscrit directement dans la suite de celle qui est évoquée au
paragraphe précédent : il est nécessaire que tous les paramètres aient une influence
suffisante (en temps et en intensité) durant la période de calibration choisie pour que
celle-ci soit en mesure de produire une configuration pertinente (WAGENER, WHEA-
TER et GUPTA, 2003).
Cela n’est toutefois pas suffisant. Plusieurs études (par exemple : RUSLI, YUDIANTO
et LIU, (2015), BRODERICK et al., (2016) et BISSELINK et al., (2016)) montrent la diffi-
culté qu’ont souvent les modèles hydrologiques à produire des simulations correctes
en présence d’un contexte climatique éloigné de ceux qui sont rencontrés dans la
période de calibration. Il est proposé par ZHANG et al., (2011) de générer des cali-
brations spécifiques pour certaines catégories de contextes climatiques pré-définis,
et de choisir la configuration correspondant au contexte climatique courante lors de
l’utilisation du modèle. Cette manière de procéder est également évoquée par TOTH,
(2009) dans le cadre de la modélisation empirique.
Gestion du manque de données hydrologiques
Outre l’intérêt déjà signalé dans la réduction du coût calculatoire de la calibration, la
recherche de configurations génériques pour un modèle hydrologique développée
par ANDRÉASSIAN et al., (2014) permet d’envisager d’utiliser ce modèle dans un
bassin versant où un manque de données rendra difficile tout processus de calibra-
tion. L’utilisation de données de mesure incertaines (soft data) pour venir en renfort
des données certaines (hard data) lorsqu’elles sont trop peu nombreuses est encou-
ragée par WINSEMIUS et al., (2009). Enfin, des méthodes d’exploitation de données
de télédétection sont présentées par REVILLA-ROMERO et al., (2015).
3.1.4.2 Méthodes et critères d’évaluation
Les méthodes d’évaluation présentées ici sont utilisables autant pour le proces-
sus de calibration du modèle décrit précédemment que pour l’évaluation finale du
modèle hydrologique développé et configuré. De la même façon que pour la cali-
bration, il est souhaitable que l’évaluation des résultats d’un modèle hydrologique
soit réalisée non seulement sur la base du débit simulé à l’exutoire, mais également
sur la base de sorties intermédiaires. Cela est d’autant plus rendu nécessaire que la
structure du modèle est complexe (FRANZ, HOGUE et SOROOSHIAN, 2008 ; HANZER
et al., 2016 ; ZEINIVAND et DE SMEDT, 2009).
L’objectif d’un indicateur chiffré est de quantifier la qualité d’une simulation suivant
un certain aspect. Si l’adéquation entre les sorties d’un modèle (qu’il s’agisse d’un
débit ou d’une autre sortie) et les observations correspondantes doit toujours faire
l’objet d’une évaluation visuelle par un expert (BIONDI et al., 2012 ; CROCHEMORE
et al., 2015), l’utilisation de critères quantitatifs de performance est nécessaire dans
le cadre d’un processus de calibration automatique du modèle, ainsi que pour l’éva-
luation finale, en appui à l’évaluation visuelle et pour une meilleure communication
et comparaison de la performance du modèle (KRAUSE, BOYLE et BÄSE, 2005). Une
proposition de démarche complète d’évaluation de modèle hydrologique associée à
une revue des indicateurs chiffrés couramment utilisés est présentée par HARMEL
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et al., (2014). Le même type de discussion est proposée par BIONDI et al., (2012)
avec une distinction particulière entre l’aspect scientifique et l’aspect opérationnel
de l’évaluation d’un modèle.
Débit à l’exutoire
Un indicateur très couramment utilisé en hydrologie pour quantifier l’écart entre un
hydrogramme observé et un hydrogramme simulé est l’erreur quadratique moyenne,
ic noté MSE (Mean Squared Error), pouvant se noter comme suit :
MSE =
∑T
t=1(Qtm −Qto)2
T
(3.1)
Qtm et Qto représentent respectivement le débit simulé et observé au pas de temps t,
et T est le nombre total de pas de temps.
Il est également courant d’utiliser la racine carrée de l’erreur quadratique moyenne,
notée RMSE (Root Mean Squared Error) définie par RMSE =
√
MSE. Une simu-
lation parfaite entrainera ces indicateurs à prendre la valeur 0. La détérioration de
la qualité de la simulation selon ces indicateurs les entrainera à prendre des valeurs
plus élevées.
Afin de pouvoir comparer les valeurs prises par ces indicateurs entre des simula-
tions hydrologiques réalisées sur différents bassins versants dont la variance des
débits est différente (ce qui a pour effet d’entrainer, à qualité de simulation égale,
une plus grande erreur quadratique sur la simulation associée au bassin avec une
plus grande variance de débits), il est d’usage de normaliser l’erreur quadratique
par la variance de la série de débits observés. C’est le principe de l’indicateur de
Nash-Sutcliffe (NASH et SUTCLIFFE, 1970), que nous notons NSE (Nash-Sutcliffe
Efficiency) et qui se définit comme suit :
NSE = 1−
∑T
t=1(Qtm −Qto)2∑T
t=1(Qto − µo)2
= 1− MSE
V AR(Qo)
(3.2)
Dans cette équation, µo est la moyenne du débit observé. Une simulation parfaite,
c’est-à-dire entrainant une erreur quadratique nulle, donnera lieu à une valeur de
1 pour cet indicateur. L’augmentation de l’erreur quadratique entrainera la dimi-
nution de la valeur de cet indicateur, qui deviendra 0 lorsque l’erreur quadratique
moyenne sera égale à la variance des observations, puis qui pourra continuer de
descendre sans limite avec l’augmentation de l’erreur quadratique. S’il n’y a pas
lieu de remettre en cause l’utilité de cet indicateur, il se trouve que l’interprétation
des valeurs qu’il prend doit faire l’objet de précautions (LEGATES et MCCABE, 1999 ;
WAGENER, 2003 ; SCHAEFLI et al., 2005 ; SCHAEFLI et GUPTA, 2007). Par ailleurs, il
faut remarquer que les indicateurs MSE, RMSE et NSE évaluent la simulation du
débit à partir du même critère fondamental (l’erreur quadratique). Il est donc inutile
de les utiliser conjointement dans le cadre d’une procédure de calibration automa-
tique.
Un autre indicateur couramment utilisé pour l’évaluation de la simulation de dé-
bits est celui de Kling-Gupta (GUPTA et al., 2009). Nous le notons ici KGE et il se
définit comme suit :
KGE = 1−
√
(r − 1)2 + (α− 1)2 + (β − 1)2 (3.3)
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α est la variabilité relative des débits simulés par rapport à celle des débits observés,
et β est le rapport de bilan hydrique défini par µmµo , où µm et la moyenne du débit si-
mulé et µo la moyenne du débit observé comme pour l’équation 3.2 visible ci-dessus.
r est le coefficient de régression linéaire des débits simulés avec les débits observés.
Il apparait avec l’équation 3.3 que de la même façon que pour l’indicateur de Nash-
Sutcliffe, une simulation parfaite fait prendre à cet indicateur la valeur de 1. En effet,
une simulation parfaite donnera lieu à une valeur de 1 pour r (corrélation parfaite),
pour β (bilan hydrique parfait) ainsi que pour α (même variabilité relative des dé-
bits observés et simulés). La dégradation de la qualité de la simulation au regard de
cet indicateur entraine une diminution de sa valeur, qui peut alors descendre sans
limite.
Une présentation plus détaillée des concepts mathématiques relatifs à l’indicateur
de Kling-Gupta et de ses relations avec l’indicateur de Nash-Sutcliffe, ainsi que de
la signification de cet indicateur, est visible dans GUPTA et al., (2009). Y est notam-
ment mise en évidence la limite de l’indicateur de Nash-Sutcliffe dans les cas où la
variance des débits observés est importante (comme dans le cas du régime hydro-
logique nivo-glaciaire) en raison du fait qu’un mauvais rapport de bilan hydrique
(noté ici β) ainsi qu’une mauvaise variabilité des débits simulés auront peu d’in-
fluence sur cet indicateur dans ces circonstances.
Une étude détaillée de la signification des indicateurs chiffrés afin de les interpré-
ter de la bonne façon est réalisée par RITTER et MUÑOZ-CARPENA, (2013). La ques-
tion des tenants et aboutissants du choix du critère quantitatif de performance, no-
tamment lors du processus de calibration, est traitée par SEILLER, ROY et ANCTIL,
(2017). Enfin, une démarche d’étude approfondie des résultats de simulation hydro-
logique d’un modèle afin de comprendre l’origine des inégalités de performances
entre les bassins versants et de relier ces inégalités aux différences entre lesdits bas-
sins versants est présentée par PONCELET et al., (2017).
Le développement d’indicateurs chiffrés de performance fait encore maintenant l’ob-
jet d’études (par exemple PACHEPSKY et al., (2016) et DOUINOT, ROUX et DARTUS,
(2017)). En vertu du fait que les indicateurs chiffrés de performance d’un modèle
sont utilisés par les méthodes de calibration automatique, et du fait que de manière
plus générale, l’évaluation détaillée d’un modèle est utile dans le cadre de son amé-
lioration (comme expliqué en 3.1.1), certains critères d’évaluation sont spécifique-
ment dédiés à cette cause, en étant prévus pour apporter des informations permet-
tant d’identifier les origines des défaillances du modèle et de guider directement
l’amélioration de sa calibration ou de sa structure (par exemple YILMAZ, GUPTA et
WAGENER, (2008), SCHAEFLI et ZEHE, (2009), PECHLIVANIDIS et al., (2012) et PE-
CHLIVANIDIS et al., (2014)).
Autres sorties
la grande diversité des sorties intermédiaires évaluables que l’on peut trouver dans
un modèle hydrologique ne permet pas leur description exhaustive, qui serait d’ailleurs
hors-sujet ici. Remarquons simplement que les indicateurs définis au paragraphe
précédent peuvent s’appliquer à d’autres types de sortie que le débit à l’exutoire. En
pratique, l’erreur quadratique moyenne ainsi que sa racine carrée (notées MSE et
RMSE au paragraphe précédent) sont fréquemment utilisées pour évaluer la qua-
lité de diverses sorties qu’on peut trouver dans un modèle hydrologique.
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Une sortie intermédiaire fréquemment évaluée est le couvert nival. Deux indicateurs
chiffrés sont alors couramment utilisés pour cela : l’indicateur de Jaccard ainsi que
l’ASSD (Average Symmetric Surface Distance, DUBUISSON et JAIN, (1994)). L’indica-
teur de Jaccard se définit comme suit :
J = |O ∩ S||O ∪ S| (3.4)
O est la surface du bassin versant enneigée d’après les observations. S est la surface
du bassin versant enneigée d’après le modèle. Les valeurs prises par cet indicateur
vont de 0 (intersection vide entre la surface simulée et la surface observée) et 1 (iden-
tité des deux surfaces).
L’ASSD fournit une mesure de la distance entre les contours respectifs des deux
surfaces comparées (la surface simulée et la surface observée d’enneigement). Cet
indicateur prend des valeurs partant de 0 (identité des deux surfaces) et qui aug-
mentent au fur et à mesure que les bords s’éloignent. Il est décrit dans DUBUISSON
et JAIN, (1994) et utilisé par QUÉNO et al., (2016).
L’ASSD et l’indicateur de Jaccard donnent une valeur pour chaque pas de temps
où l’évaluation est faite, ce qui est différent des indicateurs définis au paragraphe
précédent, qui donnent une valeur pour l’ensemble des pas de temps où est réalisée
l’évaluation. Néanmoins, il est possible d’en dériver des valeurs d’évaluation sur
le long-terme, par exemple en faisant la moyenne des valeurs obtenues journalière-
ment.
3.2 Forçages météorologiques pour la modélisation hydrolo-
gique
Nous donnons ici une description des différentes manières de fournir des don-
nées météorologiques à un modèle hydrologique, sur la base des concepts d’obser-
vations, de réanalyses et de prévision déjà introduits dans ce document. Rappelons
par ailleurs que le terme "forçage" également déjà introduit indique que les don-
nées météorologiques sont données au modèle hydrologique sans que celui-ci ait
de rétroaction sur celles-ci. Rappelons aussi que deux catégories de situations sont
possibles : 1) les données sont constituées à partir d’observations et 2) les données
sont issues d’un modèle de prévision. En situation d’exploitation opérationnelle, des
données de prévision météorologique correspondent naturellement à une période
temporelle future, ce qui est appelé "prévision en temps réel". Néanmoins, il est cou-
rant de générer des prévisions météorologiques correspondant à une période passée,
afin de pouvoir les comparer aux observations réalisées sur cette même période et
d’évaluer ainsi le système de prévision utilisé. Cela s’appelle la prévision en temps
différé.
Dans le cas de l’utilisation de données constituées à partir d’observations, le dis-
positif fournissant des données météorologiques peut consister en deux choses. Il
peut s’agir tout d’abord de l’application directe (ou quasi-directe, par l’intermédiaire
d’un outil simple d’interpolation spatiale ou temporelle) des données d’observation
au modèle. Ce mode de fonctionnement nécessitant la présence d’un réseau d’ob-
servation météorologique suffisamment dense, il est peu utilisé lors de la mise en
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oeuvre de modèles hydrologiques ayant une résolution spatiale élevée.
Afin de faire correspondre le format et la densité des données météorologiques à
ce qui est rendu nécessaire par le modèle hydrologique lorsque la densité du réseau
d’observation ne le permet pas directement, il est courant d’assimiler les données
d’observations dans un système de réanalyse météorologique. Un exemple de mé-
thode de réanalyse de données météorologiques consiste en l’utilisation de l’inter-
polation optimale (GANDIN, 1965) pour corriger, sur la base des observations, les
données météorologiques issues d’un modèle de prévision numérique du temps.
C’est ce qui est fait dans le système de réanalyse SAFRAN dont le fonctionnement
sur le bassin versant de l’Arve a été décrit au chapitre 2. Rappelons que ce système
fournit des données météorologiques en fonction de l’altitude, de la pente et de l’ex-
position. Ces données sont basées sur les sorties d’un modèle de circulation générale
(ARPEGE à partir de 2002, ERA-40 pour les données antérieures) corrigées par les
données issues du réseau d’observation de Météo-France. La prise en compte de la
pente est réalisée à l’aide d’un post-traitement permettant d’ajuster l’intensité du
rayonnement incident.
Une description générale du concept de prévision numérique du temps, ainsi que
des concepts connexes, est donnée par BOUGEAULT, (2018). Il y est notamment indi-
qué qu’une prévision de l’évolution de l’état de l’atmosphère s’obtient à l’aide d’un
modèle de prévision numérique du temps. Le fonctionnement d’un tel modèle se
décompose en deux étapes : 1) l’initialisation du modèle, et 2) le lancement du mo-
dèle. L’initialisation du modèle vise à fournir au modèle de prévision numérique du
temps un état initial le plus proche possible de l’état réel de l’atmosphère au mo-
ment de cette initialisation. Cela se réalise à partir des données d’observation mé-
téorologiques disponibles récemment recueillies. La construction d’un état initial du
modèle de prévision à partir de ces données est réalisée par un processus d’assimi-
lation, auquel une introduction est donnée par DESROZIERS, (2018). Le lacement du
modèle consiste à estimer, à partir de l’état initial fourni et des processus d’évolution
de l’atmosphère décrit dans le modèle, de quelle manière l’état de l’atmosphère va
évoluer dans les heures et jours à venir. Il s’agit de la prévision proprement dite.
Les modèles de prévision numérique du temps existent à de nombreuses échelles
spatiales et temporelles. Le modèle ARPEGE précédemment évoqué est un exemple
de modèle de prévision numérique du temps à large échelle. Il est décrit dans COUR-
TIER et al., (1991) et réalise des prévisions de quatre jours d’échéance sur la base
de simulations de l’atmosphère réalisées sur l’ensemble du globe avec une résolu-
tion horizontale de 15 km. Il est utilisé pour les prévisions opérationnelles réalisées
par Météo-France. Des modèles ayant une résolution plus fine existent également,
comme le modèle AROME (d’une résolution d’1.3 km) également utilisé pour les
prévisions opérationnelles de Météo-France. À propos des modèles de prévision nu-
mérique du temps, rappelons que si les données météorologiques qu’ils donnent
ne sont pas considérées comme des données d’observation, il y a lieu de garder à
l’esprit que l’initialisation du modèle est faite, quant à elle, à partir de données mé-
téorologiques observées.
Les données météorologiques, même directement issues d’observations, sont sys-
tématiquement entachées d’une incertitude. Ces incertitudes sont d’autant plus ma-
nifestes dans le cas des données de prévision météorologique, en raison de la diver-
gence croissante entre l’état réel de l’atmosphère et celui qui est prévu par le modèle
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au fur et à mesure que croît l’échéance de prévision. Parmi les nombreuses sources
d’incertitude, trois catégories sont identifiables : 1) l’incertitude liée à l’initialisation
du modèle (qu’on doit, entre autres, à l’incertitude qui entache les données d’obser-
vation météorologique à partir desquelles cette initialisation est faite), 2) l’incertitude
liée à la physique du modèle (équations utilisées, phénomènes représentés, valeur
des paramètres) et 3) l’incertitude liée à la structure du modèle (par exemple : dé-
coupage spatial, méthodes numériques utilisées).
Une manière de traiter le problème de l’incertitude de la prévision météorologique
est de quantifier cette incertitude et de déterminer ainsi le niveau de fiabilité de la
prévision émise. Une méthode généralement utilisée pour cela est la prévision d’en-
semble, dont une description synthétique est donnée par BOUTTIER, (2018). Il y est
notamment dit que cette méthode consiste à exécuter un certain nombre de fois (en
général plusieurs dizaines) le même modèle numérique de prévision numérique du
temps, sur la même période d’échéance, avec à chaque fois une perturbation des
données d’entrée ou de la configuration de ce modèle, l’ensemble de ces perturba-
tions se voulant représenter les diverses sources d’incertitude de la prévision météo-
rologique. Cela conduit à générer un nombre égal de scénarios d’évolution de l’état
de l’atmosphère, et donc de prévisions météorologiques différentes. Le traitement
statistique des différents membres de prévision obtenus permet de quantifier l’incer-
titude de la prévision météorologique (DESCAMPS et al., 2015). De manière générale,
une forte tendance de ces scénarios à se disperser rapidement est le signe d’une forte
incertitude de la prévision météorologique générée. Le concept de prévision météo-
rologique d’ensemble entraine l’apparition du concept de prévision hydrologique
d’ensemble : l’utilisation d’un ensemble de scénarios d’évolution de l’état de l’atmo-
sphère pour alimenter un modèle hydrologique permet de générer un ensemble de
scénarios hydrologiques. Un exemple d’application de la prévision d’ensemble à la
prévision hydrologique est donné par RANDRIANASOLO et al., (2010).
Il existe plusieurs méthodes (qui sont couramment utilisées simultanément) pour
perturber les données d’entrée ou la configuration du modèle numérique de pré-
vision du temps afin de générer différents scénarios d’évolution de l’état de l’at-
mosphère. D’après les explications de BOUTTIER, (2018), les perturbations peuvent
être appliquées à quatre niveaux : 1) l’état initial de la prévision, 2) les équations
du modèle numérique de prévision, 3) les conditions de surface et 4) les couplages
de grande échelle. La perturbation de l’état initial de la prévision permet de quan-
tifier l’incertitude entrainée par l’initialisation du modèle au démarrage de la pré-
vision. La perturbation des équations du modèle peut consister en la perturbation
des valeurs des paramètres de ces équations, ou à l’utilisation d’autres équations.
La perturbation des conditions de surface permet de représenter l’incertitude répu-
tée très importante de l’interaction entre l’atmosphère et les divers types de sur-
faces terrestres (végétation, océans, cryosphère par exemple) ainsi que la variabilité
spatiale et temporelle de cette interaction. Enfin, la perturbation des couplages de
grande échelle permet de représenter l’incertitude entrainée par l’utilisation de don-
nées d’un modèle à grande échelle pour fournir des conditions de bord à un modèle
à plus petite échelle.
Le concept de prévision d’ensemble est expliqué en détail dans MOLTENI et al.,
(1996) sur la base du système utilisé pour la prévision opérationnelle au Centre Eu-
ropéen de Prévision Météorologique à Moyenne Échelle. Cette explication est reprise
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de façon plus synthétique par PALMER et al., (1997). Ces articles explicitent l’impor-
tance et la difficulté de construire des membres de prévision qui seront en mesure de
représenter de manière fidèle l’incertitude de la prévision de l’état de l’atmosphère.
Le modèle ARPEGE déjà évoqué possède la possibilité de fonctionner en mode "pré-
vision d’ensemble", en générant 35 membres de prévision basés sur une perturbation
de la physique du modèle ainsi que sur son initialisation. La prévision d’ensemble
ARPEGE est appelée PEARP et est décrite par DESCAMPS et al., (2015). L’échéance
de prévision est la même que celle du modèle ARPEGE déterministe déjà évoqué, à
savoir quatre jours.
Enfin, le modèle SAFRAN fonctionne également en mode prévision, permettant
alors de procéder à une descente d’échelle des données de prévision produites par
le modèle ARPEGE. Les données obtenues sont alors à l’échelle d’un massif et dé-
pendent de l’altitude, de la pente et de l’exposition, de la même façon que pour la
réanalyse. Il peut alors s’agir de données de prévision déterministe (DURAND, GI-
RAUD et MÉRINDOL, 1998), ou de données de prévision d’ensemble. Dans ce dernier
cas, chaque membre de prévision subit individuellement une descente d’échelle. Ce
mode de fonctionnement à partir de la Prévision d’Ensemble ARPEGE est appelé
PEARP-SAFRAN (VERNAY et al., 2015).
3.3 Modélisation hydrologique nivo-glaciaire
3.3.1 Diversité des modèles
La diversité des types de modèles indiquée en 3.1.2 s’applique remarquablement
au domaine de l’hydrologie nivo-glaciaire, où la connaissance parfois difficile des
milieux étudiés ainsi que la forte variabilité spatiale des phénomènes en jeu fait de
la question du choix de la complexité des modèles utilisés un enjeu majeur.
Concernant la modélisation du couvert nival et des glaciers, de nombreux modèles
sont développés sur la base d’une amélioration des méthodes simples présentées
par HOCK, (2003). Cette amélioration consiste en l’augmentation parcimonieuse de
la complexité de ces méthodes, par des ajouts jugés utiles de représentations de pro-
cessus physiques, comme le regel nocturne (PAQUET et LAVAL, 2004 ; TOBIN et al.,
2013). Une discussion détaillée sur la complexité souhaitable d’un modèle de couvert
nival dans le cadre de l’hydrologie est proposée par VALÉRY, ANDRÉASSIAN et PER-
RIN, (2014), et une comparaison de trois modèles simples est donnée par FORMETTA
et al., (2014) pour la modélisation du couvert nival dans le cadre de l’hydrologie,
avec une prise en compte du pas de temps visé. La question analogue au sujet de
la modélisation du couvert glaciaire est traitée par CHEN et al., (2017b). La question
de la stratégie de découpage spatial et de la résolution d’un modèle hydrologique
en contexte nivo-glaciaire est traitée par GARAVAGLIA et al., (2017) avec également
une prise en considération de la complexité de la représentation des processus phy-
siques.
Quant au problème du routage hydrologique souterrain dans les régions de mon-
tagne, il est traité par MILLARES, POLO et LOSADA, (2009) ainsi que de façon plus
spécifique au contexte nivo-glaciaire par GAN et LUO, (2013) et par CHEN et al.,
(2017b). La question du routage en surface dans les petits bassins versants est abor-
dée par SCHAEFLI et al., (2014) et par SHI et al., (2016). Le routage hydrologique dans
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un glacier est en constante évolution et ce de façon particulièrement intense lors de
la période de fonte, ce qui rend difficile sa modélisation, comme dit au chapitre 1.
3.3.2 Développement et calibration de modèles
La principale spécificité se situe au niveau de l’exploitation des données nivolo-
giques et glaciologiques dans le cadre d’une procédure de calibration multi-critères
(ce concept a été expliqué en 3.1.4.1). Les données de bilan de masse glaciaire sont
utilisées par SCHAEFLI et al., (2005) et SCHAEFLI et HUSS, (2011). Les données de té-
lédétection de l’extension du couvert nival sont exploitées par FRANZ et KARSTEN,
(2013), BESIC et al., (2014) ainsi que par DUETHMANN et al., (2014) dans le cadre d’un
modèle semi-distribué utilisant des méthodes degré-jour pour la simulation hydro-
logique en contexte nivo-glaciaire. L’apport des données de bilan de masse glaciaire
pour la calibration multi-critères est présenté par KONZ et SEIBERT, (2010) et par
MAYR et al., (2013).
Des méthodes spécifiques d’identification de la structure du modèle existent éga-
lement, comme HINGRAY et al., (2010) et SCHAEFLI, (2016). Ces méthodes sont asso-
ciées à une démarche d’évaluation du modèle développé. Une démarche d’identifi-
cation de configuration du modèle hydrologique en contexte nival face à l’apparition
d’un problème d’équifinalité est présentée par MUÑOZ et al., (2014).
3.3.3 Exemples de modèles hydrologiques nivo-glaciaires de complexités
diverses
La modélisation hydrologique nivo-glaciaire au pas journalier utilisant des mé-
thodes degré-jour avec prise en compte de la différence entre les glaciers enneigés
et les glaciers découverts est réalisée par SCHAEFLI et al., (2005) et par UHLMANN,
JORDAN et BENISTON, (2013) sur des petits bassins versants ayant une couverture
glaciaire importante. L’inadéquation des méthodes degré-jour simples à la simula-
tion hydrologique au pas horaire est signalée par TOBIN et al., (2013). La simulation
hydrologique à un pas de temps inférieur au jour entraine en effet la nécessité de
prendre en compte l’accumulation nocturne de froid dans le couvert nival et gla-
ciaire.
Un modèle hydrologique nivo-glaciaire complet fonctionnant au pas horaire sur la
base d’une méthode degré-jour améliorée afin de prendre en compte l’accumulation
nocturne de froid est développé par TOBIN et al., (2013), et appliqué sur un bassin
versant de 21 km2 dont 5% de la surface est englacée. Des fonctions de routage hy-
drologique en surface sont utilisées. L’apport de l’amélioration de la méthode degré-
jour classique est mis en évidence. Une démarche analogue est réalisée par SCHAEFLI
et al., (2014) et appliquée également au pas horaire sur un bassin versant de 43 km2
dont 2% de la surface est englacée. L’indicateur de Nash-Sutcliffe calculé sur la base
des résultats de simulation régressés au pas journalier y prend une valeur de 0.73.
L’étude réalisée par FINGER et al., (2011) montre de quelle manière la modélisation à
bases physiques peut être profitable à l’hydrologie nivo-glaciaire, à condition toute-
fois de posséder suffisamment de données de terrain pour faire face à la complexité
de la configuration et de l’évaluation d’un tel modèle. Cette étude est réalisée au pas
horaire, sur un bassin versant de 39 km2 dont plus de la moitié est englacée. Une
démarche analogue est montrée par HANZER et al., (2016) sur un bassin versant de
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558.1 km2 dont 25% de la surface est englacée, avec une attention particulière por-
tée à la diversité des résolutions spatiales et temporelles des données de terrain. La
question de la complexité adéquate d’un modèle hydrologique nivo-glaciaire, no-
tamment en fonction des données de terrain dont on dispose, est discutée en dé-
tail dans RAGETTLI et PELLICCIOTTI, (2012), FINGER et al., (2015) et TARASOVA et
al., (2016). Plus particulièrement, l’apport des données de terrain pour l’augmenta-
tion de la résolution spatiale d’un modèle physique est discuté par SCHÖBER et al.,
(2014). Les questions de la complexité adéquate du modèle et de sa résolution par
rapport aux données de terrain disponibles sont étudiées par MACHGUTH, PAUL et
HAEBERLI, (2006) pour la simulation des bilans de masse de glaciers alpins. Enfin,
WARSCHER et al., (2013) montre l’apport de l’utilisation d’un modèle de neige à bi-
lan d’énergie prenant également en compte la redistribution de la neige par le vent et
le transport gravitationnel par rapport à un modèle simple couplé au modèle hydro-
logique WaSIM-ETH (SCHULLA et JASPER, 2000) sur la simulation de la répartition
du couvert nival et du cycle diurne des débits au pas horaire, dans le cas d’un bas-
sin versant de montagne de taille plutôt petite (432 km2), non englacé, équipé d’un
réseau météorologique dense (34 stations). L’utilisation du modèle à bilan d’éner-
gie en remplacement du modèle simple permet de faire passer la valeur prise par
l’indicateur de Nash-Sutcliffe de 0.57 à 0.68. Il faut toutefois remarquer que le mo-
dèle simple d’évolution du couvert nival qu’il utilise pour cette comparaison était
assez obsolète par rapport à l’état de l’art en la matière à la date de publication de
cet article (voir par exemple PAQUET et LAVAL, (2004) et plusieurs autres références
citées par VALÉRY, ANDRÉASSIAN et PERRIN, (2014)). Notons qu’une utilisation de
WaSIM-ETH pour la simulation hydrologique nivo-glaciaire est par ailleurs rappor-
tée dans la littérature (KLOK et al., 2001 ; VERBUNT et al., 2003).
Les simulations réalisées par SCHAEFLI et al., (2005) et par UHLMANN, JORDAN et
BENISTON, (2013) avec des modèles simples donnent, respectivement, des valeurs al-
lant de 0.84 à 0.92 (en fonction du bassin versant étudié) pour l’indicateur de Nash-
Sutcliffe et un rapport de bilan hydrique allant de 1 à 1.05 sur toute la période de
simulation, et des valeurs allant de 0.81 à 0.92 (en fonction de l’année étudiée, sur
le même bassin versant) pour l’indicateur de Nash-Sutcliffe et un rapport de bilan
hydrique allant de 0.9 à 1.05. Avec l’utilisation d’un modèle plus complexe, FINGER
et al., (2011) obtient des valeurs prises par l’indicateur de Nash-Sutcliffe pouvant at-
teindre 0.84 au pas horaire lorsque c’est uniquement sur la base de cette valeur que
le modèle est configuré.
Des utilisations du modèle hydrologique distribué DHSVM (WIGMOSTA, VAIL et
LETTENMAIER, 1994) sur des bassins versants englacés sont recensées par NAZ et
al., (2014) ; une utilisation de ce modèle pour la simulation hydrologique au pas ho-
raire sur un bassin versant très petit et fortement englacé a par ailleurs été réalisée
par ZHANG et al., (2016b) avec une représentation détaillée du bilan d’énergie du
glacier. Toujours au pas horaire et cette fois dans le contexte alpin, une simulation
hydrologique nivo-glaciaire avec représentation du bilan d’énergie est réalisée par
MICHLMAYR et al., (2008) à l’aide du modèle ALPINE3D (LEHNING et al., 2006) sur
un bassin versant de 3 km2 dont la moitié est englacée, avec l’obtention d’une valeur
de 0.56 prise au pas horaire par l’indicateur de Nash-Sutcliffe. La difficulté d’obte-
nir simultanément une bonne simulation de tous les compartiments y est explicitée.
Un autre exemple d’application du modèle ALPINE3D en contexte nivo-glaciaire est
donné par GALLICE et al., (2016), sur le même bassin versant que celui des simula-
tions réalisées par SCHAEFLI et al., (2014) et avec des performances similaires.
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Un modèle semi-distribué d’hydrologie nivale avec prise en compte des surfaces
englacées a été réalisé par LAFAYSSE et al., (2011). Ce modèle constitue une adapta-
tion du modèle hydrologique à large échelle SIM (HABETS et al., 2008 ; QUINTANA
SEGUÍ et al., 2009). Cette adaptation se situe principalement au niveau de la stratégie
de découpage spatial, afin de bénéficier des apports de la simulation semi-distribuée
dans le cas de la topographie complexe de la montagne et de dépasser ainsi les per-
formances du modèle SIM (utilisant quant à lui un découpage spatial géographique)
dans ces circonstances. La prise en compte du routage hydrologique souterrain est
également adaptée au contexte de la montagne.
3.3.4 Application à la prévision hydrologique et au risque de crues
3.3.4.1 Exemples de modèles
Il est dit en 3.1.3 que la modélisation requiert une bonne connaissance de l’envi-
ronnement modélisé. Un exemple de développement de modèle appliqué à l’étude
du risque de crues rapides dans un environnement très hétérogène dans un contexte
non-nival est donné par BRAUD et al., (2014). Cette étude est réalisée à des échelles
spatiales très diverses sur des bassins versants allant d’environ 1 à 1000 km2. Il y
est montré de quelle façon les très nombreuses mesures de terrain réalisées dans
le cadre de cette étude permettent de caractériser les processus physiques liés à la
génération de crues rapides, à diverses échelles spatiales et temporelles. Il y est éga-
lement montré comment ces mesures permettent de développer un modèle hydro-
logique prenant en compte la complexité de ces phénomènes.
Le modèle DHSVM est utilisé par KOVALETS, KIVVA et UDOVENKO, (2015) pour la
reproduction de crues en contexte nivo-pluvial sur un bassin versant de montagne
de taille moyenne (près de 2000 km2). Un exemple d’utilisation de modèles hydro-
logiques fonctionnant au pas horaire et voué à être utilisé pour la prévision de crues
dans les petits bassins versants avec prise en compte du couvert nival est donné par
SHI et al., (2016). Il s’agit du modèle hydrologique HBV (SEIBERT et VIS, 2012). No-
tons que le modèle HBV possède par ailleurs la capacité de prendre en compte les
glaciers, avec un niveau de représentation physique éventuellement élevé (KONZ et
SEIBERT, 2010 ; LI et al., 2015a ; SEIBERT et al., 2017).
L’utilité de l’utilisation de données de prévision météorologique est explicitée par
JAIN et al., (2018) pour les situations où la réactivité du bassin versant ne permet pas
de prévoir la dynamique d’une rivière avec une échéance suffisamment longue à
partir de la seule utilisation d’observations météorologiques. L’utilisation d’un mo-
dèle hydrologique avec prise en compte du couvert nival sur la base de données de
prévision météorologique afin de prévoir le risque de crue est réalisée par QIU et al.,
(2014) et par CEPPI et al., (2013). Le premier article discute du niveau de complexité
souhaitable du modèle de couvert nival lors de son utilisation pour la prévision,
compte-tenu de l’incertitude des données météorologiques utilisées. Le second ar-
ticle insiste sur l’importance d’une bonne prévision de la température (et par consé-
quent de la limite pluie-neige) pour une bonne reproduction de la réaction hydrolo-
gique aux évènements intenses de précipitations sur des bassins alpins.
Les aspects importants de l’application de la prévision météorologique d’ensemble
à la prévision hydrologique sont discutés par CLOKE et PAPPENBERGER, (2009), à la
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suite de l’important développement de ce domaine lors du projet HEPEX (Hydro-
logical Ensemble Prediction Experiment, SCHAAKE et al., (2007)). Parmi ces aspects
se trouvent notamment : la bonne compréhension et prise en compte de toutes les
sources d’incertitude au niveau des prévisions météorologiques comme du côté du
modèle hydrologique, ainsi que l’exploitation optimale des possibilités offertes par
la prévision d’ensemble pour la génération d’une prévision de qualité prenant en
compte cette incertitude. Certaines limites de la prévision d’ensemble sont évoquées,
comme son faible apport à la lutte contre l’incertitude de la prévision de l’intensité
des précipitations. Une interprétation plus large de la notion prévision d’ensemble
est donnée par JAIN et al., (2018) où ce concept peut selon lui se réaliser au niveau
du modèle hydrologique en utilisant plusieurs structures, configurations ou états
initiaux du modèle.
3.3.4.2 Méthodes d’évaluation de prévisions hydrologique
Des méthodes d’évaluation de modèles hydrologiques ont été précédemment
présentées dans ce chapitre. Nous montrons maintenant des méthodes d’évaluation
qui s’appliquent spécifiquement à la prévision hydrologique.
Rappelons que la prévision peut être déterministe ou probabiliste. Des méthodes
d’évaluation existent pour ces deux situations. Néanmoins, les méthodes de prévi-
sion déterministe peuvent s’appliquer aux prévisions probabilistes lorsque celles-ci
sont associées à un processus systématique de prise de décision d’alerte à partir
de la probabilité émise (ce processus consistant le plus souvent à fixer un seuil de
décision, et à générer une alerte lorsque la probabilité émise dépasse ce seuil). L’éva-
luation n’est dans ce cas pas appliquée directement à la prévision, mais à la décision
qui est faite à partir de celle-ci.
Une revue des méthodes d’évaluation des prévisions déterministes et probabilistes
se trouve dans la thèse de Renaud Marty (MARTY, 2010). Nous résumons ici le prin-
cipe général de ces méthodes et donnons une description succincte de celles que
nous utilisons.
3.3.4.3 Méthodes d’évaluation de prévisions déterministes
Le principe de base de l’évaluation d’une prévision déterministe consiste à lui
associer un tableau de contingence. La génération de ce tableau repose sur la notion
d’évènement, reposant elle-même sur un seuil d’alerte. Une valeur de débit observé
ou prévu dépassant ce seuil donne lieu à ce qui est considéré comme un évènement,
observé ou prévu. Le concept de tableau de contingence est représenté sur la figure
3.1. Ce tableau permet de visualiser la mesure dans laquelle les évènements et non-
évènements prévus par le modèle coïncident avec les observations.
Les éléments de ce tableau se définissent comme suit :
— a : le nombre d’évènements observés et prévus (bonne alerte)
— b : le nombre d’évènements prévus mais non observés (fausse alerte)
— c : le nombre d’évènements observés mais non prévus (défaut d’alerte)
— d : le nombre d’absence d’évènements, tant dans les prévisions que dans les
observations (absence correcte d’alerte)
Par ailleurs, nous notons n le nombre total de prévisions/observations simultanées
à partir desquelles le tableau de contingence est formé (n = a + b + c + d). Il va de soi
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FIGURE 3.1 – Représentation du tableau de contingence d’une prévi-
sion binaire
qu’une bonne qualité d’un modèle en prévision se remarque par des valeurs élevées
de a et de d, et des valeurs basses de b et de c. Nous indiquons ici certains indica-
teurs dérivés de ce tableau : la proportion de prévisions correctes, la probabilité de
détection, le ratio de fausses alertes et la spécificité.
La proportion de prévisions correctes (notée ici PC, Proportion Correct) se définit
comme suit :
PC = a+ d
n
(3.5)
La probabilité de détection (notée ici POD, Probability Of Detection) se définit comme
suit :
POD = a
a+ c (3.6)
Le ratio de fausses alertes (noté ici FAR, False Alarm Ratio) se définit comme suit :
FAR = b
a+ b (3.7)
la spécificité (notée ici S, Specificity) se définit comme suit :
S = d
b+ d (3.8)
Remarquons l’aspect complémentaire de ces quatre indicateurs. La proportion de
prévisions correctes (équation 3.5) permet d’apprécier la capacité du modèle de pro-
duire des bonnes prévisions, évènements et non-évènements confondus. La proba-
bilité de détection (équation 3.6) est définie suivant le même principe que la pro-
portion de prévisions correctes, mais uniquement pour les évènements. Le ratio de
fausses alertes (équation 3.7) permet d’évaluer la propension du modèle à prévoir
des évènements qui n’ont pas lieu d’après les observations. Enfin, la spécificité per-
met d’évaluer la capacité du modèle de ne pas générer d’alerte dans les cas où aucun
évènement n’est observé.
Pour le PC, le POD et le S, la valeur de 1 indiquera une prévision parfaite tandis
que la valeur de 0 indiquera une prévision entièrement défaillante. C’est le contraire
pour le FAR.
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3.3.4.4 Méthodes d’évaluation de prévisions probabilistes
Il a déjà été fait remarquer que les méthodes d’évaluation de prévisions détermi-
nistes peuvent être utilisées pour les prévisions probabilistes, lorsqu’un processus
systématique de prise de décision est mis en oeuvre sur ces prévisions. Ces méthodes
d’évaluation ne s’appliquent donc pas à la prévision elle-même (qui est probabiliste
et à laquelle une méthode d’évaluation de prévision déterministe ne convient donc
pas) mais à la décision finale, prise par le système formé par la prévision probabiliste
et la méthode systématique de prise de décision. Cette dernière méthode consiste le
plus souvent en la fixation d’un seuil de décision, faisant prendre une décision po-
sitive (prévision d’un évènement) lorsque la probabilité émise par la prévision est
au-dessus de ce seuil, et une décision négative (prévision d’absence d’évènement)
lorsqu’elle est en dessous.
L’impact du choix de la valeur du seuil de décision peut être visualisé à l’aide d’une
courbe ROC (Receiver Operating Characteristics, DELACOUR et al., (2005)). Ce type
de courbe permet de visualiser simultanément, pour chaque seuil de décision pos-
sible, la probabilité de détection (POD) ainsi que l’anti-spécificité, définie par 1− S.
La spécificité étant le taux de non-alertes correctes parmi les non-évènements obser-
vés, l’anti-spécificité correspond au taux d’alertes parmi les non-évènements, sou-
vent appelé taux de fausses alertes ou probabilité de fausse détection. Il ne doit pas
être confondu avec le FAR, qui correspond quant à lui au taux de non-évènements
parmi les alertes. Un exemple d’utilisation de courbe ROC dans le cadre de l’hy-
drologie est donné par BAE, LEE et MOON, (2018), où il est indiqué que le caractère
satisfaisant d’un système de prévision probabiliste (indépendamment du seuil de
décision choisi) peut être mesuré par l’aire se trouvant sous la courbe ROC qui lui
est associée. Des valeurs élevées de spécificité et de probabilité de détection pour les
différents seuils de décision donneront en effet une aire élevée sous la courbe ROC,
alors que des valeurs basses de ces indicateurs donneront une aire basse.
La prévision hydrologique basée sur la probabilité de dépassement de seuil d’alerte
peut être évaluée à l’aide de l’indicateur de Brier (BRIER, 1950), se définissant comme
suit :
BS = 1
n
n∑
j=1
(pj − oj)2 (3.9)
Avec pj la probabilité de dépassement de seuil d’alerte émise lors de la jème prévi-
sion, et oj la jème observation, valant 1 si un évènement a été observé (dépassement
de seuil) et 0 sinon. Cet indicateur prend des valeurs allant de 0 (prévision parfaite)
à 1 (prévision entièrement opposée aux observations).
Cet indicateur constitue un compromis entre la fiabilité et la finesse de la prévision.
La fiabilité d’une prévision est sa propension à correspondre aux observations. La
finesse d’une prévision probabiliste est sa capacité de générer des valeurs de pro-
babilités d’évènement significatives à partir d’un signal clair, permettant de prendre
des décisions nettes. Une prévision non fiable provoquera des valeurs éloignées de
pj et de oj et donc une faible valeur prise par cet indicateur. Un manque de finesse
de la prévision, c’est-à-dire faisant prendre à pj des valeurs se rapprochant de 0.5,
provoquera aussi une diminution de la valeur prise par cet indicateur.
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3.4 Synthèse
L’enjeu majeur de la modélisation hydrologique réside dans la difficulté d’avoir
une connaissance précise et fiable de l’environnement que l’on souhaite représenter.
Il s’agit notamment de la connaissance de la structure physique de cet environne-
ment, ainsi que de la connaissance des processus physiques qui y ont lieu. La pré-
sence de données de mesures diverses de terrain est une manière de faire face à ce
problème, en procurant de la connaissance qui peut être directement intégrée dans le
modèle ainsi qu’en permettant son évaluation détaillée qui permettra de l’améliorer.
La présence dans un bassin versant de phénomènes physiques ayant une influence
sur l’hydrologie (par exemple, un couvert glaciaire) entraine la nécessité d’en tenir
compte dans le modèle.
La présence d’un couvert nival et éventuellement glaciaire sur un bassin versant
nécessite de le représenter dans le modèle, compte-tenu de l’effet majeur qu’ont ces
éléments sur l’hydrologie. Les modèles hydrologiques nivo-glaciaires existent avec
des niveaux de complexité très divers, et il est couramment remarqué dans la littéra-
ture que les modèles à haut niveau de complexité sont avantageux lorsqu’on dispose
de données météorologiques précises et denses. Par ailleurs, une simplification abu-
sive de la physique du couvert nival dans le modèle entraine des limites importantes
lorsque le modèle est utilisé à un pas de temps infra-journalier. En revanche, un ni-
veau excessif de complexité entrainera une difficulté de mise au point du modèle.
Le niveau souhaitable de complexité du modèle doit donc être déterminé avec soin,
en fonction des objectifs du modèle, de la précision des connaissances qu’on a du
bassin versant qu’on souhaite modéliser, ainsi que de la qualité des données météo-
rologiques qui pourront alimenter le modèle.
Il est nécessaire d’accorder une attention particulière aux démarches de configu-
ration et d’évaluation du modèle. Plusieurs difficultés sont couramment rencon-
trées lors de la configuration, parmi lesquelles se trouve notamment l’équifinalité.
Des méthodes sont continuellement développées et publiées dans la littérature pour
contourner ces difficultés et permettre de configurer les modèles de manière plus ro-
buste malgré un éventuel manque de données d’observation. Quant à l’évaluation,
il est souhaitable de la réaliser non seulement sur la base des simulations de débit,
mais également sur la base d’un nombre le plus grand possible de sorties intermé-
diaires (par exemple, l’extension du couvert nival), ce qui s’appelle une évaluation
multi-critères.
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4.1 Constitution de la chaine de modélisation
Un modèle hydrologique se compose de plusieurs éléments qu’il convient d’as-
sembler de manière cohérente, comme indiqué en détail au début du chapitre 3.
Nous indiquons et décrivons ici les éléments que nous utilisons pour construire la
chaine de modélisation qui est développée dans le cadre de cette thèse, après en
avoir donné un aperçu général.
Le modèle hydrologique développé lors de cette thèse se situe dans la continuité
de modèles développés précédemment et évoqués au chapitre 3. Il y a tout d’abord
le modèle SIM, utilisant la plateforme SURFEX afin de fournir une modélisation
hydrologique en temps réel à travers toute la France, sur la base d’un découpage
spatial en mailles carrées de 8 km. Ce modèle ne montrant pas de performances sa-
tisfaisantes dans le cadre de l’hydrologie de montagne, il a été modifié lors de la
thèse de Matthieu Lafaysse (LAFAYSSE, 2011), principalement au niveau du décou-
page spatial afin de mieux prendre en compte l’irrégularité du relief, en utilisant un
découpage spatial de type semi-distribué basé sur la topographie : altitude, pente et
exposition. Une autre méthode de représentation du routage hydrologique en pro-
fondeur a également été adoptée. L’amélioration des résultats par rapport à ceux qui
étaient obtenus par le modèle SIM avait alors été mise en évidence, montrant ainsi la
meilleure adéquation du découpage semi-distribué dans le cas du contexte alpin. Le
modèle développé lors de cette présente thèse est dans la continuité directe de celui
qui a été développé par Matthieu Lafaysse.
Toutefois, nous avons été à notre tour amenés à réaliser certaines adaptations. Il
s’agit tout d’abord de la présence des glaciers, dont nous souhaitons observer l’im-
portance de la prise en compte dans le modèle. Cela nous a conduit à abandon-
ner le modèle de couvert nival ISBA-ES utilisé dans le modèle hydrologique à large
échelle SIM et dans celui développé par Matthieu Lafaysse, au profit du modèle
ISBA-Crocus. Ce dernier modèle, grâce à la possibilité qu’il offre de représenter de
manière détaillée les processus qui ont lieu à l’intérieur du couvert nival, permet
notamment de représenter physiquement la présence de glaciers sur le sol ainsi que
leur interaction avec la neige qui se dépose dessus. Dans le cadre de cette démarche
de représentation détaillée du couvert nival et glaciaire, nous avons également sou-
haité utiliser le modèle de sol ISBA-DIF en remplacement du modèle ISBA-FR utilisé
dans les modèles indiqués ci-dessus, en raison de l’inadéquation du modèle ISBA-FR
(basé sur le schéma Force-Restore) à la simulation du sol couvert de neige pendant
une partie importante de l’année, ce modèle étant fait pour simuler le cycle diurne
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de la température du sol lors de son interaction avec l’atmosphère. Ce choix a été en-
couragé par le fait que le modèle de couvert nival ISBA-Crocus n’est pas couplé au
modèle de sol ISBA-FR. Enfin, en raison de la présence d’un couvert glaciaire impor-
tant, il n’a pas été possible d’utiliser la méthode de configuration de la simulation
du routage hydrologique en profondeur qui a été utilisée et adaptée par Matthieu
Lafaysse conjointement au développement de son modèle hydrologique. Une autre
stratégie a été adoptée, basée sur la recherche d’une correspondance optimale des
observations et des simulations lors de la période d’étiage hivernal.
Un autre élément également nouveau par rapport au modèle de la thèse de Mat-
thieu Lafaysse est la recherche d’un pas de temps particulièrement court. Il faut en
effet savoir que le contexte d’application de ce modèle était d’évaluer l’apport de la
Durance au remplissage du lac de Serre-Ponçon, dans le cadre de la planification à
long terme de la production hydro-électrique. Un pas de temps journalier était donc
satisfaisant. Ce n’est pas le cas pour le contexte d’application du modèle développé
lors de cette présente thèse, en raison de la réactivité infra-journalière du bassin ver-
sant de l’Arve à Chamonix. Une prise en compte du temps de routage hydrologique
en surface basée sur des fonctions de transfert a donc été introduite, permettant de
représenter le temps mis par l’eau ruisselante pour parvenir à l’exutoire. Malgré
toutes les limites qu’elle présente encore, cette prise en compte du temps de routage
en surface présente un apport indéniable au vu des évaluations visuelles et quantita-
tives des résultats des simulations réalisées avec les différentes versions du modèle.
Afin de décrire la chaine de modélisation qui a été construite dans le cadre de ce
présent travail, nous présentons d’abord la plateforme SURFEX avec une attention
particulière pour les modules que nous utilisons. Nous donnons ensuite une présen-
tation de l’architecture générale du modèle hydrologique développé, indiquant alors
de quelle façon cette plateforme s’y intègre, conjointement aux autres éléments pré-
sents dans le modèle général, notamment les données météorologiques et le routage
hydrologique en surface et en profondeur.
4.1.1 Modèles utilisés
4.1.1.1 Modèle de neige et de sol : plateforme SURFEX et module ISBA
Présentation générale des modèles
La plateforme de simulation SURFEX (SURface EXternalisée, MASSON et al., (2013),
représentée sur la figure 4.1 sert à représenter l’ensemble des processus physiques
ayant lieu à la surface de la Terre, notamment ceux qui interagissent avec l’atmo-
sphère. Elle contient un ensemble de modèles de niveaux de complexité divers pour
la simulation des surfaces continentales, des lacs, des zones urbanisées et des océans.
Ces modèles peuvent être couplés à des modèles atmosphériques, ou être utilisés en
mode "offline" (c’est à dire sans rétroaction de la simulation de la surface continen-
tale vers la simulation de l’atmosphère) comme c’est le cas dans cette étude. Dans ce
cas, les données météorologiques sont prises comme simple entrée, sans simulation
de la rétroaction du sol vers l’atmosphère.
Nous utilisons dans le cadre de cette thèse le module de simulation ISBA (Inter-
actions between Soil Biosphere and Atmosphere, NOILHAN et PLANTON, (1989) et
NOILHAN et MAHFOUF, (1996)), intégré à cette plateforme, et simulant la physique
(température et humidité) des surfaces continentales. Ce module prend en entrée les
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FIGURE 4.1 – Représentation générale de la plateforme SURFEX. Fi-
gure extraite de http ://www.umr-cnrm.fr/surfex/
données météorologiques suivantes : température de l’air, humidité spécifique, vi-
tesse du vent à 1 m au dessus du sol, rayonnement direct et diffus (ondes courtes et
longues), précipitations liquides et solides, et pression atmosphérique.
Le module ISBA contient deux modèles de transfert vertical de la chaleur et de l’hu-
midité dans la colonne de sol : le modèle ISBA-FR (BOONE, CALVET et NOILHAN,
1999) et le modèle ISBA-DIF (BOONE et al., 2000 ; BOONE, 2000 ; HABETS, BOONE et
NOILHAN, 2003), basés respectivement sur le principe d’une représentation simple
de type "force-restore" (DEARDORFF, 1977) et sur la recherche d’une représentation
détaillée des processus ayant lieu dans le sol à l’aide de lois physiques (DECHARME
et al., 2011 ; DECHARME, MARTIN et FAROUX, 2013), incluant notamment les lois de
Richards et de Darcy pour la percolation d’eau le long du sol. Les propriétés phy-
siques de la colonne de sol prises en compte par le modèle ISBA-DIF sont dérivées de
la composition du sol (donnée en paramètre), à partir de fonctions de pédotransfert.
Ces deux modèles sont capables de prendre en compte le caractère gelé du sol (voir
BOONE et al., (2000) pour la description de l’ajout de ce phénomène, où se trouve
également une description comparée de ces deux modèles).
Les modèles de sol ISBA-DIF et ISBA-FR intégrés dans ISBA permettent de repré-
senter le comportement hydrologique d’une colonne de sol : infiltration (ou non) de
l’eau parvenant à sa surface, et sortie de l’eau à la base de la colonne de sol après in-
filtration et percolation. Ces modèles sont capables de prendre en compte l’existence
de phénomènes hydrologiques sous-maille (ce qui signifie qu’ils ne peuvent pas être
explicitement représentés car ils nécessiteraient une résolution spatiale exagérément
haute), en particulier en ce qui concerne le ruissellement (HABETS et al., 1999a). Le
72 Chapitre 4. Développement et configuration du modèle hydrologique
devenir de l’eau arrivant à la surface du sol (infiltration ou ruissellement) dépend
essentiellement de l’humidité de la couche superficielle du sol.
Dans le modèle développé par LAFAYSSE, (2011) et dont le présent modèle hydro-
logique est dérivé, la colonne de sol est représentée à l’aide du modèle ISBA-FR.
Cependant, l’inadéquation de la méthode force-restore (que ce modèle utilise) pour
la représentation des sols couverts de neige a été signalée à plusieurs reprises dans
la littérature (par exemple HIROTA et al., (2002)). En conséquence, nous utilisons le
modèle ISBA-DIF, permettant de représenter de manière détaillée les processus ther-
miques et hydriques ayant lieu dans le sol.
Le modèle ISBA contient également trois modèles de couvert nival, de complexité
croissante. Le plus simple d’entre eux sert essentiellement à la simulation de l’in-
teraction du sol enneigé avec l’atmosphère lors de l’utilisation couplée d’ISBA avec
des modèles atmosphériques (DOUVILLE, ROYER et MAHFOUF, 1995a ; DOUVILLE,
ROYER et MAHFOUF, 1995b). Le plus détaillé d’entre eux, nommé ISBA-Crocus, est
un modèle multi-couche à bilan d’énergie (BRUN et al., 1989 ; BRUN et al., 1992 ;
VIONNET et al., 2012 ; BRUN et al., 2012). La figure 4.2 représente ce modèle ainsi
que ses interactions avec les composantes connexes : sol et atmosphère. Il simule
de manière explicite l’évolution des propriétés internes du couvert nival (notam-
ment le bilan d’énergie, le métamorphisme ou métamorphose, la masse volumique,
la stratigraphie et la percolation d’eau liquide), et est principalement utilisé pour la
prévision du risque d’avalanches. Le modèle ISBA-Crocus est continuellement dé-
veloppé et amélioré (voir par exemple D’AMBOISE et al., (2017)). Il existe également
un modèle de complexité intermédiaire, nommé ISBA-ES (BOONE et ETCHEVERS,
2001 ; BOONE, 2002 ; DECHARME et al., 2016) dont l’objectif principal est la prise en
compte du couvert nival dans le cadre de la simulation hydrologique.
FIGURE 4.2 – Représentation du modèle de couvert nival Crocus.
Image extraite de VIONNET et al., (2012)
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Un avantage majeur du modèle ISBA-Crocus par rapport au modèle ISBA-ES dans
le cadre de l’hydrologie nivo-glaciaire est qu’il permet la représentation physique
de la présence d’un couvert glaciaire : évolution d’un couvert nival sur un sol en-
glacé, transformation de la neige en glace (GASCON et al., 2014) et fonte de la glace
déneigée avec utilisation de valeurs réalistes pour les paramètres physiques, notam-
ment en ce qui concerne l’albédo de la glace (DUMONT et al., 2012b). En revanche,
le modèle ISBA-Crocus ne simule pas les effets d’extension par gravité du couvert
glaciaire.
C’est le modèle ISBA-Crocus qui est utilisé dans ce travail, en raison notamment
de la possibilité qu’il offre de simuler explicitement l’évolution du couvert glaciaire
et son interaction avec le couvert nival, compte-tenu de la proportion importante de
surfaces englacées dans le bassin versant de l’Arve à Chamonix et de l’importance
capitale de tenir compte du couvert glaciaire dans un modèle hydrologique (comme
indiqué respectivement aux chapitres 2 et 3). Ce modèle de couvert nival est couplé
au modèle de sol ISBA-DIF, que nous utilisons pour les raisons indiquées précédem-
ment pour représenter les processus physiques ayant lieu dans le sol.
Le choix qui a été fait pour les modèles de neige et de sol témoigne d’une volonté
de développement d’un modèle hydrologique ayant un niveau élevé de représen-
tation de la physique des processus. Après avoir présenté au chapitre 3 les tenants
et aboutissants de la diversité des modèles au regard de cette caractéristique, nous
indiquons ici les avantages et les inconvénients attendus de ce choix pour le cas
spécifique qui nous occupe. Parmi les avantages, nous pouvons mentionner la pos-
sibilité de s’associer au dynamisme de la communauté scientifique qui se développe
autour de ces modèles, incluant notamment le développement de méthodes d’as-
similation de données ainsi que le développement de la possibilité qu’offrent ces
modèles de représenter fidèlement la réalité physique de la zone géographique aux-
quelles ils s’appliquent (par exemple, le schéma MEB décrit par BOONE et al., (2017)
permettant une prise en compte séparée du bilan d’énergie du sol couvert ou non
couvert de végétation, ou ISBA-TOP décrit par VINCENDON et al., (2010) permet-
tant de représenter le transfert latéral de l’eau dans le sol). Nous pouvons également
mentionner le fait que les modèles détaillés permettent de tirer un meilleur profit
de la densité et de la diversité toujours grandissantes des mesures qui sont réali-
sées dans la vallée de l’Arve. En revanche, une plus grande difficulté de mise au
point du modèle, la nécessité d’une configuration et d’une évaluation plus détaillées
ainsi qu’une plus grande vulnérabilité aux erreurs d’entrée (notamment météorolo-
giques, particulièrement lorsqu’il s’agit de données de prévision) sont à envisager
en tant que conséquences de ce choix.
Configurabilité des modèles
Les paramètres du module ISBA sont détaillés dans la documentation technique
de SURFEX (http ://www.umr-cnrm.fr/surfex). Nous indiquons ci-après ceux qui
sont particulièrement importants dans le cadre de la simulation hydrologique nivo-
glaciaire. Le découpage spatial du bassin versant dans le modèle étant réalisé de
manière semi-distribuée, la simulation sol/neige peut être configurée de manière
indépendante pour chaque UHRH.
Il y a tout d’abord l’initialisation de l’état du sol et du couvert nival. Il s’agit de
la température et de l’humidité, individuellement pour chaque couche de sol. Il y
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a également l’initialisation de l’état du couvert nival : nombre de couches, et indi-
viduellement pour chaque couche : épaisseur et propriétés physiques. Notons dès
à présent qu’il est donc possible d’initialiser la présence d’un couvert nival ayant
les propriétés physiques de la glace, ce qui permet de représenter la présence d’un
couvert glaciaire sur le sol.
Ensuite, il y a le coefficient de ruissellement sous-maille, qui est lié à la simulation
de la colonne de sol et qui permet d’ajuster la génération de ruissellement par le mo-
dèle lorsque le sol n’est pas saturé, afin de représenter une éventuelle hétérogénéité
spatiale de l’humidité de la couche superficielle du sol (HABETS et al., 1999a).
Il y a également les paramètres de composition du sol, permettant au modèle d’en
dériver les propriétés physiques qui seront prises en compte pour la réalisation de la
simulation. Les paramètres liés à la végétation sont également utiles pour la simula-
tion de l’évapotranspiration, et pour l’estimation d’une profondeur de sol adéquate.
Il est enfin possible d’ajuster l’albédo des glaciers, individuellement pour trois bandes
spectrales différentes. Ces valeurs d’albédo sont appliquées par le modèle aux couches
de couvert nival ayant les propriétés physiques de la glace.
Sorties des modèles
Le module ISBA possède toutes les sorties nécessaires pour la connaissance com-
plète de l’état de la simulation. Parmi ces nombreuses sorties, certaines sont particu-
lièrement utiles dans le cadre de la simulation hydrologique, soit en donnant direc-
tement la contribution hydrologique du sol (production de ruissellement en surface,
ou drainage à la base de la colonne de sol) pouvant alors être transmise à un modèle
de routage hydrologique, ou en donnant des éléments liés à l’hydrologie et pouvant
donc être exploités pour une évaluation plus générale du modèle et dans un but de
son utilisation pour une meilleure compréhension du fonctionnement du bassin ver-
sant.
L’eau peut cheminer dans un bassin versant par ruissellement (sur le sol ou dans
un cours d’eau), ou après infiltration, par transfert latéral ou par vidange des réser-
voirs profonds. Cela est indiqué en 1.1.1 (page 1) notamment sur la base de HORTON,
(1933), DUNNE et BLACK, (1970) et LI et al., (2011). Le modèle ISBA possède deux
sorties qui correspondent respectivement à la production de ruissellement par refus
d’infiltration et à l’arrivée de l’eau à la base de la colonne de sol après infiltration
et percolation : Runoff et Drainage. Ces deux sorties sont directement transmises
au modèle de routage hydrologique, et sont exprimées en lame d’eau par unité de
temps 1 ou débit par unité de surface.
Parmi les sorties qui sont liées à l’hydrologie sans pour autant être utilisées par le
modèle de routage hydrologique, il y a la quantité de neige et de glace sur le sol, ex-
primée en lame d’eau équivalente. Il est également possible de connaitre la hauteur
métrique du couvert nival et glaciaire. Ces sorties permettent d’évaluer la simulation
de la contribution de la fonte de la glace et de la neige au débit des rivières, et de pro-
céder à une évaluation approfondie du modèle en les comparant aux observations
de terrain correspondantes.
1. Une lame d’eau s’exprime comme une hauteur, d’après la définition donnée par le glossaire
d’hydro.eaufrance.fr. Remarquons qu’une lame d’eau peut s’exprimer de manière équivalente en mm
ou en kg m−2
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4.1.1.2 Données météorologiques
Nous utilisons le système de réanalyse SAFRAN (DURAND et al., 1999 ; DURAND
et al., 2009b ; DURAND et al., 2009a). Une description succincte de ce système est
donnée aux chapitres 2 et 3. Rappelons que ce système fonctionne non seulement en
réanalyse, mais également en prévision. Lorsque SAFRAN est utilisé en mode pré-
vision, son rôle est alors de procéder à une descente d’échelle, en mettant à l’échelle
du massif (de la même façon que pour la réanalyse) les données issues des modèles
de prévision à grande échelle. Il peut alors s’agir de données de prévision détermi-
niste, ou de données de prévision d’ensemble. Lorsque nous utilisons SAFRAN en
mode prévision, nous l’associons au modèle de prévision ARPEGE utilisé en mode
"prévision d’ensemble", appelé donc PEARP (DESCAMPS et al., 2015) et générant 35
membres de prévision avec une échéance de quatre jours. Cela forme le système
appelé PEARP-SAFRAN (VERNAY et al., 2015).
4.1.1.3 Routage hydrologique
Le routage hydrologique consiste à représenter le temps mis par l’eau produite
en chaque point du bassin versant pour rejoindre l’exutoire. Il est nécessaire de
prendre en compte la diversité des types de chemins parcourus par l’eau à travers
le bassin versant, et de faire notamment la différence entre le ruissellement (écoule-
ment de l’eau à la surface du bassin versant) et l’écoulement en profondeur, dans le
milieu géologique.
Routage souterrain
Comme indiqué au chapitre 3, les méthodes de représentation des écoulements d’eau
dans les milieux souterrains existent avec une grande diversité de complexité. Nous
utilisons dans la présente chaine de modélisation un modèle simple qui se base sur
une représentation de type réservoir à vidange linéaire, c’est-à-dire se vidant suivant
une loi pouvant être décrite comme suit :
Qls(t) = αS(t) (4.1)
Qls(t) est la lame d’eau par unité de temps venant du réservoir au moment t et al-
lant vers l’exutoire, exprimée en kg m−2 s−1. Cette lame d’eau est proportionnelle
au niveau du réservoir S(t), exprimé en kg m−2. Le coefficient α (dont la valeur
reste à ajuster) est exprimé en s−1. Ayant Qls(t) = −S′(t), nous pouvons formaliser
cette loi en équation différentielle du premier ordre ayant comme solution Qls(t) =
Qls(0)e−αt où 1/α est alors le temps de transfert caractéristique en secondes.
Ce type de méthode est initialement présenté par MAILLET, (2010) et ses fondements
théoriques ont été étendus par WITTENBERG, (1999), d’une part en étendant le type
de loi de vidange qui peut alors être non seulement linéaire mais également hy-
perbolique (qui ne peut dans ce cas pas s’exprimer sous la forme d’une équation
différentielle du premier ordre), et d’autre part en développant une méthode de ca-
libration déterministe basée sur la récession. Un exemple d’utilisation de ce type de
réservoir et de la méthode de calibration associée est visible dans la thèse de Mat-
thieu Lafaysse dans la suite de laquelle cette présente thèse se trouve. Une discussion
sur les points forts et faibles de l’hypothèse de linéarité des écoulements des réser-
voirs souterrains (sur laquelle s’appuie l’utilisation de ce type de modèle) est donnée
par FENICIA et al., (2006), nous indiquant que cette hypothèse montre généralement
un certain niveau d’acceptabilité.
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Pour représenter le routage souterrain, nous utilisons des réservoirs à vidange li-
néaire. Néanmoins, la méthode de calibration développée par WITTENBERG, (1999)
et utilisée par LAFAYSSE, (2011) afin d’ajuster la valeur du paramètre α ne peut être
utilisée ici, en raison de la présence de glaciers dont la contribution hydrologique
complexe s’ajoute à celle de la vidange des réservoirs souterrains, ce qui ne permet
pas d’observer individuellement cette dernière. Par ailleurs, la thèse de Matthieu
Lafaysse utilise un système composé de deux réservoirs montés en série, alors que
ce présent travail n’en utilise qu’un seul, ce qui s’est avéré suffisant pour reproduire
correctement l’étiage des cours d’eau étudiés dans ce présent travail de thèse.
Routage en surface
L’estimation du temps pris par l’eau ruisselant en surface (sur une pente ou en ri-
vière) pour rejoindre l’exutoire est très délicate, en particulier dans le cas d’un relief
complexe. Les méthodes existant pour représenter ce temps dans un modèle hydro-
logique s’appuient généralement sur deux principes : 1) pour chaque point du bas-
sin versant, l’estimation individuelle d’un temps fixe de parcours de l’eau depuis ce
point vers l’exutoire, ou 2) la définition, sur l’ensemble de la surface du bassin ver-
sant (ou individuellement sur un ensemble de sous-surfaces) d’une fonction de den-
sité temporelle d’écoulement du ruissellement à l’exutoire. Cette fonction de densité
permet de représenter l’étalement dans le temps de l’écoulement à l’exutoire d’une
lame de ruissellement produite de manière instantanée sur la surface de bassin ver-
sant à laquelle elle est associée. Cette fonction de densité temporelle peut alors être
convoluée à la lame de ruissellement par unité de temps produite au fil du temps.
L’arrivée du ruissellement à l’exutoire au fil du temps peut donc s’écrire de la façon
suivante :
Qlr(t) = (Rl ∗ T )(t) (4.2)
Dans cette équation, Qlr(t) exprimé en kg m−2 s−1 est la lame de ruissellement ar-
rivant à l’exutoire à l’instant t, Rl(t) est la lame de ruissellement produite à l’ins-
tant t et exprimée également en kg m−2 s−1. T est la fonction de densité temporelle
d’écoulement du ruissellement à l’exutoire, qui est sans dimension comme toute
fonction de densité. Le symbole ∗ représente l’opérateur de convolution. La descrip-
tion générale de l’utilisation dans la littérature des fonctions de densité temporelle
d’écoulement du ruissellement à l’exutoire est donnée au chapitre 3. C’est ce type de
fonction que nous utilisons dans le modèle hydrologique développé dans le cadre
de cette thèse.
4.1.2 Chaine générale de modélisation
Nous définissons et décrivons dans cette présente partie les trois versions du
modèle utilisées pour les simulations que nous avons réalisées.
4.1.2.1 Description des différentes versions de la chaine
Nous utilisons trois versions de complexité croissante, afin d’évaluer la perti-
nence des ajouts qui sont réalisés d’une version à l’autre. Ces trois versions sont les
suivantes : 1) version sans glaciers et sans transfert (que nous appellerons première
version), 2) version avec glaciers et sans transfert (que nous appellerons deuxième
version), et 3) version avec glaciers et avec transfert (que nous appellerons troisième
version).
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La première version consiste à ne pas représenter les glaciers dans le modèle, au-
trement dit à ignorer l’existence de glaciers sur le bassin versant. Les surfaces engla-
cées du bassin versant sont représentées dans le modèle (de telle sorte que la surface
de bassin versant représentée dans le modèle est la même pour les trois versions),
mais les glaciers proprement dits ne le sont pas. La deuxième version consiste, par
rapport à la première, à ajouter la prise en compte des glaciers. La troisième version
consiste, par rapport à la deuxième, à ajouter la représentation du transfert du ruis-
sellement vers l’exutoire. Lorsque ce transfert du ruissellement vers l’exutoire n’est
pas représenté (ce qui est le cas pour la première et la deuxième configuration), l’eau
produite sur la surface du bassin versant et non infiltrée dans la colonne de sol est
considérée par le modèle comme arrivant directement à l’exutoire.
4.1.2.2 Découpage spatial du terrain
Le découpage spatial du terrain des bassins versants étudiés est effectué sui-
vant une approche semi-distribuée dont le principe a déjà été décrit au chapitre
3 et que nous rappelons brièvement ici. Ce type de découpage spatial consiste en
la constitution préalable d’un ensemble d’Unités Homogènes de Réponse Hydrolo-
gique (UHRH) au sein desquelles sont regroupés les points géographiques du bassin
versant ayant des similitudes au regard de critères pré-définis. Dans notre cas, ces
critères sont basés sur la topographie (pente, orientation, altitude) obtenus à l’aide
d’un modèle numérique de terrain, ainsi que sur le caractère englacé ou non englacé
du sol (comme pour SCHAEFLI et al., (2005)). Néanmoins, en fonction des caractéris-
tiques respectives des différentes versions du modèle que nous utilisons, la totalité
ou seulement une partie de ces quatre critères peut être utilisée. Nous réalisons un
découpage spatial séparé pour le bassin versant principal ainsi que pour ses trois
sous-bassins versants : l’Arveyron de la Mer de Glace, le Bisme du Tour et l’Arvey-
ron d’Argentière comme indiqué sur le tableau 2.3 au chapitre 2. Cette démarche de
découpage spatial semi-distribué est représentée sur la figure 4.3. Sur cette figure
est représenté le cas où les quatre critères indiqués ci-dessus sont utilisés pour le
découpage.
Critères topographiques
Les valeurs centrales respectives de chaque classe d’altitude sont les suivantes : 1200,
1500, 1800, 2100, 2400, 2700, 3000, 3300 et 3600 m. Les valeurs centrales pour les
classes de pente sont 0 (plat), 20 et 40 degrés. Pour les classes d’orientation, nous
considérons une liste de huit valeurs centrales : Nord, Sud, Est, Ouest, Nord-Est,
Sud-Est, Nord-Ouest, Sud-Ouest. Ces valeurs sont utilisées par des chaines opéra-
tionnelles déjà existantes : SAFRAN-Crocus-MEPRA (DURAND et al., 1999) et SAFRAN-
SURFEX/ISBA-Crocus-MEPRA (LAFAYSSE et al., 2013).
Quant aux données topographiques sur la base desquelles le découpage spatial est
réalisé, elles sont issues d’un modèle numérique de terrain à 25 m de résolution
fourni par l’IGN (www.ign.fr).
Couverture glaciaire
Les cartes d’extension glaciaire utilisées pour le découpage spatial du bassin ver-
sant principal et des trois sous-bassins versants sont réalisées par Antoine Raba-
tel, dans le cadre du Service National d’Observation GLACIOCLIM (https ://gla-
cioclim.osug.fr/) et du projet international GLIMS (Global Land Ice Measurements
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from Space, http ://www.glims.org/) comme dit au chapitre 2. Leur résolution ini-
tiale est de 15 m.
Dans cette étude, nous utilisons une seule carte de couverture glaciaire pour toute
la durée de la simulation, réalisée à partir d’images satellites prises le 20 août 2012.
Cela revient à considérer que les contours glaciaires sont constants. La même ma-
nière de procéder est visible par exemple dans ZHANG et al., (2016b). Le fait que
la période durant laquelle la simulation est réalisée (du 01/08/1990 au 01/10/2015
comme indiqué en détail dans la suite du document) est relativement courte permet
de considérer que l’hypothèse de staticité des contours glaciaires est raisonnable-
ment acceptable, d’autant plus que ceux-ci évoluent relativement lentement d’après
ce qui a été vu au chapitre 2, notamment sur la figure 2.2. L’utilisation de contours
glaciaires statiques est justifiée par la grande complexité, l’incertitude et le coût cal-
culatoire des modèles d’évolution du contour glaciaire (NAZ et al., 2014).
Découpage final
Nous disposons, comme indiqué précédemment, de quatre critères topographiques
sur la base desquels nous pouvons former les UHRH. Ces critères sont l’altitude, la
pente, l’exposition et l’englacement. Suivant que la version du modèle utilisée re-
présente ou non les glaciers, ces quatre critères ou trois seulement d’entre eux sont
utilisés. Nous considérons donc deux découpages différents : l’un, basé sur l’alti-
tude, la pente et l’exposition, qui est utilisé pour la première version du modèle, et
l’autre, basé sur les quatre critères disponibles, qui est utilisé pour la deuxième et la
troisième version du modèle.
Rappelons qu’un découpage séparé est réalisé pour chaque bassin versant. À partir
des UHRH ainsi formées, nous utilisons le logiciel SAGA, basé sur les algorithmes
géomorphologiques développés par O’CALLAGHAN et MARK, (1984), BAUER, ROH-
DENBURG et BORK, (1985) et WANG et LIU, (2006), afin de déterminer les contours
des bassins versants étudiés, et connaitre pour chaque UHRH la portion de bassin
versant qui lui est associée ainsi que sa superficie. La connaissance de la superficie
d’une UHRH est en effet nécessaire afin de pouvoir convertir sa lame d’eau par unité
de temps en débit.
Le nombre d’UHRH dont l’aire géographique associée est non nulle, individuelle-
ment pour chaque bassin versant et respectivement avec et sans prise en compte du
couvert glaciaire, est indiqué dans le tableau 4.1. La distribution des superficies de
ces UHRH est représentée individuellement pour chaque bassin versant sur l’histo-
gramme visible sur la figure 4.4. Le nombre important d’UHRH de très petite taille
(moins de 0.5 km2) met en évidence la complexité de la géomorphologie du bassin
versant.
4.1.2.3 Composition générale du modèle
Une fois réalisé le découpage spatial du terrain, nous assignons à chaque UHRH
une simulation sol-neige indépendante, réalisée par les modèles couplés ISBA-Crocus
et ISBA-DIF. En particulier, chacune de ces simulations a sa propre configuration, ses
propres entrées (les données météorologiques) et ses propres sorties (dont les sorties
Runoff et Drainage, qui nous intéressent particulièrement).
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FIGURE 4.3 – Principe du découpage spatial semi-distribué. Cet
exemple utilise les quatre critères topographiques disponibles : alti-
tude, pente, exposition et englacement.
Cours d’eau Nombre d’UHRH vers. 2 et 3 Nombre d’UHRH
vers. 1
Non
englacées
Englacées Total
Arve (Chamonix) 153 110 263 154
Bisme - glacier du Tour 92 54 146 99
Arveyron d’Argentière 129 88 217 129
Arveyron de la Mer de Glace 146 105 251 146
TABLE 4.1 – Nombre d’UHRH obtenues pour chaque bassin ver-
sant avec le découpage spatial associé à la première du modèle ainsi
qu’avec celui qui est associé à la deuxième et à la troisième version.
Les données météorologiques sont données, individuellement pour chaque simu-
lation couplée sol-neige, par le système de réanalyse météorologique SAFRAN. Ce
système fournit des données météorologiques dépendant, pour un massif donné,
de l’altitude, de la pente et de l’exposition. Les données météorologiques fournies à
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FIGURE 4.4 – Distribution des superficies des UHRH obtenues
chaque simulation couplée sol-neige dépendent donc des caractéristiques topogra-
phiques de l’UHRH à laquelle cette simulation est associée.
La représentation du routage souterrain, consistant à prendre en compte le temps
de parcours de l’eau dans le milieu géologique après sa percolation à la base de la
colonne de sol, s’effectue à l’aide de réservoirs à vidange linéaire dont le principe
a été précédemment décrit. Chaque UHRH est dotée de son propre réservoir. Par
conséquent, chaque réservoir est associé à une simulation sol-neige. Le réservoir as-
socié à une UHRH se remplit avec la sortie Drainage (exprimée, rappelons-le, en
débit par unité de surface, ou lame d’eau par unité de temps) de la simulation sol-
neige associée à la même UHRH. Il est alors possible de calculer une lame par unité
de temps globale (sur tout le bassin versant) d’écoulements souterrains, en faisant la
moyenne des lames par unité de temps d’écoulements souterrains de chaque UHRH
en pondérant chaque UHRH par sa superficie. La multiplication de la lame globale
par unité de temps d’écoulements souterrains par la superficie du bassin versant
permet d’obtenir la contribution simulée des écoulements souterrains au débit si-
mulé à l’exutoire.
Contrairement à la simulation sol-neige et à la représentation du routage souter-
rain, la représentation du routage en surface ne se fait pas de manière séparée pour
chaque UHRH. Elle se fait de manière séparée pour deux regroupements d’UHRH :
celles qui concernent des zones englacées, et celles qui concernent des zones non
englacées. Rappelons que l’englacement est un critère qui peut être utilisé (suivant
la version utilisée du modèle) pour la définition des UHRH. La représentation du
temps de transfert du ruissellement vers l’exutoire est donc réalisée de la manière
suivante : une lame globale de ruissellement par unité de temps est calculée sur l’en-
semble des UHRH non englacées, et une autre lame globale de ruissellement par
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unité de temps est calculée sur l’ensemble des UHRH englacées. Deux fonctions de
densité sont appliquées respectivement à ces deux lames de ruissellement par unité
de temps, de manière séparée. Notons que pour le calcul d’une lame globale de
ruissellement par unité de temps sur un regroupement d’UHRH, nous procédons
de manière analogue à ce qui est fait pour le routage souterrain : nous faisons la
moyenne des lames de ruissellement par unité de temps obtenues respectivement
pour chaque UHRH en pondérant chaque UHRH par sa superficie.
La figure 4.5 représente un bassin versant fictif sur la base duquel nous pouvons
formaliser les explications données ci-dessus. Notons Q le débit simulé à l’exutoire.
Ce débit est la somme de deux contributions : celle notée Qs provenant des écoule-
ments souterrains, et celle notée Qr provenant du ruissellement.
FIGURE 4.5 – Représentation du découpage d’un bassin versant fictif
contenant six UHRH dont deux sont englacées.
Conformément aux explications déjà données, la contribution des écoulements sou-
terrains au débit simulé à l’exutoire peut s’écrire comme suit :
Qs(t) =
Nc∑
i=1
Qlsci(t).Superficie(Uci)︸ ︷︷ ︸
Surfaces englacées
+
Nf∑
i=1
Qlsfi(t).Superficie(Ufi)︸ ︷︷ ︸
Surfaces non englacées
(4.3)
Dans cette équation, Qlsci(t) est la lame d’écoulement souterrain arrivant à l’instant
t à l’exutoire en provenance de la i-ème UHRH englacée (correspondant au Qls(t)
de l’équation 4.1). Qlsfi est défini de la même façon, mais en s’appliquant cette fois
à la i-ème UHRH non englacée. Uci et Ufi sont les i-èmes UHRH respectivement
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englacées et non englacées, dont les nombres sont respectivement égaux à Nc et à
Nf (Nc et Nf étant respectivement égaux à 2 et à 4 dans l’exemple fictif présenté
sur la figure 4.5).
Quant à la contribution du ruissellement au débit simulé à l’exutoire, elle peut s’écrire
comme suit :
Qr(t) = (Qrc ∗ Tc)(t)︸ ︷︷ ︸
Surfaces englacées
+ (Qrf ∗ Tf)(t)︸ ︷︷ ︸
Surfaces non englacées
(4.4)
Dans cette équation, Tc et Tf sont les fonctions de densité temporelle d’écoulement
du ruissellement à l’exutoire, correspondant respectivement aux surfaces englacées
et aux surfaces non englacées. Qsc(t) et Qsf(t) sont les quantités de production de
ruissellement à l’instant t respectivement sur les surfaces englacées et non englacées,
qui peuvent s’écrire comme suit :
Qrc(t) =
Nc∑
i=1
Qlrci(t).Superficie(Uci) (4.5)
et
Qrf(t) =
Nf∑
i=1
Qlrfi(t).Superficie(Ufi) (4.6)
Dans ces équations, Qlrci est la lame de production de ruissellement sur la i-ème
UHRH englacée.Qlrfi est la lame de production de ruissellement sur la i-ème UHRH
non englacée.
Une vue générale de la troisième version de la chaine de modélisation est donnée
sur la figure 4.6. Une simulation indépendante de l’évolution de l’état de la neige
et du sol est réalisée sur chaque UHRH à l’aide du modèle ISBA-Crocus décrit en
4.1.1.1, à partir de données météorologiques adaptées aux caractéristiques topogra-
phiques associées. Ces données météorologiques sont fournies par le système de
réanalyse SAFRAN, dont une description a été donnée en 4.1.1.2. Le débit simulé à
l’exutoire est à comprendre comme la somme de plusieurs contributions : les écou-
lement souterrains issus individuellement de chaque UHRH, et le ruissellement issu
respectivement des UHRH englacées et des UHRH non englacées avec représenta-
tion du temps de routage en surface.
4.2 Méthodes d’évaluation de la chaine
La définition d’une méthodologie d’évaluation des résultats de la chaine de mo-
délisation avant même sa configuration et son lancement est une démarche primor-
diale dans un objectif de connaissance précise des point forts et faibles du modèle dé-
veloppé. La complexité des processus en jeu et des stratégies de modélisation déve-
loppées pour les représenter nous amène à pratiquer une évaluation multi-critères.
Ce concept est décrit en 3.1.4.2 et consiste à évaluer un modèle sur plusieurs sorties
de diverses nature, et non seulement sur la sortie principale. Dans le cas d’un modèle
hydrologique, la sortie principale est le débit à l’exutoire et des exemples d’autres
sorties sont les débits sur des cours d’eaux internes au bassin versant, l’humidité
des sols, le niveau des réservoirs souterrains. Dans notre cas, ces sorties intermé-
diaires utilisées pour une cette démarche d’évaluation multi-critères sont les débit
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FIGURE 4.6 – Représentation générale du modèle hydrologique (troi-
sième version) développé dans le cadre de cette thèse.
à certains sous-exutoires (à savoir le Bisme du Tour, l’Arveyron de la Mer de Glace
et l’Arveyron d’Argentière), ainsi que l’évolution du couvert nival et de l’épaisseur
glaciaire.
4.2.1 Évaluation de la chaine en réanalyse
4.2.1.1 Débits simulés
Lors de l’évaluation des débits simulés, à l’exutoire principal ou aux sous-exutoires,
il convient d’utiliser les débits naturels reconstitués, dont la construction et la dis-
ponibilité sont décrites en 2.5.2 et plus précisément sur la figure 2.14 à la page 30.
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L’évaluation des débits simulés peut fondamentalement se faire de deux façons : vi-
suellement et avec l’utilisation d’indicateurs quantitatifs.
La première façon d’évaluer visuellement les hydrogrammes simulés est de les su-
perposer aux hydrogrammes observés, sur une période longue ou sur une période
plus courte afin d’évaluer la reproduction d’évènements particuliers. Si cette mé-
thode présente l’avantage de donner rapidement une idée de la qualité de la simu-
lation, elle est très limitée en termes d’informations au sujet du détail des perfor-
mances intrinsèques du modèle sur le long terme.
Une autre manière d’évaluer visuellement le modèle est de faire la moyenne inter-
annuelle des simulations. Cela permet de voir la manière dont le modèle est capable
de reproduire le cycle hydrologique annuel des simulations, ce qui est particulière-
ment intéressant dans le cas d’un régime fortement irrégulier au cours de l’année,
tel le régime nivo-glaciaire.
L’évaluation visuelle de la simulation peut enfin se faire avec l’aide de diagrammes
de dispersion. Ce type de représentation présente l’avantage de faire observer l’adé-
quation des valeurs simulées avec les valeurs observées de débit à un pas de temps
éventuellement petit sur une période éventuellement longue, avec une visibilité par-
ticulière sur les évènements de crue. Son inconvénient principal est qu’il ne permet
pas de comparer la dynamique des débits observés et simulés, c’est-à-dire l’évolu-
tion temporelle de ces débits.
La qualité de la simulation, particulièrement sur des longues périodes, peut être éva-
luée à l’aide d’indicateurs quantitatifs d’adéquation avec les observations, comme
dit en 3.1.4.2. Nous utilisons dans cette étude trois indicateurs chiffrés classique-
ment utilisés en hydrologie : l’indicateur de Nash-Suctliffe, l’indicateur de Kling-
Gupta ainsi que le rapport de bilan hydrique (NASH et SUTCLIFFE, 1970 ; GUPTA et
al., 2009) dont la description a été donnée au lecteur en 3.1.4.2 à la page 55.
Lorsque des cours d’eau internes au bassin versant étudié sont équipés de stations
de mesure, il est possible alors de réaliser des simulations hydrologiques sur les
sous-exutoires ainsi formés, et d’y effectuer une comparaison des débits simulés et
observés. Cette évaluation du débit simulés sur des sous-exutoires est particulière-
ment utile dans le cas où le bassin versant principal est très hétérogène en termes de
réaction hydrologique, comme c’est le cas lors de la présence de glaciers.
Il va de soi que les valeurs de débits simulés qui sont prises en compte pour le calcul
des indicateurs sont uniquement celles où une valeur de débit observé est disponible
au même moment pour l’exutoire étudié. Enfin, il est nécessaire de tenir compte du
fait que les mesures de débits sont assorties des incertitudes signalées au chapitre 2
(HARMEL et SMITH, 2007). Rappelons que l’origine de cette incertitude se situe ma-
joritairement dans la conversion hauteur-débit par la courbe de tarage. Les sources
d’erreurs dans la constitution de la courbe de tarage sont nombreuses et celle-ci peut
ne pas être stable au cours du temps.
4.2.1.2 Épaisseur glaciaire
Comme indiqué en 4.1.1.1, le modèle ISBA-Crocus est en mesure de représen-
ter explicitement l’accumulation et la fonte glaciaire. Cela comprend l’accumulation
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de la neige sur la glace, la fonte de la neige ainsi accumulée ou sa transformation en
glace, ainsi que la transformation de la neige en glace. Nous tirons parti de cette pos-
sibilité dans les versions 2 et 3 du modèle, comme indiqué en 4.1.2.1. Ces processus
étant très complexes et très influents pour l’hydrologie du bassin versant englacé,
il est nécessaire d’évaluer spécifiquement la manière dont ils sont reproduits par le
modèle.
L’évaluation de la reproduction par le modèle du bilan de masse glaciaire à l’échelle
annuelle peut être réalisée à partir des bilans de masse glaciaire fournis par GLA-
CIOCLIM décrits au chapitre 2, consistant à mesurer à l’échelle pluri-annuelle l’évo-
lution de l’épaisseur d’un glacier en un ensemble de points, et d’intégrer cette me-
sure à l’ensemble du glacier à l’échelle annuelle. Puisqu’il s’agit de bilans de masse
intégrés sur tout le glacier entre le 1er novembre et le 30 octobre de chaque année,
nous pouvons, entre les mêmes dates de chaque année, prendre en compte la varia-
tion de l’épaisseur de neige et de glace simulée sur chaque UHRH correspondant à
un glacier particulier. Puis de la même façon que lors du calcul hydrologique, nous
intégrons cette variation sur tout le glacier afin d’obtenir une variation globale à
l’échelle annuelle, que nous pouvons alors comparer aux bilans fournis par le ser-
vice GLACIOCLIM.
4.2.1.3 Couvert nival
Il est indiqué en 4.1.1.1 que nous pouvons tirer profit de la sortie du modèle nous
donnant, pour chaque UHRH, la hauteur simulée du couvert nival. Cela peut notam-
ment se faire en projetant cette sortie sur une carte du bassin versant afin d’obtenir
une carte de hauteur de neige simulée. L’application d’un seuil de hauteur de neige
définissant le caractère enneigé ou non enneigé d’un pixel permet d’en dériver une
carte d’enneigement. Cette carte peut être comparée aux cartes journalières d’ennei-
gement à 250 m de résolution spatiale, dérivées des images satellites fournies par le
capteur MODIS dont la constitution est décrite en détail au chapitre 2. Ce type de
comparaison dans le cadre d’une simulation semi-distribuée est également réalisé
par PARAJKA et BLÖSCHL, (2008).
Comme indiqué en 2.5.4, ces cartes satellitaires d’enneigement sont générées au pas
journalier sur la base du découpage géographique du modèle numérique de terrain
à 250 m de résolution fourni par l’IGN. La projection des résultats de simulation
sur une carte découpée spatialement de la même façon permet une comparaison
pixel par pixel. Le seuil de hauteur de neige en dessous duquel le pixel est considéré
comme non enneigé est fixé à 0.15 m (REVUELTO et al., (2018), en annexe A de ce
document). Les zones de forêt sont exclues des cartes d’enneigement et ne sont pas
prises en compte dans la comparaison.
La comparaison entre les cartes d’enneigement observées et simulées se fait indi-
viduellement pour chaque jour où une carte d’enneigement observé est disponible.
Cette comparaison se fonde sur deux critères : la comparaison entre l’aire d’ennei-
gement observée et simulée, ainsi que la similarité spatiale entre les formes visibles
sur ces cartes. Ces deux critères peuvent être considérés comme complémentaires,
dans la mesure où le premier ne tient pas du tout compte de la similarité spatiale de
l’enneigement.
La comparaison des observations et des simulations de l’aire d’enneigement se fait
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de la même façon que pour l’évaluation des débits simulés : visuellement au fil du
temps, ainsi qu’à l’aide d’indicateurs chiffrés qui sont calculés sur une longue pé-
riode. Les indicateurs utilisés ici sont le RMSE (Root Mean Squared Error), le MAE
(Mean Absolute Error) ainsi que le coefficient de corrélation.
L’évaluation de la similarité spatiale entre les cartes observées et simulées se fait
à l’aide de deux indicateurs chiffrés : l’indicateur de Jaccard ainsi que l’ASSD qui
ont été décrits au chapitre 3. Rappelons qu’ils fournissent une mesure allant respec-
tivement de 0 (mauvaise simulation) à 1 (simulation parfaite) et de 0 (simulation
parfaite) à l’infini (mauvaise simulation). Ils fournissent ces valeurs pour chaque
pas de temps. Il est possible d’en dériver des valeurs sur le long-terme, par exemple
en faisant la moyenne des valeurs obtenues individuellement pour chaque pas de
temps.
Les valeurs prises par ces deux indicateurs ont été calculées au pas journalier (pour
les jours où la nébulosité permettait l’obtention d’une carte d’enneigement observé)
entre 2001 et 2015. La moyenne des valeurs prises par ces indicateurs a été calculée
pour cette période entière, ainsi que pour des sous-périodes : les saisons d’ennei-
gement 2006-2007 et 2007-2008, ainsi que celles des années 2011-2012 et 2012-2013,
caractérisées respectivement par un enneigement faible et fort. La moyenne a été
également réalisées sur des sous-parties de ces saisons : les mois de janvier, février
et mars, ainsi que les mois de mai, juin et juillet.
4.2.2 Évaluation de la chaine en prévision
Les prévisions peuvent servir à générer des alertes. L’aspect incertain de la pré-
vision se retrouvant face à l’enjeu crucial de la génération d’alertes à bon escient,
des méthodes d’expertise et d’aide à la prise de décision sont particulièrement utiles
(PAGANO et al., 2016). Par exemple, l’utilisation de la prévision d’ensemble vient
introduire le concept de probabilité (DEMERITT et al., 2010 ; RAMOS, ANDEL et PAP-
PENBERGER, 2013 ; SILVESTRO et al., 2017). Dans ces conditions, de nouvelles mé-
thodes d’évaluation doivent être introduites, par rapport à celles qui sont décrites
en 4.2.1 pour l’évaluation des simulations en réanalyse et qui consistent notamment
en l’utilisation d’indicateurs chiffrés pour quantifier la correspondance d’un hydro-
gramme simulé et d’un hydrogramme observé sur une longue période.
4.2.2.1 Méthodologie appliquée pour l’évaluation
Le modèle ARPEGE permet une échéance de prévision de quatre jours. La per-
formance des prévisions est évaluée individuellement pour chaque échéance de pré-
vision.
La génération d’alerte, ainsi que l’évaluation de leur correspondance avec les ob-
servations est basée sur la notion de dépassement d’un seuil d’alerte de débit. Cela
demande de fixer préalablement des valeurs de ce seuil.
Le seuil d’alerte habituellement pris en compte pour l’Arve à Chamonix par les
autorités locales est de 70 m3/s. Néanmoins, les débits relativement faibles obser-
vés et simulés lors de la saison 2015 font que le nombre d’évènement qu’on peut
comptabiliser sur la base de ce seuil est tout à fait insuffisant pour une évaluation
significative (VERNAY et al., 2015). Nous choisissons donc d’utiliser le seuil de 45
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m3/s pour la distinction présence/absence d’évènement dans les simulations en ré-
analyse lors de l’évaluation des simulations en prévision. Ce dernier seuil permet
l’obtention de 1590 évènements (un évènement étant un dépassement de seuil au
pas horaire de la simulation en réanalyse), parmi les 8832 pas de temps disponibles
sur toute la période étudiée. Le fait que l’évaluation des capacités d’un modèle de
reproduire les crues doit être réalisée sur un nombre de cas statistiquement signi-
fiant est également soutenu par CLOKE et PAPPENBERGER, (2009) et BIONDI et al.,
(2012). Précisons enfin que les prévisions ont lieu au pas horaire.
4.3 Configuration et lancement de la chaine de modélisation
La chaine de modélisation décrite ci-dessus demande à être configurée avant de
pouvoir être utilisée. Les valeurs des paramètres de la simulation couplée sol/neige
doivent être déterminées. Le modèle de routage hydrologique doit être calibré. En-
fin, il est nécessaire de fournir à l’ensemble du modèle un état initial cohérent.
La grande diversité des méthodes de détermination des valeurs de paramètres, al-
lant de la calibration manuelle à l’utilisation de valeurs issues de mesures de terrain,
est décrite en 3.1.4. Nous indiquons dans cette présente section de quelles façons les
valeurs des différents paramètres ont été respectivement déterminées.
4.3.1 Configuration de la simulation sol/neige
Nous indiquons ici comment sont ajustées les valeurs des paramètres du modèle
ISBA-DIF et du modèle ISBA-Crocus auquel il est couplé. Comme dit en 4.1.1.1 à
la page 70, il s’agit de la composition du sol, du coefficient de ruissellement sous-
maille ainsi que de l’albédo glaciaire. Puisque nous travaillons dans une approche
semi-distribuée, nous devons utiliser les mêmes valeurs de paramètres pour tous les
points regroupés dans une même UHRH comme indiqué en 3.1.3.3 où est expliqué
le principe du découpage semi-distribué et les conséquences qu’il entraine sur la
configurabilité du modèle.
Les paramètres de composition du sol sont obtenus dans la base de données HWSD
(Harmonized World Soil Database, NACHTERGAELE, (2009)). Les paramètres de vé-
gétation, d’où est dérivée une estimation de la profondeur du sol qui sera prise en
compte par le modèle, sont obtenus dans la base de données ECOCLIMAP-II/Europe
(FAROUX et al., 2013). Ces deux bases de données sont distribuées géographique-
ment sur la base de mailles carrées avec une largeur de l’ordre du kilomètre. Afin
de faire correspondre cette distribution spatiale avec le découpage semi-distribué de
notre modèle, nous procédons comme suit : nous choisissons pour chaque bande
d’altitude un point géographique dont l’apparence visuelle du sol en termes de vé-
gétation est représentative de l’ensemble de la portion de bassin versant se situant
dans cette bande d’altitude. L’hypothèse d’homogénéité de la composition du sol sur
une même bande d’altitude est donc faite. Le tableau 4.2 indique en degrés décimaux
les points géographiques choisis. Les données de composition du sol et de végéta-
tion obtenues pour ce point à l’aide des bases de données HWSD et ECOCLIMAP-
II/Europe sont alors utilisées pour l’ensemble des UHRH associées à cette bande
d’altitude. Ces points sont représentés sur la figure 4.7.
Enfin, le ruissellement sous-maille du modèle ISBA-DIF est configuré à sa valeur par
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Bande d’altitude Longitude Latitude
1200 m 6.9169 45.9747
1500 m 6.9358 45.9727
1800 m 6.9382 45.9691
2100 m 6.9420 45.9636
2400 m 6.9472 45.9580
2700 m 6.9504 45.9524
3000 m 6.9559 45.9496
3300 m 6.9595 45.9472
3600 m 6.9677 45.9393
TABLE 4.2 – Coordonnées des points géographiques sur la base des-
quels le modèle est configuré via les bases de données ECOCLIMAP-
II/Europe et HWSD
FIGURE 4.7 – Représentation de la localisation de ces points sur
la base desquels le modèle est configuré via les bases de données
ECOCLIMAP-II/Europe et HWSD
défaut, fixée à 0.5 (HABETS et al., 1999a ; HABETS et al., 1999b). L’albédo glaciaire est
aussi configuré à sa valeur par défaut, qui consiste en l’attribution des valeurs 0.38,
0.23 et 0.08 respectivement aux paramètres XALBICE1, XALBICE2 et XALBICE3 cor-
respondant respectivement aux bandes spectrales 0.3-0.8µm, 0.8-1.5µm et 1.5-2.8µm
(BRUN et al., 1992).
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4.3.2 Configuration du routage hydrologique
Le routage souterrain et le routage en surface sont représentés séparément et par
conséquent configurés séparément. Une configuration de la représentation du rou-
tage souterrain est effectuée pour la première version du modèle. Une autre confi-
guration est faite pour la deuxième version du modèle, et est conservée pour la troi-
sième version. Quant à la configuration de la représentation du routage en surface,
elle n’est naturellement faite que pour la troisième version, la seule qui représente le
routage hydrologique en surface.
4.3.2.1 Routage en profondeur
Méthodes
La calibration du routage souterrain est effectuée sur la base d’une comparaison au
pas journalier des simulations et des observations. Les observations de débit sont
déjà au pas journalier, comme indiqué en 2.5.2. Les simulations de débit sont mises
au pas journalier, en faisant pour chaque jour la moyenne des débits simulés au pas
horaire par le modèle hydrologique sans prise en compte du temps de ruissellement.
Cette moyenne pour chaque jour est faite de 01 h à minuit.
En raison de la présence de glaciers (y compris lorsqu’on ne les représente pas dans
le modèle), il n’est pas possible d’utiliser la méthodologie appliquée par LAFAYSSE
et al., (2011) d’après WITTENBERG, (1999)), permettant de configurer les réservoirs
linéaires de manière analytique sur la base des débits de récession. La détermination
des valeur du paramètre α mis en évidence dans l’équation 4.1 (page 75), qui doit
être ajustée pour chaque réservoir et donc pour chaque UHRH, est donc réalisée par
calibration.
Dans la mesure où l’Arveyron de la Mer de Glace est le seul cours d’eau sur lequel
nous disposons de mesures de débit tout au long de l’année et qui ne nécessitent
pas de reconstitution, c’est sur la base des simulations hydrologiques effectuées sur
ce cours d’eau que sont déterminées les valeurs des paramètres α. Les valeurs ob-
tenues sont utilisées également pour les autres exutoires, faute d’avoir la possibilité
pour ces exutoires d’appliquer la même méthode en raison de l’absence de débits
naturels reconstitués en période hivernale.
En raison des températures froides observées sur ce bassin versant en hiver, la majo-
rité de l’eau s’écoulant à ce moment dans la rivière provient de la vidange réservoirs
profonds. Cela donne une opportunité de calibrer cette vidange. La calibration du
routage hydrologique souterrain dans le modèle s’effectue donc sur la base des ob-
servations et simulations de débit ayant lieu entre le 15 novembre et le 1er avril de
chaque année de la période de simulation utile (voir 4.3.3). La calibration consiste
à minimiser l’erreur quadratique de la simulation (c’est-à-dire maximiser la valeur
prise par l’indicateur de Nash-Sutcliffe) sur cette période.
Il est précédemment indiqué que chaque UHRH possède son propre réservoir, et
que par conséquent, il est possible d’ajuster la valeur du paramètre α de manière
individuelle pour chaque UHRH. Toutefois, afin d’éviter toute sur-calibration, nous
choisissons d’assigner les mêmes valeurs aux paramètres α respectifs des UHRH
ayant le même critère d’englacement. Cela revient à utiliser la même valeur pour
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toutes les UHRH de la première version (sans représentation des glaciers), et à utili-
ser deux valeurs pour la deuxième version (où les glaciers sont représentés dans le
modèle) : l’une qui sera utilisée pour toutes les UHRH englacées (notée αglacier), et
l’autre qui sera utilisée pour les UHRH non englacées (notée αnoglacier). Cela revient
à faire l’hypothèse d’une certaine homogénéité du temps de routage des écoule-
ments souterrains entre n’importe quel point du bassin versant situé sur le même
type de surface (englacé ou non) et l’exutoire. Quant à la troisième version, rappe-
lons qu’au niveau du routage hydrologique souterrain les valeurs appliquées aux
paramètres α sont celles qui sont obtenues lors de la calibration de la deuxième ver-
sion.
Résultats
Pour la première version, nous obtenons les meilleurs résultats (selon les critères
indiqués ci-dessus) en fixant la valeur du paramètre α égale à 4.1010−7 s−1, soit un
temps de rétention caractéristique de 28 jours. Pour la deuxième version, les va-
leurs optimales d’αglacier et αnoglacier sont respectivement égales à 1.7410−6 s−1 et à
2.6310−7 s−1, soit des temps de rétention caractéristique respectivement égaux à 6
jours et demi et à 44 jours. Rappelons que les écoulements sortant du réservoir sou-
terrain d’une UHRH sont directement acheminés à l’exutoire.
Nous pouvons comparer ces valeurs à celles obtenues lors de la calibration du mo-
dèle décrit en 3.3.3 (celui qui a été développé et calibré par LAFAYSSE, (2011) et sur
la base duquel le modèle utilisé dans cette thèse est développé) sur le bassin versant
de la Clarée (affluent de la Durance) à Val-des-Près (dépourvu de couvert glaciaire).
La valeur obtenue est alors αnoglacier = 4.1910−7 s−1. Les valeurs obtenues sur les
autres bassins versants de la Durance se situent entre 3.3610−7 s−1 et 5.3810−7 s−1
(voir l’annexe B de LAFAYSSE, (2011)). Compte-tenu du fait que les méthodes de
calibration utilisées respectivement pour l’Arve et pour la Durance sont tout à fait
différentes en raison de la présence d’un couvert glaciaire dont l’ampleur n’a pas de
commune mesure entre les bassins versants respectifs de ces deux rivières (et qui est
entièrement nul pour le cas précis de la Clarée), il est difficile de tirer des conclusions
directes de la comparaison entre les valeurs obtenues. Il faut toutefois remarquer que
le bassin versant de la Clarée est d’une taille relativement proche de celui de l’Arve à
Chamonix et présente un dénivelé beaucoup plus faible. Ses pentes sont par consé-
quent moins raides, ce qui peut être envisagé comme élément d’explication d’un
écoulement plus lent.
4.3.2.2 Routage en surface (troisième version)
Le modèle développé par LAFAYSSE, (2011) est essentiellement destiné à évaluer
la contribution d’une rivière à l’alimentation d’un lac de rétention hydro-électrique,
dont le niveau de remplissage évolue à long terme. Une simulation au pas de temps
journalier était donc satisfaisante, ce qui ne rendait pas nécessaire la représentation
du routage hydrologique en surface.
Dans le cas du bassin versant de l’Arve à Chamonix, présentant une topographie
complexe ainsi qu’une réactivité infra-horaire forte (ce qu’illustrent les figures 2.20
à 2.24 visibles aux pages 39 à 41), la recherche d’une bonne reproduction des crues
rapides rend nécessaire la représentation de ce routage du ruissellement de surface.
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En raison de la différence physique élevée, et par conséquent du comportement hy-
drologique très différent entre les zones englacées et les zones non englacées, nous
représentons indépendamment le routage du ruissellement provenant respective-
ment de ces deux zones, en considérant une fonction de densité temporelle d’arrivée
du ruissellement à l’exutoire différente pour chacune d’entre elles, comme indiqué
en 4.1.2.3 et de manière analogue à ce qui est fait par SCHAEFLI et al., (2014).
La configuration du modèle de routage hydrologique de surface consiste à déter-
miner les deux fonctions de densité de temps de transfert du débit à l’exutoire, asso-
ciées respectivement aux zones englacées et aux zones non englacées du bassin ver-
sant. Il s’agit des fonctions notées Tc et Tf dans l’équation 4.4 (page 82). La nécessité
de conservation de la masse donne lieu de faire en sorte que les sommes respectives
des points qui constituent ces fonctions soient égales à 1. Il y a par ailleurs lieu de
fixer la durée de ces fonctions.
Méthodes
Le routage hydrologique en surface vers l’exutoire est très influencé par la géomor-
phologie, et la configuration de sa modélisation est donc très dépendante du bassin
versant étudié. Il y aurait donc lieu, en principe, de procéder à cette détermination de
fonctions de densité de manière individuelle pour chaque bassin ou sous-bassin ver-
sant. Toutefois, il se trouve que l’Arveyron de la Mer de Glace est le seul cours d’eau
sur lequel nous disposons de données de débit au pas horaire qui n’ont pas lieu
d’être reconstituées, avec toutefois une perturbation liée au fonctionnement inter-
mittent d’une centrale hydro-électrique, dont il est nécessaire de tenir compte (voir
en 2.5.2 page 28 pour plus de détails à ce sujet).
Nous déterminons donc (de la manière indiquée au paragraphe suivant) les fonc-
tions de densité pour le bassin versant associé à ce cours d’eau, et nous appliquons
ces mêmes fonctions aux autres bassins versants. L’évaluation détaillée des résultats
de simulation avec ou sans utilisation de ces fonctions de transfert nous permettra
d’étudier la pertinence de leur utilisation sur un autre bassin versant que celui sur
lequel elles ont été déterminées, en tant que première approximation utilisable dans
l’attente de la possibilité de procéder d’une autre manière.
En raison de la petite taille du bassin versant, nous choisissons de fixer la durée
de ces fonctions à 24 h. La valeur de chaque point de ces deux fonctions de réparti-
tion a été définie à l’aide de l’algorithme de programmation sous contrainte SLSQP
(KRAFT, 1998), qui permet de définir les valeurs de ces points qui minimisent l’erreur
quadratique de la simulation au pas horaire sur une période de temps pré-définie,
sous la contrainte que la somme des points de chacune de ces deux fonctions soit
égale à 1 dans un souci de conservation de la masse.
Les variations fréquentes du débit de l’Arveyron de la Mer de Glace en raison du
fonctionnement intermittent de la centrale hydro-électrique limitent fortement les
choix de période de calibration des fonctions de transfert, d’autant plus que la pé-
riode choisie pour la calibration doit présenter une dynamique suffisante. Compte-
tenu de ces contraintes, la période de temps que nous choisissons pour réaliser cette
optimisation est du 20 au 28 août 2014, en raison de la forte dynamique du débit et
de l’absence de perturbation hydro-électrique manifeste durant cette période.
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Résultats
Les fonctions de transfert obtenues sont montrées sur la figure 4.8. En raison des
fortes variations de la fonction de transfert obtenue pour les surfaces englacées, il
a été décidé de la lisser (en s’assurant de la conservation de la masse, donc de la
somme égale à 1 de chacun des points de la même façon que dans la fonction de
transfert initiale comme dit plus haut). C’est la fonction lissée qui est utilisée pour la
simulation hydrologique sur l’Arveyron de la Mer de Glace ainsi que sur les autres
bassins versants (notamment celui de l’Arve à Chamonix). Si l’utilisation d’une fonc-
tion de densité de temps de transfert de débit à l’exutoire sur un autre bassin versant
que celui sur lequel elle a été construite est évidemment très discutable voire criti-
quable, cette manière de faire était difficilement évitable ici compte-tenu des données
hydrologiques dont nous disposons et de la difficulté à les exploiter en raison des
perturbations d’origine hydro-électrique. La détermination de fonctions de transfert
individuelles pour chaque bassin versant à partir de sa géomorphologie fait toute-
fois partie des perspectives de cette thèse, avec l’aide de la méthode proposée par
ZIN, (2002).
FIGURE 4.8 – Fonctions de transfert obtenues pour le routage du ruis-
sellement
Le tableau 4.3 récapitule la manière dont les différents compartiment du modèle
sont configurés. Nous y remarquons que seule la configuration du routage hydrolo-
gique (en surface comme en profondeur) a fait appel à une calibration s’appuyant
sur les données d’observation hydrologique.
4.3.3 Initialisation du modèle et périodes de simulation
L’initialisation du modèle avec un état plausible et cohérent est d’une grande im-
portance pour la qualité de la simulation, aussi est-il nécessaire de réaliser cette étape
avec soin. Nous montrons ici la manière dont nous procédons pour initialiser, indi-
viduellement pour chaque UHRH, la simulation couplée sol/neige ainsi que l’état
4.3. Configuration et lancement de la chaine de modélisation 93
Compartiment du modèle Méthode de configuration
Simulation sol/neige Paramètres initialisés à l’aide des infor-
mations fournies par les bases de donnée
HWSD et ECOCLIMAP
Routage hydrologique profond Minimisation de l’erreur quadratique des
débits simulés sur l’Arveyron de la Mer
de Glace entre le 15 novembre et le 1er
avril de chaque année de toute la période
de simulation
Routage hydrologique en surface Minimisation de l’erreur quadratique des
débits simulés sur l’Arveyron de la Mer
de Glace entre le 20 et le 28 août 2014
TABLE 4.3 – Vue d’ensemble des méthodes de configuration du mo-
dèle et des périodes utilisées
de remplissage du réservoir profond associé. En revanche, les fonctions de densité
utilisées pour le transfert du ruissellement de surface ayant une longueur fixée à 24
h comme déjà indiqué, l’initialisation de la modélisation de ce transfert n’a pas de
grande importance dans le cadre d’une simulation effectuée sur plusieurs années.
4.3.3.1 Initialisation du modèle couplé sol/neige
Il a déjà été dit que le modèle ISBA-Crocus ne simule pas l’extension du glacier
par gravité. En conséquence, la présence de glace sur le sol est prise en considération
par la présence dans l’état initial du modèle d’une importante couche de neige ayant
les propriétés physiques de la glace (GERBAUX et al., 2005). Lors de l’évolution de la
simulation, cette couche de glace peut fondre, ou se recouvrir de neige. Cette neige
déposée sur la glace peut alors fondre, ou se compacter et venir alors épaissir cette
couche de glace déjà existante.
Les UHRH correspondant à une zone englacée sont donc configurées pour être ini-
tialisées avec une épaisse couche de neige ayant des propriétés physiques lui per-
mettant de se comporter comme de la glace tempérée, à savoir une densité et une
température initiales respectivement de 917 kg/m3 et 273.16 K. Il y a lieu de s’assu-
rer que cette couche initiale de glace est suffisamment épaisse pour qu’à aucun mo-
ment de la simulation elle ne disparaisse complètement. Les UHRH correspondant
à une zone non englacée sont quant à elles initialisées sans couvert nival ou glaciaire.
Afin de fournir un état initial cohérent au modèle couplé sol/neige, nous procédons
à une mise en régime cyclique. Cela consiste à répéter un nombre fixé de fois une
simulation de ce modèle sur la même période temporelle (et donc avec les mêmes
données météorologiques fournies en entrée), en initialisant chaque simulation avec
l’état final de la simulation précédente. Dans notre cas, cette mise en régime cyclique
s’effectue par la répétition de 10 simulations sur la période allant du 01/08/1988 au
01/08/1989. La première de ces simulations est initialisée avec un sol sans ennei-
gement, ayant des valeurs d’humidité prescrites par défaut et des valeurs de tem-
pérature égales aux températures climatologiques moyennes fournies par SAFRAN
entre le 01/08/1980 et le 01/08/1990.
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L’état du modèle obtenu individuellement pour chaque UHRH à la fin de cette pro-
cédure de mise en régime cyclique est utilisé pour initialiser la simulation qui est
alors réalisée du 01/08/1989 au 01/10/2015 avec ce modèle.
4.3.3.2 Initialisation des réservoirs profonds
Nous rappelons qu’il y a un réservoir indépendant pour chaque UHRH, ce qui
revient à dire qu’il y a un réservoir pour chaque simulation sol/neige indépendante.
Chaque réservoir profond est d’abord considéré comme étant vide. Il subit ensuite
une de mise en régime cyclique (suivant le même principe que pour l’initialisation de
la simulation sol/neige) de 10 tours allant du 01/08/1989 au 01/08/1990 sur la base
des résultats de la simulation sol/neige réalisée sur la même UHRH, dont il récu-
père la sortie Drainage déjà décrite. Une simulation est ensuite réalisée, toujours sur
la base des résultats de la simulation sol/neige, du 01/08/1990 au 01/10/2015. Les
premières années de cette simulation, c’est-à-dire la période allant du 01/08/1990
au 01/10/1994, sont utilisées pour finaliser l’initialisation du modèle général. Les
résultats présentés dans le chapitre 5 sont sur la base des résultats de simulation ob-
tenus sur la période allant du 01/10/1994 au 01/10/2015.
Le processus général d’initialisation du modèle sol/neige et les périodes associées,
ainsi que la période de simulation utile dont les résultats sont exploités dans le cha-
pitre 5, sont récapitulés sur la figure 4.9.
4.3.4 Application du modèle en prévision
Une prévision d’ensemble PEARP étant constituée de 35 membres de prévi-
sion comme dit en 4.1.1.2, le lancement d’une simulation sol/neige en mode pré-
vision d’ensemble consiste donc à lancer 35 simulations sol/neige indépendantes,
chacune étant alimentée en données météorologiques individuellement par un des
35 membres de prévision. En revanche, ces simulations sont toutes lancées avec le
même état initial. Cet état initial est l’état de la simulation en mode réanalyse au
moment du démarrage de la prévision. Il s’agit de l’état du sol (profil vertical de
température et d’humidité), du couvert nival ainsi que du routage hydrologique :
niveau des réservoirs souterrains et eau en cours d’écoulement sur la surface du
bassin versant.
Des prévisions hydro-météorologiques initialisées comme indiqué ci-dessus et ba-
sées sur les données de prévision météorologique fournies par PEARP-SAFRAN
(VERNAY et al., 2015) ont été lancées chaque jour entre le 01/05/2015 et le 31/10/2015
ainsi qu’entre le 01/05/2016 et le 31/10/2016.
4.4 Synthèse
Nous avons donc développé un modèle hydrologique nivo-glaciaire dont le dé-
coupage spatial, de type semi-distribué, s’appuie sur quatre critères : l’altitude, l’ex-
position, la pente et l’englacement. Nous avons défini trois versions de ce modèle,
permettant d’augmenter progressivement sa complexité : la deuxième version intro-
duit la prise en compte des glaciers, et la troisième version introduit la représenta-
tion du temps de parcours de l’eau ruisselant sur le sol. Les méthodes d’évaluation
que nous avons présentées permettront de quantifier les performances du modèle
non seulement sur la base de la simulation du débit à l’exutoire, mais aussi sur
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FIGURE 4.9 – Représentation des périodes de simulation. Les pé-
riodes utilisées pour l’initialisation et celles utilisées pour la simu-
lation utile sont explicitées. Les flèches indiquent la manière dont les
simulations dépendent entre elles, en cohérence avec ce qui est mon-
tré sur la figure 4.6.
deux sorties intermédiaires : l’extension du couvert nival et l’évolution de l’épais-
seur glaciaire. Par ailleurs, ces méthodes d’évaluation permettront de quantifier la
pertinence des ajouts qui ont été réalisés au fil du temps dans le modèle, par une
évaluation comparée des trois versions. Enfin, remarquons que deux types de don-
nées météorologiques sont utilisées pour alimenter le modèle hydrologique nivo-
glaciaire : des données de type "réanalyse" et des données de prévision d’ensemble.
L’ajustement des nombreux paramètres de ce modèle hydrologique a été réalisé à
l’aide de valeurs issues de bases de données topographiques pour certains d’entre
eux, par calibration sur la base des observations de débit pour d’autres, et enfin en
prenant les valeurs couramment utilisées dans la littérature. Les simulations de dé-
bit en mode "réanalyse" sur l’exutoire principal (l’Arve à Chamonix) et sur les trois
sous-exutoires (le Bisme du Tour, l’Arveyron d’Argentière et l’Arveyron de la Mer
de Glace), et à partir des trois configurations présentées, couvrent la période allant
du 01/10/1994 au 01/10/2015, et l’évaluation des résultats qu’elles ont permis d’ob-
tenir est réalisée dans le chapitre suivant.
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Chapitre 5
Résultats des simulations en
réanalyse
La simulation en réanalyse consiste à appliquer au modèle hydrologique des
données météorologiques issues de la réanalyse SAFRAN. Les sorties de trois simu-
lations sont évaluées, correspondant aux trois versions indiquées dans le chapitre
4. Il s’agit de la version sans glaciers (première version), de la version avec glaciers
et sans transfert (deuxième version) et de la version avec glaciers et avec transfert
(troisième version).
5.1 Observation comparée des résultats des trois versions
Le modèle hydrologique développé étant destiné à être utilisé dans le cadre de
la prévision de crues, nous nous intéressons à sa capacité de reproduction de tels
évènements. Néanmoins, il est d’abord nécessaire d’évaluer son fonctionnement sur
le long terme, avec notamment sa capacité de reproduire le cycle hydrologique dé-
crit au chapitre 2, et la façon dont il répond aux données climatologiques à l’échelle
annuelle. En effet, il est nécessaire d’avoir une correcte estimation de l’état des dif-
férents compartiments hydriques (sol, couvert nival et glaciaire) au moment de l’ar-
rivée d’un évènement pluvieux pour être en mesure de simuler correctement la ré-
ponse hydrologique du bassin versant.
5.1.1 Première version
Rappelons que la première version, tout en représentant la totalité du bassin ver-
sant de l’Arve à Chamonix et des trois sous-exutoires étudiés, ne représente pas les
glaciers qui en couvrent une partie. La figure 5.1 montre la moyenne interannuelle
des débits observés et simulés à l’aide de cette configuration, sur l’Arve à Chamonix
ainsi que sur les trois sous-exutoires. La figure 5.2 nous montre le diagramme de
dispersion des débits observés et simulés au pas de temps journalier.
Il est manifeste sur la figure 5.1 que la première version du modèle ne permet pas de
reproduire le cycle hydrologique annuel de manière satisfaisante. Une sous-estimation
de la moyenne interannuelle des débits en période estivale par le modèle dans cette
version est clairement visible. La figure 5.2 confirme la tendance que cette version a
à entrainer le modèle à sous-estimer les débits à l’exutoire, sous-estimation qui est
visible au pas journalier.
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FIGURE 5.1 – Moyennes interannuelles des débits observés et simu-
lés sur l’Arve à Chamonix et les trois sous-exutoires avec la première
version.
5.1.2 Deuxième version
La figure 5.3 montre la moyenne interannuelle des débits observés et simulés sur
l’Arve à Chamonix ainsi que sur les trois sous-exutoires. La figure 5.4 nous montre le
diagramme de dispersion des débits observés et simulés au pas de temps journalier.
La figure 5.3 nous permet de voir que la prise en compte explicite du couvert gla-
ciaire vient remédier à la sous-estimation des débits en période estivale, observée
avec la première version. La figure 5.4 nous montre que cette amélioration est visible
au pas de temps journalier. Néanmoins, une sur-estimation des débits en période es-
tivale apparait sur l’Arveyron de la Mer de Glace. Par ailleurs, une sur-estimation
des débits en période printanière sur l’Arve à Chamonix, déjà présente sur les résul-
tats de la première version, vient s’aggraver et se propager jusqu’au milieu de l’été.
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FIGURE 5.2 – Diagramme de dispersion des débits observés et simu-
lés au pas journalier avec la première version
Cette sur-estimation apparait autant sur la figure 5.3 que sur la figure 5.4, c’est-à-
dire autant sur la moyenne interannuelle qu’au pas de temps journalier. Nous re-
marquons enfin que la prise en compte des glaciers n’a pas d’influence particulière
sur la moyenne interannuelle des débits simulés en début de saison.
5.1.3 Troisième version
La troisième version, par rapport à la deuxième, consiste à ajouter la représenta-
tion du temps de transfert du ruissellement vers l’exutoire. Cela n’a pas d’influence
sur le cycle hydrologique annuel, les effets d’un tel ajout étant visibles à un pas de
temps très court.
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FIGURE 5.3 – Moyennes interannuelles des débits observés et simulés
sur l’Arve à Chamonix et les trois sous-exutoires avec la deuxième
version.
La figure 5.5 nous montre le diagramme de dispersion des débits observés et si-
mulés au pas de temps journalier avec cette version du modèle. La comparaison de
cette figure avec la figure 5.4 permet d’observer l’influence des fonctions de trans-
fert. Comme indiqué en 4.3.2, c’est sur la base des débits de l’Arveyron de la Mer
de Glace que ces fonctions sont ajustées. C’est donc sur la simulation de débits de ce
cours d’eau que nous commençons par en observer l’influence. L’apport de ces fonc-
tions de transfert est appréciable : nous remarquons en effet qu’elles provoquent une
diminution de la dispersion des points autour de la diagonale. Le même constat peut
être fait pour les autres cours d’eau, ce qui permet de justifier l’utilisation pour ces
autres cours d’eau des fonctions de transfert déterminées sur l’Arveyron de la Mer
de Glace en tant que première approximation, en attendant de déterminer spécifi-
quement une fonction de transfert par bassin versant, prenant en compte les spécifi-
cités géomorphologiques de chacun d’entre eux.
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FIGURE 5.4 – Diagramme de dispersion des débits observés et simu-
lés au pas journalier avec la deuxième version
Les figures 5.6 et 5.7 nous montrent les observations et les simulations de débit
au pas horaire avec les versions 2 et 3, c’est à dire avec ou sans représentation du
ruissellement en surface. Ces figures mettent en évidence l’apport de ces fonctions
de transfert, même si elles ne permettent pas de réduire de façon complètement sa-
tisfaisante l’amplitude du cycle diurne et si elles n’arrangent évidemment rien à un
problème de bilan qui a lieu sur un plus long terme, comme cela est visible sur la
figure 5.7.
5.2 Évaluation des sorties intermédiaires
Il est indiqué en 3.1.4.2 qu’il est important d’avoir un niveau d’évaluation du
modèle qui est en rapport avec sa complexité et son niveau de détail. La simulation
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FIGURE 5.5 – Diagramme de dispersion des débits observés et simu-
lés au pas journalier avec la troisième version
du couvert nival et glaciaire représentant une partie importante du modèle hydro-
logique développé, et ayant une influence majeure sur les résultats finaux, ces deux
compartiments sont évalués de façon individuelle à l’aide des bilans de masse gla-
ciaire fournis par le service GLACIOCLIM ainsi que les cartes d’enneigement déri-
vées des images satellites provenant du capteur MODIS. Ces données sont décrites
en 2.5 dans le chapitre 2.
5.2.1 Bilans de masse glaciaire
Nous montrons dans la figure 5.8 la comparaison du bilan de masse glaciaire
annuel simulé par le modèle avec celui qui est estimé par GLACIOCLIM suivant la
méthodologie décrite en 4.2.1 consistant à comparer à l’échelle annuelle l’intégra-
tion sur tout le glacier du bilan de masse mesuré en plusieurs points avec celui qui
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FIGURE 5.6 – Visualisation des résultats de simulation au pas horaire
obtenus avec les versions 2 (sans transfert) et 3 (avec transfert), avec
représentation de la période de calibration des fonctions de transfert
indiquée au chapitre 4.
est simulé par le modèle. Il apparait sur cette figure que le modèle reproduit cor-
rectement la tendance du bilan de masse à l’échelle annuelle, avec une très bonne
adaptation avec les observations la plupart des années. On note toutefois une sous-
estimation pour les deux glaciers étudiés, particulièrement marquée pour certaines
années comme 1995 et 1996. On note également une certaine différence entre les ob-
servations respectives des deux glaciers lors de l’année 2013. Cette différence n’est
pas visible dans la simulation.
Une étude détaillée des résultats de simulation de bilan de masse glaciaire à l’échelle
saisonnière et pour chaque tranche d’altitude a été réalisée par REVUELTO et al.,
(2018) (l’article est visible en annexe A). Il y est remarqué que sur les hautes alti-
tudes (au dessus de 3000 m), l’accumulation hivernale de neige sur les glaciers est
sous-estimée par le modèle, et la fonte glaciaire estivale est sur-estimée. Un lien de
causalité est envisagé entre ces deux observations : la sous-estimation de l’accumula-
tion hivernale provoque une sous-estimation de la période pendant laquelle la glace
est couverte par la neige. La neige ayant comme effet de protéger la glace de la fonte,
notamment en raison de son albédo plus élevé, cette sous-estimation est donc une
cause tout à fait envisageable de la sur-estimation de la fonte glaciaire estivale. Une
sur-estimation de l’accumulation hivernale et une sous-estimation de la fonte esti-
vale apparait en revanche sur les altitudes plus basses.
Enfin, les bilans de masse individuels pour chaque tranche d’altitude visibles dans
cette étude nous permettent de remarquer que la différence déjà signalée de bilan
de masse à l’échelle annuelle entre les deux glaciers lors de l’année 2013 provient
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FIGURE 5.7 – Visualisation des résultats de simulation au pas horaire
obtenus avec les versions 2 (sans transfert) et 3 (avec transfert) sur une
période temporellement éloignée de celle de calibration des fonctions
de transfert.
essentiellement des basses altitudes lors de la période estivale.
5.2.2 Extension du couvert nival
Les résultats de l’évaluation de l’extension du couvert nival simulé par le mo-
dèle, suivant la méthodologie décrite en 4.2.1.3 à partir des cartes d’enneigement
observées décrites en 2.5.4, sont également décrits dans REVUELTO et al., (2018). Rap-
pelons que cette méthodologie consiste à projeter les résultats de la simulation semi-
distribuée sur une carte, ce qui donne une carte d’enneigement simulée qui peut
être comparée aux cartes d’enneigement observé qui sont dérivées des informations
fournies par le capteur MODIS. Nous reproduisons sur la figure 5.9 la comparaison
de l’évolution au fil du temps de l’extension du couvert nival simulé par le modèle
et observé sur les cartes d’enneigement, visible dans cet article.
Cette comparaison montre que l’évolution au fil du temps de l’extension du cou-
vert nival est reproduite par le modèle de manière globalement correcte. Toutefois,
l’observation détaillée de ces résultats de comparaison montre une tendance à la si-
mulation d’un déneigement précoce. Cela est visible sur la comparaison de l’aire
d’enneigement simulée et observée. L’observation des valeurs moyennes prises par
les deux indicateurs utilisés (voir 4.2.1.3) lors des mois de mai, juin et juillet par
rapport aux moyennes faites sur toutes les saisons montre que la simulation de la
période de fonte est de moins bonne qualité que la simulation des autres périodes.
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FIGURE 5.8 – Comparaison des bilans de masse glaciaire observés
et simulés pour chaque année. Les zones colorées représentent l’in-
certitude annuelle de 200 mm équivalent en eau autour des valeurs
observées
5.3 Évaluation détaillée des résultats
Une évaluation uniquement visuelle et basée sur une moyenne interannuelle des
résultats obtenus respectivement avec les trois versions a été montrée en 5.1. Nous
procédons maintenant à une évaluation détaillée des résultats, avec notamment l’ap-
pui d’indicateurs chiffrés présentés au chapitre 3. Cette évaluation est faite sur toute
la période de simulation, ainsi qu’individuellement pour chaque année.
Outre une meilleure connaissance de la qualité générale du modèle, cette évaluation
détaillée permet d’apprécier la mesure dans laquelle l’amélioration constatée depuis
la première jusqu’à la troisième version est systématiquement visible, ou non, à un
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FIGURE 5.9 – Évolution temporelle de l’extension du couvert nival
entre les années 2004 et 2014, simulé par le modèle et observée à l’aide
des images MODIS. L’incertitude de l’extension du couvert nival ob-
servé (entrainée par l’éventuelle présence de nuages) est représentée.
niveau de détail plus important que celui de la moyenne inter-annuelle.
L’évaluation des résultats du modèle est réalisée fondamentalement sur toute la pé-
riode de simulation utile (du 01/08/1995 au 01/08/2015 comme indiqué en 4.3.3),
aux périodes où nous disposons de débits naturels reconstitués. Cela implique no-
tamment l’absence complète d’évaluation des débits simulés après 2004 sur le Bisme
du Tour et l’Arveyron d’Argentière. Le détail des périodes de disponibilité de débits
naturels reconstitués est indiqué sur la figure 2.14 à la page 30.
Les débits observés et simulés pendant toute la période étudiée sont montrés sur
la figure 5.10, avec une moyenne glissante de 30 jours, pour le bassin versant princi-
pal ainsi que pour les trois sous-bassins versants. Par ailleurs, la figure 5.11 montre
la moyenne interannuelle des débits simulés à partir de la deuxième version, sé-
parément pour les surfaces englacées et non englacées. Notons que la contribution
des surfaces englacées ne provient pas uniquement de la fonte glaciaire, mais aussi
de la fonte de la neige déposée sur la glace ainsi que des précipitations liquides
qui atteignent ces surfaces englacées. La fonte de la neige et les précipitations li-
quides contribuent dès lors qu’elles percolent à travers la glace et atteignent la base
du glacier. La figure 5.10 nous montre, à la suite des figures 5.1 et 5.3 déjà présen-
tées, que le modèle est capable de reproduire la tendance du cycle hydrologique
à l’échelle annuelle. Toutefois, des différences apparaissent au niveau du bilan hy-
drique à l’échelle annuelle, tant entre les années (par exemple entre l’année 1995 et
1998) qu’entre les bassins versants : il est clairement excédentaire sur l’Arve à Cha-
monix ainsi que sur l’Arveyron de la Mer de Glace, alors qu’il tend à être déficitaire
sur l’Arveyron d’Argentière. Une quantification de ce bilan est donnée dans la suite
de ce document. Il y a lieu de remarquer que les excès de bilan hydrique à l’échelle
annuelle proviennent principalement du début et du milieu de l’été. Ils s’amenuisent
à la fin de l’été, alors que la contribution des surfaces englacées au débit simulé reste
élevée mais que la contribution des surfaces non englacées au débit simulé devient
basse. Cela peut être mis en lien avec la précocité avec laquelle le modèle tend à si-
muler la disparition du couvert nival, comme signalé en 5.2.2 à la page 104.
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FIGURE 5.10 – Débits simulés et observés sur toute la période de
simulation après application d’une moyenne glissante de 30 jours
La moyenne interannuelle du cycle hydrologique observé et simulé montre que l’ab-
sence de la simulation des glaciers provoque un déficit hydrique très clairement per-
ceptible durant tout l’été. Néanmoins, pour certaines années comme 1995 et 2006
présentant un bilan hydrique estival clairement excédentaire pour la troisième ver-
sion (prenant en compte les glaciers), l’absence de prise en compte des glaciers vient
compenser cet excès de bilan hydrique et permet donc d’obtenir des résultats de si-
mulation plus proches des observations.
L’évaluation se fait également à l’aide d’indicateurs chiffrés classiquement utilisés
en hydrologie. Les valeurs prises par ces indicateurs au pas journalier pour la pé-
riode d’évaluation de la simulation (du 01/08/1995 au 01/08/2015 comme indiqué
plus haut) sont indiqués dans le tableau 5.1, sur la base de trois versions déjà dé-
crites. L’utilisation de fonctions de transfert ayant une influence minime sur le bilan
hydrique à l’échelle annuelle, ce dernier indicateur n’est pas indiqué pour la troi-
sième version. Les figures 5.12 à 5.15 indiquent individuellement pour chaque an-
née les valeurs prises par les indicateurs, toujours avec les trois versions, pour les
exutoires étudiés. La zone colorée permet d’apprécier l’écart entre le rapport de bi-
lan hydrique obtenu avec respectivement la première et la troisième version. Il est
nécessaire de tenir compte pour ces dernières figures qu’en raison des difficultés à
obtenir des données de débit naturel reconstitué sur toute l’année (voir en 2.5.2), les
valeurs des indicateurs sont calculées sur la base de jeux de données qui peuvent
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FIGURE 5.11 – Moyennes interannuelles des débits simulés, respec-
tivement pour les surfaces englacées et non englacées.
avoir des tailles très différentes d’une année sur l’autre (voir le tableau 2.4). Préci-
sons enfin que c’est sur la base des débits naturels reconstitués que ces indicateurs
sont calculés. Rappelons que la reconstitution de débits naturels consiste à estimer
les débits qui auraient naturellement eu lieu dans les cours d’eau s’il n’y avait pas
eu d’installation hydro-électrique les modifiant.
Nous remarquons tout d’abord sur ces figures que l’évolution des valeurs annuelles
de NSE et de KGE peut avoir des tendances différentes entre les bassins versants
étudiés. En particulier, les indicateurs calculés annuellement pour les simulations
de débit sur l’Arveyron d’Argentière suivent la tendance inverse de ceux calculés
pour le Bisme du Tour et l’Arveyron de la Mer de Glace. Les valeurs de NSE et
de KGE calculées pour l’année 2000 sont relativement bonnes sur l’Arveyron de la
Mer de Glace et sur l’Arveyron d’Argentière, et mauvaises sur le Bisme du Tour. Par
ailleurs, une forte variabilité inter-annuelle des valeurs prises par ces indicateurs est
constatée sur tous les bassins versants, à une mesure toutefois légèrement moindre
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pour l’Arveyron de la Mer de Glace. Quant au rapport de bilan hydrique, son évo-
lution inter-annuelle est relativement similaire entre les bassins versants.
L’observation des valeurs annuelles des indicateurs pour le Bisme du Tour, l’Ar-
veyron d’Argentière et l’Arveyron de la Mer de Glace (figures 5.12 à 5.14) permet de
voir de façon flagrante que la qualité de la reproduction annuelle du bilan hydrique
a une influence majeure sur les valeurs prises par le NSE et le KGE. Autrement dit,
un rapport de bilan hydrique s’éloignant de 1 (dans un sens ou dans l’autre) aura
comme effet de diminuer les valeurs prises par les indicateurs. Outre le fait de mon-
trer l’importance d’une bonne reproduction du bilan hydrique pour l’obtention de
bonnes valeurs de NSE et de KGE, cela explique les tendances très différentes que les
valeurs de ces indicateurs prennent entre les bassins versants. Nous observons sur le
tableau 5.1 que les simulations de débit sur le Bisme du Tour et l’Arveyron de la Mer
de Glace donnent un bilan hydrique relativement élevé, alors que celles qui sont réa-
lisées sur l’Arveyron d’Argentière donnent un rapport de bilan hydrique plutôt bas.
Ainsi, si l’évolution inter-annuelle du rapport de bilan hydrique est la même entre
les bassins versants, elle n’aura en revanche pas les mêmes effets. L’année 2000 peut
particulièrement être prise comme exemple : le bilan relativement élevé sur tous les
bassins versants lors de cette année est très défavorable pour le Bisme du Tour, et
favorable pour l’Arveyron d’Argentière.
Si le tableau 5.1 nous montre que la prise en compte des glaciers entraine une amé-
lioration du NSE et du KGE sur toute la période de simulation, les figures 5.12 à 5.15
montrent que cette amélioration n’est pas systématique lorsque les valeurs de ces
indicateurs sont calculées individuellement pour chaque année. Quant au rapport
de bilan hydrique, il est sans surprise systématiquement supérieur lorsque la simu-
lation prend en compte les glaciers, aussi bien lorsqu’il est calculé individuellement
pour chaque année que sur toute la période de simulation.
Il est tout d’abord aisé de remarquer que la situation où la simulation ne prenant pas
en compte les glaciers donne des meilleurs résultats que la simulation les prenant en
compte n’apparait jamais lorsque le rapport de bilan hydrique de cette dernière si-
mulation est bas, quel que soit l’exutoire. Nous remarquons aussi que les années où
les rapports respectifs des bilans hydriques des simulations prenant et ne prenant
pas en compte les glaciers (il s’agit des années 1995, 2001 et à moindre mesure 1999)
sont proches pour tous les exutoires, l’étude des bilans de masse glaciaire présentée
en 5.2.1 montre que ces années sont caractérisées par un fort enneigement, qui se
remarque par la forte accumulation glaciaire hivernale. Elles sont également carac-
térisées, notamment les années 1995 et 2001, par une ablation estivale modérée.
Pour ces années où il n’y a pas de grande différence entre les rapports de bilan hy-
drique des deux versions, les situations où le rapport de bilan hydrique de la simu-
lation réalisée à partir de la troisième version est élevé (à savoir : les années 1995 et
2001 pour tous les exutoires, et 1999 pour le Bisme du Tour uniquement) montrent
des meilleures performances pour la simulation ne prenant pas en compte les gla-
ciers. Cela peut s’expliquer par le fait que la non prise en compte de la présence des
glaciers vient compenser le bilan hydrique trop élevé de la simulation réalisée à par-
tir de la troisième version, ce qui donne à la simulation ne prenant pas en compte les
glaciers un bilan hydrique plus proche des observations. Cela montre une nouvelle
fois l’influence importante de la qualité de la reproduction du bilan hydrique sur la
qualité de la simulation selon le NSE et le KGE, et le fait que la non prise en compte
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des glaciers dans le modèle peut avoir un effet positif en venant compenser un excès
de simulation de bilan hydrique dans la simulation réalisée à partir de la troisième
version.
Dans les cas où le rapport de bilan hydrique est élevé et avec une grande diffé-
rence entre les rapports respectifs des deux versions (ce qui indique la simulation
d’une fonte glaciaire importante), la simulation réalisée à partir de la troisième ver-
sion est meilleure dans certains cas (notamment les années 2009, 2011 et 2012) et la
simulation ne prenant pas en compte les glaciers est meilleure dans d’autres (no-
tamment les années 2006, 2007, 2013). L’observation détaillée des bilans de masse
glaciaire présentés en 5.2.1 permet de remarquer des différences importantes au ni-
veau de l’ablation estivale, qui est d’ampleur relativement faible pour les années
2006, 2007 et 2013 alors qu’elle est beaucoup plus conséquente pour les années 2009,
2011 et 2012. Par ailleurs, l’observation des bilans de masse glaciaire des années 1995
et 2001 montrent que l’ablation estivale était faible lors de ces années.
Ces observations nous permettent de remarquer que la prise en compte des gla-
ciers dans le modèle a de manière générale un effet positif, particulièrement lors des
années avec une forte ablation. Toutefois, il existe des situations où la non prise en
compte de ces glaciers dans le modèle vient compenser un bilan hydrique trop élevé
de la simulation réalisée par le modèle qui les prend en compte, et avoir donc un
impact positif sur la qualité des résultats de la simulation à l’échelle annuelle. Cette
situation se présente uniquement lorsque l’ablation glaciaire estivale est modérée.
Enfin, il apparait sur le tableau 5.1 que l’utilisation de fonctions de transfert a un
impact positif sur le NSE et le KGE, pour l’Arveyron de la Mer de Glace mais aussi
pour les autres bassins versants. Cela vient appuyer ce qui a pu être observé lors de
la comparaison des figures 5.5 et 5.4 ainsi que la considération qui s’en suit, relative
à la pertinence de l’utilisation de ces fonctions, y compris lorsque les résultats de
simulation sont ensuite agrégés au pas journalier.
Les données du tableau 5.1 montrent l’influence du rapport de bilan hydrique sur
les valeurs prises par le KGE. Nous remarquons en effet que l’Arveyron d’Argen-
tière (qui montre un très bon rapport de bilan hydrique) montre le meilleur KGE
par rapport aux autres exutoires, malgré le fait que le coefficient de détermination
des simulations à cet exutoire est relativement faible (voir figure 5.5), de même que
l’indicateur de Nash-Sutcliffe. Cette prise en compte améliorée du rapport de bilan
hydrique est également montrée par la forte influence que la non prise en compte
des glaciers a sur les valeurs prises par le KGE, plus que sur le NSE. Remarquons
également sur la figure 5.5 que les simulations de débit sur l’Arveyron de la Mer de
Glace montrent un très bon coefficient de détermination, mais une dynamique très
sur-estimée. Cela est visible à travers la valeur prise par le KGE à cet exutoire. Ce
problème de sur-estimation de la dynamique lors de la modélisation hydrologique
d’un bassin versant englacé est également rencontré par MICHLMAYR et al., (2008).
Le problème contraire semble être rencontré par HANZER et al., (2016).
5.4 Simulation de la contribution des surfaces englacées
La figure 5.11 nous a permis d’observer, outre la moyenne inter-annuelle de la si-
mulation hydrologique, les moyennes inter-annuelles des contributions respectives
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NSE KGE Rapport
bilan
hydrique
Vers. 3 Vers. 2 Vers. 1 Vers. 3 Vers. 2 Vers. 1 Vers.3 Vers. 1
Arveyron de la
Mer de Glace
0.72 (0.66) [0.67] 0.69 (0.68) [0.64] 1.15 (0.75)
Bisme (glacier du
Tour)
0.67 (0.54) [0.56] 0.80 (0.74) [0.65] 1.11 (0.87)
Arveyron d’Ar-
gentiere
0.70 (0.57) [0.32] 0.85 (0.79) [0.55] 0.99 (0.73)
Arve - Chamonix 0.82 (0.77) [0.67] 0.80 (0.79) [0.68] 1.10 (0.81)
TABLE 5.1 – Valeurs obtenues pour les indicateurs d’adéquation sur
toute la période de simulation avec les trois versions utilisées : sans
glacier et sans transfert (version 1), avec glacier et sans transfert (ver-
sion 2), avec glacier et avec transfert (version 3).
FIGURE 5.12 – Variabilité interannuelle des indicateurs obtenus à
partir des résultats de simulation au pas journalier : Arveyron de la
Mer de Glace
des surfaces englacées et des surfaces non englacées à la simulation du débit total.
Le tableau 5.2 permet d’apprécier quantitativement ces contributions.
Nous remarquons sur ce tableau que si c’est le Bisme du Tour qui possède le bassin
versant le plus englacé, et si c’est sur ce bassin versant que la contribution moyenne
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FIGURE 5.13 – Variabilité interannuelle des indicateurs obtenus à
partir des résultats de simulation au pas journalier : Bisme du Tour
interannuelle des surfaces englacées est obtenue, l’Arveyron de la Mer de Glace
montre un taux de contribution moyenne interannuelle des surfaces englacées plus
élevé. L’observation de la figure 5.11 nous montre que la durée annuelle de contribu-
tion de ces surfaces est plus longue pour cet exutoire que pour le Bisme du Tour et
l’Arveyron d’Argentière. Cela peut être relié à la courbe hypsométrique visible sur
la figure 2.3, où nous voyons que le bassin versant de l’Arveyron de la Mer de Glace
contient les surfaces englacées les plus basses du bassin versant de l’Arve à Chamo-
nix. Des valeurs élevées de contribution des surfaces englacées sont fréquemment
rapportées dans la littérature, comme ZHANG et al., (2016b) où un glacier occupant
20 % de la surface du bassin versant contribue à plus de 60 % du débit à l’exutoire.
Contribution
moyenne
Contribution
maximale
Englacement
Arveyron de la Mer de Glace 47.81% 84.54% 53.29%
Bisme (glacier du Tour) 44.95% 91.26% 62.62%
Arveyron d’Argentiere 42.05% 80.35% 48.65%
Arve - Chamonix 31.79% 81.86% 34.90%
TABLE 5.2 – Rapport entre la contribution moyenne des surfaces en-
glacées et le débit moyen total, et maximum atteint par le rapport
entre la moyenne interannuelle de la contribution des surfaces engla-
cées et la moyenne interannuelle du débit total. Le taux d’englace-
ment est celui qui est indiqué sur le tableau 2.3
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FIGURE 5.14 – Variabilité interannuelle des indicateurs obtenus à
partir des résultats de simulation au pas journalier : Arveyron d’Ar-
gentière
En outre, la figure 5.11 nous montre qu’en début de saison, d’après le modèle, les
surfaces englacées contribuent aux débuts des cours d’eau de façon réduite par rap-
port aux surfaces non englacées. Pour autant, il a été fait remarquer en 5.1 à partir
des constatations faites sur les figures 5.1 et 5.3 que les débits simulés par respective-
ment la première et la deuxième version du modèle en début de saison n’ont pas de
différence remarquable. En revanche, la figure 5.9 déjà présentée nous donne à re-
marquer qu’en début de saison, d’après le modèle comme d’après les observations,
une partie importante du bassin versant de l’Arve à Chamonix (avoisinant les 50%
pour la plupart des années) est encore enneigée. Les zones englacées étant situées
dans les plus hautes altitudes (ce qui est vérifiable sur les courbes hypsométriques
visibles au chapitre 2), elles font donc préférentiellement partie des zones encore
enneigées en début de saison. La neige recouvrant les glaciers, la représentation de
ces derniers dans le modèle n’a donc que peu d’influence à cette période. Par contre,
l’influence importante de la représentation des glaciers dans le modèle apparaît plus
tard (vers la mi-mai sur la moyenne interannuelle) et se fait de plus en plus visible
au fur et à mesure que la saison avance, que la fonte des neiges continue et que la
superficie de glaciers déneigés augmente.
5.5 Reproduction d’évènements particuliers
Les évènements particuliers dont nous étudions en détail la reproduction par le
modèle ayant eu lieu pour trois d’entre eux en présence de tout ou partie du réseau
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FIGURE 5.15 – Variabilité interannuelle des indicateurs obtenus à
partir des résultats de simulation au pas journalier : Arve à Chamonix
météorologique additionnel (décrit en 2.5), nous exploitons ces données lors de l’ob-
servation détaillée des périodes durant lesquelles ces évènements ont eu lieu. L’ob-
jectif est de voir dans quelle mesure elles rejoignent les données météorologiques
fournies par SAFRAN, ces dernières données étant utilisées pour alimenter le mo-
dèle hydrologique avec une hypothèse d’homogénéité sur chaque tranche d’altitude
du bassin versant comme dit en 2.5.1.
Les périodes que nous montrons afin d’y observer des évènements particuliers sont
indiquées dans le tableau 5.3, et sont visibles sur les figures 2.13 et 2.14 du chapitre 2.
Ce même tableau indique également la disponibilité des données d’observation du
réseau météorologique additionnel lors de ces mêmes périodes, en cohérence avec
ce qui est indiqué dans le chapitre 2. Les figures 5.16 à 5.20 montrent les observa-
tions et résultats de simulation de débit à ces périodes, ainsi que des observations
météorologiques du bassin versant : les précipitations et températures au pas ho-
raire à Chamonix, les gradients altitudinaux de précipitation et de température dans
le bassin versant, ainsi que l’altitude de l’isotherme 0. Ces données météorologiques
sont issues de SAFRAN (traits pointillés). Lorsqu’elles sont disponibles, les données
issues du réseau météorologique additionnel sont aussi affichées, séparément pour
les deux versants du bassin (traits pleins avec remplissage).
La figure 5.16 nous montre le détail des observations et des résultats de simulation
entre le 15 juillet et le 8 août 1996. C’est sur cette période qu’a eu lieu la crue évoquée
en 2.7.2 ayant eu lieu entre le 24 et le 26 juillet 1996, et ayant inondé une partie de
Chamonix. Les données de débit observé nous permettent de remarquer que le débit
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Dates Arve
Cham.
Arveyron
MDG
Arveyron
Argentière
Bisme Rés.
AR
Rés.
MB
15/7/96 - 8/8/96 oui oui oui oui non non
20/8/14 - 1/9/14 oui oui non non oui oui
1/5/15 - 8/5/15 oui oui non non non non
15/6/15 - 15/7/15 oui oui non non non oui
15/7/15 - 15/8/15 oui oui non non oui oui
TABLE 5.3 – Disponibilité des données du réseau météorologique
additionnel pour les évènements particuliers étudiés
de pointe observé n’a pas eu lieu au même moment pour tous les exutoires, mais de
manière retardée pour l’Arveyron de la Mer de Glace et le Bisme du Tour. En raison
de l’absence de réseau météorologique additionnel lors de cette période, il n’est pas
possible de savoir si ce décalage peut s’expliquer par les conditions météorologiques
internes au bassin versant. Le modèle simule quant à lui un débit de pointe au même
moment pour tous les bassins versants. L’évènement montré sur cette figure a eu lieu
à l’occasion de précipitations intenses survenues en présence d’une isotherme 0 très
élevée. Il convient de remarquer que les évènements de précipitation qui ont eu lieu
en présence d’une isotherme 0 plus basse ne sont presque pas perceptibles sur les
hydrogrammes mesurés.
Toujours sur cette figure, nous pouvons remarquer que l’évènement du 24 juillet
1996 a été précédé d’une période d’augmentation progressive des températures.
L’augmentation des débits qui en résulte, du fait de la fonte glaciaire, est remar-
quable sur tous les exutoires. Elle est correctement reproduite par le modèle, mis à
part sur l’Arveyron de la Mer de Glace où elle est sur-estimée.
La figure 5.17 nous montre le détail des observations et des résultats de simula-
tion entre le 20 août et le 1er septembre 2014. Une crue a également eu lieu durant
cette période. Il est tout d’abord à remarquer que de la même façon que pour la
crue de juillet 1996 (visible sur la figure 5.16), l’isotherme 0 était très élevée lors de
la survenue de précipitations. Les données du réseau météorologique additionnel
nous montrent que SAFRAN donne globalement une bonne indication des gradients
de précipitation et de température, même si les observations du réseau météorolo-
gique additionnel montrent que ces gradients ne sont pas les mêmes des deux côtés
de la vallée et que leur dynamique à l’échelle horaire n’est pas reproduite par SA-
FRAN. Remarquons par ailleurs que contrairement à la crue de juillet 1996, le débit
de pointe a cette fois lieu le même jour entre l’Arve à Chamonix et l’Arveyron de la
Mer de Glace.
La figure 5.18 nous montre le détail des observations et des résultats de simulation
entre le 1er mai et le 8 mai 2015, alors que le bassin versant de l’Arve était encore
fortement enneigé à partir de 1800 m d’altitude. Nous voyons qu’au début de cette
période, deux évènements intenses de précipitation surviennent, avec l’isotherme 0
ayant une altitude basse dans le premier cas et plus haute dans le second. Nous re-
marquons que la réaction hydrologique au premier évènement de précipitations est
assez minime (d’après les observations comme d’après le modèle) alors qu’elle est
tout à fait perceptible lors du deuxième évènement. Quant aux évènements modé-
rés de précipitation survenant à la fin de cette période, les débits observés montrent
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qu’ils ne provoquent pas de réaction hydrologique particulière. L’augmentation des
débits de l’Arveyron de la Mer de Glace à partir du 6 mai 2015 est probablement liée
à l’augmentation des températures qui a lieu au même moment.
La figure 5.19 nous montre le détail des observations et des résultats de simulation
entre le 15 juin et le 15 juillet 2015. Nous y voyons qu’un évènement de précipitations
ayant lieu le 19 juin 2015 provoque une réaction hydrologique nettement visible sur
les observations de débit de l’Arve à Chamonix, alors que rien ne se passe sur l’Ar-
veyron de la Mer de Glace. Cette réaction hydrologique est visible au niveau des
résultats de simulation sur tous les bassins versants. L’événement du 23 juin 2015
donne également une réaction hydrologique beaucoup plus nette sur l’Arve à Cha-
monix que sur l’Arveyron de la Mer de Glace. Remarquons que l’isotherme 0 était
à environ 3000 m d’altitude lors du premier évènement, ce qui entraine une pro-
portion de surfaces soumises aux précipitations respectivement liquides et solides
différente entre ces deux bassins versants. Cela peut expliquer la différence de ré-
action entre les deux cours d’eau. Le fait qu’une réaction hydrologique est tout de
même simulée pour l’Arveyron de la Mer de Glace peut alors être lié à la simulation
d’une fonte précoce de la neige arrivée au sol. Enfin, un évènement de précipitations
a lieu le 23 juin 2015 avec une isotherme 0 très basse. Aucune réaction hydrologique
n’est visible sur l’Arveyron de la Mer de Glace, ni dans les observations ni dans les
simulations. Une réaction hydrologique est visible sur l’Arve à Chamonix est visible,
uniquement dans les observations.
Ces trois évènements de précipitations sont suivis d’une longue période d’augmen-
tation de la température, en l’absence de précipitations. Une augmentation des dé-
bits apparait simultanément dans les observations. Cette augmentation des débits
est légèrement sur-estimée pour l’Arve à Chamonix, et est fortement sur-estimée
pour l’Arveyron de la Mer de Glace. L’évènement de précipitations ayant lieu le 8
juillet, si léger qu’il soit, donne lieu à une réaction hydrologique visible tant sur les
observations que sur les résultats de simulation des deux exutoires. L’ampleur de
l’évènement est bien représentée, mais la sur-estimation du débit de fonte glaciaire
sur l’Arveyron de la Mer de Glace entraine une nette sur-estimation du débit de
pointe.
La comparaison des gradients de température estimés par SAFRAN et mesurés par
le réseau météorologique additionnel nous montre une certaine correspondance, mis
à part la dynamique au pas horaire qui n’est pas visible dans les données SAFRAN,
ainsi que lors de la période de fortes chaleurs ayant lieu au début du mois de juillet.
La figure 5.20 nous montre le détail des observations et des résultats de simulation
entre le 15 juillet et le 15 août 2015, suivant immédiatement la période représentée
sur la figure 5.19. Nous remarquons tout d’abord la continuité de la sur-estimation
du débit de fonte sur l’Arveyron de la Mer de Glace. Au sujet du gradient de tempé-
rature reproduit par SAFRAN et observé sur le réseau météorologique additionnel,
les constatations sont les mêmes que celles qui sont faites sur les figures 5.17 et 5.19.
Quant aux débits observés et simulés, nous voyons qu’un évènement de précipi-
tations intenses survenant le 25 juillet provoque une réaction au niveau des débits
simulés alors qu’il est très peu visible dans les débits observés. L’évènement de pré-
cipitations du 9 août 2015 provoque quant à lui une réaction visible sur les obser-
vations mais non sur les simulations. Il faut remarquer que d’après les observations
du réseau météorologique additionnel, l’altitude de l’isotherme 0 était relativement
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faible. Elle était par contre très élevée lors du deuxième évènement.
Les figures 5.16 à 5.20 nous montrent tout d’abord que la réponse des bassins ver-
sants aux sollicitations météorologiques est non seulement très hétérogène dans le
temps (comme déjà remarqué au chapitre 2) mais aussi entre les bassins versants.
Cela peut en partie être relié à l’hétérogénéité météorologique, elle aussi mise en
évidence par ces figures. Deux autres choses sont également visibles à travers ces
cinq figures : d’une part, la tendance du modèle à sur-estimer la fonte glaciaire lors
des évènements de fortes chaleurs (notamment sur l’Arveyron de la Mer de Glace),
et d’autre part l’importance de l’altitude de l’isotherme 0 dans la réaction hydro-
logique des cours d’eau aux évènements de précipitation. Si ces figures montrent
que le modèle est capable dans une certaine mesure de reproduire cette influence, il
s’avère que c’est un point qui reste à améliorer.
Les figures 5.17 et 5.20, en vertu du fait qu’elles concernent des périodes où les
mesures météorologiques fournies par le réseau additionnel sont nombreuses, nous
permettent particulièrement de discuter de la question de la précision de l’altitude
de l’isotherme 0 (et par conséquent de la limite pluie-neige) fournie par SAFRAN
ainsi que de la pertinence de l’hypothèse selon laquelle cette altitude est la même
sur toute la vallée de l’Arve. La simple observation des données météorologiques
fournies par le réseau additionnel, séparément pour les deux massifs, donne déjà à
remarquer que l’altitude de l’isotherme 0 ainsi que le gradient de température peut
être très différent entre le massif du Mont-Blanc et le massif des Aiguilles-Rouges.
Cela est particulièrement flagrant par exemple sur la période située autour du 26
août 2014 (la même remarque peut être faite pour les gradients de précipitations, très
abondantes sur cette période) ainsi que sur les périodes situées autour du 27 juillet et
du 10 août 2015. Si l’altitude de l’isotherme 0 fournie par SAFRAN suit globalement
la même tendance que celles qui sont fournies séparément pour chaque massif par
le réseau additionnel et se situe souvent au milieu de celles-ci, certaines différences
ponctuelles sont à remarquer. Par exemple, l’altitude manifestement trop basse de
l’isotherme 0 fournie par SAFRAN le 9 août 2015 (figure 5.20), associée à l’indication
d’un gradient altitudinal de température trop élevé sur les deux versants, peut être
liée à la sous-estimation de la réaction hydrologique du bassin versant à l’évènement
précipitant survenant au même moment. Rappelons que sur un bassin versant mon-
trant un fort dénivelé (ce qui est particulièrement souvent le cas dans le cadre de
l’hydrologique de montagne), une estimation précise de la limite pluie-neige est né-
cessaire pour une bonne connaissance de la surface contributive du bassin versant,
et donc pour une bonne estimation de la réaction du bassin versant aux évènements
précipitants.
5.6 Synthèse
Si les résultats que nous obtenons peuvent nous encourager à poursuivre les in-
vestigations en s’appuyant notamment sur l’exploitation des diverses mesures de
terrain pour une amélioration des différentes composantes du modèle, il se trouve
que les résultats obtenus peinent à égaler ceux qui ont été obtenus avec des modèles
plus simples par SCHAEFLI et al., (2005) et plus récemment par UHLMANN, JORDAN
et BENISTON, (2013). Cela est d’abord visible au niveau du rapport de bilan hydrique
atteint par ces études, qui est assez proche de 1 et présente peu de fluctuations entre
les bassins versants et entre les années. Ces deux études présentent également des
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valeurs d’indicateur de Nash-Sutcliffe assez élevées (la plus basse étant 0.81 comme
indiqué en 3.3.3 à la page 62) et également assez stables. En revanche, la performance
de ce présent modèle (en termes de valeurs prises par l’indicateur de Nash-Sutcliffe)
est assez comparable à celle obtenue par WARSCHER et al., (2013) utilisant un mo-
dèle de neige à bilan d’énergie pour la simulation hydrologique.
Les difficultés auxquelles nous devons particulièrement faire face semblent résider
dans la bonne prise en compte de la contribution des surfaces englacées au débit des
rivières, ainsi que dans la gestion du routage hydrologique comme cela est particu-
lièrement visible sur la figure 5.7. Une fonte précoce du couvert nival est également
remarquée, à travers l’étude détaillée des simulations de débit ainsi que grâce à la
démarche d’évaluation multi-critères des résultats du modèle.
Après avoir observé le comportement du modèle lorsqu’il fonctionne sur la base de
données de réanalyse météorologique, nous souhaitons maintenant évaluer le mo-
dèle et l’adéquation de ses sorties avec les observations lorsqu’il est alimenté par des
données de prévision météorologique. Plus particulièrement, nous souhaitons voir
dans quelle mesure l’utilisation de données de prévision, par rapport à l’utilisation
de données de réanalyse, vient dégrader la qualité des simulations réalisées par le
modèle. Cette étude fait l’objet du chapitre suivant.
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FIGURE 5.16 – Débits simulés/observés et observations météorolo-
giques sur la période du 15 juillet au 8 août 1996.
120 Chapitre 5. Résultats des simulations en réanalyse
FIGURE 5.17 – Débits simulés/observés et observations météorolo-
giques sur la période du 20 août au 1er septembre 2014.
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FIGURE 5.18 – Débits simulés/observés et observations météorolo-
giques sur la période du 1er au 8 mai 2015.
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FIGURE 5.19 – Débits simulés/observés et observations météorolo-
giques sur la période du 15 juin au 15 juillet 2015.
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FIGURE 5.20 – Débits simulés/observés et observations météorolo-
giques sur la période du 15 juillet au 15 août 2015.
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Chapitre 6
Évaluation des prévisions
hydro-météorologique
La prévision hydro-météorologique consiste à fournir au modèle hydrologique
des données météorologiques issues d’un modèle de prévision. Des données mé-
téorologiques issues de réanalyse sont également utilisées pour alimenter le modèle
jusqu’à l’initialisation de la prévision, afin qu’il ait un état initial cohérent. La pré-
vision en temps différé utilise des données de prévision obtenues par le passé. La
prévision en temps-réel utilise des données de prévision s’appliquant au futur.
6.1 Matériel et méthodes de travail
Nous donnons ici un rappel de ce qui est dit au chapitre 4 sur la manière de
procéder pour le lancement et l’évaluation de prévisions hydro-météorologiques en
temps différé. Nous donnons également quelques rappels de ce qui est dit au cha-
pitre 3 au sujet du concept de prévision météorologique d’ensemble.
Comme cela est expliqué par BOUTTIER, (2018), la prévision d’ensemble consiste
à lancer plusieurs prévisions météorologiques (appelées "membres"), couvrant la
même période temporelle et avec le même modèle de prévision numérique du temps,
chacun des lancements du modèle se voyant appliquer une petite modification por-
tant le plus souvent sur son initialisation et sur sa configuration. Ces modifications
sont choisies de sorte que la diversité des scénarios météorologiques obtenus per-
mette de représenter le plus fidèlement possible la diversité des possibilités d’évolu-
tion de l’état de l’atmosphère, afin notamment d’estimer l’incertitude de la prévision.
Par ailleurs, lorsqu’elle est appliquée à la prévision de la survenue d’un évènement
dangereux, la prévision d’ensemble permet d’estimer la probabilité de survenue de
cet évènement.
Le lancement de prévisions hydro-météorologiques s’effectue en faisant tourner la
chaine de modélisation à partir de données météorologiques fournies par la prévi-
sion d’ensemble PEARP-SAFRAN (VERNAY et al., 2015). Cette prévision d’ensemble
contenant 35 membres, 35 simulations indépendantes sont donc lancées, en étant
initialisées par l’état du modèle de la simulation en réanalyse au début de la prévi-
sion. Cela a été réalisé pour chaque jour entre le 01/05/2015 et le 31/10/2015, ainsi
qu’entre le 01/05/2015 et le 31/10/2016.
La procédure de génération des 35 membres de la prévision d’ensemble PEARP
est décrite par DESCAMPS et al., (2015). La différence entre les membres est basée
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sur deux éléments : l’initialisation du modèle ainsi que la physique (lois ou confi-
guration) utilisée pour simuler l’évolution de l’état de l’atmosphère. Parmi ces 35
membres, l’un est appelé "membre de contrôle" et est en fait la prévision ARPEGE
déterministe (COURTIER et al., 1991). À ce membre sont ajoutés 17 autres membres,
obtenus par perturbation de l’état initial du membre de contrôle. Les 17 derniers
membres sont enfin générés sur la base de 17 nouvelles perturbations, qui sont en
fait les perturbations opposées à celles ayant servi à générer les 17 membres précé-
dents. Ainsi, l’ensemble des états initiaux des 34 membres ainsi générés est centré
autour de l’état initial du membre de contrôle. Notons que l’obtention de plusieurs
initialisations du modèle est réalisée sur la base d’un système d’assimilation d’en-
semble associé au modèle ARPEGE, appelé AEARP (Assimilation d’Ensemble AR-
Pege, voir BERRE et al., (2007)). Quant aux modifications de la physique du modèle,
elles concernent notamment le calcul de la convection, de la turbulence et des flux
océaniques.
L’évaluation peut se faire de manière déterministe ou de manière probabiliste. La
prévision étant probabiliste, il s’agit dans le premier cas d’évaluer non directement la
prévision mais la décision qui est faite à partir de celle-ci, décision basée sur un seuil
de décision préalablement défini et permettant de définir le niveau de risque (ou
probabilité de survenue d’un évènement) à partir duquel une décision d’alerte est
donnée. Dans le deuxième cas, l’aspect probabiliste de la prévision est directement
pris en compte lors de l’évaluation. Des exemples visuels de prévisions en temps dif-
féré sont donnés au début de ce chapitre, comme préliminaire à l’évaluation chiffrée
de toutes les prévisions réalisées sur la période indiquée précédemment.
6.2 Exemples de résultats
Les figures 6.1, 6.2 et 6.3 montrent des exemples de résultats de prévision hy-
drologique d’ensemble, associées aux débits observés et aux débits simulés par la
simulation en réanalyse dont les résultats sont présentés au chapitre 5.
Ces figures nous permettent d’abord de remarquer que la qualité de la prévision est
fortement tributaire de la qualité de la réanalyse, cette dernière servant à initialiser
la prévision. Par ailleurs, il est visible que la dispersion des membres de prévision
est assez faible en l’absence de précipitations. Une dispersion très importante est
observée, y compris dès le début de la prévision, lors de la présence de précipita-
tions. Cela vient appuyer la pertinence de l’utilisation de la prévision d’ensemble,
les précipitations jouant un rôle majeur dans la formation des crues de l’Arve.
6.3 Évaluation chiffrée des performances
Afin d’être en mesure d’évaluer l’apport potentiel des données de prévision mé-
téorologique pour la prévision hydrologique de la vallée de l’Arve, et afin d’évaluer
uniquement l’aspect prévision en faisant abstraction de l’influence de la réanalyse
dont les résultats ont été montrées au chapitre 5, l’évaluation des résultats de si-
mulation en prévision se fait sur la base des résultats de simulation en réanalyse
et non des données d’observation de débit, l’objectif étant de quantifier l’impact
des écarts des données de prévision météorologique sur les résultats de simulation
hydrologique. Cette démarche de dissociation des deux sources d’incertitudes de
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FIGURE 6.1 – Synthèse des prévisions hydro-météorologiques sur
l’Arve à Chamonix sur la période du 3 au 7 mai 2015. En haut, réana-
lyse et prévision d’ensemble des températures et des précipitations à
1200 m d’altitude. En bas, simulation de débit de l’Arve à Chamonix à
partir des données de réanalyse météorologique ainsi qu’à partir des
prévisions d’ensemble.
la prévision hydro-météorologique (celle liée aux données de prévision météorolo-
gique et celle liée au modèle hydrologique) est également faite par PAPPENBERGER
et al., (2005), PHILIPP et al., (2008), DEMARGNE et al., (2010), VOISIN et al., (2011),
VERKADE et al., (2013), DIOMEDE et al., (2014), ROULIN et VANNITSEM, (2015) et
BELLIER, BONTRON et ZIN, (2017).
6.3.1 Prévision déterministe
Lors de l’utilisation de méthodes d’évaluation de prévisions déterministes, il y a
à définir un seuil de décision permettant de générer une prise de décision à partir
d’une prévision probabiliste. C’est la décision prise, et non directement la prévision,
qui est alors évaluée. Les figures 6.4 et 6.5 montrent les courbes ROC obtenues avec
quatre fourchettes d’échéance de prévision : 0 à un jour, un à deux jours, deux à trois
jours et trois à quatre jours. Les tableaux 6.1 et 6.2 montrent pour les saison 2015 et
2016 les valeurs prises par le PC, le POD, le FAR et le S pour les mêmes fourchettes
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FIGURE 6.2 – Synthèse des prévisions hydro-météorologiques sur
l’Arve à Chamonix sur la période du 10 au 14 juillet 2015. En haut,
réanalyse et prévision d’ensemble des températures et des précipita-
tions à 1200 m d’altitude. En bas, simulation de débit de l’Arve à Cha-
monix à partir des données de réanalyse météorologique ainsi qu’à
partir des prévisions d’ensemble.
d’échéance, avec les quatre valeurs de seuil de décision suivantes : 0.03, 0.29, 0.57 et
0.86. Dans notre cas de prévision d’ensemble avec 35 membres, elles correspondent
respectivement à 1, 10, 20 et 30 membres au-dessus du seuil d’alerte en prévision qui
est fixé à 45 m3/s conformément à ce qui a été indiqué au chapitre 4. Rappelons que
le POD, le FAR et le S correspondent respectivement à la proportion de prévisions
correctes, à la probabilité de détection d’un évènement, au ratio de fausses alertes
(ne devant pas être confondu avec le taux de fausses alertes) et à la spécificité, c’est-
à-dire le taux de non-alertes correctes parmi les non-évènements observés. Enfin,
le tableau 6.3 montre les aires situées sous les courbes ROC visibles sur les figures
6.4 et 6.5, l’aire sous une courbe ROC étant une mesure de la qualité du système de
détection associé comme indiqué en 3.3.4.4.
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FIGURE 6.3 – Synthèse des prévisions hydro-météorologiques sur
l’Arve à Chamonix sur la période du 7 au 11 août 2015. En haut,
réanalyse et prévision d’ensemble des températures et des précipi-
tations à 1200 m d’altitude. En bas, simulation de débit de l’Arve à
Chamonix à partir des données de réanalyse météorologique ainsi
qu’à partir des prévisions d’ensemble.
6.3.2 Prévision probabiliste
L’utilisation de méthodes d’évaluation prenant en compte l’aspect probabiliste
de la prévision permet de n’avoir pas à convertir cette prévision probabiliste en pré-
vision binaire. Il n’y a donc pas lieu d’utiliser un seuil de décision.
Nous utilisons l’indicateur de Brier décrit en 3.3.4.4. La probabilité d’évènement
émise par le modèle oj est la proportion de membres de prévision ayant dépassé
le seuil d’alerte lors de la jème observation.
Pour la saison 2015 nous obtenons les valeurs suivantes : 0.044 pour l’échéance de
0 à 1 jour, 0.059 pour l’échéance de 1 à 2 jours, 0.064 pour l’échéance de 2 à 3 jours
et enfin 0.069 pour l’échéance de 3 à 4 jours. Pour la saison 2016 nous obtenons les
valeurs suivantes : 0.044 pour l’échéance de 0 à 1 jour, 0.062 pour l’échéance de 1 à
2 jours, 0.073 pour l’échéance de 2 à 3 jours et enfin 0.088 pour l’échéance de 3 à 4
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FIGURE 6.4 – Courbe ROC de la probabilité de dépassement de seuil
d’alerte de la simulation hydrologique en réanalyse donné par la pré-
vision lors de la saison 2015. Quatre courbes ROC sont générées pour
respectivement quatre fourchettes d’échéances de prévision. Les sym-
boles indiquent les seuils de décision de 0.03, 0.29, 0.57 et 0.86 qui sont
indiqués dans le tableau 6.1.
jours.
6.3.3 Discussion
L’évaluation des prévisions de dépassement du seuil d’alerte préalablement fixé,
réalisée en comparaison des résultats de simulation hydrologique en réanalyse, semblent
relativement satisfaisants, dans la mesure où il est possible d’avoir des très bonnes
valeurs de probabilité de détection tout en conservant des valeurs de ratio de fausses
alertes et de spécificité acceptables. Il faut toutefois malheureusement garder à l’es-
prit que ce modèle est voué à être confronté aux débits observés, et que les limites de
la capacité de la simulation hydrologique en réanalyse à reproduire la dynamique
à petite échelle temporelle ont été montrés au chapitre 5. Les résultats obtenus en
évaluation de la prévision sont un encouragement à améliorer la performance du
modèle en réanalyse. Néanmoins, dans la mesure où une certaine corrélation est
atteinte entre les débits observés et les débits simulés en réanalyse pour l’Arve à
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FIGURE 6.5 – Courbe ROC de la probabilité de dépassement de seuil
d’alerte de la simulation hydrologique en réanalyse donné par la pré-
vision lors de la saison 2016. Quatre courbes ROC sont générées pour
respectivement quatre fourchettes d’échéances de prévision. Les sym-
boles indiquent les seuils de décision de 0.03, 0.29, 0.57 et 0.86 qui sont
indiqués dans le tableau 6.2.
Chamonix (r2=0.88 comme indiqué sur la figure 5.5), une première mesure correc-
tive applicable pour améliorer l’usage du modèle en prévision opérationnelle est de
dissocier le seuil d’alerte retenu par les autorités locales de Chamonix (70 m3/s) du
seuil d’alerte utilisé dans le modèle (45 m3/s). Pour l’expérimentation menée lors
de l’été 2017, un seuil d’alerte de 115 m3/s dans les résultats du modèle a été retenu
pour correspondre avec le seuil d’alerte réel de 70 m3/s (communication personnelle
avec Isabella Zin, Matthieu Lafaysse et Samuel Morin). Le choix de ce seuil d’alerte
permet de faire correspondre au mieux le nombre de dépassements du seuil d’alerte
dans le modèle et dans la réalité entre les années 2013 et 2015.
L’observation des valeurs prises par l’indicateur de Brier en fonction de l’échéance
de prévision suggère que la qualité de la prévision diminue avec l’augmentation de
l’échéance, ce qu’on pouvait attendre. Cette diminution de la qualité indiquée par
l’indicateur de Brier est nette pour les deux saisons, et notamment la saison 2016.
En revanche, l’observation détaillée de la courbe ROC en fonction de l’échéance de
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0.03 (1 membre) 0.29 (10 membres) 0.57 (20 membres) 0.86 (30 membres)
0-1 j 1-2 j 0-1 j 1-2 j 0-1 j 1-2 j 0-1 j 1-2 j
2-3 j 3-4 j 2-3 j 3-4 j 2-3 j 3-4 j 2-3 j 3-4 j
PC
0.85 0.79 0.92 0.89 0.94 0.93 0.95 0.93
0.76 0.74 0.88 0.85 0.92 0.91 0.94 0.93
POD
0.97 0.97 0.92 0.91 0.87 0.85 0.77 0.74
0.98 0.99 0.92 0.93 0.85 0.89 0.75 0.76
FAR
0.46 0.55 0.28 0.37 0.18 0.24 0.09 0.15
0.59 0.61 0.41 0.47 0.29 0.33 0.14 0.17
S
0.83 0.75 0.93 0.89 0.96 0.95 0.98 0.97
0.71 0.69 0.87 0.84 0.93 0.91 0.98 0.97
TABLE 6.1 – Valeurs prises par le PC, le POD, le FAR et le S lors de
la saison 2015 en fonction du seuil de décision et de l’échéance de
prévision
0.03 (1 membre) 0.29 (10 membres) 0.57 (20 membres) 0.86 (30 membres)
0-1 j 1-2 j 0-1 j 1-2 j 0-1 j 1-2 j 0-1 j 1-2 j
2-3 j 3-4 j 2-3 j 3-4 j 2-3 j 3-4 j 2-3 j 3-4 j
PC
0.84 0.77 0.93 0.89 0.94 0.93 0.94 0.93
0.75 0.67 0.88 0.84 0.91 0.89 0.92 0.90
POD
0.99 1.00 0.95 0.95 0.91 0.92 0.85 0.82
1.00 1.00 0.96 0.97 0.92 0.89 0.82 0.79
FAR
0.39 0.48 0.19 0.28 0.13 0.19 0.08 0.12
0.51 0.57 0.33 0.39 0.25 0.29 0.15 0.19
S
0.79 0.70 0.92 0.88 0.95 0.93 0.98 0.96
0.66 0.56 0.85 0.80 0.90 0.88 0.95 0.94
TABLE 6.2 – Valeurs prises par le PC, le POD, le FAR et le S lors de
la saison 2016 en fonction du seuil de décision et de l’échéance de
prévision
0-1 j 1-2 j 2-3 j 3-4 j
Été 2015 0.97 0.96 0.96 0.97
Été 2016 0.98 0.97 0.97 0.96
TABLE 6.3 – Aires sous les courbes ROC visibles sur les figures 6.4 et
6.5
prévision, séparément pour les saisons 2015 et 2016 (figures 6.4 et 6.5) et de l’évo-
lution à travers l’échéance des valeurs prises par les autres indicateurs (tableaux 6.1
et 6.2) montrent que s’il y a une nette dégradation de la qualité de la prévision à
la fin du premier jour d’échéance, quel que soit le seuil de décision retenu et l’indi-
cateur observé, la probabilité de détection tend à s’améliorer avec l’allongement de
l’échéance à partir du deuxième jour. Le tableau 6.3 montre que l’aire sous la courbe
ROC, pour les deux saisons, est assez stable avec l’augmentation de l’échéance de
prévision, avec même une légère tendance à l’augmentation pour la saison 2015.
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L’observation détaillée, sur les tableaux 6.1 et 6.2, des valeurs prises par les indi-
cateurs nous permet de voir que la diminution de la spécificité avec l’augmentation
de l’échéance de prévision est beaucoup plus nette pour la saison 2016 que pour la
saison 2015, quel que soit le seuil de décision utilisé. Quant à la probabilité de détec-
tion, elle est relativement stable avec l’augmentation de l’échéance de prévision sauf
pour la saison 2016 lors de l’utilisation de seuils de décision élevés. Cela peut être
relié à l’observation faite plus haut de l’évolution de l’aire sous la courbe ROC avec
l’augmentation de l’échéance de prévision. Par ailleurs, nous observons pour les sai-
sons 2015 et 2016 et quel que soit le seuil de décision utilisé, une augmentation du
ratio de fausses alarmes avec l’augmentation de l’échéance de prévision. Cela peut
être relié à la dégradation de la valeur prise par l’indicateur de Brier avec l’augmen-
tation de l’échéance de prévision.
La difficulté de choisir un seuil de décision optimal, illustrée par les observations
faites ci-dessus, vient encourager l’utilisation de la prévision probabiliste et la conser-
vation de son aspect probabiliste jusqu’à son usage par un prévisionniste.
Rappelons qu’afin d’obtenir une évaluation significative sur le plan statistique, il
a été nécessaire d’utiliser un seuil d’alerte particulièrement bas (45 m3/s). Cela est
à considérer comme une limite de cette évaluation, dans la mesure où cette éva-
luation n’inclut pas d’évènements extrêmes générés par des conditions météorolo-
giques particulières dont la qualité de la prévision peut être différente de celle de la
prévision des circonstances météorologiques normales (FERRO, 2007 ; FRIEDERICHS
et THORARINSDOTTIR, 2012 ; SUKOVICH et al., 2014). Seul un complément d’évalua-
tion sur d’autres périodes incluant des débits plus élevés ainsi que de tels évène-
ments permettrait de fixer un seuil d’alerte plus élevé, et d’évaluer la qualité de la
prévision spécifiquement dans le cas des hautes eaux. Dans l’état actuel de l’éva-
luation, les résultats obtenus semblent toutefois encourageants, dans la mesure où
les valeurs d’aire sous les courbes ROC (visibles sur le tableau 6.3) sont proches de
valeurs jugées satisfaisantes dans d’autres contextes, comme BAE, LEE et MOON,
(2018).
6.4 Été 2017 : expérimentation en temps-réel
Nous appliquons à l’expérimentation en temps-réel de la chaine de prévision
la démarche d’évaluation précédemment présentée et appliquée aux prévisions en
temps différé réalisées pour les étés 2015 et 2016. Cette démarche consiste à comparer
les résultats des simulations effectuées à partir de données météorologiques réanaly-
sées avec les résultats des simulations en prévision. Il y a lieu de noter que dans le cas
de l’utilisation de la chaine en temps-réel, les données météorologiques réanalysées,
toujours fournies par SAFRAN, sont générées à partir d’un réseau météorologique
d’une densité réduite, les données de certaines stations n’étant pas récupérées au
jour le jour.
6.4.1 Prévision déterministe
De la même façon qu’en 6.3.1, nous évaluons les résultats de prévision après
conversion en prévision probabiliste, par l’utilisation d’un seuil de décision. La fi-
gure 6.6 montre les courbes ROC obtenues lors de l’expérimentation en temps-réel
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ayant eu lieu lors de l’été 2017 avec les mêmes fourchettes d’échéance de prévision
que pour les autres saisons (0 à un jour, un à deux jours, deux à trois jours et trois à
quatre jours). Le tableau 6.4 montre quant à lui les valeurs prises par le PC, le POD,
le FAR et le S, pour les mêmes fourchettes d’échéance et toujours avec les valeurs
suivantes de seuil de décision : 0.03, 0.29, 0.57 et 0.86 correspondant respectivement
à 1, 10, 20 et 30 membres au dessus du seuil d’alerte. Le tableau 6.5 montre les aires
situées sous les courbes ROC visibles sur la figure 6.6.
FIGURE 6.6 – Courbe ROC de la probabilité de dépassement de seuil
d’alerte de la simulation hydrologique en réanalyse donné par la pré-
vision lors de la saison 2017 (expérimentation en temps-réel). Quatre
courbes ROC sont générées pour respectivement quatre fourchettes
d’échéances de prévision. Les symboles indiquent les seuils de déci-
sion de 0.03, 0.29, 0.57 et 0.86 qui sont indiqués dans le tableau 6.4.
Les résultats obtenus sont du même ordre de grandeur que ceux qui sont obte-
nus lors des saisons précédentes. La figure 6.6 que l’on peut comparer aux figures
6.4 et 6.5 permet néanmoins de remarquer que lors de cette dernière saison étudiée,
l’augmentation du seuil de décision a un impact particulièrement négatif sur la pro-
babilité de détection. Par ailleurs, il est visible sur le tableau 6.4 que l’impact de
l’augmentation de ce même seuil sur le ratio de fausses alertes est réduit par rapport
à ce qu’on peut remarquer sur les autres saisons (tableaux 6.1 et 6.2). De la même
façon que pour la saison 2016, une nette diminution de la spécificité associée à une
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0.03 (1 membre) 0.29 (10 membres) 0.57 (20 membres) 0.86 (30 membres)
0-1 j 1-2 j 0-1 j 1-2 j 0-1 j 1-2 j 0-1 j 1-2 j
2-3 j 3-4 j 2-3 j 3-4 j 2-3 j 3-4 j 2-3 j 3-4 j
PC
0.84 0.78 0.93 0.89 0.94 0.90 0.91 0.86
0.73 0.74 0.88 0.87 0.90 0.88 0.87 0.85
POD
0.98 0.99 0.90 0.89 0.83 0.73 0.61 0.45
0.99 0.99 0.89 0.88 0.76 0.68 0.46 0.40
FAR
0.44 0.51 0.21 0.31 0.15 0.23 0.12 0.18
0.57 0.56 0.35 0.37 0.26 0.28 0.16 0.24
S
0.81 0.72 0.94 0.89 0.96 0.94 0.98 0.97
0.67 0.67 0.88 0.87 0.93 0.93 0.98 0.97
TABLE 6.4 – Valeurs prises par le PC, le POD, le FAR et le S lors de la
saison 2017 (expérimentation en temps-réel) en fonction du seuil de
décision et de l’échéance de prévision
0-1 j 1-2 j 2-3 j 3-4 j
Été 2017 - temps réel 0.97 0.95 0.94 0.93
TABLE 6.5 – Aires sous les courbes ROC visibles sur la figure 6.6
diminution de l’aire sous la courbe ROC est observée lorsque l’augmentation de
l’échéance de prévision augmente.
6.4.2 Prévision probabiliste
Nous utilisons l’indicateur de Brier, de la même façon qu’en 6.3.2. Pour l’expé-
rimentation en temps-réel ayant eu lieu lors de la saison 2017 nous obtenons les
valeurs suivantes : 0.049 pour l’échéance de 0 à 1 jour, 0.076 pour l’échéance de 1 à
2 jours, 0.076 pour l’échéance de 2 à 3 jours et enfin 0.087 pour l’échéance de 3 à 4
jours. Ces valeurs sont légèrement dégradées par rapport à celles obtenues pour les
saisons 2015 et 2016.
6.5 Synthèse
Cette évaluation de l’écart des résultats de simulation hydrologique donnés par
le modèle entre la situation où il est alimenté par des données de réanalyse mé-
téorologique et celle où il est alimenté par des données de prévision nous montre
que les possibilités offertes par la prévision météorologiques sont bien réelles, sur-
tout à très courte échéance. Toutefois, nous subissons certaines limites de la chaine
actuelle de simulation, parmi lesquelles se trouvent notamment une sur-estimation
fréquente des débits. Par ailleurs, les données de prévision météorologique étant au
même format que les données de réanalyse utilisées, l’hypothèse d’homogénéité de
ces données sur tout le bassin versant est également faite, les limites de cette hy-
pothèse concernant notamment les précipitations ayant été discutées au chapitre 5.
Enfin, nous remarquons que l’intérêt de la prévision d’ensemble est particulièrement
prononcé dans les situations où des précipitations sont prévues. La prévision de pré-
cipitations entraine non seulement une incertitude dans lesdites précipitations, mais
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également dans les températures associées, et par conséquent dans les débits, ces
deux variables météorologiques jouant un rôle fondamental dans l’hydrologie de
l’Arve.
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Conclusion et perspectives
L’objectif de ce travail de thèse était d’évaluer l’adéquation d’outils de modélisa-
tion déjà couramment utilisés opérationnellement en hydrologie et en météorologie
de montagne pour la mise en place d’un prototype pré-opérationnel de prévisions
de crues, pour le cas particulier de l’Arve à Chamonix. Les spécificités de cette vallée,
notamment en raison de sa petite taille, de sa haute altitude, de son fort englacement
et de son escarpement ont rendu nécessaire un important travail d’adaptation de ces
outils et de la manière d’évaluer leurs résultats.
Ce travail de thèse constitue une partie d’un projet plus général ayant trait au bassin
versant de l’Arve à Chamonix. Dans sa globalité, ledit projet a pour finalité de mieux
comprendre le fonctionnement hydro-météorologique de ce bassin versant, avec une
attention plus particulière aux mécanismes de formation des crues. La question de
la prévisibilité opérationnelle de ces crues fait partie des objectifs de recherche de ce
projet, et c’est à cette dernière question qu’est associé ce travail de thèse.
La première étape concrète de ce travail a été de réaliser un jeu de données hydromé-
triques aussi étendu que possible. L’activité hydro-électrique sur le bassin versant de
l’Arve à Chamonix étant très intense et très influente sur les débits des cours d’eau,
nous avons été conduits à chercher à reconstituer des débits naturels. Cela nécessite
aussi bien la connaissance des débits observés dans les cours d’eau que celle des
débits prélevés aux prises situées en amont et non restitués dans le cours d’eau as-
socié. Cela nécessite également une très bonne connaissance de la disposition des
équipements hydro-électriques situés sur ce bassin versant afin d’être en mesure
d’interpréter de la bonne façon les données hydro-électriques que nous avons pu
obtenir. Par ailleurs, cela limite malheureusement la qualité et la richesse du jeu de
données constitué, en raison notamment de l’incertitude qui s’ajoute et de l’impossi-
bilité de procéder à une reconstitution à un pas de temps court. Enfin, les difficultés
d’ordre administratif qui apparaissent pour obtenir des données hydro-électriques
et connaitre précisément leur signification sont également à mentionner.
Si ce travail consiste en une démarche de recherche scientifique, il n’en est pas moins
lié à une volonté de traiter concrètement un risque naturel de grande ampleur, ce qui
rend nécessaire la conciliation permanente de ces deux objectifs. La possibilité d’uti-
liser de manière opérationnelle le modèle développé est en effet une finalité majeure
de ce travail de thèse, d’après ce qui a été convenu avec les organismes ayant contri-
bué au financement de ce projet.
La multiplicité du nombre de composantes du modèle hydrologique développé
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a rendu nécessaire une évaluation approfondie, basée sur certaines sorties intermé-
diaires du modèle. Il s’agit notamment de l’évaluation de la capacité du modèle de
simuler correctement la fonte glaciaire ainsi que l’évolution de l’enneigement. La
première étape de ce travail d’évaluation a été de constituer un jeu de données d’ob-
servations de terrain associées, venant s’ajouter au jeu de données hydrométriques
indiqué plus haut. Cette évaluation a permis de remarquer l’importance de la re-
présentation de ces processus intermédiaires dans le modèle, et l’importance de leur
bonne simulation pour obtenir une bonne simulation du débit à l’exutoire. L’intérêt
de cette évaluation des sorties intermédiaires en tant qu’appui à l’interprétation des
résultats finaux du modèle et à la connaissance de ses points forts et faibles a éga-
lement été particulièrement mis en évidence, grâce au travail mené en collaboration
avec Jesus Revuelto manifesté par l’article visible en annexe A.
Ensuite, une utilisation de ce modèle hydrologique pour la prévision a été mise en
oeuvre. Cela a consisté en l’utilisation de données de prévision météorologique en
temps différé, afin d’être en mesure d’évaluer l’influence de l’utilisation de don-
nées de prévision météorologique en lieu et place de données de réanalyse (basées
sur des observations) pour alimenter le modèle, sur les débits simulés à l’exutoire.
Des données de prévision d’ensemble étant utilisées, il a été possible de remarquer
l’intérêt du concept de prévision probabiliste en de telles situations où l’instabilité
météorologique est forte. Plus particulièrement, il apparait que la bonne prévision
des évènements de précipitations liquides (en termes d’horaire et d’intensité) est
particulièrement compliquée. Ce sont pourtant ces évènements qui régissent majo-
ritairement la dynamique des cours d’eau du bassin versant à l’échelle horaire, d’où
l’importance d’une très bonne connaissance de l’incertitude qui leur est associée et
des conséquences qu’elle a sur la prévision des débits à l’exutoire.
Une expérience de déploiement en tant que prototype pré-opérationnel du modèle
développé a eu lieu lors de l’été 2017, ce qui a permis de montrer la réalité de l’aide
qu’il peut apporter aux prévisionnistes malgré ses imperfections. L’évaluation dé-
taillée du modèle et la bonne connaissance de ses points forts et faibles permet qu’ils
soient connus des prévisionnistes, et qu’ils puissent donc en tenir compte. Il s’agit
en particulier de la tendance qu’a encore le modèle à sur-estimer la dynamique des
cours d’eau lors d’évènements précipitants, même si l’utilisation de fonctions de
transfert a permis une première avancée à l’encontre de ce problème. La figure 7.1
donne un exemple d’image générée à partir de cette chaine pré-opérationnelle lors
de son essai durant l’été 2017. Ce type de figure permet au prévisionniste de visuali-
ser quatre éléments : 1) la quantité de précipitations prévues (en mm/h), la fraction
de bassin versant qui recevra ces précipitations sous forme liquide (sur la base de la
prévision de la limite pluie-neige), le débit prévu (en m3/s) ainsi que le débit prévu
en faisant abstraction des précipitations, ce qui permet d’apprécier la contribution
de la fonte nivale et glaciaire.
En dépit de l’avancée que ce travail a permis de réaliser dans le cadre du problème
initial, à savoir la possibilité de prévoir les crues de l’Arve, de nombreuses questions
continuent de se poser. L’importance de certaines d’entre elles a pu être particulière-
ment remarquée. Des remarques générales ont pu être formulées et des perspectives
ont pu être envisagées. Nous les indiquons ci-après.
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FIGURE 7.1 – Figure générée sur la base des résultats de la chaine
opérationnelle lors de son initialisation le 29 juin 2017
Influence des forçages météorologiques
Le problème de la fiabilité des forçages météorologiques en haute montagne,
principalement en ce qui concerne les précipitations liquides et solides, est fréquem-
ment signalé dans la littérature (par exemple KUHN, (2003), SCHAEFLI et al., (2005),
IMMERZEEL et al., (2015), CHEN et al., (2017b) et RÉVEILLET et al., (2017)). Cette
incertitude sur les précipitations concerne autant leur volume que leur répartition
spatiale. Ce problème apparait de façon particulièrement flagrante dans ce travail
de thèse.
Nous avons en effet pu noter que la qualité des simulations hydrologiques estivales
est tributaire non seulement de la qualité des forçages météorologiques du moment,
mais également de ceux de l’hiver précédent. Une bonne connaissance de l’enneige-
ment des glaciers est en effet capitale pour une simulation adéquate des débits de
fonte glaciaire estivaux. Le manque d’accumulation fréquent dans les données mé-
téorologiques des hautes altitudes entraine un excès de simulation de fonte glaciaire
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en raison de la simulation d’un découvrement précoce des glaciers.
Le bassin versant de l’Arve à Chamonix étant situé dans une gamme d’altitude cor-
respondant à celle où l’isotherme 0 se trouve fréquemment en période estivale, il a
été possible de repérer l’importance de la bonne estimation de la limite pluie-neige
lors d’évènements de précipitations. La complexité géomorphologique de cette val-
lée rend compliquée la connaissance précise de cette limite auprès des pentes, même
lorsque l’altitude de l’isotherme 0 est bien connue. L’influence de la limite pluie-
neige est également accentuée par la très forte réactivité hydrologique de ce bassin
versant, liée à sa petite taille et à ses pentes raides. L’importance particulière de la
bonne connaissance de la limite pluie-neige lors de la modélisation hydrologique en
zone de montagne avait été signalée par TOBIN, RINALDO et SCHAEFLI, (2012).
Connaissance du milieu étudié
L’utilisation de modèles à bases physiques offre de grandes perspectives de re-
présentation détaillée des processus ayant lieu dans le bassin versant, ce qui est par-
ticulièrement appréciable dans le cadre de celui de l’Arve à Chamonix. Toutefois,
pour tirer le meilleur parti de ces modèles, ils doivent être adéquatement configurés
et il est utile de pouvoir évaluer leurs résultats avec un niveau profond de détail.
Ce travail de thèse a permis de montrer à quel point les soucis rencontrées pour
connaitre la configuration précise de ce bassin versant et des aménagements qui s’y
trouvent, ainsi que pour obtenir des données de mesure fiables et détaillées notam-
ment en ce qui concerne les débits hydrologiques, est une source majeure de diffi-
cultés venant limiter la possibilité d’obtenir un modèle hydrologique robuste.
Les difficultés rencontrées pour obtenir des observations de terrain ayant un niveau
de détail et de précision en rapport avec la complexité du bassin versant et des amé-
nagements qui s’y trouvent ont été également remarquées lors de la modélisation
conceptuelle du routage hydrologique en surface, qui est pourtant essentielle pour
une bonne prévision de la dynamique des cours d’eau. La très forte réactivité hy-
drologique de ce bassin versant nécessite la connaissance des débits observés avec
un pas de temps très court.
La connaissance du milieu étudié afin de le représenter dans le modèle est égale-
ment rendue plus difficile par le changement constant de ce milieu. Il ne s’agit pas
uniquement du changement à long-terme (retrait glaciaire, évolution de la végéta-
tion) mais également à plus court terme, comme par exemple l’évolution du réseau
de drainage interne des glaciers lors de la période de fonte.
Stabilité de la configuration au cours du temps
Cette question est souvent abordée dans la littérature et n’a pas manqué d’ap-
paraitre lors de ce présent travail. S’il apparait que la configuration de la rétention
hydrologique souterraine semble être assez stable à travers les années, il apparait en
revanche que la configuration du transfert hydrologique en surface l’est beaucoup
moins. Cela peut être lié à la difficulté évoquée plus haut de représenter ce phéno-
mène de la bonne façon, compte-tenu de son extrême complexité et instabilité, et de
sa dépendance aux conditions initiales du bassin versant, comme l’enneigement et
l’humidité du sol.
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En raison du fait que la simulation thermique et hydrique de la colonne de sol est
configurée à l’aide de données de terrain (végétation et composition du sol) issues
de bases de données, une mise à jour pourra être nécessaire, notamment en cas de
changement de la végétation sur ce bassin versant, pouvant apparaitre en raison de
l’urbanisation et du changement climatique.
Une mise à jour de la proportion de surface englacée du bassin versant devra éga-
lement être réalisée, en cas d’évolution de celle-ci. Rappelons que dans cette étude,
nous ne simulons pas explicitement l’évolution des contours des glaciers, mais nous
utilisons des cartes d’englacement dérivées d’images satellites. Cette manière de
faire présente l’avantage d’avoir des contours glaciaires précis et fiables dans le mo-
dèle. Elle nécessite en revanche une actualisation de ce contour, qui est rendue parti-
culièrement importante par la sensibilité déjà mentionnée de la qualité générale du
modèle à la qualité de la représentation des glaciers.
Perspectives
L’utilisation commencée lors de l’été 2017 de ce modèle comme outil d’aide à la
prévision du risque de crue de l’Arve à Chamonix provoque un intérêt pour son
amélioration et la continuation de la recherche scientifique qui est associée à son dé-
veloppement. Nous indiquons plusieurs perspectives qui sont ressorties de ce travail
de thèse et qui pourraient être une piste pour des investigations futures :
— L’exploitation des mesures de terrain réalisées dans cette vallée, dont la den-
sité est toujours grandissante. Ces données de mesure peuvent être utilisées
pour une meilleure compréhension du fonctionnement de ce bassin versant,
afin de mieux le représenter dans le modèle. Il peut également être envisagé
de les exploiter comme données à assimiler dans le modèle ou à utiliser pour
la calibration et l’évaluation du modèle (SCHAEFLI et al., 2005).
— La collaboration rapprochée avec les organismes hydro-électriques agissant
dans ce bassin versant, pour une communication facilitée des données hydro-
logiques et de la disposition des ouvrages ayant une influence sur la réponse
hydrologique de l’Arve.
— L’exploitation d’autres sources de forçages atmosphériques, afin de quantifier
une éventuelle différence par rapport à ce qui est fourni par SAFRAN. Une
comparaison peut par exemple faite avec l’outil SPAZM (GOTTARDI et al.,
2012) pour l’étude des précipitations. Par ailleurs, les apports de l’utilisation
du modèle de résolution kilométrique AROME (SEITY et al., 2011) pour le for-
çage météorologique de la simulation du couvert nival en zone de montagne
ont été mis en évidence par QUÉNO et al., (2016).
— Lors de l’utilisation du modèle en prévision opérationnelle, déterminer une
méthode permettant de prendre en compte le débit observé au démarrage
de la prévision (RANDRIANASOLO et al., 2010 ; PAGANO et al., 2014 ; LI et
al., 2015b ; MURE-RAVAUD et al., 2016). Cela serait une première manière de
pallier les biais ayant des tendances systématiques sur le long-terme, par
exemple en raison d’une fonte glaciaire trop importante. Par ailleurs, l’uti-
lisation de méthodes de pré-traitement statistique des données de prévision
d’ensemble météorologique et de post-traitement des sorties du modèle en
prévision, par exemple celles qui sont présentées par ZALACHORI et al., (2012)
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et VERKADE et al., (2013), peut également être profitable afin d’identifier et de
corriger les erreurs que le modèle peut faire de manière systématique.
— Tirer parti des possibilités offertes par la calibration statistique (PERNOT et
CAILLIEZ, 2017) pour améliorer la configuration du modèle, rendue très com-
pliquée par son niveau de complexité.
Il est dit au chapitre 3 que le développement d’un modèle hydrologique est une
étape itérative, et que les étapes de développement et d’amélioration d’un modèle
sont guidées par les résultats obtenus lors des étapes précédentes. Cela peut s’appli-
quer au cas présent, dans la mesure où l’étude détaillée des résultats du modèle en
réanalyse, visible au chapitre 5, nous a permis d’identifier plusieurs sources de fai-
blesse du modèle. Parmi elles se trouve la simulation de la contribution des surfaces
englacées. Les exemples d’exploitation des bilans de masse glaciaire pour l’ajuste-
ment (structure du modèle et calibration) de la représentation du couvert glaciaire
dans un modèle hydrologique sont nombreux dans la littérature (certains sont indi-
qués au chapitre 3). Il se trouve par ailleurs que nous disposons d’un grand nombre
de mesures de bilan de masse glaciaire sur deux glaciers du bassin versant de l’Arve
(décrites au chapitre 2). Dans ce travail de thèse, ces bilans de masse glaciaire ont été
exploités uniquement pour l’évaluation du modèle. Leur exploitation pour l’amé-
lioration du modèle au niveau de sa prise en compte de l’évolution du couvert gla-
ciaire permettrait vraisemblablement de lutter contre une source importante d’er-
reurs de simulations, principalement en période estivale. Rappelons toutefois que
nous avons montré que la simulation des surfaces englacées, malgré son imperfec-
tion, apporte une valeur ajoutée au modèle.
Nous avons par ailleurs remarqué au chapitre 5 que la survenue d’évènements préci-
pitants en période estivale entraine une grande hétérogénéité spatiale de l’isotherme
0. Cette hétérogénéité n’est pas prise en compte dans le modèle. L’exploitation du
réseau météorologique additionnel (décrit au chapitre 2) permettrait de quantifier
cette hétérogénéité, et d’étudier la possibilité de la représenter dans le modèle, no-
tamment en voyant s’il est possible de relier cette hétérogénéité à d’autres variables
météorologiques.
Un autre point faible du modèle est la prise en compte du routage hydrologique. Il
est indiqué au chapitre 4 que cette partie du travail a été fortement perturbée par des
difficultés rencontrées lors de la recherche de l’obtention de données hydrologiques
à un pas de temps réduit. Une collaboration rapprochée avec les organismes réali-
sant ces mesures, ainsi que ceux qui gèrent les ouvrages ayant une influence sur la
dynamique des débits, serait une opportunité d’avoir la possibilité de tenir compte
de ces éléments lors de l’utilisation des données de terrain pour la caractérisation
de la réponse hydrologique du bassin versant. Cela permettrait également d’être en
mesure d’avoir toutes les informations nécessaires pour interpréter et exploiter au
mieux les données que ces organismes nous transmettent. Par ailleurs, l’utilisation
d’une méthode proposée par ZIN, (2002) de détermination de fonctions de transfert
sur la base de la géomorphologie permettrait d’obtenir une représentation du rou-
tage en surface plus adaptée aux caractéristiques individuelles des bassins versants
étudiés.
Enfin, l’exploitation des possibilités offertes par les méthodes d’assimilation serait
une manière de lutter contre plusieurs défauts remarqués au chapitre 5, comme ceux
Chapitre 7. Conclusion et perspectives 143
qui sont liés au manque d’accumulation dans les hautes altitudes en période hiver-
nale et à la disparition précoce du couvert nival, ainsi que ceux qui sont liés à l’appa-
rition d’une simulation hydrologique excédentaire pendant une longue période. Re-
marquons que l’utilisation de méthodes d’assimilation de données de télédétection
pour le modèle ISBA-Crocus existe et est en cours de développement (CHARROIS
et al., 2016), avec une attention particulière à la palliation du problème de bonne
estimation des précipitations solides, dont les conséquences ont été mentionnées à
plusieurs reprises dans ce document.
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Annexe A
Article co-écrit avec Jesús Revuelto
Cet article a été écrit et soumis dans la revue The Cryosphere dans le cadre de la
comparaison de l’évolution du couvert nival simulée respectivement par le modèle
décrit et utilisé dans cette présente thèse ainsi que dans une version distribuée du
même modèle. La version distribuée du modèle permet notamment de prende en
compte les effets d’ombrages.
Conjointement à la comparaison du couvert nival simulé avec celui qui est observé
grâce aux données MODIS, les résultats fournis respectivements par les deux ver-
sions du modèle ont été évalués par rapport aux bilans de masse glaciaire fournis
par le service d’observation GLACIOCLIM. Une étude détaillée a pu être menée à
ce sujet, incluant l’évaluation séparée des simulations d’évolution de bilan de masse
à différentes altitudes.
Cet article est principalement présenté ici dans le cadre de l’évaluation détaillées
qu’il présente des résultats de la version semi-distribuée du modèle. Ces résultats
d’évaluation sont par ailleurs résumés au chapitre 5.
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Abstract: This work presents an extensive evaluation of the Crocus snowpack model over a rugged
and highly glacierized mountain catchment (Arve valley, Western Alps, France) from 1989 to 2015.
The simulations were compared and evaluated using in-situ point snow depth measurements, in-situ
seasonal and annual glacier surface mass balance, snow covered area evolution based on optical
satellite imagery at 250 m resolution (MODIS sensor), and the annual equilibrium-line altitude of
glaciers, derived from satellite images (Landsat, SPOT, and ASTER). The snowpack simulations
were obtained using the Crocus snowpack model driven by the same, originally semi-distributed,
meteorological forcing (SAFRAN) reanalysis using the native semi-distributed configuration, but also
a fully distributed configuration. The semi-distributed approach addresses land surface simulations
for discrete topographic classes characterized by elevation range, aspect, and slope. The distributed
approach operates on a 250-m grid, enabling inclusion of terrain shadowing effects, based on the same
original meteorological dataset. Despite the fact that the two simulations use the same snowpack
model, being potentially subjected to same potential deviation from the parametrization of certain
physical processes, the results showed that both approaches accurately reproduced the snowpack
distribution over the study period. Slightly (although statistically significantly) better results were
obtained by using the distributed approach. The evaluation of the snow cover area with MODIS sensor
has shown, on average, a reduction of the Root Mean Squared Error (RMSE) from 15.2% with the
semi-distributed approach to 12.6% with the distributed one. Similarly, surface glacier mass balance
RMSE decreased from 1.475 m of water equivalent (W.E.) for the semi-distributed simulation to
1.375 m W.E. for the distribution. The improvement, observed with a much higher computational time,
does not justify the recommendation of this approach for all applications; however, for simulations
that require a precise representation of snowpack distribution, the distributed approach is suggested.
Keywords: snow and ice remote sensing; snowpack simulation; mountain areas; complex terrain
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1. Introduction
The dynamics of the accumulation and melting of snow and ice in mountain areas has major
effects on the timing and level of discharge from rivers in downstream areas. One-sixth of the
Earth’s population depends directly on the water supply from snow and ice melt in mountain areas [1].
Thus, significant research effort has been applied to the study of snow and ice dynamics in these
regions [2–5], with particular focus on mountain hydrology [6–9]. The snowpack dynamics and
its spatial extent also control many mountain processes, including soil erosion, plant survival [10],
and glacier surface mass balance [11–13].
Some of the most dangerous natural hazards in mountain areas are also directly related to the
distribution of the snowpack and ice, and their evolution over time. This is the case for snow avalanches [14],
and floods in mountain rivers and downstream areas [15]. To enable anticipation of the occurrence of
snow-related hazards and to reduce the threat to populations and infrastructure [16,17]; various models
have been developed to reproduce and forecast the evolution of the snowpack on a daily or sub-daily basis.
Detailed snowpack models [18,19] are increasingly used together with hydrological models to simulate
river discharges, and this depends on reliable simulation of snow and ice melting [20–22]. The more
accurate the information on snowpack dynamics, the more accurate the discharge forecasts based on
hydrological models. However, the spatio-temporal distribution of the snowpack is highly variable in
mountain areas [4,23,24], and the runoff from mountain catchments depends on many interrelated processes
that are highly variable in space and time, including infiltration, surface runoff, groundwater recharge,
freezing of soil, and the snowpack distribution [25]. For example, in areas where snow persists throughout
the year, the snowpack dynamics has a major impact on groundwater storage [26]. Finally, snowpack
models are also combined with other models and techniques to forecast avalanche hazards [18,27].
Reproducing snowpack dynamics in heterogeneous mountain areas remains challenging.
Some snowpack processes, including wind-induced redistribution and small scale topographic control on
the snow distribution [28–32] have not yet been fully integrated into numerical snowpack models which
can be used operationally. Moreover, the additive nature of snowpack dynamics involves discrepancies
between observed and simulated snowpacks, which can accumulate over the simulation period (e.g., [33]).
The various approaches available for running snowpack simulations range from punctual
simulations (snowpack dynamics simulated for a particular location having specific characteristics) to
semi-distributed and distributed approaches that simulate snow dynamics over broad areas.
The semi-distributed approach, based on an unstructured grid design, involves simulating the
snowpack evolution over areas defined using discrete values for topographic variables including
altitude, aspect, and slope [34,35]. The French numerical chain S2M (SAFRAN-SURFEX/ISBA-
Crocus-MEPRA; [36]), simulates the snowpack evolution using a semi-distributed approach. In this
chain the SURFEX/ISBA-Crocus snowpack model ([19]; hereafter referred to as Crocus) is applied
over a semi-distributed discretization of the French mountain ranges for various topographic classes.
Semi-distributed hydrological simulations are also widely used, which involve discretizing catchments
into hydrologic response units (HRU), with the flow contribution from the HRUs being routed and
compounded into an overall catchment discharge [37]. This simulation method is also applied to river
discharge simulations in mountain areas, with the output of semi-distributed snowpack simulations
used as inputs to the hydrological models [21].
The other modeling approach to simulating snowpack dynamics over extended areas is distributed
simulations. This method involves simulation of the temporal evolution of environmental variables
(e.g., snowpack or other hydrological variables) over a gridded representation of the terrain. In this
approach the terrain is not discretized in classes. Rather, it explicitly considers the characteristics
(e.g., elevation, slope, aspect) for each pixel when simulating its snowpack evolution.
Distributed and semi-distributed approaches have advantages and disadvantages, particularly
the lower computing resource requirements of semi-distributed simulations, and the fact that
terrain representation of distributed simulations is closer to reality. Some snowpack processes
cannot be accurately reproduced using the semi-distributed approach, including wind-induced snow
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redistribution, small scale topographic control of precipitation, and terrain shadowing effects [32,38,39].
However, evaluating the performance of these simulation approaches depends on the intended use of
the simulations [40,41]. Similarly, the results obtained will depend on the spatial scale and the quality
of the meteorological forcing model, and whether it is distributed or semi-distributed [42,43].
As far as the authors know, no attempt to compare distributed and semi-distributed snowpack
simulations results has been made to date. This is significant because the implementation of the
most promising advances in simulation is mainly considered for distributed simulations. This is the
case for assimilation of satellite data [44–46]; the inclusion of small scale processes in simulations,
including snow redistribution by wind [30,32]; and gravitational or topographic controls on snow
movements [29,47,48]. Semi-distributed simulations may also allow the implementation of satellite
data assimilation techniques (as suggested in [49]) but would require specific methods for aggregating
observations into the semi-distributed clustering of the simulation domain and they would reduce
potential benefits of high resolution satellite observations.
The impact of effects solely arising from the representation of the topography on snowpack
simulations has not yet been assessed in detail. For example, the influence of terrain shadowing effects
on Crocus model outputs, allowed in distributed simulations of sufficiently high spatial resolution,
has not been analyzed specifically.
Optical remote sensing data are increasingly used to extensively evaluate snowpack simulations
over large areas and for long time periods [42,50,51]. However, such data do not provide detailed
information about snowpack bulk variables such as snow depth and snow water equivalent [52–54]
and thus must be combined with in-situ observations to provide a complete evaluation, such as the
snow depth evolution observed with automatic weather stations or glacier surface mass balance.
The main goal of this work is to study of the impact on the Crocus snowpack model simulation
of including terrain shadowing effects by comparing semi-distributed simulations (which do not
include terrain shadowing) and distributed simulations (which include terrain shadowing). The upper
Arve catchment (French Alps) was selected as the study area, since it is characterized by a high
spatial heterogeneity with an important altitudinal gradient and the presence of large glaciated
areas. The evaluation is based on the analysis of the Crocus model capabilities on simulating
different snowpack variables (mainly snow depth, snow water equivalent and snow covered
area) compared with in-situ observations as well as remote sensing observations. Consequently,
we assessed the ability of the model to simulate the snowpack evolution using a multi-criteria
approach (e.g., Hanzer et al., 2016). This way, we firstly assessed the ability of the model to simulate
the snowpack evolution at a local scale for specific stations having continuous snow observation
data. These punctual simulations enabled initial analysis of the capacity of the model to subsequently
evaluate the distributed and semi-distributed approaches to simulating the snowpack dynamics over
a broader area. The simulation results from both approaches were compared with observations for the
snow covered area based on MODIS satellite sensors, the glacier surface mass balance (winter, summer,
and annual), and the glacier equilibrium-line altitude derived from satellite images (Landsat, SPOT,
and ASTER). This enabled assessment of the use of semi-distributed or distributed simulations for
analysis of snow and ice dynamics. The simulations were based on data for the upper Arve catchment
for the 26 years from 1989 to 2015.
2. Study Area and Period
The upper Arve catchment is located in the western Alps, France, between the northeast slopes of
the Mont Blanc massif and the southwest slopes of the Aiguilles Rouges massif. The catchment extends
from the headwaters of the Arve River to the town of Chamonix (Figure 1), and includes major tributaries
carrying melt water from three glacierized areas (Arveyron de la Mer de Glace, Arveyron d’Argentière, and Bisme
du Tour) to the main river. The upper Arve catchment covers 205 km2 and has a high degree of topographic
heterogeneity, with steep slopes in some areas, and gentle slopes on large glacierized areas and at the lower
elevation zones of the valley, which is a typical U-shaped glacial valley. Elevation ranges from 1020 to
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4225 m.a.s.l., with 65% of the surface area above 2000 m.a.s.l. Glaciers cover 33% of the area [55], and 22%
is covered by forests, mainly in the lower elevation areas. Chamonix climatology is classified as a Cfb
Köpen-Geiger type with a mean annual precipitation of 1055 mm., and a mean annual temperature of 7.3 ◦C
(observed in the 1981–2015 time period). The water discharge regime is strongly dependent on the snow
melt dynamics during spring and early summer, with the major contribution of melt water from glacierized
areas occurring during late summer and autumn; this is termed a nivo-glacial regime of river discharge [56].
The Mont Blanc and Aiguilles Rouges massifs are also highly spatially heterogeneous, having various
slopes and aspects over a wide range of elevations in glacierized and non-glacierized areas; this affects the
spatio-temporal evolution of snow and ice.
The area is subject to severe flood hazard. This is a consequence of the steepness of the terrain,
which results in a rapid hydrological response to precipitation, the typically rapid meteorological changes
that occur in this mountain area (mainly associated with convective episodes during spring and summer).
Such hazards are particularly significant in the town of Chamonix in the bottom of the valley, featuring
high population densities and infrastructure especially in summertime at the peak of the tourism season.
The study period spams from 1989 to 2015 in order to evaluate simulations with different seasonal conditions.
Figure 1. Upper Arve catchment study area. The white shaded area shows the extent of the glaciers in
2012 (Gardent et al., 2014). The inner maps show various magnifications of the Alps and the location of
the Arve valley within the mountain range. The red points show the position of the five Météo-France
stations located in the study area.
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3. Observation Datasets
3.1. Punctual Snow Depth Observations
The Météo-France observation network has 5 stations in the study area (Figure 1), located at different
elevations. Some of these stations acquired data during all snow seasons throughout the entire study period,
including the Nivose Aiguilles Rouges (2365 m.a.s.l.), Chamonix (1025 m.a.s.l.), and Le Tour (1470 m.a.s.l.)
automated stations. The other two stations started measurements later, and provided manual observational
data since the 1994–1995 snow season (Lognan station; 1970 m.a.s.l) and since the 2003–2004 snow season
(La Flegere station; 1850 m.a.s.l.). At these stations the temporal evolution of the snow depth was observed at
daily or sub-daily time intervals, and these data were used to evaluate SAFRAN–Crocus in non-glacierized
areas during winter and spring (periods with snow presence).
3.2. Snow Cover Area Distribution Based on the MODIS Sensor
3.2.1. Processing of the MODIS Data to Estimate the Snow Covered Area
Many studies have demonstrated the usefulness of MODIS images for snow cover mapping in
mountain areas [52,53,57]. The MODIS mission database provides long temporal coverage (the mission
was launched in 2000, and obtains daily images), which enabled a comparison between the simulated
and observed snow cover evolution for 14 snow seasons (out of the 26) simulated on an almost daily
basis (comparisons were limited by cloud cover in the study area). Sub-pixel snow monitoring of
the snow cover at 250-m spatial resolution was performed using MODImLab software, designed
specifically to address the effect of complex terrain on the satellite signal. The processing chain is
described in [58,59]. Multispectral fusion between MOD02HKM (500 m; bands 3–7) and MOD02QKM
(bands 1 and 2) [60], enable this software to generate images at 250 × 250 m spatial resolution to
derive various snow and ice products. MODImLab snow products have been already validated with
Landsat [59] and SPOT [61] optical imagery showing a strong agreement.
We used the unmixing_wholesnow (UWS, [62]) product, as it has been shown to outperform other
snow and ice products for assessing the evolution of the Snow Covered Area (SCA) using a spectral
unmixing technique developed by [50]. We also considered the cloudiness product in MODImLab
to determine the fraction of the catchment affected by cloud cover. The generation of the UWS and
cloudiness products in MODImLab software was based on the same DEM used for the snowpack
simulations. This ensured a direct match between of observation and simulation pixels. To avoid errors
related to cloud presence in the study area, only days having cloud cover representing <20% of the total
surface area were considered in the analysis. With this threshold, 54% of the available MODIS images
during the study period were discarded. Despite the fact that for particularly short time periods the
limitations of the availability of MODIS images did not enable the evaluation of SCA, the seasonal and
annual evaluation performed in this work are not affected by these potential limitations. For the worst
winter season (in terms of MODIS data availability), at least a 43% of dates are included, thereby having
a temporal distribution that enables an appropriate evaluation.
3.2.2. Thresholds to Assess whether a Pixel is Snow-Covered in MODIS Images and from Model
Output on the 250 m × 250 m Grid
Different thresholds of the unmixing_wholesnow (UWS) MODImLab product were considered in
order to distinguish whether a pixel is snow covered. The UWS values used in the sensibility test were
0.25, 0.35 and 0.45. Similarly, three simulated snow depth threshold values (0.10, 0.15, and 0.20 m [42,52]
were examined to consider a pixel as snow-covered in the simulations as a sensitivity test.
3.3. Glacier Surface Mass Balance
Glaciers located in the Mer de Glace and Argentière sub-catchments have been monitored, in a sufficient
number of measurement locations for our analysis, since 1995 by the French Service National d’Observation
Remote Sens. 2018, 10, 1171 6 of 32
GLACIOCLIM. During this period, field data were obtained twice per year, during the maximum
(end April–May) and minimum (around October) snow accumulation periods. These data enabled
calculation of the surface mass balance (SMB) for summer (annual difference between the maximum
and minimum acquisitions), winter (annual difference between the minimum of the previous year and
the maximum acquisitions), and annually (year to year differences in the minimum acquisitions) at each
individual point of the network (Figure 2). The observation procedure involves the use of glaciological
methods [63] to retrieve the surface mass balance for the various time periods. Stakes (markers over the
glaciers) are set up in both accumulation and ablation areas throughout the glaciers, and reflect the evolution
of the various zones of the glaciers. The spatial distribution of the stakes is shown in Figure 2. For further
information on the methods for SMB data collection, see [12].
Figure 2. Glacier surface mass balance (SMB) measurement locations for ablation and accumulation
areas in the Mer de Glace and Argentière glaciers.
3.4. Glacier Equilibrium-Line Altitude
The glacier equilibrium-line altitude (ELA) is the annual maximum elevation of the snow-ice
transition over glacierized areas. Since 1984 the temporal evolution of the ELA for the five largest
glaciers in the study area has been estimated using various satellite sensors [64,65]. Data on the
inter-annual evolution of the ELA for the Tour, Argentière, and Mer de Glace glaciers (and its main
tributaries, the Leschaux and Talèfre glaciers) was available for the entire study period, based on
images from Landsat 4TM, 5TM, 7 ETM+, SPOT 1–5, and ASTER. The spatial resolution of these images
ranges from 2.5 to 30 m. The method of snow line delineation using multispectral images combining
green, near-infrared, and short-wave infrared bands has been fully described by [66]. The satellite
acquisition date depends on various factors including the availability of satellite images for the study
area and cloud presence, but images obtained during the period of minimum snow accumulation (late
August to early October) were used to obtain the ELA.
4. Methods
4.1. Simulation Setup
We used the Crocus snowpack model to simulate the temporal evolution of snow and ice in the
upper Arve catchment. Crocus is a multilayer model that simulates snowpack evolution based on
the energy and mass exchanges between the various snow layers within the snowpack, and between
the snowpack and its interface with the atmosphere and the soil (i.e., the top and bottom of the snow
column). Crocus snowpack model includes the simulation of snow microstructure and their evolution
based on semi-quantitative notions as sphericity and dendriticity of snow grains, providing high detail
on the evolution of internal snowpack properties. The model was developed [67] as a one-dimensional
multilayer physical scheme, simulating energy and mass transfers (radiative balance, turbulent heat,
ground heat flux . . . ). The simulated snowpack is vertically discretized in a maximum of 50 layers.
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Different rules are designed to develop a realistic of snowpack layering. Crocus is implemented in the
externalized surface model SURFEX [19]. Within SURFEX [68], Crocus is coupled to the multilayer land
surface model ISBA-DIF (Interaction between Soil, Biosphere and Atmosphere; diffusion version; [69].
The meteorological forcing required to drive the temporal evolution of the simulations was
obtained from the SAFRAN meteorological reanalysis [27,70]. This provides the atmospheric
variables needed to run Crocus at hourly time step, including air temperature, specific humidity,
long wave radiation, direct and diffuse short-wave radiation, wind speed, and precipitation phase
and rate. SAFRAN was specifically developed to provide meteorological forcing for mountain areas
at a suitable altitudinal resolution for performing snowpack simulation addressing the impact of
elevation differences on snow conditions for particular terrain classes. SAFRAN and Crocus have
been applied for several decades in French mountain regions, contributing to operational avalanche
warning and snow monitoring activities of Météo-France, in a semi-distributed mode [36,70].
The SAFRAN meteorological reanalysis system provides outputs for punctual simulations,
or semi-distributed outputs. In the first case the analysis is performed directly for the elevations of the points
of interest, and takes into account the direct solar radiation masks associated to the surrounding topography.
In the semi-distributed mode, SAFRAN outputs are provided for 300-m elevation bands. The spatial extent
of this analysis is approximately 1000 km2. This corresponds roughly to the spatial domain from which
in-situ meteorological observations are used to generate the reanalysis product. These regions are referred to
as “massifs” [27,70]. This study uses only the Mont-Blanc massif, which covers the entire study catchment.
4.2. Punctual, Semi-Distributed, and Distributed Approaches
The temporal evolution of snow and ice was simulated using punctual, semi-distributed,
and distributed approaches, based on the same meteorological forcing and using the same Crocus
model version. In order to compare the outcome of the two spatialized simulation strategies,
their results are either produced natively on a 250 m grid, or either distributing the semi-distributed
SAFRAN–Crocus model runs onto the 250 m grid using the corresponding topographical classes.
This spatial resolution was selected because it renders slopes sufficiently well to describe small
valleys with significant shadowing effects. The 250 m grid cell size of the simulations also enables
a direct comparison with optical satellite products at the same spatial resolution. It will also allow for
exploring snow mechanical stability in future avalanche hazard forecasting applications, with slope at
this resolution being steep enough for avalanche.
4.2.1. Punctual Simulation
Punctual snowpack simulations were performed for the five Météo-France meteorological and
snow observing stations within the study area, based on the elevation, slope, and aspect for each
station. Punctual simulations included a topographic mask from a 50-m digital elevation model (DEM)
from the French Geographical Institute (Institut National de l’information Géographique et forestière),
to account for any terrain shadowing effect on simulation of the incoming shortwave radiation. For the
location of each of these five meteorological stations a separate snowpack simulation was obtained.
Each of these simulations was run with the specific characteristics of its location, forcing Crocus model
with the meteorological forecast extracted for the specific position of the station.
4.2.2. Semi-Distributed Simulation
Semi-distributed simulations were carried out based on the following topographic classes:
• altitude: 300-m elevation bands from 900 m.a.s.l. to 4100 m.a.s.l
• aspect: eight aspect classes (north, northeast, east, southeast, south, southwest, west, and northwest)
• slope: flat terrain, 20◦ and 40◦
These topographic classes are the same as those used for snow monitoring and avalanche
forecasting [36]. To consider snow and ice evolution on glacierized and non-glacierized areas,
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two distinct simulations were run for all terrain classes, one initialized using bare ground, and another
involving a given thickness of ice to initialize the simulation on glacierized areas (see Section 4.3).
In a final stage, the snowpack semi-distributed simulations (which have an unstructured grid
design) were assigned or re-projected onto the pixels of 250 × 250 m grid used for the distributed
simulations). The pixels were categorized according to the semi-distributed terrain classes: slopes
from 0◦ to 10◦ were considered flat, those from 10 to 30◦ were assigned to the 20◦ slope class, and those
higher than 30◦ were assigned to the 40◦ class. From this categorization of the DEM, the snowpack
simulation outputs were assigned to each terrain class for all time steps. Therefore, for each time step,
a snow and ice distribution map was generated, which distributed the semi-distributed snowpack
simulation obtained for the various terrain classes.
4.2.3. Distributed Simulation
The distributed snowpack simulations were performed in a DEM having 250× 250 m grid spacing
over the study area. The altitudinal resolution of SAFRAN elevation bands was defined to account
for substantial changes on snowpack conditions to forecast avalanche hazard in a semi-distributed
configuration. This meteorological forcing was spatially distributed over the 250-m grid DEM as
follows: For each pixel of the 250-m grid, the meteorological variables at a given altitude were linearly
interpolated between the closest 300-m elevation bands of the SAFRAN reanalysis, following [43].
The distributed Crocus simulations were performed, accounting for the elevation, aspect, slope
but also soil, and land cover characteristics for each pixel derived from ECOCLIMAP-II/Europe;.
This surface database combines the information of CLC 2000 (Corine Land Cover) and GLC2000 (Global
Land Cover). Moreover, it includes information of the leaf area index from MODIS observations and
the normalized difference vegetation index from SPOT, derived from the 1999 to 2005 time period [71].
ECOCLIMAP-II/Europe is only used in one time step for the initialization of soil. Topographic
shadowing effect of short wave radiation [29] was accounted for in the distributed simulations.
The inclusion of particular pixel features and topographic shadowing are the main differences between
the semi-distributed and distributed simulations. Figure 3 shows a schematic representation of
distributed and semi-distributed approaches.
Figure 3. Schematic representation of the approaches used to account for mountain spatial heterogeneity
when simulating snowpack dynamics.
Remote Sens. 2018, 10, 1171 9 of 32
4.3. Modeling of Glacierized Areas
As Crocus is a multilayer snowpack model that simulates the energy and mass exchanges between the
various snowpack layers, it also enables simulation of the glacier surface mass balance [58,72–74]. However,
the model does not simulate glacier dynamics. The extent of glacierized areas was based on the most recent
data on their surface area, inventoried in 2012 [65]. Although other historic surface inventories of glacierized
areas within the upper Arve catchment were available (1986 and 2003; [55]), the most recent inventory was
used for simplicity throughout the entire simulation period, because the change in the glacierized surface
area between the inventoried dates represents less than a 1% of the total study surface area.
4.4. Treatment of Forested Area
Since snowpack simulations in forested areas were not configured to account for sub-canopy
processes and satellite observations can be significantly biased by the presence of the trees, these areas
were masked out in the SCA analysis.
4.5. Time Span and Initialization of the Simulations
As previously described, simulations were run for the period 1989–2015. Starting from an initial
vertical temperature profile of the ground layers corresponding to the mean annual temperature,
a spin-up simulation for the 1988–1989 snow year (1 August 1988 to 31 July 1989) was repeated
iteratively 10 times, to ensure a realistic ground state when launching simulations. This approach has
been found to allow for a reasonable initialization for the simulations of the full time period studied.
Glacierized areas were reinitialized at the beginning of each snow season (1 August) to a value of
40-m thickness of ice, if the total ice thickness was lower than this value, which ensured that ice would be
present for the entire snow season (from 1 August of one year to 31 July of the next year). In the case where
snow was present on top of ice in a glacierized part on the date of reinitialization, additional ice was added
below the snow surface, so that the state of the surface would not change but the total ice amount would be
adjusted. The six deepest Crocus layers (these that simulate ice evolution) were initialized with a density
value of 917 kg/m3 and a temperature of 273.16 K. The thickness of these layers were set to progressively
transition from a shallow thickness for the upper ice layer (0.01 m) to thicker layers in the deepest part of the
ice (with a 5-fold difference factor between one layer and the one above), resulting in a total ice thickness of
39.06 m. The ice initialization was also performed during the spin-up so that ground layers below the ice
covered areas would also reach a reasonable thermodynamic equilibrium.
4.6. Evaluation Strategy
The availability of direct snow and ice observations for mountain areas is limited. Broadly,
when the time between observations is short, the spatial extent is limited and oppositely, when large
areas are observed, the temporal frequency is low. Consequently, evaluation of the performance of
a model in reproducing the snowpack evolution is difficult because of a lack of information. Although
we did not evaluate a hydrological model; in this study, the “observation scale” defined by [75]
aided the assessment of the representativeness of the available observations. The observation scale
is defined by: (i) the spatial/temporal extent (coverage) of a dataset; (ii) the spacing (space and time
resolution) between samples; and iii) the integration volume (time) of a sample (also known as support).
These three criteria can rarely be optimized simultaneously. Hanzer et al. [54] provided an overview of
the various characteristics and complementary features of various methods, which can be used for
evaluation of snow/glacier/hydrological simulations in mountainous catchments. In this study we
used the following four observation datasets described on Section 3:
• In situ snow depth from Météo-France stations within the simulation domain.
• Snow covered area (SCA) from MODIS images at 250 m resolution, using a dedicated method to
address the influence of complex topography on satellite images.
• Seasonal and annual glacier surface mass balance (SMB) for in-situ stakes measurements.
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• Glacier equilibrium-line altitude (ELA) from Landsat/SPOT/ASTER.
Based on the radar charts presented by [54], shown in their Figures 4 and 5, the four datasets
used in this study cover almost the full radar chart space (“optimal” validation dataset, which would
be perfect if it would be completely covered), thus providing almost an optimal evaluation of the
simulation performance.
Figure 4. Observed (black squares) and simulated (red lines) snow depth evolution for the 2007–2008 (upper
panel) and 2012–2013 (bottom panel) snow seasons. The elevations of the stations are: Chamonix: 1025 m.a.s.l.;
Le Tour: 1470 m.a.s.l.; La Flegere: 1850 m.a.s.l.; Lognan: 1970 m.a.s.l.; and Aiguilles Rouges: 2365 m.a.s.l.
Figure 5. Spatial distribution of the Snow Water Equivalent (SWE) simulated with distributed (left
panels) and semi-distributed (middle panels) approaches for the 28 February 2003 (upper panels) and
for the 24 April 2003 (lower panels). Right maps show the UWS MODImLab product for same dates.
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The four datasets allowed performing a multi-criteria, multi-spatial and multi-temporal evaluation of
the simulations with all observations available within the study area. However, not all simulations (punctual,
semi-distributed, and distributed) were evaluated using all four observation datasets. The punctual snow
depth simulations only provided a preliminary evaluation of the simulation setup in terms of reproducing
the temporal snowpack evolution, so only punctual snow depth observations were used in the evaluation of
this simulation approach. The three other datasets (SCA, and glacier SMB and ELA) were used in evaluating
the semi-distributed and distributed simulations, as these datasets had the appropriate spatial and temporal
extents needed to assess the performance of these two approaches.
4.6.1. In Situ Snow Depth Evaluation
With this database has been calculated the root mean squared error (RMSE) and the bias of the
punctual simulations for the time periods with data available.
4.6.2. Snow Covered Area Evaluation from MODIS Images:
Statistical Framework for the Comparison between MODIS Images and Model Output
The temporal evolution of the snow covered area (SCA) within the study area predicted by each
simulation approach (semi-distributed and distributed) was compared to SCA observations in terms of
the root mean squared error (RMSE), the mean absolute error (MAE), and R2 calculated on the basis of
daily values spanning the entire simulation period during which MODIS data are available (14 years).
Special care was taken to ensure the statistical significance of the difference in skill between semi-distributed
and distributed simulations since there is a high variability of the skill of a snowpack model from one
season to another [76,77]. As a result, the skill of a simulation configuration can change depending on the
selected years for evaluation. To assess whether the results obtained with distributed and semi-distributed
simulations are significantly different in comparison with the inter-annual variability of the model skill,
the uncertainty of the scores was quantified by a bootstrap approach [78]. A total of 100 samples from
14 complete years were randomly selected among the 2000–2014 time series of observed and simulated
SCA values. Indeed, a stability test (not shown here) showed that results were stable after 100 repetitions.
The sampling was applied on an annual basis instead of individual dates to avoid being affected by the high
temporal autocorrelation of the skill during the same snow season. From the 100 samples, we computed
the standard deviation of each score, considered as a random variable. Thus, the scores samples of the
semi-distributed and distributed simulations could be compared by a t-student test.
In addition, in order to better understand and analyze the statistical results, the temporal evolution
of the SCA for selected snow seasons was also analyzed to assess the difference between observations
and simulations in different time periods within the season. Error metrics obtained on these snow
seasons were compared to average values from the bootstrapped sample.
Evaluation of Spatial Similarity
The spatial similarity between the observed and simulated SCA was evaluated for each simulation
approach based on two similarity metrics: the Jaccard index (J), and the average symmetric surface
distance (ASSD). The spatial similarity must be evaluated using both metrics simultaneously, in order
to avoid mishandling the extreme case where one feature is fully included in the other one, even if
there is a large discrepancy. Based on the UWS and snow depth thresholds previously selected from the
analysis described above, binary maps (snow presence and absence) were generated for all observation
and simulation datasets, by design sharing the same grid, and used to perform these evaluations.
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The Jaccard index is the ratio of the intersection between the observed (O) and the simulated (S)
snow covered area and their union (Equation (1)). The index values range from 0 to 1, with a value of 1
representing a perfect match between the observed and simulated SCA.
J =
|O ∩ S|
|O ∪ S| (1)
The ASSD quantifies the distance between the boundaries of the observed and simulated snow
covered area. The ASSD is based on the modified directed Hausdroff distance between boundaries [79];
see [42,59] for more details). ASSD values are expressed in meters, and the smaller the distance the
better the match between surface boundaries. The Jaccard index and ASSD were calculated for the
2001–2002 to the 2014–2015 snow seasons. To assess the performance of the two simulation approaches
for specific periods, the 2006–2007 and 2007–2008 snow seasons (characterized by lower than average
snow conditions) and the 2011–2012 and 2012–2013 snow seasons (characterized by higher than average
snow conditions) were analyzed for both the accumulation period (January, February, and March; JFM)
and the melt period (May, June, and July; MJJ).
4.6.3. Surface Mass Balance Evaluation from In-Situ Stakes
In this study, we directly used SMB seasonal and annual components at 65 locations encompassing
different glaciers, which were directly compared to model simulations corresponding to these locations.
RMSE, MAE and R2 coefficient values were computed for each sub-basin for the winter, summer
and annual SMB components. These three error metrics were calculated by computing the difference
between the observed and the simulated SMB (difference of the simulated snow water equivalent
between consecutive observation dates) for the simulation pixels in which observation stakes are
located. Similar to the SCA evaluation, the significance of the differences between the distributed and
semi-distributed approaches was assessed using a bootstrap method based on the resampling of the
20 available observation years
Finally the simulated (distributed and semi-distributed) and observed temporal evolutions of
the SMBs were compared for several elevation bands (the average and standard deviation for all
locations within each band were calculated). To address the elevational dependence of the SMB,
the seasonal evolution of the observed and simulated seasonal and annual SMB were compared for
two snow seasons having opposite characteristics (high (2012–2013) and low (2007–2008) levels of
snow accumulation) for the Mer de Glace glacier.
4.6.4. Equilibrium Line Altitude Evaluation from Landsat/SPOT/ASTER
The simulated ELA was calculated for the same dates as the satellite acquisitions. Because of
the difference in the spatial resolution of the simulation (250 m) and satellite observations (≤30 m),
the average elevation and its standard deviations of the ELA were compared.
5. Results
5.1. Punctual Snow Depth
The observed and simulated snow depth evolution for the 2007–2008 and 2012–2013 snow seasons
(lower than and higher than average snow conditions, respectively) for the five stations are shown
in Figure 4. The snow depth evolution shows the ability of the SAFRAN–Crocus model chain to
reproduce the temporal evolution of snow at these observation stations, taking into account their
altitude and terrain shadowing masks, based on a meteorological analysis performed at the scale of
the entire Mont-Blanc massif.
Some snow accumulation events were underestimated or overestimated in the SAFRAN–Crocus
simulations, compared to observations, as illustrated by the discrepancies between the simulated and
observed snow depths, including for the Le Tour (overestimation) and La Flégère (underestimation)
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stations for the 2007–2008 snow season. If these large discrepancies, mainly coming from deviations
on the forecasted snow precipitations amounts are neglected (for instance the observed and simulated
snow depths are forced to match just after accumulation events), then we can conceive that the snow
depth temporal evolution is well reproduced. This can be well visualized for Lognan station or for
La Flegere station on 2007/2008. Table 1 shows the RMSE and bias errors between observations and
simulations at the five stations. There is a high level of variability between the errors for the various
stations. It is noteworthy that the number of observations available and the time periods (which could
have marked differences on total seasonal snow accumulation) affected the significance of the RMSE
and bias for the various stations (Table 1). The RMSE values ranged from 20.8 to 66.6 cm and the
bias ranged from −19.1 to 49.4 cm. These values are small relative to the total snowpack thickness
(snow depth observations were commonly >200 cm, and in some cases exceeded 300 cm). However,
for the Aiguilles Rouges station the RMSE and bias estimates were higher than for the other stations.
This may be because this station is exposed to major wind-induced snow transport episodes that
were not accounted for in the simulation. In addition to these events, this station is also affected by
errors related to the meteorological forcing, such as the large underestimation for the first snowfall
in 2007–2008.
Table 1. Error statistics (bias and Root Mean Squared Error (RMSE)) between simulated and in situ
snow depth observations for the five meteorological stations in the study area for periods for which
observations were available. The locations of the stations are shown in Figure 1.
Observatory RMSE (cm) Bias[cm] Period Num. Obs.
Chamonix 23.3 12.1 1983–2015 6704
Le Tour 29.6 13.0 1985–2015 6323
Nivose Aiguilles Rouges 66.6 49.4 1983–2015 5902
La Flegere 45.0 −19.1 2003–2015 1231
Lognan 20.8 1.9 1994–2015 5964
5.2. Snow Cover Area Distribution
Table 2 shows the SCA simulation results estimated tested against 0.1, 0.15 and 0.2 m snow
depth thresholds compared with the various UWS thresholds tested, for the 2008–2009 and 2009–2010
snow seasons (average snow accumulations) and for the semi-distributed and distributed approaches.
It shows that the evaluation metrics are only slightly sensitive to the choice of these thresholds and
that for every threshold and metrics the ranking of the two approaches remains the same. In light of
the results of the sensitivity tests, we selected a 0.15 m snow depth threshold for the simulations and
0.35 SCA threshold for MODImLab UWS product for classifying a pixel as snow-covered or not.
Table 2. Unmixing_wholesnow (UWS) threshold selection for various snow thicknesses selected
as thresholds for the 2008–2009 and 2009–2010 snow seasons for distributed and semi-distributed
simulations. Bold values indicate the selected snow depth and snow cover area (SCA) thresholds.
Threshold
Distributed Approach Semi-Distributed Approach
R2 RMSE MAE R2 RMSE MAE
SCA [0, 1] SD (m)
0.25
0.10 0.803 13.84 9.85 0.790 15.48 10.36
0.15 0.807 13.75 9.54 0.793 15.04 9.79
0.20 0.806 13.79 9.60 0.789 16.41 12.05
0.35
0.10 0.821 12.64 8.36 0.809 14.31 9.79
0.15 0.828 12.51 8.24 0.815 13.59 9.60
0.20 0.815 12.86 8.54 0.811 14.90 10.49
0.45
0.10 0.812 13.47 9.33 0.798 15.29 10.47
0.15 0.813 13.69 9.58 0.805 14.31 9.81
0.20 0.813 13.38 9.24 0.80 16.29 11.17
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Figure 5 depicts the spatial distribution of the snow water equivalent (SWE) simulated (with both
approaches) for two dates: in the accumulation period (28 February 2003) and in the early melting period
(24 April 2003). Figure 5 also shows for both dates the UWS product from MODImLab. The overall SWE
spatial patterns and values are similar in both approaches. However, the semi-distributed simulation fails on
reproducing the accumulation on certain areas (for instance in low areas of Mer de Glace glacier see location
in Figure 1). Some of the discrepancies between the observed SCA and the simulated SWE are related with
deviations in the simulations but others also originated on deficiencies of remote sensing observations on
complex alpine terrain (highly rugged topography, vegetation and mixes pixels)”.
5.2.1. Snow Covered Area Dynamics
The results of simulation of the SCA in the study area for 5 of the 14 snow seasons allowing
a comparison with MODIS data are shown in Figure 6 (left panel). This figure shows that both
approaches were able to reproduce the SCA evolution based on MODIS images. In view of dispersion
graphs (Figure 6 right panel) the bias for low SCA values is more pronounced for semi-distributed
simulations than for distributed simulations. These discrepancies are mainly due to the differences
between observations and simulations on the late melting period.
Figure 6. (Left) Temporal evolution of the SCA (2005–2010) based on semi-distributed and distributed
simulations and MODIS sensor observations. The vertical bars associated with the MODIS observations
show the uncertainty associated with cloud presence for days having≤20% snow cover. (Right) Scatter
plot between observed (X axis) and simulated (Y axis) SCA obtained with semi-distributed and
distributed approaches for the whole time period with observations.
Figure 7 (left panel) shows the SCA evolution for four snow seasons, two having lower than
average snow conditions (2006–2007 and 2007–2008 seasons) and two having higher than average snow
conditions (2011–2012 and 2012–2013 seasons). In winter the simulation slightly overestimated the
SCA compared with observations, but during summer and autumn the simulations underestimated
the SCA. However, the distributed simulations reproduced the observed SCA more closely. For all
four seasons, the semi-distributed simulations generated larger underestimates of the SCA during
summer and early autumn than the distributed approach (Figure 7 right).
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Figure 7. (Left) Observed and simulated SCA evolution for a period of low level snowpack
accumulation (2006–2008; upper panel) and a period of high level snowpack accumulation (2011–2013
lower panel). The vertical bars for the MODIS observations show the uncertainty associated with
cloud presence for days having ≤20% snow cover. Red and blue shading for the distributed and
semi-distributed SCA simulations show the uncertainty associated with various snow depth thresholds
for determining whether a pixel was snow covered. The lower limit of the shading represents the SCA
evolution for a 0.1 m threshold, the upper limit of the shading represents a 0.2 m snow depth threshold,
and the middle line represents a 0.15 m snow depth threshold. (Right) Scatter plot between observed
(X axis) and simulated (Y axis) SCA obtained with semi-distributed and distributed approaches for
same time period of the left graphs (respectively 2006–2008 and 2011–2013).
Using the terrain aspect classification for semi-distributed simulations, it is possible to evaluate
the impact of terrain shadowing effects. From the eight orientation classes we identified two main
groups: those having a northern aspect (N, NW, NE) and those having a southern aspect (S, SE, SW).
Figure 8 shows the observed and simulated SCA evolution for higher than average and lower than
average snow accumulation seasons in relation to these two terrain classes. The variability in the
SCA was well captured for the two aspects by both the semi-distributed and distributed simulations.
Overall, the simulation underestimated the SCA during late spring and summer in northern aspects.
For southern aspects, the simulation of the SCA evolution was poorer during winter.
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Figure 8. Evolution of the SCA in relation to north and south aspect for the 2006–2008 (upper panel;
low level of snowpack accumulation) and 2011–2013 (lower panel; high level of snowpack
accumulation) snow seasons. Vertical bars for the MODIS observations show the uncertainty associated
with cloud presence for days having ≤20% snow cover. Red and blue shading for the distributed and
semi-distributed SCA simulations show the uncertainty associated with various snow depth thresholds
for determining whether a pixel was snow covered. The lower limit of the shading represents the SCA
evolution for a 0.1 m threshold, the upper limit of the shading represents a 0.2 m snow depth threshold,
and the middle line represents a 0.15 m snow depth threshold.
Error estimates for the SCA simulated for the whole study area, and for north and south aspects
(Tables 3–5), were lower for the distributed simulations than for semi-distributed ones. For instance the
average RMSE error for the SCA decreases from 15.2% for the semi-distributed approach to 12.6% for the
distributed simulations considering the whole study period. When accumulation period (January, February
and March) RMSE is computed, a value of 6.34% is obtained for semi-distributed simulations and 6.28% for
distributed ones. In contrast when these values are obtained for the melting period (May, June and July)
it is obtained a 21.08% RMSE for the semi-distributed approach and a 15.61% RMSE for the distributed
approach. RMSE and MAE standard deviations obtained from the bootstrapping (Table 3) were lower than
the difference between the scores obtained for distributed and semi-distributed approaches. The p-values
for these two error metrics were lower than 0.01 and thus the null hypothesis was rejected with a 99%
confidence interval, demonstrating that the skills of distributed and semi-distributed simulations are not
statistically equivalent. Conversely the R2 standard deviation of the SCA is high compared to the difference
between the scores of the two approaches. As a result, the high p-value indicated (in this case above 0.05) that
the null hypothesis should be accepted and that these scores are not statistically different between the two
approaches. R2, MAE and RMSE average values for snow conditions higher than average (2006–2007 and
2007–2008 snow seasons, Table 4) and lower than average (2011–2012 and 2012–2013 snow seasons, Table 5)
also show the better capacity of distributed simulations to reproduce SCA evolution. The t-student test
demonstrated that RMSE and MAE results for the approaches are statistically different, and that for all
aspects and time periods, the distributed simulations exhibits lower error statistics. We can conclude that
the distributed approach significantly better reproduce the SCA evolution.
The differences in the error metrics (RMSE and MAE) between distributed and semi-distributed
simulations are significant for both, north and south aspects but higher for north aspect. However,
it must be highlighted that for the whole catchment and for any aspect, the null hypothesis can be
accepted based on the R2 value between distributed and semi-distributed approaches. This means that
the added value of the distributed approach is not visible on this criterion.
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Table 3. R2, mean absolute error (MAE) and RMSE average and standard deviations values from
the 100 sample bootstrapping for the observed and simulated SCA (based on the distributed and
semi-distributed approaches) for the entire time period with SCA observation (2001–2015). Results for
the entire study area and for North and South Expositions are presented. Error metrics in bold note
p-values of the T-student test lower than 0.01 (99% confidence interval for rejecting null hypothesis).
Exposition Approach R2 MAE RMSE
Whole catchment
Semi-distributed 0.819 ± 0.022 10.40± 0.39 15.2± 0.71
Distributed 0.821 ± 0.021 8.34± 0.30 12.6± 0.77
North aspect Semi-distributed 0.721 ± 0.036 10.09± 0.52 15.98± 0.88
Distributed 0.726 ± 0.035 7.57± 0.38 12.73± 0.97
South aspect Semi-distributed 0.858 ± 0.018 10.17± 0.31 14.78± 0.64
Distributed 0.857 ± 0.016 9.83± 0.39 13.19± 0.70
Table 4. RMSE, MAE and R2 values for the observed and simulated SCA (based on the distributed and
semi-distributed approaches) for 2006–2008 time periods for the whole catchment, Northern aspect (N,
NE, NW) and Southern aspect (S, SE, SW).
Period Approach R2 MAE RMSE
Whole catchment
Semi-distributed 0.744 10.756 16.903
Distributed 0.756 8.74 14.82
Northern aspect Semi-distributed 0.58 11.26 18.36
Distributed 0.59 8.61 15.62
Southern aspect Semi-distributed 0.80 10.17 16.48
Distributed 0.815 10.34 16.21
Table 5. RMSE, MAE and R2 values for the observed and simulated SCA (based on the distributed and
semi-distributed approaches) for 2011–2013 time period for the whole catchment, Northern aspect (N,
NE, NW) and Southern aspect (S, SE, SW).
Period Approach R2 MAE RMSE
Whole catchment
Semi-distributed 0.881 11.56 15.58
Distributed 0.895 7.99 11.10
Northern aspect Semi-distributed 0.82 11.30 16.38
Distributed 0.84 7.79 11.69
Southern aspect Semi-distributed 0.902 10.98 15.09
Distributed 0.905 8.25 11.81
5.2.2. Evaluation of the Spatial Similarity
The temporal spatial similarity between the observed and simulated SCA is exemplified in the
temporal evolution of the Jaccard index and ASSD. Table 6 shows the average values for J and ASSD for
the entire study period and for the 2006–2007 and 2007–2008 snow seasons (lower than average snow
conditions) and the 2011–2012 and 2012–2013 snow seasons (higher than average snow conditions).
Table 6. Average values of the Jaccard index and average symmetric surface distance (ASSD) values
for each simulation approach for various time periods.
Period Approach Jaccard ASSD
Entire period (2001–2015) Semi-distributed 0.817 0.912
Distributed 0.832 0.975
2006–2007 to 2007–2008
Semi-distributed 0.783 0.920
Distributed 0.801 0.952
2011–2012 to 2012–2013
Semi-distributed 0.826 0.897
Distributed 0.836 0.952
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The higher scores found during seasons having high levels of snow accumulation were expected
because of the larger areas covered by snow. Figure 9 shows the temporal evolution of the Jaccard
index and ASSD for high and low level snow accumulation seasons. The difference between the
distributed and semi-distributed simulations was almost undetectable for most dates and only during
the last part of the melting season (August–September), distributed simulations were found to be
perform slightly better (higher J index and lower ASSD). This shows that except for some particular
time periods, differences in the spatial similarity with the observed SCA with the two simulation
approaches are minor.
Figure 9. Jaccard index and ASSD values for low level (2006–2007 and 2007–2008) and high level
(2011–2012 and 2012–2013) snow accumulation seasons.
Table 7 shows the average Jaccard and ASSD index values obtained for the JFM and MJJ periods
for the four snow seasons analyzed in detail (high and low level snow accumulation seasons).
Again, a minor improvement on capturing the spatial patterns in heterogeneous mountain terrain
was obtained with distributed snowpack simulations. Not surprisingly, the values in Table 7 also
show higher scores for the two simulations approaches during winter and early spring, when the SCA
was higher.
Table 7. Average values of the Jaccard index and ASSD for each simulation approach for the maximum
(January, February, March (JFM)) and minimum (May, June, July (MJJ)) snow accumulation periods.
Period Approach
Jaccard Index ASSD
JFM MJJ JFM MJJ
2006–2007
Semi-distributed 0.9535 0.802 0.687 1.152
Distributed 0.9557 0.823 0.704 1.104
2007–2008
Semi-distributed 0.950 0.793 0.717 1.062
Distributed 0.951 0.809 0.724 1.043
2011–2012
Semi-distributed 0.968 0.756 0.711 0.983
Distributed 0.967 0.754 0.734 0.994
2012–2013
Semi-distributed 0.980 0.790 0.199 1.271
Distributed 0.990 0.799 0.198 1.250
5.3. Glacier Surface Mass Balance
Figures 10 and 11 show the simulated and observed temporal evolution of the surface mass balance
for the 300-m elevation bands. They show good agreement between observations and simulations with
respect to year-to-year SMB variability. During winter the snow accumulation at high elevations was
underestimated. For elevations above 2700 m.a.s.l. observations indicate higher positive glacier SMB than
the simulations, and the difference between the observed and simulated SMB increased at higher elevations.
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During summer, when solid precipitation has no or marginal influence in low elevation areas and little
influence at higher elevations, the observed and simulated SMB values were similar for elevations above
2100 m.a.s.l. for the Mer de Glace glacier, and above 2400 m.a.s.l. for the Argentière glacier. Nevertheless,
in high elevation areas the summer SMB deviation was also underestimated on the simulations.
The combination of the simulated winter SMB and summer SMB produced an annual SMB showing
underestimated snow accumulation at high elevations (>3000 m.a.s.l.) and understimated melting at
low elevations (2400 m.a.s.l. for the Argentière glacier, and <2100 m.a.s.l. for the Mer de Glace glacier).
Thus, the glacier annual SMB included summer and winter variations, which in some cases negated each
other. The contrasting performance of the simulations in reproducing the SMB between high and low
elevations is clearly illustrated in Figure 12. This shows the altitudinal dependence of the SMB for two snow
seasons, one having a lower than average level of snow accumulation and the other a higher than average
level. The simulated summer, winter and annual SMB values for the two approaches underestimated the
observed values at both low (higher negative loss of water equivalents observed) and high (lower positive
loss of water equivalents observed) elevation areas. Nevertheless, the SMB simulations at intermediate
elevations correctly reproduced the observed values, and the temporal evolution of the SMB for the 20 years
(Figures 10 and 11) was well reproduced by the simulations overall. These results are consistent with the
findings of [74] in another glacier of the French Alps using comparable modeling tools.
Figure 10. Temporal evolution of the observed and simulated (semi-distributed and distributed) SMB
for the Argentière glacier for the four 300-m elevation bands for the period 1994–2013. The points show
the average observation and simulation values for the same measurement locations, and the vertical
bars show the standard deviations for those values.
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Figure 11. Temporal evolution of the observed and simulated (semi-distributed and distributed) SMB
for the Mer de Glace glacier for the seven 300-m elevations bands for the period 1994–2013. The points
show the average observation and simulation values for the same measurement locations, and the
vertical bars show the standard deviations for those values.
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Figure 12. Altitudinal dependence of the observed and simulated (semi-distributed and distributed)
SMB for two snow seasons (2007–2008: low level snow accumulation; and 2012–2013: high level snow
accumulation) at the Mer de Glace glacier.
The performance of simulations in reproducing glacier SMB must take account of the areal extent
at differing elevations. Elevations > 3000 m.a.s.l. represent 37% and 52% of the surface areas of the
Argentière and Mer de Glace glaciers, respectively. The Argentière glacier has <10% of its surface area below
2400 m.a.s.l., and the Mer de Glace glacier has <7% below 2100 m.a.s.l. These relative extents of glacierized
surface area show that for large areas of the glaciers, the SMB was accurately reproduced by the simulations.
However, for large parts of the glacierized areas, there were marked differences between the observations
and simulations; although the year-to-year evolution was accurately reproduced, this demonstrates the
need to improve simulation methods.
In general, the distributed simulation values for the SMB were slightly closer to the observed SMB
values than were those from the semi-distributed simulations (in average the RMSE is reduced from
1.475 m of Water Equivalent (WE) for semi-distributed to 1.375 m W.E. for distributed simulations).
Table 8 shows RMSE, MAE and R2 means and standard deviations obtained from the 100-member
bootstrap sample (a stability test, not shown, showed that stable results were attained with this sample
size). For most of the error metrics, the standard deviations are lower than score differences and the
p-values are low enough to reject the null hypothesis. This shows that results obtained with the two
simulation approaches are statistically different. In winter, the SMB simulations show similar results.
For both glaciers, lower RMSE and MAE are obtained for distributed simulations and better R2 for
semi-distributed simulations. In contrast, during summer all scores show better results when the
distributed approach is used. The annual SMB also exhibit better results for distributed simulations.
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Table 8. R2, MAE and RMSE average and standard deviations values from the 100 sample bootstrapping
for the observed and simulated SMB for Mer de Glace (Mdg) and Argentière (Arg) glaciers (based on
the distributed and semi-distributed approaches. Error metrics in bold note p-values of the T-student
test lower than 0.01 (99% confidence interval for rejecting null hypothesis).
Glacier Period Approach RMSE MAE R2
Arg
WSMB
Semi-distributed 0.56± 0.027 0.43± 0.022 0.54± 0.065
Distributed 0.51± 0.028 0.42± 0.023 0.50± 0.073
SSMB
Semi-distributed 0.96± 0.057 0.78± 0.045 0.75± 0.031
Distributed 0.77± 0.049* 0.62± 0.047 0.84± 0.019
ASMB
Semi-distributed 1.21± 0.059 0.99± 0.055 0.72 ± 0.021
Distributed 1.18± 0.062 0.909± 0.054 0.71 ± 0.055
Mdg
WSMB
Semi-distributed 0.73± 0.031 0.57 ± 0.024 0.64± 0.041
Distributed 0.76± 0.026 0.58 ± 0.027 0.59± 0.045
SSMB
Semi-distributed 1.47± 0.093 1.18± 0.083 0.746± 0.049
Distributed 1.19± 0.069 0.86± 0.057 0.86± 0.014
ASMB
Semi-distributed 1.74± 0.095 1.36± 0.075 0.76± 0.041
Distributed 1.57± 0.088 1.16± 0.069 0.838± 0.020
5.4. Glacier Equilibrium Line Altitude
The temporal evolution of the ELA for the five largest glaciers in the study area is shown in
Figure 13. Despite differences in the spatial resolutions of simulations and observations of ELA,
simulations were able to capture changes in ELA during the 26 years of the study. For most of the
years and glaciers simulated, ELA values derived from the distributed approach were closer to those
observed. However, for certain years, better results were obtained with semi-distributed simulations.
Figure 13. Observed and simulated evolution of the equilibrium-line altitude (ELA) for the five glaciers
during the study period, based on the same dates as those for the satellite image acquisition.
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Table 9 shows the average absolute differences between observations and simulations and
the linear adjustments for the five glaciers. These results show a systematic positive bias on the
simulated ELA which is consistent with the underestimation of the summer SMB revealed by the
results introduced previously.
Table 9. Average differences, standard deviations, slope of the linear adjustment, and R2 values for the
observed and simulated ELA five glaciers of the study area.
Glacier Approach Avg Dif (m) Std. Dev (Differences) (m) Slope R2
Mer de Glace
Semi-distributed 155.11 69.62 0.715 0.420
Distributed 88.57 48.90 0.869 0.627
Leschaux
Semi-distributed 158.34 101.84 0.188 0.102
Distributed 110.73 109.67 0.560 0.586
Talèfre
Semi-distributed 105.14 59.25 0.4936 0.2336
Distributed 80.12 41.87 0.766 0.476
Le Tour
Semi-distributed 105.14 59.25 0.339 0.528
Distributed 84.33 68.71 0.625 0.715
Argentière Semi-distributed 63.89 42.87 0.270 0.103
Distributed 54.52 31.85 0.578 0.381
6. Discussion
6.1. Overview of SAFRAN–Crocus Performance
The observation dataset used in this study enabled a multi-criteria spatio-temporal evaluation of
the performance of snowpack simulations at the scale of a large alpine catchment, featuring a complex
topography and significant glacier coverage (32%). These analyses were accomplished using the
operational, semi-distributed version of SAFRAN–Crocus. This may constitute the most exhaustive
evaluation of this model chain over a large mountain area for a long time period. The analysis of the
results of semi-distributed and distributed simulations provided, in addition, a holistic evaluation of
the snow and ice dynamics in the study area. Overall, the SAFRAN–Crocus simulations have shown
a good capability for reproducing the temporal evolution and spatial variability of snow and ice during
the study period.
The simulations were evaluated using snow depth data from five Météo-France stations.
Their ability to reproduce a bulk variable such as snow depth suggests that the main simulation
processes were satisfactory, especially those related to the various components of the energy and
mass balance. These findings are consistent with previous evaluations of the SAFRAN–Crocus
system [36,70]. Crocus simulates the energy and mass exchanges with soil and atmosphere and also
within the snowpack layers in 1D, but it does not intrinsically simulate small scale topographic effects
on snow depth distribution in 2D and beyond, such as preferential deposition, wind-induced snow drift
and snow avalanches [29]. The goal of the present study was to assess specifically the added-value of
accounting for topography-driven radiative effects (topographical shadowing), which the distributed
approach allows, in contrast to the semi-distributed approach. Further studies will explore in more
detail how more sophisticated model approaches could further improve the performance of distributed
simulations, which is deliberately beyond the scope of the present study [31,80,81].
Distributed information on the snowpack evolution from the MODIS sensor enabled evaluation
of the simulation results on a suitable temporal scale. Although many MODIS images were discarded
because of cloud cover, they demonstrated the capacity of SAFRAN–Crocus to simulate the spatial
distribution of the SCA over time for large areas having high spatial heterogeneity. The 14-year time
period spanned is longer than in all the previous similar evaluations of this model choice, and at
a higher spatial resolution [42]. The evaluation of the spatial similarity between simulations and
observations (Jaccard index and ASSD) showed that the SCA spatial pattern was well reproduced.
The simulated SCA for winter was in close agreement with observations, as most of the study
area was covered by snow. In contrast, during summer the performance of simulations declined,
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as evidenced by the increase in ASSD and the decrease in the Jaccard index. As small scale topographic
effects, that control snow accumulation on preferential accumulation areas, were not included in the
simulations, deviations from observations could have increased for certain periods, particularly the
late melt period. These processes, which are mainly driven by small topographic features, can be
long-lasting during the late melt period [29,82]. This was particularity evident in comparisons of the
scores for the 2006–2007 and 2007–2008 periods (lower than average snow conditions) with those for the
2011–2012 and 2012–2013 periods (higher than average snow conditions) (Table 3). The differences in
response may have originated from the higher weight of glacier melt processes in years with shallower
than average snow depth. For these years, the good capability of the model on reproducing snow
melting is lumped because the snow distribution is not appropriately simulated.
The availability of observations of the glacier SMB over a long time period provided an opportunity
to evaluate the performance of the simulations in capturing the snow and ice temporal evolution over
a wide range of elevations over glacierized areas. Contrasting simulation performances were found in the
various elevation bands, and changed with the time period involved (summer, winter, or annual scales).
The performances in simulating the SMB for the Argentière and Mer de Glace glaciers differed at high
and low elevations. Although the observed SMB was always higher than the simulated one for elevations
exceeding 2700 m, the opposite was observed for areas having elevations below 2100–2400 m. As the
temporal variability of solid precipitation generally explains the temporal variability of the winter SMB [12],
it is important to consider differences between simulated and observed solid precipitation, and how these
could affect underestimation of the SMB in simulations. Studies in the same study area and nearby
glaciers suggest that at high elevations the SAFRAN reanalysis may underestimate solid precipitation at
ratios ranging from 1:1.2 at 2000 m.a.s.l. and 1:2.0 at 3200 m.a.s.l., with an average of 1:1.5 at the glacier
scale [12,56,72,74]. This mainly results from the lack of precipitation observations at high elevations available
for assimilation into the SAFRAN reanalysis; consequently divergences increase with elevation. Despite this
shortcoming, the simulations captured the inter-annual fluctuation of the winter SMB for all elevation bands.
During summer, SMB is mainly driven by temperature variations in the two glaciers [12], thus simulations
results are closer to observations, particularly at higher elevations. In summer, most precipitation is liquid,
and so has a lower impact on the energy balance of the glaciers [83]; this may explain the improvement in
summer simulations for most elevations.
For the entire study period the SAFRAN–Crocus simulations effectively reproduced the observed
inter-annual evolution of the study area glacier ELA. However, some differences were evidenced,
particularly on steeper glaciers, because the high spatial heterogeneity was not well captured by the
simulations. For mid-latitude mountain glaciers, the annual evolution of the ELA can be considered
to be a good proxy for the glacier surface mass balance [66]. Thus, observations of the glacier SMB,
together with the ELA, provide for a complete evaluation of glacier temporal evolution.
6.2. Distributed vs. Semi-Distributed Approaches
In this study we performed distributed and semi-distributed snowpack simulations using the
same, originally semi-distributed, meteorological forcing (SAFRAN), the same snowpack model
(Crocus), and the same evaluation setup. Thus, the two approaches were affected by the same
methodological limitations, and differences in performance can directly be traced to differences in
the approaches themselves. The simulation results were consistent with the observed SCA evolution
using the two approaches. However, better results were obtained from the distributed simulations
during late summer. Similarly, an improvement on simulation results was obtained with distributed
simulations. This is probably due to the fact that the energy balance is more accurately simulated
in the distributed approach, as it accounts for terrain shadowing effects on incoming solar radiation.
Therefore, for aspects and/or time periods for which the differences on simulation of the incoming
solar radiation have a critical weight, differences on snowpack simulation between the two approaches
are more pronounced.
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Based on the glacier SMB scores and their temporal evolution, it was found that the ranking of the
simulation approach could be different depending on the season. The winter SMB evaluation showed
similar results for the two methods. In contrast, the distributed approach was better at simulating the
summer SMB. The distributed approach exhibited better skill at the annual scale.
The distributed simulation of the ELA generally showed closest agreement with observations,
but not for every year. This may be related to the coarse pixel size, which did not enable to capture
the effects of the high spatial heterogeneity of the terrain. The annual ELA covers a small area of the
glaciers (it represents the snow line limit between snow-free and snow-covered areas), and thus the
effect of spatial heterogeneity is likely to be significant.
Overall, the distributed simulations were slightly better at reproducing observational data during
the whole study period. For SCA and SMB, the improvements described above are significant according
to the bootstrap results analysis. However, it should be noticed that the bootstrap method applied
here only compares the difference of skill between two simulations with the inter-annual variability of
the scores. In addition it has been shown how, that for particular dates and/or specific time periods,
semi-distributed simulations do not appropriately reproduce snowpack distribution, since are not
able to take into account the influence of terrain shadowing. This is particularly evident during
melting period. This way, the SCA spatial distribution and the SMB seasonal and inter-annual
evolution obtained with distributed simulations is closer to reality at the end of the snow season
than semi-distributed simulations, from which we can expect a superior performance of distributed
simulations on reproducing SWE. Despite no observation database was available to evaluate the SWE
distribution over the whole study area, the (potential) better capacity of distributed simulations is
very-likely to be non-negligible regarding hydrological issues such as streamflow evolution.
Nevertheless, the differences involved by the spatial discretization (distributed vs semi-distributed)
can still be lower than other sources of uncertainties common to the two approaches. For example,
the two simulations are performed with the same snowpack model and share the same errors in the
physical parameterizations of various processes (liquid water percolation, compaction, metamorphism,
turbulent surface fluxes, etc.) and the same missing physical processes (e.g., snow redistribution by the
wind). Furthermore, the two simulations are forced with the same meteorological reanalysis and share
the same meteorological errors. Ensemble simulations based on multiphysics modelling systems [77] and
on ensemble meteorological forcings [84], applied to the two approaches, could be performed (with much
higher numerical costs) to investigate the significance of the impact of these approaches compared to these
uncertainties. Although this is beyond the scope of this work, the significance of the improvements obtained
with the distributed discretization should be considered depending on the magnitude of simulations errors
resulting from meteorological and snowpack model errors [33,76,85].
Furthermore, depending on the purpose of the simulations and the accuracy required, other factors
must be considered. The total CPU time for simulating one complete snow season with the distributed
approach is 20 h for a domain of about 10,000 grid cells. Therefore, running several years, several
experiments, or larger domains generally require parallel computing resources to improve the real
execution time compared to the CPU time. When sufficient resources are available, the superior results
of distributed simulations encourage this choice. In the contrary, semi-distributed simulations have
lower computing resource requirements, on the order of a factor 100 for this study (about 0.2 CPU
hours). A good example of an application in which the computational requirements have a determinant
weight are ensemble simulations for projections in several climate scenarios (e.g., [86]), which can be
expensive to run and analyze in a distributed configuration, without a substantial added value.
6.3. Limitations of the Satellite Evaluation Datasets
Data on the spatial extent of SCA derived from MODIS images enabled distributed evaluation
of the simulations. However, its usefulness in analysis of the performance of spatial simulations is
limited, as it does not provide information on other snowpack variables, and imposes restrictions
on the spatial resolution. Satellite observations also involve uncertainty, depending on the routines
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applied for generating the final product and the thresholds used to decide whether a pixel area as
covered by snow. After a sensibility test we adopted a 0.35 UWS threshold for considering a pixel
as snow covered in satellite imagery [50,61]. We also performed an analysis to select the simulated
snow depth threshold for considering a pixel to be snow covered. The 0.15 m threshold selected is
consistent with values reported in previous studies [42,52]. Despite mountain areas having a high
spatial heterogeneity which also affects snowpack distribution, these thresholds enabled a binary
representation of snow presence/absence which finally ensured a consistent SCA evaluation of both
simulation approaches.
Such binary classification is a well-established snowpack variable to evaluate its temporal
evolution over extended areas [52]. However further investigations analysing in detail fractional
snow cover [87,88], compared to simulated snowpack, which at the moment produce constant snow
for each pixel; would allow the evaluation of higher spatial resolution snowpack simulations. This is
not possible with the binary classification performed in this work.
In addition to the above issues, satellite products can have errors for specific dates. For a small
number of days during the study period the SCA obtained from MODIS images did not describe the
real extent of snow cover. For these days the SCA did not match the temporal SCA evolution observed
on previous and later dates. Furthermore, days having the maximum cloud cover allowed in our
analysis could have ±20% SCA variability. This induces uncertainty in the observation for certain
dates which can be greater than this of the pixel classification as snow covered in the simulations (note
the ±0.05 m snow depths threshold tested). In addition, pixels classified as snow covered in which
bare soil may have a non-negligible extension (pixels close to the 0.35 UWS threshold) could introduce
discrepancies between observations and simulations, mainly during summer.
Some issues were also evident in evaluation of the ELA. For the smallest glaciers, a reduced
number of pixels having the 250-m pixel resolution were considered. As the ELA observations were
based on Landsat, SPOT and ASTER satellite images (2.5–30 m resolution) the spatial variability
of the simulation made it difficult to identify the glacier margins. The combination of problems in
delimitating glacierized areas over smaller ice bodies, and the smooth topography characterizing the
simulations compared with real terrain, could cause simulation errors for smaller glaciers.
6.4. Future Perspectives on Distributed Snowpack Simulations
Simulating the snowpack evolution in mountain areas is challenging and will remain so for the
decades to come. Although advances in meteorological/snowpack models and simulation approaches
are improving the prediction of observational data, inaccuracies remain. Many studies have highlighted
the potential to improve snowpack modeling by assimilating observational data [46,89]. Satellite data
enables the distribution of the snowpack over large areas to be determined, and the assimilation of such
data into snowpack models has been shown to significantly improve the simulation results in theory [44].
In distributed snowpack simulations, almost direct satellite data can be assimilated, in contrast to the
semi-distributed approach which needs aggregation methods to enable satellite data assimilation, thereby
losing part of the information in this process. Additionally, meteorological forcing models featuring higher
spatial resolution are improving simulations of the spatial pattern of meteorological variables in mountain
areas [43,90,91]. This will improve snowpack simulations [42,92]; even though it is challenging to combine
high resolution numerical weather prediction models with precipitation measurements assimilation in
analysis systems. Interest in distributed snowpack simulations will be enhanced when reliable high spatial
resolution meteorological forcing data are available, as only this simulation approach can take full advantage
of such data.
Further research is needed on parameterizing small scale snowpack processes for incorporation
in modeling, including wind driven snow transport [93,94], avalanche snow redistribution [47],
and topographic control on snow distribution [29]. Inclusion of these processes, together with the
incorporation of reliable meteorological forcing and satellite data, assimilation will improve the
accuracy of snowpack simulations over extensive mountain areas.
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7. Conclusions
This study provided a detailed assessment of the ability of the SAFRAN–Crocus system to
simulate the snow and ice dynamics in complex alpine terrain using distributed and semi-distributed
simulation approaches. The study was undertaken in the upper Arve catchment in the western French
Alps, with simulations run for the 1989–1990 to the 2014–2015 snow seasons.
The simulations were evaluated based on observations of snow depth derived from five
meteorological stations within the study area. This was only performed using punctual snowpack
simulations, in order to provide an assessment of model performance over glacier-free terrain. Despite
some discrepancies between observations and simulations, the model reliably reproduced the snow
depth time series, especially during melt periods.
In regard to the spatial scale of snowpack simulations over extended areas, the semi-distributed and
distributed simulations were compared using the same observation datasets, including: (i) the temporal
evolution of the snow-covered area based on data from the MODIS sensor, specifically processed to address
the impact of complex topography on satellite observation; (ii) measurements of surface mass balance
of glaciers within the upper Arve catchment; and (iii) observational data on the annual evolution of the
equilibrium-line altitude for the various glaciers considered based on high resolution satellite imagery.
Detailed treatment of the effects of complex terrain on the satellite signal such as the one implemented
in MODImLab enables an accurate evaluation of the snowpack simulations. Such satellite products are
especially useful for assessing in detail the impact of including complex terrain induced shading in the
snowpack simulations.
The two simulation methods reproduced quite accurately, and with similar skill, the evolution
of the SCA during accumulation events, which was expected because they relied on the same
meteorological forcing data. From the winter to early spring period, when the study area is almost
completely covered by snow, there was little difference between the two approaches. However, for the
melting period the distributed simulations better reproduced the observations.
The simulations for low elevations and elevations > 2700 m.a.s.l. underestimated (negative
underestimation in low elevations and positive in high) the observed glacier SMB. Nevertheless,
the results of the two simulations were in close agreement with observations at mid-elevation areas,
and adequately reproduced the observed annual glacier SMB at all elevations. Overall, the distributed
simulations yielded slightly better results.
Based on comparison with ELA data obtained from various satellites at the end of summer,
the SAFRAN–Crocus accurately reproduced the inter-annual variability of the snowpack over
glacierized areas. However, differences between observations and simulations were shown,
particularly for the smallest glacierized areas, where the spatial resolution of the simulations did
not enable the high spatial variability of the topography to be included.
Overall, the results of this study demonstrated that distributed simulations reproduce slightly better
(but statistically significantly) snowpack dynamics in the alpine terrain of our study area during the
whole study period. Distributed simulations take into account the specific topographic characteristics
of each pixel (local values of aspect, slope and elevation) and more importantly the effects of terrain
shadowing by surrounding areas. Accounting for these two effects over long time periods led to statistically
significant better results for the distributed approach. However, the lower computational requirements
of semi-distributed simulations together with the flexibility on the design and application scale of the
simulation; makes this approach suitable to simulate snowpack evolution for applications that do not require
the highest simulation performance and in which the interpretation of results allows higher uncertainties.
The intrinsic added value of distributed simulations in our case is limited over the semi-distributed approach
when regarding global values but it is better able to reproduce snowpack distribution over complex
terrain, leading to improved results on simulating snow spatial distribution. Moreover the methodological
framework introduced here paves the way for future assessments of the performance of more sophisticated
method, using spatially distributed meteorological forcing and/or relying on satellite data assimilation to
improve model predictions during the course of the snow season.
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Résumé
Les risques naturels en montagne font l’objet de mesures de prévention, souvent
liées à des démarches de prévision. Dans certaines situations, la prévision de la sur-
venue d’évènements liés à ces risques, voire la simple connaissance des processus
physiques qui leur est associé, constitue un enjeu scientifique important compte-
tenu de la grande complexité et de la forte hétérogénéité de ce milieu.
La connaissance des mécanismes de formation des crues rapides sur les petits bas-
sins versants englacés, ainsi que la perspective de leur prévision, est un exemple de
ces risques difficilement maitrisables. La diversité des facteurs influençant les dé-
bits des rivières, leur complexité individuelle ainsi que celle de la manière dont ils
interagissent, la forte variabilité spatio-temporelle des conditions météorologiques
de la montagne ainsi que les modifications ayant lieu sur le long terme en raison
du changement climatique font que ce phénomène nécessite une étude approfondie
mobilisant des compétences pluri-disciplinaires, allant de la mesure de terrain au
développement de modèles numériques prenant en compte les divers phénomènes
liés à ce risque.
Cette thèse s’inscrit dans le cadre d’un projet mis en oeuvre en partenariat avec les
collectivités locales oevrant dans la vallée de Chamonix, voué à apporter un appui
scientifique à la maitrise de ce risque. Au sein de ce projet, cette thèse porte sur le
développement et le déploiement d’un modèle hydrologique prenant en compte la
neige et les glaciers. Ce modèle se veut avoir deux objectifs : 1) servir d’outil de re-
cherche permettant par exemple d’exploiter les mesures de terrain réalisées, en les
confrontant aux résultats produits par ce modèle, et plus généralement de servir
d’outil d’étude et de compréhension du fonctionnement de ce bassin, et 2) servir
d’outil d’aide à la prévision des crues, en étant en mesure de fournir une prévision
des débits de l’Arve à Chamonix à partir des données de prévision météorologique.
L’exploitation des possibilités toujours grandissantes de la modélisation à bases phy-
siques fait également partie des objectifs de cette thèse. En particulier, l’utilisation
d’un modèle de neige à bilan d’énergie permettant notamment une représentation
détaillée de l’interaction neige-glace a été mise en oeuvre, associée à l’exploitation
des nombreuses mesures de terrain pour une évaluation en profondeur des résultats
du modèle. Enfin, un déploiement expérimental de ce modèle en prévision a eu lieu
à la fin de cette thèse.
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