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Abstract A class of periodic boundary value problems for higher order fractional differential equations with
impulse effects is considered. We first convert the problem to an equivalent integral equation. Then, using a
fixed-point theorem in Banach space, we establish existence results of solutions for this kind of boundary value
problem for impulsive singular higher order fractional differential equations. Two examples are presented to
illustrate the efficiency of the results obtained.
Mathematics Subject Classification 34K37 · 34K45 · 34B37 · 34B15 · 34B10 · 92D25 · 34A37 · 34K15
1 Introduction
Fractional differential equation is a generalization of ordinary differential equation to arbitrary non-integer
orders. Fractional differential equations, therefore, find numerous applications in different branches of physics,
chemistry, and biological sciences, such as visco-elasticity, feed back amplifiers, electrical circuits, electro
analytical chemistry, fractional multipoles, and neuron modelling. The reader may refer to the books and
monographs [1,2,7,9] for fractional calculus and developments on fractional differential and fractional integro-
differential equations with applications.
On the other hand, the theory of impulsive differential equations describes processes which experience a
sudden change of their state at certain moments. Processes with such characteristics arise naturally and often,
for example, in phenomena studied in physics, chemical technology, population dynamics, biotechnology, and
economics. For an introduction of the basic theory of impulsive differential equations, we refer the reader to
[3,4].
Some authors have addressed the solvability of boundary value problems for impulsive fractional differ-
ential equations, see [8,10–12,15–17], but the existence of solutions of boundary value problems for higher
order impulsive fractional differential equations has not been well studied. The reason is that it is difficult to
transform a boundary value problem for higher order impulsive fractional differential equations to integral
equations.
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In [18], the authors studied the existence of positive solutions of the following non-linear impulsive frac-




c Dq0+u(t) = f (t, u(t)), t ∈ J ′ = J\{t1, t2, . . . , tm}, J = [0, 1],
u(tk) = Ik(u(tk)), u′(tk) = Jk(u(tk)), k = 1, 2, . . . , m,
au(0) − bu(1) = au′(0) − bu′(1) = 0,
(1.1)
where a and b are real constants with a > b > 0, c Dq0+ is the Caputo fractional derivative of order q ∈ (1, 2),
f : J × R → R is jointly continuous, Ik, Jk ∈ C([0,∞), [0,∞)), the impulsive points are 0 = t0 <
t1 < t2 < · · · < tm < tm+1 = 1, u(tk) = limh→0+ u(tk + h) − limh→0+ u(tk − h), and u′(tk) =
limh→0+ u′(tk + h)− limh→0+ u′(tk − h). The methods used in [18] are based upon the non-linear alternative
of the Schauder andGuo-Krasnosel’skii fixed-point theoremon cones.We note that BVP (1.1) is a non-resonant
problem under the assumption a > b > 0.
In [14], the existence of solutions of a high-order impulsive boundary value problem for quasi-linear
fractional differential equations was studied. Theorem 1 in [14] is as follows:
Result 1. Suppose that n ≥ 2 is an integer, q ∈ (n − 1, n], ξi ∈ (0, 1), y0, y1 ∈ R, bi ≥ 0 with ∑pi=1 bi < 1,




c Dq0+ y(t) + z(t) = 0, t ∈ J ′ = J\{t1, t2, . . . , tp}, J = [0, 1],
y(tk) = Ik(y(tk)),u(n−1)(tk) = Jk(y(tk)), k = 1, . . . , p,
y(i)(tk) = 0, i = 1, . . . , n − 2, k = 1, . . . , p,










− ∫ t0 (t−s)
q−1
(q) z(s)ds + c1 + cn−1(n−1)! tn−1, t ∈ J0 = [0, t1],














(n−1)! J1(y(t1)) + I1(y(t1)) + c1 + cn−1(n−1)! [tn−11 + (t − t1)n−1], t ∈ J1 = (t1, t2],


































j=i (t j+1−t j )n−1






i=1(ti − ti−1)n−1 + (t − tk)n−1
]
, t ∈ Jk = (tk, tk+1], k = 2, 3, . . . , p,
(1.3)
where














(ti − s)6q − n








(ξ j − s)q−n
(q − n + 1) z(s)ds −
p∑
i=1
Ji (y(ti )) + y1
1 − d .
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c Dq0+ y(t) + z(t) = 0, t ∈ J ′ = J\{t1, t2, . . . , tp}, J = [0, 1],
y(tk) = Ik,u′(tk) = Jk, k = 1, . . . , p,
y(0) = y0, y′(1) = y1,
(1.4)
where q ∈ (1, 2), 0 = t0 < t1 < · · · < tp < tp+1 = 1, y0, y1 ∈ R, Ik, Jk ∈ R(k = 1, 2, . . . , p). By Lemma












z(s)ds, t ∈ (ti , ti+1], i = 0, 1, . . . , p.
By y(0) = y0, we get c0 = y0. By y(tk) = Ik , we get ck = Ik(k = 1, 2, . . . , p). By u′(tk) = Jk ,




(q−1) z(s)ds = y1. Then,




























z(s)ds, t ∈ (ti , ti+1], i = 0, 1, . . . , p. (1.6)
It is easy to see that (1.5) is different from (1.3). By direct computation, we know that (1.5) satisfies (1.4).
Therefore, Result 1 is wrong. The reason of this mistake comes from the transformation from (1.2) to (1.3).
Hence, it is interesting to find a newmethod for converting a BVP for impulsive fractional differential equations
to an integral equation.
Motivated by [14], in this paper, we discuss the following periodic boundary value problems for non-linear




c Dα0+u(t) = f (t, u(t), c Dβ0+u(t)), t ∈ (ts, ts+1], s ∈ Nm0 ,
u( j)(0) = u( j)(1), j ∈ Nn−10 ,
u( j)(ts) = I j (ts, u(ts), c Dβ0+u(ts)), j ∈ Nn−10 , s ∈ Nm1 ,
(1.7)
where
(a) β ∈ (0, α − n + 1), n − 1 < α < n, n is a positive integer, c D∗0+ is the Caputo fractional derivative of
orders ∗ with starting point 0,
(b) 0 = t0 < t1 < · · · < ts < · · · < tm < tm+1 = 1 with m being a positive integer, Nba = {a, a + 1, a +
2, . . . , b} for non-negative integers a < b, and
(c) f : (0, 1) × R2 → R, I j : {ts : s ∈ Nm1 } × R2 → R, f are Carathéodory functions, I j ( j ∈ Nm1 ) are
discrete Carathéodory functions.
A function x : (0, 1] → R is said to be a solution of (1.7) if





c Dβ0+ x(t) exist for all s ∈ Nm0 ,
c Dα0+ x is measurable on each (ti , ti+1], i ∈ Nm0
and x satisfies all equations in (1.7).
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The first purpose of this paper is to present a new method for converting BVPs for impulsive fractional
differential equation to integral equations, see Lemma 2.11 in Sect. 2. The second purpose is to construct a
weighted Banach space and to apply the Leray–Schauder non-linear alternative to establish some existence
results of at least one solution of (1.7). Our results are new and naturally complement the literature on impulsive
fractional differential equations.
The paper is outlined as follows. Section 2 contains some preliminary results. Main results are presented
in Sect. 3. Finally, in Sect. 4, we give an example to illustrate the efficiency of the results obtained.
2 Preliminaries
For the convenience of the readers, we shall state the necessary definitions from fractional calculus theory.
For φ ∈ L1(0,∞), denote ‖φ‖1 =
∫ ∞





xα−1e−xdx, B(p, q) =
∫ 1
0
x p−1(1 − x)q−1dx .
Definition 2.1 [9] The Riemann–Liouville fractional integral of order α > 0 of a function g : (0,∞) → R is
given by






provided that the right-hand side exists.
Definition 2.2 [9] The Caputo fractional derivative of order α > 0 of a continuous function g : (0,∞) → R
is given by





where n − 1 ≤ α < n, provided that the right-hand side exists.
Definition 2.3 Let p > −1, q ∈ (−1, 0]. We say K : (0, 1) × R4 → R is a Carathéodory function if it
satisfies the followings:
(i) t → K (t, x, y) is integral on (ts, ts+1] for every (x, y) ∈ R2, s ∈ Nm0 ,
(ii) (x, y) → K (t, x, y) is continuous on R2 for all t ∈ (ts, ts+1] (s ∈ Nm0 ); and
(iii) for each r > 0 there exists a constant Ar, f ≥ 0, such that
|K (t, x, y)| ≤ Ar,K t p(1 − t)q
holds for t ∈ (ts, ts+1], s ∈ Nm0 , |x |, |y| ≤ r.
Definition 2.4 G : {ts : s ∈ Nm1 } × R2 → R is called a discrete Carathéodory function if
(i) (x, y) → G (ts, x, y) is continuous on R2 for each s ∈ Nm1 ,
(ii) for each r > 0 there exists Ar,G,s ≥ 0, such that
|G (ts, x, y)| ≤ Ar,G,s
holds for |x |, |y| ≤ r, s ∈ Nm1 .
Definition 2.5 [6] Let E and Z be Banach spaces. L : D(L) ⊂ E → Z is called a Fredholm operator of
index zero if ImL is closed in E and dim KerL = co dim ImL < +∞.
It is easy to see that there exist the projectors P : E → E , and Q : Z → Z , such that
Im P = Ker L , Ker Q = Im L , X = Ker L ⊕ Ker P, Y = Im L ⊕ Im Q
if L is a Fredholm operator of index zero.
If L : D(L) ⊂ E → Z is called a Fredholm operator of index zero, the inverse of
L|D(L)∩Ker P : D(L) ∩ Ker P → Im L
is denoted by K p.
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Definition 2.6 [6] Suppose that L : D(L) ⊂ E → Z is a Fredholm operator of index zero. For non-empty
open bounded subset  of E satisfying D(L)∩ = ∅, the continuous map N :  → Z is called L-compact
if QN () is bounded and K p(I − Q)N () is bounded and relatively compact.
To obtain the main results, we need the Leray–Schauder non-linear alternative.
Lemma 2.7 [6] Let L be a Fredholm operator of index zero and N be L compact on each open non-empty set
 centered at zero. Assume that the following conditions are satisfied:
(i) Lx = λN x for every (x, λ) ∈ [D(L)\KerL) ∩ ∂] × (0, 1);
(ii) N x /∈ ImL for every x ∈ KerL ∩ ∂; and
(iii) deg(∧−1QN ∣∣KerL , ∩KerL , 0) = 0, where ∧−1 : Y/ImL → KerL is the inverse of the isomorphism∧ : KerL → Y/ImL.
Then, the equation Lx = N x has at least one solution in D(L) ∩ .
Lemma 2.8 (Lemma 2.22 in [2]) Let n be a positive integer. Suppose that α ∈ (n − 1, n), h ∈ L1(0, t1)⋂












h(s)ds, t ∈ (0, t1].
Lemma 2.9 Suppose that h is integral on each subinterval of (0, 1). Then, x satisfying
x ( j)|(ts ,ts+1] ∈ C0(ts, ts+1], s ∈ N0, j ∈ Nn−10 ,
lim
t→t+s
x ( j)(t) exists for all s ∈ N0, j ∈ Nn−10
(2.1)
is a solution of
c Dα0+ x(t) = h(t), a.e., t ∈ (ti , ti+1](i ∈ Nm0 ) (2.2)













h(s)ds, t ∈ (ti , ti+1], i ∈ Nm0 . (2.3)
Proof By Lemma 2.7, we know that x satisfying (2.1) is a solution of (2.2) if and only if x satisfies (2.3) on
(t0, t1]. To complete the proof, we consider two steps:
Step 1 We prove that x satisfies (2.1) and (2.2) if x satisfies (2.3).
From (2.3), we obviously know that (2.1) holds. We need to prove that (2.2) holds on all (ti , ti+1](i ∈ Nm0 ).
In fact, for t ∈ (t0, t1], by Lemma 2.7, we know Dα0+ x(t) = h(t). For t ∈ (ti , ti+1], we have






































































































































































= h(t), t ∈ (ti , ti+1], i ∈ N1.
It follows that x satisfies (2.2).
Step 2 We prove that x satisfies (2.3) if x satisfies (2.1) and (2.2). By Lemma 2.7, from (2.1) and (2.2), we
know that (2.3) holds for i = 0. We suppose that (2.3) holds for 0, 1, 2, . . . , i . We will prove that (2.3) holds
for i + 1. Then, by mathematical induction method, we see that (2.3) holds for all i ∈ Nm0 .
In fact, we suppose that












h(s)ds, t ∈ (ti+1, ti+2]. (2.4)
Then, for t ∈ (ti+1, ti+2], we have









(t − s)n−α−1x (n)(s)ds +
∫ t
ti+1


















































(n − α) .
Similarly to Step 1, we can get that
h(t) = c Dα0+ x(t) = h(t) + c Dαt+i+1(t).
Therefore, c Dα
t+i+1
(t) = 0 on (ti+1, ti+2]. Then, there exist constants cvi+1 ∈ R(v ∈ Nn−10 ), such that
(t) = ∑nv=0 cvi+1 (t−ti+1)
v
(v+1) on (ti+1, ti+2]. Substituting  into (2.4), we get that (2.3) holds for i + 1. By
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the mathematical induction method, we know that (2.3) holds for all i ∈ Nm0 . Therefore, x satisfies (2.3) if x
satisfies (2.1) and (2.2). The proof is complete. unionsq
Remark 2.10 Lemma 2.12 in [10] claimed that if h ∈ PC[0, 1], R) and α ∈ (n − 1, n), then y ∈ An[0, 1]






















h(s)ds, t ∈ [0, 1].
It is easy to see that Lemma 2.11 in this paper is similar to Lemma 2.12 in [10]. However, our proof is different






x : (0, 1] → R :









For x ∈ X , define the norms by









Lemma 2.11 X is a Banach space.
Proof The proof is standard and omitted. unionsq
Lemma 2.12 Let M be a subset of X. Then, M is relatively compact if and only if the following conditions
are satisfied:
(i) both {t → x(t) : x ∈ M} and {t → Dβ0+ x(t) : x ∈ M} are uniformly bounded,
(ii) both {t → x(t) : x ∈ M} and {t → Dβ0+ x(t) : x ∈ M} are equicontinuous in any interval (ts, ts+1](s ∈
N0).
Proof The proof is standard and omitted.
For x ∈ X , denote fx (t) = f (t, x(t), c Dβ0+ x(t)) and I j x (ts) = I j (ts, x(ts), c Dβ0+ x(ts)). Choose Z =
L1(0, 1) × Rnm with the norm ||(x, ai j : i ∈ Nn−10 , j ∈ Nm1 )|| = max{||x ||1, |ai j | : i ∈ Nn−10 , j ∈ Nm1 }.
Choose E = X and D(L1) = {x ∈ X : c Dα0+ x ∈ L1(0, 1), x (i)(0) = x (i)(1), i ∈ Nn−10 }. Define the linear








x(ts) : s ∈ Nm1
x ′(ts) : s ∈ Nm1· · ·













I0x (ts) : s ∈ Nm1
I1x (ts) : s ∈ Nm1· · ·
































Then, |M| = |mi, j |(n−1)×(n−1) = 1. One has for i, j ∈ Nn−11 that
|mi, j |(n−1)×(n−1) =
n−1∑
i=1
mi,n− j Mi,n− j , j ∈ Nn−11 ,
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where Mi,n− j is the algebraic cofactor of mi,n− j .
It is easy to show that
|Mi,n− j | ≤ (n − 2)! = (n − 1), i ∈ Nn−11 , j ∈ Nn−11 .
unionsq
Lemma 2.13 Suppose that (a)–(c) hold. Then
(i) L1 is a Fredholm operator of index zero.
(ii) N1 :  → Z is called L1-compact for bounded set   X.
(iii) x is a solution of BVP(1,6) if and only if L1x = N1x.
Proof First, we prove that L : D(L) ⊂ E → Z is a Fredholm operator of index zero.
We see that
KerL1 = {c00 ∈ R}. (2.6)







x(ts) : s ∈ Nm1
x ′(ts) : s ∈ Nm1· · ·













0 : s ∈ Nm1
0 : s ∈ Nm1· · ·













(v+1) (t − tw)v, t ∈ (ti , ti+1], i ∈ Nm0 . Then,
















(α − n + 1)u(s)ds = 0
}
. (2.7)







x(ts) : s ∈ Nm1
x ′(ts) : s ∈ Nm1· · ·













a1s : s ∈ Nm1
a2s : s ∈ Nm1· · ·




















u(s)ds, t ∈ (ts, ts+1], s ∈ Nm0 . (2.8)
By Definition 2, we have for j ∈ Nn−10 that










(t − s)α− j−1
(α − j) u(s)ds, t ∈ (ts, ts+1], s ∈ N
m
0 , j ∈ Nn−10 .
(2.9)








(α − n + 1)u(s)ds = 0
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It follows for i ∈ Nn−11 that










(1 − tw)σ−(n−1− j)
(σ − (n − 1 − j) + 1)aσw +
∫ 1
0
(1 − s)α−(n−1− j)−1




We have by (2.8) that






























u(s)ds, t ∈ (ts, ts+1], s ∈ Nm0 . (2.11)
It follows dim KerL1 = 1, and ImL1 is closed in Z . Furthermore, define projectors P : X → KerL1 and
Q : Z → ImL1 by
Px(t) = x(0), x ∈ X,












, 0 : i ∈ Nn−10 , j ∈ Nm1
)
.
It is easy to see that P : X → KerL1 and Q : Z → ImL1 are well defined and
Im P = Ker L1, Ker Q = Im L1, X = Ker L1 ⊕ Ker P, Z = Im L1 ⊕ Im Q.
Therefore, dim KerL1 = co dim ImL1 = 1 < +∞. Then, L1 : D(L) ⊂ X → Z is a Fredholm operator of
index zero.
The inverse of
L1|D(L1)∩Ker P : D(L1) ∩ Ker P → Im L1
is denoted by K P : ImL1 → D(L1) ∩ Ker P with
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u(s)ds, t ∈ (ts, ts+1], s ∈ Nm0 .
Second, for each non-empty open bounded subset  of E satisfying D(L1) ∩  = ∅, we prove that










I0x (ts) : s ∈ Nm1
I1x (ts) : s ∈ Nm1· · ·












(α−n+1) fx (s)ds +
∑m





, 0 : i ∈ Nn−10 , j ∈ Nm1
⎞
⎠ ,
and by direct computation, we have









I0x (ts) : s ∈ Nm1
I1x (ts) : s ∈ Nm1· · ·













(α−n+1) fx (s)ds +
∑m




















(1 − tw)σ−(n−1− j)
(σ − (n − 1 − j) + 1) Iσ x (tw)+
∫ 1
0
(1 − s)α−(n−1− j)−1



















(α − (n − 1 − j) + 1)
tv
(v + 1)























fx (s)ds, t ∈ (ts , ts+1], s ∈ Nm0 .
ByLemma2.12,we can prove that QN () is bounded and K p(I −Q)N () is bounded and relatively compact.
Hence, N1 :  → Z is called L1-compact for bounded set   X .
Third, it is easy to see that x is a solution of BVP(1,6) if and only if L1x = N1x . The proof is complete. unionsq
3 Main results
In this section, we are ready to present the main theorems. We need the following assumptions:
A function
∏ : [0,∞) × [0,∞) → [0,∞) is called a bi-non-increasing function if both x → ∏(x, y)
and y → ∏(x, y) are non-increasing. We need the following assumptions:
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j : [0,∞) × [0,∞) → [0,∞), such
that
| f (t, x, y)| ≤ ∏ f (|x |, |y|)t p(1 − t)q , t ∈ (ts, ts+1], s ∈ Nm0 ,
∣
∣I j (ts, x, y)
∣
∣ ≤ ∏I (|x |, |y|), s ∈ Nm1 , j ∈ Nn−10 .




(α − n + 1) f
(





In−1(tw, x(tw), c Dβ0+ x(ts)) = 0.






















holds for all |c| > M0.




















(1 − tw)σ−(n−1− j)












(1 − tw)σ−(n−1− j)

















B(α + q − (n − 1 − j), p + 1)
(α − (n − 1 − j)) + 2








(v − β + 1)
B(α + q − (n − 1 − j), p + 1)
(α − (n − 1 − j)) +
B(α + q − β, p + 1)
(α − β) .
Proof Let X , Z , L1, and N1 be defined in Sect. 2. By (a)–(c) and (H1)–(H3), from Lemma 2.7, L1 be a
Fredholm operator of index zero and N1 be L compact on each closed non-empty set  centered at zero. We
seek fixed point of the operator equation Lx = N1x . To apply Lemma 2.7, we should define an open bounded
subset  of X centered at zero, such that (i), (ii), and (iii) in Lemma 2.7 hold. To obtain , we do three steps.
The proof of this theorem is divided into four steps.
Step 1 Let 1 = {x ∈ X ∩ D(L1)\KerL1, L1x = λN1x for some λ ∈ (0, 1)}. We prove that 1 is bounded.
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c Dα0+ x(t) = λ f (t, x(t), c Dβ0+ x(t)), t ∈ (ts, ts+1], s ∈ Nm0 ,
x ( j)(0) = x ( j)(1), j ∈ Nn−10 ,





(α − n + 1) f (s, x(s),
c Dβ0+ x(s))ds +
m∑
w=1
In−1(tw, x(tw), c Dβ0+ x(tw))) = 0. (3.2)



























(||x ||, ||x ||), s ∈ Nm1 , j ∈ Nn−10 .
It follows from (H2) that there exists t ∈ (ts, ts+1] (for some s ∈ Nm0 ), such that |x(t)| ≤ M . By similar method
used in (2.11), we have










(1 − tw)σ−(n−1− j)











(1 − s)α−(n−1− j)−1















fx (s)ds, t ∈ (ts, ts+1], s ∈ Nm0 . (3.3)
Then










(1 − tw)σ−(n−1− j)











(1 − s)α−(n−1− j)−1


























(1 − tw)σ−(n−1− j)
(σ − (n − 1 − j) + 1)
∏
I










(1 − s)α−(n−1− j)−1
(α − (n − 1 − j))
∏
f
(||x ||, ||x ||)s p(1 − s)qds 1
(v + 1)
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I (||x ||, ||x ||)



















(1 − tw)σ−(n−1− j)
(σ − (n − 1 − j) + 1)
∏
I








B(α + q − (n − 1 − j), p + 1)
(α − (n − 1 − j))
∏
f












(||x ||, ||x ||).
From (3.3), we have similarly that










(1 − tw)σ−(n−1− j)











(1 − s)α−(n−1− j)−1



























(1 − tw)σ−(n−1− j)
(σ − (n − 1 − j) + 1)
∏
I








B(α + q − (n − 1 − j), p + 1)
(α − (n − 1 − j))
∏
f












(||x ||, ||x ||).
It follows from (3.3) and Definition 2.2 that










(1 − tw)σ−(n−1− j)
(σ − (n − 1 − j) + 1) Iσ x (tw)
tv−β









(1 − s)α−(n−1− j)−1
(α − (n − 1 − j)) fx (s)ds
tv−β
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So










(1 − tw)σ−(n−1− j)
(σ − (n − 1 − j) + 1) |Iσ x (tw)|
1









(1 − s)α−(n−1− j)−1
(α − (n − 1 − j)) | fx (s)|ds
1























(1 − tw)σ−(n−1− j)
(σ − (n − 1 − j) + 1)
∏
I









(1 − s)α−(n−1− j)−1
(α − (n − 1 − j))
∏
f
(||x ||, ||x ||)s p(1 − s)qds 1







I (||x ||, ||x ||)



















(1 − tw)σ−(n−1− j)
(σ − (n − 1 − j) + 1)
∏
I







(v − β + 1)
B(α + q − (n − 1 − j), p + 1)
(α − (n − 1 − j))
∏
f





(v − β + 1)
∏
I




(||x ||, ||x ||).
Hence
























(1 − tw)σ−(n−1− j)
(σ − (n − 1 − j) + 1)
∏
I








B(α + q − (n − 1 − j), p + 1)
(α − (n − 1 − j))
∏
f
























(1 − tw)σ−(n−1− j)
(σ − (n − 1 − j) + 1)
∏
I
(||x ||, ||x ||)
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(v − β + 1)
B(α + q − (n − 1 − j), p + 1)
(α − (n − 1 − j))
∏
f





(v − β + 1)
∏
I


















(1 − tw)σ−(n−1− j)












(1 − tw)σ−(n−1− j)























B(α + q − (n − 1 − j), p + 1)
(α − (n − 1 − j)) + 2








(v − β + 1)
B(α + q − (n − 1 − j), p + 1)
(α − (n − 1 − j)) +






(||x ||, ||x ||)
It follows that
||x || ≤ M + M1 ∏I (||x ||, ||x ||) + M2
∏







> 1, we get from (3.4) that there exists a constant M4 > 0 independent
of λ, such that ||x || ≤ M4. It follows that 1 is bounded.
Step 2 Let 2 = {c ∈ KerL1 : N1(c) ∈ ImL1}. We prove that 2 is bounded.







f (t, c, 0)
I0(ts, c, 0) : s ∈ Nm1
I1(ts, c, 0) : s ∈ Nm1· · ·











(α−n+1) f (s, c, 0) ds +
∑m
w=1 In−1(ts, c, 0) = 0. From (H3), we get that |c| ≤ M0. This shows that
2 is bounded.
Step 3 If the first inequality in (H3) holds, we prove that 3 = {c ∈ Ker L1 : λ ∧ (c) + (1 − λ)QN1(c) =
0, λ ∈ [0, 1]} is bounded, where ∧ : KerL → Z/ImL1 is the isomorphism given by ∧(c) = (c, 0 : i ∈
N
n−1
0 , j ∈ Nm1 ).
For c ∈ Ker L1, one sees that
−λ ∧ (c) = −λ(c, 0 : i ∈ Nn−10 , j ∈ Nm1 )






(α−n+1) f (s, c, 0)ds +
∑m
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Then













If λ = 1, then c = 0. If λ ∈ [0, 1), and |c| > M0, we get













a contradiction. Then, |c| ≤ M0. Then, 3 is bounded.
If the second inequality in (H3) holds for all |c| > M0, let
3 = {c ∈ Ker L1 : λ ∧ (c) − (1 − λ)QN1(c) = 0, λ ∈ [0, 1]},
We can prove that 3 is bounded too.
Step 4 We shall show that all conditions of Lemma 2.7 are satisfied.
Set  be a open bounded subset of X centered at zero, such that  ⊃ ⋃3i=1 i . By Lemma 2.13, L1 is a
Fredholm operator of index zero and N1 is L1 compact on . By the definition of , we have
(a) L1(x) = λN (x) for x ∈ (D(L1)\KerL1) ∩ ∂ and λ ∈ (0, 1);
(b) N1(x) /∈ ImL1 for x ∈ KerL1 ∩ ∂.
(c) deg(QN1|KerL1,  ∩ KerL1, 0) = 0. In fact, let H(x, λ) = ±λ ∧ (x) + (1 − λ)QN1(x).
According to the definition of , we know H(x, λ) = 0 for x ∈ ∂ ∩ KerL1, thus by homotopy property of
degree,
deg(QN1|KerL1,  ∩ KerL1, 0) = deg(H(·, 0), ∩ KerL1, 0)
= deg(H(·, 1), ∩ KerL1, 0) = deg(∧,  ∩ KerL1, 0) = 0.
Thus, by Lemma 2.7, L1x = N1x has at least one solution in D(L1) ∩ . Then, x is a solution of BVP (1.7).
The proof is complete. unionsq




c Dγ0+u(t) = g(t, u(t), c Dδ0+u(t)), t ∈ (ts, ts+1], s ∈ Nm0 ,
u(2i+1)(0) = −u(2i+1)(1) = 0, i ∈ Nn−10 ,
u( j)(ts) = J j (ts, u(ts), c Dβ0+u(ts)), j ∈ Nn−10 , s ∈ Nm1 ,
where 2n − 1 ≤ γ < 2n, and δ ∈ (0, 2n − γ ), g is a Carathéodory function, and J j ( j ∈ N2n−10 ) are discrete
Carathéodory functions. This problem may be called Neumann-type boundary value problem for higher order
fractional differential equations.
4 Examples
To illustrate the usefulness of our main result, we present two examples that Theorem 3.1 can readily apply.
The first one is a generalization of periodic boundary value problem for impulsive eighth order differential
equation. The studies on boundary value problems for eighth order differential equations have been made in
[5,13]. The second one corrects a mistake occurred in a known published paper.
123
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5 (1 − t)− 15
[







, t ∈ (ts, ts+1], s ∈ N10,
u(i)(0) = u(i)(1), i ∈ N70, u( j)(1/2) = B j0u(1/2),
(4.1)
where c0, b0, a0, C0, B j 0( j ∈ Nn−11 ), and A0 are non-negative constants with b0 + B7 0 > 0, B0 0 > −1.
Corresponding to system (1.7) we have
(a) α = 385 , β = 15 , p = − 15 , q = − 15 ,
(b) 0 = t0 < t1 = 12 < t2 = 1 with m = 1 and n = 8, and
(c) f and I j are as follows:
f (t, x, y) = t− 15 (1 − t)− 15 [c0 + b0x + a0 arctan y] , I j (ts, x, y) = B j 0x, j ∈ N70.
Choose
∏
f (x, y) = c0+b0x +a0 arctan y and
∏










j : [0,∞) × [0,∞) → [0,∞), such that
| f (t, x, y)| ≤ ∏ f (|x |, |y|)t p(1 − t)q ,
∣
∣I j (ts, x, y)
∣
∣ ≤ ∏I (|x |, |y|).




(α − n + 1) f
(










(α − n + 1) t
− 15 (1 − t)− 15
(






















(α − n + 1) t







dt + B7 0x(1/2).
Since B00 > −1, we have x(1/2+) = (1 + B00)x(1/2−). Therefore, either x(t) ≥ 0 for all t ∈ (0, 1] or





(α − n + 1) f
(





In−1(tw, x(tw), c Dβ0+ x(ts)) = 0.














(α − n + 1) s






b0 + B7 0
)
c2 + B(2/5, 4/5)
(3/5)
c0c > 0 holds for all |c| > M0(since b0 + B7 0 > 0).
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B(2/5 + j, 4/5)



















M+M1[c0+b0r+a0 arctan r ]+M2 max{|B j0|: j∈N70}r
= 1
M1b0+M2 max{|B j0|: j∈N70}
> 1.
Example 4.1 is completed.




c Dq0+ y(t) + z(t) = 0, t ∈ J ′ = J {t1, t2, . . . , tp}, J = [0, 1],
y(tk) = Ik, y′′(tk) = Jk, k = 1, . . . , p,
y′(tk) = 0, k = 1, . . . , p,
y′(0) = 0, y(0) = y0, y′(1) = y1.
(4.2)
Corresponding to (1.2), we find g(y) = 0, bi = 0, i ∈ Np1 . According to Result 1 presented in Sect. 1 [14],










z(s)ds + y0 + c2
2

















(q − 1) z(s)ds

















































(ti − ti−1)2 + (t − tk)2
]














(q − 2) z(s)ds −
p∑
i=1
Ji (y(ti )) + y1.
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According to Lemma 2.11, c Dq0+ y(t) + z(t) = 0, t ∈ (ti , ti+1], i ∈ Np0 implies that there exist constants









































z(s)ds, t ∈ (ti , ti+1], i ∈ Np0 .







(q − 2) z(s)ds = y1.
Using y(tk) = Ik , y′′(tk) = Jk , and y′(tk) = 0 for k = 1, . . . , p, we get ck = Ik, dk = 0, and








(q − 2) z(s)ds + y1.
Hence, the unique solution of (4.2) is given by
y(t) = y0 +
i∑
j=1























z(s)ds. t ∈ (ti , ti+1], i ∈ Np0 . (4.4)
One sees that (4.4) is not equivalent to (4.3).
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