In this note, we present a prior uniform gradient estimates on solutions to the 3-dimensional Navier-Stokes equations. It is shown that the gradient of the velocity field is locally uniformly bounded in L^-norm provided that either the scaled local L 2 -norm of the vorticity or the scaled local total energy is small. In particular, our results imply that the smooth solutions to 3-dimensional NavierStokes equations cannot develop finite time singularity and suitable weak solutions are in fact regular if either the scaled local L 2 -norm of the vorticity or the scaled local energy is small.
Introduction.
The study of the incompressible Navier-Stokes equations in three space dimensions has a long history. In the pioneering works [Le] , [Ho] , Leray and Hopf proved the existence of its weak solutions with initial and boundary conditions. However, we do not know yet whether or not the solution develops singularities in finite time even if all the data, such as initial and boundary conditions, are C^-smooth.
In [Sch] , V. Scheffer began to study the partial regularity theory of the Navier-Stokes equations. Deeper results were obtained by L. Caffarelli, R. Kohn and L. Nirenberg in [CKN] . They proved a local partial regularity theorem for a particular class of weak solutions. They showed that, for any such weak solution, the singular set has one-dimensional Hausdorff measure zero. In particular, their local regularity theorem implies that there is an e > 0 satisfying: for any suitable weak solution u of Navier-Stokes equations, if (1.1)
Hmr-x)*"-1 f \Vu\ 2 < e, solutions to Navier-Stokes system. One of our observations is that instead of the condition (1.1), the local behavior of the solutions to the Navier-Stokes equations is dominated by the scaled local L 2 -norm of the vorticity. More precisely, first we will show that there is a small positive number e such that, for any smooth solution u of the Navier-Stokes, if 
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Finally, we mention that our estimate also leads to the following observation that any suitable weak solution u of the Navier-Stokes equation will be regular at (a;o,to) if the local scaled L 3 -norm of the velocity is suitably small, i.e.
(1.4) lEv^o+r" 2 \\ \ufdxdt < e J J Br(xo^o) for a uniform small positive number e. Our proof seems to work for generalized Navier-Stokes equations of any space dimensions. As an example, we will show a local partial regularity theorem for stationary Navier-Stokes equations of any dimensions (cf. section 2). The regularity theorem of this sort was previously proved by M. Struwe for the stationary Navier-Stokes equations of dimension five [Strl] . As shown later by M. Struwe [Str2] , such regularity results can be used to construct smooth solutions of the stationary Navier-Stokes equations in E 5 or with space periodic boundary conditions in the dimension 5. It should be noted that there are a lot of literatures on the studies of solutions to the stationary Navier-Stokes system in higher space dimensions. In particular, Frehse and Ruzicka have proved the existence of smooth solutions to the stationary Navier-Stokes system with space preriodic conditions for dimensions up to 15, see [FR1] . There are also various partinal regularity results available, see [FR2] and the references therein.
In the following, we will first study the stationary Navier-Stokes equation in section 2 and then the incompressible Navier-Stokes equations for three space dimensions in section 3.
Gradient Estimate on Stationary
Navier-Stokes Equations.
In this section we are interested in the local behavior of solutions to stationary Navier-Stokes equations in a smooth open domain in W 1 . Thus let Q be a domain in R n with smooth boundary dfi, and u and p be smooth solutions to the equations
Jo.
dx <MQ < +oo
where MQ is an absolute positive constant. For x G R n we denote BR(X) = {y G M n , \y -x\ < R}. In the case of no confusion, we will skip the center of the ball from the notations and write simply BR. Denote the vorticity by w(x) =* du{x), where the notation is that of exterior calculus. The main result of this section is the following a priori estimate on the solution u{x). 
with the convolution integral over i?i(0) and Hi being a harmonic function on .Bi(O), and the representation formula (2.13) with Bi(0) by the standard elliptic regularity argument (see [Sel] and [Mo] ). We just sketch it here for completeness. Indeed, since w G L 00 (5i) and
give that Hi G L 2 (Bi (0)). Thus, Hi G Z^CBi) since it is harmonic. Next, similar argument using (2.13) shows that H G L^^Bi). It follows from this, (2.13), and (Bi) . Then (2.20) again implies that w is Holder continuous, and (2.13) in turn shows that Vu is also Holder continuous. In particular, Vu is uniformly bounded. Writing out all the estimates corresponding to these statements gives the desired Lemma 2.4. □
We are now in the position to present the main argument to conclude Theorem 2.1. Proposition 2.5. Under the same assumptions as in Theorem 2.1, there exists a positive constant C3 such that
Proof of Proposition 2.5. It suffices to prove (2.21) for R= 1. We will use a similar argument as in the study of partial regularity of harmonic maps o [Sc] . Define xi G £i(0) (interior of the ball -Bi(O)) and ei as follows
Vz e Bi(0),
The solution u(x) on the ball Bini x i\(xi) can be rescaled as follows
Then v(y) is a solution to the stationary Navier-Stokes equations, and furthermore, its vorticity (2.26)
satisfies the following equations (see [Sel] )
where g = (n -l)w Av. We then claim:
Lemma 2.6. There exists an absolute constant C4 such that
Assuming (2.28) for a moment, we conclude from (2.23) and (2.28) that
which completes the proof of Proposition 2.5. □ It remains to show Lemma 2.6.
Proof of Lemma 2.6. If (2.28) is not true, one can assume that x /iT(i-N|)>4.
and so
It follows from this, (2.24), and (2.28) that
Note that (2.27) now holds on any open domain D C 82(0). It follows that the following representations hold (see [Sel] )
where both H2(y) and Hz are harmonic on D. We now derive the desired contradiction by following the two steps:
Step 1 Loo-estimate on v Take D to be 82(0) and rewrite (2.32) as
We first estimate the harmonic part H 3 . For any y € -Bi(O), 
Consequently,
Next, choose p G (1, ^zj), and g(> 1) such that p 1 + q 1 = 1. One has by Holder inequality that for all y 6 i?i (0)
where we have used (2.30). Thus,
INOIta-dMO)) < ^4 + C 6 sl + C 7 (h (-|=) with absolute constants C5, Ce, and C7 derived above.
Step 2 
where Cg is an absolute constant. Since H2 is harmonic, so for y e B1 (0) one has
On the other hand, for p and q as in Step 1, one gets
It follows that (2.37)
In particular, 1 = \w(0)\ < CIQ IMI^OO^) ZQ + CQSQ , which yields the desired contradiction due to Proposition 2.2. Thus Lemma 2.6 is proved.
□

Estimates on Navier-Stokes Equations.
In this section we intend to present some spatial gradient estimates on solutions of the £ime dependent Navier-Stokes equations provided that either the scaled local total energy or the scaled local total vorticity is suitably small. Though the analysis can be carried out for arbitrary number of spatial dimensions, we will concentrate on the case of three spatial dimension.
Let Q, be a domain in R 3 with smooth boundary Sfi, and T be any fixed positive constant. Set D = 0, x [0, T] (here Q, may be unbounded). The 3-D Navier-Stokes equations may be written in the form where MQ and Mi are two absolute constants. We remark that the bounds (3.4) and (3.5) are natural conditions since they are satisfied for suitable weak solutions (see [CKN] ). We shall use the following notations. Any point (re, t) 6 D will be denoted by Q, i.e. Q = (x,t). The parabolic ball centered at a point Q with radius R will be denoted as MR(Q) = BR(X) x(t-R 2 ,t). In the case there is no danger of confusion, we will omit the mention of the center of the ball and simply write MR. For a given solution (w,p) to the Navier-Stokes equations (3.1) and (3.2), the scaled total energy, the scaled vorticity, and other scaled quantities on the ball MR(Q) are defined to be the following dimensionless quantities
One of the main results of this section asserts that the local behavior of the solution to the Navier-Stokes equations (3.1) and (3.2) can be dominated by the above sealed quantities in (3.6). More precisely we have We note that Theorem 3.1 improves somewhat the results implied in [CKN] and [NRS] . As in the previous section, Theorem 3.1 will follow the following uniform estimates. (u,p) in the Theorem 3.2. Indeed, the conclusion (3.9) holds for both smooth solutions and the suitable weak solutions defined in [CKN] . See the proof of Theorem 3.2 which will be given later. In particular, the suitable weak solution will be regular at the center of the ball MR under any of the conditions Theorem 3.1 on suitable weak solutions.
Remark 2. With Theorem 3.2 at hand, the Theorem 3.1 can be proved by modifying slightly the argument in [CKN] . However we will present in the next subsection a different approach by using a similar technique as in the previous section. This argument is simple and clear, but requires a slightly stronger assumption that conditions (3.7) or (3.8) hold on a small neighborhood.
Remark 3. It will be clear from our analysis in the next section that the condition sup 0< R <Ro E2(R) < oo in (3.7) of Theorem 3.1 can be replaced by sup 0<jR < jRo W(R) < +oo.
The rest of this section is devoted to the proof of these theorems. First, we give a proof of Theorem 3.1.
Proof of Theorem 3.1.
We will first assume that Theorem 3.2 holds. Then Theorem 3.1 can be proved in a similar spirit as for Theorem 2.1. In fact, by assuming Theorem 3.2, on can apply directly the Proposition 2 in [CKN] to conclude Theorem 3.1. However, we prefer to give a different approach by using a similar technique as used in Proposition 2.5. We first observe that due to the scaling property and translation invariance of the Navier-Stokes equations (3.1)-(3.2), it suffices to prove (3.10) for the ball centered at the origin (0,0) = 0 with radius R = 1. The second observation is that arguing in a similar way as for Lemma 2.4 by using Theorem 3.2 instead of Proposition 2.2, one can conclude (3.10) as long as one can show that the vorticity w(x,t) = curk^z, t) is uniformly bounded, i.e., The rest of this subsection is devoted to the verification of (3.13). Define the "parabolic" distance between two points Q2 = (^2,^2) and Qi = (xi,ti) (*2 < *i) by Claim. There exists an absolutely constant C such that
As before, the proof of this claim is given by contradiction. If (3.19) is not true, one may assume that ^/eKl -d(Qi, 0)) > 4 so that We can now rescale the solution u{x, t) near Qi as follows: (0) 12 (0) is suitably small. The desired contradiction is derived by using (3.23)-(3.26) and the fact that ^(O)] = e^1 |iy(Qi)| = 1 as follows. We first note that the value of w at (?/, 5) = (0,0) can be represented through an integral using the heat kernel. Indeed, let K(y, s) be the backward heat kernel with the dirac mass at (y, s) = (0,0), i.e., (0) where g = w®v-v®w. It follows from (3.27)-(3.28) and (3.25) that
21) Set v(y, s) = --u \xi + -¥=, t 1 + -ioT a ll(y,s)€M^a_ diQi0)) (0)
where we have used the fact that {ds^+A^K+^S/^K is uniformly bounded on Bi(0) due to (3.27) and (3.28). Next, using the definition of #, one can obtain 
Proof of Theorem 3.2.
Throughout this section Q (i = 0,1,2,...), C, and 0(1) will denote generic positive absolute constants unless stated otherwise. For the simplicity of presentation, we will also use the following notations 
We also set
41) MR) = Ei(R) + E2(R) + P2(R)-
Due to the assumptions (3.4) and (3.5), one can verify easily by using Sobolev-Poincare inequality and the classical Calderon-Zygmund estimate that there exist two absolute positive constants TQ and M2 such that (3.42) (/>i(ro) < M2 and ^(ro) < M2.
Our goal is to show that (j)i(R) and <P2(R) can be small under the corresponding conditions in Theorem 3.2. First, we prove the part (1) of the Theorem 3.2. To this need, we need the following lemma.
Lemma 3.3.
(i) There exist absolute constants CQ and Ci such that for any A G (0, |], r = Ap ; and p < ro, one has
There exists an absolute constant C2 such that for any A G (0, ^], r = \p, and p < ro ; one has
Let us assume Lemma 3.3 for a moment and continue the proof of the part (1) 
It should be clear that (3.55) and (3.56) hold true for smooth solution {u^p) to (3.1) and (3.2). In fact, both are true for the suitable weak solutions defined in [CKN] .
Proof of Lemma 3.3. In the following, for any fixed positive numbers r and p, with the property that 0 < r < ^p and p < ro, we set r* = 2r < ^p. We also denote by g r the average of g on the ball 5 r , i.e. g r -^^ J B g dx. We first prove the part (z) of the Lemma 3.3. This will be the consequence of the following claims. We will borrow and generalize some ideas from [CKN] . Using Claims 2-4 with rj = r* = 2r, one can bound the right hand side above by with an absolute constant C. We now integrate (3.81) over (-r 2 ,0) to obtain the desired estimate (3.44). This finishes the proof of the second part of Lemma 3.3. So the proof of Lemma 3.3 is complete. □ Finally, we prove the part (2) of the Theorem 3.2. As before, the key step in the proof of the inequality (3.12) will be the following iteration relation. Assuming Lemma 3.4 for the moment, one can prove the part (2) of Theorem 3.2, (3.12), easily in a same way as in the previous cases. Thus it suffice to prove Lemma 3.4.
Proof of Lemma 3.4. As in the proof of Lemma 3.3, for any r < ^p, p < r*o, we set r* < 2r < ^p, and divide the proof into several steps.
Step 1 (3.83)
Ei(r) + E2(r) < C[E(u) + Es(u) + ^(r*)].
Proof In the identity (3.55), one choose 0 = ip 2 with if; satisfying (3.58) to obtain after integrations by parts that Ei(r) + £ 2 (r) < ^ ff \u\ 2 dxdt + ^ ff \u\ 3 dxds (3.84) +^ ff \u\\ P \dxds r * J J Mr*
< C[E(n) + E 3 (u) + P2(u)),
where in the last step one has used Holder's inequality. □
Step 2 (3.85) Ebi) < v/^^Ou), fi < p < ro Proof. (3.85) follows from Holder's inequality. □
Step 3 For any 0 < fi < \p, 
