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RÉSUMÉ
L’étude des écoulements traversant des changements de section est un problème numérique
et expérimental important dans le domaine de la mécanique des fluides. En effet, les termes
d’inertie dans les équations de transport étant non nuls dans les changements géométriques,
cela peut générer des phénomènes complexes comme le décollement et le recollement. Ce projet
de recherche se focalise sur deux types de changements de sections : un convergent-divergent et
une expansion brusque, des géométries largement rencontrées dans le domaine du génie et du
biomédical. Cependant, il existe des différences importantes entre les prévisions numériques
et les résultats expérimentaux sur les conditions qui mènent à une rupture de symétrie.
En particulier, les simulations prédisent généralement des symétries alors que les mesures
montrent la présence d’asymétries. Ces caractéristiques sont étudiées ici en utilisant l’analyse
de stabilité linéaire. Trois méthodes de calcul de stabilité sont exposées en détail, mises en
oeuvre et validées avec des données expérimentales et numériques publiées dans la littérature.
La méthode la plus utilisée dans cette étude est une technique originale développée pour
les écoulements incompressibles, pour lesquels elle offre plusieurs avantages par rapport aux
approches basées sur l’intégration temporelle. Les résultats pour une géométrie de sténose
sont présentés et discutés de façon détaillée, y compris l’étude de l’effet d’une excentricité
géométrique de la sténose sur la stabilité de l’écoulement. Plusieurs solutions sont alors
obtenues, et une boucle d’hystérésis est aussi observée, où deux solutions stables coexistent
au même nombre de Reynolds. L’algorithme de calcul de stabilité se comporte bien à faible
nombre de Reynolds, mais des problèmes numériques se produisent aux nombres de Reynolds
modérés, ce qui n’a pas permis d’étudier complètement la géométrie présentant une expansion
brusque. Plusieurs améliorations possibles sont discutées.
vii
ABSTRACT
The study of the fluid dynamics of the flow through change-of-sections constitutes an important
numerical and experimental setup for the Fluid Mechanics. Indeed, the non-vanishing inertia
terms due to the geometrical change in the domain might produce interesting phenomena
like flow separation and reattachment. The present research focuses in two types of change-
of-section: a smooth contraction-expansion and a sudden expansion, both with important
application in engineering and bio-engineering. However, there are discrepancies between the
experimental and numerical conditions at which the axisymmetry of the flow downstream
the change of section is lost, with several numerical works describing a symmetric flow at
conditions where an asymmetric flow has been reported by experiments. The present research
studied these discrepancies through the use of linear stability analysis. In particular, several
methods for the computation of stability are developed in detail, tested numerically and
validated against data published by other authors. In particular, the method used most
extensively within this research constitutes a novel approach in the computation of stability in
incompressible flow, with several advantages over traditional time-integration based methods.
The results for the stenotic geometry are thoroughly discussed, including differences due
to the geometrical description of the constriction and the parametric study of geometric
perturbations due to eccentric geometries. Several solution branches were uncovered, including
an hysteresis loop where two stable solution could appear at the same Reynolds number. The
linear stability algorithm is well behaved at low Reynolds number, but present numerical
problems at moderate Reynolds that did not allowed a complete study of the sudden expansion.
Several possible improvements are discussed.
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1CHAPTER 1 INTRODUCTION
1.1 The problem
The aim of science is to explain the observable characteristics of a certain phenomenon
through the use of known physical principles, uncover its causes or origins and eventually
made predictions about this same phenomenon under a different set of conditions. The
available tools to achieve these goals include theoretical analysis, experiments and numerical
simulations. This is particularly true in fluid dynamics, where well established parameters
are used to describe the fluid flow. However, it is quite common that the real phenomenon,
observed under controlled experiments, disagrees with the conditions and patterns predicted
by theoretical and/or numerical calculations.
These discrepancies appear in the study of three-dimensional axisymmetric change-of-section,
like the ones shown in Figure 1.1. These geometries are quite common in industrial applications,
especially as test cases and benchmarks. Particularly, Figure 1.1a is commonly used in the
study of the flow through stenosed blood vessels. At certain flow rates, the flow downstream
the narrowing changes its symmetric pattern into an asymmetric one. The numerical and
experimental predictions of the circumstances under which this change occurs are inconsistent,
with each method providing a different set of conditions for the transition. Hence, the critical
Reynolds number for this flow is not clearly and uniquely defined despite the geometrical
simplicity, adding also a veil of uncertainty to all the phenomena that occurs at higher
Reynolds number, including the transition toward the turbulent regime. A similar situation
occurs within the axisymmetric sudden expansion shown in Figure 1.1b.
(a) (b)
Figure 1.1 Axisymmetric change-of-section. (a) A smooth contraction expansion, (b) a
sudden expansion.
21.2 Relevance
The fluid flow through a change-of-section in a tube provides a simple and relatively easy to
reproduce setup for the study of some complex fluid phenomena. In contrast with parallel
flows, the flow downstream the change-of-section undergoes a hydrodynamic development of
the velocity profile and this traduces into non-zero terms in the mass conservation equation
and also non-vanishing inertia terms in the other governing equations. These factors make
convenient the use of these geometries as a framework for theoretical, experimental and
numerical studies.
The smooth contraction-expansion shown in Figure 1.1a is used as a model to investigate the
blood flow patterns within a stenosis. An accurate knowledge of the flow field downstream
the narrowing is required to compute the forces over the vessel wall and based on the effect
of these loads over the vascular tissue, make predictions about the evolution of the diseased
vessel and the prognosis of the patient.
The sudden expansion of Figure 1.1b is frequently found in many situations in engineering,
like heat exchangers, HVAC facilities, gas-turbine and rocket combustor systems (Haapanen,
2008). Its relative geometrical simplicity makes it a common setup in experimental and
numerical studies. However, this case also presents the same discrepancy in the description
of the transition to an asymmetric flow downstream the expansion. And again, due to this
difference between experiments and simulations, the transition Reynolds number is also not
clearly defined.
1.3 Methodology
The main objective of this research is to provide extensive quantitative investigations of
the transient dynamics in conduits with some sort of geometric symmetry,using numerical
techniques and comparison with available experimental results for validations. In the case of
planar geometries with abrupt expansions (or double backward-facing step flows), it is well
known that the symmetry of the flow is lost at a certain critical Reynolds number that depends
of the expansion ratio. The experimental evidence for this symmetry-breaking bifurcation
led to the development of theoretical and numerical tools to predict such phenomena. In
particular, the transition toward an asymmetry in the planar case can be easily captured by
linear stability theory, but the story is quite different with an axisymmetric geometry. The
available experimental studies suggest the existence of a symmetry-breaking bifurcation that
is not predicted by the linear stability computation of the axisymmetric flow. Hence, this
ambiguity of symmetric/asymmetric regimes difficult the accurate computation of the flow
3solution after this point. The goal of this project is to investigate the physical mechanisms
responsible for these discrepancies within these axisymmetric geometries, and to explain
why existing theories fail to predict critical Reynolds numbers above which flow becomes
asymmetric.
For this aspect, new tools were developed, particularly regarding the linear stability analysis.
This technique is based on the computation of eigenvalues for the whole flow map, constructed
from the linearization of the Navier-Stokes equations. The computational cost of this task
is remarkable, due to the dimensions of the matrix representation of the flow map, being
proportional to the size of the mesh used for the flow solution. Moreover, this matrix is in
general ill-conditioned, increasing the difficulty.
Vétel et al. (2008) performed an experimental work with an axisymmetric smooth contraction-
expansion similar to the one depicted in Figure 1.1a. They showed that after a relatively low
Reynolds number the jet emanating from the throat of the constriction is deflected toward
the wall, and hence pushing the bulk of the recirculation zone to the opposite side of the
tube. They were the first to experimentally measure and report this symmetry-breaking
phenomenon, comparing it against the linear stability study of Sherwin and Blackburn (2005)
for a similar geometric configuration. Analog observations were made by Mullin et al. (2009)
on an axisymmetric conduit with an abrupt expansion similar to the one shown in Figure 1.1b,
confirming the existence of a symmetry-breaking for this flow. As was the case for the smooth
contraction-expansion, numerical studies by Cliffe et al. (2012) described a symmetry-breaking
at a much higher Reynolds number that the one studied by Mullin et al., where Cantwell
et al. (2010) showed that the flow was linearly stable, although sensitive to perturbations.
Indeed, Cantwell et al. observed that small perturbation in the range studied covered by the
experiments of Mullin et al. could be amplified into finite-amplitude oscillations after the
sudden expansion, affecting the topology of the observed flow but with the flow remaining
linearly stable. Hence, these two geometrical setups were selected to study the symmetry
breaking bifurcation through linear stability analysis.
1.4 Objectives
The aim of this research is to develop mathematical models for the accurate computation of
flow instabilities, in order to reveal the physical mechanism behind the onset of symmetry
breaking in an axisymmetric change of section, using theoretical and numerical approaches.
The specific objectives are to:
— develop and validate a tool for the study of flow instabilities, using linear stability
4analysis;
— characterize numerically and experimentally the symmetry-breaking phenomena in the
smooth contraction-expansion and the sudden expansion;
— analyze the bifurcation phenomena occurring in flows through axisymmetric expansions,
— compare the predicted transition point with the available data from experimental
results;
— analyze further bifurcations in the proximity of the symmetry-breaking point.
1.5 Structure
The present document is organized as follows. A thorough review of the physical and numerical
studies on the geometries of interest is given, followed by the details of the linear stability
theory. Afterwards, the description of the proposed numerical method for the computation of
stability is exposed. The results of the application of this method are then presented and
analyzed for a smooth contraction-expansion and for a sudden expansion under several flow
conditions.
5CHAPTER 2 LITERATURE REVIEW
2.1 Introduction
Flows through the classical geometry of sudden expansion have been studied experimentally,
theoretically and numerically for a long time, in both the planar or two-dimensional case
(Durst et al., 1974; Cherdron et al., 1978; Sobey and Drazin, 1986; Fearn et al., 1990) as well
as in the three-dimensional axisymmetric case (Hung and Macagno, 1966; Macagno and Hung,
1967). Despite all the accumulated knowledge and its geometrical simplicity, this flow still
presents important challenging situations in both laminar and turbulent regime.
In the planar sudden expansion, an asymmetric flow was first reported experimentally by
Durst et al. (1974), while a concordant numerical solution was obtained by Fearn et al. (1990).
In contrast with the planar case, the 3D axisymmetric problem present several discrepancies.
Mullin et al. (2009) reported a similar asymmetry in two different experimental setups for
an axisymmetric sudden expansion, while Cantwell et al. (2010) concluded that this flow is
linearly stable in the range studied by Mullin et al.. The results by Mullin et al. were also in
disagreement with the early numerical study by Macagno and Hung (1967), who reported
a fully axisymmetric flow downstream the sudden expansion. These discrepancies are not
exclusive of this geometry. In 2005, Sherwin and Blackburn mentioned a predominantly
symmetric flow in their numerical study of a smooth contraction-expansion in a tube similar
to the one presented in Figure 1.1a, results presented as well by Cliffe et al. (2012). They both
computed symmetry-breaking transition toward a weakly asymmetric flow downstream the
constriction. However, Vétel et al. (2008) observed experimentally a strong asymmetric flow
in a similar geometry, and at a much lower Reynolds number than the one reported by both
Sherwin and Blackburn and Cliffe et al.. Hence, the description of this symmetry-breaking
transition in axisymmetric geometries presents important contradictions between numerical
and experimental studies.
This chapter present a detailed revision of the relevant concepts for the study of the transition
toward an asymmetric flow. The planar and axisymmetric cases are summarized, in both
numerical and experimental approaches. In particular, the work of Sherwin and Blackburn is
explained in detail, making emphasis on the difficulties that need to be tackled in order to
succeed in the stability analysis.
62.2 Stability analysis
The study of stability in fluid flow deals with how, under certain conditions, the state and
topology of the flow is affected when it is perturbed. This perturbation could grow in space
and time, changing significantly the state or pattern of the flow, or could be damped with its
amplitude progressively decaying, circumstances known respectively as unstable and stable
flows.
Due to the difficulties in obtaining an actual non-perturbed flow in any experimental setup,
the study of stability is normally performed either theoretically or numerically. Hence, the
development of the technique starting from the governing equations for the incompressible
fluid flow is shown, followed by some examples of its application. The development of an
algorithm for its implementation within the computational tools available for this research is
explained in Chapter 3, being one of the major contributions of the present research.
2.3 Governing Equations
For a fluid dynamics problem, the flow is assumed incompressible and Newtonian. Thus, the
Navier-Stokes equations are valid, given by
ρ
∂u
∂t
+ ρ(u · ∇)u = −∇p+∇ · (µ (∇u+∇Tu)) , (2.1)
along with the mass conservation equation
∇ · u = 0, (2.2)
within a certain domain Ω, with boundary Γ. The body forces are left out of this analysis.
The boundary conditions for the previous problem are
ΓD : u = UΓ (2.3a)
ΓN : σ(p,u) · nˆ = f , (2.3b)
where u is the velocity vector field, with components u, v and w respectively along the
coordinate directions x, y and z. p represents the pressure field and µ is the dynamic viscosity.
A slightly different approach was taken by Barkley and Henderson (1996), who writes (2.1) as
∂u
∂t
+ A(u) = −1
ρ
∇p+ ν∇2u, (2.4)
7where ν is the fluid’s kinematic viscosity and A(u) represents an operator grouping the
nonlinear advection terms. It could be represented in any of the following three ways:
A(u) = (u · ∇)u (2.5a)
A(u) = ∇ · (u⊗ u) (2.5b)
A(u) = (u · ∇)u+∇ · (u⊗ u)2 , (2.5c)
being respectively the convective representation (2.5a), the conservative representation (2.5b)
and the skew-symmetric representation (2.5c) of the advection term. The three expressions
are equivalent in the continuum framework. The one most commonly used corresponds
to the convective form and unless specified, will be the one used throughout the present
document. However, in certain cases, the use of alternative formulations for A(u) provides
some advantages. For example, Blackburn and Sherwin (2004)showed that schemes 2.5a
and 2.5c provided similarcovergence in axisymmetric computations. But using the same
code for full three-dimensional cylindrical coordinates DNS, Sherwin and Blackburn (2005)
reported superior convergence when the skew symmetric form2.5c was used. However, they
still employed the convective form 2.5a in their stability analysis.
In time-varying flows, the velocity field u could be decomposed into a base flow U, and a
perturbation flow u′. The same could be done for the pressure, in the following way,
u = U+ u′ (2.6a)
p = P + p′, (2.6b)
where in general, the base flow quantities U and P could be steady or periodic, but they
should be a solution of the Navier-Stokes equations
ρ
∂U
∂t
+ ρ(U · ∇)U = −∇P +∇ · (µ (∇U+∇TU)) (2.7)
∇ ·U = 0, (2.8)
with the appropriate boundary conditions
ΓD : U = UΓ (2.9a)
ΓN : σ(P,U) · nˆ = f . (2.9b)
Substituting Equations (2.6) into Equation (2.1) and subtracting Equation (2.7), the following
8relations are obtained,
ρ
∂u′
∂t
+ ρ
(u′ · ∇)U+ (U · ∇)u′ + '0︷ ︸︸ ︷(u′ · ∇)u′
 = −∇p′ +∇ · (µ (∇u′ +∇Tu′)) (2.10a)
∇ · u′ = 0, (2.10b)
with boundary conditions
ΓD : u′ = 0
ΓN : σ(p′,u′) · nˆ = 0.
The term (u′ · ∇)u′ is neglected in Equation (2.10) under the assumption that the perturba-
tions are relatively small, and consequently the second order terms could be neglected. The
Equation 2.10 is then linear in u′ and p′, hence the name of Linear Stability. These relations
govern the evolution of the perturbation variables u′ and p′, and are the starting point for
studies on flow stability (Lin, 1955). The study of turbulence transition was associated to the
stability of laminar solutions under perturbations, as reviewed in Schlichting (1979) and Drazin
(2002). But this study also applies to the bifurcation of laminar symmetric flows toward
asymmetric laminar ones, as presented in Sections 2.8 and onward. It is widely regarded
that below a critical Reynolds number all these perturbations are damped, meaning that the
solution U is stable. At Reynolds numbers over this critical threshold, the perturbations are
amplified and the flow is no longer stable.
2.4 Stability and bifurcation in fluid flow
In broad terms, a fluid flow is said to be stable if all perturbations that are initially small
remain small all time. In contrast, a flow is qualified as unstable if at least one perturbation
that is initially small grows until eventually it stops being small. However, a more formal
definition of small within this context is required. The study of stable and unstable system is
common in dynamical systems, where the formal mathematical definition of stability is done
in the sense of Lyapunov, using a metric as a measure (Drazin, 2002). A base flow is stable if,
for all  > 0 there exists δ() > 0 in such manner than if
‖u′(x, 0)‖ , ‖p′(x, 0)‖ < δ
then
‖u′(x, t)‖ , ‖p′(x, t)‖ <  for all t > 0.
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Figure 2.1 Depiction of (a) absolutely and (b) convectively unstable flow regimes. Adapted
from Drazin (2002).
The fact that the norm ‖· · ·‖ can be chosen in different ways may yield slightly different
definitions of stability and its thresholds.
Open flows admit several kinds of instabilities. A flow is absolutely unstable when an initially
small perturbation grows above a given threshold at a fixed point in space. As a complement to
this concept, a flow is convectively unstable if the small perturbation grows over the threshold
at a point that moves streamwise with the flow, but the magnitude of the perturbation decays
at the original insertion point. These concepts are described in Figure 2.1 (Drazin, 2002).
Further considerations should be made regarding the steady base flow (i.e. ∂U/∂t = 0 in
(2.7)), in order to gain insight about the physics of the development of instabilities. From
Equation (2.10), in the steady flow case the coefficients for the linearized equation are time-
independent. Hence, the method of separation of variables is common in this circumstance,
and a general solution of the following form could be constructed
u′ (x, t) =
∞∑
i
uˆi (x) exp (λit) p′ (x, t) =
∞∑
i
pˆi (x) exp (λit) . (2.11)
The problem could be rewritten as a linear evolution equation in Hilbert spaces H. Considering
u(t) represents a “point” in H containing all of the instantaneous information for the flow at
that particular time, i.e. the velocity field u′(x) and the pressure field p′(x) (u = [u′ p′]T ).
Then, Equation (2.10) takes the following form (Richtmyer, 1982; Crawford, 1991).
du
dt
= LUu, (2.12)
with an initial condition
u(0) = u0
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and in this framework the solutions (2.11) are written as
ui(t) = ϕi exp(λit),
which is equivalent to look for the eigenfunctions ϕi = [u′i p′i]
T and eigenvalues λi of the LU
operator, given by
LUϕ = λϕ, for ϕ 6= 0.
Thus, in the original representation of Equation (2.11) uˆi and pˆi also represents eigenfunctions
associated to the eigenvalue λi, with each pair being called a mode. As each eigenvalue λ
can have, in general, a real and an imaginary part λ = λR + iλI, with λR and λI respectively
representing the real and imaginary part of the eigenvalue. From the Euler’s exponentiation
formula, the amplitude of the exponential term of (2.11) is solely determined by
exp(x+ iy) = exp(x) exp(iy)
= exp(x) (cos(y) + i sin(y)) , (2.13)
and hence, the evolution of these modes and the stability of the base flow is governed by the
real part of the corresponding eigenvalues: according to (2.13), a negative real part of λi will
cause that the mode ϕi decay in time, while a positive real part will produce a continuous
exponential growth of the perturbation, making the flow unstable. A more thorough example
is revised in the Section 2.5.
In general, a perturbation is not necessarily the most critical or fastest growing mode, but a
superposition of all modes, stables and unstables. The fact that each mode is decaying or
growing at different rates makes difficult to observe experimentally the exponential growth of
instabilities. Indeed, it is possible that a superposition of exponentially decaying modes grow
for several orders of magnitude for a definite period of time before decreasing. This is the
base of the transient growth concept revised in Section 2.7.
According to the linear theory, a small perturbation that excites the fastest growing mode
may grow exponentially only after a long time, when this critical mode dominates the others.
However, in many practical cases, the perturbations are not very small, and nonlinearities
become relevant. Due to this fact, almost all instabilities in unsteady or time-periodic flows
observed in reality are due to nonlinearity. The criterion obtained through linear and normal
modes allows the establishment of a threshold or reference value that is valid in most cases,
except when transient growth becomes relevant or when subcritical instability occurs. But
the linear theory does not only allows to estimate these critical conditions. Indeed, it is
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possible to predict the flow topology beyond the critical condition, based on the nature of the
instability and the characteristics of its modes. These critical points are usually known as
bifurcation points, because the number of possible solutions changes. It is said that a solution
bifurcates into separate branches, which could be stable or unstable. These bifurcations are
usually represented using bifurcation diagrams, where a variable that characterize the flow
state is plotted against a certain control parameter.
Flows are considered symmetric when they present some degree of invariability under a
coordinate transformation (Golubitsky and Stewart, 1986). Under steady conditions, the
symmetry of these flows is normally lost due to a pitchfork bifurcations. They have this name
after the trident-like appearance on the diagram, with several solutions or branches appearing
at a certain threshold value for the control parameter. Figure 2.2 presents several examples
of bifurcation diagrams for pitchfork bifurcations adapted from Benjamin (1976). Figure 2.2a
shows a supercritical pitchfork bifurcation, because the bifurcation develops for values of the
control parameter (Reynolds number in this case) higher than a critical value. This is the
case is frequent in the transition toward asymmetry in planar symmetric geometries, which
are more thoroughly reviewed in Section 2.8.
Two different solutions appear for values of Re > Rec representing the asymmetric stable
branches, non-null solutions to Equation (2.10). The symmetric solution is also present for
Re > Rec but it is no longer stable. Hence, it is identified with an interrupted line on the
bifurcation diagram. Figures 2.2b and 2.2c have subcritical pitchfork bifurcations, because
at least one branch exists at Re < Rec. In this example they are unstable, until a turning
point P where they become stable again. Benjamin prefers to make the distinction between
Figures 2.2b and 2.2c, calling the latter a transcritical bifurcation, given that branches appear
at both Re > Rec and Re < Rec.
The pitchfork bifurcation is one of the most important types studied in fluid mechanics in
flows with symmetry. However it is not the only one. At the bifurcation point the purely
real most critical eigenvalue of the flow change sign from negative to positive. But if this
critical eigenvalue has a non-zero imaginary part, at the limit of stability it becomes purely
imaginary. This case is known as a Hopf bifurcation (Hopf, 1948; Drazin, 1992). Thus,
from Equation (2.13), the perturbations u′ and p′ are multiplied by an oscillation term
exp(iλIt) = cos(λIt) + i sin(λIt), increasing their time-dependent behaviour up to the point
that it dominates the base flow, turning it into a periodic flow. This is usually the type of
bifurcation that a laminar flow undergoes from a steady to a periodic regime, for example in
the planar flow around blunt bodies (Hopf, 1948), or the square lid-driven cavity flow (Fortin
et al., 1997).
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Re′
(c)
Figure 2.2 Bifurcation diagrams for several pitchfork bifurcations: (a) is a classical pitchfork
bifurcation,(b) has a subcritical component in both branches while in (c) the bifurcation
is no longer symmetric. The continuous segments (—) represent stable branches while the
interrupted lines (- - -) belong to unstable ones. Adapted from Benjamin (1976).
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Figure 2.3 General Couette-Poiseuille flow.
When the real part of one eigenvalue becomes positive, the flow reach a bifurcation point.
Afterwards, Equation (2.10) should be linearized around the solution corresponding to the
new stable branch, in what is known as the study of the secondary instabilities. This justifies
the computation of only a few eigenvalues in the determination of the flow instability, as after
the bifurcation a new linearization, the eigenvalues and eigenmodes of the original branch
become largely unimportant, at least from the point of view of the linear theory. The following
sections present some of the earliest examples of calculation of instabilities and bifurcations
in fluid mechanics, based on the method of normal modes introduced herein.
2.5 The Orr-Sommerfeld problem
Lin (1955) presents in detail the analysis for a general Couette-Poiseuille flow, one of the
first theoretical attempts to calculate the instability onset in parallel flows. The geometry is
shown in Figure 2.3. In this case, the base flow is
U(y) = 12Us
(
1 + y
b
)
+ Uc
[
1−
(y
b
)2]
, (2.14)
where Us is the shear velocity of the upper plate relative to the bottom one, Uc is the velocity
in the center of the channel due only to the pressure gradient (when Us = 0) and 2b is the
height of the channel.
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With this simplified problem, the non-dimensional form of Equation (2.10) is
∂u′
∂t
+ U ∂u
′
∂x
+ v′∂U
∂y
= −∂p
′
∂x
+ 1
Re
(
∂2u′
∂x2
+ ∂
2u′
∂y2
+ ∂
2u′
∂z2
)
∂v′
∂t
+ U ∂v
′
∂x
= −∂p
′
∂y
+ 1
Re
(
∂2v′
∂x2
+ ∂
2v′
∂y2
+ ∂
2v′
∂z2
)
∂w′
∂t
+ U ∂w
′
∂x
= −∂p
′
∂z
+ 1
Re
(
∂2w′
∂x2
+ ∂
2w′
∂y2
+ ∂
2w′
∂z2
)
∂u′
∂x
+ ∂v
′
∂y
+ ∂w
′
∂z
= 0,
(2.15)
where the Reynolds number is defined using the velocity at the midplane of the channel and
half the height of the channel, as follows
Re =
(1
2Us + Uc
)
b
ν
.
The boundary conditions for the fluctuating components of the velocity are
u′(x,±1, z) = 0
v′(x,±1, z) = 0
w′(x,±1, z) = 0.
(2.16)
The components of the linearized dimensionless perturbation velocity and pressure are sup-
posed to behave according to normal modes in space and time, similar to the Equation (2.11)
u′(x, y, z, t) = uˆ(x) exp(λt)
v′(x, y, z, t) = vˆ(x) exp(λt)
w′(x, y, z, t) = wˆ(x) exp(λt)
p′(x, y, z, t) = pˆ(x) exp(λt).
However, given the particularities of the geometry, it is natural to assume periodicity in the x
and z directions. Thus, the amplitude of the mode is written as
uˆ(x) = uˇ(y) exp (i(αx+ βz)) ,
with similar equations vˇ(y), wˇ(y), pˇ(y) for the other velocity components and the pressure
representing the dimensionless amplitude of the perturbation. α and β are the dimensionless
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wavelengths in the x and z directions. Although these expressions contain imaginary terms,
this is due to the convenience of the complex notation in the Equation (2.13), as normally
only the real part is deemed meaningful (Schlichting, 1979). With this in mind, the complete
form of the perturbations is then
u′(x, y, z, t) = uˇ(y) exp [i(αx+ βz) + λt] (2.17a)
v′(x, y, z, t) = vˇ(y) exp [i(αx+ βz) + λt] (2.17b)
w′(x, y, z, t) = wˇ(y) exp [i(αx+ βz) + λt] (2.17c)
p′(x, y, z, t) = pˇ(y) exp [i(αx+ βz) + λt] . (2.17d)
The substitution of these expressions into the governing equations (2.15) for the perturbation
yields the following systems of coupled differential equations:[
D2 − (α2 + β2)−Re (iαU + λ)] uˇ = ReDUvˇ + iαRe pˇ[
D2 − (α2 + β2)−Re (iαU + λ)] vˇ = ReDpˇ[
D2 − (α2 + β2)−Re (iαU + λ)] wˇ = iβRe pˇ
i(αuˇ+ βwˇ) +Dvˇ = 0,
(2.18)
where the D represents differentiation with respect to y. The base flow U is known, and for
a certain combination of Reynolds number and the perturbation wavelengths α and β, the
previous system should allow to compute the perturbation amplitudes and the eigenvalue λ.
However, in its current form, this system is not trivial to solve. But further simplifications
are possible.
Given the two-dimensional nature of the base flow described by Equation (2.18) it seems
natural to consider only planar perturbations. But the fact that perturbation could exist in
directions where the flow is null is evident in Equation (2.15), and it is not obvious to neglect
the effect of the three-dimensional perturbations. However, Squire (1933) proved that a
two-dimensional flow becomes unstable at a higher Reynolds number when three-dimensional
perturbations are assumed than when they are supposed two-dimensional. Hence, the two-
dimensional perturbations represent a more critical case for two-dimensional flows. And in
(2.18) the two-dimensional case is recovered when β = 0. To further reduce the complexity of
the problem, the traditional approach is the use of the streamfunction Ψ
u′ = ∂Ψ
∂y
v′ = −∂Ψ
∂x
.
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The streamfunction is assumed to have a similar for to the perturbations (2.17)
Ψ(x, y, t) = ψ(y) exp (iαx+ λt) ,
and by comparison it could be established that
uˇ(y) = ψ′(y) vˇ(y) = −iαψ(y).
The substitution of these equation into (2.18) produces, after the elimination of the pressure
ψ′′′′ − 2α2ψ′′ + α4ψ = Re [iα (Uψ′′ − U ′′ψ + α2Uψ)+ λ (ψ′′ + ψ′ + α2ψ)] . (2.19)
with boundary conditions
y = +1 ; u′ = v′ = 0 → ψ = 0 ; ψ′ = 0
y = −1 ; u′ = v′ = 0 → ψ = 0 ; ψ′ = 0.
(2.20)
Equation (2.19) differs significantly from the classical Orr-Sommerfeld equation found in the
literature (Orr, 1907b,a; Schlichting, 1979; Drazin, 2002). This is due to the assumed form of
the perturbations and the streamfunction. The classical formulation uses
Ψ(x, y, t) = ψ(y) exp (iα(x− ct)) ,
which allows the cancellation of additional terms when inserted in (2.15) or in a system similar
to (2.18) but obtained using perturbations u′ = uˇ(y) exp (iα(x− ct), the same form of the
streamfunction. In this case, the classical Orr-Sommerfeld equation is obtained
(U − c) (ψ′′ − α2ψ)− U ′′ψ = − i
αRe
(
ψ′′′′ − 2α2ψ′′ + α4ψ) , (2.21)
with the same boundary conditions as in (2.20).
Although the base flow supposed correspond to an internal flow, the Orr-Sommerfeld equation
can be used to study any two-dimensional flow where the base flow U(y) is known. For
example, it was employed by Tollmien (1931) to predict the apparition of the so-called Tollmien-
Schlichting waves in a boundary layer, marking the beginning of the turbulence transition
process. Later, during the 1960s, theoretical studies about the subcritical instabilities, i.e.
those appearing at a lower Reynolds number than the one predicted by the Orr-Sommerfeld
analysis, made by Stuart (1960), Watson (1960) and by Reynolds and Potter (1967) created
interest to investigate different types of instabilities with more elaborate techniques than the
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Orr-Sommerfeld equation. However, it still appears in recent research works dealing with
the stability of parallel flows (Bottaro et al., 2003; Skorokhodov, 2007; Walker et al., 2012;
Georgievskii et al., 2014).
2.6 Taylor-Couette flow
As stated in the previous section, the study of stability in fluid flows was normally linked
with the prediction on the turbulent transition onset (Schlichting, 1979). However, the
analysis of instabilities is not exclusive to the study of turbulence transition. Within this
context, the flow between rotating concentric cylinders is historically relevant. This geometry
is shown in Figure 2.4a. Extensive experimentation in early years (Mallock, 1896; Taylor,
1921, 1923) showed that in the case when the outermost cilynder is kept at rest, a series of
rings appears around the axis of the cylinders, as depicted in Figure 2.4b. These patterns,
called the Taylor-Couette vortices, constituted the first laminar instability studied extensively
both theoretically and experimentally. Here the flow is laminar because the velocity field is
time-independent.
Using an energetic analysis, Rayleigh (1916) showed that for the particular case of cylinders
with a small spacing between them, the apparition of the ring patterns requires that the
centrifugal force of the inner layers overcomes the one of the outer layers. Although not widely
accepted at that time, this argument was proved right by Taylor (1923), who published a
complete theoretical work dealing with the instabilities in the flow between concentric cylinders.
He studied the stability of this flow under axisymmetrical perturbations, independents of the
azimuthal angle and with lengthwise periodicity along the axis of the cylinders, with a form
analog to Equation (2.17). Instead of solving the Orr-Sommerfeld equation, he projected the
supposed axisymmetric solution of the problem into a series of Bessel functions, and studied
directly the values of the temporal wavelengths of the perturbation. In this framework, he
determined the condition of stability for a pure shearing flow (without rings) in small spaced
cylinders as ω2r22 > ω1r21, which is the same energetic condition proposed earlier by Rayleigh.
Later, Synge (1938) rewrote the Taylor problem in a simplified form, and was able to prove
the previous conditions without the approximation of small gap between cylinders. At even
higher rotational speeds, the azimuthal symmetry of the vortices is lost, and additional flow
patterns appear (see Figure 2.6).
Davey (1962) was the first to explain theoretically the Taylor-Couette instabilities in terms of
bifurcation theory. Theoretical studies about these bifurcations were performed by Chossat
and Iooss (1985) and Golubitsky and Stewart (1986). After the initial vortex rings, they
predicted the apparition of additional instability modes through the bifurcation of the
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(a) (b)
Figure 2.4 Taylor-Couette vortex. a) Sketch of the geometry, b) Representation of the flow
pattern (from Schlichting, 1979).
approximate solution, based on the analysis of its eigenvalues. Their predictions were
confirmed experimentally by Andereck et al. (1986), who performed their study considering
different lengths of the cylinders, and also several cases for their velocity (external cylinder
at rest, relative motion, and counter-rotating). Similarly to Golubitsky and Stewart, they
described in detail several modes of instability, along with the conditions for their occurrence.
These results were summarized in the flow map reproduced in Figure 2.5, according to
the inner and outer Reynolds numbers, respectively defined as Ri = r1(r2 − r1)ω1/ν and
Ro = r2(r2 − r1)ω2/ν. Figure 2.6 presents several of these instability modes.
The importance of the Taylor-Couette flow is that it constitutes the first flow studied
extensively in both experimental and theoretical way where the transition was not related
with turbulence but instead occurred between 2 laminar regimes. Moreover, some of the
additional instability regimes also present laminar characteristics, while others behave in a
turbulent manner. These features make it a remarkable framework for the development of
numerical and theoretical techniques for the study of flow instabilities.
2.7 Further considerations about linear stability
Some authors have criticized the linear stability method, mainly due to its inability to predict
the critical Reynolds number in certain simple flows. For example, for plane Poiseuille flow,
the linear stability computes a positive eigenvalue at Re = 5772 (Orszag, 1971), but turbulence
19
Figure 2.5 Flow map showing several regimes of instabilities for Taylor-Couette flow (An-
dereck et al., 1986).
has been observed at Reynolds numbers as low as 1000 (Carlson et al., 1982). The same is
valid for the Hagen-Poiseuille in a tube, where it is generally accepted that turbulence occurs
at Re ' 2300 but the linear stability predicts a stable flow at all Reynolds number.
Trefethen et al. (1993) present a thorough review of these discrepancies, stating that most
critics agree that they have their origin on the linearization stage of the method, leaving outside
the analysis the non-linear effects responsible for the majority of the observed phenomena.
However, they also point out that in the shear dominated cases, like the cited Poiseuille
examples, the evolution operator in Equation (2.12) is non-normal, meaning that the computed
eigenfunctions are not mutually orthogonal. In these cases the computation of eigenvalues
may produce non-satisfactory results because most iterative algorithms for the computation of
eigenvalues assumes that the modes are orthogonal. Moreover, the energy associated with the
fluctuating velocity components contains contributions from all the eigenfunctions of the flow
and it may be possible that the energy of each mode is exponentially decaying, but the net
combined effect is actually growing due to the cross terms arising from the non-orthogonality.
In contrast, problems with thermal or centrifugal instabilities, like the Rayleigh-Bernard
cells or the Taylor-Couette flow, the operator is normal and consequently, the linear stability
analysis produce well behaved results. Similar discussions were also made by Waleffe (1995)
and Baggett et al. (1995).
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(a) (b)
(c) (d)
Figure 2.6 Instabilities in the Taylor-Couette flow: (a) Symmetrical vortices rings; (b)
Modulated wavy vortices; (c) Twisted vortices; (d) Spiral ring. As appeared on Golubitsky
and Stewart (1986).
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Trefethen et al. argues that the non-normality of the operator makes unreliable the computa-
tion of eigenvalues as the sole criteria for stability. The non-orthogonality of the operator
allows a significant amount of amplification of perturbations with three-dimensional charac-
teristics in planar flows, a fact that has been largely overlooked due to the Squire theorem
(Squire, 1933). Instead, they propose a generalization of the eigenvalue computation, using
an amplification tolerance  and calling the results -pseudoeigenvalues. They propose that
this method allows the study of the transient growth phenomenon, when the effect of the
perturbation is increasing in time even though all the modes are stable and exponentially
decaying. Schmid and Henningson (2001) expanded on this concept, giving it coherence under
an energetic point of view and establishing a nonmodal stability analysis which is still based
on the linearized equation, and the use of adjoint operators and singular value decomposition
(SVD) for the computation of stability thresholds.
The technique of SVD was later used by Barkley et al. (2008) to develop an algorithm for
the computation of transient growth and optimal disturbances, based of modifications to his
previously work for stability based on time integration methods (Tuckerman and Barkley,
2000). These techniques were used by Blackburn et al. (2008) to compute the optimal
perturbation for the same stenose that was previously studied by Sherwin and Blackburn
(2005) using traditional linear stability analysis. They found an optimal perturbation with
a significant amount of amplification at Re = 400 that was previously overlooked by the
linear stability analysis of Sherwin and Blackburn, and which is able to trigger important
shear-layer instabilities and vortex shedding downstream the stenose. However, no symmetry-
breaking instability was obtained, even though the maximum energy was found in a mode with
azimuthal wavelength different from zero, meaning that it represented a non-axisymmetric
perturbation. Similar results were also reported by Griffith et al. (2008, 2010) in a stenose
with a different geometry, also finding instabilities that trigger shear layer oscillations, but no
symmetry-breaking.
Cantwell et al. (2010) performed linear stability analysis in a sudden expansion, without
success in reproducing the symmetry-breakup observed experimentally by Mullin et al. (2009).
Additionally, they computed the optimal perturbation and transient growth for this geometry,
with results analog to the ones reported by Blackburn et al. in the stenose. A subcritical
perturbation at Re = 600 with a significant amount of amplification was found, able to
trigger shear-layer instabilities and vortex shedding. However, as in the case of the stenose,
no symmetry-breaking phenomenon was reported, even though the perturbation was not
axisymmetric.
There are more elaborate techniques to the computation of stability based on the non-
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orthonormality of the operator, like the nonmodal analysis (Schmid, 2007). However, they
normally require the additional calculation of the adjoint operator of the Navier-Stokes
equation, and given the computational cost of the classical linear stability analysis, with the
methods and tools available, the memory and time requirements of these techniques would
become prohibitive. Additionally, given the above mentioned results regarding this method,
it provides information related to the shear-layer instabilities, but it does not capture the
symmetry-breaking phenomenon that is the main objective of the present research. Thus,
only the linear stability analysis is computed.
Until now, it has been mentioned the use of the stability analysis for the study of the transition
to turbulence. Formally, once the turbulence regime develops, the non-linear phenomena
are so relevant within the flow that it becomes impossible to find a steady or periodical
solution to perform the linearization. However, the linear stability analysis has been applied
to time-averaged solutions of the Reynolds-Averaged Navier-Stokes (RANS) equations using
turbulence models. Iorio et al. (2014) used this technique to study the transition toward
unsteady flow via Hopf bifurcations in two and three-dimensional airfoil geometries in transonic
flow, and how this behavior is affected by the choice of turbulence model, while Mettot et al.
(2014) employed this analysis to uncover regions of instability in the development of passive
control devices in compressible flow.
The next sections present a detailed review of the relevant work in the study of symmetry-
breakup in planar and axisymmetric flows.
2.8 Two-dimensional geometries
In the case of two-dimensional expansions, the classical and more widely studied example
is the planar sudden expansion. A sketch of this case is depicted in Figure 2.7a, while the
actual geometry used in experimental works is detailed in Figure 2.7b. Due to the geometrical
symmetry in this problem, it is somewhat natural to expect a symmetrical solution, at least
during laminar or steady-state conditions. Even in turbulent regime, when the fluctuations
of the flow modify the instantaneous velocity field, the assumption of symmetry in the
time-averaged flow field is not rare (Casey and Wintergerste, 2000). These simplifications
are common in industrial applications, to cut down the size and computational cost of the
problem, but they should be made carefully, given the available evidence of asymmetric
average flow in turbulent regime (Monchaux et al., 2006). These asymmetries also appear in
the laminar regime, as discussed below.
Early experimental observations by Durst et al. (1972, 1974) described strong dependence of
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Figure 2.7 Two-dimensional sudden expansion: (a) schematics of the symmetric flow pattern
through a planar sudden expansion; (b) geometrical parameters of the cited experimental
setups (Durst et al., 1974).
the visualized flow patterns with the perturbations and/or oscillations upstream the expansion.
Durst et al. (1974) reported detached recirculation regions of equal length at both sides of a
1:3 sudden expansion at Re = 54 (based on the channel inlet height d1 and the peak upstream
velocity U0), an indication of a symmetric flow pattern. The rupture of this symmetrical flow
configuration occurs at some point before Re = 114, where the detached zones are no longer
symmetrical. Additional separation zones appear at higher Reynolds numbers. The flow
visualization of this asymmetrical condition is reproduced in Figures 2.8b and 2.8c, showing
the attachment of the main flow to the lower wall of the channel, a phenomenon typically
referred to as Coanda effect (Wille and Fernholz, 1965).
It is important to remark that the occurrence of the asymmetry is not only dependent of
the Reynolds number, but it is also strongly dependent on the geometry of the channel, in
particular the expansion ratio, i.e. the quotient between the upstream and downstream heights
of the expansion d1/d2, and in experimental cases the width-to-height ratio w/h (called by
some authors the aspect ratio), parameters defined in Figure 2.7b. The transition toward
an asymmetry in the planar sudden expansion was also observed by Cherdron et al. (1978),
Sobey (1985) and Fearn et al. (1990), with similar qualitative results. Table 2.1 summarizes
the details for these experimental works. Cherdron et al. observed the symmetry-breaking
phenomenon in setups with several width-to-height and expansion ratios, with the transition
occurring at different Reynolds numbers for each combination. Their results are reproduced in
Figure 2.9. Here, the influence of the expansion ratio is noticeable, with both curves presenting
an asymptotic behaviour with the increase of the aspect ratio and a faster development for
d1/d2 = 1 : 3. Similarly, for a 1:3 expansion with an aspect ratio of 15, Sobey (1985) reports
the development of the asymmetry at Re ' 25, value that is also reported on Figure 2.9 for
comparison.
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(a) Re = 54
(b) Re = 114
(c) Re = 252
Figure 2.8 Flow profile in a planar sudden expansion. A symmetric flow is shown in (a),
which becomes asymmetric in (b), where the recirculation zones have different size. In (c)
additional separated regions appear (Durst et al., 1974).
Table 2.1 Critical Reynolds number reported in the literature for the two-dimensional sudden
expansion.
Authors d1/d2 w/h Recrit Obs.
Durst et al. (1972) 1:2 3.75 No 2D flow obtained
Durst et al. (1974) 1:3 9.2 54 < Recrit < 114
Cherdron et al. (1978) 1:2, 1:3 see Fig. 2.9 see Fig. 2.9 LDA
Sobey (1985) 1:3 15 25 Reflective particles
Fearn et al. (1990) 1:3 8 40.25 LDA
25
0
1
2
4
8
16
0 50 100 150 200 250 300 350 400
w
/
h
Re
Sym. Asym. Sym. Asym.
d1/d2 =1:2
d1/d2 =1:3
Sobey (1985)
Fearn et al. (1990)
Figure 2.9 Flow map for the planar sudden expansion, describing the influence in the
transition to asymmetry of Re, the width-to-height ratio w/h and the expansion ratio d1/d2.
Adapted from Cherdron et al. (1978).
26
Figure 2.10 Planar divergent channel, with symmetrical flow pattern depicted.
In a later work, Sobey and Drazin (1986) performed a study of the flow in a two-dimensional
divergent channel (sketched in Figure 2.10), in what constitutes one of the first successful ap-
plications of the bifurcation theory to parallel flows, since they confirmed through experiments
the predicted symmetry-breaking phenomenon. They also observed analog asymmetries in
other planar geometries, including a sudden expansion and a smooth contraction-expansion.
Using techniques analogues to the ones previously implemented in the analysis of the instabili-
ties of the classical Taylor–Couette vortices (Taylor, 1923; Golubitsky and Stewart, 1986), they
were able to anticipate the apparition of an asymmetric flow after a critical Reynolds number
that depends of the expansion ratio. Similar theoretical conclusions were made by Banks
et al. (1988) using linear and weakly non-linear theory, confirming the symmetry-breaking
through a pitchfork bifurcation and a Hopf bifurcation at higher flow rates, after which the
flow becomes time dependent.
Using similar analytic techniques, Fearn et al. (1990) studied the symmetry breaking bifurcation
in a sudden symmetric expansion with a 1:3 expansion ratio. Their bifurcation analysis
indicated that the stable planar symmetric flow becomes unstable through a pitchfork
bifurcation at Re = 40.45, based on the inlet peak velocity and half height. Above this
condition, the flow has three solutions: two stable asymmetric states and the symmetrical
one, which is now unstable. Each of the two asymmetrical cases represent the attachment of
the main flow to either the top or the bottom channel wall. These theoretical predictions
were also in good agreement with their experiments using LDA, showing a stable flow with
low asymmetry for Re < 33, and a strong asymmetric flow above this condition. Figure 2.11
reproduces one of their bifurcation diagrams for the normalized transverse velocity component
at a fixed position of the channel, along with the numerical predictions of their analysis,
showing the two stable asymmetric branches. Fearn et al. argued that these differences arise
due to the unavoidable geometrical imperfections in the experimental setup, and also the
boundary effects of channel width makes any observed flow neither purely two-dimensional
nor completely symmetric. Thus, one of the branches, in this case the one representing the
attachment of the main flow to the upper wall, is more likely to be obtained than the other.
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Figure 2.11 Numerical and experimental bifurcation diagram for a planar sudden expansion,
showing the normalized vertical velocity v/U0 at x = 6.375 d1 downstream the expansion for
a symmetrical and a slightly eccentric geometry. Adapted from Fearn et al. (1990).
Fearn et al. showed that the consideration of a small eccentricity (less than 0.1% of the
channel height) produced numerical results with a better match against the experimental
data, as depicted in Figure 2.11. Durst et al. (1993), and Drikakis (1997) further expanded
on these computational techniques, unveiling additional bifurcations, and establishing the
possibility that the bifurcation results depend on the numerical technique used.
Further numerical calculations were carried out by Battaglia et al. (1997) using a time-
marching finite difference method, along with stability analysis, to compare their prediction
of the asymmetry threshold in the symmetric sudden expansion. Alleborn et al. (1997)
studied the planar eccentric sudden expansion using stability analysis, uncovering several
bifurcations of this flow and determining the flow solution along the different stable and
unstable branches of the flow map. Later, Battaglia and Papadopoulos (2006) studied
experimentally and numerically a 1:2 sudden expansion, with close agreement between their
results, emphasizing the three dimensional effects due to the width of the experimental channel,
with an enhancement of the stability for smaller widths, in agreement with the results of
Cherdron et al. presented in Figure 2.9.
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More recently, Fani et al. (2012) computed the linear stability of a flow through a sudden
expansion as a previous step to the formulation of a control system to avoid the asymmetry.
The symmetry- breaking threshold they computed is in agreement with all the previously
cited works. And Guevel et al. (2014) developed an algorithm for the study of the effect
of geometrical parameters on the flow stability. They evaluated it in a sudden expansion
with several ranges of expansion ratio, and their results also reproduces the previously cited
studies.
The different two-dimensional examples reviewed in this section show that it is possible to
estimate numerically the occurrence of symmetry-breaking instabilities in planar or two-
dimensional flows. This is information is useful even in cases when the computed critical
condition even does not coincide exactly with the experimental value, because it allows the
establishment of a reference threshold for the breakup and gives an idea of the order of
magnitude of the Reynolds number at which the transition toward asymmetry will occur.
However, in the following section the analog problem will be presented in the context of
three-dimensional axisymmetrical geometries, where the correspondence between analytic
predictions of the asymmetry and its experimental observations is harder to achieve.
2.9 Axisymmetric geometries
In the case of a planar expansion, the experimental setup has an aspect ratio high enough to
approximate the two-dimensional flow state. In contrast, axisymmetrical geometries as the
ones sketched in Figure 2.12 completely confines the flow, and thus limit the amplitude of the
oscillations that could appear after the expansion. Consequently, it is natural to expect that
the instability that triggers the asymmetrical flow appears at a higher Reynolds number than
in the two-dimensional problem. The geometries that were thoroughly reviewed were the
axisymmetrical sudden expansion, sometimes called in the literature confined jet, a common
test case for several engineering applications; and the axisymmetric smooth contraction-
expansion, an important setup in biomedical and biomechanical engineering, being the model
case for a stenosed artery. Both geometries are presented in Figure 2.12, along with the
relevant geometrical parameters.
2.9.1 Three-dimensional sudden expansion
The basic geometric description of an axisymmetric sudden expansion is shown on Figure 2.12a.
As in the planar case, the most relevant parameter is the expansion ratio D1/D2. One of
the first integrated numerical-experimental works on the flow in an axisymetrical geometry
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Figure 2.12 Definition of axisymmetric geometries. (a) a sudden expansion, (b) A smooth
contraction-expansion.
was performed by Macagno and Hung (1967), who studied a 1:2 sudden expansion. Their
numerical approach was based on the integration of the vorticity transport equations through
finite differences, avoiding the explicit solution of the pressure field. Figure 2.13a reproduces
their numerical results at Re = 100, based on the diameter and average velocity upstream
the expansion, with the upper portion showing the vorticity contours while the lower half
depicts the stream function contours. They also studied experimentally the influence of the
Reynolds number until a value of 200, reporting a symmetrical profile. Figure 2.13b presents
a comparison of their visualizations results with the numerical stream function at Re = 100,
showing good agreement between them.
Later, Iribarne et al. (1972) studied the flow in an axisymmetric 1:2 sudden expansion through
a photochromic visualization technique. Using a flat velocity profile at the inlet, they observed
the characteristics of a laminar confined jet, for Reynolds numbers in the range 90−1355, based
on the inlet diameter, obtaining lengthwise fluctuations in the position of the reattachment
point above Re = 350, and also described the shear-layer instability that generates eddies
with a similar topology to the ones reported in the original Reynolds’ experiment (Reynolds,
1883; Van Dyke, 1982), as described by Drazin (2002). However, as they were interested in
the oscillations of the reattachment length, detailed results were presented only for Re = 389
and under these conditions no asymmetric flow was present.
Analog unsteady effects were also observed by Back and Roschke (1972) and by Feuerstein et al.
(1975), although at higher Reynolds numbers, describing rapid oscillations in the reattachment
length, with important fluctuations in the velocity field in its vicinity that, according to
Latornell and Pollard (1986), were caused by perturbation in the upstream conditions of the
experiment. This also constitutes a challenge for the accurate determination of the critical
conditions for an asymmetric flow or to turbulence transition. Villermaux and Hopfinger
(1994) proposed an empirical description of the oscillations in the reattachment length, as
well as the shear layer instability in the recirculation region. Their model was developed for
confined jet in a rectangular cavity but according to Villermaux and Hopfinger, the model
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(a)
(b)
Figure 2.13 Numerical and experimental results in a 1:2 sudden expansion, reproduced from
Macagno and Hung (1967): (a) isocontours of vorticity (upper half) and stream function
(lower) for a sudden expansion at Re = 100; (b) comparison of the flow visualization with the
stream function results at Re = 100.
31
describes these phenomena satisfactorily in an axisymmetric sudden expansion. However, it
fails to explain the instabilities responsible for the asymmetric flow.
Velocity fluctuations and unsteady effects were the main focus of several experimental works
in the following years. Furuichi et al. (2003) used a ultrasonic Doppler velocimetry (Takeda,
1995) to investigate the spatial and temporal features of the flow through an axisymmetric
1:1.8 sudden expansion, for Reynolds number in the range Re = 500 ∼ 15000, based on the
inlet diameter. They were able to identify a laminar flow regime for Re ≤ 700 ∼ 1000, a
transitional regime for 1000 ≤ Re ≤ 3000, and above that condition a turbulent regime. They
also identify a change in the spatial structure of the flow for Re ' 1500, without further
details, presumably due to the lack of detailed velocity information.
The first detailed description of an asymmetric flow in an axisymmetric sudden expansion
was made by Mullin et al. (2009) via magnetic resonance imaging (MRI). Specifically, they
studied a sudden expansion with a 1:2 expansion ratio using two different experimental setups
in order to visualize the symmetry breaking through Rapid Acquisition with Relaxation
Enhancement (RARE) imaging, and collect velocity data using Gradient Echo Rapid Velocity
and Acceleration Imaging Sequence (GERVAIS). The RARE images allowed them to visualize
the position of the shear layer and the shape of the recirculation region in several transverse
section of their setup. They computed the centroid of the region with positive velocity in the
RARE image, and used the square of its radial position as a measure of the level of asymmetry
in the flow.
Figure 2.14a shows one of the RARE images captured by Mullin et al., while Figure 2.14b
contains their results for the asymmetry measure as a function of the Reynolds number. Here
the symmetry-breaking effects manifest at Re = 1139±10, a value significantly higher than the
one reported by Fearn et al. (1990) for the two-dimensional geometry. An attempt to calculate
numerically this condition was made by Cantwell et al. (2010), using linear stability analysis.
However, they failed to compute the transition to an asymmetric flow, predicting a stable
symmetric flow for Reynolds number up to 1400. Thus, the computational study in this case
is in disagreement with the flow pattern observed in the laboratory. These experimental and
numerical thresholds for symmetric flow are of the same order of magnitude than Re ' 1500
reported by Furuichi et al. (2003) for his structural change, which was probably associated
with a transition to an asymmetric velocity profile. About this issue, Mullin et al. (2009)
states that the nature of the bifurcation in the axisymmetrical case is unlikely to be a pitchfork
bifurcation as in the two-dimensional case, and that confirming their experimental results
constitute an outstanding challenge for computational fluid dynamics (CFD).
Dawson and Blackburn (2010) performed direct numerical simulations (DNS) on a 1:5 sudden
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Figure 2.14 Selected results for the sudden expansion from Mullin et al. (2009): a) RARE
image at 16.25 diameters dowstream of the sudden expansion at Re = 1567; b) Asymmetry
of the flow as a function of Reynolds number.
expansion, introducing different types of high amplitude perturbations and pulsatile flow into
a low Reynolds number flow (Re = 200, based on the average speed and diameter at the
inlet). Their results showed the formation and shedding of vortex rings from the shear layer,
and some degree of asymmetry is observed in the averaged fields. However, the low Reynolds
number, the pulsatile nature of the base flow and the high amplitude perturbations make this
asymmetry part of a different phenomenon than the one observed by Mullin et al..
In a combined numerical-experimental work, Peixinho (2010); Peixinho and Besnard (2013)
present the study of an axisymmetric diverging section and the transition of the Jeffery-
Hammel toward a turbulent regime. Their experimental and numerical velocity profiles present
only axisymmetric patterns.
Some of the challenges for CFD mentioned by Mullin et al. were later tackled by Sanmiguel-
Rojas and Mullin (2012), who worked numerically on a 1:2 sudden expansion, adding a small
transverse component to the inlet velocity profile, in order to investigate the existence of
unsteady states of finite amplitude. Their results present a similar qualitative behavior to
the one observed by Mullin et al. (2009), and they affirm that the presence of this transverse
velocity at the inlet is equivalent to different geometrical imperfections, a situation that is
investigated in Chapter 5. The study of these unsteady states of finite amplitude is the base
of the transient growth theory mentioned in Section 2.7.
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2.9.2 Smooth contraction-expansion
The study of the flow through a pipe with a smooth contraction-expansion is very important in
the analysis of stenosed blood vessels. According to Young (1968), the detailed knowledge of
the flow characteristics around a stenosis is valuable because there is a coupled effect between
them and the growth and development rate of the vascular lesion. They are studied numerically
or experimentally with usually a geometry similar to the one presented in Figure 2.12b. Here,
the most important geometrical parameter are the percentage of area reduction %AR
AR =
[
1−
(
Dmin
Dmax
)2]
× 100, (2.22)
the length-to-diameter ratio L/Dmax of the restriction and the shape of the constriction
wall, usually some sort of smooth function that match the diameters Dmax and Dmin at the
appropriate values of the axial position.
Lee and Fung (1970) modeled their geometry with a Gaussian curve, computing the steady-
flow for Reynolds numbers up to 25. Forrester and Young (1970a) performed simulations
in a similar geometry with the axisymmetrical Navier-Stokes equations, characterizing the
separation and recirculation zone as a function of the Reynolds number. They found that flow
separation could be present even in constrictions with small reduction of transverse area. For
example, for a stenosis with 55.6% of area reduction 1, they showed that for Re ' 100, there
is no separation of the flow. However, at higher values of Re, a recirculation zone appears,
with its size being proportional to the Reynolds number. These observations were confirmed
by an accompanying experimental investigation for the same geometry (Forrester and Young,
1970b). An example of the patterns predicted by them is shown in Figure 2.15.
Young and Tsai (1973) characterized axisymmetric cosine arterial stenoses models 2 in through
visualization and hot film probes, paying special attention to the separation and reattachment
of the flow, mmetric recirculation zone in their results. Numerical steady-state studies for
a wide range of laminar Reynolds numbers were performed by Deshpande et al. (1976) in a
cosine stenosis with 75% of area restriction and L/Dmax = 2, showing only an axisymmetric
velocity profile, while later the same geometry was evaluated experimentaly by Deshpande and
Giddens (1980) using LDA to investigate turbulent mean flow in stenoses. Khalifa and Giddens
(1981) employed the same technique to study the evolution of disturbances downstream several
cosine stenoses with %AR = 25%, 50%, and 75% with L/Dmax = 2. Further experiments
using LDA were conducted by Ahmed and Giddens (1983b,a) for the same set of geometries
1. Dmax = 0.75 in, Dmin = 0.50 in, L = 3.0 in
2. %AR : 56% and 89%; L/Dmax = 2 and 4.
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(a) Re = 100
(b) Re = 150
Figure 2.15 Numerical prediction of separation zones (shown in red). Adapted from Forrester
and Young (1970a).
in laminar and turbulent regimes. Although in one of their flow visualization images an
asymmetric flow after the constriction could be appreciated (reproduced here in Figure 2.16),
there is no mention or reference to an asymmetry in their results or analysis, reporting an
axisymmetric velocity profile, as in all previously cited works.
Mallinger and Drikakis (2002) studied numerically the instabilities that occur with the
pulsatile flow through a stenosis with a 75% of area reduction and L/Dmax = 2 3. They used
a perturbed velocity profile as boundary condition, with an oscillating components parallel to
the flow direction and a frequency in the phisiological range (Womersley number 4 α ≈ 10).
These oscillations caused a variation of the instantaneous Reynolds number between 760
and 1245 per cycle, developing an unsteady asymmetric flow downstream the constriction.
3. Besides the fact that their geometry is axisymmetic, they did not provide details about the shape of the
constriction, but from their figures it presents a sharp corner in the intection of the stenotic region and the
main tube.
4. The Womersley number is the quotient between the inertial transient forces and the viscous forces, and
it is important in biofluid mechanics. Usually represented as α = L
(
ωρ
µ
) 1
2
Figure 2.16 Asymmetric flow, from Ahmed and Giddens (1983a).
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However, they described the morphology of the asymmetry only qualitatively, reporting
the formation of several recirculating regions besides the one inmediately downstream the
constriction, similar to what was described for the planar sudden expansion experimentally
by Durst et al. (1974) and numerically by Alleborn et al. (1997). No attempt was made to
correlate the observed asymmetry with the amplitude of the inlet oscillations, neither to
construct a bifurcation diagram or to explain the asymmetry from the point of view of the
bifurcation theory.
Sherwin and Blackburn (2005) performed a numerical study for steady and pulsatile flow
within an axisymmetric stenosis with 75% or area restiction, using the spectral elements
DNS code previously developed by Blackburn and Sherwin (2004) alongside a linear stability
algorithm based on the work of Tuckerman and Barkley (2000). For the steady state scenario,
they predicted an instability in the computed axisymmetric base flow at Re = 722. The
perturbation velocity field associated to this critical mode cause a deflection of the symmetric
flow emanating from the throat of the stenosis, and indeed describe a symmetry-breaking
bifurcation. The evolution of this perturbation through DNS produced a highly unsteady flow,
with a weakly asymmetric flow less remarkable than the one obtained for the two-dimensional
case by Sobey and Drazin (1986), and with local transition to turbulence farther downstream.
The flow also presented a subcritical behavior when the flow rate is decreased, remaining
asymmetric and turbulent until Re ≈ 688.
Similar numerical studies were carried out by Varghese et al. (2007) using DNS, although
they did not performed any stability analysis. They worked with two geometrical descriptions
of the stenosis, one axisymmetric and another with an eccentricity of 5% 5. Their results for
the axisymmetric case showed a laminar flow up to Re = 1000. According to the results from
Sherwin and Blackburn (2005), this flow would be unstable, and instabilities will developed if
perturbations were considered in the solution. And indeed, in the eccentric case, the base flow
showed a significant asymmetric steady attachment at Re = 500, while the same turbulent
structures and local transition at a similar axial position than the one reported by Sherwin
and Blackburn were observed at Re = 1000.
In contrast, the experimental observations conducted by Vétel et al. (2008) using particle image
velocimetry (PIV) in an axisymmetric stenosis with 75% of area reduction produced results
remarkably different to these numerical works. Vétel et al. reported a steady asymmetric flow
at Reynolds numbers as low at Re = 250, with unsteady behavior appearing at Re ≈ 400,
results that deviate significantly from the ones published by Sherwin and Blackburn (2005)
and Varghese et al. (2007). First of all, the steady asymmetry obtained by Varghese et al. at
5. see Figure 2.17 for a sketch of the eccentricity definition.
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low Re was in an eccentric stenosis, and their numerical velocity contours deviate considerably
from the measurements of Vétel et al.. The deflection of the flow and the magnitude of
the negative velocities within the recirculation pocket are larger in the DNS results than in
the PIV measurements, quite likely due to the presence of the eccentricity. The asymmetry
computed by Varghese et al. was always in the same direction of their rather large geometrical
eccentricity, while in the experiments of , the asymmetry shifted its angular position over
the tube with the change of flow rate. Vétel et al. acknowledge the existence of geometrical
defects in their setup, with a manufacturing tolerance that could cause eccentricities of 0.12%
of the tube diameter. This small value and the fact that the flow does not have a single
preferred direction for deflection and attachment to the wall downstream the stenosis lead
them to hypothesize that their symmetry-breaking mechanism does not have its main origin
in geometrical defects in the experimental setup, as stated by Varghese et al..
Vétel et al. (2008) described the occurrence of local transition to turbulence at Re ≈ 400
with relaminarization farther downstream their setup, a phenomenon that is in agreement
with the comments made by Sherwin and Blackburn (2005) and by Varghese et al. (2007).
Nevertheless, there are important discrepancies between the numerical results of Sherwin and
Blackburn (2005) and the PIV data from Vétel et al. (2008). First of all, Vétel et al. reported
the shift to an asymmetric flow occurs at a much lower Reynolds number than the one
predicted by the linear stability analysis of Sherwin and Blackburn (2005). Additionally, the
DNS results showed a weakly asymmetric flow with local transition to turbulence, while the
experimental results described a steady and noticeable asymmetry, with the flow completely
attached to one side of the pipe downstream the flow restriction. It is natural to expect some
differences arising from the geometrical description of the stenosis, given that both Sherwin
and Blackburn and Varghese et al. use a sinusoidal shape for the restriction, in agreement
with (Ahmed and Giddens, 1983b,a), while Vétel et al. use a shape constructed from the
intersection of circular arcs, similarly to Cassanova and Giddens (1978). But the large amount
of difference observed between these works indicate that the numerical studies fail to describe
satisfactorily the behavior of this flow. In particular, the linear stability analysis is unable to
capture the transition to asymmetric flow at low Reynolds number. As stated previously, the
present research is focused in the elucidation of the source of these discrepancies.
2.10 Geometric perturbations
The use of perturbations is quite extended in the study of fluid flow, specially as a trigger to
certain phenomena. It is common to use a small degree of noise in boundary conditions in
DNS, as it provides an input for more realistic transient simulations. For example the wake
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Figure 2.17 Eccentricity on the stenotic geometry.
around certain blunt bodies may converge to a steady state at a Reynolds number where
this solution is no longer be valid (Noack and Eckelmann, 1994), and the added noise should
help to avoid this situation. But sometimes is necessary an alternative way of perturbation,
especially when dealing with numerical techniques that are not DNS. For example, among the
several recipes available in numerical analysis and CFD textbooks to reproduce the classical
Von Kármán vortex alley around a cylinder, there is the use of a slowly rotating cylinder, in
order to obtain an asymmetric wake that would be then evolved in time with the cylinder in
rest, or a cylinder slightly eccentric within the numerical domain (Ferziger and Perić, 2001).
For the flows of interest to this study, the use of similar geometrical perturbations, although
not common, has been evaluated previously in the literature. Fearn et al. (1990) explained the
difference between their numerical and experimental studies in the planar sudden expansion
was due to the small geometrical defects in their setup (see Figure 2.11). The addition of a
small vertical offset to the inlet tube in their numerical domain allowed them to reproduce the
smooth transition toward the asymmetric flow obtained experimentally. Stroud et al. (2000)
studied numerically several different irregular stenoses with a more realistic shape, contrasting
their results against the ones obtained for smooth axisymmetric restrictions and finding
important differences between them. The wall shear stress, employed for the assessment
of risk for plaque rupture within the stenosis is particularly sensible to these geometrical
irregularities, to the point that Stroud et al. recommend the use of more complex geometrical
characterizations for stenoses than simply the percentage of area restriction.
Varghese et al. (2007) evaluated numerically a stenosis with a 5% of eccentricity, based on the
diameter. A sketch of this additional geometrical parameter is shown on Figure 2.17 6. Their
focus was the study to turbulence transition in the presence of asymmetry, justifying the use
of a geometry with a high amount of eccentricity to force the deflection of the flow. Expanding
the work of Varghese et al. (2007) in the stenosis, Griffith et al. (2013) performed a parametric
6. The eccentricity index E represents the maximum deviation fom the axisymmetric form as a fraction of
the maximun diameter of the tube. Hence, an eccentricity of 5% is equivalent to E = 0.05
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study on the effect of small eccentricities in the contraction-expansion section, in the range of
0.01% to 10% of the tube diameter, much smaller that the one studied by Varghese et al.. They
found that the asymmetry in the flow solution downstream the stenosis is strongly dependent
upon the value of eccentricity added, with a remarkable qualitative similarity between the
asymmetry of the experimental results of Vétel et al. (2008) and their DNS simulation when
the geometry had an eccentricity of 0.25% of the diameter. And Sanmiguel-Rojas and Mullin
(2012) studied numerically the sudden expansion using a perturbed velocity profile as boundary
condition, with a small velocity component perpendicular to the streamwise flow direction.
They managed to correlate the magnitude of this small velocity component with an estimated
eccentricity of the inlet tube to the expansion. However, in contrast with Varghese et al.
(2007), no actual eccentric domain was used in their computations.
Chapters 4 and 5 of the present study deal with the effect of these geometrical imperfections
in the stenosis and sudden expansion, respectively, building over the knowledge and results
presented in the previous cited works, with the additional aspect of the linear stability analysis.
2.11 Iterative computation of eigenvalues
As explained previously, each point u(t) in Equation (2.12) contains information about the
flow in the whole domain. Thus, the size of the operator LU will be large, proportional to
the mesh used in the numerical solution of the flow. Hence, its explicit representation in
its matrix form is largely inadequate. However, the linear stability analysis requires only
the leading eigenvalues (those with the largest real part) to establish the stability condition.
Hence, the direct computation of all the eigenvalues is, besides unpractical, also unnecessary.
The algorithm requires the use of a numerical technique to compute only a few eigenvalues
and eigenvectors of the discretized linear operator LU.
Through a series of articles, Tuckerman and Barkley present different details concerning
the technique for the computation of stability they employed (Barkley, 1992; Mamun and
Tuckerman, 1995; Barkley and Henderson, 1996; Barkley and Tuckerman, 1999; Tuckerman
and Barkley, 2000). Their approach uses an iterative Krylov subspace method based on the
Arnoldi iteration algorithm (Saad, 1980). The core of this procedure is the modified power
method, which allows to compute the dominant eigenvector of a m×m matrix A from its
repeated action over an arbitrary initial vector x0. Indeed, the sequence
xn = Anx0
approximate the dominant eigenvector, the one corresponding to the eigenvalue with largest
39
magnitude. The eigenvalue is computed from the Rayleigh quotient
hn =
xTnAxn
xTnxn
.
This power method only allows to compute one eigenpair, i.e. an eigenvalue and its associated
eigenvector. The Arnoldi algorithm allows the simultaneous computation of several eigenpairs,
being a generalization of the power method. The procedure is as follows:
1. Start with an arbitrary initial vector x0, with the same number of elements as degrees
of freedom the system has. In other words, x0 should have m elements.
2. Construct the sequence x0,Ax0,A2x0, . . . ,Ak−1x0. These vectors define the span of
the Krylov space. Here, k is the number of eigenpairs sought, normally 4-8. k is
significantly smaller than m, the size of the matrix A.
3. The previous sequence of vectors is orthonormalized to obtain the base of the Krylov
space v1, v2, . . . , vk. The classical Gram-Schmidt method, although simple, presents
severe numerical convergence problems when performed numerically due to roundoff
errors (Cheney and Kincaid, 2009). The modified or stabilized Gram-Schmidt method
is recommended (Daniel et al., 1976; Saad, 1980).
4. The Krylov space base vectors are assembled as the columns of a m × k matrix
V = [v1 , v2 , . . . , vk].
5. The k × k Hessenberg matrix H = VTAV is constructed.
6. The eigenvalues and eigenvectors of H are computed. Given the reduced size of the
matrix H compared with the original M, more traditional direct methods could be
used to compute these eigenpairs. Goldhirsch et al. (1987) recommends using the QR
algorithm, already included in most computational libraries.
7. The eigenvalues of H approximate the first k dominant eigenvalues of A, while its
eigenvectors, multiplied by V, approximate the associated k eigenvectors of A.
The previous algorithm allows the computation of eigenpairs of a large m × m A matrix
solving a reduced problem of size k × k, without explicitly using the matrix A. Indeed, the
method only uses A implicitly, through its repeated action over a vector of size m. However, it
still computes the eigenvalues with largest magnitude, not the ones with the largest real part,
which are the ones of interest for the stability analysis. A modified version of the Arnoldi
algorithm developed in detail by Goldhirsch et al. (1987) was included in the computational
routine of Tuckerman and Barkley, allowing them to obtain the leading eigenpairs of the
problem instead of the dominant ones. This modification was developed in general for any
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large asymmetric matrix A, but it is especially well suited when the matrix actually represents
a differential operator like in Equation (2.12). Given the following problem
dx
dt
= Ax, (2.23)
with initial condition
x(0) = x0.
Its solution, after integration for 0 ≤ t ≤ tf is
x(tf ) = exp(Atf )x0. (2.24)
Now, assuming that the eigenvalues of A : λi are sorted according to their real parts, in de-
creasing order Re(λ1) > Re(λ1) > . . . > Re(λm), with associated eigenvectors ϕ1,ϕ2, . . . ,ϕm,
where again m is the rank of A. It is possible to expand the vector x0 as a linear combination
of these eigenvectors
x0 =
m∑
i=1
αiϕi,
which after the application of the operator exp(Atf )
x(tf ) = exp(Atf )x0 =
m∑
i=1
αi exp(Atf )ϕi
=
m∑
i=1
αi exp(λitf )ϕi,
where the definition of an eigenvalue Aei = λiϕi has been used. It is clear that for tf large
enough the non-leading eigenvalues will decay and their contribution will be small due to
the exponential terms. Because of this decay Goldhirsch et al. call this time integration
filtering stage. But the exponential term in Equation (2.24) also transform the complex plane
containing the eigenvalues of A as follows
z ∈ C
z = Re(z) + i Im(z)
ez = exp(Re(z) + i Im(z))
= exp(Re(z)) exp(i Im(z))
= exp(Re(z)) [cos(Im(z)) + i sin(Im(z))] ,
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Re(z) < 0
Stable:
Re(z)
Im(z)
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‖z‖ < 1
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Re(ez)
Im(ez)
(b)
Figure 2.18 Exponential transformation of the complex plane. The shaded stability region
goes from the half-plane with negative real part in (a), to the interior of the unit circle in (b).
and thus, the imaginary axis Re(z) = 0 becomes the unit circle in the transformed plane,
as depicted in Figure 2.18. The stable negative half of the complex plane is mapped into
the interior of the circle, while the unstable half becomes the exterior. Hence, the dominant
eigenvalues of the exp(A) are the leading ones of A. The explicit exponentiation of the matrix
A is never computed. Instead, the time integration of the operator (2.23) is performed, even
for algebraic cases where the matrix A is not related with differential problems.
Instead of the exponential transformation, Cliffe et al. (1993) used different preconditioners to
transform leading eigenvalues into dominant ones, making it suitable for an Arnoldi iteration,
and using the resulting method to locate Hopf bifurcations. A hybrid approach was developed
by Fortin et al. (1994), using a similar stability problem as the one presented in this section,
and combining with it predictions from the Orr-Sommerfeld equation as input for non-linear
computations, integrating directly the unsteady Navier-Stokes with perturbed boundary
conditions. They applied this algorithm to the study of the plane Poiseuille flow, managing to
reproduce the threshold predicted by Orszag (1971) of Rec = 5772. An improved version of
their algorithm was used in the detection of Hopf bifurcation in different geometries (Fortin
et al., 1997). Cliffe et al. (2012) implemented an error estimator within their linear stability
code, allowing them to refine their meshes according to stability results. They applied this
method to several examples, reproducing the critical Reynolds number published by Sherwin
and Blackburn (2005) for their stenosis.
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2.11.1 Example
The previous method was implemented in a Matlab/Octave routine as a computational
example 7. In this case, the matrix A is constructed with all the elements in its diagonal,
according to
Aii = −i/2.
Thus, its eigenvalues and eigenvectors are already known a priori:
λi = −i/2 ϕij = δij.
An implicit second-order backward differentiation formula (BDF) was used for the time filtering
stage, with the first time step computed through a first-order BDF. The orthonormalization
was performed using a modified Gram-Schmidt, to decrease the truncation errors introduced
during the projections (Daniel et al., 1976; Saad, 1980). The time integration parameters
are critical, even with a matrix with a simple structure like this one. The combination and
interaction of modes that grows and decay at different rates using BDF methods was studied
by Stewart (1990), setting the limitations to high-order schemes. However, in this case a
second-order scheme is used and the numerical convergence of the time integration is less
critical. But still, an incorrect selection of the time-step size and the total time of filtration
will cause wrong results to the Arnoldi algorithm.
The Arnoldi algorithm converges faster to the leading eigenvalues, but the converge rate to
the other requested eigenvalues is slower. Hence, it is a common practice to compute a larger
number of eigenvalues than the actual sough number, to use the extra values as an error
buffer (Lehoucq et al., 1998; Tuckerman and Barkley, 2000). In the present example, the
four leading eigenvalues are sought. Therefore, the method is assembled to compute twice as
many eigenvalues and eigenvectors (k = 8), but only the first four are reported and used in
the computation of the errors and convergence residue.
Assuming that the matrix A represents a discretized linear operator that has been already
expressed in its non-dimensional form. Table 2.2 contains the first four eigenvalues for a
matrix A of 50 × 50 (m = 50). These values were computed using a filtering time step
∆tf = 0.05 and a total filtering steps of Nf = 70, resulting in a filtering time tf = 3.5. The
time step for the construction of the Krylov base is also ∆tk = 0.05. With these parameters,
the first three eigenvalues present a low level of error when compared against the real value
(λi = −i/2), with an error of less than 0.0003%, with a larger level of error obtained for the
7. The full source code of these routines is presented in Appendix A
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Table 2.2 Comparison of the computed eigenvalues for the example of the Arnoldi algorithm
with m = 50, k = 8, ∆t = 0.05 and Nf = 70.
i Analytic Numerical %λ %ϕ
1 −0.500 0 −0.500 0 1.472 2× 10−05% 7.001 8× 10−03%
2 −1.000 0 −1.000 0 1.168 2× 10−04% 5.505 6× 10−02%
3 −1.500 0 −1.500 0 2.933 6× 10−04% 1.406 3× 10−01%
4 −2.000 0 −2.002 9 1.464 9× 10−01% 3.929 8× 10+00%
eigenvectors. The fourth eigenvalue present a significantly deviation in both the eigenvalue
and eigenvactor. To further decrease these errors, a longer filtering time tf should have been
computed. The following expressions were used to compute the errors in the third and fourth
column of Table 2.2.
%λ =
|λi − λnumi |
|λi| × 100
%ϕ =
‖ϕi −ϕnumi ‖
‖ϕi‖
× 100
The effect of the number of filtering steps is evident in Figure 2.19. After an initial decrease
of the errors and residues for low Nf , an important increase occurs, and the errors remain
high as Nf increase, until a sharp drop occurs at around Nf = 1000. The plateau evidenced
in the curves indicates that some of the larger modes of A have not decayed completely and
indeed have an effect in the time integration of the operator 2.23, a manifestation of the
transient growth phenomenon in this simple problem. The values reported in Figure 2.19
were computed using the following expressions
maxλ = max (λ) = max
( |λi − λnumi |
|λi|
)
for i = 1 . . . k
maxϕ = max (ϕ) = max
(‖ϕi −ϕnumi ‖
‖ϕi‖
)
for i = 1 . . . k
Rmaxλ = max
( ∣∣λki − λk−1i ∣∣
0.5
∣∣λki − λk−1i ∣∣
)
for i = 2 . . . k
Rmaxλ = max
( ∥∥ϕki −ϕk−1i ∥∥
0.5
∥∥ϕki −ϕk−1i ∥∥
)
for i = 2 . . . k
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Figure 2.19 Influence of the number of filtering steps over the computed eigenvalues and
eigenvectors. Results computed using m = 50, k = 8, ∆t = 0.05, and 10 < Nf < 1500.
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2.11.2 Another example
The previous example was particularly simple due to the diagonal structure of the matrix A.
Indeed, in the formulation of the BDF operators for time integration there are terms of the
following form
(I−∆tA)x[k] = x[k−1] for BDF1(
I− 23∆tA
)
x[k] = 43x
[k−1] − 13x
[k−2] for BDF2,
and given that A is diagonal, the equations for the components of x at the step k are fully
decoupled and no matrix inversion is required.
However, the BDF routines included in Appendix A are able to handle more complex matrices,
solving the previous system through LU factorization 8. Through the use of rotation matrices
it is possible to modify the matrix A without changing its eigenvalues. The generation of a
random rotation matrix of dimension m could be tackled with several elaborate techniques
(Diaconis and Shahshahani, 1987; León et al., 2006). However, a more direct way is using
the orthogonality property. A rotation matrix Q is indeed an orthogonal matrix whose
determinant is positive, in order to conserve the orientation of the coordinate system.
‖u‖2 = uTu given a vector u
= (Qu)T (Qu) the rotation Q conserves its length
= uTQTQu→ QTQ = I
In Matlab, a random rotation matrix Q could be constructed from the QR factorization
of a random matrix, changing the sign of a few of its entries in order to obtain a positive
determinant. The algorithm to construct this rotation matrix in presented in Section A.1 of
Appendix A and it has the following form
Q[m×m] =
(
Q[p×p] 0[p×(m−p)]
0[(m−p)×p] I[(m−p)×(m−p)]
)
,
where {p ∈ N : 0 < p < m}. With this transformation, a new rotated matrix A′ is constructed,
with eigenvalues λ′ equal to the original λ of A and whose eigenvectors ϕ′ could be compared
8. The factorization is done using the internal Matlab function lu, which itself calls the library UMFPACK
(Davis, 2004).
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Table 2.3 Comparison of the computed eigenvalues for the example of the Arnoldi algorithm
with the rotated matrix with m = 50, k = 8, ∆t = 0.05 and Nf = 70 The rotation matrix
used had a p = 3m/4.
i Analytic Numerical %λ %ϕ
1 −0.500 0 −0.452 9 9.417 9× 10+00% 1.246 3× 10+01%
2 −1.000 0 −0.984 8 1.522 2× 10+00% 1.191 0× 10+01%
3 −1.500 0 −1.500 1 8.585 7× 10−03% 8.307 4× 10−01%
4 −2.000 0 −2.000 1 2.677 9× 10−03% 6.315 2× 10−01%
against the original set ϕ through the rotation matrix.
A′ = QTAQ
A′ϕ′ = λ′ϕ′
λ′ = λ and ϕ′ = QTϕ.
With this transformation, the new matrix A′ becomes more dense, increasing the difficulty
and the computational demands for the Arnoldi algorithm in this case. The results with the
same parameters used in the diagonal example are presented in Table 2.3 using a Q matrix
that affects the first 75% of the rows and columns of A (p = 34m). Higher values of p were
tested, decreasing the convergence of the results. The goal of this example is present the
method with a matrix with a more complex structure than a diagonal matrix. The errors
reported in Table 2.3 are significantly higher than the ones obtained for the diagonal case
with the same parameters where it can be see a higher level of errors than in Table 2.2.
As in the previous example, to further decrease the errors in Table 2.3 it is necessary to
increase the length of the filtering stage. Table 2.4 contains the results of this computation
with Nf = 80 and tf = 4, producing lower levels of errors in both the eigenvalues and
eigenvectors than in the previous results.
The decrease in the quality of the convergence rate for the rotated matrix A′ is evident in
Figure 2.20, where the effect of the number of filtering steps Nf is evaluated leaving the time
step fixed at ∆t = 0.05. In contrast with Figure 2.19, where a sharp drop appears at around
Nf = 1000, here the errors and residues increase and remain high up to Nf = 10000. It
is unlikely that correct results would be obtained if further filtering steps were computed,
because the components of the vector obtained after this long integration are all fairly small
and are below the error margin of the BDF methods. Moreover, the error associated with
the modified Gram-Schmidt algorithm and the normalization of vectors with such small
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Table 2.4 Comparison of the computed eigenvalues for the example of the Arnoldi algorithm
with the rotated matrix with m = 50, k = 8, ∆t = 0.05 and Nf = 80 The rotation matrix
had a p = 3m/4.
i Analytic Numerical %λ %ϕ
1 −0.500 0 −0.500 0 4.634 4× 10−03% 1.610 4× 10−01%
2 −1.000 0 −1.000 0 1.846 2× 10−05% 2.748 6× 10−02%
3 −1.500 0 −1.500 0 3.825 7× 10−05% 6.796 8× 10−02%
4 −2.000 0 −2.000 1 3.864 4× 10−03% 6.786 9× 10−01%
components are additional obstacles to obtain an actual orthogonal base. Certainly, the dense
structure of A′ puts this method outside its intended scope of sparse matrix. And for this
case, more sophisticated computational methods are required, like the ones implemented
inside the library ARPACK.
The goal of these examples section was presenting the capabilities of the Arnoldi algorithm and
show how it is able to compute eigenvalues and eigenvectors. For practical problems, further
improvements are necessary in the Arnoldi algorithm in order to tackle more general problems.
For example, Goldhirsch et al. (1987) proposes techniques that allow to monitor dynamically
if the Krylov subspace base needs to be increased due to eigenvalues with repeated multiplicity
and to avoid splitting a complex pair. No attempt was made to implements these techniques
in the Matlab code presented in Appendix A. The common approach is the use of external
computational libraries specialized in eigenvalues and eigenvectors. Probably the one with
more extended use is ARPACK (Lehoucq et al., 1998). In fact, the computation of eigenpairs
in Matlab and Octave uses this library for sparse matrices 9. The following section explains
the basic usage of the ARPACK library.
2.11.3 Introduction to ARPACK
The numerical methods used by the ARPACK library (Lehoucq et al., 1998) is quite similar
to the one presented in this section. ARPACK also uses the block power method of the
Arnoldi algorithm to construct the Krylov subspace, using the matrix A in an implicit manner
through its effect on a vector. It also performs the orthonormalization of the base each time
a vector is added. The factorization of the Hessenberg matrix is computed using the QR
method.
Once again, for a given matrix A, the algorithm of ARPACK will compute its dominant
9. Implemented under the command eigs.
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Figure 2.20 Influence of the number of filtering steps over the computed eigenvalues and
eigenvectors with the rotated matrix. The results were computed using m = 50, k = 8,
∆t = 0.05, and 100 < Nf < 10000.
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eigenvalues. However, it provides options to discriminate the type of eigenvalues sought, which
avoids the explicit use of exponential transformations, time integrations or preconditioners, as
in the original methodology of Tuckerman and Barkley. ARPACK’s approach is based on the
internal transformations of the system matrix according to Saad (1984), using Tchebyshev
polynomials to resolve for the leading eigenvalues, i.e. those with the largest real part, and
also provides similar transformations that allows it to solve for eigenvalues with the smallest
real part or the smallest module.
The most useful feature of ARPACK is that, being based on the Arnoldi algorithm, it allows
the solution of eigenvalue problems in an implicit manner, without working over the matrices
but instead using the effect of these matrices over vectors provided by the ARPACK algorithm.
In general, ARPACK is able to solve problems of the following form
Ax = λMx, (2.25)
where A and M could be real or complex square matrices. ARPACK provides techniques to
reduce or transform this generalized problem into the standard form
Ax = λx.
Among the several techniques available for the solution of (2.25), the most general is the
so-called shift-inverse transformation
(A− σM)−1Mx = νx where ν = 1
λ− σ for σ 6= λ, (2.26)
useful for finding eigenvalues in a different region of the complex plane. Indeed, the dominant
eigenvalues ν of the transformed matrix (A− σM)−1M correspond to the eigenvalues λ of
the original problem (2.25) that are closer to the the shift σ. In other words, it solves for
the less dominant eigenvalues in a complex plane where the origin is in σ. In most practical
problems σ ∈ R, which avoid unnecessary complex arithmetic when A and M are both real,
but complex σ are also possible (Parlett and Saad, 1987). According to Lehoucq et al. (1998),
the enhanced local convergence provided by the shift-inverse method is useful even in regular
eigenvalue problems withM = I. The main difficulty is that ARPACK will require an external
factorization method to compute the inverse of (A− σM)−1.
When no shift is of interest (σ = 0), ARPACK tackles the generalized eigenvalue problem
(2.25) with different methods. When M is a well-conditioned Hermitian positive definite
matrix, the computation of a Cholesky factorization is possible. Then M = LLH , where L is a
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lower triangular matrix and H denotes the conjugate transpose operator. In this case, the
generalized problem (2.25) takes the following form after transformation
Ax = λMx → (L−1AL−H)y = λy, (2.27)
and the eigenvalues of the original problem are recovered from the solution of LHx = y. In this
case it is necessary to provide the Cholesky factorization of M and the matrix-vector products
are evaluated taking advantage of the triangular structure of L. IfM is not Hermitian positive
definite, it is more convenient to do a direct transformation toward the standard form (2.11.3)
multiplying both sides of Equation (2.25) by M−1
Ax = λMx ×M−1 on both sides
M−1Ax = λM−1Mx
M−1Ax = λx,
known as the inverse transformation within ARPACK. In this case either the inverse of M
or an appropriate factorization for it has to be provided. But if M is ill-conditioned, the
shift-inverse transformation may provide better results.
The case when M = I translates directly into the standard eigenvalue problem. All the
previously mentioned methods have the goal to transform the problem into this case, where
ARPACK only needs a method to perform the matrix-vector product in order to construct
the Krylov base. Indeed, the additional requirements for matrix inversions and factorization
were necessary to compute the matrix-vector product with the transformed matrices. To solve
Equation (2.11.3), ARPACK uses an algorithm with a similar structure to the one used for the
examples reviewed in Section 2.11.1. The actual method is known as the Implicitly Restarted
Arnoldi Method (IRAM). The implicit restarted part refers to interrupt the generation of
the Krylov subspace base everytime a new vector is going to be added, and multiply it by a
transformation that helps to filter the unwanted eigenpairs. It is based in the work by Saad
(1984). The full details of the IRAM are presented in (Lehoucq et al., 1998, Chap. 4). The
specific details of the implementation of the stability analysis method within ARPACK are
presented in the next Chapter in Section 3.3.
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CHAPTER 3 NUMERICAL COMPUTATION OF LINEAR STABILITY
3.1 Introduction
This section presents the method used within this research for the study of stability in steady
solutions, along with its implementation within a finite element code and the solution of the
eigenvalue problem using the external library ARPACK (Lehoucq et al., 1998), along with a
few examples of the computation of stability in fluid flow. The limitations of the methodology
and possible improvements are also addressed.
3.2 Variational formulation
First, considering a steady-state velocity field U, solution to the Navier-Stokes equations
(2.7), the problem (2.10) is written as
ρ
∂u′
∂t
+ ρ ((u′ · ∇)U+ (U · ∇)u′) = ∇ · (−p′I+ µ (∇u′ +∇Tu′))
∇ · u′ = 0,
with boundary conditions
ΓD : u′ = 0
ΓN : σ(p′,u′) · nˆ = 0.
Now, the variational formulation for the previous problem is written as follows∫
Ω
ρ
∂u′
∂t
·w dΩ +
∫
Ω
ρ [(u′ · ∇)U+ (U · ∇)u′] ·w dΩ
−
∫
Ω
p′∇ ·w dΩ +
∫
Ω
µ
(∇u′ +∇Tu′) : ∇w dΩ = 0 (3.1a)
−
∫
Ω
q∇ · u′ dΩ = 0, (3.1b)
with w ∈ H1ΓD(Ω), q ∈ L2(Ω). It is clear that this problem has an identically zero trivial
solution (u′ = 0). However, here the interest is to find non-null solutions. Three different
approaches are discussed.
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3.2.1 Implicit matrix
In it most basic form, the variational problem (3.1) could be discretized into a time-dependent
finite element solution. The degrees of freedom are organized in a single vector W and the
problem implicitly reduces to
dW
dt
= AWW,
where the boundary conditions are already part of the assembled system. The matrix-vector
product AWW is understood as the solution of the time dependent finite element problem
after a certain time-step using W as initial condition. With the initial condition to this
problem is the perturbation W0, the solution after a time ∆t could then be written as
W (∆t) = W0 exp (AW∆t) .
It is possible to implement this formulation within ARPACK, computing the solution of the
finite element problem with an external code, and inserting the resulting vector in ARPACK,
to construct the Krylov subspace base internally and complete all the steps of the Arnoldi
algorithm, and each time it requires a matrix-vector product, ARPACK would need to call
the finite element code to solve (3.1) using the W0 as initial condition.
The computational cost of these external matrix-vector product represents the larger fraction
of the total cost of the method. But the main issue with this approach is the dependance of
the results with the time integration parameters, a fact that was already mentioned in the
examples of Section 2.11.1. This approach uses the same method proposed by Goldhirsch
et al. (1987), performing the exponential transformation as the time integration progress.
Hence, the eigenvalues with the largest module of AW are the ones the largest real part of the
problem (3.1). The implementation of this method within ARPACK is detailed in Section 3.3,
along with the issues that arise due to the dependence on the time-integration parameters.
3.2.2 Method of normal modes
For this method, the perturbation variables u′ and p′ are decomposed in their normal mode
representation according to Equation (2.11), respectively u′ = eλtuˆ and p′ = eλtpˆ, and these
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are introduced into Equation 3.1 to obtain a continue representation of the eigenvalue problem
λ
∫
Ω
ρuˆ ·w dΩ +
∫
Ω
ρ [(uˆ · ∇)U+ (U · ∇) uˆ] ·w dΩ
−
∫
Ω
pˆ∇ ·w dΩ +
∫
Ω
µ
(∇uˆ+∇T uˆ) : ∇w dΩ = 0
−
∫
Ω
q∇ · uˆ dΩ = 0.
The previous system is then discretized by the finite element method, and its degrees of
freedom uˆ and pˆ are regrouped into the vectors X and Pˆ, respectively
uˆ =
∑
φiXi
pˆ =
∑
γiPˆi,
and the system takes the following form
AX+ BT Pˆ = −λMX
BX = 0,
(3.2)
or in an analog manner (
A BT
B 0
)
︸ ︷︷ ︸
Aˆ
(
X
Pˆ
)
︸ ︷︷ ︸
Z
= −λ
(
M 0
0 0
)
︸ ︷︷ ︸
Mˆ
(
X
Pˆ
)
︸ ︷︷ ︸
Z
AˆZ = −λMˆZ, (3.3)
where the matrices are given by
Aij =
∫
Ω
ρ
[
(U · ∇)φj +
(
φj · ∇
)
U
] · φi dΩ + ∫
Ω
µ
(∇φj +∇Tφj) : ∇φi dΩ
BTij = −
∫
Ω
γj∇ · φi dΩ
Bij = −
∫
Ω
γi∇ · φj dΩ
Mij =
∫
Ω
ρφi · φj dΩ.
(3.4)
Equation (3.3) represents a generalized algebraic eigenvalue problem. The minus sign on the
right hand side could be incorporated into the definition ofM, but in that case it would not be
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a positive definite matrix. And although M could be Cholesky factorized into M = LLH , Mˆ
is ill conditioned and the transformation described in Equation (2.27) could not be performed.
The inverse method using Mˆ−1Aˆ or the shift-inverse with
(
Aˆ− σMˆ
)−1
Mˆ will also present
present problems due to the block of zeros in both Aˆ and Mˆ. Thus, the solution methods
proposed by ARPACK will have issues with this approach. Hence, an alternative method is
proposed in the next section.
3.2.3 Modified matrix-vector product
As in the previous method, the analysis starts with the variational formulation of Equa-
tion (3.1). Without any assumption regarding the normal modes, this system is discretized
by the finite element method. Its degrees of freedom for the variables u′ and p′ are grouped
this time into the vectors Uˆ and Pˇ, respectively:
MdUˆ
dt
+ AUˆ+ BT Pˇ = 0
BUˆ = 0,
(3.5)
with initial conditions
Uˆ(t = 0) = Uˆ0
BUˆ0 = 0.
(3.6)
The initial condition Uˆ0 represents a perturbation introduced into the steady solution U.
The goal is the description of the evolution of the perturbed field Uˆ(t) as a function of the
initial perturbation Uˆ0, which requires the elimination of the pressure from the equations.
Several methods are available for this step (Tuckerman and Barkley, 2000; Sherwin and
Blackburn, 2005), but a different approach is proposed here, through an algebraic manipulation.
Multiplying the equation corresponding to the momentum balance by M−1 gives
dUˆ
dt
+M−1AUˆ+M−1BT Pˇ = 0. (3.7)
The previous operation is possible because M is symmetric and positive-definite, hence its
inverse exists and it is also positive-definite. The mass conservation equation also holds its
equality after differentiation in time:
BdUˆ
dt
= 0.
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Then, multiplying Equation (3.7) by B
=0︷ ︸︸ ︷
BdUˆ
dt
+BM−1AUˆ+ BM−1BT Pˇ = 0
BM−1BT Pˇ = −BM−1AUˆ
Pˇ = − (BM−1BT )−1 (BM−1A) Uˆ. (3.8)
The product
(
BM−1BT
)
is invertible because because M−1 is positive-definite. Hence, the
previous product will represent a positive-semidefinite matrix (Horn and Johnson, 2012,
Obs. 7.1.8). But B and BT comes from a well-posed finite element discretization, with
a formulation that satisfies the inf-sup or LBB condition (Ladyzhenskaya-Babus˘ka-Brezzi
Babus˘ka (1973); Brezzi (1974); Ciarlet and Lions (1991)). Therefore, BT satisfy the conditions
stated by Horn and Johnson 1 and
(
BM−1BT
)
will be positive-definite and invertible.
Finally, substituting (3.8) into Equation (3.7):
dUˆ
dt
+M−1AUˆ−M−1BT (BM−1BT )−1 (BM−1A) Uˆ = 0
dUˆ
dt
+
[
M−1A−M−1BT (BM−1BT )−1 (BM−1A)] Uˆ = 0.
The solution to the previous ODE is simply:
Uˆ(t) = exp
[
−
(
M−1A−M−1BT (BM−1BT )−1 (BM−1A)) t] Uˆ0.
This last relation implies that the evolution of Uˆ is governed by the eigenvalues of the following
matrix:
A˜ =
(
M−1A
)− (M−1BT ) (BM−1BT )−1 (BM−1A) ,
where the eigenvalue problem is written as
A˜X = λX (3.9)
This problem could be solved iteratively through ARPACK, using its regular mode, according
to the description given in Section 2.11.3. The associated computational cost of this problem
would be in the calculation of the matrix-vector product A˜X.
Proposition 3.2.1 (Alternative approach for product A˜X). The solution Y of the following
1. BT should be a full rank matrix.
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system
MY + BT Pˇ = AX
BY = 0,
(3.10)
is equivalent to the matrix-vector product A˜X.
Proof. The matrix M in Equation (3.10) is a symmetric and positive-definite matrix. Hence,
its solution process is simpler than solving the problem (3.3), given the nature of the matrices
involved.
Multiplying the first Equation (3.10) by M−1 gives
Y +M−1BT Pˇ = M−1AX.
Then, multiplying it by B:
=0︷︸︸︷
BY +BM−1BT Pˇ = BM−1AX.
Isolating the pressure:
Pˇ =
(
BM−1BT
)−1 (BM−1A)X.
This relation, inserted into the first equation gives:
Y =
(
M−1A
)
X− (M−1BT ) (BM−1BT )−1 (BM−1A)X = A˜X.
Remark 3.2.1. The matrix A˜ comes from the time integration of Equation (3.7). Then, as
explained in Section 2.11, the solution of the eigenvalues of A˜ already includes the exponential
transformation in an implicit manner, but without actually performing the time integration.
Hence, the dominant eigenvalues of A˜ (the ones with the largest module) are the leading
eigenvalues of the original stability problem (3.1), i.e. the ones with the largest real part,
precisely those that determine the onset of instability.
Hence, to calculate the matrix-vector product A˜X, it is necessary to resolve the system
(3.10). Its solution exists and is unique (Delfour, 2012). This system has the same size of
the Navier-Stokes problem, but its factorization could be computed only once and used for
successive stages. For this, the Krylov subspace is built using the solution Y of Equation (3.10)
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into his right-hand side, in place of X, as follows:
MY[i] + BT Pˇ = AY[i−1]
BY[i] = 0,
(3.11)
for i = 1 · · ·K. In general, all the vectors of this space would be divergence-free, with the
exception of Y[0], which is selected arbitrarily. However, the filtering stage recomended by
Goldhirsch et al. (1987) and implemented by Tuckerman and Barkley (2000) allows to advance
this arbitrary perturbation for a determinate time, to remove the fastest decaying modes and
assure that all vectors of the Krylov subspace base are divergence-free. The same principle is
used by Sherwin and Blackburn (2005) in their study of the stenose. Thus, a similar stage is
implemented here, solving Equation (3.11) a fixed number of times before the construction of
the Krylov subspace base within the ARPACK library.
This whole method allows the computation of leading eigenvalues of steady solution without
the use of time integration. That would imply that the results are not conditioned to
the constraints imposed by the time integration method used, like time step size or its
implicit–explicit formulation. For its solution, the discretized version of the problem (3.10) is
implemented inside a finite element code,(
M BT
B 0
)
︸ ︷︷ ︸
Aˇ
(
Y
Pˇ
)
︸ ︷︷ ︸
Z
=
(
AX
0
)
︸ ︷︷ ︸
F
AˇZ = F, (3.12)
which is called as a subroutine within ARPACK that takes X (or Y[i−1]) as an argument and
returns Y (or Y[i]). Evidently, the finite element routine also takes as an argument the steady
solution around which the equations are linearized, as shown in Equations (3.4) for the matrix
coefficients, but this is transparent to ARPACK. The first time the ARPACK library calls
this matrix-vector routine, the LU factorization of Aˇ is computed and kept in memory, for
the successive calls. This factorization is calculated with the library PARDISO (Schenk and
Gärtner, 2004), which is adequate for small and medium size problems. For larger problems,
the implementation of an iterative method for solving the system (3.12) like GMRES could
improve the performance of the method. This is an aspect that is recommended for a future
research project.
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Table 3.1 Paramenters used for ARPACK.
Parameter Implicit Modified
Requested Eigenvalues 6 < Nev12 6 < Nev < 12
Krylov subspace 2Nev 2Nev
Type of Eigenvalues Largest module Largest module
Time step 0.01-1 -
Filtering time 5-30 -
ARPACK Mode Regular (Mode 1) Regular (Mode 1)
Matrix M I I
TOL 10−10 10−10
Max IRAM iterations 600 600
3.3 Implementation within ARPACK
This section summarizes the details of the implementation of the computational routines for
the solution of stability in incompressible fluids within ARPACK. The methods presented
in Sections 3.2.1 and 3.2.3 are linked to the ARPACK library, in such way that ARPACK
provides the input to the finite element computation, taking the output of these simulation
as the results of the required matrix-vector products. ARPACK requires that the user
declares the memory for the arrays that are used during the computation, along with a set of
parameters that sets the solution mode, the number of eigenpairs sough and the stopping
criterion, based on the tolerance at which the eigenvalues are computed and the maximum
number of iterations. Table 3.1 summarized the parameters used for both methods.
The only difference between the two cases was in the time integration parameters. Indeed,
the modified product method presented in Section 3.2.3 did not requires any time integration,
while the implicit matrix of Section 3.2.1 requires the time-step length and the total time
of initial filtration. In both cases ARPACK is indicated to look for the eigenvalues with the
largest module, given that the formulation of the methods already include the exponential
transformation that allows to compute the eigenvalues with the largest real part. And
ARPACK is indicated to operate in its regular mode (see Section 2.11.3) according to the
parameter Mode=1 and the use of an identity matrix as right hand side matrix in the general
eigenvalue problem, transforming it into an standard eigenvalue problem. The results for
the modified matrix-vector product are presented in the next section, while the results for
the implicit matrix method are discussed in Section 3.4.3, along with the inconveniences it
presents for the current research.
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3.4 Validation of the method
In order to verify the accuracy of the algorithm presented in Section 3.2.3, it was used to
compute the stability of the flow regime in two different setups with already published results.
The first is a two-dimensional sudden expansion, based on the work of Fearn et al. (1990),
while the second is an axisymmetric smooth convergent–divergent section, based on the results
of Sherwin and Blackburn (2005).
3.4.1 Two-dimensional sudden expansion
Fearn et al. (1990) evaluated a symmetric sudden expansion with 1:3 expansion ratio (see
Figure 2.7b). They reported that the flow loses its symmetry at Re = 40.45, based on the
half-width of the channel and the peak velocity at the inlet. This is equivalent to Re = 53.93
with the Reynolds number based on the total width and average velocity at the inlet of
channel, parameters selected for non-dimensionalization in the present case.
Numerical solution
An incompressible fluid flow is assumed, due to the low-Reynolds number present within
the domain. Hence, the Navier-Stokes equations (2.1) are valid. The problem is discretized
through the finite element method, using quadrilateral 9-nodes elements that satisfy the inf-sup
condition, providing quadratic interpolation for the velocity vectors and linear interpolation
for the pressure. A similar geometry to the one used by Fearn et al. was built, according
to the parameters defined in Figure 3.1, where it is also given a summary of the boundary
conditions used. In this case, the expansion ratio of 1:3 means that d1/d2 = 1/3. For the
inlet, the parabolic velocity profile corresponding to a developed Poiseuille flow was imposed
as a Dirichlet boundary condition
u = u(y) = 32Uavg
(
1− 4
(
y
d1
)2)
on ΓinletD .
For the outlet, a null surface force was set, through the projection of the stress tensor, which
correspond to a Neumann boundary condition
σ · nˆ = 0 on ΓoutletN .
Additionally, the vertical velocity components were set to zero at the outlet, to guarantee
a completely parallel velocity profile. In the remaining surfaces, a null velocity vector was
60
Lout
d2d1
y
x
Lin
v = 0
σ · nˆ = 0(0, 0)
u = 0
u = 0
Figure 3.1 Geometry and boundary conditions for the planar sudden expansion studied.
imposed as Dirichlet condition
u = 0 on ΓwallD .
With a value of average velocity equal to the unity and an inlet height of d1 = 1, the Reynolds
number definition based on the average velocity takes the form Re = 1/ν. And the Reynolds
number is modified decreasing the value of the viscosity ν. A steady state solution was
computed at Re = 10, based on the average inlet velocity and the channel height d1. Once this
simulation converges, the velocity and pressure fields of this solution are used as starting point
for another steady state simulation at a higher Reynolds number. This process is repeated
until reaching the desired value of Re = 100 for this problem.
Mesh validation
For the construction of the discretized domain, two parameters were of particular relevance.
The first one was the length of the outlet segment of the domain Lout, given that the presence
of the outlet boundary condition could affect the flow upstream if it is located too close to
the region of interest. The value of the inlet length Lin is fixed at 2d1, given that the velocity
profile is already developed and thus, no important changes are expected in this region. The
second parameter is a refinement factor denoted Fmesh, which controls the distribution and
density of nodes along the edges of the domain. In this case the mesh was constructed to
have an uniform distribution throughout the domain. Hence, a mesh Fmesh = 2 will have
twice as many uniformly distributed nodes along the edges of the domain than a mesh with
Fmesh = 1, while the internal nodes are defined through transfinite interpolation. Hence, a
single quadrilateral element at Fmesh = 1 is split into 4 smaller quadrilaterals when Fmesh = 2,
and into 16 when Fmesh = 4. Figure 3.2 depicts the mesh in the area surrounding the expansion
with different values of Fmesh.
Two parameters are used to evaluate the velocity field of the solution computed and how it is
affected by the geometric and mesh parameters Lout and Fmesh. The effect of the outlet length
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(a) (b)
Figure 3.2 Mesh examples for the planar sudden expansion: (a) presents a coarse mesh with
Fmesh = 1.0 while (b) is a refined one with Fmesh = 4.0.
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Figure 3.3 Definition of the half development length for the planar sudden expansion.
Lout is characterized through the half development length X 1
2
, defined as the normalized
distance x/d1 at which the streamwise velocity at the centerline of the domain attain 50% of
the total change between its peak value just upstream the expansion and the fully developed
laminar Poiseuille velocity that will manifest in the larger section at x→∞. Equation (3.13)
presents the definition of X 1
2
, while Figure 3.3 presents a graphical sketch of its meaning.
X 1
2
: u(X 1
2
d1, y = 0) =
u(x = 0, y = 0) + u(x→∞, y = 0)
2 . (3.13)
The variable X 1
2
defined above is more convenient than the total development length, because
the computation of the latter will require domains that are too long. The refinement factor
is assessed through the reattachment length, computed as the normalized distance x/d1 at
which the wall shear stress becomes zero
XR : τwall(x = XRd1) = µ
∂u
∂y
∣∣∣∣
wall,x=XRd1
= 0. (3.14)
Table 3.2 presents the size of the meshes used in the study of the influence of Lout. For this
study, only Lout is varied, in the range 10d1 < Lout < 80d1, while the refinement factor Fmesh
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Table 3.2 Meshes used to study the influence of the downstream length Lout in the planar
sudden expansion.
Case Nomeclature Lout
d1
Fmesh Quads Nodes
1 L10_F100 10 1.00 436 1851
2 L20_F100 20 1.00 832 3501
3 L40_F100 40 1.00 1636 6851
4 L60_F100 60 1.00 2428 10151
5 L80_F100 80 1.00 3232 13501
is kept at 1.0. Figure 3.4 shows the dependency of X 1
2
and XR with the Reynolds number,
where it is evident the low dispersion their values have, and for all the meshes in Table 3.2 the
data points fall over the same straight line. This indicates that, at least for the current range
of Lout studied for this geometry, both X 1
2
and XR are independent of the outlet length of the
domain. Also, for all the meshes, the intersection point of Re = 0 represents X 1
2
' XR ' 0,
which is logical for this geometry. Thus, Lout = 40d1 is fixed as the outlet length of the
domain for the remainder of this study.
Table 3.3 presents the size of the meshes used in the study of the influence of Fmesh with
Lout = 40d1. The refinement factor is varied in the range 0.25 < Fmesh < 5.0. Figure 3.4
shows again the variation of XR with the Reynolds number for all the different meshes in
Table 3.3. In this case, only the reattachment length is presented, because the wall shear
stress is quite sensible to the mesh resolution. The X 1
2
have much less dispersion, the data is
not presented, for clarity in the analysis. The refinement factor has a clear influence over the
computed reattachment length, at least for the coarser meshes with Fmesh < 1.0. Indeed, the
data poits for Fmesh = 0.25 fail to describe the intersection point of x = 0 when Re = 0, due
to the poor resolution of the recirculation region caused by the coarse mesh. For Fmesh > 1,
the dispersion becomes quite small. To gain more insight of the flow behavior, the results of
XR at a fixed Re = 50 are presented in Figure 3.6. The condition of Re = 50 was selected
due to its proximity to the critical point of Re = 53.93 reported by Fearn et al. (1990).
The data points in Figure 3.6 show the convergence toward an asymptote of XR, indicating
that for Fmesh > 2.0 the variation of the reattachment length with the refinement of the mesh
is quite small. The error curve presents the difference against the extrapolated asymptotic
value, expressed as a percentage. It is clear that a mesh of Fmesh = 4.0 produces than 1% of
deviation in the reattachment length. For the present validation, this accuracy is deemed
excellent, and the mesh L40_F400 is selected for the remainder of this study.
63
0
1
2
3
4
5
6
7
8
9
10
0 20 40 60 80 100
N
or
m
al
iz
ed
di
st
an
ce
x d
1
Re
N
or
m
al
iz
ed
di
st
an
ce
x d
1
XR
X 12
Lout = 10d1, Fmesh = 1.00
Lout = 20d1, Fmesh = 1.00
Lout = 40d1, Fmesh = 1.00
Lout = 60d1, Fmesh = 1.00
Lout = 80d1, Fmesh = 1.00
Figure 3.4 Half development length X 1
2
and reattachment length XR as a function of the
Reynolds number for Fmesh = 1.00 in the planar sudden expansion. Notice that the results
are mesh independent.
Table 3.3 Meshes used to study the influence of the refinement factor Fmesh in the planar
sudden expansion.
Case Nomeclature Lout
d1
Fmesh Quads Nodes
6 L40_F025 40 0.25 202 889
7 L40_F050 40 0.50 408 1785
8 L40_F100 40 1.00 1636 6851
9 L40_F125 40 1.25 2370 9859
10 L40_F150 40 1.50 3678 15171
11 L40_F175 40 1.75 4752 19541
12 L40_F200 40 2.00 6544 26789
13 L40_F300 40 3.00 14724 59815
14 L40_F400 40 4.00 26176 105959
15 L40_F500 40 5.00 40900 165191
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Figure 3.5 XR as a function of the Reynolds number for Lout = 40d1 in a planar sudden
expansion.
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Figure 3.7 Leading eigenvalues as a function of the Reynolds number for the planar sudden
expansion. Critical Reynolds number at Recr = 54.17.
Computation of stability
With the mesh of Lout = 40d1 and Fmesh = 4.0 selected in the previous section, the stability of
the symmetrical flow solution was computed, through the calculation of the eigenvalues of the
linearized operator in the range 10 ≤ Re ≤ 100, using the algorithm presented in Section 3.2.3.
This range of Reynolds number was selected because it contains the symmetry-breaking point
reported by Fearn et al. (1990). Figure 3.7 presents the real part of the leading eigenvalue
as a function of the Reynolds number. In the inset, it is clear that a positive eigenvalue is
obtained at Re = 54.17, a value that is less than 1% deviated from the threshold condition
of Re = 53.93 reported by Fearn et al.. Thus, our current algorithm is able to reproduce
satisfactorily the transition toward asymmetry in the sudden expansion according to Fearn
et al..
Additionally, Figure 3.8 present further information about the flow at Re = 55 for the sudden
expansion. Figure 3.8a shows the contours of streamwise velocity of the steady-state solution,
where a symmetric flow is clearly visible. As this condition occurs at a Reynolds number
higher than the critical value of Recr = 54.17, this symmetrical flow is deemed unstable.
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Figure 3.8b contains the velocity contours and streamlines for the eigenmode associated to
the leading eigenvalue. These is the velocity mode that is excited and amplified after the real
part of the associated critical eigenvalue becomes positive. Hence, the morphology of this
mode indicates the changes that it will attempt to produce in the steady-state flow, effects
that will not be damped because Re > Rec. The two vortex just downstream the expansion
indicates that this mode would deflect the flow from the sudden expansion toward the upper
or lower side of the channel, causing the rupture of the symmetric regime.
Figure 3.8c contains the velocity contours of a perturbed velocity field, constructed as
combination of the symmetrical flow from Figure 3.8a and the velocity mode from Figure 3.8b.
This flow was used as an initial condition for a steady state computation at Re = 55. This
simulation converged to the solution presented in Figure 3.8d, a flow with a small degree of
asymmetry, evidenced by the different lengths between the upper and the lower recirculation
regions. The computation of stability for this asymmetric solution produced only eigenvalues
with a negative real part, which identify this solution as stable.
The same computation was repeated using a time integration solver based on a second-order
BDF method, with a BDF1 used for the first iteration. A small perturbation obtained from
the velocity mode of Figure 3.8b was injected into the steady-state solution computed for both
Re = 50 and Re = 60, conditions respectively below and over the critical Reynolds number.
The perturbation was damped for Re = 50, eventually converging to initial symmetric steady
state. The unsteady simulation at Re = 60 presented rapid oscillations in the residuals,
indicating that the solution was being significantly modified. The solution then presented
progressively smaller oscillation in the residuals and the correction, asymptotically converging
to an asymmetric solution similar to the one presented in Figure 3.8d.
According to the description given by Fearn et al. (1990), the magnitude of this asymmetry
observed in Figure 3.8d will increase with Re, up to a point where this solution branch
would also become unstable and additional separated regions appear downstream the channel.
However, for the present case, the study is considered complete, given that for this planar
geometry the stability algorithm was able to reproduce the critical value reported by Fearn
et al. and the perturbed flow converged to an asymmetric steady-state solution. The next
section presents the same study in a three dimensional axisymmetric geometry.
3.4.2 Axisymmetric contraction-expansion
Sherwin and Blackburn (2005) studied numerically an axisymmetric smooth contraction–
expansion, using the spectral element code developed by Blackburn and Sherwin (2004) and a
slightly refined version of the linear stability analysis algorithm proposed by Tuckerman and
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(a)
(b)
(c)
(d)
Figure 3.8 Contours of the solution for the planar sudden expansion at Re = 55. (a)
longitudinal velocity, (b) longitudinal velocity of the critical mode, with an overlay of the
velocity vectors due to the transverse component, (c) perturbed velocity flow used as starting
point for a steady simulation at Re = 55, (d) converged solution describing a weakly
asymmetric solution.
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Barkley (2000). They found a bifurcation at Re = 722, where an eigenvalue with a positive
real part was obtained. Afterwards, the flow remained weakly asymmetric for decreasing
Reynolds numbers until a value of Re = 688, effectively uncovering an hysteresis loop. Here,
the interest is to reproduce the results of the linear stability study. Hence, no transient
calculations were performed.
Numerical solution
Once again, the flow is assumed incompressible and Navier-Stokes equations (2.1) are valid.
As in the previous example, these equations are discretized through finite elements, using
27-nodes hexahedral elements with linear interpolation between the 8 pressure nodes at
the corners, quadratic interpolation between the 27 velocity nodes and indeed satisfying
the inf-sup condition. The geometrical coordinates x, y and z are also described through
quadratic interpolation functions.
The geometry is a cylindrical tube with a smooth constriction to a minimum of 50% of the
diameter or 75% of the transverse area at the throat, to then return to the original diameter.
This geometry is thoroughly studied in Chapter 4, where all the details are provided. The
geometry is described in Figure 4.1. The shape of the constriction is described by a cosine
curve given by Equation (4.1). Figure 4.6 shows a sketch of the stenotic geometry, specifying
the lengths upstream and downstream the constriction, respectively Lin and Lout, along with
the boundary conditions for this problem. A parabolic Hagen-Poiseuille velocity profile is
imposed as Dirichlet condition at the inlet, while at the output a natural Neumann boundary
condition is used, corresponding to a null surface vector force. The velocity is set to zero at
the solid boundaries of the domain, i.e. the walls. The solution was computed in successive
increases of the Reynolds number until the condition Re = 800 (based on the average inlet
velocity Wavg and the diameter of the tube D), in order to capture the critical condition
reported by Sherwin and Blackburn (2005) at Re = 722.
Mesh validation
For the present problem, the mesh were constructed varying two parameters: the outlet length
Lout and the refinement factor Fmesh. The inlet length Lin was kept constant during the whole
study (Lin = 5D) because a developed Poiseuille velocity profile is set at the inlet, and no
important changes in the velocity profile occur upstream the constriction. The process of
mesh validation for the present problem follows a similar path to the one performed in the
previous section for the planar sudden expansion. First, the influence of the outlet length Lout
is studied, assessing its effect through the half development length Z 1
2
, defined similarly to
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Figure 3.9 Definition of Z 1
2
and ZR for the geometry of the axisymmetric stenosis. The
shaded region represents the separated region. Notice that in this case ZR > Z 1
2
but that is
not necessarily true.
Table 3.4 Meshes used to study the influence of the downstream length Lout details for the
axisymmetric stenosis
Case Nomeclature Lout
D
Fmesh Hexas Nodes
1 L15_F100 15 1.00 24864 208119
2 L25_F100 25 1.00 37536 313983
3 L35_F100 35 1.00 50304 420649
4 L45_F100 45 1.00 62976 526513
5 L55_F100 55 1.00 75840 633981
6 L75_F100 75 1.00 100992 844105
Equation (3.13), and also with the axial velocity profile at fixed distance z/D = 25. Figure 3.9
sketch the definition of Z 1
2
for this geometry. Notice that in this case the origin is placed in a
different point than the separation of the boundary layer at the throat of the constriction.
Hence, the behavior reported in the planar case of zero distance at zero Reynolds number
would not be valid.
The refinement factor is characterized through the reattachment length ZR. As this is a
three-dimensional problem, these parameters have to be selected even more carefully than
in a planar geometry, as the total number of elements and nodes increase rapidly with the
extension of the geometry and the refinement of the mesh, putting constraints in the numerical
solution of the problem due to its computational cost. Table 3.4 describes the characteristics
of the meshes used for the study of Lout, keeping the refinement factor constant (Fmesh = 1.0).
Figure 3.10 presents the results for Z 1
2
and ZR with the meshes of Table 3.4. As in the planar
case studied previously, the data points here present very low dispersion, an indicative of the
low influence of Lout over the half development length and the reattachment length. However,
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Figure 3.10 Evolution of half development length Z 1
2
and reattachment length ZR with the
Reynolds number for a constant refinement factor (Fmesh).
it is important to observe the plateau in Z 1
2
for Lout = 15D. For Re > 400 the data points
diverge from the straight line, remaining constant at Z 1
2
= 15. This behavior is due to the
fact that the half development length is outside this numerical domain for Reynolds number
over 400. Thus, this mesh of Lout = 15D is discarded.
Figure 3.11 presents the data at Re = 800 for the normalized axial velocities profiles for the
remaining meshes, plotted at z/D = 25. Once again, the data presents very low dispersion,
with all the meshes describing the same velocity profile, regardless of the distance to the outlet
boundary condition. Moreover, on the insert of Figure 3.11 the normalized axial velocity at
the centerline of the domain is plotted against the axial coordinate, showing the same low
level of dispersion. The datapoints were fitted using a Gaussian curve 2, effectively showing
an horizontal asymptote at w/Wavg = 2 which represents the fully developed Poiseuille profile
downstream the constriction. Thus, these meshes reproduces coherently the behavior of the
flow regardless the value of of outlet length used in their construction. Consequently, the
shortest domain of Lout = 25D is selected for the rest of the study.
2. fG(z) = aG + bG exp
[−(cGz + dG)2], with aG = 2.01, bG = 2.844, cG = −0.0245 and dG = −0.423.
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Figure 3.11 Normalized axial velocity at z/D = 25 at Re = 800 for the different Lout studied.
Inset shows the evolution of the axial velocity at the centerline as a function of the axial
coordinate.
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Table 3.5 Meshes used to study the influence of the downstream length Fmesh details for the
axisymmetric stenosis
Case Nomeclature Lout
D
Fmesh Hexas nodes
7 L25_F075 25 0.75 16644 140985
8 L25_F100 25 1.00 37536 313983
9 L25_F120 25 1.20 67860 563137
10 L25_F150 25 1.50 130872 1076613
11 L25_F175 25 1.75 201369 1650987
12 L25_F200 25 2.00 295296 2414691
13 L25_F250 25 2.50 590240 4802505
Table 3.5 describes the characteristics of the meshes used for the study of the refinement factor,
keeping the output length constant at the selected value of Lout = 25D. In this geometry, a
non-uniform distribution was used, with an increased radial resolution near the domain walls
and with smaller elements near the constriction. The distribution of nodes for this geometry
is presented again with more details in the next Chapter. For example, Figure 4.8 presents
the structure of the mesh constructed for this stenotic geometry, showing the effect of the
increase of the refinement factor Fmesh. Figure 3.12 presents the results for the reattachment
length ZR, where significant dispersion is appreciated at higher Reynolds numbers. Hence, the
refinement factor has an important effect on the prediction of the separation point. Indeed,
as the node density near the wall increase with Fmesh, the accuracy in the computation of the
velocity gradient at the wall will also increase.
The inset plot of Figure 3.12 shows the influence of the refinement length Fmesh over the
reattachment length ZR at Re = 800, showing the same asymptotic behavior for the reat-
tachment length observed in the planar expansion as Fmesh increases. However, the curve for
the error presents a sharp corner at Fmesh = 1.5 due to a very small local maximum in ZR.
This is probably due to truncation errors during the projections and numerical differentiation
required to compute the velocity gradient at the wall. With this mesh of Fmesh = 1.5 the error
is below 1%. Hence, the mesh L25_F150, constructed with Lout = 25D and Fmesh = 1.5, is
selected for the stability analysis. However, the stability of the symmetric regime would also
be computed with the coarser L25_F120 mesh, to evaluate the effect of mesh resolution over
the results of the linear stability analysis.
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Figure 3.12 Influence of the Reynolds number and refinement factor over the reattachment
length ZR, with Lout = 25. Inset plot shows the reattachment length ZR as a function of
Fmesh at Re = 800, along with the error when compared to the horizontal asymptotic value.
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Computation of stability
The modified product method described in Section 3.2.3 for calculation of stability was used
to study the axisymmetric regime in this stenotic geometry, for the range 300 < Re < 800.
The computed leading eigenvalues are plotted in Figure 3.13 for different Reynolds number,
using the two selected meshes. It is noticeable that the eigenvalues slightly decrease in their
values when the mesh is refined. This causes that the critical Reynolds number for the refined
mesh has a higher value. For the finer mesh, a positive eigenvalue was obtained at Re ' 720.2,
representing a 0.25% of deviation from the value of Recr = 722 reported by Sherwin and
Blackburn (2005). The coarser mesh produces an estimate of the critical Reynolds number of
Re ' 709.8, a value that deviates 1.7% from the Recr described by Sherwin and Blackburn.
Thus, for this case, the use of a coarser mesh provides a first useful estimate of the critical
Reynolds number. And it is also conservative, from an engineering perspective, meaning that
the critical threshold is reported at a magnitude smaller than the one occurring in reality.
Hence, under some circumstances the use of coarse mesh might provides useful stability results,
specially when computational constraints exist due to the size of the numerical problem or
when only a preliminary estimate is required.
Additionally, Figure 3.14 contains the axial velocity contours for the four most critical modes
at Re = 720. The most critical mode is a symmetry-breaking mode, similar to the one
presented in Figure 3.8b for the planar sudden expansion. Regarding the less critical modes,
they are equivalent to the modes with azimuthal wavenumber larger than 1 reported by
Sherwin and Blackburn (2005). Thus, several streamwise vortical structures are observed,
representing azymuthal wavenumbers of 2, 3 and 4. No further computations were made to
check the effect of these modes over the axisymmetrical solution.
As in the previous section, the axisymmetrical solution was perturbed using the most critical
velocity mode, but no convergence to an asymmetric steady state solution could be reached for
Re > Rec. This is in agreement with the observations of Sherwin and Blackburn (2005), who
described transient phenomena and local turbulence transition for Re > 725 in this geometry,
phenomena that were later confirmed by Blackburn and Sherwin (2007) to be related with
convective instabilities in the shear layer downstream the stenosis.
3.4.3 Results of the implicit matrix method
The implicit matrix method presented in Section 3.4.3 was also evaluated for the two geometries
presented previously. identical geometrical parameters were employed, using the same steady
solutions decompose the perturbed stability problem. The time integration was computed
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Figure 3.13 Maximum eigenvalue for different Reynolds numbers for an axisymmetric stenose.
From the insert, a positive eigenvalue occurs at Re ' 709.8 for Fmesh = 1.20 and at Re ' 720.2
for Fmesh = 1.50.
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(a)
(b)
(c)
(d)
Figure 3.14 Axial velocity contours for the eigenfunctions at Re = 720. The four most
critical eigenmodes are shown. The most critical is a symmetry-breaking mode, similar to the
one shown in Figure 3.8b for the sudden expansion.
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using the same scheme discussed in the examples of Section 2.11.1, with a first-order BDF
method to compute the first time-step, and the subsequent integrations were completed using
a 2nd-order BDF, leaving the time-step size constant. This is approach was only executed
during the initial filtering stage of the algorithm. For the construction of the Krylov subspace
base, the first order BDF method was used, because it uses a single vector as input, which is
what ARPACK supplies for the implicit matrix-vector products.
As described in Table 3.1, different time parameters were used, to evaluate the sensibility of
the computed spectra to these values. The method was able to reproduce the results presented
in the previous section in both cases, the planar sudden expansion and the axisymmetric
stenosis. In particular, for simulation cases deemed satisfactory, the critical Reynolds number
deviated a maximum of 5% from the values computed with the modified product method of
Section 3.2.3.
However, the use of fixed time parameters proved inefficient. The total computational time
that the calculation took to complete a certain Reynolds number and combination of time-step
and filtering time was between 2 and 10 times higher than the time it took the modified product
method to compute eigenvalues for the same conditions. Moreover, an additional study was
conducted to determine the sensibility of the solution to the time integration and filtering
parameters used, leaving the total expected of filtering steps constant. Certain combination
of time-step and filtering time caused and increase in the computational time up to levels
extremely high to be deemed practical, while other caused a total failure in the convergence
of the method at several Reynolds number. A set of eigenvalues at a certain Reynolds for
the planar sudden expansion could be computed in a few minutes with the modified product
method, while it took a couple of hours in certain cases with the implicit matrix method.
Even more difference was observed in the axisymmetric stenosis, with the modified product
method taking between 5 to 8 hours at each Reynolds number to complete the computation
of eigenvalues, while they took up to a week with the implicit method. And the behavior
changed with the Reynolds number. A set of parameters that functioned reasonably well at
low-Reynolds numbers could present convergence problems at higher Reynolds number for
the same solution branch.
Hence the selection of practical general time-integration parameters is not evident and quite
likely not possible, at least not with the mixed first and second order BDF scheme. It is
possible that a more sophisticated time integration algorithm capable to variate the time-step
size could produce more satisfactory results. But under the current circumstances, the implicit
matrix was not further evaluated.
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CHAPTER 4 SMOOTH CONTRACTION-EXPANSION
4.1 Introduction
The present chapter contains the results of the numerical method presented in the previous
section for the computation of stability, for the test case of the smooth contraction-expansion,
also called stenosis. In order to study the effect of the geometry over the stability regime and
the symmetry-breaking thresholds, two different configurations were evaluated: a stenosis
constructed with arcs of circumference, identical to the one studied experimentally by Vétel
et al. (2008), and a sinusoidal stenosis, analog to the one used in many numerical studies
(Sherwin and Blackburn, 2005; Griffith et al., 2013).
4.2 Definition of the stenotic geometry
A smooth contraction-expansion, with a 75% of area restriction at the throat of the stenosis,
equivalent of a 50% in the reduction of the diameter, is used in both cases. The total length
of the restriction is 2D, where D is the internal diameter of the main tube, as described in
Figure 4.1. These parameters are common in the study of vascular geometries. The origin
of coordinates is placed at the downstream plane of the stenosis. The shape of the stenosis
is described with the variation of the internal diameter of the stenosis as a function of the
axial coordinate within the constriction. This geometrical characterization has been done
in several ways in the literature (Khalifa and Giddens, 1981; Mallinger and Drikakis, 2002;
Vétel et al., 2008). Here, two different constructions of the smooth stenosis were evaluated: a
sinusoidal constriction proposed by the one by Khalifa and Giddens and an alternate shape
based on circunference arcs, proposed by Vétel et al..
z
r(z)
2D
D D/2
θ
Figure 4.1 Definition of the geometry of the stenosis.
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In their experimental study, Khalifa and Giddens used a stenosis where the diameter varied
according to a cosine curve, a geometry that was later used by (Ahmed and Giddens, 1983b)
in their experimental study, and by Sherwin and Blackburn (2005) in their stability study.
Varghese et al. (2007) also employed the cosine description in their numerical study. For the
cosine stenosis, the internal radius r(z) varies according to Equation (4.1):
r(z) = 0.5D
{
1− 0.25
[
1− cos
(piz
D
)]}
for z ∈ [−2D, 0], (4.1)
while other authors provide an equivalent expression but using a sine function instead of a
cosine. In these cases, the origin of coordinates is usually placed at the throat of the stenosis.
Vétel et al. used a stenosis where the internal diameter varies according to three different
segments of circumference, tangents in their intersections. This geometry, which in the
following will be called 3-arcs stenosis, is depicted in Figure 4.2, where the details about the
construction of the primitive curve are given. The intersection between the circumference
arcs should at points where the curves are tangent among them. This condition implies that
the radius of the three arcs is Rst = 17D/16.
The small geometrical differences between the 3-arcs and the cosine stenoses are displayed in
Figure 4.3.
4.3 Axisymmetric 3-arcs stenosis
The method for the computation of stability presented in Section 3.2.3 was validated in
Section 3.4.2 using a cosine stenosis. In order to compare the effects that the geometrical
differences depicted in Figure 4.3 may have over the stability, the same analysis carried out in
Section 3.4.2 was repeated but for a 3-arcs stenosis. The same numerical parameters were
used, to solve a mesh with identical element density and node distribution. Figure 4.4 presents
a comparison between the real part of the leading eigenvalue as a function of the Reynolds
number for both geometrical description of the geometry.
The critical condition at which the real part of the eigenvalues becomes positive is different
in both geometries. Indeed, Rec ' 709.8 for the cosine stenosis, while Rec ' 726.72 for the
3-arcs stenosis. The only source of difference between these two data sets is the description
of the stenosis shape, all the other factors being as described in Section 3.4.2. Also in that
Section, it was shown that a more refined mesh will produce a value of the critical Reynolds
number of Rec ' 722 for the cosine stenosis. A similar behavior is expected with the 3-arcs
stenosis, and hence mesh refinement, although might reduce the width of the gap between
the critical conditions for both geometries, it will not disappear. Hence, the small geometrical
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Figure 4.2 Construction of the 3-arcs stenotic geometry.
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Figure 4.5 Eccentricity on the stenotic geometry.
differences signaled in Figure 4.3 have an effect on the critical condition for the axisymmetric
stenosis. These differences increase when geometrical eccentricities are added to the area of
the constriction, as presented in the next Section.
4.4 Eccentric stenoses
The existence of imperfections in the geometry and their effect on the flow as a type of
perturbation was first studied numerically by Varghese et al. (2007) through an eccentricity
inside a cosine stenosis, as depicted in Figure 4.5. The E parameter is a measure of the
maximum deviation of the stenosis wall from the axis of the rest of the tube. Varghese et al.
used a fixed value of 5% of eccentricity, equivalent to E = 0.05, obtaining an asymmetric
solution. Later, Griffith et al. (2013) performed a numerical study where smaller eccentricities
were evaluated (0 ≤ E ≤ 0.05) in a cosine stenosis, establishing a relation between the
parameter E and the asymmetry of the flow.
In the present study, the relation between this eccentricity and the asymmetric flow is
thoroughly evaluated, using a similar methodology to the one presented by Griffith et al.
(2013), and the addition of the linear stability analysis. A small eccentricity ey in the y
direction was added to the geometry within the stenotic region, with its magnitude varying
with the axial position according to Equation (4.2)
ey(z) = 0.5ED
[
1− cos
(piz
D
)]
for z ∈ [−2D, 0], (4.2)
where E is again a measure of the maximum eccentricity at the throat of the stenose, as shown
in Figure 4.5. As mentioned in Section 2.10, Griffith et al. reported that with E = 0.0025, the
asymmetry obtained presented qualitative similitude with the one observed experimentally by
Vétel et al. (2008). In their experimental study, Vétel et al. used a pipe of D = 20.5 mm with
a geometric tolerance of 25 µm. This could account for an eccentricity of the order E = 0.0012,
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which is of the same order of magnitude as the E = 0.0025 described by Griffith et al., and
is within the range of their study. Hence, the study of these geometrical perturbations is
relevant in this case.
As part of their numerical study, Griffith et al. developed a convenient way to compare the
level of asymmetry in a flow at a certain axial position, through the normalized first moment
of the axial component of the velocity vectors, according to
µy =
∫
Ω
y
Dz
w
Wavg
dΩ∫
Ω
w
Wavg
dΩ
, (4.3)
where Dz is the local internal diameter of the pipe, equivalent to 2r(z) from Equation (4.1),
and Wavg is the average velocity in the pipe. The integration domain Ω correspond to the
transverse section of the domain where the asymmetry is being studied. Hence, µy is defined
as a function of the axial coordinate z. Equation (4.3) provides a measure of the deflection
toward the y direction, were larger flow deflections are expected, due to the alignment of the
eccentricity with y. However, this alignment is not necessarily true, and a similar formula for
µx in the x axis was also employed, and the total normalized asymmetry µr was obtained
using
µr =
√
(µx)2 + (µy)2, (4.4)
while the azymuthal position of the asymmetry could be determined through
tan (θµ) =
µy
µx
. (4.5)
4.5 Numerical methodology
Following the simulations presented in Section 3.4.2 for the axisymmetric stenosis and the
reproduction of the stability threshold reported by Sherwin and Blackburn (2005), this section
describes the study of the flow within an eccentric stenosis, based on the work of Griffith et al.
(2013), with the additional geometry of the cosine stenosis, and the computation of the stability
regime in both cases. Again, the boundary conditions are similar to the ones presented in
Section 3.4.2. An incompressible fluid flow is assumed and hence, the Navier-Stokes equations
(2.1) are valid. The problem is discretized through the finite element method, using 27-nodes
hexahedral elements that satisfy the inf-sup condition, providing quadratic interpolation
for the velocity vectors and linear interpolation for the pressure. The structured mesh was
constructed using Gmsh (Geuzaine and Remacle, 2009). A parabolic Hagen-Poiseuille velocity
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Figure 4.6 Definition of the inlet and outlet lengths in the stenotic geometry.
profile is used as boundary condition at the inlet of the domain, while at the outlet a null
surface force vector was imposed. Additionally, the velocity at the outlet was forced to be
completely axial. Most simulations were carried out in steady state, except where indicated.
The boundary conditions are summarized in Figure 4.6, where the inlet and outlet lengths
are also defined.
The Reynolds number was increased in successive steps of steady state convergence, decreasing
the viscosity of the flow. The transient cases were computed using an implicit second order
backward differentiation formula for the time integration.
4.6 Mesh validation
To carry out the simulations, the both geometrical descriptions for the stenosis were discretized
with a hexahedral mesh, and an eccentricity of E = 0.0025 was added. The meshes were
constructed using two parameters, similarly to Section 3.4.2: the length of the segment
downstream the stenosis Lout and the refinement factor Fmesh. However, the addition of a
geometrical eccentricity radically changes the results, because asymmetric flows are expected
from the beginning. Hence, the value of the mesh parameters computed for the axisymmetric
mesh no longer applies in this eccentric geometry, and the mesh independence study has to
be repeated with the new geometry.
As the velocity profiles are not symmetric, new variables has to be used to monitor the
meshing parameters. Indeed, the centerline velocity in not representative of the development
of the flow, because the peak velocity no longer lies over the z-axis and the half development
length cannot be computed through an expression similar to Equation (3.13). Hence, the
simpler approach is to evaluate primitive variables, comparing velocity profiles at fixed axial
positions within the domain. As the geometrical eccentricity is contained within the plane yz,
the velocity profiles on this plane at two different axial positions are (z/D = 5 and z/D = 24)
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Table 4.1 Meshes used to study the influence of the downstream length Lout in the eccentric
stenosis with E = 0.0025.
Cosine 3-arcs
Case Nomeclature Lout
D
Fmesh Hexas Nodes Hexas Nodes
1 L25_F100 25 1.00 37536 313983 37536 313983
2 L35_F100 35 1.00 50304 420649 50304 420649
3 L45_F100 45 1.00 62976 526513 62976 526513
4 L55_F100 55 1.00 75840 633981 75840 633981
5 L75_F100 75 1.00 100992 844105 100992 844105
are employed to characterize the influence of the outlet length Lout. z/D = 24 is just upstream
of the outlet surface of the mesh selected in Section 3.4.2 with Lout = 25D, which is also the
shortest domain revised in this study. Monitoring the velocity profile at z/D = 24 allows
to compare how the flow at the outlet of the shortest domain studied is affected when the
downstream geometry is extended. Additionally, it will also allow to check the validity of
the fully axial outlet flow condition depicted in Figure 4.6. On the other hand, the position
z/D = 5 is in the middle of the domain, and due to the proximity to the stenosis, asymmetric
velocity profiles are expected. Thus, this position allows to quantify the effect of Lout over
the asymmetric flow downstream the stenosis.
Until this point, the reattachment length has been used to study the effect of the refinement
factor Fmesh. This still applies in the present case. But the asymmetry in the velocity profiles
creates an azimuthal dependency of the reattachment length that did not occurred in the
axisymmetric geometry. Hence, the maximum reattachment length computed over the domain
is the one used as ZR.
Table 4.1 shows the parameters used in the generation of the meshes for the validation of
the outlet length Lout and its influence over the velocity profiles in the plane yz, keeping the
refinement factor at Fmesh = 1.0. The values for the cosine and the 3-arcs descriptions for the
stenosis are both shown, evidencing that in both cases the meshes have the same number of
elements and nodes.
Figure 4.7 presents the velocity profiles for the meshes detailed in Table 4.1, at the two
axial positions z/D = 5 and z/D = 24. Figure 4.7a corresponds to the cosine stenosis while
Figure 4.7b contains the results for the 3-arcs stenosis. It is important to observe that in
this eccentric case, the small geometrical differences in the description of the shape of the
geometry also causes differences in the flow within both geometries, specially closer to the
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Table 4.2 Meshes for the study of the refinement factor Fmesh in the eccentric stenosis with
E = 0.0025.
Cosine 3-arcs
Case Nomeclature Lout
D
Fmesh Hexas Nodes Hexas Nodes
6 L25_F075 25 0.75 16644 140985 16644 140985
7 L25_F100 25 1.00 37536 313983 37536 313983
8 L25_F120 25 1.20 67860 563137 67860 563137
9 L25_F150 25 1.50 130872 1076613 130872 1076613
10 L25_F175 25 1.75 201369 1650987 201369 1650987
stenosis. The peak velocity at z/D = 5 in the 3-arcs stenosis is 1% larger than the one in
the cosine stenosis, a value that seems small enough to justify the establishment of analogies
between both stenosis. But as presented in Section 4.3, the shape of the constriction affects
the stability threshold. It remains to check if the added eccentricity will wash away these
differences because its effect over the stability of the flow is far larger, or if in contrast,
the differences appreciated in the axisymmetric case will be somewhat amplified due to the
eccentricity.
Additionally, for both geometries, the level of dispersion in the data points is remarkable low,
even at close to the stenosis at z/D = 5, where important asymmetries and recirculation
occurs. Indeed, in all the meshes the positions and values of velocity of the local maxima
and minima deviates by less than 0.0001%. Hence, due to the independence of these velocity
profile to the length of the domain, the shortest Lout = 25D is selected.
With the outlet length fixed, the effect of the refinement factor is studied, using the meshes
presented in Table 4.2, where for both the cosine and 3-arcs stenosis, the refinement factor
is varied in the range 0.75 < Fmesh < 1.75. Figure 4.8 shows the effect of these different
values of refinement factor over the distribution and density of elements within the numerical
domain. Figures 4.8a and 4.8c are transversal and meridional cuts of the mesh at Fmesh = 0.75,
while Figures 4.8b and 4.8d shows the transversal and meridional cuts at Fmesh = 1.75. The
distribution of the elements for both the cosine and 3-arcs geometries is identical, only varying
in the exact position of the nodes over the stenosis wall, due to the deviations between both
shapes, as depicted in Figure 4.3.
The effect of refinement is studied through the reattachment length ZR. In this eccentric
geometry, the recirculation region will not have an uniform length due to the flow deflection.
Hence, the point at which τwall becomes zero will have an azymuthal dependence. The
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Figure 4.7 Axial velocity profiles in the longitudinal plane yz at Re = 400 and E = 0.0025
for both geometries: (a) cosine stenosis; (b) 3-arcs stenosis. Two axial positions are presented:
z/D = 5 (black symbols) and z/D = 24 (red symbols).
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(a) Fmesh = 0.75 (b) Fmesh = 1.75
(c) Fmesh = 0.75
(d) Fmesh = 1.75
Figure 4.8 Effects of the refinement factor Fmesh over the density and distribution of elements
in an stenosis. (a) and (b) are transversal views of the mesh at respectively Fmesh = 0.75 and
Fmesh = 1.75. (c) and (d) are longitudinal cuts at respectively Fmesh = 0.75 and Fmesh = 1.75.
reattachment length ZR is defined as the maximum of all these coordinates, i.e. the maximum
length of the recirculation region. Figure 4.9 depicts graphically this definition for ZR when
neither the velocity profiles nor the separated region are non-axisymmetric.
Figure 4.10 exposes the relation between the refinement factor and the reattachment length
for the meshes presented in Table 4.2. For both geometries, there is a significant amount
of dispersion for the whole range of Reynolds number. This behaviour contrasts with the
correlation observed in the axisymmetric stenosis in Figure 3.12, where low dispersion is
observed at low Reynolds, and this dispersion progressively increases with the Reynolds
number. Moreover, for the axisymmetric stenose, the reattachment length increased almost
linearly with Re, but here for both geometrical descriptions of the eccentric stenosis, ZR
increases in a steeply manner, to then stabilize in an almost asymptotic way. This change
in the relation between the reattachment length and the Reynolds number is a well known
phenomena after transition to the turbulent regime (Armaly et al., 1983; Yang et al., 1994).
Herein, as it is a laminar regime, it certainly occurs due to the presence of the eccentricity
within the stenosis. Hence, it is natural to expect a dependency of the horizontal asymptote
of ZR with the level of eccentricity E.
At Re ' 350 some meshes present a discontinuity in the data. Indeed, in some cases it was
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Figure 4.9 Definition of the reatttachment length ZR for the geometry of the eccentric
stenosis. The shaded region represents the separated region. ZR represents a measure of the
maximum length of the separated region.
not possible to reach a converged steady-state solution during the process of computation
through incremental Reynolds number. The fact that these discontinuity occurs at a similar
Reynolds number where Vétel et al. (2008) reported their asymmetric phenomena is discussed
thoroughly in Section 4.8.
The insets of Figure 4.10 present the variation of the reattachment length with the refinement
factor at a constant Reynolds number of Re = 400. Firstly, the value of ZR at Fmesh = 0.75
is way off the tendency described by the other meshes. The reattachment length requires
an accurate prediction of the wall shear stress to produce reliable results. And considering
that the resolution of the mesh with Fmesh = 0.75 is quite low, this off-point is ignored.
With the remaining data, in both geometries the reattachment length reaches a plateau for
Fmesh > 1.50, an observation consistent with the results of Section 3.4.2 for the axisymmetric
stenosis. However, the value of ZR with Fmesh = 1.2 has less than 1% of deviation from the
value at Fmesh = 1.75. Hence, selecting Fmesh = 1.2 is still reasonable, given that it represents
about 50% less nodes than the mesh with Fmesh = 1.5. Besides, in Section 3.4.2 it was also
established that within a stenosis, the computation of stability with a coarser mesh predicts
a critical Reynolds number at about 2% lower than the actual value. But is is important
to check the effect of the geometrical eccentricity over the eigenvalues, to confirm that the
previously established relation in axisymmentric geometries remains valid when an eccentricity
is added.
For both the cosine and the 3-arcs stenosis, Figure 4.11 presents the computation of eigenvalues
at Re = 350 with the meshes in the range 1.2 < Fmesh < 1.75 from Table 4.2. The results are
quite similar, especially concerning the first few eigenvalues. Tuckerman and Barkley (2000)
recommends the computation of more eigenvalues than the required number, to increase
the size of the Krylov subspace and decrease the error in the leading eigenvalues. Hence,
differences beyond the third or fourth eigenvalue are expected. That’s the case of the complex
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Figure 4.10 Effect of the refinement factor Fmesh over the reattachment length at different
Reynolds numbers. The insets present this variation at Re = 400. (a) shows the data for a
cosine stenosis and (b) presents the results in the 3-arcs stenosis.
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pair of eigenvalues observed in Figure 4.11a for the cosine stenosis. But for the leading
eigenvalue, good agreement is obtained between the results of the different meshes.
Figure 4.11c shows the dependency between the real part of the leading eigenvalue for
each mesh as a function of the refinement factor Fmesh. And similarly to the case of the
axisymmetric stenosis from Section 3.4.2, the coarser mesh produces a more critical eigenvalue,
but still close to the value obtained with a more refined mesh. The inclusion of eccentricity
produced a smaller difference in the leading eigenvalue between the meshes with Fmesh = 1.2
and Fmesh = 1.75, being smaller that in the axisymmetric case. Consequently, due to these
similitude and the low deviation in the reattachment length obtained with the mesh of
Fmesh = 1.2, this mesh is selected to compute the simulations that are presented in the
following sections, saving memory and time due to the reduced computational cost of this
mesh.
Figure 4.12 present the comparison of the results of Griffith et al. (2013) against both stenosis
with Fmesh = 1.2 and Fmesh = 1.75, in terms of the normalized asymmetry index µr. In all
cases, the data follow the same tendency, with the local maximum deviation placed at the
same axial position z/D. The asymmetry index however presents slower convergence than
the velocity profiles previously analyzed. Indeed, in the cosine stenosis the refinement of the
mesh produces µr results that are closer to the curve of Griffith et al., but still, the maximum
divergence between them is about 2% and hence, an even more refined mesh would be
required to further close this gap. However, the mesh convergence analysis already conducted
determined that further refinements would not produce important changes in the results.
Hence, although attractive, the asymmetry index would be a much more restrictive variable
to check the accuracy of the results, specially when comparing with the results computed
by Griffith et al.. In their research they used a high-order spectral element technique, and
any attempt to reproduce the accuracy of their results using quadratic finite elements would
require a mesh whose computational cost will exceed the currently available capabilities of
this research group.
Regarding the 3-arcs geometry, the difference in magnitude of the asymmetry index µr between
the 3-arcs and the cosine stenosis are quite significant. It was previously stated in Figure 4.7
that the peak velocity at z/D = 5 was 1% higher in the 3-arcs geometry. This difference is
again enhanced in the µr data to about 20%. Hence, the relatively large difference in the peak
of µr do not represent a radically different flow field between the two geometries. However,
the asymmetry index µr proved helpful to characterize differences observed in the stability
regime between the two geometries, as presented in what follows.
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Figure 4.11 Comparison of eigenvalues at Re = 350 in both geometrical descrriptions of
the stenosis with different meshes. (a) and (b) show respectively the cosine and the 3-arcs
stenosis. (c) is the plot the leading eigenvalue as a function of the refinement factor.
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Figure 4.12 Comparison of µr from the cosine and 3-arcs stenoses against the results of
Griffith et al. (2013) at Re = 350 and E = 0.0025 with Fmesh = 1.20 and 1.75.
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4.7 Bifurcation in eccentric stenoses
In Figure 4.10 it was already discussed the presence of a bifurcation at around Re ' 350, when
the flow is characterized though the reattachment length. However, in this case it is more
convenient to use the normalized asymmetry index µr proposed by Griffith et al. (2013) and
defined by Equation (4.4). This variable provides a local cross-sectional measure of the level
of asymmetry in the flow. The process to obtain the bifurcation diagram is presented in the
cosine stenosis with E = 0.0025, and then is repeated with the 3-arcs stenosis. Comparisons
and conclusions are presented afterwards.
As explained earlier, to obtain a steady solution at Re = 350, the viscosity used in the
simulation was progressively decreased in successive stages to effectively increase the Reynolds
number, and a converged steady solution for each step was obtained that was then used as
initial approximation of the solution for the next Reynolds number. However, non converged
solutions appeared in the range of 350 ≤ Re ≤ 400. An increased number of Reynols steps
were computed within this range, until a smaller range of non-convergence was obtained
(352 < Re < 365). This procedure of solution for increasing Reynolds number is denoted Reup.
The maximum value of asymmetry (µmax) at each Reynolds number is presented in Figure 4.13.
This constitutes a bifurcation diagram, given that it presents a variable characteristic of the
flow (µmax) as a function of an input parameter (Re). The abrupt increase in the behavior
of µmax in the region covered by the inset plot is remarkable, until the solution eventually
stops converging for Re > 352. The convergergence is then recovered for Re ≥ 365, with
a significant higher value of asymmetry and change in the slope of the curve. All of this
indicates a strong change in the topology of the solution, as shown in Figure 4.14. Here, the
velocity contours at Re = 365 show a larger degree of asymmetry that at Re = 352. The
spatial structure of this flow is remarkably similar to the one reported experimentally by
Vétel et al. (2008). It is then possible to speak about a bifurcation point at Re = 352, with
the solution at Re = 365 belonging to a different branch of the bifurcation diagram. This
affirmation will be confirmed later through the stability analysis.
Afterwards, the same solution process is repeated, but in the opposite direction, decreasing
the Reynolds number in successive steps, using as initial solution the one obtained at higher
Re, in a process denoted Redown. In this case, the solutions followed a different path, as
presented in Figure 4.15. An hysteresis phenomena appears, where two steady solutions
could be obtained under the same conditions in the range 343 ≤ Re ≤ 352, depending on the
integration and solution history, whether increasing or decreasing Reynolds number.
The linear stability analysis produces interesting results about these solutions. The leading
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(a)
(b)
Figure 4.14 Slices of normalized axial velocity for the cosine stenosis at: (a) Re = 352 and
(b) Re = 365, showing a remarkable difference in the structure of the flow.
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Figure 4.15 Maximum asymmetry µmax as a function of Reynolds number for the cosine
stenose. Increasing and decreasing Reynolds number.
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Table 4.3 Selected eigenvalues from the linear stability analysis
for the cosine stenose.
Integration Path Integration Path
Re Reup Redown Re Reup Redown
342 -0.041019 n/a 348 -0.024432 -0.002603
342.04 n/c -0.000527 349 -0.020978 -0.002229
343 -0.038545 -0.005651 350 -0.017074 -0.001886
344 -0.035986 -0.004708 351 -0.012354 -0.001566
345 -0.033325 -0.004031 352 -0.005181 -0.001266
346 -0.030538 -0.003484 353 n/a -0.000983
347 -0.02759 -0.003017 365 0.001706 0.001706
n/a The result is not available. A steady state solution could not be
obtained at this condition.
n/c The eigenvalues were not computed, given that the solutions at
Re = 342 and Re = 343 are both stables.
eigenvalues for each solution are presented in graphical form in Figure 4.16, while some
selected values are tabulated in Table 4.3. It is clear that within the range of the hysteresis
loop of Figure 4.15 (343 ≤ Re ≤ 352), there are two linearly stable solutions for each Reynolds
number. This confirms the remarks made by Sherwin and Blackburn (2005), who regarded
the symmetry-breaking phenomena as a subcritical bifurcation, only that in the present case
it is a steady solution. The added geometrical eccentricity forces the flow towards one of
the branches, and according to the classification of Benjamin (1976), in the present case this
would be a transcritical or asymmetric subcritical bifurcation (see Figure 2.2c).
The real part of the leading eigenvalues for the decelerating branch Redown decreased with the
Reynolds number in the range where the two stable solutions exist. However, they increased
in a sudden manner as the Reynolds approach Re = 342, effectively causing this solution
branch to becomes unstable. The theory indicates that an unstable branch should exists
joining the two branches on the bifurcation diagram shown on Figure 4.16, from the pitchfork
bifurcation at Reup = 352 to the turning point at Redown = 342.04. Several attempts were
made to compute it, using steady and unsteady solvers, without success. In both cases, the
computation converged to either the top or the bottom stable branch. Thus, no further
remarks about this unstable branch could be inferred.
As discussed previously with Figure 4.14, the asymmetric velocity fields in the two branches
present important differences, a fact that it is evident from the huge jump of almost 100%
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Figure 4.16 Real part of the critical eigenvalues for ascending and descending Reynolds
numbers in the cosine stenose.
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(a)
(b)
Figure 4.17 Qualitative comparison of the axial velocity contours for the two stable solutions
at Re = 350 in the cosine stenosis: a) ascending Reynolds number; b) descending Reynolds
number.
in the bifurcation diagram for µmax. Figure 4.17 shows the transverse slices of axial velocity
in the downstream region of the cosine stenosis at Re = 350 for the two stable branches of
ascending and descending Reynolds numbers. The velocity contours of Figure 4.17b present
great resemblance to the ones reported by Vétel et al. (2008), although they used a 3-arcs
stenosis instead of a cosine one.
From the point of view of the µr coefficient, a comparison between the two steady stable
solutions at Re = 350 is plotted in Figure 4.18. Additionally, the Griffith et al. (2013) results
were included as a reference, which have a similar level of µr to the Reup branch. Thus, they
reported results before the occurrence of the pitchfork bifurcation bifurcation.
Another important remark could be made regarding these solution branches. Both solutions
Reup and Redown have identical leading eigenvalues at Re = 365. However, this is a positive
value, meaning that this solution is already unstable. From Figure 4.16 it can be seen
that Redown becomes unstable at Re ' 357. Thus, another bifurcation point exists for this
asymmetrical branch at this condition. Using the velocity modes at Re = 355 and shown
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Figure 4.19 Most critical velocity mode for the Redown branch at Re = 355 for the cosine
stenose.
on Figure 4.19 as perturbation for the already unstable Redown solution at Re = 360, it was
possible to converge to a stable solution. From the velocity modes, it is possible to discern
that this unstable mode would contribute to the development of an azymuthal component
in the flow. Indeed, Figure 4.20 shows that the new stable solution at Re = 360 presents
an identical axial behaviour of µr, but the azymuthal position of the point of maximum
asymmetry θµ, given by Equation (4.5), varies with the axial position z/D, which means
that the solution has developed an helical component. This rotation is very weak, and is not
evident in the contours of velocity. But the change in the velocity field is enough to stabilize
this new solution.
Griffith et al. (2013) constructed their bifurcation diagram using the normalized eccentricity E
as parameter, instead of the Re number. Hence, for completeness a similar study is presented
in the next section.
4.7.1 Influence of Eccentricity
In contrast with the work of Varghese et al. (2007), who used one fixed large value of
eccentricity in their study (E = 0.05), Griffith et al. (2013) evaluated the effects that a wide
range of eccentricities within the stenosis have over the flow asymmetry. To achieve that, they
studied values of E ∈ [0.0001, 0.1], reporting the maximum asymmetry µmax as a function
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Figure 4.21 Maximum asymmetry µmax as a function of eccentricity E at Re = 350 for the
cosine stenosis, and comparison against Griffith et al. (2013).
of E for different Reynolds numbers. That is actually the only way in which they present
the hysteresis phenomenon. A similar study is performed in the present work, within the
reduced range of E ∈ [0.0005, 0.005], where Griffith et al. presented detailed results. These
are reproduced in Figure 4.21, along with the results obtained within the current research at
Re = 350. Here, the numerical results obtained followed closely the data reported by Griffith
et al.. The only difference is the point for Reup at E = 0.0026, where Griffith et al. reports a
value that could not be reproduced. Given that this mesh (Fmesh = 1.20) produced results
that were on the conservative side, slightly over-predicting the asymmetry index and critical
eigenvalue, a flow at Reup = 350 and E = 0.0026 could probably be above the critical point
for this mesh.
4.8 Bifurcation in the 3-arcs eccentric stenosis
Given that the study of eigenvalues and integration history for the eccentic cosine stenosis
produced interesting results regarding the subcritical bifurcation and its related hysteresis
loop, an analog study was carried out in the 3-arcs stenosis studied by Vétel et al. (2008) and
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Figure 4.22 Comparison of normalized asymmetry µr in the 3-arcs stenose for both branches
of the bifurcation (Reup and Redown).
whose symmetry-breaking phenomena served as a motivation for the present research.
Using the 3-arcs eccentric stenosis mesh selected in Section 4.6 (Lout = 25D, Fmesh = 1.20 and
E = 0.0025) and following an identical approach as the one described in Section 4.7, a range
of Re was found where the steady state convergence was not possible for increasing Reynolds
numbers. Subsequently, the solutions computed using a decreasing Reynolds number (Redown)
followed a different path, as in the case of the cosine stenosis. These solutions are presented
in Figure 4.22, comparing the value of µmax for increasing and decreasing Reynolds numbers,
and where the hysteresis loop is also present, although in the range 347 ≤ Re ≤ 364, much
narrower than for the cosine stenosis.
Both branches of the solution present sudden changes in the slope in the proximities of the
bifurcation point. The Reup solution rises sharply at around Re = 345, and stops converging
at Re = 364. Similarly, the Redown drops at Re = 360, stopping its convergence at Re = 347.
Initially, the hysteresis would be present within this range (347 ≤ Re ≤ 364). However,
the computation of the eigenvalues provides further information about the stability of these
solutions. The critical eigenvalues for each branch are presented graphically in Figure 4.23,
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Figure 4.23 Real part of the critical eigenvalues for ascending and descending Reynolds
numbers in the 3-arcs stenosis.
while selected values are shown in Table 4.4. The axial velocity contours of these two solutions
at Re = 348 are presented in Figure 4.25.
Several analogies could be established with the case of the cosine stenose. Firstly, the existence
of two branches of the solution, with remarkable differences in the flow field, according to the
velocity contours presented in Figure 4.25 and values of µmax shown in Figure 4.22. There is
also a pitchfork bifurcation for the ascending Reynolds branch Reup, in this case at Re = 364.
And besides these observations, Figure 4.23 also indicates that there exists a Reynolds number
range where two solutions branches are linearly stable under the same conditions. However,
this range is significantly narrower in the current case: 347 ≤ Re < 349 (given that the
eigenvalue at Re = 349 for the Redown branch is positive but with a very small value). For
the upper branch of the bifurcation diagram (the decreasing Reynolds number Redown), the
flow becomes unstable at Re = 347, with an additional bifurcation for Re ≥ 349. This
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Table 4.4 Selected eigenvalues from the linear stability
analysis for the 3-arcs stenosis.
Integration Path Integration Path
Re Reup Redown Re Reup Redown
346 -0.055766 n/a 350 -0.047958 0.000485
347 -0.053855 -0.001315 364 -0.008806 0.004185
348 -0.051918 -0.000539 365 n/a 0.004378
349 -0.049954 0.000019 385 0.007623 0.007623
n/a The result is not available. A steady state solution could not
be obtained at this Reynolds.
branch was computed at Re = 360 using the most critical velocity mode as perturbation for
the asymmetric velocity field. As in the cosine stenosis, this steady solution to the Redown
branch with a small azymuthal velocity component. The values of µr and θµ are presented in
Figure 4.24. In this case, the angular displacement of the asymmetry is about twice as big as
in the cosine stenosis.
From Figure 4.25, there are evident differences between the Reup and Redown solutions at
Re = 348. As with the cosine stenosis, the decreasing Reynolds number branch, Redown has a
larger asymmetry and recirculation region than the increasing Reup branch. The comparison
of the two solutions of Figure 4.25, from the point-of-view of the normalized asymmetry index
µr, is presented in Figure 4.26, where a remarkable similitude with Figure 4.18 is observed.
The small geometrical differences between the 3-arcs and cosine stenoses have important
effects on the topology of the flow, shifting the position of the bifurcation points and changing
significantly the range where within the hysteresis loop, the two branches Reup and Redown
are both stable. The combination of the pitchfork bifurcation and turning point bifurcation
allows the existence of two very distinct solutions at Re ' 350 for both geometries. Hence,
the qualitative behavior is similar. The reduced range of stability for the Redown in both cases
also generates a new branch with an azymuthal velocity component. This helical flow arises
much earlier in the 3-arcs stenosis (Re = 347 vs. Re = 357). As evidenced in Figures 4.20
and 4.24, the azymuthal displacement begins inside the stenosis (z/D < 0), and thus, the
geometrical differences between both geometries become quite relevant in the development of
the helical flow, showing a larger intensity at Re = 360 in the 3-arcs geometry. Figure 4.27
contains the slices of z-velocity at Re = 360 for the 3-arcs stenosis with E = 0.0025. A
line parallel to the z axis was added to the recirculation region, to help visualize the small
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Figure 4.24 Comparison of normalized asymmetry µr and the angular position of the velocity
peak in the 3-arcs stenosis for the Redown and the additional stable branch at Re = 360.
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(b)
Figure 4.25 Qualitative comparison of the axial velocity contours for the two stable solutions
at Re = 348 and E = 0.0025 in the 3-arcs stenosis: (a) Ascending Reynolds; (b) Descending
Reynolds.
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stenose at Re = 348 and E = 0.0025.
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Figure 4.27 Slices of normalized axial velocity at Re = 360 for the additional branch
uncovered in the 3-arcs stenosis with E = 0.0025. A line parallel to the axis Z is included, as
a reference to observe the rotation of the recirculation zone due to the weak helical flow.
azymuthal rotation of the separated region due to the weak helical components of this stable
flow.
Figure 4.21, as in the original results of Griffith et al., shows that the hysteresis phenomena,
and consequently the subcritical behavior of the solutions, occurs only at certain levels of
eccentricity E. Lower levels of eccentricity are not large enough to trigger a strong asymmetric
flow, or to the deform the branches of the first pitchfork bifurcation in such a way that two
stable solutions are possible. Different mechanism with a steeper transition toward asymmetry
could be present for higher values of eccentricity.
All of these results, the transitions and bifurcations uncovered were possible after the con-
sideration of an eccentric geometry. A value of E = 0.0025, which is within the same order
of magnitude than the manufacturing tolerance for the experimental stenosis studied by
Vétel et al. (2008), is able to explain the qualitative behaviour observed by them at low
Reynolds number. This is consistent with the observations made by Griffith et al. (2013) and
by Sanmiguel-Rojas and Mullin (2012) regarding the geometrical defects. However, the study
of stability for this flow, the side-by-side comparison of the cosine and the 3-arcs stenoses
and the uncovering of further bifurcation, to the authors knowledge, has not been published
before.
The following section presents a comparison of the computed asymmetry with the experimental
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Figure 4.28 Comparison of µr at z/D = 2.5 for diferent numerical cases, with the experimental
results of Vétel et al. (2008)
results from Vétel et al. (2008).
4.9 Comparison with experiments
The normalized asymmetry index µr for the 3-arcs stenosis with E = 0.0025 computed
with the L25_F120 mesh were compared with experimental results obtained by Vétel et al.
(2008), who provided asymmetry data at two axial positions, z/D = 2.5 and z/D = 7.5.
Thus, the value of µr was calculated for different Reynolds numbers, and compared with the
experimental value of µr based on the PIV measurements from Vétel et al. 1. Figures 4.28
and 4.29 present these comparisons at z/D = 2.5 and at z/D = 7.5, respectively. These plots
constitutes both bifurcation diagrams, but with the value of µr monitored at a fixed axial
position, instead of taking the global maximum, as in the rest of the results presented in this
chapter.
The numerical data in Figure 4.28 presents a similar behavior to the bifurcation diagram
1. Error bars of ±20% were added to the experimental points, to emphasize the level of uncertainty that
they carry.
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results of Vétel et al. (2008)
of Figure 4.26, a fact that is not surprising, given that z/D = 2.5 is quite close to region
where the maximum values of µr occur near Re ' 350, and indeed, is a good approximation
to the µmax in the proximities of the bifurcations points. In general, the experimental data
follows a similar qualitative route to the one computed numerically. It presents a higher level
of asymmetry than the numerical values for Re . 348, but as already discussed, the index µr
is prone to amplify small differences in the velocity field, plus the addition of experimental
errors in this case. This condition of Re = 348 is precisely within the narrow range where the
computed Redown is linearly stable and the two branches coexists. The next experimental
condition available is Re = 394, with the point falling directly over the numerical data for
the decreasing Reynolds number branch. Formally, this branch is already unstable at this
condition. But the additional branch with the small helical component has an identical value
of µr. The magnitude of the azymuthal velocity is very weak, and was probably filtered out
in the averaging and signal processing involved in the experimental process.
An analog situation occurs with Figure 4.29 for z/D = 7.5, with the experimental and
numerical data presenting similar qualitative behavior. The constant gap that exists between
numerical and experimental data could be explained with the interaction of an additional geo-
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Figure 4.30 Comparison of µr at z = 2.5D for higher values of eccentricity in the 3-arcs
stenosis against the experimental results of Vétel et al. (2008)
metrical perturbation within the experimental setup.The effect of higher levels of eccentricity
in the 3-arcs stenosis is evaluated in Figure 4.30 for z = 2.5D. As expected, the asymmetry of
the flow increases with the eccentricity, with the asymmetry obtained at E = 0.0045 matching
very closely the experimental values reported by Vétel et al. (2008).
However, further downstream, at z = 7.5D, a different effect is observed. First, the increase
in eccentricity has a smaller effect on the observed level asymmetry at low Reynolds numbers.
At Re > 300, the effect is reverted, and the increase in eccentricity causes a decrease in the
asymmetry index µ. Hence, this indicates that geometrical perturbations could indeed cause
the asymmetric pattern observed by Vétel et al., in the real case it might have been more
than just eccentricity.
Although the values of eccentricity studied so far were higher than the machining tolerance
for the geometry used by Vétel et al., their actual value is still quite small. It has shown that
these small perturbation produce important changes in the physics of the flow. Hence, it is
likely that the combination of another small geometrical perturbation, like irregularities in
the shape of the stenosis added during the surface polishing, or a small misalignment in the
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between the inlet and outlet tubes of the experimental, could cause the observed pattern.
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CHAPTER 5 SUDDEN EXPANSION
5.1 Introduction
This chapter contains the numerical results for the bifurcation analysis on a sudden expansion,
using a similar methodology to the one exposed in Chapter 4 for the smooth contraction-
expansion. An axisymmetric sudden expansion with an expansion ratio of 1:2 was studied,
with the intention of reproducing the qualitative characteristics of the asymmetry reported
by Mullin et al. (2009). As in the previous chapter, an eccentricity was added to the inlet
tube of the geometry, to account for possible geometrical defects in the setup. This study was
performed in the planar expansion by Fearn et al. (1990), while the eccentric thee-dimensional
case was suggested by Sanmiguel-Rojas and Mullin (2012). However, this last study used
perturbed velocity profile to model the eccentricity, and only performed one computation on
an eccentric domain (E = 0.0025), as a proof of concept, to compare with their perturbed
velocity results.
As mentioned earlier in Section 2.9.1, Mullin et al. quantify the level of asymmetry in their
experimental results through the centroid of their RARE images (see Figure 2.14). They
claim that this is a global measure of the asymmetry at the whole transverse section of the
flow, with several advantages over the use of local velocity components, as they could add
distortions into the bifurcation diagrams. However, the nature of RARE images only allows
the identification of shear layers and areas of low velocity, based on their threshold of 12 mm/s
(see Mullin et al., 2009). Thus, velocity values (in magnitude) over this threshold are presented
as black regions in their RARE images. Any change of the velocity profile within these black
areas will only affect the centroid index if they modify the shape and position of the velocity
isocontour at the threshold value, and this is not always true.
As Mullin et al. present their results in millimeters (see Figure 2.14b), it is convenient to
normalize them for comparison purposes, using the inlet diameter to the sudden expansion
(8 mm in the case of their setup). This new normalized measure of the asymmetry based on
the centroid is denoted ξ. Figure 5.1 present 3 different velocity profiles that would have the
same RARE velocity and will have the same measure of asymmetry and the same ξ, which
makes it an ambiguous measure for the asymmetry. Consequently, unless stated otherwise,
the quantification of the asymmetry in the present chapter is made using the µr index given
by Equation (4.4).
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Figure 5.1 Diagram of velocity profiles, to illustrate the inconvenience of the centroid (or ξ)
as measure of asymmetry. (a) presents the three different velocity profiles, and in (b) the
threshold criteria is applied with a narrow gray band. The velocities outside this band appear
black in the RARE image like the ones in Figure 2.14, while the ones inside this band appear
orange.
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Figure 5.2 Boundary conditions used in the preliminary simulation of the axisymmetric
sudden expansion.
5.2 Axisymmetric expansion
Preliminary simulations were conducted in the geometry of the axisymmetric sudden expansion.
The boundary conditions and geometrical parameters are presented in Figure 5.2. The inlet
length was kept constant at Lin = 5D because the inlet velocity was a developed parabolic
flow. The outlet length selected is Lout = 75D, which is the longest domain evaluated by
Cantwell et al. (2010) in their numerical study.
The same numerical methodology used this research was also applied to this case. An
incompressible flo is assumed, due to the low range of Reynolds number studied by Mullin
et al. (2009) (Re < 1400). The boundary conditions are as presented in Figure 5.2. The
numerical domain was discretized using through the finite element method, using 27-nodes
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Table 5.1 Mesh used for the preliminary computations in the axisymmetric sudden expansion.
Case Nodes Elements
1 220845 26784
2 413235 50208
3 877077 106688
4 1166157 141888
hexahedral elements that satisfy the inf-sup condition, providing quadratic interpolation for
the velocity vectors and linear interpolation for the pressure. Table 5.1 contains the sizes of
the meshes used for this numerical preliminary study.
The computation of stability was carried out according to the method of modified product,
introduced in Section 3.2.3. The real part of the leading eigenvalue computed for each mesh
case as a function of Reynolds number is shown in Figure 5.3. All the values are below zero,
and hence, no critical condition is observed in the Reynolds range studied by Mullin et al.,
agreeing with the work of Cantwell et al. (2010). Hence, as with the case of the stenosis,
an eccentricity was added to the inlet tube, with the goal of triggering the asymmetric flow
reported by Mullin et al., study that is presented in the following sections.
5.3 Eccentric expansion
The definition of the eccentricity parameter is shown in Figure 5.4. Special care was taken
to guarantee the continuity and smoothness of the structured mesh between the inlet and
the outlet tubes, through a transition region between the concentric O-grid structures of the
inlet and outlet tubes, as presented in Figure 5.5. The goal of this transition is to avoid the
perturbation introduced by sharp changes of direction within the mesh. The value of E was
exaggerated, to show the displacement of the internal mesh elements due to the eccentricity,
keeping the mesh structured. For the first part of this study, a value of E = 0.0025 is used,
given that it is the value suggested by Sanmiguel-Rojas and Mullin (2012) and it produced
interesting results in the previous chapter with the stenotic geometry.
5.4 Geometry and grid validation
The relevant geometric parameters are the lengths of the inlet and outlet segments of the
expansion, Lin and Lout respectively, according to their specification as in Figure 5.6. However,
as the inlet flow is still laminar in the work of Mullin et al., a short inlet length is enough with
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Figure 5.4 Eccentricity of the sudden expansion geometry
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Figure 5.5 Longitudinal cut of the mesh, showing the detail of the eccentricity transition
Lin Lout
Figure 5.6 Geometrical lengths of the sudden expansion geometry.
the use of a developed Hagen-Poiseuille velocity profile. Hence, a constant value of Lin = 5D
was used.
The construction of the geometry and meshes with GMSH allows to control the density and
grading of the mesh using a single parameter Fmesh. Its default value of 1.0 translates into
a coarse mesh, which was used to study the effect of the outlet length over the flow field,
according to the meshes detailed in the top part of Table 5.2.
In the range of Reynolds numbers 10 < Re < 1200, the maximum value of the asymmetry
index µr were computed, according to Equation (4.4). These results are plotted in Figure 5.7.
Given that the 3 data series have essentially the same values of µmax, the flow field solution
is independent of variations of the outlet length Lout in the range analyzed. Consequently,
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Table 5.2 Details of the different meshes used in the geometry and grid independence study
for the three-dimensional sudden expansion.
Name Hexas Fmesh LoutD
Lout200_Fmesh100 17472 1.00 200
Lout250_Fmesh100 17920 1.00 250
Lout300_Fmesh100 18368 1.00 300
Lout200_Fmesh100 17472 1.00 200
Lout200_Fmesh110 57140 1.10 200
Lout200_Fmesh120 67880 1.20 200
Lout200_Fmesh130 198960 1.30 200
Lout200_Fmesh140 262416 1.40 200
the shorter domain with Lout = 200D was selected for the remaining of the study. With this
geometrical parameter fixed, the domain is then refined, using progressively higher values of
Fmesh, as shown on the lower portion of Table 5.2. This parameter controls the number and
distribution of nodes over the edges of the domain, from where a structured mesh is built
using a transfinite algorithm. Hence, no linear dependence is expected between Fmesh and the
size of the resulting mesh.
In Figure 5.7, the dispersion of the results for µmax with different values of Fmesh is relatively
low. Further information could be extracted from the longitudinal variation of the asymmetry
index for these meshes, reported on Figure 5.9. The µr profile is remarkably similar for all
the studied meshes. However, the inset plot in Figure 5.9 shows that with the exception of
the data for Fmesh = 1.0, the peak in µr increases with Fmesh. Hence, the refinements from
Fmesh = 1.1 to 1.4 increase monotonically the asymmetry of the flow, while the data points
for Fmesh = 1.0 has a more arbitrary behavior, intersecting the other lines. Thus, this is a sign
that the mesh with Fmesh = 1.0 does not have enough resolution. The increase in µr observed
between Fmesh = 1.1 and 1.4 is quite small. Thus, to save computational time for the stage of
eigenvalue calculation, the mesh with Fmesh = 1.1 was selected for the calculations presented
in the remaining of this chapter.
5.5 Eigenvalues
The previous section showed that the selected mesh produced well behaved results for the
hydrodynamic solution. Despite this, the use of the same methodology developed in Chapter 3
and used in the computation of stability for the stenosis in Chapter 4 produced irregular
results in the present case. Figure 5.10 shows the real part of the rightmost eigenvalues for
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Figure 5.10 Maximum real part of the eigenvalues for the sudden expansion with E = 0.0025.
different Reynolds number conditions. Mullin et al. (2009) reported their transition point
toward asymmetry at Re = 1139, which is not very far to the critical point of Re = 1083
observed in Figure 5.10. The whole range of computed eigenvalues at Re = 1083 is given in
Table 5.3. However, a closer inspection to the velocity modes associated with these eigenvalues
reveals patterns of u′ that were not observed before in the case of the stenosis.
Figure 5.11a shows a longitudinal slice through the domain, with the contours of the axial
velocity for the mode associated with the first eigenvalue at Re = 1083. These contours
show a remarkable fluctuation that was not observed in the modes computed in Chapter 4.
Moreover, the local maximum and minimum of these fluctuations occur at the longitudinal
position of the mesh nodes, in the region where the elements are more stretched to save
memory.
The aforementioned fluctuations appear in several of the other computed modes of Table 5.3,
as well as at different Reynolds number. Nevertheless, in some cases the modes presented a
clearly defined contour with relatively low oscillation. As an example, the velocity contours of
the second and third eigenvalues of Table 5.3 are shown in Figures 5.11b and 5.11c, respectively.
Figure 5.11b represents a symmetry-breaking mode, very much alike the one computed for
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Table 5.3 Computed eigenvalues for the eccentric sudden expansion (E = 0.0025) at
Re = 1083
eig Real Imaginary
1 5.140 53× 10−5 0.000 00× 10+0
2 −9.057 17× 10−3 0.000 00× 10+0
3 −9.112 89× 10−3 0.000 00× 10+0
4 −9.187 99× 10−3 0.000 00× 10+0
5 −1.152 94× 10−2 0.000 00× 10+0
6 −1.439 38× 10−2 0.000 00× 10+0
7 −1.439 92× 10−2 0.000 00× 10+0
8 −2.045 29× 10−2 −6.263 22× 10−3
9 −2.045 29× 10−2 6.263 22× 10−3
10 −2.055 88× 10−2 0.000 00× 10+0
11 −2.074 92× 10−2 0.000 00× 10+0
(a)
(b)
(c)
Figure 5.11 Axial perturbation velocity contours for the eigenmodes at Re = 1083 in the
sudden expansion with E = 0.0025. (a) corresponds to the first eigenvalue of Table 5.3, (b) is
the second and (c) is the third.
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the planar sudden expansion (see Figure 3.8a), because the velocity components associated
with the mode will deflect the flow from the inlet expansion toward the wall of the outlet tube
once this mode is amplified by perturbations. However, in this case, its associated eigenvalue
is negative and the flow is deemed stable. The mode presented in Figure 5.11c have similar
characteristics to the Figure 5.11b, having also a symmetry-breaking topology. However, it
also contains a fluctuating component at the axial nodes, analog to the one presented in
Figure 5.11a.
The computations were repeated, using an increased size of the Krylov subspace, but the
fluctuations in the velocity modes remained there. In some cases, the eigenvalues associated
with these fluctuating modes simple not appeared between the results at one Reynolds number
and the previous or following. And the use of a more refined mesh created a significant shift
in the position of the eigenvalues associated to several of these irregular modes, while the
eigenvalues associated with the more regular remained at roughly the same position. However,
even with a finer mesh, these irregularities still appear.
It is interesting that in all the meshes, when eigenvalues are computed at low Reynolds
number, these irregularities did not appeared. And certainly they were not present in the
results for the different stenoses studied so far. They only appear at Re > 1000. Thus, this
indicates that this oscilations are numerical instabilities associated with the advection term in
the governing equations (Equations (2.10)). To remove them, a finer mesh could be used, but
that will increase the total computational cost of the analysis to level that are unmanageable.
The second option is the use of an advection-stabilized scheme in the discretization of the
stability problem (3.1).
5.6 Future works
The implementation of this scheme would require an important effort, because the indepen-
dence of the eigenvalues and eigenvector from the stabilization scheme has to be assessed. In
the current research, that will require, for example, repeat the stability calculations presented
in the previous chapter for the stenosis, but using the selected stabilized scheme, and then test
its effect at higher Reynolds numbers where the advection instabilities become relevant. This
process, although important for the present geometry due to its higher Reynolds numbers,
was not performed, due to time constraints. Hence, this aspect of this research is left for a
future research project.
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CHAPTER 6 CONCLUSIONS
The present research provided a thorough study of the first symmetry breaking instability
in two important setups: the smooth contraction-expansion and the sudden expansion.
Additionally, several important contributions were made, listed in the following section.
6.1 Contributions
Probably the most significant contribution of the present research is the method for the
computation of stability analysis. The modifications proposed to the matrix operations
detailed in Section 3.2.3 are original, to the author’s knowledge, and provide a way of
computing the spectra of the solution without the use of time integration algorithms.
The study of effect of the eccentricity in the stenosis allowed the repetition of the Griffith
et al. (2013) results, with the additional computation of stability. This allowed to explain the
results of Vétel et al. (2008) under the assumption of small geometrical perturbation in the
setup. The hysteresis loop was uncovered, allowing the computation of two linearly stable
solutions under the same conditions. Moreover, an additional bifurcation was detected with
the eigenvalues, resulting in a new stable branch with a weak helical component that shift
the separated region in the azymuthal direction.
Similarly, in the sudden expansion it was demonstrated that eccentric geometries can shift
the spectra of eigenvalues, and probably causing the asymmetry observed by Mullin et al.
(2009). No further remarks can be made about this case, due to the advection instabilities
that appeared in the solution of this problem.
6.2 Limitations
The present research was motivated by the study of steady asymmetries. Thus, the use of
linear stability analysis was enough to fulfill the objectives. However, given that in many
practical cases in the literature the transition observed were subcritical, it is convenient the
inclusion of a transient growth routine within the available set of computational tools for
future research. These are specially useful in the computation of periodic solutions, another
situation where the current version of the computational code employed is not suitable.
At the Reynolds number of interest for the symmetry breaking phenomenon, the computation
of stability in the sudden expansion presented difficulties, due to the mesh employed. These
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problems were due to convective instabilities due to the advection terms in the governing
equations. Hence, the computation of stability could only be computed at Reynolds numbers
were this numerical instabilities, seriously limiting its applicability. The use of an stabilized
scheme for the computation of stability is discussed in the next section.
6.3 Suggested improvements and future works
The computational cost of the computation of linear stability problem was discussed. It is
possible to use less expensive algorithms, given the characteristics of the problem matrix.
The implementation and validation of the methodology with the use of an iterative solver
becomes relevant, especially to compute the stability in three dimensional geometries. Another
approach to increase accuracy and decrease the total number of degrees of freedom is through
the use of spectral elements.
The evaluation of further geometric imperfections in the stenosis problem could produce a
closer match with the experimental results. Among the suggested source of perturbation is
the use of misalignment in the stenotic geometry, and imperfections in the description of the
shape of the constriction.
Finally, the issues uncovered in the sudden expansion at moderate Reynolds indicate the
presence of convective instabilities, which seriously limit the range of applicability of the
proposed method for the computation of stability. The implementation of an stabilized
scheme is recommended for future works, helping to extend the applicability of the proposed
algorithm.
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APPENDIX A COMPUTATIONAL EXAMPLE OF ARNOLDI
ALGORITHM
The present appendix contains the Matlab/Octave source code for the computational example
of the Arnoldi algorithm presented in Section 2.11.1.
Main routine
Calls all the different subroutines in the required order to compute the eigenvalues and
eigenvectors of a diagonal matrix Mii = −i/2. In this case, the size of the matrix is m = 50
and four eigenpairs are requested, but twice as many are actually computed but not reported,
to reduce the error, as recommended by Tuckerman and Barkley (2000).
close all
clear all
clc()
global m; %size of the matrix
global nev; %number of requested eigenpairs
global k; %total number of eigenpairs to compute
global vecDiag; %size m vector with the elements in the diagonal
global A; %sparse matrix where eigenpairs are sought
global X0; %initial vector, or perturbation
global Q; %rotation matrix
global L1; %L matrix from BDF1 factorization
global L2; %L matrix from BDF2 factorization
global U1; %U matrix from BDF1 factorization
global U2; %U matrix from BDF2 factorization
global P1; %P matrix (pivots) from BDF1 factorization
global P2; %P matrix (pivots) from BDF2 factorization
global lu1; %Boolean variables to check if LU factorization
global lu2; % were already computed, to reuse them
%%
% INITIALIZE VARIABLES
%%
m = 50; %size of the matrix
nev = 4; %requested eigenvalues
k = 2*nev; %computed eigenvalues, to reduce error
dTf = 0.05; %filtering timestep
dTk = 0.05; %timestep for BDF
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Nf = 70; %number of filtering steps
lu1=false;lu2=false %initialized to false so the
%LU factorization is computed
%initialize and fill vector with diagonal of the matrix
vecDiag = zeros(1,m);
for i=1:m
vecDiag(i)=-i/2.; %-0.5, -1.0, -1.5, ...
end
%Create sparse matrix with diagonal elements
A = CreateDiagMatrix(vecDiag);
Q = false; %no rotation
%Random perturbation
X0 = CreatePerturb;
%Filter
Xf = timeFilter(X0,dTf,Nf);
%Reuse factorizations?
if dTf==dTk
lu1 = false;lu2 = false;
end
%Construction of Krylov base
U = krylovMatrix(Xf,dTk);
%Orthonormalization
V = stabGramSchmidt(U);
%Solution
[Z,L]=computeEig(A,V);
%Compute errors
[errLambda,errGamma]=errorEig(Z,L,true);
printf(’i\tAnalytical\tNumerical\terrLambda\terrGamma\n’)
for i=1:nev
printf(’%d\t%f\t%f\t%.5e%%\t%.5e%%\n’,
i,vecDiag(i),Z(i),errLambda(i)*100,errGamma(i)*100)
end
printf(’ error:%.5e%%\n’,errLambda(nev+1)*100)
writeTable(’diagonal.tex’,Z,errLambda,errGamma);
Diagonal matrix
The diagonal matrix is created, based on the elements on its diagonal.
function M = CreateDiagMatrix( diagVec )
%CreateDiagMatrix:
%
% Creates a diagonal sparse matrix,
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% filling the elements on its diagonal
% according to an input vector.
%
% The input is a row vector "diagVec"
% The output is a sparse matrix "M"
%
global m;
% Creates sparse identity matrix
M = speye(m);
% Loop to fill diagonal
for i=1:m
M(i,i) = diagVec(i);
end
end
Create perturbation
A random perturbation is created to strat the Arnoldi iteration. This vector is normalized.
function x = CreatePerturb
%CreatePerturb: Creates random column vector
%
% Creates a column vector of m elements
% filled with random numbers in the range
% (-1.0 : +1.0)
% This vector is then normalized
%
% The input is None
% The output is the random vector "X"
%
clc()
% Takes the size m from the global variable
global m;
% Random vector in -1.0:+1.0
x = randn(m,1);
% Normalization
x = x/sqrt(dot(x,x));
end
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Filtering stage
The initial perturbation is advanced in time a certain number of steps. This eliminate
the contribution of the fastest decaying modes to the final computed spectra. Initially, 70
integration steps are computed, but this number changes afterwards, to check its effect on
the computed eigenpairs.
function x2 = timeFilter(x,dT,Nf)
%timeFilter:
%
% Routine to perform the filtering stage
% using a 2nd-order time integration.
% Calls the soubroutine BDF1 or BDF2
% according to the time step (BDF1 only for the first)
% The vector "x" is integrated using a time step "dT"
% and the process is repeated a number of steps "Nf"
%
% The inputs are the vector "x"
% the time step "dT"
% the number of steps "Nf"
% The output is the final vector "x2"
%
clc()
% global size
global m;
% Intialize the vectors
x1 = zeros(m,1);
x2 = zeros(m,1);
% Integration loop
for i=1:Nf
% First order for the first step
if i==1
x1 = BDF1gen(x,dT);
else
x2 = BDF2gen(x,x1,dT);
x = x1;
x1 = x2;
end
end
end
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Time integration
First and second order BDF methods are used. The first order is only used in the first
iteration, and once two solutions are available, the second order is used.
function x1 = BDF1gen(x,dT)
%BDF1:
%
% First order time integration through
% backward differentiation formula
%
% The inputs are the vector to integrate "x"
% the time step "dT"
% The output is the integrated vector "y"
%
clc()
% global variables
global m;
global A;
global L1;
global U1;
global P1;
global lu1;
% initialize output vector
x1 = zeros(m,1);
px = zeros(m,1);
% compute LU factorizarion
if lu1==false
% compute system matrix B
% for 1st order BDF
B=speye(m)-dT*A;
[L1,U1,P1]=lu(B); %P*B=L*U
end
% solving routine L1*y=P1*x
px = P1*x; %reorganize RHS according to pivots
opts.LT=true; %lower triangular matrix
y = linsolve(L1,px,opts);
% solving routine U1*x1=y
opts.LT=false;
opts.UT=true; %upper triangular matrix
x1 = linsolve(U1,y,opts);
end
function x2 = BDF2gen(x,x1,dT)
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%BDF2:
%
% Second order time integration through
% backward differentiation formula
%
% The inputs are the vector to integrate "x"
% the solution at the previous time step "x1"
% the time step "dT"
% The output is the integrated vector "x2"
%
clc()
% global variables
global m;
global A;
global L2;
global U2;
global P2;
global lu2;
% intialization
x2 = zeros(m,1);
px = zeros(m,1);
% compute LU factorizarion
if lu2==false
% compute system matrix B
% for 2nd order BDF
B=speye(m)-(2./3.)*dT*A;
[L2,U2,P2]=lu(B); %P*B=L*U
end
% solving routine L1*y=P1*x
%reorganize RHS according to pivots
px = P2*((4./3.)*x1-(1./3.)*x);
opts.LT=true; %lower triangular matrix
y = linsolve(L2,px,opts);
% solving routine U1*x1=y
opts.LT=false;
opts.UT=true; %upper triangular matrix
x2 = linsolve(U2,y,opts);
end
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Krylov subspace
Routine that perform the matrix-vector product after the filtering stage, saving the vectors
as columns of a matrix, constructing the base of the Krylov subspace.
function M = krylovMatrix(x,dT)
%krylovMatrix:
%
% Construct the Krylov subspace base,
% calling BDF1 or BDF2.
%
% The input is a row vector "x"
% the time step "dT"
% The output is a sparse matrix "M"
%
clc()
% global variables
global m;
global k;
% initialization
M = zeros(m,k);
% fills first column
M(:,1) = x;
% loop for each column
for i=2:k
% compute first column using BDF1
% the others with BDF2
if i>2
tmp = BDF2gen(M(:,i-2),M(:,i-1),dT);
% normalization
%M(:,i) = tmp/sqrt(dot(tmp,tmp));
M(:,i) = tmp;
else
tmp = BDF1gen(M(:,i-1),dT);
% normalization
%M(:,i) = tmp/sqrt(dot(tmp,tmp));
M(:,i) = tmp;
end
end
end
148
Orthonormalization
The vectors of the Krylov subspace base are orthonormalized using the stabilized version of
the Gram-Schmidt method (Daniel et al., 1976; Saad, 1980).
function K = stabGramSchmidt(K)
%stabGramSchmidt:
%
% Compute the orthonomalization of a given base "K"
% where each vectors is one of the columns of "K"
% The orthonormalization uses the stabilized version
% of the Gram-Schmidt algorithm
%
% The input is the original base "K"
% The output is the modified base "K"
clc()
% global variables
global m;
global k;
% loop
for i=1:k
K(:,i)=K(:,i)/sqrt(dot(K(:,i),K(:,i)));
for j=i+1:k
K(:,j)=K(:,j)-ProjGramSchmidt(K(:,i),K(:,j));
end
end
end
Results
The next routine computes the eigenvalues of the size-reduced problem, using the internal
Matlab/Octave algorithms.
function [Lambda,EigArray] = computeEig(Mmatrix,Vmatrix)
%computeEig:
%
% Compute the "k" eigenvalues of the reduced problem
% using the orthonormal base and the original
% matrix operator
%
% The inputs are the original matrix "Mmatrix"
% the orthonormal base "Vmatrix"
% The output is a vector "Lambda" with the first "k" eigenvalues
% an array "EigArray" with the "k" eigenvectors as columns
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%
clc()
% global variables
global k;
global Q;
% Hessenberg matrix
Hmatrix = Vmatrix’*Mmatrix*Vmatrix;
% compute eigenvalues (Matlab routine)
[G,Lambda]=eig(Hmatrix);
% sorting and sampling arrays
Lambda=(Lambda*ones(k,1))’;
B=sortrows([Lambda;G]’,1)’;
Lambda=B(1,:); %eigenvalues
G=B(2:length(B),:);
% reverse order or rows
revLambda=Lambda(end:-1:1);
revG=G(:,end:-1:1);
Lambda = revLambda;
G = revG;
EigArray=Vmatrix*G; %eigenvectors
% check sign of the eigenvectors
% FROM HERE: NOT GENERAL ROUTINE
% CODE ONLY VALID FOR THESE EXAMPLES
for i=1:k
%rotate eigenvectors if Q~=false
if (Q~=false)
EigArray(:,i)=r*EigArray(:,i);
end
if EigArray(i,i) > 0
EigArray(:,i) = -EigArray(:,i);
end
end
end
The errors of the computational values are computed, comparing them against the expected
theoretical values.
function [errL,errG]=errorEig(Lambda,EigArray,bool)
%errorEig:
%
% Compute errors with the eigenvalues
% and eigenvectors
%
% The inputs are the vector with eigenvalues "Lambda"
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% the array with the eigenvectors (as columns) "EigArray"
% a boolean variable to decide if the results are reported
% individually per component
% The outputs are the respectively the errors with the
% eigenvalues and eigenvectors: ef these are errL and errG.
% The value of bool decides if these are escalars or vectors
%
clc()
% global variables
global nev;
global m;
global vecDiag;
% initialization
if bool==true
errG = zeros(1,nev+1);
errL = zeros(1,nev+1);
else
errG = 0;
errL = 0;
end
vecDiag=sort(vecDiag,"descend");
% loop
for i=1:nev
eL=0;eG=0;
% normalized contribution per eigenvalue
eL =sqrt((vecDiag(i)-Lambda(i))^2/vecDiag(i)^2);
% normalized contribution per component of the ith-eigenvector
eG=norm(-eye(m)(:,i)-EigArray(:,i),2);
if bool==true
errL(i)=eL;
errG(i)=eG;
errL(nev+1)=max(eL,errL(nev+1));
errG(nev+1)=max(eG,errG(nev+1));
else
errL=max(eL,errL);
errG=max(eG,errG);
end
end
end
Prints the results in a table, directly in LATEXformat for inclusion in this document.
function writeTable(filename,V,eL,eG)
global nev;
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global vecDiag;
fp=fopen(filename,’w’);
fprintf(fp,’\\begin{tabular}{cn{3}{4}n{3}{4}n{3}{4}n{3}{4}}\n’);
fprintf(fp,’\\toprule\n’);
fprintf(fp,’i & \\multicolumn{1}{c}{Analytic} & \\multicolumn{1}{c}{Numerical} & \\
multicolumn{1}{c}{$\\%%\\epsilon_\\lambda$} & \\multicolumn{1}{c}{$\\%%\\epsilon_\\
varphi$} \\\\ \n’);
fprintf(fp,’\\midrule\n’);
for i=1:nev
fprintf(fp,’%d & %f & %f & %.5e\\%% & %.5e\\%% \\\\ \n’,i,vecDiag(i),
V(i),eL(i)*100,eG(i)*100);
end
fprintf(fp,’\\bottomrule\n’);
fprintf(fp,’\\end{tabular}\n’);
fclose(fp);
end
A.1 Rotation
For the example in Section 2.11.2, the basic algorithm is used. The main difference is the
requirement of a rotation matrix, constructed from the QR factorization of a random matrix.
Main routine
The same main routine as in the previous example, but calling the matrix-rotation routines
to modify the diagonal matrix before the filtering stage.
close all
clear all
clc()
global m; %size of the matrix
global nev; %number of requested eigenpairs
global k; %total number of eigenpairs to compute
global vecDiag; %size m vector with the elements in the diagonal
global A; %sparse matrix where eigenpairs are sought
global X0; %initial vector, or perturbation
global Q; %rotation matrix
global L1; %L matrix from BDF1 factorization
global L2; %L matrix from BDF2 factorization
global U1; %U matrix from BDF1 factorization
global U2; %U matrix from BDF2 factorization
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global P1; %P matrix (pivots) from BDF1 factorization
global P2; %P matrix (pivots) from BDF2 factorization
global lu1; %Boolean variables to check if LU factorization
global lu2; % were already computed, to reuse them
%%
% INITIALIZE VARIABLES
%%
m = 50; %size of the matrix
nev = 4; %requested eigenvalues
k = 2*nev; %computed eigenvalues, to decrease error
dTf = 0.05; %filtering timestep
dTk = 0.05; %timestep for BDF
Nf = 70; %number of filtering steps
lu1=false;lu2=false %initialized to false so the
%LU factorization is computed
%initialize and fill vector with diagonal of the matrix
vecDiag = zeros(1,m);
for i=1:m
vecDiag(i)=-i/2.;
end
%Create sparse matrix with diagonal elements and modify it through
% matrix rotations without changing the eigenvalues
A = CreateDiagMatrix(vecDiag);
Q = randRotation; %random rotation
A = Q’*A*Q;
%Random perturbation
X0 = CreatePerturb;
%Filter
Xf = timeFilter(X0,dTf,Nf);
%Reuse factorizations?
if dTf==dTk
lu1 = false;lu2 = false;
end
%Construction of Krylov base
U = krylovMatrix(Xf,dTk);
%Orthonormalization
V = stabGramSchmidt(U);
%Solution
[Z,L]=computeEig(A,V);
%Compute errors
[errLambda,errGamma]=errorEig(Z,L,true);
printf(’i\tAnalytical\tNumerical\terrLambda\terrGamma\n’)
for i=1:nev
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printf(’%d\t%f\t%f\t%.5e%%\t%.5e%%\n’,
i,vecDiag(i),Z(i),errLambda(i)*100,errGamma(i)*100)
end
printf(’ error:%.5e%%\n’,errLambda(nev+1)*100)
writeTable(’rotated.tex’,Z,errLambda,errGamma);
Matrix rotation
An orthogonal matrix is constructed using the the QR factorization of a random matrix. This
orthogonal matrix is used as rotation matrix. Only the first 75% of the rows and columns
of the diagonal matrix are rotated. Beyond this limit, the performance of the algorithm
decreases notably.
function Q = randRotation()
%randRotation:
%
% Constructs a random rotation matrix
% for the first "p" dimensions, the others
% remaining an identity matrix
%
% There are no inputs
% The output is the rotation matrix "Q"
%
global m;
p=floor(3*m/4); %partial rotation, p=75% of "m"
[Q,~]=qr(randn(p)); %QR factorization of random matrix
%check if the rotation conserves the axis orientation
if det(Q)<0
Im=speye(p);
index=floor(rand*p);
Im(index,index)=-1; %random -1 in diagonal
Q=Q*Im;
end
%assembly of full m-sized matrix
Q=[Q,zeros(p,m-p);zeros(m-p,p),eye(m-p)];
end
