Summary: Respondent-driven sampling (RDS) is a widely used method for sampling from hard-to-reach human populations, especially groups most at-risk for HIV/AIDS. Data are collected through a peer-referral process in which current sample members harness existing social networks to recruit additional sample members. RDS has proven to be a practical method of data collection in many difficult settings and has been adopted by leading public health organizations around the world. Unfortunately, inference from RDS data requires many strong assumptions because the sampling design is not fully known and is partially beyond the control of the researcher. In this paper, we introduce diagnostic tools for most of the assumptions underlying RDS inference. We also apply these diagnostics in a case study of 12 populations at increased risk for HIV/AIDS. We developed these diagnostics to enable RDS researchers to better understand their data and to encourage future statistical research on RDS.
Introduction
Many problems in social science, public health, and public policy require detailed information about "hidden" or "hard-to-reach" populations. For example, efforts to understand and control the HIV/AIDS epidemic require information about the disease prevalence and risk behaviors in the groups most at-risk for the disease: female sex workers (FSW), illicit drug users (DU), and men who have sex with men (MSM) (Magnani et al., 2005) . Respondent-driven sampling (RDS) is a recently introduced link-tracking network sampling technique for collecting such information (Heckathorn, 1997) . Because of the pressing need for information about the most at-risk groups and the weaknesses of alternatives approaches, RDS has already been used in more than 120 HIV-related studies in 20 countries and has been adopted by leading public health organizations, such as the US Centers for Disease Control and Prevention (CDC) (Barbosa Júnior et al., 2011; Lansky et al., 2007; Montealegre et al., 2012) .
Collectively, these previous studies demonstrate that RDS is able to generate large samples in a wide variety of otherwise hard-to-reach population. However, the quality of estimates derived from these data has been challenged in a number of recent papers (Bengtsson and Thorson, 2010; Burt and Thiede, 2012; Gile and Handcock, 2010; Goel and Salganik, 2010; Heimer, 2005; McCreesh et al., 2012; Poon et al., 2009; Salganik, 2012; Scott, 2008) . A major source of concern is that inference from RDS data requires many assumptions, some of which are widely believed to be incorrect. Unfortunately, these assumptions are seldom examined in practice. The widespread use of RDS for important public health problems combined with its reliance on untested assumptions, creates a pressing need for exploratory and diagnostic techniques for RDS data.
RDS data collection begins when researchers select, in an ad-hoc manner, typically 5 to 10 members of the study population to serve as "seeds." Each seed is interviewed and provided a fixed number of coupons (usually three) that they use to recruit other members of the study population. These recruits are in turn provided with coupons that they use to recruit others. In this way, the sample can grow through many waves, resulting in recruitment trees like those shown in Fig. 1 . Respondents are encouraged to participate and recruit through the use of financial and other incentives (Heckathorn, 1997) . The fact that the majority of participants are recruited by other respondents and not by researchers makes RDS a successful method of data collection. However, the same feature also inherently complicates inference because it requires researchers to make assumptions about the recruitment process and the structure of the social network connecting the study population.
There are three interrelated approaches to addressing the assumptions underlying inference from RDS data. First, researchers can identify assumptions whose violations significantly impact estimates, either analytically or through computer simulation (e.g., Blitzstein and Nesterko (2011) ; Gile and Handcock (2010) ; ; Tomas and Gile (2011) ). Second, researchers can develop new estimators that are less sensitive to these assumptions (e.g., Gile (2011) ; Gile and Handcock (2011); ). Third, researchers can develop methods to detect the violation of assumptions in practice. This third approach is the primary focus of this paper, but we hope that our results will help motivate and inform research of the first two types.
This paper makes two main contributions. First, we review and develop diagnostics for most assumptions underlying statistical inference from RDS data. One reason for the relative dearth of RDS diagnostics is that the same conditions that complicate inference from RDS data also complicate formal diagnostic tests. In particular, the potential dependence between recruiters and recruits renders most standard tests invalid. Therefore, when possible, we develop diagnostic approaches that are intuitive, graphical, and not reliant on statistical testing. Further, when possible, we emphasize approaches that can be used while data collection is occurring so that problems can be investigated and potentially resolved. In order to provide these features, our diagnostics frequently take advantage of three specific features of RDS studies that are not typically utilized: information about the time sequences of responses, contact with respondents who visit the study site twice, and the multiple seeds used to begin the sampling process. The second main contribution of our paper is to deploy these diagnostics in 12 RDS studies conducted in accordance with the national strategic HIV surveillance plan of the Dominican Republic. We believe that these case studies-which include samples of female sex workers (FSW), drug users (DU), and men who are gay, transsexual, or have sex with men (MSM) in four cities-are reasonably reflective of the way that RDS is used in many countries. Therefore, we believe that our empirical results have broad applicability for RDS practitioners and researchers who wish to develop improved methods of RDS data collection and inference.
The remainder of the paper is organized as follows: in Section 2 we briefly review the assumptions underlying RDS estimation and in Section 3 we describe the data from 12 studies in the Dominican Republic that will be used throughout the paper. Sections 4 through 9 present diagnostics, including extensions of previous approaches as well as wholly new approaches. In Section 10 we discuss the results and conclude with suggestions for future research. We also include online Supporting Information with additional results and approaches.
Assumptions of RDS
Estimation from RDS data requires many assumptions about the sampling process, underlying population, and respondent behavior. These assumptions are outlined in Table 1 and described fully in Gile and Handcock (2010) . In particular, these assumptions are required by the estimator proposed by Volz and Heckathorn (2008) . Other available estimators require similar assumptions, especially pertaining to respondent behavior. Table 1 : Assumptions of the Volz-Heckathorn Estimator. Assumptions in bold-italics are considered in this paper, with section numbers given. A version of this table appeared in Gile and Handcock (2010) .
Network Structure Sampling Assumptions Assumptions Random Walk
Network size large (N >> n) With-replacement sampling (4) Model Single non-branching chain Remove Seed
Homophily weak enough (5, 6) Enough sample waves (5) Dependence Bottlenecks limited (6)
Connected graph Respondent
All ties reciprocated (7) Degree accurately measured (8) Behavior
Random referral (9) Each row of this table includes assumptions according to their roles in allowing for estimation. The first row ("Random Walk Model") corresponds to assumptions required to allow the sampling process to be approximated by a random walk on the nodes. Critically, the random walk model requires with-replacement sampling, while the true sampling process is known to be without-replacement. We, therefore, first consider diagnostics designed to detect impacts of the without-replacement nature of the sampling (Sec. 4).
The second row ("Remove Seed Dependence") contains assumptions required to reduce the influence of the initial sample-the seeds-on the final estimates. Because the initial sample is usually a convenience sample, RDS is intended to be carried out for many sampling waves through a well-connected population in order to minimize the impact of the seed selection process. Therefore, we consider diagnostics designed to detect seed bias that may remain due to an insufficient number of sample waves (Secs. 5 and 6).
The final row of the table, ("Respondent Behavior,") contains assumptions related to respondent behavior. Unlike traditional survey sampling, RDS is characterized by a significant role of respondent decision-making in the sampling process, and, therefore, assumptions about these decisions are needed for estimating sampling probabilities. In particular, we consider the assumptions that all network ties are reciprocated, that degree (also referred to as number of contacts or personal network size) is accurately reported, and that future participation is random among contacts in the study population (Secs. 7, 8, and 9). 3 Case study: 12 sites in the Dominican Republic
We employ these diagnostics in a case study of 12 parallel RDS studies conducted in the spring of 2008 using standard RDS methods (Johnston, 2008) . As part of the national strategic HIV surveillance plan of the Dominican Republic, data were collected from female sex workers (FSW), drug users (DU), and men who are gay, transsexual, or have sex with men (MSM) in four cities: Santo Domingo (SD), Santiago (SA), Barahona (BA), and Higuey (HI). These studies are typical of the way RDS is used in national HIV surveillance around the world. Eligible persons were 15 years or older and lived in the province under study. Eligible FSW were females who exchanged sex for money in the previous six months, DU were females or males who used illicit drugs in the previous three months, and MSM were males who had anal or oral sexual relations with another man in the previous six months. Seeds were purposively selected through local non-governmental organizations or through the use of peer outreach workers. Each city had a fixed interview site where respondents enrolled in the survey. During the initial visit, consenting respondents were screened for eligibility, completed a face-to-face interview, received HIV pre-test counseling and provided blood samples that were tested for HIV, Hepatitis B and C, and Syphilis. Before leaving the survey site, respondents were encouraged to set an appointment to return two weeks later for a follow-up visit during which they would receive HIV post-test counseling, collect infection test results and, if necessary, be referred to a nearby health facility for care and treatment. During the follow up visit respondents also completed a follow-up questionnaire and received secondary incentives for any peers they recruited; respondents were compensated the equivalent of $9.00 USD for completing the initial survey and $3.00 USD for each successful recruitment (up to a maximum of three). To ensure confidentiality, respondents' coupons, questionnaires and biological tests were identified using a unique study identification number; no personal identifying information was collected. The studies ranged in sample size from 243 to 510 with a total sample size of 3,866 people, of which 1,677 (43%) completed a follow-up survey (see Fig. 2 ).
We analyze these data using the estimator introduced in Volz and Heckathorn (2008) because it has been used in most of the recent evaluations of RDS methodology (Blitzstein and Nesterko, 2011; Gile and Handcock, 2010; Salganik, 2009, 2010; McCreesh et al., 2012; Tomas and Gile, 2011; Wejnert, 2009) . The estimator of the proportion of the population with a specific trait (e.g., HIV infection) is:
where S is the full sample, I is the infected sample members, and d j is the self-reported "degree," or number of contacts of respondent j. Equation (1), sometimes called the RDS II estimator or the Volz-Heckathorn (VH) estimator, is a generalized ratio estimator of a population mean, with inverse probability weighting, and sampling weights proportional to degree.
With-replacement Sampling
Many estimators for RDS data are based on the assumption that the sample can be treated as a with-replacement random walk on the social network of the study population. In particular, respondents are assumed to choose freely which of their contacts to recruit into the study. In practice, sampling is without replacement; respondents are not allowed to recruit people who have already participated. This restriction may lead to inaccurate estimates of inclusion probabilities and biased estimates, as described in Gile (2011) .
Indications of the influence of earlier respondents on subsequent sampling decisions would suggest potentially problematic violations of the sampling-with-replacement assumption. The finite population size may affect sampling in two ways: locally, when members of a small well-connected sub-group are sampled at a high rate, influencing the future referral choices of other sub-group members, and globally, when the study population as a whole is sampled at a high enough rate that later samples are influenced by earlier samples. If the finite population affects sampling, it is possible this will induce a bias in resulting estimates.
In this section, we examine the with-replacement sampling assumption in several ways. First, we use three types of evidence to detect local and global finite population effects on sampling. Next, we assess the impact of global finite population effects on estimates. Finally, we compare the methods and conclude with recommendations.
Failure to Attain Sample Size
Strong evidence of global finite population effects is provided by failure to attain the target sample size due to the inability of respondents to sample additional members of the study population. This occurred in three of our studies: FSW-BA, MSM-BA, and MSM-HI. When all final wave respondents lack alters that are eligible, available, and previously un-sampled, the sample was clearly affected by the finite size of the study population. As a diagnostic, however, this indicator has two primary limitations. First, it cannot be assessed until the study is complete. Second, while failure to attain sample size is an indication that finite population effects are present, the absence of such failure is not an indication that those effects are absent. In our comparison, therefore, this indicator serves to indicate "true positives," but not "true negatives."
Failed Recruitment Attempts
If the sampling process were not influenced by the previous sample, each respondent could distribute coupons without considering whether contacts had already participated in the study. Therefore, respondents who returned for a follow-up survey were asked Figure 3: Percent of respondents reporting 0, 1-3, or 4+ failed recruitment attempts. In 6 sites, at least 25% of respondents reported at least one failed recruitment attempt.
(A) How many people did you try to give a coupon but they had already participated in the study?
Responses to this question are summarized in Fig. 3 . Rates of failed coupon distributions varied widely by site, with the most failures among drug users in Higuey, with over half of follow-up respondents reporting a failed attempt to distribute a coupon, and the fewest failures being among DU in Santo Domingo and Santiago, and among FSW in Santiago and Barahona, with 3% or fewer respondents reporting failed coupon distributions. In six of the 12 sites, at least 25% of respondents participating in follow-up interviews indicated they had attempted to give coupons to at least one person who had already participated in the study (Table 2 ). Where present, these reported failures provide direct evidence that respondents' recruiting decisions were affected by earlier parts of the sample. Where absent, they can either indicate a lack of such influence or accurate knowledge of which alters have already participated in the study.
Contacts Participated
Respondents' coupon-passing choices could also be influenced by the contacts they know have already participated in the study. To assess this possibility, respondents were asked the following question (see also McCreesh et al. (2012) ):
(B) How many other MSM/DU/FSW do you know that have already participated in this study, without counting the person who gave a coupon to you?
Across all 12 datasets, only 30% of respondents answered "0," with mean proportion of alters reported to have already participated 36%. This result suggests that previously sampled population members may indeed impact the alters available for the passing of coupons. Note that about 10% of respondents (347 out of 3,866) reported knowing more people who had already participated than they reported knowing in (F). It is possible that the distinction is due to the fact that the group in (F) was limited to "people you know and they know you," while (B) applies to all "people you know", however this is more likely due to inaccurate reporting. Throughout this section, we truncate responses at one less than the reported number of people known. If this phenomenon is uniform across the sampling process, it may be partially explained by measurement error or low-level local clustering with minimal connection to global finite population effects. An increase in this effect over the course of the sample, however, suggests the population is becoming increasingly depleted, such that previously sampled alters constrain the choices of later respondents more than those of earlier respondents. In looking for evidence of a time trend, we fit a simple linear model relating the sample order to the proportion of alters who already participated. To serve as a conservative flagging criterion, in a setting where formal testing is likely invalid, we flag any cases with positive trends over time. We find positive trends in probability of having been previously sampled for increasing survey order, in eight of the 12 populations (DU-SD, DU-SA, FSW-SA, FSW-BA, FSW-HI, MSM-SA, MSM-BA, MSM-HI), suggestive of potential finite population effects. In the Supporting Information, we consider two approaches to visualizing these effects. Results were very similar when more complex models models were applied.
Assessing Finite Population Effects on Estimates
The results in Sections 4.1 to 4.3 focused on detecting finite population effects on sampling. Next, we turn to detecting global finite population effects on estimates using an approach that requires knowing or estimating the size of the study population. If the study population is very large compared to the sample size, then global exhaustion is unlikely to be of concern. If the study population is small, however, then a bias may be induced, but the magnitude of estimator bias will depend on the relative degree distributions of the groups of interest (such as infected and uninfected people): the greater the systematic difference in degrees, the greater the potential bias in estimate (Gile, 2011; Gile and Handcock, 2010) . Finite population biases can be mitigated by using estimators designed to account for finite population effects, such as the estimator based on successive sampling (SS) introduced in Gile (2011) and implemented in the R (R Core Team, 2012) package RDS (Handcock et al., 2009) . Further, a comparison between the results of the SS estimator and the VH estimator can serve as a sensitivity analysis to global finite population effects because these two estimators differ only in that the former corrects for finite population effects. If the two estimators are nearly identical for reasonable estimates of the population size, then global exhaustion is likely not inducing bias into estimates.
In order to undertake this sensitivity analysis, and as described in greater detail in the Supporting Information, we estimated the size of our study populations using two different approaches: 1) drawing on meta-analysis of related studies and 2) the approach introduced in Handcock et al. (2012) and implemented in the package size (Handcock, 2011) , which uses information in the degree sequence in the RDS sample. Using these estimated population sizes, we then compared the SS and VH estimators in all 12 study populations for all characteristics described in Section 5. In most cases, the two estimates were within 0.01 of each other (Fig. 4) ; Table S1 lists all traits with differences larger than 0.01. Overall, therefore, this analysis suggests that there were not large finite population effects on the VH estimator in these studies. Note that we also studied the degree sequence directly, as summarized in the Supporting Information. Surprisingly, direct evaluation of the trend in degree over time suggested little evidence of finite population effects on sampling. Table 2 summarizes all of the sampling process indicators across survey sites. Failure to attain the desired sample size (FSW-BA, MSM-BA, MSM-HI) is a clear indication that the earlier samples impacted the later sampling decisions. Consistent with this result, the MSM sites in Barahona and Higuey showed evidence of without-replacement sampling effects on all three of these proposed indicators. Nearly all sites, however, had evidence of finite population effects on at least one indicator. Together, these indicators show that finite population effects on sampling were frequent and that reasonable diagnostic approaches for detecting them can produce different results. These differences between indicators can either be the result of random variation or the result of different indicators reflecting different features of the underlying process.
Comparison of Approaches and Current Recommendations
The most effective diagnostic of global effects on estimates is the comparison of the VH and SS estimators. Unlike the other indicators, this indicator measures the direct effect on the estimate. It is possible that global finite population effects influence sampling (as indicated by one of the earlier indicators), but do not induce bias in the estimator because of other features of the network, such as similar degree distributions between the two subpopulations of interest. This is the case, for example, among FSW in Barahona, and MSM in Higuey, which do not exhibit worrisome finite population effects on estimates, despite failing to reach their intended sample sizes. Among MSM in Barahona, however, the large sample fraction may well be influencing estimates. One challenge in implementing this diagnostic is that the SS estimator requires an estimate of the size of the study population, and these size estimates can be difficult to construct (Bernard et al., 2010; Handcock et al., 2012; Salganik et al., 2011; UNAIDS, 2010) .
In future studies, questions about failed recruitments and numbers of known participants (Questions A and B), can be helpful in diagnosing local effects, and should be collected and studied further to determine the extent to which local clustering may impact inference. Further, when diagnostics suggest large finite population effects on sampling, researchers should use estimators that do not depend on the sampling with replacement assumption (e.g., Gile (2011); Handcock et al. (2012) ), or minimally these estimators should be used for sensitivity analysis as in Section 4.4. Methods for inference in the presence of local finite population effects are not yet available. Table 2 : Summary of indicators of violations of the with-replacement sampling assumption. First row indicates sites which were not able to attain the intended sample sizes (Sec. 4.1). The second indicates at least 25% of follow-up respondents reporting they attempted to give coupons to at least one person who had already participated in the study (Sec. 4.2). The third indicates a positive coefficient of sample order in the linear regression model for probability an alter is in the study (Sec. 4.3).
FSW DU MSM SD SA BA HI SD SA BA HI SD SA BA HI Failed to Attain Sample Size
Detecting convergence
In RDS studies the initial sample members ("seeds") are not selected from a sampling frame, but are instead an ad-hoc convenience sample. In general, the seed selection mechanism has not concerned RDS researchers because of asymptotic results showing that the choice of seeds does not effect the final estimate (Heckathorn, 1997 (Heckathorn, , 2002 Salganik and Heckathorn, 2004) . However, these asymptotic results only hold as the sample size goes to infinity, and in practice samples are far from infinite. Therefore, a natural question is whether a given sample is large enough to overcome the potential biases introduced during seed selection.
There are some apparent similarities between the current problem and the monitoring of convergence of computer-based Markov-chain Monte Carlo (MCMC) simulations. Standard MCMC methods, unfortunately, cannot be directly applied here. First, single chain methods, such as Raftery and Lewis (1992) , are not applicable because we have multiple chains (as highlighted in Section 6). Further, multiple chain methods, such as Gelman and Rubin (1992) , are not directly applicable because RDS chains are of different lengths. Finally, these standard approaches typically rely on far longer sample chains than are available in RDS data; for example, the longest chain in these studies is 16 respondents long.
The currently used diagnostic for assessing whether the RDS sample is big enough is to compare the length of the longest chain to the calculated number of waves required for the sampling process to approximate its stationary distribution under a first-order Markov chain model on group membership . This approach is now standard in the field Malekinejad et al., 2008; Montealegre et al., 2012) , but is based on a different model for the sampling process than is assumed in most RDS estimators, does not address sampling past the point of "convergence," and has generated a great deal of confusion (see for example, Heimer (2005) ; Ramirez-Valles et al. (2005a,b) ; Wejnert and Heckathorn (2008) ). Here we propose a more direct and interpretable approach to assess convergence. Rather than focusing on the simulated dynamics of the sample composition, we focus on the actual dynamics of the RDS estimate. Roughly, the more the estimate changes as we collect more data, the more concern we should have that the choice of seeds is still influencing the estimate (see also Bengtsson et al. (2012) for a similar approach). More concretely, letp t be the estimated trait prevalence using the first t observations (where we exclude all seeds). To assess the possible lingering impact of seed selection, we plotp 1 ,p 2 , . . . ,p n and see if the estimates seem to stabilize. Fig. 5 (a) shows a Convergence Plot for the proportion of DU in Barahona that report using drugs every day. The estimate is increasing over time suggesting that the seeds and early samples were atypical in their drug use pattern. This constant and sharp increase in estimates actually under-represents the differences between the early and late parts of the sample because the estimate is cumulative. For example, based on the first 50 respondents we would estimate that 8% of the population use drugs every day, but from the final 50 respondents we would estimate that 67% use drugs every day. Compare these dynamics with Fig. 5(b) which plots the estimated proportion of DU in Barahona that reported engaging in unprotected sex in the last 30 days. This estimate appears to be stable for the second half of the sample. Note that both of these estimates arise from the same sample and, therefore, highlight the fact that convergence is a property of an estimate not a sample. We recommend visual inspection of Convergence Plots rather than a formal decision rule, but in cases where there are many study sites and many traits of interest, it may be difficult to monitor all of these plots. Therefore, traits can be flagged for further inspection if the estimates seem to be changing at the end of the sample. That is, a trait should be flagged if there exists t < τ such that
where τ is a parameter that sets how much of the trace will be examined and represents the maximum allowable difference between the estimate at time t and the final estimate. We suspect that the desired values of τ and will vary from study to study, but in this case we set τ = 50 and = 0.02. In other words, we ask whether there are any of the final 50 estimates that have a difference of more than 0.02 from the final estimate. We run this procedure on 120 group × trait × city combinations shown in Fig. 6 , and we find the most convergence problems in MSM data: 37.5% of traits were flagged, as compared with 25% of traits for DU and 22% for FSW. Increasing to 0.05 results in flagging only two traits, both in MSM populations: Bisexual in Santiago and Use Drugs in Higuey. The convergence problems that we detected could be caused by the network structure in the population, the method of seed selection, and the interaction between the two.
Current Recommendations
We recommend creating Convergence Plots for all traits of interest during data collection. Evidence of unstable estimates (e.g., Fig. 5 (a)) should be taken as an indication that results may be suspect and that more data should be collected. If additional data collection is not possible, researchers may need to use more advanced estimators that are designed to correct for features such as seed bias (e.g., Gile and Handcock (2011) ). If it is not possible to create Convergence Plots during data collection, they should still be made, used to consider alternative estimators, and, if unusual, presented with published results.
We wish to emphasize that there are cases where the Convergence Plot could fail to detect a real problem. For example, we could imagine cases where the estimates appear stable ( Fig. 5(b) ), but then the sample could move to a previously unexplored part of the study population yielding very different estimates. Researchers can therefore gain some, but not perfect, confidence by looking at how the estimate changes over time.
Detecting bottlenecks
RDS can perform poorly in populations that divide into "communities", if those communities differ in their prevalence of specific traits (Goel and Salganik, 2009 ). For example, imagine a city with street-based sex workers and brothel-based sex workers where there are many social connections within these groups, but few connections between these groups. Further, imagine that brothel-based sex workers use condoms regularly, whereas street-based sex workers do not. This situation will be problematic for RDS because the network "bottleneck" between the two groups will prevent the sample from exploring the entire population and could lead to inaccurate estimates about both sex worker type (i.e., brothel-based vs. street-based) and condom usage.
The standard method for detecting bottlenecks along a single trait is to create a crossgroup recruitment table and calculate a measure referred to as "homophily," which summarizes the tendency for respondents to recruit people who have the same trait as themselves (Heckathorn, 2002) . However, this approach can be misleading because bottlenecks anywhere in the network can cause problems for estimates, even if the bottlenecks are not primarily based on the trait being estimated (Goel and Salganik, 2009 ). Returning to the example above, even though there might be little homophily by condom usage, the bottleneck between street-based and brothel-based sex workers still degrades the estimates of condom usage.
To detect bottlenecks we propose a more holistic approach that uses the different recruitment trees originating at each seed as a type of natural experiment. Roughly, we ask if the trees seem to be getting stuck in distinct communities. We assess this visually by creating Bottleneck Plots that show the dynamics of the estimates from each seed individually. For example, Fig. 7 (a) shows a Bottleneck Plot for the estimated proportion of MSM in Santo Domingo that use drugs every day. The plot reveals that none of the seven seeds use drugs (see left panel of plot) and that the sample was dominated by three large trees, one of which produced a completely different estimate. This pattern suggests that the MSM population in Santo Domingo consists of several communities with different drug use behaviors. On the other hand, Fig. 7(b) shows a Bottleneck Plot for the estimated proportion of MSM in Barahona that are employed. In this case there are three large trees, each of which produces estimates that were similar to the overall estimate of about 70% employment rate. This suggests that there are not large communities where employment is either extremely common or extremely rare.
Again, we recommend visual inspection of plots. In order to aid inspection, researchers may also consider a weighted squared deviation:
where p s is the estimate from the tree originating at seed s and n s is the size of the sample resulting from seed s (not including the seed itself and not including cases with missing data on the trait of interest or degree). In order to assess whether this statistic is unusual, we perform a permutation procedure where the chain lengths and weights within the chain are fixed, but the traits are permuted. We then calculate the WSD for the permuted data, and we repeat this procedure 10,000 times. We flag a trait for further investigation if the observed WSD is greater than 90% of the permuted WSD values; this threshold can be adjusted for desired sensitivity.
We run this procedure on the same 120 group × trait × city combinations examined in Section 5 and found that the rates of flagging were highest among FSW (41%) followed by MSM (30%) and then DU (23%) (Fig. 8) . Although no trait was flagged in all four cities, these results suggest that likely sources of bottlenecks for FSW are based on sources of clients (e.g., brothel vs. street), drug use, and disease status (HIV and Syphilis); for DU based on type of drug used (Marijuana), employment status, and gender; and for MSM based on self-identification (e.g., bi-sexual and transsexual). These results also suggest that bottlenecks can occur across traits that are not visible to respondents (e.g., disease status) possibly because these traits are correlated with other traits (e.g., age or risky behavior) that do affect social tie formation. Finally, it is important to note that some study populations (e.g., MSM is Santo Domingo) appear to have bottlenecks along many traits.
Current Recommendations
In addition to looking for bottlenecks during formative research (Johnston et al., 2010; Simic et al., 2006) , we recommend creating Bottleneck Plots for all traits of interest during data collection and conducting the permutation procedure on the weighted squared deviation (Equation 3) whenever there are too many plots to examine by hand. Evidence of bottlenecks (e.g., Fig. 7(a) ) should be taken as an indication that estimates may be unstable and that more data should be collected. If additional data collection is not possible, researchers should consider presenting estimates for each tree individually rather than trying to combine them into an overall estimate and researchers should be aware that standard RDS confidence intervals will be too small (Goel and Salganik, 2010; Salganik, 2006) . Four caveats are needed when interpreting Bottleneck Plots. First, the results of our flagging procedure may not always match the intuition of experienced RDS researchers. For example, our procedure flags HIV status for MSM in Barahona (Fig. 7(c) ) although this is caused by two chains of length 1, and is therefore probably not cause for concern. On the other hand, our procedure does not flag HIV status for MSM in Santiago (Fig. 7(d) ) even though a review of the plot seems to call for further investigation into the difference between the long chain with approximately 15% estimated prevalence to the other chains with close to zero estimated prevalence. Second, as with many of the other diagnostics proposed in this paper, lack of evidence of a problem does not mean that a problem does not exist. For example, if there is a strong bottleneck between brothel-based and street-based sex workers and all the seeds are brothel-based, the sample may never include street-based sex workers and the Bottleneck Plots would not be able to alert researchers to this problem. Finally, the statistical properties of this approach are currently unknown because of the unknown dependence structure in these data; we recommend, therefore, considering this flagging procedure as a useful heuristic rather than a formal statistical test.
Reciprocation
Most current RDS estimators use self-reported degree to estimate sampling probabilities based on the assumption that all ties are reciprocated. Current best practice monitors this feature by asking respondents during their initial visit about their relationship with the person who recruited them, typically choosing from a set of categories (e.g., acquaintance, friend, sex partner, spouse, other relative, stranger, or other) (Heckathorn, 2002) . Here, we present responses to a slightly different question, and in the Supporting Information (Section S3), we present further discussion of additional approaches aimed at studying the reciprocation patterns in the broader social network.
On the follow-up questionnaire, for each coupon given out, respondents were asked:
(C) Do you think that the person to whom you gave a coupon would have given you a coupon if you had not participated in the study first? Table 3 shows the results of this question, separated by population and site. Overall, about 88% of responses indicated reciprocation, but there are notable differences across the populations and sites. Reciprocation rates in Santiago were considerably higher than the other cities, and reciprocation rates of DU were lower than other populations. The reciprocation rates among DU were especially low in Higuey, and also in Barahona, where participants may have been selling coupons (for more on coupon-selling, see Scott (2008) , also Broadhead (2008); Ouellet (2008) ).
Current Recommendations
The reciprocity assumption requires both that the recruiter and recruit are known to each other and that both people would be willing to recruit each other. Therefore, we recommend that on the initial survey researchers should collect information about the relationship between the recruiter and recruit (see e.g., Heckathorn (2002) ) and information directly assessing the possibility of recruitment (similar to question C). Researchers should calculate reciprocity rates as defined by both questions during data collection. Low rates of reciprocation by either measure could be used to improve field procedures (e.g., training respondents about how to recruit others) and alert researchers to potential problems (e.g., coupon-selling). Further, high-rates of non-reciprocation may require alternative RDS estimators. See for one such approach.
Measurement of Degree
The Volz-Heckathron estimator (VH, Volz and Heckathorn (2008) ) weights respondents based on their self-reported degree (see Equation 1 ). The fact that the estimates can depend critically on self-reported degree has troubled RDS researchers (Bengtsson and Thorson, 2010; Frost et al., 2006; Goel and Salganik, 2009; Iguchi et al., 2009; Wejnert, 2009 ) because of the well-documented problems with self-reported social network data in general (Bernard et al., 1984; Brewer, 2000; Marsden, 1990) . However, despite the widespread concern about degree measurement, the issue is rarely explored empirically in RDS studies (for important exception, see McCreesh et al. (2012); Wejnert (2009); Wejnert and Heckathorn (2008) ). Here we present several methods of assessing the measurement of degree and the resulting effects on estimates.
In this study, respondents were asked a series of four questions to measure degree (Johnston The response to the fourth question (G) was the degree used for estimation. Respondents were also asked:
(H) If we were to give you as many coupons as you wanted, how many of these drug users 0 (repeat the number in F) do you think you could give a coupon to by this time tomorrow? (I) If we were to give you as many coupons as you wanted, how many of these drug users 0 (repeat the number in F) do you think you could give a coupon to by this time next week?
During the follow-up visit, the series of four main degree questions (D, E, F, and G) was repeated, and respondents were also asked how quickly they distributed each of their coupons. We use these responses, along with data on the number of days between recruiter and recruit interviews to evaluate three features of the degree question: validity of the "one week" time frame used in question (G), test-retest reliability of responses, and the possible effect of inconsistent reporting on estimates.
Validity of Time Window
A time frame of one week was used in the key degree question (G) because that was thought to best approximate the probability that a respondent would be selected, based on previous experience with RDS. We looked to the data for information on the validity of this time window. In the Supporting Information, therefore, we provide detailed examination of recruitment time dynamics and conclude that: respondents reported that a high proportion (92%) of their alters could be reached within one week (Fig. S5) , respondents reported distributing most (95%) of their coupons within one week (Fig. S6) , and the number of days between the interview of the recruiter and recruit was usually less than one week (79% of the time, Fig. S7 ). We conclude, therefore, that for these studies, the one-week time window was reasonable.
Test-retest reliability
For participants who returned to the survey site for a second time (about half the participants, see Fig. 2 ), we have a measure of the consistency, but not accuracy, of their degree responses. The median difference between degree at the initial and follow-up visits was 0 (Fig. S8) suggesting that there was nothing systematic about the two visits that led to different answers on the questionnaire (e.g., different location, different length of interview, etc.). However, the responses of many individuals differed, in some cases substantially. The association between the measurements is affected by a small number of outliers, so we use the more robust Spearman's rank correlation to measure the association between the visits. The rank correlations range from 0.17 to 0.47 with a median correlation for FSW of 0.33 and a median correlation for DU and MSM of 0.41 ( Fig. 9(a) ). As expected, the reliability of the degree question was relatively low.
Effect on estimates
Finally, we studied the robustness of our estimates by calculating disease prevalence estimates using degree as measured in the initial and follow-up interviews. Fig. 9 shows estimates for people who participated in both interviews, thus ensuring that we compare the same groups of respondents. The differences in disease prevalence estimates are generally small in an absolute sense, ranging from 0 to 0.08 (8%) with a median difference of 0.01. When broken down by disease, HIV had the largest median absolute difference, 0.031, followed by Syphilis, 0.017. Hepatitis B and C had median absolute differences in prevalence of essentially 0, possibly driven by the fact that these diseases are very rare in these populations. Note that these differences probably slightly over-estimate the sensitivity of RDS estimates, as these estimates are restricted to respondents who completed both surveys.
In addition to comparing these differences in absolute units, we also consider the differences in relative units, (|p −p |)/p. The difference between the two estimates is more than 50% of the original estimate in about a quarter of the cases. Nevertheless, in public health disease surveillance, an estimated increase in disease prevalence of 50% is likely cause for concern, even if the estimated prevalences themselves were quite low. These data show that measurement error with respect to degree could introduce a change this large when prevalence is low.
Current Recommendations
When collecting data, the time period used to elicit self-reported degree should be reflective of the time in which coupons are likely to be distributed. These results suggest that the one-week period used in these studies was reasonable, but this should be checked in future studies with different populations. We also recommend that researchers collect degree at both the initial and follow-up visits to assess test-retest reliability. Further, when making estimates, we recommend that researchers compare the unweighted sample mean to the estimates using each of the degree questions in the study (as was done in Wejnert (2009) and McCreesh et al. (2012) ). To the extent that these estimates are similar, one might be less concerned about the measurement of degree; however, we emphasize that consistency of estimates does not ensure accuracy of estimates. Finally, in future studies, when considering which measure of degree to use, it is important to recall these measures are being used to approximate the relative probability of selection of respondents. To the extent that there are other things about a respondent, such as social class or geographic location, that make him or her more or less likely to participate, the probability of selection is no longer proportional to degree. Any other features thought to be related to the probability of participation should also be collected.
Participation Bias
RDS estimation relies on the assumption that recruits represent a simple random sample from the contacts of each recruiter. Limited ethnographic evidence, however, suggests that recruitment decisions can be substantially more complex than is assumed in standard : Disease prevalence estimates from 12 studies for 4 diseases using Question G (solid circle) and G at follow-up (hollow circle). The plot includes only people who participated in test and retest (see Fig. 2 for sample sizes).
RDS statistical models (Bengtsson and Thorson, 2010; Broadhead, 2008; Kerr et al., 2011; McCreesh et al., 2012; Ouellet, 2008; Scott, 2008) . For example, a study of MSM in Brazil found that some people tended to recruit their riskiest friends because they were thought to need safe sex counseling (Mello et al., 2008) . Further, the same study found that some MSM refused to participate when recruited because they were worried about revealing their sexual orientation. Such selective recruitment and participation could lead to non-response bias. We find it helpful to consider the process of a new person entering the sample as the product of three decisions: Figure 10: Recruitment Effectiveness Plot: Average recruits for HIV+ and HIV-respondents by site. The ratio is provided under the bars. Differential recruitment effectiveness can lead to bias in the RDS estimates under some conditions (Tomas and Gile, 2011). 1. Decision by recruiter to pass coupons (how many and to whom) 2. Decision by recruit to accept coupon 3. Decision by recruit to participate in study given that they have accepted a coupon Biases at any of these steps could result in systematic over or under representation of certain subgroups in the sample, resulting in biased estimates. We assess these possible biases in four ways. The first two, recruitment effectiveness and recruitment bias, address the cumulative effects of all three decisions on the quantity and characteristics of recruits; the third addresses two forms of non-response corresponding to steps (2) and (3); and the final analysis examines a respondent's motivation for participation, related to their decisions to accept a coupon and participate in the study.
Recruitment Effectiveness
Systematic differences in recruitment effectiveness can lead to biased estimates under some conditions (Tomas and Gile, 2011) . For example, if respondents with HIV have systematically more recruits and are also more likely to have contact with others with HIV, then people with HIV will be over-represented in the sample. In Fig. 10 , we present the mean numbers of recruits by HIV status for each site. We call this plot a Recruitment Effectiveness Plot. In a single study, paired bars might represent differential recruitment effectiveness by many traits. In these 12 studies, the most dramatic difference is among FSW in Higuey, where respondents with HIV recruit at only half the rate of those without HIV.
Recruitment Bias
Recruitment bias-when a respondent's contacts have unequal probabilities of selectioncan result in a pool of recruits that is systematically different from the pool of contacts of respondents. Because existing inferential methods assume recruits are a simple random sample from among contacts, these systematic differences may bias resulting estimates (Gile and Handcock, 2010; Tomas and Gile, 2011) . To examine the effects of such biases on the sample composition of a specific trait, employment status, we introduced the following questions in the DU questionnaires:
(J) How many of them (repeat number of contacts in Question F) are currently working? (K) (follow-up questionnaire): Do the persons to whom you gave the coupons have work?
(asked separately for each of 1 to 3 persons). (L) Are you actually working? (we consider responses given by recruits of each respondent.)
Overall, then, these questions, in order, should measure the employment characteristics of the pool of potential recruits, the employment characteristics of those who were chosen for referral by the respondents and accepted coupons, and the employment characteristics of those who then chose to return the coupons and enroll in the study. The difference between the characteristics reported in the first (J) and second (K) questions reflect the joint effects of the decisions to pass and accept coupons, while the difference in characteristics between the second (K) and third (L) questions reflect the effect of the decision to participate in the interview. Fig. 11 , which we call a Recruitment Bias Plot provides a summary of the responses to these questions. This plot compares the composition of comparable sets of respondents' social contacts, of coupon recipients, and of recruits. To do this, we restrict analysis to the set S of recruiters with data available on all three levels, and then calculate the average percent of contacts, coupon recipients, and recruits who are employed as follows:
, and 1 |S| i∈S j∈Recruits(i) L j j∈Recruits(i) 1
, where F i , J i , and L i refer to respondent i's response to questions F , J, and L, K ij is a binary indicator of i's report of the employment status of the person receiving his or her j th coupon, and n c i is the number of coupons i reported distributing. In every site, there is a marked increase in the reported rate of employment for each stage in the referral process. These data suggest that respondents distributing coupons are more likely to give them to those among their contacts who are employed, and that among those receiving coupons, those who are employed are more likely to return them.
These results are a provocative suggestion of aberrant respondent behavior, and could belie a dramatic over-sampling of employed DU. These particular results, however, should be seen in light of other possible explanations, in particular the possibility of survey response bias. The succession of questions, reflecting increased proportions of reported employment, also correspond to increasing social closeness to the respondent. Because it is possible "having work" is a desirable status, a response bias based on social desirability would also explain the results in this section.
Other researchers (e.g., Heckathorn et al. (2002) , Wang et al. (2005) , Wejnert and Heckathorn (2008) , Iguchi et al. (2009), and Rudolph et al. (2011) ) have introduced and used statistical tests assessing the assumption of random recruitment. We address these, and introduce a new test, in the Supporting Information.
Non-Response
Non-response, where intended respondents do not participate, is a problem in most surveys. If non-responders differ systematically from responders, estimates will suffer from non-response bias. Non-response and non-response bias are particularly challenging to measure in RDS studies because non-responders are contacted by other participants rather than by researchers and because non-response can arise in two ways-by refusing a coupon or by failing to return the coupon to participate in the study.
In order to better understand non-response, respondents were asked during the follow-up interview:
(M) How many coupons did you distribute? (N) How many people did not accept a coupon you offered to them?
We estimate the Coupon-Refusal Rate by comparing responses to question (M) and question (N), and we estimate the Non-Return Rate by comparing responses to question (M) to the number of survey participants presenting coupons from each respondent. Finally, comparing the number of respondents to the number of attempted eligible coupon-distributions (refused and distributed) we estimate the Total Non-Response Rate. Specifically, these rates are respectively computed as follows:
where S is again restricted to those with data on all relevant questions, n c i is the number of coupons distributed by i, n r i is the number of refused coupons reported by i, and |Recruits(i)| represents the number of successful recruits of i. All three rates are summarized in Table 4 . Coupon Refusal rates ranged from more than 50% (FSW-SD) to almost none (DU-SD), and the Total Non-Response rates varied from 62.3% (FSW-SD) to 26.3% (DU-SD). For comparison, the University of Michigan's Consumer Survey of Attitudes, a high quality telephone survey, has a Refusal Rate of about 20% (Curtin et al., 2005) . It is more difficult to compare the RDS Non-Response Rate to the non-response rate of traditional surveys because the "non-contact rate" is not clearly defined for RDS (AAPOR, 2011). To know whether this non-response could induce non-response bias, we would need to know if the people who refused were different than those who participated. We could not collect information about non-responders directly so we asked recruiters why their nonrespondents had refused coupons, as has been done in previous studies (Iguchi et al., 2009; Stormer et al., 2006) . For each of up to 5 refusals, the return survey asked:
(O) What is the principal reason why these persons did not accept a coupon?
Responses to (O) are summarized in the Coupon-Refusal Analysis in Table 5 . The most common reason given for refusal was aversion to being identified as a member of the study population (26.6%). Many refusers also reported fear of test results (especially HIV test results: 16.3%). Some were "uninterested" (22.0%). Interestingly for study organizers, among the reasons for "other," 5.2% of MSM refusers reportedly did not trust the study or did not believe the incentive was true. 
Decisions to Accept Coupon and Participate in Study
In addition to exploring reasons for not participating in the study, we also asked about each respondent's reason for participating, as in (P) What is the principle reason why you decided to accept a coupon and participate in this study?
Responses are reported in Table 6 . In every site, a substantial majority reported participating in the interest of receiving HIV test results. Further, we go beyond previous researchers and assess whether the motivation for participation is associated with important study outcomes. For example, we found that the odds of having HIV among those who expressed motivation based on the HIV test was 0.43 (MSM-HI) to 2.03 (MSM-SA) times the odds for those who did not. We summarize these results in the Motivation-Outcome Plot in Fig. 12 . Similar relationships hold when analyses are restricted to those who have not had an HIV test in the last 3 months or last 6 months. Again, the unknown dependence structure, does not allow for formal statistical testing, however, note that to the extent that the probability of participation is associated with participant motivation and participant motivation is associated with an outcome of interest, bias will be introduced into the estimates even if these associations are not statistically significant. 
Current Recommendations
The approaches in this section do not directly indicate the extent to which estimates may be impacted. Instead, we present approaches for measuring and monitoring potential sources of participation bias, in the interest of (1) adjusting the sampling process, (2) informing the choice of an estimator, or (3) informing the development of new approaches to inference. Ideally, the quantitative survey-based approaches presented here should be paired with qualitative evaluation of decision-making associated with recruitment and participation (Broadhead, 2008; Kerr et al., 2011; McCreesh et al., 2012; Mello et al., 2008; Ouellet, 2008; Scott, 2008) .
Differential recruitment effectiveness is possible to evaluate using data readily available in all RDS studies, and is directly actionable in terms of estimators. Recruitment Effectiveness Plots should be made to study the relationship between recruitment and key study variables, both during and after data collection. Where differences are found, qualitative study or discussion with survey staff may reveal areas for improvement in the sampling pro-cess. Further, these findings may influence the choice of estimators. Tomas and Gile (2011) show that the estimator in Salganik and Heckathorn (2004) is more robust to differential recruitment effectiveness than other estimators. The newer estimator of Gile and Handcock (2011) allows researchers to adjust for differential recruitment effectiveness by wave of the sample.
Recruitment Biases are more difficult to evaluate, in part because they require more specialized data-collection. The particular characteristics of interest in a given study, such as employment status, will be study-specific and require researchers to be very familiar with the population and sampling process. Any characteristic that may be associated with increased participation should be measured for respondents, potential respondents (i.e., contacts of respondents), and coupon-recipients so that researchers can create Recruitment Bias Plots (Fig. 11) . The collection of such data may also inspire further development of statistical inference for RDS data. The relationship between drug user employment and participation is a good example. If employed alters are indeed more likely to be sampled, and if this tendency can be measured (as in these data), methods may be developed to adjust inference for this tendency. The estimator in Gile and Handcock (2011) is particularly conducive to this kind of adjustment.
A thorough evaluation of non-response bias requires a follow-up study of non-responders. Despite the obvious logistical challenges (see Kerr et al. (2011); McCreesh et al. (2012) ; Mello et al. (2008)), we recommend such a study whenever researchers have special concerns about non-response. Absent such a study, computing RDS Non-Response Rates could alert researchers to possible problems with non-response. A Coupon-Refusal Analysis could then help researchers adjust their studies to remove barriers to participation. Further, the results of a Coupon-Refusal Analysis could suggest individual characteristics that might be related to non-response and which, therefore, should be measured. For example, if distance to the survey site seems burdensome, researchers could introduce an additional survey site, or, minimally, collect data on a measure of distance-burden to either adjust estimators or to monitor recruitment bias.
Participant motivations should also be measured in all studies, as an indication of potential differential valuation of incentives by different sub-populations. Motivation-Outcome relationships can be studied between any combinations of expressed motivations and relevant respondent characteristics. Mechanisms to adjust inference for biases introduced by measurable differential incentives to participation, such as those due to interest in HIV test results, are not yet developed. The precise quantification of these effects, and their impacts on inference are an important area for future research.
Discussion
RDS is designed to enact a near statistical miracle: beginning with a convenience sample, selecting subsequent samples dependent on previous samples, then treating the final sample as a probability sample with known (or estimable) sampling probabilities. This is in stark contrast to traditional survey samples, in which all steps of sampling are conducted within well-defined sampling frames according to carefully designed sampling procedures fully controlled by the researcher.
Miracles do not come for free, and where alternative workable strategies are available, RDS is often not advisable. Unfortunately, alternative approaches are unavailable for many populations of interest. Therefore, researchers need to be aware of two main costs of RDS: large variance of estimates (see, for example Goel and Salganik (2010) ; Szwarcwald et al. (2011); Wejnert et al. (2012) ) and many assumptions, including those assessed in this paper.
For researchers planning future data collection, we will briefly summarize our current recommendations for the quantitative diagnostics of RDS data. If possible, we strongly recommend that these analyses be combined with qualitative analysis. When constructing the questionnaires, both initial and follow-up, we recommend that researchers include all questions analyzed in this paper and two additional questions on the initial questionnaire to measure reciprocation: a question similar to (C) and a question about the relationship between the recruiter and recruit (see e.g., Heckathorn (2002) ). We also recommend that researchers adjust questions (J)-(L) to reflect the most likely sources of recruitment bias in their study population.
During data collection, we recommend that for all traits of interest, researchers should make Convergence Plots, Bottleneck Plots, and All Points Plots (which are described in the Supporting Information (Section S2)). Further in order to understand the recruitment processes taking place, we recommend making Recruitment Effectiveness Plots (Fig. 10) , making Recruitment Bias Plots (Fig. 11) , calculating the reciprocation rate (Table 3) , calculating the non-response rates (Table 4) , and conducting a coupon refusal analysis (Table 5) . Conducting these analyses during data collection could provide valuable insight into the sampling process while it can still be corrected. If real-time analysis is not possible, we recommend that these analyses be done at the conclusion of the study.
After data collection is complete, we recommend a Motivation-Outcome analysis (Fig. 12) , checking for finite population effects in data collection and estimates (Sec. 4), checking the validity of the time frame used in the degree question (Sec. 8.1), calculating test-retest reliability of the degree question (Sec. 8.2), and calculating the unweighted sample mean in addition to estimates using all available degree questions as weights.
Finally, we emphasize that these diagnostics should continue to be refined and improved as more is learned about RDS sampling and as new estimators are developed. For now, however, we hope that these suggestions will provide researchers using RDS a better understanding of their sampling processes. We also hope that it will spur future methodological developments.
Supporting information:
Diagnostics for Respondent-driven Sampling S1 With-replacement Sampling
S1.1 Multiple Connections to Survey Participants
In Section 4.3 we presented results about the proportion of respondents contacts who had already participated in the study. It may also be of interest to visualize these trends. Figs. S1(a) and S1(b) show the reported proportions that already participated for each respondent, by seed, over time. In Fig. S1(a) , we can see that within seed, particularly seed 1, periods of low proportion already sampled are often followed by periods of higher proportion already sampled. This may be indicative of the exhaustion of local subgroups. Fig. S1(b) shows less evidence of a positive trend in proportion already sampled over time. Finally, Fig. S2 shows the fitted linear trends for all 12 sites. Figure S1 : Proportion of alters already participated, by seed.
S1.2 Decreasing Degree over Time in Sample
Under a broad range of assumptions, link-tracing samples result in higher draw-wise sampling probabilities for people with higher degrees (Gile, 2011) . Thus, as the sample begins to deplete the study population, we would expect higher-degree nodes to be sampled earlier, followed by lower-degree nodes, suggesting that a decreasing trend in degree over time could be an indication of finite population effects on sampling. We compared several options for evaluating the trend of degree over time. 2 These approaches grouped roughly into two families: those sensitive to a small number of high outliers (linear regression, Poisson regression), and those robust to a small number of high outliers (regression on log degree, robust regression approaches (least trimmed squares, M regression, median regression), and rank-based methods (Kendall's Tau and Spearman's Rho); approaches within each family tended to produce similar results. Because of the dependence in the data structure, we Fig . S3 illustrates the fitted linear relationship between degree and sample order, as well as the linear relationship fitted to log degree for three sites. In Fig. S3 (a) (MSM-SA), both approaches found a negative relationship between degree and sample order; in Fig. S3 (b) (FSW-BA) both approaches found a positive relationship; and in Fig. S3 (c) (MSM-SD) the two approaches found differing trends, likely driven by the few high responses early in the sample.
Because we have more faith in the more robust methods, we conclude that this indicator clearly suggests finite population effects for MSM-SA (flagged by all indicators) and perhaps MSM-SD (flagged by most robust indicators). It is surprising to us that all the other populations, including the three known to have not reached their target sample size (FSW-BA, MSM-BA, MSM-HI), suggested positive or null trends in sample degree over time. Because we have strong theoretical reason (Gile, 2011) to expect negative trends in these cases, we hope future research, with other data sets, will help explain this phenomenon.
S1.3 Successive Sampling Estimation of Finite Population Bias
If researchers have an estimate of the size of the study population, they can compare the SS estimator (Gile, 2011) to the VH estimator (Volz and Heckathorn, 2008) in order to assess finite population effects on estimates. As is typically the case, however, there were no existing estimates of the sizes of our study populations. Therefore, we use the RDS data itself in order to estimate the sizes of our study populations using the approach introduced in Handcock et al. (2012) and implemented in the R (R Core Team, 2012) package size (Handcock, 2011) .
The method of Handcock et al. (2012) requires specifying a prior distribution for the size of the population. To specify the prior distribution for populations of MSM, we drew on a meta-analysis of Caceres et al. (2006) , which provides broad bounds on the proportion of men who have had sex with another man in the past year. The estimate for the Dominican Republic (and all of Latin America) is 1-8% of the sexually active adult male population, which we assume to constitute 15-64 year olds. Combining this information with information on the number of males between 15-64 in each city from the Dominican Republic's National Statistical Office (Oficina Nacional de Estadistica, 2009), we created a conservative upper and lower bound for the size of the MSM population in each city. These bounds are then used to define the lower and upper quartiles of a prior distribution. For DU and FSW, no comparable meta-analyses existed so we used broad ranges, consisting of 1-10% of the 15-64 year old total population (DU), or population of women (FSW). Again, we used these ranges, combined with information from the Dominican Republic's National Statistical Office (Oficina Nacional de Estadistica, 2009) to create prior distributions. When setting the priors in this manner, the method of Handcock et al. (2012) results in posterior mean MSM population size estimates within the original range for SD, SA, and HI, and just above the higher end of the range in Barahona. For DU and FSW, this procedure produced 6 estimates consistent with the ranges specified in the prior, one (FSW in BA) higher than the 10% number, and two (DU in SD and SA) lower than 1%. When using the SS estimator, therefore, we used three plausible low population sizes:
• The posterior mean (best point estimate from the population size estimation)
• The lower bound of the posterior highest probability density region (lowest plausible estimate from the population size estimation)
• For MSM populations, 1% of the 15-64 year old male population (lower bound of the plausible region from the meta-analysis of Caceres et al. (2006) ).
Using each of these estimates of population size, we estimate prevalence of each of the characteristics described in Section 5. A plot of all differences is given in the main text (Fig. 4 ). All items with difference greater than .01 are summarized in Table S1 . 
S2 All Points Plot
One challenge in interpreting the the Convergence Plots (Section 5) and the Bottleneck Plots (Section 6) is that each obscures some information: the Convergence Plots do not show how the data differ across trees and the Bottleneck Plots do not show how the data vary over time. For that reason, we suggest an additional plot which we call the All Points Plot. This plot shows all respondents' trait values by seed and sample order. To demonstrate how these plots can work together, Fig. S4 plots the estimated proportion of MSM in Higuey that selfidentify as heterosexual, a key "bridge group" because they can spread infection between the high-risk MSM group and the larger heterosexual population. The Convergence Plot (Fig. 4(a) ) shows that there were no self-identified heterosexuals in the first 100 observations (header), but over time the sample started to reach people who identified as heterosexual. Since the estimate has not clearly stabilized, we should be worried that the final estimate ofp = 0.12 might be unduly influenced by the choice of seeds. Further, the Bottleneck Plot shows that the self-identified heterosexuals were reached only with certain trees suggesting a possible problem with bottlenecks (Fig. 4(b) ). Finally, the All Points Plot (Fig. 4(c) ) shows that self-identified heterosexuals were unusual in that they both arrived in the sample late and arrived only in a small number of trees, a fact that is difficult to infer from the previous two plots. The Convergence Plot (a) shows that data collected late in the sample differs from data collected early in the sample. The Bottleneck Plot (b) shows that the chains explored different subgroups suggesting a problem with bottlenecks. The All Points Plots (c) shows that the self-identified heterosexuals (represented by up-ticks in the plot) were unusual in that they both arrived in the sample late and arrived from a small number of chains, a fact that is difficult to infer from the previous two plots.
S3 Reciprocation
In this section, we introduce a measure of reciprocation of all network ties, rather than just the ties associated with coupon-passing. Although the recall task associated with reporting these data is more complicated than asking only about the recruiter, it is the reciprocation of all ties, not just those involved in coupon-passing that is necessary for estimating sampling probabilities. This is because the estimation of sampling probabilities in RDS relies on self-reported network connections. If all relationships are symmetric or reciprocated, then the number of network connections is related to a respondent's sampling probability. Otherwise, it is the respondent's in-degree, or number of incoming relations, that is related to sampling probability. Unfortunately, reporting numbers of incoming relations is very difficult. Current estimators for RDS data therefore require reciprocation for two reasons. First, out-ties are easier to self-report and therefore more often recorded, while in-ties are more directly related to sampling probabilities. If all ties are reciprocated, then self-reported out-degree is the same as in-degree. Furthermore, if all ties are reciprocated, the sampling process more closely approximates a random walk on an undirected graph, a common assumption of estimators used.
During the initial visit, participants were asked the following questions about their alters (MSM versions; other groups were analogous):
(Q) How many of them (repeat the number in F) know you well enough that they could give you a coupon within a week if they had been in this study? (R) If we were to give you as many coupons as you wanted, how many of them (repeat the number in F) could you give a coupon to? (S) If we were to give you as many coupons as you wanted, how many of these MSM (repeat the number in R) do you think you could give a coupon to by this time next week?
Among all 3,860 respondents who responded to all of these questions, 29.7% gave the same answer for both questions Q and S, 46.7% reported they could give more coupons than they might receive, and 23.6% reported the opposite. The median difference between responses to these questions was 0 and the mean difference of 1.5 more coupons that could be given out than received. Larger differences are positively associated with larger maximum response to either question. For this reason, we also consider normalized difference values, computed as follows:
|Q − S| max (Q, S) .
Using these normalized values, the median difference is still 0, with mean 0.40 and third quartile 0.67. This approach is conceptually closer to the full requirement of the reciprocity assumption, but it is also subject to larger concerns of reporting accuracy. Therefore, we prefer the approaches described in Section 7.
S4 Measurement of Degree

S4.1 Time dynamics
We conducted three analyses to check whether the one week time frame in question G was reasonable (see Sec. 8.1). First, for each respondent, we calculated the proportion of his or her alters (based on question F) that could be reached in a specific time frame (based on questions H and I). Fig. S5 depicts the average proportion of alters reachable in each period, by site, with logically inconsistent results excluded. 3 With the exception of the DU in Santiago, almost all alters were reachable within seven days. The average rate across sites was 92% reachable within one week. Within one day, the across-site-average percent reachable was 62%.
Second, we considered the self-reported number of days each respondent took to distribute his or her coupons (asked at follow-up). Fig. S6 illustrates that across sites, over half (64%) of coupons were distributed in one day and almost all (95%) within seven days.
Finally, we examined the difference between the interview dates for each recruiter-recruit pair, a measure of time dynamics that does not rely on respondent's reports. 4 Fig. S7 shows that in each site, a substantial majority (79% overall) of interviews occur within a week of the recruiter's interview.
Overall, these three results suggest that restricting social network recall to people a respondent has seen within the last week appears reasonable in this study. Nearly all coupons were distributed within a week, and aside from the DU in Santiago, most respondents reported being able to reach nearly all social contacts within a week. Because most coupons were distributed within a shorter period of a few days, it might even make sense to further restrict the recall period to two or three days. Note that the validity of this measure, however, relies on the assumption that coupons were distributed to people incidentally encountered, rather than sought out. Further study is necessary to determine whether respondents seek out their recruits, or select them from among incidentally encountered alters. 
S4.2 Test-retest reliability
In order to assess the test-retest reliability of the degree questions, questions D-G were included in both the initial and follow-up interviews. The median difference in degree (G) at interview and follow-up is 0 (25 th percentile = -3, 75 th percentile = 3). Further, Fig. S8 shows that results were similar across survey site and study population. Figure S8 : Boxplots of the difference between degree, measured by Question (G), by group and city. There is no general pattern of increase or decrease. In order to show the median, 25th and 75th percentiles more clearly, this plot does not include points outside of the whiskers. Fig. S9(a) shows the test-retest reliability for the degree question used for estimation (question G). One potential reason for the low test-retest reliability of question G is that it refers to a seven day time frame. Therefore, even if respondents are perfectly accurate in their responses there could be test-retest variation because of week-to-week variation. This issue of time-bounded questions has come up in other test-retest studies (e.g., van Groenou et al. (1990) ), but is difficult to resolve because it is not reasonable to ask respondents at the follow-up interview about their experiences in the one week proceeding their initial interview as that is often about three weeks in the past. However, one way to roughly gauge how much extra variability is introduced by this time frame is by examining the first three network size questions which are not time-bounded. Fig. S9(b) shows that the test-retest reliability is higher for the non time-bounded questions, but only slightly so. Finally, we note that when considering measures of test-retest reliability, it is critical to consider any potential sources of dependence between the measures. Here interviewers at the follow-up visit did not know respondent's answers from the initial visit. Further, since the time period between interviews was generally around three weeks, it is extremely unlikely that respondents remembered their original responses to the degree questions. One possible source of dependence that did exist in this study is that the respondents may have been interviewed by the same interviewer at the initial and follow-up visits, thus possibly increasing test-retest reliability.
S5 Testing Recruitment Bias on Employment Status
Most RDS inference relies on the assumption that recruits are selected at random from among the contacts of each recruiter. Under this assumption, successful recruits should constitute a simple random sample of the personal networks of respondents. In most cases, reviewing a Recruitment Bias Plot (e.g., Fig. 11 ) should be sufficient to inform researchers' intuition about whether recruitment bias is a concern. In some cases, researchers may want to test whether the observed recruitment patterns are consistent with random recruitment. Researchers should also note that statistical significance is not the same as estimator bias, so even a perfect test would not be a good judge of whether a recruitment bias is strong enough to be of concern.
With no recruitment bias, the coupons should be passed to a simple random sample of the recruiter's contacts, and the coupons returned should be returned by a simple ran-dom sample of those receiving coupons. To test these assumptions non-parametrically, we compare the (unweighted) count of employed at each stage to a null distribution approximated by simulated simple random sampling from the reported composition of each recruiter's eligible alters. To test for biased coupon passing, for example, we simulate the coupon-recipients of each recruiter by drawing n c i samples from among F i units, including J i employed, where n c i is the reported number of coupons distributed by i, F i is i's reported number of contacts, and J i is i's reported number of employed alters. Non-parametric null distributions for returning coupons and for overall recruitment were constructed similarly, with test statistics and reference distributions described in Table S2 . Our tests show very small p-values, suggesting the reported recruitment patterns are very unlikely absent recruitment bias (see Table S3 ). However, one reason for these extreme findings could be poor data quality, perhaps due to a desirability bias of employment status reporting. Many data points are logically inconsistent, with more employed alters receiving coupons than were originally reported known, or with more employed recruits than coupons given to employed people. The percents of inconsistent reports are also given in Table S3 . In addition, there is no evidence that those with more reported employed contacts tend to recruit more employed people (the correlation between these proportions is negative in many of the samples). Therefore, while we feel this test is mathematically appropriate, we suggest caution in its use, or the use of earlier tests relying on self-reported network compositions.
Finally, we note that other approaches have been used previously to compare reported network composition to actual sample recruits. Heckathorn et al. (2002) look at the correlation between implied population proportions across several groups under random sampling and observed cross-group recruitment patterns. This approach is not ideal because we would like to test whether the compositions are the same, not just correlated. Wang et al. (2005) therefore extend this approach by using a t-test to compare the sample proportion of the observed data to the proportion of reported degree. This approach does compare the quantities of interest, but relies on an unrealistic binomial approximation to the distribution of the estimated proportions. Wejnert and Heckathorn (2008) introduce a chi square test to compare the expected referral matrix under random referral to the observed referral matrix. This approach also relies on distributional assumptions, in particular an assumption of independence of observations. It is unclear from the Wang et al. (2005) and Wejnert and Heckathorn (2008) papers which form of weighting is used to estimate the composite degree characteristics in the latter two approaches. Table S3 : P-values for non-parametric tests of recruitment bias based on employment status on three levels: Which contacts are given coupons, which coupon recipients return coupons to become recruits, and overall, which contacts become recruits. P-values suggest the reported recruitment patterns are very unlikely absent recruitment bias. Proportion inconsistent records the proportion of cases in each setting in which the number of employed persons selected was larger than the number available. This suggests the apparently large effects may be due to data quality issues. 
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