We give characterizations of radial Fourier multipliers as acting on radial 
Lorentz space L p,σ (R d
Let K ∈ S (R d ) be a radial convolution kernel, and denote by T K the convolution operator f → T K f = K * f . We shall always assume that the Fourier transform K is locally integrable; this is a trivial necessary condition for L p boundedness (and also for L p → L q boundedness with q ≤ 2). Now consider the scaled kernels
Note that estimates for T K imply appropriately scaled estimates for T K t , t > 0. Let be any radial Schwartz function whose Fourier transform is compactly supported in R d \{0}. By using dilation invariance and testing the convolution with K t on , we get a trivial necessary condition for L p,1 rad → L p,σ boundedness of T K , namely that sup t>0 * K t L p,σ < ∞.
(1.1)
Our main result is that (1.1) for a single nontrivial radial is also sufficient for the convolution to map L p rad to L p,σ .
Theorem 1.1 Let K be radial and let T K be the associated convolution operator.
Suppose d > 1, 1 < p < As a consequence one can show that if in addition K is compactly supported away from the origin then the L p boundedness of T K is equivalent with K ∈ L p rad . Cf. Sect. 10 for this and somewhat stronger results for boundedness on Lorentz spaces. We remark that the condition p < 2d/(d + 1) is necessary since for p ≥ 2d/(d + 1) there are radial L p kernels whose Fourier transforms are unbounded and compactly supported in R d \{0}, cf. the comment following Corollary 1.5.
It is convenient to formulate these characterizations for more general FourierBessel (or Hankel) transforms of functions in R + . As it is well known ( [33] , Chap. IV) the Fourier transform of radial functions can be expressed in terms of integral transforms on functions defined on R + , which is equipped with the measure r d−1 dr. To be specific we define the Fourier transform of a Schwartz function g in R d by g(ξ ) ≡ F R d [g](ξ ) = g(y)e −i y,ξ dy. We recall that if g is radial, g(x) = f (|x|) then its Fourier transform is radial and is given by We continue to use the notation f p for the standard L p norm on R (with respect to Lebesgue measure). Let S(R + ) be the space of (restrictions to R + of) even C ∞ functions on R for which all derivatives decrease rapidly; then B d is an isomorphism of S(R + ), an isometry of L 2 (R + is well defined for f ∈ B d (C ∞ 0 ). We remark that L 1 (µ d ) is a commutative Banach algebra with respect to a certain convolution structure [17] , and the operators (1.6) can then be regarded as generalized convolutions. However in this paper we shall not need to make use of the precise definition of the convolution structure.
We now formulate necessary and sufficient characterizations for L p → L q boundedness for T m as well as extensions to Lorentz space inequalities. Our main characterization is in terms of size properties of the one-dimensional Fourier transform of localizations of m.
Theorem 1.2 Let m ∈ L 1
loc (R + ) and let φ be a C ∞ function compactly supported in R + (not identically zero). Suppose 
Then the following statements are equivalent.
holds.
Condition (1.8) is simpler when q = σ , and in this case we see that T m is bounded from
here again 1 < p < 2d d+1 and now p ≤ q ≤ 2 (for the case q = 2 see Sect. 8). Theorem 1.1 is an immediate consequence of Theorem 1. (1.2) , and the condition (1.7) is equivalent with
Alternatively, after rescaling, one can express this condition using the homogeneous
Note that the expression on the right hand side becomes a norm only after considering the quotient of the space of distributions modulo polynomials; however, the (necessary) assumption that K is locally integrable excludes polynomials (and even nonzero constants). As a special case (using the more familiar notation when q = σ ) the ope- [22] , in the sense that the exponent
proved a similar result with ε-loss for global Hankel multipliers, essentially by combining arguments in [22] and [28] . We also note that the necessity of the condition (1.7) is trivial, and the necessity of conditions related to (1.8) is known from [16, 27] , and [1] ; cf. also Sect. 4 for an elementary proof of the implication (iii) ⇒ (iv) in Theorem 1.2. Finally, note that Theorem 1.2 can be combined with transplantation theorems for nonmodified Hankel transforms ( [17, 24, 35, 36] ) to derive results on some other weighted L p spaces.
We state two consequences of the above characterizations concerning the structure of multiplier spaces. It is convenient to define M p,q d , for 1 < p ≤ q ≤ 2 as the space of all locally integrable functions m for which T m extends to a bounded operator from
, and the norm is given by the operator norm of T m .
A first implication of Theorem 1.2 is that local multiplier conditions imply global ones; we state the case for p = q. Namely for nontrivial φ ∈ C ∞ c (R + ) one has the following equivalence.
It is well known that the analogue of this corollary for d = 1 and even classes of continuous Fourier multipliers in M p on the real line is false, see examples by Littman et al. [21] and by Stein and Zygmund [34] .
Another failing analogy to M p (R) concerns the subject of interpolation. As a straightforward consequence of the characterization we obtain an interpolation result with respect to the second complex interpolation method [·, ·] θ , introduced by Calderón (see [4] , and [2] , p. 88). In contrast, an extension of a result of Zafran ([38] ), states that the space M p (R), 1 < p < 2, is not an interpolation space for any pair (M p 0 , M p 1 ) with p 0 < p < p 1 , see Appendix A.
Corollary 1.4 Suppose
( [14] ), which are formulated using localized L 2 -Sobolev spaces; these were termed S(2, α) in [7] and W BV 2,α (with α > 1/2) in [15] . The following endpoint bounds in terms of localized versions of Besov spaces seem to be new; it is an optimal estimate within the class of L 2 -smoothness assumptions. Recall g B 2 a,q
Here, and in what follows, the notation indicates that in the inequality an unspecified constant is involved which may depend on d, p, q. Since the space B 2 1/2, p contains unbounded functions for p > 1 the corollary does not extend to the endpoint p = q = 2d/(d + 1). This paper. In Sect. 2, we gather various facts on Bessel functions, Littlewood-Paley inequalities, interpolation and elementary convolution inequalities on weighted spaces, needed later in the paper. In Sect. 3, we derive some pointwise bounds for the kernels of multiplier transformations, assuming that the multipliers are compactly supported in (1/2, 2). In Sect. 4, we prove the necessity of the conditions, namely the implications
The proof of the main implication (iv) ⇒ (i) is contained in Sect. 5-9. In Sect. 5, we discuss the basic decomposition into Hardy type and singular integral operators. The crucial estimate for the main Hardy-type operator is proved in Sects. 6 and 7 contains estimates for better behaved operators (in particular singular integrals) for which we do not need the full strength of assumption (1.8). In Sect. 8, we give the straightforward proof of the L p → L 2 bounds and then conclude in Sect. 9 the proof of the implication (iv) ⇒ (i) by an interpolation. In Sect. 10, we give the short proofs of the Corollaries and briefly discuss a further result on real interpolation and an improved version of our results for multipliers which are compactly supported away from the origin. Some open problems are mentioned in Sect. 11. An Appendix A is included with the above mentioned noninterpolation results for Fourier multipliers.
Preliminaries
Asymptotics for Bessel functions. In order to relate the Hankel transforms of multipliers to the one-dimensional Fourier transform we need to use standard asymptotics for Bessel functions [see [10] , 7.13.1(3)], namely for |x| ≥ 1,
with c 0,d = (2/π ) 1/2 , and the derivatives of E M,d are bounded. Thus one may also write down expansions for the derivatives and, after writing the cosine and sine terms as combinations of exponentials and applying the previous formula with M replaced by M + k one also gets, for |x| ≥ 1,
where c [31] , Chap. IV, Sect. 5.2), and a duality argument.
Remarks on Lorentz spaces. We assume that is a measure space with given σ -algebra and underlying measure µ. We refer to a thorough discussion of Lorentz spaces to [33] . There the definition of L q,σ is given in terms of rearrangements of f and it is shown that this definition is equivalent to a norm when 1 < q < ∞, 1 ≤ σ ≤ ∞. Instead of the rearrangement function one can also use the distribution function and it is easy to check (on simple functions) that an equivalent quasi-norm on L q,σ is given by
(with the natural ∞ analogue for σ = ∞). For the manipulation of vector-valued functions we shall need the following inequality.
Lemma 2.1 Let 1 < q < r, 1 ≤ σ ≤ ∞ and let {F j } be a sequence of measurable functions on . Then
Proof Consider measurable functions H on × Z. We first claim that for 1
For the case q = σ this follows by applying the imbedding q → r and then Fubini's theorem (interchanging a sum and an integral). For arbitrary σ it follows by applying the real method of interpolation. Now, we apply (2.5) to the right hand side of (2.7) and estimate for σ ≥ q
here we have used Minkowski's inequality for the sequence space σ/q . If σ < q we use instead the imbedding σ/q ⊂ 1 and estimate
Elementary inequalities for weighted norms.
To handle expressions such as (1.8) we need some elementary inequalities on convolutions and dilations.
Lemma 2.2
Let a ≥ 0, and γ > a + 1. Suppose that g, ζ are Lebesgue measurable on R and ζ satisfies
Proof For q = q 1 the left hand side of (2.9) is dominated by a constant times
where we have used 1 + |x| ≤ (1 + |x − y|)(1 + |y|). The integral is finite since γ > a + 1. The analogue of (2.9) for q 1 = ∞ is also valid; we estimate (assuming momentarily q > 1)
where the first term is the desired expression on the right hand side of (2.9) and the second term is ( (1 + |y|) (a−γ )q dy) 1/q , hence finite. A similar argument holds for q = 1. We have now proved the asserted bound for q 1 = ∞ and q 1 = q and the intermediate cases follow by interpolation. Inequality (2.10) follows from (1 + |x|/t) ≤ max{t −1 , 1}(1 + |x|) and a change of variable.
We shall need the following Lorentz space variant of Lemma 2.2 which will be used repeatedly.
Lemma 2.3 Let
Then the assertion is equivalent with the claim that M −β S ζ M β is bounded on L q,σ (ν α ). Since 1 < q < ∞ and restriction on γ also involves a strict inequality the general Lorentz space estimate follows from the case q = σ by real interpolation. The L q (ν α ) boundedness of M −β S ζ M β is in turn equivalent to the inequality (2.9) for the choice q = q 1 and aq = α − βq. We may apply (2.9) since γ > a + 1 = 1 − β + α/q. The proof of (2.12) is similar.
Independence of the localizing function. Let
Let φ be a smooth function supported on a compact subinterval of (0, ∞), and assume that φ is not identically zero. It will be convenient to denote by LF( p, a, b) the space of all m which are integrable over every compact subinterval of (0, ∞) and satisfy the condition
for some finite A. Here LF refers to localization and to the Fourier transform.
We use Lemmas 2.2 and 2.3 to prove that the choice of the cutoff function φ in (2.13) and (1.8) does not matter. Moreover we wish, for suitable φ, use discrete conditions where the sup is taken over dyadic t. To formulate these choose ϕ ∈ C ∞ c ( 1 2 , 2) with the property that
. Then the expression analogous to (2.13), but with φ replaced by η, is bounded by C A, where C does not depend on m.
(
.
(2.16)
Proof We begin by observing that
and since if s is taken from a compact subset of (0, ∞) the integral reduces to an integral over [ε, ε −1 ] for some ε ∈ (0, 1). Thus
. Now the assertion (i) follows immediately from (2.11) and (2.12).
(ii) is proved similarly; the details are left to the reader.
Interpolation.
Interpolation results for the spaces LF( p, a, b) are analogous to those for localized potential spaces in [5, 7] , with a very similar proof; therefore, we only give a sketch. We denote by [·, ·] ϑ , [·, ·] ϑ the complex interpolation methods of Calderón (see [4] , and also Chap. 4 in [2] ).
Weighted L p spaces can be interpolated by the complex method (see [2] , Chap. 5) and we have
and one has to show that , a) ); i.e. there are bounded linear operators
so that B • A is the identity on LF( p, a, b). These maps are given by
A is bounded by definition of the LF( p, a, b) norm and the boundedness of B is straightforward; one uses Lemma 2.2. Also B • A is the identity on LF(a, b, p), by (2.14). This shows (2.17), the details are left to the reader.
Remark The analogues of these theorems for localized potential spaces are proved by Connett and Schwartz in [7] , see also [5] . In [7] it is also noted that the analogue of (2. a, b) . This is analogous to a result in [7] on localized potential spaces.
Kernel estimates
Assume that the multiplier m has compact support in [ 
where the kernel is given by 
Proof We begin with a preliminary observation, which we shall use several times, namely the inequality
this is (similar to the statement in Lemma 2.2) a consequence of the triangle inequality and a translation in the integral. Let χ be a C ∞ function so that χ(s) = 1 for s ∈ (1/2, 2) and χ is supported in (1/4, 4) . If r, s ≤ 1 then the function
is smooth and has a rapidly decaying Fourier transform, with bounds uniform in r, s ≤ 1. Denote the Fourier transform by u → λ(r, s, u). We may apply duality for the Fourier transform and estimate (with
Clearly this term is bounded by a suitable constant times any of the terms on the right hand side of (3.3), as long as r, s ≤ 1. Next, we consider the case s ≤ 1, r ≥ 1/2 and use the asymptotic expansion (2.1) for B a (ρr ) and its derivatives. We assume that the parameter M is chosen large, in order to use (3.4), in fact we require
This yields
The terms in the sum can be realized as convolutions of κ with rapidly decaying functions, multiplied with r 
and since s 1 this also implies the bound by the sum of terms on the right hand side of (3.3). For the error term we argue as above, using duality to estimate
and the desired estimate follows from using (3.4), recall M > 2N + (a − 1)/2.
The estimations for the case r 1 and s 1 are similar, the roles of r and s are reversed.
Finally, to handle the case r, s ≥ 1/2 we use the asymptotic expansion (2.1) for both B a (ρs) and B b (ρr ), again with large M. We then write
The first (double) sum in (3.6) is clearly bounded by the right hand side of (3.3). The second, third and fourth terms are bounded, by the previous arguments by a constant times
and (rs) N −M |κ(u)|(1+|u|) −N du, respectively. However, by using inequality (3.4) and the condition M > 2N + (a + b)/2 these terms are seen to be also bounded by the right hand side of (3.3).
Proposition 3.1 is mainly interesting as an estimate for general multipliers. However for the proof of necessary conditions we record a straightforward consequence for smooth multipliers, in the special case where a = 1, b = d.
Corollary 3.2 Let d ≥ 1 and let
Proof We use the estimate of Proposition 3.1 in conjunction with a simple convolution inequality which is based on the rapid decay of F −1 [χ ].
The implications
(i) ⇒ (ii) ⇒ (iii) ⇒ (iv) of Theorem 1.2 Proof of (i) ⇒ (ii) This follows from L p,1 (µ d ) ⊂ L p,σ (µ d ), for σ ≥ 1, with continuous imbedding.
Proof of (ii) ⇒ (iii)
We use the dilation formula
which proves the implication.
We claim that it suffices to show 
3)
Here the function χ is assumed to be smooth and supported in (1/4, 4) and equal to one on the support of φ. This inequality is related to and could be derived from the more sophisticated transplantation theorems of Stempak [35] and Nowak and Stempak [24] on the composition of nonmodified Hankel transforms, but (4.3) has an easy direct proof: we first note that (4.3) follows by real interpolation from the L q inequalities, i.e. the case q = σ . Thus it suffices to show
This in turn follows easily from Corollary 3.2 and an estimate of Hardy type. Indeed changing variables s = r + u and an application of Minkowski's inequality yields
We use the estimate
Thus the last displayed term is seen to be bounded by
This shows (4.4) and finishes the proof of the implication (iii) ⇒ (iv).
Sufficiency: the basic decomposition
In this section, we begin the proof of the main implication (iv)
with dν = (1 + |x|) d−1 dx, and
2)) and
where η is supported in (1/4, 4) and equal to 1 on the support of ϕ.
We apply (the Lorentz space analogues of) the Littlewood-Paley inequalities (2.3), (2.4) (one with the L j , the other one with the L j ). Using also Lemma 2.4 (which justifies the use of the specific cutoff function ϕ in (2.14)) we see that Theorem 1.2 follows from the inequalities for vector-valued functions { f j } j∈Z ,
For a further decomposition we introduce the notation
and decompose a.e. into three parts
The first term will contribute to a Hardy type (or Hilbert integral type) operator whose estimate needs the full strength of the assumption. The second term will contribute to a singular integral operator, for vector-valued functions, whose estimation however will not require the full strength of our assumption. We consider the third term as an "error" term which contributes again to a better behaved Hardy type operator.
We let
By (5.6)
We now state the main estimates regarding these three terms. The implicit constants may depend on the parameters p, q, σ, ε, d. For the main term we have
Note that in the range of interest, 1 < p < 2d d+1 , these estimates can be summed in m. The estimation of the remaining two terms (5.8), (5.9) does not need the full strength of our assumptions. To formulate the appropriate weaker hypotheses let, for ε ≥ 0,
(5.13)
The square-function estimates associated to {S j,n,i } j∈Z can be seen as estimates for vector-valued singular integrals under the assumption B(ε, p, q) < ∞, for small ε > 0.
Proposition 5.3 For n
. (5.14) To see that the conditions of Propositions 5.2 and 5.3 are less restrictive than the condition (1.8) we note
Lemma 5.4 Suppose p < 2d
d+1 , p ≤ q < 2, and
Proof We begin by observing that (1 + |x|) −α belongs to the Lorentz space L ρ,1 (ν) if and only if αρ > d. Now write
Thus it suffices to check that for sufficiently small ε the function
(ν). This holds under the condition
a straightforward computation shows that the condition is equivalent to an inequality which is independent of q ∈ [p, 2), namely just p < 2d/(d + 1).
For later use let us also observe that B(ε) ≡ B(ε, p, p) is independent of p, namely
Moreover, for some real interpolations, we shall need the following locally uniform control on the constants B(ε, p, q).
Lemma 5.5 Let 1 < p ≤ q < 2 and ε > 0. Then there exist constants C, η > 0 (depending on ε, p, q) so that for allp ∈ ( p−η, p+η) andq satisfying
we have
B(ε/2,p,q) ≤ C B(ε, p, q).
Proof We first observe that when
Indeed, this follows from the fact that the Fourier transform of κ j is compactly supported and therefore can be written as a convolution with a Schwartz function; we then apply Lemma 2.2.
On the other hand, if u 1 < u, by Hölder's inequality we have 
Here, we have used Minkowski's inequality for the m-summation, followed by Lemma
and by Proposition 5.1 the last expression in the displayed formula is bounded by C A( p, q, σ ) times
Here, in order to bound the second expression, we have used (2.5), and the assumption that ω ≥ p, together with the disjointness of the intervals 
We sum in i ∈ {−5, . . . , 5} and by Lemma 5.4 we obtain the desired L p → L q estimate for the singular integral part in the range 1 < p < 2d/(d + 1). By real interpolation (and Lemma 5.5) this extends to the L p,σ → L q,σ estimates.
Proof of Proposition 5.1
Let I n = [2 n , 2 n+1 ], and R n = [2 n , ∞). We estimate
by changes of variables in s and r . We now use the kernel estimate of Proposition 3.1 and set
We apply Minkowski's inequality (i.e. the continuous form of the triangle inequality in the Lorentz space L q,σ which is a Banach space) and see that the expression (6.1) is controlled by
It is now crucial that in the inner norm the functions are restricted to the set where r ≥ 2 m+5 while s ≤ 2 m+1 . We may therefore change variables and use the bound
where dν = (1 + |x|) d−1 dx. By Lemma 2.3 the term on the right hand side is also controlled by
, which is A j (q, σ ).
Thus, we see that the expression (6.1) is bounded by
It remains to bound the s-integral.
It is easy to check that the restriction of 
and thus, by duality
This finishes the proof. Proof of Proposition 5.2, p = q = σ . We begin with the estimate (6.1) which is still valid but continue differently since now n + j ≤ m − 5, thus r s.
p . Then the right hand side of (6.1) is estimated by
If m > 0 this is dominated by
If m < 0 we may instead estimate 2
instead. This finishes the proof.
Proof of Proposition 5.3, p = q = σ . We use standard arguments for singular integrals for 2 -valued kernels and functions. First, by orthogonality,
To prove the L p (µ d ) bounds for 1 < p < 2 it suffices, by the Marcinkiewicz interpolation theorem, to prove the weak type (1, 1) inequality
, so that |h j | and | f j | are of comparable size on I n+i . For fixed λ > 0 we make a Calderón-Zygmund decomposition of the 2 valued function {h j }, at height λ/B (see [31] ). We thus decompose
is supported in a dyadic subinterval J ν of I n+i , with center s ν and length 2 L ν . The interiors of the intervals J ν are disjoint, and we have
For each interval J ν let J * ν denote the interval with same center and tenfold length.
It remains to estimate
Note that
To estimate the integral in (7.5) we distinguish the cases
we use the kernel estimate of Proposition 3.1 and obtain, with the notation W j in (6.2) and r, s ≈ 2 n
If j < −L ν we use the cancellation of the b j,ν to write
We now argue as before, but use Proposition 3.1 to estimate ∂ s K j and we obtain for j ≤ −L ν
We can sum the terms (7.6) and (7.7) in j and obtain
. Now, we sum in ν and get the required L 1 (µ d ) bound off . The expression (7.5) is thus dominated by
This bounds the expression (7.
Combining this bound with (7.2) and (7.3) yields the desired weak type (1, 1) bound (7.1).
L p → L 2 estimates
In this section, we prove some sharp L p → L 2 bounds for Hankel multipliers.
Remark It is easy to see that the condition (8.1) is equivalent to
for some nontrivial, smooth φ with compact support in (0, ∞).
Proof of Theorem 8.1
We first prove (i). The necessity of the condition has already been established in Sect. 4. For the proof of the sufficiency let T j be as in (5.4). We then show the estimate
where
Note that by Plancherel's theorem and the argument of Lemma 2.4 the condition sup j A j ( p, 2) < ∞ is equivalent with (8.1) (and also with (8.2)). Now,
where for the last bound we used Minkowski's inequality and the kernel estimate from Proposition 3.1. The last expression is controlled by
and the second integral in the last line is finite for p < 2d d+1 . Changing variables we obtain
We now use orthogonality and Littlewood-Paley theory, writing
and the argument is concluded by observing that for
The proof of (ii) is largely analogous. We may assume that f is the characteristic function of a measurable set E. The difference is the estimate (8.4) . We now observe that the function ω d (s) = (1 + s)
The subsequent Littlewood-Paley argument is the same; we use f = χ E in (8.5).
Sharpness. The restricted strong type
and using the asymptotic expansion (2.1) one computes that
for ρ near 1 (observe that the corresponding integral with phase −(ρ + 1)s is bounded near ρ = 1, by an integration by parts). 
For global multipliers the result follows now by Littlewood-Paley theory exactly as in the proof of Theorem 8.1.
We note that the restriction p ≤
2(d+1)
d+3 for the result on general L p functions is optimal as follows from the usual Knapp counterexamples for the restriction theorem.
Conclusion of the proof
In order to finish the proof of Theorem 1.2 it just remains to establish the [2] . Using the first (and more elementary) of these results we interpolate the inequalities
where the first bound has been already been established in Sect. 7 and the second is immediate from (8.3) . Similarly for the singular integrals we interpolate
where again the first inequality has been proved in Sect. 7 and the second follows from (8.3) and Minkowski's inequality. In order to obtain the interpolated [36] . Thus one can reduce matters to uniform estimates for compactly supported multipliers and apply the interpolation result on the spaces L F o ( p, a, b ) mentioned in the remark following Lemma 2.5.
Miscellanea
Proof of Corollary 1.5 The L q ((1 + |r |) (d−1)(1−q/2) dr) norm of a function κ is dominated using Hölder's inequality by Real interpolation. We can also prove some interpolation results using the real method, in view of the nature of our conditions these are limited to the K ϑ,∞ method with a number of restrictions (see [2] for general references about real interpolation).
This is applied to
Define 
Proof of Corollary 10.1 We first observe that for a compatible pair of Banach spaces A 0 , A 1 we have the formula
This follows quickly from the definition of the K ϑ,∞ method (and interchanging two suprema). We now set w(r )
, and let L q,σ (w, dν) be the space of functions f for which f w belongs to Lorentz space L q,σ (dν) (and the norm is given by f w L q,σ (dν) where we work with a suitable norm on the Lorentz space). The standard interpolation formulas for Lorentz spaces apply and by (10.2) we have for q 0 = q 1 and 1/q
Now let LF
q,σ b (w, dν) be the space of all m which are integrable over every compact subinterval of (0, ∞) and satisfy the condition
Then the arguments in the proof of Lemma 2.5 show that the maps A, B defined in (2.19), (2.20) can be used to show that LF Remarks on compactly supported multipliers. The proofs show that for multipliers which are compactly supported away from the origin the result of Theorem 1.2 can be sharpened.
Theorem 10.2 Let m be compactly supported and integrable in
A similar statement can be formulated for the analogue of Theorem 1.1 [again for m supported in (1/2, 2) ]. In particular, for the case σ = ∞ we see that then the restricted weak type ( p, p) [9] , extending earlier weak type endpoint bounds by Chanillo and Muckenhoupt [6] . The result for Bochner-Riesz means follows from the above theorem (after separately dealing with the irrelevant part of the multiplier near 0). This phenomenon has no analogue for Fourier multipliers on
The proof of Theorem 10.2 is essentially the same as the proof of Theorem 1.2, but more elementary since only a finite number of dyadic scales on the multiplier side are involved hence no Littlewood-Paley theory and singular integral estimates are needed. The difference (and improvement) in condition (i), and the extended range of σ come from Proposition 5.1 which involves only one dyadic scale and the space L p,∞ (µ d ) on the right hand side of (5.10).
Open problems

Radial Fourier multipliers
Let K be a radial convolution kernel on
Question Is there a p > 1 for which the condition (1.1) (with σ = p) implies that the convolution operator
The local version of this is open as well:
Question Suppose that K is radial and K is compactly supported in
It is known (cf. [22] ) that under a slightly weaker condition than (1.1), namely the finiteness of sup t>0 * K t L p ((1+|x|) ε ) for some ε > 0 implies L p boundedness for certain p > 1. The condition on p is that for the dual exponent p the local smoothing problem for the wave equation in R d+1 can be solved up to endpoint estimates. Wolff [37] proved such estimates for d = 2 and large p ; for corresponding results in higher dimensions see [20] , and for the currently known ranges of Wolff's inequality see [13] .
It is likely that in order to prove or come closer to a characterization one needs to prove an endpoint version of Wolff's inequality. The currently known method of proof (by induction on scales) fails to give such sharp bounds.
Localized Besov conditions
Short of a characterization one can ask whether for some p > 1 the L p condition of Corollary 1.5 
t).
Then there is a constant C so that for all integers R ≥ 2, and for 1 ≤ ρ < ∞ By the standard averaging argument the log R term may be dropped if the supremum in θ is replaced by an L ρ norm. The proof of Proposition A.1 relies on a deep result by Bourgain [3] (proved earlier by Rudin [25] for p an even integer). . By Hölder's inequality (using the compactness of T) it also follows that this sequence belongs to M p (Z), since p ≤ 2. Now Jodeit's extension result [19] (see also [12] ) for multipliers in M p (Z) says We first show that the validity of (A.8) and (A.9) implies the assertion of the Proposition. Namely if M p (R) were an interpolation space of (M p 0 (R), M p 1 (R)), with p 0 < p < p 1 , then
(A.10)
We use the first bound in (A. Proof of (A.9) Here, we use (A.4) (which was a consequence of the crucial ( p ) estimate for the set S N ). We apply L N to ω N and obtain 
