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Abstract
A graph is CIS if every maximal clique interesects every maximal stable set. Currently, no good
characterization or recognition algorithm for the CIS graphs is known. We characterize graphs
in which every maximal matching saturates all vertices of degree at least two and use this result
to give a structural, efficiently testable characterization of claw-free CIS graphs. We answer in
the negative a question of Dobson, Hujdurovic´, Milanicˇ, and Verret [Vertex-transitive CIS graphs,
European J. Combin. 44 (2015) 87–98] asking whether the number of vertices of every CIS graph
is bounded from above by the product of its clique and stability numbers. On the positive side, we
show that the question of Dobson et al. has an affirmative answer in the case of claw-free graphs.
1 Introduction
Many graph classes can be defined in terms of properties of cliques or stable sets in a graph (see,
e.g., [7, 16]). In this paper we continue the investigation of CIS graphs, defined as graphs in which
every maximal clique intersects every maximal stable set. Here, ‘maximality’ refers to maximality
under inclusion. CIS graphs were studied in a series of papers [1,2,7,8,11,12,14,27,30] under different
names; the name CIS (Cliques Intersect Stable sets) was suggested by Andrade et al. [2]. Currently, no
good characterization or recognition algorithm for the CIS graphs is known. Recognizing CIS graphs
was believed to be co-NP-complete [30], conjectured to be co-NP-complete [31], and conjectured to
be polynomial [2]. The difficulty of understanding the structure of CIS graphs is perhaps related to
the fact that the class of CIS graphs is not closed under vertex deletion. For example, the bull, that
is, is the graph with vertex set {v1, . . . , v5} and edge set {v1v2, v2v3, v3v4, v2v5, v3v5}, is a CIS graph,
while deleting vertex v5 from the bull yields the 4-vertex path, which is not CIS.
Some partial results are known regarding the CIS property in particular graph classes. The class of
CIS graphs generalizes the class of P4-free graphs, also known as cographs [8,10]. Polynomially testable
characterizations of the CIS property in the classes of planar graphs and of line graphs were given by
Sun and Hu [27] and by Boros et al. [7], respectively. Vertex-transitive CIS graphs were characterized
by Dobson et al. [12] and by Hujdurovic´ [15]. Furthermore, Dobson et al. proved that vertex-transitive
CIS graphs share the well-known property of perfect graphs [21] stating that the number of vertices
of the graph is bounded from above by the product of its clique number and stability number. They
asked whether the property holds for all CIS graphs.
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A notion closely related to CIS graphs is that of a strong clique. A clique in a graph G is said to
be strong if it has non-empty intersection with every maximal stable set of G. Thus, a graph is CIS if
and only if every maximal clique is strong. A clique is simplicial if it consists of some vertex and all
its neighbors. It is not difficult to see that every strong clique is maximal and every simplicial clique
is strong. Hujdurovic´ et al. [16] showed that a clique in a C4-free graph is strong if and only if it is
simplicial, which leads to a polynomially testable characterization of CIS C4-free graphs. The concept
of strong clique gives rise to several other interesting graph properties studied in the literature (see,
e.g., [7, 16,17,24]).
Our results. Our results consist of two interrelated parts. First, we give a structural characterization
of claw-free CIS graphs, by proving a composition theorem for this class of graphs (Theorem 4.5). This
leads to a polynomial-time recognition algorithm for the CIS property in the class of claw-free graphs
(Corollary 4.7). The result is derived using a characterization of graphs in which every maximal
matching saturates all vertices of degree at least two (Theorem 3.3), a result related to Sumner’s
characterization of randomly matchable graphs [26] that might be of some independent interest.
Second, we answer in the negative the question of Dobson et al. [12] asking whether the
number of vertices of a CIS graph G is necessarily bounded from above by the product of its
stability number, α(G), and clique number, ω(G). More precisely, using triangle-free graphs of
small stability number [18], we construct a sequence of CIS graphs showing that even the relation
|V (G)| = O(α(G)ω(G)) fails for general CIS graphs (Theorem 5.1). On the positive side, we show that
the question of Dobson et al. has an affirmative answer in the case of claw-free graphs (Theorem 5.4).
Structure of the paper. In Section 2 we collect the necessary notations and preliminary results. In
Section 3 we characterize graphs in which every maximal matching saturates all vertices of degree at
least two. In Section 4 we prove the structural characterization of claw-free CIS graph. In Section 5
we construct a family of counterexamples to the question of Dobson et al. and study the question in
the case of claw-free graphs. We conclude the paper in Section 6 by posing a question left open by
our work, namely whether the Erdo˝s-Hajnal property holds for the class of CIS graphs.
2 Preliminaries
We consider finite, undirected, and non-null graphs only. Unless specified otherwise by using the term
multigraph, all our graphs will be simple, that is, without loops or multiple edges. A graph G = (V,E)
has vertex set V (G) = V and edge set E(G) = E. The order of G is |V |. Given S ⊆ V (G), the
subgraph induced by S in G is denoted by G[S] and defined as the graph with vertex set S and edge set
{{x, y} | {x, y} ∈ E;x, y ∈ S}. The complement G of a graph G = (V,E) is the graph with vertex-set
V (G) = V and the edge-set E(G) = {{x, y} | x, y ∈ V, x 6= y, and {x, y} 6∈ E}. We say that G is
co-connected if its complement is connected. A co-component of G is the subgraph of G induced by the
vertex set of a (connected) component of G. The neighborhood of a vertex v ∈ V (G) is the set NG(v)
of vertices adjacent to v; its closed neighborhood is the set NG[v], defined as NG[v] = NG(v) ∪ {v}.
The cardinality of NG(v) is the degree of v, denoted by dG(v). A universal vertex in a graph G is
a vertex of degree |V (G)| − 1. We denote by δ(G) the minimum degree of a vertex in G. For a set
S ⊆ V (G), we let NG(S) be the set of all vertices not in S having a neighbor in S.
As usual, we denote the n-vertex complete graph, path graph, and cycle graph by Kn, Pn, and Cn,
respectively. The graph K3 will be also referred to as the triangle. By Km,n we denote the complete
bipartite graph with parts of the bipartition of sizes m and n. The claw is the complete bipartite
graph K1,3. The fact that a graph G is isomorphic to a graph H will be denoted by G ∼= H. We
say that G is H-free if no induced subgraph of G is isomorphic to H. Furthermore, given a set F of
graphs, we say that a graph G is F-free if G is F -free for all F ∈ F . Given two vertex-disjoint graphs
G and H, we denote by G +H their disjoint union, that is, the graph with vertex set V (G) ∪ V (H)
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and edge set E(G) ∪ E(H). For a non-negative integer k, we denote by kG the graph consisting of k
disjoint copies of G.
A clique in a graph is a set of pairwise adjacent vertices; a stable set (or independent set) is
a set of pairwise non-adjacent vertices. We say that a clique (resp., stable set) is maximal if it is
inclusion-maximal, that is, if it is not contained in any larger clique (resp., stable set). Given a graph
G, its stability number (or independence number) is denoted by α(G) and defined as the maximum size
of a stable set in G; furthermore, its clique number is denoted by ω(G) and defined as the maximum
size of a clique in G.
A matching in a graph G is a set of pairwise disjoint edges. Given a matching M and a vertex v,
we say that M saturates v if M contains an edge having v as an endpoint. We will sometimes abuse
this terminology and simply say that “v is inM” ifM saturates v. A matching is perfect if it saturates
all vertices of the graph. An internal vertex in a graph G is a vertex of degree at least two. We say
that a matching M in a graph G is a perfect internal matching if it saturates all internal vertices of
G, that is, if every vertex not in M is of degree at most 1. Perfect internal matchings were studied in
a series of papers, see, e.g., [3–6].
For undefined graph terminology and notation, we refer to [28].
2.1 Preliminaries on line graphs of multigraphs
Given a multigraph H, its line graph is the simple graph L(H) with vertex set E(H) in which two
distinct vertices e and e′ are adjacent if and only if e and e′ have a common endpoint as edges in H.
Clearly, if G is the line graph of a multigraph H, then there exists a multigraph H ′ without loops
such that G is (isomorphic to) the line graph of H ′. Such a multigraph H ′ can be obtained from H
by replacing every loop in H joining v with itself with a pendant edge joining v with a new vertex.
Hence, we may assume without loss of generality that all line graphs considered are line graphs of
loopless multigraphs. Given a loopless multigraph H and an edge e ∈ E(H), let us denote by w(e)
the multiplicity of e in H, that is, the number of edges of H with the same endpoints as e. Using this
multiplicity function, multigraph H can be equivalently represented with any (simple) graph H˜ with
vertex set V (H) obtained from H by keeping only one representative edge from each class of multiple
edges, together with the restriction of the multiplicity function w to the edges of H˜.
A weighted graph is a pair (H,w) where H = (V,E) is a graph and w : E → N is a weight
function.1 Interpreting w as the multiplicity function of the edges, we see that every weighted graph
(H,w) corresponds to a loopless multigraph. Accordingly, we let L(H,w) denote the line graph of
(H,w), this is the line graph of the multigraph obtained from H by replacing each edge e ∈ E(H)
with w(e) parallel edges.
2.2 Preliminaries on CIS graphs
For k ≥ 2, a k-comb is a graph Fk with 2k vertices v1, . . . , vk, w1, . . . , wk such that C = {v1, . . . , vk}
is a clique, vi is adjacent to wi for all i ∈ {1, . . . , k}, and there are no other edges. In particular,
S = {w1, . . . , wk} is a stable set, which shows that Fk is a split graph with a unique split partition
(C,S); moreover, Fk is not a CIS graph since (C,S) is a disjoint pair of a maximal clique and maximal
stable set. A k-anticomb is the graph Fk, the complement of a k-comb.
An induced k-comb Fk in a graph G is said to be settled if there exists a vertex v ∈ V (G) \ V (Fk)
that is adjacent to every vertex of C and non-adjacent to every vertex of S, where (C,S) is the unique
split partition of Fk. Similarly, an induced k-anticomb Fk in a graph G with the split partition (C,S)
is said to be settled if there exists a vertex v ∈ V (G) \V (Fk) that is adjacent to every vertex of C and
non-adjacent to every vertex of S. The following lemma describes a necessary (though in general not
sufficient) condition for CIS graphs.
1We denote by N the set of all (strictly) positive integers.
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Lemma 2.1 (Andrade et al. [2]). If G is CIS, then every k-comb is settled and every k-anticomb is
settled.
Two vertices x, y in a graph G are said to be true twins if NG[x] = NG[y]. Consider the equivalence
relation ∼ defined on the vertex set of G by the rule x ∼ y if and only if x and y are true twins. The
true-twin reduction of G is the graph obtained from G by contracting each equivalence class of the
equivalence relation ∼ (which is a clique) into a single vertex. A graph is said to be true-twin-free if
it coincides with its true-twin reduction. For later use, we recall the following useful property of CIS
graphs (see, e.g., [2, 8]).
Lemma 2.2. A graph G is CIS if and only if the true-twin reduction of each component of G is CIS.
Next, we recall a characterization of CIS line graphs (of simple graphs) due to Boros et al. [7]. The
characterization relies on the following concept related to perfect internal matchings. We say that a
maximal matching M in a graph H is absorbing if every vertex not in M sees at most one edge of M ,
or, more formally, if for every vertex v ∈ V (H) that is not saturated by M , there exists an edge e in
M such that every neighbor of v is an endpoint of e. (In particular, this implies that v is of degree at
most two in H.) Note that if H has an edge, then every maximal matching that is a perfect internal
matching is absorbing.
Theorem 2.3 (Boros et al. [7]). Let H be a graph without isolated vertices and let G = L(H). Then
G is CIS if and only if H has no subgraph isomorphic to a bull and every maximal matching in H is
absorbing.
3 Randomly internally matchable graphs
A graph G is randomly matchable if every matching of G can be extended to a perfect matching, or,
equivalently, if every maximal matching of G is perfect. Clearly, a graph G is randomly matchable
if and only if each component of G is randomly matchable. Therefore, the following theorem due to
Sumner completely characterizes the randomly matchable graphs.
Theorem 3.1 (Sumner [26]). A connected graph G is randomly matchable if and only if G ∼= K2n or
G ∼= Kn,n for some n ≥ 1.
The concept of perfect internal matchings naturally leads to the following generalization of randomly
matchable graphs. We say that a graph G is randomly internally matchable if every matching of G
can be extended to a perfect internal matching, or, equivalently, if every maximal matching of G is a
perfect internal matching. Using this terminology, we note, for later use, the following consequence of
Theorem 2.3.
Corollary 3.2. Let H be a triangle-free graph without isolated vertices and let G = L(H). Then G
is CIS if and only if H is randomly internally matchable.
Proof. Immediately from Theorem 2.3, using the fact that ifH is triangle-free, thenH has no subgraph
isomorphic to a bull and a maximal matching in H is absorbing if and only if it is a perfect internal
matching.
Clearly, a graph G is randomly internally matchable if and only if each component of G is randomly
internally matchable. In the next theorem, we characterize the connected randomly internally matchable
graphs. A leaf in a graph is a vertex od degree one. A leaf extension of a graph G is any graph obtained
from G by adding for each vertex v ∈ V (G) a non-empty set Lv of pairwise non-adjacent new vertices
joined to v by an edge.
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Theorem 3.3. A connected graph G is randomly internally matchable if and only if G ∼= K2n for
some n ≥ 1, G ∼= Kn,n for some n ≥ 1, or G is a leaf extension of some graph.
Proof. Sufficiency (the “if” direction). If G ∼= K2n or G ∼= Kn,n for some n ≥ 1, then G is randomly
matchable and therefore also randomly internally matchable. Suppose now that G is a leaf extension
of a graph G′. Let M be a maximal matching in G and let v ∈ V (G) be an internal vertex of G.
Then, v ∈ V (G′) and there exists a vertex v′ of degree one in G such that vv′ ∈ E(G). If v is not
M -saturated, then neither is v′ and hence M ∪ {vv′} is a matching properly containing M , contrary
to the maximality of M . Therefore, v is in M and, since v and M were arbitrary, G is randomly
internally matchable.
Necessity (the “only if” direction). Suppose that G is a connected randomly internally matchable
graph. Clearly, G has at least two vertices and hence δ(G) ≥ 1. Suppose first that δ(G) ≥ 2. Then all
vertices of G are internal and hence G is randomly matchable. By Theorem 3.1, G ∼= K2n or G ∼= Kn,n
for some n ≥ 2. Suppose now that δ(G) = 1. We may assume that G has at least three vertices, since
otherwise G ∼= K2 and we are done. In particular, for every leaf of G, its unique neighbor is an internal
vertex. Let L denote the set of all leaves in G, let S = NG(L) denote the set of all neighbors of leaves
in G, and let R = V (G) \ (L∪S). If R = ∅, then G is a leaf extension of G[S] and we are done. So we
may assume that R 6= ∅. For every s ∈ S, fix a vertex s′ ∈ L adjacent to s and let MS = {ss′ | s ∈ S}.
Let MR be a maximal matching of the graph G[R]. Then, MR ∪MS is a maximal matching in G.
Since the set of internal vertices of G is precisely S ∪ R and G is randomly internally matchable,
MR ∪MS saturates all vertices in S ∪ R. Consequently, MR saturates all vertices in R. Since MR
was an arbitrary maximal matching of G[R], we infer that G[R] is randomly matchable. In particular,
every connected component of G[R] has even order. (Theorem 3.1 exactly characterizes the structure
of G[R] but we will not need this characterization in the rest of the proof.) Since G is connected, it
has an edge of the form rv where r ∈ R and v 6∈ R. Since no vertex in R has a neighbor in L, we
have v ∈ S. Then, the set M ′ = (MS \ {vv′}) ∪ {rv} is a matching in G. Extend M ′ to a maximal
matching M in G. Since G is randomly internally matchable, M saturates all vertices in S ∪R. Let
C be the component of G[R] containing r and let MC be the set of edges of M fully contained in C.
By construction, every edge in M saturating a vertex in C \{r} belongs to MC . However, this implies
that C is of odd order, a contradiction with the fact that every component of G[R] has even order.
This completes the proof.
4 Claw-free CIS graphs
In this section we develop a structural characterization of claw-free CIS graphs. We start with several
lemmas giving necessary conditions for claw-free CIS graphs. The gem is the graph obtained from the
4-vertex path P4 by adding to it a universal vertex.
Lemma 4.1. Let G be a claw-free CIS graph. Then G is gem-free.
Proof. Suppose for a contradiction that G is a claw-free CIS graph containing an induced copy of
a gem, say on vertex set {s, t, u, v, w} where (s, t, u, v) is a path and w is adjacent to all vertices in
{s, t, u, v}. Since the subgraph of G induced by {s, t, u, v} is isomorphic to an induced 2-comb and G
is CIS, Lemma 2.1 implies that there exists a vertex x ∈ V (G) \ {s, t, u, v} such that {tx, ux} ⊆ E(G)
and {sx, vx} ∩ E(G) = ∅. Clearly x 6= w. Furthermore, xw 6∈ E(G), since otherwise {w, s, v, x}
would induce a claw in G. This implies that {s, t, u, v, w, x} induces a 3-anticomb in G. (Indeed, the
complement of G contains a comb F3 having a clique {s, v, x} and a stable set {t, u, w}.) By Lemma
2.1, G contains a vertex y ∈ V (G) \{s, t, u, v, w, x} adjacent to every vertex in the clique {t, u, w} and
non-adjacent to every vertex in the stable set {s, v, x}. But now, the vertex set {s, t, x, y} induces a
claw in G, a contradiction.
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We denote by W4 the 4-wheel, that is, the graph obtained from the 4-vertex cycle C4 by adding to
it a universal vertex.
Lemma 4.2. Every connected and co-connected {claw, gem}-free graph is W4-free.
Proof. Suppose for a contradiction that G is a connected and co-connected claw-free gem-free graph
that is not W4-free. Then, G contains an induced 4-cycle (x1, x2, x3, x4) and a vertex z adjacent to
all vertices in X = {x1, x2, x3, x4}. We claim that every vertex of G not in X has a neighbor in X.
Suppose that this is not the case. Since G is connected, we may assume that G contains an induced
path (y1, y2, x1) such that y1 has no neighbors in X. Note that y2 is not adjacent to x3, since otherwise
G would contain an induced claw on vertex set {y2, y1, x1, x3}. Furthermore, y2 is adjacent to exactly
one of x2 and x4 since otherwise G would contain an induced claw on vertex set {y2, y1, x2, x4} (if y2
is adjacent to both x2 and x4) or on vertex set {y1, x1, x2, x4} (if y2 is adjacent to neither x2 nor x4).
Hence, without loss of generality, we may assume that y2 is adjacent to x2 but not to x4. Consequently,
G contains an induced gem either on vertex set {y2, x2, x3, x4, z} (if y2 is adjacent to z) or on vertex
set {y2, x1, z, x3, x2} (otherwise). This contradiction shows that every vertex not in X has a neighbor
in X. Even more, since G is claw-free, every vertex not in X has at least two neighbors in X.
Since G is co-connected, its complement G is connected. Let Z be the set of vertices of G with no
neighbors in X. Note that Z is non-empty since z ∈ Z. Since G is connected, we may assume that
G contains an induced path (z1, z2, x1) with z1 ∈ Z. This means that in G there exist non-adjacent
vertices z1 and z2 such that z2 is non-adjacent to x1, and z1 is adjacent to all vertices of X. Since
we have proved that every vertex of G not in X has at least two neighbors in X, without loss of
generality, we can assume that z2 is adjacent to x2. And therefore, z2 must be adjacent also to x3,
otherwise the vertices {z2, x1, x2, x3} induce a claw in G. Since z1 and z2 are non-adjacent in G, we
infer that G contains an induced gem on vertex set {x1, z1, x3, z2, x2}, a contradiction.
Kloks et al. showed in [19] that the class of {claw, gem, W4}-free graphs is exactly the class
of dominoes, that is, graphs in which each vertex is contained in at most two maximal cliques.
Furthermore, the dominoes are precisely the line graphs of triangle-free multigraphs; see also [23].
This result together with Lemmas 4.1 and 4.2 implies the following.
Corollary 4.3. Every connected and co-connected claw-free CIS graph is the line graph of a connected
triangle-free multigraph.
A lemma similar to Lemma 2.2 holds for claw-free graphs. The lemma follows immediately from
the definitions.
Lemma 4.4. A graph G is claw-free if and only if the true-twin reduction of each component of G is
claw-free.
Lemmas 2.2 and 4.4 imply that when studying CIS claw-free graphs, we may restrict our
attention to connected true-twin-free graphs. Thus, the following theorem gives a complete structural
characterization of claw-free CIS graphs. Given a graph G, the corona of G (with K1) is the graph
G ◦K1 obtained from G by adding for each vertex v ∈ V (G) a new vertex v′ and making v′ adjacent
to v. Note that the corona of G is a particular leaf extension of it.
Theorem 4.5. Let G be a connected true-twin-free claw-free graph. Then G is CIS if and only if one
the following holds:
1. G ∼= pK2 + qK1 for some p ≥ 0 and q ∈ {0, 1}.
2. G ∼= L(Kn,n) for some n ≥ 1.
3. G ∼= L(G′ ◦K1) for some triangle-free graph G′.
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Proof. Sufficiency (the “if” direction). Suppose first that G ∼= pK2 + qK1 for some p ≥ 0 and q ∈
{0, 1}. Since the class of CIS graphs is closed under complementation, it suffices to show that the
graph pK2 + qK1 is CIS. This follows easily from the definition and Lemma 2.2. Suppose next that
G ∼= L(Kn,n) for some n ≥ 1 or G ∼= L(G′ ◦K1) for some triangle-free graph G′. In this case, Theorem
3.3 implies that G ∼= L(H) where H is a randomly internally matchable triangle-free graph without
isolated vertices. Hence, by Corollary 3.2, G is CIS.
Necessity (the “only if” direction). Let G be connected true-twin-free CIS claw-free graph. Suppose
first that G is not co-connected and let G1, . . . , Gk (with k ≥ 2) be the co-components of G. Since
k ≥ 2 and G is claw-free, each co-component Gi has stability number at most two. Since by Lemma
4.1 G is gem-free, each co-component Gi is P4-free. By the recursive structure of P4-free graphs [10],
each Gi is either K1 or is disconnected. Since α(Gi) ≤ 2, we infer each Gi is either K1 or the disjoint
union of two complete graphs. Moreover, since G is true-twin-free, at most one Gi is the single-vertex
graph, and each Gi with α(Gi) = 2 is isomorphic to 2K1. Consequently, G ∼= pK2 + qK1 for some
p ≥ 0 and q ∈ {0, 1}.
Suppose now that G is co-connected. By Corollary 4.3 there exists a triangle-free multigraph H
such that G = L(H). Clearly, we may assume thatH has no isolated vertices. SinceG is true-twin-free,
H is a simple graph. By Corollary 3.2, H is randomly internally matchable. Theorem 3.3 implies that
H ∼= Kn,n for some n ≥ 1, or H is a leaf extension of some (triangle-free) graph H ′. In the former
case, G ∼= L(Kn,n) for some n ≥ 1. In the latter case, the fact that G is true-twin-free implies that H
is the corona of H ′, that is, G ∼= L(H ′ ◦K1).
Theorem 4.5 has the following structural and algorithmic consequences.
Corollary 4.6. A graph G is claw-free and CIS if and only if the true-twin reduction of each component
of G is of the form pK2 + qK1 for some p ≥ 0 and q ∈ {0, 1}, L(Kn,n) for some n ≥ 1, or L(G′ ◦K1)
for some triangle-free graph G′.
Proof. Immediate from Lemmas 2.2 and 4.4, Theorem 4.5, and the fact that all graphs of the form
pK2 + qK1, L(Kn,n), or L(G
′ ◦K1) are claw-free.
Corollary 4.7. There is a polynomial-time algorithm for recognizing claw-free CIS graphs.
Proof. Let C be the class of claw-free CIS graphs and let G be a graph that we want to test for
membership in C. Since the components of G can be computed in linear time and G ∈ C if and only
if each component of G is in C, we may assume that G is connected. Furthermore, since the true-twin
reduction of C can be computed in polynomial time and G ∈ C if and only it its true-twin reduction
is in C, we may assume that G is true-twin-free. By Corollary 4.6, it suffices to verify whether (i)
G ∼= pK2 + qK1 for some p ≥ 0 and q ∈ {0, 1}, (ii) G ∼= L(Kn,n) for some n ≥ 1, or (iii) G ∼= L(G′◦K1)
for some triangle-free graph G′. Determining whether (i) holds can be done in linear time simply by
computing the vertex degrees, since an n-vertex graph G is isomorphic to pK2 + qK1 with n = 2p+ q
if and only if G has q vertices of degree |V (G)|−1 and n−q vertices of degree |V (G)|−2. To determine
whether at least one of conditions (ii) or (iii) holds (and if so, which one), we first compute a graph
H such that G = L(H) or determine that there is no such graph in linear time [20, 25]. If such a
graph H exists, it is unique if G is connected graph of order at least four (which we can assume) [29].
Testing if H ∼= Kn,n in polynomial time is straightforward. Finally, it remains to test if H ∼= H ′ ◦K1
for some triangle-free graph H ′. A graph H ′ such that H ∼= H ′ ◦K1, if there is one, can be computed
in linear time by identifying the leaves in H and their neighbors. Since G is connected and of order
at least four, H is connected and with at least four edges. Therefore, graph H ′, if it exists, is unique.
It remains to test if H ′ is triangle-free, which, clearly, is doable in polynomial time.
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5 Bounding the order of CIS graphs by the product of stability and
clique numbers
5.1 Answering a question of Dobson et. al
We answer the following question of Dobson et al. [12] in the negative.
Question 1. Does every CIS graph G satisfy |V (G)| ≤ α(G) · ω(G)?
In fact, as we show in the next theorem, the order of CIS graphs cannot even be bounded from
above by any linear function of the product α(G)ω(G).
Theorem 5.1. For every positive integer k there exists a CIS graph Gk such that |V (Gk)| > k ·α(Gk) ·
ω(Gk).
Proof. Kim proved in [18] that there exists a positive integer n0 such that for all n ≥ n0, there exists
an n-vertex triangle-free graph Hn such that α(Hn) ≤ 9
√
n log n. We may assume that Hn has no
isolated vertices, since otherwise we can add, as long as necessary, for each isolated vertex v, an edge
joining v with some other vertex. Note that modifying Hn this way does not create any triangles, it
does not change the number of vertices, and it does not increase the stability number.
For a positive integer k, let nk be the smallest positive integer such that nk ≥ n0 and nk ≥
54k
√
nk log nk. Let Gk be the graph obtained from Hnk by the following two-step procedure:
1. First, construct a graph H ′k by gluing a triangle along each edge of Hnk . Formally, V (H
′
k) =
V (Hnk) ∪ {ve : e ∈ E(Hnk)} and E(H ′k) = E(Hnk) ∪ {uve : u is an endpoint of e in Hnk}.
2. Second, let p = 6knk and for each vertex v ∈ V (Hnk) in the graph H ′k, substitute pKp (the
disjoint union of p copies of Kp) for v. Call the resulting graph Gk.
Since Hnk is triangle-free and without isolated vertices, its maximal cliques are its edges. It follows
that the maximal cliques of H ′k are the triangles consisting of the two endpoints of an edge e of Hnk
together with the new vertex ve associated with that edge. In particular, every maximal clique of H ′k
is simplicial, and hence the graph H ′k is CIS.
Clearly, pKp is a CIS graph. Since the class of CIS graphs is closed under substitution [2], we infer
that the graph Gk is also CIS. Its clique and stability numbers can be estimated as follows:
• ω(Gk) = 2p+ 1 ≤ 3p.
A clique in Gk of size 2p+ 1 can be obtained by choosing any edge e of Hnk , taking two cliques
of size p, one from each copy of pKp replacing an endpoint of e in Gk, and vertex v
e. It is not
difficult to see that there are no larger cliques in Gk.
• α(Gk) < 9p
√
nk log nk + n
2
k.
The stability number of the graph obtained from a graph F by substituting a graph Hv into
every vertex v of F equals the maximum total weight of a stable set in the graph F in which
each vertex v ∈ V (F ) has weight equal to the stability number of Hv (see, e.g., [22]). Therefore,
the stability number of Gk equals the maximum total weight of a stable set in the graph H
′
k in
which each vertex v ∈ V (Hnk) has weight p and all other vertices have unit weight. Let S be a
corresponding maximum-weight stable set ofH ′k. Writing S = Sp∪S1 where Sp = S∩V (Hnk) and
S1 = S \V (Hnk), we see that the total weight of Sp is at most p ·α(Hnk), while the total weight
of S1 is at most |V (H ′k) \ V (Hnk)| = |E(Hnk)|. It follows that α(Gk) ≤ p ·α(Hnk) + |E(Hnk)| <
9p
√
nk log nk + n
2
k , as claimed.
Consequently, we have k ·α(Gk) ·ω(Gk) < k ·(9p ·
√
nk log nk+n
2
k) ·3p = p ·
(
27k
√
nk log nk ·p+3kn2k
) ≤
p · (pnk/2 + pnk/2) = p2nk < |V (Gk)|, where the second inequality follows from nk ≥ 54k
√
nk log nk
and p = 6knk, and the last one from |V (Gk)| = p2nk + |E(Hnk)|. This completes the proof.
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5.2 A positive answer for claw-free graphs
In order to show that Question 1 has a positive answer for claw-free CIS graphs, we first show a property
of weighted randomly internally matchable graphs, which follows easily from the characterization of
randomly internally matchable graphs given by Theorem 3.3. For this we need some definitions.
Given a weighted graph (H,w) and a set X ⊆ E(H), we denote by w(X) the total weight of edges
in X, that is, w(X) =
∑
e∈X w(e). Given a vertex v ∈ V , we denote by E(v) the set of all edges
having v as endpoint, and define its weighted degree as dw(v) =
∑
e∈E(v) w(e). We denote by ∆w(H)
the maximum weighted degree of a vertex in H. The maximum size of a matching in a graph H is its
matching number, denoted by ν(H). A maximum matching in H is a matching of a size ν(H).
Lemma 5.2. Let (H,w) be a weighted graph such that H is a connected randomly internally matchable
graph. Then w(E(H)) ≤ ∆w(H) · ν(H) .
Proof. By Theorem 3.3, H satisfies one of the following conditions: (i) H ∼= K2n for some n ≥ 1,
(ii) H ∼= Kn,n for some n ≥ 1, or (iii) H is a leaf extension of some n-vertex graph H ′. It is not
difficult to see that in either case, the matching number of H equals n. Hence, we want to show the
inequality w(E(H)) ≤ n ·∆w(H). If H ∼= K2n, then 2w(E(H)) =
∑
x∈V (H) w(E(x)) ≤ 2n ·∆w(H). If
H ∼= Kn,n, with a bipartition {X,Y }, then w(E(H)) =
∑
x∈X w(E(x)) ≤ n ·∆w(H). Finally, if H is
a leaf extension of some n-vertex graph H ′, then w(E(H)) ≤∑x∈V (H′) w(E(x)) ≤ n ·∆w(H). Thus,
in either case, the desired inequality holds.
From Lemma 5.2 we derive one more intermediate lemma.
Lemma 5.3. Let H be a connected triangle-free multigraph and let G = L(H). If G is CIS, then
|V (G)| ≤ α(G) · ω(G).
Proof. Let (H,w) be a weighted graph such that H is a connected triangle-free graph, and assume
that G = L(H,w) is CIS (cf. Section 2.1). Let G′ = L(H) be the usual line graph of H. It is not
difficult to see that G can be obtained from G′ by substituting, for each vertex v ∈ V (G′), a clique of
size w(ev) where ev is the edge of H corresponding to v. Since G is CIS if and only if G
′ is CIS (see,
e.g., [8]), we infer that G′ is CIS. By Corollary 3.2, H is randomly internally matchable. Since H is
connected, Lemma 5.2 implies that w(E(H)) ≤ ∆w(H) · ν(H).
Clearly, the stability number of G is given as α(G) = α(L(H,w)) = α(L(H)) = ν(H). Moreover,
the clique number of G is the maximum weight of a clique in L(H) with respect to the weight function
assigning to each vertex v ∈ L(H) weight w(ev), where ev is the edge of H corresponding to v. Since
H is triangle-free, every clique in L(H) corresponds to a set of edges in H with a fixed common
endpoint. It follows that the clique number of G equals the maximum weighted degree ∆w(H). Since
also |V (G)| = w(E(H)), the inequality w(E(H)) ≤ ∆w(H) · ν(H) implies that |V (G)| ≤ α(G) · ω(G),
as claimed.
Theorem 5.4. If G is a CIS claw-free graph, then |V (G)| ≤ α(G) · ω(G).
Proof. Suppose for a contradiction that the theorem fails and let G be a counterexample with the
smallest possible number of vertices. That is, G is a claw-free CIS graph such that |V (G)| > α(G) ·
ω(G), but every smaller claw-free CIS graph G′ satisfies |V (G′)| ≤ α(G′) · ω(G′).
First we show that G is connected. Suppose not, and let G be the disjoint union of two graphs G1
and G2. Then each of G1 and G2 is a smaller claw-free CIS graph, therefore |V (Gi)| ≤ α(Gi) · ω(Gi)
holds for i ∈ {1, 2} by the minimality of G. We have ω(G) = max{ω(G1), ω(G2)}. Without loss
of generality we may assume that ω(G) = ω(G1) ≥ ω(G2). We thus have |V (G)| = |V (G1)| +
|V (G2)| ≤ α(G1) · ω(G1) + α(G2) · ω(G2) ≤ (α(G1) + α(G2)) · ω(G1) = α(G) · ω(G). Hence, G is not
a counterexample. This contradiction shows that G is connected.
Next, we show that G is co-connected. If not, then G is the disjoint union of two smaller graphs H1
and H2. Since G is CIS, we have that both H1 and H2 are CIS. Therefore H1 and H2 are CIS claw-free
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graphs of smaller order than G, which implies |V (Hi)| ≤ α(Hi)·ω(Hi) for i ∈ {1, 2}. Similar arguments
as above show that |V (G)| = |V (H1)|+ |V (H2)| ≤ α(G) · ω(G) = α(G) · ω(G), a contradiction. Thus,
G is co-connected.
Now, since G is a connected and co-connected claw-free CIS graph, Corollary 4.3 implies that G is
the line graph of a connected triangle-free multigraph. By Lemma 5.3, we have |V (G)| ≤ α(G) ·ω(G),
implying that G is not a counterexample. This contradiction completes the proof.
6 An open question
Question 1 has been answered in the negative. The following relaxation of it is still open.
Question 2. Is there an integer k such that every CIS graph G satisfies |V (G)| ≤ (α(G) · ω(G))k?
A graph class G is said to satisfy the Erdo˝s-Hajnal property if there exists some ε > 0 such that
max{α(G), ω(G)} ≥ |V (G)|ε holds for all graphs G ∈ G. The well-known Erdo˝s-Hajnal Conjecture [13]
asks whether for every graph F , the class of F -free graphs has the Erdo˝s-Hajnal property. The
conjecture is still open (see [9] for a survey). It is not difficult to see that, using this terminology,
Question 2 can be equivalently phrased as follows.
Question 3. Does the class of CIS graphs have the Erdo˝s-Hajnal property?
Note, however, that it is possible that Question 3 bears only superficial resemblance with the
Erdo˝s-Hajnal Conjecture. This is because every graph is an induced subgraph of a CIS graph (see,
e.g., [2]); furthermore, for a graph F , the class of F -free graphs is a subclass of the class of CIS graphs
if and only if F is an induced subgraph of P4. It is thus in principle possible that the Erdo˝s-Hajnal
Conjecture is true, while Question 3 has a negative answer, or vice versa.
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