In this paper we propose a new steganographic algorithm based on Matching Pursuit image decomposition. Many modern approaches to detect the presence of hidden messages are based on statistical analysis, preferably on the analysis of higher-order statistical regularities. The idea behind this work is to adaptively choose the elements of a redundant basis to represent the host image. In this way, the image is expressed as the composition of a set of structured elements resembling basic image structures such as lines, corners, and flat regions. We argue that embedding the watermark at this, more semantic, level results in a lower modification of the low-level statistical properties of the image, and hence in a lower detectability of the presence of the hidden message.
INTRODUCTION
The main goal of any steganographic algorithm is that of hiding a message within an innocuous signal in such a way that the very presence of the hidden message remains secret. The opposite effort of determining the presence of a hidden message within a cover signal is carried out by steganalyzer programs. Blind steganalyzers do not know the steganographic technique used to hide the message, hence they rely on a statistical analysis to understand whether a given signal contains hidden data or not, however this analysis disregards the semantic content of the cover signal. Given the observation above, it may be argued that, from a steganographic point of view it is preferable to embed the watermark at higher semantic levels, e.g. by modifying structural elements of the host signal like lines, edges or flat areas in the case of still images. A similar necessity has been recognized by modern image representation and compression techniques. As a matter of fact, the goal of any compression algorithm is to describe the main semantic features of the image without considering noise-like details. To this aim a new class of image representation methods has been developed that rely on redundant bases decomposition. In practice a dictionary with a large number of elementary signals (called atoms) is built. The use of a highly redundant dictionary ensures that, for each image, a subset of few atoms permitting to represent the image efficiently exists. The problem, then, boils down to the construction of the dictionary and, more importantly, to the definition of an efficient procedure to select the best subset of atoms for each image. The Matching Pursuit (MP) technique uses a greedy algorithm to select this subset and to represent the image through it. As a main result MP schemes permit to decompose images very efficiently by describing the main features of picture's semantic.
In this paper we propose a new steganographic method, called MPSteg, that hides the stego-message into some selected coefficients of the MP representation of the cover image. In this way the hidden message is embedded at a higher semantic level and hence it should be more difficult for a steganalyzer to detect it. To actually build a steganographic technique based on MP decomposition several problems need to be solved including: i) the choice of a suitable dictionary, ii) the setting up of a synchronization mechanism that ensures that the MP decomposition performed by the decoder coincides with that performed by the embedder, iii) the choice of a suitable embedding strategy that does not degrade the visual appearance of the image. In this paper we present our solutions to the above problems and demonstrate the validity of the approach behind MPSteg by comparing the detectability of the MPSteg-message with that of some of the best steganographic techniques available in the literature 1, 2 . Detection of the hidden messages is carried out by means of a steganalyzer recently proposed by Holotyak and Fridrich 3 .
The rest of the paper is organized as follows. In section 2, a brief introduction to redundant basis decomposition and Matching Pursuit is given. In section 3, the dictionary used for our implementation of the MP algorithm is described. In section 4, the particular selection rule used in our system is detailed. The basic MPSteg algorithm is described in 5, whereas some minor implementation details are reported in section 6. Section 7 presents the experimental results we obtained. These results are then discussed in section 8 where some directions for future work are also given.
INTRODUCTION TO MP IMAGE DECOMPOSITION
The main idea behind the use of redundant bases with very large number of elements is that for any given signal it is likely that a few elements of the basis may be found that are enough to properly represent the signal. Of course, since the number of signals in the basis greatly exceeds the size of the space the host signal belongs to, the elements of the basis will no longer be orthogonal as in standard signal decomposition. In the case of still images, for example, since any image can be properly modelled as a piecewise smooth 2D signal with singularities, an appropriate choice of elements of the basis allows to obtain a sparse representation. In this class of problems, the elements of the redundant basis are called atoms, whereas the redundant basis is called the dictionary, and is indicated as D:
where g n is the n-th atom. Let I be a generic image, we can describe it as the sum of a subset of elements of D:
where c k is the specific weight of the k-th atom, and where as many c k as possible are zero. There are no particular requirements concerning the dictionary: in fact, the main advantage of this approach is the complete freedom in designing D which can then be efficiently tailored to closely match signal structures. Due to the non-orthogonality of the atoms, the decomposition in equation (2) is not unique, hence one could ask which is the best possible way of decomposing I. Whereas many meanings can be given to the term best decomposition, the following optimization problem is usually considered:
where |C 0 | is the number of zero entries in the sequence {c k }. Unfortunately this is known to be a NP-hard problem 4 .
More frequently, for instance in compression applications, it is only necessary that a suitable approximation of the image I is obtained. In this case it is useful to define the residual signal R n as the difference between the original image I and the approximation obtained by considering only n atoms of the dictionary:
where γ k ties the atom identifier to the k-th position of the decomposition sum.
Given the above definitions, the best approximation problem can be restated as follows:
where ε is a predefined approximation error. Note that the squared Euclidean norm may be replaced by any other norm, e.g. by adopting the infinity norm, the maximum distance between I and I n is considered. Like the problem expressed in (3) the above minimization is a NP-hard problem, due to the non-orthogonality of the dictionary. Although there are some algorithms which can decrease the complexity, they find only a suboptimal solution that depends on the particular decomposition path. We can therefore obtain an arbitrary error of approximation with different subsets of atoms (decomposition path). Matching Pursuit (MP) is a greedy method that permits to decrease the above NP problem to a polynomial complexity 5 .
MP works by choosing, at the k−th step, the atom g γ k ∈ D which minimizes the MSE between the reconstructed image and the original image, i.e. the atom that minimizes R n 2 . While MP finds the best solution at the each step, it generally does not find the global optimum. It is at times convenient to rephrase MP as a two-step algorithm. The first step is defined through a selection function that, given the residual R n−1 at the n-th iteration, selects the appropriate element of D and its weight:
where S is a particular selection operator. The second step simply updates the residual. Note that at each step the initial image I can be written as:
As a first step, the MP algorithm extracts the atom that best describes the initial image and successively those that best describe the residual. The higher the cardinality of D, the more likely MP will find an appropriate atom that completely describes the image.
Given a dictionary, MPSteg works by first decomposing the host image with the MP algorithm and then embedding the watermark into a subset of the coefficients of the selected atoms. To go on we need to define a dictionary and a selection rule.
DICTIONARY
There are several ways of building a dictionary. Discrete-or real-valued atoms can be used and an atom can be generated manually or by means of a generating function. In classical MP techniques applied to still images 6 , the dictionary is built by starting from a set of generating functions that generate real-valued atoms. Real-valued atoms has the disadvantage that after the first decomposition step, the approximation and the residual are real-valued. In the same way, the watermarked image will in general be real-valued, henceforth a rounding error is introduced when the watermarked image is projected back into the pixel domain. This may be a problem in steganographic applications, where the modification introduced by the hidden message is so weak that the rounding error may be strong enough to damage the watermark (or to alter the order in which the atoms are chosen). For this reason we decided to work with integer-valued atoms having integer-valued coefficients (see section 4 for a detailed description of how the coefficients of the MP decomposition are computed).
With the above ideas in mind, and by noting that we aim at embedding the watermark at a semantic level, the dictionary was built by considering elements describing uniform areas, contours, lines, edge C-junctions, H-junctions, L-junctions, T-junctions and X-junctions. Each atom is formed by pixels whose value is either 0 or 1. In order to keep the computational reasonably low, MP decomposition is applied to 4 × 4 non-overlapping blocks, hence the size of each atom is 4 × 4 pixels. In Figure 1 a subset of the atoms forming the dictionary used in this work is shown. As desired, the dictionary allows to describe images as a combination of semantic elements such as uniform areas or contours. With such a dictionary, the image can be described as a linear combination of several semantic (geometric) elements.
MP SELECTION RULE
In order to define a suitable selection rule two facts must be taken into account. First of fall, as we said in the previous section, it is desirable that atom coefficients take only integer values. Secondly, we should observe that the insertion of the watermark may alter the order in which the atoms are chosen by the MP algorithm: we refer to this phenomenon as atom instability. This is a problem for the decoder that may work on different atoms than the embedder hence failing to correctly read the hidden message * . Atom instability is worsen by the non-orthogonality and redundancy of the dictionary: the decomposition path depends strongly on the k-residual at the k-th step of the decomposition, rather than on the global image features. For instance, considering the highest correlation with the atoms of the dictionary may give the best solution at a specific step but there may be several suboptimal alternatives very closed to the optimum. After watermark insertion, the selection rule of MP can select a different atom of different weight for a residual slightly different from the corresponding residual of the original image. The selection rule that we used is explicitly designed to reduce atom instability and to produce integer-valued coefficients.
As we said, the selection function has two inputs: a redundant basis and a positive, integer-valued image. The function returns the atom identifier and its weight. If we remove the specific atom with its relative weight from the image, then another image without the possibility of choosing a previously extracted atom from D must be obtained. At the same time, the atom selected by S(·) must either be the best approximation of the image or the relative residue has to be the lowest in terms of the sum of the elements of the current residual.
We can formalize this concept in a mathematical description of the selection function at the k-th step:
where R k (i,j) denotes the element at position (i, j) of R k and where c k is chosen as follows:
We found that the above selection rule, in addition to providing positive integer-valued residuals and approximated images, produces more stable atoms in comparison to a simple projection of the atoms on a partial residual. Even if the MP decomposition is a linear complexity algorithm, it is very onerous in terms of numbers of arithmetic operations. This is the reason why we decided to partition the image into blocks of 4x4 pixels and apply the MP algorithm to these sub-blocks.
MPSTEG
In this section we give a detailed description of the MPSteg algorithm.
The MP decomposition outlined above allows to write the initial image as a discrete weighted sum of integer-valued elements of a redundant basis plus a residual:
MPSteg embeds the secret message in this domain. To do so it uses the classical DM algorithm 7 whereby embedding is achieved by quantizing the host feature vector according to a set of predefined quantizers. We take c = (c 2 , . . . , c n ) as feature vector with n indicating the decomposition level (note that the first atom is not considered for visibility reasons): let c w,k be the k-th quantized (marked) coefficient. The stego-image is built by starting from c w :
12) * Note that in image compression, where the image is reconstructed from a list of weighed atoms, the fact that a successive decomposition generates a different list of atoms is not a problem.
To read the hidden message, I s is decomposed again into n atoms, and the centroid closest to each quantized coefficient is found. The quantizer the centroid belongs to determines the value of the hidden message's symbol. We adopted either a 3-level or a 4-level DM, whereby each atom conveys one character corresponding to 1.5 or 2 information bits.
As a first general remark we must observe that due to the non-orthogonality of the elements of the dictionary and to the particular selection and update rule, a modification of the k-th atom influences the subsequent decomposition path. Therefore extracting the first n atoms and successively applying DM to the whole coefficient vector would result in a decoding error, since due to watermark insertion the reader will likely adopt a different decomposition path. For this reason only one coefficient at a time can be modified. Embedding longer messages into a larger number of coefficients may be carried out by means of the following recursive procedure:
To embed a single character into a single atom:
-extract the first atom from the host feature sequence -apply DM to watermark the atom's coefficient -reconstruct the image with the marked coefficient
To embed a $n$-long message into $n$ coefficients: -embed an $n-1$ long message; -extract $n$ atoms from the stego-image containing n-1 characters -apply DM to the coefficient of the n-th atom -reconstruct the image with the marked coefficients Of course the above procedure, coupled with the complexity of the MP algorithm (and the synchronization mechanism introduced below) is very onerous, hence making it necessary to apply the MPSteg algorithm to image sub-blocks.
A second, even more serious problem, is that the length of the embedded message depends heavily on the host block. There are two main reasons making message length adaptivity necessary.
First of all, the length of a message that can be embedded depends on the block content. For example, if we consider a block formed by a single atom it is evident that MP extracts only a non-null coefficient. If we want to embed a two character-long message, the first zero coefficient must be altered as well. Modifying a null coefficient would mean adding a new atom, however adding new atoms to a block is not desirable since in this way new structures are introduced in the image thus risking to make the hidden message visible.
The second problem derives from the so called atoms instability, i.e. on the possibility that the watermark insertion alters the decomposition path followed by the MP algorithm. Let us consider a block formed by two orthogonal atoms the former with a slightly larger coefficient than the latter. It may be possible that the DM algorithm, in accordance with the secret message, decreases c 1 and increases c 2 , as to obtain c 2 > c 1 . Unfortunately, during the next decomposition (performed at the reader's end), MP extracts firstly the second atom with an evident loss of synchronism between the embedder and the reader. Each block is then characterized by a maximum number of stable atoms that can host the message, and this number will heavily depend on the block at hand and on the to-be-hidden message.
Message length adaptivity requires that the embedder communicates to the reader how long the hidden message is (on a block by block basis). Or, as in our case, a mechanism must be envisaged whereby the reader can evaluate by itself such a length. It is worth noting that the latter is not a trivial task since, in general, the embedder and the reader work on different images: the original image the former, the marked image the latter.
In order to describe how we solved the above problems, we will consider the two procedures any steganographic algorithm consists of. The first occurs at the encoder's side when the hidden message is embedded, while the second occurs at the receiver's end when the hidden message is extracted. Remember that to decrease the computational complexity of the MP algorithm, the initial image is partitioned into blocks of size 4 × 4. For each of these, a variable number of characters is inserted, namely the maximum number of characters that preserves the stability of the MP decomposition.
The basic idea is that both the embedder and the reader evaluate the number of stable atoms thus agreeing on the number of coefficients modified for each block. This operation is performed by a module called Stability Analyzer (SA). The SA works by trying to embed a predefined message (a string of zeros in our implementation) within the image one character at a time and by re-applying the MP algorithm to check whether the decomposition path has changed due to watermark insertion. The maximum number of atoms that can be modified in this way (i.e. by inserting a string of zeros) is called the Stability Number (SN) of the block. To account for the fact that the embedder works on the original image that is not available to the reader, the SA must work on the watermarked blocks. However how can the watermarked blocks be built before knowing how many bits can be embedded within them, i.e. without knowing the SN ? To exit this apparent deadlock an iterative (rather complex) procedure is adopted: the embedder inserts characters into the block until the SA response is not equal to the actual length of the embedded message. More precisely, the following pseudo-code explains the core of this iterative procedure: StegoBlock = Block ne = 0 nc = 0 while not(nc = SA(StegoBlock)) ne = ne+1 StegoBlock = embed(Block, ne) nc = check(StegoBlock,ne) end ML = nc where ne is length of the embedded message, nc is the number of embedded characters that are correctly read by the reader, embed is the embedding procedure and check is a procedure that returns the number of embedded bits that are correctly read by the reading module † . At the end the message length ML is obtained together with a StegoBlock containing exactly ML characters. There are certain cases in which the above procedure does not converge, e.g. when the number of correctly read characters does not increase with ne, that in this way never reaches the value returned by the SA. To avoid entering an infinite cycle, when ne exceeds a predefined value (16 in our case), the cycle is ended, and the initial block is slightly perturbed by adding some noise, then the above procedure is run again ‡ . At the receiver's side the receiver applies only the SA procedure which returns the right message length, hence making it possible a a correct extraction of the hidden message.
Some minor modification of the basic algorithm described above are detailed in the following section, where some more details about the actual implementation of MPSteg are given.
IMPLEMENTATION DETAILS
In steganography the stego-image has to be as identical as possible to the original image. When an intercepter views the image goes from the sender to the receiver, he must not suspect that it is hosting a message. If he thinks that an image contains a secret message, the steganography method has failed. The aim of all steganography methods is to be invisible to the human eye as well as to statistical analysis techniques. In the above description we pointed out how it is possible to embed a secret message into an image and how to design the algorithm to correctly synchronize and extract the subsets of atoms containing the information. In the following, we describe a few modifications we made to to improve the invisibility of our technique.
To start with, let us recall that the redundant bases and the MP algorithm have been introduced for image representation and, more specifically, in order to represent an image with a small number of atoms. The first atoms selected by MP, then, are able to describe most of the image compared to the remaining residual. For each block, we observed that a great deal of the energy of the block is extracted by the first atom. For this reason, when the DM modifies the first atom, this modification is more perceptible to the human eye, hence to improve the invisibility, MPSteg does not mark the first atom.
A second important property of MPSteg is its adaptability. Our idea of a powerful steganographic method is to be able to embed a message within a semantic structure to make it more difficult for an accurate statistical analysis to identify altered images. For this reason, our dictionary was chosen to be able to represent flat areas or edges. In uniform blocks, † In fact, the check procedure returns the number of consecutive correct bits.
‡ Of course there's no guarantee that for the modified block the algorithm will converge, however after many extensive tests such a situation never occurred.
only a flat atom is semantically relevant, whereas the others describe residual noise only. If the embedder procedure changes a noise in a uniform area, the human eye perceives the change. To avoid this problem, MPSteg does not modify coefficients that are below a specific threshold, since nearly zero coefficients describe noise features. Experimental results showed that by using this threshold, the message is embedded only where the block has some relevant structures.
One last problem is linked to the maximum number of characters that MPSteg embeds in a block. At times there can be over ten stable atoms. Of course we could embed a number of characters equal to the number of stable atoms, but this conspicuous alteration by the DM algorithm usually introduces visible artifacts. Moreover, the MP algorithm is highly onerous in terms of execution time and on the sender's side the embedding procedure calls MP many times. In order to improve MPSteg invisibility and execution time, we set a threshold which limits the size of each coefficient vector.
EXPERIMENTAL RESULTS
We executed several tests on a set of 600 grey-level 256 × 256 images. A subset of 400 images are used for training set and 200 image for testing. Images were acquired and stored in raw format. The MP algorithm was applied to blocks of 4 × 4 pixels. The dictionary contained 32 centered atoms of 4x4 pixels, plus all possible shifts. Thus the MP algorithm worked with 512 atoms. The threshold MPSteg used to left atoms with small weighs unchanged was set to four. With this threshold, MPSteg is imperceptible to the human eye. Two types of messages were embedded within images. The first type is a ternary-symbol message, while the second type is a message with four symbols. To increase the payload, in the first type of test we set the maximum level of decomposition to five, while in the second type the maximum level of decomposition was set to four.
To test the new steganography technique the steganalysis tool developed by Holotyak and Fridrich 3 was used. This tool was used to compare MPSteg with ±1 adaptive and non-adaptive embedding schemes with the same payload. The ±1 adaptive embedding, by the nature of +-1 changes, embeds a ternary symbol within each pixel, i.e. it is possible to embed one symbol at each pixel x by making sure that x mod 3 is equal to a ternary message symbol. Thus, on the average, it is possible to embed log23 2/3 = 2.377 bits per pixel change, or equivalently, it is needed 0.42 changes to embed one bit. The adaptivity for each image is achieved by changing the payload in according to the MPSteg payload. Instead, the ±1 non-adaptive embedding 2 exploits a ternary Hamming code to embed the stego message. Specifically, m ternary symbols are embedded in 1−3 −m bits per embedding change. The ±1 non-adaptive scheme based on wet paper coding is an extremely powerful technique for small payloads, hence it represents a valid benchmark to evaluate the validity of MPsteg.
In the first test (ternary DM) we obtained a payload of 0.131 bpp. The average PSNR that MPSteg obtained was 55.768 dB, adaptive ±1 embedding resulted in a PSNR 68.721 dB, whereas a PSNR of 73.242 dB was obtained with the non-adaptive scheme. Our results show that the new algorithm performs much better than ±1 adaptive embedding: the accuracy of ROC curves 8 on the training set of 400 images was 0.148 for MPSteg and 0.493 for adaptive steganography. Non-adaptive steganography was carried out by modifying the payload of ±1 steganography. Due to the wet-paper paradigm, only 0.0233 * 0.131 0.003 changes per pixel were necessary to embed the hidden message. The accuracy of the non-adaptive method was 0.058. Figure 2(a) represents the three ROC curves generated by the steganalysis algorithm.
Similar results were obtained with the second test in which four-symbol messages were embedded. In this case MPSteg can embed at a payload of 0.164 bpp. The average PSNR was smaller in this case: 50.395 dB for MPSteg, 63.216 dB for ±1 adaptive embedding and 70.590 for the ±1 non-adaptive scheme. The Figure 2(b) shows ROCs curves of MPSteg and the other two schemes. The results we obtained show that the MPSteg is again less identifiable than ±1 adaptive embedding: the accuracy of ROC curves on the training set of 400 images was 0.218 for MPSteg and 0.586 for adaptive steganography. Non-adaptive steganography was carried out by modifying only 0.0344 * 0.164 0.005 pixels. The accuracy of the non-adaptive method was 0.106.
DISCUSSION AND CONCLUSION
In this paper we introduced a new paradigm for image steganography based on redundant basis image decomposition and Matching Pursuit. By means of a prototypal implementation of our idea, we demonstrated the validity of the newly proposed approach. To do that, we compared the MPSteg scheme with classical ±1 embedding improved by means of the powerful wet-paper approach to message embedding. 2 Despite of enormous penalty MPSteg has to pay in terms of PSNR (more than 10 dB with respect to plain ±1 embedding and almost 20 dB with respected to the wet-paper coded version of ±1 embedding) its performance in terms of invisibility with respect to sophisticated steganalysis are very good, in that the message embedded by MP-steg is by far less detectable than that embedded by plain ±1 embedding and it almost reaches the performance allowed by the wet-paper coded version of ±1 embedding.
The results we obtained encourage new research in MP-domain steganography. Specifically, a number of improvements of the basic algorithm described here can be conceived. First of all, it is necessary to simplify the synchronization mechanism, to reduce the computational complexity of MPSteg (as it is now the watermarking of a single 256 × 256 takes about 30 minutes). Secondly, an additional level of security must be introduced. So far, in fact, a fixed dictionary is used, hence making it rather easy to conceive a steganalyzer specifically designed to detect the MP-stego-message. Possible solutions consist in making the dictionary depend on a secret key, or in randomizing the image partition into sub-blocks. A further way to improve, possibly in a significant way, the performance of MPSteg is to apply the wet paper coding paradigm to it. Before doing so, however, it should be observed that in MPSteg the length of the host feature vector is rather low, thus making the application of powerful channel coding problematic.
