In this paper, we consider the problem of estimation of semi-linear regression models.
Introduction
A major difficulty with full maximum likelihood estimation of multiparameter models is that it can result in poor estimates in some circumstances. There is a problem of potentially biased estimates arising from the joint estimation of multiple parameters. A good example is the estimate of the variance of the disturbances in the classical linear regression model. In this case, the maximum likelihood estimator is known to be biased and a simple correction is needed to make it unbiased in small samples. This is because the regression coefficients are nuisance parameters when it comes to estimating the variance. For further discussion of the problems of joint estimation of multiple parameters, see Neyman and Scott (1948) , Anderson (1970) and Cox and Hinkely (1974) . There is a vast amount of literature on the satisfactory handling of nuisance parameters, see for example, Fraser (1967) , Kalbfleisch and Sprott (1970, 1973) , Bellhouse (1978) , King (1983) , Barndorff-Nielsen (1983) , Lehmann (1986) , Cox and Reid (1987) , Tunnicliffe Wilson (1989) , McCullagh and Tibshirani (1990) , Ara and King (1993, 1995) , Ara (1995) , and King (1998, 2001) .
One approach that has received a good deal of attention in the literature is the concept of the marginal likelihood which was first introduced by Fraser (1967) , and further developed by Kalbfleisch and Sprott (1970) . The main idea is to transform the data vector to another random vector, a subvector of which has a likelihood (marginal likelihood) that only involves the parameters of interest and the remainder of which contains no information about those parameters. There is a lot of evidence in the literature that the use of marginal likelihood methods can produce more accurate estimates and, in particular, less biased estimates. See for example Cooper and Thompson (1977) , Kitanidis and Vomvoris (1983) , Kitanidis (1983 , 1987 ), Hoeksema and Kitanidis (1985 and Kitanidis and Lane (1985) , Cordus (1986) , Tunnicliffe Wilson (1989) , Bellhouse (1991) , Shephard (1993) , Ara (1995) , Ara and King (1993, 1995) , Laskar and King (1997) and Rahman and King (1998) .
The use of invariance arguments has been a useful method for dealing with some of the problems caused by nuisance parameters, particularly for hypothesis testing. The approach involves noting that the testing problem is invariant to a certain class of transformations on the observed data vector and then requiring the chosen test to also be invariant to such transformations. A key device for test construction is the maximal invariant statistic. It is a vector function of the data vector that takes the same value for data vectors that can be connected by a transformation and different values for those data vectors that cannot be connected by a transformation. Thus the class of all invariant test statistics corresponds to the class of functions of the maximal invariant. This allows us to treat the maximal invariant as the observed data when designing a new test. The density function of the maximal invariant can be treated as a likelihood for this purpose.
This function is known as the maximal invariant likelihood (MIL) function. Ara (1995) showed that the marginal likelihood function and the likelihood of the maximal invariant statistic are equivalent in the case of nonspherical disturbances in the linear regression model. In the context of a linear regression model with a non-linear additive component, Bhowmik and King (2001) 
Theory
Our interest is in the following semi-linear model
where is an y n × 1 vector, is an X 1 n q × nonstochastic matrix, is an n X 2 p × nonstochastic matrix of n observations on p variables and g X ( ,
β is a non-linear function of the r × 1 parameter vector β 2 and . Note X 2 r and p are different for ,.] is the confluent hypergeometric function, which has the form
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P is an matrix such that m n × PP I m ′ = , ′ = P P M 1 and m n q = − .
Let us also consider the following slightly more specific semi-linear model,
Our aim is to use these two likelihood functions for the estimation of the non-linear parameters. A maximal invariant is a random vector and therefore the use of its density as a likelihood means that resultant estimators will have the usual asymptotic properties that have been demonstrated for the classical likelihood (see Lehmann 1983 , Stuart and Ord 1991 .
As mentioned earlier, the two-step estimation process involves estimating the non-linear component parameters by maximising the MIL function or equivalently the log of MIL.
For the MIL2 function (2.11), the log likelihood function is
β 3 with respect to β 3 .
Empirical comparisons
In order to compare the small sample performance of the three estimators, we conducted a simulation study outlined below.
Experimental design
We evaluated the different estimation methods on the following three semi-linear models, namely
Model (3.1) is a non-linear money demand function used by Konstas and Khouja (1969) , where = quantity of money demanded, K t V t = national income, = rate of interest, R t γ , β and α are three unknown parameters such that 0 < < ∞ α , β > 0 and γ > 0 .
Model (3.2) was given by Gallant (1975) , where , and are three input variables, For model (3.2), Gallant (1975) , used simulated data for , and . In our study,
was independently generated from For each case, 2000 iterations were used to simulate the distributions of the estimators.
We used two sample sizes, n and = 30 n = 60 . In order to maximise the likelihood functions, the Gauss (see Aptech 1995) Co-optimisation routine was used.
From the simulations, we recorded estimated bias, standard deviation, mean squared error and quantiles (5%, 50% and 95%) of the three different estimators (FML, MMIL1
and MMIL2) of the non-linear parameters of the three different models.
The question of existence of second-order moments of estimators
There is an issue of whether the second-order moments of the estimators exist. If they do not exist then our estimates of SD and MSE are meaningless because they will be finite estimates of infinity. The possibility of the estimator having an infinite variance can be revealed by running the simulations for a range of different numbers of
iterations. An infinite variance would be reflected in the estimate of SD increasing with the number of iterations. We examined this by running simulations for different numbers of iterations for each of the models, namely 500, 2000, 5000, 7000, 10,000 and 15,000. In this simulation experiment, we used only one set of values for the parameters for each of the models. These were γ = 0 5 . , β = 01 . , α = 0 05 . , for model = 30 and n were used.
= 60
The resultant estimates of the SD are presented in Table 1 . They show that SDs for model (3.1) for each of the methods, (FML, MMIL1 and MMIL2) are stable for different numbers of iterations and for both sample sizes ( n = 30 and n ). For model (3.2), we notice that from the use of the FML, MMIL1 and MMIL2 methods, estimates of SD for the non-linear parameter decrease slightly when the number of iterations is increased, especially for the larger numbers of iterations (7000, 10,000 and 15,000). Similarly for model (3.3), we observe a small decrease in SD estimates for both of the sample sizes when the number of iterations is increased. Therefore, the SD results in Table 1 confirm that the second-order moments of the estimators exist, at least for the models we considered.
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Simulation results
Estimated bias, standard deviation, mean squared error (MSE), quantiles (5%, 50%, and Results reported in Table 3 show that in most cases, an MMIL estimator (MMIL1 or MMIL2) has a lower SD than the FML estimator for both sample sizes, particularly for the parameters in the non-linear component. For the linear parameters, sometimes we have a reduction in SD from using an MMIL estimator in place of the FML estimator but in most cases, the SDs of the MMIL estimators and the FML estimator are almost the same.
We see that bias and SD results for the parameters in the non-linear component both decrease when the MMIL estimator is used and as a result, the MSE also decreases. The results in Table 3 show that for the parameters in the non-linear component and for When we compare the MMIL1 and MMIL2 estimators, their performance is more or less equal. However, MIL1 is a complicated mathematical function and, for our simulations, the MMIL1 estimator was more time consuming to apply. Therefore, we recommend the MMIL2 estimator ahead of the MMIL1 estimator because it is straightforward and more easily applied. .049
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