ABSTRACT In this paper, the observer-based leader-following output consensus problem is investigated for high-order nonlinear multi-agent systems with a distributed event-triggered mechanism. The system dynamics are described as a strict-feedback form and satisfy the Lipschitz condition. Both the eventtriggered communication scheme and the sampled-based communication scheme are considered to solve the output consensus problem. First, a distributed event-triggered strategy is developed by using the dynamic output-feedback control method for the event-triggered communication scheme. With the complicated event-triggered strategy, some critical techniques are used to achieve that all the sampling intervals have a positive lower bound. Thus, Zeno behavior is excluded. Then, an event-triggered output consensus protocol is proposed with a sampled-based monitoring scheme, where the monitoring instants only happen at the sampling instants. By using the Lyapunov stability theorem, it is proved that all the output tracking errors converge to zero exponentially when the design parameters are chosen properly for both these two cases. Also, we get that it does not need all agents to be triggered synchronously. Finally, the two simulation examples are considered to show the efficiency of the consensus protocols.
I. INTRODUCTION
Nowadays, considerable attention of multi-agent systems (MASs) is taken because of the broad applications such as complex network [1] , formation control [2] , flocking problem [3] , containment control [4] , and the references therein. Among them, consensus, that is, all agents reach a common value by exchanging the information between their neighbors, is a long-standing area of research [3] . To decrease operation and increase robustness, the distributed approach which does not need a central station to control all agents is commonly adopted for MASs. Noticeably, abundant achievements about distributed consensus algorithms are obtained
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because of its wide applications [5] - [8] . For second-order MASs in [5] , a sufficient and necessary condition is addressed to ensure the positions and velocities achieve consensus. In [6] , a consensus problem is studied for linear MASs with a directed network topology. With switching topologies, distributed consensus tracking is discussed for MASs with Lipschitz-type node dynamics in [7] . Based on finite-time control, a robust consensus problem is investigated for nonlinear MASs [8] . It should be noted that one drawback in the above results is that all agents are required to communicate continuously with their neighbors. Unnecessary information transmission produces excessive power-consumption and leads to communication congestion.
In order to reduce the number of information communication, kinds of mechanisms are figured out to abandon continuous communication such as sampled [9] , selftriggered [10] and event-triggered [11] control schemes. In sampled-data control, the controller of each agent is updated at discrete time instants. Sampled control schemes which include periodic sampling and aperiodic sampling are adopted in many results [12] - [16] . By proposing a distributed event-triggered strategy, the controller is only updated when the defined event occurs and many instructive results are reported recently [17] - [20] . Based on state estimates of neighboring agents, a novel distributed event-triggered communication mechanism is designed to investigate the consensus problem of the leader-following high-order MASs in [17] . In [18] , the authors address consensus problem for heterogeneous first-order MASs by using event-triggered control protocols. For general linear MASs with an eventbased control protocol, a consensus problem is addressed in [19] . Based on an event-triggered mechanism, consensus in [20] is studied for nonlinear discrete-time MASs with external disturbances. It is certified in [21] and [22] that an event-based mechanism has a better performance in reducing the frequency of updates for all controllers than sampleddata control. But, it is desirable that the need of continuously checking the triggering conditions should be avoided when agents communicate with neighbors by using eventtriggered control. In [23] and [24] , self-triggered algorithms are proposed to avoid the continuous monitoring of measurement errors. But, the drawback of self-triggered mechanism is that more computation burden is produced due to the complexity of the triggering strategies and the self-triggered algorithms. Moreover, in comparison with the event-triggered communication mechanism, it is shown in [25] - [27] that the average release period is often smaller than the one with a self-triggered communication mechanism in the controllers. Therefore, as shown in [28] - [33] , combining event-triggered control and sampled-data mechanism is an effective way to guarantee a desired performance and reduce the number of communication exchanges in networked systems.
Motivated by the aforementioned works, it naturally leads us to solve the consensus problems with event-triggered control protocols in more general and practical systems. Note that most of the results above investigate even-triggered consensus problems in the situation that the information of all the states in the systems can be measured. However, in practice, the full-state measurements are not always available. Thus, consensus based on output feedback attracts significant attention by the publications [34] - [39] . By developing an appropriate output, H ∞ consensus problem is studied for linear coupling dynamics in [34] . Based on output feedback control, the consensus problem in [37] is analyzed for high-order linear MASs. For the linear MASs with unknown dynamics, the authors in [38] investigate the distributed adaptive consensus tracking problem by using the output information under general directed graphs. For linear MASs via the event-triggered mechanism, observer-based output feedback consensus is studied in [39] . More generally, for high-order nonlinear MASs with self-triggered mechanism based on dynamic output feedback control, the authors study leaderfollowing consensus in [24] . However, each agent and its neighbors are triggered synchronously when the controller updates based on the self-triggered control protocol. Moreover, as stated above, the self-triggered mechanism has many disadvantages in practice. Therefore, there exists much room for the improvement of output consensus.
For the purpose of tackling the disadvantages mentioned above, we investigate event-based output consensus for highorder nonlinear MASs. One of the challenge is that a properly defined event-triggered feedback control protocol should be designed such that not only maintains high performance of the systems but also reduces update numbers and communication amounts. Also, for high-order nonlinear MASs, excluding Zeno behavior is difficult. We design a novel eventtriggered mechanism and develop some special technics to solve these problems. Compared with the sampled-data communication scheme in [29] , our paper focuses on designing a novel event-triggered strategy to exclude the Zeno behavior and also on solving the consensus problem for high-order nonlinear multi-agent systems by using a sampled-data-based event-triggered communication scheme.
The main contributions of this paper are summarized as follows.
1) In comparison with [18] , we study a class of highorder nonlinear MASs which only need to share the output information with neighboring agents.
2) By comparing with the event-triggered consensus protocol in [18] and [24] , where each agent communicates with its neighbors synchronously, our proposed triggering condition ensures that each agent whether broadcasts its states to its neighboring agents or not is only dependent on the state information about itself rather than its neighbors. Thus, synchronous communication is avoided.
3) The upper right-hand Dini derivative is used to prove that each inter-event time has a positive lower bound. With the distributed event-triggered strategy, the control update and communication frequency are greatly reduced compared with the continuous-time control protocols. As a result, the Zeno behavior is excluded. 4) Together with the sampled-data mechanism, an eventtriggered consensus protocol is adopted for the high-order nonlinear MASs to avoid continuous monitoring the states of all agents. To solve the output consensus, some necessary conditions are derived by using Lyapunov function method.
The paper is organized as follows. In Section-II, we introduce the output consensus problem. In Section-III, we propose the continuous-time event-triggered consensus protocol for the high-order nonlinear MASs. In Section-IV, we propose an event-triggered sampled-data control protocol. Section-V gives two simulation examples. The achievements are summarized in Section-VI.
II. PRELIMINARY AND PROBLEM DESCRIPTION
In what follows, the knowledge on algebraic graph theory and several lemmas are given to serve as a basis of this paper.
Throughout this paper, · denotes the induced 2-norm for matrices and vectors.
A. ALGEBRAIC GRAPH THEORY
A graph is used to model the information flow among agents of the network. An undirected graph with N agents is denoted as a pair G (V, E), where V = {1, 2, . . . , N } denotes a node set and E ⊆ V × V is an edge set. It is noted that G is an undirected graph if agent j can receive information from agent i and agent i can receive information from agent j. This edge is denoted as (i, j). And, a graph is said to be directed if a ij > 0 and a ji = 0. For a directed graph, we denote the adjacency matrix as A = [a ij ] N ×N with a ij > 0 if (j, i) ∈ E, and a ij = 0 otherwise. In this paper, there are no self-edges, namely,
Assume that there is a leader in the graph, which is indexed by 0. Define the augmented graph asḠ (V,Ē), wherē 
B. PROBLEM DESCRIPTION
A class of nonlinear MASs is investigated in this paper. For the ith agent, the system dynamics are modeled as follows
and y i ∈ R represent the state, input, and output of the ith agent, respectively. The leader is denoted as the 0th agent and other agents are indexed by 1, . . . , N which are called the followers. For s = 1, . . . , n, f s (·) which satisfy the Lipschitz conditions, are nonlinear functions.
Assumption 2:
Then, the output consensus problem is described as follows.
Control Objective: Given the nonlinear MASs (1) satisfying Assumptions 1-2, a consensus protocol remains to be developed such that lim
III. DISTRIBUTED EVENT-TRIGGERED CONTROL PROTOCOL
In what follows, we will address the output consensus problem of (1) by introducing a novel event-triggered control protocol to exclude the Zeno behavior. Then, we give the main theorem.
A. COMPENSATOR AND EVENT-TRIGGERED CONTROL PROTOCOL DESIGN
Note that our objective is to achieve output consensus of nonlinear MASs (1) . Agents have to communicate with neighbors through the network. For the sake of energy efficiency requirement, an event-triggered mechanism is used to access the information from neighbors only at intermittent instants rather than continuously. The latest transmitted data of i is denoted as x i (t i k ), i = 0, 1, . . . , N . And for agent i, its latest received data from neighbor j is denoted as x j (t j k ). For agent i, the intermittent instants, i.e., event instants, are denoted as
k is independent for all other agents. Thus, all agents need not to be triggered synchronously. Next, a novel event-triggered dynamic output-feedback control protocol is designed as followṡ
where
is the latest transmitted state of the designed ω l -system. F, g m ,ḡ m , r m , r n , g n andḡ n are constants to be designed and F ≥ 1.π l,1 (t) is designed aŝ (3) in whichŷ l (t) =x l,1 (t) andŷ 0 (t) =x 0,1 (t). The solutions of x l,1 (t) andx 0,1 (t) are obtained from the following systems
where the initial condition is (x i,m (t i k ), t i k ). The measurement errors are designed as follows
Design the event-triggering condition as follows
where e x0 (t) = (e x01 (t), . . . , e x0 n (t)) T , e xl (t) = (e xl1 (t), . . . , e xln (t)) T , e ωl (t) = (e ωl1 (t), . . . , e ωln (t)) T and e xωl (t) = (e T x0 (t), e T xl (t), e T ωl (t)) T . g l (t) > 0 is a time-varying threshold, which is given as
with β and α l are positive constants, l = 1, . . . , N . Define α = min l=1,...,N {α l }. Now, we can get a series of event instants 
B. COORDINATE TRANSFORMATION
Before presenting the main result, we introduce the coordinate transformation of the states in (1) and (2) to simply the process. Thus, definex l,m (t) = x l,m (t) − x 0,m (t) and
Next, we rewrite (2) and (8) as followṡ
According to (10), we havė
. . , ν l,n (t)) T , and ϕ l (t) = (ϕ l,1 (t), . . . , ϕ l,n (t)) T . Let the matrix A, the vectors B 1 , B 2 , k g ,k g and γ be defined as follows
It follows from (8) and (9) that F nx l,1 (t) = F n ω l,1 (t) + F n δ l,1 (t) = θ l,1 (t) + ξ l,1 (t). Then, by using the equation
In this section, we will give the proof that the nonlinear MASs (1) with event-triggered control protocols (2)- (4) 
have negative real parts. The first result of this paper on output consensus of nonlinear MAS(s) is derived from the following theorem. Based on the assumptions and lemmas given above, we obtain that the outputs achieve consensus with exponential rate and we exclude the Zeno behavior. (2) . Furthermore, the Zeno behaviour is excluded.
Proof: The Lyapunov function candidate is chosen for (13) as
Along the trajectory of (13), we get the time derivative of V (t)
Note that F > 1, and we have
Under Assumption 2, we arrive at
Since ϕ i (t) = (ϕ i,1 (t), . . . , ϕ i,n (t)) T ,φ i (t) = (0 T n ,ϕ T i (t)) T , and ϕ(t) = (φ T 1 (t), . . . ,φ T N (t)) T , it is observed that φ(t) ≤ 2nµ 1 η(t) . According to (6) and (7), we have
where c = max
Since M is Hurwitz, we have η T (t)M η(t) ≤ −ā η(t) 2 , in whichā is a positive constant. Thus, it follows from (14) thaṫ
When F, g i ,ḡ i , r i and µ 2 are chosen appropriately, base on Lemmas 1-2, it can be obtained that 2[āF −
where λ > α. Using the upper right-hand Dini derivative oḟ V (t) yields
Then, we arrive at that
Clearly, we get that there are positive constants µ 3 and µ 4 satisfy
where λ > α. It is easy to get that
It follows from (9) that
Similarly, we have
From (5), it can be obtained that
As a result, we conclude that the output consensus problem is solved for (1) . Now, it is only left to prove that the Zeno behavior is ruled out. Thus, it is necessary to prove that the inter-event intervals for each agent i have a positive lower bound τ 0 such that
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Note that, for e xim (t) =x i,m (t) − x i,m (t) and e ωlm (t) = ω l,m (t) − ω l,m (t), l = 1, 2, . . . , N , where
it is easy to get that the derivative along e xin (t) satisfies
Then, the time derivative along e xi(n−1) (t) satisfies
From (15) and (16), we obtain the following inequalities with some positive constants µ 5 , µ 6 and µ 7 , i = 0, 1, . . . , N ,
It is easy to obtain that |x j,
The time derivative along e ωln (t), l = 1, 2, . . . , N , satisfies 
Substituting (17), (18) 
IV. DISTRIBUTED EVENT-TRIGGERING SAMPLING-BASED CONTROL PROTOCOL
In what follows, we design a distributed period sampling control protocol for the output consensus problem of highorder nonlinear MASs.
VOLUME 7, 2019

A. EVENT-TRIGGERING SAMPLING-BASED CONTROL PROTOCOL DESIGN
The data of the state for i is sampled by a constant sampling period h > 0. The sampling state of agent i is defined aš
. . , n. Then, each agent only receives the data of its neighbors at some sampling instants. Together with event-triggered mechanism, the consensus control protocol is designed as followṡ
where t ∈ [t l k , t l k+1 ), ω l,m+1 (t) ∈ R is the state of the designed ω l -system, ω l,m (t l k ) denotes the latest transmitted state of the designed ω l -system. S, p m ,p m , q m , q n , p n andp n are constants to be designed and S ≥ 1.π l,1 (t) is designed aŝ (21) in whichŷ l (t) =x l,1 (t) andŷ 0 (t) =x 0,1 (t). The solutions of x l,1 (t) andx 0,1 (t) are obtained from the following systems
with the initial condition (x i,m (t i k ), t i k ). The measurement errors are designed as follows
where g l (t) > 0 is a time-varying threshold, e x0 (t) = (e x01 (t), . . . , e x0 n (t)) T , e xl (t) = (e xl1 (t), . . . , e xln (t)) T , e ωl (t) = (e ωl1 (t), . . . , e ωln (t)) T and e xωl (t) = (e T x0 (t), e T xl (t), e T ωl (t)) T . It is given as
with ρ and l are positive constants, l = 1, . . . , N . Define = min l=1,...,N { l }. Now, we can get a series of event instants
Remark 3: For the purpose of using the dynamic output feedback approach, a new class of distributed control protocols are proposed in ω i −systems (20) . Then, the input u l (t) in (1) only updates at discrete event instants which depends on ω l,m (t l k ) to reduce the data transmission. There are a few differences between controllers (2) and (20) . Comparing with the measurement errors in (5) and (23), we can find out that ω l,m (t l k ) andŷ l (t) in (2) are equal to some ω l,m (t) and y l (t) respectively, when the event-triggering conditions equal 0. (20) are equal to some ω l,m (kh) and y l (kh) respectively, when the event-triggering conditions equal 0, k = 0, 1, 2, . . .. That is, the event-triggered instants in (20) must belong to the set of sampling instants.
B. COORDINATE TRANSFORMATION
For convenience, we introduce the coordinate transformation of the states in (1) and (20) to simply the process.
Similarly to (9), we denote
Using (10), we arrive aṫ
. . ,p n ) T , and Q = (q 1 , . . . , q n ) T . The matrix A, the vectors ε l (t), s l,1 (t), ν l (t), ϕ l (t), B 1 , B 2 are the same as the definitions above.
Furthermore, denote
It follows from (26) thaṫ (27) where
C. CONVERGENCE ANALYSIS
The results on output consensus of (1) with a sampledbased event-triggered control protocol is addressed in this section. To achieve that, some preparations are necessary. 
Lemma 4 [41] : In the interval (0, 1), for a given matrix R > 0, two matrices W 1 and W 2 and any positive integers n, m, a scalar σ , we define the function f (σ, R) for any vector ψ(t) in R m as
If there exists a matrix S ∈ R n×n such that
Lemma 5 [42] : For any given matrices P 1 , P 2 , Q with appropriate dimensions and Q > 0, we have
In what follows, we will solve our second problem when we adopt the event-triggered sampling control protocol.
Theorem 2: Consider the dynamical systems (1) satisfying Assumptions 1-2 and h, S, p i ,p i and q i are chosen appropriately. If there exist symmetric positive-definite matrices P ∈ R 2nN ×2nN , Q ∈ R 2nN ×2nN , R ∈ R 2nN ×2nN and a real matrix S 1 ∈ R 2nN ×2nN with an appropriate dimension such that
Then, we solve the output consensus problem with the distributed event-triggered dynamic output feedback control law (20) .
Proof:
We choose a Lyapunov function candidate as
Thus, along the trajectory of (27) , one getṡ
Thus, (27) can be described aṡ
Based on Lemma 3, we arrive at
By using Lemma 4, we can abtain that
Similarly as the proof in Theorem 1, we can obtain that
Thus, we arrive at
Let (t) =V (t) + V (t) −¯ η T (t)η(t), where > 0 and > 0. It follows from (29) that By substituting (30)- (32) into (33), we obtain
Obviously, for (t) = 0, if 1 + h 2 B T RB < 0, it can be guaranteed that (t) < 0. According to Lemma 5, if < 0 holds, we can get that 1 + h 2 B T RB < 0. If h, S, p i ,p i and q i are chosen appropriately, one getṡ
Therefore, one arrives at
Consequently, η(t) exponentially converges to 0. The proof is completed. 
V. NUMERICAL SIMULATION
We provide two examples to show the validity of the main results. We use a communication topology which contains 5 nodes as shown in Fig. 1 , where the 0th node represents the leader in (1). All the agents' dynamics are described VOLUME 7, 2019 Responses of e xω (t ) and g(t ).
From Figs. 2-4 , it is observed that the output tracking errors converge to zero. It is shown in Fig. 5 that the designed consensus protocol u l (t) converges to zero, as t → ∞. The trajectories of e xωi (t) and g i (t) are depicted in Fig. 6 . From Fig. 7 , it is shown that Zeno behavior is excluded and communications is reduced over the network. As depicted in Fig. 11 , we can find that the designed consensus protocol u l (t) converges to zero, as t → ∞. Fig. 12 shows the trajectories of e xωi (t) and g i (t). In Fig. 6 , we can find that the number of information transmission times is decreased.
As a result, we can see that the proposed both continuoustime and discrete-time output consensus protocols exhibit good convergence properties. And, the simulations further validate the efficiency of the main results.
VI. CONCLUSION
Two output consensus protocols including continuous-time and discrete-time forms are proposed in this paper such that leader-following output feedback consensus is solved for high-order nonlinear MASs. The proposed consensus protocols only use the output information of neighbors and each agent does not need to be triggered synchronically with neighbors. Thus, it is more complicated to get the output consensus with the event-triggered consensus mechanism. By using Lyapunov stability theorem, we obtain that all outputs achieve consensus with exponential rate when the design parameters are chosen properly for both cases. Also, we get that each agent does not require simultaneous triggering to its neighbors when it updates. The outputs can achieve consensus well and the Zeno behavior is excluded.
