We present a promising clustering algorithm which combines mean shift (MS) clustering and spectral clustering (SC). A novel feature of the method is the use of two bandwidths, one for the mean shift algorithm in the first stage and another for the spectral clustering in the second. The first bandwidth should describe the local details, while the second captures the global structure of the dataset. Compared to traditional spectral clustering, our method may handle larger data sets, and the proposed MSSC procedure is shown to provide good clustering results in general when following some basic principles for selecting parameters.
INTRODUCTION
Spectral clustering methods are considered to be the state of the art in the clustering literature due to their ability to handle both simple and complex cluster structures [1, 2] . They accomplish this by a non-linear data transformation based on similarity or dissimilarity measures between data points, but this make such methods computationally demanding and unable to handle large datasets. To overcome the size limitations a multi-stage clustering approach can be used, where the first stage can be seen as a preprocessing to reduce the size of the input for the second stage. This paper is inspired by, but significantly surpasses, a two-stage approach suggested by Ozertem et al. in [2] .
The preprocessing is accomplished by using a simple clustering method on the dataset. Here the clustering output from the first stage represents a partitioning and is a more natural way of representing the dataset than randomly selecting a subset of samples. Every partition is represented by a single row/column in the affinity matrix used for spectral clustering. The number of partitions from the first stage must be low enough to make spectral clusering methods feasible. * Corresponding author. Email: Jorgen.Agersborg@ffi.no
The procedure described in this paper is called Mean Shift Spectral Clustering (MSSC) as the mean shift clustering algorithm is used in the first stage. Each partition found by mean shift consists of data points that are close to the same mode in the estimated probability density function (pdf). Hence the partitions will be representative of the geometric structure of the dataset.
This paper realizes for the first time the idea of spectral clustering based on the partitions found by mean shift. We have chosen to use a recent development in the field of spectral clustering, Kernel Entropy Component Analysis (KECA) spectral clustering [3] for this. KECA is compared with the more familiar, see e.g. [4] and references therein, Kernel Principal Component Analysis (KPCA) method.
This procedure is able to handle large and high dimensional datasets and can cluster images directly with as many feature vectors as there are pixels. The experiments show how the clustering accuracy varies as a function of the primary parameters. The MSSC procedure is shown to provide good clustering results when following some basic principles for selecting parameters.
THE MEAN SHIFT ALGORITHM
Mean Shift (MS) is an iterative mode finding algorithm with clustering applications originally presented in [5] with significant improvements introduced in [6] .
We assume that the data in the feature space X = {x 1 , x 2 , ..., x n } of l × 1 data vectors x i is sampled from an unknown probability density function (pdf) f (x) which we estimate with Kernel Density Estimation (KDE). KDE, also known as Parzen windowing, is a non-parametric density estimation method so we do not assume that the underlying data distribution has a particular parametric form (e.g. uniform or normal).
The KDE estimate of the pdf can be written as:
h satisfying criteria such that the kernel function is a valid pdf. The term bandwidth parameter is also used for h. The subscript denoting the associated kernel size parameter will from now on be omitted to avoid clutter. The MS algorithm seeks out the local modes of this estimated distribution by initializing a number of "mode-finding" vectors in the feature space and then moving them towards the local mode. In practice, these "mode-finding" vectors are usually initialized to be the dataset in the feature space. Then the algorithm will associate each sample in the feature space with a local mode. Thus it is well suited for clustering; assign the data vectors that converged to the same mode to the same cluster. This means that the number of clusters is automatically determined by the algorithm.
So, given a set of n data vectors X, let x
be a corresponding set of mode-finding vectors, where τ ∈ N 0 is the mean shift iteration number. For τ = 0, the modefinding vectors are equal to their corresponding data vector. The mean shift equation for mode finding vector j at iteration τ + 1 is then given by
Equation (2) is applied to each mode finding vector for each iteration, until a maximum number of iterations or some convergence criteria is met. Given a sufficient number of iterations, mode finding vectors are guaranteed to converge to the exact position of the mode. In this ideal case, cluster assignment is trivial. The data vectors for which the corresponding mode finding vectors have converged to the same mode are then assigned to the same cluster. However, with a limited number of iterations, determining which mode finding vectors have converged to the same mode requires some consideration. It is possible to speed up the clustering convergence (at the cost of mode localization accuracy) by replacing x i with x (τ ) i in Eq. (2). This is known as blurring.
KERNEL ENTROPY COMPONENT ANALYSIS
Kernel Entropy Component Analysis (KECA), a method for data transformation and dimensionality reduction based on preserving the estimated Renyi entropy of order α = 2, was introduced in [3] . When using kernel density estimation (KDE) the estimate of Renyi's quadratic entropy can be expressed in terms of the kernel matrix. Thus a transformation which preserves the estimated entropy can be found by using the eigenvectors of this matrix.
The Renyi entropy of order α is for a continuous random vector x from the pdf f (x) defined as
where the term
is called the α information potential and denoted V α (x). The Shannon entropy H S (x) can be derived from the Renyi entropy by using l'Hôpital rule when α goes to one: lim α→1 H α (x) = H S (x). With α = 2, H 2 (x) is referred to as Renyi's quadratic entropy and the information potential is given by E {f (x)}. Because it can be written as an expectation, the information potential can be estimated as the mean of the density. Using KDE from Eq. (1) for density estimation giveŝ
Equation (4) can be formulated in terms of the elements of n × n kernel matrix K [4] and thus also in terms of its eigenvectors and eigenvalueŝ
where K(x i , x j ) is element K i,j of the kernel matrix K, 1 is a n × 1 vector with all elements equal to 1, and λ i is the i'th eigenvalue of K corresponding to the eigenvector e i . A data transformation based on projecting the data onto s orthogonal axes that best preserve the estimated quadratic information potential (and hence Renyi quadratic entropy) can be defined as
where Λ s is a s × s diagonal matrix with eigenvalues and E s is a n × s matrix with the s corresponding eigenvectors as columns. These are selected as the ones which maximizes
Kernel ECA can be used for a spectral clustering method in the same way as KPCA. The dataset is projected onto a user defined number of eigenvector axes, which are selected according to the criterion above. In [7] it was suggested that one projects the data onto as many axes as the number of clusters one wants in the result when using spectral clustering. Then a simple clustering algorithm, often k-means, is used on the transformed dataset.
It was pointed out in [3] that the transformed dataset tends to have a distinct angular structure and suggested that one takes advantage of this when clustering. We use the k-means algorithm with cosine distance measure on the transformed dataset in Y to achieve this angular clustering objective.
MEAN SHIFT SPECTRAL CLUSTERING
A promising clustering method called Mean Shift Spectral Clustering (MSSC) was presented by Ozertem et al. in [2] . The idea was to use a two-stage clustering approach with mean shift in the first stage and then use spectral clustering on the clusters/partitions found by mean shift, in the second stage. This would enable the use of spectral methods for large datasets, however [2] instead opted to use a computationally demanding heuristic approach not based on eigenvectors in the second stage, and they insisted on using use the same bandwidth in both stages. This paper will for the first time truly investigate spectral clustering in the mean shift context, in the sense that the clustering in the second stage will be conducted based on the eigenvectors of an affinity matrix. We have chosen to use KECA and KPCA for spectral clustering. A transformation of the partitions is found from the spectrum of an affinity matrix A (se below), and the transformed data is clustered using the k-means algorithm as suggested in [7] and [3] . Other spectral clustering methods will be studied in future work.
In the proposed MSSC method, the mean shift algorithm is used to provide an initial clustering which finds m partitions of the dataset. Then an affinity matrix is constructed based on these partitions rather than the full dataset, thus reducing the size of the kernel matrix for spectral clustering from n × n to m × m. The number of partitions m should be large enough to accurately describe the structure of the dataset, yet small enough that it is possible to find the eigenvectors of the m × m affinity matrix so spectral methods can be used. When using the mean shift algorithm, the number of partitions m will depend on the kernel selected and the bandwidth used. The spectral clustering stage merges statistically insignificant partitions into significant larger and more balanced clusters, which gives the clustering solution for the complete dataset.
For MSSC, the affinity matrix is formed based on partitions which typically consist of more than one data point. A metric based on the angle between the means of two partitions is used here: The metric is the information potential V CS of the Cauchy-Schwarz divergence between densities of partitions. If the partitions C i and C j have probability density functions (pdfs) f i (x) and f j (x), the Cauchy-Schwarz information potential can be written as
Since we do not know the pdfs, they must be estimated from the data. The natural choice is KDE given in Eq.
(1). Then element i, j of the affinity matrix A is given by
It is possible to express Eq. (8) in terms of the elements of kernel matrix K of the dataset associated with the kernel function K(·, ·). An important challenge is the identification of a bandwidth that accurately describes the dataset. In [2] three different suggestions are presented, one is using a fixed size kernel with a scalar bandwidth parameter h found by using Silverman's rule of thumb. The two other suggestions were variable sized kernels where the kernel size for each mode finding vector was based on estimating the covariance of or mean of distances between its k nearest neighbours. In both cases, the kernel size was also multiplied by a global scaling factor which was optimized using maximum likelihood. Their experiments compared fixed and variable sized kernels. Either way, the same kernel size was used for the mean shift algorithm and for constructing the affinity matrix.
In this paper scalar bandwidths are used. An important point is the use of different bandwidths for the two stages. The motivation for this is that the mean shift algorithm should find a partition of the dataset and hence the kernel size should be small to accurately capture the local structure of the data. In the spectral stage these partitions should be merged, and to do this the kernel sized used should then describe the dataset on a global scale. We have found this approach to give much better results compared to the single bandwidth approach.
Several of the experiments presented will investigate how the performance of MSSC depends on these bandwidth parameters.
EXPERIMENTS
In the experiments in this section the Gaussian kernel with a spherical bandwidth matrix, which can be written as
2 , is used for both stages. When comparing the two spectral methods, both used the same partitions found by the mean shift algorithm. For KPCA the Euclidean distance is used in k-means to obtain the final clustering result while the cosine distance is used for KECA. As the random initialization of the k-means algorithm can cause it to converge to local minima of the distance cost function, the k-means algorithm is run many times (between 100 and 5000 times depending on the size of the dataset) and the best result is used. Figure 3 shows a toy data example of clusters that are not linearly separable. The dataset is generated as two half circles each with 250 points and added Gaussian noise, while the points in the upper right corner of Fig. 1a is 100 points from a third Gaussian distribution. The result of running the k-means algorithm 1000 times and using the clustering with the lowest cost is shown in (b). The different colours represent the k = 3 different clusters. Spectral clustering methods can find non-linear cluster structures. However, the spectral clustering results in Fig. 2 reveals that neither KPCA nor KECA were able to separate the two half circles and the noise perfectly. The kernel size was equal for both methods, h = 2.0. Note for instance that the tip of rightmost half circle in Fig. 2b is in the green cluster. In this example we were not able to obtain a perfect clustering result using these methods directly for any kernel size. Figure 3 shows the result of MSSC. Using 50 blurring iterations with kernel size h ms = 1.0, the mean shift algorithm finds 22 partitions. These are plotted with different markers (note that some are very similar) in (a). Each of the two halves are represented by six partitions while the Gaussian noise cluster has ten partitions. This is because the noise added to the half circles has lower variance, and combined with the higher number of points in these groups, the density estimate is relatively smooth in these regions.
Two Stages
The clustering result by using KECA on the kernel matrix found from Eq. (8) using these partitions is shown in (b). The kernel size used was the same as when using spectral clustering directly in Fig. 2b , h KECA = 2.0. In this case, MSSC gives the same result when KPCA (with the same kernel size) is used. For these parameters, MSSC performs better than using any of the two spectral clustering methods directly.
This illustrates the advantage of two stages. When spectral methods were used directly, all n = 600 feature vector in Fig. 1a had an associated row/column in the affinity matrix. Many of the feature vectors are close to those in the other half circle. Using two clustering stages enables us to first find the s = 22 partitions which consist of immediate neighbours and then link these neighbourhoods together. This linking is robust since the 22 × 22 affinity matrix is based on the Cauchy- 
Two Scales
To fully take advantage of the two clustering stages they should operate on different scales. Using mean shift first would not have been of any help in the previous example if it had assigned feature vectors from the different half circles to the same cluster. To illustrate this we use the wine dataset as an example.
The wine dataset consists of l = 13 chemical features from n = 178 different Italian wines. Each wine comes from one of three different cultivars, which we seek to cluster correctly. The dataset was obtained from UCI repository [8] .
In Fig. 4 the clustering accuracy is plotted as a function of the mean shift and spectral bandwidth. The KPCA bandwidth is chosen to be a factor times the mean shift bandwidth. The different factors are 1, 5, 10 and 20 which are represented by different coloured lines. The blue curve in both plots is the result when the spectral bandwidth was set equal to the mean shift bandwidth which is the case in [2] . We notice that the result is more stable when the spectral bandwidth is larger than the MS bandwidth. The maximum clustering accuracy is 96.6%.
Dependence on Bandwidth Parameters
The results in Figure 4 suggest that the spectral bandwidth should be larger than the MS bandwidth. In this section we look at how the combination of these two parameters and the spectral clustering method used influence the clustering result of two well-known datasets. Figure 5 shows an image plot where the colour indicates the percentage of correctly clustered points of the Iris dataset obtained from [8] . The mean shift bandwidth h ms varies between 0.01 and 0.30 in steps of 0.01, increasing from top to bottom along the vertical axis of the plots in Fig. 5 . The horizontal axis represent spectral bandwidth (h KPCA and h KECA ) between 1.0 and 5.0, increasing from left to right in steps of 0.2.
The result obtained using KPCA seems quite stable at around 90% accuracy, except with mean shift bandwidth h ms ≥ 0.20. The reason for these variations is that the number of clusters found by the mean shift algorithm suddenly starts to oscillate at this bandwidth. It is possible to negate this effect by increasing the number of mean shift iterations. The best accuracy is obtained in this region with a maximum of 98.0% accuracy.
The effect of the varying number of clusters for 0.20 ≤ h ms ≤ 0.30 is also apparent in the KECA accuracy. The best result for KECA is actually obtained when the mean shift bandwidth h ms = 0.22 as seen from the deep red line in the lower half of the left subplot. The highest accuracy achieved is 97.77%. The best region for KECA is for small mean shift and large spectral bandwidth as seen in the upper right region of the KECA subplot. This corresponds well with the intuition to use a small bandwidth to capture the local structure in mean shift and then a large bandwidth to merge partitions. The Wisconsin breast cancer dataset contains 683 samples of clinical cases of breast cancer diagnosis with each sample consisting of nine different attributes [8] . Figure 6 shows the accuracy for MSSC as a function of mean shift bandwidth along the vertical axis and spectral bandwidth along the horizontal axis.
We see that the best results when using KECA is when the mean shift bandwidth is small and the spectral bandwidth is around h KECA ≈ 1.0. The highest accuracy is obtained with h ms = 0.05 and h KECA = 0.9 when 664 of the 683 samples are correctly classified, which corresponds to an accuracy of 97.2%. For KPCA the highest accuracy is 96.9% obtained with h ms ∈ {0.05, 0.10} for h KPCA ∈ {2.7, 2.8, 2.9}.
From Fig. 6 we can see that both methods have highest accuracy when the mean shift kernel size is small. KPCA has a more stable accuracy than KECA for this dataset, but the overall best accuracy is obtained with KECA. One of the advantages of MSSC is that it is possible to use spectral clustering methods on large datasets such as images. This gives some interesting results. In Fig. 7 we study how partitions are merged by two spectral methods. The image, shown in (a), is 481 × 321 image and can be found in [9] .
Large Datasets
Each of the 154401 pixels was used to form a 5×1 feature vector with the red, green and blue intensities as well as the x and y pixel coordinate. The intensities were scaled to be between 0 and 1 and the coordinate features between 0 and 0.33. The mean shift algorithm used blur and ran for 50 iterations. With a kernel size of h ms = 0.02, 77 partitions were found. These are represented by their average pixel intensity in (b). All results used a spectral clustering kernel size of h = 0.1.
The left column, (c), (e) and (g) are the results for two, four and ten segments found by using KPCA on the partitions in (b). The KECA segments in (f) and (h) appear to to give a better representation of the image than the corresponding KPCA results. The difference is best seen for four segments, where KECA has one of the buffalo partitions as its own segment, in addition to the general background and two gray segments which are used both for the water and the animal. The KPCA result in (e) has one large segment for the water and three segments with gray average pixel intensities.
Neither of the two cluster results in (c) and (d) are good representations, even though both have the top of the animal in a smaller cluster along with other bright parts of the image. The KPCA result gets better when the number of segments is increased to ten, but large parts of the animal are still merged with the water. In (g) the increase in output clusters have given the buffalo better contrast.
CONCLUSION
We have proposed a clustering algorithm based on mean shift in the first step, combined with true spectral clustering in the second step. A novel feature of our method is the use of two different bandwidths, one for the first stage and another for the second. An important study for future work will be the development of methods for automatic determination of these parameters, and the comparison of different spectral clustering strategies, as the method is not restricted to KECA or KPCA. Experiments have confirmed the potential of the method, enabling spectral clustering on larger data sets.
