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ABSTRACT
In this workshopwe discuss the application of usingmid-air haptics to provide directions for navigation
to users in large indoor spaces. We propose a feed-forward approach from objects and locations that
enable a physical way of thinking, communication and general accessibility.
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INTRODUCTION
Digital signage (DS) is a promising growing market across multiple industries looking to enhance
customer satisfaction. Customer experience is challenged and changed through such platforms with
the level of user engagement and data collection to varied depending on the sector [1]. How DS is
utilized depends on the technology, content, location and target audience. The information provided
to the user is mainly visual with aural feedback often on ‘mute’, particularly in high traffic area
that is harder for users to hear and engage. We believe that a feed-forward haptic approach [3]
from virtual objects and locations will enable visual and hearing impaired user to explore further the
potentials of DS otherwise limited or restricted. In this workshop, we propose a multi-modal interface
of audio-haptic integration for providing location-based information for people who may face barriers
in engagement and interaction due to disability.
Figure 1: Virtual object moving in circular
motion
Figure 2: Virtual object moving in vertical
plane
WORK IN PROGRESS
Our work is based on earlier research by [2, 4] and looks at how on-screen objects and points can
provide directions for their physical location and state in a 3D environment. For example, when asking
information about a particular shop in a shopping mall, mid-air haptics can provide information about
the current state such as, closed or open, which floor or if is busy at the moment as well as directions,
where to turn or where is the next available DS. Similar, in hospitals, DS can provide information and
direction about departments, nearest food point or pharmacy.
We believe the perception of haptics can be enhanced through binaural audio. However, due to the
limitation of using headphones we are currently exploring how ultrasonic directional speakers can be
incorporated. We developed a prototype system where objects on screen provide information about
their virtual location through mid-air haptics on the palm using the Ultrahaptics STRATOS device. A
sound object (sphere for example) moves in a circular motion (Fig. 1) with the sensation of circular
motion also presented on the hand. The feeling of speed is proportional between the virtual object
and hand. We have examined how users experience movement through mid-air haptics such as left
and right (Fig. 2), front and back, diagonal and the ability to identity the randomly triggered virtual
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locations. We also experiment how directions between two static point on a predetermined may be
presented in mid-air haptics.
We are facing challenges when we start looking how to represent more complex information about
the state of objects or locations and in particular how to express meaningful information to users
without the need of learning or adapting period.
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