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Abstract
We study three dimensional N = 2 supersymmetric theories on I ×M2 with 2d
N = (0, 2) boundary conditions at the boundaries ∂(I × M2) = M2 unionsq M2, where
M2 = C or T 2. We introduce supersymmetric indices of three dimensional N = 2
theories on I × T 2 that couple to elliptic genera of 2d N = (0, 2) theories at the two
boundaries. We evaluate the I × T 2 indices in terms of supersymmetric localization
and study dualities on the I ×M2. We consider the dimensional reduction of I × T 2
to I × S1 and obtain the localization formula of 2d N = (2, 2) supersymmetric indices
on I × S1. We illustrate computations of open string Witten indices based on gauged
linear sigma models. Correlation functions of Wilson loops on I ×S1 agree with Euler
pairings in the geometric phase and also agree with cylinder amplitudes for B-type
boundary states of Gepner models in the Landau-Ginzburg phase.
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1 Introduction
In our previous work [1], we constructed Lagrangians and BPS boundary conditions for 3d
N = 2 supersymmetric (SUSY) gauge theories on S1 × D2 where S1 × D2 is the direct
product of a circle and a two dimensional (2d) hemisphere. We defined supersymmetric
1
indices on S1×D2 and evaluated them in terms of supersymmetric localization. The indices
on S1 × D2 we have evaluated are S1-extensions of partition functions of 2d N = (2, 2)
theory on D2 [2, 3], those have nice properties; the K-theoretic I-function [4] appears in the
index on S1 × D2 which is a q-deformation (trigonometric deformation) of the Givental I-
function [5] for the moduli space of Higgs branch vauca. For example, see subsequent works
for relations between the indices on S1 ×D2 and the K-theoretic I-functions [6, 7]. For 3d
N = 4 gauge theories with an N = (2, 2) boundary condition, the indices on S1 ×D2 agree
with previous results for the equivariant indices on S1 × C, Coulomb gas representations of
q-deformation of conformal blocks in qW-algebras [8, 9], and also vertex functions for the
K-theory of quasimap spaces of Nakajima quiver varieties [10].
In two dimensions, quantum field theories on spacetimes (worldsheets) with boundaries
have attracted much interest in the connections with open strings and D-branes. The hemi-
sphere partition function [2, 3] we have mentioned in the above is a typical example of the
spacetime with a boundary and it gives Gamma classes, central charges of D-branes and pe-
riod integrals of mirror Calabi–Yau 3-folds in the string theory. Along with the hemisphere,
a basic 2d spacetime with boundaries is the cylinder I×S1. supersymmetric indices on I×S1
with states at the boundaries are called open string Witten indices that are related to Euler
parings for Calabi-Yau 3-folds in string theory. In this article we study S1-extensions of the
open string Witten indices, i.e., three dimensional (3d) N = 2 supersymmetric theories on
I × T 2 coupled to 2d N = (0, 2) boundary theories at the end points of the interval I.
This article is organized as follows. In section 2, we study supersymmetric boundary
conditions on I × M2, where M2 = C or T 2 and construct supersymmetric Lagrangians.
This part is essentially same as the analysis in [1]. In section 3, we define a supersymmetric
index on I × T 2 by imposing a twisted boundary condition along T 2 and impose boundary
conditions at the left end and at the right end of I. By supersymmetric localization, we
will show that the path integral of the index is reduced to multi-contour integrals called
the Jeffrey–Kirwan residue. In section 4, we construct 3d theories in which I × T 2 indices
are identical to 2d N = (2, 2) and N = (0, 4) elliptic genera. In section 5, we study
three dimensional dualities; we consider three dimensional IR dualities and put the dual
theories on I × M2. We impose the boundary conditions that cancel the gauge anomaly
between the bulk and the boundary and satisfy the ’t Hooft anomaly matching condition.
We will show that the I × T 2 indices match in the dual pairs. In section 6, we study chiral
algebras associated with simple models on I ×M2; free chiral multiplets with the Dirichlet
and Neumann boundary conditions. In section 7, we perform the dimensional reduction of
3d N = 2 theories to 2d N = (2, 2) theories on I × S1 and obtain the supersymmetric
localization formula for I × S1 indices. We compare I × S1 indices with open string Witten
indices in the geometric and Landau–Ginzburg (LG) phases. In the section 8 we summarize
our results and give comments on future directions.
2
2 3d N = 2 theories on I×M2 with 2d N = (0, 2) bound-
ary conditions
In this section we consider 3d N = 2 supersymmetric theory on the direct product of one-
dimensional interval and two dimensional flat space I ×M2 with M2 = C or T 2 and study
BPS boundary conditions. We couple the 3d N = 2 theory to boundary 2d N = (0, 2)
theories. The BPS boundary conditions and the boundary interactions we will consider are
same as those for S1 ×D2 introduced in [1], more precisely those obtained by the flat space
limit of S1 ×D2. We define coordinates I × C as follows:
I × C = {(x1, x2, x3)| x1 ∈ [−piL, piL], x2, x3 ∈ R}
= {(x1, w, w¯)| x1 ∈ [−piL, piL], w = x2 + ix3, w¯ = x2 − ix3} . (2.1)
A set coordinates of T 2 in I × T 2 is defined by
T 2 := {(x2, x3)|x2 + ix3 ∼ x2 + ix3 + 2piR ∼ x2 + ix3 + 2piRτ}. (2.2)
Here τ = τ1 + iτ2 is the moduli of the torus T
2. The twisted boundary condition for T 2 is
explained in the next section.
The SUSY transformation δ of the 3d N = 2 theory is written as δ = αQα + ¯αQ¯α, with
the four supercharges Qα, Q¯α with α = 1, 2. The contractions of spinors are defined below
(2.7). In this paper we choose two component spinors  = (1, 2)
T and ¯ = (¯1, ¯2)
T in δ as
 = ′
(
1
1
)
, ¯ = ¯′
(
1
1
)
, (2.3)
where ′ and ¯′ are Grassmann odd constants. Under appropriate boundary conditions which
will be mentioned later, the following two supercharges Q and Q¯ are preserved. The SUSY
transformation generated by (2.3) is written as
δ = ′Q + ¯′Q¯ with Q := Q2 −Q1, Q¯ := Q¯2 − Q¯1 . (2.4)
We will see (2.3) preserves 2d N = (0, 2) supersymmetry at the boundaries. Instead of (2.3),
if we choose  = ′(1,−1)T and ¯ = ¯′(−1, 1)T , 2d N = (2, 0) supersymmetry is preserved at
the boundaries with appropriate boundary conditions.
2.1 3d N = 2 vector multiplet
Let G be the gauge group given by a compact Lie group and g be the Lie algebra of G. We
consider a G vector multiplet with BPS boundary conditions at the boundaries ∂(I×M2) =
3
M2,L unionsqM2,R, where M2,R := {x1 = piL}×M2 and M2,L := {x1 = −piL}×M2. The integrals
at the two boundaries have opposite signs:∫
M2,LunionsqM2,R
(· · · ) = −
∫
{x1=−piL}×M2
(· · · ) +
∫
{x1=piL}×M2
(· · · ) . (2.5)
The vector multiplet consists of a g valued gauge field Aµ, a real scalar σ, gaugini λ, λ¯,
and an auxiliary field D. In our convention, the covariant derivatives and the field strength
of the gauge field are defined by
Dµ = ∂µ + iAµ , [Dµ, Dν ] = iFµν , Fµν = ∂µAν − ∂νAµ + i[Aµ, Aν ] . (2.6)
The SUSY transformation of the 3d N = 2 vector multiplet is given by
δAµ =
i
2
(¯γµλ− λ¯γµ),
δσ =
1
2
(¯λ− λ¯),
δλ = −1
2
γµνFµν−D+ iγµDµσ,
δλ¯ = −1
2
γµνFµν ¯+D¯− iγµDµσ¯,
δD = − i
2
¯γµDµλ− i
2
Dµλ¯γ
µ+
i
2
[¯λ, σ] +
i
2
[λ¯, σ] ,
(2.7)
where µ = 1, 2, 3. γ1, γ2, γ3 are the Pauli matrices and γµν := 1
2
[γµ, γν ]. Again  and ¯
are Grassmann odd two components spinors. The contractions of spinors are defined by
λ = αλα := 
TCλ, γµλ = α(γµ)βαλβ := 
TCγµλ, where C := −iγ2 is a charge conjugation
matrix.
A BPS boundary condition at each x1 = ±piL is given by
σ = 0, A1 = 0, ∂1A2 = 0, ∂1A3 = 0, ∂1D = 0,
λ1 − λ2 = 0, λ¯1 − λ¯2 = 0, ∂1(λ1 + λ2) = 0, ∂1(λ¯1 + λ¯2) = 0. (2.8)
Here λα, λ¯α with α = 1, 2 are the components of the gaugini defined by λ = (λ1, λ2)
T
and λ¯ = (λ¯1, λ¯2)
T . The SUSY transformations generated by (2.3) are consistent with the
boundary condition (2.8).
The restriction of the SUSY transformation (2.7) on a boundary with (2.8) is written as
δ(A2 + iA3) = 0 ,
δ(A2 − iA3) = 2¯′λ1 + 2′λ¯1 ,
δ[Dˆ + iF23] = −2¯′(D2 + iD3)λ1 ,
δ[Dˆ − iF23] = 2′(D2 + iD3)λ¯1 ,
δλ1 = −(Dˆ + iF23)′ ,
δλ¯1 = (Dˆ − iF23)¯′ .
(2.9)
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where we defined Dˆ := D − iD1σ. From the boundary condition, σ = 0 and A1 = 0 at the
boundary. (2.9) is same as the SUSY transformation of the 2d N = (0, 2) G vector multiplet
(A1, A2, λ1, λ¯1, Dˆ). The boundary condition (2.8) is preserved by the 2d N = (0, 2) SUSY
transformation.
In 3d N = 2 supersymmetric theories without boundary, the supersymmetric invariant
actions of the vector multiplet consist of the Chern–Simons term, the super Yang-Mills term
and the FayetIliopoulos (FI) term. We study the super Yang-Mills term and the FI-term
in the presence of boundaries. The 3d super Yang-Mills Lagrangian is written as a Q-exact
form:
LSYM = −Q2Tr
[1
4
λλ
]
=
1
2
Tr
[1
2
F µνFµν +D
µσDµσ +D
2 + iλγµDµλ¯+ iλ[λ¯, σ]
]
. (2.10)
Tr is a trace taken over g. The super Yang-Mills action SSYM is defined by
SSYM :=
∫
I×M2
LSYM. (2.11)
With the boundary condition (2.8), the SSYM is invariant by the SUSY transformation (2.4).
Next we consider the FI-term. The action for the FI-term is given by
SFI =
∫
I×M2
LFI =
∫
I×M2
i ζ(D) . (2.12)
Here ζ is the FI-parameter. SFI is invariant by the SUSY transformation.
2.2 3d N = 2 chiral multiplet
Next we consider a chiral multiplet (φ, ψ, F ) in a representation R of G. The anti-chiral
multiplet (φ¯, ψ¯, F¯ ) belongs to the complex conjugate representation R¯ of G. The supersym-
metric transformation of the chiral multiplet is given by
δφ = ¯ψ,
δφ¯ = ψ¯,
δψ = iγµDµφ+ iσφ+ ¯F,
δψ¯ = iγµ¯Dµφ¯+ iφ¯σ¯+ F¯ ,
δF = (iγµDµψ − iσψ − iλφ),
δF¯ = ¯(iγµDµψ¯ − iψ¯σ + iφ¯λ¯).
(2.13)
If the chiral multiplet (φ, ψ, F ) belongs to a representation of a global symmetry group GF ,
one can turn on the background gauge fields for the maximal torus of GF .
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The kinetic Lagrangian of the chiral multiplet is written as a Q-exact form:
Lchi = Q2
(
φ¯F
)
= −φ¯DµDµφ+ φ¯σ2φ+ iφ¯Dφ+ F¯F − iψ¯γµDµψ + iψ¯σψ + iψ¯λφ− iφ¯λ¯ψ. (2.14)
The kinetic action of the chiral multiplet is defined by
Schi =
∫
I×M2
Lchi . (2.15)
In a generic choice of supersymmetric variation parameters  = (1, 2)
T and ¯ = (¯1, ¯2)
T , the
action Schi is not invariant under the SUSY transformation in the presence of the boundaries.
In the next two subsections, we will study two types of BPS boundary conditions for the
chiral multiplet; the Dirichlet (denoted by D) and the Neumann (denoted by N) boundary
conditions.
Other parts constructed by chiral multiplets are the superpotential terms. The La-
grangians of the superpotential terms are given by
LW =
∑
i
∂W (φ)
∂φi
Fi − 1
2
∑
i,j
ψiψj
W (φ)
∂φi∂φj
, (2.16)
LW =
∑
i
∂W (φ¯)
∂φ¯i
F¯i − 1
2
∑
i,j
ψ¯iψ¯j
W (φ)
∂φ¯i∂φ¯j
. (2.17)
Here i in the sums 3 labels the chiral multiplets (φi, ψi, Fi) in the superpotential W (φ). W (x)
is the complex conjugate of W (x). The actions of the superpotential terms are given by
SW =
∫
I×M2
LW , SW =
∫
I×M2
LW . (2.18)
The SUSY transformations of the superpotential are written as the total derivative:
δLW = −i∂µ
[∑
i
(ψiγ
µ)
∂W
∂φi
]
, δLW¯ = −i∂µ
[∑
i
(ψ¯iγ
µ¯)
∂W¯
∂φi
]
. (2.19)
Then surface terms for the SUSY transformation of the superpotentials are given by
δSW = i
′∑
i
∫
∂(I×M2)
(ψ1 i − ψ2 i)∂W
∂φi
,
δSW¯ = i¯
′∑
i
∫
∂(I×M2)
(ψ¯1 i − ψ¯2 i)∂W¯
∂φ¯i
. (2.20)
3In this article we use two notations for the representations for the flavor symmetry group. For example let
(φ, ψ, F ) be a chiral multiplet in the fundamental representation of GF = U(N). (φ, ψ, F ) is also expressed
as the collection of chiral multiplets (φi, ψi, Fi) with i = 1, · · · , N .
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We will see that the surface terms (2.20) vanish under the Dirichlet boundary condition. In
this case the supersymmetry is preserved without adding the boundary degrees of freedom.
On the other hand, the surface terms (2.20) remain under the Neumann boundary condition.
We have to add boundary degrees of freedom to preserve the supersymmetry.
2.2.1 Dirichlet boundary condition
First we consider the Dirichlet boundary condition:
φ = 0, φ¯ = 0, ψ1 − ψ2 = 0 , ψ¯1 − ψ¯2 = 0 ,
∂1F = 0, ∂1F¯ = 0, ∂1(ψ1 + ψ2) = 0 , ∂1(ψ¯1 + ψ¯2) = 0 . (2.21)
(2.21) is compatible with the SUSY transformation (2.13) with the variation parameters
defined by (2.3). The actions Schi and SW for the chiral multiplet are invariant under the
SUSY transformation with the Dirichlet boundary condition.
The restriction of SUSY transformation (2.13) on the boundary with the Dirichlet bound-
ary condition (2.21) is written as
δψ1 = i
′∂1φ+ ¯′F , δF = ′ [−2i∂1ψ1 + 2(D2 + iD3)ψ1] ,
δψ¯1 = i¯
′∂1φ¯+ ′F¯ , δF¯ = ¯′
[−2i∂1ψ¯1 + 2(D2 + iD3)ψ¯1] . (2.22)
Note that (2.22) is same as the supersymmetric transformation of the N = (0, 2) fermi
multiplet given by (2.30), if we take E(φ′) := φ′ with φ′ = ∂1φ and ψ′+ := ∂1ψ1.
2.2.2 Neumann boundary condition
Next we consider the Neumann boundary condition defined by
∂1φ = 0, ∂1φ¯ = 0,
ψ1 + ψ2 = 0 , ψ¯1 + ψ¯2 = 0 , ∂1(ψ1 − ψ2) = 0 , ∂1(ψ¯1 − ψ¯2) = 0 . (2.23)
(2.23) is compatible with the SUSY transformation with (2.3). At a boundary, the super-
symmetric transformation of the chiral multiplet with the Neumann boundary condition
gives
δφ = 2¯′ψ1 , δφ¯ = 2′ψ¯1 ,
δψ1 = 
′(D2 + iD3)φ , δψ¯1 = ¯′(D2 + iD3)φ¯ . (2.24)
The transformation of (φ, ψ1) in (2.24) is same as the supersymmetric transformation of the
2d N = (0, 2) chiral multiplet.
With the Neumann boundary condition (2.23), the kinetic action of the chiral multiplet
Schi is invariant by the SUSY transformation. On the other hand, the superpotential term is
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not invariant under the SUSY transformation. The SUSY transformations give the following
boundary terms:
δSW = 2i
′
∫
∂(I×M2)
∑
i′
ψ1 i′
∂W
∂φi′
,
δSW¯ = 2i¯
′
∫
∂(I×M2)
∑
i′
ψ¯1 i′
∂W¯
∂φ¯i′
. (2.25)
If the surface terms (2.25) are compensated by the SUSY transformation of appropriate 2d
N = (0, 2) superpotential terms [11], this cancellation mechanism is analogous to the matrix
factorization in the 2d N = (2, 2) Landau-Ginzburg models [12] and called the 3d matrix
factorization.
In 2d N = (2, 2) gauged linear sigma models (GLSMs) with boundaries, the surface term
of the superpotential is canceled by brane factors [13]. On the other hand, the dimensional
reduction of (2.25) is also canceled by the SUSY transformation of the superpotential in 1d
N = 2 fermi multiplets. We briefly study these two methods; brane factors and 1d fermi
multiplets in section 7.2.2.
2.3 2d N = (0, 2) theory at boundary and 3d matrix factorization
As we have seen in the previous section, the 3d N = 2 theory preserves 2d N = (0, 2) super-
symmetry at the boundaries except for the superpotential term. 2d N = (0, 2) multiplets
are necessary to cancel the gauge anomaly and to cancel the boundary terms for the 3d
superpotential. We explain 2d N = (0, 2) theories at boundaries and couplings between the
2d theories and the 3d theory.
N = (0, 2) vector multiplet
An N = (0, 2) vector multiplet with the gauge group G′ consists of a g′ valued gauge field
A′i (i = 2, 3), 2d fermions λ
′, λ¯′ , and an auxiliary D′. The action is given by
S2d.vec =
∫
M2
L2d.vec = −
∫
M2
QTr
[
λ′1(Dˆ − iF ′23)
]
=
∫
M2
Tr
[
F ′223 + Dˆ
′2 + 2λ′1(D2 + iD3)λ¯
′
1
]
. (2.26)
Here we defined F ′23 := ∂2A
′
3 − ∂3A′2 + i[A′2, A′3]. The SUSY transformation is same as (2.9)
and Q is the restriction of (2.4) to (2.9). The FI-term for the 2d N = (0, 2) gauge theory is
given by
S2d.FI =
∫
M2
L2d.FI =
∫
M2
iζ2d (D
′) . (2.27)
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N = (0, 2) chiral multiplet
We consider a 2d N = (0, 2) chiral multiplet consisting of (φ′, ψ′) in a representation of
the gauge group G′. The SUSY transformation is same as (2.24), where (φ, ψ1) replaced by
(φ′, ψ′) and the covariant derivative for G is replaced by that for G′. The Lagrangian of the
N = (0, 2) chiral multiplet is written as a Q-exact form:
L2d.chi = −Q
[
φ¯′(D2 − iD3)ψ′ + iφ¯′λ′φ′
]
= −φ¯′(D2 − iD3)(D2 + iD3)φ′ − 2ψ¯′(D2 − iD3)ψ′
− 2iφ¯′λ¯1ψ′ + 2iψ¯′λ′1φ′ + iφ¯′(Dˆ + iF ′23)φ′ . (2.28)
The action of 2d N = (0, 2) chiral multiplet is given by
S2d.chi :=
∫
M2
L2d.chi . (2.29)
N = (0, 2) fermi multiplet
The SUSY transformation of the 2d N = (0, 2) fermi multiplet (ψ′−, F ′) is given by
δψ′− = i
′E + ¯′F ′ ,
δF ′ = ′
[
−2i
∑
i
ψ′+ i∂φ′iE(φ
′) + 2(D2 + iD3)ψ′−
]
,
δψ¯′ = i¯′E¯ + ′F¯ ′ ,
δF¯ ′ = ′
[
−2i
∑
i
ψ¯′+ i∂φ¯′iE¯(φ¯
′) + 2(D2 + iD3)ψ¯′−
]
. (2.30)
Here (φ′i, ψ
′
+ i)’s are 2d N = (0, 2) chiral multiplets, that can be taken as the boundary values
of 3d chiral multiplets with the Neumann boundary condition. E is a function of φ′i’s. The
kinetic term of the fermi multiplet is given by
Lfermi = Q(ψ¯′−F ′ − iE¯ψ′−)
= −2ψ¯′−(D2 + iD3)ψ′− + F¯ ′F ′ + E¯E + 2i
∑
i
ψ¯−ψ′+ i∂φ′iE − 2i
∑
i
ψ¯′+ iψ
′
−∂φ¯′iE¯ .
(2.31)
The kinetic action of the 2d N = (0, 2) fermi multiplet is given by
Sfermi :=
∫
M2
Lfermi . (2.32)
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The N = (0, 2) superpotential term is constructed by the fermi multiplets (ψ′− a, F ′ a)’s
and the 2d N = (0, 2) chiral multiplets (φ′i, ψ′i+)’s with functions Ja(φ¯′)’s as
LJ =
∑
a
(
F ′aJa − 2
∑
i
ψ′− aψ
′
+ i
∂Ja
∂φ′i
)
,
LJ¯ =
∑
a
(
F¯ ′aJ¯a − 2
∑
i
ψ¯′− aψ¯
′
+ i
∂J¯a
∂φ¯′i
)
. (2.33)
The SUSY transformation of the 2d N = (0, 2) superpotential is written as
δLJ = 2i′
∑
a
[
−
∑
i
ψ′+ i
∂(EaJa)
∂φ′i
+ (∂2 + i∂3)(ψ
′
− aJ
a)
]
, (2.34)
If
∑
aE
aJa = 0, the superpotential preserves the N = (0, 2) supersymmetry. There is
another possibility to preserve supersymmetry as follows. The surface terms for the 3d
N = 2 superpotentials and the SUSY transformation of 2d N = (0, 2) superpotential are
combined as
δ
∫
I×M2
LW
∣∣∣
x1=±piL
+ δ
∫
{±piL}×M2
LJ
=
∫
{±piL}×M2
2i′
[∑
i
±ψ1 i∂W
∂φi′
− ψ′+ i
∑
a
∂(EaJa)
∂φi
]
. (2.35)
Then the boundary terms of the SUSY transformation of the 3d superpotential are canceled
by the 2d N = (0, 2) superpotential terms, if the 2d chiral multiplets in Ea and Ja take
the boundary values of the 3d chiral multiplets with the Neumann boundary condition;
φ′i = φi|x1=±piL, ψ′− i = ψ1i|x1=±piL and satisfy the following relations:
W
∣∣∣
x1=±piL
= ±
∑
a
EaJa, W¯
∣∣∣
x1=±piL
= ±
∑
a
E¯aJ¯a . (2.36)
2.4 Anomaly polynomials
The net contributions to anomalies from the fermions in the 3d chiral multiplets and the
fermions in the 2d chiral and fermi multiplets are nicely organized as the anomaly polyno-
mials [14]. The 3d and 2d theories have to satisfy the cancellation of the gauge anomalies
at both left and right boundaries. Also the ’t Hooft anomalies have to match between the
IR dual theories. Here let us summarize the contributions to the anomaly polynomials.
• 3d chiral multiplet:
A 3d N = 2 chiral multiplet with a charge assignment in Table 1 contributes to the
anomaly polynomial as
±1
2
(Qy + (r − 1)r)2 . (2.37)
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U(1)y U(1)R
φ Q r
ψ Q r − 1
F Q r − 2
U(1)y U(1)R
φ′ Q r
ψ′+ Q r − 1
U(1)y U(1)R
ψ′− Q r − 1
F ′− Q r − 2
Table 1: Left: The charge assignment for a 3d N = 2 chiral multiplet (φ, ψ, F ). Middle:
The charge assignment for a 2d N = (0, 2) chiral multiplet (φ′, ψ′+). Right: The charge
assignment for a 2d N = (0, 2) fermi multiplet (ψ′−, F ′). U(1)y is a gauge or a flavor
symmetry group. U(1)R is the R-symmetry group.
Here + (resp. −) is taken for the Dirichlet (resp. Neumann) boundary condition for
the chiral multiplet. y is the field strength for U(1)y and r is the field strength for the
U(1)R R-symmetry group.
The contribution of the 3d chiral multiplet belongs to a representation R of G:
±1
2
TrR(f)
2 . (2.38)
Here + (resp. −) is taken for the Dirichlet (Neumann) boundary condition for the
chiral multiplet.
• 2d N = (0, 2) chiral multiplet:
A 2d N = (0, 2) chiral multiplet with a charge assignment in Table 1 contributes to the
anomaly polynomial
−(Qy + (r − 1)r)2 . (2.39)
• 2d N = (0, 2) fermi multiplet:
A 2d N = (0, 2) fermi multiplet with a charge assignment in Table 1 contributes to the
anomaly polynomial
(Qy + (r − 1)r)2 . (2.40)
3 SUSY index of 3d N = 2 theory on I × T 2 and local-
ization
3.1 Definition of the index on I×T 2 and SUSY localization formula
In this section we evaluate the SUSY index on I × T 2 in terms of the supersymmetric
localization method.
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For the later convenience, we introduce the coordinates (s, t) of T 2 defined by
x2 = s+ τ1t, x
3 = tτ2 , (3.1)
and take a normalization of an integration measure of I × T 2 as∫
I×T 2
(· · · ) := 1
8pi3LR2
∫ piL
−piL
dx1
∫ 2piR
0
ds
∫ 2piR
0
dt (· · · ) . (3.2)
We impose the same boundary conditions at the left and the right boundaries x1 = ±piL
and impose the following twisted boundary conditions for all the fields Ψ(x, s, t) along the
two-dimensional torus T 2:
Ψ(x1, s, t+ 2piR) =
∏
i
e−2piiztiFiΨ(x1, s, t) ,
Ψ(x1, s+ 2piR, t) =
∏
i
e−2piizsiFiΨ(x1, s, t) . (3.3)
The supersymmetric index of the 3d N = 2 supersymmetric theory on I × T 2 is defined by
ZI×T 2 : = Tr(−1)F e2piiRPt
∏
i
e2piiziFi
= Tr(−1)F epiiRτ(P2−iP3)epiiRτ¯(P2+iP3)
∏
i
e2piiziFi . (3.4)
Here iPi ' ∂i with i ∈ 2, 3, t are the generators of translations in the directions x2, x3 and t.
Fi’s are the generators of the maximal torus of the flavor symmetry group GF . zi = zti−τzsi
is the fugacity of the U(1) flavor charge Fi. The I × T 2 index (3.4) is a function of the
moduli parameter τ of the torus T 2, but independent of the complex conjugate τ¯ . This is
because a generator of the translation P2 + iP3 is written as a Q-exact form:
{Q, Q¯} = 2i(P2 + iP3) ' 4∂w¯ . (3.5)
Thus we may write the index as
ZI×T 2 = Tr(−1)F epiiRτ(P2−iP3)
∏
i
e2piiziFi . (3.6)
From (3.5), it follows that the correlation functions consisting of Q-closed operators are
independent of an anti-holomorphic coordinate w¯ of M2. In section 6, we compute two point
functions of Q-closed operators in the free chiral multiplet and see this property explicitly.
Although it is possible to introduce 2d vector multiplets at the boundaries and evaluate
the I×T 2 index by localization, we concentrate on the theories without 2d vector multiplets
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to avoid clutter of the localization computation. We summarize the localization formula for
the supersymmetric index ZI×T 2 of the 3d N = 2 theories on I × T 2:
ZI×T 2(y; q) =
1
|WG|
∑
u∗∈Msing
JK-Res
u=u∗
(Q∗, η)Z
1-loop
I×T 2 Z
1-loop
T 2L
Z1-loop
T 2R
∧rk(G)a=1 dua . (3.7)
Here T 2R (resp. T
2
L) is a boundary torus at x
1 = piL (resp. x1 = −piL). G is the gauge group
for the 3d theory on I × T 2. |WG| is the cardinality of the Weyl group of G. u is a flat
connection for the maximal torus of G.
Z1-loopI×T 2 , Z
1-loop
T 2L
and Z1-loop
T 2R
are the one-loop determinants of the 3dN = 2 theory on I×T 2,
the one-loop determinants of the 2d N = (0, 2) theory on T 2L and those of the 2d N = (0, 2)
theory on T 2R:
Z1-loopI×T 2 = Z3d.vec,G(e
2piiu; q)
∏
Zchi,a,R(e
2piiu, y; q) , (3.8)
Z1-loop
T 2L
=
∏
Z2d.chi,RL(e
2piiuL , y; q)
∏
Zfermi,R′L(e
2piiu, y; q) , (3.9)
Z1-loop
T 2R
=
∏
Z2d.chi,RR(e
2piiu, y; q)
∏
Zfermi,R′R(e
2piiu, y; q) , (3.10)
where
Z3d.vec,G(x, q) :=
(
2piη(q)2
i
)rk(G) ∏
α∈rt(g)
i
θ1(x
α, q)
η(q)
, (3.11)
Zchi,N,R(x, y; q) = Z2d.chi,R(x, y; q) :=
∏
Q∈wt(R)
∏
QF∈wt(F)
i
η(q)
θ1(xQyQ
F , q)
, (3.12)
Zchi,D,R(x, y, ; q) = Zfermi,R(x, y; q) :=
∏
Q∈wt(R)
∏
QF∈wt(F)
i
θ1(x
QyQ
F
, q)
η(q)
. (3.13)
The 3d N = 2 one-loop determinant (3.8) consists of a 3d G vector multiplet Z3d.vec,G, a 3d
chiral multiplets with the Neumann boundary condition Zchi,N,R and a 3d chiral multiplet
with the Dirichlet (denoted by D) boundary condition Zchi,D,R. a belongs to a ∈ D,N. The
2d N = (0, 2) one-loop determinants (3.9) and (3.10) consist of the 2d chiral multiplets
Z2d.chi,R(x, y; q) and the 2d fermi multiplets Zfermi,R(x, y; q). The products are taken over all
the multiplets.
rt(g) denotes roots of the Lie algebra g = Lie(G) and wt(R) denotes weights of a repre-
sentation R of the gauge group. F denotes a representation of the flavor symmetry group
GF . x
Q := e2pii
∑N
a=1Qaua and yQ
F
= e2pii
∑
iQ
F
i zi . Q = (Q1, · · · , Qrk(G)) is a weight of R.
QF = (QF1 , · · · , QFrk(GF )) is a weight of F. In the path integral formalism, u (resp. z) is a
flat connection of the maximal torus G (resp. GF ) on the torus T
2.
13
The theta function θ1(x, q) and the eta function η(q) are defined by
η(q) = q
1
24
∞∏
n=1
(1− qn) ,
θ1(x, q) = −iq 18x− 12
∞∏
n=1
(1− qn)(1− xqn−1)(1− x−1qn) , (3.14)
where q = e2piiτ .
JK-Resu=u∗(Q∗, η) is the Jeffrey-Kirwan (JK) residue defined as follows. When the rk(G)
hyperplanes of codimension one, called singular hyperplanes Qi(u − u∗) =
∑rk(G)
a=1 Q
a
i (u
a −
ua∗) = 0 (i = 1, · · · , rk(G)) intersect at a point u∗ = (u1∗, · · · , urk(G)∗ ) in the u-space. The JK
residue at the point u∗ is defined by
JK-Res
u=u∗
(Q∗, η)
du1 ∧ · · · ∧ durk(G)
Q1(u− u∗) · · ·Qrk(G)(u− u∗)
=
{
1
| det(Q1,...,Qrk(G))| if η ∈ Cone(Q1, . . . , Qrk(G)) ,
0 otherwise .
(3.15)
Here Cone(Q1, . . . , Qrk(G)) =
∑rk(G)
i=1 R>0Qi is the cone spanned by gauge charge vectors;
Qi = (Q
1
i , · · · , Qrk(G)i ) ∈ Rrk(G) (i = 1, · · · , rk(G)). (3.15) depends on a set of charges
Q∗ = (Q1, . . . , Qrk(G)) and η. The sum
∑
u∗ runs over all the points u∗, where N
′ with
N ′ ≥ rk(G) singular hyperplanes meet at a point and the condition η ∈ Cone(Q1, . . . , Qrk(G))
is satisfied. If N ′ singular hyperplanes with N ′ > rk(G) intersect at a point, we apply the
constructive definition of the JK residue in [15]. The condition N ′ = rk(G) is satisfied for
the models treated in this article.
Note that each one-loop determinant of the 3d multiplet has the same form as the one-
loop determinant of the vector, chiral, and fermi multiplet in the 2d N = (0, 2) elliptic genus
in the R-sector [15], respectively and the index is independent of the length of the interval
I. In other words, the fermionic and the bosonic Kaluza–Klein modes in the x1-direction
cancel out, expect for the lowest modes that form the 2d N = (0, 2) multiplets.
Before we move to technical details of the localization computation, let us briefly recall
the principle of supersymmetric localization [16]. The partition function or the index of the
supersymmetric theory in the path integral formalism is expressed as
Z =
∫
DΨe−S[Ψ] . (3.16)
We assume the action S[Ψ] is invariant by a fermionic conserved charge (supercharge) Q,
where Ψ denotes the component fields of the supermultiplets in the theory. Without changing
the value of the partition function, one can add one-parameter family of the Q-exact term
(action) 1
g2
Q · V [Ψ] to the action. If there are more than one Q-exact term, the action is
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deformed by a multi-parameter family of Q-exact terms
∑
i
1
g2i
Q · Vi[Ψ]. By taking the weak
coupling limit g2 → 0, the path integral is exactly evaluated in the one-loop computation of
the fluctuations around the saddle points (zero loci) Ψ0 of the Q-exact term; Q · V [Ψ0] = 0:
Z = lim
g→0
∫
DΨe−S[Ψ]− 1g2Q·V [Ψ] =
∫
dΨ0e
−S[Ψ0]Z1-loop(Ψ0) . (3.17)
Here we expanded fields as Ψ = Ψ0 + gΨ˜, where Ψ˜ denotes fluctuations around the saddle
point configurations Ψ0. By integrating out Ψ˜, we obtain the one-loop determinant Z1-loop
of Q · V [Ψ] around the saddle point Ψ0. When fermion zero-modes exist, actual localization
computation is more involved and one has to treat carefully the zero-mode integral [17, 15].
In our case, the Q-exact terms for the three dimensional part are taken as the super
Yang-Mills action (2.10) and the kinetic action of the 3d chiral multiplet (2.15). The Q-
exact terms for the two dimensional part are taken as the kinetic action of the 2d chiral
multiplet (2.29) and the fermi multiplet (2.32):∑
i
1
g2i
Q · Vi[Ψ] = 1
e2
SSYM +
1
g21
Schi +
∑
i=L,R
(
1
g22.i
S2d.chi,i +
1
g23.i
Sfermi,i
)
. (3.18)
Here i = L,R express the boundary theories at T 2L, T
2
R, respectively. First we take the limit
g21, g
2
2.i, g
2
3.i → 0 and then we take the limit e2 → 0.
The Q-closed actions are the 3d FI-term, and the 3d and 2d superpotential terms. The
saddle point configuration of the 3d FI-term is non-zero. On the other hand, the saddle point
configuration of superpotential terms is zero . The localization formula does not explicitly
depend on the superpotential terms. The superpotentials contribute to the localization
formula through the 3d matrix factorization.
3.2 Evaluation of the one-loop determinants
First we evaluate the one-loop determinant for the 3d N = 2 vector multiplet with the
boundary condition (2.8). As we have seen in the previous section, the super Yang-Mills
Lagrangian is written as a SUSY transformation. We choose it as a Q-exact term. The
saddle point condition for the vector multiplet, i.e., the zero loci of the super Yang–Mills
Lagrangian are given by Fµν = 0 and Dµσ = 0 and constant values of λ, λ¯.
From the boundary condition (2.8), the saddle point configurations are given by A1 = 0
and σ = 0 and F23 = 0. Let A¯ be the gauge field which satisfies the saddle point condition
F23 = 0:
A¯ = A¯2dx
2 + A¯3dx
3 = A¯tdt+ A¯sds , (3.19)
where A¯t and A¯s are constants. The covariant derivative with the gauge field (3.19) D¯µ =
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∂µ + iA¯µ is given by
D¯1 = ∂1,
D¯2 + iD¯3 =
i
τ2
{(∂t − τ∂s) + i(A¯t − τA¯s)} = i
τ2
(
∂t − τ∂s + i u
R
)
,
D¯2 − iD¯3 = −i
τ2
{(∂t − τ¯ ∂s) + i(At − τ¯As)} = −i
τ2
(
∂t − τ¯ ∂s + i u¯
R
)
. (3.20)
Here u and u¯ are defined by
2piu :=
∮
t
A¯− τ
∮
s
A¯ , 2piu¯ :=
∮
t
A¯− τ¯
∮
s
A¯ . (3.21)
and u, u¯ take values in a representation of Cartan subalgebra of the gauge group,
u =
rk(G)∑
a=1
uaHa, u¯ =
rk(G)∑
a=1
u¯aHa . (3.22)
The representation is determined by the matter field on which the covariant derivative acts.
To make the expressions concise, we use same symbol {Ha}rk(G)a=1 to express a generator of
the Cartan subalgebra of g and its representation.
We evaluate the one-loop determinants of the fluctuations around the saddle point con-
dition (3.19). We focus on the mode expansions along the interval I under the boundary
condition. Then the fluctuations are expanded as
σ˜ =
∞∑
`=1
σ(`) sin
`x1
L
, A˜1 =
∞∑
`=1
A
(`)
1 sin
`x1
L
, A˜i =
∞∑
`=0
A
(`)
i cos
`x1
L
, (i = 2, 3),
λ˜α =
∞∑
`=0
λ(`)c cos
`x1
L
+ (−1)α−1
∞∑
`=1
λ(`)s sin
`x1
L
,
˜¯λα =
∞∑
`=0
λ¯(`)c cos
`x1
L
+ (−1)α−1
∞∑
`=1
λ¯(`)s sin
`x1
L
(α = 1, 2). (3.23)
Fields with tilde ˜ express the fluctuations around the saddle point configuration. Each
Kaluza-Klein mode Ψ(`) ∈ {A(`)µ , σ(`), λ(`)c/s, λ¯(`)c/s} is expanded as
Ψ(`) =
∑
α∈rt(g)
Ψ(`)α Eα . (3.24)
Here {Ha, Eα} is the Cartan-Weyl basis for the Lie algebra g with the normalization Tr(EαEβ) =
δα+β,0.
In (3.23), the modes labeled by ` are functions of the coordinates of the torus (s, t). The
twisted boundary condition (3.3) is imposed for the Kaluza-Klein modes Ψ(`)’s:
Ψ(`)(s+ 2piR, t) = Ψ(`)(s, t) , Ψ(`)(s, t+ 2piR) = Ψ(`)(s, t) ,
→ Ψ(`)(s, t) =
∑
m,n∈Z
exp
(
i
m
R
s+ i
n
R
t
)
Ψ(`,m,n) . (3.25)
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To perform the path integral for the gauge field, we introduce a gauge fixing term Lgf in the
Rξ-gauge with ξ = 1 and introduce the Faddeev–Popov ghost C and the anti-ghost C¯:
Lgf = 1
2
Tr(D¯µA˜
µ)2 , Lgh = TrC¯(−D¯µD¯µ)C . (3.26)
We take the Neumann boundary condition for the ghosts at x1 = ±piL and expand them as
C =
∞∑
`=0
C(`) cos
`x1
L
, C¯ =
∞∑
`=0
C¯(`) cos
`x1
L
. (3.27)
The bosonic fields are combined into a bilinear form
1
piL
∫ piL
−piL
dx1 (Lvec + Lgf)|bosonic part
= Tr
[
~A(0)TM0 ~A(0)
]
+
1
2
∞∑
`=1
Tr
[
~A(`)TM` ~A(`) + σ(`)
(
`2
L2
− D¯22 − D¯23
)
σ(`)
]
+ Tr[D2] ,
(3.28)
with
~A(0) =
(
A
(0)
2
A
(0)
3
)
, ~A(`) =
 A
(`)
1
A
(`)
2
A
(`)
3
 ,
M0 = diag(−D¯22 − D¯23,−D¯22 − D¯23) ,
M` = diag
(
`2
L2
− D¯22 − D¯23,
`2
L2
− D¯22 − D¯23,
`2
L2
− D¯22 − D¯23
)
(` = 1, 2, · · · ) . (3.29)
Then the bosonic part of the one-loop determinants of the vector multiplet and the gauge
fixing term are given by4
Det−1
(−D¯22 − D¯23) · ∞∏
`=0
Det−2
(
`2
L2
− D¯22 − D¯23
)
. (3.30)
Here Det denotes the functional determinant with respect to derivatives of the coordinates
of the torus and Eα’s.
The fermionic part of the vector multiplet and the ghost action is expanded as
1
2piL
∫ piL
−piL
dx1
(
i˜¯λγµD¯µλ˜+ C¯(DµD
µ)C
)
= 2λ¯(0)c (D¯2 + iD¯3)λ
(0)
c
+
∞∑
`=1
(
λ¯
(`)
c λ¯
(`)
s
)( D¯2 + iD¯3 −i `L
i `
L
D¯2 − iD¯3
)(
λ
(`)
c
λ
(`)
s
)
+
∞∑
`=0
C¯(`)
(
`2
L2
− D¯22 − D¯23
)
C(`) . (3.31)
4As in the case of localization of the elliptic genera, we absorb the factor (Rτ2)
−1 in front of |n−mτ+α(u)|2
by rescaling L and D in the following one-loop computations.
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Then the fermionic part of the one-loop determinant of the vector multiplet and the ghost
action is given by
Det
(
D¯2 + iD¯3
)
Det
(
D¯22 + D¯
2
3
) ∞∏
`=1
Det2
(
`2
L2
− D¯22 − D¯23
)
. (3.32)
From (3.30) and (3.32), we obtain the one-loop determinant of the vector multiplet in (3.11):
Z3d.vec,G(x, q) = Det
(
D¯2 + iD¯3
)
=
∏
n,m∈Z
(m,n)6=(0,0)
(n+mτ) ·
∏
n,m∈Z
∏
α∈rt(g)
(n+mτ + α(u))
=
(
2piη(q)2
i
)rk(G) ∏
α∈rt(g)
i
θ1(x
α, q)
η(q)
. (3.33)
We used the zeta function regularization in the last line. Next we evaluate the one-loop
determinants for the chiral multiplet in a representation R of the gauge group G and in a
representation F of a flavor symmetry group GF .
Since we impose the twisted boundary condition with the flavor symmetry in (3.3), the
covariant derivative (3.20) is shifted by the background gauge field for the flavor symmetry
group:
∂i + iA¯i → ∂i + iA¯i + iAFi for i = 2, 3 . (3.34)
AFi with i = 2, 3 is the background gauge field on T
2 which belongs to a representation of
the maximal torus of the flavor symmetry group GF . The fugacity of the flavor symmetry
is written in terms of the background gauge field as
2piz :=
∮
t
AF − τ
∮
s
AF , 2piz¯ :=
∮
t
AF − τ¯
∮
s
AF . (3.35)
where z = (z1, · · · , zrk(GF )). To make the equations concise, we include AFi in the definition
of D¯i.
For the Dirichlet boundary condition, the mode expansions of the chiral multiplets along
the interval I are expressed as
φ =
∞∑
`=1
φ(`) sin
`x1
L
, φ¯ =
∞∑
`=1
φ¯(`) sin
`x1
L
,
ψα =
∞∑
`=0
ψ(`)c cos
`x1
L
+ (−1)α−1
∞∑
`=1
ψ(`)s sin
`x1
L
,
ψ¯α =
∞∑
`=0
ψ¯(`)c cos
`x1
L
+ (−1)α−1
∞∑
`=1
ψ¯(`)s sin
`x1
L
, (α = 1, 2). (3.36)
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The integration over the interval I gives
1
2piL
∫ piL
−piL
dx1 ˜¯φ(−D¯µD¯µ + iD)φ˜ = 1
2
∞∑
`=1
φ¯(`)
(
−D¯22 − D¯23 +
`2
L2
+ iD
)
φ(`) ,
1
2piL
∫ piL
−piL
dx1 ψ¯(−iγµD¯µ)ψ = −2ψ¯(0)c (D¯2 + iD¯3)ψ(0)c
−
∞∑
`=1
(
ψ¯
(`)
c ψ¯
(`)
s
)( D¯2 + iD¯3 −i `L
i `
L
D¯2 − iD¯3
)(
ψ
(`)
c
ψ
(`)
s
)
. (3.37)
Here we write the zero-mode of the auxiliary field D simply by the same symbol D.
For the Neumann boundary condition, the mode expansions along the interval I are given
by
φ =
∞∑
`=0
φ(`) cos
`x1
L
, φ¯ =
∞∑
`=0
φ¯(`) cos
`x1
L
,
ψα = (−1)α−1
∞∑
`=0
ψ(`)c cos
`x1
L
+
∞∑
`=1
ψ(`)s sin
`x1
L
,
ψ¯α = (−1)α−1
∞∑
`=0
ψ¯(`)c cos
`x1
L
+
∞∑
`=1
ψ¯(`)s sin
`x1
L
, (α = 1, 2). (3.38)
The mode expansions of the kinetic terms are evaluates as
1
2piL
∫ piL
−piL
dx1 ˜¯φ(−D¯µD¯µ + iD)φ˜
= φ¯(0)
(−D¯22 − D¯23 + iD)φ(0) + 12
∞∑
`=1
φ¯(`)
(
−D¯22 − D¯23 +
`2
L2
+ iD
)
φ(`) ,
1
2piL
∫ piL
−piL
dx1 ˜¯ψ(−iγµD¯µ)ψ˜
= −2ψ¯(0)c (D¯2 − iD¯3)ψ(0)c −
∞∑
`=1
(
ψ¯
(`)
c ψ¯
(`)
s
)( D¯2 − iD¯3 −i `L
i `
L
D¯2 + iD¯3
)(
ψ
(`)
c
ψ
(`)
s
)
.
(3.39)
From (3.37) and (3.39), we obtain the effect of one-loop determinants with the Dirichlet
and the Neumann boundary conditions:
gchi,D(u,D) = Det
(
D¯2 + iD¯3
) ∞∏
`=1
Det
(
`2
L2
− D¯22 − D¯23
)
Det
(
`2
L2
− D¯22 − D¯23 + iQ(D)
)
=
∏
Q∈wt(R)
∏
QF∈wt(F)
∏
m,n∈Z
(n−mτ +Q(u) +QF (z))
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×
∞∏
`=1
`2
L2
+ |n−mτ +Q(u) +QF (z)|2
`2
L2
+ |n−mτ +Q(u) +QF (z)|2 + iQ(D) , (3.40)
gchi,N(u,D) =
Det
(
D¯2 − iD¯3
)
Det
(−D¯22 − D¯23 + iQ(D))
∞∏
`=1
Det
(
−D¯22 − D¯23 + `
2
L2
)
Det
(−D¯22 − D¯23 + `2L2 + iQ(D))
=
∏
Q∈wt(R)
∏
QF∈wt(F)
∏
m,n∈Z
(n−mτ¯ +Q(u¯) +QF (z¯))
|n−mτ +Q(u) +QF (z)|2 + iQ(D)
×
∞∏
`=1
`2
L2
+ |n−mτ +Q(u) +QF (z)|2
`2
L2
+ |n−mτ +Q(u) +QF (z)|2 + iQ(D) . (3.41)
Here D and N denote the Dirichlet and the Neumann boundary condition, respectively.
Again Q = (Q1, · · · , Qrk(G)) (resp. QF = (QF1 , · · · , QFrk(GF )) ) is a weight of a representation
of G (resp. GF ). If D = 0, gchi,a for a ∈ {N,D} becomes the (3.12) and (3.13):
gchi,D(u,D = 0) = Zchi,D,R(x, y; q) =
∏
Q∈wt(R)
∏
QF∈wt(F)
iθ1(x
QzQ
F
, q)
η(q)
, (3.42)
gchi,N(u,D = 0) = Zchi,N,R(x, y; q) =
∏
Q∈wt(R)
∏
QF∈wt(F)
iη(q)
θ1(xQyQ
F , q)
. (3.43)
Here we used the zeta function regularization.
In similar way, the one-loop determinants of the 2d N = (0, 2) multiplets are computed
as
gfermi(u) =
∏
Q∈wt(R)
∏
QF∈wt(F)
∏
m,n∈Z
(n−mτ +Q(u) +QF (z)) ,
g2d.chi(u,D) =
∏
Q∈wt(R)
∏
QF∈wt(F)
∏
m,n∈Z
(n−mτ¯ +Q(u¯) +QF (z¯))
|n−mτ +Q(u) +QF (z)|2 + iQ(D) . (3.44)
Here R and F are representations of the gauge and flavor symmetry groups of the 2d multi-
plets on the boundary torus, respectively. Note that gfermi(u) and g2d.chi(u,D = 0) are given
by (3.42) and (3.43) with the zeta function regularization.
Next we perform the integral over the zero-modes of the gaugini λ, λ¯ and the auxiliary
field D, which impose D = 0 and gives (3.42) and (3.43).
3.3 Integration over zero modes
In the previous subsection, we have evaluated the one-loop determinant for the fluctuation
around the saddle point locus. When the gaugino zero-modes exist, the path integral over
the gaugino zero-modes contributes to the supersymmetric localization procedure. In this
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subsection, we will perform the integration over the gaugino zero-modes. The gaugino zero
modes λ0,0,0, λ¯0,0,0 can be expanded as
λc,(0,0,0) =
rk(G)∑
a=1
λa(0)H
a, λ¯c(0,0,0) =
rk(G)∑
a=1
λ¯a(0)H
a. (3.45)
Then the following combination of the Yukawa couplings saturates the integral over the
gaugino zero-modes:∫ rk(G)∏
a=1
dλa(0)dλ¯
a
(0)D ¯˜φDφ˜D ¯˜ψDψ˜e
∫
I×T2 [
˜¯φ(D¯µD¯µ−iD)φ˜+ ˜¯ψ(−iγµD¯µ)ψ˜]
× 1
(rk(G)!)2
(∫
I×T 2
i ˜¯ψλ0,0,0φ˜
)rk(G)(∫
I×T 2
i ˜¯φλ¯0,0,0ψ˜
)rk(G)
= detha(u,D)gchi,a(u,D) . (3.46)
Here a ∈ {D,N} denotes the Dirichlet boundary condition (D) or the Neumann boundary
condition (N). haba with a, b = 1, · · · , rk(G) is defined by
habD =
∑
QF∈wt(g)
∞∑
`=1
∑
m,n∈Z
2QaQb
(
n−mτ +Q(u) +QF (z))
|n−mτ +Q(u) +QF (z)|2 + `2
L2
× 1|n−mτ +Q(u) +QF (z)|2 + `2
L2
+ iQ(D)
,
habN =
∑
QF∈wt(g)
∞∑
`=0
∑
m,n∈Z
2QaQb
(
n−mτ +Q(u) +QF (z))
|n−mτ +Q(u) +QF (z)|2 + `2
L2
× 1|n−mτ +Q(u) +QF (z)|2 + `2
L2
+ iQi(D)
, (3.47)
haba satisfies the following relations:
∂ga(u,D)
∂u¯a
= −ihaba (u,D)Dbga(u,D), (3.48)
∂haba (u,D)
∂u¯c
=
∂hcaa (u,D)
∂u¯b
=
∂hbca (u,D)
∂u¯a
. (3.49)
The evaluation of integrals over the 3d gaugino zero-modes with the Yukawa couplings
including boundary 2d fields are parallel to (3.46):
hab2d.chi =
∑
QF∈wt(g)
∑
m,n∈Z
2QaQb
(|n−mτ +Q(u) +QF (z)|2 + iQ(D)) (n−mτ¯ +Q(u¯) +QF (z¯)) .
(3.50)
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After performing the path integral for the fluctuations and the gaugino zero-modes, we
obtain the following result:
ZI×T 2 =
c
|WG| lime→0ε→0
∫
M\∆ε
drk(G)u drk(G)u¯
∫
Rrk(G)
drk(G)D
× deth(u, u¯,D)g(u, u¯,D) exp
[
− 1
2e2
Tr(D2)− iζ(D)
]
, (3.51)
with
deth =
∏
detha
∏
deth2d.chi ,
g = Z3d.vec,G
∏
gchi,a
∏
g2d.chi
∏
gfermi . (3.52)
Here the products run over the 3d chiral multiplets, the 2d chiral and the fermi multiplets. c
is an overall constant. For elliptic genera, the overall constant is taken to reproduce the free
field computation of the elliptic genera [18, 19, 20]. Since the indices on I×T 2 do not depend
on the length of I, we take the same normalization as the elliptic genera; c = (4pi2i)−rk(G).
M is the space of flat connections u and u¯. ∆ε is the union of the ε-neighborhood around
the singular loci of the one-loop determinant defined as follows. First we define Hi called a
singular hyperplane associated with the i-th 3d chiral multiplet with the Neumann boundary
condition or the i-th 2d N = (0, 2) chiral multiplet by
Hi := {u = (u1, · · · , urk(G))|ui ∈ C/Z+ τZ, Qi(u) +QFi (z) = 0}. (3.53)
Then ∆ε(Hi) is the ε-neighborhood of the singular hyperplane Hi:
∆ε(Hi) := {u = (u1, · · · , urk(G))| |Qi(u) +QFi (z)| ≤ ε} . (3.54)
∆ε is the union of ∆ε(Hi) defined by
∆ε =
⋃
i
∆ε(Hi) , (3.55)
where index i runs over all the singular hyperplanes in the theory. For the higher rank gauge
theories, the relations (3.48) and (3.49) satisfy the same properties in order to perform the
integration over u¯ and D in [15]. By repeating the argument in [15], we obtain the expression
(3.7) after some tedious computations. For simplicity we shall consider U(1) gauge theories
and evaluate explicitly the integrals of u¯ and D. In this case, (3.51) with rk(G) = 1 is
written as
ZI×T 2 = lim
e→0
ε→0
∫
M\∆ε
dudu¯
2pi
∫
R
dD
2pii
h(u,D)g(u,D) exp
[
− 1
2e2
D2 − iζD
]
. (3.56)
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Figure 1: (a): The integration contour Γ− is specified by the solid black arrow. Any pole
arising from ∆+ε does not hit Γ− in the limit ε → 0. From the disjointness of ∆+ε and ∆−ε ,
any pole approaches to Γ− from the negative imaginary axis in the limit ε → 0. (b): The
decomposition of Γ− to C0 + Γ+. Any pole arising from ∆−ε does not hit Γ+ in the limit
ε→ 0.
For the rank one gauge theories, we omitted the labels for the Cartan part of the gauge
group as D = D1, u = u1, h = h11, and so on.
When u locates on a center of the tube |n −mτ + Qiu + QFi (z)| = ε, the zero-mode of
the auxiliary field D has a pole at D = iQiε
2. The contour of D can be deformed away from
the origin of the imaginary axis if the contour does not hit the pole specified as
|n−mτ +Qiu+QFi (z)|2 + iQiD = 0 . (3.57)
We define such deformed integration contours Γ± by Γ± := R± iδ with 0 < δ < ε. First we
take Γ−. Eq.(3.48) for the rank one gauge theory is given by
∂g(u,D)
∂u¯
= −iDh(u,D)g(u,D) . (3.58)
From this relation we can rewrite the integral (3.56) as
ZI×T 2 = − lim
e→0
ε→0
∫
Γ−
dD
2piiD
∫
M\∆ε
dudu¯
2pii
∂g(u,D)
∂u¯
exp
[
− 1
2e2
D2 − iζD
]
= − lim
e→0
ε→0
∫
Γ−
dD
2piiD
exp
[
− 1
2e2
D2 − iζD
] ∮
∂(M\∆ε)=∂∆ε
du
2pii
g(u,D) . (3.59)
Here we assume that the ∆ε in the rank one gauge theory is decomposed to the disjoint
union:
∆ε = ∆
+
ε unionsq∆−ε , (3.60)
where ∆+ε is the union of the ε-neighborhoods around the singular hyperplanes (=points)
Qiu + Q
F
i (z) = 0 with Qi > 0 and ∆
−
ε is the union of the ε-neighborhoods around the
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singular hyperplanes Qiu + Q
F
i (z) = 0 with Qi < 0. If the condition (3.60) is satisfied, the
singular hyperplane arrangements are called projective. For the higher rank gauge theories,
the singular hyperplane arrangements mean that weights Q = (Q1, · · · , Qrk(G)) for gauge
representations at each singular point u∗ are contained in a half space of Rrk(G). In this
paper we assume “projective” condition is satisfied.
Since the pole D = iQiε
2 with Qi > 0 does not hit the integration contour Γ− in the
limit ε → 0 as depicted by (a) in Figure 1 and the integrand is bounded, the contribution
from a boundary ∂∆+ε in (3.59) vanishes:
lim
e→0
ε→0
∫
Γ−
dD
iD
exp
[
− 1
2e2
D2 − iζD
] ∮
∂∆+ε
du
2pii
g(u,D) = 0 . (3.61)
Next we will see the contribution from ∆−ε is written as the contour integral on ∂∆
−
ε . As
depicted by Figure 1(b), we decompose the integration contour Γ− as
Γ− = C0 + Γ+ . (3.62)
Here C0 is a small circle around the origin of the D-plane and the index is expressed as
ZI×T 2 = − lim
e→0
ε→0
∫
Γ−
dD
2piiD
exp
[
− 1
2e2
D2 − iζD
] ∮
∂∆−ε
du
2pii
g(u,D)
= − lim
e→0
ε→0
∮
C0
dD
2piiD
exp
[
− 1
2e2
D2 − iζD
] ∮
∂∆−ε
du
2pii
g(u,D)
− lim
e→0
ε→0
∫
Γ+
dD
2piiD
exp
[
− 1
2e2
D2 − iζD
] ∮
∂∆−ε
du
2pii
g(u,D) . (3.63)
The last term in (3.63) vanishes due to a similar reason of (3.61). The residue at C0 gives
an expression:
ZI×T 2 = −
∫
∂∆−ε
du
2pii
g(u,D = 0). (3.64)
If we choose Γ+, the same argument gives
ZI×T 2 =
∫
∂∆+ε
du
2pii
g(u,D = 0). (3.65)
(3.64) and (3.65) are the localization formula (3.7) for the G = U(1) gauge theories. The
sign of δ corresponds to η in the JK residues.
4 2d N = (2, 2) and N = (0, 4) theories from 3d N = 4
theories
We study the relations between I × T 2 indices for 3d N = 4 theories and 2d elliptic genera.
A similar construction of 2d N = (2, 2) and N = (0, 4) theories based on 4d N = 2 theories
on T 2 × S2 was studied in [21].
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The 3d N = 4 G vector multiplet is decomposed to 3d N = 2 G vector multiplet and a
chiral multiplet ϕ in the adjoint representation. The charge assignments for 3d N = 2 chiral
multiplets q, q˜ in the 3d N = 4 multiplet are depicted in Table 2.
G U(1)y
ϕ adj −r1 − r2
q R r1
q˜ R r2
Table 2: The charge assignments of 3d N = 2 multiplets in the 3d N = 4 multiplets.
ϕ denotes the chiral multiplet in the N = 4 vector multiplet. q and q˜ denote the chiral
multiplets in the 3d N = 4 hypermultiplet. U(1)y is a flavor symmetry.
We impose the Dirichlet boundary condition for the adjoint chiral multiplets ϕ in the
N = 4 vector multiplet and impose the Dirichlet boundary conditions for both q and q˜, or
the Neumann boundary conditions for both q and q˜. We take flavor charges as r1 = r2 =
1
2
.
Then the one-loop determinants of the 3d N = 4 multiplets are given by
ZN=4vec,D(x, y; q) = Z
N=2
vec Z
N=2
chi,D
=
(
2piiη(q)θ1(q, y
−1)
)rk(G) ∏
α∈rt(g)
θ1(x
α, q)θ1(x
αy−1, q)
η(q)2
, (4.1)
ZN=4hyp,(D,D)(x, y, q) = Z
N=2
chi,DZ
N=2
chi,D =
∏
Q∈wt(R)
θ1(x
Qy
1
2 , q)θ1(x
−Qy
1
2 , q)
−η(q)2 , (4.2)
ZN=4hyp,(N,N)(x, y, q) = Z
N=2
chi,NZ
N=2
chi,N =
∏
Q∈wt(R)
−η(q)2
θ1(xQy
1
2 , q)θ1(x−Qy
1
2 , q)
. (4.3)
Here D and N denote the boundary conditions for a 3d N = 2 chiral multiplet. (4.1),
(4.2) and (4.3) agree with the one-loop determinants of the vector, the long fermi, and the
hypermultiplet in the 2d N = (0, 4) elliptic genus, respectively.
Next we choose the Neumann boundary condition for the adjoint chiral multiplet in the
3d N = 4 vector multiplet. We choose the Neumann (resp. Dirichlet) boundary condition
for a chiral multiplet in the representation R (resp. R) in the hypermultiplet. Then the 3d
N = 4 vector multiplet preserves N = (2, 2) supersymmetry at the boundaries. From (3.13),
the one-loop determinant of the 3d N = 4 vector multiplet ZN=4vec and the hypermultiplet
ZN=4hyp in a representation R⊕R are given by
ZN=4vec,N(x; q) =
(
2piη(q)3
θ1(y−1, q)
)rk(G) ∏
α∈rt(g)
θ1(x
α, q)
θ1(xαy−1, q)
,
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ZN=4hyp,(N,D)(x; z, q) =
∏
Q∈wt(R)
θ1(x
Qy
r
2
−1, q)
θ1(xQy
r
2 , q)
. (4.4)
Here we choose flavor charges as r1 = r and r2 = 1 − r. (4.4) agrees with the one-loop
determinants of the vector multiplet and the chiral multiplet in the representation R for the
2d N = (2, 2) elliptic genus.
4.1 2d N = (2, 2) U(N) gauge theory from 3d N = 4 gauge theory
As an example of 2d N = (2, 2) theory, we take a G = U(Nc) gauge theory with R = ⊕Nf
in Table 2, where  denotes the fundamental representation of U(Nc). We assume Nc ≤ Nf .
The I × T 2 index for the 3d N = 4 U(Nc) gauge theory with R = ⊕Nf is given by
ZN=4I×T 2(y, z, q;Nc, Nf ) =
1
Nc!
∑
u∗
JK-Res
u=u∗
(Q∗, η)ZN=4vec,NZ
N=4
hyp,(N,D) ∧Na=1 dua
=
(
η(q)3
θ1(y−1, q)
)Nc ∑
1≤i1<···<iNc≤Nf
∮
xa=zia
Nc∏
a=1
dxa
2piixa
×
∏
1≤a6=b≤Nc
θ1(xax
−1
b , q)
θ1(xax
−1
b y
−1, q)
·
Nc∏
a=1
Nf∏
i=1
θ1(xay
−1z−1i , q)
θ1(xaz
−1
i , q)
. (4.5)
(4.5) is same as the elliptic genus for the 2d N = (2, 2) U(Nc) gauge theory with Nf
chiral multiplets in the fundamental representation of U(Nc) in [15]. Here we have taken
η = (1, 1 · · · , 1) ∈ RNc . The JK residue is evaluated as
ZN=4I×T 2(y, z, q;Nc, Nf ) =
∑
I⊂{1,2,··· ,Nf}
∏
a∈I
∏
b∈{1,··· ,Nf}\I
θ1(zaz
−1
b y, q)
θ1(zaz
−1
b , q)
, (4.6)
where I := {i1, · · · , iNc} with 1 ≤ i1 < i2 < · · · < iNc ≤ Nf . The sum
∑
I⊂{1,2,··· ,Nf} runs
over all the possible configurations of I in {1, · · · , Nf}. Note that ZN=4I×T 2(Nc, Nf ) satisfies
the following relation:
ZN=4I×T 2(y, z, q;Nc, Nf ) = Z
N=4
I×T 2(y, z, q;Nf −Nc, Nf ). (4.7)
A pair of U(Nc) and U(Nf − Nc) gauge theories is known as a Seiberg-like duality in two
dimensions [22], where the Higgs branch is the Grassmann manifold Gr(Nc, Nf ) ' Gr(Nf −
Nc.Nf ) in positive FI-parameter regions. The flavor symmetry U(1)y is broken to ZNf due
to the anomaly.
4.2 Mirror of 3d N = 8 Super Yang–Mills and M-strings
As an example of 3d N = 4 theory on I × T 2 leading to a 2d N = (0, 4) elliptic genus, we
consider the 3d N = 4 U(N) gauge theory with an adjoint hypermultiplet (B1, B2) and a
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U(N)gauge U(1)1 U(1)2 U(1)y b.c.
ϕ adj 1 1 0 D
B1 adj 1 0 0 N
B2 adj 0 1 0 N
I  1
2
1
2
0 N
J  1
2
1
2
0 N
ψ′−L  0 0 1 -
ψ′−R  0 0 1 -
Table 3: The charge assignments and the boundary conditions. ϕ denotes the adjoint chiral
multiplet in the 3d N = 4 vector multiplet. (B1, B2) is an adjoint hypermultiplet and (I, J)
is a fundamental hypermultiplet. adj is the adjoint representation.  (resp. ) denotes
the fundamental (resp. anti-fundamental) representation. The b.c. represents the boundary
condition. The flavor symmetry group U(1)y exists for L = 0.
fundamental hypermultiplet (I, J). The moduli space of Higgs branch vacua is the ADHM
moduli space of the N -instantons in the U(1) gauge theory. This theory is known as the
mirror dual of the 3d N = 8 super Yang-Mills theory, which flows to the same IR fixed point
of the U(N)1 × U(N)−1 ABJM model [23] describing the world volume theory on N -stacks
of M2-branes on C4.
We impose the boundary conditions specified in Table 3. They preserve the supersym-
metry of the superpotential term:
W = trϕ([B1, B2] + IJ). (4.8)
Under the boundary condition in Table 3, we find that the one-loop determinant of each 3d
N = 4 multiplet agrees with that of the 2d N = (0, 4) multiplet. Since 3d multiplets induce
the gauge anomalies, we have to introduce fermi multiplets ψ′−L at x
1 = −piL and ψ′−R at
x1 = piL in Table 3 to cancel the gauge anomaly. In the limit L → 0, ψ′−L and ψ′−R live
on the same spacetime and form a long fermi multiplet. An extra U(1)y flavor symmetry
appears in the limit L = 0. The charge assignments for the U(1)y symmetry are depicted in
Table 3.
We shall compute the I × T 2 index
ZADHMI×T 2 =
η(q)N
N !
∮ N∏
a=1
dua
∏
1≤a6=b≤N θ1(xax
−1
b , q)
∏N
a,b=1 θ1(xax
−1
b q1q2, q)∏N
a,b=1 θ1(xax
−1
b q1, q)θ1(xax
−1
b q2, q)
×
N∏
a=1
θ1(xay, q)θ1(x
−1
a y, q)
θ1(xa(q1q2)
1
2 , q)θ1(x−1a (q1q2)
1
2 , q)
, (4.9)
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where xa = e
2piiua . The fugacities qi = e
2piii with i = 1, 2 correspond to the Ω-background
parameters. We included a formal fugacity y for U(1)y in (4.9) to compare with the M-
string partition function. The JK residue computations are same as those of Nekrasov’s
N -instanton partition function in [24]. Then we obtain the result:
ZADHMI×T 2 =
∑
Y :|Y |=N
∏
(i,j)∈Y
θ1(q
i− 1
2
1 q
j− 1
2
2 y, q)θ1(q
−i+ 1
2
1 q
−j+ 1
2
2 y, q)
θ1(q
−λTj +i
1 q
λi−j+1
2 , q)θ1(q
λTj −i
1 q
−λi−j
2 , q)
. (4.10)
Here the sum is taken over the Young diagrams Y = (λ1, λ2, · · · ) with λ1 ≥ λ2 ≥ · · · ≥ 0
and the number of boxes of Y is |Y | = N . Y T = (λT1 , λT2 , · · · ) is the transpose of Y . (4.9)
and (4.10) reproduce the elliptic genus of M-strings suspended between 2 M5-branes on the
single center Taub-NUT space [25], except for the fugacity y. In our case y = 1 for L > 0.
5 Three dimensional dualities on I ×M2
5.1 3d N = 2 SQED and XYZ model
U(1)gauge U(1)y U(1)R b.c.
φ 1 1 0 N
φ˜ −1 1 0 N
ψ′−R, ψ
′
−L 1 0 0 -
Table 4: The charge assignments and boundary conditions for the SQED and the fermi
multiplets. φ and φ˜ denote scalars in the chiral multiplets. ψ′−R and ψ
′
−L denote the boundary
fermions at x1 = piL and x1 = −piL, respectively.
U(1)y U(1)R b.c.
φX −1 1 D
φY −1 1 D
φZ 2 0 N
Table 5: The charge assignments and boundary conditions for the XYZ model. φX , φY , φZ
express the scalars in the three chiral multiplets X, Y and Z.
We consider a simple 3d N = 2 mirror symmetry; the 3d N = 2 one-flavor SQED
and the XYZ model [26, 27]. The charge assignments of the SQED and the XYZ model
are listed in Table 5. We put these theories on the interval and study a duality with the
boundaries based on indices and anomaly matching. The Neumann boundary conditions
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for two chiral multiplets (q, q˜) in the SQED are specified by (N,N). In the XYZ model,
the Dirichlet boundary conditions for chiral multiplets X, Y and the Neumann boundary
condition for a chiral multiplet Z are specified by (D,D,N). To cancel the gauge anomaly in
the SQED, we add one fermi multiplet which couples to 3d U(1) gauge field on the left and
the right boundary, respectively. At these boundaries x1 = ±piL, the anomaly polynomials
are evaluated as
ISQED = −1
2
(f + y − r)2 − 1
2
(−f + y − r)2 + 1
2
r2 ,
IXYZ =
1
2
y2 +
1
2
y2 − 1
2
(2y − r)2 ,
Ifermi = f
2 , (5.1)
where ISQED, IXYZ and Ifermi are the anomaly polynomials for the SQED, the XYZ model
and the fermi multiplet, respectively. Then we find that the anomaly polynomials match:
ISQED + IFermi = IXYZ. (5.2)
The I × T 2 index for the SQED with two boundary fermi multiplets is written as
ZSQEDI×T 2,(N,N) = −η(q)2
∮
x=y−1
dx
2piix
θ1(x, q)
2
θ1(xy, q)θ1(x−1y, q)
=
(
i
θ1(y
−1, q)2
η(q)
)2
iη(q)
θ1(y2, q)
= ZXYZI×T 2,(D,D,N) , (5.3)
where we have chosen η > 0 in the JK residue evaluation. When η < 0 the residue is
evaluated at x = y, which gives the same result. Therefore we find that the I × T 2 index of
the SQED agrees with the I × T 2 index of the XYZ model.
5.2 Aharony duality of U(N) gauge theory with N-flavors
U(N)gauge SU(N)y SU(N)y˜ U(1)a U(1)R b. c
φ   1 1 0 N
φ˜  1  1 0 N
ψ′−R, ψ
′
−L det 1 1 0 0 -
Table 6: The charge assignments and boundary conditions for the chiral multiplets in the
U(N) gauge theory and the boundary fermi multiplets. φ and φ˜ denote scalars in the chiral
multiplets. SU(N)y × SU(N)y˜ × U(1)a is the set of flavor symmetry groups. ψ′−R and
ψ′−L denote the fermions at x
1 = piL and x1 = −piL, respectively. det is the determinant
representation. 1 is the trivial representation.
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SU(N)y SU(N)y˜ U(1)a U(1)R b. c
q 1 1 −N 1 D
q˜ 1 1 −N 1 D
M   2 0 N
Table 7: The charge assignments and boundary conditions for scalars q, q˜ and M in the
three chiral multiplets .
Mirror symmetry for one flavor N = 2 SQED is generalized to an Aharony duality [28] for
the U(N) gauge theory with N fundamental and anti-fundamental chiral multiplets. The
dual theory consists of chiral multiplets M , q, q˜ with the superpotential W = det(M)q˜q.
The charge assignments of two theories are listed in Table 6 and Table 7. The anomaly
polynomials IU(N)+N -flavors, Idet(M)q˜q, Ifermi of the U(N) gauge theory, the dual theory with
W = det(M)q˜q, and the boundary fermions are given by
IU(N)+N -flavors = NTr (f
2)− (Trf)2 + N
2
2
r2
− N
2
Tr (f2)− N
2
Tr (y)2 +N(Trf)(a− r)− N
2
2
(a− r)2
− N
2
Tr (f2)− N
2
Tr (y˜)2 +N(Trf)(a− r)− N
2
2
(a− r)2,
Idet(M)q˜q = −N
2
Tr (y)2 − N
2
Tr (y˜)2 − N
2
2
(2a− r)2
+
1
2
(−Na)2 + 1
2
(−Na)2 ,
Ifermi = (Tr f)
2 . (5.4)
The anomaly polynomials satisfy a matching condition:
IU(N)+N -flavors + Ifermi = Idet(M)q˜q . (5.5)
The I × T 2 index for the dual theory is given by
Z
W=det(M)q˜q
I×T 2,(N,N,D) =
(
i
θ1(a
−N)
η(q)
)2 N∏
i,j=1
i
η(q)
θ1(a2y
−1
i y˜j, q)
. (5.6)
Here yi’s and y˜i’s (i = 1, · · · , N) with
∏N
i=1 yi = 1 and
∏N
i=1 y˜i = 1 are fugacties for the
SU(N)y and the SU(N)y˜, respectively. On the other hand, the index for the U(N) gauge
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theory is given by
Z
U(N)+N -flavors
I×T 2,(N,N) =
1
N !
(
η(q)
i
)2N N∑
j=1
N∑
kj=1
∮
xi=a−1yki
N∏
i=1
dxi
2piixi
∏
1≤i 6=j≤N
i
θ1(xix
−1
j , q)
η(q)
×
(
i
θ1(
∏N
i=1 xi, q)
η(q)
)2 N∏
i,j=1
(iη(q))2
θ1(xiay
−1
j , q)θ1(x
−1
i ay˜j, q)
=
(
i
θ1(a
−N)
η(q)
)2 N∏
i,j=1
i
η(q)
θ1(a2y
−1
i y˜j, q)
, (5.7)
where we have chosen η = (1, · · · , 1) in the JK residue formula. If we choose η = (−1, · · · ,−1),
we obtain the same result. Thus we have agreement between the indices of two theories.
5.3 Triality on the interval from 3d Seiberg-like dualities
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Figure 2: (a): The decomposition of 3d multiplets {Φi}N1+N3i=1 7→ (Φ,Ψ) and {Φ˜}N2i=1 7→ P in
the theory A by the boundary conditions. In the right figure of (a), the dashed line denotes
the N1 chiral multiplets with the Dirichlet boundary condition Ψ. The solid arrows denote
the chiral multiplets with the Neumann boundary condition Φ, P . (b): The decomposition
of 3d multiplets {Φ∨i }N2i=1 7→ Φ∨, {Φ˜∨i }N1+N3i=1 7→ (P∨,Ψ∨) and Mik 7→ (M,Γ) in the theory
A∨.
In this section, we start from two pairs of Seiberg-like dualities and construct three
theories on the interval. We will see the three theories satisfy the ’t Hooft anomaly matchings
and the I × T 2 indices agree one another. Our construction is analogous to the relation [29]
between the 2d N = (0, 2) triality [30] and the twisted compactification on S2 with fluxes of
4d N = 1 Seiberg dualities [31]. For example, see computations of T 2 × S2 indices in [21].
Let us consider a 3d Seiberg-like dual pair [32]:
G = U(Nc) + Φi=1,···Nf and Φ˜k=1,···Na ,
G = U(Na −Nc) + Φ∨k=1,···Na , Φ˜∨i=1,···Nf and Mi=1,··· ,Nf ,k=1,··· ,Na . (5.8)
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U(N2+N3−N1
2
)gauge SU(N3)y SU(N1)y′ SU(N2)y˜ b.c
Φ = {Φi}N3i=1   1 1 N
P := {Φ˜i}N2i=1  1 1  N
Ψ := {Φi}N1+N3i=N3+1  1  1 D
Ωi=1,2 det 1 1 1 -
Table 8: The charge assignments and the boundary conditions in the theory A. The sub-
scripts of the groups correspond to fugacities for these symmetries in the I × T 2 index.
Ωi=1,2’s are fermi multiplets at the left and the right boundaries introduced to cancel the
gauge anomaly.
U(N1+N2−N3
2
)gauge SU(N3)y SU(N1)y′ SU(N2)y˜ b.c
Φ∨ = {Φ∨i }N2i=1  1 1  N
P∨ := {Φ˜∨i }N1i=1  1  1 N
Ψ := {Φ∨i }i=N1+1,··· ,N1+N3   1 1 D
M := {Mki}(N2,N1)(k,i)=(1,1) 1  1  N
Γ = {Mki}(N2,N1+N3)(k,i)=(1,N1+1) 1 1   D
Ω∨i=1,2 det 1 1 1 -
Table 9: The charge assignments and the boundary conditions for the theory A∨ with
Nc =
N2+N3−N1
2
, Nf = N1 + N3 and Na = N2. Ω
∨
i=1,2’s are fermi multiplets at the left and
the right boundaries introduced to cancel the gauge anomaly.
Here G denotes the gauge group and we assume Nf ≤ Na. In the U(Nc) gauge theory,
Φi with i = 1, · · · , Nf (resp. Φ˜k with k = 1, · · · , Na) represent chiral multiplets in the
fundamental (resp. anti-fundamental) representation of U(Nc). In the dual U(Na − Nc)
gauge theory , Φ∨k with k = 1, · · · , Na (resp. Φ˜∨i with i = 1, · · · , Nf ) correspond to chiral
multiplets in the fundamental (resp. anti-fundamental) representation of U(Na −Nc). Mik
with k = 1, · · · , Na and i = 1, · · · , Nf are mesons and the dual theory has a superpotential
W =
∑
i,k Φ˜
∨MikΦ∨k .
Now we take Nc =
N2+N3−N1
2
, Nf = N1 + N3, and Na = N2 and impose the boundary
conditions depicted in Table 8 and in Table 9. We call these two theories the “theory A”
and the “theory A∨”:
Theory A : G = U(
N2 +N3 −N1
2
) + Φi=1,···N1+N3 and Φ˜k=1,···N2 , (5.9)
Theory A∨ : G = U(
N1 +N2 −N3
2
) + Φ∨k=1,···N2 , Φ˜
∨
i=1,···N1+N3 and Mi=1,··· ,N1+N3 ,k=1,··· ,N2 .
Under the boundary conditions, the quiver diagram of the theory A on the interval is depicted
by the right quiver in Figure 2(a). To cancel the gauge anomaly of the theory A, we
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introduce a fermi multiplet Ω1 at x
1 = −piL and another fermi multiplet Ω2 at x1 = piL in
the determinant representation. The boundary conditions in the theory A∨ on the interval is
depicted in Table 9. The quiver diagram of the theory A∨ on the interval is depicted by the
right quiver in Figure 2(b). To cancel gauge anomaly of the theory A∨, we introduce a fermi
multiplet Ω∨1 at the left boundary and another fermi multiplet Ω
∨
2 at the right boundary in
the determinant representation. The anomaly polynomials of the theories A, A∨ and the
boundary fermi multiplets are given by
ITheoryA =
(
N2 +N3 −N1
2
)
Tr(f2)− (Trf)2 + 1
2
(
N2 +N3 −N1
2
)2
r2 (vector)
− 1
2
(
N3Tr(f
2) +
N2 +N3 −N1
2
[
Tr(y)2 +N3(−
(
N3 +N1 −N2
N1 +N2 +N3
− 1
)
r)2
])
(Φ)
− 1
2
(
N2Tr(f
2) +
N2 +N3 −N1
2
[
Tr(y˜)2 +N2(−
(
N1 +N3 −N2
N1 +N2 +N3
− 1
)
r)2
])
(P )
+
1
2
(
N1Tr(f
2) +
N2 +N3 −N1
2
Tr(y′)2
)
(Ψ), (5.10)
ITheoryA∨ =
(
N1 +N2 −N3
2
)
Tr(f2)− (Trf)2 + 1
2
(
N1 +N2 −N3
2
)2
r2 (vector)
− 1
2
(
N2Tr(f
2) +
N1 +N2 −N3
2
[
Tr(y˜)2 +N2(
(
N2 +N3 −N1
N1 +N2 +N3
− 1
)
r)2
])
(Φ∨)
− 1
2
(
N1Tr(f
2) +
N1 +N2 −N3
2
[
Tr(y′)2 +N1(
(
N1 +N3 −N2
N1 +N2 +N3
− 1
)
r)2
])
(P∨)
+
1
2
(
N3Tr(f
2) +
N1 +N2 −N3
2
Tr(y)2
)
(Ψ∨)
− 1
2
(
N2Tr(y)
2 +N3Tr(y˜)
2 +N2N3(
(
N2 +N3 −N1
N1 +N2 +N3
)
r)2
)
(M)
+
1
2
(
N2Tr(y
′)2 +N1Tr(y˜)2 +N1N2(
(
N1 +N2 −N3
N1 +N2 +N3
)
r)2
)
(Γ) ,
IΩi = IΩ∨i = (Trf)
2 . (5.11)
Here each line corresponds to the anomaly contribution from a multiplet specified by the (·).
Then the anomaly polynomials satisfy a relation:
ITheoryA + IΩi = ITheoryA∨ + IΩ∨i . (5.12)
Next we compare the I × T 2 indices of two theories. From the localization formula, we
have the I × T 2 indices of two theories ZTheoryAI×T 2 and ZTheoryA
∨
I×T 2 :
ZTheoryAI×T 2 (y, y˜, y
′) =
(iη(q))(N2+N3−N1)
((N2 +N3 −N1)/2)!
∮ N2+N3−N12∏
a=1
dxa
2piixa
i2
θ1(
∏N2+N3−N1
2
a=1 xa)
2
η(q)2
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×
N2+N3−N1
2∏
a6=b
i
θ1(x
−1
a xb)
η(q)
N2+N3−N1
2∏
a=1
N3∏
i=1
i
η(q)
θ1(xay
−1
i )
N2∏
j=1
i
η(q)
θ1(x−1a y˜i)
N1∏
i=1
i
θ1(x
−1
a y
′
i)
η(q)
. (5.13)
If we choose η as (−1, · · · ,−1) in the JK residue operation, the index is given by the residues
at xa = y˜ia :
ZTheoryAI×T 2 (y, y˜, y
′) =
∑
I˜⊂{1,··· ,N2}
(
i
θ1(
∏
a∈I˜ y˜a)
η(q)
)2∏
a∈I˜
N3∏
i=1
i
η(q)
θ1(y˜ay
−1
i )
×
∏
j∈{1,··· ,N2}\I˜
i
η(q)
θ1(y˜−1a y˜i)
N1∏
i=1
i
θ1(y˜
−1
a y
′
i)
η(q)
, (5.14)
where we take I˜ = {i1, · · · , iN2+N3−N1
2
} with 1 ≤ i1 < i2 < · · · < iN2+N3−N1
2
≤ N2. The sum∑
I˜ runs over all the possible I˜ in {1, · · · , N2}.
If we choose η as (1, · · · , 1) in the JK residue formula, the index is expressed by residues
at xa = yia :
ZTheoryAI×T 2 (y, y˜, y
′) =
∑
I⊂{1,··· ,N3}
(
i
θ1(
∏
a∈I ya)
η(q)
)2∏
a∈I
∏
j∈{1,··· ,N3}\I
i
η(q)
θ1(yay
−1
i )
×
N2∏
i=1
i
η(q)
θ1(y−1a y˜i)
N1∏
i=1
i
θ1(y
−1
a y
′
i)
η(q)
, (5.15)
where we take I = {i1, · · · , iN2+N3−N1
2
} with 1 ≤ i1 < i2 < · · · < iN2+N3−N1
2
≤ N3. The sum∑
I runs over all the possible I in {1, · · · , N3}. Since the moduli space M is compact, (5.14)
agrees with (5.15).
The I × T 2 index for the dual theory A∨ is given by
ZTheoryA
∨
I×T 2 (y, y˜, y
′) =
(iη(q))(N1+N2−N3)
((N1 +N2 −N3)/2)!
N2∏
i=1
N3∏
j=1
i
η(q)
θ1(y˜iy
−1
j )
N1∏
j=1
i
θ1(y˜iy
′−1
j )
η(q)
×
∑
y˜ia
∮
xa=y˜ia
N1+N2−N3
2∏
a=1
dxa
2piixa
N1+N2−N3
2∏
a6=b
i
θ1(x
−1
a xb)
η(q)
i2
θ1(
∏N1+N2−N3
2
a=1 xa)
2
η(q)2
×
N1+N2−N3
2∏
a=1
N2∏
i=1
i
η(q)
θ1(xay˜
−1
i )
N1∏
j=1
i
η(q)
θ1(x−1a y
′
i)
N3∏
i=1
i
θ1(x
−1
a yi)
η(q)
=
N2∏
i=1
N3∏
j=1
i
η(q)
θ1(y˜iy
−1
j )
N1∏
j=1
i
θ1(y˜iy
′−1
j )
η(q)
∑
I′⊂{1,··· ,N2}
(
i
θ1(
∏
a∈I′ y˜a)
η(q)
)2
×
∏
a∈I′
∏
i∈{1,··· ,N2}\I′
i
η(q)
θ1(y˜ay˜
−1
i )
N1∏
j=1
i
η(q)
θ1(y˜−1a y
′
i)
N3∏
i=1
i
θ1(y˜
−1
a yi)
η(q)
. (5.16)
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Here we have chosen η as (1, · · · , 1) in the JK residue operations. I ′ = {i1, · · · , iN1+N2−N3
2
}
with 1 ≤ i1 < i2 < · · · < iN1+N2−N3
2
≤ N2. The sum
∑
I′ runs over all the possible I ′ in
{1, · · · , N2}.
For an arbitrary I ′ in the sum ∑I′ , there exists a unique I˜ in the sum ∑I˜ such that
I˜ = {1, · · · , N2}\I ′. Then we have the following identities:
N2∏
i=1
N3∏
j=1
i
η(q)
θ1(y˜iy
−1
j )
·
∏
a∈I′
N3∏
i=1
i
θ1(y˜
−1
a yi)
η(q)
=
∏
a∈I˜
N3∏
i=1
i
η(q)
θ1(y˜ay
−1
i )
,
∏
a∈I′
∏
i∈{1,··· ,N2}\I′
i
η(q)
θ1(y˜ay˜
−1
i )
=
∏
a∈I˜
∏
j∈{1,··· ,N2}\I˜
−i η(q)
θ1(y˜−1a y˜i)
,
N2∏
i=1
N1∏
j=1
i
θ1(y˜iy
′−1
j )
η(q)
·
∏
a∈I′
N1∏
j=1
i
η(q)
θ1(y˜−1a y
′
i)
=
∏
a∈I˜
N1∏
i=1
i
θ1(y˜
−1
a y
′
i)
η(q)
,
θ1(
∏
a∈I′
y˜a) = −θ1(
∏
a∈I˜
y˜a) . (5.17)
Applying these identities to (5.14) and (5.16), we obtain the agreement of the I×T 2 indices
between the theory A and the theory A∨:
ZTheoryAI×T 2 (y, y˜, y
′) = ZTheoryA
∨
I×T 2 (y, y˜, y
′) . (5.18)
To obtain the third theory in the triality, we take Nc =
N2+N3−N1
2
, Nf = N3 and Na =
N1 + N2 in (5.8) with N3 > N1 + N2. We call the U(
N2+N3−N1
2
) gauge theory and its
Seiberg-like dual as “theory B” and “ theory B∨”:
Theory B : U
(
N2 +N3 −N1
2
)
+ Φi=1,···N3 and Φ˜k=1,···N1+N2 , (5.19)
Theory B∨ : U
(
N1 +N3 −N2
2
)
+ Φ′∨k=1,···N1+N2 , Φ˜
′∨
i=1,···N3 and M
′
i=1,··· ,N3 ,k=1,··· ,N1+N2 .
We put the theory B on the interval and impose the boundary conditions depicted by
Table 10. The boundary conditions for the theory B∨ are depicted by Table 11.
Under the boundary conditions in Table 8 and Table 10, we find that the theory A and
the theory B are identical. On the other hand the theory B∨ is distinct from the theory A
and the theory A∨. In a similar way of ITheoryA∨ , we can write down the anomaly polynomial
ITheoryB∨ of the theory B
∨ which matches with ITheoryA and ITheoryA∨ :
ITheoryA + IΩi = ITheoryA∨ + IΩ∨i = ITheoryB∨ + IΩ′i . (5.20)
35
U(N2+N3−N1
2
)gauge SU(N3)y SU(N1)y′ SU(N2)y˜ b.c
Φ = {Φi}N3i=1   1 1 N
P := {Φ˜i}N2i=1  1 1  N
Ψ := {Φ˜i}N1+N2i=N2+1  1  1 D
Ωi=1,2 det 1 1 1 -
Table 10: The charge assignments and the boundary conditions for the theory B. Ωi=1,2’s are
fermi multiplets at the left and the right boundaries introduced to cancel the gauge anomaly.
The theory B on the interval is identical to the theory A on the interval.
U(N1+N3−N2
2
)gauge SU(N3)y SU(N1)y′ SU(N2)y˜ b.c
Φ′ := {Φ′∨i }N1i=1  1  1 N
P ′ := {Φ˜′∨i }N3i=1   1 1 N
Ψ′ := {Φ′∨i }i=N1+1,··· ,N1+N2  1 1  D
M ′ := {Mki}(N3,N2)(k,i)=(1,1) 1  1  N
Γ = {Mki}(N3,N1+N2)(k,i)=(1,N2+1) 1   1 D
Ω′i=1,2 det 1 1 1 -
Table 11: The charge assignments and the boundary conditions for the theory B∨. Ω′i=1,2’s
are fermi multiplets at the left and the right boundaries introduced to cancel the gauge
anomaly.
Next we evaluate the I × T 2 index of the theory B∨:
ZTheoryB
∨
I×T 2 (y, y˜, y
′) =
(iη(q))(N1+N3−N2)
(N1 +N3 −N2)!
N3∏
i=1
N2∏
k=1
i
η(q)
θ1(y˜ky
−1
i )
N1∏
j=1
i
θ1(y
−1
i y
′
j)
η(q)
×
∑
yia
∮
xa=yia
N1+N3−N2
2∏
a=1
dxa
2piixa
N1+N3−N2
2∏
a6=b
i
θ1(x
−1
a xb)
η(q)
·
iθ1(∏N1+N3−N22a=1 xa)
η(q)
2
×
N1+N3−N2
2∏
a=1
N1∏
i=1
i
η(q)
θ1(xay
′−1
i )
N3∏
j=1
i
η(q)
θ1(x−1a yi)
N2∏
i=1
i
θ1(x
−1
a y˜i)
η(q)
=
N3∏
i=1
N2∏
k=1
i
η(q)
θ1(y˜ky
−1
i )
N1∏
j=1
i
θ1(y
−1
i y
′
j)
η(q)
∑
I′′⊂{1,··· ,N3}
(
i
θ1(
∏
a∈I′′ ya)
η(q)
)2
×
∏
a∈I′′
N1∏
i=1
i
η(q)
θ1(yay
′−1
i )
∏
i∈{1,··· ,N3}\I′′
i
η(q)
θ1(y−1a yi)
N2∏
i=1
i
θ1(y
−1
a y˜i)
η(q)
. (5.21)
Here we have chosen η as (−1, · · · ,−1) in the JK residue operations. We also define
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Figure 3: The decomposition of 3d multiplets {Φi}N1+N3i=1 7→ (Φ,Ψ) and {Φ˜}N2i=1 7→ P in the
theory A by the boundary conditions. In the right figure in (a), the dashed line denotes
the chiral multiplet with the Dirichlet boundary condition Ψ. The solid arrows denote the
chiral multiplets with the Neumann boundary condition Φ, P . (b): The decomposition of 3d
multiplets {Φ∨i }N2i=1 7→ Φ∨, {Φ˜∨i }N1+N3i=1 7→ (P∨,Ψ∨) and Mik 7→ (M,Γ) in the theory A∨.
I ′′ = {i1, · · · , iN1+N3−N2
2
} with 1 ≤ i1 < i2 < · · · < iN1+N3−N2
2
≤ N3. The sum
∑
I′′ runs over
all the possible I ′′ in {1, · · · , N3}. Since there are similar identifies of (5.17), the I × T 2
indices for theories A and B∨ agree each other. Thus we have shown that the equality of
I × T 2 indices between theories A, A∨ and B∨ specified by quiver diagrams in Figure 4:
ZTheoryA
∨
I×T 2 (y, y˜, y
′) = ZTheoryAI×T 2 (y, y˜, y
′) = ZTheoryB
∨
I×T 2 (y, y˜, y
′) . (5.22)
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Figure 4: The quiver diagrams for the triality of 3d gauge theories with boundaries. (a)
and (b) are obtained by a pair of Seiberg-like duality; theory A and theory A∨. (b) and (c)
are obtained by a pair of Seiberg-like duality; B and B∨. With the boundary conditions,
the theory A and the theory B have the same matter content. In the quiver diagrams, we
suppressed the boundary fermi multiplets Ωi in (b), Ω
∨
i in (a), Ω
′
i in (c) with i = 1, 2.
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6 3d theory on the interval and βγ, bc systems
Recently chiral algebras associated with 3d N = 2 theories on a 3d half space R≤0 × C
were studied in [33]. Although the general rules for chiral algebras associated with the 3d
theories on I × C are not studied yet, the author of [33] considered the simplest model on
I ×C, namely, a free chiral multiplet and expected that the chiral algebra for the free chiral
multiplet on the interval with the Neumann (resp. Dirichlet ) boundary condition is realized
as the βγ-system (resp. the bc-system). We study the relation among free chirals on I×M2,
βγ and bc-systems.
The I × T 2 indices for the 3d free chiral multiplet with the Dirichlet (D) and with the
Neumann (N) boundary conditions are given by
Z free chiralI×T 2,N =
iη(q)
θ1(x, q)
, Z free chiralI×T 2,D =
iθ1(x, q)
η(q)
. (6.1)
Here x is the fugacity of the U(1) flavor symmetry and the fields in the 3d chiral multiplet
have the charge +1. We find that Z free chiralI×T 2,N is nothing but the character of the βγ-system
with anti-periodic boundary conditions and the weight (1, 0) for (β, γ). On the other hand,
Z free chiralI×T 2,D agrees with the character of the bc-system with anti-periodic boundary conditions
and the weight (1, 0) for (b, c) . Thus we have the agreement between the characters of bc-
system and the supersymmetric indices. Note that (6.1) is same as the 2d N = (0, 2) elliptic
genera for the free chiral multiplet and the free fermi multiplet, respectively. This simplest
case corresponds to realizations of 2d N = (0, 2) elliptic genera based on the βγ-system and
the bc-system in [20].
Next we study properties of Q-closed operators. Since we have chosen a supercharge
Q := Q2−Q1 to define the index and to perform the supersymmetric localization, the index
is expected to count the Q-closed operators modulo the Q-exact operators and the boundary
conditions. The SUSY transformation of the 3d chiral multiplet by Q := Q2−Q1 is written
as
Qφ = 0 , Qφ¯ = ψ¯2 − ψ¯1,
Q(ψ¯2 ± ψ¯1) = 0, Q(ψ1 − ψ2) = 2(∂2 + i∂3)φ, Q(ψ1 + ψ2) = 2i∂1φ. (6.2)
Here F, F¯ are set to zero by the equations of motion. Then we find that (∂2 − i∂3)nφ ' ∂nwφ
with n ≥ 0 are Q-closed operators.
Neumann boundary condition
For the Neumann boundary condition (2.23) , operators ψ¯1 + ψ¯2 and ψ1 +ψ2 are set to zero
by the boundary condition. Another Q-closed operator is the first descendant of ψ¯1 + ψ¯2
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[33]:
Q
∫
I
(∂2 − i∂3)φ¯ = −
∫
I
(∂2 − i∂3)(ψ¯1 − ψ¯2)
= −i
∫
I
∂1(ψ¯1 + ψ¯2) = 0. (6.3)
Here we used the equations of motion of ψ1, ψ2 and the boundary condition ψ¯1 + ψ¯2 = 0.
Then (∂2 − i∂3)n
∫
I
φ¯ ' (∂2 − i∂3)nφ¯(0) with n ≥ 1 are Q-closed operators. The counting of
the Q-closed operators ∂n+1w
∫
I
φ¯ and ∂nwφ with n ≥ 0 is consistent with Z free chiralI×T 2,N up to the
zero point energy.
Since we expect that the Q-closed operators with the Neumann boundary condition are
associated with the βγ-system, the correlation functions of these Q-closed operators should
be consistent with the OPE of the βγ-system. On I×C, the normalized two point functions
of
∫
I
∂wφ¯ and φ are
〈
∫
I
∂wφ¯(w) · φ(x1, 0)〉I×C = 〈∂wφ¯(0)(w) · φ(0)(0)〉C = 1
2piw
,
〈
∫
I
∂wφ¯(w) ·
∫
I
∂wφ¯(w)〉I×C = 〈∂wφ¯(0)(w) · ∂wφ(0)(0)〉C = 0 ,
〈φ(x1, w)φ(0)〉I×C = 〈∂wφ¯(0)(x1, w) · ∂wφ(0)(0)〉C = 0 . (6.4)
Here 〈· · · 〉C means the correlation functions of a 2d N = (0, 2) free chiral multiplet with
a lowest component scalar φ(0) on C. We find that these correlation functions of Q-closed
operators are independent of coordinates w¯ and x1. The correlators in (6.4) are independent
of w¯, because the translation along w¯ is expressed as the anti-commutator of Q and Q¯. Two
point functions (6.4) match with the OPEs of βγ system 5 :
β(w)γ(0) ∼ 1
w
, β(w)β(0) ∼ 0, γ(w)γ(0) ∼ 0. (6.5)
The Dirichlet boundary condition
In this case ψ¯1 + ψ¯2 is a Q-closed operator. Meanwhile for the Dirichlet boundary condition
(2.21), φ is set to zero. Another Q-closed operator is obtained by the descent equation:
Q
∫
I
(ψ1 + ψ2) = 2i
∫
I
∂1φ = 0, (6.6)
where we used the boundary condition φ = 0 at x1 = ±piL. In a similar way, ∂nw
∫
I
(ψ1 +ψ2)
is Q-closed.
5The factor 12pi in (6.4) can be absorbed to the normalization of the action of the chiral multiplet.
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Again we compute two point functions on I ×C and relate them to the bc-system. Two
point functions of Q-closed operators are given by
〈
∫
I
(ψ1(w) + ψ2(w)) · (ψ¯1(0) + ψ¯2(0))〉I×C = 4〈ψ¯(0)c (w) · ψ(0)c (0)〉C =
1
piw
,
〈
∫
I
(ψ1(w) + ψ2(w)) ·
∫
I
(ψ1(0) + ψ2(0))〉I×C = 0 ,
〈(ψ¯1(x1, w) + ψ¯2(x1, w))(ψ¯1(0) + ψ¯2(0))〉I×C = 0 . (6.7)
Here 〈· · · 〉C means the correlation functions in a 2d N = (0, 2) free fermi multiplet with
the fermion ψ
(0)
c on C. These correlation functions are consistent with the OPEs of the bc
system:
b(w)c(0) ∼ 1
w
, b(w)b(0) ∼ 0, c(w)c(0) ∼ 0 . (6.8)
7 Dimensional reduction and 2d N = (2, 2) theories on
I × S1
In section 3, we have studied the supersymmetric localization computation of the indices on
I × T 2. In this section we perform the dimensional reduction in the x3-direction and study
localization formula of supersymmetric indices for 2d N = (2, 2) theories on I × S1. The
detailed analysis for the I × S1 indices is left in our upcoming future work [34].
7.1 SUSY localization formula for 2d N = (2, 2) theories on I × S1
First we define the coordinates of I × S1 as
I × S1 = {(x1, x2)| − piL ≤ x1 ≤ piL, x2 ∼ x2 + 2piR}. (7.1)
In the dimensional reduction, the SUSY transformation, the Lagrangians and boundary
conditions at x1 = ±piL for the 2d theory are naturally originated from the 3d theory in
sections 2.1 and section 2.2 with the replacement:
A3(x1, x2, x3) 7→ σ′(x1, x2), D3Ψ(x1, x2, x3) 7→ iσ′Ψ(x1, x2) ,
Ψ(x1, x2, x3) 7→ Ψ(x1, x2) . (7.2)
Here σ′ is an adjoint scalar in the 2d N = (2, 2) vector multiplet and Ψ(x1, x2, x3) and
Ψ(x1, x2) are fields in the 3d N = 2 and the 2d N = (2, 2) theories. The supersymmetric
quantum mechanics at the boundaries ∂(I × S1) = S1L unionsq S1R are given by the dimensional
reduction of the 2d N = (0, 2) theories in section 2.3 to the 1d N = 2 theories. In three
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dimensions, the surface terms for the bulk 3d superpotential are compensated by SUSY
transformation of the boundary 2d N = (0, 2) superpotentials (2.36). In the same way as
(2.36), the surface terms of the bulk 2d superpotential on I × S1 are canceled by the SUSY
transformation of the superpotentials of the 1d Fermi multiplets.
In 2d N = (2, 2) GLSMs with boundaries, there is another choice of boundary inter-
action called a Chan–Paton factor or a brane factor that cancels the surface term of the
superpotential [13]:
WV = StrVP exp
(
±i
∮
dx2A2
)
, (7.3)
with
A2 = ρ∗(A2 + iσ′) + i
2
{Q, Q¯} − 1
2
∑
i
(ψ1,i − ψ2,i) ∂Q
∂φi
+
1
2
∑
i
(ψ¯1,i − ψ¯2,i) ∂Q¯
∂φ¯i
. (7.4)
Here V = Veven ⊕ Vodd is a Z2-graded vector space, called a Chan-Paton vector space.
Q ∈ End(V) is called a matrix factorization or a tachyon profile. ψ1,i, ψ2,i are the first and
second components of the fermion ψi = (ψ1,i, ψ2,i)
T in the i-th 2d N = (2, 2) chiral multiplet.
The subscript i in the sum labels the chiral multiplets in the tachyon profile. The surface
term of the bulk 2d N = (2, 2) superpotential W , i.e., the dimension reduction of (2.20) is
canceled by the SUSY transformation by a Chan–Paton factorWV , if tachyon profiles satisfy
the following relations:
Q2 = W idV , Q¯2 = W¯ idV . (7.5)
In (7.3), + sign is taken at the right boundary x1 = piL and − is taken at the left boundary
x1 = −piL.
By introducing Chan-Paton factors, one can change the Neumann boundary condition for
chiral multiplets to the Dirichlet boundary condition. For example, see [2] for the localization
computation of the hemisphere partition function with the Dirichlet boundary condition. We
will see the two methods, i.e., the Neumann boundary condition with a matrix factorization
and the Dirichlet boundary condition agree each other in simple examples.
Next we explain the definition of supersymmetric indices on I × S1. We assume the
same boundary condition is imposed at x1 = ±piL. We take the following twisted boundary
condition along S1 direction:
Ψ(x1, x2 + 2piR) =
∏
i
eziFiΨ(x1, x2) . (7.6)
Here Fi is the generator of a U(1) flavor symmetry and zi is the fugacity of Fi. Then the
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supersymmetric index on I × S1 is defined by
ZWLWR : = Tr(−1)F e2piiRP2
∏
i
e−ziFi
= Tr(−1)F e2piRi{Q,Q¯}
∏
i
e−ziFi (7.7)
The localization formula of the index is given by
ZWLWR =
1
|WG|
∑
u∗∈Msing
JK-Res
u=u∗
(Q∗, η)
× StrVL(e−u)StrVR(eu)Z1-loopI×S1 Z1-loopS1L Z
1-loop
S1R
∧rk(G)a=1 dua . (7.8)
Here u is the saddle point value of i
∮
(A2 − σ′). Z1-loopI×S1 , Z1-loopS1L and Z
1-loop
S1R
are the one-loop
determinants of the 2d N = (2, 2) theory on I × S1, the one-loop determinants of the 1d
N = 2 theories on S1L and S1R defined by
Z1-loopI×S1 = Z
I×S1
2d.vec,G(u)
∏
ZI×S
1
chi,D,R(u, z)
∏
ZI×S
1
chi,N,R(u, z) , (7.9)
Z1-loop
S1L
=
∏
Z1d.chi,RL(u, zL)
∏
Z1d.Fermi,RL(u, zL) , (7.10)
Z1-loop
S1R
=
∏
Z1d.chi,RR(u, zR)
∏
Z1d.Fermi,RR(u, zR) . (7.11)
The 2d N = (2, 2) one-loop determinant (7.9) consists of a 2d N = (2, 2) G vector multiplet
ZI×S
1
2d.vec,G, a 2d chiral multiplet Z
I×S1
chi,N,R with the Neumann boundary condition and a Zchi,D,R
with the Dirichlet boundary condition. The 1d N = 2 one-loop determinants consist of a 1d
chiral multiplet Z1d.chi,R and a 1d fermi multiplet Z1d.Fermi,R. The products are taken over
all the multiplets.
The one-loop determinants of the supermultiplets are given by
ZI×S
1
2d.vec,G(u) =
∏
α∈rt(g)
2 sinh
(
α(u)
2
)
, (7.12)
ZI×S
1
chi,D,R(u; z) = Z1d.Fermi,R(u, z) =
∏
Q∈wt(R)
∏
QF∈wt(F)
2 sinh
(
Q(u) +QF (z)
2
)
, (7.13)
ZI×S
1
chi,N,R(u; z) = Z1d.chi,R(u, z) =
∏
Q∈wt(R)
∏
QF∈wt(F)
1
2 sinh
(
Q(u)+QF (z)
2
) . (7.14)
We find that the one-loop determinants of the 2d N = (2, 2) multiplets on I × S1 are
independent of the length of the interval I and agree with the one-loop determinants of 1d
N = 2 multiplets on S1 in [35, 24]. A formula without the Dirichlet boundary condition and
the boundary 1d multiplets was briefly mentioned in [3].
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The derivation of supersymmetric localization formula of the index on I × S1 is almost
parallel to that for the index on I×T 2. But there is a difference coming from non-compactness
of the space of u, u¯. On I × S1, u and u¯ come from the constant values of i ∮ (A2 ∓ σ′) that
span a non-compact space M = (S1 × R)rk(G). In addition to the residues around ∂∆ε, the
residues around ∂(M\∆ε) with Re(ui) = ±∞ possibly contribute to the I × S1 index. For
the non-degenerate case, if the 2d FI-parameter ζ is contained in the charge cones
∑
iR>0Qi
at all the singular points u∗, we do not have to take the residues with Re(ui) = ±∞ into
account. In such situations, the index is given by the localization formula (7.8) by setting
η = ζ. On the other hand, ζ is not contained in charge cones, there is possibly an extra
contribution to the index. Here we assume ζ satisfies the definition of the JK residue and
do not consider the extra contribution to the index.
Next we consider the expectation value of Q-closed operators on I×S1. Each Q-closed op-
erator is a Wilson loop such that a path C is a circle along the x2-direction with x3=constant
:
WR = TrRP exp
(∮
C
dx2(iA2 − σ′)
)
. (7.15)
Here R is a representation of the 2d gauge group G. WR does not necessarily lie on the
boundaries. The saddle point value of the Wilson loop (7.15) is given by
WR|saddle point = TrReu . (7.16)
Note that a correlation function of Wilson loops is independent of the x3 position. The
localization formula for the correlation functions of Wilson loops is given by
〈
n∏
i=1
WRi〉WVL ,WVR =
1
|WG|
∑
u∗∈Msing
JK-Res
u=u∗
(Q∗, η)
(
n∏
i=1
TrRie
u
)
× StrVL(e−u)StrVR(eu)Z1-loopI×S1 Z1-loopS1L Z
1-loop
S1R
∧rk(G)a=1 dua . (7.17)
One can also insert the Wilson loops TrFe
z for the flavor symmetry group in the correlation
functions.
7.2 I × S1 indices, Wilson loops and open string Witten indices
Here we briefly study boundary conditions in I × S1 indices and compare them with the
indices based on the geometric computation and the results in the Gepner models in the
CFT computation.
7.2.1 Projective space PM−1
We consider a U(1) GLSM with M chiral multiplets with the gauge charge +1 without a
superpotential. In the negative FI-parameter region ζ < 0, the supersymmetric vacuum does
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not exist. In a generic point in the positive FI parameter region ζ > 0, the moduli space
of the Higgs branch vacua is a complex projective space PM−1. We impose the Neumann
boundary condition for the M chiral multiplets and introduce a Wilson loop with a charge
a. From the localization formula (7.17) the vacuum expectation value (vev) of the Wilson
loop is given by
〈eai
∮
(A2−iσ′)〉 =
∮
u=0
du
2pii
eau
(eu/2 − e−u/2)M . (7.18)
Here we have chosen the FI-parameter ζ > 0 in the JK residue evaluation. Note that
(7.18) is invariant under the global gauge transformation u 7→ u+ 2pii, only if the condition
a+ M
2
≡ 0 (mod 2) is satisfied. Especially M = even is required for a ∈ Z. When M = even
and a ∈ Z, the I × S1 index directly agrees with an index with an Aˆ-class:
〈eai
∮
(A2−iσ′)〉 =
∮
u=0
du
2piiuM
eau
(
u/2
sinh(u/2)
)M
=
∫
PM−1
ch(O(a))Aˆ(TPM−1) . (7.19)
In order for the I × S1 index to be well-defined at an arbitrary integer M , we have to insert
a charge a±M/2 U(1) Wilson loop with a ∈ Z. If we choose a+M/2 with a ∈ Z , the vev
of the operator has a geometric interpretation:
〈e(a+M2 )i
∮
(A2−iσ′)〉 =
∮
u=0
du
2piiuM
eau
(
u
1− e−u
)M
=
∫
PM−1
ch(O(a))Td(TPM−1)
=
(
M − 1 + a
a
)
. (7.20)
Here Td is the Todd class. If we turn on the flavor fugacities for the flavor group SU(M),
the vev is modified to the equivariant index of PM−1. The vev of Wilson loops with
e−ai
∮
(A2−iσ′), ebi
∮
(A2−iσ′) inserted at the left and the right boundaries is interpreted as the
Euler pairing of O(b) and O(a):
〈e−ai
∮
(A2−iσ′)ebi
∮
(A2−iσ′)e
M
2
i
∮
(A2−iσ′)〉 =
∮
u=0
du
2piiuM
e(b−a)u
(
u
1− e−u
)M
=
∫
PM−1
ch(O(a)∨)ch(O(b))Td(TPM−1)
= χPM−1(O(a),O(b)). (7.21)
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7.2.2 Geometric phase, Landau–Ginzburg phase and matrix factorization
Next we study a 2d N = (2, 2) GLSM with a superpotential with two methods. We consider
a U(1) gauge theory with chiral multiplets φi with gauge charges +1’s for i = 1, · · · ,M and
a chiral multiplet P with a gauge charge −k. We introduce a superpotential term
W = Pf(φ1, · · · , φM) , (7.22)
where f(φ1, · · · , φM) is a degree k homogeneous polynomial of φ1, · · · , φM . At a generic
point in the positive FI-parameter region, the moduli space of the Higgs branch vacua is a
degree k hypersurface X defined by f(φ1, · · · , φM) = 0 in PM−1. The hypersurface X is a
Fano (M − 2)-fold for k < M , and a Calabi-Yau (M − 2)-fold for k = M .
Let us study the boundary condition and its consequence in physics. First we consider
the geometric phase, i.e., the positive FI-parameter region. We take the Neumann boundary
condition for φi’s with i = 1, · · · ,M and the Dirichlet boundary condition for P . The vev
of the Wilson loop is expressed as
〈eai
∮
(A2−iσ′)〉 =
∮
u=0
du
2pii
eau
e−ku/2 − eku/2
(eu/2 − e−u/2)M
= −
∫
X
ch (O (a− (k −M)/2)) Td(TX) , (7.23)
where a − (k −M)/2 has to be an integer. On the other hand, if we impose the Neumann
boundary condition for P and the Dirichlet boundary conditions for φi’s, the index is given
by
〈eai
∮
(A2−iσ′)〉 =
∮
u=0
du
2pii
eau
(eu/2 − e−u/2)M
e−ku/2 − eku/2
= −
k−1∑
l=0
∮
u= 2piil
k
du
2pii
e(a+
M−k
2 )u (1− e−u)M
1− e−ku . (7.24)
To study a relation with SCFT computation, we consider the case in which the GLSM
flows to superconformal field theories, i.e., k = M . In the large positive FI parameter region,
the GLSM flows to an NLSM with the target space X. In this region, φi’s parameterize the
target space X. Then we impose the Neumann boundary conditions for φi’s. The correlation
function is written as
〈e−ai
∮
(A2−iσ′)ebi
∮
(A2−iσ′)〉 =
∮
u=0
du
2pii
e(b−a)u
1− e−Mu
(1− e−u)M
= −
∫
X
ch(O(−a))⊗O(b))Td(TX) . (7.25)
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Let us reproduce the (7.25) from a matrix factorization; the φi’s and P with the Neumann
boundary conditions and a matrix factorization (7.5) that makes the superpotential invariant.
We take a tachyon profile at the left and the right boundaries as
Q = f(φ)η¯ + Pη with {η, η¯} = 1, η2 = η¯2 = 0 . (7.26)
Here Q acts on the Chan–Paton vector spaces VL/R = |0〉L/R ⊕ η¯|0〉L/R at the left (L) and
the right (R) boundaries. We assign gauge charges a+ M
2
for |0〉L and b+ M2 for |0〉R. The
saddle point values of the Chan–Paton factors are given by
StrVL(e
−u) = e−au(e
Mu
2 − e−Mu2 ) ,
StrVR(e
u) = ebu(e−
Mu
2 − eMu2 ) . (7.27)
Thus the localization formula for the I × S1 index with the Chan–Paton factors is given by
ZWLWR =
∮
u=0
du
2pii
StrVL(e
−u)StrVR(e
u)
(e−
Mu
2 − eMu2 )(eu2 − e−u2 )M
=
∮
u=0
du
2pii
e(b−a)u
1− e−Mu
(1− e−u)M . (7.28)
Therefore we obtain the same result as (7.25) up to an overall sign. By comparing (7.25)
with (7.28), we find that the two boundary interactions WVL and WVR turn the Neumann
boundary condition for P to the Dirichlet one.
Here we make a comment on the derivation of the localization formula. When we im-
pose the Neumann boundary condition for both P and φi’s, although the final result (7.28)
coincides with the correct result, in the derivation of the localization formula, the singular
locus u = 0 does not satisfy the condition (3.60), i.e, the singular hyperplane arrangement is
not projective. To make the hyperplane arrangements projective and justify the argument
around (3.60), we have introduced generic flavor fugacities zi and have taken zi → 0 in the
final expression.
Next let us consider the Landau-Ginzburg phase, i.e., the negative FI-parameter region.
We choose the Neumann boundary condition for P and the Dirichlet boundary conditions
for φi’s. The index with two Wilson loops is given by
χLGab : = 〈ebi
∮
(A2−iσ′)e−ai
∮
(A2−iσ′)〉
=
M−1∑
l=0
∮
u= 2piil
M
du
2pii
e(b−a)u
(1− e−u)M
1− e−Mu . (7.29)
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For example M = k = 5, the χLGab for a, b = 0, · · · , 4 are given by
χLGab =

0 5 −10 10 −5
−5 0 5 −10 10
10 −5 0 5 −10
−10 10 −5 0 5
5 −10 10 −5 0
 . (7.30)
We find that χLGab (a, b = 0, 1, 2, 3, 4) correctly reproduce open string Witten indices Iαβ =
Trαβ,R(−1)F qL0− c24 in the Gepner model for the quintic 3-fold in [36]. From the open/closed
string duality, Iαβ’s are calculated by cylinder amplitudes for B-type boundary states in [37].
Let us derive (7.29) from the Neumann boundary conditions with a matrix factorization.
We take a tachyon profile [3] as
Q =
M∑
i=1
(
φiη¯i +
1
M
P
∂f(φ)
∂φi
ηi
)
with {ηi, η¯j} = δij , {ηi, ηj} = {η¯i, η¯j} = 0 , (7.31)
which acts on the following graded vector space:
V =
M⊕
i=0
i∧
E , (7.32)
where E is an M -dimensional vector space spanned by {η¯i|0〉}Mi=1. For simplicity, we sup-
pressed the the subscripts L/R for the left and the right boundaries. Then the saddle point
values of the brane factors are given by
StrVL(e
−u) = e−(a−
M
2
)u
M∑
i=0
(−1)i
(
M
i
)
e−iu = e−au(e
u
2 − e−u2 )M ,
StrVR(e
u) = e(b−
M
2
)u
M∑
i=0
(−1)i
(
M
i
)
eiu = ebu(e−
u
2 − eu2 )M . (7.33)
Here we assign a gauge charge a−M
2
(resp. b−M
2
) for |0〉L (resp. |0〉R). Then the localization
formula with two brane factors is given by
ZWLWR =
k−1∑
l=0
∮
u= 2piil
M
du
2pii
StrVL(e
−u)StrVR(e
u)
(e−
Mu
2 − eMu2 )(eu2 − e−u2 )M
= (−1)M+1
M−1∑
i=0
∮
u= 2piii
M
du
2pii
e(b−a)u
(1− e−u)M
1− e−Mu . (7.34)
Thus we obtain the same result as (7.29) up to an overall sign. By comparing (7.29) with
(7.34), we find that the two brane factors WVL and WVR turn the Neumann boundary
conditions for φi’s for i = 1, · · · ,M to the Dirichlet ones.
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8 Summary and future directions
We have introduced I × T 2 indices for 3d N = 2 supersymmetric theories coupled to 2d
N = (0, 2) boundary theories and have studied properties of the indices. We summarize our
results and comments on their implications in future studies.
In section 4 we have studied the 3d N = 4 theory which is mirror dual of the 3d N = 8
super Yang-Mills theory. We find that I × T 2 index for the 3d N = 4 theory agrees with
the M-string partition function up to a fugacity y. Since the 3d N = 8 super Yang-Mills
theory flows to the ABJM model with κ = 1, an I × T 2 index for the ABJM model with
an appropriate boundary condition is expected to reproduce M-string partition functions.
In this direction, the authors of [38] studied the level κ = 1 ABJM model on the interval
in the zero length limit and compared it with the M-string partition function. It was found
that the partition function of the dimensionally reduced ABJM model partially agrees with
the M-string partition function. It is interesting to explore the boundary conditions in the
ABJM model and the I × T 2 index relevant to the M-string partition function.
In section 5, we have studied three dimensional dualities with boundaries like the SQED
and the XYZ model. In typical cases of 3d dualities between two gauge theories on half spaces
R≤0×R2 or on S1×D2, it was conjectured in [14] that the Neumann boundary condition for
the vector multiplet is mapped to the Dirichlet boundary condition for the vector multiplet
in the dual model. The Neumann boundary condition for the vector multiplet is same as
the boundary condition (2.8). On the other hand, the Dirichlet boundary condition for the
vector multiplet is not treated in this article. In the Dirichlet boundary condition, the global
gauge symmetries are preserved at the boundary that are identified with flavor symmetries
in the dual model. It would be nice to develop the localization computation on I × T 2 with
the Dirichlet boundary condition for the vector multiplet and to study dualities between
various combinations of boundary conditions for the supermultiplets.
In section 6, we have treated chiral algebras for simple 3d theories on the interval. For
the half spaces R≤0 × C, it is known that chiral algebras are associated to the H-twisted
3d N = 4 gauge theories [39]. In their construction, the gauge theory data correspond to
the chiral algebras as follows; the G vector multiplet, the hypermultiplets and the boundary
fermi multiplets are associated to the g bc-ghost, the symplectic bosons and the fermions.
The complex moment map in the 3d gauge theory corresponds to the current for symplectic
bosons that enters in the definition of the BRST charge. The gauge anomaly cancellation
between 3d and 2d theories corresponds to the nilpotency of the BRST charge. The S1×D2
index corresponds to the vacuum character of the chiral algebra. It is interesting to explore
the general rules for the chiral algebras associated with the gauge theories on I ×M2 like
the cases for the H-twisted gauge theories on R≤0 × C.
In section 7, we have studied the localization formula for indices on I × S1. In explicit
computations in several examples we have shown that indices on I ×S1 with loop operators
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agree with open string Witten indices; Euler pairings in the geometric phase and the cylinder
amplitudes of the B-type RR grounds states for the Gepner models in the Landau-Ginzburg
phase. To the best of our knowledge, the evaluation of open string Witten indices for the
Gepner models based on the GLSMs on I × S1 is new.
The Euler parings appear in the physics associated to the geometry of D-branes and
they are related to several topics of quantum geometries of target spaces and SUSY cycles.
Among them, there is an interesting property between the Ka¨hler potential for a Calabi–Yau
n-fold, period integrals and Euler pairings:
exp (−inK(z, z¯)) =
∑
a,b
χab
∫
Aa
Ω(z)
∫
Ab
Ω(z¯) . (8.1)
Here K(z, z¯) is the Ka¨hler potential for the Calabi–Yau n-fold. The left and the right hand
sides of (8.1) are expressed as partition functions of 2d N = (2, 2) theories as follows. It
was conjectured in [40] that e−i
nK(z,z¯) is given by an S2 partition function in [41, 42]. Period
integrals
∫
Aa
Ω(z) and their conjugates are given by D2 partition functions in [2, 3]. χab is
the inverse matrix of Euler pairings (I×S1 indices). Since I×T 2 indices and S1×D2 indices
in [1] are S1-extensions (q-deformations) of Euler parings and period integrals, we expect a
factorization similar to (8.1) holds between partition functions on closed 3-manifolds, S1×D2
indices and I × T 2 indices. Another future direction is as follows. In three dimensions,
quantum differential equations become q-difference equations [4] that annihilate S1 × D2
indices, more precisely annihilate K-theoretic I-functions in S1×D2 indices. For q-difference
equations, counter parts of monodromy matrices are called connection matrices. The relation
between monodromy matrices of quantum differential equations and I×S1 indices imply that
connection matrices for q-difference equations for the K-theoretic I-functions are described
by I × T 2 indices. The relation between the connection matrices and I × T 2 indices will be
studied elsewhere.
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