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The`me choisi: Syste`mes de communication (2.8)
Proble`me traite´:
La strate´gie AF standard amplifie le bruit rec¸u par le relais, ne tient pas compte des SNRs des diffe´rents canaux
et ne peut pas eˆtre implante´e telle quelle dans un transmetteur nume´rique.
Originalite´ du travail:
L’ide´e de seuillage est introduite pour le protocole AF et l’approche codage source-canal conjoint est adopte´e
pour optimiser un protocole de type estimate-and-forward.
Re´sultats nouveaux:
Une fonction de relayage a` seuillage simple a` implanter et optimale au sens de la MSE est propose´e. Un
quantificateur qui tient compte des SNRs des diffe´rents canaux et implante un seuillage naturellement est
propose´.
Re´sume´
La strate´gie de relayage est un e´le´ment-cle´ dans l’optimisation des performances des re´seaux de communications
a` terminaux coope´ratifs. Depuis l’introduction formelle du canal a` relais [1] a` trois terminaux (un e´metteur,
un relais et un re´cepteur), essentiellement trois types de strate´gies (ou protocoles) de relayage ont e´te´ e´tudie´es:
amplify-and-forward (AF), decode-and-forward (DF) et estimate-and-forward (EF). Les e´tudes the´oriques telle
que [2] montrent clairement que le choix de la meilleure de ces strate´gies, au sens des performances, de´pend
notamment des rapports signal-a`-bruit (SNR) des diffe´rents canaux. Il faut e´galement noter que la strate´gie AF
ne fait rien perdre en information puisque qu’aucune de´cision n’est prise au relais. D’un point de vue complexite´,
le protocole AF apparaˆıt comme le plus simple des trois, au moins dans sa version de base. Cette simplicite´ a
pour conse´quence de ne´cessiter un relais peu complexe et de ne pas compliquer le re´cepteur. De plus, le protocole
AF est facile a` exploiter pour mettre au point des strate´gies de codage e´labore´es en e´mission et caracte´riser leurs
performances (voir par ex. [3]). Le protocole AF posse`de cependant au moins deux inconve´nients pour lesquels
nous proposons des solutions d’ame´lioration: (a) Le bruit contenu dans le signal rec¸u par le relais est amplifie´.
(b) Le protocole AF n’est implantable, dans sa version utilise´e dans la litte´rature, que dans un transmetteur
analogique alors que de nombreux re´seaux utilisent des transmetteurs nume´riques (les re´seaux radio-mobiles
par exemple).
Dans cet article nous nous inte´ressons au canal a` relais a` trois terminaux pour lequel le signal rec¸u du
relais est suppose´ orthogonal au signal rec¸u de la source [2]. Sans perte de ge´ne´ralite´, cette orthogonalite´ est
suppose´e eˆtre re´alise´e dans le domaine fre´quentiel. Dans ce contexte nous proposons de modifier la strate´gie AF
en introduisant un seuillage optimal au sens de la l’erreur quadratique (MSE) entre le signal source et le signal
relaye´ rec¸u par la destination. E´tant donne´ que le protocole AF n’est implantable que dans un transmetteur
analogique, nous e´tudions e´galement une autre manie`re de relayer l’information sans prise de de´cision sur le
message de la source. Nous proposons une strate´gie qui quantifie le signal rec¸u par le relais (appele´e QF pour
quantize-and-forward) de manie`re a` minimiser la distorsion entre le signal source et le signal relaye´ rec¸u par la
destination. Pour cela nous supposons que le relais connaˆıt les rapports signal-a`-bruit du canal source-relais et
du canal relais-destination. Cela nous permet d’e´laborer une strate´gie qui donne de bonnes performances pour
une large gamme de conditions de propagation (mesure´es par les SNRs). Le quantificateur (uniforme) propose´
est alors optimise´ selon un codage source-canal conjoint. On notera que la strate´gie QF implante naturellement
un seuillage tout comme la strate´gie a` AF a` seuillage.
Tout d’abord pre´cisons quelques hypothe`ses de travail et quelques notations utilise´es dans ce re´sume´. Tous
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les canaux mis en jeu sont suppose´s gaussiens. Les signaux e´mis par la source X et le relais Xr sont suppose´s
de puissances unitaires: E|X|2 = 1, E|Xr|2 = 1. Les signaux rec¸us par le relais (Xsr) et la destination (Yrd,
Ysd) s’e´crivent comme suit Xsr = X + Wsr, Ysd = X + Wsd et Yrd = Xr + Wrd. Ou` Wsr, Wsd, Wrd sont des
bruits gaussiens complexes centre´s de variances respectives σ2sr, σ
2
sd, σ
2
rd. De plus nous supposons que la source
est sans me´moire.
Protocole AF avec seuillage
Le relais est suppose´ sans me´moire et sans retard ce qui s’e´crit a` l’instant n ∈ Z: xr(n) = f(xsr(n)). Le proble`me
de l’optimisation de la fonction de relayage f(.) pour le protocole AF a e´te´ aborde´ par [4] et [5]. Dans [4] les
auteurs ont e´tudie´ le cas du canal a` relais gaussien sans trajet direct entre la source et la destination lorsque la
source e´met des symboles binaires (BPSK). Dans cette configuration les auteurs ont de´termine´ analytiquement
la meilleure fonction de relayage au sens du taux d’erreur binaire brut (avant de´codage canal). Toujours pour
le canal a` relais sans lien direct les auteurs de [5] ont de´termine´ la meilleure fonction de relayage au sens de
l’information mutuelle. Notre approche est diffe´rente de ces travaux en ce sens que nous cherchons a` limiter
l’amplification du bruit par le relais graˆce a` une fonction relativement facile a` mettre a` oeuvre pratiquement, et
ce pour n’importe quel type de modulation. En effet la ge´ne´ralisation de [4] au cas d’une modulation d’amplitude
en quadrature (QAM) ne semble pas triviale. Ainsi, au lieu de minimiser le taux d’erreur binaire brut nous
minimisons la dirtorsion sur les symboles de source et ce graˆce a` une fonction de´finie par un seul parame`tre a`
optimiser (note´ β):
fRβ (x
R) =
∣∣∣∣ xR |xR| ≤ ββ · sgn(xR) |xR| > β (1)
ou` nous avons introduit les notations (.)R pour indiquer que ce traitement s’applique a` la partie re´elle des
signaux rec¸us, le traitement e´tant identique pour la partie imaginaire. En effet le signal produit par le relais
s’e´crit: xr(n) = α
[
fRβ
(
xRsr(n)
)
+ j · f Iβ
(
xIsr(n)
)]
ou` xRsr = Re(xsr) et x
I
sr = Im(xsr). Pour un parame`tre β
donne´ le coefficient d’amplification α doit satisfaire la contrainte de puissance E|Xr|2 = 1. En calculant les
deux premiers moments d’une gaussienne sature´e on peut montrer que:
E|Xr|2 = 2α
2
√
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∑
xR
{
σ2sr
2
+ (xR)2 +
[
β2 − σ
2
sr
2
− (xR)2
] [
Q
(
β + xR
σsr√
2
)
+Q
(
β − xR
σsr√
2
)]
− σsr
2
√
π
[
(β + xR)e
− (β−x
R)2
σ2sr + (β − xR)e−
(β+xR)2
σ2sr
]}
avec Q(x) ,
1√
2π
∫ ∞
x
e−t
2
dt. La solution correspondante est note´e αβ . Le parame`tre de seuillage β est alors
choisi de manie`re a` minimiser la distorsion en sortie du canal relais-destination:
J(β) = E
[∣∣∣∣ 1αβ Yrd −X
∣∣∣∣
2
]
= E
[∣∣∣∣fβ (XRsr)+ j · fβ (XIsr)+ 1αβWrd −X
∣∣∣∣
2
]
=
2√
Ms
∑
XR
{
E
[
f2β
(
XR + wRsr
)− 2XRfβ (XR +WRsr) ]+ σ2rdα2β + 1
}
. (2)
En ge´ne´ral, cette fonction doit eˆtre optimise´e nume´riquement. Cette minimisation ne suppose que la con-
naissance des SNRs des canaux source-relais et relais-destination et celle des deux premiers moments d’une
gaussienne sature´e. Il est donc possible de de´terminer une fois pour toutes les parame`tres (α, β) optimaux,
ce qui rend possible l’implantation du seuillage propose´. Dans la version longue de cet article nous de´crirons
e´galement une foction de couˆt plus performante (ponde´ration optimise´e pour yrd) mais qui rajoute un parame`tre
a` optimiser.
Protocole QF optimise´
Dans [6] les auteurs ont optimise´ leurs quantificateurs pour que la source puisse eˆtre transmise sur un canal
gaussien avec le minimum de distorsion en sortie de de´quantificateur. Notre approche consiste a` exploiter cette
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ide´e dans le contexte du canal a` relais. Dans notre cas il nous faut aussi tenir compte de la pre´sence du canal en
amont du quantificateur. Dans le cas du quantificateur uniforme, l’optimisation est faite sur un seul parame`tre:
le pas de quantification ∆. Celui-ci est de´termine´ en minimisant nume´riquement la distorsion:
DR11 , E
(
XRrd −XR
)2
=
∑
j,k,ℓ
pjPk,ℓ
(
xRj − vRℓ
)2 ∫ uRk+1
uR
k
φ(t− xRj ) dt
ou` les niveaux de transitions sont donne´s par uR1 = −∞, uRL+1 = ∞, ∀i ∈ {2, ..., L}, uRi =
(
i− L+1
2
)
∆, les
repre´sentants des cellules de quantification sont donne´s par ∀j ∈ {1, ..., L}, vRj = (j − L+12 )∆, les symboles de
la source sont caracte´rise´s par pj = Pr[X
R = xRj ] et les probabilite´s de transition du canal relais-destination
e´quivalent sont donne´es par ∀(k, ℓ) ∈ {1, ..., L}2, Pk,ℓ = Pr
[
xˆRrd = v
R
ℓ
∣∣xˆRsr = vRk ]. Ici encore la meˆme ope´ration
de quantification doit eˆtre effectue´e sur la partie imaginaire du signal xsr.
Pour le cas du quantificateur optimal (non-uniforme), l’optimisation est faite sur chacun des repre´sentants
vRj , ∀j ∈ {1, ..., L}, et chacun des niveaux de transition uRi , ∀i ∈ {2, ..., L}. Ici aussi uR1 = −∞ et uRL+1 = ∞.
Contrairement au cas uniforme on trouve une expression explicite pour les repre´sentants du quantificateur. De
plus, si l’ordre de la modulation est faible (exemple de la 4-QAM avec
(
xR, xI
) ∈ {−A,+A}2), les niveaux de
transitions peuvent eˆtre explicite´s. Dans ce dernier cas, pour des niveaux de transition fixe´s, on a pour tout
ℓ ∈ {1, . . . , L}
v
R,∗
ℓ = A×
L∑
k=1
PRk,ℓ
∫ uRk+1
uR
k
φ (t−A)− φ (t+A) dt
L∑
k=1
PRk,ℓ
∫ uRk+1
uR
k
φ (t−A) + φ (t+A) dt
(3)
Et, pour des repre´sentants fixe´s, on a pour tout ℓ ∈ {2, . . . , L}
u
R,∗
ℓ =
σ2sr
2A
ln


L∑
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(
PRℓ,k − PRℓ−1,k
)(
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1
2
vRk
)
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(
PRℓ,k − PRℓ−1,k
)(
A− 1
2
vRk
)
vRk

. (4)
Ou` φ (t) = 1√
πσsr
exp
(
− t2
σsr2
)
est la densite´ de probabilite´ gaussienne de la partie re´elle du bruit Re(wsr) du
signal rec¸u au relais.
Simulations
Les simulations sont effectue´es sur des canaux gaussiens en absence de codage canal. Le sche´ma de combinaison
au re´cepteur est le Maximum Ratio Combining (MRC). La source utilise une 4-QAM. Dans le cas des protocoles
QF optimal et uniforme, le relais quantifie le signal rec¸u sur b bits et utilise par conse´quent une 2b-QAM pour
transmettre son signal au re´cepteur. On s’inte´resse au taux d’erreur binaire (BER) en sortie de combineur en
fonction de la puissance d’e´mission a` la source. Le relais est suppose´ avoir un de SNR de 10 dB supe´rieur a`
celui du lien source-re´cepteur. La figure 1(a) repre´sente le gain qu’apporte le seuillage dans le protocole AF
avec une ponde´ration de yrd en
1
α
(S10) et une ponde´ration optimise´e (S11) (Cf version longue). Le gain atteint
sur la puissance d’e´mission est typiquement de 1 dB , ce qui est appre´ciable compte tenu du tre`s faible surcouˆt
de complexite´ apporte´ par cette ope´ration. Ce gain atteint 4 dB lorsque la ponde´ration est aussi optimise´e.
La figure 1(b) montre que le protocole QF uniforme est ge´ne´ralement plus efficace qu’AF en terme de taux
d’erreur binaire. Pour un nombre de bits de quantifications suffisamment e´leve´, une puissance de coope´ration
suffisante et un ”bon” relais, les protocoles AF seuille´ et QF sont quasiement e´quivalents en termes de BER.
Le gain qu’apporte le quantificateur est plus important lorsqu’on regarde le protocole QF optimal. La figure
2(a) montre que ce gain peut atteindre 4 dB par rapport au protocol AF classique et 3 dB par rapport rapport
au protocole AF seuille´ S10 sur la puissance d’e´mission. En pre´sence d’un ”mauvais” relais (selon la figure
2(b)), les pertes duˆes au protocole QF uniforme ne de´passent 1 dB sur la puissance d’e´mission. En plus ces
diminuent quand la puissance d’e´mission augmente. Ces pertes sont la conse´quence du sche´ma de combinaison
au re´cepteur. On pourrait y pallier par l’usage d’un combineur beaucoup plus efficace tel que le Maximum de
Vraisemblance.
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Figure 1: Comparaison des protocoles AF et AF seuille´ (a), Comparaison des protocoles AF seuille´ et QF
uniforme (b)
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Figure 2: Comparaison des protocoles QF optimal et AF seuille´ avec un ”bon” relais (a), Comparaison des
protocoles QF optimal et AF seuille´ avec un ”mauvais” relais(b)
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