Technology has reached new heights making sound and video capture devices ubiquitous and affordable. We propose a paradigm to exploit this technology for home care applications especially for surveillance and complex event detection. Complex vision tasks such as event detection in a surveillance video can be divided into subtasks such as human detection, tracking, recognition, and trajectory analysis. The video can be thought of as being composed of various features. These features can be roughly arranged in a hierarchy from low-level features to high-level features. Low-level features include edges and blobs, and high-level features include objects and events. Loosely, the low-level feature extraction is based on signal/image processing techniques, while the high-level feature extraction is based on machine learning techniques. Traditionally, vision systems extract features in a feed-forward manner on the hierarchy, that is, certain modules extract low-level features and other modules make use of these low-level features to extract high-level features. Along with others in the research community, we have worked on this design approach. In this paper, we elaborate on recently introduced V/M graph. We present our work on using this paradigm for developing applications for home care applications. Primary objective is surveillance of location for subject tracking as well as detecting irregular or anomalous behavior. This is done automatically with minimal human involvement, where the system has been trained to raise an alarm when anomalous behavior is detected.
INTRODUCTION
Even with the US population rapidly aging, a smaller proportion of elderly and disabled people live in nursing homes today compared to 1990. Instead, far more depend on assisted living residences or receive care in their homes [1] . Majority of people who need long-term care still live in nursing homes, however the proportion of nursing home beds declined from 66.7 to 61.4 per 10 000 population. According to the author, these changing trends in the supply of long-term care can be expected to continue because the demand for home-and community-based services is growing. These healthcare services besides being expensive may often be emotionally traumatic for the subject. Large number of these people who live here can perform basic day-today tasks, however need to be under constant supervision in case assistance is required. In this paper, we show how current technology can enable us to monitor these subjects in an environment which is most amicable-their own home. Today's digital technology has made sound and video capture devices affordable for a common user. Also there has been tremendous progress in research and development in the fields of image and video compression, editing, and analysis software leading to its effective usability and commercialization.
However, success in developing general methods of analyzing video in a wide range of scenarios remains elusive. The main reason for this is the number of parameters affecting various pixels in a video or across videos. Moreover, the sheer amount of raw data in video streams is voluminous. Yet, the problem of image or video understanding especially for complex event detection task at hand is often ill-posed, making it difficult to solve the problems based on the given data alone. It is, therefore, important to understand the nature of the generation of the visual data itself and to understand the features of visual data that human users would be interested in, and how those features might be extracted. Relation of features amongst each other and how the modules extracting them might interact with each other is vital in designing vision systems.
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We elaborate on a recently proposed framework [2] based on factor graphs. It relaxes some of the constraints of the traditional factor graphs [3] and replaces its function nodes by modified versions of some of the modules that have been developed for specific vision tasks. These modules can be easily formulated by slightly modifying modules developed for specific tasks in other vision systems, if we can match the input and output variables to variables in our graphical structure. It also draws inspiration from product of experts [4] , and free energy view [5] of the EM algorithm [6] . We present some preliminary results for tracking and event detection applications and discuss the path for future development.
Outline of this paper is as follows. Section 2 introduces factor graphs, thereby generalizing to variable module or V/M graphs in Section 3. V/M graphs are explored extensively, thus establishing the theoretical background in Section 4. We demonstrate use of V/M graphs for home care applications, especially complex event detection and subject tracking in Section 5.
ALGORITHMS

Factor graphs
In order to understand V/M graphs, we briefly explain factor graphs. A factor graph is a bipartite graph that expresses a structure of factorization of a function into product of several local functions, thus making it efficient to represent the dependencies between random variables. Factor graph has a variable node for each random variable x i , factor node for each local function f j , and a connecting edge between variable node x i and factor node f j only if x i is an argument of f j . A factor (function) of a product term can selectively look at a subset of dimensions while leaving the other dimensions that are not in the subset for others factors to constrain. In other words, only a subset of variables may be part of the constraint space of a given expert. This leads to the graphs structure of a factor graph, where the edges between a factor function node and variable nodes exist only if the variable appears as one of the arguments of the factor function,
In (
, and f D (x 3 , x 4 , x 5 ) are the factor functions of the factor graph. The factor graph in (1) can be expressed graphically as shown in Figure 1 .
Inference in factor graphs can be made using a local message passing algorithm called the sum-product algorithm [3] . The algorithm reduces the exponential complexity of calculating the probability distribution over all the variables into more manageable local calculations at the variable and func-
Figure 1: Example factor graph.
tion nodes. The local calculations depend only on the incoming messages from the nodes adjacent to the node at hand (and the local function, in case of function nodes). The messages are actually distributions over the variables involved. For a graph without cycles, the algorithm converges when messages pass from one end of the graph to the other and back. For many applications, even when the graph has loops, the messages converge in a few iterations of message passing. Turbo codes in signal processing make use of this property of convergence of loopy propagation [7] . The message passing clearly is a principled form of feedback or information exchange between modules. We will make use of a variant of message passing for our new framework because exact message passing is not feasible for complex vision systems.
V/M GRAPH
We develop a hybrid framework to design modular vision systems. In this new framework, which we call variable/module graphs or V/M graphs [2, 8] , we aim to borrow the strengths of both modular and generative designs. From the generative models in general and probabilistic graphical models in particular, we want to keep the principled way to explain all the information available and the relations between different variables using a graphical structure. From the modular design, we want to borrow ideas for local and fast processing of information available to a given module as well as online adaptation of model parameters.
Replacing functions in factor graphs with modules
Modules in modular design constrain the joint-probability space of observed and hidden variables just as the factor functions in factor graphs. However, there are crucial differences. Without loss of generality, we will continue our discussion on graphical models based on factor graphs, since Amit Sethi et al.
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many of the other graphical models can be converted to factor graphs. Modules in modular design take (probability distributions of) various variables as inputs, and produce (probability distributions of) variables as outputs. Producing an output can be thought of as passing a message from the module to the output variable. This is comparable to part of the message passing algorithm in factor graphs, that is, passing a message from the function node to a variable node. This calculation is done by multiplying messages from all the other variable nodes (except the one that we are sending the message to) to the factor function at the function node, and marginalizing the product over all the other variables (except the one that we are sending the message to). Processing of a module can be thought of as an approximation to this calculation.
However, the notion of a variable node does not exist in modular design. Let us, for a moment, imagine that modules are not connected to each other directly. Instead, let us imagine that every connection that connects output of a module to the input of another module is replaced by a node connected to the output of the first module and input of the second module. This node represents the output variable of the first module, which is the same as the input node of the second module. Let us call this the variable node.
In other words, a cascade of modules in a modular system is nothing but a cascade of approximations to function nodes (separated by variable nodes, of course). If we generalize this notion of interconnection of module or module nodes via variable nodes, we get a graph structure. We refer to his bipartite graph as variable/module graph. Thus, if we replace the function nodes in a factor graph by modules, we get a variable/module graph-a bipartite graph in which the variables represent one set of nodes (called variable nodes), and modules represent the other set of nodes (called module nodes).
SYSTEM MODELING USING V/M GRAPHS
A factor graph is a graphical representation of the factorization that a product form represents. Since the variable/module graph can be thought of as a generalization of the factor graph, what does this mean for the application of product form to the V/M graph? In essence, we are still modeling the overall constraints on the joint-probability distribution using a product form. However, the rules of message passing have been relaxed. This makes the process an approximation to the exact product form [8] . To see how we are still modeling the joint-distribution over the variables using a product form, let us start by analyzing the role of modules. A module takes the value of the input variable(s) x i and produces a probability distribution over the output variable(s) x j . This is nothing but the conditional distribution over the output variables given the input variable, or p(x j | x i ). Thus, each module is nothing but an instantiation of such conditional density functions.
In a Bayesian network, similar conditional probability distributions are defined, with an arrow representing the direction of causality. This makes it a simple case to define the module as a/an (set of) arrow(s) going from the input to the output, converting the whole V/M graph into a Bayesian network, which is another graphical representation of the product form. Also, since the Bayesian network can always be converted into a factor graph [9] , we can convert a V/M graph into a factor graph. However, processing modules are many times arranged in a bottom-up fashion, whereas the flow of causality in a Bayesian network is top-down. This is not a problem, since we can use Bayes rule to reverse the flow of causality. Once we have established a module as an equivalent of a conditional density, manipulation of the structure is easy, and it always remains in the purview of product form modeling of the joint distribution. However, the similarity between V/M graphs and probabilistic graphical models ends here on a theoretical level. As we will in Section 4.1, the inference mechanisms that are applied in practice to graphical models are not applied in the exact same manner to V/M graphs. One of the reasons for this is that modules do not produce a functional form of the conditional density functions. They only produce a black box that we can sample output (distribution) from for given sample points of input, and not the other way around. Thus, in practice, application of Bayes rule to change the direction of causality is not as easy as it is in theory. We use comodules, at times, for flow of messages in the other direction to a given module.
Inference
In a factor graph, calculating the messages from variable nodes to function nodes, or the belief at each variable node is usually not difficult. When the incoming messages are in a nonparametric form, any kind of resampling algorithm or nonparametric belief propagation [10] can be used. What is more difficult is the integration or summation associated with the marginalization needed to calculate the message from a function node to a variable node. Another difficulty that we face here is the complexity with which we can design the local function at a function node. Since we also need to calculate the messages using products and marginalization (or sum), we need to devise functions that model the subconstraint as well as lend themselves to easy and efficient marginalization (or approximation thereof). If one is to break the function down into more sub-functions, there is a tradeoff involved between network complexity and function complexity for a manageable system. This is where we can make use of the modules developed for other systems. The output of a module can be viewed as a marginalization operation used to calculate message sent to the output variable. Now, the question arises what we can say about the message sent to the input variable. If we really cannot modify the module to send a message to what was the input variable in the original module, we can view it as passing a uniform message (distribution) to the input variable. To save computation, this message can be totally discounted during calculations that require combination of this message with other messages. However, in this framework, we encourage modifying existing modules to pass information backwards as well. A way to do this is to associate a comodule with the module that does the reverse of the processing that the module does. For example, if a module takes in a background mask and outputs probability map of the position of a human in the frame, the comodule will provide some probability map of pixels belonging to background or foreground (human) given the position of human to this comodule.
In case the module node is a deterministic function, the probability function of the output variable will be treated as a delta function. Although there are definite merits of a stricter definition of a V/M graph for a stringent mathematical analysis, it might result in loss of applicability and flexibility to workable systems at this point. By introducing modified modules as approximation to functions and their message calculation procedures, we get computationally cheap approximations to complex marginalization operations over functions that will be difficult to perform from first principles or statistical sampling, the approach used with generative models until now. Whether this kind of message passing will converge or not even for graphs without cycles remains to be seen in theory, however, we have found the results to be convincing for the applications that we implemented it for as shown in Section 5.
Learning
There are a few issues that we would like to address while designing learning algorithms for complex vision systems. The first issue is that when the data and system complexity are prohibitive for batch learning, we would really like to have designs that lend themselves to online learning. The second major issue is the need to have a learning scheme that can be divided into steps that can be performed locally at different modules or function nodes. This makes sense, since the parameters of a module are usually local to the module. Especially in an online learning scheme, the parameters should depend only on the local module and the local messages incident on the function node.
We will derive learning methods for V/M graphs based on those for probabilistic graphical models. Although methods for structure learning in graphical models have been explored [11, 12] , we will limit ourselves for the time being to parameter learning. In line with our stated goals in the paragraph above, we will consider online and local parameter learning algorithms for probabilistic graphical models [13, 14] while deriving learning algorithms for V/M graphs.
Essentially, parameter adjustment is done as a gradient ascent over the log likelihood of the given data under the model. While formulating the gradient ascent over the cost function, due to the factorization of the joint-probability distribution, derivative of the cost function decomposes into a sum of terms, where each term pertains to local functions. A similar idea can be extended to our modified factor graphs or V/M graphs. Now, we will derive a gradient-ascent-based algorithm for parameter adjustment for V/M graphs. Our goal is to find the model parameters that maximize the data likelihood p(D), which is a standard goal used in the literature [6, 13] , since (observed) data is what we have and seek to explain, while the rest of the (hidden) variables just aid in modeling the data. Each module will be represented by a conditional density function p ωi (x i | N i ). Here, x i represents the output variable of the ith module, N i represents the input set of variables to the ith module, and ω i represents the parameters associated with the module. We will make the assumption that data points are independently identically distributed (i.i.d.), which means that for data points d j (where j ranges from 1 to m, the number of data points) and the data likelihood p(D), (2) holds,
In principle, we can choose any monotonically increasing function of the likelihood, and we chose the ln(·) function to convert the product into a sum. This means that for the log likelihood, (3) holds,
Therefore, when we maximize the log likelihood with respect to the parameters ω i 's, we can concentrate on maximizing the log likelihood of each data point by gradient ascent, and adding these gradients together to get the complete gradient of the log likelihood over the entire data. Thus, at each step we need to deal with only one data point, and accumulate the result as we get more data points. This is significant in developing online algorithms that deal with limited (one) data point(s) at a time. In case where we tune the parameters slowly, this is in essence like a running average with a forgetting factor. Now, taking the partial derivative of the log likelihood of one data point d j with respect to a parameter ω i , we get
Since we will get p(d j | x i , N i ) as a result of message passing, and we will get p(x i | N i ) as the output of the processing module, all these computations can be done locally at the module i itself. The probability densities p(d j ) and p(N i ) are nonnegative functions that only scale the gradient computation, and not the direction of the gradient. With V/M graphs, 
which is a marginalization of the product of p(x k | N k ) over many k's, will follow an increasing pattern as we spread the procedure over many k's (modules). The greedy algorithm should be slow enough in gradient ascent that it can capture the trend over many j's (data points) when run online. This sketches the general insight into the learning algorithm. The sketch is in line with a similar derivation for Bayesian network parameter estimation in [13] , where the scenario is much better defined than it is for V/M graphs. In Section 4.4, we provide another viewpoint to justify the same steps.
Free-energy view of EM algorithm and V/M graphs
For generative models, the EM algorithm [6] and its online, variational, and other approximations have been used as the learning algorithm of choice. Online methods work by maintaining sufficient statistics at every step for the qfunction that approximates the probability distribution p of hidden and observed variables. We use a free-energy view of the EM algorithm [5] to justify a way of designing learning algorithms for our new framework. In [5] , the online or incremental version of EM algorithm was justified using a distributed E-step. We extend this view to justify local learning at different module nodes. Being equivalent to a variational approximation to the factor graph means that some of the concepts applicable to generative models, such as variational and online EM algorithms, can be applicable to the V/M graphs. We use this insight to compare inference and learning in V/M graphs to the free-energy view of EM algorithm [5] . Let us assume that X represents the sequence of observed variables x i , and Y represents the sequence of hidden variables y i . So, we are modeling the generative process p(x i | y i , θ), with some prior on y i ; p(y i ), given system parameters θ (which is the same for all pairs (x i , y i )). Due to the Markovian assumption of x i being conditionally independent of x j given Y , when i = j, we get
We would like to maximize the log likelihood of the observed data X. EM algorithm does this by alternating between an E-step as shown in (6) and an M-Step shown in (7) in each iteration with iteration number t,
compute arg max:
Going by the free-energy view of the EM algorithm [5] , the E-and M-steps can be viewed as alternating between maximizing the free energy with respect to the q-function and the parameters θ. This is related to the minimization of free energy in statistical physics. The formulation of free energy F is given in
In (8), D(q p) represents the KL-divergence between q and p given by (9) , and L(θ) represents the data likelihood for the parameter θ. In other words, the EM algorithm alternates between minimizing the KL-divergence between q and p, and maximizing the likelihood of the data given the parameter θ,
The equivalence of the regular form of EM and the freeenergy form of EM has already been established in [5] . Further, since y i 's are independent of each other, the q(y) and p(y) terms can be split into products of different q(y i )'s and p(y i )'s, respectively. This is used to justify the incremental version of EM algorithm that incrementally runs partial or generalized M-steps on each data point. This can also be done using sufficient statistics of the data collected until that data point, if it is possible to define sufficient statistics for a sequence of data points.
Coming back to the message passing algorithm, for each data point, when message passing converges, the beliefs at each variable node give a distribution over all the hidden variables. If we look at the q-function, it is nothing but an approximation of the actual distribution over the variable p, and we are trying to minimize the KL-divergence between the two. Now, we can get the same q-function from the converged messages and beliefs in the graphical model. Hence, one can view message passing as a localized and online version of the E-step.
Online and local M-step
Now, let us have a look at the M-step. M-step involves maximizing the likelihood with respect to the parameter θ. When performed online for a particular data point, it can be thought of as a stochastic gradient ascent version of (7). Making use of the sufficient statistics will definitely improve the approximation of the M-step since it will use the entire data presented until that point, instead of a single data point. Now, if we take the factorization property of the jointprobability function into account, we can also see that the M-step can be distributed locally for each component of the parameter θ associated with each module or function node. This justifies the localized parameter updates based on gradient ascent shown in [13, 14] . This is another critical insight that will help us to use the online learning algorithms devised for various modules to be used as local Msteps in our systems. Due to the integration involved with the marginalization over the hidden variables while calculating the likelihood, this will be an approximation of the exact M-step. Determining the conditions where this approximation should work will be part of our future work.
One issue that still remains is the partition function. With all the local M-steps maximizing one term of the likelihood in a distributed fashion, it is likely that the local terms increase infinitely, while the actual likelihood does not. This problem arises when appropriate care is not taken to normalize the likelihood by dividing it with a partition function. While dealing with sampling-based numerical integration methods such as MCMC [15] , it becomes difficult to calculate the partition function. This is because methods such as importance sampling and Gibbs sampling used in MCMC deal with surrogate q-function, which is usually a constant multiple of the target q-function. The multiplication factor can be assessed by integrating over the entire space, which is difficult. There are two ways of getting around this problem. One way was suggested in [4] as maximizing the contrastive divergence instead of the actual divergence. The other way is to put some kind of local normalization in place while calculating messages sent out by various modules. As long as the multiplication factor of the q-function does not increase beyond a fixed number, we can guarantee that maximizing the local approximation of the components of the likelihood function will actually improve system performance.
In the M-step of the EM algorithm, we minimize Q(θ, θ (i−1) ) with respect to θ. In the proof given by (10), we show how this minimization can be distributed over different components of the parameter variable θ,
M-step:
Probability distribution function softening
Until now, PDF softening was only intuitively justified [4] . In this section, we revisit the intuition, and justify the concept mathematically in 
As shown in (12), if we want to decrease the KL-divergence between the surrogate distribution q and the actual distribution p, we need to minimize the sum of three terms. The first term on the last line of the equation is minimized if there is an increase in the high-probability region as defined by q, which is actually a low-probability region for an individual component q i . This means that this term prefers diversity among different q i 's, since q is proportional to the product of q i 's. Thus, the low-probability regions of q need not be low-probability regions of a given q i . On the other hand, the third term is minimized if there is an overlap between the high-probability region as defined by q and the high-probability region defined by p and between the lowprobability region as defined by q and the low-probability region defined by p. In other words, surrogate distribution q should closely model the actual distribution p.
Hence, overall, the model seeks a good fit in the product, while seeking diversity in individual terms of the product. It also seeks not-so-high-probability regions of individual q i 's to overlap with high-probability regions of q. When p has a peaky (low-entropy) structure, these goals may seem conflicting. However, this problem can be alleviated if the individual experts cater to different dimensions or aspects of the probability space, while each individual distribution has high enough entropy. This justifies softening the PDFs. This can be done by adding a high-entropy distribution such as a uniform distribution (which has provably the highest entropy), by raising the distribution to a fractional power, or by raising the variance of the peaks. Intuitively, this means that we want to strike a balance between useful opinion expressed by 7 an expert and being overcommitted to any particular solution (high-probability region).
Prescription
With the discussion on the theoretical justification of the design of V/M graphs complete, in this section we want to summarize how to design a V/M graph for a given application. In Section 5, we will present experimental results of successful design of vision systems for complex tasks using V/M graphs.
To design a V/M graph for an application, we will follow the following guidelines. similar to how one would do that for a factor graph, using modules instead of function nodes. (7) Redesign each module so that it can tune online to increase local joint-probability function in an online fashion. (8) Ensure that the modules have enough variance or leniency to be able to recover from mistakes based on the redundancy provided by the presence of other modules in a graphical structure. (9) If a module has no feedback for a variable node, this can be considered to be a feedback equivalent of a uniform distribution. Such a feedback can be dropped from calculating local messages to save computation.
Once the system has been designed, the processing will follow a simple message passing algorithm while each module will learn in a local and online manner. If the results are not desirable, one would want to replace some of the modules with better estimators of the given task, or make the graph more robust by adding more (and diverse) modules, while considering making modules more lenient.
EXPERIMENTS
In this section, we report design and experimental results of several applications related to home care applications under the broad problem of automated surveillance. We focus on security and monitoring of home care subjects, and hence the targeted applications are automatic event detection and abnormal event detection. Thus, an alarm would be raised in case of abnormal activity, for example, like subject falling down. Event is a high-level semantic concept and is not very easy to define in terms of low-level raw data. This gap between the available data and the useful high-level concepts is known as the semantic gap. It can be safely said that the vision systems, in general, aim to bridge the semantic gap in visual data processing. Variables representing high-level con- cepts such as events can be conveniently defined over lowerlevel variables such as position of people in a frame; provided that the defining lower-level variables are reliably available. For example, if we were to decide whether a person came out or went in through a door, we can easily decide this if the sequence of the position of the person (and the position of the door) in various frames in the scene was available to us. This is the rationale behind modular design, where in this case, one would devise a system for person tracking, and the output of the tracking module would be used by an event detection module to decide whether the event has taken place or not. The scenario that we considered for our experiments is related to the broad problem of automated surveillance. Without loss of generality, we assume a fixed camera in our experiments. In the following experiments, we concentrate on several applications of V/M graphs in the surveillance setting. We will proceed from simpler tasks to increasingly complex tasks. While doing so, many times we will incrementally build upon previously accomplished subtasks. This will also showcase one of the advantages of V/M graphs; namely, easy extendability.
Application: person tracking
We start with the most basic experiment, where we build an application for tracking a single target (person) using a fixed indoor camera. In this application, we identify five variables that affect inference in a frame. The intensity map (pixel values) of the frame (or, the observed variable(s)), the background mask, the position of the person in the current frame, the position of the person in previous frame, the velocity of the person in previous frame. These variables are represented as x 1 , x 2 , x 3 , x 4 , and x 5 , respectively in Figure 2 . All nodes except x 1 are hidden nodes. The variables exchange information through modules F A , F B , F C , and F D . Module
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F A represents the background subtraction module that maintains an eigenbackground model [16] as system parameters, using a modified-version online learning algorithm for performing principal component analysis (PCA) as described in [17] . While it passes information from x 1 to x 2 , it does not pass it the other way round, as image intensities are evidence, hence fixed. Module F C serves as the interface between the background mask and the position of the person. In effect, we run an elliptical Gaussian filter, roughly of the size of a person/target, over the background map and normalize its output as a map of the probability of a person's position. Module F B serves as the interface between the image intensities and the position of the person in the current frame x 3 . Since it is computationally expensive to perform operations on every pixel location, we sample only a small set of positions to confirm if the image intensities around that position resemble the appearance of the person being tracked. The module maintains an online learning version of eigenappearance of the person as system parameters based on a modification of a previous work [18] . It also does not pass any message to x 1 . The position of the person in the current frame is dependent on the position of the person in the previous frame x 4 and the velocity of the object in the previous frame x 5 . Assuming a first-order motion model, which is encoded in F D as a Kalman filter, we connect x 3 to x 4 and x 5 . x 4 and x 5 are assumed fixed for the current frame, therefore F D only passes the message forward to x 3 and does not pass any message to x 4 or x 5 .
Message passing and learning schedule
The message passing and learning schedule used was as follows.
(1) Initialize a background model. For every frame,
(1) propagate a message from x 1 to F A as the image; (2) propagate a message from x 1 to F B as the image; (3) propagate messages from x 4 and x 5 to F D ; (4) propagate a message from F D to x 3 in the form of samples of likely position; (5) propagate a message from F A to x 2 in form of a background probability map after an eigenbackground subtraction; (6) propagate a message from x 2 to F C in the form of a background probability map; (7) propagate a message from F C to x 3 in the form of a probability map of likely positions of the object after filtering of x 2 by an elliptical Gaussian filter; 
Results
We ran our person tracker in both single-person and multiperson scenarios using grey-scale indoor sequences 320×240 in dimensions using a fixed camera. People appeared to be as small as 7×30 pixels. It should be noted that no elaborate initialization and no prior training were done. The tracker was required to run and learn on the job, fresh out of the box. The only prior information used was the approximate size of the target, which was used to initialize the elliptical filter. Some of the successful results on difficult sequences are shown in Figure 3 . The trajectory estimation depends on the tracking estimate, however we did not notice serious deficiencies in this approach in our experimentation.
Figure 4: V/M graph for multiple-target tracking application (here, two targets).
The tracker could easily track people successfully after complete but brief occlusion, owing to the integration of a background subtraction, eigenappearance, and motion models. The system successfully picks up and tracks a new person automatically when he/she enters the scene, and gracefully purges the tracker when the person is no longer visible. As long as a person is distinct from the background for some time during a sequence of frames, the online adaptive eigenappearance model successfully tracks the person even when they are subsequently camouflaged into the background. Note that any of the tracking components in isolation would fail in difficult scenarios such as a complete occlusion, widely varying appearance of people, and background camouflage.
To alleviate the problem of losing track because of occlusion, coupled with matching of background objects in appearance, we changed our model to include more information. Specifically, we used color frames, instead of greyscale frames. The V/M graphs remain the same, as shown in Figure 2 .
Application: multiperson tracking
To adapt the single-person tracker developed in Section 5.1 for multiple targets, we need to modify the V/M graph depicted in Figure 2 . In particular, we will need at least one position variable for each target being tracked. We will also need one variable representing the position in the previous frame and one representing the velocity in the previous frame for each object. On the module side, we will need one module each for each object representing the appearance matching, elliptical filtering on the background map, and Kalman filter. The resulting V/M graph is shown in Figure 4 . The message passing and learning schedule were pretty much the same as given in Section 5.1.1, except that the steps specific to the target were performed for each target being tracked.
Results
We ran our person tracker to track multiple-person greyscale indoor sequences 320 × 240 in dimensions using a fixed camera. People appeared to be as small as 7 × 30 pixels. It should be noted that no elaborate initialization and no prior training were done. The tracker was required to run and learn on the job, fresh out of the box. The results are shown in Figure 5 .
TRAJECTORY PREDICTION FOR UNUSUAL EVENT DETECTION
A tracking system can be an essential part of a trajectory modeling system. Many interesting events in a surveillance scenario can be recognized based on trajectories. People walking into restricted areas, violations at access controlled doors, moving against the general flow of traffic are examples of few interesting events that can be extracted based on trajectory analysis. With this framework, it is easy to incrementally build a trajectory modeling system on top of a tracking system with interactive feedback from the trajectory models to improve tracking results.
Figure 6: V/M graph for trajectory modeling system.
Trajectory modeling module
We add a trajectory modeling module F E connected to x 3 and x 4 which represent the positions of the object being tracked in the current frame and the previous frame, respectively. The factor graph of the extended system is shown in Figure 6 . The trajectory modeling module stores the trajectories of the people, and predicts the next position of the object based on previously stored trajectories. The message passed from F E to x 3 is given in
In (13), p traj is the message passed from F E to x 3 , α is a constant added as a uniform distribution, i is an index that runs over the stored trajectories, w i is the weight calculated based on how close is the trajectory to the position and direction of the current motion, and x pred i is the next point to the current closest point on the trajectory to the object position in the previous frame. The predicted trajectory is represented by variable x 6 .
Results
This is a very simple trajectory modeling module, and the values of various constants were set empirically, although no elaborate tweaking was necessary. As shown in Figure 7 , we can predict the most probable trajectory in many cases where similar trajectories have been seen before.
Other approaches to trajectory modeling such as vector quantization [19] can be used to replace the trajectory modeling module in this framework.
APPLICATION: EVENT DETECTION BASED ON SINGLE TARGET
The ultimate goal for automated video surveillance is to be able to do automatic event detection in video. With trajectory Figure 7: Sequences showing successful trajectory modeling. Object trajectory is shown in green, and predicted trajectory is shown in blue. analysis, we move closer to this goal, since there are many events of interest that can be detected using trajectories. In this section, we present an application to detect the event whether a person went in or came out of a secure door. To design this application, all we have to do is to add an event detection module that is connected to the trajectory variable node, and add an event variable node to the event detection module. The event detection module can work according to simple rules based on the target trajectory. We show the V/M graph used for this application in Figure 8 . The event detection module applies some simple
Figure 9: V/M graph for multiple-track-based event detection system.
rules on the trajectory to decide whether the person came out or went in. Specifically, it checks the direction of the vector from the start point of the trajectory to its endpoint and divides the direction space into two sets to make the decision. The decision is taken only when the track is lost, and not while the object is still being tracked. Thus, the event variable has three states, "no event," "came out," and "went in."
Results
The results were quite encouraging. We got 100% correct event detection results owing to reasonable tracking performance. Some results are shown in Figure 3 . In theory, one could also design an event detection system that can give a feedback to the trajectory variable module. However, we will assume this to be uniform distribution in the following example, and we will not use it in any calculations.
APPLICATION: EVENT DETECTION BASED ON MULTIPLE TARGETS
We also designed applications for event detection based on multiple trajectories. Specifically, we designed applications to detect two people meeting in a café scenario, and piggybacking and tailgating at secure doors. The event detection module worked according to simple rules based on the trajectories of the targets. We show the V/M graph used for this application in Figure 9 . The event detection module applies some simple rules on the trajectories of two targets to decide whether the event has taken place or not. Specifically, to detect two people meeting, it checks that the trajectories of the two people converge and stay together for a while to make the decision. For detecting piggybacking or tailgating, it checks whether the trajectory of the two targets started together or not in order to infer whether the person swiping the card was aware of the presence of the other person behind him/her. If she/he was, then it is piggybacking, else it is tailgating.
Results
We implemented three different multitarget event detection systems, one for each type of AN event. Two of these were for detecting conditions at a secure door entry point into a building, that is, tailgating and piggybacking. The system could pick up 80% of the instances tailgating and piggybacking from a total of 5 examples in the video shot. The results are shown in Figures 10 and 11 . Sample result for the event detection system for the third type of event ("meeting for lunch") is also shown in Figure 12 . The results are preliminary examples of the potential of the system, and are by no means indicative of how it compares to other event detection systems. The main difficulty in a comparison of different event detection systems is the lack of commonly agreed upon video data that can be used benchmark different systems in the research community.
CONCLUSION AND FUTURE WORK
In this paper, we have elaborated on a new framework for designing complex visual systems. We demonstrated effective use of these paradigms for home care and broad surveillance applications. We are working on extending out current work on using multiple modalities [20] in this framework. Also we are exploring using low-level features for abnormal event detection as shown in Figure 13 .
