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a b s t r a c t
A path-based distance is defined as the minimal cost-path between two points. One such
distance function is the weighted distance based on a neighborhood sequence. It can be
defined using any number of neighborhood relations and weights in conjunction with a
neighborhood sequence. The neighborhood sequence restricts some steps in the path to
a smaller neighborhood. We give formulas for computing the point-to-point distance and
conditions formetricity forweighted distances based onneighborhood sequenceswith two
neighborhood relations for the general case of point-lattices.
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1. Introduction
There are two ways to attack the problem of image processing. We need to put the images in a framework that is easy
to handle — a model for the images. One way is to assume that the images can be modelled using the Euclidean geometry
and processed in a similar way as a function defined for the continuous space. Since the images are discrete by definition,
a discretization of the methods using approximations, is needed at some step. This approach is sufficient to solve some
problems but insufficient for other problems.
Another point of view is to develop methods on the digital grid without resorting to Euclidean geometry. This is the
digital geometry approach. By not making the assumption that the image can be processed using the Euclidean geometry,
the problems that arise from approximation errors are avoided.
As an example, consider the computation of a distance transform DT, the mapping defined by setting each object grid
point to the distance to the closest background grid point. A method that assumes that the Euclidean geometry can be used
is the fast-marching method [1]. With this method, a differential equation (the Eikonal equation) is approximated using
finite differences. The errors that are produced due to these approximations are large, see [2].
A distance function defined as a minimal cost-path between two points belongs to the digital geometry framework. We
do not assume that the Euclidean geometry can be used, and the distance values assigned to the grid points are correct
according to the definition by using, e.g., the wave-front propagation technique in [3].
In this paper, distance functions following the digital geometry approachwill be considered. The theorywill be developed
and the distance functions will be defined in a general setting that allows also non-standard grids.
The history of digital geometry can be traced back to 1966 when the basic distance functions, the city-block distance and
the chessboard distance, were defined for the square grid in [4]. An algorithm for computing the DT was also introduced
in [4] and it was proven that the algorithm produces a correct result. In [5] a generalization of these distance functions, the
distance based on neighborhood sequences (ns-distances), was introduced. With ns-distances, a sequence of neighborhood
relations defines the distance function. In the case of the square grid, the neighborhood sequence defines which steps are
restricted to edge neighbors (city-block distance) and inwhich steps the vertex neighbors (chessboard distance) can be used.
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Fig. 1. Neighbors up to order two with positive coordinate values. The grid points (top) and the corresponding Voronoi regions (bottom) represent an fcc
grid (left), a cubic grid (middle), and a bcc grid (right).
In [6], another generalization of the chessboard and city-block distances, the weighted distance, was introduced. With
this distance function, the different local steps have different weights and the distance between two points is defined as the
minimal cost-path between the points using only one neighborhood relation. This approach was further developed in [7–9],
where optimal weights were calculated.
In [10,11], some theoretical results for ns-distances were presented. One of the definitions in [11] also includes
the distance function obtained by using both weights and a neighborhood sequence — the weighted distance based on
neighborhood sequences (weighted ns-distances). The theory for ns-distances with periodic neighborhood sequences was
further developed in [12–15], where for example formulas for point-to-point distance and conditions for metricity were
given. In [16–20], ns-distances for the non-periodic case were considered for standard and non-standard grids.
Optimal parameters, conditions for metricity, and algorithms for computing the DT for weighted ns-distances were
presented in [3] for the square grid and in [21–23] for the face-centered cubic (fcc) and body-centered cubic (bcc) grids.
Independent of [3], some results for weighted ns-distances were derived and published in [24].
In this paper, the theory for weighted ns-distances is presented for the general case of point-lattices.
2. Previous results and notation
Wewill consider point-lattices. A point-lattice is a grid that can be defined by a set of linearly independent vectors, a basis.
In image processing, this structure is usually called a grid. Therefore, both terms are used in this paper.We define the fcc and
bcc grids as the point-lattices spanned by {(1, 1, 0), (1, 0, 1), (0, 1, 1)} and {(1, 1, 1), (1, 1,−1), (1,−1, 1)}, respectively.
In general, we can define the point-lattice (or grid) G spanned by the vectors v1, v2, . . . , vn as the set
G =
{
p ∈ Rn : p =
n∑
k=1
λkvk, λk ∈ Z
}
.
Since the grids considered here are point-lattices, it is natural to consider them as affine spaces in which the difference of
two points in G is a vector. We will also treat the grids G as modules (i.e., discrete vector spaces) and write v ∈ Gmeaning
p ∈ G for p such that v = p− 0.
See Fig. 1 for an illustration of the fcc, cubic, and bcc grids.
Definition 1 (R-Sector). Given a set of n independent vectors of the n-dimensional grid G, {vk}k∈[1...n], the R-sector〈〈v1, v2, . . . , vn〉〉 is the region of Rn spanned by the vectors v1, v2, . . . , vn, i.e.,
〈〈v1, v2, . . . , vn〉〉 =
{
p ∈ Rn : p =
n∑
k=1
λkvk, λk ∈ R+
}
.
Definition 2 (G-Sector). The G-sector 〈〈v1, v2, . . . , vn〉〉∗ is the set of points belonging to G which are included in the R-
sector 〈〈v1, v2, . . . , vn〉〉, so 〈〈v1, v2, . . . , vn〉〉∗ = G ∩ 〈〈v1, v2, . . . , vn〉〉.
Definition 3 (G-Wedge). Given a set of vectors {vi}, a wedgeW is a G-sector formed by a set
{
vik
}
k=1...n of n vectors from{vi} such thatW does not contain any other vectors from {vi}.
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Definition 4 (G-Basis-Sector). A G-sector 〈〈v1, . . . vn〉〉∗ is a G-basis-sector if {vk}k=1...n is a basis of G.
By the definition of a basis, aG-basis-sector corresponds exactly to the set of points p such that p =∑nk=1 λkvk, λk ∈ N.
A G-basis-wedge is a G-basis-sector that is also a wedge.
2.1. Weighted distance
In this section, we recall some results from [25].
Definition 5 (Chamfer Mask). A (restricted) chamfer mask C is a finite set of weighted vectors {(vk, ωk)k∈[1...m] ∈ G × R}
which satisfies the following properties:
(Positive weights) ∀k, ωk > 0 and vk 6= 0
(Symmetry) (v, ω) ∈ C H⇒ (−v, ω) ∈ C
(Organized in G-basis-wedges) ∀p ∈ G, ∃W of C such thatp ∈ W andW is a G-basis-wedge.(
Convex normalized
chamfer mask polyhedron
)
BC = conv(BC).
The normalized chamfer mask polyhedron of a chamfer mask is now defined. Each set of vectors vi, i = 1 . . . n defining a
G-basis-wedge also defines a simplex by the n+ 1 points corresponding to these vectors normalized by the corresponding
weight (0 + vi/ωi) and 0. The union of the simplices is the normalized chamfer mask polyhedron. When Z3 and integer
weights are considered, the normalized chamfer mask polyhedron is called the rational ball in [26].
Definition 6 (Normalized Chamfer Mask Polyhedron). We call the polyhedron of Rn that is the union of the n-dimensional
simplices formed by 0 and the n vectors of each wedge of a chamfer mask C = {(vk, ωk)k∈[1...m] ∈ G × R} normalized by
their weights, i.e., v˜ik = 1ωik vik , k ∈ [1 . . . n] for each wedge 〈〈vi1 , . . . , vin〉〉
∗ of C the normalized chamfer mask polyhedron,
denotedBC.
Given a path 〈p = p0, p1, . . . , pn = q〉, the differences between two consecutive points pi+1 − pi are called local steps.
Definition 7 (Path). Given a chamfer mask C = {(vk, ωk)k∈[1...m] ∈ G× R} and two points p, q ∈ G, a path from p to q is a
sequence of adjacent grid points p = p0, p1, . . . , pn = q denoted Pp,q = 〈p = p0, p1, . . . , pn = q〉.
Definition 8 (Cost of a Path). The cost C{ωk}
(
Pp,q
)
of a such a path Pp,q, where there are ak local steps vk, k = 1 . . .m, is
defined by:
C{ωk}
(
Pp,q
) = m∑
k=1
akωk.
Since amask C contains a basis ofG, and is symmetric, such a path always exists for any pair of points (p, q)with positive
coefficients.
Definition 9 (Weighted Distance). A weighted distance dC associated with a chamfer mask C between two points p and q in
G is the minimum cost of all paths Pp,q linking p to q.
dC(p, q) = min
{
C{ωk}
(
Pp,q
)}
.
Given a set F = {vk}k∈[1...n] of n independent vectors, we define∆0F ∈ R
∆0F = det(v1, v2, . . . , vn) =
∣∣∣∣∣∣∣∣
v1(1) v2(1) · · · vn(1)
v1(2) v2(2) · · · vn(2)
...
...
. . .
...
v1(n) v2(n) · · · vn(n)
∣∣∣∣∣∣∣∣ ,
where vk = (vk(1), vk(2), . . . , vk(n)). Also ∀k ∈ [1 . . . n], we consider the function∆kF :
{
G −→ R
p 7−→ ∆kF (p) such that:
∆kF (p) = det(v1, . . . , vk−1, p, vk+1, . . . , vn)
=
∣∣∣∣∣∣∣∣
v1(1) · · · vk−1(1) x(1) vk+1(1) · · · vn(1)
v1(2) · · · vk−1(2) x(2) vk+1(2) · · · vn(2)
...
. . .
...
...
...
. . .
...
v1(n) · · · vk−1(n) x(n) vk+1(n) · · · vn(n)
∣∣∣∣∣∣∣∣ ,
where p = (x(1), x(2), . . . , x(n)).
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The following Theorem 10 is proved in [25]
Theorem 10. Given a chamfer mask C = {(vk, ωk)k∈[1...n] ∈ G× R}, defined as in Definition 5, the weighted distance of any
point p lying in a wedge 〈〈vi1 , . . . vin〉〉∗ can be expressed by:
dC(p) = 1
∆0F
·
n∑
k=1
∆kF (p)ωik .
The formula in Theorem 10 does not use explicit matrix inversions, but dC(p) can be expressed also using matrix inversions
(see also [25]): Let
V =

v1(1) v1(2) · · · v1(n)
v2(1) v2(2) · · · v2(n)
...
...
. . .
...
vn(1) vn(2) · · · vn(n)
 ,
then dC(p) =
(
ωi1 , ωi2 , . . . , ωin
)
V−1p. In some cases, e.g., when V is the identity matrix, this formula can be more efficient.
3. Distances based on neighborhood sequences
Given the two setsN1 (the 1-neighborhood) andN2 (the strict 2-neighborhood) of vectors ofG, two grid points p1, p2 ∈ G
are r-neighbors, r ∈ {1, 2}, if p2 − p1 ∈ Nr . Neighbors of higher order can also be defined, but in this section, we will use
only 1- and 2-neighbors. We denote the set of 2-neighbors by N1,2 = N1 ∪ N2. The points p1, p2 are adjacent if p1 and
p2 are r-neighbors for some r . The 2-neighbors which are not 1-neighbors are called strict 2-neighbors. The neighborhood
relations are visualized in Fig. 1 by showing the Voronoi regions (the voxels) corresponding to some adjacent grid points in
the fcc, cubic, and bcc grids.
A ns B is a sequence B = (b(i))∞i=1, where each b(i) denotes a neighborhood relation in G. If B is periodic, i.e., if for some
fixed strictly positive l ∈ Z+, b(i) = b(i+l) is valid for all i ∈ Z+, thenwewrite B = (b(1), b(2), . . . , b(l)). The concatenation
of two pathsPp0,pn andQq0,qm such that pn and q0 are adjacent isPp0,pn ·Qq0,qm = 〈p0, p1, . . . , pn, q0, q1, . . . , qm〉. A path
is a B-path of length n if, for all i ∈ {1, 2, . . . , n}, pi−1 and pi are b(i)-neighbors. The notation 1- and (strict) 2-steps will be
used for a step to a 1-neighbor and step to a (strict) 2-neighbor, respectively. The numbers of 1-steps and strict 2-steps in a
given path P are denoted 1P and 2P , respectively. The length of the path P is denotedL (P ).
Definition 11. Given the ns B, the ns-distance d(p0, pn; B) between the points p0 and pn is the length of (one of) the shortest
B-path(s) between the points.
The following notation is used:
1kB = |{i : b(i) = 1, 1 ≤ i ≤ k}| and 2kB = |{i : b(i) = 2, 1 ≤ i ≤ k}|.
We will now restrict the discussion to point-lattices satisfying the following definition saying that N1,2 is obtained by
subdivision ofN1.
Definition 12. Given a point-lattice G, let the set of 1-neighbors be N1 = {vi ∈ G}ni=1 and the set of strict 2-neighbors be
N2 = {wi ∈ G}mi=1. IfN1 andN2 are such that:
• C1 = {(vi, 1)}ni=1 and C2 = C1 ∪ {(wi, 1)}mi=1 are chamfer masks,• ∀i, ∃j, k : wi = vj + vk, and
• each G-basis-wedge ofN1 is the union of some G-basis-wedges ofN1,2,
then G is a point-lattice wedge-2-generated byN1 andN2.
The following example is illustrated in Fig. 1.
Example 13. Examples of point-lattices and setsN1 andN2 such thatG is a point-lattice wedge-2-generated byN1 andN2
are:
• The square grid Z2 withN1 = {(±1, 0), (0± 1)} andN2 = {(±1,±1)}.
• The fcc grid Fwith
N1 = {(±1,±1, 0), (±1, 0± 1), (0,±1,±1)}
N2 = {(±2, 0, 0), (0,±2, 0), (0, 0,±2)} .
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• The bcc grid Bwith
N1 = {(±1,±1,±1)}
N2 = {(±2, 0, 0), (0,±2, 0), (0, 0,±2)} .
An example of a point-lattice andN1 andN2 such that G is not wedge-2-generated byN1 andN2 is Z3 with
N1 = {(±1, 0, 0), (0,±1, 0), (0, 0,±1)}
N2 = {(±1,±1, 0), (±1, 0,±1), (0,±1,±1)},
since F = {(1, 1, 0), (1, 0, 1), (0, 1, 1)} is a wedge of N1,2, but is not a basis of Z3, C2 is not a chamfer mask according to
Definition 5.
Definition 14. For each of the grids considered in Example 13, the neighborhoods N1 and N2 defined in Example 13 are
called the natural neighborhood relations.
In Fig. 1, the natural neighborhood relations are used.
Lemma 15. Let G be a point-lattice wedge-2-generated by N1 and N2 and let p, q ∈ G, let also Pp,q be a shortest path using
only local steps from C1. Then there is a shortest pathQp,q using only local steps from C2 such that
L
(
Pp,q
) = 1Pp,q = 1Qp,q + 22Qp,q . (1)
Proof. We consider the case p = 0, the general case follows by translation invariance. By Definition 12, there are wedges
W1 = 〈〈v1, . . . , vn〉〉∗ of C1 and W2 = 〈〈w1, . . . ,wn〉〉∗ of C2 such that q is in W2 and W2 ⊂ W1. The point q is uniquely
represented by vectors of W1 and by vectors of W2. By the convexity of the normalized chamfer mask polyhedrons, the
corresponding paths are shortest. Since each 2-step inW2 is the sum of two 1-steps inW1, the formula follows. 
3.1. Formulas for calculating the distance
In the previous section, the B-distanceswere defined forG. Both in theory and in applications it is useful to have formulas
to compute the actual values of the distances. For Zn the computation is given in [12] and in [19,27], for the periodic and not
necessarily periodic cases, respectively. In [20], formulas are given for the fcc and bcc grids. Let dC1 be the distance function
obtained by using the chamfer mask C1 and dC2 be the distance function obtained by using the chamfer mask C2.
Theorem 16 (ns-Distance in GWedge-2-Generated byN1 andN2). Let G wedge-2-generated byN1 andN2, the neighborhood
sequence B and the points p, q ∈ G be given. Then
d(p, q; B) = min {k|k ≥ max {dC2 (p, q) , dC1 (p, q)− 2kB}} .
Proof. It is clear that the distance d(p, q; B) is such that dC2 (p, q) ≤ d(p, q; B) ≤ dC1 (p, q). If B allows, the number of
2-steps in Qp,q is dC1 − dC2 and thus d(p, q; B) = dC2(p, q). Since each strict 2-step can be exchanged for two 1-steps by
Lemma 15, the distance is increased by one for each missing 2 in B. The formula follows. 
We can now use Theorem 10 to obtain the following formula that can be used to get formulas for the distance in, e.g., the
square, fcc, and bcc grids.
Corollary 17. Let G be wedge-2-generated byN1 andN2, and let the ns B, and the point p ∈ G such that p ∈ 〈〈vi1 , . . . , vin〉〉∗,
vi ∈ N1 and p ∈ 〈〈wj1 , . . .wjn〉〉∗,wj ∈ N1,2 be given. Let F1 =
{
vik
}
and F2 =
{
wjk
}
. Then
d(0, p; B) = min
{
k
∣∣∣∣∣k ≥ max
{
1
∆0F1
·
n∑
l=1
∆lF1(p),
1
∆0F2
·
m∑
l=1
∆lF2(p)− 2kB
}}
.
Corollary 17 is now applied to the square, fcc, and bcc grids using the natural neighborhood relations. The formulas
presented here are equivalent to the formulas derived in Theorem 5 in [3] and Theorems 2 and 5 in [20].
Corollary 18 (B-Distance in Z2). Let the neighborhood sequence B and the point p = (x, y) such that x ≥ y ≥ 0 be given. Then
d(0, p; B) = min {k|k ≥ max {x, x+ y− 2kB}} .
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Proof. ConsiderF1 = {(1, 0), (0, 1)} andF2 = {(1, 0), (1, 1)}, then p = (x, y) is in 〈〈(1, 0), (0, 1)〉〉∗ and 〈〈(1, 0), (1, 1)〉〉∗
when x ≥ y ≥ 0 and thus
1
∆0F1
·
n∑
k=1
∆kF1(p) =
∣∣∣∣x 0y 1
∣∣∣∣+ ∣∣∣∣1 x0 y
∣∣∣∣ = x+ y
and
1
∆0F2
·
n∑
k=1
∆kF2(p) =
∣∣∣∣x 1y 1
∣∣∣∣+ ∣∣∣∣1 x0 y
∣∣∣∣ = x− y+ y = x. 
Corollary 19 (B-Distance in F). Let the neighborhood sequence B and the point p = (x, y, z) such that x ≥ y ≥ z ≥ 0 be given.
Then
d(0, p; B) = min
{
k
∣∣∣∣k ≥ max{x+ y+ z2 , x− 2kB
}}
.
Proof. Consider first F1 = {(1, 1, 0), (1, 0, 1), (0, 1, 1)} and F2 = F1, then p = (x, y, z) is in 〈〈(1, 1, 0), (1, 0, 1), (0, 1, 1)〉〉∗
when x ≥ y ≥ z ≥ 0 and x ≤ y+ z. We get
n∑
k=1
∆kF1(p) =
∣∣∣∣∣x 1 0y 0 1z 1 1
∣∣∣∣∣+
∣∣∣∣∣1 x 01 y 10 z 1
∣∣∣∣∣+
∣∣∣∣∣1 1 x1 0 y0 1 z
∣∣∣∣∣ = −x− y− z
and
n∑
k=1
∆kF2(p) = −x− y− z.
Also,∆0F1 = ∆0F2 = −2.
Note that when x ≤ y+ z, we have x+y+z2 ≥ x ≥ x− 2kB for any k, so the distance here is x+y+z2 .
Consider F1 = {(1, 1, 0), (1, 0, 1), (1,−1, 0)} and F2 = {(1, 1, 0), (1, 0, 1), (2, 0, 0)}, then p = (x, y, z) is in both the
wedge 〈〈(1, 1, 0), (1, 0, 1), (0, 1, 1)〉〉∗ and the wedge 〈〈(1, 1, 0), (1, 0, 1), (2, 0, 0)〉〉∗ when x ≥ y ≥ z ≥ 0 and x ≥ y+ z.
We get
n∑
k=1
∆kF1(p) =
∣∣∣∣∣x 1 1y 0 −1z 1 0
∣∣∣∣∣+
∣∣∣∣∣1 x 11 y −10 z 0
∣∣∣∣∣+
∣∣∣∣∣1 1 x1 0 y0 1 z
∣∣∣∣∣ = 2x
and
n∑
k=1
∆kF2(p) =
∣∣∣∣∣x 1 2y 0 0z 1 0
∣∣∣∣∣+
∣∣∣∣∣1 x 21 y 00 z 0
∣∣∣∣∣+
∣∣∣∣∣1 1 x1 0 y0 1 z
∣∣∣∣∣ = x+ y+ z.
Now,∆0F1 = ∆0F2 = 2. This gives the formula in Corollary 19. 
Corollary 20 (B-Distance in B). Let the neighborhood sequence B and the point p = (x, y, z) such that x ≥ y ≥ z ≥ 0 be given.
Then
d(0, p; B) = min
{
k
∣∣∣∣k ≥ max{x+ y2 , x− 2kB
}}
.
Proof. When the natural neighborhood relations are used, we can use F1 = {(1, 1, 1), (1,−1,−1), (1, 1,−1)} and
F2 = {(1, 1, 1), (1, 1,−1), (2, 0, 0)}, then p = (x, y, z) is in the wedge 〈〈(1, 1, 1), (1,−1,−1), (1, 1,−1)〉〉∗ and the
wedge 〈〈(1, 1, 1), (1, 1,−1), (2, 0, 0)〉〉∗ when x ≥ y ≥ z ≥ 0. We get
n∑
k=1
∆kF1(p) =
∣∣∣∣∣x 1 1y −1 1z −1 −1
∣∣∣∣∣+
∣∣∣∣∣1 x 11 y 11 z −1
∣∣∣∣∣+
∣∣∣∣∣1 1 x1 −1 y1 −1 z
∣∣∣∣∣ = 4x
and
n∑
k=1
∆kF2(p) =
∣∣∣∣∣x 1 2y 1 0z −1 0
∣∣∣∣∣+
∣∣∣∣∣1 x 21 y 01 z 0
∣∣∣∣∣+
∣∣∣∣∣1 1 x1 1 y1 −1 z
∣∣∣∣∣ = 2(x+ y).
Also,∆0F1 = ∆0F2 = 4. This gives the formula in Corollary 20. 
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Theorem 16, but not Corollary 17 is valid also for the cubic grid Z3, since the chamfer mask C1 with N1 as defined in
Example 13 satisfies all conditions for a chamfer mask. Therefore, the distance in the region spanned by a wedgeW1 of C1
is defined by onlyW1 andW2 such thatW2 ⊂ W1. We get the following corollary of Theorem 16.
Corollary 21 (B-Distance in Z3). Let the neighborhood sequence B and the point p = (x, y, z) such that x ≥ y ≥ z ≥ 0 be given.
Then
d(0, p; B) =

min
k
{
k ≥ max
{
x+ y+ z
2
, x+ y+ z − 2kB
}}
if x < y+ z
and (x, y, z) ∈ F
min
k
{
k ≥ 1+max
{
x+ y+ z − 1
2
, x+ y+ z − 1− 2kB
}}
if x < y+ z
and (x, y, z) 6∈ F
min
k
{
k ≥ max {x, x+ y+ z − 2kB}} if x ≥ y+ z.
Proof. The natural neighborhood relations are used, so we consider F1 = {(1, 0, 0), (0, 1, 0), (0, 0, 1)} and F2 =
{(1, 0, 0), (1, 1, 0), (1, 0, 1)}, then p = (x, y, z) is in 〈〈(1, 0, 0), (0, 1, 0), (0, 0, 1)〉〉∗ and 〈〈(1, 0, 0), (1, 1, 0), (1, 0, 1)〉〉∗
when x ≥ y+ z. We get
n∑
k=1
∆kF1(p) =
∣∣∣∣∣x 0 0y 1 0z 0 1
∣∣∣∣∣+
∣∣∣∣∣1 x 00 y 00 z 1
∣∣∣∣∣+
∣∣∣∣∣1 0 x0 1 y0 0 z
∣∣∣∣∣ = x+ y+ z
and∆0F1(p) = 1. Also,
n∑
k=1
∆kF2(p) =
∣∣∣∣∣x 1 1y 0 1z 1 0
∣∣∣∣∣+
∣∣∣∣∣1 x 10 y 10 z 0
∣∣∣∣∣+
∣∣∣∣∣1 1 x0 0 y0 1 z
∣∣∣∣∣ = −x
and∆0F2(p) = −1.
When x < y+ z, the point (x, y, z) is in the wedge spanned by the vectors (1, 1, 0), (1, 0, 1), (0, 1, 1). This is not a basis
for Z3, but it is a basis for F. If (x, y, z) ∈ F, then (x, y, z) = a1(1, 1, 0) + a2(1, 0, 1) + a3(0, 1, 1) for some non-negative
integers a1, a2, a3, so the distance is given by using {(1, 0, 0), (0, 1, 0), (0, 0, 1)} for dC1 and {(1, 1, 0), (1, 0, 1), (0, 1, 1)}
for dC2 calculated in Corollary 19. If (x, y, z) 6∈ F, a 1-step is needed to reach (x, y, z), so (x, y, z) = (1, 0, 0)+ a1(1, 1, 0)+
a2(1, 0, 1) + a3(0, 1, 1) for some non-negative integers a1, a2, a3. Therefore, the shortest path has length as given in the
corollary. 
3.2. Metricity of the distance function
Definition 22. A function d : G× G→ R is a metric on G if it satisfies the following conditions:
(1) ∀p, q ∈ G : d(p, q) ≥ 0 and d(p, q) = 0 iff p = q;
(2) ∀p, q ∈ G : d(p, q) = d(q, p);
(3) ∀p, q, r ∈ G : d(p, q)+ d(q, r) ≥ d(p, r).
For the distance function generated by a neighborhood sequence B to be a metric, some conditions on Bmust be fulfilled.
Necessary and sufficient conditions for periodic neighborhood sequences on Zn to generate a metric is presented in [12],
for non-periodic neighborhood sequences in Zn in [16], and the fcc and bcc grids in [20]. In this section, conditions for
metricity for distances based on neighborhood sequences on point-lattices wedge-2-generated by some N1 and N2 are
derived. Inspired by the work of Nagy in [16], we give the following definition.
Definition 23. Let B1 and B2 be two neighborhood sequences. The relation B1w∗ B2 (B1 is faster than B2) is defined as
d(p, q; B1) ≤ d(p, q; B2) ∀p, q ∈ G.
Observe that the distance function is used in the definition of the relation. There is a natural question: how one can decide
whether a neighborhood sequence B1 is faster than B2 without calculating the actual distances of all possible point-pairs. It
is easy to check, that the relation does not depend on the distances of points, but only on the neighborhood sequences.
Theorem 24. For any point-lattice wedge-2-generated byN1 andN2, a neighborhood sequence B1 is faster than a neighborhood
sequence B2 if and only if
j∑
i=1
b1(i) ≥
j∑
i=1
b2(i) for all j ∈ N.
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It can be written in the following equivalent condition:
2jB1 ≥ 2jB2 for all j ∈ N. (2)
Proof. This theorem is a consequence of Theorem 16. 
Definition 25. For any neighborhood sequence B = (b(i))∞i=1, the sequence B(j) = (b(i))∞i=j is the j-shifted sequence of B.
Theorem 26. The distance function based on a neighborhood sequence B is a metric on G if and only if B(i)w∗ B for all i ∈ N.
Proof. Property (1) in Definition 22 is trivially fulfilled.
Property (2): Let p, p′ ∈ G, B be a neighborhood sequence, and (p = p + q0), p + q1, p + q2, . . . , (p + qn = p′) be
a shortest B-path between p and p′. By the lattice-structure of the grids, if p + qi, p + qi+1 are r-neighbors, then so are
p − qi, p − qi+1. It follows that (p = p − q0), p − q1, p − q2, . . . , p − qn is a shortest B-path between p and p − qn.
Obviously, for any p, q ∈ G : d(p, p − q; B) = d(p, p + q; B). The distance functions are also translation-invariant, so
d(p+ q, p; B) = d(p, p− q; B). The result follows.
The triangular inequality (property (3)) is now considered. Assume, for some fixed j ∈ Z, B(j) is not faster than B.
Then there are points p, q, r ∈ G such that (p = p0), p1, . . . , pj, (r = r0), r1, r2, . . . , (rk = q) is a shortest B-path
between p and q and such that (by assumption) d(r, q; B) < d(r, q; B(j)). Now, d(p, q; B) = d(p, r; B) + d(r, q; B(j)) >
d(p, r; B)+ d(r, q; B).
Assume now that B(i)w∗ B for all i ∈ N. Let p, q, r ∈ G and the B-path Pp,r · Pr,q = (p = p0), p1, . . . , pi, (r =
r0), r1, r2, . . . , (rk = q) be such that Pp,r is a shortest B-path and Pr,q is a shortest B(j)-path. By Definition 23, d(r, q; B) ≥
d(r, q, B(i)). Now, d(p, q; B) = d(p, r; B)+ d(r, q; B(i)) ≤ d(p, r; B)+ d(r, q; B). 
4. Weighted distances based on neighborhood sequences
We now generalize the distance functions defined in Sections 2.1 and 3 by combining the two concepts. For weighted
distances based on neighborhood sequences, both weights and a neighborhood sequences are used.
Let the real numbers α and β (the weights) and a path P of length n, where exactly l (l ≤ n) adjacent grid points in the
path are strict 2-neighbors, be given. The cost of the (α, β)-weighted B-path P is (n − l)α + lβ . The B-path P between the
points p0 and pn is a minimal cost (α, β)-weighted B-path between the points p0 and pn if no other (α, β)-weighted B-path
between the points has lower cost than the cost of the (α, β)-weighted B-path P .
Definition 27. Given the ns B and the weights α, β , the weighted ns-distance dα,β(p0, pn; B) is the cost of (one of) the
minimal cost (α, β)-weighted B-path(s) between the points.
Remark 28. Hereafter, we will mainly consider two weights α and β as real numbers α and β such that 0 < α ≤ β ≤ 2α.
This is natural since:
• a 2-step should be more expensive than a 1-step since strict 2-neighbors are intuitively at a larger distance than 1-
neighbors (projection property) and
• two 1-steps should be more expensive than a 2-step — otherwise no 2-steps would be used in a minimal cost-path.
4.1. Formulas for calculating the distance
Lemma 29 states that for any p, q there are shortest B-paths that are also minimal cost B-paths when α ≤ β ≤ 2α. The
numbers of 1-steps and 2-steps in such a path P , i.e., 1P and 2P , respectively are given in Lemma 30.
Lemma 29. Let Gwedge-2-generated byN1 andN2, the ns B, the weights α, β such that 0 < α ≤ β ≤ 2α, and the point p ∈ G
be given. There is a shortest B-path P0,p such that P0,p is also a minimal cost (α, β)-weighted B-path.
Proof. Let P0,p be a shortest B-path such that (1) from Lemma 15 is fulfilled. Assume that there is a B-path P ′0,p such that
the cost of the (α, β)-weighted B-path P ′0,p is lower than the cost of the (α, β)-weighted B-path P0,p.
Since P0,p is a shortest B-path, we haveL
(
P0,p
) ≤ L (P ′0,p).
The cost of the (α, β)-weighted B-path P ′0,p is 1P ′0,pα + 2P ′0,pβ . By assumption,
1P ′0,pα + 2P ′0,pβ < 1P0,pα + 2P0,pβ. (3)
We get the following cases:
(i) 2P0,p > 2P ′0,p
Since the length of a shortest path using steps from C1 is 1P0,p + 22P0,p by Lemma 15, we have 1P0,p + 22P0,p ≤
1P ′0,p + 22P ′0,p . Thus,
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1P ′0,p − 1P0,p ≥ 2
(
2P0,p − 2P ′0,p
)
(
1P ′0,p − 1P0,p
)
α ≥ 2
(
2P0,p − 2P ′0,p
)
α.
Rewriting assumption (3) gives
(
1P ′0,p − 1P0,p
)
α <
(
2P0,p − 2P ′0,p
)
β . Thus 2
(
2P0,p − 2P ′0,p
)
α ≤
(
1P ′0,p − 1P0,p
)
α <(
2P0,p − 2P ′0,p
)
β , which implies 2α < β .
(ii) 2P0,p < 2P ′0,p
1P ′0,pα + 2P ′0,pβ < 1P0,pα + 2P0,pβ by (3) and(
L
(
P0,p
)− 2P ′0,p)α + 2P ′0,pβ < (L (P0,p)− 2P0,p)α + 2P0,pβ
sinceL
(
P ′0,p
)
≥ L (P0,p) andL (P0,p) = 1P0,p + 2P0,p . We have(
2P ′0,p − 2P0,p
)
β <
(
2P ′0,p − 2P0,p
)
α
β < α since 2P0,p < 2P ′0,p .
This proves that assumption (3) implies 2P0,p = 2P ′0,p . Rewriting (3) with 2P0,p = 2P ′0,p gives L
(
P ′0,p
)
< L
(
P0,p
)
,
which contradicts the fact that P0,p is a shortest B-path
(
i.e.,L
(
P ′0,p
)
≥ L (P0,p)). Therefore (3) is false, so
(n′ − l′)α + l′β ≥ (n− l)α + lβ,
which means that P0,p is a minimal cost (α, β)-weighted B-path. 
Lemma 30. Let Gwedge-2-generated byN1 andN2, the ns B, the weights α, β such that 0 < α ≤ β ≤ 2α, and the point p ∈ G
be given. There is a minimal cost (α, β)-weighted B-path with the following property:
1Pp,q = 2d(p, q; B)− dC1(p, q) and (4)
2Pp,q = dC1(p, q)− d(p, q; B). (5)
Proof. Let Qp,q be a shortest path using only 1-steps (a shortest 1-path) and let Pp,q be shortest B-path that fulfills (1) in
Lemma 15. We have dC1 (p, q) = 1Qp,q = 1Pp,q + 22Pp,q and d(p, q; B) = 1Pp,q + 2Pp,q . The formulas (4) and (5) follow. This
path is of minimal cost by Lemma 29. 
We get the following theorem by summing up the results from Lemmas 29 and 30
Theorem 31 (Weighted ns-Distance in G Wedge-2-Generated by N1 and N2). Let G wedge-2-generated by some N1 and N2,
the ns B, the weights α, β such that 0 < α ≤ β ≤ 2α, and the points p, q ∈ G be given. Then
dα,β(p, q; B) =
(
2d(p, q; B)− dC1(p, q)
)
α + (dC1(p, q)− d(p, q; B))β.
The following Corollaries follow from Theorem 31 using the results from Corollaries 18–20. The formulas presented here
are equivalent to the formulas presented in Theorem 8 in [3] and Theorems 1 and 2 in [21].
Corollary 32. Let the ns B, the weights α, β s.t. 0 < α ≤ β ≤ 2α, and the point (x, y) ∈ Z2, where x ≥ y ≥ 0, be given. The
weighted ns-distance between 0 and (x, y) is given by
dα,β (0, (x, y); B) = (2k− x− y) · α + (x+ y− k) · β
where k = min
k
: k ≥ max (x, x+ y− 2kB) .
Corollary 33. Let the ns B, the weights α, β s.t. 0 < α ≤ β ≤ 2α, and the point (x, y, z) ∈ F, where x ≥ y ≥ z ≥ 0, be given.
The weighted ns-distance between 0 and (x, y, z) is given by
dα,β (0, (x, y, z); B) =
{
k · α if x ≤ y+ z
(2k− x) · α + (x− k) · β otherwise,
where k = min
k
: k ≥ max
(
x+ y+ z
2
, x− 2kB
)
.
Corollary 34. Let the ns B, the weights α, β s.t. 0 < α ≤ β ≤ 2α, and the point (x, y, z) ∈ B, where x ≥ y ≥ z ≥ 0, be given.
The weighted ns-distance between 0 and (x, y, z) is given by
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Fig. 2. Balls of radius 20 in the fcc grid with α = 1, β = 1.5, and B = (1, 2) (left) and the bcc grid with α = 1, β = 1.2, and B = (1, 2) (right).
dα,β (0, (x, y, z); B) = (2k− x) · α + (x− k) · β
where k = min
k
: k ≥ max
(
x+ y
2
, x− 2kB
)
.
Remark 35. It is straightforward to show that Z2 is isomorphic with Fz=0 = F ∩ {(x, y, z) : z = 0}. We shall now see that
the weighted ns-distance is equivalent for these two grids. The formula in Corollary 33 for weighted ns-distance on F
dα,β (0, (x, y, z); B) =
{
k · α if x ≤ y+ z
(2k− x) · α + (x− k) · β otherwise,
where k = min
k
: k ≥ max
(
x+ y+ z
2
, x− 2kB
)
reduces to
dα,β (0, (x, y, 0); B) = (2k− x) · α + (x− k) · β
where k = min
k
: k ≥ max
(
x+ y+ z
2
, x− 2kB
)
on Fz=0. By using the one-to-one mapping M : Z2 → Fz=0 (this is a similarity mapping since it can be constructed by
rotation, uniform scaling, and reflection) defined by (x′, y′) 7→ (x′ + y′, x′ − y′, 0), we get
dα,β
(
0, (x′, y′); B) = (2k− x′ − y′) · α + (x′ + y′ − k) · β
where k = min
k
: k ≥ max (x′, x′ + y′ − 2kB) .
This is exactly the formula for weighted ns-distances onZ2 given in Corollary 32. Also, the formula is valid for x ≥ y ≥ z = 0
for (x, y, z) ∈ Fz=0, which is x′ + y′ ≥ x′ − y′ ≥ 0 for (x′, y′) ∈ Z2. Rewriting this gives x′ ≥ y′ ≥ 0, which agrees with
Corollary 32.
To illustrate the discrete distance functions, balls of radius 20 in the fcc grid with α = 1, β = 1.5, and B = (1, 2) and
the bcc grid with α = 1, β = 1.2, and B = (1, 2) are shown in Fig. 2. These weights minimize the compactness ratio for the
asymptotic shape of the balls, see [21,23]. Each grid point is represented by its Voronoi region.
4.2. Metricity of the distance function
Example 36. Let B = (2, 2, 1), α = 2, and β = 3. For the points p1 = (0, 0, 0), p2 = (4, 0, 0), and p3 = (6, 0, 0) in fcc or
bcc, we have
dα,β(p1, p3; B) = 10 > 9 = 6+ 3 = dα,β(p1, p2; B)+ dα,β(p2, p3; B),
so the triangular inequality is violated and therefore, d2,3 (·, ·; (2, 2, 1)) is a metric on neither F nor B.
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Example 37. Let B = (2, 1, 1), α = 3, and β = 2 (i.e., weights that do not satisfy the inequalities in Remark 28). Consider
the points p1 = (0, 0, 0), p2 = (2, 0, 0), and p3 = (2, 2, 0) in fcc or bcc. We have
dα,β(p1, p3; B) = 3+ 3 = 6 > 4 = 2+ 2 = dα,β(p1, p2; B)+ dα,β(p2, p3; B)
in both the fcc and bcc grids. Again, the triangular inequality is violated and therefore, d3,2 (·, ·; (2, 1, 1)) is a metric on
neither F nor B.
It is obvious that the distance functions are positive definite for positive weights. They are also symmetric since C1 and C2
formed byN1 andN2 are chamfermasks according to Definition 5. To establish the condition ofmetricity, only the triangular
inequality needs to be be proved. As Examples 36 and 37 show, the triangular inequality is related to the weights and the
number of occurrences of 1 and 2 and their positions in the ns. We keep the weights within the interval 0 < α ≤ β ≤ 2α.
To prove the result about metricity, Theorem 39, we need some conditions also on the ns, namely the faster than relation
in (2).
Lemma 38. Let G wedge-2-generated by N1 and N2, the weights α, β such that 0 < α ≤ β ≤ 2α and the points p, q ∈ G be
given. If B1w∗ B2 (B1 is faster than B2), then
dα,β (p, q; B1) ≤ dα,β (p, q; B2) .
Proof. By Definition 23 it follows that d(p, q; B1) = d(p, q; B2) − L for some non-negative integer L. Using the formula in
Theorem 31, we get
dα,β(p, q; B1) =
(
2d(p, q; B1)− kˆ
)
α +
(
kˆ− d(p, q; B1)
)
β
=
(
2d(p, q; B2)− kˆ
)
α +
(
kˆ− d(p, q; B2)
)
β + (β − 2α)L
≤
(
2d(p, q; B2)− kˆ
)
α +
(
kˆ− d(p, q; B2)
)
β
= dα,β(p, q; B2),
where kˆ = dC1(p, q). 
Theorem 39. If B(i)w∗ B ∀i ∈ N and 0 < α ≤ β ≤ 2α, then dα,β(·, ·; B) is a metric on a point-lattice G wedge-2-generated
byN1 andN2.
Proof. The positive definiteness and symmetry are trivial. We prove the triangular inequality. Let p, r, q ∈ G be given.
Let the B-path Pp,q = Pp,r · Pr,q be such that Pp,r is a minimal cost (α, β)-weighted B-path and Pr,q is a minimal
cost (α, β)-weighted B(L
(
Pp,r
) + 1)-path. Let also Qr,q be a minimal cost (α, β)-weighted B-path between r and q. By
Lemma 38, Cα,β
(
Pr,q
) ≤ Cα,β (Qr,q). Now,
dα,β(p, q; B) ≤ Cα,β
(
Pp,q
) = Cα,β (Pp,r)+ Cα,β (Pr,q)
≤ Cα,β
(
Pp,r
)+ Cα,β (Qr,q)
= dα,β(p, r; B)+ dα,β(r, q; B). 
The proof presented here is shorter andmore intuitive than the proof valid only for the fcc and bcc grids presented in [22].
Note that using the natural conditions for the weights α and β , the condition of metricity is exactly the same as for the non-
weighted case (see Theorem 26). Thus, to check that a weighted ns-distance function is a metric can be done with the same
efficiency as for the non-weighted case.
5. Conclusions and future work
The power of definingweighted ns-distances in a general setting has been illustrated by presenting results for the special
cases of the square, the fcc, and the bcc grid and also the cubic grid. By using the general case, we give here tools for applying
the weighted ns-distances to other point-lattices directly.
One link between the theoretical results presented here and image processing applications is the distance transform,
i.e., assigning to each object grid point the distance to the closest background grid point. In an ongoing project, we have
shown that the distance transform can be computed efficiently on any grid that is wedge-2-generated by someN1 andN2.
Also, we have derived some results about finding the set of centers of maximal balls in this general setting. These results are
still unpublished.
In Corollary 21, we saw that for some cases, Theorem 16 is valid also with weaker conditions on the neighborhoods N1
and N2. The definition used here allows only two neighborhood relations with a number of restrictions, for example the
chamfer masks should be organized in basis-wedges and be convex. This is somewhat limiting and it is our intention to
derive results for these distances also in a more general setting.
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