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1. INTRODUCTION
Throughout this article, all Hilbert spaces discussed are complex and sepa-
rable. Denote by L (H ) the set of bounded linear operators on a Hilbert space
H . An idempotent P is an operator in L (H ) satisfying P2 = P. A projection Q
is an idempotent such that kerQ = (ranQ)⊥ (See [5]). An operator A in L (H )
is said to be irreducible if its commutant {A}′ , {B ∈ L (H ) : AB = BA} con-
tains no projections other than 0 and the identity operator I on H , introduced by
P. Halmos in [11]. (The separability assumption is necessary because on a non-
separable Hilbert space every operator is reducible.) An operator A in L (H )
is said to be strongly irreducible if XAX−1 is irreducible for every invertible oper-
ator X in L (H ) [10]. This shows that the commutant of a strongly irreducible
operator contains no idempotents other than 0 and I. Strong irreducibility stays
invariant up to similar equivalence while irreducibility is only an invariant up to
unitary equivalence. An idempotent P in {A}′ is said to beminimal if every idem-
potent Q in {A}′ ∩ {P}′ satisfies QP = P or QP = 0. For a minimal idempotent
P in {A}′, it can be observed that the restriction A|ranP is strongly irreducible on
ranP. An operator A in L (H ) is said to have a finite strongly irreducible decompo-
sition if there exist finitely many minimal idempotents {Pi}
n
i=1 in {A}
′ such that
∑
n
i=1 Pi = I and PiPj = PjPi = 0 for 1 ≤ i 6= j ≤ n. By the above observation, an
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operator A in L (H ) having a finite strongly irreducible decomposition can be
expressed as a direct sum of finitely many strongly irreducible operators.
On finite dimensional Hilbert spaces, every strongly irreducible operator is
similar to a Jordan block. In [12], D. A. Herrero and C. Jiang proved that for ev-
ery operator T in L (H ), there exists a sequence {Tn}∞n=1 in L (H ) such that
limn→∞ ‖T − Tn‖ = 0, where every operator Tn is similar to a direct sum of
finitely many strongly irreducible operators. Y. Cao, J. Fang and C. Jiang [4] stud-
ied the uniqueness of finite strongly irreducible decompositions of operators in
L (H ) up to similar equivalence by the K0 groups of Banach algebras. For more
work around this subject, the reader is referred to [7, 8, 9, 13, 14, 15, 16, 17, 19].
Inspired by the ideas and results in [4], we study operators in L (H )which may
have no finite strongly irreducible decompositions. In particular, there are many
operators in L (H ) whose commutants contain no minimal idempotents. To
represent these operators, direct sums of strongly irreducible operators need to
be generalized to direct integrals with some regular Borel measures. In [18], C.
Jiang and the author of the present paper proved that an operator A in L (H ) is
similar to a direct integral of strongly irreducible operators if and only if its com-
mutant {A}′ contains a bounded maximal abelian set of idempotents. A direct
integral of strongly irreducible operators means the integrand is strongly irre-
ducible almost everywhere on the domain of integration. For related concepts
and results about direct integrals and abelian von Neumann algebras, the reader
is referred to [3, 5, 6, 20, 21].
Following the notation of [18], we generalize a definition mentioned above.
An operator A in L (H ) is said to have a strongly irreducible decomposition if its
commutant {A}′ contains a bounded maximal abelian set of idempotents. Fur-
thermore, a strongly irreducible decomposition of the operator A is said to be
unique up to similarity if for bounded maximal abelian sets of idempotents P and
Q in {A}′, there is an invertible operator X in {A}′ such that XPX−1 = Q.
As a corollary of themain theorems, a normal operator inL (H ) has unique
strongly irreducible decomposition up to similarity if and only if the multiplicity
function mN for N is finite a. e. on σ(N)with respect to the scalar-valued spectral
measure µN . By this, the tensor product IH ⊗ N does not have unique strongly
irreducible decomposition up to similarity, if dimH = ∞.
To simplify the statements of the main theorems, we need to introduce
the upper triangular representation for operator-valued matrices. Assume A in
L (H ) is a direct integral of strongly irreducible operators in the form
A =
∞⊕
n=1
∫
Λn
A(λ)dµ(λ), (1)
with respect to a partitioned measure space {Λ, µ, {Λn}∞n=1}, where µ is a regular
Borel measure on a compact set Λ and {Λn}∞n=1 is a Borel partition of Λ, and
the equation µ(Λn) = 0 holds for all but finitely many n in N (0 /∈ N), and the
dimension of the fibre space Hλ ([1], §2) is n for almost every λ in Λn.
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By ([2], Corollary 2), there is a unitary operator U such that
UAU∗ =
∞⊕
n=1
∫
Λn


Mφn Mφn12 Mφ
n
13
· · · Mφn1n
0 Mφn Mφn23 · · · Mφ
n
2n
0 0 Mφn · · · Mφn3n
...
...
...
. . .
...
0 0 0 · · · Mφn


n×n
(λ)dµn(λ), (2)
where µn = µ|Λn for 1 ≤ n < ∞ and φn, φ
n
ij ∈ L
∞(µn), andMφn , Mφnij are multipli-
cation operators. Denote by νn = µn ◦ φ−1n the scalar-valued spectral measure for
Mφn . Let the set {Γnm}
m=∞
m=1 be the Borel partition of the spectrum σ(Mφn)with re-
spect to the νn-measurable multiplicity function mφn for Mφn defined on σ(Mφn)
such that mφn (λ) = m for almost every λ in Γnm. Write νnm for νn|Γnm , 1 ≤ m ≤ ∞.
For a class of operators in L (H ) having unique strongly irreducible de-
compositions up to similarity, we give a necessary and sufficient condition by
K-theory for Banach algebras. Precisely, we prove the following theorems.
THEOREM 1.1. Assume that an operator A in L (H ) is stated as in (1) and ex-
pressed as in (2) such that
(i) the νn-measurable multiplicity function mφn is simple and may take ∞ on the
spectrum σ(Mφn) for every n in N and
(ii) every superdiagonal entry as in (2) is invertible for n in {n ∈ N : µ(Λn) > 0}.
Then the following statements are equivalent.
(a) The strongly irreducible decomposition of A is unique up to similarity.
(b) There exists a bounded N-valued simple function r
A
on σ(A) such that
V({A}′) ∼= { f (λ) ∈ N(rA (λ)) : f is Borel and bounded on σ(A)} and
K0({A}
′) ∼= { f (λ) ∈ Z(rA (λ)) : f is Borel and bounded on σ(A)}.
THEOREM 1.2. If an operator A in L (H ) is expressed as in (1) and (2) such
that the νn-measurable multiplicity function mφn is simple and bounded on σ(Mφn) for
every n in N, then there exists a sequence of operators {Ak}
∞
k=1 in L (H ) required as
in Theorem 1.1 and having unique strongly irreducible decompositions up to similarity
such that limk→∞ ‖Ak − A‖ = 0.
2. PROOFS
The following lemma describes an important property of the superdiagonal
entries in (2).
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LEMMA 2.1. An upper triangular matrix in Mn(C) of the form

α11 α12 α13 · · · α1n
0 α22 α23 · · · α2n
0 0 α33 · · · α3n
...
...
...
. . .
...
0 0 0 · · · αnn


is strongly irreducible if and only if the equation α
11
= α22 = · · · = αnn and the inequal-
ity α
i,i+1
6= 0 for 1 ≤ i ≤ n− 1 both hold.
Proof. If the matrix is strongly irreducible, then the equation α11 = · · · = αnn
holds. Write α for α
ii
, 1 ≤ i ≤ n. Because every strongly irreducible matrix is
similar to a Jordan matrix, we know that there is an invertible matrix in Mn(C)
such that 

α
11
α
12
α
13
· · · α
1n
0 α22 α23 · · · α2n
0 0 α33 · · · α3n
...
...
...
. . .
...
0 0 0 · · · αnn




x
11
x
12
x
13
· · · x
1n
x21 x22 x23 · · · x2n
x
31
x32 x33 · · · x3n
...
...
...
. . .
...
x
n1
xn2 xn3 · · · xnn


=


x
11
x
12
x
13
· · · x
1n
x21 x22 x23 · · · x2n
x31 x32 x33 · · · x3n
...
...
...
. . .
...
x
n1
xn2 xn3 · · · xnn




α 1 0 · · · 0
0 α 1 · · · 0
0 0 α · · · 0
...
...
...
. . .
...
0 0 0 · · · α

 .
This equation yields that x
ij
= 0 for i > j and x
ii
= α
i,i+1
x
i+1,i+1
for i = 1, 2, . . . , n−
1. Hence, we obtain x
kk
= ∏n−1i=k αi,i+1xnn . If αi,i+1 = 0 for some i in {1, 2, . . . , n− 1},
then the matrix (x
ij
)
1≤i,j≤n
is not invertible. Therefore the inequality α
i,i+1
6= 0
holds for 1 ≤ i ≤ n− 1.
On the other hand, if αi,i+1 6= 0 holds for i = 1, 2, . . . , n, then every matrix
in Mn(C) commuting with the matrix (αij)1≤i,j≤n can be expressed in the form
X =


x11 x12 x13 · · · x1n
0 x11 x23 · · · x2n
0 0 x
11
· · · x3n
...
...
...
. . .
...
0 0 0 · · · x
11

 .
If X is an idempotent, then it must be I or 0. Thus the matrix (α
ij
)
1≤i,j≤n
is strongly
irreducible.
Applying this lemma, we obtain the following corollary.
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COROLLARY 2.2. In (2), the function φni,i+1 in L
∞(µn) satisfies φni,i+1(λ) 6= 0
almost everywhere on Λn for i = 1, 2, . . . , n− 1.
In this corollary, the Multiplication operator Mφni,i+1 induced by the function
φni,i+1 is not invertible in general. But Mφni,i+1
can be approximated by a sequence
of invertible Multiplication operators in L (L2(µn)). Meanwhile, replacing the
superdiagonal entries with invertible ones enable us to simplify the problem.
That is why we add the hypothesis (ii) in Theorem 1.1. Precisely, we obtain the
following two lemmas.
LEMMA 2.3. If an operator An is a direct integral of strongly irreducible operators
stated as in (2) in the form
An =


Mφn Mφn12 Mφ
n
13
· · · Mφn1n
0 Mφn Mφn23 · · · Mφ
n
2n
0 0 Mφn · · · Mφn3n
...
...
...
. . .
...
0 0 0 · · · Mφn


n×n
,
then for every positive integer k, there exists an operator Ank in the form
Ank =


Mφn Mφn12,k
Mφn13 · · · Mφ
n
1n
0 Mφn Mφn23,k
· · · Mφn2n
0 0 Mφn · · · Mφn3n
...
...
...
. . .
...
0 0 0 · · · Mφn


n×n
with invertible Mφni,i+1,k
for 1 ≤ i ≤ n− 1 such that ‖An − Ank‖ <
1
k
.
Proof. For λ in Λn, we construct φ
n
i,i+1,k in the form
φni,i+1,k(λ) =


φni,i+1(λ), if |φ
n
i,i+1(λ)| ≥
1
kn
;
φni,i+1(λ)
kn|φni,i+1(λ)|
, if 0 < |φni,i+1(λ)| <
1
kn
;
1
kn
, if φni,i+1(λ) = 0.
Thus ‖Mφni,i+1 −Mφ
n
i,i+1,k
‖ <
1
k(n− 1)
, 1 ≤ i ≤ n− 1. Therefore we obtain
‖An − Ank‖ ≤
n−1
∑
i=1
‖Mφni,i+1 −Mφ
n
i,i+1,k
‖ < (n− 1)
1
k(n− 1)
=
1
k
.
By the definition, the operator Mφni,i+1,k
is invertible for 1 ≤ i ≤ n− 1.
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LEMMA 2.4. If an operator An is a direct integral of strongly irreducible operators
stated as in (2) in the form
An =


Mφn Mφn12 Mφ
n
13
· · · Mφn1n
0 Mφn Mφn23 · · · Mφ
n
2n
0 0 Mφn · · · Mφn3n
...
...
...
. . .
...
0 0 0 · · · Mφn


n×n
such that Mφni,i+1 is invertible in L (L
2(µn)) for i = 1, 2, . . . , n− 1, then there exists an
invertible operator Xn in L ((L2(µn))(n)) such that XnAnX−1n is in the form
XnAnX
−1
n =


Mφn I 0 · · · 0
0 Mφn I · · · 0
0 0 Mφn · · · 0
...
...
...
. . .
...
0 0 0 · · · Mφn

 . (3)
Proof. We construct an invertible upper triangular operator-valued matrix
Xn in L ((L2(µn))(n)) as follows.
Choose an invertible operator M fnn in L (L
2(µn)). Fix an operator M f ii by
the equation
Mφni,i+1M f i+1,i+1 = M f ii
for i = 1, . . . , n− 1. Let {M f ii}
n
i=1 be the main diagonal (0-diagonal) entries of Xn.
Notice that every operator in the set {M f ii}
n
i=1 is invertible in L (L
2(µn)).
Choose an operator M f nn−1,n in L (L
2(µn)). Fix an operator M f ni,i+1 by the
equation
Mφni,i+1M f
n
i+1,i+2
+Mφni,i+2M f
n
i+2,i+2
= M f ni,i+1
for i = 1, . . . , n− 2. Let {M f ni,i+1}
n−1
i=1 be the 1-diagonal entries of Xn.
Choose an operator M f nn−l,n
in L (L2(µn)), where l is a positive integer such
that 1 ≤ l ≤ n− 1. Fix an operator M f ni,i+l by the equation
Mφni,i+1M f
n
i+1,i+l+1
+Mφni,i+2M f
n
i+2,i+l+1
+ · · ·+ Mφni,i+l+1M f
n
i+l+1,i+l+1
= M f ni,i+l
for i = 1, . . . , n− l − 1. Let {M f ni,i+l}
n−l
i=1 be the l-diagonal entries of Xn.
Choose an operator M f n1n in L (L
2(µn)) to be the n-diagonal entry of Xn.
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Therefore we obtain an invertible operator-valued matrix Xn in the form
Xn =


M f11 M f n12 M f
n
13
· · · M f n1n
0 M f22 M f n23 · · · M f
n
2n
0 0 M f33 · · · M f n3n
...
...
...
. . .
...
0 0 0 · · · M fnn


such that the equation (3) holds.
By Lemma 2.4, we can reduce equation (2) to the form
A =
∞⊕
n=1
∫
Λn


Mφn I 0 · · · 0
0 Mφn I · · · 0
0 0 Mφn · · · 0
...
...
...
. . .
...
0 0 0 · · · Mφn


n×n
(λ)dµn(λ), (4)
in the sense of similar equivalence.
For a regular Borel measure ν on C with compact support K, define Nν on
L2(ν) by Nν f = z · f for each f in L2(ν).
LEMMA 2.5. Let an operator An be in the form
An =


N
(∞)
νn I 0 · · · 0
0 N
(∞)
νn I · · · 0
0 0 N
(∞)
νn · · · 0
...
...
...
. . .
...
0 0 0 · · · N
(∞)
νn


n×n
,
where νn is a regular Borel measure and supported on some compact set Kn such that
0 < νn(Kn) < ∞. Then the strongly irreducible decomposition of An is not unique up
to similarity.
Proof. To prove this lemma, we need to construct two bounded maximal
abelian sets of idempotents in {An}′ which are not similar.
We can write N
(∞)
νn in the form Nνn ⊗ Il2 , where Il2 is the identity operator
on l2. Denote by P the set of all the spectral projections of Nνn . This set forms
a bounded maximal abelian set of idempotents in {Nνn}
′. Let {ek}
∞
k=1 be an or-
thonormal basis for l2. Denote by Ek the projection such that ranEk = {λek :
λ ∈ C}. Let Q1 , {P ∈ L (l
2) : P = P∗ = P2 ∈ {Ek : k ∈ N}
′′}. De-
note by χ
S
the characteristic function for a Borel subset S in the interval [0, 1]
and let Qˆ2 , {MχS ∈ L (L
2[0, 1]) : S ⊂ [0, 1] is Borel.}. There is a unitary op-
erator U : L2[0, 1] → l2 such that UPU∗ ∈ L (l2) for every P ∈ Qˆ2. The sets
Q2 , UQˆ2U
∗ and Q1 are two bounded maximal abelian sets of idempotents in
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L (l2) but they are not unitarily equivalent. By the fact that W∗(P)⊗W∗(Q1)
andW∗(P)⊗W∗(Q2) are both maximal abelian von Neumann algebras, we ob-
tain that
F1 , {P ∈W
∗(P)⊗W∗(Q1) : P = P
∗ = P2}
and
F2 , {P ∈W
∗(P)⊗W∗(Q2) : P = P
∗ = P2}
are both maximal abelian sets of idempotents in {Nνn ⊗ Il2}
′ = L∞(νn)⊗L (l2).
We need to prove that F
(n)
i is a bounded maximal abelian set of idempo-
tents in {An}′ for i = 1, 2.
An operator X in {An}′ can be expressed in the form
X =


X11 X12 X13 · · · X1n
X21 X22 X23 · · · X2n
X31 X32 X33 · · · X3n
...
...
...
. . .
...
Xn1 Xn2 Xn3 · · · Xnn


n×n
. (5)
We prove that Xij is in {Nνn ⊗ Il2}
′. Note that P (∞) is the set of all the spectral
projections of Nνn ⊗ Il2 . Fix an projection P in (P
(∞))(n). The operator A can be
expressed in the form
An = An1 ⊕ An2,
where
Ani =


N
(∞)
νni I 0 · · · 0
0 N
(∞)
νni I · · · 0
0 0 N
(∞)
νni · · · 0
...
...
...
. . .
...
0 0 0 · · · N
(∞)
νni


, i = 1, 2.
The measures νn1 and νn2 are mutually singular and their supports depend on
the characteristic functions corresponding to P and I − P. Hence X can also be
expressed in the form
X =
(
Y11 Y12
Y21 Y22
)
ranP
ran(I − P)
.
The equations An1Y12 = Y12An2 and An2Y21 = Y21An1 yield that Y12 = Y21 = 0.
Therefore P reduces X and Xijs are in {Nνn ⊗ Il2}
′. A computation shows that the
equation Xij = 0 holds for i > j and Xii = X11 for i = 2, . . . , n in (5). Furthermore,
if X as in (5) is an idempotent, then so is every main diagonal entry Xii of X.
We assume that X is an idempotent in {An}′ and commutes with F
(n)
1 .
Hence Xii commutes with F1. The fact that F1 is a maximal abelian set of
idempotents implies that Xii belongs to F1. Thus Xii commutes with Xij. For
the 1-diagonal entries, the equation 2XiiXi,i+1 − Xi,i+1 = 0 yields Xi,i+1 = 0,
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for i = 1, . . . , n − 1. By this way, the k-diagonal entries of X are all zero, for
k = 2, . . . , n. Therefore X is in F
(n)
1 . Both F
(n)
1 and F
(n)
2 are bounded maximal
abelian sets of idempotents in {An}′.
We prove that F
(n)
1 and F
(n)
2 are not similar in {An}
′. Every operator X in
{An}′ can be written in the form
X =
∫
σ(Nνn )
X(λ)dνn(λ).
Suppose that there is an invertible operator X in {An}′ such that
XF
(n)
2 X
−1 = F
(n)
1 .
For each P in F
(n)
2 , the projection P(λ) is either of rank ∞ or 0, for almost every
λ in σ(Nνn). But there exists an projection Q in F
(n)
1 such that Q(λ) is of rank n,
for almost every λ in σ(Nνn). This is a contradiction. Therefore F
(n)
1 and F
(n)
2
are not similar in {An}′.
By ([22], Theorem 3.3), we have the following corollary.
COROLLARY 2.6. Let an operator An be in the form
An =


N
(m)
νn I 0 · · · 0
0 N
(m)
νn I · · · 0
0 0 N
(m)
νn · · · 0
...
...
...
. . .
...
0 0 0 · · · N
(m)
νn


n×n
,
where m is a positive integer and νn is a regular Borel measure supported on some compact
set Kn such that 0 < νn(Kn) < ∞. Then the strongly irreducible decomposition of An is
unique up to similarity.
For a regular Borel measure ν with compact support, Denote by Jm(ν) an
operator in the form
Jm(ν) =


Nν I 0 · · · 0
0 Nν I · · · 0
0 0 Nν · · · 0
...
...
...
. . .
...
0 0 0 · · · Nν


m×m
L2(ν)
L2(ν)
L2(ν)
...
L2(ν)
. (6)
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LEMMA 2.7. Every operator in {Jm(ν)}′ is in the form

Mφ
1
Mφ
2
· · · Mφm
0 Mφ
1
· · · Mφ
m−1
...
...
. . .
...
0 0 · · · Mφ
1

 ,
where φi is in L
∞(ν) for 1 ≤ i ≤ m.
Proof. By a similar computation as in Lemma 2.5, we obtain that every op-
erator in {Jm(ν)}′ is in the form

Mφ
11
Mφ
12
· · · Mφ
1m
0 Mφ
22
· · · Mφ
2,m−1
...
...
. . .
...
0 0 · · · Mφmm

 .
By the equation
NνMφ
i,j+1
+Mφ
i+1,j+1
= Mφ
i,j
+Mφ
i,j+1
Nν,
the k-diagonal entries are as required for 1 ≤ k ≤ n.
LEMMA 2.8. Let m1 and m2 be two positive integers such that m1 > m2. Then
the following equations hold:
(i) {B ∈ L ((L2(ν))(m2), (L2(ν))(m1)) : Jm
1
(ν)B = BJm
2
(ν)}
= {(CT, 0)T : C ∈ {Jm
2
(ν)}′}.
(ii) {B ∈ L ((L2(ν))(m1), (L2(ν))(m2)) : Jm
2
(ν)B = BJm
1
(ν)}
= {(0,C) : C ∈ {Jm
2
(ν)}′}.
Proof. We only need to prove the first equation. The second equation can be
obtained by the same method. Let B = (CT,DT)T such that C and D are in the
form
C =


B11 B12 · · · B1m
2
B21 B22 · · · B2m2
...
...
. . .
...
Bm
2
1 Bm22 · · · Bm2m2

 , D =


Bm
2
+1,1 · · · Bm
2
+1,m
2
...
...
Bm
1
1 · · · Bm1m2

 .
By a similar computation as in Lemma 2.5, we can obtain that P(m1)B = BP(m2)
for every spectral projection P of Nν. Thus, every Bij belongs to {Nν}
′, for 1 ≤ i ≤
m1 and 1 ≤ j ≤ m2. For i = 1, . . . ,m1 − 1, the equation NνBi1 + Bi+1,1 = Bi1Nν
yields Bi+1,1 = 0. For i = 2, . . . ,m1 − 1, the equation NνBi2 + Bi+1,2 = Bi2Nν
yields Bi+1,2 = 0. By this way, we can obtain Bij = 0 for i > j. Hence D = 0 and
a further computation shows that C ∈ {Jm
2
(ν)}′.
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LEMMA 2.9. Let m1, m2, r1, r2 be positive integers. If an idempotent P in Mn(C)
is in the form
P =


Im
1
0 R11 R12
0 0r
1
R21 R22
0 0 Im
2
0
0 0 0 0r
2

 ,
where Im is the identity operator in Mm(C), then there exists an invertible operator X in
the form
X =


Im
1
0 0 R12
0 Ir
1
−R21 0
0 0 Im
2
0
0 0 0 Ir
2

 and X−1 =


Im
1
0 0 −R12
0 Ir
1
R21 0
0 0 Im
2
0
0 0 0 Ir
2


such that
XPX−1 =


Im
1
0 0 0
0 0r
1
0 0
0 0 Im
2
0
0 0 0 0r
2

 .
Note that the equation P2 = P implies that R11 = R22 = 0 and the construc-
tion of X depends on P. In the following example, we construct an operator A
and prove the strongly irreducible decomposition of A is unique up to similarity.
EXAMPLE 2.10. Let A = J
(2)
3 (ν)⊕ J
(3)
2 (ν)⊕ J
(2)
1 (ν). We prove that for every
two bounded maximal abelian sets of idempotents P and Q in {A}′, there is an
invertible operator X in {A}′ such that the equation P = XQX−1 holds and
V({A}′) = { f is bounded Borel : σ(Nν) → N⊕N⊕N},
K0({A}
′) = { f is bounded Borel : σ(Nν) → Z⊕ Z⊕Z}.
Denote by Pm
1
the set of all the idempotents in {Jm
1
(ν)}′. Note that Pm
1
equals the set of all the spectral projections of N
(m
1
)
ν . Denote by Em2 the set of all
the diagonal projections in Mm
2
(C) and by Fm
1
,m
2
the set of all the projections in
{Pm
1
⊗ Em
2
}′′.
Let P = F3,2 ⊕F2,3 ⊕F1,2. We can verify that P is a bounded maximal
abelian set of idempotents in {A}′. Then we only need to prove that for every
bounded maximal abelian set of idempotents Q in {A}′, there is an invertible
operator X in {A}′ such that P = XQX−1.
We reduce the rest into two claims:
(i) For every idempotent P in {A}′, there is an invertible operator X in {A}′
such that XPX−1 belongs to P .
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(ii) There are seven idempotents {Qk}
7
k=1 in Q such that for almost every
λ in σ(Nν), {Qk(λ)}
7
k=1 and Q(λ) generate the same bounded maximal
abelian set of idempotents.
Every operator B in {A}′ can be expressed in the form
B =


B11 B12 · · · B17
B21 B22 · · · B27
...
...
. . .
...
B71 B72 · · · B77

 ,
where
B11 =

b111 b112 b1130 b111 b112
0 0 b111

 , B13 =

b131 b1320 b131
0 0

 , B16 =

b1610
0

 ,
B31 =
(
0 b311 b
31
2
0 0 b311
)
, B33 =
(
b331 b
33
2
0 b331
)
, B36 =
(
b361
0
)
,
B61 =
(
0 0 b311
)
, B63 =
(
0 b331
)
, B66 =
(
b661
)
,
other Bijs are expressed as follows:
• For 1 ≤ i, j ≤ 2, Bijs are of the same form;
• For 3 ≤ i, j ≤ 5, Bijs are of the same form;
• For 6 ≤ i, j ≤ 7, Bijs are of the same form;
• For 1 ≤ i, j ≤ 2 and 3 ≤ j ≤ 5, Bijs are of the same form;
• For 1 ≤ i, j ≤ 2 and 6 ≤ j ≤ 7, Bijs are of the same form;
• For 3 ≤ i, j ≤ 5 and 1 ≤ j ≤ 2, Bijs are of the same form;
• For 3 ≤ i, j ≤ 5 and 6 ≤ j ≤ 7, Bijs are of the same form;
• For 6 ≤ i, j ≤ 7 and 1 ≤ j ≤ 2, Bijs are of the same form;
• For 6 ≤ i, j ≤ 7 and 3 ≤ j ≤ 5, Bijs are of the same form,
where b
ij
k s belong to {Nν}
′ for 1 ≤ i, j ≤ 7 and 1 ≤ k ≤ 3.
For B expressed in the above form, there is a unitary operator U1 such that
U1BU
∗
1 =

B11 B12 B130 B22 B23
0 0 B33

 ,
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where Bijs are in the form
B11 =


b111 b
12
1
... b131 b
14
1 b
15
1
... b161 b
17
1
b211 b
22
1
... b231 b
24
1 b
25
1
... b261 b
27
1
· · · · · · · · · · · · · · · · · · · · ·
0 0
... b331 b
34
1 b
35
1
... b361 b
37
1
0 0
... b431 b
44
1 b
45
1
... b461 b
47
1
0 0
... b531 b
54
1 b
55
1
... b561 b
57
1
· · · · · · · · · · · · · · · · · · · · ·
0 0
... 0 0 0
... b661 b
67
1
0 0
... 0 0 0
... b761 b
77
1


7×7
, (7)
B12 =


b112 b
12
2
... b132 b
14
2 b
15
2
b212 b
22
2
... b232 b
24
2 b
25
2
· · · · · · · · · · · · · · ·
0 0
... b332 b
34
2 b
35
2
0 0
... b432 b
44
2 b
45
2
0 0
... b532 b
54
2 b
55
2
· · · · · · · · · · · · · · ·
0 0
... 0 0 0
0 0
... 0 0 0


7×5
, B13 =


b113 b
12
3
b213 b
22
3
· · · · · ·
0 0
0 0
0 0
· · · · · ·
0 0
0 0


7×2
,
B22 =


b111 b
12
1
... b131 b
14
1 b
15
1
b211 b
22
1
... b231 b
24
1 b
25
1
· · · · · · · · · · · · · · ·
0 0
... b331 b
34
1 b
35
1
0 0
... b431 b
44
1 b
45
1
0 0
... b531 b
54
1 b
55
1


, B23 =


b112 b
12
2
b212 b
22
2
· · · · · ·
0 0
0 0
0 0


,
B33 =
(
b111 b
12
1
b211 b
22
1
)
.
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If P is an idempotent in {U1AU
∗
1}
′, then by the proof of ([22], Lemma 3.4),
we can construct an invertible operator X in {U1AU
∗
1}
′ of the form
X =

X1 X2
X3

⊕ (X1
X2
)
⊕ X1,
such that
XPX−1 =

P11 P12 P130 P22 P23
0 0 P33

 ,
where the main diagonal blocks as in (7) are diagonal projections. There is also a
unitary operator U2 in {U1AU
∗
1}
′ of the form
U2 =

U21 U22
U23

⊕ (U21
U22
)
⊕U21 ,
such that the equation
U21 U22
U23

 P11

U21 U22
U23


∗
(λ)
=


Is
1
0
... ∗ ∗
... ∗ ∗
0 0t
1
... ∗ ∗
... ∗ ∗
· · · · · · · · · · · · · · · · · ·
0 0
... Is
2
0
... ∗ ∗
0 0
... 0 0t
2
... ∗ ∗
· · · · · · · · · · · · · · · · · ·
0 0
... 0 0
... Is
3
0
0 0
... 0 0
... 0 0t
3


holds for almost every λ in σ(Nν), where si and ti are non-negative integers.
Write U2XPX
−1U∗2 in the form
P̂ = U2XPX
−1U∗2 =

P̂11 P̂12 P̂130 P̂22 P̂23
0 0 P̂33

 .
By Lemma 2.9, we can construct an invertible operator Y1 in {U1AU
∗
1}
′ such that
P̂11, P̂22, and P̂33 become diagonal projections after similar transformation. Fur-
thermore, we can construct an invertible operatorY2 in {U1AU
∗
1}
′ such that the 1-
diagonal blocks of Y1P̂Y
−1
1 vanish after similar transformation. And then we can
construct an invertible operator Y3 in {U1AU
∗
1}
′ such that the 2-diagonal blocks
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of Y2Y1P̂Y
−1
1 Y
−1
2 vanish after similar transformation. Thus we finish the proof of
claim (i).
To prove claim (ii), we need to define a ν-measurable function r
Q
with re-
spect to an idempotent Q in {A}′. Without loss of generality, we assume that
Q ∼ (P31⊕ P32)⊕ (P21⊕ P22 ⊕ P23)⊕ (P11⊕ P12) ∈ F3,2 ⊕F2,3 ⊕F1,2. Define
r
Q
(λ) ,
1
3
Tr(P31(λ) + P32(λ))
+
1
2
Tr(P21(λ) + P22(λ) + P22(λ))
+ Tr(P11(λ) + P12(λ)), λ ∈ σ(Nν),
where Tr stands for the standard trace of a square matrix. Note that r
Q
stays
invariant up to similarity. By the proof of ([22], Lemma 3.5), we can obtain that
there are seven idempotents Qi in Q such that
• the equation rQi(λ) = 1 holds a. e. on σ(Nν) for i = 1, . . . , 7 and
• the equation QiQj = 0 holds for i 6= j.
The idempotent Qi may be in the form
Qi(λ) ∼


I3 ⊕ 0, λ ∈ Λ3;
I2 ⊕ 0, λ ∈ Λ2;
I1 ⊕ 0, λ ∈ Λ1,
where {Λi}
3
i=1 is a Borel partition of σ(Nν). We can choose finitely many spectral
projections of N
(7)
ν to cut Qis and to piece together new Qis such that every Qi
belongs to a Pm for m = 1, 2, 3. We finish the proof of claim (ii).
By the proof of ([22], Lemma 3.6) and the idempotents {Qi}
7
i=1 constructed
above, we can obtain an invertible operator X in {A}′ such that XQX−1 = P .
Therefore the strongly irreducible decomposition of A is unique up to similarity.
Assume that Q1, Q2 and Q3 are in P1, P2 and P3 respectively. Then there
is a group isomorphism α such that α([Q1]) = (1, 0, 0), α([Q2]) = (0, 1, 0), and
α([Q3]) = (0, 0, 1), where [Qi] stands for the similar equivalence class of Qi in
V({A}′) =
⋃∞
n=1 Mn({A}
′)/ ∼. Thus we obtain α([I]) = (2, 3, 2), where I is
the identity operator in {A}′. Furthermore, a routine computation yields that
V({A}′) and K0({A}
′) are of the forms at the beginning of this example.
Proof of Theorem 1.1. By the calculating in the above example, we can prove
that the strongly irreducible decomposition of
⊕k
i=1 J
(ni)
m
i
(ν) is unique up to simi-
larity, where m
i
, n
i
and k are all positive integers.
There is a unitary operator V such that VAV∗ can be expressed in the form
as described at the beginning of Example 2.10. Then we can apply the above
lemmas to perform calculation as we need. Note that the equation
{(
k1⊕
i=1
J
(ni)
m
i
(ν1))⊕ (
k2⊕
j=1
J
(nj)
m
j
(ν2))}
′ = {
k1⊕
i=1
J
(ni)
m
i
(ν1)}
′ ⊕ {
k2⊕
j=1
J
(nj)
m
j
(ν2)}
′
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holds for mutually singular Borel measures ν1 and ν2.
By Lemma 2.5, if the strongly irreducible decomposition of A is unique up
to similarity, then everymultiplicity functionmφn is bounded. Thenwe can obtain
that V({A}′) and K0({A}
′) are as described in the theorem. On the other hand,
if the strongly irreducible decomposition of A is not unique up to similarity, then
there is a number m in {n ∈ N : µ(Λn) > 0} such that the multiplicity function
mφm takes ∞ in its codomain on a Borel subset Γm1 of measure nonzero in its
domain. Therefore in K0({A}
′), every Borel function f vanishes on Γm1. This is a
contradiction.
The proof of Theorem 1.2 is an application of Lemma 2.3.
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