This paper presents a comparison of two different models (Land, Lovell and Thore 1993) and (Olesen and Petersen 1995) , both designed to extend DEA to the case of stochastic inputs and outputs. The two models constitute two approaches within this area, that share certain characteristics. However, the two models behave very differently, and the choice between these two models can be confusing. This paper presents a systematic attempt to point out differences as well as similarities.
1 Introduction and motivation 1 .
To estimate the technical efficiency for a set of productive units or Decision Making Units (DMUs) requires an appropriate methodology. The theoretical progress within the field of efficiency measurement now allows the analyst to choose from a number of different models, where the design of each model is closely related to the basic assumptions or maintained hypotheses used to formulate the model. Whether or not a specific model is appropriate for a particular application hinges on how reasonable the maintained hypotheses are. However, some combinations of maintained hypotheses are difficult to formalize. The combination of the hypotheses maintained in Data Envelopment Analysis (DEA) (Charnes, Cooper and Rhodes 1978) and hypotheses concerning noise in data for inputs and outputs constitutes such a difficult area.
Recently DEA based on stochastic data for inputs and outputs has received some attention. One way to approach this problem has been to utilize chance constrained programming 2 to reformulate deterministic characteristics of the estimated best practise frontier. Both (Land, Lovell and Thore 1988) , (Land et al. 1993) and (Olesen and Petersen 1995) fall within this tradition and propose to use chance constrained programming to derive efficient frontiers that allow a part of the observed input output combinations to be located at the wrong side of the frontier. These chance constrained DEA (CCDEA) approaches will be at focus in this paper. (Grosskopf 1996) discusses these and other similar models under the term "sensitivity analysis". She argues that the fact that there may be noise present in the part of the data that spans the piecewise linear efficient frontier in DEA is a potential serious problem, since such data points may falsely overstate the inefficiency of other observations. This is a consequence of DEA being a methodology, which determine the frontier entirely based on the extreme points in data. The perhaps first attempt to relax this dependence of the frontier on the extreme observations is mentioned by Grosskopf as (Timmer 1971) . Timmer suggests that it is desirable to estimate a probabilistic frontier to avoid the problems related to spurious errors in extreme points in data. (Aigner and Chu 1968) , page 838, a reference quoted by Timmer, note that their estimation of an industry production function as a deterministic frontier function is a strict implementation of production theory in the sense that the frontier is truly a surface of maximal output. As an alternative they propose that with two inputs x 1 , x 2 and one output x 0 "one may pursue less than 100 per cent frontiers using the chance constrained programming ideas of Charnes and Cooper," (Charnes and Cooper 1963 ) "where (3.3) would be translated into a probabilistic statement, Pr
2 ≥ x 0´≥ Υ, with Υ a specified minimum probability with which this statement is to hold ". Hence, choosing e.g. Υ = 0.95 the best practice frontier output b Ax
2 is only constrained to be greater than or equal to observed output in at least 95 percent of the case. Hence, with a large sample size, only a small fraction, here 5 % of the observed output will be "on the wrong side" of the frontier.
Notice that the suggestions of Aigner and Chu and later of Timmer are very close to the model proposed in (Olesen and Petersen 1995) (the OP-model). Aigner, Chu and Timmer take a specific functional form, e.g. a Cobb-Douglas function, as the deterministic frontier to be transformed into a probabilistic frontier by replacing deterministic constraints by chance constraints. Olesen and Petersen propose the same procedure by using a non-parametric piecewise linear functional form defined from a CCR DEA model. Letting the probability level Υ approach one, all three models will allow fewer and fewer observations above frontier output. Hence we have non-decreasing production possibility sets (PPS) for Υ approach one.
The model proposed in (Land et al. 1988) , (Land et al. 1993) (the LLTmodel) on the other hand impose chance constraints on the DEA model in envelopment form. They announce that the objective of their design of a CCDEA follows the same ideas as expressed by Aigner, Chu or Timmer 3 . "In deterministic DEA all observations are required to fall on one side of the efficiency frontier. Here we shall permit stochastic variation around the frontier, but the bulk of observations will still be required to fall on one side of it.", (Land et al. 1993) , page 542. With Y n being the n'th random output (row) vector and y n0 being the output from the evaluated DMU, Land et al. argue that the set of probabilistic constraints Pr (Y n λ ≤ y n0 ) ≤ 1 − Υ = 0.05, n = 1, . . . , N can be interpreted as a set of "chance constraints stating that the observed output must not exceed best-practice too often .. only 0.05 or less of all DMUs will do better ". However, as we will show in the next section, this set of constraints with Υ = 0.95 actually implies that best practice frontier output is pushed so far down towards origin that at most 5 percent of the outcomes from Y n λ is located below this best practice. Hence, with a large sample size, almost all ( 95 percent) the observed output will be will be realized "on the wrong side" of the frontier. Furthermore, letting the probability level Υ approach one, the LLT model will allow more and more observations above the frontier output.
The inclusion of all observed input output vectors in the PPS is a very common maintained hypothesis within the various DEA models. However, if data is contaminated with noise it is no longer reasonable to insist that all observations are to be considered part of the PPS. By the chance constrained OP-model flexibility is introduced such that only observations belonging to confidence regions have to be included in the empirical PPSs. A piecewise linear envelopment of these regions then follows from a convexity assumption. Using linear envelopment of confidence regions can however be regarded as a problematic feature, especially in small samples. Both the traditional DEA model and the OP-model ignore the fact that a convex combination of e.g. two random input output vectors identically distributed from two DMUs has a lower variance than the random vectors themselves, except for the case where the input output vectors across the DMUs are perfectly correlated. In other words, an enveloping of confidence regions should be replaced by the union of confidence regions for any linear combination of the stochastic vectors themselves. In this paper we propose such a replacement.
The correlation between the activity vectors of the DMUs, being ignored by the OP-model, is explicitly introduced in the chance constrained LLT-model. This model on the other hand ignores the correlation between inputs between outputs and between inputs and outputs of the activity vectors, which is explicitly introduced in the OP-model. Hence these two chance constrained models are complementing each other. Each of these two models are characterized by ignoring certain aspects of the correlation between random input output vectors of the DMUs. A related weakness of the LLT-model is that the set of inefficient realizations from such vectors, i.e. realizations deemed inefficient by program (8) or (9) below, are dominated by reference points expressed from a non-linear envelopment of extreme points on the boundary of the Cartesian product of the confidence intervals for the input output vector for each DMU. The OP-model also envelopes confidence regions but uses the joint confidence regions and not the Cartesian products of the intervals.
Since the two chance constrained models are complementing each other, it seems worthwhile to try and combine or merge these models into one or more general chance constrained formulations. A merger of the two models, designed to include the impact from each type of correlation expressed in each of these models, leads to a more general model comprising both the LLT-and the OPmodel as special cases. We will below propose such a more general model combining the two existing approaches, thereby obtaining a PPS characterized by both types of correlation between the activity vectors and between inputs and outputs. In section 5 we will present some modifications of the LLT-and the OP-model in the sense that if one model lacks characteristics which the other model possesses then we will use the Lagrangian dual program to "add" these wanted characteristics to the model. In this paper we focus on "repairing" the OP-model by "adding" some wanted characteristics from the LLT-model 4 .
The paper unfolds as follows. Section 2 introduces a simplified OP-and LLT-model, both with only outputs being stochastic. This allows a simple comparison of the structure of the two models. Using a small motivating example we illustrate how the shape and location of the output isoquant depends on the chosen probability level and the choice of either the OP-or the LLT model. Section 3 provides a more general discussion and a comparison of the two models. It is demonstrated that both models under some assumptions do have a Lagrangian dual expressed in closed form. Similarities and differences are discussed based on comparisons of these dual structures, and formal definitions of the productions possibility sets corresponding to the two models are outlined. Weaknesses of the each of the models are discussed in section 4 and section 5 presents a derived model that combines the most attractive features of each of the two models thereby eliminating some of these weaknesses. Section 6 provides finally some discussion and concluding remarks.
2 A motivating example comparing the two approaches.
I this section we provide a discussion and a comparison of a simplified OP-and LLT-model, both models with only outputs being stochastic. The two models constitute two different ways to approach the extension of DEA to stochastic inputs and outputs, that share certain characteristics. However, the two models certainly behave very differently. Hence, choosing which model to use is confusing, since no systematic attempt has been made to point out differences as well as similarities.
To simplify, let us assume that only the s outputs are random variables following s normal distributions, and let Y j denote the vector of mean values from the j'th DMU. For notational convenience, let
. . , Y n ¤ be the n column matrices corresponding to the n vectors of input, output and mean output, and finally let
We will now focus on a special case where the two CCDEA models give identical efficiency evaluation. For this special case the certainty equivalents from the two models are identical to DEA models using X as the input matrix and Y as the output matrix. Let us evaluate the efficiency of the input output vector ¡ X j0 , Y j0 ¢ , that is a realization from the j 0 0 th DMU corresponding to the vector of mean outputs. The LLT-CCDEA model proposed by (Land et al. 1993 ) uses a DEA in envelopment form:
Certainty equivalent, envelopment form replace s constraints in (1) with
The first s constraints in (1) are the so-called chance constraints. The OP-CCDEA model proposed by (Olesen and Petersen 1995) imposes chance constraints on a DEA in multiplier form:
Certainty equivalent, multiplier form replace n constraints in (3) with u
We have the following result:
The programs (1) and (2) are equivalent. The programs (3) and (4) are equivalent. The program (4) is the dual to (2).
Proof. see appendix 1.
The equivalence between (1) and (3) follows from fixing the probability levels 0.5. However, in the papers presenting the models it is argued that the probability levels should be fixed at a level close to one. Only in a small fraction of the random outcomes, say 5%, should Y k λ − Y kj 0 be allowed to be negative in (1) or u t Y j − v t X j be allowed to be positive in (3). However, as soon as the probability level is increased above 0.5 the two models behave very differently and give very different results. Perhaps more importantly, for increasing probability level above 0.5, the efficiency score (i.e. the possible radial input contraction) increases or decreases depending on whether we solve model (1) or model (3). We will return to this phenomenon shortly.
It is evident that these two models are closely related. The same type of argument is used in both models to relax certain constraints in the sense, that these constraints are not required to hold for any outcome of the random output vectors. However the two models behave very differently, and it is important to stress the similarities and differences in order to provide guidance for the proper use of these models. Practitioners wanting to use a CCDEA formulation to allow for random noise in data or to perform a sensitivity analysis as suggested by (Grosskopf 1996) , should be aware of the differences and similarities between these two models, and how the specification of the probability levels affect the form and location of the best practice frontier.
The following motivating example illustrates how the two models works and how the chosen probability levels in the chance constraints affect the outcome of the analysis. In the example we have two random outputs and one input from 3 DMUs as follows:
input Mean output 1 Mean output 2 Variance (both outputs) DMU 1 1 2 6 1 DMU 2 1 6 2 1 DMU 3 1 1 2 1 Table 1 . Data for motivating example.
We assume that all covariances are equal to zero. Let us evaluate the efficiency of a realization equal to the mean output vector for DMU 3 using the certainty equivalent of model (1) and (3) but for an arbitrary common probability level α. Consider first the certainty equivalent of model (1):
where Φ −1 (α) is the fractile from the standard normal distribution at probability level α. For comparison reasons we reformulate this model, asking for min θ subject to the requirement that the output vector [1, 2] t has to belong to the output possibility set P LLT (θ; α) given the input level θ:
where
Next, consider the certainty equivalent of model (3):
Using the same reformulation as above we get:
It will be shown in the next section that P OP (θ; α) can be expressed as:
Figure 1 and 2 illustrates how the choice of three different probability levels in the chance constraints affects the form and location of the best practice frontier and the output possibility sets P LLT (1; α) and P OP (1; α) , α ∈ {15%, 50%, 85%}.
The three output possibility sets consist of all output combinations below the Figure 1 and below the curves Figure 2 . The two rectangles in Figure 1 are the Cartesian products of the confidence intervals at probability level 85% around two mean output vectors. Inspecting the specification of P LLT (θ; α) we notice, that depending on the sign of we get the upper northeast corner or the lower south west corner of the rectangles as "spanning" the boundary of the output set. The two circles in Figure 2 are the confidence regions at probability level 85% around two mean output vectors. Inspecting the specification of P OP (θ; α) above we notice, that depending on the sign of we get a linear envelopment from above or from below of these regions as "spanning" the boundary of the output set. Figure 2: Output possibility sets for P OP (1; 15%) , P OP (1; 50%) and P OP (1; 85%).
To compare the two models let us now evaluate the efficiency of the mean output vector (1, 2) t from DMU 3. The four different efficiency scores obtained by model (1) and (3) are presented in Table 2 and Figure 3 illustrates how these four efficiency evaluations compare. Table 2 . Efficiency scores from the two models for α = 0.85 or α = 0.15 Notice the following: 1. The shape of the output set P LLT (1; α) is not affected by a possible correlation between the two outputs, since it is the partial confidence intervals, one for each output that is used to span the boundary of the output set. On the other hand, the shape of the part of the boundary B i , C i , i = 1, 3 is affected by the correlation between the DMUs. The curvature increases for decreasing correlation.
2 The shape of the output set P OP (1; α) is not affected by a possible correlation between DMUs. Hence, the part of boundary C i , D i , i = 4, 6 are linear segments contrary to the corresponding segments in the set P LLT (1; α). The model hence ignores the fact that the confidence region for a strict convex combination of DMU1 and DMU2 is typically smaller than the region for each of the DMUs. On the other hand, any correlation between the two outputs is reflected in the model and the estimated frontier, since it is reflected in the shape of confidence regions. The confidence regions will in the general case be ellipsoids with a shape that reflects the correlation.
3. Assume that we believe that the best practice frontier should at least be above any output vector in confidence regions (or Cartesian products of confidence intervals) at a given probability level for all DMUS. Hence, a frontier is wanted, where the probability of an outcome on the "wrong" side of the frontier is small, say 15%. Looking at Figure 1-2 we have the following choice. The model (1) with α = 1 − 0.85 produces the frontier given by A 3 , B 3 , C 3 , D 3 and the model (3) with α = 0.85 produces the frontier A 6 , B 6 , C 6 , D 6 , E 6 , F 6 . Evaluating the mean output from DMU3, we get approximately the same result. The difference in results reflects two things: i) divergence in the shape of confidence regions in the two models, and ii) the fact that L OP (1; α) ignores that the correlation between DMU 1 and DMU 2 is probably not perfect. If we want to get approximately the same results from the two models then we should either specify α = 0.15 in the LLT-model and α = 0.85 in the OP model, or vice versa specify α = 0.85 in the LLT-model and α = 0.15 in the OP model.
3 The LLT-model and the OP-model.
I this section we provide a general discussion and a comparison of the two models, the LLT-and the OP-model. We demonstrate that both models under some assumptions and conditions on the chosen probability levels do have a Lagrangian dual which can be expressed in closed form. Both models can be regarded as convex programming models. Hence, (under some conditions) the Lagrangian duals exist and since duality gab is zero the duals provide valuable information if they can be expressed in closed form. Similarities and differences are highlighted by deriving and comparing these Lagrangian duals to the LLT and the OP model. We will show that the structure of the dual to the OPcertainty equivalent compares directly with the structure of the LLT-certainty equivalent 5 and these similarities suggest that combining the two models should be possible. This idea will be taken up in next section.
A model using marginal chance constraints is often formulated from a set of deterministic linear constraints, where the constraints corresponding to the rows in the constraint matrix are transformed to probabilistic constraints by considering the row vectors as random vectors. Hence, a peculiar feature in such formulations is the fact that such a model can represent correlation across columns in the constraint matrix but not across rows in this matrix. To represent the correlation among the rows one can either use joint chance constraints 6 (Miller and Wagner 1965) or one can use a dual formulation of the deterministic 5 The structure of the dual of the LLT-certainty equivalent likewise compares directly with the OP-certainty equivalent, but this comparison is left for future research.
6 Using joint chance constraints implies problems related to degrees of fredom. For example, the joint probabilities in a chance constrained primal DEA model (see Cooper et al. (1998) ) with 1000 inputs will be very low.
linear programming problem as the basic structure for imposing a probabilistic structure onto the constraints.
Let us use the same notation as above with s outputs Y 1j , . . . Y sj and m inputs X 1j , . . . X mj for j = 1, . . . , n DMUs, where both inputs and outputs now are random variables. As before, let the mean vector of the inputs and outputs be denoted by X 1j , . . . X mj and Y 1j , . . . Y sj for j = 1, . . . , n. Furthermore,
To simplify the exposition and comparison of the two models, and to allow for Lagrangian duals of the two models we will assume that the output and input vectors are random vectors from a n × (s + m) symmetric distribution with equal variances and no correlation between these s+m components. This simplification is made only to accommodate the wish for a presentation of the general ideas made as simple as possible. All major results of this paper hold true with more general n × (s + m) symmetric variance-covariance matrix, as shown in a technical background paper (Olesen 2004 ) available on request 7 . Let us evaluate the LLT-efficiency of a particular realization (x 1 , . . . , x m , y 1 , . . . , y s ). The LLT chance constrained formulation and the corresponding certainty equivalent with no correlation between DMUs (here also homoscedacity 8 ) can be expressed as follows:
LLT-certainty equivalent: min θ s.t.
where η −1 is the fractile corresponding to the chosen probability level α. Notice that the Lagrangian dual (sometimes called the minimax dual) to (8) exists, since the feasible set for η ≥ 0 is a convex set 9 . Hence the LLT-certainty 7 The paper is availible from the authors homepage www.sam.sdu.dk/~ole. 8 The assumption of homoscedacity is easy to relax as long as we assume that all variancecovariance matrices can be written as a scalar times a common matrix. More general structures on the set of variance-covariance matrices requires a more complex dual formulation, see the technical background paper. 9 f (x, y) = k(x, y)k 2 = p x 2 + y 2 is a convex function.
equivalent is a convex programming problem, assuming η ≥ 0, and duality gab is zero, see e.g. Theorem 1 ( (Lasdon 1970 ) page 435 reproduced here as theorem 2:
Theorem 2 (Duality Theorem for Convex Programs). Let S be a convex subset of E n , f a convex function defined on S, and g (x) an m vector of convex functions defined on S. Assume that there exists a point x ∈ S such that g (x) < 0. Then, if x 0 solves the primal problem, minimize {f (x) |g (x) ≤ 0, x ∈ S} there exist a vector u 0 ≥ 0 which solves the dual, maximize {h (u) |u ∈ D} and h ¡ u
However, for convex programming problems it is often impossible to express the Lagrangian dual in closed form. As shown in appendix the simplified distributional assumptions employed here 10 (and η ≥ 0) allow for the following dual of the LLT-model in closed form:
Next, let us evaluate the OP-efficiency of a particular realization (x 1 , . . . , x m , y 1 , . . . , y s ). The OP chance constrained formulation and the corresponding certainty equivalent with no correlation between inputs, between outputs and between inputs and outputs (here also homoscedacity 11 ) can be expressed as follows:
OP-chance constrained DEA, multiplier form max u t y s.t.
10 As mentioned it is possible to relax these assumption and still obtain the dual in closed form. However the proofs are very technical, and will not be presented here, see technical background paper for details.
11 See footnote 7.
where again κ −1 is the fractile corresponding to the chosen probability level α. Notice again that the Lagrangian dual to (11) exists, since the feasible set for κ ≥ 0 is a convex set. Hence again there is no duality gab. In appendix it is shown that if κ ≥ 0 the Lagrangian dual of the OP-model in closed form is
We will now use these Lagrangian duals to illustrate the differences in structure of the two model. Let us consider in general terms the set of inefficient and efficient realizations determined implicitly from the programs (8) and (11) by the following two definitions 12 :
Definition 3 A LLT-inefficient realization is a m + s dimensional input output vector (x 1 , . . . , x m , y 1 , . . . , y s ) which in (8) gets an optimal value of θ less than one. A LLT-efficient realization gets a θ equal to one.
Definition 4 An OP-inefficient realization is a m+s dimensional input output vector (x 1 , . . . , x m , y 1 , . . . , y s ) which in (11) gets an optimal value of the objective function less than one. An OP-efficient realization gets an optimal value of the objective function equal to one.
For comparison reasons we reformulate the model , and the OP-dual (12) asking for min θ subject to the requirement that the realization (θx, y) has to belong to either the PPS T CCR LLT (η) or the PPS T CCR OP (κ) , where:
B 2 (c, t) is the set of vectors of the form c + ε, with kεk 2 ≤ t. Hence, solving (8) 
Weaknesses within each of the two approaches:
Each of these two models (8)- (9) and (11)- (12) are characterized by ignoring certain aspects of the correlation of random input output vectors of the DMUs. The LLT model ignores the correlation between inputs between outputs and between inputs and outputs. A related weakness illustrated in Figure 1 in section 3 is that the set of inefficient realizations from such vectors, i.e. realizations deemed inefficient by program (8) or (9), are dominated with reference to points expressed by a non-linear envelopment of extreme points on the boundary of the Cartesian product of the confidence intervals for the input output vector for each DMU. The OP-model also envelopes confidence regions but uses the joint confidence regions and not the Cartesian products of the intervals. On the other hand the OP-model uses a linear envelopment of the joint confidence regions and ignores correlation between DMUs. The OP-model hence ignores the fact that a convex combinations of DMUs with equal covariance matrices will not in general preserve this covariance matrix. Except for the case of perfect correlation, the variances on the diagonal will decrease for such a convex combination, assuming identical distributions. Hence, it is problematic to envelope these confidence regions in a piecewise linear fashion. Figure 2 illustrates the three sets of inefficient realizations from the OP-model for probability levels α ∈ {15%, 50%, 85%} for the case where there is no correlation between the inputs.
The weakness of the OP-model compared to the LLT-model is illustrated by the linear segments C i , D i , i ∈ {4, 6}. These segments ignore the fact that the confidence region of the e.g. 0.5 (Y 11 , Y 12 ) + 0.5 (Y 21 , Y 22 ) is in general smaller than the corresponding regions for (Y j1 , Y j2 ), j = 1, 2.
model comprises both the LLT-and the OP-model as special cases. We present some possible modifications of the LLT-and the OP-model in the sense that if one model lacks characteristics which the other model possesses then the dual programs in (9) and in (12) is used to "add" these wanted characteristics to the model. Since the dual of the LLT-model (9) only is defined for η ≥ 0 and the dual of the OP-model (12) only is defined for κ ≥ 0 we have the following two "merge"-possibilities:
1. The LLT (η < 0)-model can be merged with the OP (κ ≥ 0) in dual form 2. The OP (κ < 0)-model can be merged with the LLT (η ≥ 0) in dual form
In this paper focus on 1. while 2. is left for further research. Figure 2 clearly illustrates that perfect correlation between the DMUs in the sample is implicitly assumed when using the OP-model; we impose linear segments enveloping the confidence regions. If this type of correlation is not present then the shape of the frontier in between the confidence regions should be corrected to reflect this fact. Consider an evaluation in Figure 2 of the OP-efficiency of say the input output vector (1,2,2). The reference DMU consisting of the sum of the two DMUs scaled by 0.5 will have a confidence region
contrary to the confidence regions in output space for (Y j 1 , y j 2 ) , j = 1, 2 :
for the two DMUs. Hence, a straight forward modification of (14) leading to a "merged" PPS T LLT OP (κ) is (14) is replaced in (15) with kλk 2 . The specification of the production possibility set as T LLT OP (κ) corresponds to the following LLTOPmodel
Notice, that T LLT OP ⊆ T OP . As shown more formally in the following theorem, model (16) 
implies that the resulting model [(17a.1-2,5-6) combined with (18)] and (16) are equivalent.
Remark 6
Combining the two models we can either choose to consider the Cartesian products of confidence intervals from the LLT-model as an outer or inner approximation to the joint confidence region from the OP-model. Consider the trivial case with only one DMU, i.e. only one random output input vector provides T CCR LLT as the tightest inner approximation, and we get in this case that the set of feasible solutions in program (17a) is a subset of the set of feasible solutions in (16).
Remark 7
The constraints (17a.1-4) constitute the LLT-model in the primal (envelopment) version. The constraints and (17a.1-2,5) constitute the OP-model in the dual (multiplier) version. The constraints (17a.3-4) describe the merger of the models. Combining e.g. the output constraints (17a.1) and (17a.3), we get
Hence, we constrain the "OP-deviation" from the CCR frontier (the contingency term ξ 
is constrained too little (outer approximation). Using (18) corresponds to the smallest joint confidence region containing the Cartesian products of confidence intervals (see Figure 4) . 
Notice, that both RHS and LHS are non negative. Squaring and summing gets°°ξ
which is the (16.3) constraint and since kλk 2 ≤ kλk 1 for all λ ∈ R n + we have°°¡
Hence, (17a.5) is redundant. ii) (18) corresponds to (16.3) and (18) makes (17a.5) redundant. Hence, (17a.1 − 2),(18) is equivalent to (16).
In the technical background paper this theorem is generalized to a more general class of variance-covariance matrices.
6 Discussion and Conclusions.
Focus in this paper is on two different approaches, both using chance constrained programming to handle DEA based on stochastic data for inputs and outputs. Land et al. proposed in 1993 a model (the LLT-model) imposing chance constraints on a DEA formulation in envelopment form while Olesen and Petersen in 1995 suggested a similar model (the OP-model) imposing chance constraints on a DEA formulation in multiplier form. In this paper we provide a general discussion and a comparison of the two models. We demonstrate that both models under some assumptions and conditions on the chosen probability levels do have a Lagrangian dual which can be expressed in closed form. Since duality gab is zero these duals provide valuable information, especially regarding the difference in structure of the two models. We focus on the fact that the structure of the Lagrangian dual to the OP-certainty equivalent compares directly with the structure of the LLT-certainty equivalent. This allow us to determine directly how and why the functioning of the two models differ.
Clearly these two approaches are related. Both models are based on the same type of argument used to relax certain constraints in the sense, that these constraints are not required to hold for any outcome of the random output vectors. However the two models behave very differently, and the choice between these two models can be confusing. This paper provide an analysis of the similarities and differences in order to provide guidance for the proper use of these models. Practitioners wanting to use a CCDEA formulation to allow for random noise in data or to perform a sensitivity analysis as suggested by (Grosskopf 1996) , should be careful when choosing between these model, and should be aware of how the specification of the probability levels affect the form and location of the best practice frontier. Details of these matters are provided in section 2.
Following (Grosskopf 1996 ) the chance constrained DEA can be viewed as methods to handle situations where there may be noise present in the part of the data that spans the piecewise linear efficient frontier in DEA. Hence chance constrained DEA allows for a sensitivity analysis, an idea first proposed by (Aigner and Chu 1968) . Following this approach, the best practice frontier output is allowed only to be constrained to be greater than or equal to observed output in at least some percent of all the cases. Hence, a smaller fraction of the observed output will be allowed to be "on the wrong side" of the frontier. (Timmer 1971) took up this same idea. The OP-model is closely related to these suggestions of Aigner and Chu and of Timmer. The major difference is the choice of functional form of the deterministic frontier. The OP-model does not use a specific parametric functional form but uses a non-parametric piecewise linear functional form defined from a CCR DEA model. The deterministic frontier is then relaxed by replacing deterministic constraints by chance constraints. The probability level in these chance constraints determines to what extent realizations on the wrong side of the frontier is allowed. Notice, that the model provides non-decreasing production possibility sets for the probability level approaching one.
It is announced in (Land et al. 1993 ) that the objective behind the proposed LLT-model follows the same idea. Stochastic variation around the frontier is allowed but with a requirement that the major part of the observations has to be located on one side of it. Observations should not exceed best practise too often. We show in section 2 and 3 that the set of constraints in the LLT model based on a probability level close to but strictly below one implies that best practice frontier output is pushed so far down towards origin that only a small fraction of the observations is located below this best practice. Hence, with a large sample size, almost all the observed output will be will be realized "on the wrong side" of the frontier. The production possibility set in the LLT model is, contrary to the OP-model, non-increasing for the probability level approaching one. These important differences on how the OP-and the LLT model behave are important to keep in mind, if the model is applied to real data.
The Lagrangian dual of the LLT-and the OP-model are of special interest because both models can be regarded as convex programming models under appropriate assumption on the probability level. Hence, the Lagrangian duals exist and duality gab is zero. A distinct contribution of this paper is to demonstrate that both models under conditions on the chosen probability levels do have a Lagrangian dual which can be expressed in closed form. These closed form expressions of the duals allow us to highlight similarities and differences by comparing a dual formulation of one model to the primal formulation of the other. It is here of special interest to trace by the Lagrangian dual how the correlation is represented in the models. Focus is on a comparison of the structure of the dual to the OP-certainty equivalent and the structure of the (primal) LLT-certainty equivalen. Comparing these two model formulations allow us to merge certain nice characteristics of the LLT-model into the dual formulation of the OP-model.
Weaknesses of the each of the two models are discussed. One of weaknesses of the OP-model that we deal with is that the model ignores the fact that a convex combination of e.g. two identical distributed random input output vectors has a lower variance than the random vectors themselves, except for the case where the input output vectors are perfectly correlated. The LLT-model on the other hand explicitly incorporates this dependence of the variance of the scaling of the random vectors. By imposing certain characteristics from the primal LLT-model onto the dual OP-model we end up with a combined model that shares the LLT-model's procedure for constructing confidence regions of convex combinations. More formally we show, that this merged model reflects the impact from correlation both across decision making units and across inputouputs and is a more general model in the sense that it comprises both the LLT and the OP-model as special cases.
Assume that we do not know whether or not the true PPS is convex and let the LLTOP-model provide a consistent estimator 13 . What happens if the true PPS is convex and we introduce non-convexities by the "LLTOP-estimator" of the PPS? Firstly, notice that in this case the non-convexities of the estimated PPS will disappear asymptotically. Secondly, consider the case where the correlation among the DMUs is not perfect, i.e. the case where the piecewise linear envelopment of the confidence regions is problematic. For a fixed sample size and using the LLTOP-estimator, consider an inefficient DMU dominated by a point on the frontier generated from a virtual DMU corresponding to a combination of many DMUs. Hence, a linear envelopment (the OP-model) will estimate a larger amount of relative inefficiency compared to the LLTOP-model. Hence, the LLTOP model provides, in the "DEA-spirit" a more conservative estimate of the inefficiency. This more conservative estimates corresponds to allowing the score to reflect the fact, that we do not know what it going to happen, for increasing sample size, in the cone spanned by the DMUs forming this dominating virtual DMU. Notice, that the usefulness of these more conservative estimators is particularly important in small sample. Hence, we would expect the LLTOPestimator to perform better on small samples compared to the OP-model. Finally, one should observe, that there is a relationship between the OP-, the LLT-and the proposed LLTOP-model and the recent Imprecise Data Envelopment Analysis (IDEA) approach, where the input output vectors from the DMUs being evaluated is allowed to be specified as belonging to e.g. certain intervals, see (Cooper, Park and Yu 1999) , (Cooper, Park and Yu 2001) . However, the IDEA has been derived as a non-probabilistic approach.
8 Appendix 2: Proofs of the Lagrangian duals assuming that all variance-covariances matrices are identity matrices.
9 Two Lemmas.
In this appendix we will use the following notation:
e p ∈ R p is a p − vector of ones
x 2 j 10 Dual formulations to the LLT-and the OPmodels (no correlation between DMUs in the LLT-model and between inputs, outputs and inputs and outputs in the OP -model).
Let us consider a radial efficiency evaluation of a mean vector from DMU j 0 (X j 0 , Y j 0 ) regarded as a realization, i.e. a random vector with zero variance. Let us first consider the (Land et al. 1993 ) chance constraint formulation with no correlation between DMUs (here also homoscedacity):
LLT-Primal: min θ s.t.. 
where η −1 ≡ F −1 (p) ≥ 0. Assuming
