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Abstract: We develop a new method for computing minimal state variable solutions (MSV) to Markov-
switching rational expectations models. We provide an algorithm to compute an MSV solution and show 
how to test a given solution for uniqueness and boundedness. We construct an example that is calibrated 
to U.S. data and show that the MSV solution in our example is unique. This solution can potentially explain 
in three different ways the observed reduction in the variance of inflation and the interest rate after 1980: 
The policy rule might have changed, the variance of the fundamental shocks might have fallen, or the 
private sector equations might have been different across regimes. We compare these three explanations 
for the change in variance and show that any one of them can potentially account for the facts. Our paper 
provides the necessary tools for a future empirical study of this issue. 
 
JEL classification: C61, C62 
 
Key words: regime switching, volatility, rational expectations  
 
 
MINIMAL STATE VARIABLE SOLUTIONS TO 





I.  INTRODUCTION 
 
   Following the introduction of vector autoregressions (VARs) to macroeconomics 
by Christopher Sims (1980) it was quickly realized that it is difficult to find 
macroeconomic applications for which model parameters remain stable over long 
periods of time. One approach to parameter instability, pursued by Richard Clarida, 
Jordi Galí and Mark Gertler (2000, CGG), and followed up by Thomas Lubik and 
Frank Schorfheide (2004, LS), is to break the sample into sub-periods and to estimate 
regime-dependent structural models in which one or more of the model’s parameters 
are different across regimes. This is not entirely satisfactory since forward looking 
agents living in a world in which parameters are known to change occasionally would 
be expected to take possible parameter change into account when forming their 
expectations. 
 
   An alternative approach to parameter instability, suggested by the work of James 
Hamilton (1989) and pursued in a complete macro model by Christopher Sims and 
Tao Zha (2006), is to estimate a backward-looking vector autoregression (VAR) with 
regime dependent parameters. Their approach has its limitations since it does not 
allow for the presence of forward-looking components that are present in a dynamic 
stochastic general equilibrium (DSGE) model. To allow for change in the structural  SWITCHING RATIONAL EXPECTATIONS 2
parameters of a model of this kind, we need a method for solving rational expectations
models that incorporates regime change. This paper provides such a method.
Our approach is to expand the state space of a Markov switching rational expec-
tations model (MSRE) and to write an equivalent model in this expanded space that
has state-invariant parameters. We deﬁne a class of minimal state variable solutions
(McCallum 1983, MSV) to the expanded model and we prove that any MSV solution
is also a solution to the MSRE. We provide a set of necessary and suﬃcient condi-
tions for the MSV solution to be unique and we show that MSV solutions can be
characterized as a vector-autoregression with regime switching, of the kind studied
by Hamilton (1989) and Sims and Zha (2006).
The class of solutions we identify is large, but it is not exhaustive. In a related
paper (Farmer, Waggoner, and Zha 2006) we provide an example of a model with
a unique MSV solution and we provide conditions under which this example also
has a continuum of non MSV sunspot solutions.
1 In this paper, however, we study
only the MSV solutions. The MSV solution is arguably the most interesting class to
study since it is often stable under real time learning (Evans and Honkapohja 2001),
(McCallum 2003).
In the second part of our paper, we provide an additional reason to be interested
in MSV solutions to MSRE models. Clarida et al have argued that inﬂation, interest
rates and output were all more volatile in the period before 1980 than after. Following
CGG, it has become common to argue that the change in volatility observed at this
time occurred because the Fed under Arthur Burns and William Miller followed a
passive monetary policy that permitted the existence of sunspot equilibria. According
to this interpretation of the data, the drop in volatility was a consequence of the
removal of an additional variance term that, under Burns-Miller, was contributed by
sunspots.
In Section XIII, we present a calibrated New-Keynesian model of the kind estimated
by Lubik and Schorfheide (2004) over two separate policy regimes. Unlike LS, we ﬁx
all of the parameters of the model except for the inﬂation coeﬃcient on the Taylor rule
and we show that this model possesses a unique MSV solution. Under our calibration,
t h em o v ef r o map a s s i v et oa na c t i v er e g i m el e a d st oar e d u c t i o ni nt h ev a r i a n c eo f
output, inﬂation and the interest rate, of the same magnitude as observed in the data
even when the standard deviation of all of the shocks is the same across regimes,
as conjectured by Beyer-Farmer (2003). In contrast, Stock and Watson (2003) and
Sims Zha (2006) studied a backward-looking Markov switching model and found no
evidence in favor of changes in monetary policy. Instead, they attributed the change
1A sunspot solution is one where the state variables are functions of an extraneous random variable
(Cass and Shell 1983). In Farmer, Waggoner, and Zha (2006), current state variables depend on
expectations of future variables, but not on lagged state variables, and we show that there always
exists a sunspot solution to the MSRE model when the parameters of the model in at least one regime
would lead to indeterminacy if that regime were an absorbing state. This contradicts the results in
Davig and Leeper (2005) who claim that determinacy of equilibrium depends on the probabilities
c o n t a i n e di nt h eM a r k o vt r a n s i t i o nm a t r i x .SWITCHING RATIONAL EXPECTATIONS 3
in the time series behavior of the variables to time variation in shock variances. To
examine the plausibility of this explanation we compare the policy change model with
an alternative in which there are changes to the shock variances of the forward looking
structural model.
II. How our Method Differs from Previous Approaches
Consider a structural linear rational expectations model with variables xt and con-
stant parameters, where xt may include unobservable expectations conditional on
date t i n f o r m a t i o n .T h es o l u t i o nt oam o d e lo ft h i sk i n dc a nb ed e s c r i b e da saV A R
in xt. Now consider an extension that allows the structural parameters to be func-
tions of a state ξt that is itself governed by a Markov chain. This is the model that
we will study in this paper. Although our model is linear in xt, it is non-linear in the
complete set of state variables {xt,ξt} since its parameters, which are functions of ξt,
enter the model multiplicatively with xt.
Troy Davig and Eric Leeper (2005) and Davig, Leeper and Hess Chung (2003) have
provided examples of models that are non-linear in both variables and parameters.
The Davig-Leeper examples are more general than the linear-in-variables model that
we consider here and, in certain special cases, they can be solved explicitly. However,
the Davig-Leeper approach relies on special assumptions that cannot easily be gen-
eralized and even if their solution algorithm could be extended to a general class of
non-linear variable-parameter rational expectations models, their method still does
not provide a way of establishing that a proposed solution is unique or even that it
is bounded and hence consistent with the transversality conditions of the structural
model (Farmer, Waggoner, and Zha 2006).
Lars Svensson and Noah Williams (2005, SW) have developed an algorithm to
compute a solution to a large class of linear-in-variables regime-switching models that
is closely related to the class that we discuss in this paper. However, the SW solution
method also lacks a diagnostic to inform the experimenter when the solution is unique
and their algorithm may converge to a unique solution, to one of a set of indeterminate
solutions, or to an unbounded stochastic diﬀerence equation that violates appropriate
transversality conditions. In contrast, the method we describe in this paper computes
a solution to a large class of variable-parameter linear rational expectations models
and, within this class, it identiﬁes whether the solution is unique, indeterminate or
unstable. In this latter case, equilibrium (deﬁned as a bounded stochastic process)
fails to exist.2
Our approach builds on unpublished notes by Roger Farmer, Eric Leeper and Troy
Davig (FLD) that describe a possible method for solving a linear rational expecta-
tions model by expanding the state space in a way that mimics existing techniques for
2Our method co-incides with the SW solution when the equilibrium is unique and has the added
advantage of identifying the conditions for determinacy, indeterminacy and existence. In Appendix
A, we show that the SW method will often converge to indeterminate equilibria or to unbounded
solutions (non-existence).SWITCHING RATIONAL EXPECTATIONS 4
ﬁnding a vector autoregressive representation of a Markov chain. The FLD approach,
although promising, failed to maintain the important property that expectational
errors must be mean zero. This omission is fatal because it gives incorrect results;
remedying this error has proved to be a challenging task. This paper solves this prob-
lem and provides a way of converting a variable-parameter linear rational expectations
model into an equivalent constant parameter model in a larger state space.
III. The Constant Parameter Model









































where xt is an n×1 set of endogenous variables, a1,a 2,b 1,b 2,ψ,and π are conformable
parameter matrices, εt is a k × 1 vector of i.i.d. random variables and ηt is an   × 1
vector of endogenous shocks, deﬁned by the second   rows of this system.
As an example, consider the model
yt = aEt [yt+1|Ωt]+byt−1 + σεt, (2)



























The ﬁrst n−  equations of the model deﬁne the evolution of xt as functions of lagged
variables and fundamental shocks. The second   equations deﬁne the endogenous
errors. We partition the parameter matrices conformably and refer to the parameters
of the ﬁrst block of n−  equations with the subscript 1 and to the second block of  
equations with the subscript 2.
A solution to Equation (1) is a bounded stochastic process {xt}. Chris Sims (2001)
provides a solution algorithm and sets of conditions on the matrices A,B,Ψ and Π
under which there exists a unique solution, no solution or multiple solutions. Ex-
istence of a solution requires that the endogenous shock ηt can be adjusted every
period to keep the system in a linear subspace for which solutions remain bounded
and it depends on the properties of the matrices Ψ and Π a n do nt h er o o t so ft h e
characteristic equation of the matrix pencil |A − λB| =0 .3 When a unique solution
3The roots of this characteristic equation are known as generalized eigenvalues of {A,B}. For a
deﬁnition and discussion of the pencil of a quadratic form see Gantmacher (2000, Volume 1, page
310).SWITCHING RATIONAL EXPECTATIONS 5
exists it has a representation in the form
xt = Γ1xt−1 + Γ2εt. (3)
Economic data often cannot be described by constant parameter models and James
Hamilton (1989) amongst others, has suggested that reduced form models be de-
scribed instead by VARs in which the parameters change occasionally. For example,
the vector xt might be described by the equation:
xt = Γ1 (ξt)xt−1 + Γ2 (ξt)εt, (4)
where ξt follows a Markov chain. Models of this kind have proved quite successful at
describing the behavior of gdp and they have been applied by Sims and Zha (2002)
to describe the behavior of inﬂation, interest rates and output. But how are reduced
form Markov switching models related to structural rational expectations models? It
is this question to which we now turn.
IV. The Markov Chain as an AR Process
The technique we will use to solve variable-parameter linear rational expectations
models is based on an extension of the method, described in Hamilton (1994, page
679), by which a Markov chain can be described by an autoregressive process. In this
section we explain this method and in Section V we show how it can be generalized
to forward looking systems.
Let ξt be a two-state Markov chain with transition matrix P and deﬁne a pair of
variables zi,t,i∈ {1,2} such that zi,t = ξt if ξt = i and zero otherwise. Since the
columns of P are conditional probability distributions the elements of P, denoted




Let vit be the diﬀerence between the realization of zit and its conditional mean and
write zt as a vector-valued process:
zt = Pz t−1 + vt, (5)
where the vector vt,d e ﬁned as,
vt = E (zt|Ωt−1) − zt, (6)
has zero conditional mean. The conditional distribution of vt is chosen to ensure that
the state variable zt satisﬁes the property,
zit =
⎧
⎪ ⎪ ⎪ ⎪ ⎨











, for all t.( 7 )SWITCHING RATIONAL EXPECTATIONS 6
To keep zt in the appropriate space, the conditional distribution of vt must depend on
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if ξt =2 .

































The following sections show how to extend the idea that a Markov chain has an
autoregressive representation to the general linear rational expectations model. In the
extension we will exploit the fact that the autoregressive representation has constant
state-independent parameters to ﬁnd a solution method for regime switching models
with rational expectations.
V. The Markov-Switching Model
This section introduces a class of Markov-switching rational expectations models
and in Sections VI—IX we show how to compute a minimal state variable solution to
models in this class by expanding the state space. In Section X we present formal
deﬁnitions and we prove that a solution to the expanded model is also a solution to
the original Markov switching model. We discuss the properties of equilibrium and
we show that the conditions governing existence and uniqueness are more complex
than in the case of single regime models. We propose a class of minimum state
variable solutions (McCallum 1983, MSV) and we demonstrate that when a unique
equilibrium exists, it is in this class. Our algorithm can also identify an MSV solution
to models with indeterminate equilibria (when one exists) and it produces a diagnostic
that alerts the researcher to the presence of multiplicity or to the non-existence of a
bounded solution.SWITCHING RATIONAL EXPECTATIONS 7









































x0 =¯ x0, (9)
where ξt follows an h−state Markov chain, h ∈ H ≡ {1,...h}, with stationary transi-
tion matrix P. The fundamental equations of (8) are allowed to switch across regimes
but the parameters a2,b 2 and π which deﬁne the non-fundamental shocks do not de-
pend on ξt.4
Informally, a solution to Equation (8) is a pair of bounded stochastic processes
{xt,η t}
∞
t=1 such that {xt,ηt}
∞
t=1 is consistent with Equation (8) for all realizations of
{ξt,ε t}
∞
t=1. We know from the properties of the constant-parameter model that the
conditions for existence and uniqueness of a solution will depend on the generalized
eigenvalues of {A(i),B(i)}
h
i=1. In this paper we will restrict our attention to MSV
solutions which we deﬁne, (roughly speaking), to be solutions with the additional
property that there exists a family of h, (n −  )×n matrices {φi}
η
i=1 such that φξtxt =
0. We present a formal deﬁnition in Section X.
VI. Expanding the State Space
In Sections VI, VII, and VIII we assume the existence of an MSV solution to Equa-
tion (8) and we show how to write an equivalent model that is linear in variables and
has constant parameters. Section IX shows the relationship between the equivalent
model and the original MSRE model.
First, we write Equation (8) as follows,
























W en o ws h o wh o wt od e ﬁne an expanded state state vector Xt and constant parameter
matrices A,B,Ψ and Π such that system (10) can be written as follows,
AXt = BXt−1 + Ψut + Πηt. (13)
We are interested in the existence and uniqueness of an MSV solution to (10) and
for this purpose Equation (13) is a useful way of representing the model because it
4We have not found interesting economic examples that cannot be put into this form and we
believe our structure is general enough to encompass most models that economists may be interested
in. It is possible that our method may be extended to consider models in which the nonfundamentals
are regime dependent but we do not consider that case here.SWITCHING RATIONAL EXPECTATIONS 8
has constant parameter matrices, A,B,Ψ and Π and because the shock vectors ut and
ηt have zero means. These properties allow us to use known techniques to compute
a solution.
VII. Definitions of the Parameter Matrices
We begin by assuming the existence of a family of matrices {φi}
h
i=1 where each
φi has dimension   × n and has full row rank. Later, we will show how to express















































VIII. Definitions of the Shocks
We now introduce deﬁnitions of the shocks ut and ηt.L e t In denote the n × n
identity matrix, let ei denote the ith column of Ih,a n dl e t1h be the h-dimensional
column vector of ones. Let Xt ∈ Rnh be an arbitrary vector of dimension nh × 1.
Next deﬁne h matrices Si for i ∈ {1,...h} as follows
Si
(n− )h×nh
=( diag [b1 (1),···,b 1 (h)]) × [(ei1
0
h − P) ⊗ In],( 1 8 )
Equation (18) generates a matrix of dimension (n −  )h×nh where b1 (i) has dimen-
sion (n −  )×n and P is h×h. Si consists of h2 blocks each of which is (n −  )×n.
For j 6= i the j0th row-block of Si contain terms of the form −pjkb1 (j). The i0th
row-block contains terms of the form (1 − pik)b1 (i).










, (19)SWITCHING RATIONAL EXPECTATIONS 9











The error term ut contains two kinds of shocks that we refer to as switching shocks








turn on or oﬀ the appropriate blocks of the model to represent the Markov dynamics.
The normal shocks, represented by the terms
eξt ⊗ εt, (22)
carry the fundamental errors that hit the structural equations, distributed to the
appropriate block of the expanded system.
It is important for our solution technique that the errors have mean zero. Since
ξt is uncorrelated with εt, and since εt has mean zero, the normal shocks satisfy this






































Hence, Et−1 [ut]=0 .
IX. The Relationship between the Expanded and the MSRE Form









. Now partition Equation (13) into three blocks
corresponding to the ﬁrst (n −  )h rows the next  h rows and the last (  − 1)h rows.
This partition corresponds to the three row blocks in Equations (15), (16) and (17).




0 for i 6= ξt
b1 (i)xt−1 + ψ (i)εt for i = ξt
,( 2 4 )




xi,t = b2xt−1 + πηt,( 2 5 )SWITCHING RATIONAL EXPECTATIONS 10
and the third block gives us the equation,
φixi,t =0for 1 <i≤ h.( 2 6 )
It follows that, when Xt has this additional structure, Equations (24) and (25) re-
produce Equation (10) hence, if {Xt,ηt}
∞
t=1 is consistent with Equation (13) then
{xt,η t}
∞
t=1 must be consistent with the original system. The remaining question is
concerned with whether the sequence {xt} is bounded and here, we will need to be
m o r ep r e c i s ea b o u tt h er o l eo ft h em a t r i c e sφi in the expanded system.
X. Definitions and Theorems
We begin by deﬁning formally what it means for a stochastic process to be a solution
to a Markov rational expectations model. We deﬁne a stochastic process {xt,ηt} to
be a solution to the model if it satisﬁes Equation (10) and if, in addition, the solution
remains bounded in expectation.




(1) The endogenous stochastic process {ηt} satisﬁes the property, Et−1 [ηt]=0 .
(2) xt is bounded in expectation in the sense that kEt [xt+s]k <M t for all s>0.
(3) {xt,η t}
∞
t=1 jointly satisfy Equation (10).
The complete class of solutions to an MSRE model is very rich and our computa-
tional experiments with these models suggests that sunspot solutions are pervasive.
In this paper we will concentrate on a class of minimal state variable solutions which
we deﬁne as follows.
Deﬁnition 2 (MSV Solution). Let {xt,η t}
∞
t=1 be a solution to Equation (10). {xt,ηt}
∞
t=1
is a minimum state variable solution if and only if:
(1) There exist minimal state matrices χi for 1 ≤ i ≤ h such that χξtxt =0for all
t ≥ 0.
(2) If {˜ xt,˜ ηt}
∞
t=1 is any solution to Equation (10) such that ˜ χξtxt =0for all t ≥ 0
and the row space of ˜ χi contains the row space of χi, then the row space of ˜ χi equals
t h er o ws p a c eo fχi.
Our deﬁnition is consistent with standard usage, for example, Evans and Honkapo-
hja deﬁne a minimal state variable solution of a linear diﬀerence equation to be one
which “depends linearly on a set of variables...such that there does not exist a solution
which depends linearly on a smaller set of variables” (Evans and Honkapohja 2001,
page 176). Condition (2) states that the minimal states matrices are as large as pos-
sible and hence the variables are restricted to subspace whose dimension is as small
as possible.
Our ﬁrst theorem concerns the relationship between MSV solutions to the expanded
model and MSV solutions to the original model. Note that our deﬁnition of a minimal
state variable solution applies when h =1and hence the MSV solution to Equation
(13) is well deﬁned.SWITCHING RATIONAL EXPECTATIONS 11
Theorem 1. Suppose {xt,ηt}
∞
t=1 is a minimum state variable solution of Equation (10)
and let χi,f o r1 ≤ i ≤ h, be the associated minimal state matrices. Suppose further
that χi is of dimension qi × n,a n d
Ph
i=1 qi ≥  (h − 1).F o r 1 ≤ i ≤ h,l e tφi be any
qi × n submatrix of χi such that
Ph











then Xt = eξt ⊗ xt is a solution of Equation (13).
Proof. See Appendix. ¤
If we know the matrices χi associated with an MSV solution to Equation (10) then
Theorem 1 tells us that there will typically be many ways to pick the matrix Φ that
is needed to deﬁne A in Equation (13). For example, if qi =   for all i ∈ H then
o n ep o s s i b l ec h o i c ef o rΦ is to set φ1 to the empty matrix and choose φi = χi for
i =2 ,...h. This would be consistent with the deﬁnition of Φ given in Equation (14).
More generally, this deﬁnition implies that there are other ways of deﬁning Φ that do
not conform to the structure of Equation (14).
So far we have said nothing about how to ﬁnd the matrix Φ. The following deﬁnition
of the unstable component of {A,B} is designed to lead up to a theorem that enables
us to compute Φ.
Deﬁnition 3. Let QSZ = A and QTZ = B be the QZ−decomposition of {A,B},
where the upper triangular matrices S =( si,j) and T =( ti,j) have been arranged so
that ti,i/si,i is in are in increasing order.5 Let q ∈ {1,2...,h} be the integer such that
ti,i/si,i < 1 if i ≤ q and ti,i/si,i > 1 if i>q .L e t Zu, partitioned as Zu =[ z1,···,z h],







has rank n for 1 ≤ i ≤ h and the row space of zi is equal
to the row space of φi for 2 ≤ i ≤ h,t h e na n ys o l u t i o n{Xt,ηt}
∞
t=1 of Equation (13)
with X0 = eξ0 ⊗ x0 will be of the form Xt = eξt ⊗ xt for all t,w h e r e{xt,η t}
∞
t=1 is a
solution of Equation (10).
Proof. See Appendix. ¤
Theorem 1 asserts an equivalence between an MSV solution to the original model
and an MSV solution to Equation (13), but since {χi}
h
i=1 and Φ are both unknown
this theorem is not of much help in computing a solution. In contrast, Theorem 2
suggests a way to compute Φ. For given Φ,w ec a nd e ﬁne A and given {A,B} we
can compute Zu =[ z1,···,z h]. In general the row space of zi, computed in this
w a y ,w i l ln o tb ee q u a lt ot h er o ws p a c eo fφi. However, in practice it is possible to
deﬁne {φi} as a ﬁxed point of a particular nonlinear map and to compute this ﬁxed
5The reader is referred to Gene Golub and Charles Van Loan (1996, page 375) for a discussion
of the QZ decomposition and to Sims (2001) for the application of the QZ method to solve linear
rational expectations models.SWITCHING RATIONAL EXPECTATIONS 12
point iteratively. Theorem 2 gives conditions which ensure that a solution of the
expanded system is a solution of the original system. The next two theorems give







has rank n for 1 ≤ i ≤ h and the row space of zi is
equal to the row space of φi for 2 ≤ i ≤ h.I f t h e r e e x i s t s a n  ×k matrix Λ such that
Z2 (Ψ + ΠΛ)=0 , then there exists a solution to Equation (10) and this is the only
solution of Equation (10) that satisﬁes the linear restriction φξtxt =0for all t>0.
Proof. See Appendix. ¤
Recall that the deﬁnition of a solution includes the restriction of boundedness. It is
easy to ﬁnd arbitrary mean zero sequences {ηt}
∞
t=1 that generate a stochastic process
{xt}
∞
1 , consistent with Equation (10). But these sequences will not in general be
bounded in expectation. Theorem 3, based on Lemma 1 from Lubik and Schorfheide
(2003)[page 277], provides a condition under which one can ﬁnd a sequence {ηt}
∞
t=1
which ensures that kEt [xt+s]k is bounded.
When a bounded solution exists, the matrix Λ deﬁnes the relationship between the
fundamental shocks εt and the endogenous errors ηt. These shocks are related to each
other by the equation
ηt = Λεt. (27)
The ﬁnal theorem in this section provides an answer to the question: How are
reduced form Markov switching models related to MSRE models?
Theorem 4. Suppose that {Xt,ηt}
∞
t=1 is a solution of Equation (13) and Xt = eξt ⊗xt
for all t ≥ 0.T h e n
xt = g1 (ξt)xt−1 + g2 (ξt)εt.
Proof. See Appendix. ¤
XI. How to Compute an MSV Solution and Check if it is Unique
Theorems 2, 3 and 4 work together in the following way. Let the superscript







i=2,d e ﬁne Φ0 using Equation (14) and generate the associated
matrix A0. Next, calculate Z0




i. This leads to a new matrix A1 and a new set of values for φ
1
i. repeat
this procedure and, if it converges, Theorem 2 implies that Equation (13) generates
sequences {xt,η t}
∞
t=1 that are consistent with Equation (10). To check that {xt}
∞
t=1 is
bounded in expectation apply the procedure described by Sims (2001) or Harald Uhlig
(1999) to check for existence and or uniqueness of a solution to Equation (13). If a
unique solution exists, Sim’s procedure generates the matrix Λ from Theorem 3 and
Theorem 4 implies that the solution can be written as a VAR with time dependent
coeﬃcients.
We end with a word of warning. Although our method identiﬁe st h eu n i q u eM S V
solution, if one exists, MSRE models often have many other solutions. In FarmerSWITCHING RATIONAL EXPECTATIONS 13
et al (2006) we construct an example of a purely forward looking model and we
parameterize it in two ways. The ﬁrst leads to the existence of a unique solution and
the second to multiple indeterminate solutions. We then consider an MSRE model
with an arbitrary transition matrix that switches between the two forward looking
models. In this environment we prove that the MSRE model always has a continuum
of sunspot equilibria whatever values we choose for the transition probabilities. Since
our example contains a unique MSV solution we conclude that uniqueness of the MSV
solution does not imply uniqueness in a larger class of solutions.
XII. An Illustrative Example
To illustrate how to use our method, consider the following simple dynamic equi-
librium model
yt = a(ξt)Etyt+1 + b(ξt)yt−1 +  t, (28)
where ξt ∈ {1,2} and  t is normally distributed with mean zero and variance σ2(ξt).
Here m =2 ,n=2and l =1 . If the MSV solution to (28) exists, it will have the
form
yt = g1(ξt)yt−1 + g2(ξt) t. (29)
To obtain the solution (29), we propose to write the original model (28) in the fol-
lowing expanded form,
AXt = BXt−1 + Ψut + Πηt, (30)
where ηt = yt − Et−1yt.
To construct A, B, Ψ,a n dut,w ed e ﬁne the matrices A1 and B1 as
A1 =
∙






p11b(1) 0 p12b(1) 0
p21b(2) 0 p22b(2) 0
¸
,





























for i =1 ,2.I f ξt−1 =1 ,t h e nx2,t−1 =0 ;i fξt−1 =2 , x1,t−1 =0 . It follows that
either the ﬁr s to rt h et h i r dc o l u m no fB1 will be zeroed out by Xt−1.I f ξt−1 = j,SWITCHING RATIONAL EXPECTATIONS 14
the nonzero element is p1jb(1) in the ﬁrst row and p2jb(2) in the second row. The























We now show how to construct the vector of fundamental shocks ut and the matrix
Ψ in such a way that one of the ﬁrst two rows is always zeroed out (by the shock) and
the remaining row is set equal to b(i) when ξt = i. Using the notation introduced in
Section VIII, we have
Sξt
2×4









(ι(ξt=1) − p11)b(1) 0 (ι(ξt=1) − p12)b(1) 0




















































The last equation in the expanded system (30) takes care of the zero restrictions
in regime 1, but we also need to make sure that when regime 2 occurs, x11,t and
x12,t are set to zero. To accomplish this, our method constrains the the solution Xt
to lie in the stable linear subspace. This constraint is imposed by deﬁning a vector
Z =[ z1 z2 z3 z4]0 such that
Z
0Xt =0 . (31)
Let φ1 = z3 and φ2 = z4.W h e nr e g i m e2 occurs at date t, Equation (31) restricts
the vector {yt,E tyt+1} and, in conjunction with the last equation of (30), it ensures









A second linear combination of these variables is set to to zero by the ﬁrst two
equations in (30). Hence, our method switches oﬀ the variables associated with the
regime that does not occur and it switches on the appropriate equations that govern
the evolution of yt and Etyt+1 in the regime that does occur.
Theorem 2 ensures that the solution to (30) is also the solution to the original
switching model (28). Consider an example in which a(1) = 0.3, a(2) = 0.7, b(1) =
0.2,a n db(2) = 0.5. If only one regime were to exist, the ﬁrst choice of parameter
values would cause this regime to be determinate and the second would cause it to
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there exists a unique MSV solution for which g1(1) = 0.2187, g1(2) = 0.8757, g2(1) =
1.0933,a n dg2(2) = 1.7513. In summary, this example shows that the existence and
uniqueness of an MSV solution to (30) depends, in general, on the values of the model
parameters in each regime and on the transition matrix P.
XIII. An Application to A Monetary Policy Model
In this section we present simulation results based on a calibrated version of the
New-Keynesian model and we use it to study changes in output, inﬂation, and the
nominal interest rate. Clarida, Galí, and Gertler (2000) and Lubik and Schorfheide
(2004) argue that the large ﬂuctuations in output, inﬂation, and interest rates are
caused by indeterminacy led by passive monetary policy. Sims and Zha (2006), on
the other hand, ﬁnd no evidence in favor of indeterminacy when they allow monetary
policy to switch regimes stochastically. Furthermore, they ﬁnd that once the model
permits time variation in disturbance variances, there is no evidence in favor of policy
changes at all (see also Cogley and Sargent (2005), Giorgio Primiceri (2005) and Uhlig
(1997)).
Once it is known that policy changes might occur, a rational agent should treat
these changes probabilistically and the probability of a future policy change should
enter into his current decisions. Previous work in this area has neglected these eﬀects
and all of the studies cited above study regime switches in a purely reduced form
model. We show in this section how to use the MSV solution to a MSRE model to
study the eﬀects of regime change that is rationally anticipated to occur. We use
simulation results to show that the persistence and volatility in inﬂation and the
interest rate can be the result of (1) policy changes, (2) changes in shock variances,
or (3) changes in private sector parameters. Hence, our method provides a tool for
empirical work, in which a more formal analysis of the data can be used to discriminate
between these competing explanations.
Our regime-switching policy model, based on Lubik and Schorfheide (2004), has
the following three structural equations:
xt = Etxt+1 − τ(ξt)(Rt − Etπt+1)+zD,t, (32)
πt = β(ξt)Etπt+1 + κ(ξt)xt + zS,t, (33)
Rt = ρR(ξt)Rt−1 +( 1− ρR(ξt)) [γ1(ξt)πt + γ2(ξt)xt]+ R,t, (34)
where xt is the output gap at time t, πt is the inﬂation rate and Rt is the nom-
inal interest rate. Both πt and Rt are measured in terms of deviations from the
regime-dependent state. The coeﬃcient τ measures the intertemporal elasticity of
substitution; β is the household’s discount factor and the parameter κ reﬂects the
rigidity or stickiness of prices.SWITCHING RATIONAL EXPECTATIONS 16
The shocks to the consumer and ﬁrm’s sectors, zD,t and zS,t,a r ea s s u m e dt oe v o l v e



















where  D,t is the innovation to a demand shock,  S,t is an innovation to the supply
shock, and  R,t is a disturbance to the policy rule. All these structural shocks are
i.i.d. and independent of one another. The standard deviations for these shocks are
σD(ξt), σS(ξt),a n dσR(ξt).
Lubik and Schorfheide (2004) estimate a constant-parameter version of this model
for the two subsamples: 1960:I-1979:II and 1979:III-1997:IV. In our calibration we
consider two regimes. The parameters in the ﬁrst regime correspond to their estimates
for the period 1979:III-1997:IV and the parameters in the second regime correspond
to those for 1960:I-1979:II. The calibrated values are reported in Tables 1 and 2. The
transition matrix is calculated by matching the average duration of the ﬁrst regime to
the length of the ﬁrst subsample and by assuming that the second regime is absorbing







A simple calculation veriﬁes that, if only one regime were allowed to exist (in the
sense that a rational agent was certain that no other policy would ever be followed)
the ﬁrst regime would be indeterminate and the second would be determinate. When
a rational agent forms expectations by taking account of regime changes, we need to
know if there exists a unique MSV solution. To address this question, we stack the
variables into the following 14-element vector, where ι(ξt=1) is the indicator function,


































































































6One could also match the average duration of the second regime to the length of the second
subsample, which give p22 =0 .9865. The unique solution exists for this situation as well and the
ﬁndings presented in this section are unchanged.SWITCHING RATIONAL EXPECTATIONS 17









Following the procedure illustrated in Section XII, we write this regime-switching
model as an expanded linear system:
AXt = BXt−1 + Ψut + Πηt.
In our computations we applied our method to this system, and in each parameteri-
zation that we report below, we obtained a unique MSV solution.
This kind of forward-looking model provides a natural laboratory to experiment
with diﬀerent scenarios in light of the recent debate on changes in policy or changes
in shock variances. The estimates provided by Lubik and Schorfheide (2004) and
reported in Tables 1 and 2 mix changes in coeﬃcients related to monetary policy
with changes in other parameters in the model since LS do not account for the eﬀect
of the probability of regime change on the current behavior. One variation in the
structural parameter values is to let the coeﬃcient on the inﬂation variable in the
policy equation (34) change while holding all the other parameters ﬁxed across the two
regimes. Tables 3 and 4 report the parameter values corresponding to this scenario,
in which all the other parameters take the average of the values in Tables 1 and 2
over the two regimes. We call this scenario “policy change only”.
In a second scenario, “variance change only”, we keep the value of the policy
coeﬃcient γ1 at 2.19 for both regimes while letting the standard deviation σD in the
ﬁrst regime be ﬁve times larger than that in the second regime and keeping the value
of σS at 0.3712 for both regimes.7 The parameter values for this scenario are reported
in Tables 5 and 6.
The last scenario we consider allows only the parameters in the private sector to
change. We call it “private-sector change only”. The idea is to study whether the
persistence and volatility in inﬂation can be generated by changes in the private sector
in a forward-looking model. We let the coeﬃcient τ be 0.06137 in the ﬁrst regime and
0.6137 in the second regime.8 Tables 7 and 8 report the values of all the parameters
for this scenario. Similar results can be achieved if one lets the value of κ in the ﬁrst
regime be much smaller than that in the second regime.
Using the method discussed in Section XI, we obtain a unique MSV solution that
characterizes each of our four scenarios. Figures 1-3 display simulated paths of the
7Sims and Zha (2006) ﬁnd that diﬀerences in the shock standard deviation across regimes can be
on the scale of as high as 10 − 12 times. One could also decrease the diﬀerence in σD and increase
the diﬀerence in σS or experiment with diﬀerent combinations. Our result that changes in variances
matter a great deal will hold.
8It is not unlikely that the maximum likelihood estimate of τ i sc l o s et oz e r oo re v e nh a saw r o n g
sign. The Bayesian prior that puts almost zero probability on the region of τ near zero, as typically
done in the existing literature, is unreasonable. See Fukac and Pagan (2006).SWITCHING RATIONAL EXPECTATIONS 18
interest rate, inﬂation, and output gap under each of them. With the original esti-
mates reported in Lubik and Schorfheide (2004), both inﬂation and the interest rate
in the ﬁrst regime display persistent and large ﬂuctuations relative to their paths in
the second regime. When we restrict changes to the policy coeﬃcient γ1 only, the
results are similar. We ﬁnd that smaller values of γ1(1), cause larger values for the
persistence and volatility of Rt, πt,a n dxt.
When we allow only the variance to change, once again, all three variables have
larger volatility in the ﬁr s tr e g i m et h a nt h es e c o n d( t h i r dp a n e l si nF i g u r e s1 - 3 ) .T h e
degree of persistence and volatility in these variables in the ﬁrst regime increases with
persistence of the shock zD,t or zS,t a n dw i t ht h es i z eo fs h o c kv a r i a n c eσD,t or σSt.I n
our ﬁnal scenario, we show that even if there is no change in the structural variances,
inﬂation and the interest rate can have much larger ﬂuctuations in the ﬁrst regime
than in the second regime when the parameters of the private sector equations are
allowed to change across regimes. The bottom panels of Figures 1 - 3 illustrate this
case.
These examples teach us that the sharply diﬀerent dynamics in inﬂation, the inter-
est rate, and output observed before and after 1980 could potentially be attributed to
diﬀerent sources. The methods we have developed here give researchers the tools to
address this and other issues in a regime-switching forward looking model in which a
rational agent takes into account the probability of regime change when forming his
expectations.
XIV. Conclusion
In related work, Farmer et. al., (2006), we showed that indeterminacy is pervasive in
a simple example of an MSRE model with no lagged state variables. Since there is no
reason to think that the purely forward looking example is special in any essential way,
there is an urgent need to reﬁne the solution concept used in MSRE models, beyond
that of a bounded sequence that satisﬁes a given functional equation. Arguably,
the MSV solution, introduced by McCallum, is the most natural candidate. MSV
solutions are typically stable under real time learning and, as we demonstrated in
Section XIII, they are rich enough to explain heteroskedasticity across policy regimes
within a model in which all of the private sector equations are invariant across regimes.
Our paper contains two main parts. First, we provided a method to write a vari-
able parameter rational expectations model in expanded form with state invariant
parameters and we found conditions under which a solution to the expanded model
is also a solution to the original one. We showed how to compute an MSV solution
to the expanded model and to check to see if this solution is unique and bounded. In
the second part of the paper, we applied our methods to the New Keynesian model
and showed that the MSV solution provides a natural way to compare alternative
parsimonious explanations of observed US data.SWITCHING RATIONAL EXPECTATIONS 19
Table 1. Model coeﬃcients (original)
Structural Equations
Parameter τκβ γ 1 γ2
First regime 0.69 0.77 0.997 0.77 0.17
Second regime 0.54 0.58 0.993 2.19 0.30
Table 2. Shock variances (original)
Shock Processes
Parameter ρD ρS ρR σD σS σR
First regime 0.68 0.82 0.60 0.27 0.87 0.23
Second regime 0.83 0.85 0.84 0.18 0.37 0.18
Table 3. Model coeﬃcients (policy change only)
Structural Equations
Parameter τκβγ 1 γ2
First regime 0.6137 0.6750 0.9949 0.77 0.235
Second regime 0.6137 0.6750 0.9949 2.19 0.235
Table 4. Shock variances (policy change only)
Shock Processes
Parameter ρD ρS ρR σD σS σR
First regime 0.755 0.835 0.72 0.225 0.6206 0.205
Second regime 0.755 0.835 0.72 0.225 0.6206 0.205SWITCHING RATIONAL EXPECTATIONS 20
Table 5. Model coeﬃcients (variance change only)
Structural Equations
Parameter τκβγ 1 γ2
First regime 0.6137 0.6750 0.9949 2.19 0.235
Second regime 0.6137 0.6750 0.9949 2.19 0.235
Table 6. Shock variances (variance change only)
Shock Processes
Parameter ρD ρS ρR σD σS σR
First regime 0.755 0.835 0.72 0.225 0.3712 0.205
Second regime 0.755 0.835 0.72 1.125 0.3712 0.205
Table 7. Model coeﬃcients (private sector change only)
Structural Equations
Parameter τκβγ 1 γ2
First regime 0.0614 0.6750 0.9949 2.19 0.235
Second regime 0.6137 0.6750 0.9949 2.19 0.235
Table 8. Shock variances (private sector change only)
Shock Processes
Parameter ρD ρS ρR σD σS σR
First regime 0.755 0.835 0.72 0.225 0.6206 0.205
Second regime 0.755 0.835 0.72 0.225 0.6206 0.205SWITCHING RATIONAL EXPECTATIONS 21































Private sector change only
Figure 1. Simulated interest rate paths from our regime-switching
forward looking model. The shaded area represents the ﬁrst regime.SWITCHING RATIONAL EXPECTATIONS 22































Private sector change only
Figure 2. Simulated inﬂation paths from our regime-switching for-
ward looking model. The shaded area represents the ﬁrst regime.SWITCHING RATIONAL EXPECTATIONS 23























Private sector change only
Figure 3. Simulated output gap paths from our regime-switching for-
ward looking model. The shaded area represents the ﬁrst regime.SWITCHING RATIONAL EXPECTATIONS 24
Appendix A. The Svensson and Williams Method
This example shows that the SW method, for a simple example, may converge to
a non-existent solution or to one of a set of indeterminate equilibria. Consider the








where λ and θ are the roots of the characteristic polynomial of (A1). This is a special
case of the models considered by Svensson and Williams in which there is a single
state and one regime. We seek to establish analytically that, for this example, the
SW algorithm may converge to a unique equilibrium, to a non-convergent solution
(non-existence) or to one a of a set of indeterminate equilibria. Using computational
methods we have studied more general examples with several regimes and more vari-
ables with similar results to those reported here.
Using the SW notation, let
Xt+1 = yt,
xt = yt,














































Now consider the Svensson Williams (SW) method described in (Svensson and
Williams 2005) Appendix H. To compute a solution xt = g (Xt) they deﬁne the
following iterative map
g
n+1 = f (g
n)=
λθ
gn − (λ + θ)
(A4)
which has a ﬁxed point that solves
g
2 − g (λ + θ) − λθ. (A5)SWITCHING RATIONAL EXPECTATIONS 25
Hence in this case the two solutions of the SW algorithm are given by
¯ g = −θ,
¯ g = −λ.


















































Suppose λ<θ . Then the unique RE solution to (A1) is found by eliminating the
eﬀect of θ which implies that Et [yt+1] must be placed on the eigenvector associated
with the unstable root; that is on the eigenvector
Xt − λxt,





< 1, Equation (A8) implies that it is precisely this solution
that is locally convergent under the SW dynamics. This demonstrates that the SW
algorithm, for this simple case, eliminates the inﬂuence of the larger of the two roots.
Since the convergence of g depends only on the relative magnitudes of λ and θ and
not on their absolute magnitudes it follows that the SW method will converge to
an unbounded solution if both roots are greater than one and to an indeterminate
solution if both are less than one.
Appendix B. Proof of Theorems
B.1. Proof of Theorem 1. Because {xt,ηt}
∞
t=1 satisﬁes Equation (13), {Xt,ηt}
∞
t=1
will satisfy the ﬁrst two blocks of Equation (13). Because the row space of φi is
contained in the row space of χi, {Xt,ηt}
∞
t=1 will satisfy the last block of Equation
(13). Because of the Kronecker product structure of Xt, Et [Xt+s] will be bounded if
and only if Et [xt+s] is bounded. Finally, Et−1 [ηt] because {xt,ηt}
∞
t=1 is a solution of
Equation (13). Thus {Xt,η t}
∞
t=1 is a solution of Equation (13).
B.2. P r o o fo fT h e o r e m2 .The crux of the proof will be to show that any solution
{Xt,ηt}
∞
t=1 of Equation (13) with X0 = eξ0 ⊗ x0 must be of the form Xt = eξt ⊗ xt
for all t. Because Equation is a linear system, it follows easily from Sims (2001) that
a n ys o l u t i o no fE q u a t i o n( 1 3 )m u s ts a t i s f yZuXt =0for all 0 ≤ t. This together
with the facts that (e0
i ⊗ φi)Xt =0and that the row space of zi is equal to the row
space of φi for all 0 <tand 2 ≤ i ≤ m,i m p l yt h a t(e0
i ⊗ zi)Xt =0for all 0 <tand
1 ≤ i ≤ m.SWITCHING RATIONAL EXPECTATIONS 26
We show that Xt = eξt⊗xt, by induction on t. By assumption, X0 = eξ0⊗x0.N o w
assume that Xt−1 = eξt−1 ⊗ xt−1.L e t X0
t =[ x0
1,···,x 0
h],w h e r exi is a n dimensional












has rank n,t h i si m p l i e st h a txi =0for i 6= ξt.T h u s
Xt has the required Kronecker product structure.
All that remains to be shown is that {xt,η t}
∞
t=1 is a solution of Equation (10).
The ﬁrst two blocks of equations in (13) together with the deﬁnition of ut and Si
and the Kronecker product structure of Xt,i m p l yt h a txt and ηt satisfy Equation
(10). Because {Xt,η t}
∞
t=1 is a solution of Equation (13), Et−1 [ηt]=0 .G i v e n t h e
Kronecker product structure of Xt, it is clear that Et [Xt+s] will be bounded if and
only if Et [xt+s] is bounded. Thus all the conditions for {xt,ηt}
∞
t=1 to be a solution
of Equation (10) are satisﬁed.
B.3. Proof of Theorem 3. From Sims (2001), a solution of Equation (13) will
exist if and only if there exists a matrix Λ such that Z2 (Ψ + ΠΛ)=0 .S o , i f
Z2 (Ψ + ΠΛ)=0 , then a solution of Equation exists and from Theorem (2), this
solution is of the form Xt = eξt ⊗ xt where xt is a solution of Equation (10). From
Lubik and Schorfheide (2003)[page 277], we know that any solution of linear system
given by Equation (13) will be of the form (Xt,η t) where
Xt = G1Xt−1 + G2ut + G3γt
The term G3γt will be present only if the solution of Equation (13) is not unique. In
this case, the random variable γt can be any mean zero process. Suppose that the
solution were not unique. Since γt can be any mean zero process, it can be taken
to be identically zero. In this case, Xt would be equal to G1Xt−1 + G2ut.S i n c e Xt
must have a Kronecker product form, this implies that G1Xt−1 + G2ut must have a
Kronecker product form. This, in turn, implies that G3γt must have a Kronecker
product form for all mean zero process γt. B u tt h i sc a nh a p p e no n l yi fG3 is zero.
This implies that Xt is a unique solution of Equation (13). If xt is any solution of
Equation (10) satisfying φξtxt =0for all t>0,t h e nXt = eξt ⊗ xt will be a solution
of Equation 13. Since these solutions are unique, so must be solutions of Equation
(10) satisfying φξtxt =0for all t>0.
B.4. Proof of Theorem 4. To be added.SWITCHING RATIONAL EXPECTATIONS 27
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