Categorization axioms have been proposed to bridge the difference between human recognition system and machine learning by an intuition: an object should be assigned to its most similar category. However, categorization axioms become trivial when the number of categories becomes one. In order to generalize categorization axioms into general cases, categorization input and categorization output are reinterpreted by inner and outer category representation. According to the categorization reinterpretation, two category representation axioms are presented. Category representation axioms and categorization axioms can combine into a generalized categorization axiomatic framework, which accurately delimit the theoretical categorization constraints. The proposed axiomatic framework reinterprets many results in machine learning in a unified way, such as density estimation, regression, classification, clustering and dimensionality reduction.
Introduction
Up to now, many elegant but complex machine learning theories are developed for categorization, such as PAC theory (Valiant, 1984) , statistical learning theory (Vapnik, 2000) and so on. However, a six or seven year old child can easily and correctly categorize many objects and does not understand about the above mentioned machine learning theories. Therefore, there exists a clear gap between human recognition system and machine learning theories. In Yu and Xu (2014) , categorization axioms have been proposed to bridge the difference between human recognition system and machine learning by an intuition: an object should be assigned to its most similar category. Assumed that c > 1 and the object representation of the input is the same as that of the output, Yu and Xu (2014) have proposed representation of categorization results and studied classification and clustering based on categorization axioms. However, as Yu and Xu (2014) have pointed out, their proposed categorization axioms cannot interpret regression and manifold learning since the object representation of the input may be not the same as that of the output in regression and manifold learning. Therefore, the proposed representation for categorization results in (Yu and Xu, 2014) may be not available for many machine learning algorithms. Furthermore, when the number of categories becomes one, categorization axioms become trivial as they are always true. In order to generalize categorization axioms, categorization are needed to be reinterpreted. According to the above analysis, several improvements on categorization axioms are made in this paper as follows: 1) A unified categorization representation is put forward and similarity operator and assignment operator are defined.
2) Category representation are axiomatized by two axioms, which includes existence axiom of category representation, and uniqueness axiom of category representation.
3) Three principles of developing categorization methods are reinterpreted under new proposed categorization representation. 4) Density estimation, Regression, classification, clustering and dimensionality reduction are reinterpreted by the proposed axioms.
The remainder of the paper is organized as follows: In section 2, a unified categorization representation is discussed and two axioms of category representation are presented. In section 3, three categorization axioms are reinterpreted under new categorization representation. In section 4, how to design a categorization method is reinterpreted. In Section 5, as applications of the proposed categorization axiomatic framework, density estimation, regression, classification, clustering and dimensionality reduction are reinterpreted in a unified way. The final section offers concluding remarks.
Category Representation Axioms
In cognitive sciences, a basic principle for human recognition system is that an object should be assigned to its most similar category. For human being, membership explicitly represents that an object is assigned to some category and must be observed by others, similarity between an object and a category may be implicit and may not be observed by others. In other words, human beings has two category representations for categorization, membership is explicit and is called outer category representation, similarity may be implicit and belongs to inner category representation . According to cognitive science, inner category representation for a category is in the mind of human beings, which may be different from the outer category representation. Human being establish the relation between objects in the world and corresponding concepts in the mind by two category representations for categorization. For categories, a categorization algorithm should also have inner and outer category representations in order to reflect the relation between objects in the world and the corresponding categories as Yu and Xu (2014) have pointed out. Considered the limits of the proposed representation in (Yu and Xu, 2014) , we will reinterpret how to define the inner and outer category representation in a categorization algorithm in the following.
Any algorithm has the input and the output. For a categorization algorithm, the input is called categorization input and the output is called categorization result. Categorization input should have inner and outer representation. Inner categorization input is expected to be learned with respect to the outer categorization input. Similarly, Categorization output should have inner and outer representation. Inner categorization output is actually learned with respect to the outer categorization output.
The outer categorization input is about the predefined categorization information of the sampling objects O = {o 1 , o 2 , · · · , o n }, including the input object representation and the corresponding outer category representation.
The input object representation is represented by X = {x 1 , x 2 , · · · , x n } with c subsets X 1 , X 2 , · · · , X c , where x k represents the k th object o k , X i is a set that consists of all the objects of the i th category in the dataset X. The outer category representation for the categorization input can be represented by U = [u ik ] c×n ], ∀i∀k, u ik ≥ 0 represents the membership of the object x k belonging to the i th category. Hence, the outer categorization input can be represented by (X, U ). More detailed can be seen in (Yu and Xu, 2014) . When U is known, one object should be assigned to the category with biggest membership. Therefore, assignment operator → can be defined as X = { x 1 , x 2 , · · · , x n }, where x k = arg max i u ik .
Similarly, the outer categorization result can be expressed by (Y, V ), where Y = {y 1 , y 2 , · · · , y n } represents the object representation for the output, y k also represents the k th object o k , and
represents the membership of the object y k belonging to the i th category and
T . Similarly, assignment operator → is defined as Y = { y 1 , y 2 , · · · , y n }, where y k = arg max i v ik . If x k , y k are single value, x k belongs to the x th k category, y k belongs to the y th k category. In common sense, assignment operator → represents outer referring and reflects the external relation between the object and the category.
As pointed out by Yu and Xu (2014) , the cognitive representation of a category is always supposed to exist, even in an implicit state when designing a categorization algorithm. For simplicity, when the input X = {x 1 , x 2 , · · · , x n } is categorized into c subsets X 1 , X 2 , · · · , X c , ∀i, X i is supposed to be the cognitive representation of the i th category , and the output Y = {y 1 , y 2 , · · · , y n } is categorized into c subsets Y 1 , Y 2 , · · · , Y c , ∀i, Y i is supposed to the cognitive representation of i th category.
As pointed out by Yu and Xu (2014) , when the cognitive representation for any category is defined, objects can be categorized based on the similarity between objects and categories. As the input is usually different from the output, the input category similarity mapping and the output category similarity mapping can be defined by computing the similarity between objects and categories as follows.
Input Category Similarity Mapping:
Sim X : X × {X 1 , X 2 , · · · , X c } → R + is called category similarity mapping if an increase in Sim X (x k , X i ) indicates greater similar between x k and X i , a decrease in Sim X (x k , X i ) indicates less similarity between x k and X i .
Output Category Similarity Mapping: For input category similarity mapping, similarity operator ∼ can be defined as X = { x 1 , x 2 , · · · , x n }, where x k = arg max i Sim X (x k , X i ). Similarly, for output category similarity mapping, similarity operator ∼ can be defined as Y = { y 1 , y 2 , · · · , y n }, where
It is easy to know that if y k is single value, the larger Sim Y (y k , Y y k ), the better Sim Y . Similarly, if x k is single value, the larger Sim X (x k , X x k ), the better Sim X .
Similarly, the input category dissimilarity mapping and the output category dissimilarity mapping can be defined as follows:
Input Category Dissimilarity Mapping:
indicates less similarity between x k and X i , a decrease in Ds X (x k , X i ) indicates greater similarity between x k and X i . For input category dissimilarity mapping, similarity operator ∼ can be defined as X = { x 1 , x 2 , · · · , x n }, where x k = arg min i Ds X (x k , X i ). Similarly, for output category dissimilarity mapping, similarity operator ∼ can be defined as Y = { y 1 , y 2 , · · · , y n }, where
Output Category Dissimilarity Mapping:
, the better Ds Y . Similarly, the less Ds X (x k , Y x k ), the better Ds X ,where x k is single value. If x th k and y k are single value, x k is said to be similar to the x th k category, y k is said to be similar to the y th k category. In daily life, similarity operator ∼ represents inner referring and established the latent relation between the object in the world and the cognitive category representation.
According to the above analysis, when the outer categorization input is (X, U ), its corresponding inner categorization input can be represented by (X, Sim X ) or by (X, Ds X ), where X = {X 1 , X 2 , · · · , X c }. For brevity, (X, U, X, Sim X ) or by (X, U, X, Ds X ) is called the categorization input. (X, Sim X ) or (X, Ds X ) are the inner category representation for the input, simply, called inner input. ECR and UCR are called category representation axioms. (X, Sim X ) is expected to be learned, and (Y , Sim Y ) is actually learned. UCR offers the conditions that learning can be perfectly accomplished, which states that the categorization input and the categorization output have the same categorization semantics.
Reinterpretation of Categorization Axioms
According to Yu and Xu (2014) , categorization axioms includes Sample Separation Axiom (SS), Category Separation Axiom(CS) and Categorization Equivalency Axiom (CE). For a categorization result (Y, V, Y , Sim Y ), SS, CS and CE can be reinterpreted by similarity operator and assignment operator as follows.
Moreover, we can prove Theorem 1.
When a categorization result is not proper, there are some objects theoretically belonging to two and more categories. In other words, some objects are in the borderline of some category. Based on this fact, boundary set can be defined as follows.
Boundary set:
where card( y k ) represents the cardinality of a set y k .
Transparently, the above analysis also holds for the categorization input (X, U, X, Sim X ).
Therefore, (X, U, X, Sim X ) should also satisfy SS, CS and CE. For brevity, we will not repeat the similar result. More interestingly, some relation can be established between UCR and CE by Theorem 2.
As noted above, the input x k and the corresponding y k represent the same object o k . Generally speaking, the input x and the corresponding output y represents the same object o, therefore, it is naturally assume that there exists a mapping θ from x to y, i.e.
. By Theorem 2 and the above analysis, X = Y play an essential role in UCR. In particular, when c=1, it is easy to know that X = Y and X = Y hold trivially, X = Y is the only meaningful requirement in UCR. Moreover, categorization axioms and UCR offer the conditions that category similarity mapping should satisfy, and states that the input category similarity mapping should be equivalent to the output category mapping with respect to categorization, which is called similarity assumption. For categorization, it is very challenging to design a proper output category similarity mapping satisfying UCR and categorization axioms. Usually, the input category similarity mapping is not equivalent to the output category mapping with respect to categorization in practice, which is called similarity paradox. If similarity paradox occurs, the categorization error will be not zero. According to the above analysis, the key to solve similarity paradox is to keep X = Y to be true. As a matter of fact, it is often true that X = Y . Therefore, how to solve similarity paradox is an eternal problem in categorization.
In summary, category representation axioms and categorization axioms have established the relationships among all the parts related to categorization input and categorization output, as shown in Figure 1 . UCR establishes the categorization equivalence between the input and the corresponding output. Categorization axioms only establish the relationships between the outer representation and the corresponding inner representation and do not reflect the relation between the input and the output. If the object representation can be theoretically generated by the corresponding cognitive representation, then the corresponding cognitive representation is called generative. If the object representation can not be theoretically generated by the corresponding cognitive representation but can decide the corresponding cognitive representation, then the corresponding cognitive representation is called discriminative. If the cognitive representation is generative, the corresponding learning model is called generative model. If the cognitive representation is generative, the corresponding learning model is called discriminative model.
In particular, Let X = Y and UCR be true, (X, Sim X ) and (Y , Sim Y ) are exchangeable with respect to categorization. Under such assumptions, (X, U, X, Sim X ) can be used to represent the categorization results, where (X, Sim X ) actually denotes (Y , Sim Y ). In Yu and Xu (2014) , ECR and UCR are implicitly assumed to be true, such an assumption makes CE not be true as it is very difficult for (Y , Sim Y ) to have the same categorization capacity as (X, U ) in practice, especially for U is given a priori.
Reinterpreted Design Principles of Categorization Methods
When categorization axioms are proposed by Yu and Xu (2014) , three design principles of categorization methods have also been proposed by Yu and Xu (2014) . However, the interpretations of three design principles of categorization methods proposed by Yu and Xu (2014) need to be reinterpreted when categorization is reinterpreted. It is easy to guess that five axioms are also useful for developing categorization methods when five axioms are proposed to deal with categorization algorithms. Clearly, five axioms do not have equal importance when designing a categorization method. ECR only tells us how to represent the categorization input and the categorization output. CE is always supposed to be true for a categorization algorithm since the outer referring and the corresponding inner referring should represent the same referring, in a word, the explicit function of a categorization algorithm should be the same as its internally implemented function. As pointed by Yu and Xu (2014) , SS and CS offer a very low bar for categorization. UCR is far demanding as it requires three equivalence conditions are true simultaneously. Therefore, three design principles of categorization methods can be inferred from SS, CS and UCR. In the following, we will reinterpret such three principles respectively under the proposed axiomatic framework.
Category Compactness Principle
Theorem 1 shows that the conditions of SS are nearly no requirement as the conditions of Theorem 1 are often true in general case for a well designed category similarity. Following the same analysis in Yu and Xu (2014) , SS should be enhanced into category compactness principle as follows:
Category Compactness Principle: A categorization method should make its categorization result as compact as possible.
Category compactness principle says that every category should be as much compact as possible. Under the proposed representation of the categorization result, category compactness criterion can be defined as follows.
Category Compactness Criterion:
to the categorization result with the largest category compactness.
When c = 1, Category compactness principle is still available for categorization.
Category Separation Principle
As stated by Yu and Xu (2014) , if a categorization re-
According to Yu and Xu (2014) , CS can be enhanced into category separation principle as follows:
Category Separation Principle: A good categorization result should have the maximum distance between categories.
Under the proposed representation of the categorization result, category compactness criterion can be defined as follows.
Category Separation Criterion:
corresponds to the categorization result with maximal category separation.
Category separation principle requires that c > 1. In other words, when c = 1, category separation principle is unavailable.
Categorization Consistency Principle
If the categorization input (X, U, X, Sim X ) and its corresponding categorization result (Y, U, Y , Sim Y ) satisfy UCR, the categorization error is zero. However, even for human recognition systems, UCR can not be always guaranteed to be true. Generally, human recognition systems always try to make catego- 
Occam's razor
For a specific categorization problem, there exists many models with different forms. Category compactness principle, category separation principle and categorization consistency principle just select the optimal parameters in the candidate models with the same form, and cannot choose the optimal models among different forms. How to select an appropriate categorization model among different forms? Occams razor principle is a popular tool for human being to choose models with different forms, which states that "plurality should not be posited without necessity". Therefore, a simpler categorization model should be selected among the candidate models with the same performance.
What is a simple categorization model? As the categorization problem can be represented by the categorization input (X, U, X, Sim X ) and the corresponding categorization output (Y, V, Y , Sim Y ), a model with the simple categorization input and output will be consid- 
Applications
In this section, we will study two cases analyzed in section 4.4. When c = 1, categorization becomes density estimation, regression and some dimensionality reduction methods. When U is known for c > 1 before categorization, categorization is a classification problem. When U is not know for c > 1 before categorization, categorization is a clustering problem. In the following, the above issues will be discussed based on the proposed axioms and principles.
Density Estimation
If n points x 1 , x 2 ,· · · , x n are sampled from a random variable with unknown probability density function f , then f is expected to be constructed from the observed data X = {x 1 , x 2 , · · · , x n }, which is called density estimation. f is called expected density function.
, density estimation can be considered as a categorization problem with the categorization input (X, U, X, Ds X ) and the categorization output (Y, V, Y , Ds Y ), i.e. density estimation is a categorization problem with only one category. In the following,f is called density estimator. Because all points belong to one category, U = V and X = Y hold. However, X = Y . Therefore, UCR does not hold. One method of density estimation is parametric. Let f is supposed to belong to a known parametric family of distributions such as Gaussian distribution with mean µ and variance σ 2 , then we can obtain an estimatef of f by estimating mean µ and variance σ 2 . Another method of density estimation is non parametric. In this method, less rigid assumptions will be made about f . In the literature (Silverman, 1986) , density estimators include histograms, kernel density estimation, k-nearest neighbor method, etc. Clearly, the key problem for density estimation is to estimate the difference betweenf and f . In theory, the minimum difference betweenf and f should be expected according to categorization consistency principle.
Regression
Generally, if n points (x 1 , f (x 1 )), (x 2 , f (x 2 )),· · · , (x n , f (x n )) are sampled from (x, f (x)) and f is not known but is expected to be learned, such a problem is called regression. Usually, f is called expected regression function.
, it is easy to know that regression has the categorization input (X, U, X, Ds X ) and the categorization output (Y, V, Y , Ds Y ). In other words, regression can be considered as a categorization problem with only one category. Because all points belong to one category, it is easy to prove that U = V and X = Y . However, X = Y in general cases. Therefore, UCR does not hold. According to categorization consistency principle, a good category representation Y should minimize the following objective function:
It is impossible to directly compute D(f (x), F (x)) as f is unknown. Therefore, different definitions of D(f (x), F (x)) lead to different regression algorithms.
For example, set f (x) ∈ R and F (x) =ŵx T + b. Assume that the dimensionality ofx is τ .
2 + λ w L1 , Lasso regression is obtained by minimizing D(f (x), F (x)) if n << τ (Tibshirani, 1994) .
Classification
For classification, a category is called a class. In order to be consistent with the literature, (X, U, X, Sim X ) is called classification input and categorization result (Y, V, Y , Sim Y ) is called classification result in this section. ECR and categorization axioms are usually true for classification. However, UCR is usually not true.
If UCR is true, the classification error will be zero. In practice, a classification method can only make its classification result to reach the minimum classification error, but usually its classification error is not zero. Therefore, UCR should be as a constraint for a classification problem. In other words, when dealing with a classification problem, UCR should be true as much as possible in probability.
When U is a proper partition, the corresponding classification problem is standard classification problem. When U is a overlapping partition, the corresponding classification problem is multi label classification problem. For multi label classification, SS should be generalized as ∀k∃i(i ∈ x k )). Under such a generalization, multi label classification also follows SS.
When classification result (Y, V, Y , Sim Y ) is outputted, we can predict which category a new object should be assigned to. In theory, the decision region for a classification result (Y, V, Y , Sim Y ) can be defined as follows:
In particular, the decision region for a class Y i can be defined as follows:
Decision Region for a Class Y i : The training decision region can be defined as follows: can be defined as follows:
Training Decision Region for a class
Transparently, decision region is used to judge which category one object should be assigned to, and the goal of the training decision region focuses on judging the quality of the classification result.
In the literature, one common idea of designing a classification algorithm is to transform classification to regression. In order to do this, regression function needs to be defined. In the following, we will do this according to the proposed axiomatic framework.
Expected regression function can be defined as ρ(k) = x k , where U is a proper partition. Under this circumstance, CE states that ρ(k) = x k holds for a classification result. Similarly, when V is a proper partition, we set H(k) = x k , then CE guarantees that H(k) =ỹ k holds.
Generally speaking, x denotes the input object representation and y denotes the corresponding output object representation. As y = θ(x), ρ(x) denotes x, the predicted regression function can be defined as h(x) = H(θ(x)) = H(y) =ỹ, i.e h(x) represents the predicted label.
. Therefore, classification can be considered regression.
Using such denotation, UCR requires that X = Y , which means ∀x(ρ(x) = h(x)). In practice, it is impossible as ρ(x) is not known a priori but only ρ(x k ) is known for k ∈ {1, 2, · · · , n}. Therefore, it is natural to relax ∀x(ρ(x) = h(x)) as P (ρ(x) = h(x)) ≤ ε. If P (ρ(x) = h(x)) ≤ ε holds with a probability not less than 1 − δ, PAC theory has provided a theoretical investigation (Valiant, 1984) . Therefore, UCR is very important for classification.
For developing a classification method, categorization consistency principle requires that n k=1 L(ρ(x k ), h(x k )) reaches the minimum, which is usually called minimizing empirical risk. Transparently, neural networks can be introduced by minimizing empirical risk. Usually, the more complexity of h(x), the more small the empirical risk. Therefore, the tradeoff between the empirical risk and the function complexity will lead to the structural risk (Vapnik, 2000) . In particular, when c=2,
, equation (1) tells us that the objective function of binomial logistic regression model (Hosmer Jr and Lemeshow, 2004) can be expressed as follows:
However, many classification methods are not developed by transforming classification to regression. In order to show this clearly, we simply assume Y = X, then classification result will omit Y as X is known a priori. By analysis in Section 4.4, it is enough to study (X, U, Y , Sim Y ) under such simplification.Since (X, U ) is known for classification, the simplest Y should be preferred according to Occam's razor. In the following, U = [u ik ] c×n is a hard partition.
Example 1: It is the simplest to set Y = X, which means that ∀i, Y i = X i . Under such assumption, we do not know any essential information about Y except for X. When ∀i,
Under the above assumption, K-nearest neighbor classification method (Cover and Hart, 1967) is introduced. It is easy to know that the categorization result of K-nearest neighbor classification follows categorization axioms in general cases. Clearly, UCR does not hold for K-nearest neighbor classification in general.
Occam's razor states that simpler Y is preferred. In theory, if ∀i, Y i is represented by (w i , w i0 ) where w i is a 1 × p vector and
. Such a categorization model is simpler, which is called linear discriminant analysis (Fisher, 1936) . Transparently, linear discriminant analysis also satisfies categorization axioms. 
, categorization axioms hold. Therefore, category separation principle states that the optimal linear discrimination should keep the distance between the two parallel hyperplanes as large as possible when UCR holds, which leads to the famous support vector machine.
It is easy to know that the training decision region for support vector machine is Ω (Y ,SimY ) = {x|w
. Larger Margin (Y ,SimY ) means a better generalization for support vector machine, which has been proved by statistical learning theory (Vapnik, 2000) .
. According to category compactness principle, we should maximize the objective function can be expressed as follows:
Such categorization model is called logistic regression (Cox, 1958) . According to Occam's razor, logistic regression is more complex than linear discriminant analysis. When c > 2, logistic regression should not be considered as a regression model as no regression function can be defined. Moreover, the c th class can be considered noise in logistic regression.
Example 5: For a categorization model, we do not need a concrete form ∀i, Y i explicitly. No matter how complicated Y is, it is enough to compute
, it is easy to know that Bayes classifier almost follows categorization axioms as the output
and Bayes theorem guarantees that arg max i P (x, Y i ) = arg max i P (Y i |x). Therefore, it is very important for Bayes classifier to estimate Sim Y or V by (X, U ).
In particular, assume that X = [x kr ] n×p represents n objects and x = [x * 1 , x * 2 , · · · , x * p ] represents an object, where x * r is the r th feature. According to categorization axioms, it is enough to calculate max i P (x, Y i ) in order to classify x. According to Occam's razor, we should select the simplest way to calculate P (x, Y i ). The simplest way to estimate P (x|Y i ) is to assume that each feature is conditionally independent of every other features for given
P (x * r |Y i ). Based on the above analysis, naive Bayes classifier (Duda et al., 1973) can classify x according to categorization axioms. Therefore, naive Bayes classifier is the simplest Bayes classifier with respect to Occam's razor. As v ik = P (Y i |x k ) can be computed and V is a probability partition, Bayes classifier can be considered soft categorization.
, where the action α i denotes the decision to assign the output y to class Y i and λ ij denotes the cost incurred for taking the action α i when the input x belongs to Y j . Transparently, the categorization result of minimum risk classification almost abides by categorization axioms.
, where the action α i denotes the decision to assign the output y to class Y i and U ij measures how good it is to take the action α i when the input x belongs to Y j . Maximum expected utility classifier also almost follows categorization axioms.
Example 8: In the above examples, ∀i, Y i is represented by one unique prototype, no matter what implicit or explicit. If assume that ∀i, Y i can be represented by several prototypes, such a classifier is more complex. In decision tree classifier, ∀i, Y i usually is represented by several mutual exclusive rules. It can be proved that decision tree classifier also follows categorization axioms.
In summary, classification models almost follow categorization axioms. But different classification models have different model complexity. It should be pointed out that a complex model may be easily interpreted but a simple one may be difficult to be interpreted. Sometimes, a simple categorization model is very difficult to be discovered especially when it is not easy to be interpreted.
Clustering
For clustering, (X, U, X, Sim X ) is called clustering input, (Y, V, Y , Sim Y ) is called clustering result. Since U and V are unknown a priori for clustering, it is always supposed that the inner input and the corresponding inner output should be the same. It means that (X, Sim X )=(Y , Sim Y ). Under that assumption, it is assumed that U = V for clustering. When Y = X, the outer input and the outer output are the same, which implies that (X, U, X, Sim X ) and (Y, V, Y , Sim Y ) are exchangeable with respect to clustering. In a word, (X, U, X, Sim X ) also represents clustering result. As Sim X and Sim Y are the same, Sim can denote Sim X and Sim Y for clustering. Hence, theoretical analysis on clustering in Yu and Xu (2014) is also true under new categorization interpretation of this paper.
Even if Y = X, (U, X, X)=(V, Y , Y ) also holds for clustering, which means that ECR and UCR are still true. In other words, ECR and UCR can always be omitted for clustering so that SS, CS and CE play more important role for clustering. Frankly speaking, SS, CS and CE are enough for clustering. Of course, when Y = X, such clustering algorithms usually have feature extraction step such as spectral clustering.
Dimensionality Reduction
In the following, we will give several examples to show how to interpret dimensionality reduction methods based on the proposed axioms and principles.
For simplicity, assume that X = [x kr ] n×p are sampled from some underlying structure in a space with dimensionality p, and such a sample can also be represented by Y = [y kr ] n×d in a low dimensional space with dimensionality d, where p >> d. Such a categorization problem is called dimensionality reduction.
Unsupervised Dimensionality Reduction
If U is not known, such a problem is called unsupervised dimensionality reduction. It is easy to know that unsupervised dimensionality reduction has the categorization input (X, U, X, Ds X ) and the categorization output (Y, V, Y , Ds Y ). Therefore, unsupervised dimensionality reduction can be considered a categorization problem. In this section, we further assume that c = 1. Under this assumption, it is easy to know thatX =Ỹ and X = Y . UCR only requires that X = Y . If UCR does not hold, categorization consistent principle naturally requires that X approximates Y as much as possible. If UCR does hold, category compactness principle implies that the best X should make the underlying category the most compact.
PCA (Pearson, 1901; Hotelling, 1933; Abdi and Williams, 2010) : 
T represent the dissimilarity between x and the category representation X , it is easy to prove that
Obviously, if x can be a linear combination of the ordered orthonormal basis {w 1 , w 2 , · · · , w d } with the origin x 0 , then Ds X (x, X) = 0 means x can be perfectly represented by Y . If ∀x k , Ds X (x k , X) = 0, then ∀x k have the coordinates of the objects O = {o 1 , o 2 , · · · , o n } in the ordered orthonormal basis {w 1 , w 2 , · · · , w d } with the origin x 0 with zero residual. In general cases, it is not true that ∀x k , Ds X (x k , X) = 0.
As UCR holds, category compactness principle will be used to seek the best X, which means that a good X should minimize the objective function (4).
Hence, principle component analysis is introduced by minimizing (4).
RPCA (Candes et al., 2009; Nie et al., 2014) : Let X =Ẋ + N ǫ and Y are the coordinates of the objects O = {o 1 , o 2 , · · · , o n } in the ordered orthonormal basis {w 1 , w 2 , · · · , w d } with the originẋ 0
6 Discussion and Conclusions Yu and Xu (2014) have presented categorization axioms based on the assumption that any category should have two kinds of representation. The main drawback of the representation of categorization results in (Yu and Xu, 2014) is to only focus on the inner output and the outer input but ignore the inner input and the outer output by implicitly assuming that category representation axioms are true so that some basic machine learning algorithms such as regression can not be interpreted by categorization axioms. In this paper, Figure 2 : Relationship between Axioms and design principles for categorization we reinterpret categorization by redefining categorization input as (X, U, X, Sim X ) and categorization result as (Y, V, Y , Sim Y ). Based on this proposed representations of categorization input and categorization result, similarity operator and assignment operator are defined. Such two proposed operators are helpful not only for presenting UCR but also for reinterpreting categorization axioms. ECR, UCR, SS,CS and CE indeed delimit the theoretical constraints for categorization. In particular, UCR offers the theoretical constraints for a perfect categorization algorithm, which guarantees that expected to be learned is equivalent to actually learned, i.e. there are no gap between teaching and learning. As for categorization axioms, more detailed discussion can be seen in Yu and Xu (2014) when category representation axioms are supposed to be true.
As pointed out by Yu and Xu (2014) , a categorization result satisfying SS and CS cannot be guaranteed to be a good categorization result as SS and CS are too weak. When developing a categorization algorithm, SS and CS need to be enhanced, which respectively result in the category compactness principle and the category separation principle under new proposed representation. Different from Yu and Xu (2014) , it is not CE but UCR too demanding for a categorization result. In many cases, UCR cannot hold and needs to be relaxed, which can lead to one design principle of categorization methods: the categorization consistency principle. The relation between the proposed axioms and design principles for categorization can be shown in Figure 2 .
When U is known a priori for c > 1, categorization becomes classification. As for classification, ECR and CE are always true for a classification result, but SS and CS are true for a proper classification result and UCR just holds for a classification result with zero er- When U is not known a priori for c > 1, categorization becomes clustering. ECR,UCR are always supposed to be true for any clustering algorithm in order to simplify clustering process. Consequently, clustering result and clustering input are exchangeable when X = Y . Therefore, SS, CS and CE are enough for clustering when X = Y . Therefore, theoretical analysis of clustering in (Yu and Xu, 2014) still is true when X = Y .
When c = 1, ECR, SS, CS and CE trivially hold, but UCR offers the theoretical condition for categorization. When c = 1, categorization becomes density estimation, regression and some dimensionality reduction methods. Density estimation, regression and some dimensionality reduction methods can be introduced by UCR or its approximated version (categorization consistency principle), such as parametric density estimation, nonparametric density estimation, principal component analysis, robust principal component analysis, nonnegative matrix factorization, canonical correlation analysis, local linear embedding, multidimensional scaling, Isomap and so on. The analysis of categorization algorithms in this paper shows that the design of cognitive category representation really needs powerful imagination as the cognitive category representations in the existing categorization algorithms are so diverse. In theory, a powerful categorization algorithm seems to have a powerful cognitive category representation.
UCR, SS, CS and CE play different roles in different categorization algorithms but all have something to do with similarity. It is well known that that similarity plays a key role in human recognition system (Murphy, 2004; Hahn, 2014) . Furthermore, Kloos and Sloutsky (2008) revealed that children represent categories based on similarity and similaritybased category representation is a development default. The proposed axiomatic framework indeed establishes the bridge between cognitive science and machine learning through similarity operator.
It should be pointed out that there are many open questions needed to be done in the proposed axiomatic framework in the future. For example, how to design an appropriate cognitive category representation for a specific categorization algorithm? When c ≥ 2, how to solve similarity paradox? More discussions can be seen in (Yu and Xu, 2014) .
