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UN THE´ORE`ME LIMITE POUR LES COVARIANCES DES SPINS
DANS LE MODE`LE DE SHERRINGTON–KIRKPATRICK
AVEC CHAMP EXTERNE
By Albert Hanen
Universite´ Paris X
On e´tudie la covariance (pour la mesure de Gibbs) des spins en
deux sites dans le cas d’un mode`le de Sherrington–Kirkpatrick avec
champ externe; lorsque le nombre de sites du mode`le tend vers l’infini,
une e´valuation asymptotique des moments d’ordre p de cette covari-
ance permet d’obtenir un the´ore`me limite faible avec une loi limite
en ge´ne´ral non gaussienne.
We study the covariance (for Gibbs measure) of spins at two sites
in the case of a Sherrington–Kirkpatrick model with an external field.
When the number of sites of the model grows to infinity, an asymp-
totic evaluation of the p moments of that covariance allows us to
obtain a weak limit theorem, with a generally non-Gaussian limit
law.
1. Introduction. Nous nous placerons dans le cadre d’un mode`le partic-
ulier de verres de spins, celui de Sherrington–Kirkpatrick (SK) avec champ
externe (voir [9]), tel qu’il est e´tudie´ par Talagrand au Chapitre 2 de son
livre [10]. Donnons quelques de´finitions et notations: N e´tant un entier, on
appelle configuration (ou N -configuration) de spins toute suite
σ = (σ1, . . . , σi, . . . , σN ) ∈ΣN def= {−1,+1}N .
La variable σi est le spin au site i de la configuration σ.
Soient β et h deux re´els positifs, repre´sentant respectivement l’inverse
d’une tempe´rature et un champ magne´tique externe constant. Soit gi,j , i < j,
une famille de variables i.i.d. gaussiennes standards repre´sentant le de´sordre
du mode`le. On appelle hamiltonien du mode`le l’application qui a` toute N -
configuration σ associe le nombre
−HN (σ,β,h) = β√
N
∑
1≤<i<j≤N
gi,jσiσj + h
(∑
i≤N
σi
)
.(1)
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Conside´rons la distribution des masses exp(−HN (σ,β,h)) sur l’espace
ΣN . La masse totale porte´e par ΣN est appele´e la fonction de partition
du mode`le et se note ZN . La mesure de Gibbs est la probabilite´ sur ΣN ,
note´e GN , telle que
GN (σ) = exp(−HN(σ,β,h))/ZN .
On introduit e´galement le recouvrement de deux configurations σ1 et σ2,
qui est le nombre
R(σ1, σ2); note´ aussi R1,2 =
∑i=N
i=1 σ
1
i σ
2
i
N
.(2)
Lorsque le nombre de sites N →+∞, les proprie´te´s asymptotiques de la
fonction de partition ZN , e´tudie´es via celles de la variable YN
def
= log(ZN )/N ,
ainsi que celles des recouvrements, jouent un roˆle tre`s important dans la
compre´hension du mode`le a` haute tempe´rature, c’est-a`-dire pour β suffisam-
ment petit, de meˆme que pour des mode`les voisins (voir [9]). Ces proprie´te´s
sont maintenant connues pour l’essentiel.
Dans le cas du mode`le SK avec champ externe, en se plac¸ant a` haute
tempe´rature, Talagrand montre en particulier, dans le Chapitre 2 de son
livre [10], la convergence de E(YN ) si N →+∞ et calcule sa limite (c’est la
“solution re´plique syme´trique”); il montre aussi la constance asymptotique,
en un certain sens, des recouvrements et e´tablit divers the´ore`mes centraux
limites concernant leurs fluctuations; par ailleurs, un the´ore`me central limite
(TCL) concernant les fluctuations de YN est de´montre´ dans l’article [6].
Ces re´sultats ont e´te´ pre´ce´de´s d’e´tudes de meˆme type dans le cas h= 0.
En particulier, dans l’article [5], les auteurs introduisent des outils de calcul
stochastique qui leurs permettent de retrouver un the´ore`me limite pour les
fluctuations de YN de´montre´ dans l’article [1] et montrent un TCL pour
les lois des recouvrements construits sur n re´pliques, Σ⊗nN e´tant muni de la
probabilite´ G⊗nN .
Les fluctuations de YN et des recouvrements ont e´te´ e´galement e´tudie´es
dans le cas des p-spins; il s’agit de mode`les dans lesquels les sous ensembles
J de p sites engendrent des interactions gJ i.i.d. gaussiennes standards. On
peut alors construire l’analogue de l’hamiltonien (1), et baˆtir une mesure de
Gibbs correspondante.
Dans le cas h= 0, Talagrand, au Chapitre 6 de son livre [10], construit une
constante γp telle que E(YN ) converge pour β < γp si N →+∞, de´finissant
ainsi une zone a` haute tempe´rature.
Toujours dans le cadre des mode`les de p-spins sans champ externe, dans
le travail [4], les auteurs, s’appuyant sur les outils de calcul stochastique
de´veloppe´s dans l’article [5], montrent la normalite´ asymptotique des fluctu-
ations de YN sur une e´chelle polynomiale de´pendant de p, et ce pour β < γ˜p,
ou` γ˜p < γp.
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Kurkova, dans l’article [8], e´tend ce re´sultat a` toute la zone a` haute
tempe´rature de´finie par Talagrand (β < γp), et e´tablit dans les meˆmes con-
ditions un TCL pour les recouvrements, avec la meˆme e´chelle de fluctuations
que pour p= 2.
Enfin, dans le travail [2], les auteurs e´tudient le mode`le a` p spins avec
champ externe et montrent, en utilisant ou e´tendant les me´thodes de Tala-
grand, l’analogue des re´sultats obtenus a` haute tempe´rature pour p= 2 dans
son livre [10].
Nous nous inte´resserons quant a` nous a` l’e´tude du comportement asymp-
totique de la covariance, pour la mesure de Gibbs GN , des spins en deux
sites i et j, quantite´ note´e γi,j . Cette quantite´ est lie´e aux recouvrements
et l’on ne trouve dans la litte´rature que peu de re´sultats la concernant; le
re´sultat asymtotique le plus pre´cis est donne´ par [10] (Corollaire 2.6.2), qui
permet d’obtenir a` haute tempe´rature la limite du moment d’ordre 2 de
N1/2γi,j si N →+∞.
Nous e´tudierons le comportement asymptotique des moments d’ordre p
de N1/2γi,j . Soit z une variable gaussienne standard et soit
Y = βz
√
q2 + h, ou` q2 ve´rifie la relation E(th
2(Y )) = q2.(3)
On sait (voir [10], Proposition 2.4.8) que q2 (note´e q dans [10]) existe et est
unique si h > 0.
Soit U = 1− th2(Y ). Soient z1 et z2 deux variables gaussiennes centre´es
re´duites, inde´pendantes entre elles et inde´pendantes de z, engendrant des
variables de type U , note´es U1 et U2, i.i.d. de loi celle de U . Nous montrerons
le the´ore`me suivant:
The´ore`me 1.1. Pour β suffisamment petit, les moments d ’ordre p de
N1/2γi,j convergent, si N →+∞, vers ceux de la variable β√
1−β2E(U2)
zU1U2.
Remarque 1.2. En particulier, pour le moment d’ordre 2, on retrouve
la limite σ2
def
= β
2
1−β2E(U2)
E2(U2), donne´e par Talagrand. D’autre part, la
variable limite est centre´e, mais non gaussienne, car ses moments d’ordre 2q
ne sont pas de la forme σ2qE(z2q). Toutefois, lorsque h = 0 et β < 1, on a
q2 = 0,U = 1. La loi limite est alors gaussienne, re´sultat de´ja` annonce´ par
Talagrand ([10], Research Problem 2.3.10).
Notation O(k) (voir [10], 2.99) Nous utiliserons constamment la nota-
tion de´finie c¸i apre`s suivante:
Definition 1.3. Nous dirons qu’une expression nume´rique, note´e
F (N,β, θ), de´finie pour β ≤ β0, ve´rifie la relation
F (N,β, θ) =O(k),
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s’il existe une constante K, inde´pendante de β et de N , mais pouvant
de´pendre du parame`tre θ, telle que
|F (N,β, θ)| ≤ K
Nk/2
.
Introduisons d’autres notations utilise´es par Talagrand dans le cadre de
notre mode`le: Si f est une fonction de k N -configurations, appele´es aussi
re´pliques, 〈f〉 est l’inte´grale de f par rapport a` la probabilite´ produit G⊗kN .
La mesure de Gibbs e´tant ale´atoire, 〈f〉 est aussi ale´atoire, nous poserons
ν(f) =E(〈f〉).
Remarquons que 〈f〉, et donc aussi ν(f), sont invariantes par permutation
des re´pliques en jeu. Remarquons e´galement que les mesures ν (mais pas les
mesures produits G⊗kN ) sont invariantes par permutation des N sites.
Nous montrerons que l’e´tude des moments d’ordre p de la covariance se
rame`ne a` l’e´tude de ν(f), pour un certain f de´pendant de 2p re´pliques. Pour
calculer ou e´valuer de telles expressions, nous emploierons la me´thode dite du
“smart path,” de´veloppe´e par Talagrand tout au long de son livre [10]. Celle
ci consiste pour l’essentiel a` construire une famille continue d’hamiltoniens
−HN,t(σ,β,h), t ∈ (0,1) (l’expression exacte de ces hamiltoniens est donne´e
en Annexe), engendrant de la meˆme manie`re chacun une mesure de Gibbs,
une inte´grale et son espe´rance que nous noterons naturellement respective-
ment: GN,t, 〈f〉t et νt(f) = E(〈f〉t), elles aussi invariantes par permutation
des re´pliques en jeu. Le cas t= 1 correspond a` l’hamiltonien (1), le cas t= 0
a` une situation plus simple, soit ic¸i pour notre mode`le, celle ou`, pour la
mesure de Gibbs GN,0, les spins aux N − 1 premiers sites sont inde´pendants
du spin au site N . νt(f) est de´rivable (de tous ordres) en t et cette proprie´te´
peut permettre le calcul de ν(f) par un de´ veloppement de Taylor de νt(f),
pour t= 1, en t= 0.
La me´thode du “smart path” est au coeur des e´tudes d’autres mode`les
de verres de spins re´alise´es par Talagrand dans son livre [10] pour re´soudre
le meˆme type de proble´matiques que celles envisage´es dans le mode`le SK,
a` savoir e´tablir une “solution re´plique syme´trique” et des TCL pour les
recouvrements. Il s’agit entre autres, outre le cas SK avec h= 0, de mode`les
de re´seaux de neurones comme celui du perceptron, avec des interactions
gaussiennes ou de Bernouilli, des configurations de spins e´ventuellement a`
valeurs dans une sphe`re de RN , ou du mode`le de Hopfield avec champ
externe.
Revenons a` notre mode`le pour observer qu’en ge´ne´ral, le de´veloppement
de Taylor de νt(f) a` l’ordre 1 suffit a` Talagrand pour obtenir ses re´sultats.
Signalons toutefois l’article [3], utilisant e´galement cette me´thode, ou` des
de´veloppements a` un ordre > 1 sont donne´s dans le cas h= 0 pour e´tudier
les moments d’ordre n des recouvrements pour la mesure ν.
COVARIANCE DES SPINS DANS UN MODE`LE SK 5
Dans notre cas, pour l’e´tude des moments d’ordre p de la covariance, un
de´veloppement de Taylor a` l’ordre p sera ne´cessaire. Nous montrerons que
pour l’e´tude asymptotique, on peut se ramener au cas p pair et a` l’e´valuation
du terme principal du de´veloppement ν
(p/2)
0 (f)/(p/2)!, pour laquelle nous
utiliserons notamment un TCL sur les recouvrements.
Remarque 1.4. Dans la suite, on conside`rera souvent plusieurs re´pliques,
indexe´es supe´rieurement et note´es ge´ne´ralement σr, dont les spins au site i
seront note´s σri (ou ε
r si i=N ).
La preuve de´taille´e du re´sultat principal sera donne´e dans la suite de ce
travail, qui est organise´e de la manie`re suivante: La Section 2 donne une
formule permettant, f e´tant une fonction nume´rique de plusieurs re´pliques,
de donner la forme des de´rive´es de νt(f) d’ordre l > 1 et d’obtenir leur ordre
de grandeur asymptotique.
La section suivante, intitule´e Outils, e´tudie des expressions du type νt(f
−ε˜⊗p),
ou` f− ne de´pend pas des spins au site N et
ε˜r = ε2r−1 − ε2r, ε˜⊗p =
r=p∏
r=1
ε˜r.(4)
On montre pour l’essentiel, graˆce a` une proposition de nature combinatoire,
que les de´rive´es d’ordre l en t= 0 de νt(f
−ε˜⊗p) sont nulles si 2l < p, et l’on
en donne l’expression exacte lorsque 2l = p.
La section qui suit est divise´e en deux sous sections; dans la premie`re, il
est d’abord montre´ que l’e´tude des moments d’ordre p de la covariance γi,j
se rame`ne a` celle de ν1(f
−ε˜⊗p), ou`
si σ˜ri = σ
2r−1
i − σ2ri , f− = σ˜⊗p1 =
i=p∏
i=1
σ˜r1.(5)
On montre ensuite que, dans ce cas particulier, l’expression de la de´rive´e
d’ordre l= p/2 en t= 0 de νt(f
−ε˜⊗p) obtenue dans la section pre´ce´dente se
simplifie.
Dans la seconde sous section, il est montre´ que les de´rive´es d’ordre l
en t = 0 de νt(f
−ε˜⊗p) sont des O(p + 1) lorsque 2l > p. Ceci permet, par
un de´veloppement de Taylor a` l’ordre p, de se ramener au cas ou` p est pair
(p= 2q) et a` l’e´valuation de la de´rive´e d’ordre q de νt(f
−ε˜⊗2q) en t= 0. Cette
e´tude fait l’objet de la section qui suit. En e´tudiant l’expression simplifie´e
de cette de´rive´e obtenue plus haut, et en utilisant notamment un re´sultat
obtenu dans la section “Outils” ainsi qu’ un TCL pour les recouvrements,
on parvient a` une e´valuation asymptotique pre´cise de cette de´rive´e.
Nous pouvons alors obtenir, dans la dernie`re partie, la loi limite, au sens
de la convergence des moments, des variables N1/2γi,j , annonce´e dans le
The´ore`me 1.1.
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Ce travail est comple´te´ par deux annexes. L’Annexe A expose de manie`re
plus de´taille´e les me´thodes de la cavite´ et du “smart path,” puis de´veloppe
quelques notions e´tudie´es dans le livre [10] qui interviennent de manie`re
essentielle dans ce travail, notamment les ine´galite´s exponentielles et les
TCL sur les recouvrements.
L’Annexe B est consacre´e a` la de´monstration de re´sultats techniques
e´nonce´s dans les deux parties consacre´es respectivement au de´veloppement
de Taylor a` l’ordre p de νt(f
−ε˜⊗p) et a` l’e´tude des moments d’ordre pair de
la covariance.
Remarque 1.5. Dans toute la suite de ce travail, nous nous placerons
dans l’hypothe`se β ≤ β0, ou` β0 est suffisamment petit pour que les ine´galite´s
exponentielles et les TCL sur les recouvrements e´voque´s dans l’Annexe A
soient valables.
Les re´sultats de´montre´s dans ce travail ont e´te´ annonce´s dans la note [7].
2. De´rive´es d’ordre ≥ 1 de νt(f).
Remarque 2.1. A l’exception de l’intervalle [0,1] de R, les intervalles
conside´re´s dans la suite seront des intervalles d’entiers.
Soit f une fonction de n re´pliques σ1, σ2, . . . , σn. Talagrand ([10], Propo-
sition 2.4.5) donne une formule permettant de calculer la de´rive´e de νt(f).
Introduisons les notations suivantes, s’ajoutant a` celles des recouvrements
de´finis dans l’Introduction [voir la relation (2)]:
Notations 2.2. Posons
R−1,2 =R
−(σ1, σ2) =
∑i=N−1
i=1 σ
1
i σ
2
i
N
,
R′1,2 =
N
N − 1R
−
1,2.
(Cette dernie`re quantite´ est le recouvrement des configurations concerne´es
restreintes aux N − 1 premiers sites.)
• On pose R˙J =Rl1,l2 − q2 =R(σl1 , σl2)− q2 ou` J = {l1, l2} (1≤ l1 < l2), q2
ve´rifie la relation (3).
• On pose R˙−J =R−(σl1 , σl2)− q2.
• On pose εJ = εl1εl2(εr = σrN ).
• On note D1(n) l’ensemble des sous ensembles a` deux e´le´ments ou doublets
{l1, l2},1≤ l1 < l2 ≤ n.
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Posons e´galement
cJ(n) =

1, si J ∈D1(n),
−n, si J a pour extre´mite´ droite n+1,
n(n+ 1)/2, si J = {n+ 1, n+ 2},
0, si J = {l1, n+2}, ou` l1 ≤ n.
On a la formule suivante, qui est une re´e´criture de l’e´quation (2.170) du livre
[10]:
ν ′t(f) = β
2
∑
J∈D1(n+2)
cJ(n)νt(fε
J R˙−J ).(6)
On voit que l’argument de chacun des νt du membre de droite de´pend
de n (respectivement n + 1, n + 2) re´pliques si cJ(n) = 1 [respectivement
cJ (n) =−n, cJ(n) = n(n+ 1)/2 ou 0]. Cette formule se preˆte a` ite´rations et
l’on peut donner, au prix de notations parfois lourdes, l’expression exacte
des de´rive´es d’ordre > 1 de νt(f).
Nous de´montrerons le the´ore`me suivant, qui suffira pour la suite:
The´ore`me 2.3. Soit f une fonction nume´rique de n re´pliques. Soit l≥
1 un entier, Jˆ = (J1, . . . , Jl) une suite quelconque de doublets de l ’intervalle
d ’entiers (1,2, . . . , n+ 2l). La de´rive´e d ’ordre l≥ 1 de νt(f) est donne´e par
la formule
ν
(l)
t (f) = β
2l
∑
Jˆ
cJˆ(n)νt
(
f
i=l∏
i=1
(εJiR˙−Ji)
)
.(7)
De plus, les coefficients cJˆ(n) peuvent eˆtre e´ventuellement nuls, mais sont
e´gaux a` 1 pour toutes les suites Jˆ dont chaque terme Ji ∈D1(n).
On en de´duira l’e´valuation asymptotique suivante en utilisant la notation
O(k) de´finie dans l’Introduction (De´finition 1.3) et qui sera constamment
utilise´e dans la suite:
Corollaire 2.4. Pour tout t ∈ [0,1],
|ν(l)t (f)|= ν1/2(f2)O(l).
De´monstration du The´ore`me 2.3. Elle se fait par re´currence sur
l’ordre de de´rivation l. La formule (7), ainsi que les conditions sur les coef-
ficients, sont vraies pour l = 1, d’apre`s l’e´quation (6). Supposons les vraies
a` l’ordre l; pour chaque suite Jˆ apparaissant dans l’e´criture de ν
(l)
t (f), il
suffira de de´river par la formule (6) le terme νt(f
∏i=l
i=1(ε
JiR˙−Ji))
def
= νt(g1).
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La fonction g1 de´pend de nJˆ re´pliques avec n ≤ nJˆ ≤ n + 2l. La de´rive´e
fera apparaitre une combinaison line´aire de termes β2νt(gε
Jl+1R˙−Jl+1), avec
un certain coefficient valant 1 si Jl+1 ∈D1(n) ⊂D1(nJˆ). En combinant le
re´sultat obtenu avec l’e´criture de ν
(l)
t (f), on obtient la formule (7) au rang
l+1, ainsi que les proprie´te´s des coefficients. 
De´monstration du Corollaire 2.4. Soit
g =
i=l∏
i=1
(εJiR˙−Ji) alors |g|=
i=l∏
i=1
|R˙−Ji |.
On a, en utilisant l’e´quation (72),∣∣∣∣∣νt
(
f
i=l∏
i=1
(εJiR˙−Ji)
)∣∣∣∣∣≤ νt(|f ||g|)≤Kν(|f ||g|).
L’ine´galite´ de Schwarz montre que
〈|f ||g|〉 ≤ 〈f2〉1/2〈g2〉1/2,
E(〈|f ||g|〉) ≤ E(〈f2〉1/2〈g2〉1/2)≤E1/2(〈f2〉)E1/2(〈g2〉),
d’ou`
ν(|f ||g|)≤ ν1/2(f2)ν1/2(g2).
Les ine´galite´s de Ho¨lder montrent alors que
〈g2〉=
〈
i=l∏
i=1
(R˙−Ji)
2
〉
≤
i=l∏
i=1
〈(R˙−Ji)2l〉1/l.
D’ou`
ν(g2) =E(〈g2〉)≤E
(
i=l∏
i=1
(〈(R˙−Ji)2l〉1/l)
)
≤
i=l∏
i=1
E1/l(〈(R˙−Ji)2l〉)
et donc
ν1/2(g2)≤
i=l∏
i=1
ν1/(2l)((R˙−Ji)
2l).
On sait, d’apre`s l’ine´galite´ exponentielle (77), que
E1/(2l)(〈(R˙−J )2l〉) = ν1/(2l)[(R˙−J )2l] =O(1).(8)
Donc ν1/2(g2) =O(l). Le The´ore`me 2.3 montre que ν
(l)
t (f) est combinaison
line´aire de termes du type νt(fg) qui sont chacun des O(l)ν
1/2(f2), et donc
est aussi un O(l)ν1/2(f2). 
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3. Outils. Soit f− une fonction nume´rique de´finie sur
∑⊗n′
N−1, p un en-
tier, n= sup(n′,2p). Supposons que l’on se donne une suite de n re´pliques
σ1, . . . , σn, le spin au site N de la re´plique σr e´tant note´ εr, d’apre`s la Re-
marque 1.4.
Nous nous inte´resserons au calcul d’expressions du type ν(f−ε˜⊗p) , ou`
ε˜⊗p est de´fini par la relation (4), a` l’aide d’un de´veloppement de Taylor de
νt(f
−ε˜⊗p), pour t = 1, en t = 0. Cela implique de caracte´riser les de´rive´es
d’ordre l de νt(f
−ε˜⊗p) en t= 0.
Notations 3.1. Nous noterons pˆiq une partition de l’intervalle (1,2, . . . ,2q)
en q doublets. On peut ordonner entre eux ces doublets, obtenant ainsi une
partition ordonne´e de (1,2, . . . ,2q), note´e pi∗q . Il y a q! partitions ordonne´es
distinctes associe´es a` une meˆme partition pˆiq, qui sera dite non-ordonne´e. Le
ieme doublet d’une partition ordonne´e pi∗q sera note´ {ri, si}, ou` ri < si.
Remarque 3.2. Nous identifierons parfois une partition non ordonne´e
a` la partition ordonne´e dite naturelle obtenue en supposant la suite ri crois-
sante.
Posons
σ˜r = σ2r−1 − σ2r, c’est-a`-dire σ˜ri = σ2r−1i − σ2ri ∀i≤N.
Soient
R(σ˜r, σ˜s) =
∑j=N
j=1 σ˜
r
j σ˜
s
j
N
,
R−(σ˜r, σ˜s) =
∑j=N−1
j=1 σ˜
r
j σ˜
s
j
N
.
On notera
Rpi∗q =
i=q∏
i=1
R(σ˜ri , σ˜si),
R−pi∗q =
i=q∏
i=1
R−(σ˜ri , σ˜si).
Ces quantite´s sont inde´pendantes de l’ordre des doublets et pourront eˆtre
note´es e´galement respectivement: Rpˆiq , R
−
pˆiq
.
Nous montrerons le the´ore`me suivant:
The´ore`me 3.3. Soit f− de´finie sur
∑n′
N−1. Soit A
′
q = E(
1
ch4q(Y )) =
E(1− th2(Y ))2q. On a la relation
ν
(l)
0 (f
−ε˜⊗p) =
{
0, si 2l < p,
q!β2qA′q
∑
pˆiq ν0(f
−R−pˆiq), si 2l= p= 2q.
(9)
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On a alors
ν(f−ε˜⊗2q) =
ν
(q)
0 (f
−ε˜⊗2q)
q!
+O(q +1)ν1/2((f−)2).(10)
Nous en de´duirons les deux corollaires suivants, qui seront aussi utilise´s
dans les sections suivantes:
Corollaire 3.4. Soit C un ensemble d ’entiers disjoint de (1,2, . . . ,2p).
Soit ηC = {εr : r ∈C} et h1 une fonction des variables de ηC , c’est-a`-dire une
fonction des spins au site N de configurations indexe´es par C. On a
ν
(q)
0 (f
−ε˜⊗2qh1(ηC)) = q!β
2qE
( 〈h1(ηC)〉0
ch4q(Y )
)∑
pˆiq
ν0(f
−R−pˆiq),(11)
ν(f−ε˜⊗2qh1(ηC)) = β
2qE
( 〈h1(ηC)〉0
ch4q(Y )
)∑
pˆiq
ν0(f
−R−pˆiq)
(12)
+O(q +1)ν1/2((f−)2).
Introduisons les notations suivantes, qui seront utilise´es dans la suite:
• Soit B un sous ensemble de l’intervalle (1,2, . . . , n), de cardinal |B|.
• Posons εB =∏r∈B εr, r(B) =∑x∈B(x+1).
On a le corollaire suivant:
Corollaire 3.5. Soit B′ un sous ensemble d ’entiers tel que |B′| ≤ 2k <
p. Soit q tel que p= 2q ou 2q − 1. On a la relation
ν
(l)
0 (f
−ε˜⊗pεB
′
) =
{
0, si 2l+ 2k < p,
O(q − k)ν1/2((f−)2), si 2l+ 2k ≥ p.(13)
La de´monstration du the´ore`me, puis de ses corollaires, passe par celle
d’une proposition de nature combinatoire que nous e´noncerons apre`s avoir
introduit les notations suivantes:
Soit:
• Le symbole ar de´note l’un des deux nombres 2r− 1 ou 2r, a′r l’autre.
• Le symbole C de´note la classe des sous ensembles B de (1,2, . . . ,2p), ap-
pele´s aussi ensembles p-canoniques, s’e´crivant sous la forme
B = {a1, a2, . . . , ap}.
On voit que |C|= 2p. On sait que l’on a, d’apre`s la relation (4),
ε˜⊗p =
r=p∏
r=1
(ε2r−1 − ε2r).
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En de´veloppant ce produit comme somme de termes du type
∏r=p
r=1(−1)(ar+1)×
εar , on obtient
ε˜⊗p =
∑
B∈C
(−1)r(B)εB .(14)
Proposition 3.6. Soient B̂ un sous ensemble de l ’intervalle (1,2, . . . ,2p)
et C un sous ensemble de (1,2, . . . , n) disjoint de (1,2, . . . ,2p). On a
〈ε˜⊗pεB̂εC〉0 =

0, si B̂ /∈ C,
(−1)r(B̂) (th(Y ))
|C|
(ch2(Y ))p
, si B̂ ∈ C.(15)
On en de´duira le corollaire suivant:
Corollaire 3.7. Plac¸ons nous dans les conditions du Corollaire 3.4.
On a de meˆme
〈ε˜⊗pεB̂h1(ηC)〉0 =
0, si B̂ /∈ C,(−1)r(B̂) 〈h1(ηC)〉0
(ch2(Y ))p
, si B̂ ∈ C.(16)
Nous admettrons provisoirement la Proposition 3.6 et le Corollaire 3.7,
qui seront de´montre´s a` la fin de la section.
Remarque 3.8. Nous utiliserons dans toute la suite les proprie´te´s de la
mesure de Gibbs GN,0 de´crites dans l’Annexe A, a` savoir l’inde´pendance du
vecteur des spins aux N − 1 premiers sites, qui ont pour loi les mesures de
Gibbs G−N−1 (avec les notations affe´rentes A.1), et du spin au site NσN
def
=
ε, qui ve´rifie la relation (69): 〈ε〉0 = th(Y ). Ces proprie´te´s d’inde´pendance
s’e´tendent a` plusieurs re´pliques et sont re´gies par les e´quations (70) et (71)
de l’Annexe A.
Avant de passer aux de´monstrations, nous pouvons faire la remarque tech-
nique suivante:
Remarque 3.9. Si △ de´signe la diffe´rence syme´trique ensembliste, on
a, si B1 et B2 sont deux ensembles d’entiers indexant des re´pliques,
εB1εB2 = εB1△B2
[car si r ∈ B1 ∩ B2, εr intervient deux fois dans εB1εB2 et (εr)2 = 1]. La
diffe´rence syme´trique e´tant associative, on a une relation analogue avec
plusieurs ensembles Bi.
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De´monstration du The´ore`me 3.3. Soit g = f−ε˜⊗p; g de´pend de n=
max(2p,n′) re´pliques. On a, en utilisant les relations (70) et (71),
ν0(g) = ν0(f
−)ν0(ε˜
⊗p)
(17)
= 0 car ν0(ε˜
⊗p) = 0.
En effet, la relation (69) induit 〈ε˜r〉0 = 0 ∀r et l’inde´pendance des re´pliques
pour les mesures produits associe´es aux inte´grales 〈·〉0 entraine 〈ε˜⊗p〉0 = 0,
d’ou` le re´sultat (17) en prenant l’espe´rance.
En de´veloppant ν
(l)
0 (f
−ε˜⊗p) selon le The´ore`me 2.3 pre´ce´dent, on obtient
une combinaison line´aire de termes du type
ν0(f
−ε˜⊗pεJ1 · · · εJlR˙−J1 · · · R˙−Jl).
Les Ji sont des doublets du type {li, l′i}, li < l′i. Plus pre´cise´ment, suivant
l’e´quation (7) e´crite pour t= 0, en posant Jˆ = (J1, . . . , Jl), on a
ν
(l)
0 (f
−ε˜⊗p) = β2l
∑
Jˆ
cJˆ(n)ν0
(
f−ε˜⊗p
i=l∏
i=1
(εJiR˙−Ji)
)
.(18)
On a de meˆme, en utilisant les relations (70) et (71),
ν0
(
f−ε˜⊗p
i=l∏
i=1
(εJiR˙−Ji)
)
= ν0(f
−R˙−J1 · · · R˙−Jl)ν0(ε˜⊗pεJ1 · · ·εJl).(19)
On e´crit, en utilisant la Remarque 3.9, par associativite´ de la diffe´rence
syme´trique: εJ1 · · · εJl = εJ1△···△Jl .
On pose
(J1△ · · · △ Jl)∩ (1,2, . . . ,2p) = B̂, (J1△ · · ·△ Jl)∩ (1,2, . . . ,2p)c =C.
Alors ν0(ε˜
⊗pεJ1 · · ·εJl) = ν0(ε˜⊗pεB̂εC). On a aussi
|J1△ · · ·△ Jl| ≤ |J1 ∪ · · · ∪ Jl| ≤ 2l,
les e´galite´s n’ayant lieu que si les Ji sont disjoints.
Il est donc clair que |B̂| ≤ 2l.
(a) Si 2l < p, B̂ a moins de p e´le´ments et donc B̂ /∈ C. Par conse´quent, en
vertu de la Proposition 3.6, on a
∀Jˆ ν0(ε˜⊗pεJ1 · · · εJl) = ν0(ε˜⊗pεB̂εC) =E(〈ε˜⊗pεB̂εC〉0) = 0.
D’ou`
ν
(l)
0 (f
−ε˜⊗p) = 0.
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(b) Si p= 2q, le meˆme raisonnement montre que l’on a l’e´quivalence
ν0(ε˜
⊗2qεJ1 · · · εJq) 6= 0
⇐⇒ C =∅ et les doublets Ji sont deux a` deux(20)
disjoints, d’union B̂ ∈ C.
On a dans ce cas, en vertu de la Proposition 3.6,
ν0(ε˜
⊗2qεJ1 · · ·εJq ) = (−1)r(B̂)E
(
1
ch4q(Y )
)
= (−1)r(B̂)A′q.(21)
Si les Ji ve´rifient la relation (20), il existe une partition ordonne´e de (1,2, . . . ,2q)
de type pi∗q en q doublets note´s respectivement {ri, si} telle que
lorsque B̂ = {a1, . . . , ar, . . . , a2q}, Ji = {ari , asi}.
On a de plus
r(B̂) =
i=q∑
i=1
r(Ji).(22)
Notation. Nous noterons
∆i = {{2ri − 1,2si − 1},{2ri − 1,2si},{2ri,2si − 1},{2ri,2si}}.
Il est clair que l’ensemble a` quatre e´le´ments ∆i est le domaine de variation
de Ji lorsque Ji est de type {ari , asi}.
Remarquons que re´ciproquement, si l’on se donne une partition quel-
conque de type pi∗q , toute suite de q doublets Ji telle que ∀i ≤ q, Ji ∈ ∆i
ve´rifie la relation (20).
De plus, comme B̂ ⊂ (1,2, . . . ,2p) ⊂ (1,2, . . . , n), si l’on revient a` l’e´qua-
tion (18) avec l = q, pour chacune des suites Jˆ induisant un terme non nul
au membre de droite de cette e´quation, on a
∀i≤ q Ji ⊂ (1,2, . . . , n).
Le coefficient cJˆ(n) du terme correspondant vaut donc 1, d’apre`s le The´ore`me
2.3. On a ∆i ⊂D1(n).
On a donc, en utilisant les e´quations (18), (19), (21) et ( 22),
ν
(q)
0 (f
−ε˜⊗2q) = β2qA′q
∑
pi∗q
∑
Ji∈∆i,∀i≤q
(−1)r(J1)+···+r(Jq)ν0(f−R˙−J1 · · · R˙−Jq).(23)
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Si l’on pose g1(J)
def
= (−1)r(J)R˙−J , l’e´quation (23) s’e´crit aussi
ν
(q)
0 (f
−ε˜⊗2q) = β2qA′q
∑
pi∗q
∑
Ji∈∆i,∀i≤q
ν0
(
f−
i=q∏
i=1
(g1(Ji))
)
(24)
= β2qA′q
∑
pi∗q
ν0
(
f−
i=q∏
i=1
( ∑
Ji∈∆i
g1(Ji)
))
.(25)
On a par ailleurs
R−(σ˜r, σ˜s) =
1
N
j=N−1∑
j=1
σ˜rj σ˜
s
j =
1
N
j=N−1∑
j=1
(σ2r−1j − σ2rj )(σ2s−1j − σ2sj ).
En de´veloppant ces produits, on obtient finalement
R−(σ˜r, σ˜s) =
∑
ar ,as
(−1)(ar+as)R˙−{ar ,as}.(26)
D’ou` les relations,
∀1≤ i≤ q R−(σ˜ri , σ˜si) =
∑
Ji∈∆i
g1(Ji).(27)
On a par conse´quent, en reportant ce re´sultat dans l’e´quation (25), la relation
ν
(q)
0 (f
−ε˜⊗2q) = β2qA′q
∑
pi∗q
ν0
(
f−
i=q∏
i=1
R−(σ˜ri , σ˜si)
)
= β2qA′q
∑
pi∗q
ν0(f
−Rpi∗q ).
On a bien le re´sultat (9) annonce´.
On sait aussi que le de´veloppement de Taylor de νt(f
−ε˜⊗2q) en t = 0 a`
l’ordre q fait apparaitre un reste se comportant comme la de´rive´e d’ordre
q +1 en t′ ≤ t, qui est, d’apre`s le Corollaire 2.4, un O(q + 1)ν1/2((f−)2).
En appliquant ce re´sultat au cas t= 1, on trouve bien la dernie` re partie
du the´ore`me. 
Remarque 3.10. Talagrand avait obtenu dans la Proposition 2.6.3 de
son livre [10] les e´quations (9) et (10) dans le cas p = 2, c’est-a`-dire q = 1,
ou` tout se simplifie.
Remarque 3.11. On voit, graˆce au corollaire 2.4, que si 2l > p, les
de´rive´es ν
(l)
t (f
−ε˜⊗p), ∀t(0≤ t≤ 1) sont en ge´ne´ral des O(l)ν1/2((f−)2).
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De´monstration du Corollaire 3.4. La de´monstration est analogue
a` celle du the´ore`me qui pre´ce`de, en utilisant le Corollaire 3.7. 
De´monstration du Corollaire 3.5. L’expression ν
(l)
0 (ε˜
⊗pεB
′
f−) est
une combinaison line´aire de termes du type
ν0(ε˜
⊗pεB
′
εJ1εJ2 · · ·εJl)ν0(f−R˙−J1 · · · R˙−Jl).
Il est clair que le premier facteur est nul si 2l < p− 2k, car si
εB
′
εJ1εJ2 · · · εJl = εB̂1 ,
B̂1 ne peut avoir qu’au maximum |B′|+ 2l ≤ 2k + 2l e´le´ments (lorsque les
ensembles conside´re´s de´finissant B̂1 sont disjoints) et par conse´quent ne peut
eˆtre de la forme (indique´e dans la Proposition 3.6) {a1, . . . , ap} ∪C.
Il en re´sulte bien la premie`re partie de l’e´quation (13).
On sait, d’apre`s le Corollaire 2.4, que ν
(l)
0 (ε˜
⊗pεB
′
f−) = O(l)ν1/2((f−)2)
et que O(l) = O(q − k) si l ≥ q − k. Il en re´sulte bien la seconde partie de
l’e´quation (13). 
De´monstration de la Proposition 3.6. Nous commencerons par
de´montrer le lemme suivant:
Lemme 3.12. Plac¸ons nous dans les conditions de la Proposition 3.6.
Soit △ la diffe´rence syme´trique ensembliste. Pour B ∈ C, soit
F (B) = (−1)r(B)th(Y )|B△B̂|.(28)
On a
〈ε˜⊗pεB̂εC〉0 =
(∑
B∈C
F (B)
)
(th(Y ))|C|.(29)
De´monstration. Rappelons que 〈εB〉0 = (th(Y ))|B| ([10], rela-
tion (2.167)). Rappelons (voir Remarque 3.9) que l’on a:
εB1εB2 = εB1△B2 .
La formule (14) et les proprie´te´s d’inde´pendance des re´pliques pour la mesure
produit lie´e a` 〈·〉0 impliquent que
〈ε˜⊗pεB̂εC〉0 =
∑
B∈C
(−1)r(B)〈εBεB̂εC〉0 =
∑
B∈C
(−1)r(B)〈εB△B̂εC〉0
=
∑
B∈C
(−1)r(B)th(Y )|B△B̂|th(Y )|C|.
16 A. HANEN
[On a bien sur B△ B̂ ⊂ {1, . . . ,2p} donc (B△ B̂)∩C =∅.] On obtient bien
la relation (29) annonce´e. 
Nous allons montrer maintenant le re´sultat de nature combinatoire suiv-
ant:
Lemme 3.13. Soient B = {a1, . . . , ap} ∈ C, Bl l ’ensemble obtenu en sub-
stituant dans Ba′l a` al, les proprie´te´s suivantes sont e´quivalentes:
(a) F (B) =−F (Bl),
(b) 1
B̂
(al) = 1B̂(a
′
l).
De´monstration. Soit B0 le comple´mentaire de {al} dans B. On peut
e´crire B = B0 ∪ {al} et Bl = B0 ∪ {a′l}. On a Bl ∈ C, (Bl)l = B ∀B ∈ C et
donc ∑
B∈C
F (B) =
∑
B∈C
F (Bl).(30)
Comparons maintenant F (B) et F (Bl). On a
r(B) = r(B0) + al +1, r(Bl) = r(B0) + a
′
l + 1.
Or al et a
′
l sont de parite´ oppose´e, donc e´galement r(B) et r(Bl). On a donc
(−1)r(B) =−(−1)r(Bl).(31)
Comparons |B△ B̂| et |Bl△ B̂|. Puisque
|B△ B̂|= |B|+ |B̂| − 2|B ∩ B̂|
et que |B|= |Bl|= p, on a
|B△ B̂|= |Bl△ B̂| ⇐⇒ |B ∩ B̂|= |Bl ∩ B̂|.
On a
|B ∩ B̂|= |B0 ∩ B̂|+ |{al} ∩ B̂|= |B0 ∩ B̂|+ 1B̂(al)
et de meˆme
|Bl ∩ B̂|= |B0 ∩ B̂|+ 1B̂(a′l).
Donc |B △ B̂| = |Bl △ B̂| ⇐⇒ 1B̂(al) = 1B̂(a′l). L’e´quation (28) donne
l’e´quivalence annonce´e. 
Venons en maintenant a` la de´monstration de la Proposition 3.6 propre-
ment dite:
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(a) Soit il existe un doublet {2l0−1,2l0} ⊂ B̂, alors 1B̂(al0) = 1B̂(a′l0) = 1∀B ∈ C et d’apre`s le Lemme 3.13, F (B) =−F (Bl0), l’e´quation (30) montre
que 〈ε˜⊗pεB̂εC〉0 = 0, dans ce cas.
(b) Soit un tel doublet n’existe pas. Alors B̂ a au plus un e´le´ment dans
chaque doublet et donc |B̂| ≤ p.
1. Soit |B̂|< p, alors il existe un doublet note´ {2l0− 1,2l0} disjoint de B̂.
Dans ce cas, 1
B̂
(al0) = 1B̂(a
′
l0
) = 0 ∀B ∈ C et l’on a aussi
F (B) =−F (Bl0), 〈ε˜⊗pεB̂εC〉0 = 0.
2. Soit |B̂|= p, alors B̂ a exactement un e´le´ment dans chaque doublet, et
donc B̂ ∈ C. Nous e´crirons
B̂ = {aˆ1, . . . , aˆl, . . . , aˆp}.
Dans ce cas, pour tout B ∈ C, si B = {a1, . . . , al, . . . , ap} ∀l≤ p, un seul des
deux nombres al ou a
′
l ∈ B̂, donc l’argument pre´ce´dent ne s’applique pas.
On va calculer F (B) ∀B ∈ C. Puisque
|B△ B̂|= |B|+ |B̂| − 2|B ∩ B̂|
et que |B|= |B̂|= p, on a, si |B ∩ B̂|= k,
|B△ B̂|= 2(p− k)
l’exposant de th(Y ) dans F (B) est alors 2(p− k) pour de tels B; reste a` les
caracte´riser et a` e´valuer (−1)r(B).
On peut e´crire, pour de tels B,
B = (B ∩ B̂)∪D, B̂ = (B ∩ B̂)∪ D̂,
(32)
ou` D =B ∩ B̂c, D̂ = B̂ ∩Bc.
On a |D̂|= |D|= p− k.
Remarquons que si al ∈D,al /∈ B̂, donc al 6= aˆl, et par conse´quent on a
al = aˆ
′
l, a
′
l = aˆl, donc aˆl ∈ D̂ et al = aˆ′l ∈ D̂′, c’est-a`-dire D⊂ D̂′,
ou` D̂′ de´signant l’ensemble obtenu en remplac¸ant chaque e´le´ment aˆl de D̂
par aˆ′l.
Comme D et D̂ ont le meˆme cardinal, D = D̂′; la donne´e de B̂ et de B̂∩B
de´termine donc B, par les e´galite´s (32).
Il y a donc Ckp ensembles B ∈ C distincts tels que |B ∩ B̂| = k. On a
e´galement
r(B) = r(B ∩ B̂) + r(D), r(B̂) = r(B ∩ B̂) + r(D̂), d’ou`
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r(B) = r(B̂) + r(D̂′)− r(D̂),(33)
r(D̂′)− r(D̂) =
∑
x∈D̂
((x′ + 1)− (x+1)) =
∑
x∈D̂
(x′ − x).
Remarquons que si x= aˆr et x ∈ {2r− 1,2r},
x′ − x=
{
1, si x est impair,
−1, si x est pair.
Posons D̂+ = {x :x ∈ D̂, x impair} et de meˆme D̂− = {x :x ∈ D̂, x pair}.
On a, d’apre`s les relations (33) et (32),
r(D̂′)− r(D̂) = |D̂+| − |D̂−|, p− k = |D̂|= |D̂+|+ |D̂−|.
D’ou` r(D̂′)− r(D̂) = p− k− 2|D̂−| a la parite´ de p− k et donc les relations
(28) et (33) entrainent:
∀B ∈ C tel que |B ∩ B̂|= k, F (B) = (−1)r(B̂)(−1)p−k(th(Y ))2(p−k),
∑
B∈C
F (B) = (−1)r(B̂)
k=p∑
k=0
(−1)p−kCkp (th(Y ))2(p−k),
= (−1)r(B̂)(1− th2(Y ))p,
= (−1)r(B̂) 1
(ch2(Y ))p
.
On trouve bien le re´sultat annonce´. 
De´monstration du Corollaire 3.7. Il suffit d’utiliser l’inde´pendance
pour les mesures produits associe´es a` 〈·〉0 des re´pliques d’indice (en exposant)
r appartenant a` des ensembles disjoints. 
4. Moments d’ordre p des covariances pour la mesure de Gibbs des spins
en deux sites et formule de Taylor. Certains re´sultats de cette section
seront de´montre´s dans l’Annexe B.
4.1. De´finitions et premiers re´sultats. Nous montrerons dans cette sous
section que l’e´tude des moments d’ordre p des covariances des spins en deux
sites se rame`ne a` celle d’une expression de la forme ν(f−ε˜⊗p), pour un f−
particulier. Le The´ore`me 3.3 s’applique donc et nous obtenons de plus une
simplification de la relation (9).
Enonc¸ons plus pre´cise´ment nos re´sultats: Soit γi,j = 〈σiσj〉 − 〈σi〉〈σj〉 la
covariance des spins aux sites i et j. Soit σ˜ = σ1 − σ2 la diffe´rence de deux
re´pliques.
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Definition 4.1. On appelle covariance syme´trise´e des spins aux sites i
et j la quantite´
γ˜i,j = 〈σ˜iσ˜j〉.
On voit facilement que
γi,j =
1
2 γ˜i,j.(34)
L’e´tude des moments d’ordre p de γi,j se rame`ne donc a` celle des moments
d’ordre p de γ˜i,j , qui sont inde´pendants du choix de i et j. En prenant
i= 1, j =N , on obtient, en utilisant les notations de la section pre´ce´dente,
le the´ore`me suivant:
The´ore`me 4.2. Si f− = σ˜⊗p1 = σ˜
1
1 · · · σ˜p1 alors (i)
E(γ˜pi,j) =E(〈σ˜1σ˜N 〉p) = ν(f−ε˜⊗p).(35)
(ii) Le The´ore`me 3.3 vaut pour cet f−.
De plus, lorsque p= 2q, la seconde partie de la relation (9) se simplifie et
devient:
ν
(q)
0 (σ˜
⊗2q
1 σ˜
⊗2q
N ) = β
2qA′q
(2q)!
2q
E[(〈σ˜11σ˜21R−(σ˜1, σ˜2)〉−)q].(36)
Remarque 4.3. Les e´galite´s (35) et le The´ore`me 3.3 [pre´cise´ par la rela-
tion (36)] sugge`rent d’e´valuer le moment d’ordre p de γ˜i,j par un de´veloppement
de Taylor a` un ordre ade´quat de νt(f
−ε˜⊗p) pour t= 1 en t= 0. C’est ce a`
quoi nous allons nous attacher dans la sous section suivante.
De´monstration du The´ore`me 4.2. On sait que
〈σ˜1σ˜N 〉p = 〈σ˜11σ˜1N σ˜21σ˜2N · · · σ˜p1σ˜pN 〉
= 〈σ˜⊗p1 σ˜⊗pN 〉= 〈σ˜⊗p1 ε˜⊗p〉.
D’ou`, en prenant l’espe´rance, la relation (35).
Par ailleurs, pour toute partition pi∗q de l’intervalle (1,2, . . . ,2q) en q dou-
blets {ri, si} (ou` i = 1, . . . , q), on a σ˜⊗p1 =
∏i=q
i=1(σ˜
ri
1 σ˜
si
1 ). Il en re´sulte, en
utilisant aussi les relations (70) et (71) que〈
f−
i=q∏
i=1
R−(σ˜ri , σ˜si)
〉
0
=
〈
f−
i=q∏
i=1
R−(σ˜ri , σ˜si)
〉
−
=
〈i=q∏
i=1
(σ˜ri1 σ˜
si
1 R
−(σ˜ri , σ˜si))
〉
−
20 A. HANEN
=
i=q∏
i=1
〈σ˜ri1 σ˜si1 R−(σ˜ri , σ˜si)〉−
= (〈σ˜11σ˜21R−(σ˜1, σ˜2)〉−)q.
La quantite´ 〈f−∏i=qi=1R−(σ˜ri , σ˜si)〉0 ne de´pend donc pas de la partition pi∗q ;
puisqu’il y a (2q)!2q telles partitions ordonne´es distinctes, en prenant l’espe´rance
et en utilisant la seconde partie de la relation (9), on obtient l’e´galite´ (36)
annonce´e. 
4.2. De´veloppements de Taylor a` l ’ordre p et calcul des moments. Suite a`
la Remarque 4.3, nous nous attacherons maintenant a` appliquer la formule de
Taylor pour calculer ν(f−ε˜⊗p) lorsque f− = σ˜⊗p1 , en de´veloppant νt(f
−ε˜⊗p)
pour t= 1 en t= 0. Dans le cas f− quelconque, le The´ore`me 3.3 montre
que le premier terme non nul du de´veloppement de Taylor est celui d’ordre
q lorsque p = 2q ou 2q − 1, le reste e´tant, d’apre`s la relation (10) ou le
Corollaire 2.4, un O(q + 1)ν1/2((f−)2). Nous montrerons que dans le cas
particulier de notre f−, on peut ame´liorer ce re´sultat, en de´veloppant a`
l’ordre p.
Plus pre´cise´ment, nous montrerons le the´ore`me suivant:
The´ore`me 4.4. Si 2l > p,
ν
(l)
0 (ε˜
⊗pσ˜1
⊗p) =O(p+1).(37)
On en de´duit le corollaire suivant:
Corollaire 4.5. On a
ν(ε˜⊗pσ˜1
⊗p) =
{
O(p+ 1), si p= 2q − 1,
1/(q!)ν
(q)
0 (ε˜
⊗2qσ˜1
⊗2q) +O(p+1), si p= 2q.
(38)
De´monstration du Corollaire 4.5. Il suffit de de´velopper νt(ε˜
⊗pσ˜1
⊗p),
pour t= 1, par la formule de Taylor en t= 0 jusqu’a` l’ordre p, les de´rive´es
en t = 0 d’ordre < q sont nulles par la premie`re partie de la relation (9),
les de´rive´es en t = 0 d’ordre > q(≥ q si p = 2q − 1) sont des O(p + 1) par
le The´ore`me 4.4, la de´rive´e d’ordre p + 1 en t e´tant d’ordre p + 1, par le
Corollaire 2.4. 
Remarque 4.6. On voit donc que si p = 2q − 1, le moment d’ordre p
de la variable N1/2γ˜i,j tend vers 0 si N → +∞, et si p = 2q, se comporte
comme N
q
q! ν
(q)
0 (ε˜
⊗2qσ˜1
⊗2q) si N →+∞. Nous entreprendrons l’e´tude de cette
quantite´ dans la section suivante.
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Afin de prouver ce the´ore`me, e´nonc¸ons tout d’abord un re´sultat pre´liminaire,
que nous admettrons et dont la de´monstration sera donne´e dans l’Annxe B.
Lemme 4.7. Soit Ji une suite de m doublets d ’entiers de type {ri, si}.
Posons
Rˆ−i =
1
N
j=N−2∑
j=1
σrij σ
si
j − q2.(39)
Alors on a
ν
1/2
−
(
i=m∏
i=1
|Rˆ−i |
)2
=O(m).(40)
Remarque 4.8. Le symbole “−” dans Rˆ−i indique la de´pendance en les
N − 2 premiers sites.
De´monstration du The´ore`me 4.4. Plac¸ons nous dans le cas ou` p= 2q
ou 2q − 1,2l > p et posons l = q + r, avec r ≥ 1 si p est pair, r ≥ 0 si p est
impair. On sait que, d’apre`s le Corollaire 2.4, si f− est borne´e, ce qui est le
cas pour f− = σ˜⊗p1 ,
ν
(l)
0 (ε˜
⊗pf−) =O(q+ r)ν1/2((f−)2) =O(p+1) si q + r ≥ p+1.
Le the´ore`me est donc vrai pour de tels r.
Etudions alors cette expression lorsque r ≤ p − q, c’est-a`-dire r ≤ q − 1
ou q, selon que p est impair ou pair. On sait, d’apre`s le The´ore`me 2.3 et la
relation (71), que ν
(q+r)
0 (ε˜
⊗pf−) est une combinaison line´aire finie de termes
du type
ν0
(
ε˜⊗p
i=q+r∏
i=1
εJi
)
ν0
(
f−
i=q+r∏
i=1
(R˙−Ji)
)
.
Dans chacun de ces produits de deux termes, le premier est borne´, car
|ε˜| ≤ 2. Nous allons e´ tudier les termes ν0(f−
∏i=q+r
i=1 (R˙
−
Ji
)) lorsque f− = σ˜⊗p1 .
Remarquons qu’alors f− est borne´e.
On peut e´crire, en utilisant la relation (71) et la de´finition de ν− donne´e
dans l’Annexe A, la relation
ν0
(
σ˜⊗p1
i=q+r∏
i=1
(R˙−Ji)
)
def
= ν0(σ˜
⊗p
1 g
−)
def
= ν0(hˆ) = ν−(hˆ).
Dans cette formule, hˆ de´pend uniquement des spins aux N − 1 premiers
sites. On peut alors montrer la proposition suivante:
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Proposition 4.9. On a
ν−(hˆ) = ν−(σ˜
⊗p
i × g−) ∀i≤N − 1.(41)
La de´monstration se fait en utilisant la syme´trie des N − 1 premiers sites
vis a` vis de la mesure associe´e a` ν−. 
Si l’on pose σN−1 = ε¯ et σ˜N−1 = εˆ, et si de plus l’on remarque que lorsque
Ji = {ri, si}, en utilisant la de´finition de Rˆ−i donne´e par la relation (39), on
a
ν−(hˆ) = ν−(εˆ
⊗p × g−) = ν−
[
εˆ⊗p ×
i=q+r∏
i=1
(
Rˆ−i +
(ε¯)Ji
N
)]
.(42)
Si l’on de´veloppe le produit, on obtient
ν−(hˆ) =
k=q+r∑
k=0
1
Nk
∑
B1⊂(1,2,...,q+r)
|B1|=k
ν−
(
εˆ⊗p
∏
i∈B1
(ε¯)Ji
∏
i∈Bc1
Rˆ−i
)
.(43)
Nous pouvons e´tablir la proposition suivante, en utilisant notamment le
Corollaire 3.5:
Proposition 4.10. Pour tout entier k tel que 0≤ k ≤ q + r, pour tout
sous ensemble B1 tel que |B1|= k, on a
1
Nk
ν−
(
εˆ⊗p
∏
i∈B1
(ε¯)Ji
∏
i∈Bc1
Rˆ−i
)
=O(p+1).(44)
Remarque 4.11. Cette proposition une fois montre´e, le The´ore`me 4.4
sera comple`tement de´montre´ modulo la preuve du Lemme 4.7.
De´monstration de la Proposition 4.10. On sait, d’apre`s le Lem-
me 4.7, ou` l’on pose m= q+ r− k, que ν1/2− (
∏
i∈Bc1
|Rˆ−i |)2 =O(q+ r− k), le
terme correspondant a` k dans la somme ci dessus sera unO(2k)O(q+r−k) =
O(q + r+ k) =O(p+1) si k ≥ p+1− q − r.
Reste donc a` e´tudier les cas des entiers k ve´rifiant k ≤ p − q − r. Nous
appliquerons le Corollaire 3.5, utilise´ pour N − 1 sites, a`
ν−
(
εˆ⊗p
∏
i∈B1
(ε¯)Ji
∏
i∈Bc1
Rˆ−i
)
def
= ν−(u).(45)
Si l’on pose
∏
i∈B1(ε¯)
Ji = (ε¯)B
′
,B′ ve´rifie alors les conditions du Corollaire
3.5, a` savoir |B′| ≤ 2k < p, et donc les de´rive´es d’ordre < q − k de (ν−)t(u)
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en t= 0 sont nulles, la de´rive´e d’ordre q − k en t= 0 sera majore´e, puisque
β− < β ≤ β0, par
K
(N − 1)(q−k)/2 ν
1/2
− (u
2).
Comme 1N−1 <
2
N et que, d’apre`s le Lemme 4.7 (applique´ a` m= q − k + r)
et la de´finition de u,
ν
1/2
− (u
2) =O(q+ r− k),
on voit que cette de´rive´e est d’ordre O(q− k)O(q+ r− k) =O(2q+ r− 2k),
le reste associe´ au de´veloppement de Taylor a` l’ordre q−k de (ν−)t(u) e´tant,
par un raisonnement du meˆme ordre et par le Corollaire 2.4, un
O(q − k+1)ν1/2−
( ∏
i∈Bc1
|Rˆ−i |
)2
=O(2q + r+ 1− 2k).
On en de´duit que, par son de´veloppement de Taylor a` l’ordre q − k, ν−(u)
est un O(2q + r− 2k). L’ordre de
1
Nk
∑
B1⊂(1,2,...,q+r)
|B1|=k
ν−
(
εˆ⊗p
∏
i∈B1
(ε¯)Ji
∏
i∈Bc1
Rˆ−i
)
vaut O(2q+ r) et donc chacun de ces termes est d’ordre O(p+1). La Propo-
sition 4.10 est comple`tement de´montre´e. 
5. Evaluation des moments d’ordre pair de la covariance syme´trise´e.
Certaines propositions de cette section seront de´montre´es dans l’Annexe
B.
Pour e´valuer, comme nous y invite la Remarque 4.6, le comportement
asymptotique des moments d’ordre 2q de la variable γ˜i,j , il suffit d’e´valuer,
d’apre`s les relations (35) et (38), celui de ν
(q)
0 (σ˜
⊗2q
1 ε˜
⊗2q), et donc, en raison
de la relation (36), celui de la quantite´
E[〈σ˜11 σ˜21R−(σ˜1, σ˜2)〉q−].(46)
Nous parviendrons ainsi a` notre re´sultat principal, qui s’e´nonce ainsi:
The´ore`me 5.1. Pour β suffisamment petit,
ν
(q)
0 (σ˜
⊗2q
1 ε˜
⊗2q) = (A′q)
2 (2q)!
2q
(
4β2
N(1− β2A′1)
)q
+O(2q +1),(47)
et donc, d ’apre`s le Corollaire 4.5,
ν(σ˜⊗2q1 ε˜
⊗2q) = (A′q)
2 (2q)!
q!2q
(
4β2
N(1− β2A′1)
)q
+O(2q +1).(48)
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On de´duit imme´diatemment du The´ore`me 5.1 et des e´quations (34) et
(35) le re´sultat suivant:
Corollaire 5.2. Pour β suffisamment petit, le moment d ’ordre 2q de
la variable N1/2γ˜i,j est e´gal a`
(A′q)
2 (2q)!
q!2q
(
4β2
1− β2A′1
)q
+O(1).(49)
Pour montrer le The´ore`me 5.1, nous passerons par plusieurs e´tapes, que
nous de´crivons succinctement:
Soit pi∗q,0 la partition canonique {1,2},{3,4}, . . . ,{2q − 1,2q}.(50)
Nous montrons tout d’abord que la quantite´ (46) s’e´crit sous la forme
ν−(g
−
1 ), ou` g
−
1
def
= σ˜⊗2q1 R
−
pi∗q,0
,
g−1 de´pend seulement des spins aux N − 1 premiers sites.
Soit g1
def
= σ˜⊗2q1 Rpi∗q,0 un analogue de g
−
1 de´pendant des spins a` tous les N
sites. En utilisant notamment le Corollaire 3.4, nous obtenons une premie`re
e´valuation de ν(g1). Cette e´valuation fait apparaitre des quantite´s
ν0(R
−
pi∗
q−k,0
R−pˆiq−k)
def
= ν−(g
−
2 ).
Comme c¸i dessus, g−2 de´pend seulement des spins aux N − 1 premiers sites.
Soit g2 un analogue de g
−
2 de´pendant de tous les N sites. Un TCL pour les
recouvrements permet alors l’e´valuation de ν(g2) (la de´monstration de la
proposition correspondante est faite a` la fin de la section). Cette e´valuation
permet alors celle de ν−(g
−
2 ) (re´sultat montre´ dans l’Annexe B), ce qui per-
met d’obtenir un the´ore`me e´valuant ν(g1) comple´tant la premie`re e´valuation
de´ja obtenue. Une dernie`re proposition montre alors que ν(g1) et ν−(g
−
1 ) ont
le meˆme comportement asymptotique, ce qui entraine le The´ore`me 5.1.
Venons en au de´tail des e´nonce´s et de´monstrations:
Une premier calcul de la quantite´ (46) est donne´ par la proposition suiv-
ante:
Proposition 5.3. Soit R′pi∗q,0
l ’analogue de Rpi∗q,0 pour les N−1 premiers
sites. Alors on a
E[〈σ˜11σ˜21R−(σ˜1, σ˜2)〉q−] =E[〈σ˜⊗2q1 R−pi∗q,0〉−]
= ν−(σ˜
⊗2q
1 R
−
pi∗q,0
)(51)
=
(
N − 1
N
)q
ν−(σ˜
⊗2q
1 R
′
pi∗q,0
).
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De´monstration. Les premie`res e´galite´s de la relation (51) re´sultent du
the´ore`me de Fubini et de la de´finition de ν−, la dernie`re de la relation: Si
R′(σ˜1, σ˜2) =
1
N − 1
j=N−1∑
j=1
σ˜1j σ˜
2
j , R
−(σ˜1, σ˜2) =
N − 1
N
R′(σ˜1, σ˜2).
On a alors
R−pi∗q,0
=
i=q∏
i=1
R−(σ˜2i−1, σ˜2i) =
(
N − 1
N
)q
R′pi∗q,0 . 
La Proposition 5.3 conduit donc a` e´valuer la quantite´ ν−(σ˜
⊗2q
1 R
′
pi∗q,0
),
de´pendant des N − 1 premiers sites.
Essayons d’e´valuer plutot la quantite´ analogue construite sur N sites, c’est
a` dire ν(σ˜⊗2q1 Rpi∗q,0). On obtient une premie`re e´valuation de cette quantite´
graˆce a` la proposition suivante:
Proposition 5.4. Posons
S0,k =
∑
pˆiq−k
ν0(R
−
pi∗
q−k,0
R−pˆiq−k).(52)
On a alors
ν(σ˜⊗2q1 Rpi∗q,0) =A
′
q
(k=q∑
k=0
(
4
N
)k
Ckq (β
2)q−kS0,k
)
+O(2q +1).(53)
De´monstration. Il est clair que, par syme´trie des sites, en posant ε˜r =
σ˜rN , on a
∀i≤N ν(σ˜⊗2q1 Rpi∗q,0) = ν(σ˜
⊗2q
i Rpi∗q,0)
= ν(ε˜⊗2qRpi∗q,0).
D’autre part,
ν(ε˜⊗2qRpi∗q,0) = ν
(
ε˜⊗2q
i=q∏
i=1
(
R−(σ˜2i−1, σ˜2i) +
ε˜2i−1ε˜2i
N
))
=
k=q∑
k=0
(
1
N
)k
×
∑
B⊂(1,2...,q)
|B|=k
ν
(
ε˜⊗2q
∏
i∈B
(ε˜2i−1ε˜2i)
×
∏
i/∈B
R−(σ˜2i−1, σ˜2i)
)
,(54)
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=
k=q∑
k=0
(
1
N
)k
×
∑
B⊂(1,2,...,q)
|B|=k
ν
(∏
i/∈B
(ε˜2i−1ε˜2i)
∏
i∈B
(ε˜2i−1ε˜2i)2
×
∏
i/∈B
R−(σ˜2i−1, σ˜2i)
)
.
Il est clair que, k e´tant fixe´, par invariance de ν par permutation des
re´pliques, le ν(·) associe´ a` un B donne´ tel que |B|= k ne va pas de´pendre
de B; on peut donc re´ordonner les indices et supposer que
Bc = (1,2, . . . , q − k), B = (q − k+ 1, q − k+2, . . . , q).
Dans ce cas, en posant
k′ = q− k, g− def=
i=k′∏
i=1
R−(σ˜2i−1, σ˜2i) =R−pi∗
k′,0
,(55)
on obtient
ν
(∏
i/∈B
(ε˜2i−1ε˜2i)
∏
i∈B
(ε˜2i−1ε˜2i)2
∏
i/∈B
R−(σ˜2i−1, σ˜2i)
)
(56)
= ν
(
ε˜⊗2k
′
i=2q∏
i=2k′+1
(ε˜i)2g−
)
.
En vertu du Corollaire 3.4 applique´ a` k′ au lieu de q et a`
h1(ηC) =
i=2q∏
i=2k′+1
(ε˜i)2, ou` C = (4k′ +1,4k′ +2, . . . ,4q),
on obtient
ν
(
ε˜⊗2k
′
i=2q∏
i=2k′+1
(ε˜i)2g−
)
= β2k
′
E
[(
1
ch(Y )
)4k′
(〈(ε˜i)2〉0)2k
]
×
∑
pˆik′
ν0(g
−R−pˆik′
)(57)
+O(k′ + 1)ν1/2((g−)2).
Le terme comple´mentaire de l’e´quation (57) est un O(2k′ + 1), car on peut
montrer, en utilisant la de´finition de g−, les ine´galite´s exponentielles (78) et
les ine´galite´s de Ho¨lder que l’on a
ν1/2((g−)2) =O(q − k) =O(k′).
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Remarquons que la relation (52) entraine que
S0,k =
∑
pˆik′
ν0(g
−R−pˆik′
).
Puisque
〈(ε˜i)2〉0 = 〈(ε2i−1 − ε2i)2〉0 = 〈2(1− ε2i−1ε2i)〉0 = 2(1− th2(Y )) = 2
ch2(Y )
,
on a
E
[(
1
ch(Y )
)4k′
(〈(ε˜i)2〉0)2k
]
=E
[(
1
ch(Y )
)4k′( 2
ch2(Y )
)2k]
= 4kE
(
1
ch4q(Y )
)
= 4kA′q.
Donc, d’apre`s la relation (57), ∀B ⊂ {1,2, . . . , q}, tel que |B|= k, on a
ν
(
ε˜⊗2q
∏
i∈B
ε˜2i−1ε˜2i
∏
i/∈B
R−(σ˜2i−1, σ˜2i)
)
(58)
= ((β2)q−k4kS0,k)A
′
q +O(2q − 2k+ 1).
On a donc, en utilisant les relations (54) et (58),
ν(σ˜⊗2q1 Rpi∗q,0) =
(k=q∑
k=0
(
4
N
)k
Ckq (β
2)q−kS0,k
)
A′q +O(2q +1).
C’est l’e´quation (53) annonce´e dans l’e´nonce´ de la proposition. 
La Proposition 5.4 conduit donc a` devoir e´valuer les sommes S0,k de´finies
dans la relation (52), ou plutoˆt, pour toute partition pˆiq−k, leurs termes
ν0(R
−
pi∗
q−k,0
R−pˆiq−k). Ces termes de´pendent des N − 1 premiers sites, essayons
d’e´valuer leurs analogues pour N sites, soit les nombres ν(Rpi∗q−k,0Rpˆiq−k).
Leur comportement va eˆtre de´crit par la proposition qui suit:
Proposition 5.5. On a
ν(Rpˆiq−kRpi∗q−k,0)
(59)
=

O(2q − 2k+1), si pˆiq−k 6= pi∗q−k,0,(
4A′1
N(1− β2A′1)
)q−k
+O(2(q − k) + 1), si pˆiq−k = pi∗q−k,0.
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Cette proposition, dont la de´monstration s’appuie sur la de´monstration de
the´ore`mes centraux limites pour les recouvrements R, sera provisoirement
admise. Elle sera de´montre´e a` la fin de cette sous section.
On montrera e´galement, cette fois dans l’Annexe B, la proposition suiv-
ante:
Proposition 5.6. Si l ’on pose k′ = q − k, on a
ν0(R
−
pi∗
k′,0
R−pˆik′
) = ν(Rpi∗
k′,0
Rpˆik′ ) +O(2k
′ +1).(60)
Ces deux propositions, une fois de´montre´es, permettent d’obtenir une
e´valuation asymptotique pre´cise de ν(σ˜⊗2q1 Rpi∗q,0), donne´e par le the´ore`me
suivant:
The´ore`me 5.7. On a
ν(σ˜⊗2q1 Rpi∗q,0) =
(
4
N(1− β2A′1)
)q
A′q +O(2q + 1).(61)
De´monstration. Commenc¸ons par comple´ter la Proposition 5.4, en
calculant, par application des Propositions 5.5 et 5.6, les termes des sommes
S0,k introduites dans l’e´quation (52). On obtient
ν0(R
−
pi∗
k′,0
R−pˆik′
) = ν(Rpi∗
k′,0
Rpˆik′ ) +O(2(q − k) + 1)
(62)
=

O(2k′ +1), si pˆik′ 6= pi∗k′,0,(
4A′1
N(1− β2A′1)
)k′
+O(2k′ + 1), si pˆik′ = pi
∗
k′,0.
Comme
S0,k =
∑
pˆik′
ν0(R
−
pi∗
k′,0
R−pˆik′
),
on a
S0,k =
(
4A′1
N(1− β2A′1)
)q−k
+O(2(q − k) + 1).
Il s’ensuit que
ν(σ˜⊗2q1 Rpi∗q,0) =A
′
q
k=q∑
k=0
Ckq
(
4
N
)k
(β2)q−k
(
4A′1
N(1− β2A′1)
)q−k
+O(2q +1)
=A′q
(
4
N
)q(k=q∑
k=0
Ckq
(
β2A′1
1− β2A′1
)q−k)
+O(2q + 1)
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=A′q
(
4
N
)q(
1 +
β2A′1
1− β2A′1
)q
+O(2q +1)
=
(
4
N(1− β2A′1)
)q
A′q +O(2q +1).
C’est la formule (61) annonce´e. 
Nous pouvons maintenant de´montrer notre re´sultat principal:
De´monstration du The´ore`me 5.1. On sait, d’apre`s la relation (36)
et la Proposition 5.3, que
ν
(q)
0 (σ˜
⊗2q
1 ε˜
⊗2q) = β2qA′q
(2q)!
2q
E[(〈σ˜11σ˜21R−(σ˜1, σ˜2)〉−)q]
= β2qA′q
(2q)!
2q
ν−(σ˜
⊗2q
1 R
−
pi∗q,0
).
Le the´ore`me sera de´montre´ de`s que l’on aura montre´ le re´sultat suivant:
Proposition 5.8. Les quantite´s ν−(σ˜
⊗2q
1 R
−
pi∗q,0
) et ν(σ˜⊗2q1 Rpi∗q,0) ont la
meˆme e´valuation asymptotique, donne´e par le The´ore`me 5.7, et l ’on a donc
ν−(σ˜
⊗2q
1 R
−
pi∗q,0
) =
(
4
N(1− β2A′1)
)q
A′q +O(2q +1).(63)
Ce re´sultat sera montre´ dans l’Annexe B.
De´monstration de la Proposition 5.5. Avant d’aborder la de´monstration
proprement dite, montrons deux lemmes pre´liminaires. Utilisons les nota-
tions (79) de´veloppe´es dans l’Annexe A a` propos de la de´monstration des
TCL sur les recouvrements.
Lemme 5.9. Si σ˜r = σ2r−1 − σ2r et σ˜s = σ2s−1 − σ2s,
R(σ˜r, σ˜s) = T2r−1,2s−1 + T2r,2s − T2r−1,2s − T2r,2s−1.(64)
De´monstration. On a
R(σ˜r, σ˜s) =R2r−1,2s−1 − q2 +R2r,2s − q2 − (R2r−1,2s − q2)− (R2r,2s−1 − q2).
On sait que
Ri,j − q2 = Ti,j + Ti + Tj + T.
On a bien le re´sultat de´sire´. 
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Remarque 5.10. L’e´quation (64) s’e´crit aussi
R(σ˜r, σ˜s) =
∑
l∈{2r−1,2r}
l′∈{2s−1,2s}
(−1)l+l′Tl,l′ .(65)
Nous aurons e´galement besoin d’utiliser la variante du The´ore`me A.5
suivante:
Lemme 5.11. Plac¸ons nous dans les conditions du The´ore`me A.5. Soit
∆ un ensemble de doublets {l, l′}, ou` 1 ≤ l < l′ ≤ n. Soit k(l, l′) un entier
≥ 1 associe´ a` chacun de ces doublets, k+ la somme de ces entiers. Soit a(r)
le moment d ’ordre r d ’une gaussienne centre´e re´duite. Soit
A2 =
A′1
N(1− β2A′1)
et A′1 =E
(
1
ch4(Y )
)
.
Si β ≤ β0, on a
ν
( ∏
{l,l′}∈∆
T
kl,l′
l,l′
)
=
∏
{l,l′}∈∆
(a(k(l, l′)))Ak
+
+O(k+ +1).(66)
Si, de plus, les entiers k(l, l′) valent 1 ou 2, le terme principal du membre de
droite de l ’e´quation (66) vaut 0, sauf si ∀{l, l′} ∈∆, k(l, l′) = 2. On a dans
ce cas
ν
( ∏
{l,l′}∈∆
T 2l,l′
)
=Ak
+
+O(k+ +1).(67)
De´monstration. La premie`re e´galite´ (66) est une conse´quence de la
relation (81) de l’Annexe A, dans la seconde partie, on utilise la proprie´te´:
a(1) = 0, a(2) = 1. 
Passons maintenant a` la de´monstration proprement dite de la Proposition
5.5. Soit {ri, si}, i ∈ (1,2, . . . , q− k) la partition ordonne´e naturelle associe´e
a` pˆiq−k. On voit que, en utilisant l’e´quation (65), le produit
Rpˆiq−kRpi∗q−k,0 =
i=q−k∏
i=1
R(σ˜2i−1, σ˜2i)R(σ˜ri , σ˜si)
est la somme de 42(q−k) expressions, qui sont chacune un produit de 2(q−k)
termes du type (−1)l+l′Tl,l′ , non necessairement distincts.
Toutefois, les termes (−1)l+l′Tl,l′ associe´s a` chaque partition pˆiq−k ou
pi∗q−k,0 qui apparaissent dans une expression donne´e sont ne´cessairement dis-
tincts, alors que le meˆme terme peut venir de l’une ou l’autre des deux parti-
tions et donc, pour les doublets distincts {l, l′} apparaissant dans l’expression,
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k(l, l′) de´signant le nombre de fois que le doublet {l, l′} apparait dans le
produit, on a 1≤ k(l, l′)≤ 2 et k+ = 2(q − k). On a ∀{l, l′}, k(l, l′) = 2 si
et seulement si les partitions pˆiq−k et pi
∗
q−k,0 coincident et si de plus pour
former l’expression on prend deux fois le meˆme terme (−1)l+l′Tl,l′ pour
chaque doublet {2i− 1,2i} de la partition pi∗q−k,0. Le Lemme 5.11 entraine
la premie`re partie de la relation (59). Quant a` la seconde partie, on voit,
par l’e´quation (67), que chaque choix (re´pe´te´ une fois) d’un des quatre ter-
mes (−1)l+l′Tl,l′ associe´s a` chaque doublet {2i− 1,2i} de la partition pi∗q−k,0
donne, pour l’expression produit de tels termes, note´s alors ti
ν
(i=q−k∏
i=1
(t2i )
)
=A2(q−k) +O(2(q − k) + 1).
Et donc, en tenant compte des quatre choix possibles pour chaque doublet:
ν
(i=q−k∏
i=1
R(σ˜2i−1, σ˜2i)2
)
= (4A2)q−k +O(2(q − k) + 1).
C’est la seconde partie de la relation (59). 

6. Loi limite de la covariance des spins en deux sites. Dans cette section,
nous donnerons la preuve du The´ore`me 1.1. Plac¸ons nous dans les conditions
de l’e´nonce´ de ce the´ore`me et utilisons les notations qui y sont introduites.
Nous prendrons β suffisamment petit pour que les The´ore`mes 5.1 et 4.4
soient ve´rifie´s.
Il est clair que (A′q) est le moment d’ordre 2q de la variable U1 ou U2, et
donc (A′q)
2 est le moment d’ordre 2q du produit W = U1U2.
D’autre part, le moment d’ordre 2q d’une variable gaussienne centre´e
re´duite z est 2q!2qq! . Le Corollaire 5.2 peut donc se lire ainsi: z e´tant inde´pendant
de U1 et U2, le moment d’ordre 2q de la variable N
1/2γ˜i,j est e´gal a` celui de
la variable 2β√
1−β2A′1
zU1U2 +O(1).
En utilisant la relation (34) γi,j =
1
2 γ˜i,j , et pour le cas des moments d’ordre
impair le Corollaire 4.5 et la Remarque 4.6, on obtient bien le re´sultat an-
nonce´.
ANNEXE A
Nous de´crirons dans cette section quelques notions de´veloppe´es par Tala-
grand dans son livre [10] et fre´quemment utilise´es ic¸i.
A.1. Me´thode de la cavite´ et applications.
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Formule de la cavite´. Soit σ une N -configuration. On peut e´crire
σ = (ρ, ε) ou` ρ= (σ1, . . . , σi, . . . , σN−1) et ε= σN .
Soit
β− = β
√
N − 1
N
.(68)
On a
−HN(σ,β,h) =−HN−1(ρ,β−, h) + ε(g(ρ) + h),
ou` g(ρ) =
β√
N
∑
i≤N−1
gi,Nσi.
Notations A.1. Nous introduirons les notations suivantes:
• Le variable G−N−1 est la mesure de Gibbs associe´e a` −HN−1(ρ,β−, h).
• Le terme 〈f−〉− est l’inte´grale de f− par rapport a` la mesure de Gibbs
produit (G−N−1)
⊗k, f− e´tant une fonction de k configurations de´pendant
seulement des N − 1 premiers sites.
• Le variable ν−(f−) est l’espe´rance de 〈f−〉−.
Soit Z = 〈ch(g(ρ) + h)〉−. Si f est une fonction de k configurations, il
existe une fonction fˆ− lie´e a` f ne de´pendant pas des spins au site N telle
que 〈f〉= 〈fˆ−〉−/Zk; c’est la formule de la cavite´, qui consiste donc a` pouvoir
passer de N − 1 sites a` N sites (voir [10], 2.153), ce qui a ensuite conduit a`
e´laborer la me´thode du “smart path.”
Construction des hamiltoniens du “smart path.” Posons ∀t ∈ [0,1] (in-
tervalle de re´els),
gt(ρ) =
√
tg(ρ) +
√
1− tβz√q2.
Les hamiltoniens de la me´thode du smart path sont de´finis par la formule
−HN,t(σ,β,h) =−HN−1(ρ,β−, h) + ε(gt(ρ) + h).
Dans cette formule, q2 ve´rifie la relation (3).
Chacun de ces hamiltoniens engendre, nous l’avons vu, une mesure de
Gibbs, une inte´grale et son espe´rance que nous notons respectivement, GN,t,
〈f〉t et νt(f) = E(〈f〉t), ces deux dernie`res invariantes par permutation des
re´pliques. On a alors 〈f〉1 = 〈f〉 et ν1(f) = ν(f).
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E´tude de GN,0. On a la relation, en utilisant l’e´quation (3):
−HN,0(σ,β,h) =−HN−1(ρ,β−, h) + εY.
On en de´duit que le spin au site N est inde´pendant des spins aux N − 1
premiers sites, pour la mesure de Gibbs GN,0 comme pour son espe´rance.
Les spins aux N − 1 premiers sites ont alors la loi G−N−1. Le spin au site N
ve´rifie la relation
〈ε〉0 = th(Y ).(69)
Ces proprie´te´s s’e´tendent au cas de plusieurs re´pliques. On montre que
si la fonction de k re´pliques f = f−h0, ou` f
− de´pend seulement des spins
de ces re´pliques aux N − 1 premiers sites et h0 de leurs spins au site N , on
obtient les relations
〈f〉0 = 〈f−〉0〈h0〉0 = 〈f−〉−〈h0〉0,(70)
ν0(f) = ν0(f
−)ν0(h0) = ν−(f
−)ν0(h0).(71)
Majoration de νt(f) (voir [10], Proposition 2.4.6). En utilisant l’expres-
sion (6) donnant la de´rive´e de νt(f), on obtient la proposition suivante:
Proposition A.2. Soit f une fonction nume´rique de n re´pliques, a`
valeurs positives. On a l ’ine´galite´
νt(f)≤ exp (4n2β2)ν(f)≤Kν(f), si β ≤ β0;(72)
K e´tant une constante ne de´pendant que de n.
Dans le deux sous sections qui suivent, nous utiliserons les notations O(k)
de´finies dans l’Introduction (voir De´finition 1.3).
A.2. Ine´galite´s exponentielles. Dans [10] (Section 2.5), est obtenu le
re´sultat suivant:
Proposition A.3. Il existe β0 > 0 et une constante L> 4 telle que, si
β < β0, on a
∀k ≥ 0 ν[(R1,2 − q2)2k]≤ (Lk/N)k.(73)
Il en re´sulte, avec nos notations, que
ν[(R1,2 − q2)2k] =O(2k).(74)
Remarque A.4. Cette propriete´ implique l’existence d’une constante
L′ telle que ν(exp (N/L′(R1,2 − q2)2)) ≤ L′, d’ou` l’origine du nom de ces
ine´galite´s.
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Indications de de´monstration. La proprie´te´ est imme´diate pour k ≥
N , car (R1,2−q2)2k < 4k. Pour k <N , la de´monstration se fait par re´currence
sur k.
Pour k = 1, elle re´sulte, par syme´trie des sites, de l’e´galite´
ν(R1,2 − q2)2 = ν(ε1ε2 − q2)(R1,2 − q2) def= ν(f).
On trouve ν0(f) = (1− q22)/N , et l’on utilise le the´ore`me des accroissements
finis pour majorer |ν(f)− ν0(f)|, ce qui conduit a` l’ine´galite´ de´sire´e pour
β suffisamment petit. On proce`de de manie`re analogue pour montrer la
re´currence. 
A l’aide des ine´galite´s de Ho¨lder, on en de´duit e´galement les ine´galite´s
ν(|R1,2 − q2|j)≤ (L(j +1)/2N)j/2.(75)
On a donc la` aussi l’ine´galite´
ν(|R1,2 − q2|)j =O(j).(76)
Enfin, dans le courant de la de´monstration, il est montre´ l’ine´galite´
ν[(R−1,2 − q2)2k]≤ 3(L(k+ 1)/N)k =O(2k).(77)
Soient (σ1, σ2, σ3, σ4) quatre re´pliques, σ˜1 = σ1 − σ2, σ˜2 = σ3 − σ4. Posons
R(σ˜1, σ˜2) = 1/N
(
i=N∑
i=1
σ˜1i σ˜
2
i
)
et de meˆme
R−(σ˜1, σ˜2) = 1/N
(
i=N−1∑
i=1
σ˜1i σ˜
2
i
)
.
On a les relations
R−(σ˜1, σ˜2) = (R−(σ1, σ3)− q2) + (R−(σ2, σ4)− q2)
− (R−(σ1, σ4)− q2)− (R−(σ2, σ3)− q2).
Il en re´sulte, en utilisant les proprie´te´s des normes usuelles sur un espace
L2k(ν) et l’ine´galite´ (77), que
ν(R−(σ˜1, σ˜2)2k) =O(2k).(78)
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A.3. The´ore`mes centraux limites pour les recouvrements (voir [10], Sec-
tions 2.6 et 2.7.). Soit (σ1, . . . , σn) une suite de n re´pliques. Conside´rons
les C2n
def
= m recouvrements construits sur ces n re´pliques, note´s
Rl,l′ =R(σ
l, σl
′
), ou` 1≤ l < l′ ≤ n.
On peut alors de´finir les recouvrements centre´s Rl,l′ − 〈Rl,l′〉. Soit Xl,l′ =
N1/2(Rl,l′ −〈Rl,l′〉). Soit X le vecteur dont les m composantes sont les vari-
ables Xl,l′ . Conside´rons les moments de tous ordres, pour la mesure de Gibbs
G⊗nN , du vecteur ale´atoire X sur (Σ
⊗n
N ,G
⊗n
N ), c’est-a`-dire, pour toute suite
de m entiers (kl,l′) les quantite´s
M(kl,l′ )
def
=
〈 ∏
1≤l<l′≤n
X
kl,l′
l,l′
〉
.
Ces moments sont eux meˆmes des variables ale´atoires relativement au
de´sordre du mode`le.
Talagrand montre, dans la Section 2.7 de son livre [10], pour β suffisam-
ment petit, l’existence d’un vecteur gaussien centre´ de dimension m, dont
il peut donner la matrice de covariance, et dont les moments d’ordre (kl,l′)
sont la limite dans L2 des moments M(kl,l′ ). Il montre e´galement la nor-
malite´ asymptotique, au sens de la convergence des moments, de la variable
N1/2(〈Rl,l′〉 − q2) et donne la variance de la loi limite.
La de´monstration de ces proprie´te´s repose sur une de´composition des re-
couvrements “recentre´s” Rl,l′−q2. Rappelons quelques notions utilise´es dans
ce contexte (voir [10], formules 2.265 et 2.266): nous noterons bj = 〈σj〉, b le
vecteur de RN de composantes bj ; σ˙j = σj − bj, σ˙ le vecteur de RN de com-
posantes σ˙j ; R(u, v) =
1
N
∑j=N
j=1 ujvj , extension a` R
N des recouvrements.
Soient σl et σl
′
deux N configurations. On note
Tl,l′ =R(σ˙
l, σ˙l
′
), Tl =R(σ˙
l, b), T =R(b, b)− q2.(79)
On a
Rl,l′ − q2 =R(σl, σl′)− q2 = Tl,l′ + Tl + Tl′ + T.(80)
La de´monstration des TCL repose sur l’e´tude des moments de tous ordre
du vecteur forme´ par toutes les variables introduites dans les relations (79),
pour la mesure ν, conside´re´e ic¸i comme espe´rance de la mesure de Gibbs
produit G⊗nN . On a en particulier le the´ore`me suivant, qui est le The´ore`me
2.7.1 du livre [10]:
The´ore`me A.5. Soit k(l, l′) un entier ≥ 0 associe´ a` chacun des doublets
(l, l′), avec 1 ≤ l < l′ ≤ n, soit k+ la somme de ces entiers. Soit a(r) le
moment d ’ordre r d ’une gaussienne centre´e re´duite. Soit
A2 =
A′1
N(1− β2A′1)
et A′1 =E
(
1
ch4(Y )
)
.
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Si β ≤ β0, on a
ν
(∏
(l,l′)
T
kl,l′
l,l′
)
=
∏
(l,l′)
(a(k(l, l′)))Ak
+
+O(k+ + 1).(81)
ANNEXE B
De´monstration du Lemme 4.7. Il suffit de montrer, en utilisant les
ine´galite´s de Ho¨lder comme dans la de´monstration du Corollaire 2.4 que
ν−((Rˆ
−
i )
2m) =O(2m).
On sait que, d’apre`s la relation (72) de l’Annexe A, il existe une constante
K telle que
ν−((Rˆ
−
i )
2m) = ν0((Rˆ
−
i )
2m)≤Kν((Rˆ−i )2m),
(Rˆ−i )
2m =
(
R˙−Ji −
σriN−1σ
si
N−1
N
)2m
≤
l=2m∑
l=0
C l2m
(|(R˙−Ji)|)l
N2m−l
.
En utilisant les ine´galite´s exponentielles (77) applique´es aux quantite´s
ν(R˙−Ji)
2l, on obtient
ν−((Rˆ
−
i )
2m)≤
l=2m∑
l=0
C l2m
ν(|R˙−Ji |)l
N2m−l
≤
l=2m∑
l=0
O(2(2m− l))O(l) =
l=2m∑
l=0
O(4m− l) =O(2m).
C’est la relation cherche´e. 
De´monstration de la Proposition 5.6. Soit {ri, si}, i ∈ (1,2, . . . , k′),
la suite de doublets constituant la partition ordonne´e naturelle (voir Remar-
que 3.2) associe´e a` pˆik′ :
ν(Rpi∗
k′,0
Rpˆik′ ) = ν
(
i=k′∏
i=1
(
R−(σ˜2i−1, σ˜2i) +
ε˜2i−1ε˜2i
N
)
×
(
R−(σ˜ri , σ˜si) +
ε˜ri ε˜si
N
))
(82)
def
= ν
(
i=k′∏
i=1
(R−(σ˜2i−1, σ˜2i)R−(σ˜ri , σ˜si))
)
+ Tˆ1
= ν(R−pi∗
k′,0
R−pˆik′
) + Tˆ1
def
= ν(fˆ) + Tˆ1.
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Posons
Ji
def
=
{{2i− 1,2i}, si i≤ k′,
{ri, si}, si k′ < i≤ 2k′,(83)
ε˜J = ε˜rε˜s si J = {r, s},(84)
R−i
def
=
{
R−(σ˜2i−1, σ˜2i), si i≤ k′,
R−(σ˜ri , σ˜si), si k′ < i≤ 2k′.(85)
L’expression Tˆ1 figurant dans (82) est alors une somme de termes du type
1
N |B|
ν
(∏
i∈B
ε˜Ji
∏
i/∈B
R−i
)
, ou` B ⊂ (1,2, . . . ,2k′) et |B|= l≥ 1.(86)
Il y a 2k′ − l termes du type R−i , et l’on peut montrer, en utilisant les
ine´galite´s exponentielles (78) de l’Annexe A que
∀l ν1/2
(∏
i/∈B
(R−i )
)2
=O(2k′ − l).
Il s’ensuit que puisque ici l ≥ 1, chaque terme 1
N |B|
ν(
∏
i∈B(ε˜
Ji)
∏
i/∈BR
−
i )
de l’e´quation (86) est un O(2k′ + l) =O(2k′ + 1), et donc leur somme Tˆ1 =
O(2k′ + 1).
On a, en utilisant [10], Proposition 2.5.3, et l’e´quation (82),
ν(Rpi∗
k′,0
Rpˆik′ ) = ν(fˆ) +O(2k
′ +1) = ν0(fˆ) +O(2k
′ +1) +O(1)ν1/2(fˆ2).
Par les ine´galite´s exponentielles (78) et les ine´galite´s de Ho¨lder, on montre
que ν1/2(fˆ2) =O(2k′) et donc
ν(Rpi∗
k′,0
Rpˆik′ ) = ν0(fˆ) +O(2k
′ +1).
C’est l’e´quation (60). 
De´monstration de la Proposition 5.8. Nous devons donc e´valuer
la quantite´
ν−(σ˜
⊗2q
1 R
−
pi∗q,0
).(87)
Rappelons que β2− = (
N−1
N )β
2. Nous utiliserons e´galement les notations suiv-
antes:
Y − = β−
√
q−2 z + h, ou` E[th
2(Y −)] = q−2 ,
(A′q)
− = E[(1− th2(Y −))2q].
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En utilisant la Proposition 5.3 puis le The´ore`me 5.7 avec N−1 remplac¸ant
N et β− remplac¸ant β, on voit que la quantite´ (87) vaut(
N − 1
N
)q
ν−(σ˜
⊗2q
1 R
′
pi∗q,0
)
(88)
=
(
N − 1
N
)q(( 4
(N − 1)(1− β2−(A′1)−)
)q
(A′q)
− +O−(2q +1)
)
.
La quantite´ O−(2q+1) est borne´e par K
(N−1)q+1/2
ou` K est une constante ne
de´pendant pas de β− si β− ≤ β0; puisque β− < β,il suffit pour cela, ce que
nous supposons, que l’on aie β ≤ β0. On a donc O−(2q + 1) =O(2q + 1).
On sait ([10], Lemme 2.4.15) que q2 − q−2 = O(2) et donc les quantite´s
nouvelles introduites Y − et (A′q)
− ont des limites si N →+∞, obtenues en
supprimant les indices “−” dans leur definition.
Le terme principal du membre de droite de l’e´galite´ (88) s’e´crit(
1
N
)q( 4
1− β2−(A′1)−
)q
(A′q)
−.
On veut montrer que ce terme s’e´crit en fait(
1
N
)q( 4
1− β2A′1
)q
A′q +O(2q +1),
ce qui montrera le lemme. Il suffit de prouver que(
4
1− β2−(A′1)−
)q
=
(
4
1− β2A′1
)q
+O(1)
et que
(A′q)
− =A′q +O(1).
Posons
λ− = β−
√
q−2 , λ= β
√
q2,
Y (λ) = λz + h, F (λ) =E[(1− th2(Y (λ)))q].
Il est clair que (A′q)
− −A′q = F (λ−)− F (λ) et que la de´rive´e de F en λ est
majore´e par ∫
R
K|z|f(z)dz ≤K,
ou` f(z) est la densite´ de la gaussienne standard et K est un majorant de la
valeur absolue de la de´rive´e de la fonction de Y (1− th2(Y ))q.
Il s’ensuit que
∀q |(A′q)− −A′q| ≤K|λ− λ−|.
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Comme
λ− λ− = β
(
√
q2 −
√
(N − 1)q−2
N
)
= β
(q2 − q−2 (N − 1)/N)
√
q2 +
√
(N − 1)q−2 /N
,
on voit que
|λ− λ−| ≤K(|q2 − q−2 |) =O(2).
Il s’ensuit que
∀q |(A′q)− −A′q|=O(2)
et que
β2−(A
′
1)
− = β2A′1 +O(2).
Il en re´sulte bien que(
4
1− β2−(A′1)−
)q
=
(
4
1− β2A′1
)q
+O(2),
et donc le re´sultat de´sire´. 
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