Typical Internet of Things (IoT) applications involve collecting information automatically from diverse geographically-distributed smart sensors and concentrating the information into more powerful computers. The Raspberry Pi platform has become a very interesting choice for IoT applications for several reasons: (1) good computing power/cost ratio; (2) high availability; it has become a de facto hardware standard; and (3) ease of use; it is based on operating systems with a big community of users. In IoT applications, data are frequently carried by means of wireless sensor networks in which energy consumption is a key issue. Energy consumption is especially relevant for smart sensors that are scattered over wide geographical areas and may need to work unattended on batteries for long intervals of time. In this scenario, it is convenient to ease the construction of IoT applications while keeping energy consumption to a minimum at the sensors. This work proposes a possible gateway implementation with specific technologies. It solves the following research question: how to build gateways for IoT applications with Raspberry Pi and low power IQRF communication modules. The following contributions are presented: (1) one architecture for IoT gateways that integrates data from sensor nodes into a higher level application based on low-cost/low-energy technologies; (2) bindings in Java and C that ease the construction of IoT applications; (3) an empirical model that describes the consumption of the communications at the nodes (smart sensors) and allows scaling their batteries; and (4) validation of the proposed energy model at the battery-operated nodes.
Introduction
The Internet of Things (IoT) aims at connecting a world of networked smart devices typically equipped with sensors and radio frequency identification to the mainstream Internet, all sharing information with each other without human intervention. In the future, the Internet might be considered as comprised of billions of intelligent communicating 'things' that will further extend the borders of the current Internet with physical entities and virtual components [1] . According to a report by Cisco delivered in 2011, the number of devices connected to the Internet for the year 2020 is expected to be around 50 billion, yielding to 6.6 devices per person [2] ; other estimations are even more generous (e.g., a number of seven trillion wireless devices serving seven million people is expected by 2017 [3] ). An increasing number of IoT applications is found in different domains, such as (1) Sensing layer: integrated with available hardware objects to sense the status of the things.
(2) Network layer: provides the infrastructure that supports the link among the things over wireless or wired connections. (3) Service layer: creates and manages the services required by the users or applications. (4) Interface layer: consists of the interaction methods with users or applications.
In this scenario, new challenges arise [22] ; some of them are technical issues: (1) integrating social networking with IoT solutions; (2) developing green IoT technologies; (3) developing context-aware IoT middleware solutions; (4) employing artificial intelligence techniques to create intelligent things or smart objects; and (5) combining IoT and cloud computing [20] . Some of these challenges may be addressed by intelligent gateways that bridge sensor networks with traditional communication networks [23] . These gateways are responsible for collecting data from field sensors with different technologies, mainly wireless sensor networks, and sending them to the cloud infrastructure by means of TCP/IP-based communication networks.
A prototype architecture aimed at monitoring applications based on the Raspberry Pi is presented in [7] . It is relatively easy to find in the literature other examples of data acquisition systems aimed at different domains, such as smart cities [11, 24] , industrial process monitoring [10] or home automation [9, 12, 25] , that use the Raspberry Pi. One interesting example of its capabilities in these applications may be found in [13] , where an IoT-enabled emergency information architecture for elderly people is presented. We may conclude from these works that the Raspberry Pi is an inexpensive, extremely versatile and small computer, with network connectivity (via Ethernet or WiFi), supported by a large open-source community, which is adequate for building embedded applications by means of the GPIO pins.
The use of adequate communication means is another issue of interest when building IoT applications. Some technologies may be better suited than others to solve the requirements of particular applications. It is easy to find in the literature survey papers aimed at helping application engineers to select the most appropriate protocols [1, 26] . ZigBee and Bluetooth are specifically designed for IoT applications. These competing technologies present different characteristics including range, data rate, network latency, power profile, security and complexity [27] . There are other kinds of WSN that could be used in IoT applications, but they are less common than the previous two [28] . Energy efficiency is also a key issue in IoT applications, especially at the sensor nodes [29, 30] .
Although ZigBee is relatively new, since 2004, after discovering that due to its high complexity and difficult usage, the implementation is not economic in smaller and some medium-sized applications, several lighter protocols were soon established, sometimes even by the original ZigBee Alliance members [31] .
We chose IQRF technology [18] due to its versatility. It allows several communication modes by combination of: (1) the ISM band; (2) channel; (3) transmission bit rate; (4) transmission power level; and (5) reception level model. It also allows changing these parameters at run-time, as shown in this paper. Several papers provide wireless sensory network solutions based on this protocol [4, [32] [33] [34] .
This work focuses on the following contributions: (1) providing a possible IoT gateway architecture with specific technologies (Raspberry Pi and IQRF communication modules); (2) bindings in Java and C that ease the construction of IoT applications; (3) an empirical model that describes the consumption of the communications at the nodes (smart sensors) and allows scaling their batteries; and (4) validation of the proposed energy model at the battery-operated nodes.
Overview of IQRF Technology
IQRF is a platform for low speed, low power, reliable and easy to use wireless connectivity for telemetry, industrial control and building automation that can be used with different electronic equipment [18] . It is aimed at providing wireless connectivity in applications that require remote control, monitoring, alarming, displaying remotely-acquired data or connecting several devices to a wireless network. IQRF is a complete ecosystem, including hardware, software, development support and services [32] .
The IQRF ecosystem covers hardware, software and protocols. At the heart of the system, there are several RF modules that can operate at the 433-MHz, 868-MHz and 916-MHz ISM (Industrial, Scientific and Medical) bands. Among other circuits, the modules hold an RF transceiver and an eight-bit microcontroller, which executes an operative system (OS) responsible for, among others, the communications and mesh networking functions. The final system can (1) extend the capabilities of the OS new programming functions by an end-user or (2) add a ready-to-use software layer of a Hardware Profile (HWP) plug-in responsible for supporting a dataflow-oriented Direct Peripheral Access (DPA) mechanism to interact with all of the peripherals fitted in the module. In the second case, there is no need for additional programming from the end-user. These modules are known as Data-Controlled Transceivers (DCTR) in the IQRF ecosystem. It is also possible to program a third layer of custom software to handle situations not covered by the DPA. Figure 1 represents schematically the three possible scenarios regarding the firmware development. applications, several lighter protocols were soon established, sometimes even by the original ZigBee Alliance members [31] .
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The energy consumption varies depending on several factors, such as transmission power, reception and execution modes at the MCU. If the RF transceiver is disabled, the module current The link layer is byte oriented with a maximum packet size of 64 bytes (56 if DPA is used). Transmission distance is claimed to be in the range of 100 metres. In this work, a TR-52D module was employed achieving up to 90 m without losing efficiency in the tests (other authors also report similar distances [33] ). The manufacturer claims that the range is longer when properly oriented, but this has not been tested in this work. According to the specifications, 240 hops between transceivers are allowed before discarding a packet.
The energy consumption varies depending on several factors, such as transmission power, reception and execution modes at the MCU. If the RF transceiver is disabled, the module current consumption ranges from 1.9 µA in sleep mode to 1.6 mA in run mode. During the transmission, the supply current depends on the selectable seven levels of transmission with power ranges that vary from 14 mA to 24 mA. When receiving, the current drained from the power supply starts at 13 mA in Standard mode (STD), but can be reduced to 25 µA if operated in the Extra Low Power mode (XLP) [35] .
There is built-in support in the OS for a Serial Peripheral Interface (SPI) protocol to command the module from a locally-attached controller.
The modules offered by IQRF can achieve several network topologies, but the most versatile one is the mesh topology. In general, one module plays the coordinator role, while the others are considered plain nodes. One of these nodes can play the role of coordinator for a subnetwork. The OS supports node bonding, network discovery, routing packets and unbonding from the network with an easy to use Application Programming Interface (API).
The whole ecosystem is completed with a full set of gateways, routers, development tools and a fully-documented Software Development Kit (SDK) package for hardware deployment and cloud services for data exchange between IQRF networks and end-users.
IoT Gateway Architecture and Wrappings

Description of the IoT Gateway Architecture
The proposed architecture is comprised of three levels: (1) Concentrator, implemented on a Raspberry Pi SBC; (2) Coordinator, implemented on a privileged IQRF module attached to the concentrator that plays the role of coordinator; and (3) End nodes, implemented on IQRF modules, which acquire field information by means of different attached sensors (see Figure 2 ). This architecture involves different types of communication technologies at every level. The connection between the Raspberry Pi and the IQRF coordinator is implemented by means of an SPI connection, and the connection between the coordinator and the end nodes is carried out by means of IQRF wireless technology. In the proposed IoT gateway architecture, the Concentrator implements the interface and service layers so that it respectively provides the interaction methods and services required by users and higher level applications. The Coordinator implements the IoT network layer since it holds the IQRF WSN configuration and routing information, and it is responsible for interrogating the end nodes. End nodes implement the sensing layer by means of different sensors that let the nodes acquire field information. End nodes will send the data when required by the Coordinator.
One of the characteristics of the IQRF technology is that devices implement the full stack allowing them to behave either as Concentrators or End nodes. A unique type of device, the IQRF TR-52DA [35] was used in the architecture for the roles of both coordinator, as well as end nodes. In addition to the communication capabilities, the IQRF TR-52DA has: (1) a PIC16LF1938 microcontroller with interrupt capability; (2) a SPI interface used at the IQRF Coordinator to establish the communication with the Raspberry Pi; (3) an embedded temperature sensor; (4) two colors (green and red) of LEDs to be manipulated from the microcontroller; (5) six general purpose I/O pins available to connect external sensors; (6) a two-channel A/D converter; (7) a hardware timer; (8) power supply connections; and (9) battery monitoring capabilities. These end nodes were powered with lithium-polymer batteries to guarantee their autonomy.
The hardware architecture was implemented as follows (see Figure 2 ): (1) the Concentrator was implemented with a Raspberry Pi B+ with Raspbian; (2) the Coordinator was implemented with a TR-52DA IQRF node acting as coordinator; and (3) the End nodes were implemented by means of TR-52DA IQRF nodes powered with 400-mAh lithium-polymer batteries. 
Raspberry Pi IQRF Coordinator Connection
A prototype board (shown in Figure 3 ) was created to implement the connection between the Concentrator (Raspberry Pi) and the Coordinator (IQRF node) with an ad hoc Printed Circuit Board (PCB). This board provides the interface between the Raspberry Pi and the IQRF coordinator node. This board also includes connectors to carry out the energy measurements at the IQRF Coordinator used to obtain the empirical model discussed in the next section. 
A prototype board (shown in Figure 3 ) was created to implement the connection between the Concentrator (Raspberry Pi) and the Coordinator (IQRF node) with an ad hoc Printed Circuit Board (PCB). This board provides the interface between the Raspberry Pi and the IQRF coordinator node. This board also includes connectors to carry out the energy measurements at the IQRF Coordinator used to obtain the empirical model discussed in the next section. The connection between the Raspberry Pi and the IQRF coordinator is carried out by means of the SPI protocol, the Raspberry Pi acting as the SPI master and the IQRF coordinator as the slave. The SPI frames the protocol defined at the Raspberry Pi to manage all nodes of the IQRF IoT network.
Wireless Communication Coordinator: End Nodes
To create and configure the IQRF network, it is necessary to specify the following parameters at the IQRF Coordinator and End nodes: (1) RF band; (2) RF channel number; (3) data transmission bit rate; (4) transmission power level; and (5) reception level mode. The available values may be found in Table 1 . Since reconfigurations at run-time are allowed, these data were embedded in the protocol issued by the Raspberry Pi to the IQRF Coordinator. Furthermore, the IQRF nodes must be bonded to the network in order to be available. Network bonding requires executing the process depicted in Figure 4 . The IQRF coordinator expects that all nodes issue bond requests in which they send their Module ID, so it assigns the Network ID and Address of the end node. Once this operation is carried out, all end nodes will be bonded to the IQRF network, and normal operation will be started. End nodes need to know all configuration parameters (i.e., band, channel, transmission bit rate and power and reception level mode) previous to the bonding operation in order to establish the link. The topology of the network will be internally managed by the Coordinator using the IQMESH algorithm [31] . The IQRF technology is able to adapt to a wide range of topologies; the authors only tested the architecture with two topologies: linear (all nodes connected in line, in order to reach a maximum distance) and star (all nodes scattered in order to cover a broad area). The connection between the Raspberry Pi and the IQRF coordinator is carried out by means of the SPI protocol, the Raspberry Pi acting as the SPI master and the IQRF coordinator as the slave. The SPI frames the protocol defined at the Raspberry Pi to manage all nodes of the IQRF IoT network.
To create and configure the IQRF network, it is necessary to specify the following parameters at the IQRF Coordinator and End nodes: (1) RF band; (2) RF channel number; (3) data transmission bit rate; (4) transmission power level; and (5) reception level mode. The available values may be found in Table 1 . Since reconfigurations at run-time are allowed, these data were embedded in the protocol issued by the Raspberry Pi to the IQRF Coordinator. Furthermore, the IQRF nodes must be bonded to the network in order to be available. Network bonding requires executing the process depicted in Figure 4 . The IQRF coordinator expects that all nodes issue bond requests in which they send their Module ID, so it assigns the Network ID and Address of the end node. Once this operation is carried out, all end nodes will be bonded to the IQRF network, and normal operation will be started. End nodes need to know all configuration parameters (i.e., band, channel, transmission bit rate and power and reception level mode) previous to the bonding operation in order to establish the link. The topology of the network will be internally managed by the Coordinator using the IQMESH algorithm [31] . The IQRF technology is able to adapt to a wide range of topologies; the authors only tested the architecture with two topologies: linear (all nodes connected in line, in order to reach a maximum distance) and star (all nodes scattered in order to cover a broad area). 
Protocol Description
This section describes the operations allowed by the system and the protocol that implements it. This protocol is aimed at the TR-52DA module [35] , but it could be easily adapted to other modules by the same provider. The protocol defines the operations issued by the Raspberry Pi to the IQRF coordinator by means of SPI, which will be respectively sent to the corresponding end node.
As shown in Table 2 , the protocol allows bonding and unbonding ('U') end nodes to the IQRF network dynamically, so the topology of the network may be changed in time. Furthermore, the protocol defines the commands used to acquire data from the end nodes. These data may be Temperature ('T'), Voltage ('V') or Analog data ('A'), by means of the embedded sensors and available connectors at the end nodes. There are also some commands to manipulate the Red ('R') and Green LEDs ('G'). Another command allows one to reset ('r') all modules. There is one command to send data via SPI to the end nodes ('I'). Finally, there is another command to issue the network reconfiguration ('C'). This operation will be described in detail in the next subsection. 
Dynamic Network Reconfiguration
One of the strengths of the IQRF technology is flexibility. For example, IQRF nodes may work both as coordinators or end nodes since they have the same stack. Furthermore, IQRF nodes may work in different modes according to the quality of service (QoS) requirements of the applications, including different frequency bands, channels, data transmission rates, transmission power levels and reception level modes (see Table 1 ). The authors allowed in the protocol the ability to change these parameters 'on the fly', allowing one to select a new configuration for all IQRF end nodes from the Concentrator (Raspberry Pi) in order to adapt the IoT wireless communications to new operational requirements. This characteristic is useful in different situations, e.g., when the end nodes are low on batteries, in order to use a new configuration, which demands lower energy or when different operational modes are demanded, such as the alarming operation of the IoT system. This behavior is achieved by means of the reconfiguration command, issued by the Raspberry Pi, which requires the following information about the new configuration: (1) new transmission power level (from zero, minimum, to seven, maximum); (2) new data transmission rate; (3) new frequency band; and (4) new channel (see Table 1 for more information about the parameters). This command is used by the IQRF coordinator to send all end nodes the new configuration parameters. There is one default configuration, which is comprised by the following parameters: (1) transmission power level: maximum, 7; (2) transmission rate: 19.2 Kb/s; (3) frequency band: 868 MHz; (4) channel: 52. The default configuration allows avoiding the IQRF nodes possibly remaining in any unknown configuration in the case of failures, for example in the case of battery exhaustion.
C Wrapping of the Architecture
This section describes the C bindings provided by the authors to create IoT applications with the IQRF technology from the Raspberry Pi. The aim is to provide an easy to use wrapper that allows programmers to integrate this technology into higher level applications. Table 3 enumerates the available functions that map the protocol described above. These functions are provided as the RPi_IQRF.C library. These bindings wrap: (1) the code used to connect the Raspberry Pi with the IQRF coordinator through the SPI connection; (2) the code embedded at the IQRF coordinator to manipulate the IQRF end nodes; and (3) the code at the IQRF end nodes to measure the field data (temperature, voltage or analog data from the connected sensor.) Table 3 . C bindings for controlling the IQRF network from the Raspberry Pi. 
C Heading Function
Java Wrapping
Modern IoT applications, e.g., cloud applications, are frequently based on Java technology, so the authors also provide a Java wrapping that allows using the proposed architecture from Java. Figure 5 shows the UML diagram that allows programmers to create Java applications.
Electronics 2016, 5, 53 9 of 17
C Wrapping of the Architecture
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C Heading Function int bond (char node)
End node bonding to the IQRF network int unbond (char node) End node unbonding from the IQRF network int reset (char node)
Reset of one or all IQRF end nodes char *temp (char node) Acquisition of the temperature at one IQRF end node char *voltage (char node) Acquisition of the voltage at one IQRF end node char *ADC (char node) Acquisition of the value read at the analog converter at one IQRF end node int LEDR (char onOff, char node)
Red led control of one IQRF end node int LEDG (char onOff, char node)
Green led control of one IQRF end node int config (char power, char speed, char, band, char channel1, char channel2, char channel3)
Reconfiguration of the IQRF network
Java Wrapping
Modern IoT applications, e.g., cloud applications, are frequently based on Java technology, so the authors also provide a Java wrapping that allows using the proposed architecture from Java. Figure 5 shows the UML diagram that allows programmers to create Java applications. The HandlerJava class is responsible for enabling a direct communication link between the Java interface and the native C libraries. It provides similar methods to the functions found in Table 3 . The Net class represents the IQRF network and allows its use from the Java interface. The first time that it is used, it gets the IQRF network configuration from "net.xml", an xml formatted file. This class allows the execution of serial commands aimed at communication issues. The Node class represents every node at the IQRF network, allowing the execution of operations over the physical nodes. The Sensor class represents every sensor connected at every node. It enables reading the data of every physical sensor in different formats.
Energy Model Validation and Discussion
Some key points that influence energy consumption must be determined for a given design, such as transmission strength and duration, amount of time elapsed between active states, as well as the consumption in sleep and active states. The strategy followed to read the sensor is also important; e.g., a module that is regularly pulled to know the state of a door might run out of battery faster than a similar module that wakes up and transmits the occurrence of an opening or closing event. All of these factors should be considered when calculating the power budget required for a given application and the type of battery required.
Some applications may require anticipating the duration of the batteries to schedule maintenance tasks to replace them. One typical approach involves querying field devices for their power state, but this introduces undesired overhead on the remote devices. Most IoT infrastructures rely on data collectors that store and post-process the magnitudes read by the sensors. An alternative approach would involve running a model of the power consumption for the remote devices (based on communication issues such as transmission and reception events, payload and topology of the network) to determine in which nodes batteries must be replaced. This model also allows new functionalities, such as to extend the periods between queries of a starving node or to reduce the amount of data transmitted.
The accuracy of the model relays on understanding the power consumption characteristics of the sensor nodes and the conditions of the data transmission. Some realistic models for power consumption in wireless sensor network devices are presented in [36, 37] . These works focus on obtaining realistic models that split the overall consumption into different sources. They provide criteria to choose design parameters once the practical aspects of the communications have been measured. Some works measure the power consumption that the modules need to carry out transmission and reception events, isolated from other forms of current consumption sources [38, 39] . We have followed a similar approach to obtain a model of the discharge of the remote devices.
The charge drained from the battery can be estimated following Equation (1) by measuring the current flowing through the module over time.
As the battery capacity units are given in mAh, the obtained measurements should be converted into submultiples of these units to estimate the duration of the battery charge. Current consumption measurement is carried out indirectly recording the current profile on an oscilloscope by measuring the voltage drop over a fixed 2 Ohms 1% resistor, as depicted in Figure 6 . The three transmission modes vary in the preamble duration from 3 ms in the Standard mode (STD_TX), 50 ms for the Low Power mode (LP_TX) to 900 ms for the Extra Low Power mode (XLP_TX). These different preamble times are required not to miss a packet in the reception side when configured to work in low power modes.
Firstly, the required current to transmit the information varies according to the RF transceiver power and the amount of bytes sent. Figure 7 shows the current profile obtained for a 64-byte transmission carried out at full power (level 7). The average current is found to be around 23 mA higher than the measured in run mode, which is consistent with the datasheet provided by the vendor. By integrating (Expression 1) the measured current over the transmission period, the charge drained from the battery can be calculated. Tables 4  and 5 summarize the currents measured for maximum (Level 7; green in Figure 8 ), minimum (Level 0; red in Figure 9 ), medium transmission power (Level 4; blue in Figure 8 ) and for several payloads. The three transmission modes vary in the preamble duration from 3 ms in the Standard mode (STD_TX), 50 ms for the Low Power mode (LP_TX) to 900 ms for the Extra Low Power mode (XLP_TX). These different preamble times are required not to miss a packet in the reception side when configured to work in low power modes.
Firstly, the required current to transmit the information varies according to the RF transceiver power and the amount of bytes sent. Figure 7 shows the current profile obtained for a 64-byte transmission carried out at full power (level 7). The three transmission modes vary in the preamble duration from 3 ms in the Standard mode (STD_TX), 50 ms for the Low Power mode (LP_TX) to 900 ms for the Extra Low Power mode (XLP_TX). These different preamble times are required not to miss a packet in the reception side when configured to work in low power modes.
Firstly, the required current to transmit the information varies according to the RF transceiver power and the amount of bytes sent. Figure 7 shows the current profile obtained for a 64-byte transmission carried out at full power (level 7). The average current is found to be around 23 mA higher than the measured in run mode, which is consistent with the datasheet provided by the vendor. By integrating (Expression 1) the measured current over the transmission period, the charge drained from the battery can be calculated. Tables 4  and 5 summarize the currents measured for maximum (Level 7; green in Figure 8 ), minimum (Level 0; red in Figure 9 ), medium transmission power (Level 4; blue in Figure 8 ) and for several payloads. The average current is found to be around 23 mA higher than the measured in run mode, which is consistent with the datasheet provided by the vendor. By integrating (Expression 1) the measured current over the transmission period, the charge drained from the battery can be calculated. Tables 4  and 5 summarize the currents measured for maximum (Level 7; green in Figure 8 ), minimum (Level 0; red in Figure 9 ), medium transmission power (Level 4; blue in Figure 8 ) and for several payloads. Regarding the transmission side, an empirical mathematical model may be obtained from these measurements. Since nodes may work in different working modes depending on the selected transmission power (from zero, minimum, to seven, maximum, transmission levels), three different linear regressions have been calculated in order to predict the electric charge at maximum (seven), minimum (zero) and medium (four) levels (see Table 6 ). These regressions allow one to predict the electric charge, expressed in nAh, required for a number n of transmitted bytes tec P (n). Regarding the transmission side, an empirical mathematical model may be obtained from these measurements. Since nodes may work in different working modes depending on the selected transmission power (from zero, minimum, to seven, maximum, transmission levels), three different linear regressions have been calculated in order to predict the electric charge at maximum (seven), minimum (zero) and medium (four) levels (see Table 6 ). These regressions allow one to predict the electric charge, expressed in nAh, required for a number n of transmitted bytes tecP(n). At the reception side, the TR modules implement three reception modes: Standard (STD), Low Power (LP) and Extra Low Power (XLP). At reception, the mode control function relays on a parameter called toutRF, which indicates the number of times the module checks for incoming packets before exiting the reception function. In STD_RX mode, the receiver listens actively for incoming data in intervals that are multiples of 10 ms, as determined by the parameter toutRF. In LP_RX mode, the module listens for 10 ms and then sleeps to complete a 46-ms cycle that will be repeated toutRF times. In XLP_RX mode, the sleep period reaches 790 ms to complete a cycle. Several experiments have been conducted in order to measure the current in each mode. Tables 7 and 8 respectively summarize the average current and electric charge measured at every node in reception mode.
By means of a regression fit, it is possible to obtain an empirical model that allows the authors to predict the energy consumption at reception depending on the reception mode used (STD/LP/XLP) and consequently scaling the capacity of the batteries. Table 9 shows the electric charge drained from the battery at reception operations as a function of the selected toutRF parameter. Figure 9 represents the charge drained from the battery for the three modes when configured for equivalent periods of time by translating the toutRF parameter into seconds. Once the current consumption is characterized by the given empirical model (see Tables 6  and 9 ) expressed with equations that depend on the operating conditions (transmission level from zero to seven and reception level, STD/LP, XLP), this model can be used to schedule the transmission and reception events that fit an application according to the battery availability. The amount of energy used during the acquisition of the sensors, their processing or the energy budget required by additional hardware have not been taken into account, and their contribution should not be neglected in practical applications.
Conclusions
This work is devoted to facilitate the construction of low-cost/ low-energy IoT applications. Its major outcomes are: (1) one architecture for IoT gateways that integrates data from sensor nodes into higher-level applications (e.g., cloud applications); (2) bindings in Java and C that ease the construction of IoT applications; (3) an empirical model that describes the consumption of the communications at the nodes (smart sensors) and allows scaling the batteries; and (4) validation of the proposed energy model at the battery-operated nodes.
The proposed architecture is based on the Raspberry Pi platform due to its remarkable characteristics, namely: (1) good computing power/cost ratio; (2) high availability; currently, it has become a de facto hardware standard; and (3) ease of use, since it is based on operating systems with a big community of users. The IQRF WSN versatile technology is also proposed to acquire information from scattered sensors. From the energy management perspective for communications, the IQRF technology presents interesting benefits, such as (1) modifying the power level at the sending nodes and (2) adapting the reception times in order to save energy at the end nodes. These properties allow specifying different network configurations that adapt better to the QoS and energy requirements of the applications. Such low consumption levels were confirmed in this work by means of experimental results. In addition, according to the literature, the IQRF technology provides good propagation distances when compared with other technologies, especially in outdoor applications.
The wrappings presented by the authors allow designers to build high level applications in C and Java programming languages easily. These wrappings allow acquiring data from scattered sensors in an easy to use way, while keeping deep control of the IQRF WSN network energy consumption. The programmers of the applications will be able to build new energy-efficient IoT Once the current consumption is characterized by the given empirical model (see Tables 6 and 9 ) expressed with equations that depend on the operating conditions (transmission level from zero to seven and reception level, STD/LP, XLP), this model can be used to schedule the transmission and reception events that fit an application according to the battery availability. The amount of energy used during the acquisition of the sensors, their processing or the energy budget required by additional hardware have not been taken into account, and their contribution should not be neglected in practical applications.
The wrappings presented by the authors allow designers to build high level applications in C and Java programming languages easily. These wrappings allow acquiring data from scattered sensors in an easy to use way, while keeping deep control of the IQRF WSN network energy consumption. The programmers of the applications will be able to build new energy-efficient IoT applications that integrate field information without major difficulty. These wrappings can be used to specify the configuration of the IQRF parameters of the network or even modify them at run-time (reconfiguration) when the energy or QoS requirements of the applications demand it.
Since the management of the resources in IoT applications may become a key issue, the authors also present an experimental model for the energy consumption of the communications at the IQRF nodes that allows designers of IoT applications to scale the capacity of the batteries of the scattered sensors.
In summary, this article solves the research question presented at the beginning of the article: how to build gateways for IoT applications with Raspberry Pi and low power IQRF communication modules. Its major outcome is providing application designers all components to build IoT applications quickly and easily. This includes: (1) an architecture for the IoT gateways, together with all of the selected hardware components (Raspberry Pi, IQRF nodes, etc.); (2) bindings to build high level applications with the most common programming languages, such as C and Java (bindings for other programming languages, like Python, could be easily created); (3) a protocol that allows collecting data from the IQRF remote nodes (such as temperature, voltage, analog sensors, and LED manipulation); and (4) an empirical model for selecting the capacity of the batteries that helps with predicting their lifetime due to communication issues.
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