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要旨 
発表者らは 2017 年以来、リアルタイム MRI 動画撮像技術を用いた日本語調音運動のデー


















本プロジェクトは採択された科研費の区切りに従って第 1 期と第 2 期にわけることがで
きる。第 1 期は 2017−19 年度（科研採択前の準備期間として 2016 年の後半を含む）、第






















本プロジェクトの第 2 の目標は、rtMRI データを一般公開することによって、日本語の












２．１ 『リアルタイム MRI 調音運動データベース』 
 インフラ整備の主要な手段として構築を進めているのが『リアルタイム MRI 調音運動
デ ー タ ベ ー ス 』 （ rtMRIDB ） で あ る 。 2021 年 4 月 に は 試 験 公 開 版 を 公 開 し た
(https://rtmridb.ninjal.ac.jp)。標準語話者 10 名（男性 6 名女性 4 名）から収集した 3 発
話クラスの発話の rtMRI 動画が収録されている（表 1 参照）。 





表１: 『リアルタイム MRI 調音運動データベース』試験公開版の内容 
発話クラス 内容 14-fps 27-fps 
MB 2 モーラの組み合わせ＋キャリア⽂ 8407 0 
MP 特殊モーラ（キャリア⽂無し） 2293 0 
MU 単独モーラ（キャリア⽂無し） 2246 0 
 
 本 2021 年度には『リアルタイム MRI 調音運動データベース』第 1 版を公開する予定で
ある。第 1 版には、標準語話者 17 名（新規 7 名分を拡張）と近畿方言話者５ないし６名






表２: 『リアルタイム MRI 調音運動データベース』第 1 版の内容* 
発話クラス 内容 14 fps 27 fps 
MB 2 モーラの組み合わせ＋キャリア⽂ 16651 284 
MP 特殊モーラ（キャリア⽂無し） 4692 443 
MU 単独モーラ（キャリア⽂無し） 3115 668 
NS ⽂章朗読      33    0 
PL パラ言語情報     245    0 
SR 発話速度     351    0 
TT 早⼝言葉      64    0 
 
⽂章朗読項目と撮像速 27 fps のデータは、2018 年秋以降に収録を開始した項目で、一
部の話者についてのみ提供されるデータである(朗読は 14 名、27 fps は 9 名)。⽂章朗読項
目では、イソップ寓話の「北風と太陽」と、宇宙論をあつかった新書の導入部分を朗読し
た連続音声の調音運動を撮像した。前者のテキストは国際音声学協会の IPA ハンドブック
（International Phonetic Association 1999）で日本語の例示に用いられたものであり、後
者は『日本語話し言葉コーパス』（Maekawa 2003）の朗読データとして利用したテキス
トのひとつである。撮像速度 28fps のデータは時間分解能が従来の 2 倍のデータである。
撮像速度と 1 回の撮像時間の間にはトレードオフの関係があるので、14fps の撮像では約
37.3 秒までの発話が可能であるのに対し 28fps での発話は約 18.7 秒に制限される。単独モ
ーラ項目では、前川(2019)の分析においてときに困難が感じられたラ行モーラを多く含む
スライド 2 枚(MU4, MU5)を対象とした。 
パラ言語情報は、種々の発話意図（発話態度）や対比の強調(focus)が調音に及ぼす影響
を探ることを目的としている。SR は 14 fps の発話において疑似的に時間解像度を向上さ
せる目的で意図的に発話速度を低下させた発話、TT は 3 種類の早⼝言葉の朗読である。 



































MRI Vuewer と呼んでいる（浅井・菊池・前川 2018）。ユーザーは rtMRIDB の検索結果
を mp4 ファイルに保存した後に MRI Vuewer でアノテーションを施すことになる。 
現在公開されている MRI Vuewer Ver.2 は、mp4 動画を読み込むと、波形とサウンドス
ペクトログラムを表示した状態で、連続する 3 フレームの MRI 画像を表示する。この状
態で音声に対する多層のアノテーション（時系列アノテーション）が可能であり、












 MRI Vuewer は Chrome や Firefox などのウェブブラウザ上で稼働する Java script アプ
リケーションであり、ソースコードは公開されている（https://github.com/kikuchiken-
waseda/mri-vuewer.ver2）。本スペシャルセッションでは開発者である浅井拓也氏らによ
る MRI Vuewer のより詳細な解説が予定されている。 
 
２．３ アノテーション情報の自動付与 


















で、その影響が心配されたが、Julius(Lee & Kawahara 2009)の segmentation toolkit














名程度の教師データがあれば、多数（20 名程度）の話者の rtMRI データを安定して処理
できるレベルに達している（Takemoto et al. 2019, 後藤他 2019, 2020, 天野他 2021）。声
道は舌、⼝唇・下顎、⼝蓋、咽頭後壁・披裂部、および喉頭蓋・声帯の５部位に分割され









図３: Julius segmentation toolkit を用いた音素自動アライメントの結果。
発話は左から/siNoN/「心音」、/siNin/「心因」、/siNkaN/「新刊」。 









 ここからは rtMRIDB が日本語調音音声学の精緻化にどのように貢献したかの実例を紹







られたので、プロジェクトの初年度から取り組んだ（前川他 2018, Maekawa 2019, 
Maekawa 2021）。撥音は語中にあって閉鎖音や閉鎖鼻音が後続する場合は、後続子音と
調音位置を共有する鼻音として実現される。一方、後続子音がない発話末の撥音は⼝蓋垂










1 ただし第 2 期科研費研究の申請書で設定した目標は rtMRIDB と MRI Vuewer の公開ま













0.887、同じく後端に関して 0.868 であることが確認できた（相関係数は leave-one-out 交
差検証による値）。一方、語中の撥音に対して後続子音を説明変数として同様の予測を行


















Maekawa (2020)ではこれらの問題を rtMRIDB を用いて予備的に検討した。この研究で
は、南カリフォルニア大学の研究グループが公開した SPAN-IPA データベースを比較対象
として利用した。このデータベースは著名な音声学者 4 名による IPA 分節音調音を記録し
たデータベースである(https://sail.usc.edu/span/rtmri_ipa/) 。図５に SPAN-IPA に収録
されている IPA の[w]の rtMRI 動画のスナップショットを 2 例示す。音声信号から[w]の
区間と判断される時点を選択した。両唇と軟⼝蓋における二重調音が明瞭に観察できる。 
図５: SPAN-IPA に収録されている両唇軟⼝蓋接近音[w]のスナップショット。






図６: rtMRIDB 試験公開版に収録された標準語話者 10 名の単独モーラ「ワ」の子音
部スナップショット。右下の 4 枚（⾊調が⻘のもの）は女性話者 
図７: rtMRIDB 試験公開版に収録された標準語話者 10 名の単独モーラ「ファ」の子音
部スナップショット。話者の配置は図６と同一 






























最後に 2 節、3 節では紹介しきれなかった本プロジェクトの成果に触れる。調音音声学
の理論上の問題点のひとつは、その分類体系が声道正中矢状面の情報に強く依存して構成




同 じ 調 音 位 置 を も つ 摩 擦 音 の 音 韻 カ テ ゴ リ を 変 更 で き る こ と を 示 し た (Yoshinaga, 


















2021 年 3 月 1 日に米国南カリフォルニア大学の Speech Production and Articulation 
Knowledge Group(SPAN)が話者 75 名のデータからなるリアルタイム MRI データのデー
タベースを公開した（https://sail.usc.edu/span/75speakers/）。3.2 節で利用した SPAN-
IPA と同じ研究グループによる成果である。昨年の本ワークショップのために執筆した前
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